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Abstract—Natural image stitching (NIS) aims to create one natural-looking mosaic from two overlapping images that capture a same 3D scene from different viewing positions. Challenges inevitably arise when the scene is non-planar and the camera baseline is wide, since parallax becomes not negligible in such cases. In this paper, we propose a novel NIS method using depth maps, which generates natural-looking mosaics against parallax in both overlapping and non-overlapping regions. Firstly, we construct a robust fitting method to filter out the outliers in feature matches and estimate the epipolar geometry between input images. Then, we draw a triangulation of the target image and estimate multiple local homographies, one per triangle, based on the locations of their vertices, the rectified depth values and the epipolar geometry. Finally, the warping image is rendered by the backward mapping of piece-wise homographies. Panorama is then produced via average blending and image inpainting. Experimental results demonstrate that the proposed method not only provides accurate alignment in the overlapping regions, but also virtual naturalness in the non-overlapping region.
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I. INTRODUCTION

NATURAL image stitching (NIS) is a well-studied problem in image processing and computer vision, which composites multiple overlapping images captured from different viewing positions into one natural-looking panorama [27]. The fundamental NIS problem is 2-into-1: given two input images, one reference and one target, to generate one output image that is virtually captured in the reference viewing position, which includes both overlapping and non-overlapping contents as natural as possible. Hence, the first crucial task in NIS is how to warp the target image into an extended view of the reference image, such that the warping result is not only content-consistent in the overlapping region but also view-consistent in the non-overlapping region.

When the capturing scene is planar or the viewing point is stationary, homography is effective for accomplishing the dual task [10]. However, when the 3D scene consists of background objects with non-planar surfaces or even foreground objects with discontinuous depths, meanwhile the baseline is wide, homography cannot generate a natural-looking mosaic because it is not flexible enough to describe the underlying 3D geometry between parallax views (see Fig. 1(b)).

Lots of adaptive warping models are devoted to addressing the parallax issue in NIS. Suppose a set of feature matches between two input images are given, some methods divide the target image into adjacent patches (pixels [7], superpixels [16], rectangles [31], triangles [17], irregular domains [34]) and warp each of them by a local homography using weighted matches; some methods divide the target into rectangular cells and deform them simultaneously via an energy minimization using local (similar [32] or affine [33]) plus global (similar [4] or linearized projective [20]) geometric invariants. Other NIS methods devote attention to combining weighted matches and geometric invariants [2], [21], [18], increasing densities of feature matches [19], [23], pursuing local alignment allowing seamless composition [8], [22]. Nevertheless, existing adaptive warping models are still not fine enough to describe the underlying geometry between large-parallax views such that they still create misaligned or non-natural-looking mosaics at times (see Fig. 1(c-e)).

It is well-known that depth maps are powerful for representing the 3D geometry of a stereo scene and deep learning enables extracting the dense depth map from a single target image [9]. Intuitively, depth maps help align non-matching region or even non-overlapping region (see Fig. 1(f)).

In this paper, we propose a new NIS method using depth maps against large parallax in both the overlapping and non-overlapping regions. Suppose a set of feature point matches between input images and a depth map of the target image are given, firstly we construct a robust fitting method to filter out the outliers in feature matches and estimate the epipolar geometry of input images; then we draw a triangulation of the target image such that every triangle domain is coplanar in the 3D space; local homographies are estimated, one per triangle, based on locations of its vertices, the rectified depth values and the epipolar geometry; further, the warping image is generated by backward mapping piece-wise homographies; finally, the panorama is produced via average blending and image inpainting. Experimental results show that the stitching mosaics by the proposed NIS method are not only accurately aligned in the overlapping regions but also virtually natural-looking in the non-overlapping regions (see Fig. 1(g)).

The contributions of our work are as follows:

• We propose a robust fitting method to filter out the outliers in feature matches and estimate the epipolar geometry, which is robust to the issue of large parallax;
• We propose a piece-wise homographies estimation method based on locations of triangle vertices, their rectified depth values and the epipolar geometry, which enables warping the target image discontinuously and naturally to align with the reference image;

The rest of the paper is organized as follows. Section II reviews the related works of adaptive NIS and view synthesis. Section III proposes the novel NIS method using depth maps. Section IV describes the implementation details. Section V presents the experimental results. Section VI concludes the paper.
II. RELATED WORK

A. NIS using weighted matches

Suppose a set of feature matches between two input images is given, some NIS methods adopted piece-wise homographies as adaptive warping models where every local homography is determined via some weighting methods. Gao et al. proposed a dual-homography warping model, where two representative homographies (distant plane + ground plane) are first clustered then the local homography per pixel is estimated by a weighted sum of them [7]. Zheng et al. modified a multiple-homography warping model, where multiple projective-consistent homographies are first clustered and one non-overlapping homography is averaged, then the local homography per pixel is determined by a weighted sum of them [34]. Zaragoza et al. proposed a new as-projective-as-possible (APAP) warp, where the target image is first divided into regular grid cells and the local homography per cell is estimated by moving DLT that assigns more weights to feature matches that located closer to the target cell [31]. Joo et al. appended line matches into the framework of APAP [14]. Recently, Lee and Sim proposed a modified version of APAP, where the target image is divided into superpixels instead of cells and the local homography per superpixel is estimated by moving DLT which assigns more weights to feature points that located on more similar planar regions to the target superpixel instead of explicitly depending on the spatial locations [16]. The most notable advantage of [16] is that it enables a discontinuous warping model against large parallax in the overlapping region. Besides, Li et al. proposed a weighting-free version of APAP, where the target image is divided into adjacent triangle regions whose vertices are either matching feature points or boundary points, then the local homography per triangle is estimated by its vertex matches associated with the relative position between two input views [17]. The advantage of triangulation is apparent as triangles are easier to fulfill coplanar assumption than other patches. However, [17] did not allow vertex split such that large parallax can not be handled. On the contrary, the proposed method uses depth maps to enable triangulation vertex split to handle large parallax not only in the overlapping but also in the non-overlapping regions.

B. NIS using geometric invariants

Instead of using weighted matches to warping non-matching patches, some NIS methods divide the target image into cells then warp them simultaneously by a deformation, where every mesh is penalized to undergo some geometric invariants (local
Fig. 2. The pipeline of our proposed method, which includes 3 main stages: feature matching and robust fitting (blue box), image triangulation and local warping (green box), image blending and inpainting (cyan box). **Stage 1:** Point feature matches between input images are extracted, our robust fitting method is then used to filter out the outliers and estimate the epipolar geometry; **Stage 2:** Delaunay triangulation is applied to the target image, and for each triangle we estimate a local homography warp based on the locations of vertices, its rectified depth values and the epipolar geometry. Then the warped image is rendered via backward texture mapping. **Stage 3:** Warped images are composited via average blending to generate panorama, in which missing parts are completed via image inpainting.

+ global) as much as possible. Zhang and Liu proposed a mesh deformation that uses similar as local geometric invariant and projective as global geometric invariant [32]. Chen and Chuang used similar as both local and global geometric invariants [4]. The estimations of global similarity were comprehensively studied in [2], [21]. In order to address the NIS problem for wide-baseline images, Zhang et al. proposed a mesh deformation that uses affine as local geometric invariant and horizontal-perpendicular-preserving as global geometric invariant [33]. In order to generate perspective-consistent mosaics, Liao and Li used linearized projective [18] as both local and global geometric invariants [20]. Recently, Jia et al. proposed a new local coplanar invariant and a new global collinear invariant [13]. Note that local and global geometric invariants play the roles of interpolation and extrapolation regularizers in the overlapping and non-overlapping regions respectively, while the depth map of the target image can provide more accurate regularizers.

**C. View synthesis using depth maps**

Generally speaking, view synthesis (view interpolation) [3] is the task of generating new views of a 3D scene from source views of the scene, where depth maps are commonly adopted to describe the 3D scene from source viewing positions. There are different methods to extract depth maps of source images. Penner and Zhang used depth estimation from multiple images to accomplish novel view synthesis [25]. Wiles et al. leveraged single-image depth predictions implicitly to enable end-to-end view synthesis [30]. In fact, image warping in NIS can also be interpreted as extended view synthesis, taking the target image as the source image and the reference view as the virtual view. However, this paper focuses on using depth maps to improve both alignment and naturalness for NIS rather than appearance modeling [35] and occlusion inpainting in view synthesis tasks [26].

**III. PROPOSED METHOD**

In this section, we propose our NIS method using depth maps. The pipeline of our method is illustrated in Fig. 2.

**Notations:** let the upper-case letters such as $K, R, H$ denote real matrices, the lower-case letters such as $x, y, z$ denote real values, the bold-faced letters such as $\mathbf{x}, \mathbf{e}'$ denote real vectors; the symbol $\tilde{x}$ denotes the homogeneous representation
of \( \mathbf{x} \), the symbol \([\mathbf{e}']_x\) denotes the skew-symmetric matrix formulated by \( \mathbf{e}' \).

### A. Robust fitting and epipolar geometry estimation

Given a target image \( I_t \) and a reference image \( I_r \), suppose their camera matrices are:

\[
P = K[I \mid 0], \quad P' = K'[R \mid t],
\]

where \( K \in \mathbb{R}^{3 \times 3} \) and \( K' \in \mathbb{R}^{3 \times 3} \) are two calibration matrices, \( R \in SO(3) \) is a rotation and \( t \in \mathbb{R}^3 \) is a translation.

Let \( \mathbf{X} \in \mathbb{R}^3 \) be a world point, \( \mathbf{x} \in \mathbb{R}^2 \) and \( \mathbf{x}' \in \mathbb{R}^2 \) be its image points in \( I_t \) and \( I_r \), and \( z \in \mathbb{R} \) be its depth value measured from \( P \), then

\[
\tilde{\mathbf{x}} = K\mathbf{X}/z.
\]

Since \( K \) is invertible, by plugging \( \mathbf{X} = zK^{-1}\tilde{\mathbf{x}} \) into

\[
\tilde{\mathbf{x}}' \sim K'R\tilde{\mathbf{x}} + K't,
\]

where \( \sim \) denotes equality up to scale, we obtain

\[
\tilde{\mathbf{x}}' \sim K'RK^{-1}\tilde{\mathbf{x}} + K't/z.
\]

Let \( H_\infty = K'RK^{-1} \) and \( \mathbf{e}' = K't \), we simplify Eq. (4) as

\[
\tilde{\mathbf{x}}' \sim H_\infty\tilde{\mathbf{x}} + \mathbf{e}'/z.
\]

In fact, \( H_\infty \) is the infinite homography between two parallax views and \( \mathbf{e}' \) is the epipole in the view of \( I_r \).

If a pair of feature match is incorrect (an outlier), the mapping error would extremely increase such that we can construct a robust fitting method based on Eq. (5) to filter out the outliers in feature matches. The mapping error of a feature match \((p_i, q_i)\) is calculated as

\[
\epsilon_i = \left\| \pi(H_\infty\hat{p}_i + \frac{\mathbf{e}'}{z(p_i)}) - q_i \right\|,
\]

where \( \pi(v) = (v_1/v_3, v_2/v_3)^T \) for \( v \in \mathbb{R}^3 \). Conversely, if a set of inliers and their corresponding depth values from \( P \) are given, one can estimate \( H_\infty \) and \( \mathbf{e}' \) based on Eq. (5).

The implementation details about robust fitting and estimating \( H_\infty \) and \( \mathbf{e}' \) will be presented in Sec. IV-A.

### B. Local homography using depth maps

Let us consider the 3-parameter family of world planes across \( \mathbf{X} \),

\[
\mathbf{m}^T \mathbf{K} \mathbf{X} = 1,
\]

where \( \mathbf{m} \in \mathbb{R}^3 \). Consequently, by multiplying the row vector \( \mathbf{m}^T \) to Eq. (2), we obtain

\[
\mathbf{m}^T \tilde{\mathbf{x}} = 1/z,
\]

which means that a plane can be uniquely determined from three non-collinear image points and their depth values.

Furthermore, by plugging Eq. (8) into Eq. (3), we derive

\[
\tilde{\mathbf{x}}' \sim H_\infty\tilde{\mathbf{x}} + \mathbf{e}'\mathbf{m}^T\tilde{\mathbf{x}}.
\]

It is well known that the images of a world plane between two views satisfy a homography. Therefore,

\[
H = H_\infty + \mathbf{e}'\mathbf{m}^T,
\]

describes the 3-parameter family of homographies between two different views induced by a world plane in Eq. (7).

Given a triangular domain \( \Delta \) of \( I_t \) and three depth values of its vertices measured from \( P \), assuming that its corresponding world point set is coplanar, then we can determine \( \mathbf{m}_\Delta \) based on Eq. (8). Conversely, when a triangulation of \( I_t \) is given such that every \( \Delta \) is coplanar in the 3D space, then the local homography \( H_\Delta \), one per triangle, can be established by Eq. (10) with estimated \( \mathbf{m}_\Delta \).

The implementation details about estimating \( \mathbf{m}_\Delta \) will be presented in Sec. IV-B.

### C. Image warping via piece-wise homographies

Finally, the warping image \( I_w \) is generated by the backward mapping of piece-wise homographies:

\[
I_w(\mathbf{x}') = I_t \left( \pi \left( H_\Delta^{-1}(\mathbf{x}') \right) \right), \quad \forall \mathbf{x}' \in \Delta',
\]

where \( \Delta' \) is the triangular domain of \( \Delta \) which is forward mapped by \( H_\Delta \).

Note that two adjacent domains in \( I_t \) may become overlapping in \( I_w \) after mapping by different homographies. The implementation details about backward texture mapping by \{\( H_\Delta^{-1}\)\} will be presented in Sec. IV-C.

### IV. IMPLEMENTATION

In this section, we present some implementation details of the proposed method.

#### A. Estimating infinite homography and epipole

In order to estimate \( H_\infty \) and \( \mathbf{e}' \), we firstly prepare a set of SIFT [24] point matches \( \{(p_i, q_i)\}_{i=1}^N \) between \( I_t \) and \( I_r \), a depth map \( z = d(\mathbf{x}) \) of \( I_t \) which can be directly obtained from RGB-D datasets.

Similar to the DLT algorithm for estimating homography from a data set \( \{(p_i, q_i, d(p_i))\}_{i=1}^N \), \( H_\infty \) and \( \mathbf{e}' \) can be estimated from the augmented data set \( \{(p_i, q_i, d(p_i))\}_{i=1}^N \) via solving the following linear least-square problem

\[
\min_{h, e'} \| \mathbf{A} \mathbf{h} + B \mathbf{e}' \|^2,
\]

where \( \mathbf{h} \) is a 9-vector made up of the entries of \( H_\infty \), and the matrices \( \mathbf{A} \) and \( \mathbf{B} \) are vertically stacked by

\[
A_i = \begin{bmatrix}
  x_i & y_i & 1 & 0 & 0 & 0 & -x_i x_i' & -x_i y_i' & -x_i'
  0 & 0 & 0 & 1 & 0 & -y_i x_i' & -y_i y_i' & -y_i'
\end{bmatrix}
\]

\[
B_i = \begin{bmatrix}
  1/z_i & 0 & -x_i' y_i'/z_i
  0 & 1/z_i & -y_i' x_i'/z_i
\end{bmatrix}
\]

for \( i = 1, \ldots, N \), \((x_i, y_i)\) and \((x_i', y_i')\) are coordinates of \( p_i \) and \( q_i \), \( z_i = d(p_i) \). When \( N \geq 6 \), Eq. (12) can be efficiently solved by Singular Value Decomposition (SVD).

For the sake of more robust estimation, we employ the 6-point SVD solver as the minimal solver in the RANSAC framework. With the help of depth data, a single RANSAC estimator can identify a sufficiently large consensus set of point matches between large parallax views, while existing
methods need multiple RANSAC estimators to identify multiple homographies.

Fig. 3 shows the comparison results of the number of feature matches, mapping error and elapsed time via three robust fitting methods: homography-based RANSAC [6] (homo-RANSAC), multiple-sampling RANSAC [31] (multi-RANSAC) and our depth-based RANSAC (depth-RANSAC). The depth-RANSAC method can identify sufficiently many feature matches meanwhile takes the least time and has the lowest mapping error. More experiments on the superiority of our depth-based RANSAC are demonstrated in Sec. V-C.

For the sake of more accurate estimation, $H_\infty$ and $e'$ are refined by solving the following nonlinear LS problem

$$\min_{H_\infty, e'} \sum_{i \in IS} \| \pi (H_\infty \hat{p}_i + e'/z_i) - q_i \|^2 \quad (13)$$

where IS is the index set of identified inliers from the RANSAC estimator. Eq. (13) can be efficiently solved by the Levenberg-Marquardt (LM) algorithm.

The algorithm for estimating $H_\infty$ and $e'$ is summarized in Algorithm 1.

**Algorithm 1** Estimate $H_\infty$ and $e'$.

**Require:** $\{(p_i, q_i)\}_{i=1}^N$ and $\{z_i = d(p_i)\}$;

**Ensure:** $H_\infty$ and $e'$.

1. Initialize $H_\infty$, $e'$ and IS via RANSAC with a minimal six-point SVD solver Eq. (12);
2. Refine $H_\infty$ and $e'$ by optimizing Eq. (13) with IS;
3. Return $H_\infty$ and $e'$.

**B. Estimating local homographies**

In order to establish multiple local homographies $\{H_\Delta\}$, we first partition the target image into SLIC [1] segments based on its depth map and perform polygonal fitting on the border of each segment. Denote the vertex set by $\{v_j\}_{j=1}^M$ consisting of all point matches in the target image and all polygon vertices, then the triangulation can be calculated by the Delaunay triangulation algorithm (see Fig. 2).

1) **Depth rectification of feature points:** For the sake of better local alignment, we first rectify the depth value of every matched point $p_i$ by

$$\frac{1}{z_i} = \frac{(\hat{y}' \times e')^T (\hat{y}' \times H_\infty \hat{y})}{\| \hat{y}' \times e' \|^2}, \quad (14)$$

where $(\hat{y}, \hat{y}')$ is the corrected point match that minimizes the reprojection error subject to the epipolar constraint, i.e, the optimal solution of

$$\min_{x, x'} \| p_i - x \|^2 + \| q_i - x' \|^2$$

subject to $x'^T [e']_{z} H_\infty x = 0$.

After the above depth rectification, Eq. (8) will enable an optimal three-parameter family of homography for accurate local alignment at the vertex.

2) **Depth rectification of triangle vertices:** For the sake of better local rectification, we then rectify the depth value of every vertex $v_j$, triangle-by-triangle by

$$\frac{1}{z_{j, \Delta}} = \bar{m}_\Delta^T \tilde{v}_j, \quad (15)$$

where $\bar{m}_\Delta$ is the parameter that best fits the inner points inside the triangle into a plane, i.e., the optimal solution of

$$\min_{m_\Delta} \| C_\Delta m_\Delta - d_\Delta \|^2,$$

where $C_\Delta$ and $d_\Delta$ are stacked vertically by

$$C_k = [x_k \ y_k \ 1], \ d_k = 1/z_k; \ \forall (x_k, y_k) \in \text{int}(\Delta).$$

After the above depth rectification, Eq. (8) will enable an optimal 3-parameter family of homography for planar local rectification inside the triangle.

3) **Depth clustering and vertices splitting:** In order to enable a globally discontinuous and locally smooth warping model, the multiple rectified depth values of the same vertex should be further clustered and averaged.

Global discontinuity means that one vertex $v_j$ should be allowed to split into some disjointed vertices after warping. For multiple depth values of a vertex, if the maximal difference is less than a threshold $\eta$, we consider them to be of the same
class, otherwise we cluster them into different classes via a multiple-model fitting method [12], i.e.,
\[
\min L E(L) = \sum p \| p - L p \| + \beta \cdot | L |.
\]

Fig. 4 shows some experimental results of vertices clustering and splitting.

Local smoothness means that those triangles sharing a common vertex after warping should share the same depth value at this common vertex before warping. Therefore, we assign the average of multiple depth values inside their member class to the common vertex. Note that, for the class that includes the rectified depth value of a matched feature point, we assign that value rather than the average to the common vertex, such that the feature point can be prior aligned.

The algorithm for estimating \( \{ H_\triangle \} \) for triangles is summarized in Algorithm 2.

\begin{algorithm}
\caption{Estimate \( \{ H_\triangle \} \).
\begin{algorithmic}[1]
\Require \( \{ \triangle \} \), \( \{(p_i, q_i)\}_{i \in IS} \) and \( d(I) \);
\Ensure \( \{ H_\triangle \} \).
1: For every \( p_i \), rectify its depth value by Eq. (14);
2: For every \( \triangle \), rectify the depth value of \( v_j \) by Eq. (15);
3: For every \( v_j \), cluster its multiple depth values;
4: For every \( \triangle \), finalize the depth value of \( v_j \) as the average of its member class then solve Eq. (8) to get \( m_\triangle \);
5: Return \( \{ H_\triangle \} \) that formulated by Eq. (10) with \( m_\triangle \).
\end{algorithmic}
\end{algorithm}

\subsection{Backward texture mapping}

Since vertices splitting is allowed, the splitting triangles may be overlapping with each other in the overlapping region and even the non-overlapping region. When such case happens, i.e. two different local homographies \( H_\triangle \) and \( H_\triangle' \) map two different point \( p \) and \( p' \) in \( I_t \) to the same point \( q \) in \( I_w \), we compare \( d(H^{-1}_\triangle(q)) \) with \( d(H^{-1}_\triangle'(q)) \) and use the pixel with the smaller depth value in the backward texture mapping, because it is closer to camera.

After images are warped and rendered, we blend them together via average blending to produce the final panorama. However, due to the large parallax between input images, the panorama may still have missing “holes” in the non-overlapping region (see Fig. 4), which are eliminated by applying image inpainting algorithms [5], [15] to the missing regions.

Finally, we summarize our method in Algorithm 3.

\begin{algorithm}
\caption{Natural Image Stitching using Depth Maps.
\begin{algorithmic}[1]
\Require \( I_t \) and \( I_w \);
\Ensure Panorama \( I_m \).
1: Extract a depth map of \( I_t \);
2: Extract a set of point matches between \( I_t \) and \( I_w \);
3: Extract a triangulation of \( I_t \);
4: Estimate \( H_\infty \) and \( e' \) via Algorithm 1;
5: Estimate \( \{ H_\triangle \} \) via Algorithm 2;
6: Warp \( I_t \) to \( I_w \) via backward texture mapping;
7: Composite \( I_w \) and \( I_t \) via average blending to create \( I_m \);
8: Apply image inpainting method to panorama \( I_m \) to fill the missing holes.
\end{algorithmic}
\end{algorithm}

\section{Experiments}

A series of comparison experiments are conducted to evaluate the performance of our proposed NIS method. The comparing methods include global homography (Homo), APAP [31], NISwGSP [4] and LFA [17]. The parameters of existing methods are set as suggested by the original papers. In the experiment, we use VLFeat [28] to extract and match SIFT [24] feature points, use our robust fitting algorithm to remove outliers. To ensure a fair comparison, the same matching data are used in all tested methods except the NISwGSP method which is implemented in C++. To highlight the accuracy of image alignment, all stitching results are generated via simple average blending.

\subsection{Quantitative comparison}

In order to accurately evaluate the performance of our NIS method, we introduce two indices, MS-SSIM (Multiscale structural similarity) [29] and PSNR to evaluate the alignment quality and compare with other methods. The image dataset
used in the quantitative experiments is exhibited in Fig. 5, which is selected from MVS-Synth Dataset [11]. The MS-SSIM and PSNR indices are calculated based on the overlapping regions of warped images.

The scores of different methods are listed in Table I. In some test cases, NISwGSP [4] fails to align the images naturally, resulting in severe misalignments and meaningless indices, which are indicated as “–”. The global homography (Homo) is not able to handle the large parallax and eliminate local structure misalignments, such that receives the lowest scores. The three existing methods could achieve better alignment quality, hence get higher scores. Among all the tested methods, our proposed NIS method achieves the highest scores in most cases, and therefore provides the best alignment quality. It’s worth noting that, though our method receives the lower score in 0105 test case, there are still non-negligible misalignments in the other methods, which the two indices may fail to identify (see Fig. 6).

B. Qualitative comparison

Fig. 6 demonstrates the comparison results of the 0105 test case, which contains drastically varying depth. Two representative areas in the overlapping region of each panorama are highlighted with colored boxes and arrows. Due to the lack of matching data on the street lamp, the four existing methods suffer severe ghosting effects (see red arrows), global homography and LFA cannot align the building, while APAP and NISwGSP can relieve the structure misalignments (see red boxes). With the help of the depth map, our local warping model can accurately align the street lamp and building, hence outperforms all the other methods. More comparison results on other test cases are provided in the supplementary material.

C. Ablation study

We validate the effectiveness of every module in our method by evaluating the average measures of the 10 test cases in Fig. 5, as shown in Table II.

1) Robust fitting: We test different robust fitting methods, homography-based RANSAC (homo-RANSAC), multiple-sampling RANSAC (multi-RANSAC) and our depth-based RANSAC (depth-RANSAC), as shown in the experiments 1-3 of Table II. The homo-RANSAC cannot identify sufficient matched features for large parallax cases, thus provides the lowest alignment accuracy. Although, the multi-RANSAC identified sufficient features as our depth-RANSAC, it has the lower accuracy than ours. We believe the reason is that the multi-RANSAC has the worst mapping error (see Fig. 3(b)) such that the subsequent local warping cannot alleviate it.
2) Depth rectification: We ablate the depth rectification module in Sec. IV-B as the basic structure and evaluate the effectiveness of different rectification equations (Eqs. (14,15,16)). As shown in experiments 3-6 of Table II, the basic structure (experiment 6) means that all the local homographies are estimated based on the depth values of the triangle vertices, the experiment 4 means that all the rectified depth values are not clustered and averaged. The comparison results show that the depth rectification of triangle vertices can significantly improve the alignment accuracy, even achieves the best MS-SSIM score. Noting that experiments 3-4 show that the depth clustering and averaging may have little effect on improving the alignment accuracy of the overlapping region, but it can help generating a locally smoother panorama in the non-overlapping region. Fig. 7 demonstrates a comparison of 0118 test case. The warped target image of experiment 4 has too much splitting issues (see Fig. 7(a) the mask image), while the final model can relieve such issues.

D. Limitation and failure examples

Our method assumes that the depth map of the target image is relatively accurate, the triangulation of the target image is assumed to be coplanar in the space for every triangular domain. Furthermore, the missing area in the panorama should not be too large. If such assumptions are violated, our method may fail to generate a plausible result.

Fig. 8 shows a failure example of our proposed method. Input images are of wide camera baseline and drastic depth variation. Due to the abundant and complex geometric structures, the Delaunay triangulation and the subsequent depth values clustering are error-prone (see Fig. 8(b-c)), and then ghosting
TABLE II
ABLACTION STUDIES ON MVS-SYNTH DATASET [11].

| Robust fitting | Depth rectification | Metric |
|----------------|---------------------|--------|
| Homo-RANSAC    | Multi-RANSAC        | Depth-RANSAC w/ Eq. (14) | w/ Eq. (15) | w/ Eq. (16) | MS-SSIM ↑ | PSNR ↑ |
| ✓              | ✓                   | ✓      | ✓      | ✓          | 0.6870    | 17.5890 |
| ✓              | ✓                   | ✓      | ✓      | ✓          | 0.8579    | 22.0899 |
| ✓              | ✓                   | ✓      | ✓      | ✓          | 0.9249    | 23.9227 |
| ✓              | ✓                   | ✓      | ✓      |            | 0.9264    | 23.9095 |
| ✓              | ✓                   | ✓      |        |            | 0.8520    | 20.7023 |
| ✓              |                     | ✓      |        |            | 0.8522    | 20.7059 |

(a) Warped target via experiment 4 of the ablation study
(b) Warped target via our final model

Fig. 7. Comparison of warped target images of the 0118 test case. In (a),(b), Left is the warped target images; Right is the masks of the warped target images.

(a) Input images and depth map of target
(b) Warped target image
(c) Warped target image
(d) Final panorama

Fig. 8. Failure example of a test case in MVS-Synth Dataset [11].

or artifacts introduced by blending or image inpainting appear in the resulting panorama.

VI. CONCLUSION

This paper proposes a natural image stitching (NIS) method using depth maps. Our main contribution is to provide an adaptive method that leverages depth maps in NIS to address the challenge of parallax. Experimental results show that the proposed method not only provides accurate alignment in the overlapping regions, but also virtual naturalness in the non-overlapping region. Future research includes reducing the dependence on the depth map, and designing a more accurate and less complex triangulation algorithm.
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