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The unavoidable interaction of quantum systems with their environment usually results in the loss of desired quantum resources. Suitably chosen system Hamiltonians, however, can, to some extend, counteract such detrimental decay, giving rise to the set of stabilizable states. Here, we discuss the possibility to stabilize Gaussian states in continuous variable systems. We identify necessary and sufficient conditions for such stabilizability and elaborate these on two benchmark examples, a single, damped mode and two locally damped modes. Implications on the stabilizability of non-Gaussian states, by means of quadratic Hamiltonians, are also discussed.

I. INTRODUCTION

Quantum control is a model example of research pursued in modern physics, in which theoretical or even deeply mathematically oriented questions are very close to experimental needs and practical issues. Every experimental scenario has to take into account its environment, which we are forced to treat as an independent entity. Clearly, one can make efforts to isolate a given setup from the influence of the environment. Still, there is a level at which current technological possibilities become exhausted. While in the classical domain one can usually allow for moderately limited interactions between the system and its environment, in the quantum case the restrictions become much more severe. Among particularly relevant examples of that kind are fault-tolerant quantum computation [1] and the finally successful detection of gravitational waves [2].

The theory of quantum control offers an alternative approach to the problem. As one must accept some interactions with the environment, their undesired consequences may at least be reduced, if not neutralized. To be more concrete, in many experimental scenarios one has additional freedom in terms of tunable external interactions admitted by the setup, given in terms of a so-called control Hamiltonian. Given a control objective, the question posed in (optimal) quantum control thus refers to the best selection and tuning of such a Hamiltonian, in order to minimize the detrimental influence of the environment. Objectives may, for instance, be the preservation of desired quantum resources, such as coherence or entanglement.

Given a family of quantum states, knowledge about the environment and the functional form of implementable interactions (these may, e.g., be experimentally imposed constraints and knowledge), one can ask whether and to which extent these ingredients are able to interplay, to cooperate. Of particular interest are families of states which can be fully protected against the environment, so-called stabilizable states. These stabilizable states then set the benchmark to what extend the control objectives can be achieved. As it turns out, in many relevant cases, structural properties of quantum mechanics allow us to gain unexpectedly general insights into the composition of the set of stabilizable states, potentially rendering “brute-force” optimizations unnecessary.

In this article, we focus on Gaussian states. Gaussian states play a central role in quantum information theory and in particular in quantum optics. On the one hand, this is due to their natural occurrence and thus experimental availability in quantum optical settings; think only of coherent states [3, 4]. On the other hand, they have been identified as essential resources for many quantum information and communication protocols in continuous variables [5, 6], including, e.g., teleportation [7, 9]. Moreover, while most of their applications refer to the light field, Gaussian states also represent important resources in the case of matter waves, e.g., to detect entanglement in matter wave interference [10, 11].

A. Stabilizable states

We are interested in an open-system dynamics of a quantum system governed by the equation ($\hbar = 1$)

$$\dot{\rho} = i \left[ \rho, \hat{H} \right] + \mathcal{D} (\rho),$$

(1)

with $\hat{H}$ being the (control) Hamiltonian and $\mathcal{D} (\rho)$ representing the “dissipative” part of the time evolution. Given the evolution equation (1) we define the set of stabilizable states as

$$\mathcal{S} = \left\{ \rho : \exists \hat{H} \text{ such that } i \left[ \rho, \hat{H} \right] + \mathcal{D} (\rho) = 0 \right\}.$$

(2)

In principle, the Hamiltonian could be arbitrary, as it may be useful, e.g., for general considerations [12]. For practical or formal reasons, it may, however, be desirable to restrict the class of admitted Hamiltonians. Below, for instance, we will focus on Gaussian (quadratic) Hamiltonians only.

For a given Hamiltonian, one can examine stabilizability of a state $\rho_0$ by definition, namely by checking if the
conditions
\[ i \langle \psi_m | [\hat{H}, \rho_0] | \psi_n \rangle = \langle \psi_m | \mathcal{D} (\rho_0) | \psi_n \rangle , \] (3)
are satisfied for all pairs of indices \((m, n)\), with \(\{ | \psi_n \rangle \}\) being a complete set of states in an underlying Hilbert space. However, as already mentioned, it is possible to do more than testing Eq. \((3)\). Since the time evolution induced by the Hamiltonian part is unitary, there are quantities, namely eigenvalues of \(\rho\) or equivalently all its moments \(\text{Tr} \rho^n\), which are not sensitive to it. Thus, if \(\mathcal{D} (\rho)\) modifies the spectrum (moments), there is no hope to satisfy \((3)\), regardless of the Hamiltonian. In other words, some dissipators, considered together with particular quantum states, can admit control Hamiltonians rendering stabilizability, while other configurations do not allow for that. A priori, one might not expect that the problem of searching for the optimal Hamiltonian can be tackled independently of the Hamiltonian.

More formally, one can find that \[ \frac{d}{dt} \text{Tr} \rho^n = n \text{Tr} [\mathcal{D} (\rho) \rho^{n-1}] , \] (4)
because, due to the cyclic property of the trace, we have \(\text{Tr} (|\rho, H\rangle \langle \rho, H|) = 0\). In other words,
\[ \rho \in \mathcal{S} \implies \forall n \geq 2 \ \text{Tr} [\rho^{n-1} \mathcal{D} (\rho)] = 0 , \] (5)
where the case \(n = 1\) is excluded, as it is trivial due to normalization of \(\rho\). Moreover, if \(\rho\) has a non-degenerate spectrum, the above necessary criteria are also sufficient \[12\], as will later be explained in detail.

The conditions \((5)\) have proven to be well suited to discuss stabilizability in the context of finite-dimensional quantum systems. For example, it could be shown that, in the generic case of two qubits suffering from local amplitude damping, the possible entanglement which can be upheld by even arbitrary interacting Hamiltonians is severely limited \[12, 13\].

We note that, for conceptual clarity, in the stabilizability-related considerations the environmentally-induced dissipative part of the system dynamics is assumed to be independent of the chosen Hamiltonian; whereas in microscopic derivations the Hamiltonian in general depends on the interaction with the environment. While such assumption is unproblematic in the case of Markovian master equations, non-Markovian cases must be treated with care \[14\]. In this article, we only discuss Markovian master equations.

In the special case of a single mode, described by the annihilation operator \(\hat{a}\) and the dissipator
\[ \mathcal{D}_a (\rho) = \hat{a} \rho \hat{a}^\dagger - \frac{1}{2} \{ \hat{a}^\dagger \hat{a}, \rho \} , \] (6)
one can easily see that all coherent states \(|\alpha\rangle\) are stabilizable. This property already follows from the sole definition, as the linear Hamiltonian \(\hat{H}_a = i (\hat{a} \rho \hat{a}^\dagger - \alpha^* \hat{a}^\dagger) / 2\) solves the equation in \((2)\). For \(\rho_0 = |\alpha\rangle \langle \alpha|\) we find
\[ \mathcal{D}_a (\rho_0) = -i [\rho_0, \hat{H}_a] = |\alpha|^2 \rho_0 - \frac{\rho_0 \hat{a} \rho_0 \hat{a}^\dagger + \hat{a}^\dagger \rho_0 \hat{a}}{2} . \] (7)
For this special case also the criteria \((5)\) give an affirmative answer: Since \(\rho_0^a = \rho_0\), we get a single condition which can easily be shown to be satisfied. However, as pure coherent states are highly degenerate, we still need to guess the right Hamiltonian.

Stabilizability of quantum states is a notion, which, if viable, can also provide relevant geometrical intuition \[12\]. However, when dealing with continuous variables, the problem of deciding whether a generic quantum state is stabilizable or not becomes in general intractable due to the infinite dimension of the Hilbert space. In particular, one would need to verify infinitely many conditions in the hierarchy \((5)\). Our aim is thus to reduce the problem to a manageable size, by utilizing the properties of the states of continuous variables. Focusing on Gaussian states, we develop, based on the covariance matrix, criteria applicable to multimode fields. In more general terms we follow the strategy that, whenever the Hamiltonian part of the dynamics acts in a "restricted" way, one can formulate stabilizability by considering quantities which are invariant with respect to this action. In the most general case, we deal with unitary transformations; in specific scenarios, however, the geometry of the problem may support more symmetry. For Gaussian states, in particular, the Hamiltonian time evolution is realized through symplectic matrices, though one can consider the action of the symplectic group.

We remark that the problem of optimal control for Gaussian states has already been successfully studied \[15, 16\], also in the context of pure-state preparation \[17, 18\]. In the current perspective, the emphasis lies on the geometrical side of the problem, accurately grasped by the notion of the set of stabilizable states.

II. TIME EVOLUTION OF GAUSSIAN STATES

We consider the general case of an \(N\)-mode system, described by a \(2N\)-dimensional vector
\[ \dot{\xi} = (\hat{x}_1, \ldots, \hat{x}_N, \hat{p}_1, \ldots, \hat{p}_N)^T . \] (8)
The position and momentum variables \(\hat{x}\) and \(\hat{p}\) correspond to quadratures of the electromagnetic field. In another experimental context they would have other meanings, for instance, they could describe the transverse degrees of freedom of photons generated in spontaneous parametric down conversion \[19\].
The coherent part of the dynamics is assumed to be linear, i.e., it is described by a quadratic Hamiltonian,

$$\hat{H} = \frac{1}{2} \tilde{\xi}^T G \tilde{\xi},$$  \hspace{1cm} (9)

with $G$ being a real, symmetric matrix. The part responsible for decoherence effects is expressed in Lindblad form

$$\mathcal{D}(\varrho) = \sum_{k=1}^{M} \left( \hat{L}_k \varrho \hat{L}_k^\dagger - \frac{1}{2} \left\{ \hat{L}_k^\dagger \hat{L}_k, \varrho \right\} \right),$$  \hspace{1cm} (10)

with the Lindblad operators $\hat{L}_k = c_k^T \tilde{\xi}$ also being linear in the phase-space variables. By $c_k$, following [16, 17], we denote the $2N$-dimensional complex vectors.

Every Gaussian state $\varrho$ is completely characterized by the vector of mean values $\tilde{\xi} = \text{tr}(\hat{\varrho} \hat{\xi})$ and the covariance matrix $V = \text{tr}(\hat{\varrho} \hat{V})$, with $\hat{V} = \frac{1}{2} \left\{ \Delta \tilde{\xi} \Delta \tilde{\xi}^T + \text{h.c.} \right\}$ and $\Delta \tilde{\xi} = \tilde{\xi} - \tilde{\xi}$. The evolution equation (11), with inputs (9) and (10), translated to these degrees of freedom reads

$$\frac{d}{dt} \tilde{\xi} = A \tilde{\xi},$$ \hspace{1cm} (11a)

$$\frac{d}{dt} V = AV + VA^T + J \left( \text{Re} C^\dagger C \right) J^T,$$ \hspace{1cm} (11b)

with

$$A = J \left[ G + \text{Im} C^\dagger C \right],$$ \hspace{1cm} (11c)

and $C = (c_1, \ldots, c_M)^T$ being a $M \times 2N$ complex dissipation matrix. By

$$J = \begin{pmatrix} 0 & \mathbf{I}_N \\ -\mathbf{I}_N & 0 \end{pmatrix},$$ \hspace{1cm} (12)

we denote a defining matrix of the symplectic group $Sp(2N, \mathbb{R})$. Note that $J^{-1} = J^T = -J$, and $J^2 = -\mathbb{I}_{2N}$.

Finally, we briefly examine the properties of the matrix $C^\dagger C$. Since $C_{jk} = (c_j)_k$ with $(c_j)_k$ being the $k$-th coordinate of $c_j$, we obtain:

$$\left( \text{Re} C^\dagger C \right)_{kl} = \sum_{j=1}^{M} \frac{(c_j)_k^* (c_j)_l + (c_j)_k (c_j)_l^*}{2},$$ \hspace{1cm} (13a)

$$\left( \text{Im} C^\dagger C \right)_{kl} = \sum_{j=1}^{M} \frac{(c_j)_k (c_j)_l^* - (c_j)_k^* (c_j)_l}{2i},$$ \hspace{1cm} (13b)

so that

$$\left( \text{Im} C^\dagger C \right)^T = -\text{Im} C^\dagger C, \quad \left( \text{Re} C^\dagger C \right)^T = \text{Re} C^\dagger C.$$ \hspace{1cm} (13c)

### III. SYMPLECTIC EIGENVALUES AND NECESSARY CRITERIA FOR STABILIZABILITY OF GAUSSIAN STATES

The coherent evolution of Gaussian states, as governed by the matrix $G$, can always be represented in the $Sp(2N, \mathbb{R})$ group. In other words, the coherent evolution does not affect symplectic eigenvalues of $V$ being the eigenvalues of the matrix $V = JV$. When evaluating the time derivative of the moments of $V$, we indeed find

$$\frac{d}{dt} \text{Tr}(V) = n \text{Tr} \left( Q \hat{V}^{n-1} \right),$$ \hspace{1cm} (14)

with

$$Q = - \left[ \hat{V}, G \right] + \left\{ \hat{V}, (\text{Im} C^\dagger C) J \right\} + (\text{Re} C^\dagger C) J.$$ \hspace{1cm} (15)

To obtain (15), one starts from (11b) and simplifies using the properties of $J$ and Eq. (13c).

Similarly to the general case (4), the commutator part of $Q$ does not contribute to the trace in (14), so that stabilizability of the state in question is independent of the Hamiltonian represented here by the matrix $G$. Finally, we find that, if the Gaussian state $\varrho$ is stabilizable, then

$$2 \text{Tr} \left( (\text{Im} C^\dagger C) J \hat{V}^n \right) + \text{Tr} \left[ (\text{Re} C^\dagger C) J \hat{V}^{n-1} \right] = 0,$$ \hspace{1cm} (16)

for all $n = 1, \ldots, 2N$. Note that, in this case, we start with $n = 1$, as normalization of $\varrho$ is not related to the trace of $\hat{V}$.

To fulfill the definition (2) rigorously, one also needs to require that $\xi = 0$, as otherwise, by virtue of (11a), the center of the Gaussian would move in time. On the other hand, the approach presented above offers us a possibility to relax the notion in question: One may describe the set of Gaussian states with stationary covariance matrix, $\hat{V} = 0$, irrespective of the evolution of the mean value.

### IV. SUFFICIENCY OF THE STABILIZABILITY CRITERIA

The criteria (16) presented above are by construction necessary. From the perspective of stabilizability, it is interesting to strengthen these results to obtain unambiguous conclusions. To this end, in the general case of Eq. (5), it is essential to have a non-degenerate spectrum of the whole density matrix. In our case, however, since the dimension of the Hilbert space is infinite, this requirement is in general not convenient. On the other hand, the criteria (16), established by means of the covariance matrix, nurture the hope that their sufficiency can be obtained under significantly milder assumptions.

We start by defining the matrix $V = V^{1/2} J V^{1/2}$. This matrix is skew-symmetric (hence also normal) and has an eigendecomposition: $\pm \gamma_j \gamma_j^T$, for $j = 1, \ldots, N$. The $\gamma_j$’s are the symplectic eigenvalues of $V$. To simplify the
notation we now introduce:
\[ z_l = \begin{cases} 
  i\gamma_l & l = 1, \ldots, N \\
 -i\gamma_{l-N} & l = N + 1, \ldots, 2N 
\end{cases} \tag{17a} \]
\[ |z_l\rangle = \begin{cases} 
  |\gamma_l^+\rangle & l = 1, \ldots, N \\
  |\gamma_{l-N}\rangle & l = N + 1, \ldots, 2N 
\end{cases} \tag{17b} \]

Obviously \( |z_l\rangle = |z_{l-N}\rangle \) for \( l = 1, \ldots, 2N \).

In terms of the covariance matrix, stabilizability by definition means \( \dot{V} = 0 \), or more precisely
\[ \dot{A} J^T \dot{V} + \dot{V}^T J A^T + J (\text{Re} C^t C) J^T = 0 \tag{18} \]
This simply follows from the evolution equation with the covariance matrix appropriately replaced by \( \dot{V} \). In Appendix \[A\] we prove that if the covariance matrix is invertible and the spectrum of \( \dot{V} \) is non-degenerate, then the choice
\[ G = J^T \dot{V}^{1/2} \left( \sum_{l \neq l'} \frac{D_{l-l'}}{|z_l\rangle \langle z_{l'}|} \right) \dot{V}^{1/2} J, \tag{19a} \]
\[ D_{l-l'} = \langle \dot{z}_{l'} | (z_l + z_{l'}) \text{Im} C^t C + \text{Re} C^t C | \dot{z}_l \rangle, \tag{19b} \]
with \( |\dot{z}_l\rangle = J^T \dot{V}^{-1/2} |z_l\rangle \) solves \( (18) \), given that the conditions \[16\] are taken into account. In other words, Eqs. \[19\] specify the proper quadratic Hamiltonian present in the definition of stabilizability.

Let us remark that, for the sake of transparency, in \[9\] we omit terms linear in \( \dot{\xi} \). The most general quadratic Hamiltonian can be written (up to irrelevant constant factors) as \( \dot{H} = \frac{1}{2} (\xi - \xi_0)^T G (\xi - \xi_0) \), which basically accounts for a shift/redefinition of the vacuum in phase space. The above discussed stabilization of coherent states under damping \[6\] can then be understood as the stabilization of shifted ground states, taking into account that the dissipator \[6\] is, when evaluated for coherent states \( |\alpha\rangle \), invariant under the transformation \( \dot{\alpha} \rightarrow \dot{\alpha} - \alpha_0 \), \( D_{\alpha-\alpha_0}(|\alpha\rangle \langle \alpha|) = D_{\alpha}(|\alpha\rangle \langle \alpha|) \). Note that this perspective implies a diagonal, but necessarily non-vanishing matrix \( G \) in \[6\], which then also introduces terms quadratic in the coordinates (in contrast to the stabilizing Hamiltonian derived above, which is linear in the coordinates). This indicates that stabilizing Hamiltonians are, in general, not unique, as one is free to modify the Hamiltonian which stems from Eq. \[19\] (for the case of the coherent state it gives \( G = 0 \)) by adding terms which feature the stabilizable states as eigenstates—the considered case, e.g., \( \dot{H} = \dot{a}^2 \).

V. EXAMPLES

A. Single damped mode

As a simple but at the same time quite instructive example, we further elaborate on the Gaussian states of a single damped mode (\( N = 1 \)), characterized by one (\( M = 1 \)) Lindblad operator
\[ \dot{L} = \sqrt{\gamma} \dot{a}. \tag{20} \]
As already shown in Sec. \[1B\], this dissipator allows all (pure) coherent states to be stabilized. In the following, we are interested in the general case, which covers, e.g., squeezed and all kinds of mixed states.

Rewriting the Lindblad operator \( (20) \) in terms of its quadratures, say, the position \( \hat{x} \) and the momentum \( \hat{p} \), \( \dot{a} = (\hat{x}/\hbar_0 + i \hbar_0 \hat{p})/\sqrt{2} \), we obtain the dissipation matrix
\[ C = \sqrt{\gamma} \begin{pmatrix} x_0^{-1} & i x_0 \end{pmatrix}. \tag{21} \]
Note that this step introduced a characteristic length scale \( x_0 \). In the case of the standard harmonic oscillator, it is determined by the parameters of the Hamiltonian, \( x_0 = (\omega m)^{-1/2} \); here, however, we leave the Hamiltonian a priori undetermined. For the evaluation of the stabilizability conditions, we determine
\[ C^t C = \gamma \begin{pmatrix} \frac{1}{2} & 0 \\
 0 & 1 \end{pmatrix} \]. \tag{22} \]
Since \( N = 1 \), the Gaussian stabilizability conditions provide us with two constraints on the possible stabilizable states. As \( \gamma \) is a multiplicative factor in \( (22) \), these constraints are \( \gamma \)-independent. Evaluated for \( n = 1 \), the corresponding condition reads
\[ V_{xp} - V_{px} = 0, \tag{23} \]
which is automatically satisfied, as the covariance matrix is symmetric by definition. The constraint for \( n = 1 \) assumes this simple form due to the fact that the imaginary part of \( C^t C \) is proportional to \( J \).

This leaves us with the \( n = 2 \) constraint, which evaluates as \( \Omega(x, p) = \)
\[ x_0^{-2} V_{xx} + x_0^2 V_{pp} - 4 V_{xp} = 2 (V_{xx}^2 + V_{pp}^2) = 0. \tag{24} \]
This stabilizability condition, which is also depicted in Fig. \[1\] (describes the segment of a two-sheeted hyperboloid in the (+,+,+)-octant of the parameter space of the covariance matrix. This can easily be seen by rewriting Eq. \[24\] in terms of the variables \( x = x_0^{-2} V_{xx} + x_0^2 V_{pp} - 1/2 \), \( y = x_0^{-2} V_{xx} - x_0^2 V_{pp} \), and \( z = 2 V_{xp} \), which then takes the form \( x^2 - y^2 - z^2 = 1/4 \). Importantly, all stabilizable states are consistently with the generalized uncertainty relation \( V + iJ/2 \geq 0 \), here
\[ V_{xx} V_{pp} - V_{xp}^2 \geq \frac{3}{4}, \tag{25} \]
as shown in Fig. \[1b\].

The stabilizability condition \[24\] allows us to identify possible stabilizable Gaussian states. Squeezed states being an important quantum resource, e.g., in quantum
metrology [21], we now quantify the possibility to stabilize squeezed Gaussian states, with either $V_{xx}$ or $V_{pp}$ suppressed. For the sake of clarity, we consider in the following the squeezing of the position variance. To determine the minimum possible position uncertainty, we rewrite Eq. (24) as

$$V_{xx} = \frac{x_0^2 \gamma^2 + 4V_{xp}^2}{4V_{pp} - x_0^2},$$

excluding $V_{pp} = x_0^{-2}/4$. It is now easy to see that the minimum variance is determined by $V_{xp} = 0$ and $V_{pp} \to \infty$, which yields

$$V_{xx} = \frac{x_0^2}{4},$$

i.e., we find that the position variance is limited to finite squeezing. In the limit $V_{xx} \to x_0^2/4$, the corresponding momentum variance diverges. We remark that a similar result is obtained for the optimal squeezing of the momentum variable.

The optimal stabilizable state in terms of minimal position variance, characterized by $V_{xx} \to x_0^2/4$, $V_{pp} \to \infty$, and $V_{xp} = 0$, is highly mixed, as reflected by the purity

$$p = \frac{1}{2V_{xx}V_{pp} - V_{xp}^2} \to 0.$$  

If we restrict us to the stabilization of pure states, with $p = 1$, we find that the only pure stabilizable state is characterized by $V_{xx} = x_0^2/2$, $V_{pp} = x_0^{-2}/2$, and $V_{xp} = 0$, as confirmed by inspection of Fig. 1. This is the ground state of a harmonic oscillator with characteristic length $x_0$. More generally, if we allow for shifted ground states in (9) and recall the shift invariance of the dissipator [6], this recovers the above discussed stabilizability of coherent states. Indeed, all coherent states share the covariance matrix of the ground state, $V = \text{diag}(x_0^2/2, x_0^{-2}/2)$, which, as one can easily verify, satisfies the stabilizability condition [21].

### B. Two locally damped modes

For a second example, we consider two modes with local damping. This describes a generic situation for several quantum technologies employing entangled Gaussian states, e.g., CV quantum teleportation with Gaussian resource states [7]. Local damping acts detrimentally on entangled states, and therefore we investigate to what extent entangled Gaussian states can be upheld with quadratic Hamiltonians.

We now have two Lindblad operators

$$\hat{L}_i = \sqrt{\gamma_i} a_i,$$

resulting in the dissipation matrix

$$C = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{\gamma_1} x_0^{-1} & 0 & i\sqrt{\gamma_1} x_0 & 0 \\ 0 & \sqrt{\gamma_2} x_0^{-1} & 0 & i\sqrt{\gamma_2} x_0 \end{pmatrix},$$

which, in turn, gives rise to

$$C^\dagger C = \frac{1}{2} \begin{pmatrix} x_0^{-2} \gamma_2 & 0 & 0 & x_0 \gamma_2 \end{pmatrix} + iJ,$$

with $\gamma$ being a four-dimensional diagonal matrix ($\gamma_1, \gamma_2, \gamma_1, \gamma_2$). Note that, in principle, one is free to choose
different length scales \((x_0)\) for each mode, which we avoid here for the sake of simplicity and without sacrificing significance. Evaluating the stabilizability conditions \([16]\) then yields, for \(n = 1\),

\[
\gamma_1 (V_{x_1 p_1} - V_{p_1 x_1}) + \gamma_2 (V_{x_2 p_2} - V_{p_2 x_2}) = 0, \tag{32}
\]

which, again, is automatically satisfied due to the symmetry of the covariance matrix. The \(n = 2\) condition, on the other hand, reads

\[
\gamma_1 \Omega (x_1, p_1) + \gamma_2 \Omega (x_2, p_2) - 4 (\gamma_1 + \gamma_2) \text{det} V_{12} = 0, \tag{33}
\]

with the first two terms reflecting the local \(n = 2\) stabilizability conditions of the two single modes (\(\Omega\) has been defined above Eq. \([24]\), and the matrix

\[
V_{12} = \begin{pmatrix}
V_{x_1 x_2} & V_{x_1 p_2} \\
V_{p_1 x_2} & V_{p_1 p_2}
\end{pmatrix}, \tag{34}
\]

encoding non-local correlations. As was shown in \([22]\), Gaussian states can only be entangled if \(\text{det} V_{12} < 0\).

We thus obtain the interesting result that, in the presence of local damping, entanglement of stabilizable Gaussian states is completely determined by their local properties, weighted by the damping strengths, as per the relation:

\[
\text{det} V_{12} = \frac{\gamma_1}{4(\gamma_1 + \gamma_2)} \Omega (x_1, p_1) + \frac{\gamma_2}{4(\gamma_1 + \gamma_2)} \Omega (x_2, p_2). \tag{35}
\]

Note that, in principle, there are two more stabilizability conditions, corresponding to \(n = 3\) and \(n = 4\). However, in our discussion we restrict to \(n = 2\) as a necessary requirement, and leave a detailed discussion of the complete geometry of two-mode stabilizable Gaussian states for the future.

The necessary condition \((33)\) alone can already be used to gain insight into the restrictions on the stabilizable states. For example, evaluating \((33)\) with an ansatz for pure Einstein-Podolsky-Rosen (EPR) correlated states,

\[
\Psi (p_{cm}, x_{rel}) = \frac{1}{\sqrt{2\pi \sigma_{p,cm} \sigma_{x,rel}}} e^{-\frac{x_{cm}^2}{4\sigma_{p,cm}^2}} e^{-\frac{x_{rel}^2}{4\sigma_{x,rel}^2}}, \tag{36}
\]

one obtains (for simplicity, we assume in the following \(\gamma_1 = \gamma_2\))

\[
\frac{1}{2} x_0^2 \sigma_{p,cm}^2 + \frac{1}{2} x_0^2 \sigma_{x,rel}^2 + \frac{1}{2} x_0^2 \sigma_{p,cm}^2 + \frac{1}{2} x_0^2 \sigma_{x,rel}^2 = 2, \tag{37}
\]

which is only satisfied if \(\sigma_{p,cm} = x_0^{-1}\) and \(\sigma_{x,rel} = x_0\). This, however, implies that \(\text{det} V_{12} = 0\). In other words, the only pure EPR state which can be stabilized is separable. Indeed, this describes the ground/vacuum state of the two-mode system, in agreement with a dark-state analysis of the dissipator.

VI. DISCUSSION: TOWARDS NON-GAUSSIAN STATES

We investigated stabilizability for Gaussian CV systems. To this end, we derived, based on the invariance of the symplectic eigenvalues of the covariance matrix, the necessary and sufficient stabilizability criteria \([16]\). As we showed, there is potential for stabilizability in the Gaussian case, which then, however, absorbs the major freedom of the (quadratic) Hamiltonian as a necessary resource. For non-Gaussian states the covariance matrix follows the same evolution as for Gaussian states and can thus be controlled in the same way; however, higher-order moments also come into play. Therefore, we can in general not expect that non-Gaussian states can be stabilized by means of quadratic Hamiltonians.

In principle, one could generalize the results for the covariance matrix to the covariant moments of arbitrary order \([24]\), since the moment-matrices are subject to the same kind of \(Sp(2N,\mathbb{R})\) symmetry (but according to different representations of this group). However, lack of free parameters in the Hamiltonian renders this a formidable task in the generic case.

Another argument against the existence of stabilizable non-Gaussian states by quadratic means emerges from the phase-space perspective. It was shown \([23]\) that the Wigner function of an initial state \(W_0 (\xi)\) evolves under \([1]\) such that \(W (\xi, t)\) is the convolution of \(W (\xi, 0) \equiv W_0 (\xi)\) with a given (time-dependent) Gaussian. It seems impossible to satisfy the requirement \(W (\xi, t) = W_0 (\xi)\) unless \(W_0 (\xi)\) is also Gaussian.

In the case of non-Gaussian states one thus needs to consider broader families of Hamiltonians and to develop an extended theoretical description. An immediate candidate is a quadratic Hamiltonian with the addition of a non-linear Kerr interaction, which is, e.g., successful in (approximately) stabilizing cat states \([25]\), though the role played by the environment is different in \([25]\).

Still, the results described in this work remain valuable also for non-Gaussian states. In particular, covariance-based entanglement criteria (e.g. \([22]\)), which are necessary and sufficient for Gaussian states, remain useful in non-Gaussian scenarios, where they still provide necessary conditions. One can thus consider a restricted problem, in which stabilizability is only imposed on the covariance matrix, letting higher (non-trivial) moments evolve. This approach would apply to non-Gaussian states with relevant properties related to the covariance matrix.
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Appendix A: Derivation of the Hamiltonian \( \langle 19 \rangle \)

Since \( \tilde{V}^T = -VJ \) and \( V^\dagger = V^T = -V \) we can easily see that
\[
V = V^{1/2} \tilde{V}^{-1/2}, \quad V^\dagger = V^{-1/2} \tilde{V}^T V^{1/2}. \tag{A1}
\]

Thus
\[
\tilde{V} V^{-1/2} |z_i\rangle = z_i V^{-1/2} |z_i\rangle,
\]

and since \( \langle z_i | V^\dagger = z_i^* \langle z_i | = -z_i \langle z_i | \) we have
\[
\langle z_i | V^{-1/2} \tilde{V} = -z_i \langle z_i | V^{-1/2}. \tag{A2b}
\]

One needs to emphasize, as was already assumed, that the covariance matrix needs to be invertible, so that \( V^{-1/2} \) is well defined.

If we now multiply Eq. \( \langle 18 \rangle \) from the left and from the right by \( V^{-1/2} \), and further, as shown in \( \langle 3 \rangle \), test the resulting expression with the help of the orthonormal basis \( \{|z_i\rangle\} \) and their properties \( \langle A2 \rangle \), we obtain
\[
(z_i - z_{i'}) \langle z_{i'} | G | z_i \rangle + D_{ii'} = 0. \tag{A3}
\]

Clearly, if \( l \neq l' \), then also \( z_i - z_{i'} \neq 0 \) and we can solve the above equation with respect to \( G \). One can check by a direct substitution that the solution is given by \( \langle 19 \rangle \).

We thus only need to check what happens with the condition \( \langle A3 \rangle \) when \( l = l' \). In this special case it is required that \( D_{ll} = 0 \) for all \( l = 1, \ldots, 2N \). It is expected \( \langle 12 \rangle \), that these conditions shall be satisfied by virtue of the criteria \( \langle 16 \rangle \). To prove this is true, we first observe that \( \tilde{V}^{-1} = V^{-1/2} J T \), and then utilize the relation
\[
V^{-1} = V^{-1/2} \sum_l |z_i\rangle \langle z_i | V^{-1/2}, \tag{A4}
\]

valid because
\[
\sum_l |z_i\rangle \langle z_i | = \mathbb{I}_{2N}, \tag{A5}
\]

to show
\[
\text{Tr} \left[ (\text{Im} C^\dagger C) J \tilde{V}^n \right] = \sum_l z_i^{n+1} \langle z_{i} | (\text{Im} C^\dagger C) | z_i \rangle. \tag{A6}
\]

To this end, one simply needs to replace \( \tilde{V}^n \) by \( \tilde{V}^{n+1} \tilde{V}^{-1} J T \), and use \( \langle A4 \rangle \) together with the relation \( \langle A2a \rangle \) applied \( n + 1 \) times, and basic properties of the \( J \) matrix. In almost exactly the same way \( (n \text{ replaced by } n - 1) \) one obtains
\[
\text{Tr} \left[ (\text{Re} C^\dagger C) J \tilde{V}^{n-1} \right] = \sum_l z_i^n \langle z_{i} | (\text{Re} C^\dagger C) | z_i \rangle. \tag{A7}
\]

Adding the last equation to the former one multiplied by \( 2 \), one arrives at
\[
0 = \sum_l z_i^n D_{ll}, \tag{A8}
\]

for all \( n = 1, \ldots, 2N \), by recognizing that the left hand side of such a sum must vanish due to the criteria \( \langle 16 \rangle \). Finally, the Vandermonde-matrix argument \( \langle 12 \rangle \) applied to Eq. \( \langle A8 \rangle \) proves the desired equality \( D_{ll} = 0 \). To be more specific, the Vandermonde matrix \( 2 \mathbb{R} n = z_i^{n-1} \) is invertible, so that the vector \( z_i D_{ll} \) must be equal to 0 (the eigenvalues \( z_i \) are non-zero by assumption).

---
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