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Abstract – Wi-Fi based indoor positioning with the help of access points and smart devices have become an integral part in finding a device or a person’s location. Wi-Fi based indoor localization technology has been among the most attractive field for researchers for a number of years. In this paper, we have presented Wi-Fi based in-door localization using three different machine-learning techniques. The three machine learning algorithms implemented and compared are Decision Tree, Random Forest and Gradient Boosting classifier. After making a fingerprint of the floor based on Wi-Fi signals, mentioned algorithms were used to identify device location at thirty different positions on the floor. Random Forest and Gradient Boosting classifier were able to identify the location of the device with accuracy higher than 90%. While Decision Tree was able to identify the location with accuracy a bit higher than 80%.
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I. INTRODUCTION

Indoor Location-Based Services (ILBs) have been quite a popular and attractive subject for quite some time. As ILBs became an essential component for numerous indoor-based applications. Such applications assist in information repossession, device location, person location, pedestrian direction-finding etc. [1]. With the demand of high precision and cost effective localization for industrial applications, a number of researchers find indoor localization quite attractive. Able to identify the exact position of a mobile device in an indoor area i.e. building can be quite useful for a number of industrial, domestic and rescue based applications [2].

A number of researchers have proposed a number of different approaches to facilitate ILBs with precision. Clearly, every proposed approach comes with its advantages and disadvantages.

Some of the most common methods include localization with the help of Wi-Fi, acoustic, bluetooth, cellular network, visible light, global positioning system etc. [3]. Fingerprint localization with the help of Wi-Fi is one the most common method used these days [4]. Wi-Fi based fingerprinting method involves mapping based on physical location with the help of Received Signal Strength (RSS) received from surrounding Wi-Fi access points (AP). Samples of RSS and related values are collected at different locations to make a database of values identifying each location associated with an AP. Such database creates a fingerprint or a mapping of each location based on values received from close-by APs. As per literature [5], fingerprint based ILBs suffer from two major issues. One dataset construction and accuracy of localization due to hindrances or crowded area. There are two main phases of Fingerprinting [6]. An offline phase to collect data and an online phase for processing and identifying locations of collected data. Both of the mentioned phases are illustrated in Figure 1 [7].

![Figure 1 Fingerprint-based Localization model](image-url.com)

To make the dataset for fingerprinting, signal strength readings are taking at each point of targeted area’s Wireless Local Area Network (WLAN). All the readings are then stored in a database that represents radio map (RM) of the targeted area. In the online phase, the smartphone collects the RSS from the APs and forward them to ML based algorithm and on
server to compare the predefined fingerprint of the offline phase with the RSS in the online phase. This process creates an estimation of location on the grid map. Such grid map represents a fingerprint of each location based on signals received from nearby APs. Due to high uncertainty of Wi-Fi signals, fingerprinting based on Wi-Fi is not an ideal solution for ILBs. A number of studies are conducted to overcome the mentioned issue, but environmental setting cannot be controlled. That brings us to the main challenge in ILBs, which is high accuracy [8].

On the other hand, a due preprocess and appropriate feature selection can make a huge difference when using Wi-Fi based fingerprinting. With appropriate pre-processing Wi-Fi based Indoor localization can achieve high accuracy in indoor tracking [9]. Another advantage of Wi-Fi based ILBs is that every device now a day is compatible and connected with Wi-Fi. That means without installing any specific software Wi-Fi based ILBs can be performed. Wi-Fi based ILBs is cost effective and it does not require any extra hardware other than Wi-Fi device. Existing WLAN infrastructure can be used for measuring signal strength with the help of wireless interface of hand help devices [10]. Due to the mentioned advantages Wi-Fi based ILBs is on the rise [11]. ILBs based on Wi-Fi generally includes based on fingerprinting and multi-lateration [12]. Multilateration approach based on Wi-Fi suffer from distance estimation [13]. While, fingerprinting based approach have the concern of creating a fingerprinting database for the location. In our experiment, we have used Random Forest (RF), Decision Tree (DT) and Gradient Boosting (GB). RF is an ensemble learning technique for regression and classification. DT is a supervised learning technique; it works by splitting the data based on certain parameters. GB is considered an algorithm based on greedy approach. Generally, GB is an ensemble algorithm in ML. GB is use for regression and classification based problems [14]. In our experiment, the ML models try to identify locations that are provided to them in the form of testing dataset. Unlike other ILBs paper, our model identifies ILBs as a classification problem. Each location is labeled based on closest AP and the ML model predicts which location is provided to it in the test dataset. Due to the fingerprinting method adapted in this research, the result is represented as a classification system. Unlike customary research, that highlight the distance between device detected and original device location. In this research, we simply treated locations as a label and used ML based methods to train a model to classify and detect the location of device presented as a testing dataset.

II. RELATED WORK

A number of researchers and organizations have been working on ILBs and positioning methods. Approaches used by recent researchers are not limited to ML. Authors F. Zafari et al. [15] published an up-to-date survey that includes some of the recently proposed ILBs solutions. The paper cover methods that acquired high accuracy with minimum false rate. The authors highlighted the importance of ML in the field of ILBs and provided a detailed survey of different ML techniques that are appropriate for ILBs. Paper covers a brief description of prominent methods such as Time of Flight (ToF), Angle of Arrival (AoA), Received Signal Strength (RSS) and Return Time of Flight (RTOF). Mentioned methods rely on Wi-Fi, Ultra Wideband (UWB), Radio Frequency Identification Device (RFID) and Bluetooth systems. Furthermore, author discussed how different ML techniques could further improve location detection with efficiency. ML techniques discussed by authors include Neural Networks (NN), Support Vector Machine (SVM) and k-Nearest Neighbors (K-NN). Authors highlighted that most of the ML based techniques use RSSI fingerprints to obtain device or user location. The paper mainly discussed localization and positioning of users and their devices. In discussed literature, author highlighted the strengths of the existing systems, while comparing different approaches. Author also assessed different proposed methods from the perspective of availability, energy efficiency cost, tracking accuracy, reception range, scalability and latency. Paper also cover a number of use case samples of ILBs to show their importance.

In another paper [16] author proposed a recurrent neural networks (RNNs) based approach for Wi-Fi fingerprinting and then using the fingerprint for ILBs. Authors proposed solution identifies objects at different paths and takes into account the relationship between the received RSSI values in a path. To increase the accuracy between the sequential variations of RSSI, a biased regular filter is used for both input RSSI data and sequential output positions. Authors used different types of RNN to get a comparative result and to identify the RNN configuration for highest precision. RNN types used by the authors include vanilla RNN, bidirectional GRU (BiGRU), bidirectional LSTM (BiLSTM), bidirectional RNN (BiRNN), gated recurrent unit (GRU) and long short-term memory (LSTM). Experimental results in the paper have frequently shown that the proposed LSTM structure succeeds an average ILBs error of 0.75m with 80% of the prediction errors under 1m. The proposed method performs better than feed forward neural network, K-nearest neighbors (K-NN), Kalman filter and probabilistic methods. As per authors, some of the
core challenges for ILBs include spatial uncertainty, RSSI variability and the RSSI small collecting time. The proposed method in the paper provides a much effective and efficient method to over comes mentioned challenges.

Another paper by H. Salamah et al. [17] identify a tricky concern with Global Navigation Satellite Systems (GNSS). The GNSS suffer from correctness deterioration and outages in areas surrounded by concrete and GNSS is nearly inaccessible for indoor locations. To address this problem, authors proposed a ML based approach. In the proposed method flawless match between the fingerprint and pre-defined set of AP on the wireless map are utilized. The authors employed Principle Component Analysis (PCA) to decrease the computational cost and increase the performance of the ILBs with the help of ML method. The authors conducted experiments in a real world indoor environment with both static and dynamic settings. The proposed approaches were developed using Android-based smart phone with IEEE 802.11 WLANs. The evaluation of the proposed approaches was compared with SVM, DT, RT and K-NN classifiers. The results highlighted that the proposed approach reduced the computational strain by 70% with the help of RT classifier in the static environment and by 33% when K-NN was used for classification. It was noted that the location correctness was improved in event of using K-NN and RT classifiers. The Comparison of some recent related work are shown in Table 1.

Table 1 Recent papers on Wi-Fi localization

| References | Method | Results/ limitation |
|------------|--------|--------------------|
| [18]       | Decision trees, Random forest | Proposed method gave reasonable results but results can be improve by using Deep learning models. |
| [19]       | Supervised Learning | Achieved the required results but the proposed method is highly dependent on the wireless device interface used for finger printing and localization. |
| [20]       | Deep Learning | Proposed approach gave good results for limited area localization but the proposed scheme is not suitable for complex environments. |
| [21]       | Supervised Learning | Results show good accuracy but further improvements can be achieved in complex environment by utilizing advance ML approaches. |

The authors utilized. The authors employed Principle Component Analysis (PCA) to decrease the computational cost and increase the performance of the ILBs with the help of ML method. The authors conducted experiments in a real world indoor environment with both static and dynamic settings. The proposed approaches were developed using Android-based smart phone with IEEE 802.11 WLANs. The evaluation of the proposed approaches was compared with SVM, DT, RT and K-NN classifiers. The results highlighted that the proposed approach reduced the computational strain by 70% with the help of RT classifier in the static environment and by 33% when K-NN was used for classification. It was noted that the location correctness was improved in event of using K-NN and RT classifiers. The Comparison of some recent related work are shown in Table 1.

Table 2 Fingerprint dataset observation sample

| Room Numbers | Signal strength parameters/ features |
|--------------|-------------------------------------|
| 301          | Time, RSSI, Channel, Type, SubType, SourceMAC, BSSID, DestinationMac | Size, Description, Building ID, Floor, Device Model, Longitude, Latitude |
| 302          | Time, RSSI, Channel, Type, SubType, SourceMAC, BSSID, DestinationMac | Size, Description, Building ID, Floor, Device Model, Longitude, Latitude |
| 303          | Time, RSSI, Channel, Type, SubType, SourceMAC, BSSID, DestinationMac | Size, Description, Building ID, Floor, Device Model, Longitude, Latitude |

The data was collected using HUAWEI mate 10 cell phone, and the application used was Packet Capture for android-based systems. The basic flow of proposed method is shown in Figure 2:

![Figure 2](image)

Figure 2 Experiment flow from data collection to classification

The dataset made after collecting data contained 30 APs signal strength at different locations on the floor. Initially the collected data was in PCAP format and was converted to CSV format. Originally, the CSV files contained features such as Time, RSSI, Channel, Type, SubType, SourceMAC, BSSID, DestinationMac, Size, Description, Building ID, Floor, Device Model, Longitude, Latitude, Altitude, SSID and RSSI. Table 3 shows the extracted features that were used for the experiments. The four feature we selected were based on geographical identity (i.e. latitude and longitude), basic service identifier and received signal strength. Reason behind selecting only mentioned features was due to the application used to collect fingerprint dataset i.e. Packer capture. The application is not feature rich and was designed for sniffing purpose.

Table 3 Features selected for experiments

| Feature | Longitude | Latitude | BSSID | RSSI |
|---------|-----------|----------|-------|------|
| Format  | 127.3676  | 36.3800  | 88:36:6c:… | -68  |
|         | 127.3678  | 36.3800  | 2c:36:68:… | -78  |
Due to mentioned reason, we selected only the four most appropriate features for our experimentation. Most of the Wi-Fi based localization methods indent to use mentioned features as well. Common features selected for Wi-Fi localization can be seen in Table 4 [28].

| References | Technology | Features          | Algorithm       |
|------------|------------|-------------------|-----------------|
| [22]       | Wi-Fi      | RSSI              | K-NN, RF        |
| [23]       | Wi-Fi      | RSSI, SSD, HLF    | K-NN            |
| [24]       | Wi-Fi      | RSSI              | K-NN            |
| [25]       | Wi-Fi      | RSSI, RSSIF, CMF, FoCF, SSF, PLOMF | Multiple Classifiers Multiple Samplers fusion algorithm |
| [26]       | Wi-Fi      | RSSI              | K-NN, SVM, logical regression |
| [27]       | Wi-Fi      | BSSID, RSSI       | RF              |

Table 4 Common features for ML based Wi-Fi localization

Keeping in mind that irrelevant feature could degrade ML based algorithms. After feature selection, labels were added based on AP location. The labels were added as unique numbers to identify each AP location. The labels are shown in Figure 3:

![Figure 3 Dataset features with labels](image)

The BSSID was encoded using python library Label Encoding. Label encoding is one of the most popular encoding method for handling categorical variables in a dataset. In this encoding method, each value is assigned a unique integer value based on alphabetical order. Figure 4 shows the data after applying label encoding on BSSID feature.

![Figure 4 Dataset after applying Label Encoding](image)

The dataset was then divided in to 80% training set and 20% testing dataset. A dataset can be divided in to a number of different ratios, but in this experiment, the fairest splitting recommended for a small dataset [29] is performed. Min-Max scaling was applied to normalize the datasets before classification. In Min-Max scaling, the data is scaled to a static range for better performance and understanding of ML algorithms. Mathematically, Min-Max scaling can be represented as Equation 1 [30].

\[
x' = \frac{x - \min(x)}{\max(x) - \min(x)}
\]

In Equation 1, ‘x’ is the original value from the data and \(x'\) is the new normalized value. After data scaling, ML algorithms were applied. Based on training dataset, we made three different models for each ML algorithm. The flow of the process can be seen in Figure 5.

![Figure 5 Experiment flow diagram](image)

IV. EXPERIMENT AND RESULTS

The computer used for the experiment was as Intel i5-9400 with 16GB RAM and GTX 1050 card. We trained three models based on DT, RF and GBC. After training the three ML models, we provided them with testing data set for prediction. The detection rate of each model based on testing dataset can be seen in Table 5:

| Decision Tree (DT) | Random Forest (RF) | Gradient Boosting Classifier (GBC) |
|--------------------|--------------------|-----------------------------------|
| Detection Rate     | 75.96%             | 98.50%                            |
|                    | 89.81%             |                                   |

Table 5 ML algorithms test predictions
As seen in Table 5, RF was able to detect the device location with 98.50% detection rate. GBC was the second with location detection rate of 89.81% and DT model was able to detect device location with 75.96%. Table 6 displays the confusion matrix for the test results of each algorithm.

| Matrix         | DT          | RF          | GBC         |
|----------------|-------------|-------------|-------------|
| Accuracy       | 81.04%      | 98.80%      | 94.31%      |
| Precision      | 79.02%      | 99.01%      | 89.67%      |
| Recall         | 79.08%      | 98.20%      | 91.88%      |
| F1-Score       | 76.86%      | 98.05%      | 90.94%      |

Table 6 Confusion matrix for each algorithm

The accuracy, precision, recall and F1-score were calculated by using Equations 2, 3, 4 and 5 respectively. Accuracy represents the ratio of accurate prediction to the total observations. Precision represent the ratio of correctly predicted observations out of total true and false positive predictions. Recall indicate the ratio of correct prediction out of all predictions of an individual label. F1-score represent the weighted average of recall and precision.

\[
\text{Accuracy} = \frac{True\ Negative + True\ Positive}{Total} \tag{2}
\]

\[
\text{Precision} = \frac{True\ Positive}{True\ Positive + False\ Positive} \tag{3}
\]

\[
\text{Recall} = \frac{True\ Positive}{True\ Positive + False\ Negative} \tag{4}
\]

\[
F1 - Score = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{5}
\]

Where, true positive represent the correct location of the device while true negative represent correct predictions of the device not present at the location. False positive indicate incorrect predictions of the device being present at a location while it is not and false negative represent incorrect predictions of a device not present at a location while it is at that location. Based on the detection rate and classification matrix in Table 4 & 5, RF was able to predict the location of the device with highest precision. The superior performance by RF can be credited to a number of factors. However, the most significant reason behind RF’s enhanced performance is it does not depend vastly on any specific set of features [31]. As mentioned earlier, that the tool (i.e. Packet Capture) used for data collection was not very rich in feature representation. Rudimentary dataset resulted in complications for the algorithms to perform classification. Despite dataset issues, RF was able to perform with high accuracy as compared to the other algorithms.

Table 7 presents a result comparison between this study and paper with similar methodologies and ML algorithms. Based on Tables 5, 6 and 7 the proposed method in this paper performed with competitive accuracy. But then again, comparing accuracy or detection rate might not be a very good scale to conclude superior performance method.

| References | Algorithm | Accuracy |
|------------|-----------|----------|
| [18]       | DT        | 87.96%   |
|            | RF        | 85.58%   |
| [32]       | RF        | 93.12%   |
| [27]       | RF        | 97.5%    |
| [33]       | RF        | 90.13%   |
| [34]       | DT        | 95.3%    |
|            | RF        | 95.6%    |

Table 7 Result Comparison

As each paper had experimented using a different fingerprint dataset, dissimilar indoor space and diverse Wi-Fi equipment. Mentioned reason make it difficult to present a concrete comparison ground between proposed method and existing methods.

V. CONCLUSION

Based on the experiments conducted and results, we conclude that the three algorithms were able to identify most of the locations with good accuracy. However, due to highly unpredictability of Wi-Fi indoor signal, we find it effective to selected very limited features for our experiment. RF based model gave us the most accurate positions based on our experiments. RF was also able to identify positions of small sampled locations. With due data preprocessing models were trained very effectively. Nevertheless, considering the high computational requirement of ML algorithms, mentioned approaches will require further improvements to minimize the resources required. Understandability this study has its limitations and the goal of treating localization as a classification problem may need more research. As majority of the localization based research focus on identifying locality in term of geographical location. Such work present the findings in term of cm or similar scale to categorize the difference from original and predicted location. In future work, we plan to expend experiment area i.e. multiple floors. Our plan also include working on method to identify AP, which could increase accuracy for indoor localization.
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