LOCALLY NILPOTENT DERIVATIONS
AND THE STRUCTURE OF RINGS

DANIEL DAIGLE

ABSTRACT. We investigate the structure of commutative integral domains $B$ of characteristic zero by studying the kernels of locally nilpotent derivations $D : B \to B$.

INTRODUCTION

In this article, ring means commutative ring with a unity and domain means commutative integral domain. If $A$ is a domain then Frac$(A)$ is its field of fractions. If $k$ is a field then a $k$-domain is a domain that is also a $k$-algebra, and an affine $k$-domain is a $k$-domain that is finitely generated as a $k$-algebra. If $B$ is a ring, a derivation $D : B \to B$ is locally nilpotent if for each $x \in B$ there exists $n \in \mathbb{N}$ such that $D^n(x) = 0$. The set of locally nilpotent derivations $D : B \to B$ is denoted $LND(B)$. The Makar-Limanov invariant $ML(B)$ of $B$ and the “field” Makar-Limanov invariant $FML(B)$ of $B$ are defined by:

$$ML(B) = \bigcap_{D \in LND(B)} \ker D \quad \text{and} \quad FML(B) = \bigcap_{D \in LND(B)} \text{Frac}(\ker D),$$

where in the second case $B$ is assumed to be a domain and the intersection is taken in Frac$B$. If $k$ is a field of characteristic zero and $B$ is a $k$-domain then $k \subseteq ML(B) \subseteq FML(B)$.

When locally nilpotent derivations are used for studying the structure of a domain $B$ of characteristic zero, one typically pays attention to $ML(B)$, or to $FML(B)$, or to an individual $\ker(D)$ for some $D \in LND(B)$. The present article proposes to refine this idea and to consider, in a systematic way, all rings and fields $A_\Delta = \bigcap_{D \in \Delta} \ker D$ and $K_\Delta = \bigcap_{D \in \Delta} \text{Frac}(\ker D)$, where $\Delta$ can be any subset of $LND(B)$. The lattices $\mathcal{A}(B) = \{A_\Delta \mid \Delta \subseteq LND(B)\}$ and $\mathcal{K}(B) = \{K_\Delta \mid \Delta \subseteq LND(B)\}$ are defined at the beginning of Section 1 and are used throughout the article.

One of the guiding principles in this area is the idea that if an affine $k$-domain $B$ admits many locally nilpotent derivations then $B$ should be close to being rational over $k$. A brief review of the history of this idea is given in Section 2 together with a clarification of some issues related to the problematic status of certain claims that have been published with invalid proofs. Some of the results given in Section 2 are stronger than the statements that are being repaired or revisited, and others are altogether new. The results numbered 2.1, 2.2, 2.3 and 2.6 are particularly interesting.

Sections 1 and 3 are mostly devoted to establishing the properties of $\mathcal{A}(B)$ and $\mathcal{K}(B)$ needed in the rest of the article. In fact Section 1 presents only the small amount of theory that is needed
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in Section \(2\) (\(\mathcal{A}(B)\) and \(\mathcal{K}(B)\) play only a minor role in Section \(2\) and Section \(3\) contains a more extensive study of the two lattices.

Section \(4\) applies the ideas developed in the previous sections to affine \(k\)-domains \(B\), where \(k\) is any field of characteristic zero (most results are still interesting when \(k\) is assumed to be algebraically closed). Having new invariants of rings allows the formulation of new questions, some of which can be answered. Thm 4.13 is a general result (for \(B\) normal) about chains \(A_0 \subset A_1 \subset \cdots \subset A_n\) of elements of \(\mathcal{A}(B)\) satisfying \(\text{trdeg}(A_i : A_{i-1}) = 1\) for all \(i\); the case where \(B\) is a UFD (Cor. 4.9) has a particularly pleasant statement. Under certain assumptions regarding factoriality and units of \(B\), Thm 4.14 gives information about the elements \(A\) of \(\mathcal{A}(B)\) satisfying \(\text{trdeg}_k(A) \leq 2\). Thm 4.11 answers the following natural question. For simplicity, assume that \(k\) is algebraically closed. It is known that the condition \(\text{FML}(B) = k\) implies that \(B\) is unirational—but not necessarily rational—over \(k\). Can one formulate a condition on the locally nilpotent derivations of \(B\) that would imply rationality? Thm 4.11 implies (in particular) that if there exists a chain \(A_0 \subset A_1 \subset \cdots \subset A_n\) of elements of \(\mathcal{A}(B)\) satisfying \(n = \dim B\), then \(B\) is rational over \(k\).

Section \(5\) explains how the general results of Section \(4\) apply to certain special classes of algebras that include in particular all forms of \(k^{[n]}\), all stably polynomial algebras over \(k\), and all exotic \(C^n\).

**Notations.** To the notations and conventions already introduced in the above text, we add the following. We write \(\subseteq\) for inclusion, \(\subset\) for strict inclusion, \(\setminus\) for set difference, and we agree that \(0 \in \mathbb{N}\). If \(A\) is a ring and \(n \in \mathbb{N}\), \(A^{[n]}\) denotes a polynomial ring in \(n\) variables over \(A\); if \(k\) is a field, \(k^{[n]}\) denotes the field of fractions of \(k^{[n]}\). We write \(\text{trdeg}_K(L)\) or \(\text{trdeg}(L : K)\) for the transcendence degree of a field extension \(L/K\). If \(A \subseteq B\) are domains, the transcendence degree of \(B\) over \(A\) is defined to be that of \(\text{Frac} B\) over \(\text{Frac} A\), and is denoted \(\text{trdeg}_A(B)\) or \(\text{trdeg}(B : A)\). If \(A\) is a ring then \(A^*\) is its group of units, \(\dim A\) is the Krull dimension of \(A\), and if \(a \in A\) then \(A_a = S^{-1}A\) where \(S = \{1, a, a^2, \ldots\}\). If \(R \subseteq A\) are domains then \(A_R = S^{-1}A\) where \(S = R \setminus \{0\}\) (note that \(A_R\) is an algebra over the field \(R_R = \text{Frac}(R)\)).

1. **Preliminaries**

This Section presents the material that is needed in Section \(2\). Gathering this material here will enable us to go through Section \(2\) without interrupting the flow of the discussion. We begin by recalling some basic facts about locally nilpotent derivations. For background on this topic, we refer the reader to any of \([vdE00, Fre17]\) or \([Dai]\).

1.1. Let \(B\) be a domain of characteristic zero. Let \(D \in \text{LND}(B) \setminus \{0\}\) and \(A = \ker D\).

(i) The ring \(A\) is factorially closed in \(B\), i.e., the implication \(xy \in A \Rightarrow x, y \in A\) is true for all \(x, y \in B \setminus \{0\}\). It follows that \(A^* = B^*\) and hence that if \(k\) is any field included in \(B\) then \(k \subseteq A\). Moreover, if \(B\) is a UFD then so is \(A\).

(ii) The **Slice Theorem** asserts that if \(Q \subseteq B\) and \(s \in B\) is such that \(D(s) \in B^*\) then \(B = A[s] = A^{[1]}\). (Refer to \([Wri81\text{ Prop. 2.1}]\) for this result.)

(iii) Clearly, there exists \(s \in B\) satisfying \(D(s) \neq 0\) and \(D^2(s) = 0\). If \(Q \subseteq B\) then for any such \(s\) we have \(B_a = A_a[s] = A_a^{[1]}\), where we set \(a = D(s)\).

(iv) If we define \(K = \text{Frac} A\) then \(B_A = K^{[1]}\) and \(\text{Frac} B = K^{(1)}\); in particular, \(K\) is algebraically closed in \(\text{Frac} B\). (The notation \(B_A\) is defined at the end of the introduction.)

(v) If \(f \in B\) satisfies \(f \mid D(f)\), then \(D(f) = 0\).
The following concepts play a major role in this article.

1.2. Definition. Let $B$ be a domain of characteristic zero. Given a subset $\Delta$ of $\text{LND}(B)$, define $A_\Delta = \bigcap_{D \in \Delta} \ker D$ and $K_\Delta = \bigcap_{D \in \Delta} \text{Frac}(\ker D)$, where the first intersection is taken in $B$ and the second in $\text{Frac} B$ (in particular, $A_\emptyset = B$ and $K_\emptyset = \text{Frac} B$). Then define the two sets

$$\mathcal{A}(B) = \left\{ A_\Delta \mid \Delta \subseteq \text{LND}(B) \right\} \quad \text{and} \quad \mathcal{K}(B) = \left\{ K_\Delta \mid \Delta \subseteq \text{LND}(B) \right\}.$$ 

We view these as posets: $(\mathcal{A}(B), \subseteq)$ and $(\mathcal{K}(B), \subseteq)$. Note that $\mathcal{A}(B)$ is a nonempty set of subrings of $B$; its greatest element is $B$ and its least element is $\text{ML}(B)$. Similarly, $\mathcal{K}(B)$ is a nonempty set of subfields of $\text{Frac} B$ whose greatest element is $\text{Frac} B$ and whose least element is $\text{FML}(B)$. For each $n \in \mathbb{N}$, define

$$\mathcal{A}_n(B) = \left\{ A \in \mathcal{A}(B) \mid \text{trdeg}_A(B) = n \right\} \quad \text{and} \quad \mathcal{K}_n(B) = \left\{ K \in \mathcal{K}(B) \mid \text{trdeg}_K(\text{Frac} B) = n \right\}.$$ 

Observe that $\mathcal{A}_0(B) = \{ B \}$, $\mathcal{K}_0(B) = \{ \text{Frac} B \}$,

$$\mathcal{A}_1(B) = \left\{ \ker D \mid D \in \text{LND}(B) \setminus \{0\} \right\} \quad \text{and} \quad \mathcal{K}_1(B) = \left\{ \text{Frac}(\ker D) \mid D \in \text{LND}(B) \setminus \{0\} \right\}.$$ 

The set $\mathcal{A}_1(B)$ is sometimes denoted $\text{KLND}(B)$ (but not in this article). Also keep in mind that, when $n > 1$, the elements of $\mathcal{K}_n(B)$ are not necessarily the fields of fractions of those of $\mathcal{A}_n(B)$.

1.3. Definition. Let $B$ be a domain of characteristic zero. One says that $B$ is rigid if $\mathcal{A}_1(B) = \emptyset$ (or equivalently $\text{LND}(B) = \{0\}$), and that $B$ is semi-rigid if $|\mathcal{A}_1(B)| \leq 1$.

Remark. Given a domain $B$ of characteristic zero, $B$ is not semi-rigid $\iff |\mathcal{A}_1(B)| > 1 \iff |\mathcal{K}_1(B)| > 1 \iff \text{trdeg}(B : \text{ML}(B)) > 1 \iff \text{trdeg}(\text{Frac} B : \text{FML}(B)) > 1$.

We now define a set $\mathcal{A}_1^*(B)$ which is closely related to $\mathcal{A}_1(B)$. Note that $\mathcal{A}_1^*(B)$ is defined for any integral domain $B$, of any characteristic. The notation $B_A$ is defined at the end of the Introduction.

1.4. Definition. Given a domain $B$, we define $\mathcal{A}_1^*(B)$ to be the set of subrings $A$ of $B$ such that $A$ is algebraically closed in $B$ and $B_A = (A_A)[1]$.

1.5. Lemma. Let $B$ be a domain.

(a) If $A_1, A_2 \in \mathcal{A}_1^*(B)$ and $A_1 \subseteq A_2$ then $A_1 = A_2$.

(b) If $A \in \mathcal{A}_1^*(B)$ then $B \cap \text{Frac}(A) = A$ and $A$ is factorially closed in $B$. Consequently, if $k$ is a field included in $B$ then $k \subseteq A$ for all $A \in \mathcal{A}_1^*(B)$.

(c) If $\text{char} B = 0$ then $\mathcal{A}_1(B) \subseteq \mathcal{A}_1^*(B)$. If moreover $B$ is not semi-rigid then $|\mathcal{A}_1^*(B)| > 1$.

(d) If $\text{char} B = 0$, $A \in \mathcal{A}_1^*(B)$ and $B$ is finitely generated as an $A$-algebra, then $A \in \mathcal{A}_1(B)$.

Proof. Assertions (a) and (b) are clear and (c) follows from (1.1)iv). For (d), write $K = A_A$ and choose $t \in B$ such that $B_A = K[t] = K[1]$. Since $B$ is finitely generated as an $A$-algebra, there exists $r \in A \setminus \{0\}$ such that the $K$-derivation $\frac{d}{dt}: K[t] \to K[t]$ maps $B$ into itself. Let $D : B \to B$ be the restriction of $r \frac{d}{dt}$, then $D \in \text{LND}(B)$, $D \neq 0$ and $D(x) = 0$ for all $x \in A$. As $\text{trdeg}_A(B) = 1$ and $A$ is algebraically closed in $B$, we have $\ker(D) = A$, so (d) is proved.

1.6. Definition. The height of a poset $(X, \preceq)$ is the supremum of the set of $n \in \mathbb{N}$ for which there exists a sequence $x_0 \prec x_1 \prec \cdots \prec x_n$ with $x_0, \ldots, x_n \in X$. We write $\text{ht}(X)$ for the height of $(X, \preceq)$ and we regard $\text{ht}(X)$ as an element of $\mathbb{N} \cup \{\infty\}$.
1.7. Lemma. Let $\tilde{B}$ be the normalization of a noetherian $\mathbb{Q}$-domain $B$.

(a) Each $D \in \text{LND}(B)$ has a unique extension to a locally nilpotent derivation $\tilde{D} : \tilde{B} \to \tilde{B}$.

(b) Given a subset $\Delta$ of $\text{LND}(B)$, define $\Delta = \{ D \in \text{LND}(B) \} \subseteq \text{LND}(\tilde{B})$ and consider $K_\Delta \in \mathcal{K}(\tilde{B})$ and $A_\Delta \in \mathcal{A}(\tilde{B})$. Then $K_\Delta = K_\Delta$ and $A_\Delta \cap B = A_\Delta$ for all $\Delta \subseteq \text{LND}(B)$.

(c) $\mathcal{K}(B) \subseteq \mathcal{K}(\tilde{B})$.

(d) For each $A \in \mathcal{A}(B)$, define $\Delta(A) = \{ D \in \text{LND}(B) \cap \text{ker}(D) \}$. Then $A \mapsto A_{\Delta(A)}$ is an injective order-preserving map $\mathcal{A}(B) \to \mathcal{A}(\tilde{B})$.

(e) $\text{ht} \mathcal{A}(B) \leq \text{ht} \mathcal{A}(\tilde{B})$ and $\text{ht} \mathcal{K}(B) \leq \text{ht} \mathcal{K}(\tilde{B})$.

Proof. Part (a) is well known (Seidenberg’s Theorem implies that each $D \in \text{LND}(B)$ extends (uniquely) to a derivation $\tilde{D} : \tilde{B} \to \tilde{B}$; then Vasconcelo’s Theorem implies that $\tilde{D}$ is locally nilpotent). To prove (b), consider $D \in \text{LND}(B)$ \{\{0\} with $K = \text{Frac}(\text{ker}(D))$ and $\tilde{K} = \text{Frac}(\text{ker}(\tilde{D}))$, we have $K \subseteq \tilde{K} \subseteq \text{Frac} B$ and (by (iv)) $\text{Frac} B = K^{(1)} = \tilde{K}^{(1)}$, so $K = \tilde{K}$. This shows that for all $D \in \text{LND}(B)$ we have $\text{Frac}(\text{ker}(\tilde{D})) = \text{Frac}(\text{ker}(D))$, and of course we also have $\text{ker}(\tilde{D}) \cap B = \text{ker}(D)$; it follows that $K_\Delta = K_\Delta$ and $A_\Delta \cap B = A_\Delta$ for all $\Delta \subseteq \text{LND}(B)$, so (b) is true. Assertion (c) follows from (b). It is clear that $A \mapsto A_{\Delta(A)}$ is a well defined order-preserving map $\mathcal{A}(B) \to \mathcal{A}(\tilde{B})$; this map is injective because, by (b), we have $A_{\Delta(A)} \cap B = A_{\Delta(A)}$ for all $A \in \mathcal{A}(B)$; so (d) is true. Since there exists an order-preserving injective map $\mathcal{A}(B) \to \mathcal{A}(\tilde{B})$, we get $\text{ht} \mathcal{A}(B) \leq \text{ht} \mathcal{A}(\tilde{B})$; $\text{ht} \mathcal{K}(B) \leq \text{ht} \mathcal{K}(\tilde{B})$ follows from (c), so we are done.

1.8. Lemma. Let $K$ be a field and $v : K^* \to G$ a valuation of $K$, where $(G, +, \leq)$ is a totally ordered abelian group. Consider the field $K(x_1, \ldots, x_n) = K^{(n)}$ and let $\mathbb{Z}^n \times G$ be endowed with the lexicographic order. Then there exists a valuation $\hat{v} : K(x_1, \ldots, x_n)^* \to \mathbb{Z}^n \times G$ such that $\hat{v}(x_i) = (\delta_{i,1}, \ldots, \delta_{i,n}, 0)$ for $1 \leq i \leq n$ (where $\delta_{i,j}$ is the Kronecker delta) and $\hat{v}(a) = (0, \ldots, 0, v(a))$ for all $a \in K^*$.

Proof. First consider the case $n = 1$. Note that $K(x) = K^{(1)}$ is a subfield of $K((x))$. Given $f \in K(x)^*$, we may write $f = \sum_{i=0}^\infty a_i x^i$ with $a_i \in K$ for all $i$ and $a_m \neq 0$; then we define $\hat{v}(f) = (m, v(a_m))$. Details left to the reader. For the general case, we note that $K(x_1, \ldots, x_n) = K(x_2, \ldots, x_n)(x_1)$ and argue by induction.

1.9. Definition. Let $k$ be a field, $\bar{k}$ its algebraic closure and $R$ a $k$-domain.

(a) We say that $R$ is rational over $k$ if $\text{Frac} R$ is a purely transcendental extension of $k$. We say that $R$ is unirational over $k$ if there exists a field $F$ such that $k \subseteq \text{Frac} R \subseteq F$ and $F$ is a purely transcendental extension of $k$.

(b) We say that $R$ is geometrically rational (resp. geometrically unirational) over $k$ if $\bar{k} \otimes_k R$ is a domain and is rational (resp. unirational) over $\bar{k}$.

(c) We say that $R$ is absolutely factorial if both $R$ and $\bar{k} \otimes_k R$ are unique factorization domains.

Remark. The terms defined in parts (a) and (b) of Def. 1.9 may be used when $R$ is a field, but we avoid using “absolutely factorial” for a field.
2. Locally nilpotent derivations and rationality

The literature devoted to locally nilpotent derivations and rationality contains a few claims that have been published with invalid proofs. Because those claims are directly at the center of the subject of the present article, we feel that it is necessary to provide proofs for them before we can go forward with this investigation. It is the aim of this section to provide such proofs. In some cases we strengthen the claim being considered, and in one case (Prop. 2.1 (a)) we give a simpler proof for a result whose published proof seems to be correct. We organize this discussion more or less in the form of a historical account, but our goal is not to be exhaustive from the historical point of view; we simply want to cover the topics that require clarification.

Early work in this area was influenced by the question whether the implication
\[(1) \quad \text{ML}(B) = k \implies B \text{ is rational over } k\]
is true or false, where it is assumed that $B$ is an affine $k$-domain and that $k$ is an algebraically closed field of characteristic zero. The implication was known to be true when $\dim B \leq 2$ but the general case remained open for several years. Then Liendo showed that, for every integer $d \geq 3$, there exists a counterexample $B$ to implication (1) with $\dim B = d$ (cf. [Lie10, Lemma 4.4]). In [Pop11, Ex. 1.22], Popov showed that for every integer $d \geq 3$ there exist counterexamples with $\dim B \geq d$ and such that the variety $\text{Spec } B$ is smooth. In both cases (Liendo and Popov), understanding the counterexamples requires familiarity with some sophisticated geometry. As far as we know, no simple proof has been circulated for such examples. Our first result gives counterexamples to (1) and the proof of part (a) requires familiarity with some sophisticated geometry.

2.1. Proposition. Let $K/k$ be a finitely generated extension of fields of characteristic zero.

(a) There exists an affine $k$-domain $B$ satisfying
\[\text{Frac } B = K^{(2)}, \text{ ML}(B) = k \text{ and } K \in \mathcal{K}(B).\]

(b) There exists a normal affine $k$-domain $B$ satisfying
\[\text{Frac } B = K^{(2)}, \text{ ML}(B) = k' \text{ and } K \in \mathcal{K}(B)\]
where $k'$ is the algebraic closure of $k$ in $K$.

Proof. (1) Choose $r_1, \ldots, r_m$ such that $K = k(r_1, \ldots, r_m)$ and choose $x, y$ such that $K(x, y) = K^{(2)}$. Let $B = k[x, y, r_1 x, r_1 y, r_2 x, r_2 y, \ldots, r_m x, r_m y] \subseteq K[x, y]$. Then $B$ is an affine $k$-domain such that $\text{Frac } B = K(x, y) = K^{(2)}$ and $B \cap K = k$. Consider the $K$-derivations $\delta_1 = y \frac{\partial}{\partial x}$ and $\delta_2 = x \frac{\partial}{\partial y}$ of $K[x, y]$. Note that $\delta_1$ and $\delta_2$ are locally nilpotent and map $B$ into itself. Let $D_1, D_2 : B \to B$ be the restrictions of $\delta_1, \delta_2$ respectively, then $D_1, D_2 \in \text{LND}(B)$ and $\ker(D_1) \cap \ker(D_2) = B \cap K = k$, so $\text{ML}(B) = k$. It is easy to see that $K = \text{Frac}(\ker(D_1)) \cap \text{Frac}(\ker(D_2))$, so $K \in \mathcal{K}(B)$.

(2) Let $B = k[x, y, r_1 x, r_1 y, r_2 x, r_2 y, \ldots, r_m x, r_m y]$ be the ring defined in the above paragraph and let $\tilde{B}$ be the normalization of $B$. Then $\tilde{B}$ is a normal affine $k$-domain and $\text{Frac}(\tilde{B}) = \text{Frac}(B) = K^{(2)}$. It is also clear that $K \in \mathcal{K}(\tilde{B})$, because $K \in \mathcal{K}(B) \subseteq \mathcal{K}(\tilde{B})$ (see Lemma 1.7). So, to prove the claim, it suffices to show that
\[(2) \quad \text{ML}(\tilde{B}) = k'.\]
Since $\tilde{B}$ is normal, we have $k' \subseteq \tilde{B}$ and consequently $k' \subseteq \operatorname{ML}(\tilde{B})$ by (1). To prove that $\operatorname{ML}(\tilde{B}) \subseteq k'$, consider $\alpha \in \operatorname{ML}(\tilde{B}) \setminus \{0\}$. Then $\alpha \in K$ is clear (because $K \in \mathcal{K}(\tilde{B})$) and it suffices to show that $\alpha$ is algebraic over $k$. So it’s enough to check that $\nu(\alpha) \geq 0$ for every valuation $\nu$ of $K/k$.

Consider an arbitrary valuation $\nu : K^* \to G$ of $K$ over $k$. Recall that $\operatorname{Frac} \tilde{B} = K(x, y) = K^{(2)}$. By Lemma 1.8 there exists a valuation $\tilde{\nu} : K(x, y)^* \to \mathbb{Z}^2 \times G$ satisfying $\tilde{\nu}(x) = (1, 0, 0)$, $\tilde{\nu}(y) = (0, 1, 0)$ and $\tilde{\nu}(\alpha) = (0, 0, \nu(\alpha))$ for all $\alpha \in K^*$. As $\alpha \in K^*$, we have $\tilde{\nu}(\alpha) = (0, 0, \nu(\alpha))$. We have $\tilde{\nu}(\xi) \geq (0, 0, 0)$ for each $\xi \in k \cup \{x, y, r_1 x, r_1 y, r_2 x, r_2 y, \ldots, r_m x, r_m y\}$, so $\tilde{\nu}(\xi) \geq (0, 0, 0)$ for all $\xi \in \tilde{B}$. As $\alpha \in \tilde{B}$, $(0, 0, 0) \leq \tilde{\nu}(\alpha) = (0, 0, \nu(\alpha))$, so $\nu(\alpha) \geq 0$. Since this is true for every valuation $\nu$ of $K/k$, $\alpha$ is algebraic over $k$. This proves (2), and completes the proof of the Proposition. □

Prop. 2.1(a) implies the last assertion of [Lie10] Thm 4.2; however the proof given in [Lie10] is much more complicated than this one. Also note that Prop. 2.1(b) gives us normal counterexamples to (1) in every dimension $\geq 3$. More precisely:

(*) If $k$ is a field of characteristic zero and $d \geq 3$ is an integer, then there exists a normal affine $k$-domain $B$ such that $\dim B = d$, $\operatorname{ML}(B) = k$ and $B$ is not unirational (hence not rational) over $k$.

Indeed, let $K$ be a finitely generated extension of $k$ such that $\operatorname{trdeg}_k(K) = d - 2$, $K$ is not unirational over $k$ and $k$ is algebraically closed in $K$. Applying Prop. 2.1(b) to $K/k$ gives a domain $B$ satisfying the requirements of (*).

The following implication is also considered in [Lie10], for a field $k$ of characteristic zero and an affine $k$-domain $B$:

(3) $\dim B \geq 2$ and $\operatorname{ML}(B) = k \implies \operatorname{Frac} B = K^{(2)}$ for some extension field $K$ of $k$.

In fact the first part of [Lie10] Thm 4.2] asserts that (3) is true. However, the proof given in [Lie10] is based on the following false statement: if $D_1, D_2 \in \operatorname{LND}(B) \setminus \{0\}$ satisfy $\ker(D_1) \neq \ker(D_2)$, then $\operatorname{Frac} B$ has transcendence degree 2 over $\operatorname{Frac}(\ker(D_1) \cap \operatorname{Frac}(\ker(D_2))$ (examples show that this transcendence degree can be larger than 2). A different proof of implication (3) is given in [DL16], but it is also invalid. More precisely, implication (3) would follow from [DL16] Cor. 3.2, which is itself a consequence of [DL16] Prop. 3.1. However, the proof of [DL16] Prop. 3.1] is faulty: one has two subfields $K_{X \times \mathbb{P}^1}^{G_{\alpha}}$ and $K_X$ of a field $K_{X \times \mathbb{P}^1}$ and one has to prove the inclusion $K_{X \times \mathbb{P}^1}^{G_{\alpha}} \subseteq K_X$; it is claimed that the inclusion is proved, but in fact the argument only proves that $K_{X \times \mathbb{P}^1}^{G_{\alpha}}$ is isomorphic to a subfield of $K_X$, which is not sufficient for the proof to be valid.

Nevertheless, the following result ascertains that implication (3) is true (the implication follows from Cor. 2.3]. Recall that a field extension $L/E$ is said to be ruled (one also says that $L$ is ruled over $E$) if there exists a field $F$ such that $E \subseteq F \subseteq L$ and $L = F^{(1)}$.

2.2. Proposition. Let $k$ be a field and $B$ a $k$-domain such that $\operatorname{trdeg}_k(B) < \infty$ and $|\mathcal{M}(B)| > 1$. Then the following hold.

\footnote{For instance, let $F$ be the field of fractions of $k[u, v]/(u^2 - v(u^2 - 1))$ (where $k[u, v] = k^{[2]}$) and set $K = F^{(d - 3)}$.}

\footnote{I discussed these issues with the authors of [Lie10] and [DL16] and they agree that the problems that I am pointing out make their proofs invalid. At the time of those discussions, I didn’t know how to fix the problem; Cor. 2.3] occurred to me a year later. Cor. 2.3] implies that the statement of [Lie10] Thm 4.2 is true, but I don’t know if that of [DL16] Prop. 3.1] is true or false.}
Proof. In (a), the fact that $\kappa \subseteq A$ follows from Lemma [1.5]. To prove the other part of (a), consider distinct elements $A_1, A_2$ of $\mathcal{A}_r^*(B)$, let $F_i = \text{Frac}(A_i) (i = 1, 2)$ and let us prove that $F_1$ is ruled over $\kappa$. Choose $s_1, s_2 \in B$ such that (for each $i$) $B_{A_i} = F_i[s_i] = F_i[1]$. Let $v$ be the valuation of $\text{Frac} B = F_1(s_1)$ over $F_1$ that satisfies $v(s_1) = -1$, and let $v_0$ be the valuation of $F_2$ obtained by restricting $v$. If $\kappa$ (resp. $\kappa_0$) denotes the residue field of $v$ (resp. of $v_0$) then we have the field extensions $\kappa/\kappa_0/k$. Since $\text{Frac} B = F_2[1]$, the Ruled Residue Theorem [Ohm89, Lemma 2.3] implies that the extension $\kappa/\kappa_0$ is either ruled or algebraic. Note that Liendo presented his result in the form 2.2. □
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2.3. Corollary. Let $k$ be a field of characteristic zero and $B$ a $k$-domain. If trdeg$_k(B) < \infty$ and $B$ is not semi-rigid then the following hold.

(a) For each $D \in \text{LND}(B)$, $\text{Frac}(\text{ker} D)$ is ruled over $k$.

(b) There exists a field $K$ satisfying $k \subseteq K \subseteq \text{Frac} B$ and $\text{Frac} B = K^{(2)}$.

Proof. We have $\mathcal{A}_1(B) \subseteq \mathcal{A}_r^*(B)$ by Lemma [1.5] so $|\mathcal{A}_r^*(B)| > 1$, so the claim follows from Prop. [2.2]. □

It follows from Cor. [2.3] that the statement of [Lie10, Thm 4.2] is true, despite the fact that the proofs of it given in [Lie10] and [DL16] are flawed. Note that Liendo presented his result in the form of a birational characterization of affine $k$-varieties $X$ satisfying $\text{ML}(X) = k$. That is an interesting viewpoint, so let us reformulate our results as follows:

2.4. Corollary. Let $L/k$ be a finitely generated extension of fields of characteristic zero such that trdeg$_k L \geq 2$. Then the following are equivalent:

(a) There exists an affine $k$-domain $B$ satisfying $\text{ML}(B) = k$ and $\text{Frac} B = L$;

(b) there exists an affine $k$-domain $B$ that is not semi-rigid and satisfies $\text{Frac} B = L$;

(c) there exists a field $K$ satisfying $k \subseteq K \subseteq L$ and $L = K^{(2)}$.

Proof. Implication (a)⇒(b) is trivial. Implications (b)⇒(c) and (c)⇒(a) follow, respectively, from Cor. [2.3] and Prop. [2.1]. □

It is in Liendo’s thesis that the definition of FML($B$) was first proposed, together with the conjecture that FML($B$) = $k$ implies rationality of $B$ over $k$. Then Arzhantsev, Flenner, Kaliman, Kutzschebauch, Zaidenberg [AFK13, Prop. 5.1] and Popov [Pop14, Thm 4] proved:
2.5. **Theorem.** If $k$ is an algebraically closed field of characteristic zero and $B$ is an affine $k$-domain satisfying $FML(B) = k$, then $B$ is unirational over $k$.

**Remark.** Suppose that $k$ and $B$ satisfy all assumptions of Thm 2.5 and let $n = \dim B$. Then one can show that $B \subseteq k^{[n]}$, which is stronger than $B$ being unirational over $k$. See Thm 4.5.

Observe that Thm 2.5 does not answer the question whether the implication

$$ (4) \quad FML(B) = k \implies B \text{ is rational over } k $$

is true or false, where $k$ is an algebraically closed field of characteristic zero and $B$ is an affine $k$-domain. It is well known that (4) is true when $\dim B \leq 2$, even without assuming that $k$ is algebraically closed (see Cor. 2.6(a)). On the other hand, Popov [Pop13, Thm 2] showed that there exist affine $k$-domains $B$ satisfying $FML(B) = k$, $B$ is not stably rational over $k$ and Spec $B$ is a smooth variety, and any such $B$ is a counterexample to (4). As these examples of Popov all satisfy $\dim B \geq 263168$, it is interesting to discuss what happens for small values of $\dim B \geq 3$.

Result [Lie10, Thm 5.6] asserts that implication (4) is true when $\dim B \leq 3$, but the proof given there is invalid for several reasons. (One of the reasons is that the proof of [Lie10, Thm 5.6] uses [Lie10, Lemma 5.4], whose proof is faulty: on the first line of page 3665, it is not true that $L \cap \text{Frac}(\ker \partial) = k$ together with Lemma 1.3(i) imply that $\text{Frac}(\ker \partial) = k(x_1, \ldots, x_n)$.)

We now prove that implication (4) is true at least up to dimension 4:

2.6. **Corollary.** Let $k$ be a field of characteristic zero and $B$ an affine $k$-domain satisfying $FML(B) = k$.

(a) If $\dim B \leq 2$ then $B$ is rational over $k$.

(b) If $\dim B \leq 4$ and $k$ is algebraically closed then $B$ is rational over $k$.

**Proof.** Let $n = \dim B$. We may assume that $n \in \{2, 3, 4\}$, otherwise the result is trivial (in fact part (a) is well known, but we include a proof of the case $n = 2$ because it is short). By Cor. 2.3, there exists a field $K$ such that $k \subseteq K \subseteq \text{Frac} B$ and $\text{Frac} B = K^{(2)}$. If $n = 2$ then we must have $K = k$ (because $FML(B) = k$ implies that $k$ is algebraically closed in $\text{Frac} B$), so $\text{Frac} B = k^{(2)}$. Assume that $n \in \{3, 4\}$ and that $k$ is algebraically closed. By Thm 2.5, $\text{Frac} B$ is unirational over $k$, so $K/k$ is unirational. If $n = 3$ then $K = k^{(1)}$ by the Generalized Lüroth Theorem; if $n = 4$ then $K = k^{(2)}$ by Castelnuovo’s Theorem (for instance Remark 6.2.1, p. 422 of [Har77]). So in all cases we have $K = k^{(n-2)}$, so $\text{Frac} B = K^{(2)} = k^{(n)}$. □

3. **Properties of $A(B)$ and $K(B)$**

Most of this section is devoted to establishing the basic properties of the posets $A(B)$ and $K(B)$ introduced in Def. 1.2. The results obtained here are used in the subsequent sections. At the end of the present section we introduce another invariant of rings, $\text{Indrk}(B)$, also defined in terms of locally nilpotent derivations.

3.1. **Lemma.** If $B$ is a domain of characteristic zero then each element of $A(B)$ is factorially closed in $B$ and each element of $K(B)$ is algebraically closed in $\text{Frac} B$. In particular, $FML(B)$ is algebraically closed in $\text{Frac} B$.

---

3In the smallest example of Popov, Spec $B$ is a quotient of $\text{SL}_{513}$ by a finite subgroup.
Proof. By paragraph 1.1 if $D \in \LND(B)$ then $\ker(D)$ is factorially closed in $B$ and $\Frac(\ker D)$ is algebraically closed in $\Frac B$. The result follows. \hfill \Box

Remark. Throughout the article we make tacit use of the following fact, which is a consequence of Lemma 3.1 if $R, A \in \mathcal{A}(B)$ satisfy $R \subset A$ then $\trdeg_R(A) > 0$, and similarly, if $K, L \in \mathcal{K}(B)$ satisfy $K \subset L$ then $\trdeg_K(L) > 0$ (recall that “$\subset$” means strict inclusion).

3.2. Lemma. Let $B$ be a domain of characteristic zero.

(a) Let $D \in \LND(B)$ and let $D' \in \Der(\Frac B)$ be the unique extension of $D$ to a derivation of $\Frac B$. Then $\Frac(\ker D) = \ker D'$.

(b) We have $B \cap K_A = A_\Delta$ for all subsets $\Delta$ of $\LND(B)$. In particular, $B \cap \FML(B) = \ML(B)$.

(c) Given $A \in \mathcal{A}(B)$, define $\Delta(A) = \{ D \in \LND(B) \mid A \subseteq \ker D \}$. Then $K_{\Delta(A)} \in \mathcal{K}(B)$ and $B \cap K_{\Delta(A)} = A$.

(d) The maps $f : \mathcal{K}(B) \to \mathcal{A}(B)$, $K \mapsto B \cap K$ and $g : \mathcal{A}(B) \to \mathcal{K}(B)$, $A \mapsto K_{\Delta(A)}$ are well defined and $f \circ g$ is the identity map of $\mathcal{A}(B)$. In particular, $f$ is surjective and $g$ is injective.

Proof. (a) We may assume that $D \neq 0$, otherwise the claim is trivial. Let $L = \Frac B$ and $K = \Frac(\ker D)$; then $L = K^{(1)}$ by \textcolor{red}{1.1}. If $a, a' \in \ker D$ ($a' \neq 0$) then $D'(a/a') = (D(a)a' - aD(a'))/(a')^2 = 0$, showing that $K \subseteq \ker D'$. If the inclusion $K \subseteq \ker D'$ is strict then $L$ is algebraic over $\ker D'$ (because $L = K^{(1)}$), so $D' = 0$, contradicting $D \neq 0$. So $K = \ker D'$.

(b) By assertion (a), we have $B \cap \Frac(\ker D) = \ker D$ for each $D \in \LND(B)$. So

$$B \cap K_{\Delta(A)} = B \cap \bigcap_{D \in \Delta} \Frac(\ker D) = \bigcap_{D \in \Delta}(B \cap \Frac(\ker D)) = \bigcap_{D \in \Delta} \ker(D) = A_{\Delta}.$$ (c) If $A \in \mathcal{A}(B)$ then $B \cap K_{\Delta(A)} = A_{\Delta(A)}$ by (b) and $A_{\Delta(A)} = A$ is clear.

Assertion (d) follows. \hfill \Box

Remark. $(\mathcal{K}(B), \subseteq) \xrightarrow{\ f \ } (\mathcal{A}(B), \subseteq)$ are order-preserving maps between posets.

3.3. Lemma. For any domain $B$ of characteristic zero we have $\ht(\mathcal{A}(B)) \leq \ht(\mathcal{K}(B)).$

Proof. By Lemma 3.2 there exists an injective order-preserving map $(\mathcal{A}(B), \subseteq) \to (\mathcal{K}(B), \subseteq)$. So $\ht(\mathcal{A}(B)) \leq \ht(\mathcal{K}(B)).$ \hfill \Box

The following shows that the maps $f, g$ of Lemma 3.2 are not necessarily bijective, even when $B$ is a normal domain.

3.4. Example. Let $k$ be a field of characteristic zero and consider the subalgebra $B = k[x, y, tx, ty]$ of $k[x, y, t] = k^{[3]}$. Then $B$ is normal (define a $\mathbb{Z}$-grading $k[x, y, t] = \bigoplus_{n \in \mathbb{Z}} R_n$ by declaring that $k \subseteq R_0$, $x, y \in R_1$ and $t \in R_{-1}$; then $B = \bigoplus_{n \geq 0} R_n$, so $B$ is integrally closed in $k[x, y, t]$, so $B$ is normal). Define $D_1, D_2, D_3 \in \LND(B)$ by $D_1 = y \frac{\partial}{\partial x}$, $D_2 = x \frac{\partial}{\partial y}$ and $D_3 = \frac{\partial}{\partial t}$. We have $k(y, t), k(x, t), k(x, y) \in \mathcal{K}(B)$ (these are $\Frac(\ker D_i)$ for $i = 1, 2, 3$), so $k(x), k(y), k(t) \in \mathcal{K}(B)$ and $\FML(B) = k$. Note that $k(t)$ and $k$ are distinct elements of $\mathcal{K}(B)$ that have the same image under the map $f$ of Lemma 3.2, so $f, g$ are not bijective.

Also note that $f, g$ do not necessarily preserve transcendence degree, even when $B$ is normal and $f, g$ are bijective (see Ex. 3.9). However, the next result states that if $B$ is a UFD then $f, g$ are isomorphisms of posets $(\mathcal{K}(B), \subseteq) \xrightarrow{\ f, g \ } (\mathcal{A}(B), \subseteq)$ and preserve transcendence degree.
3.5. **Lemma.** Let $B$ be a UFD of characteristic zero. Consider the maps $f$ and $g$ of Lemma 3.2:

(a) For any subset $\Delta$ of $\text{LND}(B)$, we have $\text{Frac}(A_\Delta) = K_\Delta$. In particular, $\text{Frac}(\text{FML}(B)) = \text{FML}(B)$.

(b) The map $g : \mathcal{A}(B) \to \mathcal{H}(B)$ satisfies $g(A) = \text{Frac}(A)$ for all $A \in \mathcal{A}(B)$.

(c) The maps $f$ and $g$ are bijective and inverse of each other. Moreover, if $K \in \mathcal{H}(B)$ and $A \in \mathcal{A}(B)$ satisfy $f(K) = A$ and $g(A) = K$ then $\text{trdeg}_K(\text{Frac}(B)) = \text{trdeg}_A(B)$.

**Proof.** (a) Consider a subset $\Delta$ of $\text{LND}(B)$. It is clear that $\text{Frac}(A_\Delta) \subseteq K_\Delta$, so let us prove the reverse inclusion. Let $\xi \in K_\Delta$. Write $\xi = u/v$ with $u, v \in B$, $v \neq 0$, and $\gcd(u, v) = 1$.

Let $D \in \Delta$. The extension $D' \in \text{Der}(\text{Frac}(B))$ of $D$ satisfies $\ker(D') = \ker(D) \supseteq K_\Delta \ni \xi$, so $0 = D'(u/v) = \frac{vD(u) - uD(v)}{v^2}$, so $vD(u) = uD(v)$. Since $u \mid D(u)$ and $\gcd(u, v) = 1$ we have $u \mid D(u)$, so $D(u) = 0$ by $1.2(v)$; similarly, $v \mid D(v)$, so $D(v) = 0$. This shows that $u, v \in \ker(D)$, and this holds for an arbitrary $D \in \Delta$. So $u, v \in A_\Delta$ and hence $\xi \in \text{Frac}(A_\Delta)$. This proves that $\text{Frac}(A_\Delta) = K_\Delta$. It follows that $\text{Frac}(\text{FML}(B)) = \text{FML}(B)$.

(b) If $A \in \mathcal{A}(B)$ then $g(A) = K_{\Delta(A)} = \text{Frac}(A_{\Delta(A)}) = \text{Frac}(A)$, where the middle equality follows from (a).

(c) Let $K \in \mathcal{H}(B)$; then $K = K_\Delta$ for some $\Delta$; then $K = K_\Delta = \text{Frac}(A_\Delta) = g(A_\Delta)$ shows that $g$ is surjective. As $f \circ g = \text{id}$, $f$ and $g$ are bijective and inverse of each other. The equality $\text{trdeg}_K(\text{Frac}(B)) = \text{trdeg}_A(B)$ follows from $\text{Frac}(A) = g(A) = K$. \hfill \Box

3.6. **Notation.** For a domain $B$ of characteristic zero, we define

$$T_{\mathcal{A}}(B) = \{ n \in \mathbb{N} \mid \mathcal{A}_n(B) \neq \emptyset \} \quad \text{and} \quad T_{\mathcal{H}}(B) = \{ n \in \mathbb{N} \mid \mathcal{H}_n(B) \neq \emptyset \}.$$ 

3.7. **Remark.** Let $B$ be a domain of characteristic zero. Clearly, the order-preserving maps $(\mathcal{H}(B), \subseteq) \cong (\mathcal{A}(B), \subseteq)$ of Lemma 3.2 restrict to bijections $\mathcal{H}_n(B) \cong \mathcal{A}_n(B)$ for each $n \in \{0, 1\}$ (see the last part of Def. 1.2). By Lemma 3.5 if $B$ is a UFD then these maps restrict to bijections $\mathcal{H}_n(B) \cong \mathcal{A}_n(B)$ for all $n \in \mathbb{N}$, and consequently $T_{\mathcal{A}}(B) = T_{\mathcal{H}}(B)$.

3.8. **Lemma.** Let $B$ be a domain of characteristic zero. If $|T_{\mathcal{H}}(B)| \leq 3$ then the following hold.

(a) The order-preserving maps $(\mathcal{H}(B), \subseteq) \cong (\mathcal{A}(B), \subseteq)$ of Lemma 3.2 are isomorphisms of posets.

(b) If $|T_{\mathcal{H}}(B)| = 1$ then $T_{\mathcal{A}}(B) = \{0\} = T_{\mathcal{H}}(B)$.

(c) If $|T_{\mathcal{H}}(B)| = 2$ then $T_{\mathcal{A}}(B) = \{0, 1\} = T_{\mathcal{H}}(B)$.

(d) If $|T_{\mathcal{H}}(B)| = 3$ then $T_{\mathcal{A}}(B) = \{0, 1, n\}$ and $T_{\mathcal{H}}(B) = \{0, 1, m\}$ where $1 < m \leq n$.

**Proof.** We may assume that $|T_{\mathcal{H}}(B)| = 3$, otherwise all claims are trivial. Then $T_{\mathcal{H}}(B) = \{0, 1, m\}$ where $m = \text{trdeg}(\text{Frac}(B) : \text{FML}(B)) > 1$. It follows that $\text{ht}(\mathcal{H}(B)) = 2$, so Lemma 3.3 gives $\text{ht}(\mathcal{A}(B)) \leq 2$. Let $n = \text{trdeg}(B : \text{FML}(B)) \geq m$, then $T_{\mathcal{A}}(B) \supseteq \{0, 1, n\}$. If $T_{\mathcal{A}}(B) = \{0, 1, n\}$ then choose $i \in T_{\mathcal{A}}(B) \setminus \{0, 1, n\}$ and $A_i \in \mathcal{A}(B)$. Note that $1 < i < n$ and that there exists $A_1 \in \mathcal{A}_1(B)$ such that $A_i \subseteq A_1$. Then $\text{FML}(B) \cap A_i \subseteq A_1 \subseteq B$ is a chain in $\mathcal{A}(B)$, which contradicts $\text{ht}(\mathcal{A}(B)) \leq 2$. Thus $T_{\mathcal{A}}(B) = \{0, 1, n\}$. It follows that we have the disjoint unions

$$\mathcal{H}(B) = \mathcal{H}_0(B) \cup \mathcal{H}_1(B) \cup \mathcal{H}_m(B) \quad \text{and} \quad \mathcal{A}(B) = \mathcal{A}_0(B) \cup \mathcal{A}_1(B) \cup \mathcal{A}_n(B)$$

\footnote{We are not claiming that they preserve transcendence degree.}
Proof. Straightforward, and probably well known.

3.10. Lemma. Let \( K \) be a domain of characteristic zero and \( R \in \mathcal{A}(B) \).

(a) For each \( A \in \mathcal{A}(B) \) satisfying \( R \subseteq A \), we have \( A_R \in \mathcal{A}(B_R) \). Moreover, the map
\[
\{ A \in \mathcal{A}(B) \mid R \subseteq A \} \to \mathcal{A}(B_R), \quad A \mapsto A_R
\]
is injective and preserves transcendence degree.

(b) \( \text{ML}(B_R) = R_R \)

(c) \( \{ K \in \mathcal{K}(B) \mid R \subseteq K \} \subseteq \mathcal{K}(B_R) \)

(d) If \( R_R \in \mathcal{K}(B) \) then \( \text{FML}(B_R) = R_R \).

Proof. Straightforward, and probably well known.

Next, we study how \( \mathcal{A}(B) \) and \( \mathcal{K}(B) \) behave under various operations. The first operation that we consider is localization, and we restrict ourselves to a special type of localization. For the notation \( A_R \), see the end of the Introduction.

3.11. Lemma. Let \( k \) be a field of characteristic zero and \( B \) a \( k \)-domain. The following are equivalent:

(a) \( k \) is algebraically closed in \( \text{Frac}(B) \)

(b) \( k \otimes_k B \) is a domain for every extension field \( K \) of \( k \)

(c) \( k \otimes_k B \) is a domain, where \( \bar{k} \) is the algebraic closure of \( k \).

3.12. Lemma. Consider a tensor product of rings
\[
\begin{array}{ccc}
S & \longrightarrow & S \otimes_R T \\
\downarrow & & \downarrow \\
R & \longrightarrow & T
\end{array}
\]
where we assume that all homomorphisms are injective.

(a) Suppose that \( S \) is a free \( R \)-module and that there exists a basis \( \mathcal{E} \) of \( S \) over \( R \) such that \( 1 \in \mathcal{E} \). Then \( S \cap T = R \).
(b) If \(R, S, T\) and \(S \otimes_R T\) are domains, and if \((s_j)_{j \in J}\) is a family of elements of \(S\) which is a transcendence basis of \(\text{Frac} S\) over \(\text{Frac} R\), then \((s_j \otimes 1)_{j \in J}\) is a transcendence basis of \(\text{Frac}(S \otimes_R T)\) over \(\text{Frac} T\).

(c) If \(R, S, T\) and \(S \otimes_R T\) are domains then \(\text{trdeg}_T(S \otimes_R T) = \text{trdeg}_R S\).

3.13. Let \(B\) be an algebra over a field \(k\) of characteristic zero and let \(D \in \text{LND}(B)\). Let \(\bar{k}\) be any field extension of \(k\) and define \(\bar{B} = \bar{k} \otimes_k B\). Applying the functor \(\bar{k} \otimes_k (_-) : \text{k-Mod} \to \text{k-Mod}\) to \(D\) gives a \(k\)-linear map \(\bar{D} : B \to \bar{B}\), given by \(\bar{D}(\lambda \otimes b) = \lambda \otimes D(b)\) for all \(\lambda \in k\) and \(b \in B\). It is easily verified that \(\bar{D} \in \text{LND}(\bar{B})\), so we have a well-defined set map \(D \mapsto \bar{D}\) from \(\text{LND}(B)\) to \(\text{LND}(\bar{B})\). If \(D \in \text{LND}(B)\) and \(A = \ker D\), then \(\ker(\bar{D}) = \bar{k} \otimes_k A\) because \(\bar{k} \otimes_k (_-)\) is an exact functor.

3.14. **Lemma.** Let \(k\) be a field of characteristic zero, \(B\) be a \(k\)-domain and \(\bar{k}\) an algebraic extension of \(k\) such that \(\bar{B} = \bar{k} \otimes_k B\) is a domain.

(a) \(\text{trdeg}_k(\bar{B}) = \text{trdeg}_k B\)

(b) If \(\text{ML}(B) = k\) then \(\text{ML}(\bar{B}) = \bar{k}\), and if \(\text{FML}(B) = k\) then \(\text{FML}(\bar{B}) = \bar{k}\).

(c) Each \(D \in \text{LND}(B)\) has a unique extension \(\bar{D} \in \text{LND}(\bar{B})\). Every subset \(\Delta\) of \(\text{LND}(B)\) determines a subset \(\bar{\Delta}\) of \(\text{LND}(\bar{B})\) defined by \(\bar{\Delta} = \{\bar{D} \mid D \in \Delta\}\). We have
\[
\bar{k} \otimes_k A_{\Delta} = A_{\bar{\Delta}} \in \mathcal{A}(\bar{B}) \quad \text{and} \quad \bar{k} \otimes_k K_{\Delta} = K_{\bar{\Delta}} \in \mathcal{K}(\bar{B})
\]
for every subset \(\Delta\) of \(\text{LND}(B)\).

(d) The maps \(\mathcal{A}(B) \to \mathcal{A}(\bar{B}) (A \mapsto \bar{k} \otimes_k A)\) and \(\mathcal{K}(B) \to \mathcal{K}(\bar{B}) (K \mapsto \bar{k} \otimes_k K)\) are injective and preserve transcendence degree:
\[
\text{trdeg}(B : A) = \text{trdeg}(\bar{B} : \bar{k} \otimes_k A) \quad \text{for all } A \in \mathcal{A}(B),
\]
\[
\text{trdeg}(\text{Frac}(B) : K) = \text{trdeg}(\text{Frac}(\bar{B}) : \bar{k} \otimes_k K) \quad \text{for all } K \in \mathcal{K}(B).
\]

(e) The following diagram is commutative:
\[
\begin{array}{ccc}
\mathcal{K}(\bar{B}) & \xrightarrow{f} & \mathcal{A}(\bar{B}) \\
\kappa \downarrow & & \downarrow \alpha \\
\mathcal{K}(B) & \xrightarrow{f} & \mathcal{A}(B)
\end{array}
\]
where \(f(K) = B \cap K\), \(\bar{f}(L) = \bar{B} \cap L\), \(\kappa(K) = \bar{k} \otimes_k K\) and \(\alpha(A) = \bar{k} \otimes_k A\).

**Proof.** Given any \(A \in \mathcal{A}(B)\) and \(K \in \mathcal{K}(B)\), we may consider the commutative diagrams:

\[
\begin{array}{cccc}
\bar{k} & \rightarrow & \bar{k} \otimes_k A & \rightarrow & \bar{k} \otimes_k B & \rightarrow & \bar{k} \otimes_k \text{Frac} B \\
\uparrow & & \uparrow & & \uparrow & & \uparrow \\
\bar{k} & \rightarrow & \bar{k} & \rightarrow & B & \rightarrow & \text{Frac} B \\
\end{array}
\]
(a)

\[
\begin{array}{cccc}
\bar{k} & \rightarrow & \bar{k} \otimes_k K & \rightarrow & \bar{k} \otimes_k \text{Frac} B \\
\uparrow & & \uparrow & & \uparrow \\
\bar{k} & \rightarrow & K & \rightarrow & \text{Frac} B \\
\end{array}
\]
(b)

Since all \(k\)-modules are flat, all homomorphisms in diagrams (a) and (b) are injective. Since \(\bar{k} \otimes_k \text{Frac} B = (\bar{k} \otimes_k B) \otimes_B \text{Frac} B\) is a localization of the domain \(\bar{k} \otimes_k B\), \(\bar{k} \otimes_k \text{Frac} B\) is a domain and consequently all rings in the above diagrams are domains. Since \(\bar{k}\) is integral over \(k\), all vertical
arrows in (3a) and (3b) are integral homomorphisms and in particular $\bar{k} \otimes_k \text{Frac} B$ and $\bar{k} \otimes_k K$ are fields. Since $\bar{k} \otimes_k \text{Frac} B$ is a localization of $\bar{k} \otimes_k B$, we have

$$\bar{k} \otimes_k \text{Frac} B = \text{Frac}(\bar{k} \otimes_k B).$$

Lemma 3.12(c) gives $\text{trdeg}_{\bar{k}}(\bar{k} \otimes_k B) = \text{trdeg}_{\bar{k}}(B)$, so assertion (a) is proved.

Each $D \in \text{LND}(B)$ extends uniquely to three derivations:

$$\bar{D} \in \text{LND}(\bar{k} \otimes_k B), \quad D' \in \text{Der}_k(\text{Frac} B), \quad \text{and} \quad \bar{D}' \in \text{Der}_k(\bar{k} \otimes_k \text{Frac} B).$$

The assignment $D \mapsto (\bar{D}, D', \bar{D}')$ is well defined, and we shall use these notations throughout the proof below. Note that $\text{Frac}(\ker D) = \ker D'$ and $\text{Frac}(\ker \bar{D}) = \ker \bar{D}'$ for all $D \in \text{LND}(B)$, by Lemma 3.2. We also point out that $\bar{D}'(a \otimes x) = a \otimes D'(x)$ for all $a \in \bar{k}$ and $x \in \text{Frac} B$.

Choose any subset $\Delta \subseteq \text{LND}(B)$. Define the subset $\bar{\Delta}$ of $\text{LND}(\bar{k} \otimes_k B)$ as in the statement of assertion (c). We claim that the subring $\bar{k} \otimes_k A_\Delta$ of $\bar{k} \otimes_k B$ is equal to $A_\Delta$ and that the subfield $\bar{k} \otimes_k K_\Delta$ of $\bar{k} \otimes_k \text{Frac} B = \text{Frac}(\bar{k} \otimes_k B)$ is equal to $K_\Delta$. To see this, we choose a basis $(\lambda_i)_{i \in I}$ of $\bar{k}$ over $k$. Recall that if $R$ is a ring and $k \subseteq R \subseteq \text{Frac} B$ then $(\lambda_i)_{i \in I}$ is a basis of $\bar{k} \otimes_k R$ over $R$.

Consider $\beta \in \bar{k} \otimes_k B$ and write $\beta = \sum_{i \in I_0} \lambda_i \otimes b_i$ with $I_0$ a finite subset of $I$ and $b_i \in B$ for all $i \in I_0$. Then $\beta \in A_\Delta$ if and only if for each $D \in \Delta$ we have $0 = \bar{D}(\beta) = \sum_i \lambda_i \otimes D(b_i)$, if and only if for each $D \in \Delta$ and $i \in I_0$ we have $D(b_i) = 0$, if and only if all $b_i$ belong to $A_\Delta$, if and only if $\beta \in \bar{k} \otimes_k A_\Delta$. This shows that $\bar{k} \otimes_k A_\Delta = A_\Delta$.

Consider $\xi \in \bar{k} \otimes_k \text{Frac} B$ and write $\xi = \sum_{i \in I_0} \lambda_i \otimes x_i$ with $I_0$ a finite subset of $I$ and $x_i \in \text{Frac} B$ for all $i \in I_0$. Then $\xi \in K_\Delta$ if and only if for each $D \in \Delta$ we have $0 = \bar{D}(\xi) = \sum_i \lambda_i \otimes D'(x_i)$, if and only if for each $D \in \Delta$ and $i \in I_0$ we have $D'(x_i) = 0$, if and only if all $x_i$ belong to $K_\Delta$. This shows that $\bar{k} \otimes_k K_\Delta = K_\Delta$. This proves (c).

In particular the two set maps of part (d) are well defined. The fact that $A(\bar{A}(B) \to \bar{A}(\bar{B}))$ is injective follows from the fact that $(\bar{k} \otimes_k A) \cap B = A = \text{trdeg}_{\bar{k}}(\bar{k} \otimes_k B)$ (resp. $(\bar{k} \otimes_k B) \cap \text{Frac} B = \text{trdeg}_{\bar{k}}(\bar{k} \otimes_k \text{Frac} B)$), which itself follows from Lemma 3.12(a). Lemma 3.12(c) gives $\text{trdeg}(B : A) = \text{trdeg}(\bar{k} \otimes_k B : \bar{k} \otimes_k A)$ and $\text{trdeg}(\text{Frac}(B) : K) = \text{trdeg}(\bar{k} \otimes_k \text{Frac}(B) : k \otimes_k K)$, so (d) is proved.

If $\text{ML}(B) = k$ then $k \in A(\bar{A}(B))$, so (c) implies that $\bar{k} \otimes_k k \in \bar{A}(B)$, i.e., $\bar{k} \in \bar{A}(\bar{B})$ and hence $\text{ML}(\bar{B}) = \bar{k}$. Similarly, if $\text{FML}(B) = k$ then $k \in A(\bar{A}(B))$, so $\bar{k} \otimes_k k \in \bar{A}(\bar{B})$, so $\text{FML}(\bar{k} \otimes_k B) = k$. This proves (d).

(3) Let $\Delta$ be a subset of $\text{LND}(B)$. Then $\bar{f}(k(K_\Delta)) = \bar{f}(\bar{k} \otimes_k K_\Delta) = \bar{f}(K_\Delta) = K_\Delta$ and $a(f(K_\Delta)) = a(K_\Delta) \cap B = a(A_\Delta) = \bar{k} \otimes_k A_\Delta = A_\Delta$, so $\bar{f}(k(K_\Delta)) = a(f(K_\Delta))$. \hfill \Box

Our next goal is to describe the relation between $A(\bar{A}(B))$ and $A(K[\bar{B}])$, where $K$ is any element of $\bar{A}(B)$ and $K[\bar{B}]$ is the $K$-subalgebra of $\text{Frac}(B)$ generated by $B$. Here, the reader should keep in mind that replacing $B$ by $K[\bar{B}]$ is neither a localization nor a tensor product.

3.15. Lemma. Let $k$ be a field of characteristic zero, $B$ an affine $k$-domain, and $K \in \bar{A}(B)$. Consider the subring $\mathcal{B} = K[\bar{B}]$ of $\text{Frac} B$. Then $\mathcal{B}$ is an affine $K$-domain, $	ext{dim} \mathcal{B} = \text{trdeg}_k(\text{Frac} B)$, $\text{FML}(\mathcal{B}) = K$, and $\{ \text{L} \in \bar{A}(B) \mid \text{K} \subseteq \text{L} \} \subseteq \bar{A}(\mathcal{B})$. 
Proof. It is clear that $\mathcal{B}$ is an affine $K$-domain and that, consequently, $\dim \mathcal{B}$ is equal to the transcendence degree of $\text{Frac}(\mathcal{B}) = \text{Frac}(B)$ over $K$.

Let $\Delta$ be the largest possible subset of $\text{LND}(B)$ satisfying $K = K_\Delta$; namely,

$$(6) \quad \Delta = \{ D \in \text{LND}(B) \mid K \subseteq \text{Frac}(\ker D) \}.$$

Let $D \in \Delta$. Then $D$ has a unique extension $D' \in \text{Der}(\text{Frac}(B))$; as $\ker D' = \text{Frac}(\ker D) \supseteq K$ by Lemma 3.2, we have in fact $D' \in \text{Der}_K(\text{Frac}(B))$. As $D'(K) = \{0\} \subseteq \mathcal{B}$ and $D'(B) = D(B) \subseteq B \subseteq \mathcal{B}$, it follows that $D'(\mathcal{B}) \subseteq \mathcal{B}$. Let $D'' : \mathcal{B} \rightarrow \mathcal{B}$ be the restriction of $D'$. Consider the subring

$$\text{Nil}(D'') = \{ x \in \mathcal{B} \mid \exists r > 0 \text{ } D''^r(x) = 0 \}$$

of $\mathcal{B}$ and note that $K \subseteq \ker(D'') \subseteq \text{Nil}(D'')$ and $B \subseteq \text{Nil}(D) \subseteq \text{Nil}(D'')$; it follows that $\text{Nil}(D'') = \mathcal{B}$ and hence that $D'' \in \text{LND}(\mathcal{B})$. We also have $\ker(D) \subseteq \ker(D'') \subseteq \ker(D') = \text{Frac}(\ker D)$ by Lemma 3.2, so $\text{Frac}(\ker D'') = \text{Frac}(\ker D)$.

We showed that each $D \in \Delta$ extends to some (necessarily unique) $D'' \in \text{LND}(\mathcal{B})$ satisfying $\text{Frac}(\ker D'') = \text{Frac}(\ker D)$.

Consider $L \in \mathcal{K}(B)$ such that $K \subseteq L$, and choose $\Delta_1 \subseteq \text{LND}(B)$ such that $L = K_{\Delta_1}$. Because of (6), we have $\Delta_1 \subseteq \Delta$. Consequently, each $D \in \Delta_1$ has a unique extension $D'' \in \text{LND}(\mathcal{B})$ satisfying $\text{Frac}(\ker D'') = \text{Frac}(\ker D)$. Now

$$L = \bigcap_{D \in \Delta_1} \text{Frac}(\ker D) = \bigcap_{D \in \Delta_1} \text{Frac}(\ker D'') \in \mathcal{K}(\mathcal{B}),$$

showing that $\{ L \in \mathcal{K}(B) \mid K \subseteq L \} \subseteq \mathcal{K}(\mathcal{B})$. It follows that $K \subseteq \mathcal{K}(\mathcal{B})$ and hence that $K \supseteq \text{FML}(\mathcal{B})$. As $\mathcal{B}^* \subseteq \text{FML}(\mathcal{B})$, we have $K \subseteq \text{FML}(\mathcal{B})$ and hence $\text{FML}(\mathcal{B}) = K$. \hfill $\square$

The LND-rank

Given a domain $B$ of characteristic zero, we proceed to define an element $\text{lndrk}(B)$ of $\mathbb{N} \cup \{ \infty \}$ that we call the LND-rank of $B$. Paragraph 3.16 and Lemma 3.16.1 are preliminaries to the definition of $\text{lndrk}(B)$. The reader should keep in mind that all quantities considered below (namely sup $S_r$, sup $S_f$, dim$_L \text{Span}_L(\text{LND}(B))$, $\text{lndrk}(B)$, $\text{ht}(\mathcal{A}(B))$ and $\text{ht}(\mathcal{K}(B))$) are regarded as elements of $\mathbb{N} \cup \{ \infty \}$. In other words, all infinite cardinals are denoted $\infty$ and we do not distinguish between them.

3.16. Let $B$ be a domain of characteristic zero. Let $L = \text{Frac} B$ and $K = \text{FML}(B)$, and recall that $\text{Der}_K(L)$ is a vector space over $L$ of dimension $\text{trdeg}_K(L)$. Each element of $\text{LND}(B)$ has a unique extension to an element of $\text{Der}_K(L)$, so we may regard $\text{LND}(B)$ as a subset of $\text{Der}_K(L)$. Let $\text{Span}_L(\text{LND}(B))$ denote the subspace of $\text{Der}_K(L)$ spanned (over $L$) by the set $\text{LND}(B)$. Let us also consider the set $S_r$ of all $n \in \mathbb{N}$ satisfying:

(*) there exist $D_1, \ldots, D_n \in \text{LND}(B)$ and $b_1, \ldots, b_n \in B$ such that the $n \times n$ matrix $(D_i(b_j))$ has nonzero determinant in $B$,

and the set $S_f$ of all $n \in \mathbb{N}$ satisfying:

(**) there exist $D_1, \ldots, D_n \in \text{LND}(B)$ and $b_1, \ldots, b_n \in \text{Frac} B$ such that the $n \times n$ matrix $(D_i(b_j))$ has nonzero determinant in $\text{Frac} B$.
where, in (**), the same notation is used for the element $D_i$ of $\text{LND}(B)$ and its unique extension to an element of $\text{Der}_K(L)$. The subscripts ‘$r$’ and ‘$f$’ in the notations $S_r$ and $S_f$ stand for the words ‘ring’ and ‘field’ respectively. Then:

3.16.1. **Lemma.** $\sup S_r = \sup S_f = \dim_L \text{Span}_L(\text{LND} B)$.

**Proof.** It is clear that $S_r \subseteq S_f$, so $\sup S_r \leq \sup S_f$.

Let $n \in S_f$, and let us prove that $n \leq \dim_L \text{Span}_L(\text{LND} B)$. We may assume that $n \geq 1$. Pick $D_1, \ldots, D_n \in \text{LND}(B)$ and $x_1, \ldots, x_n \in \text{Frac} B$ such that $\det(D_ix_j) \neq 0$. Now consider $a_1, \ldots, a_n \in L$ such that $D = \sum_{i=1}^n a_i D_i \in \text{Der}_K(L)$ is the zero derivation; then

$$
\begin{pmatrix}
 a_1 & \cdots & a_n \\
 D_1x_1 & \cdots & D_nx_n
\end{pmatrix}
= \begin{pmatrix}
 D_1 & \cdots & D_n
\end{pmatrix}
= \begin{pmatrix}
 0 & \cdots & 0
\end{pmatrix},
$$

so $(a_1, \ldots, a_n) = (0, \ldots, 0)$, since $\det(D_i x_j) \neq 0$. This shows that $D_1, \ldots, D_n$ are linearly independent over $L$, so $n \leq \dim_L \text{Span}_L(\text{LND} B)$. It follows that $\sup S_f \leq \dim_L \text{Span}_L(\text{LND} B)$.

Suppose that $n \in \mathbb{N}$ satisfies $n \leq \dim_L \text{Span}_L(\text{LND} B)$, and let us prove that $n \in S_r$. We may assume that $n \geq 1$. Pick $D_1, \ldots, D_n \in \text{LND}(B)$ linearly independent over $L$. For each $x \in B$, let $\delta_x = (D_1x, \ldots, D_nx) \in B^n \subseteq L^n$; then define

$$U = \text{Span}_L \{ \delta_x \mid x \in B \} \quad \text{and} \quad U^\perp = \{ v \in L^n \mid \langle v, \delta_x \rangle = 0 \text{ for all } x \in B \},$$

where for $v = (a_1, \ldots, a_n)$, $v' = (a_1', \ldots, a_n') \in L^n$ we define $\langle v, v' \rangle = \sum_{i=1}^n a_i a_i'$. We claim that $U^\perp = \{0\}$. Indeed, consider $(a_1, \ldots, a_n) \in U^\perp$. Define $D = \sum_{i=1}^n a_i D_i \in \text{Der}_K(L)$. Then for each $x \in B$ we have $D(x) = \sum_{i=1}^n a_i D_ix = \langle (a_1, \ldots, a_n), \delta_x \rangle = 0$, so $D|_B = 0$ and hence $D = 0$. Since $D_1, \ldots, D_n$ are linearly independent over $L$, we obtain $(a_1, \ldots, a_n) = (0, \ldots, 0)$. Thus $U^\perp = \{0\}$ and consequently $U = L^n$. So we can choose $x_1, \ldots, x_n \in B$ such that $\delta_{x_1}, \ldots, \delta_{x_n}$ is a basis of $L^n$. Then $\det(D_i(x_j)) \neq 0$, showing that $n \in S_r$. It follows that $\dim_L \text{Span}_L(\text{LND} B) \leq \sup S_r$, so the Lemma is proved.

\[\Box\]

3.17. **Definition.** Let $B$ be a domain of characteristic zero. By the **LND-rank** of $B$, denoted $\text{lndrk}(B)$, we mean the element $\sup S_r = \sup S_f = \dim_L \text{Span}_L(\text{LND} B)$ of $\mathbb{N} \cup \{\infty\}$ (see Lemma 3.16.1).

3.18. **Proposition.** For any domain $B$ of characteristic zero, we have

$$\text{ht} (\mathcal{A}(B)) \leq \text{ht} (\mathcal{K}(B)) \leq \text{lndrk}(B) \leq \text{trdeg} (\text{Frac}(B) : \text{FML}(B)).$$

**Proof.** We have $\text{ht} (\mathcal{A}(B)) \leq \text{ht} (\mathcal{K}(B))$ by Lemma 3.3.

Suppose that $n \in \mathbb{N}$ and $K_0, \ldots, K_n \in \mathcal{K}(B)$ are such that $K_0 \subset \cdots \subset K_n$ (where ‘$\subset$’ is strict inclusion). For each $i = 0, \ldots, n$, define $\Delta_i = \{ D \in \text{LND}(B) \mid K_i \subseteq \text{Frac}(\ker D) \}$. Then $K_{\Delta_i} = K_i$ for all $i$. We also have $\Delta_0 \supset \cdots \supset \Delta_n$, so we may choose $D_i \in \Delta_{i-1} \setminus \Delta_i$ for each $i \in \{1, \ldots, n\}$. Let $D_i' \in \text{Der}(\text{Frac} B)$ be the unique extension of $D_i$ and note that $\ker D_i' = \text{Frac}(\ker D_i)$ by Lemma 3.2. Since $D_i \notin \Delta_i$, we have $K_i \notin \text{Frac}(\ker D_i) = \ker D_i'$ and hence we may choose $b_i \in K_i$ such that $D_i'(b_i) \neq 0$. For each $j$ such that $0 \leq j < i$ we have $D_i \in \Delta_{i-1} \subseteq \Delta_j$ so $D_i'(b_j) = 0$. This shows that the $n \times n$ matrix $(D_i'(b_j))$ is upper triangular with nonzero entries on the diagonal, so $n \in S_f$ and hence $n \leq \sup S_f = \text{lndrk}(B)$ (notation as in 3.16). So $\text{ht} (\mathcal{K}(B)) \leq \text{lndrk}(B)$. 

\[\Box\]
As in 3.16, let \( L = \text{Frac} B \) and \( K = \text{FML}(B) \). Since \( \text{Indrk}(B) \) is the dimension of the subspace \( \text{Span}_L(L\text{ND}(B)) \) of the \( L \)-vector space \( \text{Der}_K(L) \), we have \( \text{Indrk}(B) \leq \dim_L \text{Der}_K(L) = \text{trdeg}_K(L) = \text{trdeg} \left( \text{Frac}(B) : \text{FML}(B) \right) \), as desired. \( \square \)

**Remark.** There exist affine domains \( B \) for which \( \text{ht} \left( \mathcal{A}(B) \right) < \text{trdeg} \left( \text{Frac}(B) : \text{FML}(B) \right) \), i.e., at least one of the inequalities of Prop. 3.18 is strict. See Rem. 4.13.

4. Applications

We apply the theory developed in Sections 1–3 to study domains of characteristic zero. This section is subdivided into unnumbered subsections, each one beginning with a title.

**Preliminaries.**

4.1. The following are some of the known facts that we use in this section.

(a) Let \( A \) be a domain containing a field \( k \) and such that \( \text{trdeg}_k(A) = 1 \). If \( A \) is contained in some affine \( k \)-domain, then \( A \) is finitely generated as a \( k \)-algebra.

(b) Suppose that \( k \subseteq A \subseteq B \), where \( k \) is a field, \( B \) is a normal affine \( k \)-domain, and \( A \) is a factorially closed subring of \( B \) such that \( \text{trdeg}_k(A) \leq 2 \). Then \( A \) is finitely generated as a \( k \)-algebra.

(c) Let \( A \subseteq B \) be integral domains, where \( B \) is finitely generated as an \( A \)-algebra. Suppose that \( S^{-1}B = (S^{-1}A)^{[1]} \) where \( S \) is a multiplicative set of \( A \) satisfying the following condition: each element of \( S \) is a product of units of \( A \) and of prime elements \( p \) of \( A \) such that

(i) \( p \) is a prime element of \( B \)

(ii) \( A \cap pB = pA \)

(iii) \( A/pA \) is algebraically closed in \( B/pB \).

Then \( B = A^{[1]} \).

(d) Let \( k \) be a field of characteristic zero and \( B \) a normal affine \( k \)-domain such that \( \text{ML}(B) = k \) and \( \text{trdeg}_k(B) = 2 \). Then \( \text{Frac} B = k^{(2)} \) and each element of \( \mathcal{A}_1(B) \) is a \( k^{[1]} \).

(e) Let \( k \) be a field, \( R \) a \( k \)-algebra and \( n \leq 2 \) a natural number. If there exists a separable field extension \( K/k \) such that \( K \otimes_k R = K^{[n]} \), then \( R = k^{[n]} \).

**Proof.** Refer to [Miy94, Lemma 1.39] for (a), to [Kam75] and [Rus02] for (c), and (for instance) to [Kol10, 5.3.6, p. 82] for (d). Statement (e) can be derived from the proof of Theorem 2.3.1 of [RS79]. For (d), consider \( K = \text{Frac} A \) and note that [Zar54] implies that \( K \cap B \) is finitely generated as a \( k \)-algebra; since \( A \) is factorially closed in \( B \) we have \( K \cap B = A \), so (d) follows. \( \square \)

The following simple observation is also needed:

4.2. **Lemma.** Let \( k \) be a field of characteristic zero and \( B \) an absolutely factorial \( k \)-domain. Then each element of \( \mathcal{A}(B) \) is absolutely factorial.

**Proof.** Let \( \bar{k} \) be the algebraic closure of \( k \). Let \( A \in \mathcal{A}(B) \). Both \( B \) and \( \bar{B} = \bar{k} \otimes_k B \) are UFDs, and we have \( A \in \mathcal{A}(B) \) and (by Lemma 3.14) \( \bar{k} \otimes_k A \in \mathcal{A}(\bar{B}) \); thus, by Lemma 3.1 \( A \) (resp. \( \bar{k} \otimes_k A \)) is a factorially closed subring of \( B \) (resp. of \( \bar{B} \)). As a factorially closed subring of a UFD is a UFD, it follows that \( A \) and \( \bar{k} \otimes_k A \) are UFDs. Consequently, \( A \) is absolutely factorial. \( \square \)
We begin with a straightforward consequence of Thm 2.5 and Cor. 2.6.

4.3. Corollary. Let $\mathbf{k}$ be a field of characteristic zero and $B$ an affine $\mathbf{k}$-domain satisfying $\text{FML}(B) = \mathbf{k}$.

(a) $B$ is geometrically unirational over $\mathbf{k}$.
(b) If $\dim B \leq 4$ then $B$ is geometrically rational over $\mathbf{k}$.
(c) If $\dim B \leq 2$ then $B$ is rational over $\mathbf{k}$.

Proof. Let $\mathbf{k}$ be the algebraic closure of $\mathbf{k}$ and $\bar{B} = \mathbf{k} \otimes_\mathbf{k} B$. The condition $\text{FML}(B) = \mathbf{k}$ implies that $\mathbf{k}$ is algebraically closed in $\text{Frac}(B)$ (Lemma 3.1), so $\bar{B}$ is a domain by Lemma 3.11. By Lemma 3.14 $\dim \bar{B} = \dim B$ and $\text{FML}(\bar{B}) = \mathbf{k}$. It follows from Thm 2.5 that $\bar{B}$ is unirational over $\mathbf{k}$, i.e., (a) is true. Assertion (b) follows by applying Cor. 2.6(b) to $\bar{B}$, and (c) is a reiteration of Cor. 2.6(a). □

A generalization of Thm 2.5. In this subsection we state a result from [Dai18] that describes what becomes of Thm 2.5 when $\mathbf{k}$ is not assumed to be algebraically closed. We also give some immediate consequences of that result. We begin by introducing some notations.

4.4. Definition. Let $\mathbf{k}$ be an arbitrary field and $B$ an affine $\mathbf{k}$-domain. Write $\kappa(p) = B_p/IP_B$ for each $p \in \text{Spec} B$ and let $n = \dim B$. Define

\[ \mathcal{X}_k(B) = \text{set of all prime ideals of } B \text{ satisfying } \kappa(p) \otimes_\kappa B \subseteq \kappa(p)[n] \]

where the notation $\kappa(p) \otimes_\kappa B \subseteq \kappa(p)[n]$ is an abbreviation for the sentence: there exists an injective homomorphism of $\kappa(p)$-algebras from $\kappa(p) \otimes_\kappa B$ to a polynomial ring in $n$ variables over $\kappa(p)$. We say that $\mathcal{X}_k(B)$ has nonempty interior if some nonempty open subset of $\text{Spec} B$ is included in $\mathcal{X}_k(B)$.

The following is a consequence of Thm 3.8, Cor. 1.13 and Cor. 3.10 of [Dai18].

4.5. Theorem. Let $\mathbf{k}$ be a field of characteristic $0$ and $B$ an affine $\mathbf{k}$-domain. Let $n = \dim B$. If $\text{FML}(B) = \mathbf{k}$ then the following are true.

(a) $\mathcal{X}_k(B)$ has nonempty interior.
(b) $\text{Frac}(B) \otimes_k B \subseteq (\text{Frac}B)^{[n]}$
(c) The following conditions are equivalent:
   (i) $B \subseteq \mathbf{k}^{[n]}$
   (ii) $\mathbf{k}$-rational points are dense in $\text{Spec} B$
   (iii) $B$ is unirational over $\mathbf{k}$.
(d) If $\mathbf{k}$ is algebraically closed or $n \leq 2$ then $B \subseteq \mathbf{k}^{[n]}$.

The next result gives information about the field extensions $\text{Frac}(B)/K$ with $K \in \mathcal{X}(B)$. It is a simple application of Thm 1.5 in conjunction with Lemma 3.15.

4.6. Corollary. Let $\mathbf{k}$ be a field of characteristic zero, $B$ an affine $\mathbf{k}$-domain and $K \in \mathcal{X}(B)$. Let $n = \text{trdeg}_K(\text{Frac}B)$ and let $\mathcal{B} = K[B]$ be the $K$-subalgebra of $\text{Frac}B$ generated by $B$.

(a) $\text{FML}(\mathcal{B}) = K$ and $\mathcal{X}_K(\mathcal{B})$ has nonempty interior.
(b) There exists a finite extension $K'/K$ such that $B \subseteq K'^{[n]}$ and $K' \otimes_K \text{Frac}(B) \subseteq K'^{(n)}$. In particular, $\text{Frac}(B)/K$ is geometrically unirational.
(c) If $\text{Frac}(B)/K$ is unirational then $B \subseteq K^{[n]}$.
(d) If $n \leq 4$ then $\text{Frac}(B)/K$ is geometrically rational.
(e) If \( n \leq 2 \) then \( \text{Frac}(B) = K^{(n)} \) and \( B \subseteq K^{[n]} \).

**Proof.** By Lemma 3.15, \( \mathcal{B} \) is an affine \( K \)-domain satisfying \( \dim \mathcal{B} = n \) and \( \text{FML}(\mathcal{B}) = K \). So Thm 4.5 implies that \( (3) \) is true.

(1) By \( (1) \), there exists a dense open subset \( U \) of \( \text{Spec} \mathcal{B} \) such that

\[
\kappa(p) \otimes_K \mathcal{B} \subseteq \kappa(p)^{[n]} \quad \text{for every} \quad p \in U \quad \text{(where} \quad \kappa(p) = \mathcal{B}_p/p \mathcal{B}_p). \]

Pick any maximal ideal \( p \) of \( \mathcal{B} \) such that \( p \in U \), and define \( K' = \kappa(p) = \mathcal{B}/p \). Then \( K' \) is a finite extension of \( K \) and \( B \subseteq \mathcal{B} \subseteq K' \otimes_K \mathcal{B} \subseteq K'^{[n]} \). As \( K' \otimes_K \text{Frac}(\mathcal{B}) = K' \otimes_K \text{Frac}(\mathcal{B}) \) is a localization of \( K' \otimes_K \mathcal{B} \), we have \( K' \otimes_K \text{Frac}(B) \subseteq K'^{(n)} \). As this implies that \( \text{Frac}(B)/K \) is geometrically unirational, this proves \( (1) \).

(2) By Thm 4.3, \( \text{Frac}(\mathcal{B})/K \) is unirational \( \iff \mathcal{B} \subseteq K^{[n]} \). As \( \text{Frac}(\mathcal{B}) = \text{Frac}(B) \) and \( B \subseteq \mathcal{B} \), assertion \( (2) \) follows.

(3) If \( n \leq 2 \) then Cor. 4.6 implies that \( \mathcal{B} \) is geometrically rational over \( K \), i.e., that \( \text{Frac}(B)/K \) is geometrically rational.

(4) Suppose that \( n \leq 2 \). Since \( \dim \mathcal{B} = n \), Cor. 2.6(a) gives \( \text{Frac}(\mathcal{B}) = K^{(n)} \) and Thm 4.5(c) gives \( \mathcal{B} \subseteq K^{[n]} \). Since \( \text{Frac}(B) = \text{Frac}(\mathcal{B}) \) and \( B \subseteq \mathcal{B} \), \( (4) \) follows. \( \square \)

**4.7. Remark.** Let \( k \) be a field of characteristic zero, \( B \) an affine \( k \)-domain and \( K \in \mathcal{A}_2(B) \). Then Cor. 4.6(c) implies that \( \text{Frac}(B) = K^{(2)} \) and \( B \subseteq K^{[2]} \). However, there does not necessarily exist an embedding \( B \to K^{[2]} \) which extends to an isomorphism \( \text{Frac}(B) \to K^{(2)} \). For instance, let \( B = \mathbb{R}[x, y, v]/(xy - v^2 - 1) \), where \( \mathbb{R}[x, y, v] = \mathbb{R}[[x]] \). Then \( \text{FML}(B) = \mathbb{R} \in \mathcal{A}_2(B) \), so \( \text{Frac}(B) = \mathbb{R}^{(2)} \) and \( B \subseteq \mathbb{R}^{[2]} \). However, by paragraph 4.1 of [BR95], \( B \) cannot be birationally embedded in \( \mathbb{R}^{[2]} \).

**Extensions of rings belonging to \( \mathcal{A}(B) \).** Assuming that \( B \) is normal, we give some results on ring extensions \( R \subseteq A \) such that \( R, A \in \mathcal{A}(B) \) and trdeg\(_R(A) = 1 \). The main result is:

**4.8. Theorem.** Let \( k \) be a field of characteristic zero and \( B \) a normal affine \( k \)-domain. Consider a chain \( A_0 \subset \cdots \subset A_n \) \( (n \geq 1) \) of elements of \( \mathcal{A}(B) \) satisfying \( \text{trdeg}(A_i : A_{i-1}) = 1 \) for all \( i \in \{1, \ldots, n\} \). Assume that

\[ (*) \quad \text{Frac}(A_n) \in \mathcal{K}(B) \quad \text{or} \quad \text{Frac}(A_{n-1}) \in \mathcal{K}(B). \]

Then \( \text{Frac}(A_{i-1}) \in \mathcal{K}(B) \) and \( A_{i-1} \in \mathcal{A}_1^*(A_i) \) for all \( i \in \{1, \ldots, n\} \), and in particular

\[ \text{Frac} A_n = (\text{Frac} A_0)^{(n)}. \]

**Remarks.**

(1) Assumption \( (*) \) is satisfied whenever \( \text{trdeg}(B : A_n) \leq 2 \). (Indeed, this is clear if \( \text{trdeg}(B : A_n) < 2 \), so let us assume that \( A_n \in \mathcal{A}_2(B) \). There exists \( A \in \mathcal{A}_1(B) \) such that \( A_n \subseteq A \). Then \( \text{Frac}(A) \in \mathcal{K}(B) \), so the sequence \( A_n \subseteq A \) satisfies \( (*) \); applying the Theorem to \( A_n \subseteq A \) shows that \( \text{Frac}(A_n) \in \mathcal{K}(B) \).)

(2) For each \( i \) such that \( A_i \) is finitely generated as an \( A_{i-1} \)-algebra, we get \( A_{i-1} \in \mathcal{A}_1(A_i) \) by Lemma 4.5.

For the proof of the Theorem, we need the following facts:

**4.8.1. Lemma.** Let \( k \) be a field of characteristic zero and \( B \) a normal affine \( k \)-domain. For each \( R \in \mathcal{A}(B) \), \( \text{Frac}(R) \) is algebraically closed in \( \text{Frac}(B) \).
Proof. We have $ML(B_R) = R_R$ by Lemma 3.10 so $R_R$ is factorially closed (hence integrally closed) in $B_R$. Since $B_R$ is normal, $R_R$ is algebraically closed in Frac $(B)$.

4.8.2. Lemma. Let $k$ be a field of characteristic zero and $B$ a normal affine $k$-domain satisfying $FML(B) = k$. If $R \in \mathfrak{A}(B)$ and $trdeg_k(R) = 1$ then $R = k^1$.

Proof. Let $\bar{k}$ be the algebraic closure of $k$, $\bar{R} = \bar{k} \otimes_k R$ and $\bar{B} = \bar{k} \otimes_k B$. Arguing as in the proof of Cor. 4.3, we find that $\bar{B}$ is a domain and that $FML(\bar{B}) = \bar{k}$, so Thm 4.5 implies that $\bar{B} \subseteq \bar{k}^{[n]}$ for some $n$; thus $\bar{R} \subseteq \bar{k}^{[n]}$. We have $trdeg_k(\bar{R}) = 1$ by Lemma 3.12(c). Since $R$ is a factorially closed subring of the normal domain $B$, $R$ is normal; as char $k = 0$, it follows that $R$ is geometrically normal and hence that $\bar{R}$ is normal (cf. [Sta18, Tag 037Y]). Then Zaks’ Theorem [Zak71] implies that $\bar{R} = k^1$. By 4.1(c), it follows that $R = k^1$. □

4.8.3. Lemma. Let $k$ be a field of characteristic zero and $B$ a normal affine $k$-domain. Consider a ring extension $R \subset A$ where $R, A \in \mathfrak{A}(B)$ and $trdeg_R(A) = 1$. The following implications are true:

$$A_A \in \mathcal{K}(B) \implies R_R \in \mathcal{K}(B) \implies R \in \mathcal{K}_1(A).$$

Proof. Assume that $A_A \in \mathcal{K}(B)$ and let $\Delta(R) = \{ D \in LND(B) \mid R \subseteq \ker D \}$ and $K = K_{\Delta(R)} \in \mathcal{K}(B)$. Then $K \cap B = R$ and $R_R \subseteq K \subseteq A_A$. Since $A \not\subseteq K \cap B$, we have $K \not\subseteq A_A$, so $K$ is algebraic over $R_R$. As $R_R$ is algebraically closed in Frac $B$ by Lemma 4.8.1 we get $R_R = K$. This shows that $A_A \in \mathcal{K}(B)$ implies $R_R \in \mathcal{K}(B)$.

Now suppose that $R_R \in \mathcal{K}(B)$ and write $K = R_R$. Since $R$ is algebraically closed in $A$, in order to show that $R \in \mathcal{K}_1(A)$ it suffices to show that $A_R = K^1$. Lemma 3.10 gives $FML(B_R) = K$ and $A_R \in \mathfrak{A}(B_R)$. As $B_R$ is normal and $trdeg_R(A_R) = 1$, we obtain $A_R = K^1$ by Lemma 4.8.2 □

Proof of Thm 4.8. The result follows from Lemma 4.8.3 by induction on $n$. □

We derive some consequences of Thm 4.8. The first one is particularly satisfactory:

4.9. Corollary. Let $k$ be a field of characteristic zero and $B$ a factorial affine $k$-domain. Suppose that $A_0 \subset \cdots \subset A_n$ is a chain of elements of $\mathfrak{A}(B)$ satisfying $n \geq 1$ and $trdeg(A_i : A_{i-1}) = 1$ for all $i \in \{1, \ldots, n\}$. Then $A_{i-1} \in \mathcal{K}_1(A_i)$ for all $i \in \{1, \ldots, n\}$. In particular, Frac $A_n = (\text{Frac } A_0)^{(n)}$.

Proof. We have Frac $(A_n) \in \mathcal{K}(B)$ by Lemma 3.5, so this follows from Thm 4.8. □

4.10. Corollary. Let $B$ be a normal affine domain over a field $k$ of characteristic zero. Suppose that $A, R, R' \in \mathfrak{A}(B)$ satisfy

- $R \neq R'$, $R \cup R' \subseteq A$ and $trdeg(A : R) = 1 = trdeg(A : R')$;
- $\{R, R'\} \subseteq \mathcal{K}(B)$ or $A_A \in \mathcal{K}(B)$.

Then Frac $A = (\text{Frac } R)^{(1)}$ and Frac $R$ is ruled over $k$.

Proof. We have $R, R' \in \mathcal{K}_1(A)$ by Lemma 4.8.3 (or by Thm 4.8), so $|\mathcal{K}_1(A)| > 1$; the desired conclusion follows from Prop. 2.2. □
Maximal height. Thm 4.8 can be used to study the situation where the height of \( \mathcal{A}(B) \) is maximal, i.e., \( \text{ht} \mathcal{A}(B) = \dim B \). The main result is:

4.11. Theorem. Let \( k \) be a field of characteristic zero, \( B \) an affine \( k \)-domain and \( k' \) the algebraic closure of \( k \) in \( \text{Frac}(B) \). Then \( k' \) is a finite extension of \( k \) and the following hold.

(a) \( \text{ht} \mathcal{A}(B) \leq \text{ht} \mathcal{K}(B) \leq n \), where \( n = \dim B \).
(b) If \( \text{ht} \mathcal{K}(B) = n \) then \( \text{FML}(B) = k' \).
(c) If \( \text{ht} \mathcal{A}(B) = n \) then \( \text{FML}(B) = k' \), \( \text{Frac}(B) = k'^{(n)} \) and \( B \subseteq k'^{(n)} \).

Proof. It is clear that \( k'/k \) is finite. We have \( \text{ht} \mathcal{A}(B) \leq \text{ht} \mathcal{K}(B) \leq n \) by Prop. 3.18, so (a) is true. Prop. 3.18 also implies that \( \text{ht} \mathcal{K}(B) \leq \text{trdeg}(\text{Frac} B : \text{FML} B) \leq n \), so if \( \text{ht} \mathcal{K}(B) = n \) then \( \text{FML}(B) \) is an algebraic extension of \( k \), so \( \text{FML}(B) = k' \) since \( \text{FML}(B) \) is algebraically closed in \( \text{Frac}(B) \). So (b) is true.

To prove (c), assume that \( \text{ht} \mathcal{A}(B) = n \). Note that \( \text{FML}(B) = k' \) by (b), so what has to be shown is:

\[ \text{(7)} \quad \text{Frac}(B) = k'^{(n)} \text{ and } B \subseteq k'^{(n)}. \]

We first consider the case where \( B \) is normal and \( k \) is algebraically closed in \( \text{Frac} B \). Since \( \text{ht} \mathcal{A}(B) = n \), we may consider a chain \( A_0 \subseteq \cdots \subseteq A_n \) of elements of \( \mathcal{A}(B) \). Then

\[ A_n = B, A_0 = k \text{ and } \text{trdeg}(A_i : A_{i-1}) = 1 \text{ for all } i \in \{1, \ldots, n\}. \]

Note that \( \text{Frac}(A_n) \in \mathcal{K}(B) \), so Thm 4.8 implies that \( \text{Frac} A_n = (\text{Frac} A_0)^{(n)} \), i.e., \( \text{Frac} B = k^{(n)} \). We have already noted that \( \text{FML}(B) = k' = k \); this together with \( \text{Frac} B = k^{(n)} \) implies that \( B \subseteq k^{(n)} \) by Thm 4.5. This proves (7) in the special case.

For the general case, consider the normalization \( \tilde{B} \) of \( B \) and observe that \( \dim \tilde{B} = \dim B = n \). Note that \( k' \subseteq \tilde{B} \); so \( \tilde{B} \) is a normal affine \( k' \)-domain and \( k' \) is algebraically closed in \( \text{Frac}(\tilde{B}) \). We have \( \text{ht} \mathcal{A}(\tilde{B}) \leq \text{ht} \mathcal{A}(B) \) by Lemma 4.7 and \( \text{ht} \mathcal{A}(\tilde{B}) \leq n \) by Prop. 3.18 so \( \text{ht} \mathcal{A}(\tilde{B}) = n \). By the special case, it follows that \( \text{Frac}(\tilde{B}) = k'^{(n)} \) and \( \tilde{B} \subseteq k'^{(n)} \); so \( \text{Frac}(B) = k'^{(n)} \) and \( B \subseteq k'^{(n)} \). This proves (7), so we are done.

4.12. Remark. We saw in Section 2 that the condition \( \text{FML}(B) = k \) does not imply that \( B \) is rational over \( k \), even when \( k \) is algebraically closed. So it is natural to ask whether one can find a condition on the locally nilpotent derivations of \( B \) that implies rationality. Thm 4.11 gives an affirmative answer to this question. Indeed, if we assume that \( k \) is algebraically closed in \( \text{Frac}(B) \) (which is a necessary condition for \( B \) to be rational over \( k \) then the implication

\[ \text{ht} \mathcal{A}(B) = \dim B \implies B \text{ is rational over } k \text{ and } B \subseteq k^{[n]} \]

is true by Thm 4.11(c).

4.13. Remark. Let \( k \) be a field of characteristic zero and \( B \) an affine \( k \)-domain. If \( \text{FML}(B) = k \) and \( B \) is not rational over \( k \) then Thm 4.11 implies that

\[ \text{ht} \left( \mathcal{A}(B) \right) < \text{trdeg} \left( \text{Frac}(B) : \text{FML}(B) \right), \]

i.e., at least one of the inequalities of Prop. 3.18 is strict. Such rings \( B \) exist: see the discussion about implication (1), in Sec. 2.
Absolutely factorial domains. As another application of Thm 4.8 (or more precisely, of Cor. 4.9), we shall now prove the following:

4.14. Theorem. Let $B$ be an affine domain over a field $k$ of characteristic zero and suppose that $B$ is absolutely factorial. Let $n = \dim B$.

(a) If $A \in \mathscr{A}_{n-2}(B)$ and $R \in \mathscr{A}_{n-1}(B)$ satisfy $R \subset A$, then $A = R^{[k]}$.

(b) Suppose that $(\overline{k} \otimes_k B)^* = \overline{k}^*$, where $\overline{k}$ is the algebraic closure of $k$. Then $R = k^{[k]}$ for all $R \in \mathscr{A}_{n-1}(B)$.

Some preparation is needed for the proof.

4.14.1. Definition. Let $B$ be a ring, $D \in \text{LND}(B)$ and $A = \ker D$.

(a) The set $\text{pl}(D) = D(B) \cap A$ is an ideal of $A$, called the plinth ideal of $D$.

(b) We say that $D$ is tight if $D(B) \subseteq \text{pl}(D)B$.

4.14.2. Remark. Let $B$ be a domain of characteristic zero, $D \in \text{LND}(B)$ and $A = \ker D$. If $B = A^{[k]}$, then $D$ is tight. (Indeed, write $B = A[t]$; then $D = a\frac{d}{dt}$ for some $a \in A$, so $D(B) = aB$ and $\text{pl}(D) = aA$.)

4.14.3. Lemma. Let $B$ be an algebra over a field $k$ of characteristic zero, let $D \in \text{LND}(B)$ and $A = \ker D$. Let $\overline{k}$ be any field extension of $k$ and define $\overline{B} = \overline{k} \otimes_k B$ and $\overline{A} = \overline{k} \otimes_k A$. Define $\overline{D} \in \text{LND}(\overline{B})$ as in 3.13

(a) $\text{pl}(\overline{D}) = \text{pl}(D)\overline{A}$

(b) Given any ideal $J$ of $B$, we have $D(B) \subseteq J$ if and only if $\overline{D}(\overline{B}) \subseteq J\overline{B}$.

(c) $D$ is tight if and only if $\overline{D}$ is tight.

Proof. (a) Recall from 3.13 that $\ker(\overline{D}) = \overline{A}$. To prove that $\text{pl}(D)\overline{A} \subseteq \text{pl}(\overline{D})$, we have to show that $1 \otimes a \in \text{pl}(\overline{D})$ for all $a \in \text{pl}(D)$. Let $a \in \text{pl}(D)$; then $a = D(b)$ for some $b \in B$, so $\overline{D}(1 \otimes b) = 1 \otimes D(b) = 1 \otimes a$, so $1 \otimes a \in \overline{A} \cap D(B) = \text{pl}(D)$.

For the reverse inclusion, consider a basis $\alpha \in \text{pl}(\overline{D})$ and let us prove that $\alpha \in \text{pl}(D)\overline{A}$. Let $(\lambda_i)_{i \in I}$ be a basis of $\overline{k}$ over $k$. We have $\alpha = \overline{D}(\beta)$ for some $\beta \in B$. Write $\beta = \sum_i \lambda_i \otimes b_i$ (for each $\lambda_i \in B$), then $0 = \overline{D}(\beta) = \sum_i \overline{\lambda_i} \otimes D^2(b_i)$, so $D^2(b_i) = 0$ for all $i$, so $D(b_i) \in \text{pl}(D)$ for all $i$. It follows that $\alpha = D(\beta) = \sum_i \lambda_i \otimes a_i$ where $a_i = D(b_i) \in \text{pl}(D)$ for all $i$. Then $\alpha = \sum_i (1 \otimes a_i)(\lambda_i \otimes 1) \in \text{pl}(D)\overline{A}$.

(b) Let $T : k\text{-Mod} \to \overline{k}\text{-Mod}$ denote the functor $\overline{k} \otimes_k (\_)$, and note that $T$ is faithfully exact. Applying $T$ to $0 \to J \overset{i}{\to} B \overset{\pi}{\to} B/J \to 0$ shows that $\ker T(\pi) = \im T(j)$, and since $\im T(j) = J\overline{B}$, we obtain $\ker T(\pi) = J\overline{B}$. On the other hand we have $\overline{D}(\overline{B}) = \im T(D)$, so $\overline{D}(\overline{B}) \subseteq J\overline{B} \iff \im T(D) \subseteq \ker T(\pi) \iff T(\pi \circ D) = T(\pi \circ T(D)) = 0 \iff \pi \circ D = 0$, the last step by faithful exactness of $T$. So $\overline{D}(\overline{B}) \subseteq J\overline{B} \iff \overline{D}(\overline{B}) \subseteq J\overline{B} \iff D(B) \subseteq J \iff D$ is tight.

(c) Let $J = \text{pl}(D)B$. By (a) we have $\text{pl}(\overline{D})\overline{B} = (\text{pl}(D)\overline{A})\overline{B} = (\text{pl}(D)B)\overline{B} = J\overline{B}$, so $\overline{D}$ is tight \iff $\overline{D}(\overline{B}) \subseteq \text{pl}(\overline{D})\overline{B} = J\overline{B} \iff D(B) \subseteq J \iff D$ is tight, where we used (b) for the equivalence in the middle.

4.14.4. Lemma. Let $B$ be an affine domain over a field $k$ of characteristic zero. Assume that $\dim B = 2$ and that $B$ is absolutely factorial. Then the following hold.

(a) $B = A^{[k]}$ for all $A \in \mathscr{A}_1(B)$.
(b) If $|A_1(B)| > 1$ then $B = k^2$.

Proof. (a) Let $A \in A_1(B)$. As $A$ is absolutely factorial by Lemma 4.2, it is a UFD. It is also an affine $k$-domain by 4.1(a), and is one-dimensional, so $A$ is a PID.

First consider the case where $k$ is algebraically closed. We have $S^{-1}B = (S^{-1}A)[1]$ with $S = A \setminus \{0\}$. We know that $A$ is a $k$-affine PID, so if $p$ is an irreducible element of $A$ then $A/pA = k$, so $A/pA$ is algebraically closed in $B/pB$; since $A$ is factorially closed in $B$, $p$ is prime in $B$ and $A \cap pB = pA$; thus $B = A[1]$ follows from 4.1(a).

Now consider the general case. Choose an irreducible $D \in \text{LND}(B)$ such that $\ker D = A$. Since $A$ is a PID, we have $\text{pl}(D) = aA$ for some $a \in A \setminus \{0\}$. Let $\bar{k}$ be the algebraic closure of $k$ and consider $B = \bar{k} \otimes_k B$, $A = \bar{k} \otimes_k A$ and $\bar{D} \in \text{LND}(B)$ as in 3.13. By Lemma 3.14 we have $\bar{A} = \ker \bar{D} \in A_1(B)$ where $\bar{B}$ is a $\bar{k}$-affine UFD of dimension 2, so $\bar{B} = \bar{A}[1]$ by the preceding paragraph. Then $\bar{D}$ is tight by Rem. 4.1.2, so Lemma 4.1.3 implies that $D$ is tight, so $D(B) \subseteq aB$. Since $D$ is irreducible it follows that $a \in B^*$, so $D(B) \cap B^* \neq \emptyset$ and hence $B = A[1]$ by the Slice Theorem 1.1. This proves (a).

(b) Suppose that $A_1, A_2$ are distinct elements of $A_1(B)$. Then $B = A_1[1] = A_2[1]$, so by [AHE72, Thm 3.3] we have that $A_1$ is a polynomial ring in one variable over the algebraic closure $\bar{k}$ of $k$ in $A_1$. Since $k \otimes_k B$ is a domain, it follows from 3.11 that $k$ is algebraically closed in $\text{Frac} B$, so $k' = k$. Thus $A_1 = k[1]$ and hence $B = k[2]$.

Proof of Thm 4.14 (a) Suppose that $A \in A_{n-2}(B)$ and $R \in A_{n-1}(B)$ satisfy $R \subset A$. Since $B$ is normal, $A$ is $k$-affine by 4.1(b). Since $B$ is a UFD, Cor. 4.9 implies that $R \in A_1(A)$, so $R \in A_1(A)$ by Lemma 4.1. By Lemma 4.2 $A$ is absolutely factorial. So Lemma 4.1.1 gives $A = R[1]$.

(b) Consider $R \in A_{n-1}(B)$. Then $R$ is $k$-affine by 4.1(a) and absolutely factorial by Lemma 4.2. Thus $R = \bar{k} \otimes_k R$ is a 1-dimensional $\bar{k}$-affine UFD and hence a localization of $\bar{k}[1]$. The fact that $\bar{B}^* = \bar{k}^*$ implies that $\bar{R}^* = \bar{k}^*$, so $\bar{R} = \bar{k}[1]$, so 4.1(c) gives $R = k[1]$.

A sample of applications. The results of the above paragraphs can be applied in a variety of situations. To demonstrate some of the techniques, we give a sample of three propositions.

4.15. Proposition. Let $k$ be an algebraically closed field of characteristic zero and $B$ a factorial $k$-domain satisfying $\text{FML}(B) = k$. Let $n = \dim B$ and suppose that $n \geq 5$. Then $B$ is rational over $k$ in each of the following cases:

(a) There exists a chain $A_{n-2} \subset \cdots \subset A_3 \subset A_2$ with $A_i \in A_1(B)$ for all $i \in \{2, \ldots, n-2\}$.

(b) There exist distinct $A_{n-3}, A'_{n-3} \in A_{n-3}(B)$ and a chain $A_{n-4} \subset \cdots \subset A_2 \subset A_1$ satisfying $A_i \in A_1(B)$ for all $i \in \{1, \ldots, n-4\}$ and $A_{n-3} \cup A'_{n-3} \subseteq A_{n-4}$.

Proof. In each of cases (a) and (b), it suffices to show that there exists a field $K$ satisfying

\[ k \subset K \subset \text{Frac} B \quad \text{and} \quad \text{Frac} B = K^{(n-2)}. \]

Indeed, we know from Thm 2.5 that $B$ is unirational over $k$, so if (8) is true then $K/k$ is unirational, so $K = k^{(2)}$ by Castelnuovo’s Theorem (Remark 6.2.1, p. 422 of [Har77]). So it is clear that (8) implies that $B$ is rational. Let us prove (8).

\[ A \rightarrow B \] is irreducible if $B$ is the only principal ideal $I$ of $B$ such that $D(B) \subseteq I$.\footnote{A derivation $D : B \rightarrow B$ is irreducible if $B$ is the only principal ideal $I$ of $B$ such that $D(B) \subseteq I$.}
In case (3), there exists \( A_1 \in \mathcal{A}(B) \) satisfying \( A_2 \subset A_1 \); applying Cor. 4.9 to the chain \( A_{n-2} \subset \cdots \subset A_1 \subset B \) shows that \( \text{Frac} B = (\text{Frac} A_{n-2})^{(n-2)} \), so \( K = \text{Frac} A_{n-2} \) satisfies (\( 5 \)).

In case (1), applying Cor. 4.9 to the chain \( A_{n-3} \subset A_{n-4} \subset \cdots \subset A_1 \subset B \) shows that \( \text{Frac} B = (\text{Frac} A_{n-3})^{(n-3)} \), and applying Cor. 4.10 to \( A_{n-3} \cup A'_{n-3} \subset A_{n-4} \) implies that there exists a field \( K \) such that \( k \subset K \subset \text{Frac} A_{n-3} \) and \( \text{Frac} A_{n-3} = K^{(1)} \); then \( K \) satisfies (\( 5 \)) and we are done. \( \square \)

4.16. **Proposition.** Let \( k \) be a field of characteristic zero and \( B \) an affine \( k \)-domain. Suppose that \( B \) is absolutely factorial, \( \dim B = 3 \) and \( |\mathcal{A}(B)| > 1 \). Then \( B \) is geometrically rational over \( k \).

**Proof.** We first prove the case where \( k \) is algebraically closed. Since \( B \) is a UFD, Lemma 3.5 implies that \( \text{FML}(B) = \text{Frac}(A) \) where we define \( A = \text{ML}(B) \). Since \( |\mathcal{A}(B)| > 1 \), we have \( A = k \) or \( A \in \mathcal{A}(B) \). If \( A = k \) then \( \text{FML}(B) = \text{Frac}(A) = k \), so \( \text{Frac}(B) = k^{(3)} \). If \( A \in \mathcal{A}(B) \) then (by 4.11) and Lemma 4.2 \( A \) is a 1-dimensional \( k \)-affine UFD, so \( \text{Spec} A \) is a factorial curve and hence is rational. Thus \( \text{FML}(B) = \text{Frac} A = k^{(1)} \). As \( \text{FML}(B) \in \mathcal{K}(2) \), we have \( \text{Frac}(B) = (\text{FML}(B))^{(2)} \) by Cor. 4.6(e), so \( \text{Frac}(B) = k^{(3)} \). The special case is proved.

For the general case, let \( \tilde{B} \) be the algebraic closure of \( k \) and \( B = \tilde{B} \otimes_k B \). Note that \( \tilde{B} \) is a UFD and an affine \( k \)-domain, and that \( \dim \tilde{B} = 3 \) and \( |\mathcal{A}(B)| > 1 \) by Lemma 3.14. Since the Proposition is true when \( k \) is algebraically closed, \( B \) is rational over \( k \); so \( B \) is geometrically rational. \( \square \)

4.17. **Remark.** Let \( L/K \) be a function field of one variable, where \( K \) is a field of characteristic zero and is algebraically closed over \( L \). Let \( L' \) be an algebraic extension of \( K \). Then \( L' = K' \otimes_K L \) is a field, \( L'/K' \) is a function field of one variable, \( K' \) is algebraically closed in \( L' \) and \( L/K \) and \( L'/K' \) have the same genus. (Indeed, \( L' \) is a domain by Lemma 3.11 and since it is integral over \( L \), it must be a field; so \( L'/K' \) is a function field of one variable. We have \( L' = K' L \), so Prop. III.6.1 and Thm III.6.3 of [Sti93] give the last two claims.)

4.18. **Proposition.** Let \( k \) be a field of characteristic zero and \( B \) an affine \( k \)-domain satisfying \( \dim B = 3 \) and \( \text{ML}(B) = k \). Also assume that \( \tilde{k} \otimes_k B \) is a domain which is not rational over \( k \), where \( \tilde{k} \) is the algebraic closure of \( k \). Then the following hold, where we set \( F = \text{FML}(B) \):

(a) \( \text{Frac}(B) = F^{(2)} \), \( B \subset F^{(3)} \), and \( F \) is the function field of a curve of positive genus over \( k \).
(b) \( T_{\mathcal{A}}(B) = \{0, 1, 3\} \), \( T_{\mathcal{K}}(B) = \{0, 1, 2\} \), and the maps \((\mathcal{K}(B), \subset) \cong (\mathcal{A}(B), \subset) \) of Lemma 3.2 are isomorphisms of posets.
(c) \( B \) is not a UFD.

**Proof.** Cor. 4.6(c) implies that \( \text{Frac}(B)/F \) is geometrically rational, and the hypothesis that \( \tilde{k} \otimes_k B \) is not rational over \( k \) implies that \( \text{Frac}(B)/k \) is not geometrically rational; so \( F \neq k \). Since \( \tilde{k} \otimes_k B \) is a domain, \( k \) is algebraically closed in \( \text{Frac}(B) \) by Lemma 3.11. Since \( F \neq k \), this implies that \( \text{trdeg}_k(F) \geq 1 \). On the other hand, \( \text{ML}(B) = k \) implies that \( \text{trdeg}_F(\text{Frac} B) > 1 \), so \( \text{trdeg}_F(\text{Frac} B) = 2 \) and hence \( T_{\mathcal{K}}(B) = \{0, 1, 2\} \). Thus assertion (b) follows from Lemma 3.8. Since \( T_{\mathcal{A}}(B) \neq T_{\mathcal{K}}(B) \), \( B \) is not a UFD by Rem. 3.7. We have \( \text{Frac} B = F^{(2)} \) and \( B \subset F^{(2)} \) by Cor. 4.6(e). It is clear that \( F/k \) is the function field of a curve \( C \) over \( k \), and we note that \( k \) is algebraically closed in \( F \). If \( C \) has genus 0 then (by Rem. 4.17) \( \tilde{k} \otimes_k F = \tilde{k}^{(1)} \), and since \( \text{Frac} B = F^{(2)} \) this implies that \( \text{Frac}(\tilde{k} \otimes_k B) = \tilde{k}^{(3)} \), contradicting the hypothesis. So \( C \) has positive genus. \( \square \)
5. SOME INTERESTING CLASSES OF ALGEBRAS

This section is an elaborate remark whose aim is to explain how our results apply to certain interesting classes of algebras. We define two classes $\mathcal{C}_s(k) \subset \mathcal{C}(k)$ of $k$-algebras (for any field $k$ of characteristic zero) and then go on to develop two themes:

- **The class $\mathcal{C}_s(k)$ is large enough to contain many interesting algebras.** Paragraph 5.3 recalls the definitions of three classes of algebras that attract much attention from researchers, and shows that those three classes are included in $\mathcal{C}_s(k)$. Lemma 5.2 shows that $\mathcal{C}(k)$ and $\mathcal{C}_s(k)$ are closed under certain operations, which also supports the claim that those classes are large.

- **Some strong results about $\mathcal{A}(B)$ are valid for all members $B$ of $\mathcal{C}(k)$ or $\mathcal{C}_s(k)$.** The assumptions contained in the definition of $\mathcal{C}(k)$ are suitable for applying the results of Section 4, and doing so gives Cor. 5.3 The nonsingularity requirement in the definition of $\mathcal{C}_s(k)$ allows us to obtain Thm 5.7.

5.1. Definition. Given a field $k$ of characteristic zero, let $\mathcal{C}(k)$ be the class of $k$-algebras $B$ satisfying $\bar{B}$ is an affine $\bar{k}$-domain, is a UFD and satisfies $\bar{B}^* = \bar{k}^*$

where $\bar{k}$ denotes the algebraic closure of $k$ and $\bar{B} = \bar{k} \otimes_k B$. Let $\mathcal{C}_s(k)$ be the class of $k$-algebras $B$ that satisfy $B$ belongs to $\mathcal{C}(k)$ and $\text{Spec}(\bar{B})$ is a nonsingular variety over $\bar{k}$.

5.2. Lemma. Let $k$ be a field of characteristic zero, $\bar{k}$ its algebraic closure, and $B$ a $k$-algebra.

(a) $k^n \in \mathcal{C}_s(k)$ for all $n \in \mathbb{N}$.

(b) $k \otimes_k B \in \mathcal{C}(k) \iff B \in \mathcal{C}(k)$ and $\bar{k} \otimes_{\bar{k}} B \in \mathcal{C}_s(\bar{k}) \iff B \in \mathcal{C}_s(k)$

(c) For each $m \in \mathbb{N}$, $B[m] \in \mathcal{C}(k) \iff B \in \mathcal{C}(k)$ and $B[m] \in \mathcal{C}_s(k) \iff B \in \mathcal{C}_s(k)$.

Proof. Assertion (a) is trivial. Since $\mathcal{C}(k)$ and $\mathcal{C}_s(k)$ are defined in terms of the properties of $\bar{B} = k \otimes_k B$, assertion (b) is trivial. For (c), we first note that $k \otimes_k B[m] = \bar{B}[m]$; so $B[m] \in \mathcal{C}(k)$ is equivalent to $\bar{B}[m]$ being a UFD and $(\bar{B}[m])^* = \bar{k}^*$, which is equivalent to $\bar{B}$ being a UFD and $\bar{B}^* = \bar{k}^*$, which is equivalent to $B \in \mathcal{C}(k)$. To prove $B[m] \in \mathcal{C}_s(k)$, there only remains to verify that $\text{Spec}(\bar{B}[m])$ is nonsingular if and only if $\text{Spec}(\bar{B})$ is nonsingular; this is well known (and can be checked via the Jacobian criterion [Har77, p. 31]). So (c) is proved.

5.3. Recall the definitions of the following three interesting classes of algebras.

5.3.1. Let $k$ be a field of characteristic zero and $n$ a positive integer. A $k$-algebra $B$ is called a form of $k^n$ if there exists a field extension $K/k$ such that $K \otimes_k B = K^n$ (or equivalently, if $\bar{k} \otimes_k B = \bar{k}^n$ where $\bar{k}$ is the algebraic closure of $k$). It is known (see 4.1.5) that the implication

(9) if $B$ is a form of $k^n$ then $B = k^n$

is true when $n \leq 2$ but it is an open question to determine the truth value of (9) when $n \geq 3$.

5.3.2. Let $k$ be a field of characteristic zero. A $k$-algebra $B$ is called a stably polynomial algebra over $k$ if there exist $m, n \in \mathbb{N}$ such that $B[m] = k^{m+n}$. It is known that the implication

(10) if $B$ is a stably polynomial algebra over $k$ then $B = k^n$ for some $n \in \mathbb{N}$

is true when $\dim B \leq 2$ (see [Fuj79], [Rus81] for the case $\dim B = 2$), but it is an open question to determine the truth value of (10) when $\dim B \geq 3$. 

5.3.3. An exotic $\mathbb{C}^n$ is a nonsingular affine $\mathbb{C}$-variety that is diffeomorphic to $\mathbb{R}^{2n}$ as a real manifold but is not isomorphic to $\mathbb{C}^n$ as an algebraic $\mathbb{C}$-variety (refer to [Zai96] for background on this topic). It follows from [Ram71] that there are no exotic $\mathbb{C}^2$, but examples are known of exotic $\mathbb{C}^n$ for all $n \geq 3$. Let us now adopt the following definition: an exotic $\mathbb{C}^{[n]}$ is an affine $\mathbb{C}$-domain $B$ such that the complex affine variety $X = \text{Spec } B$ is an exotic $\mathbb{C}^n$. That is, $B$ is an exotic $\mathbb{C}^{[n]}$ if and only if it is an affine $\mathbb{C}$-domain, $B \neq \mathbb{C}^{[n]}$, and Spec $B$ is a nonsingular $\mathbb{C}$-variety which, when viewed as a real manifold, is diffeomorphic to $\mathbb{R}^{2n}$.

5.3.4. **Proposition.** If $k$ is a field of characteristic zero then $\mathcal{C}_s(k)$ contains all stably polynomial algebras over $k$ and all forms of $k^{[n]}$ for all $n$. Moreover, $\mathcal{C}_s(\mathbb{C})$ contains all exotic $\mathbb{C}^{[n]}$ for all $n$.

**Proof.** Lemma 5.2 implies that $\mathcal{C}_s(k)$ contains all stably polynomial algebras over $k$ and all forms of $k^{[n]}$ for all $n$. Let $B$ be an exotic $\mathbb{C}^{[n]}$. By definition, $B$ is an affine $\mathbb{C}$-domain and Spec $B$ is a nonsingular $\mathbb{C}$-variety. We thank M. Zaidenberg for pointing out to us that $B^* = \mathbb{C}^*$ by [Fuj82, Cor. (1.20;1)]]. By [Gur80] Thm 1, $B$ is a UFD. So $B$ belongs to $\mathcal{C}_s(\mathbb{C})$. □

5.4. **Lemma.** Let $k$ be a field of characteristic zero. If $B \in \mathcal{C}(k)$ then $B$ is an affine $k$-domain, is absolutely factorial and satisfies $B^* = k^*$.

**Proof.** Let $B \in \mathcal{C}(k)$ and let $\bar{k}$ be the algebraic closure of $k$. Since $\bar{B} = \bar{k} \otimes_k B$ is an affine $\bar{k}$-domain, it follows that $B$ is an affine $k$-domain (this is left to the reader). Since $B$ is a noetherian UFD with $B^* = \bar{k}^*$, it follows that $B$ is a UFD with $B^* = k^*$ (this claim seems to belong to folklore; we provide a proof in the Appendix, see Lemma 6.2). □

We now apply the results of Sec. 4 to the class $\mathcal{C}(k)$.

5.5. **Corollary.** Let $k$ be a field of characteristic zero and $B \in \mathcal{C}(k)$. Let $n = \dim B$.

(a) $R = k^{[1]}$ for all $R \in \mathcal{A}_{n-1}(B)$.

(b) If $A \in \mathcal{A}_{n-2}(B)$ and $R \in \mathcal{A}_{n-1}(B)$ satisfy $R \subset A$, then $A = R^{[1]} = k^{[2]}$.

(c) Let $A_0 \subset \cdots \subset A_m$ ($m \geq 1$) be a chain in $\mathcal{A}(B)$ satisfying $\text{trdeg}(A_i : A_{i-1}) = 1$ for all $i \in \{1, \ldots, m\}$. Then $A_{i-1} \in \mathcal{A}_1(A_i)$ for all $i \in \{1, \ldots, m\}$, and in particular $\text{Frac } A_m = (\text{Frac } A_0)^{(m)}$.

(d) If $\dim B = 3$ and $\mathcal{A}_2(B) \neq \emptyset$ then $\text{Frac } (B) = k^{(3)}$.

(e) If $\dim B = 3$ and $B$ is not semi-rigid then $B$ is geometrically rational over $k$.

**Proof.** Lemma 5.4 implies that $B$ is absolutely factorial, and $(k \otimes_k B)^* = \bar{k}^*$ by definition of $\mathcal{C}(k)$; so (a) and (b) are immediate consequences of Thm 4.14. Part (c) follows from Cor. 4.9. To prove (d), assume that $\dim B = 3$ and that $R \in \mathcal{A}_2(B)$; then there exists $A \in \mathcal{A}_1(B)$ such that $R \subset A$; then $A = k^{[2]}$ by (b), so $\text{Frac } (B) = (\text{Frac } A)^{(1)} = k^{(3)}$. Part (e) follows from Prop. 4.16 □

We need to introduce another class of $k$-algebras, sometimes known under the name of “special Danielewski surfaces” (whence the letter “$\mathcal{D}$” in the notation).

5.6. **Notation.** Given a field $k$ of characteristic zero, we let $\mathcal{D}(k)$ denote the class of $k$-algebras isomorphic to $k[X,Y,Z]/(XY - \varphi(Z))$ for some nonconstant polynomial in one variable $\varphi(Z) \in k[Z] \setminus k$, where $k[X,Y,Z] = k^{[3]}$. Note that $k^{[2]} \in \mathcal{D}(k)$. 
The following is in fact a special case of a result of [Dai08]. It is a very intriguing fact, and it is interesting to state it here in the context of the class $\mathcal{C}_s(k)$.

5.7. **Theorem.** Let $k$ be a field of characteristic zero and $B \in \mathcal{C}_s(k)$.

Then $B_R \in \mathfrak{D}(R_R)$ for all $R \in \mathscr{A}_2(B)$.

To prove the Theorem, we need the notion of smoothness.

5.7.1. Following [Mat80, Def. 28.D], we say that a ring homomorphism $f : R \to S$ is smooth (or that $S$ is smooth over $R$) if $f$ is formally smooth for the discrete topologies on $R$ and $S$. Explicitly, this means that $f$ is smooth if and only if for every commutative diagram (11)

$$
\begin{array}{ccc}
C & \xrightarrow{q} & C/N \\
\downarrow{u} & & \downarrow{v} \\
R & \xrightarrow{f} & S
\end{array}
\quad
\begin{array}{ccc}
C & \xrightarrow{q} & C/N \\
\downarrow{u} & & \downarrow{v'} \\
R & \xrightarrow{f} & S
\end{array}
$$

where $C$ is a ring, $N$ is an ideal of $C$ satisfying $N^2 = 0$ and $q$ is the canonical epimorphism of the quotient ring, there exists at least one ring homomorphism $v' : S \to C$ that makes diagram (11-ii) commute. We stress that our terminology for smoothness agrees with those of [Mat80] and [Dai08].

We need the following properties of smoothness:

(a) Let $k$ be a field, let $k'$ and $A$ be $k$-algebras and let $A' = k' \otimes_k A$. Then $A$ is smooth over $k$ if and only if $A'$ is smooth over $k'$.

(b) Let $k$ be an algebraically closed field and $B$ an affine $k$-domain. Then $B$ is smooth over $k$ if and only if Spec $B$ is a nonsingular algebraic variety over $k$.

**Proof of (a) and (b).** Assertion (a) is a special case of [Mat80, 28.O]. For assertion (b) one needs to show that $k \to B$ is smooth if and only if $B_m$ is a regular local ring for every maximal ideal $m$ of $B$; this follows from the three results in [Sta18] identified by the tags 00TN, 00TC and 00TS. (Caution: What we call ‘smooth’ here is called ‘formally smooth’ in [Sta18].)

5.7.2. **Lemma.** Given a field $k$ of characteristic zero and a $k$-algebra $B$,

$$B \text{ belongs to } \mathcal{C}_s(k) \iff B \text{ belongs to } \mathcal{C}(k) \text{ and } B \text{ is smooth over } k.$$ 

**Proof.** Let $\bar{k}$ be the algebraic closure of $k$ and $\bar{B} = \bar{k} \otimes_k B$. By 5.7.1[1], $B \in \mathcal{C}_s(k)$ is equivalent to “$B \in \mathcal{C}(k)$ and $B$ is smooth over $k$,” which by 5.7.1[2] is equivalent to “$B \in \mathcal{C}(k)$ and $B$ is smooth over $k$.”

**Proof of Thm 5.7.** Let $B \in \mathcal{C}_s(k)$. By Lemmas 5.4 and 5.7.2 $B$ is a geometrically integral affine $k$-domain, is a UFD, and is smooth over $k$; so $B$ belongs to the class $\mathcal{N}(k)$ of $k$-domains defined in [Dai08]. Thus $\mathcal{C}_s(k)$ is included in $\mathcal{N}(k)$. Now [Dai08, Thm 4.1] is the following statement:

Suppose that $\mathcal{B}$ is a localization of a ring belonging to the class $\mathcal{N}(k)$. If $K$ is a field such that $K \subset \mathcal{B}$, $\text{trdeg}_R \mathcal{B} = 2$ and $\text{ML}(\mathcal{B}) = K$, then $\mathcal{B} \in \mathfrak{D}(K)$.

So for any $B \in \mathcal{N}(k)$ and $R \in \mathscr{A}_2(B)$, we have $B_R \in \mathfrak{D}(R_R)$ (because $\text{trdeg}(B_R : R_R) = 2$ and, by Lemma 3.10 $\text{ML}(B_R) = R_R$). The claim follows.
We conclude by giving a partial result related to the following open question: if $k$ is a field of characteristic zero and $B$ is a form of $k^3$ which is not rigid, does it follow that $B = k^3$?

5.8. Proposition. Let $k$ be a field of characteristic zero and $B$ a form of $k^3$. Suppose that $D_1, D_2 \in \text{LND}(B) \setminus \{0\}$ satisfy $D_1 \circ D_2 = D_2 \circ D_1$ and $\ker(D_1) \neq \ker(D_2)$.

Then $B = k^3$ and $\ker(D_1) \cap \ker(D_2) = k[v]$ for some variable $v$ of $B$.

5.8.1. The proof of the Proposition uses the following known facts.

(a) Let $K/k$ be an extension of fields of characteristic zero, let $B$ be a $k$-algebra and let $f \in B$.

Suppose that $K \otimes_k B = K^3$ and that $f$ is a variable of $K \otimes_k B$. Then $B = k^3$ and $f$ is a variable of $B$. (This is \cite{DK09} Prop. 2.8.)

(b) Let $k$ be a field of characteristic zero and $v \in B = k^3$. If $S^{-1}B = k(v)^2$ where $S = k[v]\setminus\{0\}$, then $v$ is a variable of $B$. (This is a special case of \cite{DK09} Thm 3.)

Proof of Prop. 5.8. Let $R = \ker(D_1) \cap \ker(D_2)$. The assumptions on $D_1, D_2$ imply that $D_2$ maps $\ker(D_1)$ into itself and that the restriction $d_2 \in \text{LND}(\ker(D_1))$ of $D_2$ is not the zero derivation. Since $R = \ker(d_2)$, it follows that $\text{trdeg}(B : R) = 2$ and hence that $R \in \mathcal{L}_2(B)$. So $R = k^1$ by Cor. 5.3.

Choose $v \in B$ such that $R = k[v]$.

Let $\overline{k}$ denote the algebraic closure of $k$, $\overline{B} = \overline{k} \otimes_k B = \overline{k}^3$ and $\overline{D}_1, \overline{D}_2 \in \text{LND}(\overline{B})$ the extensions of $D_1, D_2$. Then $\ker(D_1) \cap \ker(D_2) = \overline{k} \otimes \overline{k} R = \overline{k}[v]$. It follows that the $\overline{k}(v)$-domain $\mathcal{B} = \overline{B}_{k[v]}$ has a pair of commuting derivations $\delta_1, \delta_2 \in \text{LND}(\mathcal{B})$ satisfying $\ker(\delta_1 \cap \ker(\delta_2) = \overline{k}(v)$ ($\delta_i$ is obtained by localizing $\overline{D}_i$). As is well known, this implies that $\mathcal{B} = \overline{k}(v)^2$ (see for instance \cite{Mau03} Prop. 3.2]). Then 5.8.1 implies that $v$ is a variable of $\overline{B}$. It then follows from 5.8.1 that $B = k^3$ and that $v$ is a variable of $B$. \qed

6. Appendix

We provide a proof for Lemma 6.2 which seems to belong to folklore.

6.1. Lemma. Let $A$ be an algebra over a field $k$, let $K/k$ be an algebraic Galois extension and write $G = \text{Gal}(K/k)$ and $A_K = K \otimes_k A$. For each $\theta \in G$, let $\hat{\theta} : A_K \to A_K$ be the $A$-automorphism of $A_K$ given by $\hat{\theta}(\lambda \otimes a) = \theta(\lambda) \otimes a$ ($\lambda \in K$, $a \in A$). If $b$ is an element of $A_K$ satisfying

\[ \forall_{\theta \in G} \exists_{\lambda \in K^*} \hat{\theta}(b) = \lambda b \]

then there exists $\lambda \in K^*$ such that $\lambda b \in A$.

Proof. We may assume that $b \neq 0$. Choose a field $E$ satisfying $k \subseteq E \subseteq K$ (so $A \subseteq A_E \subseteq A_K$), $b \in A_E$ and $E/k$ is finite Galois. For each $\tau \in \text{Gal}(E/k)$, let $\hat{\tau} \in \text{Aut}_A(A_E)$ be its extension; we claim that

\[ \forall_{\tau \in \text{Gal}(E/k)} \exists_{\lambda \in E^*} \hat{\tau}(b) = \lambda b. \]

Indeed, let $\tau \in \text{Gal}(E/k)$. Then $\tau$ extends to $\theta \in G$, which extends to $\hat{\theta} \in \text{Aut}_A(A_K)$. By assumption we have $\hat{\theta}(b) = \lambda b$ for some $\lambda \in K^*$. Since $\hat{\theta}(b) = \hat{\tau}(b)$, we get $\hat{\tau}(b) = \lambda b$. To prove that $\lambda \in E^*$, it suffices to show that $\omega(\lambda) = \lambda$ for all $\omega \in \text{Gal}(K/E)$ (because $K/E$ is Galois). Consider $\omega \in \text{Gal}(K/E)$ and the corresponding $\hat{\omega} \in \text{Aut}_{A_E}(A_K)$; then $\hat{\tau}(b) = \hat{\omega}(\hat{\tau}(b)) = \omega(\lambda)\hat{\omega}(b) = \omega(\lambda)b$.
because $\hat{\tau}(b)$ and $b$ belong to $A_E$ and hence are fixed by $\hat{\omega}$. So $\omega(\lambda)b = \hat{\tau}(b) = \lambda b$, where $\omega(\lambda), \lambda \in K^*$ and $b \neq 0$; so $\omega(\lambda) = \lambda$. This shows that $\lambda \in E^*$ and hence that (13) is true.

So it suffices to prove the special case of the Lemma where $K/k$ is a finite Galois extension. Observe that the $\lambda$ in (12) is uniquely determined by $\theta$ (because $b \neq 0$). Thus, for each $\theta \in G = \text{Gal}(K/k)$, there exists a unique $\alpha_\theta \in K^*$ satisfying $\hat{\theta}(b) = \alpha_\theta b$. It follows that

$$
\alpha_{\sigma \tau} = \alpha_\sigma \sigma(\alpha_\tau) \quad \text{for all } \sigma, \tau \in G,
$$

i.e., that $\{\alpha_\theta\}_{\theta \in G}$ is a 1-cocycle of $G$ in $K^*$. Because $K/k$ is finite Galois we have $H^1(G, K^*) = 1$ by [Lan93, Thm 10.1, p. 302], so $\{\alpha_\theta\}_{\theta \in G}$ is a 1-coboundary, i.e., there exists $\mu \in K^*$ satisfying $\alpha_\theta = \theta(\mu)/\mu$ for all $\theta \in G$. Then $\hat{\theta}(\mu^{-1} b) = \mu^{-1} b$ for all $\theta \in G$. As $\{x \in A_K \mid \forall \theta \in G \quad \hat{\theta}(x) = x\} = A$, it follows that $\mu^{-1} b \in A$, as desired.

**Lemma.** Let $k$ be a field and $A$ a $k$-algebra. Suppose that there exists an algebraic Galois extension $K/k$ such that $K \otimes_k A$ is a noetherian UFD with $(K \otimes_k A)^* = K^*$. Then $A$ is a noetherian UFD with $A^* = k^*$.

**Proof.** Let $A_K = K \otimes_k A$. Since $A_K^* = K^*$ and (by Lemma 3.12(a)) $K \cap A = k$, we have $A^* = k^*$. Since $A_K$ is noetherian and faithfully flat over $A$, $A$ is noetherian. Let $p$ be a height 1 prime ideal of $A$ and let $a_1, \ldots, a_n$ be a generating set for $p$. Let $b$ be the gcd of $a_1, \ldots, a_n$ in $A_K$. Then $bA_K$ is the least element of the set of principal ideals $J$ of $A_K$ that satisfy $pA_K \subseteq J$, and consequently every $A$-automorphism of $A_K$ must map $bA_K$ to itself. So for each $\theta \in \text{Gal}(K/k)$, there exists $\lambda \in A_K^* = K^*$ satisfying $\hat{\theta}(b) = \lambda b$. By Lemma 6.1 there exists $\lambda \in K^*$ such that $\lambda b \in A$; so we might as well assume that $b \in A$. Since $A_K$ is integral over $A$, there exists a height 1 prime ideal $q$ of $A_K$ such that $q \cap A = p$. We have $q = qA_K$ for some prime element $q$ of $A_K$ and $a_1, \ldots, a_n \in q$, so $q \mid a_i$ in $A_K$ (for each $i$); so $b \in q$ and hence $p \subseteq bA_K \cap A \subseteq q \cap A = p$, i.e., $bA_K \cap A = p$. The principal ideal $I = bA$ of $A$ satisfies $I = IA_K \cap A = bA_K \cap A = p$, so $p$ is a principal ideal of $A$. So $A$ is a UFD.  
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