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Abstract: Problem statement: For decades, several image enhancement techniques have been proposed. Although most techniques require profuse amount of advance and critical steps, the result for the perceived image are not as satisfied. Approach: In this study, we proposed a new method to enhance the satellite image which compares two procedures using two different kinds of filtering technique with an additional step in order to obtain the perceived image. In this new algorithm we first transform the color image into grayscale. The image is then preceded to the edge detection and brightness enhancement step using Laplacian and Sobel technique individually. Results: From the results, the Tenengrad averred that the enhancement result of the dimension and depth in the image were successfully classified. We also evaluate the image quality, adjusting by the PSNR and Tenengrad criterion which indicates that the proposed method shows dramatically increase in pixel distribution throughout the range of RGB. Conclusion: The result of this research is also beneficial in terms of geographical views due to the process which determined the difference appeared on each area. Eventually, this research also performed a comparison for the enhancement step mentioned in this study.
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INTRODUCTION

Image sharpening is one of several steps which enhances both the intensity and the edge of the images in order to obtain the perceived image. The step helps increase the resolution, the detail, as well as the sharpness of the image. In the early steps, before applying the data, image enhancement increases the difference between each object. As a consequence, the object and its edge were identical. In addition, image sharpening is eligible for emphasizing the individual location according to the scope of research. This convenient step constantly develops several techniques for the better results of the image (Welsh et al., 2002; Alparone et al., 2007). Recently, Wilscy and Nair (2008) proposed an image enhancement technique called fuzzy Technique in their research, however; the steps create conflict in the enhancement process. In this study, we proposed a continuous research from ‘A new approach for color satellite image enhancement’ (Attachoo and Pattanasethanon, 2008) which compared and composed new steps and techniques in order to obtain the perceived image. Generally, the principle for image filtering method and edge detection can be done by several techniques. Firstly, signal reduction is required to emphasize the edge and brighten the image. In this case, high pass filter is used to filter the signal as well as to detect the edges from the original image. Hence, the solution for this process is the total of the original image and the edge as the equation below:

\[ f_s(x_i, y_i) = f(x_i, y_i) + \Omega F(f(x_i, y_i)) \]  

Where:
- \( f(x_i, y_i) \) = The original pixel value at the coordinate \((x_i, y_i)\)
- \( F(.) \) = The high pass filter
- \( \Omega \) = A tuning parameter which is greater or equal to zero
- \( f_s(x_i, y_i) \) = The sharpened pixel at the coordinate \((x_i, y_i)\)
The value represents $\Omega$ as the perspective degree of sharpness, the higher the $\Omega$ the more sharpened is the image. Another well known technique which enhances blur images is called Unsharp Masking (UM) technique. The solution of this technique begins by subtracting the original image with the blur image.

In the other words, subtract low pass filter from the input image. This results for the output image which emphasizes on the detail and sharpness (Xu and Wang, 2009).

Generally, blurred images occur by several low pass filtering in the image. Hereby was the equation for Unsharp Masking technique:

$$f_s(x,y) = f_i(x,y) - f_b(x,y)$$

Where:
- $f_s(x,y)$ = The sharpened image obtained by unsharp masking
- $f_b(x,y)$ = The blurred version of $f_i(x,y)$

According to the second equation, increase in sharpness is eligible by using high boost filter (Gonzales and Woods, 2002). The relations between two equations were as shown below:

$$f_u(x_i,y_i) = A*f(x_i,y_i) - f_b(x_i,y_i)$$

or:

$$f_u(x_i,y_i) = (A - 1)f_i(x_i,y_i)$$

$A$ = A variable which is greater or equal to 1
- $f_u(x_i,y_i)$ = The new sharpened image
- $f_b(x_i,y_i)$ = The high pass filter of $f_i(x_i,y_i)$
- $f_l(x_i,y_i)$ = The low pass filter of $f_i(x_i,y_i)$

The previous methods stated can work under certain circumstances, meanwhile, it is inaccurate to use the method in case of low contrast image or low resolution image (Chen et al., 2006). Another method was proposed lately on satellite image enhancement (Attachoo and Pattanasethanon, 2008), which proposed an additional step by enhancing the brightness of the image before working on edge detection. However, the process shows no statistical results in the research. Therefore, the quality evaluation was still un-identical in order to compare the results. In this study we proposed a novel approach satellite image sharpening which continues from our previous research (Attachoo and Pattanasethanon, 2008). We developed new algorithms in intensity evaluation and compare its quality with its original version. The process were composed of image brightness, edge detection and the standard deviation of the image intensity performed by the Peak Signal to Noise Ratio (PSNR) and Tenengrad (Moustafa and Badawy, 2007; Ying et al., 2008), respectively (Welsh et al., 2002).

**MATERIALS AND METHODS**

A new approach sharpening model: The new approach sharpening model in this research begins with brightness enhancement. Then follow by edge detection, using the equation below:

$$G_s(x_i,y_i) = f(x_i,y_i) - \nabla^2[T[f(x_i,y_i)]]$$

Where:
- $G_s(x,y)$ = The new sharpened image
- $f(x_i,y_i)$ = The original image
- $T[.]$ = The function for contrast enhancement
- $\nabla^2$ = Laplacian edge detection

The algorithm for this new sharpening technique from Eq. 5 was as shown in Fig. 1. Another test is performed in order to compare the results with the first technique using Eq. 1. We performed an edge detection process with Laplacian and Sobel. The algorithm of this technique was processed according to the sharpening model, which on the first stage, the color information of the digital image are transformed into grayscale image. Then, linear contrast stretch approaches to enhance the brightness of the image. The image is then edge detected by finding the second derivative of the Laplacian or Sobel method. Finally, increase the sharpness of the image by subtracting the result with the original image.

Color model and image intensity consideration: In 1913, the Commission Internationale de l’Eclairage (CIE-the International Commission on Illumination) developed the original standard for visible spectrum (Gonzales and Woods, 2002). Certain colors were naturally visible formed by the combination of three main colors which were red, green and blue. As a consequence, the color model or CIE chromaticity diagram was proposed. While considering the video color image, the color intensity of the video image appears by the pixel performance. Each pixel components were composed of RGB. According to the RGB color model, the weight for the three colors; red, green and blue, varies due to the mixture of the intensity and luminance. The relation of the grayscale brightness and RGB on account of the CIE chromaticity...
The diagram is correlated. The coefficient equals to the weight multiply by its color array (Berns, 2000) as the equation below:

\[
f_p (x,y) = 0.2989 \times f_{gr}(0,0,1) + 0.5870 \times f_{gr}(0,0,2) + 0.1140 \times f_{gr}(0,0,3)
\]

(6)

Where:
- \(f_{gr}(x,y)\) = The grayscale image
- \(f_{R}(0,0,1), f_{G}(0,0,2), f_{B}(0,0,3)\) = The components of the red, green and blue image, respectively

However, in the cases which we transform the grayscale image into RGB image, influence conflicts to the CIE chromaticity diagram.

Hue, Saturation and Value (HSV) color model was proposed by Smith (1978). This model was proposed to be an alternative choice, which influences convenience in terms of color usage instead of using only the three main colors (RGB). The HSV model performs better details artistically and it is easier to understand the image by sightseeing. The details performed in the color image in each pixel were composed of the RGB value.

The grayscale image is transformed into RGB image using the following conversion:

\[
S = 1 - \frac{3}{R + G + B} \min(R, G, B)
\]

(8)

\[
V = \frac{1}{3} (r + g + b)
\]

(9)

Figure 2 shows the correlation of Hue, Saturation and Brightness value, respectively. Hue is the pureness intensity of colors, it can be measure in 0-360° angle. The three main colors were 60° difference. S refers to saturation, the dark intensity of color which values between 0-100. The color increases its darkness as the saturation value raise up. Brightness value or V is the value between 0-100 of brightness intensity. The hue of a point is determined by an angle from some reference point.

**RGB to HSV conversion:** The obtainable HSV colors lie within a triangle whose vertices are defined by the three primary colors in RGB space (Fig. 3).

The hue of the point P is the measured angle between the connecting P to the triangle center and line connecting RED point to the center of the triangle. The saturation of the point P is the distance between P and triangle center. The value (intensity) of the point P represents height on the line perpendicular to the triangle and passing through its center. The grayscale points are situated onto the same line. The conversion formula was as follows:

\[
H = \cos^{-1}\left(\frac{1}{2}\right)
\]

(7)

\[
S = \frac{3}{R + G + B} \min(R, G, B)
\]

(8)

\[
V = \frac{1}{3} (r + g + b)
\]

(9)
**HSV to RGB conversion:** Conversion from HSV space to RGB space is more complex. Particularly, given to the nature of the hue information, we obtained different formula for each sector of the color triangle.

**Red-green sector:** for $0^\circ < H \leq 120^\circ$:

$$b = \frac{1}{3}(1 - s), r = \frac{1}{3}[1 - \frac{S \cos H}{\cos(60^\circ - H)}], g = 1 - (r - b)$$  \hspace{1cm} (10)

**Green-blue sector:** for $120^\circ < H \leq 240^\circ$:

$$r = \frac{1}{3}(1 - s), g = \frac{1}{3}[1 + \frac{S \cos H}{\cos(60^\circ + H)}], b = 1 - (r + g)$$  \hspace{1cm} (11)

**Blue-red sector:** for $240^\circ < H \leq 360^\circ$:

$$g = \frac{1}{3}(1 - s), b = \frac{1}{3}[1 + \frac{S \cos H}{\cos(60^\circ - H)}], r = 1 - (g + b)$$  \hspace{1cm} (12)

**Linear contrast stretch:** This technique modifies the linear contrast stretch that was related to the value transformation of the brightness part of the image. It can be measured by the lowest value of the brightness contrast (grey level = 0) to the highest value of the brightness contrast (grey level = 255) to full the grey scale level. A brightness value of between 0-255 would be spread out and could be calculated with the equation below (Xu and Wang, 2009):

$$g(x, y) = T[f(x, y)]$$  \hspace{1cm} (13)

If:

$$g(x, y) = \text{A brightness value of the area in the image at the exit}$$

$$f(x, y) = \text{The brightness value of the area at the entrance}$$

$$T = \text{The function for the linear transformation}$$

**Edge detection:** Edge detection is generally to define edges of the object inside the image. Edges can be found when the difference between luminance intensity from one point to the other appears. Practically, the more difference of light luminance, the edges are easier to define. In contrast, the lesser the difference the harder the edges can be define. Edge detection evaluates the brightness of each area with difference luminance. The filtering technique in this research was performed by using Laplacian and Sobel technique, due to its evaluation capacity which filters the image constantly and spontaneously. According to the past articles, they have been several discoveries represented in this field for over 40 years which the practical filtering technique are for instance gradient edge detection (1st derivative), zero crossing (2nd derivative), Laplacian Of Gaussian (LOG) and Gaussian edge detection (Sharifi et al., 2002). However, the recent ones were such as fuzzy method which deals with several complications and time consuming throughout the procedure (Kang and Wang, 2007) and another one was Gradient edge detection which filtered by computing the first derivative from the image. This technique faces several limitations i.e., adding thick layers to the edges due to its slope from the result of first derivative computation at different grayscale level; from highest to lowest or conversely opposition. In addition, the result of the first derivative leads to the incorrect grayscale level from the original. By computing the second derivative we obtain Laplacian method which was proven to have a better filtering result than the first method. This method separates the thin layers of the area and determines the differences of each pixel accurately. Therefore, the benefits of the Laplacian method completely outweigh those of gradient edge detection (Jain, 1988) the equation is as follows:

$$\nabla^2 f(x, y) = \frac{\partial^2 f(x, y)}{\partial x^2} + \frac{\partial^2 f(x, y)}{\partial y^2}$$  \hspace{1cm} (14)

From Eq. 14, the equation can be written in the x,y function form as below:

$$\nabla^2 f(x, y) = f(x + 1, y) + f(x - 1, y) + f(x, y + 1) + f(x, y - 1) - 4f(x, y)$$  \hspace{1cm} (15)

For color images, using Laplacian process edge detection would detect each image component separately. Nevertheless, in some cases, the side effects were found on certain areas during the procedure or errors produced in certain rows and columns of the image. Thus, edge detection with Laplacian also has limitations as well. The kernel is another important circumstance to determine the most suitable kernel for the pixels filtered. Sobel is considered a well replacement of Laplacian filter. According to the Sobel characteristics, the total factor of the filter equals to zero which in certain cases it can reduce the overflow problematic (Yan et al., 2002). In digital images $f(x, y)$, Sobel operator, $S(x, y)$ in the convolution procedure and image were set to as the coefficients below:

$$A = [f(x - 1, y + 1) + 2f(x - 1, y) + f(x - 1, y - 1)] - [f(x - 1, y + 1) + 2f(x + 1, y) + f(x + 1, y - 1)]$$  \hspace{1cm} (16)
\[ B = [f(x-1,y-1) + 2f(x,y-1) + f(x+1,y-1)] \\
+ [f(x+1,y-1) + 2f(x,y+1) + f(x+1,y+1)] \]  \hspace{1cm} (17) \\
\[ S_m(x,y) = (A^2 + B^2)^{1/2} \]  \hspace{1cm} (18) \\

Where:
A = The elements in the first and third column \\
B = The elements in the first and third row

After estimating (18), we obtain Eq. 19:
\[ S_m(x,y) = A + B \]  \hspace{1cm} (19)

From (16) and (17), the equations developed Sobel kernel which filters the edge of the image as of Fig. 4. Each components placed in the kernel were the weighting factor of the output pixel.

The edge detection evaluation \( S(x,y) \) and position \( (x,y) \) may need a suitable threshold level. However, specifying the threshold level may perform lost of edge in certain parts of the image which the level is lower than the threshold. Separating the overflow information would affect the value which we can reduce the results by dividing by the scale-factor. As a consequence, the grayscale evaluation obtains a better result than binary evaluation, as the equation expressed below:
\[ S_m(x,y) = \frac{(A^2 + B^2)^{1/2}}{k} \]  \hspace{1cm} (20) \\
\[ S_m(x,y) = \frac{(A + B)}{k} \]  \hspace{1cm} (21)

When, \( k \) refers to a constant of the scale-factor.

**Image quality evaluation:** In this research, result image can be evaluated with two characteristics, distortion and sharpness. According to the distortion evaluation, adjusting errors are required, by computing the Mean Square Error (MSE). Mean square error has been the performance metric in lost performance. Peak Signal to Noise Ratio (PSNR) adjusts the quality of the image which the higher the PSNR refers to the better quality is the image (Moustafa and Badawy, 2007). The formula for MSE and PSNR are:

\[ \text{MSE} = \frac{\sum_{m,n} (I(m,n) - \hat{I}(m,n))^2}{M \times N} \]  \hspace{1cm} (22)

The MSE expression is generally referred to the absolute error equation because the former error is analytically tractable. The most common error in image processing is the normalized brightness of the image. Alparone et al. (2007) In the previous equation, \( M \) and \( N \) are the number of rows and columns of the input image, respectively. Then, all the blocks would compute the PSNR using the following equation:

\[ \text{PSNR} = 10 \log_{10} \left( \frac{R^2}{\text{MSE}} \right) \]  \hspace{1cm} (23)

In the above mentioned equation, \( R \) is the maximum fluctuation in the input image data type. For the second evaluation, the sharpness evaluation, we compute by using Tenengrad criterions; TEN, to evaluate the sharpness of the image. The fundamental idea to measure the differences and evaluating the sharpness is determined by the gradient of edge:

\[ \text{TEN} = \sum_{i,j} [f_x^2(i,j) + f_y^2(i,j)] \]  \hspace{1cm} (24)

Where:
\[ \sqrt{f_x^2(i,j) + f_y^2(i,j)} \geq T \]

where the horizontal and vertical gradients \( f_x^2(i,j) \) and \( f_y^2(i,j) \) are obtained by the Sobel filters and \( T \) is the threshold. Eventually, the image with the higher TEN obtained the higher sharpness as well (Yan et al., 2002).

**RESULTS**

The images tested in this research were performed in Fig. 5 which was express in the numerical form of satellite image, LANDSAT 7 ETM+ system. The image represents false color image with band 4, 3 and 2, recorded and issued on January 22, 2002, covering the North Eastern area of Thailand.
One dot expresses 8 bits/pixel of information. Landsat 7 ETM+ satellite contained 30 m of spatial resolution in band 1-5 and band 7, exceptional for band 6, which contains 60 m of spatial resolution. The final band, panchromatic band contains 15 m of spatial resolution and save information in band sequential form.

**DISCUSSION**

In order to compare the results accurately, the experiment was divided into two groups according to the algorithms expressed in Eq. 1 and 5, respectively. Each group would be processed with different types of edge detection, Laplacian or Sobel, to compare the results.

Figure 6a and 6b represents the final step which includes subtracting the edge detected image from the original image. As a consequence, the MSE of the output image and the input image values at 0.66 and 0.52, respectively (Table 1). Both values were considered no significant. However, the covariance of both color images remains at 0.91 and 0.92 which verify that the color is not distortion at the stable stage. In this study, we determined the total difference by comparing the PSNR between the original image and the output image, which the PSNR values at 25.67 and 28.95 dB, respectively.

| Output | MSE   | R²   | PSNR | TEN  | Running time |
|--------|-------|------|------|------|--------------|
| Image 1| 0.660 | 0.91 | 25.67| 43611| 15           |
| Image 2| 0.520 | 0.92 | 28.95| 45118| 20           |
| Image 3| 0.254 | 0.94 | 27.76| 91029| 50           |
| Image 4| 0.238 | 0.96 | 29.57| 103712| 60          |

Practically, the PSNR which values higher than 30 dB is invisible for human sight to analyze the color distortion between two images (Moustafa and Badawy, 2007). As a comparison result, the PSNR indicate that proceeding with the Sobel technique for edge detection obtained a better result at the output image. As well as the pixel distribution result under the RGB axis of the color image, Fig. 6a and 6b show no change in pixel distribution with the input image.

The experimental result with the new algorithm procedure as describe in Eq. 5, Fig. 5a as the original image and Fig. 5b is the result of color to grayscale transformation and brightness enhancement with linear contrast stretch, respectively. Finally, Fig. 6c and d show the result of the difference between the edges detected image and the original image.

According to the result of the new algorithm, we compute the MSE of Fig. 6c and 6d which values at 0.254 and 0.238, respectively. Simultaneously, R² values at 0.94 and 0.96, respectively. Comparing with the former procedure, we obtain different result due to the additional step which is linear contrast stretch. The comparisons also include the PSNR of Fig. 6c and c as well, which values at 27.76 and 29.56 dB, respectively. According to the PSNR result, the PSNR was much higher than 30 dB, this indicate that color distortion is invisible. However, the Tenengrad computed perform considerably high value which is 91029 and 103712, respectively. This also indicates that it obtained higher quality. This phenomenon appears on account of the step which include linear contrast stretch. The additional step increases the level of saturation in the color image while enhancing the image simultaneously (Fig. 7).

![Fig. 6: The sharpened images in total](image1)

![Fig. 7: Pixel distribution for all the enhanced images](image2)
Finally, this is the most suitable step for satellite image to obtain the perceived image because in geographical images, the area, the height and the dept are required to be classified.

Running time: The running time of the algorithm for one image can range from 15-60 sec on a AMD Turion 64-2.0 GHz, CPU using optimized MATLAB cod. Version 7.6 (R2008a) “Transferring Color to Grayscale Images”.

CONCLUSION

The novel sharpening method procedure was experimented with additional steps. We first transform the image from color image into grayscale, then begin edge detecting with Laplacial technique. The edge detected image is then subtracted from the original image. The result of the image was as expected; the Tenengrad criterion indicates its high quality after the enhancement process was performed. For satellite images, this technique is expedient. The result image manifested the difference in certain areas, the dimension and the depth as well. Simultaneously, the result image classifies the items and objects perspicuously, as well as superimposing the color saturation.

In the formal way, the final step which subtract the original image with the edge detected image benefits the scenery of the image and color is enhanced. In conclusion, the prototype enhancement procedure and the novel enhancement procedure indicates that proceeding with Laplacial filtering technique provide a more expedient result than of the Sobel filtering technique.
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