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Abstract
Despite the great success of convolutional neural networks on various applications, the rigid computational resource limits their wide usage on edge devices. To address this issue, many research works have been done upon uniform quantization and compact network design, which are commonly used compression methods to reduce the computational requirement. We observe that small kernels, widely adopted in compact network design, can reduce the acceleration upper bound of uniform quantization, which leads to a conflict that the acceleration ratio achieved by both methods may be smaller than that of uniform quantization alone. This phenomenon is related to the filter-wise limitation that one scaling factor corresponds to one filter in uniform quantization. In this paper, we propose a new quantization method, called cross-filter compression, to break the filter-wise limitation and boost the speedup effect when combining two methods. It can provide 122× speed up in convolution operations and ~ 32× model size reduction when integrated upon XNOR-Net. Our method can be implemented on different filter-wise uniform quantization methods with scaling factor. It is evaluated on CIFAR-10 and ImageNet dataset with widely used network structures, such as ResNet and VGG, and -0.3% to 0.4% accuracy loss is witnessed compared to original filter-wise quantization methods.

1 Introduction
Since the introduction of deep convolution neural networks\cite{Krizhevsky_2012}, significant achievements have been made in terms of solving complicated tasks like image classification\cite{Simonyan_2014}, object detection\cite{Redmon_2016} and object segmentation\cite{He_2017}.

However, these powerful networks require millions of full-precision operations for one single input, thus increasing the inference time upon different hardware. The inference time for one single ImageNet dataset input\cite{Deng_2009} can be up to 650ms on Samsung S5 and nearly 1.2s on Moto E\cite{Li_2018}. Hence, deploying a network for real-time application tends to have rigid hardware requirement (normally on GPU). Such high requirement makes these neural networks difficult to be deployed on edge devices like personal mobile phones or wearable devices, which only have limited computation power and energy.

Many research works have been done to address this hard-to-deploy issue. Basically these methods can be classified into two categories\cite{Sze_2017}. First is to reduce precision, including uniform quantization\cite{Rastegari_2016, Courbariaux_2016}. Among them XNOR\cite{Rastegari_2016} is a representative approach. Second is to reduce the number of operations and model size, such as compact network design\cite{Szegedy_2016}. However, these methods alone do not meet the requirement for real-time application on edge devices.

In order to do inference on edge devices for real-time applications, we intend to combine these two kinds of methods to reach the requirement. Compact network design and uniform quantization are selected as the representatives. However, when combining these two methods, we witness that the usage of compact network structure, especially the small kernels, will constrain the acceleration ratio to a certain extent. And more over, there even exists such possibility that uniform-quantized compact networks may require more computational power and memory occupation compared to classic networks with uniform quantization alone.

This is because during the uniform quantization process, filter-wise scaling factors are normally adopted to scale up the tensor to match the original tensor, defined as filter-wise limitation. Above filter-wise limitation results to the fact that the number of scaling factors increases linearly with the channel of the tensors. And the number of scaling factors also impacts the number of full-precision multiplication operations, which cost significant more clock cycles compared to other commonly used operations\cite{Sze_2017}. Meanwhile, with the popularity of small kernels, such as 3 × 3 and 1 × 1 kernels, and deep channels\cite{Szegedy_2016, Chollet_2017}, it can be foreseen that the acceleration ratio achieved by uniform quantization of compact neural networks is decreasing.

In this paper, for the first time, we address the conflict between uniform quantization and compact network design,
and propose a cross-filter compression method, which can bridges such gap and boost the speedup effect when combining them. The key idea of our method is to share numerical similar scaling factors cross filters to reduce the number of full-precision operations, and further, to reduce the inference time. Our cross-filter compression method is suitable for compressing and accelerating small filters and can be integrated to quantization methods with scaling factors. We implement our cross-filter compression methods on XNOR and Binary weight quantization [Rastegari and et al., 2016]. We are able to achieve up to 122× speedup and ~32× memory savings with less than 0.3% accuracy lost in worst case and up to 0.4% accuracy gain in best case compared to corresponding single-filter compression methods.

2 Related Work
2.1 Uniform Quantization
Weight Quantification is an essential and efficient method to compress and accelerate deep convolutional neural networks. In short, it uses fewer bits to represent weights. Binary weight, which use +1 or -1 to represent weights, is widely works. In short, it uses fewer bits to represent weights. Binary weight quantization is an essential and efficient method to compress and accelerate deep convolutional neural networks. [Wan and et al., 2018] proposed a method to combine them. The key idea of our method is to share numerical similar scaling factors cross filters to reduce the number of full-precision operations, and further, to reduce the inference time. Our cross-filter compression method is suitable for compressing and accelerating small filters and can be integrated to quantization methods with scaling factors. We implement our cross-filter compression methods on XNOR and Binary weight quantization [Rastegari and et al., 2016]. We are able to achieve up to 122× speedup and ~32× memory savings with less than 0.3% accuracy lost in worst case and up to 0.4% accuracy gain in best case compared to corresponding single-filter compression methods.

2.2 Compact Network Design
Apart from reducing the complexity of existing methods, some researchers intended to design more efficient operations to build compact networks. [Szegedy and et al., 2016] demonstrated that small filter is more efficient than large filter. [Howard and et al., 2017] and [Chollet, 2017] invented depth-wise separate convolution, a more efficient convolution structure. [Hu and et al., 2017] proposed a squeeze-and-extraction operation on channel level, which increased the accuracy with nearly no computational cost increase. [Ma and et al., 2018] proposed a shuffle operation to increase the network capability with no extra layer.

3 Dilemma when combining uniform quantization and compact network design
In this section, we will mathematically discuss the dilemma between uniform quantization and compact network design when combining these two methods. We notice that the computational cost of quantized compact network may be even higher than classic network with only uniform quantization under certain circumstance.

Generally speaking, we represent one convolutional layer with a triplet (I, W, *). I ∈ R^h_in x w_in x c_in, the input tensor is the input tensor and W ∈ R^h_out x w_out x c_out is the filter. Here h_in, w_in, c_in, h_out, w_out, and c_out represents input heights, input widths, input channels, kernel heights, widths and output channels respectively. By applying convolution operation [Dumoulin and Visin, 2016], we can get the output O ∈ R^h_out x w_out x c_out, where h_out, w_out represent output heights and widths. We define output shape N_o = o_h x o_w, for the sake of simplicity.

Suppose we have a filter W_1 ∈ R^h_1 x w_1 x c_in x α, where h_1 = w_1 = 1. According to [Szegedy and et al., 2016], one 5 × 5 kernel can be replaced by two 3 × 3 kernel with slight accuracy improvement. Hence, the filter W_1 can be replaced with two filter W_2 ∈ R^h_2 x w_2 x c_in x α, and W_3 ∈ R^h_3 x w_3 x c_in x α, where h_2 = w_2 = 3. W.l.o.g. we assume that c_in = c_out = o_h = o_w = 3, N_o = N, where N represents the corresponding output shape. Based on these information, we can compute the parameter memory size and floating point operations, as shown in Table [1] We can see that using two 3 × 3 kernels outperform one 5 × 5 kernel in both FLOPs and parameter size.

Moreover, by applying binary weight quantization upon these filters, we get B_1 ∈ {+1, -1}^{5x5x1x1}, α_1 ∈ R^c for 5 × 5 kernels and B_2, B_3 ∈ {+1, -1}^{3x3x1x1}, α_2, α_3 ∈ R^{c} for two 3 × 3 kernels. The parameter memory and FLOPs are also listed in Table [1]. The computation of original layer requires 25i^2 N_o binary operations and i_c N_o full-precision multiplication-addition-cumulative (MAC) operations. Meanwhile, the computation of compact layer requires 18i^2 N_o binary operations and 2i_c N_o full-precision MAC operations. We observe that after quantization, the compact network requires even more full-precision MAC operations compared to the original neural network.

| Table 1: An example about the dilemma |
|---------------------------------------|
| cases                                | 5 × 5 kernel | 2 × 3 × 3 kernel |
|---------------------------------------|--------------|------------------|
| FP                                    | FLOPs: 25i^2 N_o | 18i^2 N_o |
|                                      | Params: 100i^2 | 72i^2 |
| QWQA                                  | Binary ops: 25i^2 N_o | 18i^2 N_o |
|                                      | FLOPs: i_c N_o | 2i_c N_o |
|                                      | Binary Params: $\frac{25i^2}{8}$ | $\frac{9i^2}{8}$ |
|                                      | Float Params: $4i_c$ | $8i_c$ |

In this table, we compare the floating point operations (FLOPs), model size between 5 × 5 kernel case and 2 × 3 × 3 kernel case before and after binary quantization.

Suppose the modern hardware (e.g. CPU, GPU, ASIC, FPGA) can perform L-bits binary operation in one clock
cycle (typically, L=64) and the ratio between a multiply-accumulate operation and performing L-bits binary operation is $\gamma$ like [Wan and et al., 2018]. The quantized $5 \times 5$ kernel can be computed no slower than two $3 \times 3$ kernels when:

$$\frac{1}{L} 25i_{c}N_{o} + \gamma i_{c}N_{o} \leq \frac{1}{L} 18i_{c}N_{o} + 2\gamma i_{c}N_{o}$$

which can be simplified as:

$$i_{c} \geq \frac{\gamma}{7} L$$

Here we adopt $\gamma = 1.91$ as [Wan and et al., 2018]. If $L = 64$, the boundary is 18. But with the increase of instruction length, such as AVX-512 where $L = 512$, the boundary becomes 140, which is not an ignorable number. This number indicates that in certain cases, the computation time of quantized compact network is even longer than the simply quantized network, which is the key dilemma we are facing.

4 Cross-filter Compression Methodology

We propose a cross-filter compression method which is able to compress $\beta$ spatial-adjunct filters using one scaling factor. The number $\beta$ is a hyper-parameter predefined by users. The illustration figure is shown in Fig[1] We propose the case implemented upon Binary Weight Network[Rastegari and et al., 2016], in which each individual weight is represented with 1-bit. We follow the same quantization rule. However, several neighboring filters share the same scaling factor, instead of adopting filter-wise scaling factors. This can reduce the model size, increase the parallelism and accelerate the training and inference period.
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Figure 1: This is a figure demo for our proposed cross-filter compression methods. The left column represents two full-precision filters. The middle column is the compressed result based on Binary-Weight-Network(BW). Each filter is represented by a different scaling factor. The right column is our cross filter compression result with filter compression factor $\beta = 2$. Same color represents that they share the same scaling factor.

4.1 Optimal result for cross-filter compression integrated upon Binary Weight Network

The quantification problem is to find a pair $(A, B)$ that best represent a slice tensor $W$ from an original weight tensor. Here $A$ represents the scaling matrix, while $B$ represents the restored matrix after quantification. If the target restored matrix is binary like [Rastegari and et al., 2016], then the $B$ is composed of $+1$ and $-1$. And the scaling matrix $A$ can be further written as $A = \alpha \cdot I$, and $\alpha$ is called the scaling factor, as it is in [Courbariaux and et al., 2016], and $I$ is unit matrix. Here $\alpha \in \mathbb{R}$, $B \in \{+1, -1\}^{k_h \times k_w \times k_c \times \beta}$, $W \in \mathbb{R}^{k_h \times k_w \times i_c \times \beta}$, $\beta$ is the number of filters chosen to compress as one, $i_c$ and $o_c$ indicate the input channel and output channel, $k_h$ and $k_w$ refer to kernel heights and kernel widths. Assume that the tensor is normalized previously. In that case, the optimization problem can be rewritten as the following:

$$J(B, \alpha) = ||W - \alpha \cdot B||^2$$

$$B^*, \alpha^* = \arg\min_{B, \alpha} J(B, \alpha)$$

After expansion, we get:

$$J(B, \alpha) = \alpha^2 B^T B - 2\alpha W^T B + W^T W$$

Here we first set $\alpha$ as constant, and take a look at $B$. The first and third item would be constant. And we get:

$$B^* = \arg\max_{B} W^T B$$

It’s easy to know that:

$$B^* = \text{sign}(W)$$

And we suppose the derivation of $J(B, \alpha)$ over $\alpha$ to 0 so we can get $\alpha^*$.

$$2\alpha B^T B - 2W^T B = 0$$

$$\alpha^* = \frac{W^T B / B^T B = W^T \text{sign}(W) / (\beta k_h k_w k_c)}{= \sum |W|/n = \frac{1}{n} \|W\|_1}$$

So in our binary experiment, we select $\alpha$ as the absolute mean of the whole tensor slice and $B$ as the signs of the corresponding numbers in the tensor slice. Fig[2] illustrates the selection of scaling factor $\alpha$ given $\beta = 2$.
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Figure 2: This is a figure demo to illustrate our proposed cross-filter compression methods. The left column is two 3x3 full-precision filters. The middle column is the compressed result based on Binary-Weight-Network(BW) with two different scaling factors $\alpha_1$ and $\alpha_2$. The right column is our cross filter compression result with filter compression factor $\beta = 2$. Both filters share the same scaling factor $\alpha$. 
4.2 Optimal result for cross-filter compression integrated upon XNOR

Once the quantization of activation is taken into consideration, the approximation target change to the dot product between $H, B \in \{+1, -1\}^n$. In this case, the optimization problem become the following:

$$\alpha^*, B^*, \beta^*, H^* = \underset{\alpha, B, \beta, H}{\arg\min} ||X \odot W - \beta \alpha H \odot B||$$  \hspace{1cm} (9)

where $\odot$ indicates element-wise product. We define $Y \in \mathbb{R}^n$ such that $Y_i = X_i W_i C$, $C \in \{+1, -1\}^n$ such that $C_i = H_iB_i$ and $\gamma \in \mathbb{R}^+$ such that $\gamma = \beta \alpha$. Hence, the equation can be rewritten as:

$$\gamma^*, C^* = \underset{\gamma, C}{\arg\min} ||Y - \gamma C||$$  \hspace{1cm} (10)

The optimal solution of this can be written as:

$$C^* = \text{sign}(Y) = \text{sign}(X) \odot \text{sign}(W) = H^* \odot B^*$$  \hspace{1cm} (11)

$$\gamma^* = \sum \frac{|Y_i|}{n} = \sum \frac{|X_i| |W_i|}{n} \approx \left(\frac{1}{n} \sum \frac{|X_i|}{\|X\|_1}\right) \left(\frac{1}{n} \sum \frac{|W_i|}{\|W\|_1}\right) = \beta^* \alpha^*$$  \hspace{1cm} (12)

4.3 Training CNN with Cross-filter compression

So far the quantization methods based on Binary-Weight-Net and XNOR-Net have been discussed. Each iteration of training CNN involves forward pass, backward pass and parameter update. We only quantize weights or activation during the first and second stages. Algorithm 1 demonstrates our procedure about training a CNN with cross-filter compression method.

We first quantize weight $\mathcal{W}^t$ according to the corresponding methods mention in above sections. Then we call forward propagation, activation compression method is adopted accordingly during this stage. What’s more, in the backward pass, we adopt the same strategy used in [Rastegari et al., 2016] to calculate gradients. Finally, parameters and learning rate gets updated by an update rule. We adopt the same approach as [Courbariaux et al., 2016] to compute the gradients of sign function $\frac{\partial \text{sign}}{\partial \gamma} = r1_{|\gamma| \leq 1}$. The gradients are computed as:

$$\frac{\partial C}{\partial W_i} = \frac{\partial C}{\partial (\alpha B)} \frac{\partial (\alpha B)}{\partial W_i} = \frac{\partial L}{\partial (\alpha B)} \left(\frac{1}{n} + \alpha \frac{\partial \text{sign}}{\partial W_i}\right)$$  \hspace{1cm} (13)

4.4 Finetuning from pretrained Binary Weight or XNOR Net model

In this section, we will further prove that our cross-filter compression methods can be finetuned on pre-trained Binary Weight or XNOR net models (these two are the same regarding model storage), which is very useful for implementing them on existing models.

Here we suppose that we compress $\beta$ filters with one scaling factor. The weight of these filters are $W_1, W_2, ..., W_\beta$. Here $W_i \in \mathbb{R}^{k_i \times k_w \times k_h}$. We concatenate these filters as one and get $W$, where $W \in \mathbb{R}^{k_h \times k_w \times \beta \times k_i}$. Based on [Rastegari and et al., 2016], we can obtain that the filter-wise optimal compression result:

$$\begin{cases}
B_i^* = \text{sign}(W_i) \\
\alpha_i^* = \frac{\sum |W_i|}{n}
\end{cases}$$  \hspace{1cm} (14)

From equation 6 and 8 we can obtain that:

$$B^* = \text{sign}(W) = \text{sign}(W_1, W_2, ..., W_\beta) = (\text{sign}(W_1), \text{sign}(W_2), ..., \text{sign}(W_\beta))$$

$$= (B_1^*, B_2^*, ..., B_\beta^*)$$  \hspace{1cm} (15)

$$\alpha^* = \frac{1}{n} \sum_i |W_i| = \sum_{i=1}^{\beta} \sum |W_i|/(k_h k_w i_c \beta) = \frac{1}{\beta} \sum_{i=1}^{\beta} \sum |W_i|/(k_h k_w i_c) = \frac{1}{\beta} \sum_{i=1}^{\beta} \alpha_i^*$$  \hspace{1cm} (16)

So far, we have proven that the optimal result $\alpha^*$ and $B^*$ for our cross-filter compression can be calculated directly from the compressed pre-trained result. Hence, our cross-filter compression method can be implemented from pre-trained binary weight models without any necessity to access the full-precision model.

5 Experiment

5.1 Theoretical Efficiency Analysis

In this section, we will theoretically analyze the efficiency of our cross-filter compression methods. Notice that a standard full-precision convolution operations requires $o_k N_o N_k$ multiplication operations., where $N_k = k_h k_w k_c$ and $N_o = o_h o_w$. Our XNOR-based cross-filter compression methods approximate a standard convolution with $o_k N_o N_k$ binary operations and $o_k N_o / \beta$ full-precision operations. Suppose the modern hardware (e.g. CPU, GPU, ASIC, FPGA) can perform $L$-bits
binary operation in one clock cycle and the ratio between a multiply-accumulate operation and performing one L-bits binary operation is $\gamma$ like [Wan and et al., 2018]. Hence, the speed up ratio be

$$\text{Speedup} = \frac{\gamma_0N_0N_k}{\gamma_0N_0\beta + \frac{1}{L}\gamma_0N_0N_k} = \frac{1}{\beta N_k} + \frac{1}{\gamma L}$$ (17)

Here, we adopt the same network configuration as [Wan and et al., 2018] by setting $N_k = 2304$, $\gamma = 1.91$ and $L = 64$. Our cross filter compression method can achieve up to $122 \times$ speed up. However, with the going parallelism in hardware design, such as Intel AVX-512 can perform 512 bits binary operation in one clock cycle, and with the decreasing of kernel size, our cross-filter compression methods can achieve much higher speedup ratio compare to corresponding filter-wise compression methods. If we set $L = 512$ and $N_k = 1 \times 1 \times 256 = 256$, then our XNOR-CF16 can achieve $789 \times$ speedup, nearly four time than XNOR’s $203 \times$ speedup. The relationship between speedup ratio and other variables is shown in Fig 3a. It can be observed that our XNOR-CF network outperforms its corresponding layer-wise compression method in all cases. However, given the fact that we exclude the data movement and memory access time, the actual result may decrease.

Our cross-filter compression method can also significantly reduce the model size by up to $\sim 32 \times$. Fig 3b shows the model size comparison between full-precision model and binary precision model.

We also compare our result with other state-of-the-art methods in Table 2. We propose two series of networks: binary-weight-network based cross filter compression (BW-CF) and XNOR-network based cross filter compression (XNOR-CF). Compared to other weight quantization method, our BW-CF network can speedup convolution operation $\sim 2$ times. As for weight and activation quantization method, our XNOR-CF network outperforms other state-of-the-art methods. However, given the fact that we exclude the data movement and memory access time, the result may not be accurate.

### 5.2 Experimental Result on Image Classification

Here we compare Trained ternary Quantization(TTQ) [Zhu and et al., 2016], Ternary Weight Network(TWN) [Li and et al., 2016], Binary Weight Network(BWN) [Rastegari and et al., 2016], and, Binary Connect(BC) [Courbariaux and et al., 2015], with our Binary-Weight based cross filter compression methods(BW-CF). We also compare Binary Neural Network(BNN) [Courbariaux and et al., 2016], BinaryNet [Fang and et al., 2017], High-Order Residual Quantization(HORQ) [Li and et al., 2017], DoReFa-Net [Zhou and et al., 2016], Ternary-Binary Network(TBN) [Wan and et al., 2018] and XNOR [Rastegari and et al., 2016] with our XNOR-NET based cross filter compression methods(XNOR-CF). The $\beta$ or number behinds our CF method refers to the filter compression parameter.

Results on CIFAR-10 with NIN

The CIFAR-10 [Krizhevsky and et al., 2009] is a well-known dataset for image classification. It is composed of 60000 images with 32 times 32 pixels from 10 categories. The training dataset contains 50000 images while the test dataset contains 10000 images.

The Network in Network [Lin and et al., 2013] structure we used is “192-C5 + 160-C1 + 96-C1 + MP2 + 192-C5 + 2x(192-C1) + AP2 + 192-C3 + 192-C1 + 10-C1 + AP1”. Here C1, C3, C5 corresponds to 1x1, 3x3 and 5x5 convolution block. MP2 and AP2 is max-pooling/average-pooling layer with kernel size 3, padding 1 and stride 2. AP1 is average-pooling with kernel size 8 and stride 1. No data augmentation or pre-processing is adopted in NIN. The learning rate is set to 0.01 at initial stage and is downscaled by 10 at epoch 120, 200, 240 and 280 with mini-batch size 128. The network is trained for 320 epochs. The initial convolution layer and final convolution layer are kept to full-precision. Other layers are quantified based on our cross-filter methods with different filter compression factor $\beta$.

We evaluate the CIFAR-10 [Krizhevsky and et al., 2009] dataset with Network in Network [Lin and et al., 2013] structure. We report the best validation accuracy in Table
While for QWQA case, the CF1 model has the highest accuracy. We can observe that our methods achieve high performance on CIFAR-10 dataset. And compared to the Binary Weight (BW-CF1) and XNOR(XNOR-CF1), our method achieves the similar accuracy with β times reduction in multiplication operations.

**Results on CIFAR-10 with VGG7**

VGG7 [Simonyan and Zisserman, 2014] model is also trained on CIFAR-10 dataset for comparison with other methods. The training result can be seen from Table 3. Notice that we use BW-CF1 to represent BWN because they are the same essentially. In the BW case, CF16 exceeds CF1(BW) by 0.3% and full precision by nearly 1%. It also outperforms BC and TBN methods. In XNOR based case, CF8 exceeds XNOR(CF1) by 0.13% and outperforms all other compression methods, such as HORQ and TBN which require more computational resource than our XNOR-CF8 method.

**Results on ImageNet with AlexNet**

ILSVRC2012 [Deng and et al., 2009] image classification dataset contains 1k categories with 1.2M natural images for training and 50K images for validation.

We implemented our cross-filter compression method and other methods upon AlexNet [Krizhevsky and et al., 2012] and evaluated them on ILSVRC2012 Dataset. The evaluation result is reported using top-1 and top-5 accuracy. The model structure in this part is "96C11 + 256C5 + 2x(384C3) + 256C3 + MP2 + 2x(L4096) + L1000". Here C11, C3, C5 corresponds to 11x11, 3x3 and 5x5 convolution block. MP2 is max-pooling layer with kernel size 3 and stride 2. L4096 and L1000 refer to linear layer with 4096 and 1000 neurons. The network is trained with batch size 256, epoch 50. The learning rate is 0.001 at initial stage and reduced by 10x at epoch 25. The images are resized to 227 × 227 before fed to the network. Weight Decay is set to 5 × 10⁻⁵ and Adam optimizer is used. The first convolution layer and the last linear layer are kept to full-precision, while other layers are quantified accordingly.

From Table 3, it can be observed that in QW case, our methods outperform BC and are competitive to BWN and TBN with higher compression ratio. TTO surpass our cross-filter methods by 3% in Top-1 accuracy. In QWQA case, our method exceeds DoReFa-Net, BNN and achieves similar result as XNOR. The performance of XNOR-CF is worse than TBN and BinaryNet since more aggressive quantifica-

Table 2: Theoretical Analyze Result

| Methods   | Inputs | Weights | MACs | Binary Operations | Operations | Speedup |
|-----------|--------|---------|------|-------------------|------------|---------|
| Full-precision | R     | k^2i,jσ^2a_i,j | 0     | +, ×              | 1x         |         |
| QW        | R      | -αi,j, +αj   | 0     | +, ×              | 2×         |         |
| QWQA      | R      | -αi,j, +αj   | 0     | +, ×              | 2×         |         |
| XNOR-CF1  | R      | -αi,j, +αj   | 0     | +, ×              | 2×         |         |
| XNOR-CF16 | R      | -αi,j, +αj   | 0     | +, ×              | 2×         |         |
| XNOR-CF16 | R      | -αi,j, +αj   | 0     | +, ×              | 2×         |         |

About the weight quantification, the DoReFa adopts a constant scaling factor, while other methods adopt filter-wise scaling factor. Our CF method also belongs to the latter except that some of the filters share the same scaling factor.

1: QW here is the abbreviation of Quantize Weight and QA here is the abbreviation of Quantize Activation

Table 3: Experiment Result

| Dataset          | CIFAR-10 | ImageNet |
|------------------|----------|----------|
| Models           | NIN      | VGG-7    | AlexNet  | ResNet-18 |
| FF               | 91.19    | 92.88    | 56.6/80.2* | 69.3/89.2 |
| BC               | 91.73    | 94.05    | 60.3/82.6 |
| BWN              | 92.58    | 95.78    | 60.8/83.0 |
| TWN              | 92.56    | 95.04    | 61.8/84.2 |
| TTQ              |          |          |          | 60.7/82.9 |
| BW-CF1           | 90.43    | 93.06    | 60.3/82.6 |
| BW-CF2           | 90.52    | 93.16    | 60.8/82.6 |
| BW-CF4           | 90.43    | 93.08    | 60.6/82.9 |
| BW-CF8           | 90.58    | 93.03    | 60.4/82.7 |
| BTN              | 90.85    | 93.16    | 60.3/82.6 |
| BinaryNet        |          |          | 60.8/83.0 |
| HORQ             |          |          | 55.9/79.0 |
| DoReFa           |          |          | 46.1/71.1* |
| XNOR             |          |          | 56.6/79.0 |
| XNOR-CF1         | 91.27    | 94.35    | 49.5/74.3 |
| XNOR-CF2         | 85.43    | 93.30    | 43.5/68.7 |
| XNOR-CF4         | 85.01    | 93.30    | 43.5/68.4 |
| XNOR-CF8         | 84.90    | 91.58    | 43.5/68.4 |
| XNOR-CF16        | 84.86    | 91.42    | 43.7/68.7 |

"*" indicates that the results are produced by third parties, mainly from the group of TBN [Wan and et al., 2018]. "-" indicates that neither original papers or third party provide the results.

1: FP refers to full-precision implementation
2: DoReFa-Net is set to 1-bit weight, 1-bit activation, 32-bit gradient for fair comparison.

Notes that we implement our cross-filter compression method based on both Binary Weight, which only quantify weights(QW), and XNOR, which quantify weights as well as activation(QWQA) [Rastegari and et al., 2016]. Given the fact that many of the methods selected for comparison do not report their result from original papers, we can not see the difference. For QW case, the CF16 model has the highest accuracy. While for QWQA case, the CF1 model has the highest accuracy. We can observe that our methods achieve high performance on CIFAR-10 dataset. And compared to the Binary Weight (BW-CF1) and XNOR(XNOR-CF1), our method achieves the similar accuracy with β times reduction in multiplication operations.
Results on ImageNet with ResNet18

We also evaluate our cross-filter compression method upon ResNet-18 [He and et al., 2015]. The network is trained with batch size 128, epoch 60. The learning rate is 0.001 at initial stage and reduced by 10x every 20 epochs. The first convolution layer, the shortcut and the last linear layer are kept to full-precision.

The final results are reported in Table 3 and Fig 4b. It can be seen that our BW-CF and XNOR-CF are competitive to Binary Weight Net and XNOR Net respectively. The BW-CF2 and XNOR-CF4 are the best ones and outperform the filterwise compression method by 0.4%. However, the selection of cross-filter scaling factor $\beta$ does not seems to have massive impact on the final result.

6 Discussion

6.1 Similarity between scaling factors and selection of layer compression

In this section, we will discuss the similarity between scaling factors $\alpha$ for different layers and the overall situation. We wish to explore whether this cross-filter compression method is suitable for different tasks and different networks. Intuitively, the more similar scaling factors $\alpha$ for spatial-adjacent filters are, the less information was lost during cross-filter compression. The successful implementation of our cross-filter compression method may lay on the similarity between scaling factors in the same layer. Hence, we intend to further explore the distribution of scaling factors of each convolution layer.

We import a model trained with binary weight network based on Network in Network over CIFAR-10 dataset. A histogram based on the scaling factors of each convolution layer can also be seen in Fig 5. It can be observed that the distribution of scaling factor $\alpha$ is highly concentrated.

However, from Fig 5, we can observe that distribution of scaling factors in different layers varies from each other. conv4, conv7 and conv8 layers show more consistent distribution than conv3 and conv5 layers. This feature can be used when selecting the layers to be compressed by our cross-filter compression method.

6.2 Relieving the combination dilemma between uniform quantization and compact network

The motivation of our idea originates from the potential conflict between the compact network and uniform quantization. In this section, we will shows that our cross-filter compression method. With the increase of filter compression number $\beta$, the number of multiplication decreases massively. However, multiplication operations in the first and last layer also gradually become the bottleneck of our method.

We implement BW-CF2 and XNOR-CF2 methods upon Network in network. The training configuration is the same as it is in previous experiment. The final result is shown in Table 4. We can observe that quantizing the first and last layer results in severe accuracy lost. In BW-CF2, the accuracy drop for 2.4%, while in XNOR-CF2, the accuracy reduction even increase to 8%. For the last layer, the cost of quantization is much small than that of the first layer. In BW-CF2 case, the accuracy even increase by 0.30%. In XNOR-CF2, the accuracy drop is 1.50%.

7 Conclusion

In this paper, we proposed a cross-filter compression method that shares numerically similar scaling factors cross filters to accelerate convolutional neural networks (CNNs). Our technique enables the application of uniform quantization approach to a compact network with small kernels such that
the two conflicting methods can be combined for CNN acceleration. The proposed technique can be widely applied to various CNN inference applications and practically improve the real-time performance for edge intelligence devices. Integrated upon XNOR-Net, it can speed up convolution layer by up to 122× and save ∼ 32× model memory, which outperforms the state-of-the-art compression methods. This method breaks the filter-wise limitation compared to other quantization methods and has the potential to be extended to all quantification method with consistent scaling factor for the same filter. It produces result with up to 0.3% accuracy gain compared to original filter-wise quantization methods. We also prove that the optimal compression result can be obtained not only from full-precision models but also from models quantized with filter-wise methods. This method was evaluated on different network: NIN[Min Lin and et al., 2013], VGG[Karen Simonyan and Andrew Zisserman, 2014], AlexNet[Alex Krizhevsky and et al., 2012] and ResNet[Kaiming He and et al., 2015] upon various datasets: cifar-10[Alex Krizhevsky and et al., 2009] and ImageNet[J. Deng and et al., 2009].

Table 4: Quantifying first and last layer in NIN

| Quantification | BW-CF2(Red.) | XNOR-CF2(Red.) |
|----------------|--------------|----------------|
| NIN            | 90.15        | 85.95          |
| NIN+first      | 87.79(2.36)  | 77.92(8.03)    |
| NIN+last       | 90.45(-0.30) | 84.55(1.50)    |
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