Short-ranged interaction effects on $Z_2$ topological phase transitions
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Using a combined perturbative and self-consistent mean-field approach that we directly compare with quantum Monte Carlo calculations, we study the effects of short-ranged interactions on the $Z_2$ topological insulator phase, also known as the quantum spin Hall phase, in two generalized versions of the Kane-Mele model at half-filling on the honeycomb lattice. For interactions weaker than the critical value for magnetic instability, we find that the interactions can stabilize the quantum spin Hall phase against third neighbor hoppings, which preserve $C_3$ lattice rotation symmetry, but destabilize it for a dimerization that explicitly breaks the $C_3$ symmetry. Consistent with quantum Monte Carlo calculations, we show the phase boundary shifts are linearly proportional to the square of the interaction strength, but with opposite sign—a result that cannot be reproduced with a perturbative treatment that does not also include a self-consistent treatment of the perturbed Hamiltonian. Our results emphasize that short-range interactions can have subtle effects on the stability of topological phases, and may need to be treated by methods analogous to those we use here.

Introduction—Among the exotic states of matter discovered in recent years, topological insulators (TI) are especially noteworthy for their novelty and potential technological applications [1–6]. Shortly after the prediction [7], the first experimental realization of a time-reversal symmetry (TRS) protected quantum spin Hall system was reported in HgTe/(Hg,Cd)Te quantum wells [8, 9]. In all the accepted experimental examples of TI to date, the presence of the topological state and most of its properties can be well understood within a noninteracting model. However, it is generally believed that interactions can lead to qualitatively new topological phenomena in both two [10–15] and three dimensions [16–22]. In two-dimensions, the Kane-Mele (KM) model [23] has played an especially important role in the study of TI [23] which consists of two time-reversed copies of the Hal- dane model [24] on the two-dimensional (2D) honeycomb lattice, with real first-neighbor hopping and imaginary second-neighbor hopping arising from spin-orbit coupling (SOC). To study interactions, the KM model has been supplemented with an onsite Hubbard $U$-term—the Kane-Mele-Hubbard (KMH) model—and investigated extensively, particularly with quantum Monte Carlo (QMC) which is free of the fermion sign problem [25–33]. Its phase diagram is now well understood.

Recently, several fermion sign-free extensions of the KMH model have been proposed and studied with QMC [34, 35] with goal of understanding short-ranged interaction effects on the hopping-parameter-driven $Z_2$ topological phase transitions at half-filling. In this work, we study two of them, given by Eq. (2) and Eq. (3), supplemented by a Hubbard-$U$ term,

$$H_U = U \sum_j n_{j\uparrow} n_{j\downarrow},$$

where $n_{j\sigma}$ is the number of electrons on site $i$ with spin $\sigma$. Both models preserve discrete particle-hole symmetry (PHS). For interaction strengths below the regime of magnetic instabilities, the QMC results show that the interactions produce a shift in the location of the phase boundary (opposite directions for the two models) [35]. In this Letter, we examine the two models using perturbation theory followed by a mean-field Hartree-Fock decoupling scheme (MFHF) and directly compare the results to QMC. We find that the sign of the shift and linear scaling with $(U/t)^2$ are accurately reproduced by the combination of perturbation theory and a self-consistent calculation, though they are not captured by either one independently. Our results emphasize that short-range interactions can have subtle effects on the stability of topological phases, and may need to be treated by methods analogous to those we use here when other approaches are not available or desirable.

Variants of the KM model—The first model we examine is the generalized Kane-Mele model (GKM) [34], which includes real-valued third neighbor hoppings in addition to the original KM model, as illustrated in the inset in Fig. 2(a). The second model is the dimerized Kane-Mele model (DKM) [33], which consists of anisotropic hoppings with hopping strength $t_d$ within a unit cell larger than those between different unit cells, inset in Fig. 2(b). The GKM Hamiltonian, $H_G$, is

$$H_G = -\sum_{jk} \sum_{\sigma} t_{jk} c_{j\sigma}^\dagger c_{k\sigma} + i\lambda_{so} \sum_{\langle jk \rangle} \sum_{\sigma} \sigma \sigma_{\sigma}^\dagger \nu_{jk} c_{k\sigma},$$

with $t_{jk} = t$ for $j, k \in \langle jk \rangle, t_{jk} = t_3$ for $j, k \in \langle (jk) \rangle$, and zero else, where $\langle ... \rangle$, $\langle (... \rangle$, and $\langle (...(... \rangle$ represent the nearest neighbors, the second neighbors, and the third neighbors. $\nu_{jk} = +1(-1)$ for (counter-)clockwise second-neighbor hopping and without lack of generality, we choose $t, \lambda_{so}, t_3 > 0$. The operator $c_{j\sigma}^\dagger$ ($c_{j\sigma}$) creates (annihilates) an electron on site $i$ with spin $\sigma$. The DKM Hamiltonian, $H_D$, is

$$H_D = -\sum_{\langle jk \rangle} \sum_{\sigma} t_{jk} c_{j\sigma}^\dagger c_{k\sigma} + i\lambda_{so} \sum_{\langle jk \rangle} \sum_{\sigma} \sigma \sigma_{\sigma}^\dagger \nu_{jk} c_{k\sigma},$$

where $t_{ij} = t_d (t)$ if the two sites $\langle jk \rangle$ belong to the same (different) unit cell(s), and we choose $t_d (t) > 0$.

From here forward we replace the site labeling $j$ with $j = \{r, a\}$, where $r$ runs over the Bravais lattice of unit cells of the
FIG. 1. Schematic of the honeycomb lattice with two sublattices labeled A and B. The vectors \( \vec{e}_{1/2} = (\pm 1/2, \sqrt{3}/2) \) connect the same sublattice in different unit cells. The lattice constant is set to 1.

honeycomb network and \( a \) runs over the two sites (A and B) in the unit cell shown in Fig. 1. The two different KM variants can be expressed in momentum space as \( \hat{H}_{\text{KM}} = \sum_{k \in B.Z} \hat{\Psi}^\dagger \cdot \hat{\Psi} \), where \( \hat{\Psi} \) is the effective Hamiltonian for the KM and DKM. One has \( \hat{H}_{\text{KM}} = M_{\text{KM}}(k) \otimes \mathbb{1}_{2 \times 2} + 2\lambda_g \hat{g}(k) \sigma_z \otimes \sigma_z \), with

\[
M_G(k) = \begin{pmatrix} 0 & -t_f(k) - t_3 f_3(k) \\ -t_f^*(k) - t_3 f_3^*(k) & 0 \end{pmatrix},
\]

\[
M_D(k) = \begin{pmatrix} 0 & -t_d - t_f(k) \\ -t_d - t_f^*(k) & 0 \end{pmatrix},
\]

where \( \sigma_z \) and \( \tau_z \) are the Pauli matrices for spin and sub-lattice degrees of freedom, and \( \hat{\Psi}^T = (\Psi_k^T \Psi_{-k}^T) = (c_{k\uparrow}(A) c_{k\downarrow}(B) c_{-k\downarrow}(A) c_{-k\uparrow}(B)) \), \( g(k) \equiv -\sin(k \cdot \vec{e}_1) + \sin(k \cdot \vec{e}_2) + \sin(k \cdot (\vec{e}_1 - \vec{e}_2)) \), \( f(k) = 1 + e^{i k \cdot \vec{e}_1} + e^{i k \cdot \vec{e}_2} \), \( f_3(k) = e^{-i k \cdot \vec{e}_1} + e^{-i k \cdot \vec{e}_2} \), and \( f_d(k) = e^{i k \cdot \vec{e}_1} + e^{i k \cdot \vec{e}_2} \).

**Low energy description**—In the noninteracting limit, the band gap closes at time-reversal-invariant momenta (TRIM), located at \( M_{1,2} \equiv (\pm \pi, \pi/\sqrt{3}) \) and \( M_3 \equiv (0, 2\pi/\sqrt{3}) \). At the TRIM, the diagonal elements of the Hamiltonian matrices vanish, \( g(M_{1,2}) = 0 \), and the band gaps in these models are actually controlled by the off-diagonal elements. For the GKMs, we find that the gaps close at all three independent TRIM while for the DKM the gap only closes at one, say \( M_3 \). Since the TRS relates the spin \( \sigma \) and \( \bar{\sigma} \), \( T : \Psi_k \rightarrow e^{i \pi \sigma_{\bar{z}}} \Psi_{-k} \) with \( \sigma_{\bar{z}} = \uparrow (\downarrow) = (1, 2) \), we can simply focus on one spin species of fermions to have a complete description of the physics. The low-energy descriptions at the gap-closing points for spin \( \sigma \) in each model are [35]

\[
\mathcal{H}_G = \Delta t_g \Psi_{M_g}^\dagger \tau_x \Psi_{M_g}, \quad \mathcal{H}_D = \Delta t_d \Psi_{M_d}^\dagger \tau_x \Psi_{M_d},
\]

where we introduce \( \Delta t_g = t - 3t_3 \) and \( \Delta t_d = 2t - t_d \). Hence the band gaps are

\[
\Delta e_G = 2|\Delta t_g|; \quad \Delta e_D = 2|\Delta t_d|,
\]

which vanish at \( \Delta t_{G,D} = 0 \) (\( t_3^c = 1/3t \) for GKMs and \( t_d = 2t \) for DKMs) [35].

**U/t expansion and mean-field decouplings**—According to the low-energy descriptions in Eq. (6), the gaps vanish at the TRIM, unlike the usual Kane-Mele model, and are controlled by the off-diagonal elements describing the hopping between different sublattices. In order to describe a possible shift of the topological phase boundary due to the presence of the short-range Hubbard interaction, a mechanism that can renormalize the off-diagonal elements (hopping amplitudes) of the Hamiltonian matrices is needed. A straightforward expansion in \( U/t \) up to first order, \( O(U/t) \), using the MFHF only gives an overall density correction which renormalizes the chemical potential without renormalizing the bare hopping amplitudes. In order to capture the essential physics of the topological phase boundary shift, we perform the expansion in \( U/t \) up to second order and then apply MFHF. We find the \( O(U^2/t^2) \) terms indeed give corrections to the off-diagonal terms consisting of the hopping corrections which can renormalize the bare hopping amplitudes leading to a shift of the \( Z_2 \) topological phase transition.

Performing the expansion in \( U/t \) up to second order, we obtain the contributions to the bare Hamiltonians as \( \delta \hat{H} = \delta \hat{H}_1 + \delta \hat{H}_2 \), where the \( \delta \hat{H}_{1(2)} \) represent the first (second) order corrections. \( \delta \hat{H}_1 \) under straightforward mean-field HF decouplings gives

\[
\delta \hat{H}_1 \approx \frac{U}{2} \sum_{r,a=A,B} \left[ \langle n_r(a) \rangle \langle n_r(a) \rangle + \langle s_r(a) \rangle \langle s_r(a) \rangle \right],
\]

with \( n = n_\uparrow + n_\downarrow \), and \( s_r = n_\uparrow - n_\downarrow \). We have explicitly neglected the constant \( \langle n \rangle^2 \) appearing in the MFHF since it only shifts the total energy. The terms \( \langle c_r \sigma c_r \rangle \) also vanish since they do not conserve \( S^z \). Since there is no local magnetic field at each site, the local magnetization is zero, which means the second term in Eq. (8) vanishes. The on-site interaction within the MFHF picture simply renormalizes the diagonal elements of the Hamiltonian matrices. As QMC does not find a charge density wave state, we preserve the translational symmetry and set \( \langle n_r(a) \rangle = \langle n(a) \rangle \equiv \langle n \rangle \). In momentum space, \( \delta \hat{H}_1(k) = \sum_{k \in B.Z.} \Psi_{\bar{h}_1(k)}^\dagger \Psi_k \), with

\[
\bar{h}_1(k) = \frac{U}{2} \left( \langle n_A \rangle 0 \langle n_B \rangle - \langle n_A \rangle \langle n_B \rangle \right) \otimes \mathbb{1}_{2 \times 2} + \frac{U}{2} \langle n \rangle \otimes \mathbb{1}_{4 \times 4},
\]

where we explicitly used the fact that \( \langle n_A \rangle = \langle n_B \rangle = \langle n \rangle \) above.

The second-order correction \( \delta \hat{H}_2 \) consists of two terms, \( \delta \hat{H}_2 = \delta \hat{H}_2^{(1)} + \delta \hat{H}_2^{(2)} \), with \( \delta \hat{H}_2^{(1)} = -(U^2/2) \sum_{r,r',a} \langle n_{r}(\bar{a}) n_{r}(\bar{a}) n_{r'}(\bar{a}) n_{r'}(\bar{a}) \rangle \), and \( \delta \hat{H}_2^{(2)} = -U^2 \sum_{r,r',a} \langle n_{r}(\bar{a}) n_{r}(\bar{a}) n_{r}(\bar{a}) n_{r'}(\bar{a}) \rangle \). For simplicity in performing MFHF, we assume \( r' = r + \vec{E}_\mu \), where \( \vec{E}_\mu \) runs over the Bravais lattice of the unit cell that is connected to \( r \). Then,
\[ \delta H_2^{(1)} = \frac{U^2}{2} \sum_{k,E_\mu,\sigma,a} \left[ \left( \langle n_\sigma(a) \rangle \chi_{\ell \sigma}(\tilde{E}_\mu, a) \right)^2 - e^{-i k \cdot \tilde{E}_\mu} \chi_{\ell \sigma}(\tilde{E}_\mu, a) \left| \chi_{\ell \sigma}(\tilde{E}_\mu, a) \right|^2 \right] c_{k \sigma}^\dagger(a)c_{k \sigma}(a) + \text{H.c.} \right], \tag{10} \]

\[ \bar{\tilde{E}}_{\mu} = \{ \pm(\vec{e}_1 - \vec{e}_2), \vec{e}_1 + \vec{e}_2 \} \text{ for } m = 3. \]

We can simplify Eqs. (10)-(11) by identifying \( \chi_{\mu \sigma}(\bar{\tilde{E}}_{\mu}, AB) \equiv \chi_{\mu \sigma} \equiv \chi_{\sigma \mu} \), \( \chi_{2 \sigma}(\vec{e}_1, a) = -\chi_{2 \sigma}(\vec{e}_2, a) = -\chi_{2 \sigma}(\vec{e}_1 - \vec{e}_2, a) \), and \( \chi_{2 \sigma}(\vec{e}_1, a) = \chi_{2 \sigma}(\vec{e}_2, a) = -\chi_{2 \sigma}(\vec{e}_1 - \vec{e}_2, a) \), where we use the fact that \( \chi_{2 \sigma}(\vec{e}_1, a) \in \mathbb{I} \). For clarity, we introduce \( \chi_2^a(\vec{e}_1, a) = i \chi_2^a(\vec{e}_1, a) \) and \( \chi_2^a(\vec{e}_2, A) = -\chi_2^a(\vec{e}_2, A) \). For simplicity, we define \( \chi_2^{b1}(\vec{e}_1, a) = i \chi_2^{b1}(\vec{e}_1, a) \) and \( \chi_2^{b2}(\vec{e}_2, A) = -i \chi_2^{b2}(\vec{e}_2, A) \). We further introduce \( \chi_2^a(\vec{e}_1, a) \equiv (-1)^{a+1}\chi_2 \) and \( \chi_2^{a}(\vec{e}_2, a) \equiv (-1)^{a+1}\chi_2 \), with \( a = A(\mu) = 1 \). 

**Gap equations for the topological phase transition**—After utilizing symmetry arguments, we can self-consistently numerically solve for all parameters, \( \chi \). For determining the shift of the phase transition location, we rely on the low-energy descriptions around the gap closing points, located at TRIM, and examine the gap equations below.

(1) Gap equation for GKM:

\[ \Delta_G = t - 3t_3 + U^2 \left( \chi_3^3 - 3\chi_3 \right). \tag{12} \]

For the noninteracting critical point, \( t_3 = 1/3t \). At weak-coupling, \( U/t \ll 1 \), we can approximate \( \chi_1 \) and \( \chi_3 \) to be the noninteracting values. We find that \( \chi_1 \simeq 0.20705 \) and \( \chi_3 \simeq 0.03064 \) and the \( U^2 \) correction is roughly 0.00879\( U^2 \). We conclude that at the weak-coupling limit, the topological phase is more stable against the third neighbor hoppings since we need larger \( t_3 \) to close the gap, consistent with QMC [35].

(2) Gap equation for DKM:

\[ \Delta_D = 2t - t_d - U^2 \left( \chi_2^d \right)^2 \tag{13} \]

Focusing on the critical point, \( t_d = 2t \), at the \( U/t \ll 1 \), we find that \( \chi_1 \simeq 0.15770 \) and \( \chi_2^d \simeq 0.36627 \). The \( U^2 \) correction to the gap equation is \( -0.04129U^2 < 0 \). We conclude that at the weak-coupling regime the topological phase is more fragile to the dimerization, consistent with QMC [35].

**Self-consistent numerical calculations**—In the self-consistent numerical calculations, the honeycomb lattice consists of \( 400 \times 400 \) unit cells and we set \( t = 1 \) and...
The short-range interaction makes the QSH phase more destabilized amount, interaction stabilizes the QSH against the third neighbor hopping, we find that the hopping amplitudes are almost QSH more fragile to the dimerization within MFHF, we consider a more conventional KM model in the presence of staggered potentials, we explicitly breaks PHS. Due to the staggered potentials, we numerically exact. Here we consider the discretized time step \( \Delta t = 0 \) boundaries are characterized by the \( \Delta t \) and, hence, the amount of boundary shift is linearly proportional to \( (U/t)^2 \).

**Sign-free determinant projector QMC**—To further verify the MFHF, we perform sign-free QMC \([36, 38]\) for the GKM and DKM and plot them in Fig. 3. The closed (open) red squares and closed (open) blue diamonds represent the boundary shifts \( \Delta t_3 \) and \( \Delta t_2 \) obtained in 6 \times 6 (12 \times 12) clusters, respectively. Due to the PHS, the Monte Carlo samplings in the KM variants are positive-definitive, and thus the results are numerically exact. Here we consider the discretized time step \( \Delta t = 0.05t \). The locations of the topological phase transition boundaries are characterized by the \( Z_2 \) index and spin Chern number, in terms of zero-frequency Green’s functions \([35, 39–42]\). In both models, the amounts and the signs of the boundary shift are linearly proportional to \( (U/t)^2 \) to high accuracy, consistent with the MFHF picture. Note that the linear relations to \( (U/t)^2 \) are universal and size-independent in the QMC results.

**Discussion**—The approach here is not unique to the KM-type models whose gaps close at TRI points. For an illustration, we consider a more conventional KM model in the presence of staggered potentials, \( M_a = (-1)^{s+1}M \), which explicitly breaks PHS. Due to the staggered potentials, we know \( \langle n_B \rangle \neq \langle n_A \rangle \). The gaps closing at the valleys \( \mathbf{K} \) and \( \mathbf{K}' \) with \( \mathbf{K} = (4\pi/3, 0) = -\mathbf{K}' \) in the Brillouin zone are controlled by the diagonal terms of the Hamiltonian matrix.

For extracting the correct physics, we perform the \( U/t \) expansion to first order and mean-field decouplings give an equation similar to Eq. 3 with the diagonal elements replaced with \( M_a + \langle n_a \rangle \). Following the same strategy above, we can define the gap function \([43]\).

\[
\Delta_k(K) = 2M - 4\lambda_{so}g(K) - \frac{U}{2} \left( \langle n_B \rangle - \langle n_A \rangle \right).
\]  

For constant staggered potential \( M \) and SOC \( \lambda_{SO} \), the sign of the \( U \) correction term is determined by the sign of \( U \) (with \( \langle n_B \rangle > \langle n_A \rangle \) assumed). For comparison with the QMC result, which can only work in the attractive interaction case, we choose \( U = -|U| \). For \( U < 0 \), the \( U \) correction is positive. Since the QSH boundary is located at \( \Delta(K) = 0 \), the critical staggered potential in the presence of interaction becomes smaller and decrease linearly as a function of \( U/t \). The QMC data obtained in 6 \times 6 and 12 \times 12 attractive Kane-Mele-Hubbard model \((U = -|U| < 0 \text{ and } \lambda_{so} = 0.2t)\) in Fig. 4 explicitly confirms the MFHF’s prediction. For other KM-type models, we believe our approach in this Letter, \( U/t \) expansion + MFHF + low-energy gap equation \( \Delta(k) \), can essentially capture the interactions effects on the \( Z_2 \) topological phase transitions, and possibly in more general models as well.

**Conclusion**—We examined short-ranged interaction effects on two generalized versions of KM models, the GKM and DKM. We find that the interaction stabilizes the QSH in the GKM against the third neighbor \( t_3 \) hopping while makes the QSH more fragile to the dimerized hopping \( t_d \) in the DKM. Within the mean-field Hartree-Fock picture, we conclude that the shift amount of the QSH boundary is proportional to \( (U/t)^2 \) and confirm this with exact QMC calculations. We believe this approach has a generally applicability when neither perturbative treatments nor mean-field treatments of the bare Hamiltonian exhibit stabilization/destabilization tendencies alone for the topological phase.
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