Rational points close to non-singular algebraic curves
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Abstract

We study the density of solutions to Diophantine inequalities involving non-singular ternary forms, or equivalently, the density of rational points close to non-singular plane algebraic curves.
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1 | INTRODUCTION

Let \( F \in \mathbb{Z}[x, y, z] \) be a homogeneous polynomial of degree \( k \geq 3 \). We wish to estimate the number \( N_\gamma(F, B) \) of primitive integer solutions to the inequalities

\[
|F(x, y, z)| \leq B^\gamma, \quad B/2 < \max\{|x|, |y|, |z|\} \leq B,
\]

where \( 0 \leq \gamma < k \). We shall always assume that \( F \) is non-singular, that is, that \( \nabla F(x) \neq 0 \) for all non-zero \( x \in \mathbb{Q}^3 \). It is natural to view solutions to (1) as rational points close to the projective curve defined by the equation \( F = 0 \), which we shall denote by \( C_F \subset \mathbb{P}^2 \). It is clearly enough to count solutions to (1) for which

\[
|z| \geq \max\{|x|, |y|\}.
\]

Then, putting

\[
g(x, y) = F(x, y, 1),
\]

we are equivalently counting rational points

\[
(r, s) = (x/z, y/z) \in [-1, 1]^2,
\]
with denominator \( z \in (B/2, B] \), which satisfy \( |g(r, s)| = O(B^{-k}) \). These points, in turn, lie at a distance of at most \( O(B^{\gamma-k}) \) from the affine curve \( g(x, y) = 0 \), in a sense that will be made precise in §4.

An inflection point of a projective plane curve is a point where the curve meets its tangent line with multiplicity at least three. A sextactic point is a point where the curve meets its osculating conic with multiplicity at least six. Such points always exist, but a curve of degree \( k \geq 3 \) can have at most \( 3k(k - 2) \) inflection points and \( 3k(4k - 9) \) sextactic points, see, for example, [15]. The tangent lines at inflection points may contain an excessive amount of rational points close to the curve, as seen by considering an example such as the Fermat curve \( x^k + y^k = 1 \) with its tangent line \( y = 1 \) at \((0,1)\). With this in mind, we enumerate the tangent lines to \( C_F \) at inflection points as \( T_1, \ldots, T_K \), where \( K \leq 3k(k - 2) \), and similarly the osculating conics to \( C_F \) at its sextactic points as \( O_1, \ldots, O_{K'} \), where \( K' \leq 3k(4k - 9) \). We define the modified counting function \( N^*_\gamma(F, B) \) to be the number of solutions to (1) such that

\[
(x, y, z) \notin \bigcup_{1 \leq i \leq K} T_i.
\]

The osculating conics \( O_i \) will require special care, but we shall see that their contribution is small enough that they do not need to be excluded from the point count. Furthermore, we define the quantity \( \nu = \nu_F \) to be the maximum order of contact of \( C_F \) with any of the tangent lines \( T_i \). We then have \( 3 \leq \nu_F \leq k \), and it is well known that

\[
\nu_F = 3 \quad (3)
\]

for a generic choice of \( F \), in the following sense: a general plane curve of degree \( k \) has no hyperflex — if \( F \) is viewed as an element of the parameter space \( \mathbb{P}^{N-1} \), where \( N = \binom{k+2}{2} \), then the locus of curves \( C_F \) violating (3) is a proper Zariski closed subset of \( \mathbb{P}^{N-1} \). We shall sometimes make the assumption (3) to obtain the best possible bounds.

Before stating our bounds for the counting functions \( N_\gamma(F, B) \) and \( N^*_\gamma(F, B) \), it is perhaps good to recall the best available bound for the number of rational points of bounded height on the curve \( C_F \). If

\[
N_F(B) = \# \{(x, y, z) \in \mathbb{Z}_\text{prim}^3 : F(x, y, z) = 0, |x|, |y|, |z| \leq B\},
\]

then Heath–Brown [7] has shown that

\[
N_F(B) \ll_{k, \varepsilon} B^{2/k + \varepsilon} \quad (4)
\]

for any \( \varepsilon > 0 \). This bound has subsequently been improved by Walsh [18] to \( N_F(B) \ll_k B^{2/k} \), which is sharp. Here we have used the Vinogradov notation \( f \ll g \) to express the asymptotic relation \( f = O(g) \), with subscripts \( k, \varepsilon \) to indicate that the implied constant is allowed to depend on those parameters (but not on the coefficients of \( F \)). Related notations that will also be used in the paper are: \( f \gg g \) to denote that \( g \ll f \), \( f \asymp g \) to denote that \( g \ll f \ll g \), \( f \sim g \) to denote that \( f/g \to 1 \) (as \( B \to \infty \)) and \( f \approx g \) to denote that \( f \sim Cg \) for some constant \( C \).

Our first result is a general bound for the modified counting function \( N^*_\gamma(F, B) \). It is most conveniently stated by first introducing the quantity

\[
\tau = k - \gamma. \quad (5)
\]
Theorem 1.1. Suppose that \( k \geq 5 \) and \( \tau \geq 2 \). Then we have

\[
N^\ast_{\gamma}(F, B) \ll_{F, \gamma, \varepsilon} B^{9/(4\tau) + 1 - \tau/k + \varepsilon} + B^{2 - \tau/4 + \varepsilon} + B^{2 + 27/(20\tau) - 9\tau/20 + \varepsilon} + B^{3/(2\tau) + 2/3 + \varepsilon}.
\]

In particular, we have

\[
N^\ast_{\gamma}(F, B) \ll_{F, \gamma, \varepsilon} B^{9/(4\tau) + 1 - \tau/k + \varepsilon} + B^{3/(2\tau) + 2/3 + \varepsilon}
\]

for \( \tau \geq 3.721 \).

Remark. Just as in (4), our estimates get sharper as the degree \( k \) increases. As our bounds are quite weak for low degrees, we have not stated the result that one would get for \( k = 3 \) or 4.

One may view our results in light of the recent progress on rational points close to smooth curves. For a twice continuously differentiable function \( f \) defined on a compact interval \( I \subset \mathbb{R} \), define \( \tilde{N}_f(B, \delta) \) to be the number of triples \((a, b, q)\in \mathbb{Z}^3_{\text{prim}}\) satisfying the conditions

\[
B/2 \leq q \leq B, \quad \frac{a}{q} \in I, \quad \left| \frac{b}{q} - f\left(\frac{a}{q}\right) \right| \leq \frac{\delta}{B}.
\]

(6)

Given a bound \( 1 \ll |f''| \ll 1 \) on \( I \), Huxley [11] proved that

\[
\tilde{N}_f(B, \delta) \ll \delta^{1-\varepsilon}B^2 + B.
\]

(7)

In particular, this implies that

\[
\tilde{N}_f(B, \delta) \ll B^{1+\varepsilon}
\]

(8)

whenever \( \delta \leq B^{-1} \). Refinements by Beresnevich, Dickinson and Velani [1], Huang [10] and Chow [6], in fact, give an asymptotic formula \( \tilde{N}_f(B, \delta) \approx \delta B^2 \) as soon as \( \delta \geq B^{-1+\varepsilon} \). On the other hand, as discussed in [10], for smaller values of \( \delta \), analytic geometry is not enough to characterise the behaviour of \( \tilde{N}_f(B, \delta) \). As we shall see in §4, if we restrict to suitable affine patches of the projective curve \( C_F \) that are expressed as graphs of smooth functions \( f \), then the points counted by \( N^\ast_{\gamma}(F, B) \) or \( N^\ast_{\gamma}(F, B) \) correspond to solutions to the counting problem (6) in which \( \delta \approx B^{1-\tau} \). Consequently, we have restricted our attention to the less understood range \( \tau \geq 2 \) in all of our results.

In view of the bound (8), we formulate the following consequence of Theorem 1.1.

Corollary 1.2. We have

\[
N^\ast_{\gamma}(F, B) = o(B)
\]

if either \( 5 \leq k \leq 9 \) and \( \tau > \frac{9}{2} \) or else \( k > 9 \) and \( \tau > \frac{3}{2}\sqrt{k} \).

One interpretation of the bound in Corollary 1.2 is that, for algebraic curves, it is possible to go beyond the exponent 1 in (8). However, another important aspect is that the cited bounds
for smooth curves are local in nature, whereas our Theorem 1.1 is a global result. Indeed, the curvature bound $1 \ll |f''| \ll 1$ can never hold globally on the curve $C_F$ due to the existence of inflection points.

Let us also discuss the contribution from the exceptional lines excluded from consideration in Theorem 1.1. It is easy to see that the finitely many tangent lines $T_j$ at inflection points contribute at most

$$\ll B^{2-\tau/\nu}$$

points to $N_\nu(F, B)$, with $\nu = \nu_F \in [3, k]$ as above. This bound is sharp. If we impose the condition (3), then the contribution (9) is negligible compared to the term $B^{3/(2\tau)+2/3+\varepsilon}$. Some of the other terms in our bound can also be improved under that assumption, giving the following results.

**Theorem 1.3.** Suppose that $k \geq 5$ and $\tau \geq 2$, and that the condition (3) holds. Then we have

$$N_\nu(F, B) \ll B^{9/(4\tau)+1-\tau/k+\varepsilon} + B^{3/(2\tau)+2/3+\varepsilon}.$$

**Corollary 1.4.** Under the assumption (3), we have

$$N_\nu(F, B) = o(B)$$

if either $5 \leq k \leq 9$ and $\tau > \frac{9}{2}$ or else $k > 9$ and $\tau > \frac{3}{2} \sqrt{k}$.

Here we have suppressed the dependence on $F, \gamma$ and $\varepsilon$ in the implied constants, as we shall mostly do in the rest of the paper. Instead, we shall occasionally use a notation such as $\ll_k$ to indicate a bound where the implied constant is independent of the coefficients of $F$.

**Remark.** One may ask how our bounds compare to the more naive approach of separately counting rational points on each of the level surfaces $F(x, y, z) = c$, for $|c| \leq B'$. As explained in the introduction to [8], the contribution from each such surface can be shown to be of order $B^{2/\sqrt{k}+\varepsilon}$. This would give a bound for $N_\nu(F, B)$ of order $B^{\gamma+2/\sqrt{k}+\varepsilon}$, which is clearly inferior to the bounds presented here in all cases.

Our main tool in the proof of Theorem 1.1 will be the approximate determinant method introduced by Heath–Brown in [8]. We develop this method in a general setting in §2. In the course of the investigation, we will also need to consider the corresponding problem for binary forms, a Thue inequality. In §3, we derive some bounds for the number of solutions to such inequalities that will be needed. The pieces are put together in §4 to give the final estimate. The outcome of the determinant method is that the points counted by $N_\nu(F, B)$ lie on a number of auxiliary curves. Estimating the contribution from such a curve will require different methods depending on whether it has degree 1, 2 or higher. In the linear case, we use Huxley’s bounds from [11], the proof of which depends on what Huxley calls Swinnerton–Dyer’s determinant method. In the quadratic case, the results for Thue inequalities from §3 come into play. Finally, auxiliary curves of higher degree are handled via the bound (4).
2 | THE APPROXIMATE DETERMINANT METHOD

Given a non-singular form \( F \in \mathbb{Z}[x_1, \ldots, x_n] \) of degree \( k \geq 3 \) and real numbers \( B \geq 1 \) and \( 1 \leq \gamma < k \), we consider the set of inequalities

\[
|F(x_1, \ldots, x_n)| \leq B^\gamma, \quad B/2 < \max_{i=1,\ldots,n} |x_i| \leq B. \tag{10}
\]

Let \( S_\gamma(F, B) \) be the set of integer solutions \( x \in \mathbb{Z}^n \) to the inequalities (10). The following theorem may be viewed as a version of [7, Thm. 14] for inequalities. It generalises the results in [8] and [12].

**Theorem 2.1.** Let \( F(x_1, \ldots, x_n) \) be a non-singular homogeneous polynomial of degree \( k \geq 3 \). For any \( \gamma \in [0, k - n/(n-1)) \), put

\[
\theta = \theta(n, k, \gamma) = (n-2)\left(\frac{n}{n-1}\right)^{(n-1)/(n-2)}(k-\gamma)^{-1/(n-2)}.
\]

Then, for any \( \varepsilon > 0 \), there is a positive integer \( D \), depending only on \( k, \gamma \) and \( \varepsilon \), and a collection of \( O_F(B^\theta + \varepsilon) \) forms \( A_i \) of degree \( D \), such that every point \( x \in S_\gamma(F, B) \) is a solution to one of the equations \( A_i(x) = 0 \). Moreover, the coefficients of the forms \( A_i \) may be chosen as coprime integers of size \( O(B^\varepsilon) \), where \( c \) and the implied constant depend only on \( k, \gamma \) and \( \varepsilon \).

To prove Theorem 2.1, we need two lemmas, generalising [8, Lemmata 1 and 2].

**Lemma 2.2.** Let \( F(x_1, \ldots, x_n) \) be a non-singular homogeneous polynomial of degree \( k \). There is a natural number \( M_0 \), depending only on \( F \), with the following property: if \([−1,1]^{n-1}\) is covered by smaller \((n-1)\)-cubes \( \mathcal{C}_a = [a_1, a_1 + (M_0M)^{-1}] \times \cdots \times [a_{n-1}, a_{n-1} + (M_0M)^{-1}] \), for some positive integer \( M \), then the number of such boxes containing a solution \((t_1, \ldots, t_{n-1}) \in \mathbb{R}^{n-1}\) to the inequality

\[
|F(t_1, \ldots, t_{n-1}, 1)| \leq \frac{1}{M_0M} \tag{11}
\]

is at most \( O(M^{n-2}) \). More precisely, if \( C = C_a \) is such a box containing a solution to (11), then for some index \( i \in \{1, \ldots, n-1\} \), we have

\[
\left| \frac{\partial F}{\partial x_i}(t_1, \ldots, t_{n-1}, 1) \right| \gg 1
\]

throughout \( C \), and there are only \( O(1) \) choices of \( a_i' \) such that the box \( C_{a_i'} \) corresponding to \( a_i' = (a_1, \ldots, a_{i-1}, a_i', \ldots, a_{n-1}) \) also contains a solution.

**Lemma 2.3.** In the notation of Lemma 2.2, suppose that

\[
C = [a_1, a_1 + (M_0M)^{-1}] \times \cdots \times [a_{n-1}, a_{n-1} + (M_0M)^{-1}]
\]

contains a solution to (11), and that \( |\frac{\partial F}{\partial x_{n-1}}(a_1, \ldots, a_{n-1}, 1)| \gg 1 \).
If \((t_1, \ldots, t_{n-1}) = (a_1 + u_1, \ldots, a_{n-1} + u_{n-1}) \in C\), put

\[
w = F(t_1, \ldots, t_{n-1}, 1) - F(a_1, \ldots, a_{n-1}, 1).
\]

Then there exist, for each \(m \in \mathbb{N}\), two polynomials

\[
\Phi_m(u_1, \ldots, u_{n-2}, w), \quad \Psi_m(u_1, \ldots, u_{n-1}, w),
\]

such that \(\Phi_m\) has no constant term and \(\Psi_m\) has no term of degree less than \(m\), and such that the relation

\[
u_{n-1} = \Phi_m(u_1, \ldots, u_{n-2}, w) + u_{n-1} \Psi_m(u_1, \ldots, u_{n-1}, w)
\]

holds throughout \(C\). Moreover, \(\Phi_m\) and \(\Psi_m\) have degree \(O_m(1)\) and coefficients of size \(O_m(1)\).

We omit the proofs of Lemmas 2.2 and 2.3, which may easily be extrapolated from the proofs of the corresponding results in [8].

In the proof of Theorem 2.1, we shall need estimates for certain sets of monomials. To this end, we define, for any natural number \(m\), and any real numbers \(\alpha, \nu \in [1, \infty)\), the set

\[
D_{m, \alpha, \nu} = \left\{ (x_1, \ldots, x_m) \in \mathbb{Z}^n : x_1, \ldots, x_m \geq 0, \left( \sum_{i=1}^{m-1} x_i \right) + \alpha x_m \leq \nu \right\}.
\]

Being a subset of \(\mathbb{Z}^m_{\geq 0}\), we may identify \(D_{m, \alpha, \nu}\) with a set of monomials in \(m\) variables. The quantities we shall be interested in are then the number of monomials in this set and the accumulated sum of their degrees, that is,

\[
\Sigma_{m, \alpha, \nu} = \sum_{x \in D_{m, \alpha, \nu}} 1, \quad \text{and} \quad \Phi_{m, \alpha, \nu} = \sum_{x \in D_{m, \alpha, \nu}} (x_1 + \cdots + x_{m-1} + \alpha x_m).
\]

We have \(D_{m, \alpha, \nu} = \Delta_{m, \alpha, \nu} \cap \mathbb{Z}^m\), where

\[
\Delta_{m, \alpha, \nu} = \left\{ (x_1, \ldots, x_m) \in \mathbb{R}^n : x_1, \ldots, x_m \geq 0, \left( \sum_{i=1}^{m-1} x_i \right) + \alpha x_m \leq \nu \right\}
\]

is an \(m\)-simplex in \(\mathbb{R}^n\). We shall obtain estimates for \(\Sigma_{m, \alpha, \nu}\) and \(\Phi_{m, \alpha, \nu}\) via the corresponding quantities

\[
V_{m, \alpha, \nu} = \text{vol}(\Delta_{m, \alpha, \nu}) = \int_{\Delta_{m, \alpha, \nu}} \text{dx},
\]

\[
C_{m, \alpha, \nu} = \int_{\Delta_{m, \alpha, \nu}} (x_1 + \cdots + x_{m-1} + \alpha x_m) \text{dx}.
\]
Proposition 2.4. We have

\[ V_{m,\alpha,\nu} = \frac{\nu^m}{\alpha m!}, \]  

(12)

\[ C_{m,\alpha,\nu} = \frac{\nu^{m+1}}{\alpha(m+1)(m-1)!}. \]  

(13)

For fixed \( m, \alpha \), we have

\[ \Sigma_{m,\alpha,\nu} = \frac{\nu^m}{\alpha m!} + O_{m,\alpha}(\nu^{m-1}), \]  

(14)

\[ \Phi_{m,\alpha,\nu} = \frac{\nu^{m+1}}{\alpha(m+1)(m-1)!} + O_{m,\alpha}(\nu^m). \]  

(15)

as \( \nu \to \infty \).

Proof. It is easily seen that

\[ V_{m,\alpha,\nu} = \frac{\nu^m}{\alpha} V_{m,1,1} \]  

and \( C_{m,\alpha,\nu} = \frac{\nu^{m+1}}{\alpha} C_{m,1,1} \).

By the variable change \( s_j = \sum_{i \leq j} x_i, j = 1, \ldots, m \), one may easily evaluate \( V_{m,1,1} \) and \( C_{m,1,1} \) as iterated integrals. Thus, we have

\[ V_{m,1,1} = \int_{0 \leq s_1 \leq \cdots \leq s_m \leq 1} ds = \frac{1}{m!}, \]  

\[ C_{m,1,1} = \int_{0 \leq s_1 \leq \cdots \leq s_m \leq 1} s_m \, ds = \frac{1}{(m+1)(m-1)!}, \]

and (12) and (13) are proven.

Let \( K_{m,\alpha,\nu} \) be the set obtained by attaching a unit \( m \)-cube to each lattice point in \( \Delta_{m,\alpha,\nu} \) in the following fashion:

\[ K_{m,\alpha,\nu} = \bigcup_{x \in \Delta_{m,\alpha,\nu} \cap \mathbb{Z}^m} [x_1, x_1 + 1] \times \cdots \times [x_m, x_m + 1]. \]

Then, we have \( \Delta_{m,\alpha,\nu} \subseteq K_{m,\alpha,\nu} \subseteq \Delta_{m,\alpha,\nu} + m-1 + \alpha \), whence

\[ V_{m,\alpha,\nu} \leq \Sigma_{m,\alpha,\nu} \leq V_{m,\alpha,\nu} + m-1 + \alpha. \]

Inserting (12), we obtain the estimate (14).

To prove (15), we put \( g(x) = x_1 + \cdots + x_{m-1} + \alpha x_m \) for brevity. If \( x \in D_{m,\alpha,\nu} \) and \( x_i \leq t_i \leq x_i + 1 \) for \( i = 1, \ldots, m \), we have

\[ g(x) \leq g(t) \leq g(x) + m - 1 + \alpha. \]

Consequently, on the one hand,

\[ C_{m,\alpha,\nu} = \int_{\Delta_{m,\alpha,\nu}} g(t) \, dt \leq \sum_{x \in D_{m,\alpha,\nu}} g(x) + (m - 1 + \alpha) \Sigma_{m,\alpha,\nu} \]

\[ = \Phi_{m,\alpha,\nu} + O_{m,\alpha}(\nu^m), \]
on the other hand,
\[ \Phi_{m, \alpha, \nu} \leq C_{m, \alpha, \nu + m - 1 + \alpha}, \]
so the estimate (15) follows from (13).

We may now proceed with the proof of Theorem 2.1, along the lines of [8, 12]. Clearly, it suffices to consider the subset \( S' \) of points \( \mathbf{x} \in S_{\gamma}(F, B) \), where \( B/2 < |x_n| = \max_i |x_i| \leq B \). For \( \mathbf{x} \in S' \), we have
\[ |F(t_1, \ldots, t_{n-1}, 1)| \leq 2^k B^{\gamma-k}, \]
where \( \mathbf{t} = (x_1/x_n, \ldots, x_{n-1}/x_n) \). Let \( M_0 \) be as in Lemma 2.2. Then, as soon as
\begin{equation}
M \leq \frac{B^{k-\gamma}}{2^k M_0},
\end{equation}
Lemma 2.2 implies that for each \( \mathbf{x} \in S' \), \( \mathbf{t} \) belongs to one of \( O(M^{n-2}) \) boxes of equal sidelength \( (M_0 M)^{-1} \). We fix such a box
\[ C = [a_1, a_1 + (M_0 M)^{-1}] \times \cdots \times [a_{n-1}, a_{n-1} + (M_0 M)^{-1}] \]
and let \( S' \), be the set of points \( \mathbf{x} \in S' \) for which \( \mathbf{t} \in C \). Our aim will now be to show that a suitable choice of \( M \) implies the existence of a form \( A_C \) with integer coefficients such that \( A_C(\mathbf{x}) = 0 \) for all \( \mathbf{x} \in S'_C \).

Let \( D \) be a natural number and let \( f_1, \ldots, f_s \), where
\[ s = s(D) = \binom{D + n - 1}{n - 1} = \frac{D^{n-1}}{(n-1)!}, \]
be the monomials in \( n \) variables of degree \( D \) (in any order). If \( S'_C = \{ \mathbf{x}^{(i)} : 1 \leq i \leq I \} \), it now suffices to prove that the matrix
\[ X = (f_j(\mathbf{x}^{(i)}))_{1 \leq i \leq I} \]
has rank less than \( s \), for \( D \) large enough. Indeed, one may then find a non-zero vector \( \mathbf{b} \in \mathbb{Z}^s \), whose entries have size \( O(B^{3D}) \), such that \( X \mathbf{b} = \mathbf{0} \). Taking each entry of \( \mathbf{b} \) as a coefficient for the corresponding monomial, we obtain a form \( A_C \) with the desired property. If \( J < s \), we trivially have \( \text{rank}(X) < s \). Otherwise, we choose a subset of \( S'_C \), of cardinality \( s \) — without loss of generality, we may take \( \{ \mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(s)} \} \) — and prove that the corresponding \( s \times s \)-subdeterminant
\[ \Delta_1 = \det(f_j(\mathbf{x}^{(i)}))_{1 \leq i, j \leq s} \]
vanishes. Since the value of \( \Delta_1 \) is an integer, it suffices to prove that \( |\Delta_1| < 1 \).

Firstly, note that
\begin{equation}
\Delta_1 = \prod_{j=1}^{s} (x_n^{(i)})^D \Delta_2 \ll B^{3D} |\Delta_2|, \quad (18)
\end{equation}
where \( \Delta_2 = \det(f_i(t^{(i)}_1, \ldots, t^{(i)}_{n-1}, 1)) \). By Lemma 2.2, we may assume, without loss of generality, that \( |\partial F/\partial x_{n-1}(a, 1)| \gg 1 \), where \( a = (a_1, \ldots, a_{n-1}) \). For \( t \in \mathcal{C} \), let \( u = (u_1, \ldots, u_{n-1}) \) and \( w \) be as defined in Lemma 2.3, and let \( \xi = F(t, 1) = w + F(a, 1) \). Observe that \( F(a, 1) \ll_{F} M^{-1} \) by the mean value theorem, and \( \xi \ll M^{-1} \) by our assumption (16), whence also \( w \ll_{F} M^{-1} \).

For each monomial \( f_i \), write \( f_i(t, 1) = G_i(u) \), where \( G_i = G_{i, C} \) is a polynomial of degree \( D \). If we write \( u' = (u_1, \ldots, u_{n-2}) \) for short, the conclusion from Lemma 2.3 for any given \( m \in \mathbb{N} \) is now that

\[
\begin{align*}
f_i(t, 1) &= G_i(u', \Phi_m(u', w) + u_{n-1} \Psi_m(u, w)) \\
&= g_i(u', \xi) + O_{m}(M^{-(m+1)}),
\end{align*}
\]

where the \( g_i \)'s are polynomials of degree \( O_{m}(1) \), depending on \( C \), but with coefficients bounded in terms of \( m \) (and \( F \)). We conclude that

\[
\Delta_2 = \Delta_3 + O_{m}(M^{-(m+1)}),
\]

(19)

where \( \Delta_3 = \det(g_j(u^{(i)}_1, \ldots, u^{(i)}_{n-2}, \xi^{(i)}) \).

We shall now estimate the determinant \( \Delta_3 \) using Lemma 3 in [8]. Thus, let \( m_1, \ldots, m_s \) be monomials in \( n-1 \) variables, enumerated in such a way that \( \|m_1\| \geq \|m_2\| \geq \cdots \geq \|m_s\| \), where

\[
\|m\| := m((M_0 M)^{-1}, \ldots, (M_0 M)^{-1}, 2^k B^{\gamma-k}).
\]

Then, according to [8, Lemma 3], we have

\[
\Delta_3 \ll_{D, k} \prod_{i=1}^{s} \|m_i\| \ll_{D, k} M^{-f},
\]

where

\[
f = \sum(e_1 + \cdots + e_{n-2} + \alpha e_{n-1}),
\]

the sum being taken over all \((n-1)\)-tuples of non-negative integers \((e_1, \ldots, e_{n-1})\) such that \( x_1^{e_1} \cdots x_{n-1}^{e_{n-1}} \) occurs among the monomials \( m_i, 1 \leq i \leq s \), and with \( \alpha \) defined by the relation

\[
(M_0 M)^{\alpha} = 2^{-k} B^{k-\gamma}.
\]

(20)

Under the assumption (16), we have \( \alpha \geq 1 \). If \( \nu \geq 1 \) is defined by \( \|m_s\| = (M_0 M)^{\nu} \), then we have

\[
\Sigma_{n-1, \alpha, \nu-1} \leq s \leq \Sigma_{n-1, \alpha, \nu} \quad \text{and} \quad \Phi_{n-1, \alpha, \nu-1} \leq f \leq \Phi_{n-1, \alpha, \nu},
\]

in the notation introduced above. From Proposition 2.4 and (17), we infer that \( \nu = \alpha^{1/(n-1)} D + O_{\alpha}(1) \) and

\[
f = \frac{\alpha^{1/(n-1)} D^n}{n(n-2)!} + O_{\alpha}(D^{n-1}).
\]

By (18), (19) and (20), choosing \( m = f \ll_{\alpha, D} 1 \), we have

\[
\Delta_1 \ll_{D, \alpha} B^s D^{-f} \ll_{D, \alpha} B^{\beta(D)},
\]

(21)
where
\[
\beta(D) = sD - \frac{(k - \gamma)f}{\alpha} = \frac{cD^n}{(n-2)!} + O(\alpha(D^{n-1})�,
\]
with
\[
c = c(\alpha) = \frac{1}{n-1} - \frac{k - \gamma}{n\alpha^{(n-2)/(n-1)}}.
\]
If \(\alpha\) is small enough to render \(c\) negative, then we will have \(\beta(D) < 0\) for \(D\) large enough, implying that \(|\Delta_1| < 1\) for \(B\) large enough, as desired.

We preliminarily set
\[
\tilde{\alpha} = (1 - \lambda)\left(\frac{(n-1)(k - \gamma)}{n}\right)^{(n-1)/(n-2)},
\]
where \(\lambda \in (0, 1)\) is a parameter to be chosen properly. Since, by assumption, \(\gamma \in [0, k - n/(n - 1)]\), we have \(\tilde{\alpha} > 1\) for \(\lambda\) small enough. As \(M\) was required to be an integer in our construction, we then define
\[
M = \left\lceil \frac{B^{(k-\gamma)/\tilde{\alpha}}}{2^{\tilde{\alpha}/M_0}} \right\rceil.
\]
If we assume, as we may, that \(B > 2^k M_0\), say, then it follows that
\[
\tilde{\alpha} \leq \alpha \leq \tilde{\alpha} + O((\log B)^{-1}).
\]
The condition (16) is then indeed satisfied, at least as soon as \(B \gg 1\). Moreover, we have \(c(\alpha) \leq c(\tilde{\alpha}) \leq c_0(\tilde{\alpha})\), say, where \(c_0(\tilde{\alpha}) < 0\). This, in turn, implies that \(\beta(D) < -1\), say, for \(D\) greater than some constant \(D_0(\tilde{\alpha})\), so that by (21), we indeed get \(|\Delta_1| < 1\) for \(B \gg \tilde{\alpha} 1\).

We have now achieved our goal, establishing for each box \(C\) the existence of a form \(A_C\) with the desired properties. To finish the proof of Theorem 2.1, we need only bound that the number \(\mathcal{N}\) of boxes needed. We recall that \(\mathcal{N} \ll P M^{n-2}\), where we now have \(M \ll P B^{(k-\gamma)/\tilde{\alpha}}\). Thus, we get
\[
\frac{\log \mathcal{N}}{\log B} \leq \frac{(n-2)(k - \gamma)}{\tilde{\alpha}} + O((\log B)^{-1})
\]
\[
= \theta(1 + O(\lambda)) + O((\log B)^{-1}) \leq \theta + \epsilon + O((\log B)^{-1})
\]
as soon as \(\lambda \ll \epsilon 1\), as desired.

3 THE NUMBER OF SOLUTIONS TO BINARY HOMOGENEOUS INEQUALITIES

Given a binary form \(F \in \mathbb{Z}[x_1, x_2]\) of degree \(d \geq 2\) and a positive integer \(P\), we are interested in the set \(S_F(P)\) of integer solutions \(x \in \mathbb{Z}^2\) to the inequality
\[
1 \leq |F(x)| \leq P.
\]
If $d \geq 3$ and $F$ is irreducible over $\mathbb{Q}$, then this is called a Thue inequality. Let $N_F(P) = \#S_F(P)$. Heuristically, one expects that $N_F(P) \sim P^{2/d}A_F$, where $A_F$ is the area of the region in $\mathbb{R}^2$ defined by $|F(x)| \leq 1$. Schmidt proved the upper bound $N_F(P) \ll dP^{2/d}(1 + \log P^{1/d})$, where the implied constant is absolute. Thunder [16] sharpened this result, proving that $N_F(P) \ll_d P^{2/d}$ under the weaker hypotheses that $A_F$ be finite and $F$ do not vanish at any non-trivial rational point.

When these hypotheses are not satisfied, for example, if $A_F$ is infinite, one may still address the problem of estimating the number of solutions to (22) of bounded height. For any real number $B \geq 1$, let $S_F(B, P)$ be the set of primitive integer solutions $x$ to (22) satisfying $\|x\|_\infty \leq B$, and let $N_F(B, P) = \#S_F(B, P)$. Our aim in this section is to find a good upper bound for the quantity $N_F(B, P)$ as $B \to \infty$.

We introduce some notation, following [16]. For a linear form $L(x) = a_1x_1 + a_2x_2$, we use the corresponding bold letter $\mathbf{L}$ to denote its coefficient vector $(a_1, a_2)$. This will be viewed as a row vector, and consequently, its transpose, denoted as $\mathbf{L}^\text{tr}$, is a column vector. We also define $\mathbf{\overline{L}} = (\overline{a}_1, \overline{a}_2)$, where $\overline{a}$ denotes the complex conjugate of a complex number $a$. Given a factorisation $F(x) = \prod_{i=1}^d L_i(x)$, where $L_i \in \mathbb{C}[x]$ are linear forms, we define the height of $F$ to be

$$H(F) := \prod_{i=1}^d \|L_i\|. $$

Here and throughout this section, $\| \cdot \|$ denotes the $L^2$-norm. As is easily seen, the height is independent of the factorisation. Moreover, it is shown in [16, Lemma 1] that $H(F) \geq 1$ for any form $F \in \mathbb{Z}[x]$.

Let $\text{GL}_2(\mathbb{Z})$ be the set of $2 \times 2$-matrices with integer entries and determinant $\pm 1$. Two forms $F, G \in \mathbb{Z}[x]$ are said to be equivalent if $G = F \circ T$ for some $T \in \text{GL}_2(\mathbb{Z})$. The quantities $V_F$ and $N_F(P)$ are clearly preserved under equivalence, whereas $H(F)$ is not.

**Definition.** Given a factorisation as above, let $a(F)$ be the maximum cardinality of a subset $I \subset \{1, \ldots, d\}$ such that the vectors $\mathbf{L}_i$ for $i \in I$ are pairwise proportional. In other words, $a(F)$ is the highest multiplicity of any complex zero of $F$. This is an easy special case of the quantity $a(F)$ introduced in [16].

We are now ready to state the main result of this section. Given a sublattice $\Lambda \subset \mathbb{Z}^2$ of dimension 2, we define

$$S_F(\Lambda, B, P) = S_F(B, P) \cap \Lambda \quad \text{and} \quad N_F(\Lambda, B, P) = \#S_F(\Lambda, B, P).$$

**Proposition 3.1.** Let $F \in \mathbb{Z}[x]$ be a form of degree $d$, and suppose that $a(F) \leq d/2$. Then the estimate

$$N_F(\Lambda, B, P) \ll_d \left( \frac{P^{2/d}}{\det(\Lambda)} + 1 \right) \log B$$

holds for any two-dimensional sublattice $\Lambda \subset \mathbb{Z}^2$. In particular,

$$N_F(B, P) \ll_d P^{2/d} \log B.$$
Following [17], we also introduce the quantity
\[
m(F) = \inf \{ H(F \circ T) \},
\]
where the infimum is taken over matrices \( T \in \text{GL}_2(\mathbb{R}) \) with \( \det(T) = \pm 1 \). Unlike the height \( H(F) \), \( m(F) \) is indeed preserved under equivalence. If \( F \in \mathbb{Z}[x] \) does not vanish at any non-trivial rational point, then one has \( m(F) \geq 2^{-5d/4} \), by [17, Theorem 1]. We shall derive a uniform lower bound that is valid in a slightly more general setting.

**Proposition 3.2.** Let \( F \in \mathbb{Z}[x] \) be a form of degree \( d \) and suppose that \( a(F) \leq d/2 \). Then we have \( m(F) \geq 2^{-2d} \).

**Proof.** For an arbitrary matrix \( T \in \text{GL}_2(\mathbb{R}) \) with \( \det(T) = \pm 1 \), we define the lattice \( M = T^{-1} \mathbb{Z}^2 \). Let \( \lambda_1 \leq \lambda_2 \) be the successive minima of \( M \) with respect to the unit square \( \{ x \in \mathbb{R}^2 : \| x \|_{\infty} \leq 1 \} \), and let \( \{ u_1, u_2 \} \) be a basis for \( M \) such that \( \| u_i \|_{\infty} = \lambda_i \) for \( i = 1, 2 \). (It is a well-known fact that such a basis exists for lattices in dimension at most four.) By Minkowski’s second theorem, we have \( \lambda_1 \lambda_2 \leq 1 \), since \( \det(M) = 1 \).

Let \( S = (Tu_1^t, Tu_2^t) \in \text{GL}_2(\mathbb{Z}) \). Then we have
\[
\| L_i S \|^2 = \left\| (L_i T)u_1^t, (L_i T)u_2^t \right\|^2 \leq (\| u_1 \|^2 + \| u_2 \|^2) \| L_i T \|^2
\]
for \( i = 1, \ldots, d \), so that
\[
H(F \circ S) = \prod_{i=1}^d \| L_i S \| \leq 2^d \lambda_2^d H(F \circ T).
\]
In particular, since \( F \circ S \in \mathbb{Z}[x] \), we get
\[
1 \leq 2^d \lambda_2^d H(F \circ T).
\]
(23)

We shall now derive an upper bound for \( \lambda_2 \). Let \( x_1^t, x_2^t \) be the columns of \( T \), and let \( z_1^t, z_2^t \) be the columns of \( S \). Note that \( L_i T = (L_i(x_1), L_i(x_2)) \). We shall now distinguish between two cases. Suppose first that \( F(z_1) \neq 0 \). Writing \( u_1 = (u_{11}, u_{12}) \), we get
\[
1 \leq |F(z_1)| = \prod_{i=1}^d |L_i(z_1)| = \prod_{i=1}^d |u_{11} L_i(x_1) + u_{12} L_i(x_2)|
\]
\[
= \prod_{i=1}^d |(L_i T)u_1^t| \leq \prod_{i=1}^d \| u_1 \| \| L_i T \| = (\sqrt{2} \lambda_1)^d H(F \circ T).
\]
From this inequality, it follows that
\[
\lambda_2 \leq \frac{1}{\lambda_1} < \sqrt{2} H(F \circ T)^{1/d}.
\]
Inserting this bound into (23), we get
\[
H(F \circ T) \geq 2^{-3d/4}.
\]
Suppose instead that $F(z_1) = 0$. If $z_1 = (z_{11}, z_{12})$, we may then write $F(x) = L(x)^a G(x)$, where $L(x) = z_{12}x_1 - z_{11}x_2$, and where $G \in \mathbb{Z}[x]$ satisfies $G(z_1) \neq 0$. By the same arguments as above, we then have

$$1 \leq |G(z_1)| \leq (\sqrt{2\lambda_1})^{d-a} H(G \circ T).$$

Furthermore, writing $x_i = (x_{i1}, x_{i2})$ for $i = 1, 2$, we have

$$u_1 = z_1(T^{-1})^r = \pm(x_{22}z_{11} - x_{21}z_{12}, -x_{12}z_{11} + x_{11}z_{12})$$

$$= \pm(-L(x_2), L(x_1)),$$

whence

$$\lambda_1 = \|u_1\|_\infty \leq \|u_1\| = \|(-L(x_2), L(x_1))\| = \|(L(x_1), L(x_2))\|$$

$$= H(L \circ T).$$

Combining these two estimates, we get

$$H(F \circ T) = H(L \circ T)^a H(G \circ T) \geq \lambda_1^a (\sqrt{2\lambda_1})^{a-d} = 2^{(a-d)/2} \lambda_1^{2a-d}.$$

In case $a = d/2$, this immediately implies that $H(F \circ T) \geq 2^{-d/4}$, which is certainly sufficient. If $a < d/2$, we get

$$\lambda_2 \leq \frac{1}{\lambda_1} \leq 2^{(d-a)/(2(d-2a))} H(F \circ T)^{1/(d-2a)}.$$

As before, we insert this bound into (23) and obtain

$$1 \leq 2^{d(2d-3a)/(2(d-2a))} H(F \circ T)^{2(d-a)/(d-2a)},$$

which, in turn, gives

$$H(F \circ T) \geq 2^{-d(2d-3a)/(d-a)}.$$

For $1 \leq a < d/2$, we have $d(2d - 3a)/(d - a) \leq 2d$, which proves the desired estimate. □

**Lemma 3.3.** Let $F \in \mathbb{Z}[x]$ be a form of degree $d$ and suppose that $a(F) \leq d/2$. Choose a factorisation $F(x) = \prod_{i=1}^d L_i(x)$, where $L_i \in \mathbb{R}^2$ for $i = 1, \ldots, r$, $L_i \in \mathbb{C}^2$ for $i = r + 1, \ldots, r + 2s = d$ and $L_{i+s} = \overline{L_i}$ for $i = r + 1, \ldots, r + s$. Then we have

$$\sum_{1 \leq i_1, i_2 \leq d} \left| \det(L_{i_1}^{tr}, L_{i_2}^{tr}) \right|^2 \geq \frac{d^2}{2} m(F)^{4/d}.$$

**Proof.** This follows from the proof of [17, Lemma 3]. Indeed, our assumption about $a(F)$ certainly suffices to establish the existence of two linearly independent coefficient vectors $L_i$, so we may replace the hypothesis in [17] that $A_F$ be finite with this weaker hypothesis. □
**Lemma 3.4.** Suppose that $a(F) \leq d/2$. Then, for each $z \in \mathbb{R}^2$, there are $1 \leq i_1, i_2 \leq d$ such that $L_{i_1}$ and $L_{i_2}$ are linearly independent and

$$\frac{|L_{i_1}(z)\| L_{i_2}(z)|}{|\det(L_{i_1}^r, L_{i_2}^r)|} \ll \frac{|F(z)|^{2/d}}{m(F)^{2/d}}.$$  

**Proof.** If $F(z) = 0$, there is nothing to prove, so let us assume otherwise. As both sides in the sought inequality are independent of the particular factorisation used, let us initially choose a factorisation $F(x) = \prod_{i=1}^d L_i(x)$ as in the statement of Lemma 3.3. Putting

$$L_i'(x) := \frac{|F(z)|^{1/d}}{|L_i(z)|} L_i(x)$$

for $i = 1, \ldots, d$, we get an alternative factorisation $F(x) = \prod_{i=1}^d L_i'(x)$ that still satisfies the hypotheses of Lemma 3.3. It follows from the lemma that

$$\sum_{1 \leq i_1, i_2 \leq d} \left| \det\left(\left( L_{i_1}' \right)^{tr}, \left( L_{i_2}' \right)^{tr}\right) \right|^2 \geq \frac{d^2}{2} m(F)^{4/d}.$$  

The sum on the left-hand side has at most $d(d-1)$ non-zero terms, so for some pair $(i_1, i_2)$, we must have

$$\left| \det\left(\left( L_{i_1}' \right)^{tr}, \left( L_{i_2}' \right)^{tr}\right) \right|^2 \geq \frac{d}{2(d-1)} m(F)^{4/d}.$$  

On the other hand,

$$\det\left(\left( L_{i_1}' \right)^{tr}, \left( L_{i_2}' \right)^{tr}\right) = \frac{|F(z)|^{2/d} \det\left(\left( L_{i_1} \right)^{tr}, \left( L_{i_2} \right)^{tr}\right)}{|L_{i_1}(z)| \| L_{i_2}(z)|},$$

whence

$$\frac{|L_{i_1}(z)\| L_{i_2}(z)|}{|\det(L_{i_1}^r, L_{i_2}^r)|} \leq \left( \frac{2(d-1)}{d} \right)^{1/2} \frac{|F(z)|^{2/d}}{m(F)^{2/d}}.$$  

□

**Proof of Proposition 3.1.** By Lemma 3.4 and Proposition 3.2, each $x \in S_f(P)$ satisfies an inequality

$$\frac{|L_{i_1}(x)|\| L_{i_2}(x)|}{|\det(L_{i_1}^r, L_{i_2}^r)|} \ll \frac{P^{2/d}}{m(F)^{2/d}} \ll P^{2/d}.$$  

(24)

There are at most $d(d-1)/2$ such inequalities to consider, and by [16, Lemma 7'], the solutions to (24) with $\|x\| \leq B$ lie in the union of $O(\log B)$ convex sets $C$ of the type

$$\{ x \in \mathbb{R}^2 : |K_1(x)| \leq B_1, |K_2(x)| \leq B_2 \},$$
where \( K_i \in \mathbb{C}[x] \) are linear forms satisfying \(| \det(K_1^{tr}, K_2^{tr})| = 1\) and \( \|K_i\| = 1\), and where \( B_1 B_2 \ll p^{2/d} \). Lemmas 8 and 9 in [16] give estimates for the number of lattice points in such convex sets. Indeed, in case \( C \) contains two linearly independent vectors in \( \Lambda \), it follows from [16, Lemma 8] and the proof of [16, Lemma 9] that

\[
\#(C \cap \Lambda) \ll \frac{p^{2/d}}{\det(\Lambda)}.
\]

In the opposite case, \( C \) obviously contributes at most two primitive points to \( S_F(\Lambda, B, P) \), so collecting the contributions from all the sets \( C \) gives the asserted bound. \( \square \)

4 | RATIONAL POINTS CLOSE TO CURVES

We restate the case \( n = 3 \) of Theorem 2.1 in a slightly different form.

**Corollary 4.1.** There is a positive integer \( D \), depending only on \( \gamma \) and \( \varepsilon \), a positive integer \( M \) satisfying

\[
B^{9/4(k-\gamma)} \ll_{F,\gamma,\varepsilon} M \ll_{F,\gamma,\varepsilon} B^{9/4(k-\gamma)+\varepsilon},
\]

(25)
a collection of points \((r_1, s_1), \ldots, (r_M, s_M) \in [-1, 1]^2\), and a collection of \( M' \ll M \) irreducible forms \( A_1, \ldots, A_{M'} \in \mathbb{Z}[x, y, z] \) of degree at most \( D \), such that the following holds. For each primitive solution to (1) with (2), there is some \( 1 \leq i \leq M \) for which

\[
0 \leq \frac{x - r_i}{z} \leq M^{-1}, \quad 0 \leq \frac{y - s_i}{z} \leq M^{-1} \quad \text{and} \quad A_i(x, y, z) = 0.
\]

(26)

Moreover, the coefficients of \( A_i \) may be chosen as coprime integers of size bounded by \( B^c \) for some constant \( c \). The points \((r_i, s_i)\) can be chosen as

\[
(r_i, s_i) = \left( \frac{u_i}{M'}, \frac{w_i}{M} \right)
\]

(27)

for suitable integers \( u_i, w_i \).

Here we have retained the connection between each auxiliary form and its corresponding patch, which is obvious from the proof of Theorem 2.1. Furthermore, we now assume our auxiliary forms to be irreducible simply by considering the irreducible factors of the original forms, at the cost of multiplying \( M \) by a constant. The bound on the coefficients of the \( A_i \) is still valid by Gelfond’s lemma [2, Lemma 1.6.11]. The last statement of the corollary is obvious.

We shall now go into the details of translating between solutions to the inequality (11) and rational points close to the affine curve defined by \( g(x, y) = 0 \), where \( g(x, y) = F(x, y, 1) \). Let us first record a number of useful results. The first one is a sublevel set estimate for functions in one variable that appears in more general form in [5, Prop. 2.1].
Lemma 4.2. Let $I \subset \mathbb{R}$ be an open interval and let $h \in C^k(I)$ for some $k \geq 1$. If $|h^{(k)}(x)| \geq C > 0$ for all $x \in I$, then

$$|[x \in I : |h(x)| \geq \delta]| \leq 2e ((k + 1)!)^{1/k} \left(\frac{\delta}{C}\right)^{1/k}.$$  

The next few lemmas concern algebraic functions in one variable.

Lemma 4.3. Let $g(x, y) \in \mathbb{R}[x, y]$ be an absolutely irreducible polynomial of degree $k \geq 2$. There is a subdivision of the unit square $[-1,1]^2$ into $O_k(1)$ smaller squares $S$ such that the following holds:

For each square $S$, the intersection of the curve $g(x, y) = 0$ with $S$ is the graph $y = f(x)$ or $x = f(y)$ of a function $f \in C^\infty(I)$, where $I$ denotes the projection of $S$ onto the $x$- or $y$-axis, accordingly. The function $f$ satisfies

$$\max\{|f(x)|, |f'(x)|\} \leq 1 \quad \text{for all } x \in I.$$  

(28)

If $g$ is non-singular, then for each $\ell \geq 2$, we also have that

$$|f^{(\ell)}(x)| \leq A_\ell \quad \text{for all } x \in I,$$  

(29)

where $A_\ell$ is a constant depending only on $g$ and $\ell$.

Proof. To achieve (28), it is enough to subdivide by drawing horizontal and vertical lines through all the at most $O_k(1)$ points $(x, y)$ lying on the curve $g(x, y) = 0$ where either $g_x = 0$, $g_y = 0$ or $g_x = \pm g_y$ (with $g_x := \partial g/\partial x$ and $g_y := \partial g/\partial y$) and choosing the appropriate projection onto a coordinate axis for each resulting arc of the curve.

Having done so, assume that we are in the case $y = f(x), x \in I$, and that $g$ is non-singular. It follows by repeated implicit differentiation that

$$f'(x) = -\frac{g_x(x, y)}{g_y(x, y)}$$

and in general

$$f^{(\ell)}(x) = \frac{P_\ell(x, y)}{g_y(x, y)^{2\ell-1}}$$

for some polynomial $P_\ell$ of degree less than $2k\ell$. By (28), we have

$$|g_y(x, f(x))| \geq \min_{(x, y) \in [-1,1]^2} \max\{|g_x(x, y)|, |g_y(x, y)|\} =: c_g,$$

for $x \in I$, where $c_g > 0$ since $g$ is assumed to be non-singular. Furthermore, $|P_\ell(x, y)|$ is clearly bounded from above by some constant $C_{g,\ell}$ for all $(x, y) \in [-1,1]^2$, so we obtain (29) with $A_\ell = C_{g,\ell}/c_g^{2\ell-1}$.

Lemma 4.4. Let $g(x, y) \in \mathbb{R}[x, y]$ be an absolutely irreducible polynomial of degree $d \geq 2$, let $I \subset \mathbb{R}$ be an interval and suppose that $h \in C^\infty(I)$ satisfies $g(x, h(x)) = 0$ on $I$. Then, for every $a \in I$, there
is some \(1 \leq e \leq d\) for which
\[ h^{(e)}(a) \neq 0. \]

**Proof.** By repeated implicit differentiation of the identity \(g(x, h) = 0\), one sees that
\[
\frac{\partial^\ell g}{\partial x^\ell} + \sum_{1 \leq \alpha_1 + \cdots + \alpha_\ell \leq \ell} C_\alpha(x, h)(h')(\alpha_1 \cdots (h^{(\ell)}))^\alpha = 0,
\]
for any \(\ell \geq 1\) and suitable polynomials \(C_\alpha(x, y)\). If we would have \(h'(a) = \cdots = h^{(d)}(a) = 0\), then the above identity applied for \(\ell = d\) would imply that
\[ \frac{\partial^d g}{\partial x^d}(a) = 0. \]
However, \(\frac{\partial^d g}{\partial x^d}\) is a non-zero constant polynomial by the irreducibility assumption, yielding a contradiction. \(\square\)

We import the following lemma from Bombieri and Pila [3, Lemma 6]:

**Lemma 4.5.** Let \(g(x, y) \in \mathbb{R}[x, y]\) be an absolutely irreducible polynomial of degree \(d \geq 2\), let \(I \subset \mathbb{R}\) be an interval and suppose that \(f \in C^\infty(I)\) satisfies \(g(x, f(x)) = 0\) on \(I\). Let \(C_\ell\) be positive real numbers for \(\ell = 1, \ldots, K\). Then we can divide \(I\) into at most \(2d^2K^2\) subintervals \(I_\nu\), such that for each \(\ell = 1, \ldots, K\), one of the following holds:
\[
|f^{(\ell)}(x)| \leq C_\ell \quad \text{for all } x \in I_\nu, \quad (30)
\]
\[
|f^{(\ell)}(x)| \geq C_\ell \quad \text{for all } x \in I_\nu. \quad (31)
\]

In the situation under consideration, where \(g(x, y) = F(x, y, 1)\) for the non-singular (and hence absolutely irreducible) form \(F\), an application of Lemma 2.2 with \(M = O(1)\) allows us to adapt the subdivision in Lemma 4.3 so that the following holds:

If the square \(S \subseteq [-1, 1]^2\) contains a solution \((x/z, y/z)\) to (1) and (2), then one has
\[
\partial_i F(x, y, 1) \gg 1 \quad (32)
\]
throughout \(S\), where \(i = 2\) if \(g(x, f(x)) = 0\) and \(i = 1\) if the other alternative \(g(f(y), y) = 0\) holds.

Without loss of generality, we restrict our attention to the first case \(g(x, f(x)) = 0\) from now on. We note that any solution to (1) and (2) with \((x/z, y/z) \in S\) satisfies
\[
\left| \frac{y}{z} - f\left(\frac{x}{z}\right) \right| \ll B^{r-k},
\]
assuming that \(g(x, f(x)) = 0\) in \(S\), with the obvious modification if the other alternative \(g(f(y), y) = 0\) holds. Indeed, put \((r, s) = (x/z, y/z)\) for short and observe that
\[
B^{r-k} \gg |F(r, s, 1)| = |g(r, s)| = |g(r, s) - g(r, f(r))| = |\partial_2 F(r, s, 1)||s - f(r)|,
\]
so the claim follows from (32).
Given an interval $I$ as in Lemma 4.3, our aim is now to count rational points $(x, y) = (a/q, b/q)$, with $x \in I$ and $B/2 \leq q \leq B$, satisfying

$$\left| \frac{b}{q} - f\left(\frac{a}{q}\right) \right| \leq \frac{1}{B^\epsilon}. \quad (33)$$

Recall that $\tau$ was defined in (5). Denote the number of such rational points, excluding those lying on the tangent lines $T_i$, by

$$N_I = N_{f, \tau, I}(B). \quad (34)$$

### 4.1 Contribution from lines

We begin by treating the contribution from forms $A_i$ of degree 1 in Corollary 4.1. Recall that for each form $A_i$, only points satisfying

$$r_i \leq x < r_i + M^{-1} \quad (35)$$

need to be taken into account, where $M$ is as in (25).

We will use estimates from Huxley [11], where we take

$$\delta = B^{1-\tau},$$

as implied by (33). In Huxley’s notation, we further take $M = T = \Delta = 1$ and $Q = B$. The estimate (1.4) in [11, Theorem 1] then states that if

$$1/C \leq |f''(x)| \leq C \quad (36)$$

on the interval $I$, then

$$N_I \ll C \delta^{1/2} B^2 + C^{1/3} B, \quad (37)$$

in the notation introduced above. A careful analysis of the arguments yields that if (36) is replaced by a more precise assumption

$$C_1 \leq |f''(x)| \leq C_2 \quad (38)$$

for some constants $C_1 \leq C_2$, then the following version of (37) holds:

$$N_I \ll \left( \frac{1}{C_1} + \sqrt{\frac{C_2}{C_1}} \right) \delta^{1/2} B^2 + \frac{1}{C_1^{1/3}} B. \quad (39)$$

**Remark 4.6.** Note that if the rational points $(x_i, y_i)$ counted by $N_I$ are ordered by increasing $x$-coordinate $x_1 < x_2 < \cdots$, then the first term in (39) corresponds to points lying on ‘major sides’, that is, line segments containing three or more consecutive points $(x_i, y_i)$, whereas the second term counts the remaining points, lying on ‘minor sides’.
Thus, we wish to count rational points satisfying (33) and in addition lying on a fixed rational line

$$\ell x + my + n = 0,$$

where $\ell, m, n$ are integers with $(\ell, m, n) = 1$. We may assume that $I$ is contained in the interval (35). By a subdivision as in Lemma 4.5, we may further suppose that either

$$|f''(x)| \leq 1/C \text{ for all } x \in I \tag{41}$$

or

$$|f''(x)| \geq 1/C \text{ for all } x \in I, \tag{42}$$

for some constant $C > 0$ to be chosen at a later stage.

There is no loss of generality in assuming that $m \geq 0$ in (40), and, in fact, we must then have

$$m > 0,$$

by our assumption that $\gamma < k - 2$. If we enumerate the rational points

$$(x_i, y_i) = \left( \frac{a_i}{q_i}, \frac{b_i}{q_i} \right)$$

satisfying these conditions as $(x_1, y_1), \ldots, (x_R, y_R)$, where $x_1 < x_2 < \cdots < x_R$, then by [11, Lemma 5], we have

$$x_{i+1} - x_i \geq \frac{m}{q_i q_{i+1}}, \tag{43}$$

so that

$$R \ll 1 + \frac{B^2 \lambda}{m}, \tag{44}$$

where $\lambda := x_R - x_1$.

Firstly we consider an interval $I$ where (41) holds. By taking $C$ greater than some constant $C_0$ depending only on $F$, we may assume that each interval of this type contains exactly one point $\alpha$ such that $f''(\alpha) = 0$. By Lemma 4.4, we have $f^{(d)}(\alpha) \neq 0$ for some $3 \leq d \leq k$. Suppose that $d = d_I$ is the minimal such choice, so that $f^{(j)}(\alpha) = 0$ for $2 \leq j \leq d - 1$. Clearly, we have $d \leq \nu_F$ for the quantity $\nu_F$ defined in the introduction. We now have the following result, where we recall that the quantity $N_I$ was defined in (34).

**Lemma 4.7.** Consider an interval $I$ where (41) holds. Under the assumption (3), the contribution from each line (40) to $N_I$ is

$$\ll 1 + B^{2+\epsilon} C^{-2} + B^{2+\epsilon-\tau/2} M^{-1/2}.$$

More generally, the contribution is

$$\ll 1 + B^{2+\epsilon} L^{(d+1)/2} + B^{2+\epsilon-\tau/2} L^{1/2},$$
with $d = d_i$ as defined above, where

$$L \ll \min\{C^{-1/(d-2)},M^{-1}\}.$$  

**Proof.** With $\alpha$ as above, let $\beta = f(\alpha)$ and $\kappa = f'(\alpha)$. Note that $\alpha, \beta, \kappa$ are algebraic numbers. Since there are only finitely many choices for $\alpha$, corresponding to the finitely many inflection points of the algebraic curve, we may, in fact, bound $f^{(d)}(\alpha)$ from above and below by constants depending only on the form $F$.

By (35), (41) and Lemma 4.2, we have

$$|I| \ll L := \min\{C^{-1/(d-2)},M^{-1}\}.$$  

For $i = 1, R$, we may now write

$$y_i = f(x_i) + O(B^{-\tau})$$

$$= \beta + \kappa(x_i - \alpha) + O(|x_i - \alpha|^d) + O(B^{-\tau}).$$

Using the bound $|x_i - \alpha| \ll L$, this means that the slope of the line (40) satisfies

$$-\frac{\ell}{m} - \kappa = \frac{y_R - y_1 - \kappa(x_R - x_1)}{x_R - x_1} \ll \frac{L^d + B^{-\tau}}{\lambda},$$

where as before $\lambda = x_R - x_1 > 0$. On the other hand, if $\kappa$ is irrational, then by Roth’s theorem [13, Thm V.2A], we also have

$$\left| \frac{\ell}{m} + \kappa \right| \gg \varepsilon m^{-2-\varepsilon}$$

for any $\varepsilon > 0$. The same bound also holds if $\kappa$ is rational, but $\kappa \neq -\ell/m$. Inserting this bound into (45), we get

$$\frac{\lambda}{m} \ll m^{1+\varepsilon}(L^d + B^{-\tau}).$$

Taking the alternative bound $\lambda \ll L$ into account, we thus have

$$\frac{\lambda}{m} \ll B^\varepsilon \min\left\{ \frac{L}{m}, mL^d + mB^{-\tau} \right\}$$

$$\ll B^\varepsilon \left( L^{(d+1)/2} + B^{-\tau/2}L^{1/2} \right).$$

Inserting this into (44) gives

$$R \ll 1 + B^{2+\varepsilon} \left( L^{(d+1)/2} + B^{-\tau/2}L^{1/2} \right)$$

$$\ll 1 + B^{2+\varepsilon} L^{(d+1)/2} + B^{2+\varepsilon - \tau/2}L^{1/2}.$$

(46)

We now consider the case where $\kappa$ is rational and $\kappa = -\ell/m$. But in this case, we have

$$-\frac{n}{m} - \frac{\ell}{m} x_1 = y_1 = \beta - \frac{\ell}{m} (x_1 - \alpha) + O(|x_1 - \alpha|^d) + O(B^{-\tau}).$$
So, either the line (40) coincides with the tangent line at \((\alpha, f(\alpha))\), in which case it is excluded from consideration, or we may again use Roth’s theorem to conclude that

\[
m^{-2-\varepsilon} \ll \left| \frac{n}{m} + (\beta - \frac{\ell}{m} \alpha) \right| \ll L^d + B^{-\tau}.
\]

This gives

\[
\frac{\lambda}{m} \ll \lambda m \varepsilon (L^d + B^{-\tau}),
\]

so the resulting bound for \(R\) in this case is subsumed in the bound (46).

The assumption (3) means that \(d = 3\) in the above considerations. Thus, we have \(L \leq C^{-1}\) and (46) implies

\[
R \ll 1 + B^{2+\varepsilon} C^{-2} + B^{2+\varepsilon-\tau/2} M^{-1/2}.
\]

Suppose next that the alternative (42) holds. By Lemma 4.3, we still have \(|f''(x)| \ll F_1\) on \(I\), so we can divide \(I\) further into \(O(\log C)\) subintervals, on each of which \(f''\) satisfies the bound

\[
\frac{1}{D} \leq |f''(x)| \leq \frac{2}{D}
\]

for some \(1 \ll D \leq C\).

Since each minor side, in the notation of Remark 4.6, contributes only \(O(1)\) points to \(N_I\). Since at most \(M\) lines are considered in total, the overall contribution from minor sides is \(O(M)\). Thus, we may focus on the contribution from major sides. To estimate this, we shall use the duality in [11, Section 3]. Let \(h(y)\) be the inverse function of \(f'(x)\) on the interval \(I\). Put

\[
g(y) = y h(y) - f(h(y))
\]

so that \(g'(y) = h(y)\) and

\[
g''(y) = h'(y) = \frac{1}{f'''(h(y))}.
\]

Let \(L\) be a rational line as in (40). The set of points such that \((x, y) \in L\) and

\[
|y - f(x)| \leq \frac{\delta}{B}
\]

consists of at most two disjoint line segments, as observed in [11, Lemma 11]. In fact, a careful inspection of the proof of [11, Lemma 11] gives the following.

**Lemma 4.8.** Let \(I\) be an interval on which \(f\) satisfies (47). Let \(J \subseteq I\) be an interval such that (48) holds for all \((x, y) \in L\) with \(x \in J\). Suppose that there exist two rational points \((x_i, y_i) = (a_i/q_i, b_i/q_i), i = 1, 2,\) such that \((x_i, y_i) \in L\) and \(x_i \in J\). If

\[
\lambda := x_2 - x_1 > 0,
\]

then there exists \(\xi \in J\) with

\[
\left| \frac{\ell}{m} + f'(\xi) \right| \leq \frac{2\delta}{\lambda B},
\]

for some \(1 \ll D \leq C\).
and we have

\[
\left| g\left(-\frac{\ell}{m}\right) - \frac{n}{m}\right| \leq \frac{\delta}{B} + \frac{4D\delta^2}{\lambda^2 B^2},
\]

(50)

where \( D \) is the quantity introduced in (47).

Each line \( \mathcal{L} \) corresponding to a major side of length \( \lambda \) corresponds, by Lemma 4.8, to a rational point \((x, y) = (\ell/m, n/m)\) close to the dual curve \( y = g(x) \), the distance being a decreasing function of \( \lambda \). We shall count those rational points using the bound (39) above. Firstly we observe that \( x = \ell/m \) belongs to an interval of length \( O(1) \). Indeed, by (49), \( \ell/m \) lies within a distance \( 2\delta/(\lambda B) \) of a value of \( f'(x) \), which, in turn, takes values in an interval of length \( O(1) \). But

\[
\frac{\delta}{\lambda B} \ll \frac{B^{-\tau}}{\lambda} \ll B^{2-\tau} \ll 1,
\]

since we always have \( \lambda \gg B^{-2} \). (Our assumption that \( \tau \geq 2 \) simplifies our treatment compared to Huxley’s, where the scaling factor \( M \) comes into play.)

Let us count major sides in the range

\[
\Lambda \leq \lambda < 2\Lambda, \quad B' \leq m < 2B'.
\]

(51)

We only need to consider values

\[
B^{-2} \ll \Lambda \ll \mu : = \sqrt{\frac{D\delta}{B}}.
\]

(52)

The upper bound is provided by [11, Lemma 6]. Indeed, if \( R \) denotes the total number of points on the major side, then we may divide it into two halves, each of which has at least \((R + 1)/2\) points, and the shorter of which has length at most \( \mu \) by [11, Lemma 6]. The contribution to \( N_I \) from each major side will be

\[
\ll \frac{B^2\Lambda}{B'}
\]

by (43), so we may assume that \( B' \ll \Lambda B^2 \). Let \( \delta' \) be given by

\[
\frac{\delta'}{B'} = \frac{\delta}{B} + \frac{4D\delta^2}{\lambda^2 B^2},
\]

where the right-hand side comes from (50). By the upper bound (52), we, in fact, have

\[
\frac{\delta'}{B'} \leq \frac{D\delta^2}{\Lambda^2 B^2}.
\]

(53)

Since \( D/2 \leq |g''(x)| \leq D \), the bound (39) implies that we have

\[
\ll \delta'^{1/2}B'^2 + B'
\]

choices for \( \ell, m, n \). At this point, we remind ourselves that we are only seeking to estimate the contribution \( N_{I,1} \), say, to \( N_I \) from those at most \( O(M) \) lines that arose in the application of
Corollary 4.1. The total contribution to \( N_{I,1} \) from major sides in the range (51) is therefore

\[
\ll \frac{\Lambda B^2}{B'} \min \left\{ M, \left( \delta'^{1/2} B'^{1/2} + B' \right) \right\}
\]

\[
\ll \Lambda B^2 \left( \frac{\Lambda B^2}{B'} \right)^{1/2} \min \left\{ M, \left( \frac{\delta'}{B'} \right)^{1/2} B'^{5/2} \right\}
\]

\[
\ll \Lambda B^2 + \Lambda B^2 M^{3/5} \left( \frac{\delta'}{B'} \right)^{1/5} B'^{5/2}.
\]

Inserting (53), we note that \( \Lambda \) occurs to a positive power in the resulting expression, whereas \( B' \) does not occur at all. Summing over dyadic ranges for \( B' \ll \Lambda B^2 \), and then, \( \Lambda \ll \max\{B^{-2}, \sqrt{D\delta/B}\} \) thus results in a bound

\[
\ll 1 + D^{1/2} B^{2-\tau/2+\varepsilon} + D^{1/2} M^{3/5} B^{2-7\tau/10+\varepsilon}
\]

for the contribution to \( N_{I,1} \) from all major sides. Taking minor sides into account, we get

\[
N_{I,1} \ll M + D^{1/2} B^{2-\tau/2+\varepsilon} + D^{1/2} M^{3/5} B^{2-7\tau/10+\varepsilon}.
\]

The presence of the first term \( M \) shows that no loss occurred through the interpolation step above. Summing this over the dyadic intervals (38) (assuming \( C = B^{O(1)} \)), we arrive at the following bound.

**Lemma 4.9.** For an interval where (42) holds, we have

\[
N_{I,1} \ll B^{9/(4\tau)+\varepsilon} + C^{1/2} B^{2-\tau/2+\varepsilon} + C^{1/2} B^{2+27/(20\tau)-7\tau/10+\varepsilon}.
\]

The corresponding bound for an interval \( I' \) of type (41), as provided by Lemma 4.7, is

\[
N_{I',1} \ll M + MB^{2+\varepsilon} C^{-2} + M^{1/2} B^{2-\tau/2+\varepsilon}.
\] (54)

under the assumption (3). We balance these two bounds by choosing

\[
C = \min\{M^{2/5} B^{\tau/5}, M^{4/25} B^{7\tau/25}\}.
\]

The third term in (54) is then rendered negligible. Let us denote the total contribution to \( N^{(1)}(F, B) \) from linear auxiliary forms \( A_i \) by \( N^{(1)} \). Recalling that the number of intervals \( I \) under consideration is at most \( O_k(1) \), the above elaborations result in the bound

\[
N^{(1)} \ll M + B^{2+\varepsilon} (M^{1/5} B^{-2\tau/5} + M^{17/25} B^{-14\tau/25})
\]

\[
\ll B^{9/(4\tau)+\varepsilon} + B^{2+9/(20\tau)-2\tau/5+\varepsilon} + B^{2+153/(100\tau)-14\tau/25+\varepsilon}.
\] (55)
We note that the bound in (55) is

\[ o(B) \quad \text{for} \quad \tau \geq 2.89 \ldots , \]
\[ o(B^{1/2}) \quad \text{for} \quad \tau \geq 4.5, \]
\[ O(B^{9/(4\tau+\varepsilon)}) \quad \text{for} \quad \tau \geq 3.83 \ldots . \]

In the general case, Lemma 4.7 gives

\[ N_{I,1} \ll M + MB^{2+\varepsilon}C^{-\frac{d+1}{2(d-2)}} + M^{1/2}B^{2-\tau/2+\varepsilon}. \]  

(56)

Since

\[ \frac{d + 1}{2(d-2)} = \frac{1}{2} + \frac{3}{2(d-2)} \]

is decreasing in \( d \), we may replace \( d \) by \( v_F \) in the above estimate. We simplify the optimisation in this case by concentrating on the middle term in Lemma 4.9, which dominates the third one as soon as \( \tau \) is at least \( \frac{3\sqrt{2}}{2} \approx 2.6 \). Thus, we put

\[ C = (MB^{\tau/2})^{\frac{2(v-2)}{3v-1}}. \]

This gives

\[ N^{(1)} \ll M^{1+\varepsilon} + M^{\frac{v-2}{2v-1}B^{2+\varepsilon-\frac{\tau}{2} + \frac{\tau(v-2)}{2(2v-3)}}} + M^{\frac{3}{5} + \frac{v-2}{2v-1}B^{2+\varepsilon-\frac{\tau}{10} + \frac{\tau(v-2)}{2(2v-3)}}}. \]

(57)

(Clearly, the third term in (56) will give a negligible contribution this time as well.) Noting that the quantity on the right-hand side of (57) is increasing in \( v \) for the relevant range of \( v \), we may take the limit as \( v \to \infty \) to obtain the worst-case bound

\[ N^{(1)} \ll M^{1+\varepsilon} + M^{1/2}B^{2-\tau/4+\varepsilon} + M^{11/10}B^{2-9\tau/20+\varepsilon}. \]

(58)

We may improve the bound in the general case as follows. Using the fact that

\[ L = \min\{C^{-1/(d-2)}, M^{-1}\} \leq (C^{-1/(d-2)})^{(1-\alpha)}(M^{-1})^{\alpha} \]

for any \( \alpha \in [0,1] \), we pick \( \alpha = 2/(d+1) \), which allows us to replace the middle term in (56) by

\[ MB^{2+\varepsilon}L^{(d+1)/2} \leq B^{2+\varepsilon}C^{-\frac{d-1}{2(d-2)}} \leq B^{2+\varepsilon}C^{-\frac{v-1}{2v-2}}. \]

Putting

\[ C = B^{\frac{\tau(v-2)}{2v-3}}, \]

we arrive at the bound

\[ N^{(1)} \ll M^{1+\varepsilon} + B^{2+\varepsilon-\frac{\tau}{2} + \frac{\tau(v-2)}{2(2v-3)}} + M^{\frac{3}{5} + \frac{v-2}{2v-3}B^{2+\varepsilon-\frac{\tau}{10} + \frac{\tau(v-2)}{2(2v-3)}}}. \]

(59)
Letting \( \nu \to \infty \) gives the improved worst-case bound

\[
N(1) \ll M^{1+\epsilon} + B^{2-\tau/4+\epsilon} + M^{3/5} B^{2-9\tau/20+\epsilon}.
\]

(60)

The bound in (60) is \( O(B) \) as soon as \( \tau > 4 \).

### 4.2 Contribution from conics

We now treat the contribution to the counting function \( N_\gamma(F, B) \) coming from forms \( A_i \) from Corollary 4.1 of degree 2 or more. By a standard argument as in [7, Cor. 1], we may assume that \( A_i \) is absolutely irreducible.

Suppose that \( \deg A_i = 2 \), so that \( Q(x, y, z) = A_i(x, y, z) \) is an absolutely irreducible, and hence non-singular, quadratic form. Suppose to begin with that \( Q \) is not (proportional to) one of the exceptional quadratic forms defining the finitely many osculating conics \( O_j \) at sextactic points, introduced in §1. We shall use the familiar parameterisation of the conic \( Q = 0 \) by quadratic forms, for which we use [14] as a reference. We may clearly assume that \( Q \) has some primitive integral zero \( \xi \) in the box \([-B, B]^3\). There is then, as in [14, §6], a matrix \( \mathcal{M} \in SL_3(\mathbb{Z}) \) with coefficients of size \( O(B) \) such that the quadratic form \( Q'(\mathbf{x}) := Q(\mathcal{M}\mathbf{x}) \) has a zero at \((0,1,0)\). Combining this with the parameterisation of such quadratic forms expounded in [14, §2,3], one obtains binary quadratic forms \( g_1, g_2, g_3 \) with integer coefficients such that each zero \((x, y, z) \in \mathbb{Z}^3_{\text{prim}} \) other than \( \xi \) satisfies

\[
(x, y, z) = \pm \left( \frac{g_1(s, t)}{\eta}, \frac{g_2(s, t)}{\eta}, \frac{g_3(s, t)}{\eta} \right)
\]

(61)

for some \((s, t) \in \mathbb{Z}^2_{\text{prim}}\), where

\[
\eta = \eta(s, t) = \gcd(g_1(s, t), g_2(s, t), g_3(s, t)).
\]

Furthermore, by [14, Lemma 2.2], any natural number \( \eta \) occurring as denominator has to be among the divisors of the discriminant of \( Q' \).

**Definition.** Given such an \( \eta \), let \( S_\eta \) be the set of pairs \((s, t) \in \mathbb{Z}^2_{\text{prim}} \) satisfying

\[
\eta|\gcd(g_1(s, t), g_2(s, t), g_3(s, t)).
\]

One then sees that for each \( \eta \) occurring in (61), \( S_\eta \) is contained in one of the lattices

\[
\Lambda_{\eta,(s_0, t_0)} := \{ (s, t) \in \mathbb{Z}^2 : (s, t) \equiv (\lambda s_0, \lambda t_0) \pmod{\eta} \text{ for some } \lambda \in \mathbb{Z} \},
\]

for \((s_0, t_0)\) ranging over at most \( 4^{\omega(\eta)} = O(B^2) \) pairs in \( \mathbb{Z}^2_{\text{prim}} \), where \( \omega(\cdot) \) denotes the number of distinct prime factors. Let us verify this for \( \eta = p^\alpha \), from which the general case follows by the Chinese remainder theorem. Clearly, we can assume that at least one of the binary quadratic forms \( g_i \) does not vanish identically \( \pmod{p} \). There are then two cases to consider. If \( g_i(s, t) \) is proportional to the form \( st \pmod{p^\alpha} \), then clearly \( S_{p^\alpha} \) is contained in the union of \( \Lambda_{p^\alpha,(0,1)} \) and \( \Lambda_{p^\alpha,(1,0)} \). If \( g_i \) does not have this form — say without loss of generality that the coefficient of \( s^2 \) is not divisible by \( p^\alpha \) — then the elementary theory of quadratic congruences shows that the
congruence \( g(u, 1) \equiv 0 \pmod{p^\alpha} \) can have at most four solutions \( u \in \mathbb{Z}/p^\alpha \mathbb{Z} \). In this case, any \((s, t) \in S_{p^\alpha}\) has both coordinates indivisible by \( p \), so it follows that \( S_{p^\alpha} \) is contained in the union of the corresponding at most four lattices \( \Lambda_{p^\alpha, (u, 1)} \).

It is also not hard to compute the determinant of \( \Lambda_\eta = \Lambda_\eta (s_0, t_0) \) for any pair \((s_0, t_0)\): we have
\[
\det(\Lambda_\eta) = \eta. \tag{62}
\]
Indeed, the lattice \( \eta \mathbb{Z}^2 \) is contained in \( \Lambda_\eta \) and \([\Lambda_\eta : \eta \mathbb{Z}^2] = \eta \), so we have
\[
\det \Lambda_\eta = [\mathbb{Z}^2 : \Lambda_\eta] = \frac{[\mathbb{Z}^2 : \eta \mathbb{Z}^2]}{[\eta \mathbb{Z}^2 : \Lambda_\eta]} = \eta^2 = \eta.
\]

It is now time to invoke our results from §3 on binary forms. To this end, consider the binary form
\[
G(s, t) = F(g_1(s, t), g_2(s, t), g_3(s, t))
\]
of degree \( 2k \). The discussion above shows that in order for a point \((s, t) \in \mathbb{Z}_\text{prim}^2 \) to contribute to \( N_\gamma(F, B) \), it has to lie in one of \( O(B^\gamma) \) lattices \( \Lambda_\eta \) of determinant \( \eta \), and at the same time satisfy
\[
|G(s, t)| \leq \eta^k B^\gamma.
\]
Furthermore, by [14, Lemma 4.1] and the fact that the coefficients of \( Q \) are polynomially bounded in \( B \), we must at least have \(|s|, |t| \leq B^\kappa \) for some constant \( \kappa \). In the notation of §3, we then have to estimate the quantity \( N_G(\Lambda_\eta, B^\kappa, \eta^k B^\gamma) \). Let us assume for simplicity that \( k \geq 5 \). Since we have excluded the possibility that \( Q \) is among the exceptional quadratic forms, we then have
\[
a(G) \leq 5 \leq \frac{2k}{2}
\]
in the notation of §3. Proposition 3.1 then provides the bound
\[
N_G(\Lambda_\eta, B^\kappa, \eta^k B^\gamma) \ll \left( \frac{\eta B^{\gamma/k}}{\eta} + 1 \right) \log B \ll B^{\gamma/k + \varepsilon} = B^{1-\tau/k + \varepsilon}.
\]
Summing the contributions from all lattices \( \Lambda \), we see that the total contribution to \( N_\gamma(F, B) \) from non-exceptional quadratic auxiliary forms is
\[
O(B^{\gamma/(4\tau) + 1 - \tau/k + \varepsilon}).
\]

### 4.2.1 Contribution from osculating conics

Next, we treat the contribution from one of the exceptional conics \( O_j \). Let \( Q(x, y, z) \in \mathbb{Z}[x, y, z] \) be an irreducible quadratic form, and let \( q(x, y) = Q(x, y, 1) \). We may restrict our attention to an interval \( I \) as in Lemma 4.3, where \( q(x, f(x)) = 0 \). By a further subdivision of \( I \), we may further restrict to an arc of the conic \( q(x, y) = 0 \) given by \( y = w(x) \) for a function \( w \in C(I) \). Here, \( w \) is infinitely differentiable in the interior of \( I \), but may have a vertical tangent at either of the endpoints. Let us define the function
\[
h(x) = w(x) - f(x),
\]
which is algebraic of some degree $2 \leq d \leq 2k$ and $C^\infty$ in the interior of $I$ (not to be confused with the function $h(y)$ used to define the dual curve before Lemma 4.8). Let

$$c := \inf_{x \in I} \max_{1 \leq \ell \leq d} |h^{(\ell)}(x)|.$$

The constant $c$ is well defined by Lemma 4.4, and we have $c > c_0 > 0$ for some constant $c_0$ depending only on $F$. (Here we are using the fact that $Q$ belongs to a finite list of quadratic forms depending on the form $F$.)

For some fixed $\delta \ll B^{-\epsilon}$, we can divide the interval $I$ into $O(k)$ subintervals where either one of the two inequalities

$$|h(x)| \leq \delta \quad \text{or} \quad |h(x)| \geq \delta \quad (63)$$

holds identically. Letting $J$ be one of those subintervals where the first alternative in (63) holds, our aim is now to estimate the length of $J$. We make a subdivision of $J$ into at most $8k^4$ intervals $J_{\nu}$ according to Lemma 4.5, where we take $C_{\ell} = c/2$ for all $1 \leq \ell \leq d$.

Suppose first that the alternative (30) holds on $J_{\nu}$ for $\ell = 1$. By Lemma 4.4 and the definition of $c$, the other alternative (31) must then hold for some $2 \leq \ell \leq 2k$. Let us take this $\ell$ to be minimal. By Lemma 4.2, it then follows that

$$|J_{\nu}| \ll \delta^{1/\ell}.$$  

We may certainly assume that the arc of the conic corresponding to $J_{\nu}$ contains a rational point $(\alpha, \beta) \in \mathbb{Q}^2$. Suppose first that $\ell \geq 3$. The bound (30) on $h''$ then implies that

$$|h(x) - (h(\alpha) + h'(\alpha)(x - \alpha))| \ll (x - \alpha)^2.$$  

Similarly, the bound on $f''$ from Lemma 4.3 implies that

$$|f(x) - (f(\alpha) + f'(\alpha)(x - \alpha))| \ll (x - \alpha)^2.$$  

These two bounds imply that

$$|w(x) - (\beta + \zeta(x - \alpha))| \ll (x - \alpha)^2 \ll \delta^{2/\ell},$$

for all $x \in J_{\nu}$, where $\zeta := h'(\alpha)$. If instead $\ell = 2$, then we have

$$|x - \alpha| \ll \delta^{1/2} \quad \text{and} \quad |h(x) - h(\alpha)| \ll \delta^{1/2},$$

implying that

$$|w(x) - \beta| \ll \delta^{1/2}.$$  

Finally, suppose that (31) holds for $\ell = 1$. Then Lemma 4.2 implies that $|J_{\nu}| \leq 24\delta/c$, which, in turn, gives

$$|w(x) - \beta| \leq |f(x) - f(\alpha)| + |h(x) - h(\alpha)| \leq |x - \alpha| + 2\delta \leq \left(24 + \frac{2}{c}\right)\delta.$$
To sum up, the rational points that lie on the conic \( q(x, y) = 0 \) and at the same time contribute to \( N_\gamma(F, B) \) all lie in one of at most \( O_k(1) \) parallelograms, each defined by conditions

\[
|x - \alpha| \leq B_1, \quad |y - \beta - \zeta(x - \alpha)| \leq B_2,
\]

where either \( B_1, B_2 \ll B^{-\tau/2} \) or

\[
B_1 \ll B^{-\tau/\ell}, \quad B_2 \ll B^{-2\tau/\ell}
\]

for some \( 3 \leq \ell \leq 2k \). Switching to the projective viewpoint, we require an estimate for the quantity

\[
N(Q, (B_1, B_2, B), (\alpha, \beta, \zeta))
\]

say, where for a homogeneous polynomial \( H \in \mathbb{Z}[x, y, z] \) and constants \( B_1, B_2, B_3, \alpha_1, \alpha_2, \alpha_3 \), we define \( N(Q, B, \alpha) \) to be the number of primitive integer tuples \((x, y, z)\) satisfying

\[
H(x, y, z) = 0, \quad |x - \alpha_1 z| \leq B_1, \quad |y - (\alpha_2 - \alpha_3 \alpha_1)z - \alpha_3 x| \leq B_2, \quad |z| \leq B_3.
\]

To this end, we need the following generalisation of [4, Thm 4.8] from boxes to certain parallelepipeds.

**Lemma 4.10.** If \( H \) is a non-singular form of degree \( d \geq 2 \), then for any \( \alpha_i \in \mathbb{R} \) and any \( B_i \geq 1 \), we have

\[
N(H, B, \alpha) \ll_d (B_1 B_2 B_3)^{1/3}.
\]

**Proof.** In adapting the proof of [4, Thm 4.8] to this setting, one needs only to observe that the linear transformation

\[
(x, y, z) \mapsto (x - \alpha_1 z, y - (\alpha_2 - \alpha_3 \alpha_1)z - \alpha_3 x, z)
\]

has determinant 1.

Among the possible bounds for \( B_1, B_2 \) above, it is clear that the worst case occurs when \( B_1 \approx B^{-\tau/(2k)} \) and \( B_2 \approx B^{-\tau/k} \). An application of Lemma 4.10 then shows that the contribution to \( N_\gamma(F, B) \) from a single quadratic form \( Q \), and hence the contribution when \( Q \) ranges over the finitely many forms defining the exceptional conics, is at most

\[
O(B^{1-\tau/(2k)}).
\]

(64)

### 4.3 Contribution from curves of higher degree

In the case \( \deg A_i \geq 3 \), we will simply bound the number of solutions to \( A_i = 0 \), as it seems difficult to combine the auxiliary equation with the original inequality. Denote by \( N_i \) the corresponding
contribution to $N^*_\gamma(F,B)$. By [7, Thm. 3], we have

$$N_i \ll B^{2/3+\varepsilon}.$$  

To improve this bound, we follow the strategy in [9, §4] to take advantage of the restrictions

$$|x - r_iz| \leq \frac{B}{M}, |y - s_iz| \leq \frac{B}{M}, |z| \leq B$$  

imposed by (26). Thus, define the lattice

$$\Gamma_i = \left\{ \frac{M}{B}(x - r_iz), \frac{M}{B}(y - s_iz), \frac{1}{B}z \right\},$$

and let $\gamma_i^{(1)} \leq \gamma_i^{(2)} \leq \gamma_i^{(3)}$ be the successive minima of that lattice. We have

$$\gamma_i^{(1)} \gamma_i^{(2)} \gamma_i^{(3)} \asymp \det(\Gamma_i) = \frac{M^2}{B^3}$$

by [4, Lemma 4.3]. It follows that $\gamma_i^{(1)} \ll M^{2/3}/B$. We also have the obvious lower bound $\gamma_i^{(1)} \geq B^{-1}$.

Now a minimal basis for $\Gamma_i$ as in [4, Lemma 4.3] gives rise to a unimodular transformation

$$(x, y, z) \mapsto (\lambda_1, \lambda_2, \lambda_3)$$

with the property that $(x, y, z)$ satisfies (65) only if

$$|\lambda_j| \leq L_j \quad \text{for } j = 1, 2, 3, \quad \text{where } L_j \ll \frac{1}{\gamma_i^{(j)}}.$$  

The form $A_i(\lambda_1, \lambda_2, \lambda_3)$ obtained by applying this transformation to $A_i$ is, of course, irreducible of the same degree, so we may then instead apply [7, Thm. 3] with $B$ replaced by $L_i \ll (\gamma_i^{(1)})^{-1}$ to get

$$N_i \ll (\gamma_i^{(1)})^{-2/3}B^\varepsilon.$$  

We therefore investigate how often the first successive minimum is of a certain order of magnitude.

**Lemma 4.11.** For each $B/M^{2/3} \ll L \ll B$, the number of indices $i \leq M$ in Corollary 4.1 such that

$$L \leq (\gamma_i^{(1)})^{-1} \leq 2L$$  

is at most

$$O\left(\frac{B^{2+\varepsilon}}{L^2}\right).$$

**Proof.** Put $v = v_1, w = w_1, \gamma = \gamma_i^{(1)}$. By definition of $\gamma$, there exists a vector $(x_1, y_1, z_1) \in \mathbb{Z}^3$ such that

$$\max \{B^{-1}|Mx_1 - vz_1|, B^{-1}|My_1 - wz_1|, B^{-1}|z_1|\} = \gamma.$$  

(67)
By restricting to a square $S$ as in (32), we may assume that once $v$ has been chosen, there are only $O(1)$ admissible choices for $w$. Furthermore, if $z_1 = 0$ in (67), then $L^{-1} \gg \gamma = M/B$, which contradicts the assumption on $L$, at least if $B$ is large enough. Hence, it is enough to count the number of $v, x_1, z_1$ that satisfy

$$0 \neq vz_1 = Mx_1 + O \left( \frac{B}{L} \right),$$

$$z_1 = O \left( \frac{B}{L} \right).$$

(68)

(69)

These conditions imply that $x_1 \ll B/L$, and for each $x_1$, there are $O(B/L)$ choices for the non-zero integer on the right-hand side of (68). By a divisor function estimate, there are then at most $O(B^2)$ choices for $v, z_1$, so in total, there are $O(B^2 + \varepsilon/L^2)$ possibilities for $v, x_1, z_1$. \[\square\]

The contribution to $\sum_{i \leq M} N_i'$ from all $i$ such that $\deg A_i \geq 3$ and (66) holds is thus

$$\ll L^{2/3}B^\varepsilon \min \left\{ M, \frac{B^2}{L^2} \right\}.$$ 

In the range $B/M^{2/3} \ll L \ll B$, this quantity is maximised when $L \approx B/M^{1/2}$, so a dyadic summation gives

$$\sum_{\deg A_i \geq 3} N_i' \ll B^{3(2\tau)/2 + 2/3 + \varepsilon}.$$ 

These bounds show that the contribution to $N_\gamma(F, B)$ coming from forms $A_i$ of degree at least 2 is

$$\ll B^{9/(4\tau) + 1 - \tau/k + \varepsilon} + B^{3/(2\tau) + 2/3 + \varepsilon},$$

the contribution (64) being negligible. This expression dominates all the terms in (55), as is easily seen. As already observed in \S 1, the contribution from the tangent lines $T_i$ can also be subsumed in this bound under the assumption (3). Hence, Theorem 1.3 follows.

To obtain the more general bound of Theorem 1.1, we replace the estimate (55) with (60).
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