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Abstract  
The implementation of information systems is aimed at improving the financial performance of a company, creating a transparent reporting system and improving many other competitive factors. However, the acquisition of these benefits does not negate the complexity of making a decision
whether or not to implement a particular IT project. The total cost of ownership of the information system throughout the life cycle is usually not considered in comparison with the expected benefits from the use of the system, due to the uncertainty of such benefits. Comparative certainty of approaches and methods is present only in terms of costs, both for a priori (planned) and a posteriori (actual) assessment. It is possible to determine both capital and operating costs accurately enough. Indirect definition of the positive influence of an information system on the activity of the organization also seems possible. However, there are currently no generally recognized methods for analyzing the expected positive effect of an IT project. At the same time, large companies, in accordance with the requirements of the respective regulators and/or due to internal management considerations, build a risk management system to determine the level of capabilities, losses and to prevent adverse events. This study considers the feasibility of an approach to analyze the effectiveness of the implementation of the information system on the basis of the company’s risk reduction, leading to a decrease in economic benefits. It takes into account the internal risks of the information system that occur during the installation of the system, its operation and the termination of work with the system.
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**Introduction**

Modern business conditions imply a regime of fierce competition and increasingly shrinking time for decision-making, which is emphasized in many scientific papers [1]. A large number of empirical studies have been conducted confirming the influence of factors such as organizational architecture, production infrastructure and related business processes on the ability of an enterprise to survive and function effectively [2]. At the same time, one of the key aspects of successful company management is the use of information technology and modern software tools, as well as appropriate methods and models (e.g., convolutional neural networks, significantly accelerating the processing of large data sets [3]).

In continuation of the authors’ works in the field of evaluating the effectiveness of implementation of IT projects [4], it is worth mentioning the modern hierarchical system of existing classes of information systems (IS). In terms of enterprise architecture, when classifying IS “top-down”, first we should mention the group of systems designed to provide operational analytics (examples include SAP HANA, Lumira, Predictive Analytics). This block is followed by ERP-systems that automate individual business processes and support financial and economic management. Operational translation of market needs into specific production tasks is provided by a block of MES, PLM and SCADA systems, where the first is responsible for production in general, the second for product lifecycle management, and the third for the quality of individual production iterations.
The implementation of each of these systems involves the planning and implementation of an investment project [5]. The ability to assess the feasibility of a project and its relevance becomes a critical task for a company [6, 7]. At the same time, the introduction of information technology, along with certain expectations, is associated with certain risks [8]. The positive consequences of the introduction of IS include a well-ordered organizational structure with transparent and uniform reporting, acceleration of the process of analyzing the company’s activity with further adoption of strategically important managerial decisions, and automation of many business processes. The negative effect on the key indicators of the company is caused by the cost of the implementation of the IS and the necessary structural reorganization [9], support of the system during its operation, as well as relevant updates of the software product.

To date, the assessment of the effectiveness of the implementation of the IS is still an issue. Along with well-known approaches such as IE (Information Economics), TEI (Total Economic Impact), REJ (Rapid Economic Justification) and BSC (Balanced Scorecard), the standard numerical indicators ROI (return of investment), NPV (net present value), IRR (internal rate of return), EVA (economic value added), ROV (real options valuations) are used to consider projects. The right choice of IT project management methodology is also necessary [10]. As for this paper, it offers an approach to analyze the effectiveness of the implemented information system based on an assessment of the company’s risks before and after the implementation of the IT project. An important feature is that it takes into account the internal risks associated with the information system itself and the likelihood of critical failures in its operation [11].

1. Impact of informational systems on company risks

The risk management system of large companies provides for the formation of a risk map that can be used, among other things, to determine the positive effect of the introduction of information systems [12]. When determining the impact of risks on the company’s performance indicators, attention is paid both to the strength of the negative impact of an individual event on certain indicators and the frequency of certain adverse events occurring.

The influence of risks on company indicators can be estimated in a context of two situations — “as is”, i.e. before realization of certain measures directed at reducing risks (for example, before introduction of information system), and “as will be”, i.e. after realization of corresponding measures. Thus, the effect of the implementation of the measure (implementation of the IS) can be expressed in the form of the difference of values of the same indicators in the situations “as is” and “as will be”.

There are many examples that support a positive conclusion that information systems can reduce a company’s risks. In particular, one of the most noticeable factors affecting the key indicators of the company is the adoption of balanced and reasonable decisions, including those made at the senior management level [13]. It is management mistakes that can lead to the disruption of existing business processes. Possible sources of economically unjustified manage-

---

1 The terms “risk” and “risk management” are used hereinafter within the terminology established in the field of risk management and defined, for example, in standards such as ISO 31000, FERMA, Basel, etc.
ment decisions may be both incorrect data, on the basis of which the decision is made, and human factor [14]. The implemented system allows you to significantly improve the methods of collecting and analyzing data, and reduce (up to complete elimination) their manual processing by employees of the company. The results of the analysis of information using algorithms inherent in the IS, provide impartiality and credibility in the formation of reporting, which increases the reliability of the indicators on the basis of which decisions will be taken.

The success stories of companies that have coped with the problem of illiquid goods (or significantly reduced it) by changing the structure of production and the subsequent reduction of warehouse space [4] show the effectiveness of implemented information technology, using the method described in this paper. The risks that can arise from errors in inventory management are mitigated because the need to purchase a substantial number of materials is reduced. At the same time, the need for rapid interaction within the company and with its contractors increases. Getting data in real time becomes a critical factor, which is enabled by information systems.

Another critical factor that has the potential for a negative outcome is the technological side of production. IT solutions provide an opportunity to fix the chain of manufacturing operations within the company [4]. At the same time there is tracking and standardization of activities on interaction with contractors. This allows for the automatic generation of signals on the management of production facilities.

Such examples are given in order to expand the functionality of companies’ risk management systems. Consideration of problematic issues, the solution of which is associated with the implementation of the IS, can be assessed on the basis of changes in key indicators as a result of the introduction of a particular information system. This approach covers the issue of assessing the effectiveness of the IT project. However, at the same time a new problem arises: the fact that the risks are not only outside the information system, their source may be the project itself. Thus, to improve the assessment of the project, it is necessary to adjust for the risks arising, for example, in cases of problems during the implementation of the IS, or critical failures during the use of the system, as well as during its decommissioning [15].

2. Internal risks of information systems

According to the available research on ERP-systems efficiency, 51% of implementation projects experience some unforeseen difficulties in the process of IS installation, 53% of projects demonstrate significant financial difficulties, which exceed the initially approved budget [16], 83% of projects fail to meet the deadline, 42% of projects fail to complete the expected characteristics of the implemented technical solution [17, 18], 40% of projects fail to solve the business task after completion and putting the IS into operation [19, 20]. These statistics indicate that managers and investors recognize the presence of significant risks in the implementation of IS. Typically, implementation projects (as well as subsequent system support) are outsourced to external consultants, but this business model raises issues related to conflicts of interest [21] and blurring responsibility for results, which aggravates the potential overall negative effect of project risks [22].

To reduce risk exposure associated with software, system implementation, use, and decommissioning, a number of approaches have been developed to identify problem-
atic aspects [23]. Some of these approaches are accounted for in ALM-class information systems (e.g., SAP Cloud ALM, Solution Manager), which computerize the lifecycle management process. In general, the risks of IT projects are technical in nature and related to the formulation of requirements, their variability and the speed of updates. At the same time, the most important are the technical aspects, without the implementation of which it is not possible to make the implementation of an information system [24]. Although a group of risks, the identification of which affects the business processes of the company, should be highlighted. The integration of IS with production is often accompanied by a sharp drop in labor efficiency [25, 26]. Thus, the development of proper strategies and measures to solve this problem is required [27].

Identification of IT project risks is an important effort, which has been carried out by ISACA. The result of this activity has become a document COBIT5 [28], which categorizes the risks in practice into 111 categories. Examples include information leakage risks [29], as well as risks associated with the project life cycle, IS architecture, company infrastructure, software vendor selection, as well as the personnel and their competencies.

The description of risks implies their division into areas of influence. The first type is considered strategic, describing missed opportunities to use information technology to improve the company’s efficiency [30]. The second type is directly related to the technical implementation of the IT project. The last type is operational, which corresponds to the operation of the system and the technical support services. These risks, as a matter of fact, are divided by the degree of impact on the company’s activities in case of their implementation.

Thus, the assessment of risks in the “as it will be” situation, i.e. after the implementation of the system, should include the internal risks of the information system directly related to its implementation and use.

3. Evaluation of information systems’ impact on company risks and performance indicators

Using the example of process management, let’s consider the issues of evaluating the impact of information systems on the company’s risks (and, accordingly, on its key performance indicators), taking into account the internal risks associated with the information systems themselves.

Let’s consider a process consisting of several consecutive stages, along the implementation of which there is an increase of some selected performance indicator. If the performance indicator is the only one, then its values at different stages of the process can be represented as a vector \( \mathbf{s} = \{s_{i}\}, i = 0, N \), where \( N \) is the number of process stages. At the same time, \( s_0 \) represents the initial value of the index (i.e., occurring before the beginning of the first stage), \( s_i \) is the value of the indicator after the completion of the \( i \)-th stage of the process. Respectively, \( s_N \) is the value of the indicator after the last, \( N \)-th stage of the process, i.e. after completion of the whole process.

Now let’s introduce the concept of the coefficient of dynamics, which characterizes the positive dynamics of the efficiency indicator under consideration as certain stages of the process are implemented. For an arbitrary \( i \)-th stage of the process the value of the coefficient of dynamics is determined as:

\[
k_i = \frac{s_i}{s_{i-1}},
\]

where \( s_i \) is the value of the performance indicator after the completion of the \( i \)-th stage of the process, and \( s_{i-1} \) is the value of the same indicator before the beginning.
of the stage (i.e. after the completion of the preceding stage). In fact, the coefficient of dynamics characterizes the ratio of “input” and “output” of the process. Given the fact that the process consists of several stages, the values of the coefficient of dynamics is a vector \( \mathbf{k} = \{k_i\}, \ i = 1, N \), where \( k_i \) is the value of the coefficient at the \( i \)-th stage of the process, \( N \) is the number of stages of the process. Since the considered coefficient of dynamics does not take into account either risks or the influence of the information system, we will call it the basic or risk-free one.

The correlation between the initial value of the performance indicator (before the start of the process) and its final value (after the full completion of the entire process) is also easy to derive:

\[
S_N = S_0 \cdot \prod_{i=1}^{N} k_i,
\]

where \( S_0 \) and \( S_N \) are the initial and final values of the performance indicator, respectively;

\( k_i \) is the value of the basic coefficient of dynamics at the \( i \)-th stage of the process;

\( N \) is the number of stages in the process.

Now, let’s make an assumption about process-related general risks (information systems, their impact on the process and their internal risks are not considered yet).

Let’s define \( i \)-th stage risk realization probability \( p_i \) as the probability that this stage of the process will not be executed and, consequently, the expected results will not be achieved. In this case, the probability that the result of the \( i \)-th stage will be obtained as \((1 - p_i)\). For example, if the proportion of manufacturing defects in the performance of the \( i \)-th technological operation for all possible reasons is 1.3%, then \( p_i = 0.013 \), and the probability of successful performance of this operation will be \((1 - p_i) = 0.987\).

This allows us to determine the variation of the coefficient of dynamics considered above, by adjusting its values taking into account the risks (we will call this variation the coefficient of dynamics of the first kind). Its connection with the basic (risk-free) coefficient of dynamics is as:

\[
k_i^{(1)} = k_i \cdot (1 - p_i),
\]

where \( k_i \) is the value of the basic (risk-free) coefficient of dynamics at the \( i \)-th stage of the process;

\( k_i^{(1)} \) is the value of the coefficient of dynamics of the first kind at the \( i \)-th stage of the process;

\( p_i \) is the probability of risk realization at the \( i \)-th stage of the process.

Note that the coefficient of dynamics of the first kind, corresponding to certain stages of the process, is always lower than the values of the base (risk-free) coefficient, relating to the same stages.

Since the implementation of the information system should help to reduce the probability of internal risk realization, we will introduce such an indicator as the influence of the information system on risks. The value of this indicator, relating to the \( i \)-th stage of the process \( (r_i) \), is in the range \([0, 1]\) and indicates that after the implementation of the information system, the probability of risk realization at the \( i \)-th stage will decrease and will be equal to \( p_i \cdot (1 - r_i)\). In particular, if \( r_i = 1 \), then the implementation of the information system should completely eliminate the risk of failure of the \( i \)-th stage of the process, and if \( r_i = 0 \), then it means that the system has no effect on the risk of this stage.

Hence, another variation of the coefficient of dynamics can be introduced, taking into account the influence of the information system on risks (the coefficient of dynamics of the second kind). Its connection with
the basic (risk-free) coefficient of dynamics is as:

\[ k_i^{(2)} = k_i \cdot (1 - p_i \cdot (1 - r_i)) \]

where \( k_i \) is the value of the basic (risk-free) dynamics coefficient at the \( i \)-th stage of the process;

\( k_i^{(2)} \) is the value of the coefficient of dynamics of the second kind at the \( i \)-th stage of the process;

\( p_i \) is the probability of risk realization at the \( i \)-th stage of the process;

\( r_i \) is the impact of the information system on the \( i \)-th stage risks of the process.

Finally, let us take into account that the information system itself may fail in its operation. These risks are internal to the system. Their presence means that the real impact of the information system on the \( i \)-th stage risk of the process may be less than the value of indicator \( r_i \). If we define the probability of internal risk of the information system at the \( i \)-th stage as \( q_i \), then the impact of the system on the risk of this stage will be \( r_i \cdot (1 - q_i) \). It is clear that with zero probability of internal system risk its impact on stage risk will not change, but non-zero values of this parameter will lead to a reduction of this impact, up to zero.

Thus, another variation of the coefficient of dynamics (the coefficient of dynamics of the third kind) will take into account all the considered parameters, including the probabilities of internal risks of the information system. The connection of the coefficient of dynamics of the third kind with the basic (risk-free) coefficient is as:

\[ k_i^{(3)} = k_i \cdot (1 - p_i \cdot (1 - r_i \cdot (1 - q_i))) \]

where \( k_i \) is the value of the basic (risk-free) dynamics coefficient at the \( i \)-th stage of the process;

\( k_i^{(3)} \) is the value of the coefficient of dynamics of the third kind at the \( i \)-th stage of the process;

\( p_i \) is the probability of risk realization at the \( i \)-th stage of the process;

\( r_i \) is the impact of the information system on the \( i \)-th stage risks of the process;

\( q_i \) is the probability of realization of internal information system risk at the \( i \)-th stage of the process.

Thus, the assessment of the information system efficiency aimed at reducing the risk of the \( i \)-th stage of the project can be expressed either as the difference between the values of the coefficients of dynamics of the third kind (after the introduction of the information system, taking into account its impact on the risk of the stage and internal risks of the system itself) and the first kind (before the introduction of the information system), or as the ratio of these values.

The following formulas can be used to estimate the result of the implementation of an ideal (containing no internal risks) and real (with internal risks) information system:

\[ \Delta s^{\text{ideal}} = s_0 \cdot \left( \prod_{i=1}^{N} k_i^{(2)} - \prod_{i=1}^{N} k_i^{(1)} \right), \]

\[ \Delta s^{\text{real}} = s_0 \cdot \left( \prod_{i=1}^{N} k_i^{(3)} - \prod_{i=1}^{N} k_i^{(1)} \right), \]

where \( \Delta s^{\text{ideal}} \) and \( \Delta s^{\text{real}} \) are the efficiency of the ideal and real information system, respectively;

\( s_0 \) is the initial value of performance indicator;

\( k_i^{(1)}, k_i^{(2)}, k_i^{(3)} \) are the values of the coefficient of dynamics of the first, second and third kind, respectively, at the \( i \)-th stage of the process;

\( N \) is the number of stages of the process.

The given reasoning can be extended with the case when not one but several per-
formance indicators are considered for the process. In this case instead of a vector of indicator values we will have a matrix $S = \{s_{ij}\}, i = 0,N, j = 1,M$, where $s_{ij0}$ is the initial value of the j-th indicator, $s_{ij}$ is the value of the j-th indicator after the i-th stage of the process, $M$ is the number of indicators, $N$ is the number of process stages.

The values of the coefficients of dynamics will be determined separately for each of the performance indicators and will also represent a matrix. For example, the values of the basic dynamics coefficients will correspond to the matrix $K = \{k_{ij}\}, i = 1,N, j = 1,M$, where $s_{ij}$ is value of the j-th coefficient at the i-th stage of the process, $M$ is the number of indicators, $N$ is the number of stages of the process. For the coefficient of dynamics of the first, second and third kind there will be similar matrixes.

**Conclusion**

Increasing the efficiency of company activities can be achieved by implementing information systems, which is associated with appropriate changes in the organizational structure and organization of business processes. However, the risks associated with these actions cause us to think about the feasibility of the project. At the same time, problems from the production and management activities prior to the introduction of an information system also represent a certain threat to the company. Thus, it is possible to assess the IT project by taking into account both positive and negative consequences of the implementation of the system.
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