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Abstract—Most existing beamforming methods are frequency-domain methods, and are designed for enhancing a farfield target source over a narrow frequency band. They have found diverse applications and are still under active development. However, they struggle to achieve desired performance if the target source is in the nearfield with a broadband output. This paper proposes a time-domain nearfield frequency-invariant beamforming method. The time-domain implementation makes the beamformer output suitable for further use by real-time applications, the nearfield focusing enables the beamforming method to suppress an interference even if it is in the same direction as the target source, and the frequency-invariant beampattern makes the beamforming method suitable for enhancing the target source over a broad frequency band. These three features together make the beamforming method suitable for real-time broadband nearfield source enhancement, such as speech enhancement in room environments. The beamformer design process is separated from the sound field measurement process, and such that a designed beamformer applies to sensor arrays with various structures. The beamformer design process is further simplified by decomposing it into several independent parts. Simulation results confirm the performance of the proposed beamforming method.

Index Terms—Array signal processing, beamforming, real-time signal processing, speech enhancement.

I. INTRODUCTION

Beamforming is a method that spatially filters the measurements of a number of sensors to form a response [1]. Thanks to its capability to suppress the interference and preserve (or enhance) the target source [2], beamforming has found applications in diverse areas, such as wireless communication [1], medical imaging [3], speech dereverberation [4] and recognition [5].

The hundreds of beamforming methods reported in literature [2] can be broadly classified into five categories: (1) frequency-domain or time-domain implementation; (2) farfield or nearfield focusing; (3) frequency-variant or frequency-invariant beampattern; (4) robust or non-robust design; (5) data-independent or data-dependent spatial filtering. Hereafter we introduce these five categories of beamforming methods.

The majority of existing beamforming methods implement the spatial filtering process in the frequency-domain. They use the discrete Fourier transform (DFT) (or specifically the fast Fourier transform (FFT)) to transform a frame of time-domain measurements into the time-frequency domain [6], which allows better control...
of the beampattern within a narrow frequency band [2]. The time-domain methods, on the other hand, process the measurements in the time-domain directly and are inherently broadband [7]. Without resorting to the FFT, the time-domain filtering process can be computationally intensive. Nonetheless, the sample-by-sample filtering process makes the time-domain beamforming methods are of low latency (or zero latency).

Depending on the location of the target source, a beamforming method may focus on the farfield or the nearfield. The wavefronts of a farfield source only differ by the relative phase. This fact simplifies the design of the spatial filters for a farfield beamforming method. The wavefronts of a nearfield source, on the other hand, undergo both amplitude decay and phase shift. This fact makes it difficult to design the spatial filter for a nearfield beamforming method. Thus, most of the existing beamforming methods presume the farfield scenarios. Nonetheless, as one would expect, a farfield beamforming method not necessarily achieve the desired beampattern if the target source is in the nearfield [8].

For a typically beamformer, the spectral response and spatial response are determined by a single set of filter coefficients, and thus are coupled with each other [9]. The coupling leads to a beampattern varying with the frequency, which is undesirable for a given interference and target source layout. A frequency-invariant beamformer, on the other hand, decouples the filter coefficients that are responsible for the spatial response from the filter coefficients that are responsible for the spectral response, and achieves a desired beampattern irrespective to the frequency [10], [11], [12].

In real world implementation of a beamforming method, there are always some imperfections, such as the imprecise knowledge of the target source location, sensor array design defects, and thermal noises [13]. These imperfections can impair a beamforming method, making it unable to achieve the desired performance. A robust design is to make the beamforming method invulnerable to such imperfections at the expense of reduced performance such as the mainlobe width or the sidelobe level [14], [15].

Depending on whether the statistics of the interference are taken into consideration, a beamforming method is classified as data-dependent or data-independent [2]. A data-dependent beamforming method, such as the minimum variance distortionless response, the linearly constrained minimum variance, and the multichannel Wiener filter, explicitly adapt the spatial filter according to the interference statistics, and tends to yield better performance [2]. The data-independent beamforming method with its fixed spatial filter design tends to achieve inferior performance but is easier to implement [2].

We regard the time-domain implementation, nearfield focusing, frequency-invariant beampattern, robust design, and data-dependent spatial filters as desirable features. These features provide beamforming methods with additional capabilities or better performance, but can be at odds with each other. Thus, a specific beamforming method maybe designed to possess one or two features only.

In this paper, we take advantage of the separable expression of the beamformer response in the spherical coordinates to separate the beamformer design process from the sound field measurement process. We further decompose the beamformer design process into several independent parts with each part being responsible for one feature. We design a time-domain beamforming method with a frequency-invariant beampattern while focusing on a nearfield point. This beamforming method is advantageous over the conventional frequency-domain farfield narrowband beamforming method by allowing the enhancement of a broadband nearfield source in real-time. The performance of the beamforming method is
confirmed by simulation results.

The rest of this paper is organized as follows. We introduce the problem formulation in Sec. II. We derive the beamforming method in Sec. III and IV. The effectiveness of the beamforming method is confirmed by simulation in Sec. V, and Sec. VI concludes this paper.

II. PROBLEM FORMULATION

We denote the Cartesian coordinates and the spherical coordinates of a point with respect to an origin $O$ as $(x, y, z)$ and $(r, \theta, \phi)$, respectively. As shown in Fig. 1, in the nearfield with respect to the origin, there is a target source $(\bullet)$ at $(r_d, \theta_d, \phi_d)$ and a number of interfering sources ($\ast$).

In the spherical coordinates, the response of a beamformer to a sound field can be written in the frequency-domain as [13]

$$B(\omega) = \sum_{u=0}^{\infty} \sum_{v=-u}^{u} W_{u,v}(\omega)K_{u,v}(\omega),$$  \hspace{1cm} (1)

where

$$W_{u,v}(\omega) = \int_{\Omega} W(\omega, \theta, \phi)Y_{u,v}(\theta, \phi)d\Omega,$$  \hspace{1cm} (2)

$$K_{u,v}(\omega) = \int_{\Omega} K(\omega, \theta, \phi)Y_{u,v}(\theta, \phi)d\Omega,$$  \hspace{1cm} (3)

As shown by (1), in the spherical coordinates, the beamformer response is the summation of the product between of two independent quantities, the sound field (coefficients) and the beamformer (coefficients).

In this work, we aim to design a time-domain frequency-invariant beamforming method, which focus on the target nearfield source. We first present a method to measure the sound field, and then derive a nearfield frequency-invariant beamforming method in the frequency-domain, and at last derive the corresponding time-domain method.

III. SOUND FIELD MEASUREMENT

In this section, we present a method to measure the sound field (coefficients). In the frequency-domain, the sound pressure and the radial particle velocity at $(r, \theta, \phi)$ can be expressed as [19]

$$P(\omega, r, \theta, \phi) = \sum_{u=0}^{\infty} \sum_{v=-u}^{u} P_{u,v}(\omega, r)Y_{u,v}(\theta, \phi)$$
$$= \sum_{u=0}^{\infty} \sum_{v=-u}^{u} K_{u,v}(\omega)j_u(\omega r)Y_{u,v}(\theta, \phi),$$  \hspace{1cm} (4)
and
\[
V(\omega, r, \theta, \phi) = \frac{i}{\rho \omega} \frac{\partial P(\omega, r, \theta, \phi)}{\partial r}
\]
\[
= \frac{1}{\rho \omega} \sum_{u=0}^{\infty} \sum_{v=-u}^{u} i K_{u,v}(\omega) j_u(\omega \tau) Y_{u,v}(\theta, \phi)
\]
\[
= \frac{1}{\rho \omega} \sum_{u=0}^{\infty} \sum_{v=-u}^{u} V_{u,v}(\omega, r) Y_{u,v}(\theta, \phi), \quad (5)
\]
respectively, where \( \tau = r/c \), \( c \) is the speed of sound propagation, \( i = \sqrt{-1} \) is the unit imaginary number, \( \rho \) is the ambient density, \( P_{u,v}(\omega, r) \) and \( V_{u,v}(\omega, r) \) are the pressure field coefficients and velocity field coefficients, respectively, \( j_u(\cdot) \) and \( j'_u(\cdot) \) are the spherical Bessel function of order \( u \) and its derivative with respect to the argument, respectively.

We obtain the radial-dependent pressure field coefficients \( P_{u,v}(\omega, r_s) \) and velocity field coefficients \( V_{u,v}(\omega, r_s) \) through
\[
P_{u,v}(\omega, r_s) \approx \sum_{q=1}^{Q} \gamma_q P(\omega, r_s, \theta_q, \phi_q) Y_{u,v}(\theta_q, \phi_q), \quad (6)
\]
\[
V_{u,v}(\omega, r_s) \approx \rho c \sum_{q=1}^{Q} \gamma_q V(\omega, r_s, \theta_q, \phi_q) Y_{u,v}(\theta_q, \phi_q), \quad (7)
\]
where \( \{r_s, \theta_q, \phi_q\}_{q=1}^{Q} \) are the spherical coordinates of \( Q \) vector sensors [20], which are arranged on a sphere of radius \( r_s \) [13], and \( \{\gamma_q\}_{q=1}^{Q} \) are the sampling weights. Hereafter we use the nearly uniform sampling scheme only, and \( \gamma_q = 4\pi/Q \) for \( q \in [1, Q] \) [13].

We further obtain the radial-independent sound field coefficients \( K_{u,v}(\omega) \) as (please refer [21] for the details)
\[
K_{u,v}(\omega) = (i \omega \tau_s)^2 V_{u,v}(\omega, r_s) h_u(\omega \tau_s)
\]
\[
+ i (\omega \tau_s)^2 P_{u,v}(\omega, r_s) h'_u(\omega \tau_s), \quad (8)
\]
where \( \tau_s = r_s/c \), \( h_u(\cdot) \) and \( h'_u(\cdot) \) are the spherical hankel function of order \( u \) and its derivative with respect to the argument, respectively.

We have the following comments on the sound field measurement process:

- We use vector sensors for sound field measurement, and this makes (8) do not contain the division of the spherical Bessel function [21], and facilitates the development of a time-domain beamforming method.
- The vector sensors are not necessary for implementing the beamforming method.

By exploiting the scattering effect, we can use ordinary microphones mounted on a rigid surface for beamforming. The experimental validation of the proposed beamforming method using an E-otome, a rigid spherical array with 32 microphones, will be reported in a future publication [22].

IV. BEAMFORMING

With the sound field measurements available, in this section we develop nearfield frequency-invariant beamforming methods.

A. Frequency-domain

In this section, we present a frequency-domain nearfield frequency-invariant beamforming method.

Denote an estimation of the target source position as \( (r_d, \theta_d, \phi_d) \) and define \( \tau_d = r_d/c \), we design the beamforming coefficients to be
\[
W_{u,v}(\omega) = \alpha_{u,v} \frac{1}{i \omega \tau_s} \frac{-\tau_d}{\tau_d} e^{-i \omega (\tau_d - \tau_s)}
\]
\[
\times \frac{1}{h_u(i \omega \tau_d)} Y_{u,v}(\theta_d, \phi_d), \quad (9)
\]
where

1) \( \alpha_{u,v} \) are beampattern coefficients, which determine the beam shape [8]:

Note that for farfield beamforming the beampattern coefficients \( \alpha_{u,v} \) are the same as the beamforming coefficients \( W_{u,v}(\omega) \). In this paper of nearfield beamforming, we incorporate the radial-focusing terms \( 1/h_u(i \omega \tau_d) \) and the spectral filtering term \( 1/(i \omega \tau_s) \) into the beamforming coefficients \( W_{u,v}(\omega) \). Thus, we distinguish the beamforming coefficients \( W_{u,v}(\omega) \) from the beampattern coefficients \( \alpha_{u,v} \).
2) $1/(i\omega \tau_s)$ provides spectral filtering, making the beampattern frequency-invariant [10];
3) $(-\tau_s/\tau_d)e^{-i\omega(\tau_d-\tau_s)}$ provides gain scale and phase shift, making the time-domain spatial functions derived in the next section to be causal [7];
4) $1/h_u(k\tau_d)$ and $Y_{u,v}(\theta_d, \phi_d)$ provide radial filtering [8], [23] and angular filtering, respectively, making the beamformer to focus on the nearfield point $(r_d, \theta_d, \phi_d)$.

Bringing (9) and (8) into (1), we have the frequency-domain beamformer response

$$B(\omega) = \sum_{u=0}^{\infty} \sum_{v=-u}^{u} \alpha_{u,v} B_{u,v}(\omega) Y_{u,v}(\theta_d, \phi_d),$$  \hspace{1cm} (10)

where

$$B_{u,v}(\omega) = V_{u,v}(\omega, r_s)(-i\omega \tau_s) \frac{\tau_s}{\tau_d} e^{-i\omega(\tau_d-\tau_s)} \frac{h_u(i\omega \tau_s)}{h_u(i\omega)} + P_{u,v}(\omega, r_s)(-\omega \tau_s) \frac{\tau_s}{\tau_d} e^{-i\omega(\tau_d-\tau_s)} \frac{h_u^*(\omega \tau_s)}{h_u(i\omega)}$$ \hspace{1cm} (11)

We provide additional details for the beamforming coefficient design in the appendix.

**B. Time-domain**

The frequency-domain beamforming method can be effectively implemented based on the FFT. Nonetheless the FFT unavoidably introduces latency (the frame-delay) to the beamformer output, and thus that the beamformer output may not be suitable for further use by time-critical applications, such as active noise control [24], [25]. In this section, we present a time-domain nearfield frequency-invariant beamforming method, which processes the signals sample-by-sample and thus can achieve the lowest latency between the sensor array input and the beamformer output.

We write the time-domain beamformer response as

$$b(t) = \sum_{u=0}^{N} \sum_{v=-u}^{u} \alpha_{u,v} b_{u,v}(t) Y_{u,v}(\theta_d, \phi_d),$$ \hspace{1cm} (12)

where

$$b_{u,v}(t) = \left[ \frac{dY_{u,v}(t, r_s)}{dt} + \frac{dY_{u,v}(t, r_s)}{dt} \pi \frac{g_{u}^1(t, \tau_s, \tau_d)}{\tau_s} \right] \times (u + 1),$$ \hspace{1cm} (13)

and $p_{u,v}(t, r_s)$ and $dp_{u,v}(t, r_s)/dt$ are the time-domain pressure field coefficients and their derivation with respect to time $t$, respectively, $g_{u}^1(t, \tau_s, \tau_d)$ and $g_{u}^2(t, \tau_s, \tau_d)$ are spatial functions, which realize the spectral filtering and the radial filtering as time-domain filters. The detailed derivations of above equation and the explicit expressions of $g_{u}^1(t, \tau_s, \tau_d)$ and $g_{u}^2(t, \tau_s, \tau_d)$ are in the appendix.

The time-domain pressure field coefficients $p_{u,v}(t, r_s)$ are obtained through

$$p_{u,v}(t, r_s) = \int_{\Omega} p(t, r_s, \theta, \phi) Y_{u,v}(\theta, \phi) d\Omega \approx \sum_{q=1}^{Q} \gamma_q p(t, r_s, \theta_q, \phi_q) Y_{u,v}(\theta_q, \phi_q),$$ \hspace{1cm} (14)

where $p(t, r_s, \theta_q, \phi_q)$ is the time-domain pressure at the sampling point $(r_s, \theta_q, \phi_q)$, and the sampling process is similar to (6). We further obtain $dp_{u,v}(t, r_s)/dt$, the time-derivative of $p_{u,v}(t, r_s)$, through the following approximation

$$\frac{dp_{u,v}(t, r_s)}{dt} = \lim_{\delta t \to 0} \frac{p_{u,v}(t + \delta t, r_s) - p_{u,v}(t - \delta t, r_s)}{2\delta t} \approx \frac{p_{u,v}(t + \delta f_s, r_s) - p_{u,v}(t - \delta f_s, r_s)}{2\delta f_s},$$ \hspace{1cm} (15)

where $\delta f_s = 1/f_s$ and $f_s$ is the sampling frequency. To minimize the approximation error of (15), we need to choose an appropriate sampling frequency based on the frequency-component of the target source [21]. We can obtain the time-domain velocity field coefficients and the corresponding time-derivative similarly.

We have the following comments on the beamforming methods:
1) In (9), we decompose the beamforming coefficients into several independent parts, and each part is responsible for one feature of the proposed beamforming method.

2) We can approximate the time-derivative of the particle velocity by the pressure gradient [21] as follows
\[
\frac{dv_x(t, x, y, z)}{dt} \approx \frac{1}{\rho} \left( p(t, x + \delta x, y, z) - p(t, x - \delta x, y, z) \right),
\]
where \( v_x(t, x, y, z) \) denotes the particle velocity at \( (x, y, z) \) along the positive \( x \)-axis direction, \( p(t, x + \delta x, y, z) \) and \( p(t, x - \delta x, y, z) \) are the pressures at \( (x + \delta x, y, z) \) and \( (x - \delta x, y, z) \), respectively, and \( \delta_x \) is a small positive value.

That is, we can use two closely spaced pressure microphones in place of a velocity sensor.

3) For a rotation symmetric beampattern, the beampattern coefficients \( \alpha_{u,v} = \alpha_{u,0} \) for \( v \in [-u, u] \).
This simplifies the computation of the beamformer response [13].

4) Equation (13) is derived such that the spatial functions \( g^1_n(t, \tau_s, \tau_d) \) and \( g^2_n(t, \tau_s, \tau_d) \) do not contain the impulsive function \( \delta(t) \) [26], which is difficult to implement as a digital filter.

5) In Fig. 2, we present the theoretical derived \( g^1_n(t, \tau_s, \tau_d) \) and its estimation \( \hat{g}^1_n(t, \tau_s, \tau_d) \) obtained through direct inverse Fourier transform of (30), for \( u = 1, 2, 3 \), \( \tau_s = 0.23 \text{ ms} \), and \( \tau_d = 1.17 \text{ ms} \). As shown in Fig. 2, the theoretical derived \( g^1_n(t, \tau_s, \tau_d) \) agrees well with its estimation. The theoretical derived \( g^2_n(t, \tau_s, \tau_d) \) also agrees with its estimation and is not shown for brevity.

6) As shown by Fig. 2, \( g^1_n(t, \tau_s, \tau_d) \approx 0 \) for \( t > 4 \text{ ms} \), and thus when we implement \( g^1_n(t, \tau_s, \tau_d) \) and \( g^2_n(t, \tau_s, \tau_d) \) as digital filters we can truncate them to be of finite length [7].

Based on (15), and the truncation of \( g^1_n(t, \tau_s, \tau_d) \) and \( g^2_n(t, \tau_s, \tau_d) \) to a finite length \( T_n \), we express (13) using discrete time-index \( n \) and \( n' \) as
\[
b_{u,v}(n) \approx (-\tau_s) v_{u,v}(n+1, \tau_s) - v_{u,v}(n-1, \tau_s)
\]
\[
+ (u+1) p_{u,v}(n, \tau_s)
\]
\[
+ \tau_s p_{u,v}(n+1, \tau_s) - p_{u,v}(n-1, \tau_s)
\]
\[
+ \sum_{n'=0}^{T_n} \left[ (-\tau_s) v_{u,v}(n+1-n', \tau_s) - v_{u,v}(n-1-n', \tau_s) \right]
\]
\[
\times g^1_n(n', \tau_s, \tau_d) \delta_n
\]
\[
+ (u+1) p_{u,v}(n-n', \tau_s)
\]
\[
\times g^1_n(n', \tau_s, \tau_d) \delta_n,
\]
where \( \delta_n = 1/f_s \). Bringing (17) back into (12), we obtain the beamformer response \( b(n) \) at each discrete time.

7) To facilitate their implementations, we present the signal flow of the frequency-domain beamforming method and the time-domain beamforming method in Fig. 3.

V. Simulation results

In this section, we design near-field beamformers, demonstrate and compare their performance through simulations.

Here are the basic simulation settings. The speed of sound is \( c = 343 \text{ m/s} \) and the ambient density of air is \( \rho = 1.225 \text{ kg/m}^3 \). The source outputs are unit-variance Gaussian white noises filtered by a 64 tap Butterworth bandpass filter of frequency range \([f_l = 400, f_h = 4000] \text{ Hz} \). The sampling frequency is \( f_s = 48 \text{ kHz} \). We simulate the impulse response including the particle velocity response between the sources and the sensors using the free space Green’s function and the Euler’s equation [19]. We add Gaussian white noises to the sensor measurements such that the signal to noise power ratio is 30 dB. We normalize the maximum beamformer
response to be unity (or 0 dB). The simulation results are from an average of 100 independent runs. These settings are used in all simulations unless otherwise stated.

A. Beamformer response

In this section, we simulate the beamformer response to nearfield and farfield points.

Let there be a sphere of radius $r_s = 0.08$ m ($\tau_s = r_s/c \approx 0.23$ ms) centered at the origin. We arrange 36 vector sensors on the sphere according to the nearly uniform sampling scheme [13]. We design the beam-pattern coefficients $\alpha_{u,v}$ up to fourth order according to the Dolph-Chebyshev beampattern with a -25 dB sidelobe level [23], [27]. We design the beamformer to focus at a nearfield point $(r_d, \theta_d, \phi_d) = (0.4 \text{ m}, 0^\circ, 0^\circ)$ ($\tau_d = r_d/c \approx 1.17$ ms).

For the frequency-domain beamforming method, we use FFT with a block size of 1024 and half overlapping to transfer the signals between time-domain and the time-frequency-domain [28]. To implement the time-domain beamforming method, based on Fig. 2, we truncate $g_1^u(t, \tau_s, \tau_d)$ and $g_2^u(t, \tau_s, \tau_d)$ to be $L = 0.005* f_s = 240$ taps.

We present the frequency-domain beamformer response to a nearfield point at $(0.4 \text{ m}, \theta, 0^\circ)$ as a function of frequency and angle in Fig. 4 (a), which shows a constant mainlobe width of $[-50^\circ, 50^\circ]$ over $[400, 4000]$ Hz. (The beamformer response is symmetric with respect to $\theta = 90^\circ$, and thus in the figure the other half is not shown for brevity.) The sidelobe level is less than -25 dB between $[400, 4000]$ Hz except that at $\theta = 65^\circ$, 160$^\circ$ the sidelobe level is about -24 dB for frequency close to 4000 Hz. We present the time-domain beamformer response to the same near field point in Fig. 4 (b), which is similar to the frequency-domain beamformer response in Fig. 4 (a).

We present the beamformer response to a nearfield point at $(0.4 \text{ m}, \theta, \phi)$ at 500, 1500, 2500, and 3500 Hz in Fig. 5 (a), (b), (c), and (d), respectively. Figure 5 shows that the sidelobe levels at the high frequency of 3500 Hz can be larger than the designed -25 dB. Nonetheless, the overall beamformer responses, especially the mainlobe, are similar across all these four frequencies. This simulation result together with Fig. 4 demonstrate that the designed beamformer has a nearly invariant beam response (beampattern) over a wide frequency band.

Next we present the response of the designed nearfield beamformer to a point at $(r_d, \theta, 0^\circ)$ and at $f = 1000$ Hz in Fig. 6. As shown in the figure, unless the point is close to the designed focusing point $(0.4 \text{ m}, 0^\circ, 0^\circ)$, the beamformer response will be significantly attenuated. This demonstrates the superior far-field and off-axis suppression capability of the nearfield beamformer, which will be useful for speech acquisition applications in a room environment. (The beamformer response to a point at $(r_d, \theta, 0^\circ)$ and at other frequency $f \in [400, 4000]$ Hz is similar to Fig. 6, and is not shown for brevity.)

B. Comparison

In this section, we compare the computation complexity and the latency of the frequency-domain method and the time-domain method.

In Fig. 3, the dashed-line boxes indicate the key differences between the two methods, and thus we focus on the computations inside of the boxes, specifically the number of multiplication operations. The time-domain beamforming method mainly involves the convolution between the decomposition coefficients with two filters. We denote the filter length as $L$, then the time-domain beamforming method requires about $2L$ real-value multiplication operations to obtain one sample of the coefficient $b_{u,v}(t)$. For the frequency-domain beamforming method, we first transform $\{p_{u,v}(t, r_s), v_{u,v}(t, r_s)\}$ to
be \( \{ P_{u,v}(\omega, r_s), V_{u,v}(\omega, r_s) \} \) using the FFT, and then obtain the coefficients \( B_{u,v}(\omega) \) through (11), and at last transfer \( B_{u,v}(\omega) \) into \( b_{u,v}(t) \). Using the radix-2 FFT algorithm with half overlapping and block size \( M \) [28], it takes \((2 \times 2 + 1 \times 4)M \log_2 M + 2 \times 4M \times (f_h - f_l)/f_s)/(M/2) \approx (16 \log_2 M + 4)\) real-value multiplication operations to obtain one sample of the coefficient \( b_{u,v}(t) \).

Based on above calculations, we list the computational complexity and the latency of two methods in Table I. As shown in Table I, the computational complexity of the time-domain beamforming method is higher than that of the frequency-domain beamforming method. However, the latency of the time-domain beamforming method is always zero, and this makes the time-domain beamforming method attractive for time-critical applications, such as active noise control [21], [24], [25].

### C. Application simulation

In this section, we use the nearfield beamformer for a nearfield source detection application.

The system setup is as shown in Fig. 1, where we have a target point source at \((0.4 \text{ m}, 0^\circ, 0^\circ)\) and six interfering point sources at \((0.4 \text{ m}, 90^\circ, 0^\circ)\), \((0.5 \text{ m}, 90^\circ, 90^\circ)\), \((0.6 \text{ m}, 90^\circ, 180^\circ)\), \((0.7 \text{ m}, 90^\circ, 270^\circ)\), \((0.8 \text{ m}, 90^\circ, 0^\circ)\), and \((2.0 \text{ m}, 0^\circ, 0^\circ)\), respectively. Note that one of the interfering source is in the same direction as the target source. We use the time-domain beamforming method designed in Sec. V-A to detect the target source output and to suppress the interference. We denote the target source output and the beamformer response as \( p(t) \) and \( b(t) \), respectively. We perform the simulation over \( T = 100 \text{ s} \), and plot the magnitude-square coherence \( C_{pb}(f) \) between the target source output \( p(t) \) and the beamformer response \( b(t) \) in Fig. 7

\[
C_{pb}(f) = \frac{||P_{pb}(f)||^2}{P_{pp}(f)P_{bb}(f)},
\]

where \( ||P_{pb}(f)||^2 \) is the cross power spectral density, \( P_{pp}(f) \) and \( P_{bb}(f) \) are the auto power spectral densities of \( p(t) \) and \( b(t) \), respectively [24].

As shown in Fig. 7, the magnitude-squared coherence between the target source output and the beamformer response is close to unity over \([400, 4000]\) Hz, which means the beamformer response is highly coherent with the target source output, or the beamformer response is mainly contributed by the target source. We also plot the coherence between the target source output and the measurement of an omni-directional microphone at the origin, which is equivalent to no beamforming process is conducted. As shown in the figure, without beamforming the magnitude-squared coherence is lower than 0.3, which means the beamformer response is seriously contaminated by the interference. This simulation result demonstrates the nearfield and on-axis suppression capability of the beamformer.

### VI. Conclusion

This paper proposed a time-domain beamforming method, whose response is invariant with respect to frequency and focuses on a near field points. The authors took inspiration from the expression of the beamformer response in the spherical coordinates, and theoretically...
derived the beamformer filter (coefficients) with separable terms, which simplify the design of a beamformer. The theoretical derivation can serve as a foundation for future development of robust and data-dependent beamforming methods.

An extension to this paper would be designing similar beamforming methods for two-dimensional space. In this case, we can use vector sensors arranged on multiple circles [29] or on a line [30], [31] for sound field (coefficients) measurement.
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Bringing (19) and (9) into (1), we have the beamformer response to the point source as

\[ B(\omega) = \frac{-1}{i\omega r_d c} e^{-i\omega(\tau_d - \tau_s)} \sum_{n=0}^{\infty} h_n(\omega \tau_d) \sum_{v=-u}^{u} r_{u,v} Y_{u,v}(\theta_d, \phi_d) Y_{u,v}(\theta_d, \phi_d) = \frac{e^{-i\omega(\tau_d - \tau_s)}}{r_d} \delta(\cos \theta_d - \cos \theta_d) \delta(\phi_d - \phi_d), \]  

where \( \delta(\cdot) \) is the delta function, and the last line is obtained based on the followings [19], [32]

\[ \frac{h_u(\omega \tau_d)}{h_u(\omega \tau_d)} = 1, \]  

\[ \sum_{u=0}^{\infty} \sum_{v=-u}^{u} \alpha_{u,v} Y_{u,v}(\theta_d, \phi_d) Y_{u,v}(\theta_d, \phi_d) = \delta(\cos \theta_d - \cos \theta_d) \times \delta(\phi_d - \phi_d), \]  

given that

\[ (r_d, \theta_d, \phi_d) = (0, 0, 0), \quad \alpha_{u,v} = 1, \quad u \in [0, \infty), \quad v \in [-u, u]. \]

That is, the beamforming coefficients \( W_{u,v}(\omega) \) are designed such that the beamformer response to a point source at \( (r_d, \theta_d, \phi_d) \) reduces to the delta function [23].

**APPENDIX A**

**FREQUENCY-DOMAIN**

The beamforming coefficients (9) are designed such that the beamformer response (beampattern) is frequency-invariant and focuses on a nearfield point. Suppose that there is a unit-output desired point source at \( (r_d, \theta_d, \phi_d) \), then we have the corresponding sound field coefficients [19]

\[ K_{u,v}(\omega) = (-i\omega/c) h_u(\omega \tau_d) Y_{u,v}(\theta_d, \phi_d). \]  

**APPENDIX B**

**TIME-DOMAIN**

We express the frequency-domain expression (11) as

\[ B_{u,v}(\omega) = -(i\omega \tau_s) V_{u,v}(\omega, r_s) \frac{\tau_n}{\tau_d} e^{-i\omega(\tau_d - \tau_s)} \frac{h_u(\omega \tau_d)}{h_u(\omega \tau_d)} \]  

\[ -\omega \tau_s P_{u,v}(\omega, r_s) \frac{\tau_n}{\tau_d} e^{-i\omega(\tau_d - \tau_s)} \frac{h_u-1(\omega \tau_d)}{h_u(\omega \tau_d)} \]  

\[ + (u + 1) P_{u,v}(\omega, r_s) \frac{\tau_n}{\tau_d} e^{-i\omega(\tau_d - \tau_s)} \frac{G_u^1(\omega, \tau_s, \tau_d) + 1}{G_u^1(\omega, \tau_s, \tau_d) + 1} \]  

\[ + (u + 1) P_{u,v}(\omega, r_s) \frac{\tau_n}{\tau_d} e^{-i\omega(\tau_d - \tau_s)} \frac{G_u^2(\omega, \tau_s, \tau_d) + 1}{G_u^2(\omega, \tau_s, \tau_d) + 1}, \]  

(23)
where
\[
G_u^1(\omega, \tau_s, \tau_d) = \frac{\tau_s}{\tau_d} e^{-i\omega(\tau_d - \tau_s)} h_u(\omega \tau_d) h_u(\omega \tau_s) - 1,
\]
and
\[
G_u^2(\omega, \tau_s, \tau_d) = \frac{\tau_s}{\tau_d} e^{-i\omega(\tau_d - \tau_s)} h_u-1(\omega \tau_s) h_u(\omega \tau_d) - 1
\]
(24).

Here, we introduce \(G_u^1(\omega, \tau_s, \tau_d)\) and \(G_u^2(\omega, \tau_s, \tau_d)\) to simplify the expressions. They are obtained based on the following properties of the spherical Hankel function [32]

\[
h_u(\omega \tau) = -i^n e^{-i\omega \tau} \sum_{v=0}^{u} \frac{\varphi_v(u)}{(i\omega \tau)^{v+1}}, \tag{26}
\]

\[
h_u'(\omega \tau) = h_u-1(\omega \tau) - \frac{u+1}{\omega \tau} h_u(\omega \tau), \quad u > 0, \tag{27}
\]

\[
h_u(\omega \tau_s) - \tau_d \hat{e}^{-i\omega(\tau_s - \tau_d)}, \quad \omega \to \infty, \tag{28}
\]

Based on (26), we expand \(G_u^1(\omega, \tau_s, \tau_d)\) as

\[
G_u^1(\omega, \tau_s, \tau_d) = \frac{G_u^{1,1}(\omega, \tau_s, \tau_d)}{G_u^{1,2}(\omega, \tau_s, \tau_d)}, \tag{30}
\]

where

\[
G_u^{1,1}(\omega, \tau_s, \tau_d) = \sum_{v=0}^{u} \frac{\varphi_v(u)}{(i\omega \tau_s)^v} \left( \frac{1}{(i\omega \tau_d)^v} - \frac{1}{(i\omega \tau_d)^{v+1}} \right), \tag{31}
\]

\[
G_u^{1,2}(\omega, \tau_s, \tau_d) = \sum_{v=0}^{u} \frac{\varphi_v(u)}{(i\omega \tau_d)^v}, \tag{32}
\]

and

\[
G_u^{1,2,\omega}(\omega, \tau_s, \tau_d) = -i(\tau_d) \sum_{v=0}^{u} \frac{\varphi_v(u)}{(i\omega \tau_d)^{v+1}}. \tag{33}
\]

is the derivative of \(G_u^{1,2}(\omega, \tau_s, \tau_d)\) with respect to \(\omega\). Based on the Fourier transform property and the residual theorem [26], we have

\[
g_u^1(t, \tau_s, \tau_d) = \frac{1}{2\pi} \int_{-\infty}^{\infty} G_u^1(\omega, \tau_s, \tau_d) e^{i\omega t} d\omega
\]

\[
= U(t) i \sum_{m=1}^{u} \frac{G_u^{1,1}(\omega_{u,m}, \tau_s, \tau_d)}{G_u^{1,2,\omega}(\omega_{u,m}, \tau_s, \tau_d)} e^{i\omega_{u,m} t}. \tag{34}
\]
Fig. 2. The theoretical derived $g_u^1(t, \tau_s, \tau_d)$ and its estimation $\hat{g}_u^1(t, \tau_s, \tau_d)$ obtained through direct inverse Fourier transform, for $u = 1, 2, 3$, $\tau_s = 0.23$ ms, and $\tau_d = 1.17$ ms.
Fig. 3. Signal flow of the frequency-domain beamforming method and the time-domain beamforming method. The frequency-domain beamforming method uses the FFT and the inverse FFT to transfer the signals between the time-domain and the time-frequency-domain. The dashed-line boxes indicate the key differences of the two beamformers. $\{N, N\}_{u, v=0, 0}$ means $u \in [0, N]$, $v \in [-u, u]$. 
Fig. 4. Beamformer response (in dB) to a nearfield point at $(0.4 \text{ m}, \theta, 0^\circ)$ as a function of frequency and angle $\theta$: (a) frequency-domain and (b) time-domain.
Fig. 5. Beamformer response (in dB) to a nearfield point at \((0.4 \text{ m}, \theta, \phi)\) at (a) 500, (b) 1500, (c) 2500, and (d) 3500 Hz.
Fig. 6. Beamformer response (in dB) to a point at \((r_d, \theta, 0^\circ)\) at \(f = 1000\) Hz as a function of \(r_d\) and angle \(\theta\).

Fig. 7. The magnitude-squared coherence between the target source output and the beamformer response.