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Abstract—Transferring a controller from a simulated environment to a physical system is regarded as a challenging problem in robotics. We present a method for continuous improvement of modeling and control after deploying the robot to a dynamically-changing target environment. We develop a differentiable physics simulation framework that simultaneously performs online system identification and optimal control using the incoming observations from the target environment in real time. To ensure robust system identification against noisy observations, we devise an algorithm to assess the confidence of our estimated parameters using numerical analysis of the dynamic equations. To ensure real-time optimal control, we adapt start time of the optimization window so that the optimized actions can be replenished ahead of consumption, while staying as up-to-date with new information as possible. The constantly re-planning based on a constantly improving model allows the robot to swiftly adapt to the changing environment using real-world data in a sample-efficient way. Thanks to a fast differentiable physics simulator, both system identification and control can be solved efficiently in real time. We demonstrate our method on a set of examples in simulation and on a real robot. Our method can outperform all baseline methods in different experiments.

Index Terms—Calibration and identification, planning under uncertainty, robust/adaptive control.

I. INTRODUCTION

SIMULATION provides a risk-free sandbox for roboticists to develop mechanical designs and control stacks. The major caveat, however, is that using simulation in robotics often leads to control policies or mechanical designs that fail when deployed in the real world, namely the sim-to-real gap. Much existing work has focused on training more robust and adaptive control policies in simulation, prior to deployment on hardware [1]. In contrast, to enable robot work in constantly changing environments, our work focuses on continuous improvement of modeling and control in the real world, after deploying the robot to the dynamically-changing target environment. For example, a quadruped must continuously adapt to terrains with different materials after deployment, and a manipulator must re-estimate the weight of a new object every time for precision control.

In this work, we address the problem of post-deployment fine-tuning from both modeling and control perspectives. We develop a differentiable physics simulation framework (Fig. 1) that performs online motion planning and system identification simultaneously using incoming observations in real time. Our system runs two parallel threads: a planning thread that solves for a sequence of actions over a finite horizon of time into the future, and a modeling thread that optimizes the system parameters based on the most recent history of observations. The constant re-planning based on a constantly improving model allows the robot to swiftly adapt to the changing environment and utilize the real-world data in the most sample-efficient way.

The main challenge in online modelling of a dynamically changing environment is that the observations might be outdated (when the environment actually changed) or uninformative (the observations were not “parametrically exciting”). These two scenarios lead to a similar consequence—unstable and erroneous parameters estimation—but call for different solutions. We develop an adaptive online system identification method that monitors the changes in the environment and assesses the confidence of our estimated parameters, using numerical analysis of the dynamic equations. In addition, when the model is inaccurate, our dual-threaded framework provides a unique opportunity to actively control a trajectory for system identification. That is, we can assist the system identification by planning a trajectory that will produce parametrically exciting observations.

Meanwhile, the main technical challenge for the planning thread is to replenish the planned action buffer faster than real time while keeping the plan as fresh as possible. This is an interesting scheduling problem that can be solved by careful considerations of planning algorithms and problem formulation. We devise a procedure to solve the scheduling problem that balances the accuracy of the model and the computation complexity of the plan. In addition, we leverage the incremental re-planning nature of model-predictive-control to improve the computational performance of the control algorithm.
We evaluate our method on a number of examples both in simulation and on a real robot to demonstrate the effectiveness of our framework for planning and modeling. We compare our method with four baseline methods and evaluate them by the accuracy of system identification and effectiveness of control. Our method outperforms all baseline methods.

II. RELATED WORK

Prior work has explored two approaches to closing the sim-to-real gap: 1) Improving the accuracy and fidelity of robot models and simulators 2) Making the control policy more robust and adaptive to noisy or changing system parameters.

A. Improve Modeling Accuracy

System identification (SysID) for robotic systems has been an important research area for decades, but little existing work has proposed effective methods for identifying any parameter of a generic physics engine in an online fashion. Classical methods, including the frequency and impulse response methods [2], probe the system parameters offline using characteristic input signals. System parameters can also be identified by solving a regression problem for both linear systems [3] and nonlinear systems [4], [5]. Offline SysID can be achieved by differentiable physics engines [6], [7], [8], as well as learned DNNs that approximate dynamic systems [9]. However, these methods cannot handle parameter change during control. For online SysID using incoming observations, recursive least square methods have been used for linear systems [3]. Moreover, [10], [11] solve and update system parameters using stochastic optimization. Recent learning-based approaches attempted to improve modeling accuracy and model unknown time-varying components. For example, Yu et al. [12] learned a neural network to model time-varying parameters. Jiang et al. [13] formulated system parameters as functions of state and action which can be learned from real-world trajectories. In contrast, [14] learns a transition function directly from data without utilizing differential equations. Our adaptive system identification method is designed to run online and handle noisy observations. Unlike learning-based methods, our online SysID does not require offline training using a lot of data.

B. Improve Controller Design

Designing more robust controllers is an effective way to tackle the sim-to-real problem. Robust control aims to battle inaccurate dynamics and noisy measurement. Common Lyapunov functions [15] can be used to verify controller’s robustness, but finding a suitable Lyapunov function for complex nonlinear systems remains a challenge in robotics. Recently, domain and dynamic randomization methods have been used to transfer policies from simulation to different target environments [16], [17], [18], [19]. However, controllers designed to be robust for different parameters often sacrifice task performance.

Adaptive control, on the other hand, relies on an online system identification module to inform the controller with updated parameters. For example, [10], [11] estimate the system parameters using stochastic optimization and updated stochastic model predictive controller in an online fashion. [12], [20] used a trained neural network to infer system parameters from historical states, and feed those parameters to a universal policy trained using reinforcement learning. Our method falls in the “adaptive control” category, and it demonstrates superior performance compared with previous learning based or stochastic optimization based methods.

C. Differentiable Physics

In the last few years, various differentiable physics simulators have been proposed by researchers aiming to build better simulation tools for robotic tasks such as control design and parameter identification. Prior work has proven differentiable simulation to be a powerful tool for identifying simulation parameters [21], [22], [23], [24], [25], [26], optimizing design parameters [27], [28], [29], or learn a hybrid simulator which combine learnable neural networks with differential equations [30], [31]. The gradient information provided by differential simulation can also be exploited in motion optimization [24], [32] and policy learning [33]. The unique aspect of our method is that we utilize the gradients provided by a differentiable physics simulator simultaneously for control and system identification in an online fashion. This dual-purpose framework allows a robot to continue to adapt to an ever-changing environment in a sample efficient manner.

III. METHOD

We propose a new method that utilizes differentiable physics for online system identification(SysID) and optimal control simultaneously using streaming observations from the target environment. Our framework runs two parallel threads in real-time, a planning thread for optimal control and a modeling thread for system identification. The planning thread solves for a sequence of actions over a finite horizon of time into the future. Concurrently, the modeling thread optimizes the system parameters, \( \mu \), based on the most recent observations.

Fig. 2 illustrates the communication and scheduling between the two threads. The modeling thread takes the state sequence in the history buffer \( \mathcal{H} \), which stores the most recent observed states from the target environment, optimizes \( \mu \) to match \( \mathcal{H} \) via the gradients provided by the differentiable physics engine, and finally inform the controller with the optimal \( \mu \). As soon as the modeling thread completes the optimization, it fetches the next batch of states from \( \mathcal{H} \) and repeats the optimization over \( \mu \). Asynchronously, the planning thread solves for a future action sequence using the differentiable physics engine and the most recent \( \mu \). The planning thread formulates an optimal control problem as an iterative linear quadratic regulator (iLQR) and solves it in a model-predictive-control (MPC) fashion. The solved action trajectory is placed in the plan buffer \( \mathcal{P} \) for the robot to consume in real-time. The next optimal control problem starts immediately after the current one is done with an optimization horizon that extend into the future.

A. Real-Time System Identification

Given a sequence of recently observed states containing position and velocity in generalized coordinate, \( x_{0:H} = [q_{0:H}, \dot{q}_{0:H}] \), in the history buffer \( \mathcal{H} \), a standard SysID routine finds the optimal system parameters that best fit the observations: \( \mu^* = \arg \min_\mu \| \text{sim}(q_0, \dot{q}_0, u_{0:H}; \mu, H) - q_{0:H} \| \), where \( \text{sim}(q_0, \dot{q}_0, u_{0:H}; \mu, H) \) is the forward simulation starting from \( q_0, \dot{q}_0 \).
Fig. 2. Illustration of our dual-threaded real-time system. At the beginning of time step 4, the history buffer has accumulated five past state, \( x_{0:4} \) (blue vectors) and the stored plan buffer has 5 actions \( u_{4:8} \) (red vectors). The system parameters \( \mu \) were last updated at time step 0 (green vector). Assuming the starting time step and the length of planning horizon is \( t = 5 \) and \( H = 5 \) respectively. The planning thread first simulates 5 time steps forward (orange vectors) and starts a trajectory optimization from \( x_9 \). At time step 5, the modeling thread starts optimizing \( \mu \). At time step 8, the planning thread is done with the new actions \( u_{9:13} \). At time step 9, the robot starts to consume the new plan while a new trajectory optimization is spawned by the planning thread. At time step 10, the modeling thread updates \( \mu \).

Algorithm 1: Online SysID and Control.

**Input:** \( \mathcal{H}, \mathcal{P} \)

\[
f \leftarrow f_{\text{task}}, \tilde{\mu} \leftarrow \text{default_system_parameters}()
\]

\( \tilde{w} = 0; \ n = 0; \)

\[\text{Planning Thread:} \]

\[
t \leftarrow \text{current_time}()
\]

\[
\tilde{t} = t + t_e \cdot N_{\text{iter}}
\]

\[
x_{i:t} \leftarrow \text{sim}(x_{i}, u_{i:t}; \tilde{\mu}, \tilde{t} - t)
\]

\[
u_{i:t+T-1} \leftarrow \text{ILQR}(x_{i}; \tilde{\mu}, T, f)
\]

\[
\mathcal{P} \leftarrow \text{update}(\mathcal{P}, u_{i:t+T-1})
\]

\[\text{Modeling Thread:} \]

\[
x_{0:H} \leftarrow \text{recent_batch}(\mathcal{H})
\]

\[
\mu^* \leftarrow \text{argmin}_\mu \|\text{sim}(x_0, u_{0:H}; \mu, H) - x_{0:H}\|_2
\]

\[
w^* \leftarrow \text{confidence_score}(x_{0:H})
\]

\[
\text{if } \|w^*\| > \epsilon_1 \text{ then}
\]

\[
f \leftarrow \tilde{t}_{\text{task}}
\]

\[
\text{if } \|\mu^* - \tilde{\mu}\| < \epsilon_2 \text{ then}
\]

\[
\tilde{\mu} = \frac{\mu^*}{\tilde{w}} + \frac{w^*}{\tilde{w}} \tilde{w} = \tilde{w} + w^*
\]

\[
\text{else}
\]

\[
\tilde{\mu} = \mu^*, \tilde{w} = w^*
\]

\[
\text{else}
\]

\[
n \leftarrow n + 1
\]

\[
\text{if } n > N_{\text{his}} \text{ then}
\]

\[
f \leftarrow f_{\text{exp}}, n = 0
\]

from state \((q_0, \dot{q}_0)\) for \(H\) time steps controlled by \(u_{0:H}\) under the differential equations parameterized by \(\mu\). Utilizing a differential physics simulator (e.g., NimblePhysics [32]), we can compute the gradients of the objective function efficiently to optimize \(\mu\) in real time.

However, unlike a one-time offline SysID routine, repeatedly applying online SysID using incoming noisy observations in a dynamically changing environment often leads to erroneous and unstable estimation of system parameters. The main challenge of online SysID is that the observations might be outdated (when the robot model actually changed) or uninformative (the observations were not “parametrically exciting”). The former requires the system to flush old observations in the buffer and only use the recent observations, while the latter can be mitigated by weighing the old observations more highly than the recent ones. Knowing which failure mode we are currently in is critical for the system to respond correctly.

We develop an adaptive online SysID method, inspired by the idea of persistent excitation analysis [34], to assess how a state trajectory spans the range of system behaviors. For each SysID optimization problem, we compute a confidence score, \(w\) and weight the solution by the confidence score. The currently estimated system parameter is defined as the weighted sum of solutions found in the past:

\[
\bar{\mu} = \frac{\sum_{t = t_0}^{T_{\text{now}}} w_t \mu_t}{\sum_{t = t_0}^{T_{\text{now}}} w_t}. \tag{1}
\]

At the end of each SysID optimization, we analyze the solution \(\mu^*\) and the confidence score \(w^*\) to determine the appropriate action. If \(w^*\) is large and \(\|\mu^* - \bar{\mu}\|\) is small (i.e. the new solution is similar to the current one), we accept the new solution \(\mu^*\) and update \(\bar{\mu}\) using (1). If \(w^*\) and \(\|\mu^* - \bar{\mu}\|\) are both large, it is likely that the environment has changed and \(\mu\) needs to be re-estimated from scratch. In this case, we replace \(\bar{\mu}\) with \(\mu^*\). If \(w^*\) is small, we discard \(\mu^*\) and do not update \(\bar{\mu}\). If small \(w^*\) persists for a \(N_{\text{his}}\) SysID optimizations, we switch to active SysID mode and change the objective function in the planning thread (details in Section III-C). Algorithm 1 summarizes both the adaptive online SysID and optimal control.

To compute the confidence score \(w\), we use the Lagrange’s equations of motion for articulated rigid body systems to estimate each system parameter’s excitation:

\[
M(q; \mu)\ddot{q} + c(q, \dot{q}; \mu) + g(q; \mu) = f(q, \dot{q}; \mu), \tag{2}
\]

where \(M\) is the mass matrix in generalized coordinates \(q \in \mathbb{R}^N\), \(c\) is the Coriolis and centrifugal force, \(g\) is the gravity, and \(f\) is the sum of other generalized forces applied on the system. While the actual formula to compute \(w\) for each system parameter is different, the underlying principle is the same: For linear parameters, we directly analyze excitation based on equation of motion;
for nonlinear parameters, we either drop some insignificant non-linear terms or linearize the system using differentiable physics engine before excitation analysis. We derive the formulations for four common parameters below.

1) Confidence score for estimating masses: To factor out the mass of each link, \( m_k \), we rewrite (2) as a linear function of \( m = [m_1, \ldots, m_M] \), where \( M \) is the number of rigid links in the system. For clarity of exposition, we omit the Coriolis and centrifugal force.

\[
(A(q, \dot{q}) + B(q)) m = f,
\]

where the column \( k \) of \( A \in \mathbb{R}^{N \times N} \) represents the acceleration of the rigid link \( k \) due to the inertial force in the generalized coordinates: \( A[:, k] = (J_k^T J_k + J_{\omega_k}^T \dot{I}_k J_{\omega_k}) \dot{q} \in \mathbb{R}^N \). \( \dot{I}_k \in \mathbb{R}^{3 \times 3} \) is the inertia matrix in the coordinate frame of link \( k \) with the mass \( m_k \) factored out. The Jacobian matrix for the rigid link \( k \) contains two parts: the linear Jacobian \( J_k \in \mathbb{R}^{3 \times N} \) and the angular Jacobian \( J_{\omega_k} \in \mathbb{R}^{3 \times N} \) which together map \( \dot{q} \) to the linear velocity and the angular velocity of link \( k \) in the Cartesian space. Similarly, the column \( k \) in \( B \) represents the acceleration of the rigid link \( k \) due to the gravitational force in the generalized coordinates: \( B[:, k] = J_k^T g_e \in \mathbb{R}^N \), where \( g_e = (0, 0, -9.8)^T \).

If the observations happen to make the rank of \( A + B \) less than \( M \), we cannot uniquely identify the mass for all \( M \) links. However, solving the rank for each time step and for each rigid link can be time consuming. We opt to use a heuristic that measures the magnitude of each column in \( A + B \). When \( \|A[:, k] + B[:, k]\| \) is small, the estimate of \( m_k \) is more sensitive to the sensing noise. If \( \|A[:, k] + B[:, k]\| \) is zero, we lose the rank to identify \( m_k \) altogether. As such, the confidence score for estimating mass is defined as:

\[
w = \sum_{t=0}^{H-1} \sum_{k=0}^{M-1} \frac{1}{\Delta t} \|J_k^T J_k + J_{\omega_k}^T \dot{I}_k J_{\omega_k}(\dot{q}_{t+1} - \dot{q}_t) + J_k^T g_e\|,
\]

where \( \Delta t \) is the simulation time step. Jacobian matrices can be typically obtained from the physics engine directly in practice.

2) Confidence score for estimating moment of inertia: Estimating the moment of inertia of each rigid link is also common for system identification. In our confidence score computation, we do not consider the off-diagonal elements in the local inertia matrix \( I_k \), as they are typically dominated by the diagonal elements (the principle inertia). Rearranging (2) to factor out the principle inertia terms, \( d_k = (I_k^{xx}, I_k^{yy}, I_k^{zz}) \), for each link \( k \), we arrive at:

\[
\begin{bmatrix}
C_1(q, \dot{q}) & \cdots & C_M(q, \dot{q})
\end{bmatrix}
\begin{bmatrix}
d_1 \\
\vdots \\
d_M
\end{bmatrix}
= b,
\]

where \( C_k = J_{\omega_k}^T \text{Diag}(J_{\omega_k} \dot{q}) \in \mathbb{R}^{N \times 3} \) and \( b = f - g - \sum_{k=0}^{M-1} m_k J_k^T J_k \dot{q} \in \mathbb{R}^N \), the sum of all the terms in (2) independent of the inertia matrix. The operator \( \text{Diag}(\cdot) \) maps a vector \( v \in \mathbb{R}^n \) to a \( R^{n \times n} \) diagonal matrix with \( v \) as its diagonal elements. Analyzing the rank of the matrix on the LHS of (4) is too costly. We define a simpler confidence score similar to the one for the mass estimation:

\[
w = \sum_{t=0}^{H-1} \sum_{k=0}^{M-1} \frac{1}{\Delta t} \|J_{\omega_k}^T \text{Diag}(J_{\omega_k}(\dot{q}_{t+1} - \dot{q}_t))(\cdot, i)\|.
\]

3) Confidence score for estimating center of mass: The center of mass (COM) of each body link \( k \) affects the equations of motion via the Jacobian \( J_k \), which maps the generalized velocity \( \dot{q} \) to the Cartesian velocity of COM, \( v_k \). We can compute \( v_k \) recursively from the Jacobian of its parent joint \( J_k \in \mathbb{R}^{3 \times N} \):

\[
v_k = \tilde{J}_k \dot{q} + R_k(J_{\omega_k} \dot{q}) r_k = (\tilde{J}_k - R_k r_k J_{\omega_k}) \dot{q},
\]

where \( J_{\omega_k} \in \mathbb{R}^{3 \times N} \) maps the generalized velocity to the angular velocity of link \( k \) expressed in the frame of parent joint, \( R_k \) is the transformation from the parent joint frame of link \( k \) to the world frame, and \( r_k \) is the COM in the frame of the parent joint of link \( k \). The bracket \( [\cdot] \) indicates the skew symmetric matrix. By the definition of \( J_k \) and (5),

\[
J_k = \tilde{J}_k - R_k \dot{r}_k J_{\omega_k}.
\]

The terms on the LHS of (2) dependent on \( J_k \) can be expressed as \( m_k J_k^T (\tilde{J}_k \dot{q} + J_k \dot{q} - g_e) \). Substituting \( J_k \) with (6) and dropping the quadratic terms in \( r_k \) and the constant mass \( m_k \), we can express the linear terms in \( r_k \) on the LHS of (2) as

\[
\begin{align*}
J_k^T \left( R_k[J_{\omega_k} \dot{q}] + R_k[J_{\omega_k} \dot{q}] + R_k[J_{\omega_k} \dot{q}] \right) \\
+ J_{\omega_k}^T \left(R_k \dot{J}_k \dot{q} + J_{\omega_k} \dot{q} - g_e \right) \right) r_k.
\end{align*}
\]

To identify COM \( r_k \) for all \( M \) links, we need to concatenate the matrix expressed in (7) (inside of the parenthesis) for every link into one single \( N \times 3 \) matrix and analyze its rank. Similar to other system parameter estimation, we use a heuristic to approximate the rank.

Let \( S \) be \( R_k[J_{\omega_k} \dot{q}] + R_k[J_{\omega_k} \dot{q}] + R_k[J_{\omega_k} \dot{q}] \) and \( G \) be \( R_k \dot{J}_k \dot{q} + J_{\omega_k} \dot{q} - g_e \), both in \( \mathbb{R}^{3 \times 3} \). Expression in 7 can be simplified to \( J_k^T S + J_{\omega_k} G \), which needs to be full column-rank for \( r_k \) to be identifiable. If \( r_k \) is already in the nullspace of \( S \), multiplying \( J_k^T \in \mathbb{R}^{N \times 3} \) is not going to make \( r_k \) identifiable. The same argument can be made for the \( G \) term. Therefore, we can devise a simple heuristic based on the necessary (not sufficient) condition for every \( r_k \) to be identifiable:

\[
w = \sum_{t=0}^{H-1} \sum_{k=0}^{M-1} \|S_k[:, i]\| + \|G_k[:, i]\|.
\]

4) Confidence score for estimating joint stiffness and damping: The confidence scores for the joint stiffness and damping are more straightforward. We model the generalized force due to joint stiffness and damping as \( f_{\text{joint}}(q, \dot{q}, \mu) = -K_s(q - \hat{q}) - K_d \dot{q} \), where \( \hat{q} \) is the preset rest position for the joint angles. The confidence score for the joint stiffness can be computed by: \( w = \sum_{t=0}^{T-1} \|q_t - \hat{q}\| \), and the confidence for the damping can be computed by \( w = \sum_{t=0}^{T-1} \|\dot{q}_t\| \).

Dropping the quadratic terms can affect the rank analysis and is considered part of approximation by our heuristic.
B. Real-Time Optimal Control

The real-time optimal control problem can be formulated either as a nonlinear program, which can be solved with a general optimization package (e.g., IPOPT [35]), or as an iLQR [36] through leveraging recursive structure of the problem. With an efficient differentiable physics engine, our method can be applied to both control approaches. However, we prefer iLQR as its runtime is more predictable for online control tasks. The computation speed of MPC-iLQR can be significantly improved with warm-starting using the overlapping time window from the previous solution. Specifically, we initialize the linear control laws, the state trajectory, and the action trajectory using the previous solution.

The main technical challenge for the planning thread is to replenish the plan buffer \( P \) faster than real-time while keeping the plan as fresh as possible. We propose to adaptively select the starting time \( t \) of the horizon \( T \) of the trajectories being optimized: \( x_{t:T}, u_{t:T-1} \) where \( x, u \) are state and action of the robot. Ideally we would like \( t \) to be as close as possible to the the time index when the trajectory optimization is finished, so the new plan \( u_{t:T-1} \) will be fresh and just-in-time. If \( t \) is too early, some of the new plan will be stale already by the time the planning is done. If \( t \) is too late, the robot cannot switch to the new plan when the old one is depleted and will lose control afterward.

We profile the runtime of the planning algorithm running on the target hardware to obtain the duration \( t_e \) for each iLQR iteration. During runtime, we determine \( t \) by multiplying the number of iterations, \( N_{iter} \), the previous iLQR took with \( t_e \): \( t = t + t_e \cdot N_{iter} \), where \( t \) is the current time index (Alg 1).

C. Actively Controlled System Identification

An advantage of our dual-threaded framework is that we can leverage the planning thread to assist the modeling thread when SysID struggles to identify the system parameters for a long time. If the confidence score has been low for \( N_{his} \) SysID solutions consecutively, we inform the planning thread to switch its objective function from the main task \( f_{task} \) (See IV for detailed definition) to \( f_{exp} \) which is designed to explore the range of system behaviors. Conveniently, the confidence score described above can be reused for actively planning a state trajectory that maximizes the parametric excitation for the system parameters of interest. Therefore, we define \( f_{exp} = -w(x_{0:H}) \) (Algorithm 1).

IV. Evaluation

We implemented our method using an off-the-shelf differentiable physics engine, NimblePhysics [32]. We evaluate our method on four dynamic motor control tasks in which the robot needs to continuously identify the system parameters and solve for the control trajectories. We compare our methods to four different baselines:

1) Naive: Solve SysID using the most recent observations. Solve control using MPC-iLQR.
2) Smooth: Solve SysID using the average of five previously solved system parameters. Solve control using MPC-iLQR.
3) Weighted: Solve SysID using (1) with five previously solved system parameters. Solve control using MPC-iLQR. This baseline is the same as our method except that the most recent solution is always accepted and interpolated with the current solution.
4) UP-OSI: Use an MLP model trained offline for SysID. Control the robot using a system-parameter-conditioned policy trained offline using deep RL approach. We use the implementation by [12].
5) DuST: Use stochastic optimization for both online SysID and model predictive control [10].

We also evaluate the effectiveness of adaptive horizon starting time for the planning thread. The optimal control problem for all four tasks share the same form of objective functions:

\[
 f_{task}(x_{0:T}, u_{0:T-1}) = \frac{1}{2} \sum_{k=0}^{T-1} (x_k - \bar{x})^T Q_r(x_k - \bar{x}) + \frac{1}{2} (x_T - \bar{x})^T Q_f(x_T - \bar{x}) + \frac{1}{2} \sum_{k}^T u_k^T R u_k, \tag{8}
\]

where \( \bar{x} \) is the target state, \( R \) is the cost weights for an action, \( Q_r \) and \( Q_f \) defines the running cost and final cost weights for a state. In the four tasks we demonstrated, we found that only one example, the elastic rod moving task, triggers the active system identification mode in which the objective function for iLQR switched to \( f_{exp} = -w(x_{0:H}) \).

To bring the simulated environments closer to the real-world, we simulate sensing and actuating errors by adding random gaussian noise in the observed states, as well as in the actions being executed. All the hyper parameters are reported in Table I.

A. Swing-Up Cartpole With Unknown Masses

We started with a classical motor control problem: swing up and balance a pole attached to a cart by applying a force to the cart. The target \( \bar{x} = [1, 0, 0, 0] \) requires the pole to be balanced at the configuration \((1, 0)\) with zero velocity as quickly as possible.

The mass of the cart and the mass of the pole are unknown initially and will change twice during control. Fig. 3 shows the accuracy and stability of our method compared against the baselines. Our method can quickly identify the correct masses and respond rapidly to the parameter change. We further demonstrated that more effective SysID positively impacts the quality of control. Table II shows that the time required for our MPC-iLQR controller to complete the task. Our controller is significantly more effective than baselines based on the same

---

**TABLE I**

| Hyperparameters for our Experiments. |
|--------------------------------------|
| Parameters Setting                   |
|--------------------------------------|
| Parameter | Value | Parameter | Value | Parameter | Value | Parameter | Value |
| \( \epsilon_1 \) | 0.02  | \( \epsilon_2 \) | 0.5   | \( \epsilon_3 \) | 0.5   |
| \( \epsilon_4 \) | 0.02  | \( \epsilon_5 \) | 0.5   | \( \epsilon_6 \) | 0.5   |
| \( \epsilon_7 \) | 0.02  | \( \epsilon_8 \) | 0.5   | \( \epsilon_9 \) | 0.5   |
| \( \epsilon_{10} \) | 0.02  | \( \epsilon_{11} \) | 0.5   | \( \epsilon_{12} \) | 0.5   |
| \( H \) | 5     | \( H \) | 10    | \( T \) | 100   |
| \( T \) | 200   | \( R \) | 100   | \( T \) | 300   |

\( \epsilon_1 \) is the normalized threshold for detecting parameter changes, \( \epsilon_2 \) is the threshold of Confidence, \( H \) is the trajectory length for sysid, and \( T \) is the horizon for ILQR.

The unknown parameters are randomly sampled in the ranges shown here. The range of COM and MOI are determined by geometric boundary of the robot arm.
MPC-iLQR. UP-OSI and DuST was not able to complete the task after 1000 time steps, suggesting that the MLP-based SysID can be brittle when the changes in parameters result in out-of-distribution state trajectories (See the accompanying video for interactive demos). Without utilizing efficient gradient based optimization DuST failed to respond rapidly to system parameter change. It also worth mentioning our controller is 80x faster than the stochastic optimization based controller implemented in DuST. Both comparison with DuST has shown that utilizing a differentiable model can significantly accelerate control optimization and adaptation.

### B. Inverted Double Pendulum (InvDP) With Unknown Damping

This task is the same as the cart-pole, but an additional unactuated pole segment makes the double inverted pendulum a more challenging control problem. The target state $\bar{x}$ is set to $[0, 0, 0, 0, 0, 0]$ which requires the double inverted pendulum to be balanced stably at upright configuration as quickly as possible.

### C. Robot Arm With Unknown End-Effector Mass Distribution

Robot manipulators often encounter objects with unknown mass and unknown mass distribution. While the mass of an object is simple to obtain from force sensors, estimating the mass distribution of an object is more challenging. Furthermore, for objects like a bag of sand or a jar of water, the center of mass and the moment of inertia can change over time and need to be estimated in an online fashion.

In this example, a Rokae Xmate3P robotic arm is required to carry an object from the initial configuration of the robot to a final configuration. The COM and the moment of inertial of the object is unknown and could change over time. We assumed that the object is rigidly attached to the end effector of the robot. The center of mass and the moment of inertia of the end effector-object assembly are modified during the experiment. Fig. 5 shows that our adaptive SysID outperforms all the baselines on tracking system parameters. Similarly, the accurate estimation of the system parameters can accelerate control convergence as shown in Table II.

### D. Moving an Elastic Rod With Unknown Elasticity

This example involves an elastic rod modeled by four rigid links connected by revolute joints with internal springs. The task is to push the base link of the elastic rod to the target location as quickly as possible, while keeping the rod straight and vertical when hitting the target. Intuitively, if the rod is stiff, we can apply a relatively large acceleration to the base. If the rod is more elastic, then we have to accelerate strategically to mitigate bending. Accurate estimation of spring stiffness is crucial for faster control.
Fig. 6. (a)–(c): Identifying the spring stiffness for the elastic rod. (d): System identification w/ and w/o active SysID control.

This is an example that benefits from the coordination of the modeling thread and the planning thread, such that correct parameters can be identified and the task can be accomplished efficiently. At the beginning, the iLQR with underestimated joint stiffness parameters produces slow actions in the hope of keeping the rod straight when it reaches the target. However, these conservative actions fail to excite the system and prevent the joint stiffness from being identified. Our confidence score correctly exposed the issue and switched to the actively controlled SysID mode. Fig 6(d) shows that active SysID quickly corrects the joint stiffness and switches back to optimizing the task objective, resulting in a faster control sequence at the end. Active SysID control can further reduce the average time to reach the target by 2.072 seconds.

We compare our results with the baselines and show that our method can identify the elasticity of the rod accurately and respond quickly to changing parameters. Notice that the Weighted baseline also outperforms the other baselines, showing that our confidence score is effective even with a simple moving average scheme. The result for control is shown in Table II.

E. Study on Adaptive Starting Time

We evaluated the impact of adaptive starting time for the planning thread on the cart-pole example. We measure the accuracy of estimation. On average, each optimization problem takes 20.8 ms to solve, and MAE between the actual start time and the estimated one is 3.04 ms. Furthermore, we replace our adaptive method with a fixed starting time. To pick a reasonable fixed starting time, we use the average time required per planning. Over five experiments, we found that the fixed starting time on average takes 8.20 seconds to swing up and balance the cart-pole with two failed cases, whereas our method on average takes 6.31 seconds without failure.

F. Hyper-Parameter Selection

We use the Cartpole experiment to study the effect of different hyper parameters selection of $\epsilon_1$, $\epsilon_2$, $H$, and $T$. Table III shows that our model is relatively robust against different selection of SysID horizon $H$, threshold for detecting parameter changes $\epsilon_1$, and confidence threshold $\epsilon_2$. Although it is more sensitive to the MPC control horizon $T$, it is not uncommon that $T$ requires hand-tuning for different applications in practice.

G. System ID With Contact

We also demonstrated our SysID method in a contact rich environment using a robot hopper controlled by the SLIP model as described in [37]. The hopper consists of a 1 kg body and a spring-loaded foot with 0.01 kg. The task is to hop on a flight of stairs successfully while swiftly adapting to the change of damping coefficient of the leg. Estimating damping coefficient accurately is crucial for the control policy to maintain sufficient level of energy in the system. Fig. 7 shows that our method tracks the change of damping coefficient accurately while the NAIVE benchmark fails to re-estimate the damping coefficient, leading to falling on the stairs (See the supplementary video).

H. Experiment on Real Robot

We validated the effectiveness of online SysID on a physical 7-dof robot arm, Rokae Xmate3 Pro. The task is to control the end-effector to move vertically following a sinusoidal trajectory using PD controllers, under the online changes of end-effector payload mass as well as changing mass attach to a body link. To maintain precise control, we apply gravity compensation, which requires an accurate model of the robot to be available. We compared our method to an offline SysID method in which the initial mass of end-effector mass is correctly identified and applied, but does not adapt to the change of mass during the task execution. Fig. 8 and the attached video show that our method is able to swiftly identify the new mass after adding and removing payload from the robot thus maintaining precise control throughout (2 cm tracking error). In contrast, the offline SysID was not able to reach the targets precisely after the payload was removed (7 cm tracking error).
V. CONCLUSION AND LIMITATION

We developed a framework that performs online motion planning and system identification simultaneously in real-time using differentiable physics simulation. Our online system identification algorithm is robust against noisy observations and is able to detect changes in the environments in real-time. Our model predictive control adaptively adjusts the optimizing window to ensure effective real-time control.

Optimizing complex trajectories with contacts remains challenging for our method. While in principle our method can be extended to scenarios with contact, in practice the convergence of the iLQR planner varies widely both in terms of the computation time and the quality of solution due to ambiguous contact gradient and rough loss landscape. A more effective controller is a critical next step for our method.
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