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Abstract

A novel surface interrogation technique is proposed to compute the intersection of curves with spline surfaces in isogeometric analysis. The intersection points are determined in one-shot without resorting to a Newton-Raphson iteration or successive refinement. Surface-curve intersection is required in a wide range of applications, including contact, immersed boundary methods and lattice-skin structures, and requires usually the solution of a system of nonlinear equations. It is assumed that the surface is given in form of a spline, such as a NURBS, T-spline or Catmull-Clark subdivision surface, and is convertible into a collection of Bézier patches. First, a hierarchical bounding volume tree is used to efficiently identify the Bézier patches with a convex-hull intersecting the convex-hull of a given curve segment. For ease of implementation convex-hulls are approximated with k-dops (discrete orientation polytopes). Subsequently, the intersections of the identified Bézier patches with the curve segment are determined with a matrix-based implicit representation leading to the computation of a sequence of small singular value decompositions (SVDs). As an application of the developed interrogation technique the isogeometric design and analysis of lattice-skin structures is investigated. Although such structures have been common in large-scale civil engineering, current additive manufacturing, or 3d printing, technologies make it possible to produce up to metre size parts with designed geometric features reaching down to submillimetre scale. The skin is a spline surface that is usually created in a computer-aided design (CAD) system and the periodic lattice to be fitted consists of unit cells, each containing a small number of struts. The lattice-skin structure is generated by projecting selected lattice nodes onto the surface after determining the intersection of unit cell edges with the surface. For mechanical analysis, the skin is modelled as a Kirchhoff-Love thin-shell and the lattice as a pin-jointed truss. The two types of structures are coupled with a standard Lagrange multiplier approach.
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1. Introduction

Almost all geometry models in isogeometric analysis are based on parametric rational spline curves and spline surfaces, such as NURBS, T-splines or subdivision surfaces [1–5]. The process of interacting with and exploring such geometries is commonly referred to as \textit{shape interrogation} in computer-aided design (CAD) literature. Shape interrogation of curves and surfaces includes, for instance, the plotting of their differential geometric properties, like iso-curvature lines or geodesics, and the computing of their intersections with rays and planes as in ray tracing and contouring. Due to its importance in CAD there is copious literature and a number of ingenious techniques on shape interrogation, see e.g. the monographs [6, 7] and the references therein. All shape interrogation involves usually, at some level, the computation of the intersection between curves, surfaces with curves, and surfaces with surfaces. The focus of this paper is on curve-surface intersection, but the presented techniques can be extended to curve-curve and surface-surface intersections. Evidently, interrogation of spline surfaces is critical in a number of
isogeometric analysis applications as well. Robust intersection computations are essential, for instance, for enforcing non-penetration constraints between spline curves or surfaces [8, 9], integrating over cut-cells [10–12], coupling trimmed shell patches [13–15], or, as in the present paper, for coupling shells with lattices. The number of finite elements, i.e. spline patches, in analysis is usually significantly larger than the number of patches in usual CAD models so that the efficiency of the intersection computations becomes paramount in isogeometric analysis.

The intersection between a spline surface and a curve leads to a nonlinear root-finding problem, which is easy to formulate but extremely hard to solve robustly. In particular, multiple intersections and curves that intersect the surface tangentially cause difficulties to most intersection algorithms. The prevalent techniques to determine intersections include triangulation [16], Newton-Raphson iteration [17], subdivision [18–20], implicitisation, to be used in this paper, or a combination thereof; see also the recent review [13] with a focus on trimming and isogeometric analysis. In triangulation based techniques the surface is approximated with a sufficiently fine triangle mesh and the curve with a polygon. The intersection between the triangle mesh and polygon is straightforward to compute and can serve as an approximation to the true intersection point. Subdivision based methods rely on the refinability and convex-hull properties of spline surfaces. The convex-hull property guarantees that a spline surface lies always within the convex-hull of its control points, and the refinability property enables to create a hierarchy of nested patches with decreasing convex-hull size. Hence, the intersection problem can be reformulated as the intersection between two bounding volume hierarchies for the convex-hulls of the spline patches and the curve. To simplify the intersection computation between convex-hulls it is expedient to approximate them with axis-aligned bounding boxes, spheres or, as in the paper, with k-dops (discrete orientation polytopes) [21, 22]. In both triangulation and subdivision methods the smallest element or bounding volume size has to be chosen similar to the required accuracy for the intersection computation. Hence, the computing time and memory needed depend on the required accuracy. In contrast, in Newton-Raphson iteration the patches can be relatively large and convergence is quadratic sufficiently close to the intersection points. The principal difficulties encountered with Newton-Raphson iteration, mainly divergence for not carefully selected starting points, are the same ones as in path-following in nonlinear static analysis [23, 24].

In the present paper the intersections between spline surfaces and curves are computed with an implicitisation technique proposed by Busé et al. [25, 26]. Prior to computing the intersections, the surface patches close to a curve are identified using a hierarchical k-dop bounding volume tree [22]. As our numerical experiments indicate a conventional axis-aligned bounding volume tree can be significantly slower than a k-dop bounding volume tree depending on the orientation of the surface and the curve. Subsequently, the intersections of the identified patches with the curve are determined by computing the singular values and null vectors of an implicitisation matrix, without resorting to a Newton-Raphson iteration or subdivision refinements. In implicit form a parametric surface, \( x = x(\theta) \) with \( x \in \mathbb{R}^3 \) and \( \theta \in \mathbb{R}^2 \), is represented as the zero iso-contour of a scalar function, i.e. \( h(x) = 0 \). Implicitisation naturally leads to algebraic geometry, which informally deals with systems of implicit polynomial equations of the form \( f_i(x) = 0 \) with \( i \in \mathbb{N}_{\leq 0} \) and the geometric objects defined by them. For instance, a planar parametric curve, \( x = (x_1, x_2)^T = (x_1(\theta), x_2(\theta))^T \in \mathbb{R}^2 \) and \( \theta \in \mathbb{R}^1 \), can be implicitised with resultants from algebraic geometry (see [27–30] for an introduction to resultants). A resultant \( h(x) = R(f_1(x^1), f_2(x^2)) \) is a polynomial expression for \( f_1(x^1) = x^1 - x^1(\theta) = 0 \) and \( f_2(x^2) = x^2 - x^2(\theta) = 0 \), which is \( h(x) = R(f_1(x^1), f_2(x^2)) = 0 \) if and only if both polynomials satisfy \( f_1(x^1) = 0 \) and \( f_2(x^2) = 0 \); or in other terms only for points on the parametric curve. For a planar parametric curve the resultant can be computed as the determinant of the classical Sylvester or Bézout matrices. The moving lines introduced by Sederberg et al. [31, 32] provide a related and more intuitive geometric approach to implicitisation. According to Sederberg et al. a planar parametric curve \( x(\theta) \) can be described as the intersection of two lines \( l_1(x, \theta) = 0 \) and \( l_2(x, \theta) = 0 \) that move with the parameter \( \theta \). The extension of the moving lines idea to surfaces is known to be challenging due to the presence of so-called base points and the impossibility of describing a surface with exactly three moving planes. The matrix-based implicitisation introduced by Busé [25] can be understood as the generalisation of the moving lines idea to surfaces. Instead with a closed-form implicit equation \( h(x) = 0 \) the surface is represented using the singular values of an implicitisation matrix. There is a drop in the rank of the implicitisation matrix when evaluated on the surface. The singular values of the rectangular implicitisation matrix are determined with a singular value decomposition (SVD), see e.g. [33]. In intersection computations the implicitisation matrix is used to formulate a generalised eigenvalue problem for directly computing the spatial and parametric coordinates of the intersection point. The relatively small SVD and eigenvalue problems can be solved with robust and efficient solvers available in most modern numerical linear algebra packages. For completeness, there are a few other techniques for computing intersections [34, 35] which also use a SVD but are different from the implemented approach.
As an application of the developed shape interrogation technique the isogeometric design and analysis of lattice-skin structures is considered, see Figure 1. The advances in additive manufacturing, or 3d printing, make it possible to produce up to metre size macroscopic lattice structures with designed geometric features reaching down to sub-millimetre scale [36]. Structures with lattice-like components can achieve significantly higher stiffness-to-weight and strength-to-weight ratios than ordinary structures with comparable weight [37, 38]. To achieve this the struts within each unit cell must primarily be subjected to stretching (rather than bending). One of the most expedient application areas of lattice-like cellular solids is the lightweight design of structures where they are used to provide stiffness to plates and freeform shell skins [39]. It is usually not feasible to model the entire lattice-skin structure in a CAD system due to the required very large number of geometric entities and poor scalability of CAD systems [36], although the size of lattices that can be represented is continuously increasing. In practice, this limitation is overcome by designing only the skin in the CAD system. After the skin design is completed it is triangulated and the lattice is added outside the CAD system, see e.g. [40]. The concurrent use of several representations leads to the usual proliferation of geometry models for representing the same part and the attendant interoperability and accuracy issues. The situation is further complicated when the generated design is to be analysed with finite elements. The interrogation technique presented in this paper allows the combination of any periodic lattice with a spline surface without the need for triangulation. After computing the intersection of the lattice with the spline surface the closest joints are projected onto the spline surface. The periodic lattice is modelled as a truss structure with pinned joints which do not transfer moments. This approximation is sufficient for lattices which are stretch dominated, see e.g. [41]. The shell skin is modelled as a Kirchhoff-Love thin-shell and is discretised with spline basis functions [3, 5, 42]. The truss and Kirchhoff-Love thin-shell finite elements are combined with the standard Lagrange multiplier approach, see e.g. [43]. Although not pursued further here, after the design and analysis of a part is completed it can be triangulated for slicing for 3d printing.

The outline of this paper is as follows. In Section 2 the developed interrogation approach is introduced. After a cursory review of Bézier patches, first the proximity search between Bézier patches and curve segments using the hierarchical k-dop bounding volume tree is presented. Subsequently, the matrix-based implicitisation of Bézier patches and its use for computing their intersection points with curve segments are discussed. In Section 3 briefly the need and application of robust interrogation techniques in the isogeometric design and analysis of lattice-skin structures are illustrated. The efficiency and accuracy of the developed approach are studied in Section 4 with detailed timing studies for generating lattice-skin structure geometries and finite element analysis of simply-supported sandwich plates. In addition, the design of an optimally stiff sandwich cap with a lattice core is studied, which demonstrates that there is an optimal material distribution between the lattice and the skin. In Appendix, amongst others, an illustrative example for computing the intersection between two lines using the implicit matrix representation approach can be found.
2. Geometry representation and interrogation

2.1. Spline surfaces

A surface is assumed to be given in form of a spline, such as a NURBS, T-spline or Catmull-Clark subdivision surface. Each of these splines can be converted into a set of rational tensor-product Bézier patches, see e.g. [44–46]. In homogeneous coordinates each Bézier patch is given by

\[ f(\theta) = \left( \begin{array}{c} w^x \\ w^y \\ w^z \end{array} \right) = \sum_i B^i_p(\theta) w_i x_i \]

with the coordinates

\[ x = (x^1, x^2, x^3)^T = \left( \begin{array}{c} f^1(\theta) \\ f^2(\theta) \\ f^3(\theta) \end{array} \right)^T \in \mathbb{R}^3, \]

the bivariate Bézier basis functions \( B^i_p(\theta) \), the parametric coordinates \( \theta = (\theta^1, \theta^2) \in \mathbb{R}^2 \), the prescribed control point coordinates \( x_i = (x_i^1, x_i^2, x_i^3) \in \mathbb{R}^3 \) and the scalar weights \( w_i \in \mathbb{R} \). The Bézier control points \( x_i \) are obtained from the spline control points by means of a projection, referred to as a Bézier projection in case of tensor-product b-splines [45]. The basis functions and the control points are labelled with the multi-index \( i = (i^1, i^2) \). The tensor-product Bézier basis functions of bi-degree \( \mu = (\mu^1, \mu^2) \) are defined by

\[ B^i_p(\theta^1) = B^{i_1}_{p_1}(\theta^1) B^{i_2}_{p_2}(\theta^2) \]

with the Bernstein polynomials

\[ B^i_p(\xi) = \binom{\mu}{i} \xi^i (1-\xi)^{\mu-i+1}, \]

where \( \xi \in [0, 1] \) and \( i \in \{1, \ldots, \mu+1\} \). The Bernstein polynomials are nonnegative and sum up to one. In applications the same degree \( \mu^1 = \mu^2 \) is usually used in both directions and in (1) the weights are \( w_i \equiv 1 \) except when quadric surfaces, like cylinders or spheres, are represented.

Although it would be feasible to re-express a spline surface using any polynomial basis, the Bernstein polynomials and the resulting Bézier patches have the advantage of numerical stability and convex-hull property. The convex-hull property guarantees that the Bézier surface \( x(\theta) \) lies always in the convex hull of its control points \( x_i \) (when, as usual, \( w_i > 0 \) [47]). This is a direct consequence of the nonnegativity and partition of unity property of the Bézier basis functions. As will be discussed in Section 2.2, the intersection of convex-hulls can be conveniently used as a preliminary check to identify possible intersections.

It is worth noting that in case of Catmull-Clark subdivision the nested nature of spline rings around extraordinary vertices, with other than four connected faces, gives rise to rings of Bézier patches of decreasing size [5, 46]. The size of the Bézier patches tends to zero when the extraordinary vertex is reached.

2.2. Surface-curve intersection

The computation of the intersection point between a Bézier patch and a given curve is an important high-level primitive task in the design of lattice-skin structures. For both design and analysis purposes the coordinates of the intersection point and its parametric coordinates on the surface and the curve are required. This leads to a system of nonlinear equations which are hard to solve robustly and efficiently. Although it is possible to check the intersection of a curve with each Bézier patch, this has evidently a complexity of \( O(n_p) \), where \( n_p \) is the number of patches, and becomes quickly inefficient for a large number of curves. Therefore, a hierarchical bounding volume tree and k-dops (discrete orientation polytopes) are used to first identify all the Bézier patches that may be intersected by the curve. This reduces the complexity, under some mild assumptions, to \( O(\log(n_p)) \). Subsequently, the intersection points of the identified Bézier patches with the curve are computed one by one and valid intersections are determined. The intersections are computed with a matrix-based implicit representation without resorting to a Newton-Raphson iteration.
2.2.1. Bounding volume trees and k-dops for proximity search

Bézier patches that may be intersected by a given curve can be efficiently identified with a hierarchical bounding volume tree. Due to the convex-hull property of Bézier patches it is expedient to base such a tree on the convex hull of patch vertices. For ease of implementation and efficiency, however, convex-hulls can be approximated with k-dops [22, 48], see Figure 2. K-dops are the generalisation of axis-aligned bounding boxes and their bounding surfaces come from a set of \( k \) fixed orientations (\( k \geq 6 \) in 3D). Axis-aligned bounding boxes with \( k = 6 \) usually provide only a loose fit to convex-hulls and give many false positives. For a relatively high number of orientations k-dops can provide a much tighter fit and their intersections are easy to compute.

In the implemented k-dop bounding volume tree each node represents the k-dop of either one single or a set of neighbouring patches, see Figure 3. The tree is constructed by recursively splitting the patches into eight subsets starting from the entire surface. In each step the splitting is based on the coordinates of the patch centroids (computed as the mean of vertex coordinates). To obtain a balanced tree all the nodes on the same refinement level have to contain approximately the same number of patches. After the patches have been assigned to tree nodes, it is straightforward to determine the k-dop of a set of patches either from their individual k-dops or from the union of their vertices.

Indeed, for intersection checks there is no need to explicitly construct any k-dops. To determine whether two k-dops intersect it is sufficient to consider the projections of their control vertex coordinates along the \( k \) prescribed directions \( d_j \) with \( j \in \{1, \ldots, k\} \). As an example, in Figure 4 the intersection of two k-dops belonging to a linear and a cubic Bézier curve is illustrated. The support heights \( h_{\max}^j \) and \( h_{\min}^j \) of the cubic Bézier curve with the vertex
coordinates \(x_i\) in the direction \(d_j\) are defined as

\[
h_{j,\text{max}}^c = \max_i(x_i \cdot d_j) \quad \text{and} \quad h_{j,\text{min}}^c = \min_i(x_i \cdot d_j).
\]

The support heights \(h_{j,\text{max}}^l\) and \(h_{j,\text{min}}^l\) for the linear Bézier curve are determined in a similar way. The two k-dops intersect only when

\[
\forall j, \quad h_{j,\text{max}}^c \geq h_{j,\text{min}}^l \quad \text{and} \quad h_{j,\text{max}}^l \geq h_{j,\text{min}}^c.
\]

and they do not intersect when

\[
\exists j, \text{ such that } h_{j,\text{max}}^c < h_{j,\text{min}}^l \quad \text{or} \quad h_{j,\text{max}}^l < h_{j,\text{min}}^c.
\]

Hence, in the k-dop bounding volume tree data structure it is sufficient to store only the support heights. The support heights for each tree node can be efficiently computed by starting from the leaf nodes and determining the support heights of parent nodes from children nodes according to

\[
h_{j,\text{max}}^{\text{parent}} = \max_{\text{child}} h_{j,\text{max}}^{\text{child}} \quad \text{and} \quad h_{j,\text{min}}^{\text{parent}} = \min_{\text{child}} h_{j,\text{min}}^{\text{child}}.
\]

### 2.2.2. Implicit matrix representation for intersection computation

Next, the matrix-based implicitisation of a single Bézier patch \(f(\theta)\) of bi-degree \(\mu = (p, p)\) as defined in (1) is developed. To this end, consider the auxiliary vector of polynomials

\[
g(\theta) = \sum_j \vec{B}_j(\theta) \gamma_j
\]

with Bézier basis functions \(\vec{B}_j\), coefficients \(\gamma_j \in \mathbb{R}^4\) to be yet determined and the multi-index \(j = (j^1, j^2)\). According to [25], the bi-degree of the Bézier basis \(\vec{B}_j\) can be chosen with \(\mu = (2p-1, p-1)\) or higher; alternatively \(\mu = (p-1, 2p-1)\) or higher is also possible. The bi-degree of \(\vec{B}_j\) has to be sufficiently high in order to be able to discover later all the intersection points. The two vectors \(f(\theta)\) and \(g(\theta)\), with each having four components, are required to be orthogonal

\[
f(\theta) \cdot g(\theta) = 0.
\]
that is,
\[
\left( \sum_i B_i(\theta) \begin{pmatrix} w_i x_i \\ w_i \end{pmatrix} \right) \cdot \left( \sum_j \tilde{B}_j(\theta) \gamma_j \right) = 0.
\]
(10)

Evidently, the product of two Bézier basis functions \( B_i(\theta) \) and \( \tilde{B}_j(\theta) \) can again be expressed as a Bézier basis function, see Appendix 6.1. Hence, (10) can be written with a new Bézier basis \( \tilde{B}_k \) of bi-degree \( \mu = (3p - 1, 2p - 1) \)
\[
\sum_j \sum_k \tilde{B}_k c_{kj} \gamma_j = 0,
\]
(11)
where \( c_{kj} \) are the coefficients of a matrix \( C \in \mathbb{R}^{6p^2 \times 8p^2} \). Note that there are \( 6p^2 \) basis functions in the basis with bi-degree \( \mu = (3p - 1, 2p - 1) \), \( 2p^2 \) basis functions in the basis with bi-degree \( \mu = (2p - 1, p - 1) \) and each \( \gamma_j \) has four coefficients. The matrix \( C \) contains the control point coordinates, associated weights and the basis transformation coefficients resulting from the Bézier basis multiplication.

The orthogonality constraint (9) implies \( 6p^2 \) equations for determining \( 8p^2 \) unknown components of \( \gamma_j \)'s so that the matrix \( C \) must be rank deficient. The non-trivial \( \gamma_j \)'s satisfying (11) must lie in the null space of \( C \), which is straightforward to compute with a singular value decomposition (SVD) [33]. The singular value decomposition of \( C \) reads
\[
C = U_r \Sigma_r V_r^T
\]
(12)
where \( U_r \in \mathbb{R}^{6p^2 \times 6p^2} \) is a matrix of left singular vectors, \( \Sigma_r \in \mathbb{R}^{6p^2 \times 8p^2} \) is the diagonal matrix of singular values and \( V_r \in \mathbb{R}^{8p^2 \times 8p^2} \) is a matrix of right singular vectors. The singular values in \( \Sigma_r \) are usually sorted in descending order starting from the top. The right null vectors are the columns of \( V_r \) which correspond to zero diagonal entries in \( \Sigma_r \).

For a specific Bézier patch \( f(\theta) \) the number of right null vectors of \( C \) depends on its control vertex coordinates \( x_i \) and the corresponding weights \( w_i \).

Denoting the right null vectors of \( C \) with \( \gamma_{j0} \) and introducing them into the auxiliary vector of polynomials (8) yields
\[
g_{j0}(\theta) = \sum_j \tilde{B}_j(\theta) \gamma_{j0}.
\]
(13)

To advance an intuitive geometric interpretation to implicitisation consider, for a fixed parametric coordinate \( \theta' \), the set of planes defined by the vectors \( g_{j0}(\theta') \) with the implicit equations
\[
f_{j0}(\theta', x) = g_{j0}(\theta') \cdot \begin{pmatrix} w x \\ w \end{pmatrix} = 0, \quad \text{that is,} \quad f_{j0}(\theta', x) = g_{j0}(\theta') \cdot \begin{pmatrix} x \\ 1 \end{pmatrix} = 0.
\]
(14)
Due to the orthogonality condition (9) the surface point with the homogeneous coordinate \( f(\theta') \) and the surface coordinate
\[
x^* = \begin{pmatrix} f_{1}(\theta') \\ f_{1}(\theta') \\ f_{3}(\theta') \\ f_{3}(\theta') \\ f_{3}(\theta') \end{pmatrix}^T
\]
satisfies all plane equations and, hence, is present on all planes, i.e. \( f_{j0}(\theta', x^*) = 0 \forall i \). For a point \( x^* \) to be present on two or more planes it must lie on their intersection. Note that the intersection of two planes defines a line and the intersection of a plane with a line defines a point. These observations motivate the definition of the surface \( f(\theta) \) as the intersection of a set of planes. Evidently, the planes must move, or change their inclination, while the parametric coordinate \( \theta \) is varied. Hence, each \( f_{j0}(\theta, x) = 0 \) for a fixed \( i \) represents a family of planes and is traditionally referred to as a moving plane or a pencil of planes [31]. Although three planes are sufficient to define a point, according to [25] more than three planes must be used, in general, to describe an entire patch. As an example in Figure 5 the description of a Bézier patch with four moving planes is illustrated. For the sake of clarity in Figure 5b only three of the planes are depicted.
Instead of the geometrically motivated moving plane interpretation it is possible to advance an equivalent matrix-based linear algebra explanation. To this end, the plane equations (14) are, after introducing (8), rewritten as

\[
\begin{align*}
\mathbf{l}(i)(\theta^*, x) &= g(i)(\theta^*) \cdot \left(\begin{array}{c} x \\ 1 \end{array}\right) = \sum_j \overline{B}_j(\theta^*) \gamma(i)_j \cdot \left(\begin{array}{c} x \\ 1 \end{array}\right) = \sum_j \overline{B}_j(\theta^*) M(i)_j(x) = 0, \\
M(x) &= \left(\begin{array}{cccc}
M(1)(x) & M(2)(x) & \cdots 
\end{array}\right),
\end{align*}
\]

(15)

where \(M(i)_j(x)\) constitutes the \(i\)-th column of a matrix \(M(x)\), that is,

\[
M(x) = \left(\begin{array}{cccc}
M(1)(x) & M(2)(x) & \cdots 
\end{array}\right).
\]

The number of columns of \(M(x)\) is equal to the number of planes or null vectors \(\gamma(i)_j\), and its number of rows is \(2p^2\). Again, due to the orthogonality condition (9) for a point with the homogeneous coordinate \(f(\theta^*)\) and the surface coordinate \(x^*\), the set of equations (15) are satisfied for all \(i\). This implies that there has to be a change in the rank of \(M(x)\) when evaluated at \(x^*\). Furthermore, the minimum degree \(\mu = (2p - 1, p - 1)\) suggested for the basis \(\overline{B}_j\) ensures that \(M(x)\) is full rank except on the surface [25]. This motivates the use of the change of rank of \(M(x)\) to define the surface \(f(\theta)\), which gives rise to the notion of matrix representation of a spline surface.

The matrix \(M(x)\) allows the formulation of the interrogation of the Bézier patch \(f(\theta)\) as a linear algebra problem. As an example the intersection of a patch with a line \(r(\xi)\) is discussed next. For the intersection of a patch with a higher-order curve see Appendix 6.3. The line is assumed to be given in parametric form with

\[
r(\xi) = c_1 \xi + c_0
\]

(17)

where \(c_1, c_0 \in \mathbb{R}^3\) are two prescribed vectors and \(\xi \in \mathbb{R}\) is the parametric coordinate. It is assumed that the patch \(f(\theta)\) intersects the line at the parameter value(s) \(\xi^*\), which can be several. To determine \(\xi^*\) the line (17) is introduced into (16) yielding

\[
M(r(\xi)) = A - \xi B
\]

(18)

where the matrices \(A\) and \(B\) contain the components of \(M(r(\xi))\) independent and linear in \(\xi\), respectively. As discussed, at the intersection points \(M(r(\xi))\) must be rank deficient or (15) must be satisfied. Hence, the generalised eigenvalue problem

\[
(A - \xi B)\phi = 0
\]

(19)

is considered for computing all the intersection points \(\xi^*\) of the line with the patch, where only the real eigenvalues are relevant. Here, the eigenvectors \(\phi\) are of no significance for the intersection computations.
The matrix $M(r(\xi))$, and hence the matrices $A$ and $B$, are usually not square. Therefore, the eigenvalue problem (19) needs to be first transformed into a block column echelon form by applying a sequence of orthogonal transformations. Note that the eigenvalues are invariant with respect to orthogonal transformations and that in block column echelon form the eigenvalues depend only on the diagonal blocks. Following the Algorithm 4.1 given in [49], first the SVD of the matrix $B$ is computed

$$B = U_b \Sigma_b V_b^T.$$  

This decomposition has the usual orthogonality properties $U_b U_b^T = I$ and $V_b^T V_b = I$, where $I$ is the identity matrix, and the singular eigenvalues in $\Sigma_b$ are sorted in descending order. The matrices $B$ considered are rank deficient so that $\Sigma_b$ contains a number of zero diagonal entries. Hence, the right singular vectors $V_b$ can be used to partition the matrices $A$ and $B$ such that

$$BV_b = U_b \Sigma_b V_b^T V_b = \begin{pmatrix} B_{11}' & 0 \end{pmatrix} \quad \text{and} \quad AV_b = \begin{pmatrix} A_{11}' & A_{12}' \end{pmatrix}.$$  

The number of columns of $B_{11}'$ corresponds to the rank of $B$ and $0$ denotes a zero matrix. $A_{11}'$ is chosen to have the same number of columns as $B_{11}'$. Next the SVD of the matrix $A_{12}'$ is computed

$$A_{12}' = U_{a12} \Sigma_{a12} V_{a12}^T.$$  

The corresponding left singular vectors are used to further partition the matrices $BV_b$ and $AV_b$ such that

$$U_{a12}^T BV_b = \begin{pmatrix} B_{11}'' & 0 \\ B_{21}'' & 0 \end{pmatrix} \quad \text{and} \quad U_{a12}^T AV_b = \begin{pmatrix} A_{11}'' & A_{12}'' \\ A_{21}' & 0 \end{pmatrix}.$$  

The number of rows of the upper blocks corresponds to the rank of $A_{12}'$. With these partitioned matrices the generalised eigenvalue problem (19) can be rewritten as

$$U_{a12}(A - \xi B)V_b \phi = \begin{pmatrix} A_{11}'' - \xi B_{11}'' & A_{12}'' \\ A_{21}' & 0 \end{pmatrix} \phi = 0.$$  

Permuting the rows yields the desired column echelon form

$$\begin{pmatrix} A_{11}'' - \xi B_{11}'' & 0 \\ A_{12}'' & A_{12}' \end{pmatrix} \phi = 0.$$  

The eigenvalues $\xi$ of this problem are the same as the ones for the original eigenvalue problem (19) because only orthogonal transformations have been applied. Furthermore, to find a set of eigenvalues $\xi^*$ and eigenvectors $\phi$ that satisfy (25) it is sufficient to consider the eigenvalue problem stipulated by the top diagonal $(A_{11}'' - \xi B_{11}'' \phi_1 = 0$. The top diagonal may however not yet be a square matrix in which case the above sketched transformations need to be repeated. These transformations can also be realised with other methods, for example LU decomposition [50] and QR decomposition [51], which may potentially improve the computation speed.

Among the eigenvalues $\xi^*$ of (25) only the non-complex ones correspond to intersection points with the patch. The coordinates of the intersection points $x^*$ are obtained by evaluating the line equation $x^* = r(\xi^*)$. The corresponding parametric coordinates $\theta^*$ on the patch can be determined with a final singular value decomposition $M(x^*) = U_m \Sigma_m V_m^T$. According to (15) the vector of the basis function values $B_j(\theta^*)$ must be in the left null space of $M(x^*)$. Multiple left null vectors, i.e. multiple zero diagonal entries in $\Sigma_m$, indicate a self intersection of the surface at $x^* = r(\xi^*)$. The parametric coordinate $\theta^*$ is determined from the set of nonlinear equations

$$\overline{B}_{j}(\theta) = N_j,$$  

where $N_j$ represents the coefficients of one of the left null vectors. Although these $2p^2$ equations are nonlinear the two components of $\theta^*$ are determined by simply considering their ratios, like

$$\frac{\overline{B}_{j}(\theta)}{\overline{B}_{j+1}(\theta)} = \frac{N_j(\theta)}{N_{j+1}(\theta)} \quad \text{or} \quad \frac{\overline{B}_{j}(\theta)}{\overline{B}_{j+1}(\theta)} = \frac{N_j(\theta)}{N_{j+1}(\theta)}.$$  
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which yields two linear equations that can be trivially solved. All intersection points with the parametric coordinates in the range \([0, 1] \times [0, 1]\) are valid.

Finally, a criterion is needed to determine the rank of a matrix in computing the singular value decompositions with finite precision arithmetic. The numerical rank \(r_\varepsilon\) of a matrix can be defined considering the ratios of consecutive singular values according to

\[
    r_\varepsilon = \min\{k \mid \Sigma_{k+1} / \Sigma_k < \varepsilon, k = 1, 2, \ldots\},
\]

where \(\Sigma_k\) is the \(k\)-th singular value (sorted in descending order) and \(\varepsilon\) is a prescribed tolerance. In our computations the tolerance is chosen with \(\varepsilon = 10^{-6}\).

3. Lattice-skin structures

3.1. Geometry generation

The closed surface and the specific lattice structure that is to be added to support the surface are assumed to be given, see Figure 6. In this paper only periodic lattices with cubic cells of the same size are considered. Each cubic cell contains an arrangement of a small number of struts that is periodically repeatable over all cells. Depending on the placement of the joints within a cell and their connections with struts different structures are possible, like the octet, pyramidal or tetrahedral truss lattice. The assumption of cubic cells is here not overly restrictive, considering that amongst polyhedra with a small number of faces only the cube and the dodecahedron are able to uniformly fill the space [38]. Lattices containing several different types of polyhedral cells or with gradually changing cell size are possible but will be not considered for the sake of simplicity.

To create the lattice-skin structure first the intersections of the lattice lines with the surface are determined. This is achieved by looping over all lines of the lattice and first determining the Bézier patches which might intersect the line segment and subsequently computing the exact intersection points. In design and analysis both the spatial and parametric coordinates of the intersection points are required. In most applications the size of cells is significantly smaller than the characteristic size of the surface so that there are a very large number of intersection points.

After the intersection points have all been determined the shapes of the cells closest to the surface are modified by projecting their corner vertices onto the surface. The lattice joints inside the space enclosed by the surface can be identified by examining their relative positions on the lattice line. The joints between the first and second, third and fourth, and so on intersection points have to be inside the surface. As indicated in Figure 7a, always the corner vertices which lie within the solid enclosed by the surface are projected. It is alternatively possible to choose the corner vertices which lie outside. After a lattice matching the given surface has been created it becomes straightforward to create the truss lattice structure by first creating the joints and then the struts which connect them, see Figure 7b.
3.2. Structural model

3.2.1. Skin
We briefly review the governing equations for the linear Kirchhoff-Love model which is used for modelling the skin, for more details see, e.g., [3, 52]. The mid-surface $\Omega^s$ of the shell is parameterised with the curvilinear coordinates $\theta = (\theta^1, \theta^2) \in \mathbb{R}^2$. The position vector of material points on the surface is denoted with $x^s(\theta) \in \mathbb{R}^3$. The superscript $s$ has been introduced to distinguish between the variables for the shell and the lattice.

The covariant basis vectors $a_\alpha$ and the unit normal vector $n$ of the mid-surface are defined with
\[
a_\alpha = \frac{\partial x^s}{\partial \theta^\alpha} = x^s_{,\alpha}, \quad n = \frac{a_1 \times a_2}{|a_1 \times a_2|}.
\]

Here and in the following the Greek indices take the values $\{1, 2\}$ and the summation convention is used. As usual, the contravariant base vectors $a^{\beta}$ are defined through the relation $a^\beta \cdot a_\alpha = \delta^\beta_\alpha$, where $\delta^\beta_\alpha$ is the Kronecker delta. In case of small mid-surface displacements $u^s(\theta) \in \mathbb{R}^3$ the linearised membrane strain tensor $\alpha$ and the bending strain tensor $\beta$ are, according to [3], derived to be
\[
\alpha = \frac{1}{2} (a_\alpha \cdot u^s_\beta + u^s_\alpha \cdot a_\beta) a^\alpha \otimes a^\beta
\]
and
\[
\beta = -u^s_{\alpha \beta} \cdot n + \frac{1}{\sqrt{a}} \left[ u^s_{,1} \cdot (a_\alpha \times a_2) + u^s_{,2} \cdot (a_1 \times a_\alpha) \right] a^\alpha \otimes a^\beta
\]
with $\sqrt{a} = |a_1 \times a_2|$.

The total potential energy of the displaced thin-shell is given by
\[
\Pi'(u^s) = \int_{\Gamma^s} (W^m(\alpha) + W^b(\beta)) \, d\Omega^s - \int_{\Gamma^p} p \cdot u \, d\Omega^s,
\]
where $W^m(\alpha)$ and $W^b(\beta)$ denote the membrane and bending energy densities, and $p$ is the surface load applied to the shell. For an elastic and isotropic material the membrane and bending energy densities are given with
\[
W^m(\alpha) = \frac{1}{2} \frac{E_t}{1 - \nu^2} \alpha : H : \alpha, \quad W^b(\beta) = \frac{1}{2} \frac{E_t^3}{12(1 - \nu^2)} \beta : H : \beta,
\]
where \( t \) is the shell thickness, and \( E \) and \( \nu \) are the Young’s modulus and the Poisson’s ratio. The fourth-order auxiliary tensor \( H \) is defined as
\[
H = \left( \nu a^{\alpha \beta} a^{\alpha \gamma} a^{\beta \delta} + \frac{1}{2} (1 - \nu) \left( a^{\alpha \gamma} a^{\beta \delta} + a^{\alpha \delta} a^{\beta \gamma} \right) \right) a^\alpha \otimes a^\beta \otimes a^\gamma \otimes a^\delta
\]
with the contravariant metric \( a^{\alpha \beta} = a^\alpha \cdot a^\beta \).

3.2.2. Lattice

The lattice structure is modelled as a pin-jointed truss consisting of struts connected by pins that do not transfer moments. Each strut deforms only by stretching and does not bend. We denote the coordinates and the displacements of the joints with \( x^j_l \in \mathbb{R}^3 \) and \( u^j_l \in \mathbb{R}^3 \). In case of small displacements the axial strain in a strut with the index \( j \) is given by
\[
\epsilon_j = \frac{L^j_{\beta \delta} - R^j_{\beta \delta}}{l_j} \cdot t_j,
\]
where \( L^j_{\beta \delta} \) and \( R^j_{\beta \delta} \) are two “picking matrices” for selecting the displacements of the two joints attached to the strut with the index \( j \), \( l_j \) is the strut length and \( t_j \) is the unit tangent to the strut.

The total potential energy of the lattice, with no externally applied loading at the joints, is composed of the potential energies of the individual struts
\[
\Pi^j(u^j_l) = \sum_j W^a(\epsilon_j) A^j_l,
\]
where \( A^j_l \) is the cross-section area of the strut with the index \( j \). The external potential energy has been omitted as the loading is usually applied through the skin. For an elastic material with the Young’s modulus \( E \) the energy density is given by
\[
W^a(\epsilon_j) = \frac{1}{2} E \epsilon_j^2.
\]

3.2.3. Lattice-skin coupling and discretisation

Some of the lattice joints \( x^j_l \) are by design located on the shell mid-surface \( x^s(\theta_l) \). The displacements of these joints with \( x^j_l = x^s(\theta_l) \) have to be compatible with the shell displacements
\[
u^j_l = u^s(\theta_l),
\]
where \( \theta_l \) are the parametric coordinates of the joints \( x^j_l \) on the surface. This condition can be imposed with Lagrange multipliers \( \lambda \) and considering the total potential energy for the lattice and the skin
\[
L(u^s, u^j_l, \lambda) = \Pi^s(u^s) + \Pi^j(u^j_l) + \sum_i \lambda_i \left( u^j_i - u^s(\theta^j_i) \right).
\]
The stationarity condition for this potential yields the equilibrium equations
\[
\frac{\partial \Pi^s(u^s)}{\partial u^s} \bigg|_{u^s} \delta u^s = 0, \quad \text{for} \quad i \in \text{[joints on the shell]},
\]
\[
\frac{\partial \Pi^j(u^j_i)}{\partial u^j_i} + \lambda_i = 0, \quad \text{for} \quad i \in \text{[joints on the shell]},
\]
\[
\frac{\partial \Pi^j(u^j_i)}{\partial u^j_i} = 0, \quad \text{for} \quad i \notin \text{[joints on the shell]},
\]
\[
u^j_i - u^s(\theta^j_i) = 0, \quad \text{for} \quad i \in \text{[joints on the shell]}.
\]
These equations lead to a linear system of equations after discretising the shell. In isogeometric analysis the shell surface \( x^*(\theta_1, \theta_2) \) and displacements \( u^*(\theta_1, \theta_2) \) in (40b) and (40e) are both represented with the same type of basis functions. Hence, we use the splines introduced in Section 2 for geometry also for approximating the displacements. For displacements there is usually no need for rational splines as the exact representation of quadric sections is not relevant. Moreover, both the geometry and displacements can be represented with Bézier instead of the spline basis functions as discussed in Section 2.1. If Bézier basis functions are used the computed element stiffness matrices and force vectors have to be projected back to spline control points [45]. Informally, this projection ensures that the Bézier basis functions on neighbouring patches remain smoothly connected for the displaced structure.

4. Examples

4.1. Freeform surface with an internal lattice

In our first example we investigate the time needed for generating a lattice within a given surface. Figure 8 shows the steps involved in generating an internal lattice for the Stanford bunny. The bunny surface is a Catmull-Clark subdivision surface and consists of 2071 facets. The number of unit cells for the lattice is chosen with \( 44 \times 44 \times 36 \). This leads to 5704 intersection points between the lattice and the surface. Each lattice cell is tessellated with struts to give a body-centred cubic unit cell as shown in Figure 1a. The deformation of the lattice-skin coupled structure under a uniform loading is depicted in Figure 1b.

All the intersection points between the surface and lattice are computed using the intersection algorithm developed in Section 2. The SVD and eigenvalue computations involved are computed with the open source library Eigen [53]. For intersection detection we use 14-dops, consisting of six directions orthogonal to the coordinate planes, two directions parallel to the average normal of all the Bézier patches (evaluated by sampling), and six directions parallel to the lattice. There is no need to ensure that these 14 directions are always unique. In Figure 9 the 14-dops and the axis-aligned bounding boxes (with \( k = 6 \)) are compared for a lattice with \( 18 \times 16 \times 16 \) unit cells in terms of efficiency of the intersection detection. Different lattice orientations \([0°, 15°, 30°, 45°]\) with respect to the coordinate axis have been considered. As to be expected, 14-dops are far more efficient than the axis-aligned bounding boxes when the lattice is not aligned with the coordinate axis. Lattice lines not aligned with the coordinate axis have much larger axis-aligned bounding boxes.

For evaluating the accuracy and efficiency of the implicitisation, we compare it with the widely used subdivision, also referred to as divide-and-conquer, method for intersection computation [18]. In the subdivision method the Bézier patches are successively refined until they are sufficiently flat so that the intersection computation reduces to the trivial intersection between a triangle and a line segment. In the chosen flatness criterion the difference between the maximum and minimum support heights \( |h_{\text{patch}}^{\max} - h_{\text{patch}}^{\min}| \) along the direction \( j \) of the average normal of a Bézier patch are measured, cf. (4). This difference controls the accuracy of the intersection computation and has to be less
than a prescribed tolerance. The tolerance becomes, however, ineffective when the line is (nearly) tangential to the surface, which is not a trivial problem for the subdivision method [54]. The performance comparison between the implicitisation and the subdivision methods is shown in Figure 10. Both the computation time and memory consumed increase linearly with the decreasing tolerance for the subdivision method. This reflects the linear relationship between the depth of the bounding volume tree and the required accuracy. In contrast, the implicitisation exhibits a high accuracy (more than $10^{-12}$) but takes less time and memory compared with the subdivision method. The computations were performed on a computer equipped with an Intel Xeon(R) CPU E5-2623 v3 @ 3.00GHz processor and 32GB memory.

One advantage of the subdivision method is that it is, without any modification, applicable around extraordinary vertices, where each spline consists of a sequence of nested patches [5, 46, 55]. Therefore, in the present paper around extraordinary vertices the intersections are computed with the subdivision method. In the considered Catmull-Clark mesh for the Stanford bunny the subdivision method was applied in 266 out of 2071 patches always.

### 4.2. Sandwich plate

Next we consider a sandwich plate with a pyramidal core to verify the accuracy and convergence of the finite element computations, see Figure 11a. Although it is trivial to determine the intersection points between the flat skin plates and the lattice, the parametric coordinates of the intersection points still require the solution of nonlinear systems of algebraic equations. The size of the sandwich plate is chosen with $1 \text{ m} \times 2 \text{ m}$ and the distance between the top and bottom skins is 0.05 m. The pyramidal lattice core consists of cubic unit cells of side length 0.05 m and the struts are inclined by $\varphi = \arctan(\sqrt{2})$ with respect to the bottom skin, see Figure 11b. The both skins and the struts are made of the same material with a Young’s modulus $E = 70 \text{ GPa}$ and a Poisson’s ratio $\nu = 0.35$. The top skin is subjected to a uniform pressure loading of $7 \cdot 10^5 \text{ N/m}^2$. The bottom skin is at its edges simply supported and each skin is discretised with 256 Kirchhoff-Love shell elements and cubic b-splines.

The homogenised material properties for the pyramidal lattice core can be found in [41]. Its in-plane Young’s modulus is zero and its out-of-plane shear modulus is

$$\overline{G} = \frac{7}{8} E \sin^2 2\varphi.$$  \hspace{1cm} (41)
Figure 10: Computation time and memory usage for the implicitisation and the subdivision methods for different flatness tolerances (lattice orientation is $0^\circ$ and 14-dops are used).

(a) Sandwich plate with pyramidal lattice core

(b) Unit cell with pyramidal tessellation

Figure 11: Geometry of the sandwich plate.
The relative density $\bar{\rho}$ of the core is

$$\bar{\rho} = \frac{\pi}{2 \cos^2 \varphi \sin \varphi} \left( \frac{d}{l} \right)^2,$$

(42)

where $d$ is the strut diameter and $l$ is the strut length. Note that the two out-of-plane shear moduli have the same value $G$ due to the symmetry of the pyramidal core. Analytic expressions for the displacements of a simply supported isotropic sandwich plate under uniform loading can be found in [56].

Three different skin thicknesses $t$ and eight different strut diameters $d$ are considered. The comparison of the numerical and the analytic maximum displacements is plotted in Figure 12a. It can be seen that the numerical results agree well with the analytic ones for a range of different strut diameters and skin thicknesses. As depicted in Figure 12b the maximum displacement exhibits a quadratic convergence rate (for a plate with strut diameter $d = 17.5\,\text{mm}$ and skin thickness $t = 15\,\text{mm}$). The convergence rates for different strut diameters and skin thicknesses may fluctuate around the quadratic rate since in the reference solution [56] the lattice core is approximated with an isotropic bulk material, and the skin-lattice coupling has also an effect on the convergence rate.

4.3. Spherical sandwich cap

As a further application of the developed analysis technique the optimal design of a spherical sandwich cap is considered. The sandwich cap has a BCC lattice core as shown in Figure 13 and the lattice edges are aligned with the principal axes of the cap. Each unit cell has a side length of $0.005\,\text{m}$ and all struts have a diameter depending on the prescribed lattice volume ratio. The size of the sandwich cap projected onto the horizontal plane is $0.2\,\text{m} \times 0.2\,\text{m}$. The distance between the top and bottom skin is $0.015\,\text{m}$. Each skin is discretised with 64 Kirchhoff-Love shell elements and cubic b-splines. The Young’s modulus and the Poisson’s ratio of the thin-shell and the lattice material are $E = 100\,\text{GPa}$ and $\nu = 0$. A uniform loading with the magnitude $10^6\,\text{N/m}^2$ is applied in the region $[-0.01\,\text{m}, 0.01\,\text{m}] \times [-0.01\,\text{m}, 0.01\,\text{m}]$ around the centre of the upper skin. The four corners of the top and bottom skins are fixed.

The total volume of the sandwich cap is prescribed and the optimal lattice to total volume ratio is sought. In Figure 14 the structural compliance for different lattice to total volume ratios are plotted. Three different total volumes $V \in \{150\,\text{cm}^3, 200\,\text{cm}^3, 250\,\text{cm}^3\}$ are considered. For each total volume there exists an optimal lattice to total volume ratio as can be inferred from Figure 14. Structures consisting either only of a lattice or only one shell skin are non-optimal. For a relatively high lattice volume ratio the two shell skins become ineffective and the compliance becomes
very large. In contrast, for a relatively low lattice volume ratio the lattice is not sufficiently stiff to carry the shear forces occurring between the top and bottom skins. As also recently discussed in Sigmund et al. [57] and illustrated in Figure 14 a lattice structure is not per se the most effective structure.

5. Conclusions

A surface interrogation technique for computing the intersection points of curves with spline surfaces has been introduced. The two key components are the hierarchical k-dop bounding volume tree for fast proximity search and the implicit matrix representation for intersection computations. As demonstrated, in contrast to conventional axis-aligned bounding boxes the k-dop bounding volumes can significantly shorten the search times and are, most crucially, insensitive to the orientation of the considered geometry. The matrix-based implicitisation of surface patches reduces intersection computations to the solution of SVD and generalised eigenvalue problems. The obtained non-complex eigenvalues represent all the intersection points between a surface patch and a curve. Multiple real eigenvalues indicate multiple intersections between the curve and the patch. While establishing the implicitisation matrix and solving the generalised eigenvalue problem the null spaces of a range of matrices need to be computed. The largest matrix is of
size $6p^2 \times 8p^2$, i.e. $54 \times 72$ for the cubic patches used in this paper. All the required null spaces and eigenvalues are computed with a high-performance linear algebra software library. The main advantage of the proposed interrogation technique is its robustness in comparison to Newton-Raphson, or its variants, and its efficiency in comparison to subdivision based methods. In none of the introduced examples, with up to $\approx 5500$ intersections, were any robustness issues observed. Subdivision based methods are not competitive due to strict accuracy requirements in finite element computations. This leads to very deep bounding volume trees, with $\gtrapprox 30$ levels, which may consume too much memory and take too long to construct and traverse.

The developed interrogation technique has been applied to the isogeometric design and analysis of lattice-skin structures to be manufactured with 3d printing. The isogeometric design and analysis of such structures is currently hampered by the poor scalability of prevalent CAD systems and their limitations in representing non-solid entities, like lattices. The implemented approach combines a lattice, consisting of a set of nodes and their connectivity, with a surface for the skin. The lattice is discretised as a pin-jointed truss structure and the skin as a Kirchhoff-like lattices. The implemented approach combines a lattice, consisting of a set of nodes and their connectivity, with a

6. Appendix

6.1. Products of Bernstein polynomials

According to the definition of the univariate Bernstein polynomials (3), the product of two univariate Bernstein polynomials $B_i^\mu(\theta)$ with $i \in \{1, \ldots, \lambda + 1\}$ and $B_j^\mu(\theta^2)$ with $j \in \{1, \ldots, \mu + 1\}$ can be expressed with

$$B_i^\mu(\theta)B_j^\mu(\theta^2) = \frac{\lambda}{\lambda + \mu} \binom{\lambda + \mu}{\lambda} B_{i+j-1}^{\lambda+\mu}(\theta^1).$$

(43)

Similarly, the product of two bivariate Bernstein polynomials $B_i^\mu(\theta)B_j^\mu(\theta^2) = B_i^\mu(\theta^1)B_j^\mu(\theta^2)$ and $B_i^\mu(\theta)B_j^\mu(\theta^2) = B_i^\mu(\theta^1)B_j^\mu(\theta^2)$ can be expressed with

$$B_i^\mu(\theta)B_j^\mu(\theta^2) = \frac{\lambda}{\lambda + \mu} \binom{\lambda + \mu}{\lambda} B_{i+j-1}^{\lambda+\mu}(\theta^1)B_{i+j-1}^{\lambda+\mu}(\theta^2).$$

(44)

6.2. Intersection of two linear Bézier curves

In order to fix ideas, consider the trivial case of computing the intersection of two linear curves. The given Bézier curve $f(\theta)$ has the control points $x_1 = (0, -1, 0)^T$ and $x_2 = (1, 1, 0)^T$ and the associated weights $w_1 = w_2 = 1$. The parametric representation of the curve in the homogeneous coordinates reads

$$f(\theta) = (1 - \theta) \begin{pmatrix} 0 \\ -1 \\ 1 \end{pmatrix} + \theta \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix} = \begin{pmatrix} \theta \\ 2\theta - 1 \\ 0 \end{pmatrix}. $$

(45)

According to Busé et al. [25], for a linear Bézier curve $f(\theta)$ the smallest possible polynomial degree for the auxiliary vector $g(\theta)$ is zero. Hence, first, in Section 6.2.1, the intersection is computed with a constant auxiliary vector $g(\theta)$. As discussed in Section 2.2.2, choosing a high-order polynomial $g(\theta)$ is possible. Increasing the polynomial degree leads, however, to larger matrices and make the intersection computations less efficient. With the sole aim of demonstrating the process of the generalised eigenvalue computation, in Section 6.2.2 the intersection is computed with a linear auxiliary vector $g(\theta)$. 

18
6.2.1. Constant auxiliary vector

The constant auxiliary vector for computing the implicit matrix representation of the linear Bézier curve (45) is given by

\[ g(\theta) = \gamma_1 = \begin{bmatrix} \gamma_1^1 \\ \gamma_2^1 \\ \gamma_3^1 \\ \gamma_4^1 \end{bmatrix}. \quad (46) \]

According to the orthogonality requirement (9), i.e. \( f(\theta) \cdot g(\theta) = 0 \), the two functions have to satisfy

\[ (1 - \theta)(-\gamma_1^2 + \gamma_1^4) + \theta(\gamma_1^2 + \gamma_1^3 + \gamma_1^4) = 0, \quad (47) \]

or expressed in matrix form

\[ (1 - \theta \theta) \begin{bmatrix} 0 & -1 & 0 & 1 \\ 1 & 1 & 0 & 1 \end{bmatrix} \begin{bmatrix} \gamma_1^1 \\ \gamma_2^1 \\ \gamma_3^1 \\ \gamma_4^1 \end{bmatrix} = 0. \quad (48) \]

By inspection, the left null space of the 2 \times 4 matrix, denoted with \( C \) in Section 2.2.2, is spanned by the two vectors

\[ \gamma_1^{(1)} = (-2 1 0 1)^T \quad \text{and} \quad \gamma_1^{(2)} = (0 0 1 0)^T. \quad (49) \]

These two left null vectors can also be readily obtained with a singular value decomposition or by bringing the matrix in a reduced row echelon form, see e.g. [33]. Introducing the null vectors into (46) yields the two auxiliary vectors

\[ g^{(1)}(\theta) = (-2 1 0 1)^T \quad \text{and} \quad g^{(2)}(\theta) = (0 0 1 0)^T, \quad (50) \]

which yields, according to (15), the following implicit matrix representation

\[ M(x) = (-2x^1 + x^2 + 1 \ x^3). \quad (51) \]

As an example, consider the intersection of \( f(\theta) \) with a second line

\[ r(\xi) = (1 - \xi) \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} + \xi \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 - \xi \\ 1 - \xi \end{bmatrix}. \quad (52) \]

Substituting this line equation into the implicit matrix representation (51) gives

\[ M(\xi) = (-3\xi + 2 \ 0) = (2 \ 0) + \xi (-3 \ 0). \quad (53) \]

At the intersection point \( \xi^* \) the matrix \( M(\xi) \) must be rank deficient, which is trivially the case when \( \xi^* = 2/3 \). Inserting \( \xi^* \) in (52) gives the intersection point \( r(\xi^*) = (2/3, 1/3, 0) \).

6.2.2. Linear auxiliary vector

Next, the implicit matrix representation of the linear Bézier curve (45) is determined with the linear auxiliary vector

\[ g(\theta) = (1 - \theta)\gamma_1 + \theta \gamma_2, \quad (54) \]

where \( \gamma_i = (\gamma_i^1, \gamma_i^2, \gamma_i^3, \gamma_i^4)^T \) with \( i \in \{1, 2\} \). The orthogonality requirement (9), i.e. \( f(\theta) \cdot g(\theta) = 0 \), yields

\[ (1 - \theta)^2(-\gamma_1^3 + \gamma_1^4) + \theta(1 - \theta)(\gamma_1^2 + \gamma_1^3 + \gamma_1^4) + \theta^2(\gamma_2^2 + \gamma_2^4) = 0, \quad (55) \]
or in matrix form
\[
\begin{pmatrix}
(1 - \theta)^2 & 2\theta(1 - \theta) & \theta^2
\end{pmatrix}
C\gamma = 0
\]  \hspace{1cm} (56)

with
\[
C = \begin{pmatrix}
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & \frac{1}{2} & 0 & -1 & 0 & \frac{1}{2} \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 1
\end{pmatrix}
\quad \text{and} \quad \gamma = \begin{pmatrix}
\gamma_1 \\
\gamma_2
\end{pmatrix}.
\]

It is worth pointing out that the single orthogonality requirement (9), as can be inferred from (55), yields three equations for determining the eight components of the coefficients \(\gamma_1\) and \(\gamma_2\), which implies \(\text{dim}(\ker C) = 5\). The null space of \(C\), obtained by bringing it in row echelon form, is spanned by the five vectors
\[
\gamma^{(1)} = \begin{pmatrix}
-1 & 0 & 0 & 0 & -1 & 0 & 0 & 1
\end{pmatrix}^T,
\gamma^{(2)} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix}^T,
\gamma^{(3)} = \begin{pmatrix}
1 & 0 & 0 & 0 & -1 & 1 & 0 & 0
\end{pmatrix}^T,
\gamma^{(4)} = \begin{pmatrix}
-2 & 1 & 0 & 1 & 0 & 0 & 0 & 0
\end{pmatrix}^T,
\gamma^{(5)} = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}^T.
\]

The corresponding five auxiliary vectors follow from (54) with
\[
g^{(1)}(\theta) = \begin{pmatrix}
-1 \\
0 \\
\theta
\end{pmatrix},
g^{(2)}(\theta) = \begin{pmatrix}
0 \\
\theta \\
0
\end{pmatrix},
g^{(3)}(\theta) = \begin{pmatrix}
1 & -2\theta & 0 \\
0 & 1 - \theta & 0 \\
0 & 0 & 1 - \theta
\end{pmatrix},
g^{(4)}(\theta) = \begin{pmatrix}
2\theta - 2 \\
1 - \theta \\
0
\end{pmatrix},
g^{(5)}(\theta) = \begin{pmatrix}
0 \\
0 \\
1 - \theta
\end{pmatrix}.
\]  \hspace{1cm} (58)

As illustrated in Figure 15, the five vectors \(g^{(i)}(\theta)\) can be associated for a given \(\theta^*\) with five implicitly defined planes
\[
l^{(i)}(\theta^*, x) = g^{(i)}(\theta^*) \cdot \begin{pmatrix}
x \\
1
\end{pmatrix} = 0 \quad \text{with} \quad i \in \{1, \ldots, 5\}.
\]  \hspace{1cm} (59)

Only at their intersection point \(x^*\) all the plane equations \(l^{(i)}(\theta^*, x^*) = 0\) are simultaneously satisfied. Due to the orthogonality condition \(f(\theta^*) \cdot g^{(i)}(\theta^*) = 0\) the intersection point \(x^*\) must also be the surface point
\[
f(\theta^*) = \begin{pmatrix}
x(\theta^*) \\
1
\end{pmatrix}.
\]  \hspace{1cm} (60)
The implicit matrix representation of $f(\theta)$ is obtained according to (15) as follows

$$
\begin{pmatrix}
 g^{(1)}(\theta) \cdot \begin{pmatrix} x \\ 1 \end{pmatrix} \\
 g^{(2)}(\theta) \cdot \begin{pmatrix} x \\ 1 \end{pmatrix} \\
 \vdots \\
 g^{(5)}(\theta) \cdot \begin{pmatrix} x \\ 1 \end{pmatrix}
\end{pmatrix} = (1 - \theta^* \theta^*) M
$$

(61)

with the implicitisation matrix

$$
M = \begin{pmatrix}
-x^1 & 0 & x^1 \\
-x^1 + 1 & x^3 & -x^1 + x^2 + 1 & x^3 \\
0 & 0 & 0
\end{pmatrix}.
$$

(62)

For a given $\theta^*$ and corresponding $g(\theta^*)$ and $f(\theta^*)$ the orthogonality condition $f(\theta^*) \cdot g(i)(\theta^*) = 0$ gives

$$
(1 - \theta^* \theta^*) M(\theta^*) = \begin{pmatrix} 0 & 0 & 0 & 0 \end{pmatrix}.
$$

(63)

Hence, $M(\theta^*)$ is rank deficient and the vector $(1 - \theta^* \theta^*)$ lies in its left null space. Indeed, at the point $f(\theta^*)$ the matrix has rank$(M) = 1$ and everywhere else it has rank$(M) = 2$.

As an example, consider now the intersection of $f(\theta)$ with the line $r(\xi)$ given in (52). Substituting $r(\xi)$ into the implicitisation matrix gives

$$
M(\xi) = \begin{pmatrix}
-\xi & 0 & \xi & 2 - 3\xi & 0 \\
-\xi + 1 & 0 & 1 - 2\xi & 0 & 0
\end{pmatrix} = A - \xi B
$$

(64)

with

$$
A = \begin{pmatrix} 0 & 0 & 2 & 0 \\ 1 & 0 & 1 & 0 & 0 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 1 & 0 & -1 & 3 & 0 \\ 1 & 0 & 2 & 0 & 0 \end{pmatrix}.
$$

The generalised eigenvalue problem (19), i.e. $(A - \xi B)\phi = 0$, for computing the intersection point $\xi^*$ is solved by applying a sequence of orthogonal transformations as discussed in Section 2.2.2. The first orthogonal transformation according (21) gives the following matrices

$$
A' = \begin{pmatrix}
-1.772680524 & 0.4369634904 & 0 & 0.8164965809 & 0 \\
0.1438332239 & 1.346345178 & 0 & -0.4082482905 & 0
\end{pmatrix},
$$

(65)

$$
B' = \begin{pmatrix}
-3.297858703 & 0.3523180065 & 0 & 0 & 0 \\
0.5351687938 & 2.171081381 & 0 & 0 & 0
\end{pmatrix}.
$$

(66)

After applying two subsequent steps of orthogonal transformations $A$ and $B$ are reduced to the scalars

$$
A'' = (1.549193338) \quad \text{and} \quad B''' = (2.323790008).
$$

(67)

The generalised eigenvalue of matrices $A'''$ and $B'''$ is trivially $\xi^* = 0.666666666$ and the coordinate of the intersection point is $r(\xi^*) = \left(\frac{2}{3}, \frac{1}{3}, 0, 0\right)^T$.

At the intersection point, the implicitisation matrix becomes

$$
M(\xi^*) = \begin{pmatrix}
-\frac{2}{3} & 0 & -\frac{2}{3} & 0 & 0 \\
\frac{1}{3} & 0 & -\frac{1}{3} & 0 & 0
\end{pmatrix}
$$

(68)

with its left null space spanned by the vector $\left(\frac{1}{2}, 1\right)$. The parameter $\theta^*$ of the intersection point can be readily computed according to (61) since the vector $(1 - \theta^* \theta^*)$ has to be collinear to $\left(\frac{1}{2}, 1\right)$. Hence, $\theta^* = \frac{3}{7}$. 
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6.3. Linearisation of implicit matrix representations

In Section 2.2.2 only the intersection between a Bézier patch and a line was considered. The introduced techniques can however easily be extended to the intersection between a Bézier patch and higher-order curves [50]. As an example, consider the quadratic curve

\[ r(\xi) = c_2\xi^2 + c_1\xi + c_0 \]  

(69)

with the prescribed vectors \( c_2 \), \( c_1 \) and \( c_0 \). After substituting this curve, the implicit matrix representation (16) can be written as

\[ M(r(\xi)) = M_0 + M_1\xi + M_2\xi^2. \]

(70)

As discussed, at the intersection points this matrix must be rank deficient, which motivates the generalised nonlinear eigenvalue problem

\[ M(\xi)\phi = (M_0 + M_1\xi + M_2\xi^2)\phi = 0 \]

(71)

which is equivalent to the eigenvalue problem

\[
\begin{bmatrix}
0 & I \\
M_0 & M_1
\end{bmatrix}
\begin{bmatrix}
M_0 \\
M_1
\end{bmatrix} - \xi
\begin{bmatrix}
I & 0 \\
0 & -M_2
\end{bmatrix}
\begin{bmatrix}
\phi \\
\xi\phi
\end{bmatrix} = 0.
\]

(72)

This generalised eigenvalue problem has the same form like \((A - \xi B)\phi = 0\) and can be solved in the same way, see Section 2.2.2. The obtained real eigenvalues correspond to the intersection points of the quadratic curve with the patch.
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