On the experimental feasibility of quantum state reconstruction via machine learning
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ABSTRACT We determine the resource scaling of machine learning-based quantum state reconstruction methods, in terms of inference and training, for systems of up to four qubits when constrained to pure states. Further, we examine system performance in the low-count regime, likely to be encountered in the tomography of high-dimensional systems. Finally, we implement our quantum state reconstruction method on an IBM Q quantum computer, and compare against both unconstrained and constrained MLE state reconstruction.

INDEX TERMS Machine Learning, Quantum Tomography, IBM Q

I. INTRODUCTION

QUANTUM state tomography is a standard procedure for determining the state of an unknown quantum system through a series of repeated measurements on an ensemble of identically prepared systems. The number of measurement settings required for full state tomography of a multi-qubit state scales exponentially with the qubit number [1]–[4]. Further, the determination of a physically valid density matrix that corresponds to the measured data is itself resource-intensive [5], [6]. Many methods for reconstructing valid density matrices from measured data have been developed, such as Bayesian [7], maximum likelihood estimation (MLE) [6], [8], projected gradient descent [10], and linear regression [11]. Recently, several methods for state reconstruction based on machine learning have been proposed and demonstrated [12]–[20]. These machine learning-based techniques offer several potential advantages compared to their conventional counterparts, such as the ability to front-load expensive computations, and robustness to missing measurements and experimental noise [21]. Despite these advantages, it is not yet clear how a machine learning models’ training scales with system size, nor how they perform in situations where limited copies of the unknown state are available.

In this paper, we implement machine-learning-based quantum state reconstruction for systems of up to four qubits where states are assumed pure. This assumption differs from our previous work reconstructing mixed states [19], [21]. It is motivated by an effort to achieve both the highest possible reconstruction fidelity and the most favorable resource scaling by restricting the size of the accessible Hilbert space. Such an assumption is potentially applicable in quantum computing, where systems under investigation can be localized, as opposed to quantum communication, where channel impairments are unavoidable and quickly decohere transmitted states. Based on simulation with Haar random pure states, we find that our networks reconstruct states of up to four qubits comparably to an MLE process restricted to pure states but with a higher variance. Based on our results, we estimate that training time increases exponentially with qubit number, but that inference time remains linear. In other words, we find that despite a steep up-front training cost, we can achieve relatively similar reconstruction fidelity as MLE but significantly faster once trained. These results can be summarized as a trade-off between rapid and high average reconstruction fidelity with our machine-learning-based methods and relatively slow but lower variance reconstruction with MLE.
We then investigate the impact of statistical noise on our neural network system by limiting how many copies of an unknown state are available for tomographic measurements. The generative adversarial learning technique explored in \cite{22, 23} uses a randomly initialized network that is tuned based on experimental data in order to make state estimations. The added parameter tuning of these systems based on actual data taken from the state to be reconstructed requires further iterations, increasing the overall computational cost. Alternatively, in this paper, we explore the approach of explicitly training our network on simulated data that already includes statistical noise, meaning we artificially restrict the number of copies used to build measurement statistics in the training set. Surprisingly, we find that a network trained with data that includes statistical noise (restricted number of copies used to build measurement statistics) outperforms a network trained on ideal data (infinite copies used to build measurement statistics) when reconstructing experimental data that itself includes statistical noise. We conclude that the variations in measurement results due to limited counting statistics are themselves learnable, to some degree, by our network. These results inform the applicability of neural network quantum state reconstruction for high-dimensional systems where resource limitations in computation and the repeatability of measurements are important factors.

Finally, we then use our trained networks to reconstruct states generated and measured on the IBM Q quantum processor and compare against several other techniques. The limited quantum volume of the IBM Q quickly makes our assumption of purity invalid. We then determine the performance of such a special-purpose system, meaning state reconstruction methods trained only with pure states, in a general environment by comparison against unconstrained Gaussian and multinomial MLE reconstruction. We find that our network trained exclusively with pure states performs comparably to constrained MLE when used to reconstruct mixed states. In particular, we note that the performance of the constrained MLE and pure-state trained network approximately tracks the purity of the system under investigation. This is somewhat surprising as our network is not constrained to reconstruct only pure states, rather, it was merely not exposed to them during training. These results indicate the difficulty a neural-network based tomography system has reconstructing states which significantly differ from the training set and signal the caution required when deploying a pre-trained system in diverse environments.

II. METHODS
A. GENERATING RANDOM QUANTUM STATES AND SIMULATING STATE TOMOGRAPHY
To generate random pure quantum states, \(|\psi\rangle\), we first expand them as

\[
|\psi\rangle = \sum_{i=1}^{2^d} u_i |\phi_i\rangle,
\]

where ‘d’ represents the number of qubits in the state, \(u_i\) represents the \(i^{th}\) element of the first column of a \(2^d \times 2^d\) random unitary matrix, and the \(|\phi_i\rangle\) represent computational basis states of appropriate dimension \cite{24}. For example, for two qubits, \(|\phi_i\rangle = \{|00\}, |01\}, |10\}, |11\}\}. Furthermore, to avoid possible convergence issues with the Cholesky decomposition of a pure density matrix \cite{19, 25}, we add a small
perturbation term, \( \epsilon = 1 \times 10^{-7} \), to the generated states as given by,

\[
\rho = (1 - \epsilon)|\psi\rangle\langle\psi| + \frac{\epsilon}{4} I. \tag{2}
\]

For each \( \rho \) we then apply the Cholesky decomposition \( \rho = T T^\dagger \) where \( T \) is a lower triangular matrix \([25]\), and collect the elements of \( T \) into a \( \tau \)-vector given by \([\tau_0, \tau_1, \tau_2, \tau_3, \ldots, \tau_{2^n-1}]\). As an example, in the two-qubit case the \( T \) matrices of the Cholesky decomposition are given by

\[
T = \begin{bmatrix}
\tau_0 & 0 & 0 & 0 \\
\tau_1 + i\tau_5 & \tau_1 & 0 & 0 \\
\tau_{10} + i\tau_{11} & \tau_6 + i\tau_7 & \tau_2 & 0 \\
\tau_{14} + i\tau_{15} & \tau_{12} + i\tau_{13} & \tau_8 + i\tau_9 & \tau_3
\end{bmatrix}, \tag{3}
\]

with corresponding \( \tau \)-vectors

\[
\tau \rightarrow \tau = [\tau_0, \tau_1, \tau_2, \tau_3, \ldots, \tau_{15}]. \tag{4}
\]

In the ideal case, where we assume we have infinite copies of an unknown state to build measurement statistics with, tomographic measurement results are calculated directly from the expectation value of each measurement operator. More precisely, these probabilities are calculated from

\[
\tilde{n}_i = \text{Tr}(\rho \hat{H}_i). \tag{5}
\]

where ‘Tr’ represents the trace, and \( \hat{H} \) is the set of \( 6^d \) projectors created from the tensor product of the eigenvectors of all \( 3^d \) combinations of Pauli operators. Hence, the index \( i \) in (5) runs from 1 to \( 6^d \). For example, for a single qubit, \( \hat{H} \) consists of the six eigenvectors associated with \( \{X, Y, Z\} \) where \( X \), \( Y \), and \( Z \) are the usual Pauli operators. For \( d \) qubits this extends naturally with \( \hat{H} \) containing the \( 6^d \) eigenvectors associated with the \( 3^d \) combinations of operators \( \{X, Y, Z\}_1 \otimes \{X, Y, Z\}_2 \otimes \ldots \otimes \{X, Y, Z\}_d \) where the subscripts indicate qubit number. While this choice of measurement procedure is over-complete [2], it is often performed in practice due to its relative simplicity and results showing such a basis set minimizes statistical error [3].

We also consider the situation where a limited number of copies of a quantum state are available for tomographic measurement, meaning measured probabilities will vary statistically from the expectation values, and we can no longer use the procedure outlined above. To generate data sets with the appropriate statistical noise, we follow the procedure outlined in Appendix [B].

### B. TRAINING THE NETWORK

We build a custom-designed convolutional neural network with a convolutional unit of kernel size \((2, 2)\), strides of 1, ReLU as an activation function, and 25 filters. The filters are followed by a max-pooling layer with pool-size \((2, 2)\) and a second convolutional unit with the same configuration in a row. We then connect two dense layers (Dense 1 and Dense 2), each followed by a dropout layer with a rate of 0.5, which is finally attached to an output layer that predicts the \( \tau \)-vectors. Then, the predicted \( \tau \)-vectors are forwarded to an error layer, where mean square loss between the target and predicted \( \tau \) is evaluated and fed back to optimize the network’s training using the Adagrad optimizer with a learning rate of 0.005 for up to 300 epochs. Additionally, the output layer is also branched to a DM-prediction layer as shown in Fig. [1] where predicted \( \tau \)-vectors are further re-arranged to lower triangular matrices, \( T \), as expressed in (3), and corresponding density matrices are predicted as, \( \rho_{nn} = \frac{T T^\dagger}{\text{Tr}(T T^\dagger)} \). Prediction of \( T \) rather than \( \rho \) directly ensures that the predicted density matrices from the network are always physical [4]. Also, note that there are no training parameters between the error layer and the density matrix (DM) prediction layer. We build the DM prediction layer in the same graph of the network to efficiently evaluate the fidelity metric per epoch, to cross-validate the training, and to avoid post-processing. In order to evaluate the fidelity \( F \) between the predicted density matrix \( \rho_{nn} \) and the target \( \rho \), we use

\[
F = \text{Tr} \sqrt{\rho_{nn} \rho \rho_{nn}^\dagger}. \tag{2}
\]

The input size, output size, and number of the fully connected dense layers, and the number of fully-connect neurons, as a function of qubit number are shown in Table [1]. Note that we keep the depth (number of hidden layers) of the network fixed for all cases; instead, we increase the number of the neurons in the dense layers with increasing qubit number. The number of quantum states used for training is manually optimized as a function of qubit number. The parameters to be learnt while training the network are termed as trainable parameters. The number of trainable parameters increases (decreases) with increasing (decreasing) number of fully-connected neurons and input size. Further, with respect to reconstruction fidelity, computational cost, and generality, we find an optimized number of quantum states in a training set to be 35,000 for all cases. As an explicit example, we present the reconstruction fidelity with varying trainable parameters and number of quantum states in the training set for the case of four qubits in Appendix [A](Fig. [6]).

To train the network, we generate 35,500 random quantum states according to the Haar measure as described by [1] and the associated \( 6^d \) tomographic measurement for systems with qubit numbers ranging from one to four. We split the simulated data into a training set of size 35,000 and a validation set of size 500 to cross-validate the network performance. To reduce the bias-variance trade-off and increase the fidelity at the output, we use separate networks (see Table [1]) for different qubit numbers. Note that we implement a batch size of 100 in the training of each network. After training, we generate test sets that are entirely unknown to the trained network. For the test-cases, we consider two scenarios, a simulated test-set without any device noise and a test set di-

| # Qubit | Input | Dense 1 | Dense 2 | Output |
|---------|-------|--------|--------|-------|
| 1       | [2, 3]| 250    | 150    | 4     |
| 2       | [6, 36]| 750    | 450    | 16    |
| 3       | [6, 36]| 2500   | 1000   | 64    |
| 4       | [36, 36]| 4500   | 2500   | 256   |
rectly measured from a near-term intermediate scale quantum computer with 7 qubits (IBM Quantum’s ibmqjakarta).

C. MAXIMUM LIKELIHOOD ESTIMATION (MLE)

For comparison, we have also implemented multiple maximum likelihood reconstruction techniques. We begin by discussing the Gaussian likelihood approach. As described in Section II-A for the tomography method we employ there are $6^d$ total measurement outcomes $n_i$ for a $d$ qubit state. The expected value of each measurement outcome is denoted by $\bar{n}_i$ and are again given by (5). For simplicity, we first assume Gaussian noise, which leads to the probability ($P$) of obtaining the outcome $n_i$ given by

$$P_G(n_1,n_2,...,n_{6^d}) = \prod_{i=1}^{6^d} \exp\left(-\frac{(n_i - \bar{n}_i)^2}{2\sigma_i^2}\right).$$

(6)

Here $\sigma_i$ is approximated as $\sqrt{\bar{n}_i}$. Using (5), we find the negative log-likelihood of the given density matrix $\rho$ is given by,

$$-\mathcal{L} = \sum_{i=1}^{6^d} \frac{\left[\text{Tr}[\rho \tilde{H}_i] - n_i\right]^2}{2\text{Tr}[\rho \tilde{H}_i]}.$$  

(7)

Next, we implement the multinomial likelihood approach. For this, we assume the joint conditional probability of a set of measurement results on $\rho$ expressed as,

$$P_M(n_1,n_2,...,n_{6^d},N_1,N_2,...,N_{6^d}) = \prod_{i=1}^{6^d} \text{Tr}(\rho \tilde{H}_i)^{N_i},$$

(8)

where $N$ is the number of times the given projector ($\Pi$) has been executed. Instead of directly maximizing (8), we define a negative log-likelihood as given below, and minimize it:

$$-\mathcal{L} = -\sum_{i=1}^{6^d} N_i \log[\text{Tr}(\rho \tilde{H}_i)].$$  

(9)

In order to optimize the likelihood, we use a constrained and unconstrained optimization as discussed below.

In unconstrained optimization we allow for the reconstruction of any physical density matrix, including the mixed states. As described above, with no loss of generality we can enforce the physical nature of a reconstructed density matrix by reconstructing the $\tau$-vectors instead of the density matrix directly. Note that the size of the $\tau$-vectors scales as $2^{2d}$ and that in this framework any density matrix can be written as

$$\rho(\tau_0,\tau_1,\cdots,\tau_{2^{2d}−1}) = \frac{TT^\dagger}{\text{Tr}(TT^\dagger)},$$

as,

$$T = \begin{bmatrix}
0 & \cdots & 0 & 0 \\
\cdots & \ddots & \cdots & \cdots \\
0 & \cdots & \cdots & 0 \\
\tau_0 & \tau_1 & \cdots & \tau_{2^{2d}−1}
\end{bmatrix}\begin{bmatrix}
\tau_0 & \tau_1 & \cdots & \tau_{2^{2d}−1}
\tau_0 & \tau_1 & \cdots & \tau_{2^{2d}−1}
\tau_0 & \tau_1 & \cdots & \tau_{2^{2d}−1}
\end{bmatrix}.$$  

(10)

which we use to optimize over. Alternatively, for a fair comparison to our neural network that has been trained only on pure states, we also consider an optimization which is constrained to predict only pure states. Here we only need to optimize over $2^{d+1}−1$ unknown coefficients, $\{u\}$, analogous to (1), such that,

$$\rho(u_0,u_1,u_2,...,u_{2^{d+1}−2}) = \frac{|\psi\rangle\langle\psi|}{\text{Tr}(|\psi\rangle\langle\psi|)}.$$  

(11)

In both cases, constrained and unconstrained, we maximize the likelihood by minimizing the right-hand side of (7) using the BFGS optimizer of the tensorflow-probability library. Note that we always randomly initialize the values for $[\tau_0,\tau_1,\tau_2,\cdots,\tau_{2^{2d}−1}]$ and $[u_0,u_1,u_2,...,u_{2^{d+1}−2}]$ using the Glorot-Uniform initializer of the tensorflow-keras library, and implement a gradient tolerance of $10^{-5}$. Additionally, instead of evaluating a good initial point [9], [26] to avoid local convergence [27], we run MLE with 50 random initial points for each quantum state and choose the state with the maximum reconstruction fidelity.

III. RESULTS AND DISCUSSION

A. RESOURCE SCALING

An illustrative example of an end-to-end tomography setup with a neural network is shown in Fig. 1. We implement the network using tensorflow [28] with an AMD Ryzen 9 3900x 12-core processor and GeForce RTX 2060 GPU. First, we make predictions for 50 test quantum states using a network solely trained with a simulated tomography data set for 300 epochs. To simulate the data we consider measurements on an infinitely large ensemble of identical quantum states, meaning that statistical noise should approach zero, as described in Section II-A. For clarity we refer to such data sets as ‘ideal tomography data’ in the paper. Note that the test set is completely unknown to the network. In order to illustrate the network’s efficacy, we compare the network performance with MLE constrained to reconstruct pure states. The results are shown in Fig. 2.

The fidelity between the reconstructed states using a neural network trained with pure states and the corresponding target density matrices for systems of one, two, three, and four qubits are shown in Fig. 2(a) by green box plots. The whisker on the box represents a fidelity ranging from 5th to 95th percentiles. Note that the results shown in the top-left and bottom insets are for pure quantum states from the validation set as described in “Methods”. We see from Fig. 2(a) that our neural network trained on only pure states reconstructs with an average fidelity near unity, but with significantly more variance than constrained MLE. The reconstruction fidelity per epoch for random quantum states in the cases of one and four qubits is shown in the top-left inset. We find that the training of the network takes only 1.22 seconds for a single qubit, and 37 seconds for four qubits in order to reach saturation. Additionally, we track the rank of the density matrices predicted by the network. In order to evaluate the rank, we use a tolerance of $1 \times 10^{-5}$. A rank of 1 corresponds to a pure-state, otherwise the predicted matrices are mixed states. As an illustration, we include an inset (bottom) showing the rank of predicted quantum states per epoch in
the case of 4 qubits. The colorbar on the right represents the number of quantum states totalling to 500 from the validation set. We find that our network trained with only pure states efficiently learns to reconstruct states with low rank despite the absence of a formal constraint requiring this, such as in constrained MLE. Similarly, we plot a histogram showing the reconstruction fidelities for 1000 random four qubit pure states. We find that most states, 89%, are well above a fidelity of 0.9 and only a tiny fraction, 3.8%, of states are below 0.8, as shown in the top-right inset. Next, we generate mixed states as described in [19], and use them to train and validate a separate neural network for each qubit case. In particular, the network is trained and tested using randomly generated states sampled from the Hilbert-Schmidt distribution. Note that the architecture and hyper-parameters of the mixed-state network and the size of training, validation, and test sets are the same as previously mentioned for the pure state network. Once the network is trained, it reconstructs the mixed states from the test set. The reconstruction fidelity is shown by the red box in Fig. 2(a). We see that, for a given set of network parameters, the restriction of the Hilbert space to pure states alone (green) outperforms the network trained and tested over the entire Hilbert space (red). Hence, a restriction of the accessible Hilbert space of a machine-learning based tomography system appears to allow for an improved performance on the set of target states. We stress that in this demonstration, we have kept the parameters and architecture of the networks equivalent to emphasize the role of the size of the Hilbert space on the reconstruction fidelity. However, improvement of the performance of the mixed-state (red) network is potentially possible at the cost of worse resource scaling, i.e., a network with more trainable parameters and more time to train. Unless explicitly stated we will use neural networks trained with only pure states for the remainder of the text in order to achieve the most favorable scaling possible.

Also in 2(a) we reconstruct the same 50 test quantum states using MLE with a multinomial likelihood constrained to only pure-states (see “Methods”), with the corresponding fidelities shown by the blue dashed line. We find the 5th to 95th percentiles for the reconstructed fidelities ranges from 0.992 to 0.999, and 0.984 to 0.999, respectively, corresponding to the case of 3 and 4 qubits.

Next, we evaluate the computational cost of training and implementing our network. As the number of qubits, ‘d’, increases, the number of quantum circuits required for full state tomography becomes \(3^d\) and the number of possible measurement outcomes becomes \(6^d\). Because of this we increase the network training parameters accordingly in order to achieve similar fidelities for systems of all qubit numbers as expressed in Table 1. The average training time per epoch versus number of qubits is shown by the green dotted line in Fig. 2(b). The box plots represent the time per epoch in the 5th to 95th percentiles. As expected we find that the training time increases with the number of qubits in the state. The sudden rise in the training time for systems of size four is due to a drastic increase in the trainable parameters as shown in the inset. To further illustrate the effect of the number of trainable parameters on the overall fidelity we present a plot of fidelity versus trainable parameters for the four qubit case in Appendix A (Fig. 3). Once the network is trained, we find that the network makes the prediction of a density matrix for
system sizes of one and four qubits, respectively, within 0.77 milliseconds and 0.8 milliseconds.

B. PERFORMANCE IN THE LOW COUNT REGIME

We now investigate the performance of our quantum state reconstruction method in the scenario that only a limited number of copies of a state are available for measurement. Hence, we are assuming that the $d^d$ measurement results differ significantly from those predicted by (5) due to statistical noise. In this section we use the terminology ‘shot’ to indicate the number of times each measurement circuit runs. In other words, the number of times we obtain a complete set of tomography for the given state. For example, in the two-qubit case we use 9 measurement circuits resulting in 36 possible measurement outcomes, and hence $n$ shots would indicate we have executed all 9 circuits $n$ times.

In order to illustrate the proof of concept, we fix the system size at two qubits and vary the number of shots when using different reconstruction methods, plotting the results in Fig. 3. Here we have implemented six methods: a network trained with ideal tomography data “NN”, a network trained with the tomography data simulated at 15 shots “NN (Shots: 15)”, MLE with a Gaussian likelihood, MLE with a multinomial likelihood, MLE with a Gaussian likelihood but constrained to only pure states, and finally MLE with a multinomial likelihood but constrained to only pure states. Details about how we generate data sets with statistical noise can be found in Appendix. For each of the listed methods, we simulate tomography for shot numbers ranging from 5 to 8192 for 20 random quantum states. The average reconstructed fidelity at various shots is shown in Fig. 3 with the fidelity in the higher shot regime shown in the inset. As expected, we find that the network trained with ideal tomography data (magenta line) works better at higher shot numbers and reaches a fidelity of 0.997 at 8192 shots. Additionally, we show the fidelity at 5 and 15 shots are enhanced with the network that is trained with the simulated data at 15 shots (an orange line). Furthermore, in order to illustrate the performance efficacy of the networks, we also reconstruct random quantum states from the same test-set with multiple maximum likelihood methods as shown in Fig. 4. The error bars on the plot show one standard deviation from the mean.

We find that the network trained with ideal tomography data achieves a reconstruction fidelity above 0.99 in the high-shot regime. Notably, the network trained for simulated tomography of 15 shots produces higher average fidelity than the network trained with ideal tomography data and the MLE with Gaussian likelihood (blue line). Further, the 15 shot neural network method is effectively equivalent to MLE with a multinomial-likelihood (black line) in the lower shot regime. Therefore, we conclude that machine-learning-based quantum state reconstruction methods should consider the expected number of repeated measurements during training. This result has implications for the reconstruction of systems with high qubit numbers, where system constraints likely keep the number of repeated measurements low.

C. COMPARISON OF METHODS USING IBM Q

We now apply our neural network reconstruction technique to tomography data obtained from an IBM Quantum (IBM Q) computer and compare the results with various MLE implementations. We begin by implementing a random_circuit...
module from the Qiskit Terra API [29] to generate 20 random quantum circuits for systems ranging from one to four qubits. Note that in each case, the qubits are initialized in the $|0\rangle$ state. We then upload the circuits to the IBM Q hardware, ibmqjakarta. The uploaded circuits are further transpiled by the backend. We find the minimum and maximum depths (including measurements gates) of 2 and 9, 6 and 22, 8 and 34, and 12 and 49, respectively, for the transpiled quantum circuits for systems of one through four qubits. We then execute the transpiled circuits for 8000 shots and record the measurement counts. Finally, we implement multinomial likelihood estimation to estimate the state of the system.

To demonstrate the extent of the noise introduced by the IBM Q components during tomography, we show with green bars in Figs. 4(a) and (b) example measurement results for random two and four qubit quantum states measured in the ‘XX’ and ‘XXXX’ basis respectively. Each circuit generating Figs. 4(a) and (b) is executed for 8000 shots. We also simulate the ideal projective measurement probabilities for the same states and show these in red on the same plots. The y-axis probabilities are expressed in percentage and are calculated as a ratio of the total counts to the total shots. We find that the depth of the self-transpiled quantum circuits for random quantum states increases with qubit number. As a result, we obtain more noise in the tomography for higher qubits. This increasing noise with qubit number is illustrated in Fig. 4(b), where we show a significant difference in the measurement results between simulated and measured for four qubits, which is accompanied by a larger self-transpiled quantum circuit by the backend, ibmqjakarta. Finally, we note that an additional source of error that likely causes a mismatch between the measured and simulated results in Fig. 4 is how accurately the IBM Q implements the measurement projectors, which are assumed perfect in simulation.

We now perform state reconstruction using several methods using measurement results obtained from the IBM Q. The fidelities of the reconstructed states against those obtained from the multinomial likelihood method as a function of qubit number are shown in Fig. 5(a). Here the blue, green, red, and magenta lines, respectively, correspond to MLE with a Gaussian likelihood, MLE with multinomial likelihood constrained to only pure-states, MLE with Gaussian likelihood constrained to only pure-states, and our neural network trained exclusively on pure states. For perspective, we have also included the black line, which shows the fidelity of states reconstructed using MLE with a multinomial likelihood. Since, as mentioned above, MLE with a multinomial likelihood is our reference state for calculating fidelity, the black line is one in all cases. We also evaluate the purity of the states reconstructed with each method and show the results in the upper inset. Finally, we note that the errors bars in Fig. 5(a) represent one standard deviation from the mean. Interpretation of the results of Fig. 5(a) must take into account the discrepancy between the state programmed into the IBM Q and the state generated, as emphasized by Fig. 4. Since Fig. 4 suggests mixing of the state by the IBM Q, it is reasonable to assume that the unconstrained multinomial MLE (black) is the most reliable reconstruction method [30] in Fig. 5(a), and hence why we use it as the reference against which we calculate fidelity. However, while Gaussian MLE reconstructs states with higher fidelity to multinomial MLE than do the constrained and neural network methods, we still find some discrepancies in the two MLE methods. Moreover, the two constrained MLE methods (green and red), and our neural network trained exclusively on pure states (magenta) behave similarly throughout the range of reconstruction scenarios, with their performance approximately tracking the purity of the state, as shown in the upper inset. The close agreement between the neural network and the constrained MLE methods is somewhat surprising as the neural network is not constrained to reconstruct pure states; instead, it was merely not exposed to them during training. This result points to the care needed to ensure that training sets reflect the system under investigation when using neural-network-based reconstruction methods.

**FIGURE 5.** Reconstructing quantum states using measurements collected from the IBM Q. (a) Reconstruction fidelity with multinomial MLE as the reference versus the number of qubits using measurement data obtained from the IBM Q at a shot value of 8000. The purity of states reconstructed is shown in the top-inset. Inference time per density matrix with maximum likelihood estimation is presented in the bottom-right inset. This can be contrasted with the inference time for our neural network technique (∼0.8 ms for four qubits) in Fig. 2(b). (b) Reconstruction fidelity as calculated against the state programmed into the IBM Q for two-qubit states as a function of shots. In each figure the error bars represent one standard deviation from the mean.
Additionally, we also include as an inset in Fig. 5 (a) the inference time on a GPU (RTX 2060) for estimating a density matrix with MLE constrained to pure states for the tomography data obtained from the IBM Q. For four qubits, MLE already takes several orders of magnitude longer for reconstruction than our neural network based system, as demonstrated in Fig. 2 (b). For comparison, we found that reconstruction with our system took approximately 0.8 ms for four qubit systems.

Finally, we highlight an effect in which constrained reconstruction methods applied to systems with minor decoherence can overestimate the reconstruction fidelity when the programmed state is used as the reference state. To emphasize this result, we consider only two-qubit systems and generate a test set of 20 random quantum states as previously described in “Methods”. We then initialize the qubits with the generated random quantum states and allow the system to self-optimize the quantum circuits on a seven qubit machine: ibmq_jakarta backend. Note that we select the light optimization option in ‘qiskit.execute’ from the Qiskit Terra API to balance between computational efficiency and accuracy of the transpiled circuit. We then perform quantum state tomography and calculate the fidelity of the resulting states against the state programmed into the IBMQ, unlike in Fig. 5 (a) where multinomial MLE was used as the reference state. Fig. 5 (b) shows the resulting fidelity at each shot level with black, green, magenta, and orange corresponding to MLE with multinomial likelihood, MLE with multinomial likelihood constrained to only pure states, a neural network trained with ideal tomography data (pure states only), and a neural network trained with simulated tomography at 15 shots (pure states only), respectively. We see that the constrained method and both pure-state trained neural networks overestimate the system’s fidelity compared to unconstrained MLE. In effect, these systems remove evidence of system noise by reconstructing pure states. Such an effect can lead to undue confidence in the performance of a system and should be taken into account whenever constrained MLE or neural networks with limited training sets are used for reconstruction.

IV. CONCLUSION

In conclusion, we have experimentally investigated the resource and computation time scaling of quantum state tomography using machine learning techniques for pure states. We used our developed machine-learning-based quantum state tomography system to reconstruct random quantum states created and measured with the IBM Q quantum computer for up to four qubit systems. We also implement MLE for state reconstruction to cross-validate the efficacy of the network performance. We show that our neural network can achieve relatively high reconstruction fidelities on average, for example, above 0.99 for two qubits. However, we also find that our neural network reconstruction technique suffers from a higher variance than comparable MLE reconstruction techniques. Given the limited quantum volume of the IBM Q, we also had the opportunity to test our neural-based-reconstruction method on mixed quantum states. Interestingly, our neural network, which is not constrained to reconstruct only pure states but has instead been trained exclusively on them, behaves similarly to constrained MLE methods in terms of reconstruction fidelity. More specifically, constrained MLE and our neural network reconstruct mixed states with a fidelity that approximately tracks the state’s purity. This result points to the influence of the training set on the performance of neural-network-based tomography systems, and that one must ensure that a system under investigation is reflective of the training set.

Lastly, we reiterate that while a neural network’s training time increases for quantum systems of increasing dimension, the network need only be trained a single time. Furthermore, once trained, the inference time when using the neural network in practice is negligible. In other words, our work reveals a trade-off between a high upfront training time with relatively high reconstruction fidelity and negligible reconstruction time using machine-learning-based techniques against slower but more accurate MLE-based methods. As such, our results provide evidence for machine learning as a tool for full quantum state tomography in near-term intermediate-scale quantum hardware where system size is too large for MLE to be practical and the characteristics of a state under investigation do not need to be known with extreme accuracy.
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APPENDIX

A. PARAMETER TUNING

Neural network performance was optimized through manual tuning of the hyperparameters. This appendix illustrates the dependence of reconstruction fidelity on tuneable hyperparameters in the four-qubit case. First, we fix the number of quantum states in a training set at 35,000 and vary the network parameters by changing the number of neurons in the dense layers. We find that the fidelity increases with increasing trainable parameters and begins to saturate as shown in Fig. 6(a). Next, we set the trainable parameters at $33.99 \times 10^6$ and vary the number of quantum states in a training set. As expected, we find an increasing trend of fidelity with the size of the training set, as shown in Fig.
of the given Pauli basis. Here we discuss how to simulate tomography in the low-shot regime. We made the final hyperparameter selections based on the trade-offs demonstrated in Table 1 and the inset of Fig. 2 (b). We note the actual hyperparameter choices reaches 35,000. We note the actual hyperparameter choices used to generate the results used within the manuscript in Fig. 6(b). However, the fidelity starts to saturate after the training reaches 35,000. We note the actual hyperparameter choices used to generate the results used within the manuscript in Table 1 and the inset of Fig. 2 (b). We made the final hyperparameter selections based on the trade-offs demonstrated in this appendix.

### B. SIMULATING THE LOW-SHOT REGIME

Here we discuss how to simulate tomography in the low-shot regime. To illustrate the concept, we take the two-qubit case as an example.

Arrange the set of projectors \( \{ \hat{\Pi}_i \} \) for \( i = 0, 1, 2, \ldots, 35 \), as discussed in Section II-A, in an array of shape \((9, 4, 4, 4)\), where the first axis (axis-0) represents Pauli bases in \( \{ X, Y, Z \}_1 \otimes \{ X, Y, Z \}_2 \) and the second axis (axis-1) shows a set of \( 4 \times 4 \) unitary matrices corresponding to eigenvectors of the given Pauli basis.
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