Computer-Aided Bacillus Detection in Whole-Slide Pathological Images Using a Deep Convolutional Neural Network
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Abstract: Mycobacterial infections continue to greatly affect global health and result in challenging histopathological examinations using digital whole-slide images (WSIs), histopathological methods could be made more convenient. However, screening for stained bacilli is a highly laborious task for pathologists due to the microscopic and inconsistent appearance of bacilli. This study proposed a computer-aided detection (CAD) system based on deep learning to automatically detect acid-fast stained mycobacteria. A total of 613 bacillus-positive image blocks and 1202 negative image blocks were cropped from WSIs (at approximately 20 × 20 pixels) and divided into training and testing samples of bacillus images. After randomly selecting 80% of the samples as the training set and the remaining 20% of samples as the testing set, a transfer learning mechanism based on a deep convolutional neural network (DCNN) was applied with a pretrained AlexNet to the target bacillus image blocks. The transferred DCNN model generated the probability that each image block contained a bacillus. A probability higher than 0.5 was regarded as positive for a bacillus. Consequently, the DCNN model achieved an accuracy of 95.3%, a sensitivity of 93.5%, and a specificity of 96.3%. For samples without color information, the performances were an accuracy of 73.8%, a sensitivity of 70.7%, and a specificity of 75.4%. The proposed DCNN model successfully distinguished bacilli from other tissues with promising accuracy. Meanwhile, the contribution of color information was revealed. This information will be helpful for pathologists to establish a more efficient diagnostic procedure.
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1. Introduction

According to a report from the World Health Organization, 1.6 million people died from Mycobacterium tuberculosis infection in 2017 [1]. Although most mycobacterial infections occur in developing countries, they can spread easily via global transportation. The clinical patterns of mycobacterial infection in immunocompromised patients are usually nonspecific and atypical from those in healthy individuals, leading to a delayed diagnosis or misdiagnosis due to inadequate biopsy [2]. Inadequate biopsy and poor culture or smear techniques may cause a delayed diagnosis and
subsequently death in patients [3]. Therefore, a correct and timely diagnostic tool is important for mycobacterial disease control.

Diagnostic tools for mycobacterial infection include microscopy examination, smears, bacterial cultures, histopathological examination, and molecular technology. However, none of these tools is perfect [4]. Examination of both histopathologic and microbiologic results is necessary for an accurate diagnosis of mycobacterial infection [5]. For cutaneous mycobacteria infection, histopathology is essential for diagnosis [5,6]. Acid-fast staining has been shown to have good sensitivity and specificity for the diagnosis of mycobacterial infection [7]. However, screening for acid-fast stained bacilli is a highly laborious task for pathologists. Bacilli are easily missed in paucibacillary disease, and pathologists often must review several tissue sections for accurate diagnosis [8]. Tissue slides are examined under 400× magnifications or even higher magnification (1000×) with oil immersion, which is a very laborious and time-consuming task [3,9].

With advances in slide scanning technology, full digitalization of stained tissue sections in histopathology has the potential to transform clinical practice [10], where fully digitalized histopathology systems have been approved by the US Food and Drug Administration for primary diagnosis [11]. Whole-slide images contain a large amount of information and is very convenient for image processing, as pathologists can easily change image magnification and focus on regions of interest. Other advantages include the ease of interactive learning and navigation and digital images that do not bleach or break [12,13]. Whole-slide images (WSIs) can be used to perform automatic image analysis and reduce high inter- and intraobserver variability [10]. Numerous large studies have revealed that digital pathology images are not inferior to traditional glass slides for clinical diagnosis [14–16]. According to previous investigations, applying WSIs for mycobacterial infection slides is practical. The availability of WSIs has made digital pathology a very popular area of application for computer-aided diagnosis [17–19].

Conventional computer-aided diagnosis (CAD) is a well-established tool in the medical imaging field, whose procedures usually include segmentation, feature extraction, and classification [20]. CAD systems based on numerous image processing algorithms have been developed for digital pathology slides, especially to assist with laborious tasks such as detection and quantification in pattern recognition. The primary goal of implementing a CAD system is to increase sensitivity while reducing false negative rates due to fatigue of observers [16,21].

With the recent success of deep learning methods, the applications for computer-aided diagnosis in different clinical fields can be improved [10,21,22]. Previous works related to digital pathology have applied deep learning techniques to detect, segment, and classify diseases of interest from the nucleus and cell level all the way to the organ level [23]. In digital pathology, deep learning methods have been applied to whole-slide image analysis for predicting lung and prostate cancer diagnoses and the detection of breast cancer metastases [17–19]. Thus, a deep convolutional neural network (DCNN), which uses automatic convolutions to extract very large numbers of image features, was proposed in this study to detect bacilli in whole-slide pathology images. In the experiment, machine-generated features were separated into color and noncolor features to explore how the DCNN could distinguish bacilli from other tissues in the images. To the best of our knowledge, this is the first study to apply a DCNN using the transfer learning method for bacillus detection in whole-slide pathology images.

2. Materials and Methods

2.1. Histopathological Whole-Slide Images

Histopathology sections were prepared in the Department of Pathology, Taipei Medical University Hospital and Mackay Memorial Hospital. The dermatopathological samples in the database are reserved for teaching, case reviews and discussion. Formalin-fixed, paraffin-embedded skin tissue samples were prepared in 5-μm-thick sections. Skin incisional biopsies were obtained, and specimens were 1–2 cm in length and 0.5–1 cm in width. Ziehl–Neelsen stained slides in the database were digitally scanned to be included in the study. The selected specimens had a staining quality
adequate for a definite diagnosis. Nine samples of cutaneous mycobacterial infection were selected, which included atypical mycobacterial infection, paucibacillary leprosy, lepromatous leprosy, and erythema nodosum leprosum. The histopathological features were suppurative inflammation, granuloma formation, and foamy cell aggregation. Differential inflammatory cell infiltration, including histiocytes, neutrophils, and mast cells, were noted in these WSIs (Table 1). Histochemical stain preparation was performed with a standard protocol for Ziehl–Neelsen staining (Muto Pure Chemicals Co., Tokyo, Japan). Ziehl–Neelsen staining emphasizes acid-fast bacilli in the histopathological slides. The presence of mycolic acid in the cell walls of the mycobacteria bacilli appears reddish after staining. The cell walls of the mycobacteria bacilli retain red carbol fuchsin, which shows high contrast to the bluish color of the background [7]. These histopathological slides were prepared according to standard protocols and digitized using a ScanScope XT whole-slide scanner (Aperio, Vista, CA, USA). The image navigation software used was Aperio ImageScope v9.1.19 (Aperio, Vista, CA, USA). This study was approved by the Macky Memorial Hospital Institutional Review Board (IRB Number: 18MMHIS121).

**Table 1.** Histopathological features of the nine selected skin incisional biopsy tissue samples.

| Disease Type                               | Number of Cases | Histopathological Features                                                                 |
|--------------------------------------------|-----------------|-------------------------------------------------------------------------------------------|
| Tuberculosis and atypical mycobacterial    | 5               | Granulomatous inflammation with multinucleated giant cells, surrounded by lymphocytes and  |
| infection                                   |                 | plasma cells. Caseous necrosis and mixture of neutrophils and lymphocytes. Microcysts lined |
| Paucibacillary leprosy                      | 1               | Sausage-shaped granuloma formation, mixtures of lymphocytes and macrophages                |
| Lepromatous leprosy                         | 2               | Perivascular lymphohistiocytic infiltration, foamy histiocyte aggregation, sheets of      |
| Erythema nodosum leprosum                  | 1               | histiocytes with grenz zones                                                               |

To establish gold standards, the whole-slide images were subsequently cropped to 20 × 20 pixel (a pixel equals 0.017 mm wide), nonoverlapping image blocks, which is the optimal size for presenting bacilli [24]. One international board-certified dermatopathologist and one international dermatopathology fellow reviewed the whole histopathological slide images and identified acid-fast positive stained bacilli. The ground-truth was established by the consensus of both during the review. Positive mycobacterial bacilli image blocks showed the presence of reddish rod-shaped bacilli with a bluish to whitish background. Negative image blocks were chosen from noninfectious areas with stained reddish, bluish or whitish colors. In the process of establishing consensus, the discordance happened to some samples with incomplete fragmented rod-shaped looking, which may be contamination or a part of bacilli. These blocks were excluded in the experiment to reduce the uncertainty. A total of 613 representative positive image blocks, including various orientations of mycobacterial bacilli and different bacillus counts, were selected (Figure 1). These positive image blocks were used in each of the following experiments, while negative samples were individually selected according to the experiment purpose. Positive and negative image blocks were then fed into a transferred DCNN for classification.
2.2. Effects of Color Information

Due to enormous variations in the color and structural layouts of bacillus-negative image areas, three groups of bacillus-negative block sets were selected with the same positive block set mentioned above to evaluate the proposed CAD system. Acid-fast positive staining showed reddish colors with a bluish background. In addition to mycobacterial bacilli, other tissue was stained a reddish color as well. For example, hair shaft cortices stain a splendid reddish color and appear positive for bacilli. On the other hand, granules within mast cells stain a faint reddish color. Bacillus-negative images with reddish colors were subclassified into splendid and faint color groups according to the above criteria (Figures 2 and 3, the magnification is used to illustrate the local pattern rather than the actual size). First, the splendid group showed that negative images with a splendid reddish color may be misclassified as positive. Examples among the 1022 negative image blocks showing splendid reddish-stained features such as hair follicles, corneal layers of the epidermis, foreign bodies, and amorphous background stains are shown in Figure 2.
Figure 3. From left to right and top to bottom to have A–I images, they are contamination (images A, F), hair follicle and hair shaft (images B, H), corneal layer of epidermis (images C, D), amorphous background staining (images E, G, and I) collected as negative samples in the faint group.

Next, negative image blocks with a faint reddish color and structures with similar appearances to positive bacilli were extracted. These image blocks represented a great clinical challenge to physicians for differentiating from bacilli. A total of 1383 negative image blocks composed of sebaceous glands, infiltration of mast cells, granules from mast cells, and background stain that showed silk-like features with a faint reddish color were collected as the faint group (Figure 3).

Finally, a grayscale image experiment was proposed to evaluate the overall contribution of color features to the success of the proposed convolutional neural network. In this group, the 1202 negative image blocks were first selected from the previous two groups. Then, both the original color samples and the grayed samples were prepared for model training and testing, as shown in Figure 4. For grayed samples, only morphological structure information and relative intensities compared to surrounding tissues could be used. The result of this experiment would further illustrate the contribution of color information used in stained bacillus detection and make the performance of the diagnostic method more promising for clinical use.
2.3. Transferred Convolutional Neural Network

Deep learning-based artificial intelligence methods powered by very large datasets and advanced computations have recently shown success in image classification and object recognition [25]. The most successful types of deep learning models for image analysis are DCNNs, which have been applied successfully in objection detection, segmentation and recognition [25]. Unlike traditional pattern recognition techniques, DCNNs function by learning features from a large image database without manually defining extractors [25,26]. A DCNN contains many layers that transform their input according to local connections, shared weights, and pooling, and subsequently discover representative hierarchical features through several hidden layers [22,25]. At first, lower-level filters of the neural network learn general features such as edges and shapes from the datasets. Higher-level filters then learn more specific features, such as objects [27].

Works based on DCNNs have been successful in performing several medical image tasks, such as diagnosing fundoscopic images for ophthalmologists [28] and dermatoscopic images of skin cancer for dermatologists, and have shown performances rivaling those of human specialists [29]. In diagnosing disease skin pictures, it has been shown that a DCNN could achieve a performance comparable with that of dermatologists [30].

In digital pathology, a DCNN has been used to increase accuracy, efficiency, and consistency for pathologists [17]. Automated histopathological systems have been reported to be valuable in predicting various diseases for supporting clinical decisions. With the introduction of digital whole-slide images, there is an opportunity to decrease pathologists’ workloads and the number of labor-intensive tasks. Some deep learning networks have achieved performances in detecting lymph node metastases that rival those of human pathologists [19].

However, for medical image classification, the number of training samples is generally limited. Collecting and annotating a large number of medical images remains a challenge. Several approaches have been proposed to build models from limited samples without overfitting: training from scratch, using off-the-shelf pretrained DCNN features, unsupervised DCNN pretraining with supervised fine-tuning, and transfer learning, which uses pretrained networks from a very large number of
nonmedical, natural image datasets to fine-tune the network [22]. Although medical and natural images show various differences, objects from low-level edges to high-level shapes can be recognized. DCNNs trained from the large, well-annotated ImageNet still achieve good performance on medical image recognition tasks [20]. Transfer learning is now commonly used in various classification tasks for medical images such as Pap smear images and radiologic images [31]. The theory of replacing layers in pre-DCNN architectures has already been suggested to be useful in CAD systems with limited training datasets [20]. Given the amount of available data in this study, using transfer learning for the classification of histopathological images is appropriate.

In the experiment, AlexNet was applied to the proposed transfer learning task. AlexNet is a pretrained convolutional neural network based on ImageNet, which consists of over 15 million labeled natural images with over 22,000 categories. AlexNet achieved significantly improved performance over other methods in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [26,32,33]. The architecture of AlexNet consists of five convolution layers, three pooling layers, and two fully connected layers.

To reuse the pretrained network, the final three layers were removed from the AlexNet network and replaced with the target tasks. During the training, image blocks were resized from $20 \times 20$ to $227 \times 227$ pixels to make them compatible with the AlexNet architecture. The datasets were randomly partitioned into an 80% training set and a 20% testing set to diagnose whether an image block contained mycobacteria (Figure 5).

Figure 5. The computer-aided diagnosis workflow. (A) A whole-slide pathology image. (B) Cropped samples fitting to mycobacteria bacilli ($20 \times 20$ pixels) (C) Positive and negative sample selection. (D) Transferred deep convolutional neural network (DCNN) model.
3. Results

In the first two experiments, whether the proposed DCNN can distinguish bacilli from splendid negatives and faint negatives is shown in Table 2. According to the gold standard, the DCNN model generated the likelihood of each image block being a bacillus as a probability. A probability higher than 0.5 was regarded as a bacillus. As a result, the DCNN model yielded an accuracy of 96.6%, a sensitivity of 94.3%, and a specificity of 98.0% for the splendid group and an accuracy of 95.3%, a sensitivity of 91.1%, and a specificity of 97.1% for the faint group, respectively. By mixing the two groups into the color group as shown in Table 3, the DCNN achieved an accuracy of 95.3%, a sensitivity of 93.5%, and a specificity of 96.3%.

Table 2. Performance from incorporating 613 positive blocks and two negative groups, showing the differentiating ability of the proposed deep convolutional neural network (DCNN).

|                  | Accuracy | Sensitivity | Specificity |
|------------------|----------|-------------|-------------|
| Splendid group   | 96.6%    | 94.3%       | 98.0%       |
| Faint group      | 95.3%    | 91.1%       | 97.1%       |

Table 3. Performance from incorporating 613 positive blocks and 1202 negative blocks with and without color information using the proposed DCNN.

|                  | Accuracy | Sensitivity | Specificity |
|------------------|----------|-------------|-------------|
| Color group      | 95.3%    | 93.5%       | 96.3%       |
| Grayscale group  | 73.8%    | 70.7%       | 75.4%       |

In the last experiment, grayscale images were used to emphasize the importance of color information. The stain initially used for the slides is composed of two main colors, red and blue, which are the two primary colors for distinction. After the color information was removed, the DCNN achieved an accuracy of 73.8%, with a sensitivity of 70.7% and a specificity of 75.4%. The result implies that morphological features can be used to obtain at least 70% accuracy without color features.

4. Discussion

The conventional CAD system is a well-established diagnostic tool in the medical image field. The procedures it is used for usually include segmentation, feature extraction, and classification [20]. CAD systems based on numerous image processing algorithms have already been developed for digital pathology slides, especially for laborious tasks such as detection and quantification in pattern recognition. The primary goal of CAD systems is to increase sensitivity while reducing false negative rates due to fatigue of the observers [16,21]. Mycobacteria infection histopathology remains a diagnostic challenge because it costs physicians time and effort to look for bacilli under the microscope. Numerous CAD systems for automatic bacillus detection have been developed since the 1990s [34]. Previous CAD systems identified mycobacteria bacilli following image segmentation and feature extraction defined by the physician. Published methods use segmentation based on color thresholding followed by the classification of sizes and shapes. Stained positive bacilli are reddish, while the counterstained background is blue, and the shape of the bacillus is expected to be rod-like [21]. Although the rules of the morphological features of bacilli could be described by trained pathologists, developing algorithms for identifying bacilli is a difficult task, as the bacillus shape and orientation vary under the microscope. Therefore, using handcrafted features for classification is intuitive, but developing algorithms is challenging.

For the past few years, research on mycobacterial bacillus detection has focused on sputum smears and cytology specimens. Computerized workflows have been developed to identify the bacilli from sputum smear images [34–40], but few studies have focused on histopathological sections. Biopsy tissue samples of mycobacteria-infected organs remain critical for diagnosis, especially for extrapulmonary mycobacterium infectious diseases [5]. Furthermore, sputum smears and tissue sections differ in several ways. First, a rod-like bacillus is expected to have a fluid-like shape under the smear pressure. In tissue
sections, bacilli are suspended in paraffin wax in different orientations. This results in variations of bacillus shapes from rod-like to point-like under different levels of tissue sections.

Previous studies used tissue images captured from cameras on light microscopes with limited resolutions compared to whole-slide scanning [41, 42]. In the experiments, the proposed DCNN yielded both good sensitivity and specificity regardless of the kind of negative image blocks compared with true bacillus-positive image blocks. This result indicates that even with respect to the dying issues, the classifier showed a high accuracy of 95.3%. The pretrained CNN model, which learned image features from natural images, performed well in classifying pathological images of acid-fast stained mycobacteria bacilli. Particles stained reddish to violaceous may simulate positive acid-fast stain bacilli. For instance, contamination particles, background stains, hair shafts and the corneal layer of the epidermis stain reddish and sometimes show fragment-like morphologies. Sebaceous gland tissues with foam-like structures that simulate bacillus morphology under high resolution could also confuse observers.

After the image blocks were transformed into grayscale, the performance dropped to 73.8% accuracy. The possible reason for this could be that color information is essential for bacillus detection. Nevertheless, the remaining morphological properties and intensities still provided approximately 73.8% accuracy. This result implies that morphological features and sharpness are also crucial factors for detection. Similar to past studies, shape analysis of mycobacterial infectious images was implemented in the CAD system. From the results, we attempted to reveal the effectiveness of color information in bacillus detection, which could help pathologists gradually realize how the model works and accept its use in clinical situations.

In the past, the main challenge for WSI studies was extremely large image sizes. For example, one of the collected WSIs is as large as 51,757 × 12,624 pixels. In this study, the whole slides were separated into blocks with the size of 20 × 20 pixel for the training of the detection model. A smaller size cannot show the complete morphological properties while a bigger size cannot focus on the target due to too many background tissues. In clinical use, blocks compose the whole slide can be evaluated by the trained model and be given a probability being a bacilli. Then, blocks with higher probabilities are placed prior to those with low probabilities for pathologists to observe. By this way, the pathologist can have the potential to find a bacilli faster. Once a block with high probability having bacilli is examined as having true bacilli by a pathologist, no further examination is required. Such as an example having the original order: 0.1, 0.3, 0.2, 0.4, 0.6, 0.2, 0.9 and the modified order: 0.9, 0.6, 0.4, 0.3, 0.2, 0.2, 0.1 can have chance to detect a bacilli (probability = 0.9) at the first block rather than the original seventh block.

The use of whole-slide pathology images can be promising in future applications. However, few related studies could be found that had a limited sample size and that could perform deep learning with limited computational resources. Consequently, this study proposed to use transfer learning to solve the problem of limited samples and to use AlexNet to show that simpler layers of convolutional neural networks could still perform well with less computational power and time. We believe that the results shown in the manuscript have demonstrated this possibility and can provide suggestions to many future studies focusing on using limited medical images for deep learning. Additionally, it will be meaningful for clinical use. Other DCNN architectures for image classification, such as Inception-v3 [43], ResNet-101 [44], and DenseNet-201 [45], were also explored. The accuracy of bacillus detection for these architectures were 93%, 94%, and 95%, respectively, comparing well to AlexNet (95%). All of them achieved promising accuracy in bacillus detection with very subtle differences among the performances. When considering the use of these architectures in real clinical situations, it should be noted that the complicated ResNet-101 and DenseNet-201, each containing substantial numbers of layers, have high computational costs and may therefore be impractical. In the clinical use, specific circuit would help accelerate the detection time [46].

The first limitation to future development is the lack of a universal, standardized scanning system for digital pathology. A full histopathology digitalization system was recently approved by the US Food and Drug Administration for primary diagnosis [11]. Consensus on WSI scanning preparation would provide guidelines for future studies. Second, the various scanning machines and
histopathological staining quality may differ among hospitals. When collecting additional cases for future studies, more pathological images from multiple centers with different staining qualities are necessary for building a comprehensive prediction model. Additionally, if enough cases are acquired, the whole image can be used for testing to simulate the real clinical use of the system and evaluate whether the proposed system can improve reader performance. Then, the proposed CAD could be generalized to other diagnosis tasks and pathogens, such as deep fungal cutaneous diseases and parasitic infectious disease. With advances of radiomics, future work may include the integration of radiological and histopathological images.

5. Conclusions

A CAD system based on a proposed DCNN architecture was used in the detection of mycobacteria bacilli in whole-slide pathology images with an accuracy of more than 95%. After classification, the CAD system can specifically indicate and localize the potential bacilli, which would decrease the examination time and oversight of the pathologist. The aim of this preliminary study was to first use available teaching materials to determine whether the transferred DCNN could distinguish bacilli from other tissues in cases similar to those used to train junior physicians. With more cases collected from various sources and situations, the proposed method can be evaluated further. Other acid-fast stain pathogens (e.g., Norcadia species) can be included in the next CAD system.
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