High-precision and robust localization system for mobile robots in complex and large-scale indoor scenes
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Abstract
High-precision and robust localization is the key issue for long-term and autonomous navigation of mobile robots in industrial scenes. In this article, we propose a high-precision and robust localization system based on laser and artificial landmarks. The proposed localization system is mainly composed of three modules, namely scoring mechanism-based global localization module, laser and artificial landmark-based localization module, and relocalization trigger module. Global localization module processes the global map to obtain the map pyramid, thus improve the global localization speed and accuracy when robots are powered on or kidnapped. Laser and artificial landmark-based localization module is employed to achieve robust localization in highly dynamic scenes and high-precision localization in target areas. The relocalization trigger module is used to monitor the current localization quality in real time by matching the current laser scan with the global map and feeds it back to the global localization module to improve the robustness of the system. Experimental results show that our method can achieve robust robot localization and real-time detection of the current localization quality in indoor scenes and industrial environment. In the target area, the position error is less than 0.004 m and the angle error is less than 0.01 rad.
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Introduction
Mobile robot localization is a key issue for long-term and autonomous navigation of various mobile robots, such as service robots, logistics robots, industrial automated guided vehicle (AGV), and self-driving cars. The localization problem of mobile robots is generally divided into global localization and pose tracking problems. Global localization mainly achieves the pose correction of mobile robots by searching in global map, especially when robots are powered on or kidnapped. Global localization is of significant importance to ensure the robust operation of mobile robots. Pose tracking mainly solves the problems of robust localization in dynamic environments and high-precision localization in target areas. For example, for industrial logistics robots, to accurately move to the loading area and accurately complete the consignment of objects, the

¹ Faculty of Robot Science and Engineering, Northeastern University, Shenyang, China
² SIASUN Robot & Automation Co., Ltd, Shenyang, China

Corresponding author:
Zheng Fang, Faculty of Robot Science and Engineering, Northeastern University, Shenyang, Liaoning 110819, China.
Email: fangzheng@mail.neu.edu.cn

Creative Commons CC BY: This article is distributed under the terms of the Creative Commons Attribution 4.0 License (https://creativecommons.org/licenses/by/4.0/) which permits any use, reproduction and distribution of the work without further permission provided the original work is attributed as specified on the SAGE and Open Access pages (https://us.sagepub.com/en-us/nam/open-access-at-sage).
localization error should be less than 1 cm. Due to the change or renewal of shelves in the dynamic industrial environment, the scene will change frequently. It is necessary to ensure robust localization of the mobile robots to operate in such highly dynamic environment. Therefore, for indoor mobile robots, especially industrial AGVs, the whole localization process is crucial, from global localization when robots are powered on or kidnapped to robust localization when robots moving in dynamic environments, to high-precision localization in target loading area.

For global localization, global positioning system (GPS) is often used to provide global position, but GPS will fail in occluded environments or indoor scenes. In indoor scenes, global localization could be achieved by retrieving global maps data or features. Recently, many place recognition methods have been proposed based on visual information to achieve global localization. Camera can provide a lot of detailed information about the surrounding environment, which is useful for place recognition or global localization. However, for constantly changing industrial scenes or vision degraded scenes, which will have a fatal impact on the place recognition or global localization, vision-based localization methods usually fail. In addition to vision-based methods, laser-based global localization is another popular method. Laser-based global localization methods usually record some keyframes in the process of map building and then use descriptors to match in the processing of global localization. However, this method consumes a large amount of computation resources.

For robust localization in dynamic environment, recently some researchers have designed various methods to detect and remove the dynamic obstacles from each laser scan. However, this method is not effective for long-term changing objects such as frequently changing shelves in factory and may make localization quality worse. Some researchers have also proposed methods to localize mobile robots in dynamic environment by updating maps dynamically. This method can be effective for improving the robustness of localization but is relatively weak in precision, and it requires updating maps frequently in a highly dynamic environment, which will waste resources.

For high-precision localization, mobile robots should achieve centimeter-level or even millimeter-level localization in the target areas. In the past two decades, the adaptive Monte Carlo localization (AMCL) method based on particle filter is widely used in two-dimensional (2D) localization of mobile robots. AMCL can achieve high robustness but it can only achieve centimeter-level localization precision. That is far from the requirement of industrial scenes, since millimeter-level localization is required to ensure safe industrial production in modern industrial scenes.

In industrial application scenes, especially for industrial AGVs, robust localization and high-precision localization are essential. To satisfy the requirements of precision and robustness, global localization and high-precision localization must be achieved simultaneously. Mobile robot localization system faces many challenges in indoor scenes, especially in the complex industrial environment. For example, long-term changes in the environment such as the movement of shelves and goods, short-term changes such as pedestrians occluding sensors and artificial landmarks, and the existence of high-reflective objects in the environment such as glass and smooth metal will bring great challenges to the mobile robot localization system. Moreover, due to the detection accuracy of the laser itself, the errors of detecting and recognizing artificial landmarks as well as the accuracy of the algorithm, the superposition of these errors will cause certain deviations of robot localization and even pose jumps.

To address the above problems, we propose a high-precision and robust localization system for mobile robots in complex and large-scale indoor scenes. The system can robustly achieve the complete working process from global localization to robust localization in dynamic environments and to high-precision localization in target loading area. The proposed localization framework is mainly composed of three modules, namely scoring mechanism-based global localization module, laser and artificial landmark-based localization module, and relocalization trigger module. The global localization module based on the scoring mechanism processes the global map according to the idea of image pyramid, scores the possible position of the robot, and then finds the pose with the lowest score as the global robot pose. High-precision and robust localization based on laser and artificial landmarks fuses AMCL and artificial landmarks, which can achieve robust localization in dynamic environments and long corridor environments and achieve millimeter-level localization in target areas. The relocalization trigger module is used to detect and monitor the localization quality in real time. Moreover, the speed of localization quality evaluation is improved by building a K-Dimensional (KD)-Tree of the global map and then the localization evaluation result is fed back to the global localization module, ensuring the feedback and closed-loop of the entire localization system, which makes the mobile robot localization system more robust. Overall, the main contributions of this article are as follows:

- We propose a joint localization system, which can achieve global localization and high-precision localization in indoor scenes.
- A high-precision and robust localization method based on laser and artificial landmarks is proposed. Our proposed method achieves the position error of less than 0.004 m and the angle error of less than 0.01 rad in the target area. Experiment results show that our proposed method has a better performance compared to other existing methods.
- We present a robust localization system for mobile robots that provides localization quality feedback. The relocalization trigger mechanism can detect the localization quality of the mobile robot in real time.
and feed it back to the global localization module, which could improve the robustness of the whole localization system in long-term navigation.

- Qualitative and quantitative experiments in real environments show the feasibility of the proposed localization system, and our proposed method has a state-of-the-art performance in indoor scenes. Moreover, we also carry out experiments in a real industrial environment, which validates the effectiveness of our proposed method.

The rests of this article are organized as follows. In the second section, we discuss the related work. The third section describes the detail of the proposed method. We validate the performance of our methods in indoor scene and industrial environments in the fourth section and we conclude in the fifth section.

**Related works**

The localization problem of mobile robots can generally be divided into global localization and pose tracking.

**Global localization**

*Vision-based global localization.* In the vision-based global localization method, the image captured by mobile robots is compared with the images stored in the database and then localization method, the image captured by mobile robots Vision-based global localization. In the vision-based global localization, the image captured by mobile robots can be divided into global localization and pose tracking.

*Laser-based global localization.* In indoor scenes, the use of three-dimensional (3D) light detection and ranging (LiDAR) for mobile robot localization will lead to a substantial increase in hardware costs. To improve the practicability of the method and reduce the hardware cost, this article uses a 2D laser to achieve mobile robot localization. Wang et al. proposed a dense 2D signature and one-dimensional (1D) registration method. By establishing the search database for 2D positions and combining it with fast search technology, the 2D search space is compressed and then the heading angle is calculated by converting scanning points into 1D space and calculating the difference of scanning profiles. Millane et al. proposed a global localization method based on geometric features of surfaces and free regions. However, these methods require establishing the submap search database in advance when building the map, which means more resources will be occupied. In addition, Yin et al. proposed a LiDAR sensor information representation using the Siamese network—LocNet and then designed a Monte Carlo localization framework for global localization. Su et al. proposed a global descriptor and a local descriptor and combined the laser scanner with the camera to achieve global localization. Sun et al. proposed a global localization method in large scenes based on learning and filtering methods, and mobile robot pose could be estimated by a depth probability model. Ratz et al. proposed a global localization method—OneShot, which can estimate the global pose by relying on the point cloud description based on the learning method. However, these methods require high hardware resources and training for a long time to achieve a better global localization result.

**Robust localization in dynamic environment**

As a popular method for robust localization in dynamic environment, dynamic objects occurring in a short period of time are often treated as outliers, and semidynamic objects occurring in a long period of time are often treated by dynamically updating maps. Sun et al. proposed a motion removal approach for reliable RGB-D simultaneous localization and mapping in dynamic environments. Yao et al. proposed a novel visual odometry based on edges and points for RGB-D cameras to achieve robust and precise localization in dynamic environments. Fox et al. applied the method of distance filtering to remove unmodeled objects. However, this method is only applicable to short-term dynamic objects. Gallagher et al. proposed a system for localization and mapping, adding dynamic characteristics of the environment based on semantic tags, and dividing objects in the environment into multiple moving levels, from static level (e.g. wall) to high dynamic level (e.g. human). With the change of object position in the map, the map will also change with time. Sun et al. proposed a method that combining particle filter, distance filter, and scan matching to achieve robust localization in dynamic environments. And dynamically updating maps can be achieved by using distance filter to incorporate dynamic factors into the sensor model. Zhang et al. proposed a hybrid signed distance function framework for laser-based localization. However, these methods need to update the global map dynamically, and there is no feedback information about the current localization quality, which makes them not robust enough for long-term operation. Meyer-Delius et al. tracked the observations caused by unknown objects in the environment by using a temporary local map and proposed a robust localization method that relies on both these temporary local maps and the reference map of the environment to estimate the robot
Pose in nonstatic environment. Valencia et al.\textsuperscript{26} proposed a localization method using dual time scales—DT normal distributions transform Monte-Carlo localization (NDT-MCL) to cope with environmental changes. DT NDT-MCL is a localization method based on particle filter, which uses both a prior known static map and a short-term map to achieve pose tracking. However, constantly updating maps will decrease the stability of long-term navigation.

High-precision localization

High-precision localization is mainly to achieve centimeter-level or even millimeter-level localization. Censi proposed an iterative closest point (ICP) variant—PL-ICP algorithm,\textsuperscript{27} which uses point-to-line to achieve accurate scan registration. Saarinen et al.\textsuperscript{28} proposed a NDT-MCL localization method that uses the NDT model to represent map and sensor data. However, the localization accuracy of this method is only about 5 cm, which cannot satisfy the accuracy requirements in industrial scenes. Goeddel et al.\textsuperscript{29} propose a method for robot localization based on 3D structure and 2D map. Although many advantages of 3D matching are retained and the space and computing requirements are greatly reduced, the hardware cost of mobile robots equipped with 3D LiDAR will greatly increase.

There are also some researchers who started considering adding artificial landmarks to improve the localization accuracy of mobile robots. For example, Olson\textsuperscript{30} proposed a visual system using 2D bar code style tags—AprilTag, which allows the robot to obtain six degrees of freedom (DOF) pose by using a single image. However, vision is too sensitive to the change of illumination, which reduces the robustness of the whole localization system. Sobreira et al.\textsuperscript{31} improved the accuracy and robustness of the whole localization system by combining 2D laser with reflectors, achieving the position error within 1 cm and the angle error within 0.2. Guo et al.\textsuperscript{32} proposed a method for improving the localization accuracy of the mobile manipulator by using dual laser rangefinders and many artificial landmarks. The method is based on trilateration, and an adaptive unscented Kalman filter method is used to improve the localization accuracy. For most experiment environments, the localization accuracy can be around 8 mm. However, the proposed localization method only works well in small experimental scenes, and more than three reflectors must be detected simultaneously to localize the robot, which makes deploying the localization system complicated.

Localization approach

The overall pipeline of the proposed high-precision and robust localization system is shown in Figure 1. The proposed localization framework is mainly composed of three modules, namely scoring mechanism-based global localization module, laser and artificial landmark-based localization module, and relocalization trigger module. When the mobile robot is powered on, the real-time laser point cloud is matched with the global map through the global localization module, and the possible robot pose is scored. Finally, the pose with the lowest score is selected as the global pose of the mobile robot. Then, the global pose output by the global localization module is sent to the laser and artificial landmark-based localization module. This module detects possible artificial landmarks from the current laser scan, removes false detections, smoothes the current pose using the Gaussian filter, and finally achieves robust localization in dynamic environment and high-precision localization in target areas. Moreover, to ensure the robustness and reliability of the whole localization system, we propose a novel relocalization trigger module. The localization quality is monitored in real time by comparing the current laser scan with the global map. Additionally, a global map KD-Tree is built to improve the evaluation speed of localization quality. Then, the localization evaluation result is fed back to
the global localization module to achieve closed-loop of the entire localization system, which makes the mobile robot localization system more robust.

**Scoring mechanism-based global localization**

*Processing of global map.* Inspired by the idea of image pyramid in computer vision, this article applies the same idea to process the global map. We use Gmapping to build a 2D global map, and the resulting global map is essentially a gray image. Similar to the global localization algorithm, to speed up the search speed, the $3 \times 3$ template block is used to downsample the global map at a rate of 2 iteratively until the map resolution is $1 \times 1$. Therefore, at the bottom of the pyramid is the original global map and at the top of the pyramid is a map with a resolution of $1 \times 1$. A global map pyramid is built by layering the processed global maps. In this article, the global map is processed into small maps with different resolutions by using the sliding window method as shown in Figure 2, which can speed up the global pose search.

*Scoring mechanism.* According to the global map pyramid, the robot pose score is retrieved from the lowest resolution global map. To speed up the process of retrieval, a certain sampling point is set in the global map. When receiving the latest real-time laser point, the matching degree between the current laser point cloud and the global map under the current pose is calculated at the same time, and the score of the current real-time laser point $p$ is calculated by Eq. (1).

Every sampling point in the global map is modeled through Eq. (1) and can obtain the probability score possible robot pose

$$p = \sum_{i=1}^{N_{\text{scan}}} \left( -\ln \left( z_{\text{hit}} \frac{1}{\sigma \sqrt{2\pi}} \exp \left( \frac{d_i^2}{2\sigma^2} \right) + z_{\text{rand}}\frac{p_{\text{rand}}}{z_{\text{max}}} \right) \right) * k_1$$

$$+ \frac{N_{\text{inlier}}}{N_{\text{scan}}} * k_2$$

where $z_{\text{hit}}$ and $z_{\text{rand}}$ are mixing weights, $d_i$ is the distance between the laser point $i$ and the nearest occupied area in the map under the current pose, the definition of $d_i$ is as follows

$$d_i = \begin{cases} \max_{\text{dist}}, & \text{free space or unknown} \\ 0, & \text{occupied} \end{cases} \quad (2)$$

And $p_{\text{rand}}$ is unexplained random measurement. The random measurement noise is assumed to be a uniform distribution

$$p_{\text{rand}} = \frac{z_{\text{rand}}}{z_{\text{max}}} \quad (3)$$

And $N_{\text{inlier}}$ is the count value of scan points that can search key points with a given radius in the global map under a given sampling pose, and $N_{\text{scan}}$ is the total number of laser points in the current laser point cloud. $k_1$ and $k_2$ are weighting factors. Note that in practical implementation, the weighting factors $k_1$ and $k_2$ should be one positive and one negative.

**Laser and artificial landmark-based localization**

To solve the problem of mobile robots localization in dynamic long corridor environments, we propose a robust localization method based on laser and artificial landmark.

*Detection and extraction of artificial landmarks.* Considering that the reflector is low-cost, simple to manufacture, and has little impact on the original environment, we use it primarily as artificial landmarks for hybrid localization. During the initial stage of detection, we achieve the preliminary detection of reflectors through the intensity values of different objects in the environment. Similar to the method, we assume that the reflector $i$ is detected, and $d_i$ and $\varphi_i$ representing the distance and azimuth angle of the reflector in the laser coordinate system, respectively. As shown in Figure 3, we can get a series of reflector data points $P_m, P_{m+1}, \ldots, P_n$ for a certain reflector. Considering the parity of $n - m$ corresponding to the detected reflector $i$, the distance $d_i$ and azimuth $\varphi_i$ of the detected reflector data can be described in the following equations

![Figure 2. The diagram of the global map pyramid.](image)
\[
\begin{align*}
\frac{d}{C18} n + m + 1 \quad \text{or} \quad \frac{d}{C19} n + m + 1 \quad \text{or} \quad \frac{d}{C18} n + m + 1 \quad \text{or} \quad \frac{d}{C0} n + m + 1
\end{align*}
\]

Pairwise consistency check. To prevent wrong data association caused by other objects with smooth surfaces, such as floor-to-ceiling glass walls (Figure 4(a)), we propose the pairwise consistency check method. The high reflective laser points will be clustered according to the distance relationship between adjacent points. We denote \(N_{\text{real}}\) and \(N_{\text{theory}}\) as the real laser points and the theoretical laser points of each clustered reflector. The theoretical laser points can be calculated by the following equation

\[
N_{\text{theory}} = \left(2 * \arctan \left( \frac{r/d_i}{\sqrt{d_i^2 - r^2/d_i}} \right) \right) / \delta \theta
\]

where \(r\) is the radius of the reflector, \(d_i\) is the distance between the robot and the center of reflector, and \(\delta \theta\) is LiDAR angle resolution.

If the difference between \(N_{\text{real}}\) and \(N_{\text{theory}}\) is less than the threshold and the distance between the detected reflector and the ground truth is less than the threshold value, the current reflector is considered to be a true reflector. The false detection situation encountered by the real robot during operation is shown in Figure 4. When the mobile robot moves to this area, the smooth surface of the glass wall will cause outliers to appear in laser detection, which will lead to false detection of artificial landmarks. The pairwise consistency check will
eliminate false detection and achieve accurate identification of artificial landmarks.

**Observation model of artificial landmarks.** Ground mobile robot has three DOF; here, we only consider \(x\)-coordinate and \(y\)-coordinate for robot position information. We propose the observation model (Eq. (7)), and the probability distribution of the current pose is updated by the following equation

\[
p = \frac{2\pi \sigma_1 \sigma_2 \sqrt{(1 - \rho^2)}}{\sigma_1^2 + \sigma_2^2} \exp\left(-\frac{1}{2(1 - \rho^2)} \left(\frac{(x - \mu_1)^2}{\sigma_1^2} + \frac{(y - \mu_2)^2}{\sigma_2^2} - 2\rho(x - \mu_1)(y - \mu_2)\right)\right)
\]

where \(x\) and \(y\) are predicted position and \(\mu_1\) and \(\mu_2\) are the ground truth \(x\)-coordinate and \(y\)-coordinate of the reflector, respectively. \(\sigma_1\) and \(\sigma_2\) are the standard deviation (SD) of the ground truth \(x\)-coordinate and \(y\)-coordinate of the reflector, respectively. These two parameters determine the level of trust in the observation of the reflector. \(\rho\) is the covariance between the \(x\)-coordinate and \(y\)-coordinate of the reflector. Since the \(x\)-coordinate and \(y\)-coordinate of the reflector are independent each other, here the covariance \(\rho\) is set to 0.

In the past two decades, the AMCL method based on particle filter could achieve good localization performance.\(^9\) Similar to AMCL, we use the wheel odometry to predict the robot pose and then update the particle distribution by the reflector observation model (Eq. (7)), and we can obtain the robot pose by updated particle distribution. If the robot detects one or two reflectors, the reflectors are modeled by Eq. (7) to achieve the robust localization in long corridors or dynamic environments. If the mobile robot detects more than three reflectors, the method, which is in next section is used to process the reflectors, which could achieve the high-precision localization in the target areas.

**High-precision localization based on artificial landmarks and laser.** In this section, we use the singular value decomposition method to solve the transformation between the ground truth and the detected reflector. The idea of ICP is applied to solve pose estimation between two groups of points.\(^{36}\) We have two sets of reflector point, which are the ground truth of reflector \(P^r = \{p_1^r, p_2^r, ..., p_n^r\}\) and the detected reflector \(P = \{p_1, p_2, ..., p_n\}\). We need to find a Euclidean transformation \(R, t\) to meet the following equation

\[
\forall i, p_i^r = Rp_i + t
\]

where \(R\) and \(t\) are the rotation matrix and translation matrix, respectively.

---

*Figure 5. The diagram of the Gaussian filter.*
The errors (Eq. 9) of the $i$ pairs of points are defined. To minimize the sum of squares of errors, we need to construct the least-squares equation (Eq. 10) and find $R, t$ that could minimize it.

$$e_i = p_i^* - (Rp_i + t)$$  \hspace{1cm} (9)

$$\min_{R,t} J = \frac{1}{2} \sum_{i=1}^{n} \left\| (p_i^* - (Rp_i + t)) \right\|^2_2$$  \hspace{1cm} (10)

Then, the obtained $R$ and $t$ are applied to the current robot pose, and a more accurate robot pose can be obtained (Eq. 11)

$$x'_i = Rx_i + t$$  \hspace{1cm} (11)

Robust localization based on Gaussian filter in dynamic environment. Dynamic obstacles have a great impact on localization due to their complexity and uncertainty, especially when they occlude artificial landmarks. Occluded artificial landmarks will cause robot pose to deviate and even cause pose jump. To solve this problem, we propose a robust localization method based on the Gaussian filter (Eq. 12). In this method, a Gaussian filter is used to filter and smooth the original pose, thus avoid large pose jump.

$$G(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right)$$  \hspace{1cm} (12)

where $\mu$ is the mean value of the Gaussian template. To ensure the maximum ratio of the current pose, we set the
weight of the latest pose as maximum weight. $\sigma$ is the SD of Gaussian distribution.

As the $x$-coordinate, $y$-coordinate, and heading angle $\theta$ of the reflector are independent of each other, we use a 1D Gaussian filter to process them respectively. Figure 5 shows the schematic diagram of Gaussian filtering on the robot pose. To achieve a good filtering effect, it is necessary to select the appropriate $\sigma$ and convolution kernel size. Finally, the Gaussian filtered data are taken as the current robot pose.

**Relocalization trigger module**

We propose a relocalization trigger module to evaluate the current localization quality. The evaluation result is fed back to the global localization module to achieve the feedback about current robot localization quality, which makes the proposed localization method more robust.

We design and integrate the relocalization trigger module (Figure 6) into the whole localization system. The module evaluates the localization quality in real time by comparing the global map $M$ and the real-time laser scan $S$, under the current pose $x_t$. A nearest neighbor search method is used to find the corresponding features between the global map and the laser point cloud in real time. We search for each real-time laser point in the global map with a certain radius. If the key point can be found in the global map and the $\text{Numkeypoint}$ adds 1, the localization quality evaluation score $p_i$ for the laser point is set $\frac{1}{\text{Numscan}}$. Otherwise, the score $p_i$ for the laser point is set 0 (Eq. 13). And we could achieve the final localization quality evaluation result through the following equation

$$p_i = \begin{cases} \frac{1}{\text{Numscan}}, & \text{Numkeypoint} > 1 \\ 0, & \text{Others} \end{cases}$$

(13)

$$P = \sum_{i=1}^{\text{Numscan}} p_i$$

(14)

The relocalization trigger mechanism feeds back to the global localization module. If the current localization quality is below a threshold value, it means that the current robot localization quality is very poor and the global localization is required to recalibrate the current robot pose. Otherwise, the global localization part will not be triggered and the current robot localization algorithm will continue to operate. The relocalization trigger mechanism provides feedback of the current localization quality, making the localization system more robust in the long-term operation.

**Figure 8.** Dynamic occlusion of artificial landmarks. (a) A real scene of dynamic occlusion of artificial landmarks, (b) the RViz display effectiveness of dynamic occlusion of artificial landmarks, and (c) the error curves of robot localization in the whole occlusion process, including before, during, and after the dynamic occlusion of the artificial landmarks, wherein the red curve is the position error without the Gaussian filter and the blue curve is the position error using the Gaussian filter.
Experiments and result

In this section, we evaluate our method using qualitative and quantitative experiments in indoor scenes. All experiments were performed on a system equipped with an Intel Core i7 CPU, 8G memory, and a 2D laser (PEPPERL+FUCHS R2000). The speed of the robot is 0.5 m/s.

Table 1. Global localization success rate.

| Scene | Method     | Success times | Number of experiment | Success rate |
|-------|------------|---------------|----------------------|--------------|
| A1    | AMCL       | 0             | 30                   | 0%           |
|       | Our method | 30            | 30                   | 100%         |
| A2    | AMCL       | 2             | 30                   | 6.67%        |
|       | Our method | 30            | 30                   | 100%         |
| A3    | AMCL       | 1             | 30                   | 3.33%        |
|       | Our method | 30            | 30                   | 100%         |

AMCL: adaptive Monte Carlo localization.

Table 2. The comparison of position SD with the Gaussian filter and without the Gaussian filter.

|                                          | The occlusion of first landmark | The occlusion of second landmark | The occlusion of third landmark | The occlusion of fourth landmark |
|-----------------------------------------|--------------------------------|---------------------------------|--------------------------------|---------------------------------|
| Without the Gaussian filter             | 0.0055 m                       | 0.0047 m                        | 0.0044 m                       | 0.0067 m                       |
| With the Gaussian filter                | 0.0034 m                       | 0.0029 m                        | 0.0023 m                       | 0.0048 m                       |

Figure 9. The experimental scene of global localization. The red arrow in (a) shows the pose change when testing the global localization, and the blue boxes represent the real position of the mobile robots when testing global localization, (b) shows the real experimental scene at point A1, (c) shows the real experimental scene at point A2, and (d) shows the real scene at point A3.
Figure 10. The experiment of repeated localization precision. (a) and (b) The real experiment scene at points B1 and B2, (c) and (d) the display effectiveness in the RViz, (e) and (f) the scatter plot of the position error by using our proposed method, and (g) and (h) the scatter plot of the angle error by using our proposed method.
and the maximum rotation speed is 0.25 rad/s. The main challenges in the experimental environment are as follows: movement of semidynamic obstacles such as tables and chairs (Figure 7), occlusion of artificial landmarks by dynamic objects (Figure 8), occlusion of artificial landmarks by pedestrians, and false detection of artificial landmarks owing to transparent and high reflective objects such as glass (Figure 4). The speed of dynamic obstacles such as pedestrians is normal walking speed, which is almost 1.5 m/s. For semidynamic obstacles such as tables and chairs, the speed is considered to be 0. The whole set of experiments can be divided into global localization experiments, robust experiments in dynamic environment, high-precision experiments, and whole system operation experiments. Our experiment video is available at https://youtu.be/3LRVUiczOzc.

Global localization

Because the high-precision localization experiment in this article has validated that laser and artificial landmark-based localization module can achieve millimeter-level localization, the ground truth in the global localization experiments comes from the laser and artificial landmark-based localization module. Similar to the article, if the position error is below 0.3 m and the angle error is below 10, we consider that the global localization is successful. Otherwise, we consider that the global localization is failed. In this experiment, the robot pose was changed 30 times and global localization was performed every time in the entire experimental area (Figure 9). All the results are presented in Table 1. The proposed localization method could achieve the 100% localization success rate in the current experiment environment.

Robust localization in dynamic environment

To evaluate the localization performance of our method in dynamic environment, we carried out several experiments in real dynamic scene. During robot mapping, tables and chairs are close to the wall. And when localization is performed, tables and chairs are moved away. As shown in the blue boxes in Figure 7(c) to (f), it can be seen that the environment around the robot has changed a lot. The red boxes in Figure 7(c) and (d) show that the AMCL localization method appears to have a large localization deviation, while the red boxes in Figure 7(e) and (f) show that the proposed method could still achieve robust localization. The main reason is that AMCL relies too much on static environmental information, such as fixed walls and unmoved tables. However, the tables and chairs in front of the mobile robot have been moved, which will make AMCL fail. Our proposed method uses artificial landmarks to improve the robustness of localization in such dynamic scenes.

We also consider the uncertainty of dynamic obstacles and the influence of pedestrian movement on robot localization, especially the occlusion of artificial landmarks. We evaluate the robustness of the method using the Gaussian filter or not. Figure 8 shows that the pose error calculated by using the Gaussian filter is smaller. As presented in Table 2, if the Gaussian filter is not used, the calculated pose SD becomes larger. This is because that, when
artificial landmarks are occluded, due to the detection error of the laser itself and the errors of detecting artificial landmarks, the superposition of these errors may cause pose deviation of mobile robots and even cause the pose jump. If the Gaussian filter is used, the previous pose will have a certain impact on the current pose, which will make the robot pose change smaller and the pose will be smoother.

**SD: standard deviation**

**High-precision localization**

The lack of GPS or real-time kinematic signal indoors makes it very difficult to obtain the ground truth of localization in large-scale indoor scenes. Moreover, compared with absolute localization accuracy, it is more concerned about repeated precision for localization based on global map. Therefore, we selected randomly two positions in the area containing artificial landmarks and then remotely control the robot to move cyclically from one position to another and record the robot pose data obtained at points B1 and B2, respectively. The results are shown in Figure 10. Our proposed method can achieve a very small pose drift. As presented in Table 3, our proposed method could achieve a position error of less than 0.004 m and an angle error of less than 0.01 rad.

**Figure 13.** The comparison of the robot localization results between the AMCL and the proposed method when passing through the long corridor. (a) AMCL localization results and (b) the localization results of the proposed method. As shown in the blue boxes, there is a large longitudinal error using AMCL, while our proposed method can achieve better localization performance. AMCL: adaptive Monte Carlo localization.
Whole system operation experiments

In this section, we compare the performance of our method with AMCL. As shown in Figure 11, we use the same robot and the same path tracking algorithm to control the robot to track the same trajectory (black curve in Figure 11). The tracking trajectories are denoted as red line and blue line, respectively. As shown in Figure 11 and blue boxes in Figure 7, the tables and chairs by the wall in the real environment are moved to another position. AMCL is unable to accurately locate the robot, and there is a large pose change, which makes the robot trajectory deviate. However, our proposed method can still accurately locate the robot, and the trajectory is relatively smooth and can still ensure the stable operation of the mobile robot.

To better validate the performance of our method, we test our method in a real industrial environment (Figure 12). The main challenges of the industrial environment are as follows: semidynamic objects, machining devices with smooth surfaces, and large scenes with a scale of $218.4 \text{ m} \times 109.7 \text{ m}$. Moreover, there is a long corridor area of 88 m, and there are dynamic machining devices on both sides of the long corridor, which brings great challenges to robot localization. Figure 13 shows a comparison of the robot localization results of the proposed method and AMCL when passing through a long corridor. As shown in Figure 13, there will be a large longitudinal error using AMCL, while our method can achieve better localization performance. The main reason is that AMCL needs to
estimate the robot pose by matching the real-time laser scan with the global map. However, there is no constraint in the longitudinal direction in the long corridor, which will increase the uncertainty of the robot pose and also lead to error in the longitudinal direction. In this article, we use the observation model of artificial landmarks to update the particle distribution, which is not affected by environmental changes or the longitudinal unconstraint of the long corridor. Therefore, the robot can still achieve robust localization. Figure 14 shows the results of AMCL and the proposed method for overall localization in the 218.4m × 109.7 m scene. As shown in Figure 14, the proposed method can achieve accurate and robust localization in such challenging environments.

Conclusion
In this article, we propose a localization system, composing of a scoring mechanism-based global localization module, a laser and artificial landmark-based localization module, and a relocalization trigger module, to achieve high-precision and robust robot localization in complex and large-scale indoor scenes. Experiments in indoor scenes and industrial environments show that the proposed method can achieve the whole localization process, from global localization when robots are powered on or kidnapped to robust localization when robots moving in dynamic environments and high-precision localization in target loading area. The position error is less than 0.004 m and the angle error is less than 0.01 rad in the target areas. The proposed method is robust in indoor scenes, especially in dynamic environment with smooth surface, but it is not suitable for outdoor scenes. In the future, we will carry out research on high-precision localization in outdoor scenes.
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