A Hybrid Shuffled Frog Leaping Algorithm and Its Performance Assessment in Multi-Dimensional Symmetric Function
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Abstract: Ensemble learning of swarm intelligence evolutionary algorithm of artificial neural network (ANN) is one of the core research directions in the field of artificial intelligence (AI). As a representative member of swarm intelligence evolutionary algorithm, shuffled frog leaping algorithm (SFLA) has the advantages of simple structure, easy implementation, short operation time, and strong global optimization ability. However, SFLA is susceptible to fall into local optima in the face of complex and multi-dimensional symmetric function optimization, which leads to the decline of convergence accuracy. This paper proposes an improved shuffled frog leaping algorithm of threshold oscillation based on simulated annealing (SA-TO-SFLA). In this algorithm, the threshold oscillation strategy and simulated annealing strategy are introduced into the SFLA, which makes the local search behavior more diversified and the ability to escape from the local optima stronger. By using multi-dimensional symmetric function such as drop-wave function, Schaffer function N.2, Rastrigin function, and Griewank function, two groups (i: SFLA, SA-SFLA, TO-SFLA, and SA-TO-SFLA; ii: SFLA, ISFLA, MSFLA, DSFLA, and SA-TO-SFLA) of comparative experiments are designed to analyze the convergence accuracy and convergence time. The results show that the threshold oscillation strategy has strong robustness. Moreover, compared with SFLA, the convergence accuracy of SA-TO-SFLA algorithm is significantly improved, and the median of convergence time is greatly reduced as a whole. The convergence accuracy of SFLA algorithm on these four test functions are 90%, 100%, 78%, and 92.5%, respectively, and the median of convergence time is 63.67 s, 59.71 s, 12.93 s, and 8.74 s, respectively; The convergence accuracy of SA-TO-SFLA algorithm on these four test functions is 99%, 100%, 100%, and 97.5%, respectively, and the median of convergence time is 48.64 s, 32.07 s, 24.06 s, and 3.04 s, respectively.
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1. Introduction

Artificial neural network (ANN) originated in the 1940s. It is a kind of mathematical model that imitates the structure and function of biological neural network [1–3]. It proves the logical function of a single neuron through mathematical description and initiates the era of ANN research [4–6]. It has high commercial value and brings a lot of job opportunities [7–9]. It is essentially an exploration of the relationship between large amounts of data to capture the subtle characteristics of them [10–12]. In 1958, Rosenblatt proposed the perceptron, which can be regarded as a feedforward ANN in a simple form [13]. ANN has been developing in various fields (face recognition, voice recognition, vehicle tracking, image super-resolution construction, etc.) with the rapid development of hardware, powerful computational efficiency, and strong learning ability [14,15]. The neuro fuzzy
system [16], which is composed of type-2 fuzzy system [17,18] and ANN, is also an important research field. It can not only well express the reasoning function of human brain, but also has an effective learning mechanism. In recent years ANN’s achievement were clearly demonstrated, from AlphaGo, a deep reinforcement learning model in human knowledge guidance [19] defeating the game of go world champion Lee Sedol, and its upgraded version AlphaGo Zero, an unsupervised reinforcement learning model without human knowledge [20], defeating AlphaGo with a record of 100:0 to GPT3 [21], a powerful unsupervised natural language processing model, which writes novels, scripts, and codes and caused a great sensation all over the world. Obviously, due to the continuous breakthroughs in unsupervised learning, the field of ANN is developing more rapidly and has a broader application prospect [22,23].

In the process of ANN model training, the optimization algorithm is a vital issue. Excellent optimization algorithm is helpful for the effective adjustment of network weight, shortening the training time and avoiding falling into the local optimas [24–26]. As an effective optimization algorithm, swarm intelligence evolutionary algorithm (SIEA), has an outstanding performance in many fields [27–29]. The optimization algorithm of ANN adopts SIEA or takes ANN as an individual for integrated learning, which is also a major research hotspot in the field of artificial intelligence. Shuffled frog leaping algorithm (SFLA), as one of the representative SIEA, was proposed by Eusuff in 2003 [30,31]. SFLA integrates memetic algorithm (MA) with particle swarm optimization (PSO) to achieve the advantages of simple structure, easy implementation, short operation time, and strong global optimization ability. Since SFLA was proposed, it has made remarkable achievements in water resource network optimization, UAV route planning, feeder allocation optimization, limited buffer flow dispatching, power grid distribution, etc.

However, in the later stage of evolution, SFLA may cause problems due to high convergence time, susceptibility to fall into the local optimas, and low solution accuracy. Furthermore, the more complex the solution function, the faster the performance degrades. Aiming at the problem of high convergence time, Xuncai Zhang et al., proposed an improved SFLA (ISFLA) in 2008, which introduced the “individual cognitive ability” of PSO algorithm into the SFLA to upgrade frog jumping rules and individual cognitive behavior. The frog is endowed with memory and individual cognitive ability to decrease the convergence time and accuracy of the algorithm. Six representative test functions are adopted to test; the result shows that the accuracy of the improved SFLA is over 93% except for one of the test functions, \( f(x_i) = \sum_{i=1}^{N-1} \left[ 100 \times (x_{i+1} - x_i^2) \right] \), but the algorithm has many iterative rounds and the iteration time is not given in the experiment, nor is the convergence time [32]. In order to improve the diversity and randomness of the algorithm, Wang QS et al., proposed modified SFLA (MSFLA) in 2011. The addition of the algorithm is to improve the range of the acceleration factor, which is set as a random number between 0 and 2 instead of between 0 and 1 of the SFLA. The randomness of the scanning process is increased. The precision of 10–24 can be achieved by 100 iterations on Rosenbrock function [33]. In 2014, the combined algorithm of Simulated Annealing (SA) [34] and SFLA was adopted by Du. J, which enables the frog population to accept more inferior quality states in the high-energy state, and guides the frog population to jump out of the local optimas, thus optimizing the convergence time and convergence accuracy of the algorithm to a certain extent [35]. In the same year, Jaballah et al., proposed a two-factor accelerated optimization strategy which updates the worst and best frogs in the subpopulation at the same time during the local search, which again decreases the convergence time of the algorithm [36]. Additionally, Ahandani MA et al., proposed diversified SFLA (DSFLA), which introduced a new differential operator in the evolution process of SFLA, increasing the diversity of population. Additionally, in Enzyme Effusion Problem (EEP), this algorithm can find the global optima within 186.7 s [37]. Wang H B et al., developed the evolution rules of SFLA in the process of local optimization, which further decreases the convergence time and improves convergence accuracy of the algorithm [38]. Although the convergence accuracy
and convergence time of the algorithm are improved by different methods above, the convergence accuracy of the algorithm is not acceptable on more complex functions.

Therefore, this paper proposes a SFLA of threshold oscillation based on SA (SA-TO-SFLA). The core of this algorithm is to combine the threshold oscillation optimization strategy and the multi-neighborhood simulated annealing optimization strategy in order to optimize SFLA. On the basis of guaranteeing the characteristics of SFLA based on SA, during the later stage of frog population convergence, the solutions of some frog subpopulation oscillate within a certain range, so as to make individual variation in the subpopulation and expand the search range of the subpopulation. When better individuals are produced, information sharing among subpopulations is carried out to increase individual diversity of frog population, and the optimal subpopulation leads the others to escape from the local optima. Finally, experiments show the robustness and effectiveness of the algorithm in terms of accuracy and convergence time.

2. Principles of SFLA

As a new heuristic SIEA, SFLA simulates the subpopulation coevolution process of a group of frogs when they are searching for the most food locations. It combines a deterministic method and randomness method and has more efficient computing power and global search performance.

2.1. Origin and Concept

Imagine a frog population in a wetland. Many stones are scattered in the wetland for frogs to inhabit, and there is a certain amount of food around each stone. The frog hops to find the stones with more food around by looking for different stones. Each frog has its own unique culture. Each frog’s culture is defined as a potential solution to the problem, and each frog can exchange information through cultural communication. The frog population of the whole wetland is divided into different subpopulations, each subpopulation has its own culture, and local search strategy is carried out for local optimization within each subpopulation. Each individual frog in a subpopulation has its own unique culture and influences the culture of other individuals, as well as being influenced by the culture of other individuals and evolving as the subpopulation evolves.

When each subpopulation evolves to a certain threshold, each subpopulation remixes together for cultural communication (global information exchange), so as to realize the mixed operation among subpopulations until the conditions set by the problem are satisfied. Similar to other optimization algorithms, SFLA has some necessary parameters (see Table 1).

Table 1. Related parameters and their corresponding meanings.

| Parameter | Meaning |
|-----------|---------|
| N         | The total number of frogs in population |
| m         | The number of subpopulations |
| n         | The number of frogs in each subpopulation |
| Ds        | The adjustment vector of the individual frog |
| Dmax      | The maximum allowable step size of each individual frog in each jump |
| Xg        | Global optima |
| Xb        | Local optima |
| Xiw       | Local inferior quality |
| Lmax      | The maximum times of subpopulation evolution |
| SF        | Global information exchange times |

2.2. Algorithm Update Strategy

Firstly, local search is carried out for each subpopulation, that is, update operation is carried out for individual frogs with the worst adaptive value in the subpopulation, and the update strategy is as follows.
The frog’s regeneration distance is,
\[ Ds = \text{rand}() \times (X_b - X_w) \] (1)

The updated solution is,
\[ X_{w^t} = X_w + Ds(||Ds|| \leq D_{\text{max}}) \] (2)

where \( \text{rand}() \) represents a random number uniformly distributed between 0 and 1, \( Ds \) represents the adjustment vector of the individual frog, and \( D_{\text{max}} \) represents the maximum allowable step size of each individual frog in each jump.

2.2.1. Global Search Process

Step 1. Initialization. Determine the total number of frogs \( N \) in population, subpopulation number \( m \), and number of frogs \( n \) in each subpopulation.

Step 2. The initial frog population \( N \) is randomly generated (multiple initial solutions are generated randomly), and the fitness value of each frog is calculated \( P = \{X_1, X_2, \ldots, X_F\} \). In the \( S \)-dimensional solution space, the \( i \)th frog is represented as \( X_i = [X_{i1}, X_{i2}, \ldots, X_{is}] \).

Step 3. Sort the fitness values in descending order, then record the corresponding optima of the current optima fitness value \( X_g \), and the frog population is divided into several subpopulations. That is, \( N \) frogs are assigned to \( m \) subpopulations \( M_1, M_2, M_3, \ldots, M_m \); each one contains \( n \) frogs, satisfying \( N = m \times n \). Distribution according to the rules:
\[ M^k = \{X_{k+m(l-1)} \in P | 1 \leq k \leq m\} \] (3)

where \( m \) is the number of divided subpopulations in population, \( M^k \) is the \( k \)th subpopulation, the first frog is distributed into the first subpopulation, the second frog is distributed into the second subpopulation, the \( m \)th frog is distributed into the \( m \)th subpopulation, and the \( m+1 \)st frog is distributed into the first subpopulation in descending order, and the recursion is repeated until all frogs are distributed.

Step 4. According to the Equations (1) and (2) of SFLA and the constraints of solving the problem, meta evolution is carried out in each subpopulation.

Step 5. When each subpopulation evolves to a limited number of \( L_{\text{max}} \), each subpopulation is mixed. After a round of meta evolution for each subpopulation, frogs in each subpopulation are mixed again. It is still in descending order and subpopulation division, and the current global optima solution \( X_g \) is updated.

Step 6. Iteration completion criteria. If the convergence condition of the algorithm is satisfied, the execution process of the algorithm stops, otherwise it will jump to Step 3.

SFLA usually adopts three strategies to control the execution time of the algorithm.

i. After continuous \( p \) times global exchange of ideas, the global optima \( X_g \) has not been greatly optimized.

ii. Reach the function evaluation times which is set in advance before the algorithm is executed.

iii. The fitness value of the optimal converges to the existing standard test results, and the absolute error is less than a certain threshold value.

No matter which stop condition is satisfied, the algorithm must be forced to exit the whole search cycle and output the optima.

2.2.2. Local Search Process

The local search process is the detailed process of step 4 of the global search process.

Step 4-1. Let \( im = 0 \), where \( im \) is the counter of the subpopulation for comparison with the number of subpopulations. Let \( in = 0 \), where \( in \) is the counter of local search evolution for comparison with \( L_{\text{max}} \).
Step 4-2. $X_w$ and $X_b$ are determined in the $im$th population. After $D_S$ is calculated according to Equation (1), the worst solution is updated in Equation (2) to improve the position of the worst frog in the subpopulation. If the updated fitness value of the worst frog is better than the current fitness value, $X_w'$ is used to replace $X_w$; if the updated fitness value is inferior to the current fitness value, the global optima $X_g$ is used to replace $X_b$. Additionally, then the local search process is performed according to Equations (1) and (2), if the updated fitness value of the worst frog is better than the current one, $X_w'$ is used to replace $X_w$. Otherwise, a solution is randomly generated to replace $X_w$ for the worst frog. The fitness values of the updated subpopulation are arranged in descending order. Set $im = im + 1$ and repeat this step until $im = L_s$.

Step 4-3. Let $im = im + 1$, and skip to step 4-2 until $im = m$.

Step 4-4. The global information exchange is performed when $im = m$.

3. SFLA Based on SA (SA-SFLA)

The common SA algorithm produces a new solution every time. According to Metropolis criterion, when temperature is $T$, whether to accept the new state is selected by probability.

$$
\begin{align*}
E_i' &= E_j \quad (E_j \leq E_i) \\
E_i' &= E_i \quad (E_j > E_i, \text{rand}() \geq e^{-(E_j - E_i)/kT}) \\
E_i' &= E_j \quad (E_j > E_i, \text{rand}() < e^{-(E_j - E_i)/kT})
\end{align*}
$$

(4)

where $T$ is temperature, the current state energy is $E_i$, and the new state energy is $E_j$. If $E_j < E_i$, the new state is accepted. If $E_j \geq E_i$, whether to accept the new state is selected with a certain probability $P$. Based on this, the new state with a large energy difference from the current state can be accepted at high temperature, while the new state with a small energy difference from the current state can only be accepted at low temperature. Thus, the algorithm is endowed with the ability to jump out of the local optima and converge quickly in the process of searching for the optima.

In the early stage of algorithm optimization, the algorithm relies on simulated annealing optimization strategy to jump out the local optima. Set the initial temperature in $T$ and the temperature attenuation coefficient is $\alpha$.

$$
T' = T \times \alpha
$$

(5)

When the SFLA judges that the inferior quality $X_{w'}$ is better than the updated inferior quality $X_{w_j}$, it receives the inferior quality with probability according to Equation (4) through Metropolis criterion.

$$
\begin{align*}
X_i' &= X_j \quad (f(X_j) \leq f(X_i)) \\
X_i' &= X_i \quad (f(X_j) > f(X_i), \text{rand}() \geq e^{-(f(X_j) - f(X_i))/kT}) \\
X_i' &= X_j \quad (f(X_j) > f(X_i), \text{rand}() < e^{-(f(X_j) - f(X_i))/kT})
\end{align*}
$$

(6)

where rand() is the mean and distributed random number between 0 and 1, and $K$ is generally taken as 1.

4. SFLA of Threshold Oscillation Based on SA (SA-TO-SFLA)

As SFLA and SA-SFLA are susceptible to fall into local convergence and local optima which are adjacent to the global optima in the process of global search on complex functions with high dimension and multi local optimum, SA-TO-SFLA is proposed. The improved algorithm adopts a multiple neighborhood SA strategy joined to the threshold oscillation of SFLA; thus, under the premise of ensuring the optimal convergence time, the global optima convergence time is greatly decreased. In the process of searching for the optima, using SA-TO-SFLA can effectively jump out of the local optima and converge to the global optima.
In the process of searching for the optima by SFLA, all subpopulations participate in population iteration to accelerate convergence in the early stage of convergence. The form of the solution consists of \([X_1, X_2, \ldots, X_k]\), and a solution has \(k\) dimensions. Therefore, the standard deviation of each individual frog can be calculated in each solution dimension in the population to judge the convergence degree of the frog population. When the standard deviation of the solution of frog population decreases to the preset threshold in the iterative process \([\sigma_1, \sigma_2, \ldots, \sigma_k]\), the algorithm will divide a certain number of subpopulations in the population (the proportion of the number of divided subpopulation to the total subpopulation is \(\omega\)) which will oscillate in a certain interval near the optimal solution of each subpopulation so as to provide local mutation solution to jump out of the local optimas of complex function. The size of oscillation interval \(C\) is proportional to the threshold \(\sigma_k\).

The remaining subpopulations still converge on the optima within each subpopulation. If there is a solution better than the current global optima in the subpopulation with oscillation strategy, the solution is immediately replaced by the optima in \(M^1\) subpopulation.

When the standard deviation of the \(S\)-dimensional solution space of frog population meets the threshold \([\sigma_1, \sigma_2, \ldots, \sigma_k]\), \(m\) frog populations are ranked from good to bad according to the quality of the best solution in their own population. Then, among the \(m\) sorted populations, the one in the middle is selected, and \(m \times \omega - 1\) populations are selected from the top and bottom of the selected population. The sampling populations is defined as the regional oscillation subpopulation. The sampling population is rearranged in descending order to carry out the evolution iteration within the subpopulation.

\[
U(t) = \lfloor M^{m/2+k}(k = -\frac{m \times \omega}{2}, \ldots, \frac{m \times \omega - 1}{2}), k \neq 0, m \times \omega \% 2 = 0) \rfloor
\]

(7)

In general, the selection of \(\sigma_k\) can be set according to the percentage of the total standard deviation \(S_0\) after the frog population is initialized. For example, \(S_0 = 1000\), the number of threshold values is selected according to the complexity of the function, such as \(\sigma_1 = 0.3 \times S_0\), \(\sigma_2 = 0.1 \times S_0\), and \(\sigma_3 = 0.05 \times S_0\). The threshold number is determined according to the solution dimension of the function and the complexity of the function.

In the regional oscillatory subpopulation \(M^p\), before each update evolution within the subpopulation, the current optima \(X_b\) will be added with random noise of a certain interval \(C\), and then the worst solution will be closed to the optima after the oscillation; that is, the worst solution \(X_{wb}\) of the subpopulation will be updated according to Equation (8).

\[
X_{wb} = X_b + r = [X_{b1} + r_1, X_{b2} + r_2, \ldots, X_{bm} + r_m] \in (-c, c)
\]

(8)

If the updated \(X_b\) or \(X_{wb}\) is better than the current global optima, then the optima \(X_b\) of \(M^1\) subpopulation is exchanged with \(X_{wb}\) or \(X_{wb}\) of oscillatory subpopulation \(M^p\), so as to play the role of partial subpopulation information exchange. Subpopulation \(M^p\) is regarded as the optimal frog subpopulation. Through the “selective elimination mechanism”, the oscillatory subpopulation continuously provides excellent individuals to lead the whole population to escape from the local optimas.

\[
ans = X_b, X_b = X_{wb}, X_{wb} = ans (X_b \in M^1, X_{wb} \in M^p, X_{wb} < X_b, X_b t \leq X_{wb})
\]

(9)

\[
ans = X_b, X_b = X_{wb}, X_{wb} = ans (X_b \in M^1, X_{wb} \in M^p, X_{wb} < X_b, X_b t > X_{wb})
\]

(10)

The \(M^p\) subpopulation is rearranged in descending order to carry out the evolution iteration of the next subpopulation. The flow chart of the algorithm is shown in Figures 1 and 2.

It is worth pointing out that in the original frog leaping rules of the standard SFLA, the frog imitation mechanism only imitates the jump from the worst frog to the best frog. The new position of the worst frog is limited to the straight line between the current position and the best frog position. In its iteration process, it may never evolve to the best position. It not only increases the convergence time but will lead to premature convergence. However, in
the above oscillation strategy, the $X_b$ of partial subpopulations is dynamic in each iteration process, which leads to $X_w$ being unrestricted by the frog leaping rules mentioned above. Therefore, it reduces the restrictions of frog leaping rules to a certain extent.

Figure 1. Algorithm global search flowchart.

Figure 2. Algorithm partial search flowchart.
The improvement of SA-TO-SFLA combines the advantages of SA based on material science and PSO based on genetic and on social behavior. It achieves a good balance between extensive search of multidimensional solution space and fast convergence of potential global optima. In SFLA, when the population evolves to the later stage, the involution occurs continuously in the population, a large number of invalid optimization processes are added, and the calculation cost remains unchanged while the income decreases, so it is difficult to make a big breakthrough. However, the SA-TO-SFLA can help the population to find a better evolutionary direction in the later stage.

5. Numerical Simulation Experiment Design

In order to verify the effectiveness of the SA-TO-SFLA, this experiment will test SFLA, SA-SFLA, TO-SFLA, and SA-TO-SFLA. This experiment uses professional algorithms to test the function [39,40] convergence accuracy and convergence time in Table 2.

| Name          | Definition                                                                 | Scope                        | Minimum Value |
|---------------|-----------------------------------------------------------------------------|------------------------------|---------------|
| Drop-wave     | \( f_1 = -\frac{1+\cos\left(12\sqrt{x_1^2+x_2^2}\right)}{0.5(x_1^2+x_2^2)+2} \) | \([-5.12, 5.12]\)         | -1            |
| Schaffer N.2  | \( f_2 = 0.5 + \frac{\sin^2(x_1^2-x_2^2)+0.5}{[1+0.001(x_1^2+x_2^2)]^2} \) | \([-100, 100]\)            | 0             |
| Rastrigin     | \( f_3 = 20 + \sum_{i=1}^{2} [x_i^2 - 10 \cos(2\pi x_i)] \) | \([-5.12, 5.12]\)         | 0             |
| Griewank      | \( f_4 = \sum_{i=1}^{2} \frac{x_i^2}{4000} - \prod_{i=1}^{2} \cos\left(\frac{x_i}{\sqrt{i}}\right) + 1 \) | \([-5, -5]\)             | 0             |

The drop-wave function, Schaffer function N.2, Rastrigin function, and Griewank function are used in order of difficulty of function test from high to low [39,40]. Performance tests are performed on SFLA, SA algorithm, SA-SFLA, and SA-TO-SFLA. The function images are shown in Figure 3.

The parameters are set as follows.

i. When the four combined frog leaping algorithms are on Girewank and Rastrigin functions, \( f = 100 \) frogs are divided into \( m = 10 \) subpopulations, the number of frogs in the subpopulation is \( n = 10 \), the number of iterations within the subpopulation is \( L_{max} = 10 \), and the number of global information exchange is \( SF = 250 \). Among them, the \( T_0 = 200 \) in SA-SFLA, the attenuation coefficient \( \alpha \) is a symmetrical random number between 0.3 and 0.5. \( c_1 = 0.5, c_2 = 1.3, c_3 = 3.4, c_4 = 4.6 \) in the SFLA with oscillation strategy, and the oscillation strategy interval is, respectively 0.01, 0.05, 0.1, or 0.2 of the value range of independent variable.

When the four combined frog leaping algorithms are on Schaffer and drop-wave functions, \( f = 100 \) frogs are divided into \( m = 10 \) populations, the number of frogs in the subpopulation is \( n = 10 \), the number of iterations within the population is \( L_{max} = 10 \), and the number of global information exchange is \( SF = 50 \). Among them, the \( T_0 = 200 \) in SA-SFLA, \( c_1 = 0.5, c_2 = 1.3, c_3 = 3.4, c_4 = 4.6 \) in drop-wave function, and the oscillation strategy interval is, respectively 0.01, 0.05, 0.1, or 0.2 of the value range of independent variable. The oscillation strategy interval is, respectively 0.01, 0.05, 0.1, or 0.2 of the value range of independent variable in Schaffer N.2 function, and \( c_1 = 70, c_2 = 90, c_3 = 120, c_4 = 140 \).

ii. Parameter setting of each improved algorithm. All algorithms use the parameters set in (i) above; that is, if there are corresponding parameters in the algorithm, they will be adopted, if not, they will not be used.

The performance test method is as follows: fixed convergence precision of 0.001, and fixed maximum global iteration times of 200 (except SA, as it is not SIEA class algorithm). When the algorithm reaches the convergence precision within the maximum number of global iterations, it exits the iteration, and records the convergence time and the number of global iterations. If the algorithm still fails to converge to the convergence precision when
the maximum number of global iterations is reached, it is the convergence failure, so as to test the convergence accuracy and convergence time of the algorithm.

Figure 3. (a) The image of simple level test Girewank function $f_4$ in the value range of $X_1 = (-5,5), X_2 = (-5,5)$; (b) The image of middle level test Rastrigin function $f_3$ in the value range of $X_1 = (-5,5), X_2 = (-5,5)$; (c) Detailed image of local optima and global optima of Rastrigin function in the value range of $X_1 = (-5,5), X_2 = (-5,5)$; (d) The image of mid high level test Schaffer function N.2 $f_2$ in the value range of $X_1 = (-5,5), X_2 = (-5,5)$; (e) Detailed image of Schaffer function N.2 in the value range of $X_1 = (-2,2), X_2 = (-2,2)$; (f) The image of high level test drop-wave function $f_1$ in the value range of $X_1 = (-5,5), X_2 = (-5,5)$; (g) Detailed image of drop-wave function in the value range of $X_1 = (-2,2), X_2 = (-2,2)$.
6. Results and Discussion

6.1. Comparison among SFLA, SA, SA-SFLA, TO-SFLA, and SA-TO-SFLA

Table 3 shows the experimental results of convergence test of SFLA, SA, SA-SFLA, SA-TO-SFLA, and TO-SFLA in the drop-wave function. From the data, it can be seen that the SA-TO-SFLA has the highest convergence accuracy, reaching 99.0%, while the SA-SFLA has the lowest convergence accuracy, which is only 57%; in terms of the median convergence time, SA-SFLA has the shortest convergence time, reaching 32.06 s.

Table 3. Drop-wave function test data.

| Algorithm | Metric   | Mean  | Std   | Min  | 25%  | 50%  | 75%  | Max  | Acc (%) |
|-----------|----------|-------|-------|------|------|------|------|------|---------|
| SFLA      | Time(s)  | 76.56 | 75.23 | 2.98 | 40.57| 63.67| 86.01| 243  | 90.0    |
|           | Epoches  | 11.68 | 19.53 | 1.00 | 6.00 | 8.00 | 11.00| 50   |         |
| SA        | Time(s)  | 169.45| 13.58 | 146  | 157  | 168  | 180  | 196  | 66.8    |
|           | Epoches  | 49.75 | 39.20 | 8.80 | 24.75| 32.06| 59.63| 194.68|         |
|           |          | 14.01 | 11.54 | 2.00 | 7.00 | 9.00 | 17.00| 48.00|         |
| SA-SFLA   | Time(s)  | 57.99 | 34.35 | 5.89 | 33.34| 48.64| 72.18| 180   | 57.0    |
|           | Epoches  | 13.65 | 8.08  | 1.00 | 8.00 | 11.00| 17.00| 43.00|         |
|           |          | 12.45 | 8.04  | 1.00 | 6.25 | 10.5 | 17.00| 38.00|         |
| SA-TO-SFLA| Time(s)  | 57.99 | 34.35 | 5.89 | 33.34| 48.64| 72.18| 180   | 57.0    |
|           | Epoches  | 13.65 | 8.08  | 1.00 | 8.00 | 11.00| 17.00| 43.00|         |
|           |          | 12.45 | 8.04  | 1.00 | 6.25 | 10.5 | 17.00| 38.00|         |
| TO-SFLA   | Time(s)  | 46.64 | 29.12 | 6.29 | 22.95| 39.36| 62.76| 143.18| 98.1    |
|           | Epoches  | 14.01 | 11.54 | 2.00 | 7.00 | 9.00 | 17.00| 43.00|         |

Table 4 shows the experimental results of convergence test of SFLA, SA, SA-SFLA, SA-TO-SFLA, and TO-SFLA on Schaffer function N.2. It can be seen from the data that the convergence accuracy of SA algorithm is only 85.5%, and the convergence accuracy of other algorithms is 100%. However, from the median of the convergence time, the convergence time of SA algorithm is only 0.52 s, and other algorithms are more than 32 s.

Table 4. Schaffer function N.2 test data.

| Algorithm | Metric   | Mean  | Std   | Min  | 25%  | 50%  | 75%  | Max  | Acc (%) |
|-----------|----------|-------|-------|------|------|------|------|------|---------|
| SFLA      | Time(s)  | 68.52 | 42.16 | 8.98 | 44.13| 59.71| 81.75| 281.32| 100     |
|           | Epoches  | 9.55  | 5.55  | 1.00 | 6.00 | 9.00 | 11.00| 42.00|         |
| SA        | Time(s)  | 0.83  | 0.84  | 0.004| 0.21 | 0.52 | 1.23 | 3.89 | 85.8    |
|           | Epoches  | 34.86 | 17.38 | 3.03 | 22.22| 33.22| 42.68| 105.92|         |
|           |          | 8     | 6.87  | 3.422| 1.00 | 5.00 | 7.00 | 200  |         |
| SA-SFLA   | Time(s)  | 33.04 | 14.33 | 2.80 | 23.26| 32.07| 41.81| 82.66| 100     |
|           | Epoches  | 6.83  | 2.95  | 1.00 | 5.00 | 7.00 | 9.00 | 17.00|         |
|           |          | 9.01  | 4.39  | 1.00 | 6.00 | 8.00 | 11.00| 30.00|         |
| SA-TO-SFLA| Time(s)  | 56.96 | 32.37 | 9.09 | 34.27| 49.84| 74.10| 184.48|         |
|           | Epoches  | 9.01  | 4.39  | 1.00 | 6.00 | 8.00 | 11.00| 30.00|         |
| TO-SFLA   | Time(s)  | 56.96 | 32.37 | 9.09 | 34.27| 49.84| 74.10| 184.48|         |
|           | Epoches  | 9.01  | 4.39  | 1.00 | 6.00 | 8.00 | 11.00| 30.00|         |

Table 5 shows the experimental results of convergence test of SFLA, SA, SA-SFLA, SA-TO-SFLA, and TO-SFLA on Rastrigin function. It can be seen from the data that the convergence accuracy of SFLA is the lowest, only 78.0%, while the accuracy of SA-TO-SFLA and SA algorithm is 100%. From the median of convergence time, SA algorithm has the shortest convergence time, which is only 4.35 s, while TO-SFLA has the most convergence time, which is 27.76 s.
Table 5. Rastrigin Function test data.

| Algorithm | Metric   | Mean  | Std  | Min  | 25%  | 50%  | 75%  | Max  | Acc (%) |
|-----------|----------|-------|------|------|------|------|------|------|---------|
|           | Time(/s) | 28.05 | 41.58| 3.75 | 10.18| 12.93| 17.96| 198.98| 78.0    |
|           | Epoches  | 34.30 | 53.30| 4.00 | 12.00| 15.00| 20.00| 246.00|         |
| SA        | Time(/s) | 4.41  | 0.28 | 4.06 | 4.21 | 4.35 | 4.54 | 5.70  | 100     |
|           | Epoches  | 4.16  | 6.14 | 3.00 | 12.00| 15.00| 20.00| 31.00 | 89.0    |
| SA-SFLA   | Time(/s) | 15.16 | 7.6  | 2.38 | 9.8  | 13.4 | 19.1 | 45.93 |         |
|           | Epoches  | 16.44 | 6.14 | 3.00 | 12.00| 15.00| 20.00| 31.00 | 89.0    |
| SA-TO-SFLA| Time(/s) | 38.72 | 32.16| 5.38 | 19.12| 24.06| 45.59| 193.80|         |
|           | Epoches  | 43.47 | 34.92| 6.00 | 21.00| 32.00| 52.00| 210.0 | 100     |
| TO-SFLA   | Time(/s) | 37.10 | 30.39| 3.01 | 17.99| 27.76| 43.61| 175.96| 99.5    |
|           | Epoches  | 39.96 | 31.98| 3.00 | 19.00| 30.00| 49.00| 195.00|         |

Table 6 shows the experimental results of convergence test of SFLA, SA, SA-SFLA, SA-TO-SFLA, and TO-SFLA on Girewank function. It can be seen from the data that the convergence accuracy of SFLA is the lowest, which is 92.5%, while the accuracy of TO-SFLA and SA algorithm are both as high as 99.7% and 98%, respectively. From the median of convergence time, SA-SFLA has the shortest convergence time, which is only 2.36 s, while SFLA has the longest convergence time, which is 8.74 s.

Table 6. Griewank Function test data.

| Algorithm | Metric   | Mean  | Std  | Min  | 25%  | 50%  | 75%  | Max  | Acc (%) |
|-----------|----------|-------|------|------|------|------|------|------|---------|
|           | Time(/s) | 31.00 | 74.00| 1.13 | 5.53 | 8.74 | 12.62| 578.0| 92.5%   |
|           | Epoches  | 17.13 | 39.55| 1.00 | 3.00 | 5.00 | 7.00 | 223.0|         |
| SA        | Time(/s) | 5.85  | 0.95 | 5.08 | 5.29 | 5.60 | 6.00 | 10.49| 98%     |
|           | Epoches  | 3.44  | 3.13 | 0.48 | 1.37 | 2.36 | 4.50 | 23.26|         |
| SA-SFLA   | Time(/s) | 3.24  | 4.88 | 1.00 | 2.00 | 3.00 | 5.00 | 13.00| 94.7%   |
|           | Epoches  | 4.80  | 6.05 | 0.47 | 1.40 | 3.04 | 5.61 | 53.94|         |
| SA-TO-SFLA| Time(/s) | 4.47  | 6.19 | 1.00 | 2.00 | 3.00 | 5.00 | 59.00| 97.5%   |
|           | Epoches  | 5.79  | 12.44| 0.48 | 1.52 | 3.30 | 5.94 | 140.85|         |
| TO-SFLA   | Time(/s) | 5.04  | 13.52| 1.00 | 2.00 | 3.00 | 5.00 | 149.00|         |
|           | Epoches  | 5.04  | 13.52| 1.00 | 2.00 | 3.00 | 5.00 | 149.00|         |

i. Convergence accuracy analysis. From Figure 4, it can be seen that TO-SFLA and SA-TO-SFLA with threshold oscillation strategy can achieve convergence accuracy of more than 97.5% in four test functions with increasing difficulty level in turn. While maintaining a high accuracy, the accuracy curve is extremely stable. Additionally, obviously, with the increasing complexity of functions, the accuracy of SA-TO-SFLA is still high, while the accuracy of TO-SFLA has begun to show a downward trend. The curve of the SFLA has greater volatility, and its performance is the worst on the Girewank function. It can be seen from Figure 3a that, although the function has only four local optimas, the difference between the local optimas and the global optima is very small, which leads to the SFLA often converging with the local optimas due to the lack of a strong enough jump out mechanism. However, on the Rastrigin function, it can be seen from Figure 3b that there appears a large number of local optimas, and the global optima are surrounded by multiple identical local optimas, which has strong confusion for SFLA and SA-SFLA, and making the algorithm often fall into the local optimas as shown in Figure 3c. On Schaffer N.2, each algorithm performs better. In the drop-wave function, as the function fluctuates violently, the convergence of the algorithm takes a long time, and there are many iterations. Therefore, before the algorithm finds the global optima, the temperature of the simulated annealing strategy has dropped to the extent that it is not able to accept the inferior quality. However,
the simulated annealing strategy cannot jump out or has not yet converged in the specified round in the early stage due to receiving a large number of poor solutions. On the contrary, it has a restraining effect on the algorithm, which leads to a significant decrease in the accuracy of the algorithm.

Figure 4. On the premise that 0.001 is the convergence precision and 200 rounds is the maximum number of iterations, the convergence accuracy of SFLA, SA, SA-SFLA, SA-TO-SFLA, and TO-SFLA is significantly different after being tested by four functions: Girewank, Rastrigin, Schaffer, and drop-wave.

ii. Convergence time analysis. As can be seen from Figure 5, in the Girewank function, SFLA takes the longest time to find convergence, which is the same as above. In this function, there are four identical local optima approximate to the global optima, which makes the frog in the algorithm jump back and forth among multiple optima and prolong the convergence time, while other algorithms have similar time-consuming issues. In the Rastrigin function, the convergence time of SFLA and SA-SFLA is better than that of TO-SFLA and SA-TO-SFLA, as when testing with SFLA or SA-SFLA, at the later stage of convergence, all frog individuals gather around a point (the global optima or local optima), while the TO-SFLA and SA-TO-SA divide a certain proportion of subpopulation to implement the oscillation strategy, and the remaining subpopulations converge. By comparing that, the number of frogs converging in the TO-SFLA and SA-TO-SFLA is less than that in the SFLA and SA-SFLA, so the convergence time of the TO-SFLA and SA-TO-SFLA increases slightly. However, SA-TO-SFLA can jump out of local optima solutions faster than TO-SFLA due to the simulated annealing strategy in the early stage, so SA-TO-SFLA is faster than TO-SFLA. In Schaffer function N.2 and drop-wave functions, SFLA needs to spend a lot of time jumping between different local optimas. The convergence time of SA-TO-SFLA and SA-SFLA tested on Schaffer N.2 function is similar, as only the central region of the function has a large range of violent fluctuations. Relying on the poor solution acceptability of simulated annealing strategy, a frog population can quickly converge to the central region, and the central global optima is in a large range. Thus, it provides a good convergence direction for both algorithms, which makes the convergence time short. However, TO-SFLA does not have the global acceptability of poor solutions of simulated annealing strategy in the early stage, so it will spend more time on some local optimas, which makes the convergence time long. In the drop-wave function, the convergence time of TO-SFLA is shorter than that of SA-TO-SFLA, while SA-SFLA still maintains a shorter
convergence time. However, it can be seen from Figure 4 that the convergence accuracy of both algorithms has decreased, as the algorithm falls into the local optimas, and the convergence time is decreased by sacrificing the convergence accuracy.

![Figure 5](image)

**Figure 5.** On the premise that 0.001 is the convergence precision and 200 rounds is the maximum number of iterations, the convergence time and standard deviation curve of SFLA, SA, SA-SFLA, SA-TO-SFLA, and TO-SFLA on four functions: Girewank, Rastrigin, Schaffer, and drop-wave.

iii. The strategy of SA-TO-SFLA has strong robustness and effectiveness, and its convergence time has been greatly decreased on the SFLA. Although the convergence time is slightly longer than SA-SFLA, the convergence accuracy is more stable and the convergence accuracy is higher than TO-SFLA and SA-SFLA. In more complex functions, the advantages of SA-TO-SFLA algorithm will be more obvious.

### 6.2. Comparison with Other Improved Algorithms

Table 7 shows the experimental results of convergence test of SFLA, ISFLA, MSFLA, SA-TO-SFLA and DSFLA on drop-wave function. It can be seen from the data that the convergence accuracy of MSFLA is the lowest, only 32.4%, while that of SA-TO-SFLA is 99%. In terms of the median convergence time, ISFLA has the shortest convergence time, which is 34.1 s, while SFLA has the longest convergence time, which is 63.6 s.

| Algorithm      | Metric     | Mean  | Std   | Min  | 25%   | 50%   | 75%   | Max   | Acc (%) |
|----------------|------------|-------|-------|------|-------|-------|-------|-------|---------|
| SFLA           | Time(s)    | 76.56 | 75.23 | 2.98 | 40.57 | 63.67 | 86.01 | 243   | 90.0    |
|                | Epochs     | 11.68 | 19.53 | 1.00 | 6.00  | 8.00  | 11.00 | 50    |         |
| ISFLA          | Time(s)    | 48.12 | 42.89 | 6.13 | 25.61 | 34.17 | 54.43 | 260   | 57.6    |
|                | Epochs     | 11.00 | 9.16  | 1.00 | 6.00  | 9.00  | 11.00 | 48.00 |         |
| MSFLA          | Time(s)    | 57.23 | 54.86 | 9.89 | 24.60 | 34.89 | 63.14 | 289.54| 32.4    |
|                | Epochs     | 12.37 | 12.20 | 2.00 | 5.00  | 7.00  | 12.00 | 47.00 |         |
| SA-TO-SFLA     | Time(s)    | 57.99 | 34.35 | 5.89 | 33.34 | 48.64 | 72.18 | 180.2 | 99.0    |
|                | Epochs     | 13.65 | 8.08  | 1.00 | 8.00  | 11.00 | 17.00 | 43.00 |         |
| DSFLA          | Time(s)    | 56.46 | 45.77 | 6.60 | 24.81 | 35.99 | 76.45 | 193.26| 66.7    |
|                | Epochs     | 12.20 | 12.96 | 1.00 | 5.00  | 7.00  | 11.00 | 48.00 |         |

**Table 7.** Drop-wave function test data.
Table 8 shows the experimental results of convergence test of SFLA, ISFLA, MSFLA, SA-TO-SFLA, and DSFLA on the Schaffer function. From the data, it can be seen that the convergence accuracy of all the algorithms is 100%. From the median of convergence time, SA-TO-SFLA has the shortest convergence time, which is 32 s, while SFLA has the longest convergence time, which is 59.71 s.

Table 8. Schaffer function N.2 test data.

| Algorithm      | Metric | Mean  | Std   | Min   | 25%   | 50%   | 75%   | Max   | Acc (%) |
|----------------|--------|-------|-------|-------|-------|-------|-------|-------|---------|
| SFLA           | Time/s | 68.52 | 42.16 | 8.98  | 44.13 | 59.71 | 81.75 | 281.32| 100     |
|                | Epoches| 9.55  | 5.55  | 1.00  | 6.00  | 9.00  | 11.00 | 42.00 |         |
| ISFLA          | Time/s | 55.8  | 45.0  | 3.60  | 33.68 | 49.23 | 75.08 | 196.32| 100     |
|                | Epoches| 7.14  | 3.81  | 1.00  | 4.00  | 7.00  | 9.00  | 26.00 |         |
| MSFLA          | Time/s | 45.29 | 22.56 | 9.81  | 32.28 | 38.76 | 55.17 | 158.97| 100     |
|                | Epoches| 6.44  | 3.43  | 1.00  | 5.00  | 6.00  | 8.00  | 24.00 |         |
| SA-TO-SFLA     | Time/s | 33.04 | 14.33 | 2.80  | 23.26 | 32.07 | 41.81 | 82.66 | 100     |
|                | Epoches| 6.83  | 2.95  | 1.00  | 5.00  | 7.00  | 9.00  | 17.00 |         |
| DSFLA          | Time/s | 44.16 | 23.86 | 4.12  | 27.32 | 37.53 | 55.63 | 124.15| 100     |
|                | Epoches| 5.17  | 2.42  | 1.00  | 3.75  | 5.00  | 6.00  | 18.00 |         |

Table 9 shows the experimental results of convergence test of SFLA, ISFLA, MSFLA, SA-TO-SFLA, and DSFLA on the Rastrigin function. It can be seen from the data that the convergence accuracy of MSFLA is the lowest, which is only 53.3%, while the SA-TO-SFLA has the highest convergence accuracy of 100%. From the median of convergence time, SFLA has the shortest convergence time, which is 12.93 s, while SA-TO-SFLA has the longest convergence time, which is 24.06 s.

Table 9. Rastrigin function test data.

| Algorithm      | Metric | Mean  | Std   | Min   | 25%   | 50%   | 75%   | Max   | Acc (%) |
|----------------|--------|-------|-------|-------|-------|-------|-------|-------|---------|
| SFLA           | Time/s | 28.05 | 41.58 | 3.75  | 10.18 | 12.93 | 17.96 | 198.98| 78.0    |
|                | Epoches| 34.30 | 53.30 | 4.00  | 12.00 | 15.00 | 20.00 | 246.00|         |
| ISFLA          | Time/s | 22.91 | 13.40 | 7.79  | 13.65 | 18.92 | 29.31 | 106.86| 69.8    |
|                | Epoches| 13.14 | 6.85  | 4.00  | 10.00 | 12.00 | 14.25 | 48.00 |         |
| MSFLA          | Time/s | 21.24 | 13.80 | 2.71  | 13.39 | 17.54 | 24.90 | 119.49| 53.3    |
|                | Epoches| 10.11 | 6.49  | 1.00  | 7.00  | 9.00  | 10.00 | 44.00 |         |
| SA-TO-SFLA     | Time/s | 38.72 | 32.16 | 5.38  | 19.12 | 24.06 | 45.59 | 193.80| 100     |
|                | Epoches| 43.47 | 34.92 | 6.00  | 21.00 | 32.00 | 52.00 | 210   |         |
| DSFLA          | Time/s | 22.90 | 10.86 | 7.80  | 15.76 | 18.78 | 28.42 | 75.62 | 79.5    |
|                | Epoches| 9.18  | 4.59  | 4.00  | 7.00  | 9.00  | 10.00 | 45.00 |         |

Table 10 shows the experimental results of convergence test of SFLA, ISFLA, MSFLA, SA-TO-SFLA, and DSFLA on the Girewank function. It can be seen from the data that the convergence accuracy of SFLA is the lowest, which is only 92.5%, while the convergence accuracy of SA-TO-SFLA is also not high, reaching 97.5%, and the other algorithms are 100%. From the median of convergence time, SA-TO-SFLA has the shortest convergence time, which is 3.04 s, while SFLA has the longest convergence time, which is 8.74 s.

Table 10. Girewank function test data.

| Algorithm      | Metric | Mean  | Std   | Min   | 25%   | 50%   | 75%   | Max   | Acc (%) |
|----------------|--------|-------|-------|-------|-------|-------|-------|-------|---------|
| SFLA           | Time/s | 28.05 | 41.58 | 3.75  | 10.18 | 12.93 | 17.96 | 198.98| 78.0    |
|                | Epoches| 34.30 | 53.30 | 4.00  | 12.00 | 15.00 | 20.00 | 246.00|         |
| ISFLA          | Time/s | 22.91 | 13.40 | 7.79  | 13.65 | 18.92 | 29.31 | 106.86| 69.8    |
|                | Epoches| 13.14 | 6.85  | 4.00  | 10.00 | 12.00 | 14.25 | 48.00 |         |
| MSFLA          | Time/s | 21.24 | 13.80 | 2.71  | 13.39 | 17.54 | 24.90 | 119.49| 53.3    |
|                | Epoches| 10.11 | 6.49  | 1.00  | 7.00  | 9.00  | 10.00 | 44.00 |         |
| SA-TO-SFLA     | Time/s | 38.72 | 32.16 | 5.38  | 19.12 | 24.06 | 45.59 | 193.80| 100     |
|                | Epoches| 43.47 | 34.92 | 6.00  | 21.00 | 32.00 | 52.00 | 210   |         |
| DSFLA          | Time/s | 22.90 | 10.86 | 7.80  | 15.76 | 18.78 | 28.42 | 75.62 | 79.5    |
|                | Epoches| 9.18  | 4.59  | 4.00  | 7.00  | 9.00  | 10.00 | 45.00 |         |

The accuracy of ISFLA, MSFLA, and DSFLA tested on the Girewank functions is better than SA-TO-SFLA and SFLA, but it is obvious that the accuracy of SFLA performs worse, while SA-TO-SFLA still has an accuracy of 97.5%. On the Rastrigin function, the convergence accuracy of SA-TO-SFLA is much better than that of other algorithms as the global is spread over the local optimas. Other algorithms focus on the improvement of convergence accuracy and the decrease in convergence time, but the convergence accuracy is much worse. On the Schaffer N.2 function, the
convergence accuracy of all algorithms is as high as 100%. However, on the more complex drop-wave function, the convergence accuracy of each algorithm is obviously improved. The convergence accuracy of the SA-TO-SFLA is still very high, but the convergence accuracy of other algorithms is not even as high as that of the SA-SFLA, as the improved algorithms are aimed at the convergence time. However, from their improved strategies, it can be seen that the faster the frog jumps, the longer the step size is, and it is easy to skip the high-quality solution. The differential algorithm introduced by DSFLA makes frogs randomly generated in the whole frog population, rather than in the global random generation. This will lead to that when the algorithm is in a complex function, if it converges to the local optimas temporarily in the process of convergence and the frog population does not include the global optima in the frog population range, the algorithm will no longer have the ability to jump out of the local optimas. This is why DSFLA performs better than SFLA, ISFLA, and MSFLA on Girewank, Rastrigin, and Schaffer N.2 functions, but has a very low accuracy in drop-wave function.

ii. Convergence time analysis. In Figure 7, the convergence time of SA-TO-SFLA on the simple Girewank function keeps the first place with a slight advantage. This is as the difference between the local optimas and the global optima of this function is small, and it has great confusion for other algorithms, making the frog population jump back and forth among multiple the optima, while the SA-TO-SFLA adopts the measure of partial subpopulation convergence and partial subpopulation oscillation to make the convergence and jump out of local optimas division parallel, so its convergence time is optimal. In the next three functions, except Schaffer N.2 function, the convergence time of SA-TO-SFLA is not outstanding in other algorithms, as other algorithms focus on the decrease in convergence time. From Figure 7, it can also be seen that the convergence time of the SFLA decreases greatly as the function becomes more complex.

iii. Summary. Compared with SFLA, ISFLA, MSFLA, and DSFLA, SA-TO-SFLA has a strong advantage in the convergence accuracy, and the convergence accuracy fluctuates little with the function complexity, while the accuracy of other algorithms decreases greatly with the increase in function complexity; that is, the advantage of SA-TO-SFLA in convergence accuracy will be more obvious and prominent in the more complex functions. In terms of convergence time, although the convergence time of SA-TO-SFLA is not as short as other algorithms, the convergence time interval between algorithms is very large and, compared with SFLA, it has a greater time decrease. Therefore, SA-TO-SFLA is very excellent. It overcomes the shortcomings of long convergence time and low convergence accuracy of SFLA under certain precision. It has great application potential in the fields of robot foraging, group control, path planning, etc.

Table 10. Griewank function test data.

| Algorithm  | Metric | Mean  | Std  | Min  | 25%  | 50%  | 75%  | Max  | Acc (%) |
|------------|--------|-------|------|------|------|------|------|------|---------|
| SFLA       | Time/s | 31.00 | 74.00 | 1.13 | 5.53 | 8.74 | 12.62| 578  | 92.5    |
|            | Epoches| 17.13 | 39.55 | 1.00 | 3.00 | 5.00 | 7.00 | 233  |         |
| ISFLA      | Time/s | 4.41  | 2.30  | 1.02 | 2.66 | 4.32 | 5.84 | 100  | 12.7    |
|            | Epoches| 2.04  | 1.45  | 1.00 | 2.00 | 3.00 | 4.00 | 6.00 |         |
| MSFLA      | Time/s | 5.52  | 2.45  | 1.51 | 3.55 | 5.64 | 7.52 | 12.13| 100     |
|            | Epoches| 1.71  | 1.16  | 1.00 | 2.00 | 3.00 | 4.00 | 6.00 |         |
| SA-TO-SFLA | Time/s | 4.80  | 6.05  | 0.47 | 1.40 | 3.04 | 5.61 | 53.94| 97.5    |
|            | Epoches| 4.47  | 6.19  | 1.00 | 2.00 | 3.00 | 5.00 | 59.00|         |
| DSFLA      | Time/s | 4.91  | 2.39  | 1.37 | 3.29 | 5.02 | 6.08 | 13.02| 100     |
|            | Epoches| 1.17  | 1.19  | 1.00 | 2.00 | 3.00 | 3.00 | 6.00 |         |
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Figure 6. On the premise that 0.001 is the convergence precision and 200 rounds is the maximum number of iterations, it shows the significant difference between the convergence accuracy of SFLA, ISFLA, MSFLA, SA‐TO‐SFLA, and DSFLA on the four functions: Girewank, Rastrigin, Schaffer, and drop‐wave.

Figure 7. On the premise that 0.001 is the convergence precision and 200 rounds is the maximum number of iterations, the convergence time and standard deviation curve of SFLA, ISFLA, MSFLA, SA‐TO‐SFLA, and DSFLA on the four functions: Girewank, Rastrigin, Schaffer, and drop‐wave.

7. Conclusions

This paper aims to overcome the shortcomings of the SFLA by proposing SA‐TO‐SFLA. SFLA is easy to converge prematurely and easily falls into local optima. Thus, the threshold oscillation strategy is applied to the intermediate subpopulation in the later stage of the SA‐TO‐SFLA convergence, so that the high‐quality subpopulation continues to search for the current local optima to ensure the convergence time, while the oscillatory subpopulation continuously provides the most variant solution, and when the high‐quality solution is obtained, it will immediately exchange information with the optimal subpopulation. The
results show that the convergence time of SA-TO-SFLA on complex functions is decreased greatly with a certain degree of security, and the more complex the function is, the better the performance of the algorithm is. The effectiveness of the algorithm is also verified by the later simulation data.

With the rapid development of AI, SIEA and ANN both perform well in different fields. One of AI’s significant functions is to liberate the human labor force. The combination of SIEA and ANN is a trend. The optimization algorithm of ANN can be replaced by SIEA. In this paper, the SA-TO-SFLA is proposed to optimize the maximum and minimum value of the objective function by simulating the evolution process of frog population, and the convergence time is very short and convergence accuracy are very high.

Potential direction of further work is to combine this algorithm with ANN from two aspects: the first point is to change the optimization algorithm of ANN to the SA-TO-SFLA to test the training time, training accuracy, and generalization ability of ANN; the second point is to take each ANN model as an individual of a frog population and build a small ANN subpopulation. Each ANN model constantly learns from each other, exchanging information, then realizing the collective evolution, and verifying the training time, training accuracy, and generalization ability of the optimal ANN model in the population. According to this, the effectiveness and reliability of SA-TO-SFLA are further verified by combining with the actual application scenarios.
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