Deep Learning with ConvNET Predicts Imagery Tasks Through EEG
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Abstract Deep learning with convolutional neural networks (ConvNets) have dramatically improved learning capabilities of computer vision applications just through considering raw data without any prior feature extraction. Nowadays, there is rising curiosity in interpreting and analyzing electroencephalography (EEG) dynamics with ConvNets. Our study focused on ConvNets of different structures, constructed for predicting imagined left and right movements on a subject-independent basis through raw EEG data. Results showed that recently advanced methods in machine learning field, i.e., adaptive moments and batch normalization together with dropout strategy, improved ConvNets predicting ability, outperforming that of conventional fully-connected neural networks with widely-used spectral features.
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1 Introduction

Machine learning methods together with electroencephalography (EEG) data empowers researchers to interpret neurological activities, and are key components of brain-computer interface (BCI) research field. For instance, such systems can enable locked-in patients to type phone numbers [1], to use wheel-chair [2] and to operate computer explorer [3]. In addition, such systems may be used in prediction onset of epilepsy [4]. Although these successful and promising studies, a general framework for extracting features and learning mechanism with regard to recent advances in machine learning field is still needed.

Deep learning with convolutional neural networks (ConvNets) are of prominent recent advances in machine learning, particularly computer vision. They are the most successfully biologically inspired neural networks since their principles and structures rely on nonscientific hierarchical learning [5]. Following achieving great success in computer vision, it continued in a straight way in sentiment analysis from text [6] and audio processing [7]. Nowadays, handcrafted-features have lost their usefulness with ConvNets capability to reveal prominent features from input data via end-to-end hierarchical representation.

This paper concentrated on a challenging task of predicting imagined left and right movements through raw EEG data with ConvNet on a subject-independent basis with considering 109 number of subjects. In the literature, studies on EEG motor movement/imagery (EEGMMI) database aim to predict imagined movements through use of support vector machine or multi-layer perceptron (MLP) achieved success on either only a subject-dependent basis or a subject-independent basis but for limited subjects. Mostly, it is claimed that this specialized tasks could uniquely predicted just for each individual subject. Additional researches were performed in distinguishing executed and imaginary motor movements [8], [9] that differ form our study in that we concern predicting imagined motor left and right fist movements. Mohammed et al. proposed SVM learning model for predicting motor imagery activities based on wavelet spectral analysis. They have reached accuracy of 84% on a subject independent basis for only 20 subjects [10].

Besides, studies not-using EEGMMI database reached promising results with considering artifact removal at preprocessing and energy and power features [11], proposing Joint Approximate Diagonalization method for handling non sta-
tionary characteristics of EEG that aids in predicting imagined movements [12], integrating magnetoencephalographic (MEG) signals with EEG and converting EEG time-series into 2D mesh-like hierarchy together with convolutional recurrent neural network [13].

EEG data are physically dissimilar to typical 2-D or 3-D images input of ConvNets, they consists of time-series from several electrodes on scalp surface, can be conceptualized as 2-D, voltage varies over time and space, where space refers to electrodes. In neuroscience field, EEG data are assumed to be originated from several dipolar current sources in the brain and they are linear combinations of these. From this perspective, spatial relations should be preserved and are of key components in EEG data to reveal data of high signal-to-noise-ratio from that of low signal-to-noise-ratio. Therefore, adaptation of ConvNets inputs for EEG data should be handled. In addition, design-choices and learning strategies should be compared.

In our study, a design-choice that preserves spatial information of multi-channel EEG data, includes dropout layer [14] and batch-normalization [15] and with different back-propagation methods i.e. RmsPROP [16], Adam [17] and stochastic gradient descent with momentum were evaluated with the same hyper-parameters values i.e. learning rates, regularization constants. To see impacts of ConvNet model on EEG data results of classical spectral features together with traditional fully-connected multilayer perceptron were compared. Results showed that recently advanced methods in machine learning field, i.e. Adam, batch normalization together with dropout strategy, improved predicting ability, outperformed that of conventional fully-connected neural networks with spectral features estimated with Welch periodogram.

2 Materials and Methods

First, information about EEG recordings used in this study and preprocessing were provided. This followed by describing Welch and Morlet wavelet methods of spectral analysis. Next, we explained ConvNet constructed for this study in detail, particularly the design-choice for EEG data. Afterwards, three training strategies were described.

2.1 Database Description

We evaluated predicting imagery left and right movements on publicly available EEGMMI dataset [18] in Physionet [19]. Dataset consists of 160 Hz sampled EEG recordings through 64 electrodes from 109 subjects in the course of 4 motor/imaginary tasks. Each subject performed 14 experimental runs: two one-minute baseline runs (one with eyes open, one with eyes closed), and three two-minute runs of each of the 4 following tasks.

In this study EEG recordings in the course of one of the tasks were considered. The procedure in the selected task is as follows: A target appears on either the left or right side of the screen, the subject imagines opening and closing the corresponding fist until the target disappears. Then the subject relaxes. This trial is repeated 3 times, each repetition has 15 number of right and left labeled segments. Therefore, for each subject there exist 45 number of labeled segments.

2.2 Preprocessing

Preprocessing was performed at a minimum level to enable ConvNet to capture dynamics and characteristics of EEG recordings itself without bias. EEG recordings were filtered above 30 Hz using designed high-pass filter with ordinary 3rd order Butterworth filter.

2.3 Multi-Layer Perceptron

In this study, the network contained two fully-connected hidden layer comprising 100 and 75 nodes, respectively. The training set was segmented in estimation and validation subsets (85 and 15% of the training set respectively). The tangent hyperbolic activation function was used for the hidden layers and output layer. The sequential (in other words, batch size is one) learning strategy was performed for computing gradients. Gradients were computed with steepest descent algorithm and a learning rate of 0.01 was set and kept constant throughout the training process. The training of the network was stopped either at the 100th epoch or whenever the updates of the weights failed to reduce the loss (mean sum squared error) of the validation subset for 15 consecutive times. The status of the neural network was then reverted to the last most successful epoch.

2.4 Welch Method

Welch method includes dividing time series data into overlapped segments, estimating periodogram of windowed each segments using fast fourier transform and averaging [20]. Dividing trials into overlapped segments provides more accurate estimation from non-stationary time series. However using same repetitive information cause problems in spectral analysis. To eliminate such repetitive information due to overlapping segments, non-rectangular windowing methods are used. By this way, amplitude of the data is attenuated at initial and last parts of segments therefore their unnecessary (repetitive) information are decreased. Of several windowing methods, Hann tapering is mostly preferred because it makes
initial and last parts of segments fully equal to zero [21]. Also, averaging enables to estimate periodograms that have relatively lower variance than entire time series.

Each trial, which had a duration of 0.4 second (656 number of data) was split in Hann windowed segments of 0.15 ms length that overlaps 50% with the previous segment—except for the first one and periodograms were estimated with resolution of 1.67. The estimated periodograms of alpha bands (8–12 Hz) with Welch method were used as features to train multi-layer perceptron.

2.5 Deep Convolutional Neural Network

Deep learning with ConvNets [22], [23] are of specialized type of neural networks that particularly process grid-like shaped data. They have strong ability to learn non-linearly separated features by means of discrete convolutions and non-linear activations. In addition employing deep (multiple) layers allow them to represent high-level features as combination of low-level features. For affine transformation, they simply use widely-known discrete convolution operation in at least one of their layer rather than general matrix multiplication. Discrete convolution with weight-sharing enables convolutional layers to be efficient in representation of scale large scale of data (images, audio, etc) and equivariance to translation (that means shifting of input can easily be captured by naturally shifting discrete convolution). Following, elementwise non-linear activation functions i.e. ReLU, LeakyReLU are applied to improve separability of data. Pooling layer is typically applied following convolution layer that compresses (in a way of down-sampling) output groups of discrete convolutions in-line. Changing level of striding in convolutional layer also provides such compression. Pooling operations are generally performed with a function of L2 norm, maximum, mean or weighted mean. Such pooling operations make outputs gain almost invariant to tiny translations of the network input.

In order to predict imagery tasks through EEG signals, we designed a deep ConvNet architecture in Figure 1 inspired by successful study in [24]. It consists of three convolution max-pooling layers, with first layer was dedicated to preserve spatial characteristics of EEG, followed by two traditional convolution layer, two fully-connected layers and a dropout layer (probability was set to 0.5). Batch normalization (1) and rectified unit (ReLU) (2) activation were applied following each discrete convolution operation at convolution layers.

\[ \text{ReLU}(x) = \max(0, x) \]  
\[ H' = \frac{H - \mu}{\sigma} \]

where \( H \) is activation output of any layer to normalize, is a vector including means of each neuron and is a vector including standard deviation of each neuron. The training set was segmented in estimation and validation subsets (85 and 15% of the training set respectively). Gradients were computed at each 100 batches, and weights were updated according to them with learning rate of 0.001 that decreases at level of 0.1 in each 10 epochs. Updating weights were separately realized with using three different approaches; stochastic gradient descend with momentum (SGDM) (momentum value was 0.9) optimization and adaptive moments (Adam) (gradient decay factor, squared gradient decay factor and epsilon constant were 0.9, 0.99 and \( 10^{-8} \), respectively) and RmsPROP (squared gradient decay factor and epsilon constant were 0.99 and \( 10^{-8} \), respectively) adaptive learning optimization. The training of the network was stopped either at the 100th epoch or whenever the updates of the weights failed to reduce the loss (cross entropy) of the validation subset for 15 consecutive times. The status of the ConvNet was then reverted to the last most successful epoch. (Codes for downloading data form remote servers and guides for implementing this study in detail...
2.6 Results and Conclusions

Previous works in the literature predicted imagined hand movements on a subject-independent basis with considering only 20 number of subjects [10]. In this study model, design and generalization capacity of the task were enhanced. We proposed a deep ConvNet approach for this challenging task through raw EEG data on a subject-independent basis with considering 109 number of subjects. For comparison handcrafted spectral features of Welch method were extracted and trained with multilayer perceptron. Confusion matrices and performance measures are detailed in Figure 2.

The fact that MLP with spectral features failed to predict, whereas deep ConvNet models achieved success indicates that the hierarchical feature representation and training strategies in deep ConvNets are suitable to modeling imagined motor movements on a subject dependent basis. In addition Adam and SGD-M optimization techniques provided to reach accuracy of 79.16% that is higher than RmsPROP.

3 Discussion

This study shows that ConvNets allow accurate imagery hand movement predicting, that recent techniques; Adam optimization, batch normalization together with dropout strategy boost performance with raw EEG data, outperforming conventional fully-connected multilayer perceptron with handcrafted spectral features.

Thus, ConvNets can provide robust learning from EEG data with only use of minimum preprocessing. This study also shows that ConvNets can offer promising achievements in neuroscience research field.
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