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Abstract. A subset $S$ of a group $G$ invariably generates $G$ if, when each element of $S$ is replaced by an arbitrary conjugate, the resulting set generates $G$. An invariable generating set $X$ of $G$ is called minimal if no proper subset of $X$ invariably generates $G$. We will address several questions related to the behaviour of minimal invariable generating sets of a finite group.

1. Introduction

The research around invariable generation of groups followed initially two lines. The first was related to the probabilistic invariable generation of finite symmetric groups; the second was concerned with the study of fixed points in group actions. The first began with Dixon in [10], where the following definition was given. For a finite group $G$ and a subset $\{g_1, \ldots, g_d\}$ of $G$, we say that $\{g_1, \ldots, g_d\}$ invariably generates $G$ if $\{g_1^{x_1}, \ldots, g_d^{x_d}\}$ generates $G$ for every choice of $x_i \in G$. The questions raised in [10] received some attention: see [32], [33], [11], [3].

The bridge between invariable generation and permutation groups follows easily from the definition. Indeed, saying that $X$ invariably generates $G$ amounts to saying that, for every transitive action of $G$ on a finite set with more than one element $\Omega$, there exists some element of $X$ acting without fixed points on $\Omega$. For results in this direction, see for instance [40], [12], [35].

While these two lines of research have studied invariable generation mainly for particular classes of groups, it was in [24] and [25] that a systematic approach to the subject was proposed. In [24] (and in [19] independently) it was shown, among other things, that finite simple groups are invariably generated by two elements. In [25] it was considered the problem of in invariably generating infinite groups (with analogue definition). One interesting feature here is that there exist infinite groups that are not invariably generated by any of their subsets. These two papers inspired some research, such as [9], [31], [16], [17].

In this paper we study various questions related to minimal invariable generating sets of finite groups. A (classical) generating set $X$ of $G$ is called minimal if no proper subset of $X$ generates $G$. We denote by $d(G)$ and $m(G)$, respectively, the smallest and the largest cardinality of a minimal generating set of $G$. Analogously, an invariable generating set $X$ of $G$ is called minimal if no proper subset of $X$ invariably generates $G$. We use the notations $d_I(G)$ and $m_I(G)$ for the smallest and the largest cardinality of a minimal invariable generating set of $G$. We also write $\langle X \rangle_I = G$ to denote that $X$ invariably generates $G$.

It is interesting to compare, in various directions, generation and invariable generation. This is partly the purpose of the present paper. For this reason, before explaining in some detail the content of the paper we would like to spend some words about this comparison.
There is a well developed theory of generation of finite groups. On the one side of the story there are soluble groups. Gaschütz [14] gave a formula to compute the minimal number of generators of a finite soluble group in terms of certain ‘local’ and ‘global’ parameters associated to a chief series of the group. On the other side of the story there are nonabelian simple groups. It follows from the Classification of Finite Simple Groups that simple groups are generated by two elements. Various strengthenings of this statement have been studied over the last three decades. In a sense, it is possible to combine the two stories in order to obtain a theory of generation for all finite groups. This can be done using ‘crowns’ (see [7]). The concept of crown was introduced by Gaschütz in [13] for finite soluble groups. Later this notion has been generalised to all finite groups (see for example [23] and [27]). In his paper, Gaschütz analyses the structure of the chief factors of a soluble group $G$ as $G$-modules. Associated with an irreducible $G$-module $A$, there exists a section of the group, called the $A$-crown, which, viewed as a $G$-module, is completely reducible and homogeneous with composition length equal to the number of complemented chief factors $G$-isomorphic to $A$ in any chief series of $G$.

On the contrary, we believe that the theory of invariable generation of finite groups is still poor. There is some systematic way to work for soluble groups, again via the theory of crowns (see Section 2), but outside the soluble world the available methods are unsatisfactory. The reason for this is that the concept of invariable generation is a subtle one.

For instance, an obvious feature of generation is the following: if $x$ and $y$ generate $G$, then $x$ and $xy$ also generate $G$, because we may obtain $y$ as $x^{-1}(xy)$. This apparently innocent property lurks behind more or less all results related to generation. Think for instance to the proof of the crucial result known as Gaschütz Lemma [15], or to the definition of the Product Replacement Algorithm [6]. The latter should remind us how this innocent property allows to create new generating tuples from old ones. The possibility to create new generating tuples is usually important in proofs involving counting arguments.

It is very easy to find examples, even in Sym(3), showing that this innocent property fails for the invariable generation. This constitutes a serious obstacle for extending proofs from the classical to the invariable setting. Moreover, we are aware of no nontrivial way to produce new invariable generating tuples from old ones (except from conjugating the elements, but the tuples obtained in this way can hardly be considered as new ones).

All this said, and with this in mind, let us look closer at the content of the paper. Section 2 is devoted to introduce the background material, mainly about crowns in finite soluble groups.

Section 3 deals with the problem of estimating $m_I(G)$. We will do this for finite soluble groups, showing that $m_I(G) = m(G)$. This inequality is no more true in the general case. We will prove that the difference $m(G) - m_I(G)$ can be arbitrarily large: this statement is somewhat opposite to the known fact (proved in [24] and [9]) that $d_I(G) - d(G)$ can be arbitrarily large. In particular, we will show that $m(G) - m_I(G)$ can be arbitrarily large for the family of symmetric groups, using however the Classification of Finite Simple Groups. On the other hand, in Section 4 we will construct an example for which the Classification Theorem is not needed, and where we can really bound the two numbers $m(G)$ and $m_I(G)$. 
No example is known of a finite group $G$ with $m_I(G) > m(G)$, so we leave open the question whether the inequality $m_I(G) \leq m(G)$ is true for every finite group.

It follows from a result in universal algebra, known as Tarski irredundant basis theorem, that for every positive integer $k$ with $d(G) \leq k \leq m(G)$, $G$ contains a minimal generating set of cardinality $k$. In Section 6 we will try to apply Tarski’s argument to the invariable generation. This however will produce only a weak result, and the natural generalisation of Tarski’s theorem to the invariable setting remains an open problem. Nevertheless, we will prove that such generalisation holds in the soluble case.

A relevant role in the study of the generating properties of a finite group is played by the Frattini subgroup, since it coincides with the set of ‘non-generating’ elements. In Section 7 we will introduce the analogue of the Frattini subgroup from the point of view of the invariable generation. This will allow us to properly state the results of Section 8.

In Sections 8 and 9, extending definitions from [1] we will study the $B_I$-groups, i.e. the finite groups for which $d_I(G) = m_I(G)$, and the groups having the invariable basis property, i.e. the finite groups all of whose subgroups are $B_I$-groups. While we will discuss in great details all the groups having the invariable basis property (in particular there are only four nonsoluble examples), we will only describe the structure of the soluble $B_I$-groups. These have connections with ‘secretive’ $p$-groups, introduced in [26] with different purposes. On the other hand, the unsoluble $B_I$-groups remain largely unexplored.

One last remark. The reader will have noted that most results of the present paper concern finite soluble groups. As we hinted above, our understanding of the invariable generation of this class of groups is better than in general. This depends on the fact that, with some luck, crowns allow to reduce to questions of vector spaces and linear algebra: the ideal environment for generation. However, the reader should be alerted that even for this class of groups the situation is not easy, and many apparently approachable questions still do not find an answer.

2. Preliminaries

We begin with an easy and well known lemma.

**Lemma 2.1.** Let $G$ be a finite group, $X$ be a subset of $G$ and $N$ be an abelian normal subgroup of $G$. Let $\pi : G \to G/N$ denote the natural projection.

(i) $X$ invariably generates $G$ if and only if $X \not\subseteq \bigcup_{g \in G} M^g$ for every maximal subgroup $M$ of $G$.

(ii) If $G$ is nilpotent, then $X$ invariably generates $G$ if and only if it generates $G$.

(iii) If $\pi(X)$ invariably generates $G/N$, and $Y \subseteq N$ generates $N$ as a $G$-module, then $X \cup Y$ invariably generates $G$.

*Proof.* (i) follows immediately from the definition. (ii) follows from (i), since in a finite nilpotent group every maximal subgroup is normal. A proof of (iii) can be found for instance in [25 Lemma 2.10].

In the rest of this section we shall review the notion and the properties of crowns. As we recalled in the introduction, this notion can be given for arbitrary finite groups. In this paper, however, we will use crowns only for soluble groups. For more details, see for instance [2 Section 1.3].
Let $G$ be a finite soluble group, and let $V_G$ be a set of representatives for the irreducible $G$-groups that are $G$-isomorphic to a complemented chief factor of $G$. For $A \in V_G$ let $R_G(A)$ be the smallest normal subgroup contained in $C_G(A)$ with the property that $C_G(A)/R_G(A)$ is $G$-isomorphic to a direct product of copies of $A$ and it has a complement in $G/R_G(A)$. The factor group $C_G(A)/R_G(A)$ is called the $A$-crown of $G$, and it is the socle of $G/R_G(A)$. The positive integer $\delta_G(A)$ defined by $C_G(A)/R_G(A) \cong_G A^{\delta_G(A)}$ is called the $A$-rank of $G$ and it coincides with the number of complemented factors in any chief series of $G$ that are $G$-isomorphic to $A$. Moreover $C_G(A)/R_G(A)$ is complemented in $G/R_G(A)$, so that $G/R_G(A) \cong A^{\delta_G(A)} \rtimes H$ with $H \cong G/C_G(A)$.

**Lemma 2.2.** Let $G$ be a finite soluble group with trivial Frattini subgroup. There exist $A \in V_G$ and a nontrivial normal subgroup $U$ of $G$ such that $C_G(A) = R_G(A) \times U$. If $G$ is nonabelian then $A$ can be chosen with the extra property of being a nontrivial $G$-module.

**Proof.** By [2, Lemma 1.3.6], there exists $A \in V_G$ and a nontrivial normal subgroup $U$ of $G$ such that $C_G(A) = R_G(A) \times U$. Assume that $A$ is a trivial $G$-module. Then $G = C_G(A) = R_G(A) \times U$. Write $R_G(A) = H$, which is nontrivial if $G$ is nonabelian. In this case there exist a crown $C_H(B) \rtimes R_H(B)$ and a nontrivial normal subgroup $W$ of $H$ such that $C_H(B) = R_H(B) \times W$. We have $C_G(B) = C_H(B) \times U$ and $R_G(B) = R_H(B) \times U$, so $C_G(B) = R_G(B) \times W$. This means that we may consider $B$ in place of $A$. It is possible that also $B$ is a trivial $G$-module. In that case $G = C_G(B) = R_G(B) \times W = R_H(B) \times U \times W$, and we can repeat the previous argument with $H$ replaced by $R_H(B)$. Continuing in this way, we obtain a nontrivial irreducible $G$-module satisfying our statement, except in the case when $G$ is abelian.

The following lemma will be applied several times. It says that essentially we need to care only of what happens modulo $U$ and modulo $R_G(A)$.

**Lemma 2.3.** [3] Lemma 4 and Lemma 12] Assume that $G$ is a finite group with trivial Frattini subgroup and let $C = C_G(A), R = R_G(A), U$ be as in the statement of Lemma 2.2. If $K \leq G$ is such that $KU = KR = G$, then $K = G$. In particular, for $g_1, \ldots, g_t \in G$ if $\langle g_1U, \ldots, g_tU \rangle_1 = G/U$ and $\langle g_1R, \ldots, g_tR \rangle_1 = G/R$, then $\langle g_1, \ldots, g_t \rangle_1 = G$.

The following represents the main result for dealing with invariable generation of finite soluble groups.

**Proposition 2.4.** [3] Proposition 8] Let $K$ be a finite soluble group and let $A$ be a faithful nontrivial irreducible $K$-module. We may consider $A$ as a vector space over the field $F = \text{End}_K(A)$. Suppose that $\langle y_1, \ldots, y_t \rangle_1 = K$. Let $\delta$ be a positive integer and let $w_1, \ldots, w_t \in A^\delta$ with $w_i = (w_{i,1}, \ldots, w_{i,\delta})$. Consider the matrix $W$ whose $i$-th column is $w_i$:

$$W = \begin{pmatrix}
  w_{1,1} & \cdots & w_{1,t} \\
  \vdots & \ddots & \vdots \\
  w_{\delta,1} & \cdots & w_{\delta,t}
\end{pmatrix}.$$

Then $y_1w_1, \ldots, y_tw_t$ invariably generate $A^\delta \rtimes K$ if and only if the rows of $W$ (seen as vectors of $A^\delta$) are linearly independent modulo $B = \{(u_1, \ldots, u_t) \in A^t \mid u_i \in [y_i, A], \ i = 1, \ldots, t\}$. 
In particular, there exist elements $w_1, \ldots, w_t \in A^g$ such that $y_1w_1, \ldots, y_tw_t$ invariably generate $A^g \rtimes K$ if and only if
\[
\delta \leq nt - \dim B = \sum_{i=1}^{t} \dim_F C_A(y_i).
\]

We restate this proposition in a slightly different form that will suit better our exposition.

**Corollary 2.5.** In the notation of the previous proposition, for $1 \leq i \leq t$ let $A_i = [y_i, A]$ and $B_i = A/A_i$. Again we consider $A, A_i, B_i$ as vector spaces over the field $F = \text{End}_K(A)$. The entries of the $i$-th column of $W$ may be seen modulo $A_i$, that is, may be seen as elements of $B_i$. Let $Z$ denote this new matrix:
\[
Z = \begin{pmatrix} w_{1,1} + A_1 & \cdots & w_{1,t} + A_1 \\
\vdots & & \vdots \\
w_{\delta,1} + A_1 & \cdots & w_{\delta,t} + A_1 \end{pmatrix} = \begin{pmatrix} b_{1,1} & \cdots & b_{1,t} \\
\vdots & & \vdots \\
b_{\delta,1} & \cdots & b_{\delta,t} \end{pmatrix}.
\]

Then $y_1w_1, \ldots, y_tw_t$ invariably generate $A^g \rtimes K$ if and only if the rows of $Z$ (seen as vectors of $B_1 \times \cdots \times B_t$) are linearly independent.

3. Estimating $m_f(G)$

**Proposition 3.1.** Let $G$ be a finite soluble group. There exists a minimal invariable generating set of cardinality $m = m(G)$.

**Proof.** We argue by induction on $|G|$. By [28 Theorem 2], $m(G)$ coincides with the number of non-Frattini factors in a chief series of $G$. Since $m(G) = m(G/\text{Frat}(G))$, we may assume $\text{Frat}(G) = 1$. Let $N$ be a minimal normal subgroup of $G$ and let $H$ be a complement of $N$ in $G$. By induction there exist $m(G) - 1$ elements $h_1, \ldots, h_{m(G) - 1}$ that form a minimal invariable generating set for $H$. If $n$ is a nontrivial element of $N$, then by Lemma [27] $\{h_1, \ldots, h_{m(G) - 1}, n\}$ is a minimal invariable generating set of $G$.

This shows that, in the soluble case, $m(G) \leq m_f(G)$. The following proposition shows that the other inequality holds as well. Here we use all preliminaries on crowns introduced in Section [3].

**Proposition 3.2.** Let $G$ be a finite soluble group and let $m = m(G)$. If $\{x_1, \ldots, x_t\}$ is a minimal invariable generating set of $G$, then $t \leq m$.

**Proof.** The statement is trivially true if $G$ is nilpotent since, as observed in Lemma [27] in this case the notion of generation and invariable generation coincide. So we may assume that $G$ is soluble but not nilpotent. We prove our statement by induction on $|G|$. We may assume $\text{Frat} G = 1$. Choose a nontrivial $G$-module $A \in \mathcal{V}_G$ such that $R = R_G(A), U, C = C_G(A)$ satisfy the property described in Lemma [24, 22].

There exists a positive integer $\delta$ such that $U \cong G A^\delta$. By [28 Theorem 2], $m = m(G)$ coincides with the number of non-Frattini factors in a chief series of $G$, hence $m = m(G/U) + \delta$. Up to reordering the indices, we may assume that there exists $s \leq t$ such that $x_1, \ldots, x_s$ is a minimal invariable generating set of $G$ modulo $U$. By induction $s \leq m(G/U) = m - \delta$.

We work now in $G = G/R$ and, for every $g \in G$, we set $\overline{g} = gR$. We have $C/R = UR/R \cong U \cong A^\delta$ and $G/R \cong C/R \rtimes H/R$ where $K := H/R$ acts in the
same say on each of the $\delta$ factors of $C/R \cong A^\delta$ and this action is faithful and irreducible. We may identify $G$ with the semidirect product $A^\delta \rtimes K$ and we can write $\bar{x}_i = w_i y_i$, with $w_i \in U = A^\delta$ and $y_i \in K$. Since $\langle x_1 U, \ldots, x_s U \rangle_I = G/U$ and $K \cong G/C$ is an epimorphic image of $G/U$, we deduce that $\langle y_1, \ldots, y_s \rangle_I = K$.

We want to apply Proposition 2.4 and Corollary 2.5 and we employ the notations used there. Moreover, for $1 \leq s < t$ we denote by $Z_{\text{rem}(k)}$ the matrix obtained by $Z$ removing the $k$-th column:

$$Z_{\text{rem}(k)} = \begin{pmatrix} b_{1,1} & \cdots & b_{1,k-1} & b_{1,k+1} & \cdots & b_{1,t} \\ \vdots & & \vdots & & \vdots & \\ b_{\delta,1} & \cdots & b_{\delta,k-1} & b_{\delta,k+1} & \cdots & b_{\delta,t} \end{pmatrix} =: \begin{pmatrix} \rho_{1,k} \\ \vdots \\ \rho_{\delta,k} \end{pmatrix}$$

(here the $\rho_{i,k}$ are row vectors; same below with the $\sigma_{i,k}$), and with $Z_{\text{kee}(k)}$ the matrix obtained by $Z$ keeping only the first $k$ columns:

$$Z_{\text{kee}(k)} = \begin{pmatrix} b_{1,1} & \cdots & b_{1,k} \\ \vdots & & \vdots \\ b_{\delta,1} & \cdots & b_{\delta,k} \end{pmatrix} =: \begin{pmatrix} \sigma_{1,k} \\ \vdots \\ \sigma_{\delta,k} \end{pmatrix}.$$  

Since $\langle w_1 y_1, \ldots, w_s y_s \rangle_I = \bar{G} \cong A^\delta \rtimes K$, we have that the rows of $Z$ are linearly independent. On the other hand, since $\langle x_1, \ldots, x_t \rangle$ is a minimal invariable generating set of $G$, if $s < k \leq t$ then $\langle x_1, \ldots, x_s, x_{s+1}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_t \rangle_I \neq G$. Therefore, by Lemma 2.3 $\langle \bar{x}_1, \ldots, \bar{x}_s, \bar{x}_{s+1}, \ldots, \bar{x}_{j-1}, \bar{x}_{j+1}, \ldots, \bar{x}_t \rangle_I \neq \bar{G}$, and consequently the rows of $Z_{\text{rem}(k)}$ are linearly dependent.

We claim that, for every $s \leq k < t$, adding to $Z_{\text{kee}(k)}$ the $(k+1)$-th column increases dimension of the row space, that is,

$$\dim_F \langle \sigma_{1,k}, \ldots, \sigma_{\delta,k} \rangle < \dim_F \langle \sigma_{1,k+1}, \ldots, \sigma_{\delta,k+1} \rangle. \tag{3.1}$$

Indeed, if the dimension stays the same then the $(k+1)$-th column is useless, i.e., $\dim_F \langle \sigma_{1,t}, \ldots, \sigma_{\delta,t} \rangle = \dim_F \langle \rho_{1,k+1} \ldots, \rho_{\delta,k+1} \rangle$. But the left-hand side is equal to $\delta$, while the right-hand side is strictly smaller than $\delta$: contradiction. Hence the claim is proved.

Since $\dim_F \langle \sigma_{1,t}, \ldots, \sigma_{\delta,t} \rangle = \delta$ we deduce from (3.1) that $t - s \leq \delta$, from which $s \leq t - \delta \leq (m - \delta) + \delta = m$. \hfill \Box

Combining the previous two propositions we deduce the following result.

**Theorem 3.3.** If $G$ is a finite soluble group, then $m(G) = m_I(G)$.

It is easy to find examples of (nonsoluble) groups for which Proposition 3.1 fails, namely, examples of groups $G$ for which $m_I(G) < m(G)$. For instance, $m(\text{Alt}(5)) = 3$ while $m_I(\text{Alt}(5)) = 2$ (this is because any invariable generating set of $\text{Alt}(5)$ must contain an element of order 5 and an element of order 3). On the other hand, we do not have examples of groups for which $m(G) < m_I(G)$, and we raise the following question:

**Question 1.** For a finite group $G$, is it true that $m_I(G) \leq m(G)$?

It seems that often, for a nonabelian finite simple group $G$, the strict inequality $m_I(G) < m(G)$ holds. Still, there exist infinitely many examples in which equality is attained. We postpone the proof of this fact in Section 5, since in Section 4 we will introduce some terminology that will ease the exposition.
One could even ask whether the following strengthening of Question II is true: if $\{x_1, \ldots, x_l\}$ is a minimal invariable generating set of $G$, then there exist $g_1, \ldots, g_m \in G$ such that $\{x_1^{g_1}, \ldots, x_l^{g_m}\}$ is a minimal generating set of $G$. Although we are not able to exhibit a soluble counterexample, the following shows that the statement is not true in general.

**Lemma 3.4.** Let $G = \text{Alt}(29)$ and consider the following three elements:  

- $a = (2,3,4)(5,6,7)(8,9,10,11,12,13,14,15,16,17,18)(19,20,21,22,23,24,25,26,27,28,29),$
- $b = (1,2)(3,4)(5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29),$
- $c = (1,2)(3,4,5,6,7,8)(9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29).$

The set $\{a, b, c\}$ is a minimal invariable generating set of $G$, but for every $x, y, z \in G$, $\{a^x, b^y, c^z\}$ is not a minimal generating set.

**Proof.** It can be easily seen that no proper subgroup of $\text{Alt}(29)$ contains conjugates of $a$, $b$, and $c$, so $\langle a, b, c \rangle = \text{Alt}(29)$. On the other hand, $a$ stabilises $\{1,2,3,4\}$, $\langle b, c \rangle$ stabilises $\{1,2\}$ and $\langle a^2b, c \rangle$ stabilises $\{3,4,5,6,7,8\}$ so $\langle a, b, c \rangle$ is a minimal invariable generating set of $\text{Alt}(29)$. Now we want to show that, in any way we conjugate $a$, $b$, and $c$, two elements are sufficient in order to generate $\text{Alt}(29)$. Without loss of generality we may assume that one of this conjugates is $a$. Let $x, y \in \text{Alt}(29)$. If $\langle a, b^x \rangle \neq \text{Alt}(29)$, then $\langle a, b^x \rangle$ stabilises either $\{1,2,3,4\}$ (in which case $\{1,2,3,4\}$ is mapped into itself by $b$) or $\{1,5,6,7\}$ (in which case $\{1,2,3,4\}$ is mapped to $\{1,5,6,7\}$ by $b$). Without loss of generality we may assume that $a, b, c$, and $x$ stabilise $\{1,2,3,4\}$. If $\langle a, c^y \rangle \neq \text{Alt}(29)$, then it stabilises $\{2,3,4,5,6,7\}$ (and the 6-cycle in the decomposition of $c^y$ permutes the elements of this subset). But then $\langle b^x, c^y \rangle = \text{Alt}(29)$. Indeed two conjugates of $b$ and $c$ either generate $\text{Alt}(29)$ or stabilise the same subset of cardinality 2. But this second possibility does not occur for $b^x$ and $c^y$, indeed the support of the 2-cycle in the decomposition of $b^x$ is contained in $\{1,2,3,4\}$ while the support of the 2-cycle in the decomposition of $c^y$ must be disjoint from $\{2,3,4,5,6,7\}$. \hfill $\square$

If $G$ is a finite group, then $d_I(G) \geq d(G)$ and the difference $d_I(G) − d(G)$ can be arbitrarily large. Proposition 2.5] states that, for every $r \geq 1$, there is a finite group $G$ such that $d(G) = 2$ but $d_I(G) \geq r$. We do not know whether the (somewhat opposite) inequality $m(G) \geq m_I(G)$ is true, but in any case we may exhibit examples in which the difference $m(G) − m_I(G)$ is arbitrarily large.

A first example is given by the symmetric group $\text{Sym}(n)$. It is immediate to check that $\{(1,2), (2,3), \ldots, (n-1,n)\}$ is a minimal generating set for $\text{Sym}(n)$, from which $m(\text{Sym}(n)) \geq n - 1$ (in fact, Whiston [39] showed that $m(\text{Sym}(n)) = n - 1$). The set of transpositions above is far from being an invariable generating set, since all its elements are conjugate. It would be interesting to exhibit ‘elegant’ and ‘large’ minimal invariable generating sets for $\text{Sym}(n)$ (compare with [5], where it is shown that all minimal generating sets of maximal size for $\text{Sym}(n)$ are ‘elegant’).

In any case, an easy argument (see Section 4) shows that, in every finite group $G$, $m_I(G)$ is at most the number of conjugacy classes of maximal subgroups of $G$. Using the Classification of Finite Simple Groups, Liebeck and Shalev [28] showed that the number of conjugacy classes of maximal subgroups of $\text{Sym}(n)$ is of the form $(1/2 + o(1))n$, from which we may deduce

**Theorem 3.5.** $m(\text{Sym}(n)) − m_I(\text{Sym}(n)) \to \infty$ as $n \to \infty$. 

In the next section we will give a more elementary example. With this purpose, we recall that in [30] it is noticed that \( m(A \times B) = m(A) + m(B) \) for every pair of finite groups \( A \) and \( B \).

**Question 2.** Is it true that \( m_1(A) + m_1(B) = m_1(A \times B) \) for every pair \( (A, B) \) of finite groups?

It is easy to see that the inequality \( m_1(A) + m_1(B) \leq m_1(A \times B) \) always holds. Indeed, if \( \{a_1, \ldots, a_r\} \) is a minimal invariable generating set of \( A \) and \( \{b_1, \ldots, b_s\} \) is a minimal invariable generating set of \( B \), then \( \{(a_1, 1), \ldots, (a_r, 1), (1, b_1), \ldots, (1, b_s)\} \) is a minimal invariable generating set of \( A \times B \). Regarding the equality, we are only able to prove a very partial result.

**Proposition 3.6.** Assume that \( A \) and \( B \) are finite groups without common composition factors. Then \( m_1(A \times B) = m_1(A) + m_1(B) \).

**Proof.** Assume that \( g_1 = (a_1, b_1), \ldots, g_m = (a_m, b_m) \) is an invariable generating set of \( G = A \times B \). There exists \( I \subseteq \{1, \ldots, m\} \) such that \( \{a_i \mid i \in I\} \) is a minimal invariable generating set for \( A \) and \( J \subseteq \{1, \ldots, m\} \) such that \( \{b_j \mid j \in J\} \) is a minimal invariable generating set for \( B \). Then \( \{(a_k, b_k) \mid k \in I \cup J\} \) is an invariable generating set for \( A \times B \). So \( m_1(A \times B) \leq m_1(A) + m_1(B) \).

4. **An example:** \( m_I(\text{Alt}(5)^n) \)

Since \( m(\text{Alt}(5)) = 3 \) and \( m(A \times B) = m(A) + m(B) \) for every pair of finite groups \( A \) and \( B \), we have \( m(\text{Alt}(5)^n) = 3n \). We are going to show that \( m(\text{Alt}(5)^n) - m_I(\text{Alt}(5)^n) \to \infty \) as \( n \to \infty \). Indeed we shall prove:

**Proposition 4.1.** \( m_I(\text{Alt}(5)^n) = n \cdot m_I(\text{Alt}(5)) = 2n \).

Notice first that, by what we said in the previous section, \( n \cdot m_I(\text{Alt}(5)) \leq m_I(\text{Alt}(5)^n) \), so it suffices to show \( m_I(\text{Alt}(5)^n) \leq 2n \). Let us introduce some considerations that we shall employ to prove the previous proposition. A minimal invariable generating set of \( G \) cannot contain two conjugate elements so it may be identified with a subset of set \( C(G) \) of the conjugacy classes of \( G \). For every maximal subgroup \( M \) of \( G \) denote by \( M^* \) the subset of \( C(G) \) consisting of the conjugacy classes of \( G \) with non-empty intersection with \( M \). Let \( C_1, \ldots, C_t \) be a set of distinct conjugacy classes of \( G \) and, for every \( 1 \leq i \leq t \), choose a representative \( g_i \in C_i \). We have that \( \langle g_1, \ldots, g_t \rangle \subseteq G \) if and only if \( \{g_1, \ldots, g_t\} \not\subseteq \cup_{g \in G} M^g \) (i.e. \( \{C_1, \ldots, C_t\} \not\subseteq M^* \) for all maximal subgroups \( M \) of \( G \)).

Let \( \mathcal{M}(G) = \{M^* \mid M \text{ a maximal subgroups of } G\} \).

We say that a subset \( \{X_1, \ldots, X_t\} \) of \( \mathcal{M}(G) \) is independent if, for every \( 1 \leq i \leq t \), the intersection \( \cap_{j \neq i} X_j \) is properly contained in \( \cap_j X_j \). We denote by \( \iota(G) \) the largest cardinality of an independent subset of \( \mathcal{M}(G) \).

**Lemma 4.2.** \( m_I(G) \leq \iota(G) \).

**Proof.** Let \( m = m_I(G) \) and let \( \{x_1, \ldots, x_m\} \) be a minimal invariable generating set of \( G \). For \( 1 \leq i \leq m \) let \( C_i \) be the conjugacy class of \( G \) containing \( x_i \). For every \( 1 \leq i \leq m \), there exists a maximal subgroup \( M_i \) of \( G \) such that \( \{C_1, \ldots, C_{i-1}, C_{i+1}, \ldots, C_m\} \subseteq M_i^* \) but \( C_i \not\subseteq M_i^* \). It follows that \( \{M_1^*, \ldots, M_m^*\} \) is an independent subset of \( \mathcal{M}(G) \), and therefore \( m \leq \iota(G) \). \( \square \)
Proposition 4.3. $\iota(\text{Alt}(5)^n) \leq 2n$.

Proof. We have 5 conjugacy classes $C_1, C_2, C_3, C_4, C_5$ in $\text{Alt}(5)$ with representatives 1, (1,2)(3,4), (1,2,3), (1,2,3,4,5), (1,5,4,3,2). Notice that $C_1 = C_{1}^{-1}$, $C_2 = C_{2}^{-1}$, $C_3 = C_{3}^{-1}$, while $C_5 = C_{5}^{-1}$ and $C_4 = C_{4}^{-1}$. Moreover a maximal subgroup of $\text{Alt}(5)$ is isomorphic to $\text{Alt}(4)$, $\text{Sym}(3)$ or $D_{10}$ and $\mathcal{M}(\text{Alt}(5))$ contains only two elements: $Y_1 = \{ C_1, C_2, C_3 \}$ and $Y_2 = \{ C_1, C_2, C_4, C_5 \}$. Let $\Omega = \{ C_1, C_2, C_3, C_4, C_5 \}$, $\Omega^* = \{ C_1, C_3, C_4, C_5 \}$, $\Delta = \Omega^n$ and $\Delta^* = (\Omega^*)^n$. Notice that we are identifying the elements of $\Delta$ with the conjugacy classes of $\text{Alt}(5)^n$.

Let $G = \text{Alt}(5)^n$. A maximal subgroup $M$ of $G$ can be of two different kinds:

1. there exist $1 \leq i \leq n$ and a maximal subgroup $Y$ of $\text{Alt}(5)$ such that $(x_1, \ldots, x_n) \in M$ if and only if $x_i \in Y$ (product type).
2. there exist $1 \leq i < j \leq n$ and $\phi \in \text{Aut}(\text{Alt}(5))$ such that $(x_1, \ldots, x_n) \in M$ if and only if $x_j = x_i^\phi$ (diagonal type).

As a consequence, the elements of $\mathcal{M}(G)$ are of the following kinds:

1. $A_i = \{ (\omega_1, \ldots, \omega_n) \in \Delta \mid \omega_i \in Y_1 \}$,
2. $B_i = \{ (\omega_1, \ldots, \omega_n) \in \Delta \mid \omega_i \in Y_2 \}$,
3. $C_{i,j} = \{ (\omega_1, \ldots, \omega_n) \in \Delta \mid \omega_i = \omega_j \}$,
4. $D_{i,j} = \{ (\omega_1, \ldots, \omega_n) \in \Delta \mid \omega_i = \omega_j^{-1} \}$.

We now assume that $\{ X_1, \ldots, X_l \}$ is an independent subset of $\mathcal{M}(G)$ and we set $\Delta_i = X_1 \cap \cdots \cap X_i$, $\Delta_i^* = \Delta_i \cap \Delta^*$. Moreover let $\Lambda_i$ be the set of the $j \in \{ 1, \ldots, n \}$ such that $\omega_j \notin \{ C_4, C_5 \}$ for every $(\omega_1, \ldots, \omega_n) \in \Delta_i$.

We may assume that there exist $a, b$ such that

- If $i \leq a$ then there exists $I_i = (r_i, s_i)$ such that $X_i \in \{ C_{r_i,s_i}, D_{r_i,s_i} \}$.
- If $a < i \leq a + b$ then $X_i = A_r$ for some $r$.
- If $a + b < i$ then $X_i = B_r$ for some $r$.

For $i \leq a$, let $r_i$ be the smallest equivalence relation on $\{ 1, \ldots, n \}$ containing all the pairs $(r_j, s_j)$ with $j \leq i$. We may assume, up to reordering the indices, that there exists $a_1 \leq a$ such that for every $2 \leq i \leq a_1$ the relation $r_{i-1}$ is finer than $r_i$, while $r_i = r_{a_1}$ if $i > a_1$. We can describe how $\Delta_{a_1}$ looks like. Assume that $B_1, \ldots, B_l$ are the equivalence classes of the relation $r_{a_1}$. Then $\Delta_{a_1}$ is a product of $l$ ‘diagonal subsets’ each of cardinality 5: if $i_1, i_2 \in B_j$ for some $1 \leq j \leq l$, then there exists $\epsilon_{i_1, i_2} = \pm 1$ such that $\omega_{i_1} = \omega_{i_2}^{\epsilon_{i_1, i_2}}$ for every $(\omega_1, \ldots, \omega_n) \in \Delta_{a_1}$. In particular, since $l \leq n - a_1$, we have

$$|\Delta_{a_1}| = 5^l \leq 5^{n-a_1} \text{ and } |\Delta_{a_1}^*| \leq 4^{n-a_1}.$$  

Now assume $a_1 < i \leq a$. There exists an equivalence class $B_j$ of $r_{a_1}$ containing $r_i$ and $s_i$ and $\eta = \pm 1$, that $\omega_{s_i} = \omega_{r_i}^\eta$ for every $(\omega_1, \ldots, \omega_n) \in X_i$. As we noticed above, there already exists $\epsilon = \epsilon_{r_i,s_i}$ such that $\omega_{s_i} = \omega_{r_i}^\epsilon$ for every $(\omega_1, \ldots, \omega_n) \in \Delta_{a_1}$. We must have $\eta = -\epsilon$ (otherwise $\Delta_{a_1} \cap X_i = \Delta_{a_1}$), and consequently $\omega_{s_i} = \omega_{r_i} = \omega_{r_i}^{-1}$, (i.e. $\omega_{r_i} \notin \{ C_4, C_5 \}$) for every $(\omega_1, \ldots, \omega_n) \in \Delta_i$. In particular

$$|\Delta_i^*| \leq \frac{|\Delta_{i-1}^*|}{2}.$$ 

Notice also that $|\Lambda_{a_1}| = 0$ and $|\Lambda_a| \geq a_2$, where we set $a_2 = a - a_1$.

Now assume $a < i \leq a + b$: again when we consider the intersection $\Delta_{i-1} \cap X_i$ we add the restriction that $\omega_i$ cannot belong to $\{ C_4, C_5 \}$, so $i \notin \Lambda_a$ (otherwise
of \(G\) set (the conditions on \(X\) imply that any two elements of \(X\) are of order coprime to \(p\)).

Finally let \(a + b < i\). We may assume that there exists \(c_1\) such that \(X_i = B_i\) with \(r \in \Lambda_{a+b}\) if and only if \(i \leq a + b + c_1\). If \(a + b < i \leq a + b + c_1\), then

\[
|\Delta^*_i| \leq \frac{|\Delta^*_{i-1}|}{2}.
\]

Moreover \(|\Lambda_{a+b}| \geq a_2 + b\).

Remark that, with analogous proof, the statement holds also for \(p > 1\).

Proof. In [22] it was shown that, for \(p > 31\), \(m(\text{PSL}(2, p)) = 3\), hence it remains to prove \(m_f(\text{PSL}(2, p)) = 3\). Let \(G_p = \text{PSL}(2, p)\). The subgroup structure of this group is well known, and we refer the reader to [36, Chapter 3, Section 6] for detailed information. In particular, the condition \(p \equiv 1 \mod 3\) gives that the isomorphism classes of maximal subgroups of \(G_p\) are exactly the following: dihedral groups \(D_{p-1}\) and \(D_{p+1}\) of order \(p-1\) and \(p+1\), a Borel subgroup \(B\) of order \(p(p-1)/2\), \(H = \text{Alt}(5)\) and \(K = \text{Sym}(4)\).

Consider \(X = \{x, y, z\}\) where \(|x| = 3\), \(|y| = 4\) and \(|z| = 5\). No proper subgroup of \(G_p\) contains elements of order 3, 4 and 5, hence \(X\) is an invariable generating set (the conditions on \(p\) imply that, while \(B\) and \(D_{p-1}\) contain elements of order 4 and 5, they do not contain elements of order 3). Moreover, in \(G_p\), every element of order coprime to \(p\) can be conjugate inside a fixed dihedral group, hence whenever \(|a| = |b| \geq 3\) and \(\gcd(p, |a|) = 1\), we have \(a^{G_p} \cap \langle b \rangle \neq \emptyset\). Then, order considerations imply that any two elements of \(X\) can be conjugate inside a suitable maximal subgroup of \(G_p\). This shows that \(m_f(G_p) \geq 3\).

For the other inequality, we employ the notation used in Section 4. We will show \(\iota(G_p) \leq 3\), so that \(m_f(G_p) \leq 3\) by Lemma 4.2. All subgroups isomorphic to \(B\) are conjugate, and all involutions are conjugate, hence \(M(G_p)\) consists of \(D_{p-1}^*, D_{p+1}^*, B^*, H^*, K^*\). We have that \(B^* \cap D_{p+1}^* = D_{p-1}^* \cap D_{p+1}^*\) is the conjugacy class of involutions, which belongs to every member of the list. Moreover, \(D_{p-1}^* \subseteq B^*\). This easily implies \(\iota(G_p) \leq 3\).
6. The Tarski Irredundant Basis Theorem

A nice result in universal algebra, due to Tarski and known with the name of Tarski irredundant basis theorem (see [37], or [4] Theorem 4.4), implies that, for every positive integer \( k \) with \( d(G) \leq k \leq m(G) \), \( G \) contains a minimal generating set of cardinality \( k \). A natural question is whether there exists a similar result for the invariable generation. Tarski’s theorem relies on an elementary but clever counting argument which is quite flexible and can be adapted to several different situations. However, as we shall see in this section, using this argument we are able to obtain only a weak and partial result. In order to see the problems in applying Tarski irredundant basis theorem to the invariable generation, we find it is interesting to sketch the proof of this partial result.

Tarski’s theorem is based on the notion of closure operator ([4, Definition 5.1]), which is a function \( C \), from and to subsets of \( G \), such that \( X \subseteq C(X) \), \( C(Y) \subseteq C(X) \) if \( Y \subseteq X \), and \( C(C(X)) = C(X) \). In case of generation, one defines \( C(X) = \langle X \rangle \). For the argument, it is important that \( C(X) = G \) if and only if \( X \) generates \( G \) (this is obviously true in the case when we define \( C(X) = \langle X \rangle \)). We should have this property also in the case of invariable generation. If \( X = \{ x_1, \ldots, x_t \} \), the first definition that comes to mind is then

\[
C(X) = X \cup \left( \bigcap_{(g_1, \ldots, g_t) \in G^t} \langle x_1^{g_1}, \ldots, x_t^{g_t} \rangle \right).
\]

Artificially, we have imposed \( X \subseteq C(X) \), and monotonicity is immediate. What is not immediate from the definition, but straightforward to check, is that \( C \) is also idempotent. Moreover, it is not difficult to show that \( C(X) = G \) if and only if \( \langle X \rangle_I = G \). Therefore we have a closure operator, and we may be on the right track.

Now if we define, for \( n, k \geq 1 \),

\[
C_n(X) = \bigcup_{Y \subseteq X, |Y| \leq n} C(Y), \quad C^1_n(X) = C_n(X), \quad C^{k+1}_n(X) = C_n(C^k_n(X)),
\]

following [4] we may call a finite group \( G \) invariable \( n \)-ary if \( C(X) = \bigcup_{i \in \mathbb{N}} C^i_n(X) \) for every subset \( X \) of \( G \). Using this notion, it is possible to bound the ‘gap’ that can occur between minimal invariable generating sets. More precisely, if we denote by \( \text{IrrB}_I(G) \) the set of the positive integers \( n \) such that \( G \) has a minimal invariable generating set of size \( n \), we have the following

**Theorem 6.1.** Let \( G \) be an invariable \( n \)-ary finite group, with \( n \geq 2 \). If \( i < j \) with \( i, j \in \text{IrrB}_I(G) \) such that \( \{i + 1, \ldots, j - 1 \} \cap \text{IrrB}_I(G) = \emptyset \), then \( j - i \leq n - 1 \).

**Proof.** Follows from the proof of [4] Theorem 4.4. \( \square \)

**Corollary 6.2.** If \( G \) is an invariable \( 2 \)-ary finite group then, for every \( d_I(G) \leq k \leq m_I(G) \), there exists a minimal invariable generating set of size \( k \).

Notice that a finite group \( G \) is invariable \( 2 \)-ary if the following holds: for every \( X \subseteq G \), if \( C_2(X) = X \) then \( C(X) = X \).

We see some problems in this approach. The first is that, although Theorem 6.1 does give a bound, we are not able to give a structural interpretation of the property of being invariable \( n \)-ary. Moreover, in case of nilpotent groups the closure...
operators defined for generation and for invariable generation need not coincide (remember that, instead, the notions of generation and invariable generation do coincide). Finally, the following result shows that Theorem 6.1 cannot give any absolute bound.

Lemma 6.3. For every integer \( n \geq 2 \), there exists a finite group \( G \) which is not invariable \( n \)-ary.

Proof. Let \( n \geq 2 \). Assume we prove that there exists a finite group \( G \) with the following property: \( d_1(G) \geq n + 1 \) and there exists \( g \in G \) that does not lie in any proper normal subgroup of \( G \). Then, if we set \( X = G \setminus \{g\} \), we have that \( \langle X \rangle_t = G \) (since \( |G \setminus \cup_{g \in G} M^g| \geq |M| \) for every proper subgroup \( M \) of \( G \)). Hence \( C(X) = G \nleq X \). On the other hand, for every \( x_1, \ldots, x_n \in G \), \( N := \bigcap_{y_i \in G} \langle x_1^{q_1}, \ldots, x_n^{q_n} \rangle \) is a proper normal subgroup of \( G \), hence \( g \notin N \). This shows that \( C_n(X) \subseteq X \), from which it follows that \( G \) is not invariable \( n \)-ary.

We are left to exhibit a group with the property described above. For a supersoluble example, consider \( G = P \rtimes Q \), where \( P \cong C_p^n \) and \( Q \cong C_q \) for primes \( p \) and \( q \), with \( q \) dividing \( p - 1 \), and \( Q \) acts on each copy of \( C_p \) as multiplication in the field \( \mathbb{F}_p \). It can be easily seen that \( d_1(G) = n + 1 \). Moreover every proper normal subgroup of \( G \) is contained in \( P \), so we can take in the role of \( g \) any element of \( G \setminus P \).

Summarising, in order to apply Tarski irredundant basis theorem to the invariable generation we would need to define a closure operator \( C \) on the set of subsets of \( G \) with the following two properties:

1. \( C(X) = G \) if and only if \( \langle X \rangle_t = G \),
2. \( C(X) = \bigcup_{i \in \mathbb{N}} C^i_2(X) \) for every subset \( X \) of \( G \).

We are not able to find a closure operation satisfying (1) different from the one introduced above. However this fails property (2). So the following question remains open.

Question 3. Let \( G \) be a finite group. Is it true that for every \( d_1(G) \leq k \leq m_1(G) \), there exists a minimal invariable generating set of \( G \) of cardinality \( k \)?

We are able to prove that the answer is affirmative in the particular case of finite soluble groups.

Theorem 6.4. Let \( G \) be a finite soluble group and let \( m = m(G) \). If \( \{x_1, \ldots, x_t\} \) is a minimal invariable generating set of \( G \), with \( t < m \), then there exists a minimal invariable generating set of \( G \) of cardinality \( t + 1 \).

Proof. The beginning of the proof is very similar to that of Proposition 6.2. As we did there, we prove our statement by induction on \( |G| \). We may assume that \( G \) is soluble but not nilpotent, the statement for nilpotent groups being easy to check (without applying Tarski’s theorem). Again we may assume \( \text{Frat} G = 1 \), and we choose a nontrivial \( G \)-module \( A \in V_G \) such that \( R = R_G(A) \), \( U, C = C_G(A) \) satisfy the property described in Lemma 2.2. We let \( \delta \) be such that \( U \cong G \cdot A^\delta \). By Theorem 2, \( m = m(G/U) + \delta \). Up to reordering the indices, we may choose \( s \leq t \) such that \( x_1, \ldots, x_s \) is a minimal invariable generating set of \( G \) modulo \( U \).

In addition to what done in the proof of Proposition 6.2, we further choose, as we may, a complement \( H \) of \( U \) in \( G \) with \( R \leq H \). For \( 1 \leq i \leq t \), we write \( x_i = u_i h_i \) with \( u_i \in U \) and \( h_i \in H \).
We work in $G = G/R$ and, for every $g \in G$, we set $\overline{g} = gR$. We may identify $G$ with the semidirect product $A^t \rtimes K$ with $K = H/R$. Since $(x_1 U, \ldots, x_t U)_{ij} = G/U$ and $K \cong G/C$ is an epimorphic image of $G/U$, we deduce that $(\overline{x_1}, \ldots, \overline{x_t})_i = K$.

As in the proof of Proposition 3.2, we want to apply Proposition 2.4 and Corollary 2.5 and we employ the notations used there. A technical, but important, step here is that we pick complements for $A_i$ in $A$. Namely, for $1 \leq i \leq t$ we decompose $A$ as $A = A_i \oplus C_i$. Here the $C_i$ play the role of the $B_i$ in Proposition 3.2 and Corollary 2.5 with the advantage (not apparent yet) that they are subspaces of $A$. Then, if we denote by $c_{j,i}$ the projection of $w_{j,i} \in A$ onto $C_i$, the matrix $Z$ of Corollary 2.5 is replaced by

$$Z = \begin{pmatrix} c_{1,1} & \cdots & c_{1,t} \\ \vdots & \ddots & \vdots \\ c_{\delta,1} & \cdots & c_{\delta,t} \end{pmatrix}$$

Moreover, for $1 \leq k \leq t$ the matrices $Z_{\text{rem}}(k)$ and $Z_{\text{kee}}(k)$ of Proposition 3.2 become here

$$Z_{\text{rem}}(k) = \begin{pmatrix} c_{1,1} & \cdots & c_{1,k-1} & c_{1,k+1} & \cdots & c_{1,t} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ c_{\delta,1} & \cdots & c_{\delta,k-1} & c_{\delta,k+1} & \cdots & c_{\delta,t} \end{pmatrix}$$

$$Z_{\text{kee}}(k) = \begin{pmatrix} c_{1,1} & \cdots & c_{1,k} \\ \vdots & & \vdots \\ c_{\delta,1} & \cdots & c_{\delta,k} \end{pmatrix}$$

As in Proposition 3.2, the rows of $Z$ (seen as vectors of $C_1 \times \cdots \times C_t \leq A^t$) are linearly independent, while, for every $s < k \leq t$, the rows of $Z_{\text{rem}}(k)$ are linearly dependent.

One observation. The definition of $C_i$, hence of the $c_{j,i}$, depend upon the element $h_i$. Then, once the $c_{j,i}$ have been defined, the $h_i$ have somewhat done their work (concerning generation modulo $R$), and we do not need to care about them anymore. Indeed, we only need to care of linear dependence of the rows of $Z$ inside $C_1 \times \cdots \times C_t$ or, equivalently, inside $A^t$. Then also the $C_i$ are not important anymore. This gives the possibility to suitably modify, to ‘clean’ in some sense, the elements $x_i$ without affecting their property of invariable generation.

As a first example, if we denote by $\overline{w}_i \in A^t \cong U$ the $i$-th column of $Z$, we may replace $x_i$ with

$$\overline{x}_i = \begin{cases} \overline{w}_i h_i & \text{if } i \leq s \\ \overline{w}_i & \text{otherwise.} \end{cases}$$

It is easy to see that $\{\overline{x}_1, \ldots, \overline{x}_t\}$ is a minimal invariable generating set of $G$. Indeed, by the choice of $s$ the set invariably generates modulo $U$ and it is not possible to remove one among the first $s$ elements. On the other hand, all the considerations regarding the invariable generation modulo $R$ are not affected, because they concern linear dependence of the rows of $Z$, and this matrix does not change in passing from $x_i$ to $\overline{x}_i$. This implies that $\{\overline{x}_1, \ldots, \overline{x}_t\}$ invariably generates $G$ minimally.

Now choose a subset $J = \{i_1, \ldots, i_u\}$ of $\{1, \ldots, s\}$ minimal with respect to the property that the $\delta$ vectors

$$(c_{j,i_1}, \ldots, c_{j,i_u}, c_{j,s+1}, \ldots, c_{j,t})$$
for $1 \leq j \leq \delta$ are linearly independent. The arguments applied in the previous paragraph imply that we still obtain a minimal invariable generating set if we replace $\vec{x}_j = \vec{w}_j h_j$ with $h_j$ for every $j \in \{1, \ldots, s\} \setminus J$. So from now on we will assume $\vec{w}_j = 0$ for every $j \in \{1, \ldots, s\} \setminus J$.

If $J \neq \emptyset$, then we obtain a minimal invariable generating set of size $t + 1$ by replacing $\vec{x}_{i_1} = \vec{w}_{i_1} h_{i_1}$ with the two elements $\vec{w}_{i_1}$ and $h_{i_1}$.

So we may assume $J = \emptyset$, from which it follows that the first $s$ columns of $Z$ are zero. For convenience, we may remove from the matrix $Z$ such columns. The rank of the matrix clearly does not change. We call the matrix obtained in this way again $Z$.

$$Z = \begin{pmatrix} c_{1,s+1} & \cdots & c_{1,t} \\ \vdots & \ddots & \vdots \\ c_{\delta,s+1} & \cdots & c_{\delta,t} \end{pmatrix}$$

For $s < k \leq t$, we remove the first $s$ columns in $Z_{\text{rem}(k)}$ and $Z_{\text{kee}(k)}$. Again, the rows of $Z$ are linearly independent (i.e. $\text{rank} Z = \delta$), while for $s < k \leq t$ the rows of $Z_{\text{rem}(k)}$ are linearly dependent (i.e. $\text{rank} Z_{\text{rem}(k)} < \delta$).

Now the same argument as in the end of Proposition 3.2 shows that for $s \leq k < t$, rank $Z_{\text{kee}(k)} < \text{rank} Z_{\text{kee}(k+1)}$. Let

$$n_1 = \text{rank} Z_{\text{kee}(s+1)}, \quad n_2 = \text{rank} Z_{\text{kee}(s+2)} - \text{rank} Z_{\text{kee}(s+1)}, \ldots,$$

$$n_1 - s = \text{rank} Z_{\text{kee}(t)} - \text{rank} Z_{\text{kee}(t-1)}.$$

Notice that $n_1 + \cdots + n_1 - s = \delta$, and $1 \leq n_i \leq n$ for every $i$. Let now $F = \text{End}_H(A)$ and $n = \dim_F A$. Fixing a basis for $A$ as an $F$-vector space, we may identify each element of $A$ as a vector of $F^n$. Denote by $e_i$ the vector of $F^n$ all of whose entries are 0, except the $i$-th which is 1, and consider the block matrix

$$Y = \begin{pmatrix} e_1 & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots \\ e_{n_1} & 0 & \cdots & 0 \\ 0 & e_1 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & e_{n_2} & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & e_1 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & e_{t-s} \end{pmatrix}$$

Using the definition of the $e_i$, it is easy to check that we still obtain a minimal invariable generating set if we replace $Z$ with $Y$. More precisely, if we consider the $i$-th column of $Y$ as an element $\vec{y}_{k+s}$ of $U \cong A^\delta$, we get that $\{\vec{x}_1, \ldots, \vec{x}_s, \vec{y}_{s+1}, \ldots, \vec{y}_t\}$ is a minimal invariable generating set of $G$.

Assume first that there exists $i \in \{1, \ldots, s - t\}$ with $n_i > 1$. Then $\vec{y}_{k+i} \in A^\delta$ has at least two nonzero entries, and it suffices to split $\vec{y}_{k+i}$ in two vectors: if we define

$$\vec{z}_1 = (0, \ldots, 0, e_1, \ldots, e_{n_i-1}, 0, 0, \ldots 0),$$

$$\vec{z}_2 = (0, \ldots, 0, 0, \ldots, 0, e_{n_i}, 0, \ldots, 0),$$

then $\vec{y}_{k+i} = \vec{z}_1 + \vec{z}_2$ and $\{\vec{x}_1, \ldots, \vec{x}_s, \vec{y}_{s+1}, \ldots, \vec{y}_t, \vec{z}_1, \vec{z}_2\}$ is a minimal invariable generating set of $G$. The rest follows analogously for other cases.
then the set \( \{ \bar{x}_1, \ldots, \bar{x}_s, \bar{y}_{s+1}, \ldots, \bar{y}_t \} \cup \{ \bar{z}_1, \bar{z}_2 \} \setminus \{ \bar{y}_{s+i} \} \) is a minimal invariable generating set of size \( t + 1 \).

Assume finally \( n_i = 1 \) for every \( i \in \{1, \ldots, t-s\} \). In this case \( t-s = \delta \). Since \( t < m = m(H) + \delta \), we get \( s < m(H) \). Then, by induction, there exists a minimal invariable generating set \( \{ \tilde{k}_1, \ldots, \tilde{k}_{s+1} \} \) of \( H \) of cardinality \( s + 1 \). It follows that \( \{ \tilde{k}_1, \ldots, \tilde{k}_{s+1}, \bar{x}_{s+1}, \ldots, \bar{x}_t \} \) is a minimal invariable generating set of \( G \) of cardinality \( t + 1 \). \( \square \)

7. The invariable Frattini

The Frattini subgroup \( \text{Frat}G \) of a finite group \( G \) is defined as the intersection of all maximal subgroups of \( G \). An important feature of this subgroup is that it coincides with the elements of \( G \) that are useless in generating \( G \). More precisely, \( \text{Frat}G \) coincides with the set of elements of \( G \) that can be dropped from every generating set of \( G \) (without compromising generation). This feature implies that the generation properties of \( G \) are essentially the same as those of \( G/\text{Frat}G \). Therefore, if we are interested in generation we can factor out \( \text{Frat}G \) with no harm. This considerably simplifies the situation, since the structure of Frattini-free groups is much more transparent than that of general groups (at least for soluble groups: think of how many times we applied Lemma 2.2 and Lemma 2.3).

Here we shall define the analogue of the Frattini subgroup from the point of view of the invariable generation. This will allow us to properly state the results of Section 8. For every subgroup \( M \) of \( G \), set \( \tilde{M} = \bigcup_{g \in G} M^g \). Consider the set \( \Sigma = \Sigma(G) \) of all maximal members of the set of all \( \tilde{H} \), where \( H \) varies among the proper subgroups of \( G \). Set \( \text{Frat}_I(G) = \bigcap_{\tilde{M} \in \Sigma} \tilde{M} \).

**Lemma 7.1.** \( \text{Frat}_I(G) \) coincides with the set of elements of \( G \) that can be dropped from any invariable generating set.

**Proof.** Assume \( x \in \text{Frat}_I(G) \) and assume \( x \cup X \) invariably generates \( G \) for some set \( X \). If \( X \) does not invariably generate \( G \) then \( X \subseteq \tilde{M} \) for some \( \tilde{M} \in \Sigma \), hence \( x \cup X \subseteq \tilde{M} \), against the assumption of invariable generation. Conversely, assume \( x \notin \text{Frat}_I(G) \); choose \( \tilde{M} \) such that \( x \notin \tilde{M} \). Then, by the maximality of \( \tilde{M} \) it follows that \( \langle x \cup \tilde{M} \rangle_I = G \), and clearly \( x \) cannot be omitted from this invariable generating set. \( \square \)

By the previous lemma, \( \text{Frat}_I(G) \) plays, for the invariable generation, the same role played by the Frattini subgroup for the usual generation. Unfortunately \( \text{Frat}_I G \) need not be a subgroup. For instance, if \( G = \text{Alt}(5) \) then \( \text{Frat}_I(G) \) is the set of all involutions of \( G \) – hence it generates \( G \).

Notice that if \( \tilde{K} \in \Sigma(G) \), then \( \tilde{K} \) is a maximal subgroup of \( G \) and clearly if \( M \) is a maximal subgroup of \( G \) and \( \tilde{M} \subseteq \tilde{K} \) then there exists a maximal subgroup \( \tilde{M} \) of \( G \) such that \( \tilde{K} \in \Sigma(G) \) and \( M \subseteq \tilde{M} \subseteq \tilde{K} \), hence, by definition, \( \text{Frat}G \subseteq \text{Frat}_I G \). This, if we want, is the reason why we can factor out \( \text{Frat}G \) also in the invariable setting.

Notice that \( \text{Frat}_I G \) is defined in a strange manner. Indeed, we do not intersect the \( \tilde{M} \)'s for \( M \) running among all maximal subgroups of \( G \); we take instead only the maximal sets among the \( \tilde{M} \)'s. This is important for the proof of Lemma 7.1. However, we do not know whether this is really necessary, and we propose the following
Question 4. For a finite group $G$, does $\text{Frat}_I G$ coincide with the intersection of all $\tilde{M}$, where $M$ runs among all maximal subgroups of $G$?

What we do know is that the two concepts are different a priori, meaning that there may exist maximal subgroups $M_1$ and $M_2$ such that $\tilde{M}_1$ is properly contained in $\tilde{M}_2$. For example in $G = \text{Alt}(6)$ one can consider $M_1 \cong \text{Sym}(4)$ and $M_2 \cong 3^2 : 4 \cong (\text{Sym}(3) \wr \text{Sym}(2)) \cap \text{Alt}(6)$. Then $\tilde{M}_2$ is the set of the elements of $G$ of order different from 5, while $\tilde{M}_1$ does not contain elements of order 5 and moreover contains only one of the two conjugacy classes of elements of order 3. Hence $\tilde{M}_1 \not\subseteq \tilde{M}_2$. Nevertheless, once again this phenomenon cannot occur in the soluble world.

Lemma 7.2. Assume that $G$ is a finite soluble group and let $M_1, M_2$ be two maximal subgroups of $G$. If $\tilde{M}_1 \subseteq \tilde{M}_2$, then $\tilde{M}_1 = \tilde{M}_2$.

Proof. We prove the statement by induction on the order of $G$. We may assume $\text{Frat}(G) = 1$. Choose a nontrivial $G$-module $A \in \mathcal{Y}_G$ such that $R = R_G(A), U, C = C_G(A)$ satisfy the property described in Lemma 2.2. We further choose a complement $H$ of $U$ in $G$ with $R \leq H$. We denote by $\mathcal{M}_1$ the set of the maximal subgroups of $G$ containing $U$ and by $\mathcal{M}_2$ the set of the maximal subgroups of $G$ supplementing $U$. If $M \in \mathcal{M}_2$ then, by Lemma 2.3 $R \subseteq M$ and $M = WH^u$ with $W$ a maximal $H$-submodule of $U$ and $u \in U$. Assume now $\tilde{M}_1 \subseteq \tilde{M}_2$. We consider the different cases:

1. $M_1, M_2 \in \mathcal{M}_1$. In this case $\tilde{M}_1/U \subseteq \tilde{M}_2/U$, so by induction $\tilde{M}_1/U = \tilde{M}_2/U$, and consequently $\tilde{M}_1 = \tilde{M}_2$.

2. $M_1, M_2 \in \mathcal{M}_2$. We have $M_1 = W_1 H^{u_1}$ and $M_2 = W_2 H^{u_2}$. If $W_1 \neq W_2$, then $(M_1^{p_1}, M_2^{p_2}) = G$ for every $g_1, g_2 \in G$, hence we cannot have neither the inclusion $\tilde{M}_1 \subseteq \tilde{M}_2$ nor the inclusion $\tilde{M}_2 \subseteq \tilde{M}_1$. If $W_1 = W_2$ then $M_1$ and $M_2$ are conjugates and $\tilde{M}_1 = \tilde{M}_2$.

3. $M_1 \in \mathcal{M}_1$ and $M_2 \in \mathcal{M}_2$. In this case $(M_1^{p_1}, M_2^{p_2}) = G$ for every $g_1, g_2 \in G$ and, as above, we cannot have neither $\tilde{M}_1 \subseteq \tilde{M}_2$ nor $\tilde{M}_2 \subseteq \tilde{M}_1$. □

In particular, it follows from the previous lemma that Question 4 has an affirmative answer in case of finite soluble groups.

We make another little regression before going on with the next, more substantial, section. It is well known that if a prime $p$ divides the order of a finite group $G$, then it divides also the order of $G/\text{Frat}(G)$. In particular, $G \setminus \text{Frat}(G)$ contains elements whose order is divisible by $p$. The analogue statement for invariable generation is false in general. For instance, if $G = \text{Alt}(5)$ then $G \setminus \text{Frat}(G)$ does not contain elements whose order is divisible by 2.

Notice that in the case of classical generation we can say a little more, namely, we can say that $G \setminus \text{Frat}(G)$ contains elements of $p$-power order. This follows from the fact that it is always possible to lift an element without affecting the set of prime divisors of its order. For soluble groups, the corresponding ‘invariable’ statement is true as well, although for the proof we invoke Hall’s theorems.

Lemma 7.3. Let $G$ be a finite soluble group. If a prime $p$ divides $|G|$, then the set $G \setminus \text{Frat}_I(G)$ contains elements of $p$-power order.

Proof. Consider a chief series of $G$, choose a nontrivial element from every complemented chief factor, and lift it to an element of $G$ of prime power order. It is easy
to check that these elements together form an invariable generating set; we may therefore extract a minimal invariable generating set $X$. If $X$ did not contain any element of $p$-power order, then Hall’s theorems would imply $X \subseteq \hat{K}$, where $K$ is a Hall $p$-complement, contradicting the fact that $\langle X \rangle_I = G$. \hfill \Box

We apply this to prove a lemma that we will need in the following section. Unless otherwise stated, here and in the following sections modules are written multiplicatively, so that 1 denotes the identity element.

**Lemma 7.4.** Let $H$ be a finite soluble group, and let $V$ be an $H$-module of finite $p$-power order. If $C_V(h) = 1$ for every $h \in H \setminus \text{Frat}_I(H)$, then $p$ does not divide $|H|$.

**Proof.** Assume by contradiction that $p$ divides $|H|$. Then, by Lemma 7.3 there exists $h \in H \setminus \text{Frat}_I(H)$ of $p$-power order. Now we may construct $G = V \rtimes \langle h \rangle$. This is a finite $p$-group, hence $V \cap Z(G) \neq 1$, from which $C_V(h) \neq 1$, contradicting the hypothesis. \hfill \Box

8. **$B_I$-groups**

A finite group $G$ is called a $B$-group if $d(G) = m(G)$. The letter $B$ refers to the word ‘basis’, since the property $d(G) = m(G)$ is a fundamental one for finite dimensional vector spaces. A classification of the Frattini-free $B$-groups is given in [H Theorem 1.4]: $G$ is a Frattini-free $B$-group if and only if one of the following holds:

1. $G$ is an elementary abelian $p$-group for some prime $p$;
2. $P \rtimes Q$, where $P$ is an elementary abelian $p$-group and $Q$ is a nontrivial cyclic $q$-group, for distinct primes $p \neq q$, such that $Q$ acts faithfully on $P$ and the $Q$-module $P$ is a direct sum of $m(G) - 1$ isomorphic copies of one simple module.

We may give a similar definition for the invariable generation: a finite group $G$ is called a $B_I$-group if $d_I(G) = m_I(G)$. It turns out that $B$-groups are $B_I$-groups (we include this statement in Proposition 8.2 below). Indeed, $B$-groups are soluble. Moreover, $m(G) = d(G) \leq d_I(G) \leq m_I(G) = m(G)$, where the last equality follows from Theorem 5.3 (one can also check directly that the groups in (1) and (2) are $B_I$-groups).

The converse implication is false. For example $d_I(\text{Alt}(5)) = m_I(\text{Alt}(5)) = 2$, so $\text{Alt}(5)$ is a $B_I$-group but not a $B$-group. Another example is the following. Since $\text{Alt}(5) \cong \text{SL}(2, 4)$ we may consider $G = \text{ASL}(2, 4) \cong V \rtimes \text{Alt}(5)$, where $V$ is a 2-dimensional vector space over the field $\mathbb{F}_4$ with four elements. The elements of order 3 and 5 in $\text{Alt}(5)$ act fixed-point-freely on $V$, so if $g \in G$ either $|g|$ divides 4 or $g$ is conjugate to an element of order 3 or 5 in $\text{Alt}(5)$. If $X$ is an invariable generating set of $G$, then $X$ contains necessarily an element of order 3, an element of order 5 and a 2-element with a nontrivial power in $V$; but three elements of this kind invariably generate $G$, so $d_I(G) = m_I(G) = 3$.

In this section we want to study the structure of soluble $B_I$-groups. First notice that there exist soluble $B_I$-groups that are not $B$-groups. Indeed the quaternion group $Q_8$ is isomorphic to an irreducible subgroup of $\text{GL}(2, 3)$ and we may consider $G = V \rtimes Q_8$ where $V$ is a 2-generated vector space over the field $\mathbb{F}_3$. The action of $Q_8$ on $V$ is fixed-point-free, which implies that no element of $G$ has order 6, so
an invariable generating set of $G$ must contain two elements of order 4 and one element of order 3, and consequently $d_1(G) = 3 = m_1(G)$.

It turns out that the soluble $B_t$-groups which are not $B$-groups are, in a sense, generalisations of the above example.

**Lemma 8.1.** Assume that $H$ is a finite soluble group and that $N$ is a faithful irreducible $H$-module. Then $G = N \rtimes H$ is a $B_t$-group if and only if the following conditions hold:

1. $H$ is a $B_t$-group.
2. $C_N(h) = 1$ for every $h \in H \setminus \text{Frat}_t(H)$.

**Proof.** Notice that if $\langle h_1, \ldots, h_t \rangle_I = H$ and $1 \neq n \in N$, then by Lemma 7.4, $\langle h_1, \ldots, h_t, n \rangle_I = G$. Moreover, by Proposition 2.3, there exist $n_1, \ldots, n_t \in N$ such that $\langle h_1n_1, \ldots, h_tn_t \rangle_I = G$ if and only if $C_N(h_i) = 1$ for some $1 \leq i \leq t$. So $G$ is a $B_t$-group if and only if all the minimal invariable generating sets of $H$ have the same cardinality (i.e. $H$ is a $B_t$-group) and whenever an element $h$ of $H$ appears in some minimal invariable generating set of $H$ (i.e. whenever $h \notin \text{Frat}_t(G)$), then $C_N(h) = 1$.

**Proposition 8.2.** Let $G$ be a finite soluble group. Then $G$ is a $B_t$-group if and only if one of the following occurs:

1. $G$ is a $B$-group;
2. $G / \text{Frat}(G) \cong N \rtimes H$ where $H$ is a $B_t$-group, $N$ is a faithful irreducible $H$-module and $C_N(h) = 1$ for every $h \in H \setminus \text{Frat}_t(H)$. In particular, by Lemma 7.4, $H$ and $N$ have coprime orders.

**Proof.** We may assume $\text{Frat}(G) = 1$. Let $m = m_t(G) = m(G)$ and $F = \text{Fit} G$. We have that $F$ has a complement $H$ in $G$ and that $F = N_1 \times \cdots \times N_t$ where $N_i$ is an irreducible $H$-module. First we claim that $N_i \cong N_j$ for every $i \neq j$. Indeed assume for example $N_1 \ncong N_2$. Choose $1 \neq x_1 \in N_1$ and $1 \neq x_2 \in N_2$ and let $x = x_1x_2$. Take a set $\{y_1, \ldots, y_{m-2}\}$ of invariable generators of $G$ modulo $N_1N_2$ and consider $X = \{y_1, \ldots, y_{m-2}, x\}$. Assume that there exist $g_1, \ldots, g_{m-2}, g \in G$ such that $Y := \langle y_1^g, \ldots, y_{m-2}^g, x^g \rangle \neq G$. It follows that $Y$ is a common complement of $N_1$ and $N_2$, but this implies $N_1 \cong N_2$, a contradiction. So $\langle X \rangle_I = G$ and $d_t(G) \leq m - 1 < m = m_t(G)$, against the assumption that $G$ is a $B_t$-group. So our claim has been proved and we may assume $F \cong N^t$ for a suitable irreducible $G$-module $N$. Let $K = \text{End}_H N$ and $n = \dim_K N$. Recall that $F = C_G(F)$ and $G/F$ is isomorphic to a subgroup of $\text{GL}(q, n)$, being $q = |K|$. There are three cases:

(a) $N$ is central. In this case $G = F$ is an elementary abelian $p$-group.
(b) $N$ is non central and $n = 1$: in this case $G/F$ is cyclic: but then $m_t(G/F) = d_t(G/F) = 1$, hence $G/F$ is a $q$-group for some prime $q$ not dividing $|N|$. We conclude that $G = F \rtimes Q$, where $F$ is an elementary abelian $p$-group and $Q$ is a nontrivial cyclic $q$-group, for distinct primes $p \neq q$, such that $Q$ acts faithfully on $F$ and the $Q$-module $F$ is a direct sum of $m(G) - 1$ isomorphic copies of one simple module.
(c) $N$ is non central and $n \neq 1$. We claim that this implies $t = 1$. Indeed $G = N^t \rtimes H$ satisfies the hypothesis of Proposition 2.3. Suppose $t \neq 1$, let $\{y_1, \ldots, y_{m-1}\}$ be an invariable generating set of $H$ and take $y_{m-t+1} =
\[
\cdots = y_{m-1} = 1. \text{ Since }
\sum_{1 \leq i \leq m-1} \dim_K C_N(y_i) \geq \sum_{m-t < i \leq m-1} \dim_K C_N(y_i) = n(t-1) \geq 2(t-1) \geq t, \]
there exist \(w_1, \ldots, w_{m-1} \in N^t\) such that \(G = (y_1w_1, \ldots, y_{m-1}w_{m-1})I\), but then \(d_I(G) \leq m-1 < m_I(G)\), a contradiction.

In cases (a) and (b) \(G\) is a \(B\)-group, and it was already observed that \(B\)-groups are \(B_I\)-groups. In case (c) we may apply Lemma 8.1 to conclude that \(G\) is a \(B_I\)-group if and only if the condition in (2) is satisfied.

To construct \(B_I\)-groups that are not \(B\)-groups, we have to look for non-cyclic \(B\)-groups \(H\) admitting a faithful irreducible \(H\)-module \(N\) with the property that \(C_N(h) = 1\) for every \(h \in H \setminus \text{Frat}_I(H)\), and construct then \(G = N \times H\).

For example, the dicyclic group \(H\) of order 12 is a \(B_I\)-group and has an irreducible and fixed-point-free action on the 2-dimensional vector space \(V\) over the field with 13 elements, so \(N \times H\) is a \(B_I\)-group of order \(12 \cdot 13^2\) which is not a \(B\)-group.

We can also take \(H\) to be a non-cyclic \(p\)-group. In this case, however, the only possibility to have an irreducible fixed-point-free action is when \(p = 2\) and \(H\) is a generalised quaternion group [33 10.5.5]. If we want examples with \(p\) odd, we need finite \(p\)-groups \(H\) with an irreducible action on a module \(N\) which is not fixed-point-free, but such that \(C_N(y) = 1\) for every \(y \notin \text{Frat}_H = \text{Frat}_I H\).

Interestingly, the \(p\)-groups with this property have been studied with different purposes. They have been called ‘secretive’ in [26]. Wall [38] proved that for each prime \(p\) and integer \(d \geq 2\) there exists a finite secretive \(p\)-group \(P\) with \(d(P) = d\). Therefore we have several examples of soluble \(B_I\)-groups which are not \(B\)-groups.

Outside the soluble case we know almost nothing. The problem of investigating the finite unsoluble \(B_I\)-groups is entirely open.

9. Invariable basis property

A group \(G\) has the basis property if and only if \(d(H) = m(H)\) for every \(H \leq G\). The groups with this property are classified in [1 Corollary A.1]. In a similar way we can say that \(G\) has the invariable basis property if \(d_I(H) = m_I(H)\) for every \(H \leq G\). If \(G\) has the invariable basis property, then every cyclic subgroup of \(G\) has prime-power order. The groups all of whose elements have prime-power order are called CP-groups. They are studied in [20].

**Lemma 9.1.** Let \(G\) be a finite group and let \(N\) be a soluble normal subgroup of \(G\). Denote by \(t\) the number of non-Frattini factors lying below \(N\) in a chief series passing through \(N\). If \(g_1N, \ldots, g_dN\) is a minimal invariable generating set of \(G/N\), then \(G\) admits a minimal invariable generating set of cardinality \(d + t\).

**Proof.** The proof is by induction on \(t\), so it suffices to prove this statement in the particular case when \(N\) is a non-Frattini minimal normal subgroup of \(G\). In this case there exists a complement \(H\) of \(N\) in \(G\). For every \(i\), we can write \(g_i = h_in_i\) with \(h_i \in H\) and \(n_i \in N\). For \(1 \neq n \in N\), by Lemma 2.1 \(\{h_1, \ldots, h_d, n\}\) is a minimal invariable generating set of \(G\).

**Lemma 9.2.** Let \(G\) be a finite group and let \(N\) be a soluble normal subgroup of \(G\). If \(G\) has the invariable basis property, then \(G/N\) also has the invariable basis property.
Proof. Follows immediately from Lemma \[9,1\] \[□\]

**Proposition 9.3.** Suppose that \( G \) is a finite soluble group with \( \text{Frat}(G) = 1 \). Then \( G \) satisfies the invariable basis property if and only if one of the following occurs.

1. \( G \) is an elementary abelian \( p \)-group.
2. \( G = P \times Q \), where \( P \) is an elementary abelian \( p \)-group and \( Q \) is a nontrivial cyclic \( q \)-group, for distinct primes \( p \neq q \), such that \( Q \) acts faithfully on \( P \) and the \( Q \)-module \( P \) is a direct sum of isomorphic copies of one simple module.
3. \( G = N \rtimes H \), where \( H \) is a generalised quaternion group, the action of \( H \) on \( N \) is irreducible and \( |N| = p^2 \) where \( p \) is a prime with \( p \equiv 3 \mod 4 \). In this case \( H \) coincides with the Sylow 2-subgroup of \( \text{SL}(2,p) \).

**Proof.** \( G \) is in particular a \( B_I \)-group, so it satisfies one of the two possibilities described in Proposition \[8,2\]. If \( G \) is a \( B \)-group, then \( G \) satisfies (1) or (2). Otherwise \( G = N \rtimes H \) where \( N \) is \( H \)-irreducible, \( \dim_{\text{End}_H(N)} N \neq 1 \), \( C_N(h) = 1 \) for every \( h \in H \setminus \text{Frat}(H) \) and \( (|H|,|N|) = 1 \). Moreover \( G \) is a soluble CP-group so, by \[31\] Theorem 1, \( G \) has order divisible by at most 2 primes. Since \((|H|,|N|) = 1\), we conclude that \( H \) has prime power order. Since every element of \( G \) has prime power order, we also deduce that \( H \) acts fixed-point freely on \( N \). By \[31, 10.5.5\], \( H \) is cyclic or generalised quaternion. However we may exclude the first case, since it implies \( \dim_{\text{End}_H(N)} N = 1 \).

Let us first consider the case \( H = Q_8 \), the quaternion group. Assume \( |N| \) is a power of \( p \), being \( p \) an odd prime. Let \( F_p \) be the field with \( p \) elements. We have, up to equivalence, a unique faithful irreducible \( F_pQ_8 \)-representation, say \( \phi_p \), and this representation has degree 2. Indeed choose \( a,b \) in \( F_p \) such that \( a^2 + b^2 = -1 \). Then \( \phi_p : Q_8 \to \text{GL}(2, F_p) \) is defined by setting

\[
\phi_p(i) = \begin{pmatrix} a & b \\ b & -a \end{pmatrix}, \quad \phi_p(j) = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix}, \quad \phi_p(k) = \begin{pmatrix} b & -a \\ -a & -b \end{pmatrix}.
\]

Since

\[
\phi_p(-1) = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix},
\]

\( Q_8 \) acts fixed-point-freely on \( N = F_p^2 \) and \( G = N \rtimes Q_8 \) is a \( B_I \)-group. Notice that \( \phi_p(i), \phi_p(j) \) and \( \phi_p(k) \) have minimal polynomial \( x^2 + 1 \).

If \( p \equiv 1 \mod 4 \), then there is \( c \in F_p \) such that \( c^2 = -1 \), hence we may choose \( (a,b) = (c,0) \) and \( \phi_p(i) \) has eigenvalues \( c \) and \( -c \). In this case consider \( X = N \rtimes \langle i \rangle \), where \( N = \langle w_1, w_2 \rangle \) with \( w_1 = cw_1 \) and \( w_2 = -cw_2 \). We have \( X = \langle w_1 + w_2, i \rangle \), so \( 2 = d_I(X) < m_I(X) = 3 \) and \( G \) does not satisfy the invariable basis property. It follows that \( p \equiv 3 \mod 4 \).

Consider now the general case \( G = V \rtimes Q_{2^n} \), where \( V \) is an elementary abelian \( p \)-group and \( Q_{2^n} \) is the generalised quaternion group

\[
Q_{2^n} = \langle x, y \mid x^{2^{n-1}} = 1, y^2 = x^{2^{n-2}}, y^{-1}xy = x^{-1} \rangle.
\]

Suppose that this group has the invariable basis property. In particular \( K = \langle x^{2^{n-1}}, y \rangle \cong Q_8 \) is a subgroup of \( Q_{2^n} \) and \( V \rtimes K \) is a subgroup of \( G \). Since \( G \) has the invariable basis property, \( V \rtimes K \) is a \( B_I \)-group, hence by Proposition \[8,2\] \( V \) is a faithful irreducible \( K \)-module. It follows that \( |V| \leq p^2 \) and \( Q_{2^n} \) can be identified with a subgroup of \( \text{GL}(2,p) \). Since \( V \rtimes K \) has the invariable basis property, we conclude again \( p \equiv 3 \mod 4 \). Moreover, \( y \) is an element of order 4 of \( \text{GL}(2,p) \),
hence its characteristic polynomial is \( t^2 + 1 \) and consequently \( \det y = 1 \). Let \( \alpha \) and \( \beta \) be the eigenvalues of \( x \) (in the algebraic closure of \( F_p \)). Since \( x \) and \( x^{-1} \) are similar matrices we have \( \{ \alpha, \beta \} = \{ \alpha^{-1}, \beta^{-1} \} \), from which \( \beta = \alpha^{-1} \) and \( \det x = 1 \). Hence \( Q_{2^n} \leq SL(2, p) \). We deduce from [18 Chap. 2, Theorem 8.3 (ii)] that \( Q_{2^n} \) coincides with a Sylow \( p \)-subgroup of \( SL(2, p) \).

Conversely, it is not difficult to see that if \( G \) satisfies (1), (2) or (3), then \( G \) has the invariable basis property.

\[ \square \]

**Corollary 9.4.** Let \( G \) be a finite soluble group with the invariable basis property. Then \( G = P \times Q \), where \( P \) and \( Q \) are Sylow subgroups of \( G \) and the action of \( Q \) on \( P \) is fixed-point-free. In particular \( Q \) is cyclic or generalised quaternion.

**Proof.** Let \( F = \text{Frat}(G) \). By Proposition 9.3 \( G/F = X \times Y \) where \( X \) is a \( p \)-group, \( Y \) is a \( q \)-group and \( p \) and \( q \) are distinct primes. Since \( F \) is nilpotent and contains no element of order \( p \cdot q \), we deduce that \( F \) is either a \( p \)-group or a \( q \)-group. Assume by contradiction that \( F \) is a nontrivial \( q \)-group and let \( P \) be a Sylow \( p \)-subgroup of \( G \). Clearly \( FP \) is a normal subgroup of \( G \), so by the Frattini argument, \( G = FPN_G(P) = FN_G(P) = N_G(P) \). But then both \( P \) and \( F \) are normal in \( G \), so \([P,F] = 1\) and \( G \) contains an element of order \( p \cdot q \), a contradiction. Therefore \( F \) is a \( p \)-group and the statement follows.

\[ \square \]

While we did not study unsoluble \( B_f \)-groups, the invariable basis property is restrictive enough to allow, with the help of the results in [20], a characterisation of all groups having this property. In particular, there are only four unsoluble groups sharing it.

**Lemma 9.5.** Let \( G \) be a nonabelian finite simple group. Then \( G \) has the invariable basis property if and only if it is isomorphic to one of the following:

(1) \( L_2(5), L_2(8) \).
(2) \( Sz(8), Sz(32) \).

**Proof.** \( G \) must be a CP-groups, so by [20 Proposition 3] \( G \) is isomorphic to one of the following:

(1) \( L_2(q) \) for \( q = 5, 7, 8, 9, 17 \).
(2) \( L_3(4) \).
(3) \( Sz(8), Sz(32) \).

However, \( L_2(7), L_2(9), L_2(17) \) and \( L_3(4) \) have a subgroup isomorphic to \( \text{Sym}(4) \): since \( 2 = d_I(\text{Sym}(4)) \neq m_I(\text{Sym}(4)) = 3 \), these groups do not have the invariable basis property. We analyse the remaining cases:

- \( G = L_2(5) \cong \text{Alt}(5) \). We have already noticed that \( d_I(G) = m_I(G) = 2 \). It can be easily seen that if \( H \) is a proper subgroup of \( G \) then either \( H \) is a \( p \)-group or \( H \) is non cyclic with \( m_I(H) = 2 \). Hence \( G \) has the invariable basis property.
- \( G = L_2(8) \). An element of \( G \) can have order 1, 2, 3, 7, 9 and there are three conjugacy classes of maximal subgroups: \( F_{56}, D_{18}, D_{14} \). The minimal invariable generating sets of \( G \) are precisely the sets consisting of two elements, one of order 7, the other of order 3 or 9, so \( d_I(G) = m_I(G) = 2 \). It can be easily seen that if \( H \) is a proper subgroup of \( G \) then either \( H \) is a \( p \)-group or \( H \) is non cyclic with \( m_I(G) = 2 \).
• $G = \text{Sz}(8)$. An element of $G$ can have order 1, 2, 4, 5, 7, 13 and there are four conjugacy classes of maximal subgroups: $2^{3+3} : 7$ (the Frattini subgroup has order 8, and the factor group over the Frattini subgroup has a unique minimal normal subgroup, of order 8), $13 : 4$, $5 : 4$, $D_{14}$. The minimal invariable generating sets of $G$ are precisely the sets consisting of two elements $x, y$ such that $\{|x|, |y|\} = \{4, 7\}, \{5, 7\}, \{5, 13\}$ or $\{7, 13\}$. Again it can be easily seen that if $H$ is a proper subgroup of $G$ then either $H$ is a $p$-group or $H$ is non-cyclic with $m_1(G) = 2$.

• $G = \text{Sz}(32)$. An element of $G$ can have order 1, 2, 4, 5, 25, 31, 41 and there are four conjugacy classes of maximal subgroups: $2^{5+5} : 31$ (the Frattini subgroup has order 32, and the factor group over the Frattini subgroup has a unique minimal normal subgroup, of order 32), $41 : 4$, $25 : 4$ (the Frattini subgroup has order 5), $D_{62}$. The minimal invariable generating sets of $G$ are precisely the sets consisting of two elements $x, y$ such that $\{|x|, |y|\} = \{5, 31\}, \{25, 31\}, \{25, 41\}$ or $\{31, 45\}$. Again it can be easily seen that if $H$ is a proper subgroup of $G$ then either $H$ is a $p$-group or $H$ is non-cyclic with $m_1(G) = 2$.

\[\square\]

**Corollary 9.6.** Let $G$ be a finite nonsoluble group. Then $G$ has the invariable basis property if and only if $G \leq \{L_2(5), L_2(8), \text{Sz}(8), \text{Sz}(32)\}$.

**Proof.** We have to prove only the direct implication. $G$ is a CP-group so by [20 Proposition 2], there are normal subgroups $1 \leq N \leq M \leq G$ such that $G/M$ is soluble, $M/N = S$ is a finite nonabelian simple group and $N$ is a 2-group. By Lemmas 9.2 and 9.3 $M/N \in \{L_2(5), L_2(8), \text{Sz}(8), \text{Sz}(32)\}$; we want to show $M = G$ and $N = 1$.

It follows from Propositions 4 and 5 in [20] that $M = G$. Notice that $S$ contains a subgroup isomorphic to the dihedral group of order $2 \cdot p$, with $p = 5$ if $S = L_2(5)$, $p = 7$ if $S \in \{L_2(8), \text{Sz}(8)\}$, $p = 31$ if $S = \text{Sz}(32)$. So there exists a subgroup $H$ of $G$ containing $N$ and with the property that $H/N \cong D_{2p}$. Since $H$ satisfies the invariable basis property, we deduce from Corollary 9.4 that $H$ has a normal Sylow $p$-subgroup, say $P$, and consequently $N \leq C_G(P)$. Since $G$ cannot contain elements of order $2 \cdot p$, we conclude $N = 1$.

\[\square\]

**References**

1. P. Apisa and B. Klopsch, A generalization of the Burnside basis theorem, J. Algebra 400 (2014), 8–16.
2. A. Ballester-Bolinches and L. M. Ezquerro, Classes of finite groups, Mathematics and Its Applications (Springer), vol. 584, Springer, Dordrecht, 2006.
3. G. Britto, C. Fowler, M. Junge and A. Levy, Ewens sampling and invariable generation, Combinatorics, Probability and Computing (2018), 1-39.
4. S. Burris and H. P. Sankappanavar, A course in universal algebra. Graduate Texts in Mathematics, 78. Springer-Verlag, New York-Berlin, 1981. xvi+276 pp. ISBN: 0-387-90578-2.
5. P. J. Cameron and P. Cara, Independent generating sets and geometries for symmetric groups, Journal of Algebra 258(2) (2002), 641–650.
6. F. Celler, C. R. Leedham-Green, S. H. Murray, A. C. Niemeyer and E. A. O’Brien, Generating random elements of a finite group, Communications in algebra, 23(13) (1995), 4931–4948.
7. E. Detomi and A. Lucchini, Crowns and factorization of the probabilistic zeta function of a finite group, J. Algebra, 265(2) (2003), 651–668.
8. E. Detomi and A. Lucchini, Invariable generation with elements of coprime prime-power orders, J. Algebra 423 (2015), 683–701.
9. E. Detomi and A. Lucchini, Invariable generation of prosoluble groups, Israel J. Math. 211 (2016), 481–491.
10. J. D. Dixon, Random sets which invariably generate the symmetric group, Discrete Math. 105 (1992), 25–39.
11. S. Eberhard, K. Ford and B. Green, Invariable generation of the symmetric group, Duke Math. J. 166(8) (2017), 1573–1590.
12. J. Fulman and R.M. Guralnick, Derangements in simple and primitive groups, in: A.A. Ivanov, M.W. Liebeck, J. Saxl (Eds.), Groups, Combinatorics and Geometry, Durham 2001, World Sci. Publ., River Edge, NJ (2003), 99–121.
13. W. Gaschütz, Praefrattinigruppen, Arch. Math. 13 (1962), 418–426.
14. W. Gaschütz, Die Eulersche Funktion endlicher auflösbarer Gruppen, Illinois J. Math. 3 (1959), 469–476.
15. W. Gaschütz, Zu einem von B.H. und H. Neumann gestellten Problem, Mathematische Nachrichten 14 (1955), 249–252.
16. T. Gelander, Convergence groups are not invariably generated, International Mathematics Research Notices 2015(19) (2014), 9806–9814.
17. T. Gelander and C. Meiri, The congruence subgroup property does not imply invariable generation, Int. Math. Res. Not. IMRN 2017, no. 15, 4625–4638.
18. D. Gorenstein, Finite groups. Second edition. Chelsea Publishing Co., New York, 1980.
19. R. Guralnick and G. Malle, Simple groups admit Beauville structures, J. Lond. Math. Soc. (2) 85(3) (2012) 694–721.
20. H. Heineken, On groups all of whose elements have prime power order, Math. Proc. R. Ir. Acad. 106A (2006), no. 2, 191–198.
21. G. Higman, Finite groups in which every element has prime power order, J. London Math. Soc. 32 (1957), 335–342.
22. S. Jambor, The minimal generating sets of $\text{PSL}(2, p)$ of size four, LMS J. Comput. Math 16 (2013), 419–423.
23. P. Jiménez-Seral and J. Lafuente, On complemented nonabelian chief factors of a finite group, Israel J. Math. 106 (1998), 177–188.
24. W. M. Kantor, A. Lubotzky and A. Shalev, Invariable generation and the Chebotarev invariant of a finite group, J. Algebra 348 (2011), 302–314.
25. W. M. Kantor, A. Lubotzky and A. Shalev, Invariable generation of infinite groups, J. Algebra 421 (2015), 296–310.
26. L. G. Kovács, J. Neubüser and B. H. Neumann, On finite groups with “hidden” primes. J. Austral. Math. Soc. 12 (1971), 287–300.
27. J. Lafuente, Crowns and centralizers of chief factors of finite groups, Comm. Algebra 13 (1985), 657–668.
28. M. W. Liebeck and A. Shalev, Maximal subgroups of symmetric groups, Journal of combinatorial theory, Series A 75(2) (1996), 341–352.
29. A. Lucchini, The largest size of a minimal generating set of a finite group, Arch. Math. (Basel) 101(1) (2013), 1–8.
30. A. Lucchini, Minimal generating sets of maximal size in finite monolithic groups, Arch. Math. (Basel) 101(5) (2013), 401–410.
31. A. Lucchini, The Chebotarev invariant of a finite group: A conjecture of Kowalski and Zywina, Proc. Amer. Math. Soc. 146(11) (2018), 4549–4562.
32. T. Luczak and L. Pyber, On random generation of the symmetric group, Combin. Probab. Comput. 2 (1993), 505–512.
33. R. Pemantle, Y. Peres and I. Rivin, Four random permutations conjugated by an adversary generate $S_n$ with high probability, Random Struct. Alg. 49 (2016), 409–428.
34. D. Robinson, A course in the theory of groups, Graduate Texts in Mathematics, 80 Springer-Verlag, New York, 1993.
35. A. Shalev, A theorem on random matrices and some applications, J. Algebra 199 (1998) 124–141.
36. M. Suzuki, Group theory. Vol. 247. Springer, 1982.
37. A. Tarski, An interpolation theorem for irredundant bases of closure operators, Discrete Math. 12(2) (1975), pp. 185–192.
38. G. E. Wall, Secretive prime-power groups of large rank. Bull. Austral. Math. Soc. 12(3) (1975), 365–369.
39. J. Whiston, Maximal independent generating sets of the symmetric group, J. Algebra 232 (2000), 255–268.
40. J. Wiegold, Transitive groups with fixed-point-free permutations, Arch. Math. (Basel) 27 (1976), 473–475.

Daniele Garzoni, Università degli Studi di Padova, Dipartimento di Matematica “Tullio Levi-Civita”, email: daniele.garzoni@phd.unipd.it
Andrea Lucchini, Università degli Studi di Padova, Dipartimento di Matematica “Tullio Levi-Civita”, email: lucchini@math.unipd.it