Toward High-Throughput Artificial Intelligence-Based Segmentation in Oncological PET Imaging
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Synopsis: Artificial intelligence (AI) techniques for image-based segmentation have garnered much attention in recent years. Convolutional neural networks (CNNs) have shown impressive results and potential towards fully automated segmentation in medical imaging, and particularly PET imaging. To cope with the limited access to annotated data needed in supervised AI methods, given tedious and prone-to-error manual delineations, semi-supervised and unsupervised AI techniques have also been explored for segmentation of tumors or normal organs in single and bi-modality scans. This work provides a review of existing AI techniques for segmentation tasks and the evaluation criteria for translational AI-based segmentation efforts towards routine adoption in clinical workflows.
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Key Points:
- The need for an automatic segmentation technique to support oncologic diagnosis as well as to assess the progression free survival analysis by radiomics is vital.
- The lack of annotated data and publicly available data affect the generalizability of AI techniques that have been developed to this aim.
- Semi-supervised or unsupervised AI techniques can be used to tackle the data scarcity and have potential to improve consistency and quality of annotated data
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1. Introduction

An array of artificial intelligence (AI) techniques in the field of medical imaging have emerged in the past decade for automated image segmentation [1]. Medical image segmentation seeks to extract regions with specific anatomical and/or functional features and to classify the pixels (voxels) in terms of grey level, spatial or textural features [2] [3]. The pixels (voxels) may be segmented with varied amounts of uncertainty, given contextual information.

Accurate segmentation is also crucial for external beam therapy planning. In the last decade, the valuable role of radiomics [4] [5] for image assessment and outcome prediction has been reported, for which segmentation is a vital step [6-9]. In clinical workflows, in the context of radiopharmaceutical therapies, segmentation of PET and/or SPECT images is also needed for image-based dosimetry as well as quantification of therapy response based on pre- and post-therapeutic images. To streamline the tedious, prone-to-error and subjective task of manual delineations (e.g.
(leading to inter- and intra-observer variabilities), there have been significant efforts towards automated tumor segmentation [10-13].

Considering the quality of annotations, weak supervision can be categorized as follows: (1) incomplete supervision: when limited annotated data are provided in the training set, (2) inexact supervision: when bounding boxes and image-level annotations are provided, (3) inaccurate supervision: where the provided labels are not always ground-truth [14].

In this review, we consider supervised, weakly supervised (as generalization of semi-supervised techniques) and un-supervised AI techniques that have been used for tumor or normal organ segmentation in oncological PET and PET/CT imaging (more details in section 2). Translating AI techniques into routinely employed clinical workflows requires collaboration between AI researchers, clinicians, and predefined frameworks for evaluating these techniques to be integrated into clinical applications [15]. We outline the needed steps for AI techniques to be applicable in clinical workflows in section 3. We conclude this paper by a series of considerations for an AI technique to be applicable in the clinical workflow and future directions for automated segmentation.

2. AI Techniques for Image Segmentation in oncological PET imaging

Metabolic tumor volume (MTV) refers to the volume of the segmented tumor in FDG PET images. It has also been referred to as metabolically active tumor volume (MATV) [16]. There are significant studies on PET imaging using other tracers; e.g. PSMA PET, in which case this is referred to as molecular tumor volume (MTV). MTV is an important metric for response assessment and outcome prediction [17]. It has also been referred to as metabolically active tumor volume (MTV), and total MTV (TMTV) if the metastatic regions and lymph nodes are taken into consideration. Most existing studies report techniques for primary tumor segmentation, while for TMTV, accurate segmentation of metastatic regions and/or lymph nodes is also needed. As an example, TMTV is a significant prognostic factor in a range of lymphomas (diffuse large B-cell lymphoma (DLBCL), primary mediastinal B-cell lymphoma (PMBCL) and Hodgkin's lymphoma). Due to the small size of metastatic regions, their variant locations and different tumor-to-background ratios, segmentation of metastatic regions and lymph nodes is a challenging task. Figure 1 depicts an AI application for the quantification of whole-body tumor volume: AI based segmentation and differentiation between tumor lesions and physiological tracer uptake in FDG PET and PSMA PET images are shown. Segmentation techniques range from 2D to volumetric segmentations to assess the entire tumor (bulk) and/or normal organs. Different levels of supervision can be used for training a segmentation model from pixel/voxel-level annotations in supervised learning, and image-level or inaccurate annotations in weakly-supervised learning, to no annotations in unsupervised learning (Figure 2) [18].

![Figure 1](image_url)

Figure 1: AI framework assists nuclear medicine experts in the reading of whole-body scans. Example segmentations of tumor lesions and physiological tracer uptake for FDG PET imaging of lung cancer (A) or PSMA PET imaging of prostate cancer (B). Physiological uptake is shown in green, while pathological uptake is in red. (Re-used with permission [19])
Supervised segmentation techniques are applicable if pixel-level annotations are available. In the case of limited annotated data (i.e. limited in number), semi-supervised techniques are helpful. If only bounding-box or image-level weak annotations (e.g. annotations of objects and attributes without spatial localization or associations between them) are available, weakly-supervised techniques can be applicable. When no labels are available, un-supervised techniques would be the solution. Figure 2 shows the different learning techniques for different levels of supervision. We note that it is possible to consider weakly-supervised techniques to encompass data that are limited in quality (along x-axis); and semi-supervised techniques for data that are limited in number (y-axis) see [14]). As such, weakly-supervised techniques can be thought as generalization of semi-supervised techniques. Overall, it is worth noting that since large numbers of un- or weakly-annotated images can be available, they can be potentially combined/cascaded with small yet well-annotated images [20].

Deep learning (DL) techniques, especially CNNs have shown to be effective for medical image segmentation [2] [21], specifically for PET segmentation [22]. Furthermore, fully convolutional networks (FCNs) [23] have gained much attention for probability maps generation by extracting the high-level features of lesions and normal organs and producing coarse segmentation or bounding boxes to be used for tumor localization[24].

Figure 3 depicts a standard workflow for AI-based segmentation of PET and PET/CT images. These steps start with study design and data collection, and as we mentioned for supervised techniques, with manual delineations as the ground truth; PET/CT images need to be resampled to consistent sizes; considering a single- or bi-modal segmentation model, individual or multi-channel data should be prepared as input to the model. The evaluation on the test results to check the reliability the segmentation model should be optimally considered on the data from the independent centers that are captured under different conditions. The next step is he data and model sharing along with the list of limitations and negative results of the proposed model.

We can consider fully automated segmentation as a two-steps process that includes separate detection and segmentation modules [25, 26]. Lesion detection and segmentation can be performed simultaneously [26-28] or distinctly (back-to-back) as complementary tasks (using one model for detection [29] or two cascaded deep models for detection followed by segmentation [30]). Some existing segmentation techniques are designed based on the input from a detection step performed automatically [31] or manually [32] to localize the suspicious regions. In Table 1, a few studies that report detection performance, in addition to segmentation performance, are pointed out.
Figure 3: Standard workflow for AI-based segmentation in PET and PET/CT images, consisting of the following steps: (1) study design such as the need for automated segmentation for TMTV calculation or radiomics analysis, (2) PET or PET/CT data collection from relevant study cohort, (3) manual delineations provided by physicians or by using semi-automatic thresholding techniques to be used for training the supervised technique, (4) Data preparation including, cropping, resampling and data fusion considering the application, (5) Developing AI model (supervised/semi-supervised), (6) Model testing and evaluation the model to be applied on new data, (7) Sharing the model for transfer learning.

Table 1: Supervised PET/CT Segmentation Studies

| Authors          | DP | Technique               | Anatomic interest/dataset | Detection Performance | Segmentation Performance |
|------------------|----|-------------------------|---------------------------|-----------------------|-------------------------|
| Zhao et al. [33] | ×  | 3D FCN                  | Lung, 84 PET/CT           | -                     | Dice=0.85               |
| Zheng et al. [24]| ×  | 3D U-Net + graph cut    | Lung, 32 PET-CT           | -                     | Dice (PET)=0.76 Dice (CT)=0.869 |
| Zhong et al. [34]| ×  | FCN                     | NSCLC, 60 PET/CT          | -                     | Dice (CT)=0.861 ± 0.037 Dice (PET)= 0.828 ± 0.087 |
| Li et al. [35]   | ×  | FCN                     | NSCLC, 84 PET/CT          | -                     | Dice=0.86±0.03 Sensitivity=0.86 ±0.07 |
| Perk et al. [36] | ×  | VGG19                   | 14 NaF PET/CT             | -                     | Accuracy=0.88 Sensitivity=0.9 Specificity=0.85 |
| Moe et al. [37]  | ×  | U-Net                   | 197 H&N PET/CT            | -                     | Dice (PET/CT)= 0.75 ± 0.12 |
| Zhao et al. [38] | ×  | FCN + auxiliary paths   | 30 H&N PET-CT             | -                     | Dice=0.8747             |
| Kumar et al. [26] | ✓ | CNN                     | 50 NSCLC PET-CT           | Precision: 64.6±29.61 Sensitivity: 80.0 ± 28.3 Specificity: 99.89 ± 0.13 Accuracy: 99.85 ± 0.14 | Dice=0.6385 |
| Andrearczyk et al. [39] | × | 2D and 3D V-Net        | 202 H&N PET/CT            | -                     | 2D Dice (PET/CT)= 0.606 3D Dice= 0.597 |
| Iantsen et al. [40] | × | U-Net with Squeeze & Excitation Normalization | 254 H&N PET/CT            | -                     | Dice=0.759 Precision=0.833 Recall=0.74 |
| Ma et al. [41]   | ×  | CNN + hybrid active contours | 254 H&N PET/CT            | -                     | Dice=0.752 Precision=0.838 Recall=0.717 |
| Yousefiziri et al. [42] | × | GAN+Mumford-Shah loss +ACM | 201 H&N PET/CT            | -                     | Dice=0.82±0.06 Jaccard=0.81±0.07 HD=1.72±0.67 |
| Weisman et al. [30] | ✓ | DeepMedic               | 90 lymphoma PET/CT        | Sensitivity= 87% (3 fp) | Dice= 0.64 (interquartile range:0.43-0.76) |
| Li et al. [20]   | ×  | DenseX-Net              | 80 lymphoma PET/CT        | -                     | Dice=0.728               |
| Jin et al. [43]  | ×  | U-Net                   | 110 esophageal PET/CT     | -                     | Dice=0.764 ± 0.134 HD=47 ± 56mm |

DP: Detection Performance reported
NSCLC: Non-small cell lung cancer; H&N: Head and Neck
2.1. Supervised AI based attempts for PET-only Segmentation

Here we briefly describe some AI techniques used for PET segmentation. It is worth noting that performing accurate and reproducible tumor delineations on PET images is difficult due to partial-volume effects (PVEs), noise, motion artifacts, and varying shape, texture, and location of tumors [11, 13]. Variations in image properties due to varying PET/CT scanners in real clinical practice is also a challenge. Most conventional and AI-based techniques for segmentation are based on classification of each voxel in the PET image to tumor (or a specific normal organ) vs. background region, a task which is affected by these limitations. As an example, high repeatability of segmentation for smaller lesions in PET is hard to achieve since PVE affects the apparent tumor uptake [44].

Czakon et al. [45] applied different AI techniques for PET-only segmentation, namely 3D spatial distance weighted fuzzy c-means [46], dictionary based model [47] and CNN (e.g. 3D U-net architecture) for PET segmentation, and CNN showed better performance compared to other techniques. The superior performance of CNNs was also confirmed later by the first MICCAI challenge in 2018 on PET segmentation on a dataset composed of simulated, phantom and clinical scans [22]. CNNs have nowadays become very popular networks for PET segmentation; for instance, Blanc-Durand et al. [27] and Huang et al. [48] also used 3D U-net for automated tumor segmentation in gliomas and head and neck cases respectively.

Most AI segmentation techniques in PET have been for FDG PET scans [27, 45] [48] [49], the other radiotracers have been rarely considered. As an example, Kostyszyn et al. [50] used a 3D U-net architecture to segment intra-prostatic tumors in PSMA PET scans. Zhao et al. [51] developed a 2.5D U-Net architecture for segmentation of prostate lesions, local and secondary prostate tumors in lymph nodes and bones. Iantsen et al. [25] applied an SE U-net for tumor detection and segmentation in PET images of cervical cancer cases. Their proposed technique is capable of differentiating the pathological and physiological uptake in bladder successfully. In any case, majority of works have involved both PET and CT for segmentation, which we describe next.

2.2. Supervised AI techniques for Tumor Co-Segmentation from PET/CT images

Personalized therapy decision can be guided by PET/CT since the corresponding voxels in PET and CT contain complementary but distinct information [34] [52]. Table 1 summarizes the main studies on co-segmentation of tumors in bi-modality PET and CT images. U-net [53], 3D U-net [54] and V-net [55], are widely used architectures for PET/CT segmentation. Recently, state-of-the-art frameworks such as skip connections [56], dense-net [57], recurrent residual convolutional neural network [58], GAN [59] along with integrating squeeze and excitation modules [60], Deepmedic [61] and attention mechanism [62] have gained much attention for PET/CT segmentation.

Multi-modality segmentation methods aim to utilize the functional information of PET images and anatomical localization of CT images simultaneously [26, 35, 43, 51] or separately [63, 64] [26]; thus PET/CT fusion is needed for PET/CT segmentation. For tumor segmentation, as lesions can spread throughout the body, spatially variant fusion techniques can improve segmentation performance [16]. PET/CT fusion for segmentation can be varied from using a multi-channel input (input level fusion) [36] to the layer level fusion the modality specific encoder branches [24, 34, 63, 65]. In the modality-specific framework, multi-channel input can consist of CT + PET, or CT + maximum intensity projection (MIP) PET images entered into the segmentation model.

CNN based PET/CT segmentations are mainly carried out based on image patches around the tumor without considering tumor occurrence in different parts of the images [24] [33] [35]. To cope with this limitation, a spatially varied fusion map proposed by Kumar et al. [26] measures the relative significance of PET and CT features in the different parts of the images. Their suggested co-learning scheme involves (i) a CNN that learns to extract the spatially varying fusion maps, and a (ii) fusion operation that prioritizes the features from each modality. Figure 4 shows the fusion technique proposed by Yuan et al. [66]. For DLBCL segmentation, they utilized two encoder branches for single-modality feature extraction and then used hybrid learning module in a supervised 3D CNN to create a prediction map of DLBCL lesions.
On the other hand, some existing multi-modality PET-CT segmentation techniques are time-consuming or require pre-processing steps including clipping, standardization, and resampling (isotropic or anisotropic) for one or both modalities and post-processing steps [33]. Furthermore, the fact that these distinct modalities describe complementary but not identical characteristics of the same target is ignored in some studies [67-69].

Figure 4: Conceptual description of hybrid learning generating fusion maps by 3D CNNs. The encoder branches extract features from PET and CT images. This process (an example shown above) is repeated for different feature maps via different layers. The spatial fusion maps are generated by hybrid learning that quantifies the contribution of the complementary information from PET and CT images. The learned feature maps are then concatenated (re-used with permission from Yuan et al. [66])

2.3. **AI techniques for unlabeled data or data with scarce or weak annotations**

The performance of AI-based techniques improves logarithmically with the size of training data [70] [71]. At the same time, consistency of the labels is of primary importance. As an example, Weisman et al. [29] showed that the detection performance of the Deepmedic [61] model will not improve after training with 40 or more patients. This can be explained as follows. Delineations by experts have in the past been mostly SUV-based, impacting reliability of supervised techniques. Limited number of annotations can be considered as the problem with “scarce annotations”, i.e. labeled data is rare, while “weak annotations” occur when the existing labels are noisy or roughly drawn or inaccurate. Data scarcity emerges from the class imbalance of medical images and time-consuming task of manual delineations. Meanwhile limited consistency and reliability of annotations clearly affect AI task performance. These limitations motivates the use of advanced AI techniques that can be trained with limited supervision i.e. semi-supervised techniques [72, 73] [74, 75] and unsupervised [76] methods.

2.3.1. **Unsupervised techniques**

A fully unsupervised and reliable segmentation framework for PET/CT remains to be demonstrated. Here, we briefly consider some existing studies to this end. Unsupervised techniques based on clustering have shown acceptable performance for tumor segmentation in PET images considering heterogeneous uptake patterns and vague edges. Addressing the inherent imprecision of PET, Lian et al. [77] suggested using Dempster-Shafer theory, to model the uncertainty along with an evidential clustering algorithm considering the intensity of the voxels and textural features of a patch surrounding the voxel. The same group also proposed a belief function to model uncertain image information and an adaptive distance metric to consider the spatial information [69, 78]. Hu et al. [79] aggregated the voxels of 3D PET scans to supervoxels (a cluster of voxels) and subsequently used density-based spatial clustering with noise (DBSCAN) for segmentation.
Recently unsupervised AI techniques have been applied for anomaly detection in medical images based on normal images. The idea of employing normal images (without anomalies) to train unsupervised anomaly detection and segmentation models has gained much attention mostly using encoder-decoder or CNNs [80]. For example, training a convolutional adversarial auto-encoder on normal images can be used to learn a latent space that models the variant normal PET images. The residual map is then calculated to identify the PET images that are different from this manifold. Wu et al. [81] applied this technique on lung cancer images and their method outperformed U-net. Klyuzhin et al. [82] used this idea for background removal to predict the physiological PSMA-PET (18F-DCFPyL) uptake patterns from a pair of CT and low-resolution PET images.

In a nutshell, as unsupervised learning techniques are less affected by the quality of labeled data which may be inadequate and biased with limited diversity. These approaches have the potential for flexible application to heterogeneous patient data, even for rare diseases, and can be combined with expert interpretations.

2.3.2. Weakly-supervised and semi-supervised techniques

Weakly supervised learning is a general term for training schemes under incomplete, inexact and inaccurate supervision [14] as defined in section 1. Afshari et al. [72] proposed a weakly supervised technique using FCN with modified Dice and Mumford-Shah loss functional for tumor segmentation in PET images of head and neck, while only the bounding boxes around the tumors (weak annotations) were provided.

Semi-supervised learning as a sub-category of weakly supervised learning techniques use unlabeled data along with a limited number of labeled data for training. For instance, in the joint training strategy proposed by Li et al. [20], the network parameters and the labels for unlabeled data were iteratively updated. During training, the optimal convolutional kernel is determined that improves the accuracy of the segmentation. The authors used this parallel segmentation and reconstruction flows for lesion segmentation in DLBCL PET/CT images.

2.4. Estimation-based approaches

PVEs in PET arise mainly due to two reasons: limited system resolution and finite voxel size [83] [84]. The latter results in tissue-fraction effects (TFE), i.e. a voxel containing more than a single tissue. Conventional segmentation methods¹, including deep-learning-based approaches, classify each voxel as belonging to only one tissue type, and thus have limited efficacy in addressing the TFE. To address this inherent limitation, recently, techniques have been proposed that, estimate the volume that a tissue occupies within a voxel using an encoder-decoder network, which can then be used to define a segmentation [67, 85]. The methods have shown improved accuracy compared to conventional methods, including U-net-based methods, on the task of segmenting tumors in patients with non-small cell lung cancer, as demonstrated in a study with the ACRIN 6668/RTOG 0235 multi-center clinical trial data [67]. Further, these approaches can also use training data derived from other modalities where the resolution may be higher [85] (Figure 5).

2.5. Segmentation of normal organs

The occurrence of abnormalities (tumors and metastasis) can be very unpredictable and heterogeneous, while the spatial information of normal organs with physiological uptakes are relatively stable, consequently segmentation of normal organs from PET/CT can be a preliminary step for automatic tumor segmentation. Furthermore, the diverse size, variant shape and unpredictable

¹ The term “conventional segmentation techniques” in this paper refers to thresholding methods, region-growing methods and statistical methods (i.e. as opposed to AI techniques ). By contrast, “conventional segmentation techniques” in the literature sometimes refers to SUV-based thresholding techniques that is only a subset of what we denote by this term.
location of metastasis occurrences, impose the need for diverse delineated images to achieve the generalizability and good performance of the segmentation model [82].

Figure 5: The Bayesian approach proposed by Liu et al. [67] to tissue-fraction estimation for oncological PET segmentation. Adapted from [67].

Normal organ detection can be applied to determine reference level uptakes to help define the Deauville 5-point scale in lymphoma cases; i.e. in reference to mediastinal blood pool and liver. Sadik et al. [86] trained an FCN to extract the liver and the mediastinal blood pool using CT images. Many normal organ segmentation approaches rely solely on CT e.g. using DL models [87] [88] specifically there are publicly share annotated CT images [89]. Yu et al. [90] segmented the normal organs based on CT images by applying a multi-atlas method and removed them to obtain lymphoma lesions [79, 90]. However, removing the organs that are considered as “normal” on CT images, may not take into account the possible abnormal uptakes that are observed in these organs. On the other hand, PET-based segmentation of normal organs can be challenging depending on the radiopharmaceutical with possible very low normal organ uptake. The existing studies are mostly based on PET/CT and the corresponding CT images provide the anatomical reference [82].

Seifert et al. [19] described a semi-automatic approach to distinguish normal organ uptake and tumor uptake in PSMA PET/CT imaging by applying a GAN following SUV thresholding to segment a range of normal organs on patient CT images and excluding the regions with physiological PSMA uptake [19, 82]. Recently, Klyuzhin et al. [91] applied a set of U-net models to perform segmentation of each normal organ.

3. Solutions to Tackle Limitations in Annotations

As we previously mentioned, the need for relatively large and consistent labeled data [92], in spite of the scarcity of labeled data in the field of medical imaging, should be addressed in order to develop reliable and generalizable AI techniques for segmentation. Based on the recommendations by the task group 211 of the AAPM (American Association of Physicists in Medicine), thorough, consistent and sufficient evaluation of developed PET automatic segmentation method should be applied on i) phantom images, ii) a combination of physical and numerically simulated phantom images, and iii) clinical images [13]. These recommendations arise from the fact that the volume of clinical images available for training and evaluation of segmentation models is often limited [13].

3.1. Data augmentation

Data augmentation (i.e. flipping, shifting, rotating and random cropping) is a preliminary solution to tackle the lack of labeled data. However, these augmentation techniques sometimes produce meaningless medical images; consequently, realistically simulated or synthesized images can be used in this regard. GANs, for instance, can leverage data augmentation by synthesizing realistic-looking PET images based on existing PET or CT images. Studies on synthesizing PET images based on CT
data have mostly employed conditional GANs (cGANs) [93] and multi-channel GANs [94, 95]. Ben-Cohen et al. [96] used a cGAN to synthesize liver PET images based on CT images. cGANs can produce very realistic PET images but tumor regions are not very well reproduced [97]. On the other hand, FCNs have shown promising results for tumor synthesis but the synthesized images are blurry. Consequently, using a combination of cGANs and FCNs showed improved performance [96]. Multi-channel GANs (mGANs) was also applied to generate PET images based on CT and label images [94].

3.2. Using simulation studies for training

Using simulations to generate PET images with known tumor boundaries provides a way to address the challenge of limited accessibility of annotation. Briefly, an anthropomorphic digital phantom population, consisting of the tumors with known ground-truth boundaries, can be used to generate PET images using tools that model the PET imaging physics. There exist multiple mechanisms to generate such images. One approach is to use anthropomorphic phantoms, such as those based on XCAT [98, 99] as inputs to software that model the PET physics. A second approach is synthetically generating tumors and inserting into clinical images. For example, Leung et al. [100] used a stochastic approach to simulate tumors with parameters such as shape/size/uptake similar to those in clinical images, and used a projection-domain approach to insert these tumors into clinical images. Figure 6 depicts their proposed method. They demonstrated that pre-training a network using this data led to improved segmentation accuracy and lower requirements of training-data compared to a network that only used clinical data for training. Further, the method was relatively insensitive to PVEs and generalized across scanners. In using simulation-based strategies, it is important that the simulations be realistic, especially in terms of modeling the clinical characteristics. To evaluate this realism, observer-based strategies can be used [101].

![Simulation-based segmentation framework proposed by Leung et al. [100] (re-used with permission).](image)

3.2.1. The consistency of ground truth

Annotations for standard training data have generally high cost and are laborious and time consuming for clinically experienced professionals. The delineations are made for different goals: for instance, masks generated for radiotherapy planning are generally larger than the original size of the tumors [102, 103]. Depending on the interest in shell, surrounding tissue and tumor region, delineations can vary. For instance, there has been increasing interest in peri-tumoral radiomics analyses, moving beyond typical delineated boundaries of tumors [104, 105]. Besides, there are no actual hard edges between tumor and surrounding tissues even at the microscopic level. Furthermore, delineations based on fixed thresholding may be especially prone to error due to PVEs. Semi-automated algorithms can help obtain more consistent and accurate ground truths such Fuzzy locally Adaptive Bayesian (FLAB) [106].
Majority voting between manual segmentation by different experts has been used to enhance consistency. Web-based or freely available tools for crowdsourcing can also be used based on labels made by untrained or non-expert trainees as a cost-effective alternative especially for organ segmentations [71, 107]. Mehta et al. [107] showed that the performance of their 3D U-net model for kidney segmentation trained on crowdsourcing labels was not significantly different compared to expert-labeled. Heim et al. [108] used majority voting on labels for liver segmentation; they showed that crowd segmentation matched expert segmentation. There are strong observations that a large collection of naïve but independent analyses can outperform individual performance even by experts [109]. Furthermore, techniques have been developed to underemphasize the delineations made by lower-expertise [72].

4. Evaluation of AI techniques

Conventionally, methods are evaluated by comparing the estimated segmentation with the gold standard (ground truth) segmented masks, and quantifying performance by some measure of distance. For evaluating segmentation techniques, the use of at least three metrics is recommended since some of them are correlated (i.e. Dice score (DSC), Jaccard score (JSC), Hausdorff distance (HD), average distance (AVD) and the Mahalanobis distance (MHD) are highly correlated) [110]; for instance Dice, true positive rate (TPR) and false negative rate (FNR) can be used [111]. Based on the recommendations by AAPM TG 211, positive predictive value (PPV) and sensitivity should also be considered. For radiotherapy planning applications, sensitivity evaluation should be preferred, whereas for radiomics/quantification purposes, PPV is more informative. (A number of frequently invoked metrics are listed in Table 2).

Table 2: Evaluation criteria for segmentation

| Evaluation measure                  | Definition                                      |
|-------------------------------------|------------------------------------------------|
| Dice score (DSC)                    | \[ \frac{2TP}{2TP + FP + FN} \]                |
| Jaccard (JSC)                       | \[ \frac{TP}{TP + FP + FN} \]                  |
| Hausdorff distance (HD)             | \[ \max \{ \sup_{x \in X} d(x, Y), \sup_{y \in Y} d(X, y) \} \] |
| Sensitivity                         | \[ \frac{TP}{TP + FN} \]                      |
| Specificity                         | \[ \frac{TN}{TN + FP} \]                      |
| Positive predictive value (PPV) or precision | \[ \frac{TP}{TP + FP} \]                  |

TP= True Positive, TN= True Negative, FP= False Positive, FN= False Negative.

Clearly, this evaluation metrics can be affected by the ground truth accuracy are not defined based on the ultimate task that segmentation is performed for; in this section we consider the no gold standard evaluation [112] that has been proposed to tackle this problem.

State-of-the-art DL segmentation models remain to be broadly translated to routine clinical workflow [113]. Such a high bar requires tackling of significant challenges with generalizability, repeatability, reproducibility and trustworthiness of AI-based segmentation techniques, which we describe next.

4.1. No-gold-standard evaluation

Conventionally, segmentation methods are evaluated by comparing the estimated segmentation with the ground-truth segmentation and quantifying performance by some measure of distance, such
as dice scores and Jaccard scores that quantify spatial overlap, or Hausdroff distance that quantifies shape similarity. However, this strategy suffers from two issues. The first issue is the lack of such ground-truth segmentations. While manually defined segmentations serve as surrogate ground truth, they can be erroneous, suffer from inter and intra-reader variability and be difficult to obtain (time, expense). A second issue is that medical images, including PET images, are segmented for tasks such as quantification. Evaluation methodologies that quantify the distance between the measured and surrogate ground-truth segmentations may not correlate with that task [114].

A segmentation method developed to measure a certain quantitative feature from an image so it should be evaluated based on how well the method performs on the task of reliably measuring that feature. However, this evaluation requires knowledge of the true quantitative parameter, or some gold-standard measurement. However, that is often unavailable or difficult to obtain. To address this issue, no-gold-standard evaluation (NGSE) techniques have been proposed [112, 115-118], including in the context of evaluating PET segmentation methods on the task of estimating MTV [119] [120] and most recently, on evaluating PET partial volume compensation methods on the task of measuring activity uptake [121].

Given measurements from multiple quantitative imaging methods, the NGSE techniques assume a linear relationship between the true quantitative values and the quantitative values obtained with each imaging method. This relationship is parameterized by a slope, bias, and a Gaussian distributed noise term described by a standard deviation. As we would expect, estimating these terms can yield a measure of how reliably the quantitative values are estimated (see Fig. 1 in [119]). Next, assuming that the true values are sampled from a certain parametric distribution, the NGSE technique derives a statistical model of the measurements obtained with the different imaging methods. The technique then estimates the parameters of the linear relationship that maximize the probability of occurrence of these measurements. The ratio of the noise standard deviation and slope terms (NSR) for each method are then used to rank the methods based on how precisely they measure the true quantitative value. As has been shown in multiple studies [112, 115-118], this technique is able to accurately rank different quantitative imaging methods based on how precisely these methods measure the true value. For example, in Figure 7, we show the performance of the NGSE technique in ranking three different quantitative SPECT methods. We observe that the NGSE technique, even in the absence of ground truth, yielded the same ranking as when the ground truth was known.

This NGSE technique promises to address a major barrier with clinical evaluation of segmentation methods for PET, but several challenges need to be addressed. As an example, existing NGSE techniques assume that the noise between the different methods is correlated. However, Liu et al recently proposed a strategy to model correlated noise [120]. Another challenge is that NGSE techniques may require large amounts of patient images (N > 200). A Bayesian approach to reduce the number of patient studies needed by the NGSE technique has demonstrated promise to address this issue [122]. Overall, these ongoing studies provide promise that NGSE techniques are well poised to provide a mechanism for clinical evaluation of PET segmentation methods on quantitative tasks.

Figure 7: Results from a study showing the performance of the NGSE technique. In this study, three reconstruction methods for quantitative SPECT (AGS, ADS and ADS.DWN) were evaluated on the task of measuring regional uptake.
values. The figure on the left shows the rankings of the methods on the task of precisely measuring the true values, as quantified by the noise-to-slope ratio (NSR), that were obtained when the true uptake values were known. The figure on the right shows the results using the NGSE technique that did not use the knowledge of the true uptake values. The experiment was repeated for 50 noise realizations. We observe that even in the absence of the ground truth, the NGSE technique yielded the same ranking as the rankings obtained when the ground truth values were known (Figure adapted from [112]).

4.2. Generalizability

Most AI techniques for medical imaging suffer from i) the bias in the training population, ii) data leakage (the test data are not actually “un-seen” in these studies) or iii) overfitting that results in the lack of generalizability of the AI models [123]. AI techniques should be evaluated on data from different scanners, centers and patient populations with different clinical characteristics and demographics [100, 124]. The cross-center generalizability of the model can be considered in two ways: 1) Training the segmentation model on the data from one center (scanner) and testing on data from another center. 2) Training the model on data from one center (scanner) and testing on data from other centers (scanners) [100]. The leave-one-center-out cross-validation can also help the generalizability [39, 42], in which, one center can be taken as the test set and the remaining centers as the training set. AI techniques for automatic segmentation have been mainly tested on limited dataset (in terms of the number of data and heterogeneity. Consequently semi-automated thresholding methods remain as the main segmentation method in practice [44].

4.3. Repeatability and Reproducibility

Repeatability measures the amount of variable results in repeated evaluations with same data, scanner type, reconstruction algorithm, as well as image noise levels. On the other hand, reproducibility considers the variability of the results when one or more of the above-mentioned conditions are variable. There are very limited studies that consider the repeatability of AI segmentation techniques; while many more studies have reported the reproducibility of them. A repeatable segmentation technique produces comparable results on test-retest images (PET or PET/CT) of the same patient with similar physiological conditions [125], Pfahler et al. [44] considered the repeatability of two segmentation techniques, i.e. U-net framework and textural feature + random forest classifier. They used a fully independent test–retest dataset of 10 PET/CT NSCLC recorded on two consecutive days. They concluded that AI-based segmentation approaches have shown better repeatability compared to conventional segmentation methods [126].

Reproducibility analysis can be performed by intra-class correlation (ICC) that helps to compare intra- and inter-individual variabilities. For repeatability analysis, to assess within-subject variability under identical conditions [127], percent test-retest differences in PET imaging are often quantified. For visual assessment of the mean versus differences of test-retest observations, Bland-Altman plots are also very helpful [128]. The reader is especially referred to review article by Lodge [129] to understand the links between different metrics to quantify repeatability.

Furthermore, we note that there are a variety of evaluation metrics for segmentation, and multiple metrics may need to be utilized for more thorough assessment. For instance, a metric (e.g. Dice, Jaccard) can consider the intersection of the predicted mask and ground truth, while it is not able to consider the edge details of the predicted mask achieved by other metrics (e.g. Hausdorff distance) [110].

In manual or semi-automatic delineations, inter-observer variability for delineations refers to the different segmentations obtained by different physicians while intra-observer variability is for segmentations made by a physician at different instances. For automated AI methods, e.g. DL methods, variabilities for segmentation originate from i) the inherent variability of dataset, ii) random initialization of network parameters, iii) stochastic optimization process, iv) variable selection of hyper-parameters, and v) variability of the infrastructure. These variabilities challenge high reproducibility [111]. To tackle this, a number of recommendation have been made. As shown in Figure 8, this includes providing a) adequate descriptions for the DL frameworks as well as b) analysis
of variability due to different factors, arriving at c) overall analysis for the sources of variability, towards efficient evaluation of segmentation results [111]. There are also a number of CHECKLISTS to this aim (CLAIM, Checklist for Artificial Intelligence in Medical imaging [130]).

Figure 8: Three main recommendations (A, B and C) to address the potential issues with reproducibility of DL frameworks for medical image segmentation (re-used with permission [111]).

4.4. Trustworthiness

AI techniques should be designed to allow physicians make better decisions, fostering their autonomy and minimizing automation bias (‘human agency’) and preserve the security and privacy of patients. Transparency is a crucial component of trustworthiness for an AI technique, which is challenged by “blackbox” models.

The performance of AI-techniques and the demand to use them in clinics can be improved if AI systems are able to represent uncertainties in given tasks. Two main categories of uncertainty are (i) epistemic uncertainty that refers to the uncertainty in the model, and (ii) aleatoric uncertainty that addresses the noise or randomness [131] and the spatial transformation of the input images [132]. These uncertainties can be considered by AI techniques such as Baysian dilated CNN to predict the segmentation and generate corresponding spatial uncertainty map. Deep ensembles was also suggested to estimate the uncertainty as the variance of predictions by multiple models [133].

The segmented regions with high uncertainty can be referred to radiologists this helps to improve the quality of decision systems based on AI techniques. Consequently, radiologists can evaluate this uncertainty as a “human-in-the-loop” setting to improve the segmentation performance. This setting also help to suppress implausible segmentations that are impossible to be produced by a radiologist [113, 134].

The performance monitoring of AI techniques when applied on real data in clinics should also be iteratively evaluated for continual improvement. It is also recommended that safety and robustness of AI techniques should be evaluated based on the updated methodology [135].

5. Further Advancements

Scarce annotations, as previously mentioned, result in supervised segmentation models with limited generalizability. To tackle these, a number of newer methods, beyond above-mentioned efforts, are also being developed and explored, which we briefly discuss next.
5.1. Federated learning (FL)

AI techniques for segmentation have faced challenges with generalizability due to limited volumes of data, having heterogeneity and variability in size, shape, texture, and site of the pathologies [111]. FL enables training a centralized AI model across institutions instead of transferring the de-identified data from different centers to the centralized data storage. Parallel and sequential approaches have been proposed. In parallel training, the data is divided and different models are trained on each part, and the weights are transferred to the central model [136, 137]. In sequential approach, the model is trained on the data from each institution and cyclic weight transfer is applied [138].

FL faces a number of limitations and challenges. Data from different institutions with different infrastructure, imaging workflows and different standards for delineations are heterogeneous with limited scalability. There may also exist ambiguity in pre-processing steps that are done differently in each institution. Finally, although only weights are supposed to be shared in FL, leakage of sensitive information is still possible which needs to be tackled [71, 139].

5.2. Self-training techniques

As we discussed earlier, semi-supervised learning techniques utilize the information of unlabeled data to train the model when limited and/or weakly annotated data are available [140]. Self-training is a semi-supervised technique increasingly explored to estimate labels for unlabeled data during training. The predicted “pseudo-labels” are weighted based on their confidence and then concatenated with labeled data to re-train the network by augmented training data. Self-training techniques remain to be thoroughly explored towards PET segmentation. As a limitation, incorrect early predictions can be propagated back to the network during the training process [141], though this issue can be suppressed by techniques such as curriculum learning [142]. Curriculum learning that uses regression networks to predict the target region can overcome this limitation by enforcing the predictions of the unlabeled images to be close to the inferred label (in terms of target size or global label distributions). The regression step can regularize the segmentation model and reduce the errors of predicted pseudo labels for the unlabeled data.

5.3. Neuro-Symbolic AI models for PET segmentation

Clinicians refer to a set of conditions, different imaging modalities, patient treatment and surgery history, and biological and physiological conditions to evaluate a suspicious lesion based on their experiences [143]. By incorporating data, images as well as “rules” into the AI models for detection and segmentation, more accurate and reliable AI based tasks are expected. As such, use of neuro-symbolic neural networks and explainable AI techniques [144] may add significant value. Overall, the future of AI may lie in the bringing together of two historically distinct and divergent paradigms in AI (symbolic vs. connectionist). Recently, use of hypertexts [145] and interactive reporting [71] have been considered to extract rules, towards generation of more generalizable models from limited data.

6. Conclusion

Segmentation is a vital task for MTV calculation, radiotherapy planning and radiomics analysis. Although AI techniques have significant potential for automated segmentation of oncology PET and PET/CT images, major challenges remain in terms of lack of consensus for manual delineations, and inter-/intra-observer variabilities, to build consistent training sets for supervised techniques. It has indeed been shown that for supervised AI techniques, consistency in the training data is of higher importance compared to access to large amounts of data [30]. Meanwhile, to tackle issues with limited (annotated) data, a number of approaches such as semi supervised, self-training framework, federated learning and neuro-symbolic AI are being actively explored. For an AI-based segmentation technique to translate to routine clinical workflow, significant efforts are needed for improved generalizability.
and trustworthiness. Overall, AI-based segmentation methods applied to oncological PET images hold significantly promise and potential to help enable personalization of therapy for cancer patients.
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