MAXIMUM GAPS IN ONE-DIMENSIONAL HARD-CORE MODELS
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Abstract. We study the distribution of the maximum gap size in one-dimensional hard-core models. First, we randomly sequentially pack rods of length 2 onto an interval of length \( L \), subject to the hard-core constraint that rods do not overlap. We find that in a saturated packing, with high probability there is no gap of size \( 2 - o(1/L) \) between adjacent rods, but there are gaps of size at least \( 2 - 1/L^{1-\varepsilon} \) for all \( \varepsilon > 0 \).

We subsequently study a variant of the hard-core process, the one-dimensional “ghost” hard-core model introduced by Torquato and Stillinger [19]. In this model, we randomly sequentially pack rods of length 2 onto an interval of length \( L \), such that placed rods neither overlap with previously placed rods nor previously considered candidate rods. We find that in the infinite time limit, with high probability the maximum gap between adjacent rods is smaller than \( \log L \) but at least \( (\log L)^{1-\varepsilon} \) for all \( \varepsilon > 0 \).

1. Introduction

The Rényi parking problem is a classical combinatorial question that gives a simple example of a random sequential addition (RSA) process; it is a specific instantiation of a one-dimensional hard-core model of much interest in statistical mechanics.

The setup for the parking problem proceeds as follows. Consider a closed interval \([0, L]\) for \( L > 2\), into which rods of length 2 sequentially arrive at integer times. When each rod arrives, we attempt to place it uniformly at random in the interval, subject to the hard-core condition that rods cannot overlap with each other. In 1958, Rényi proved the following well-known result.

**Theorem 1.1 (Rényi [16]).** In the above setup, let \( N(L) \) be the random variable representing the number of rods placed in a saturated packing of \([0, L]\) (when no more rods can fit without violating the hard-core constraint). Then,

\[
\lim_{L \to \infty} \frac{2E[N(L)]}{L} = \alpha,
\]

where \( \alpha \) is the Rényi parking constant

\[
\alpha := \int_0^{\infty} \exp \left[ -2 \int_0^x \frac{1 - e^{-y}}{y} dy \right] dx \approx 0.7475979202.
\]

In this work, we study the distribution of gaps between adjacent rods in the saturated state, focusing on the upper extreme. In particular, we seek to understand the following:

**Question 1.2.** What can we say about the largest gap that arises in a saturated packing of length 2 rods into an interval of length \( L \) by rods of length 2, subject to the hard-core constraint?

Itoh [10] studied a delay integral equation that characterizes the distribution of the minimum gap sizes in a saturated configuration, following methods of Dvoretzky and Robbins [7]. The distribution of gap sizes was also examined in the study of the nearest neighbors problem in one-dimensional random sequential adsorption [17]. In [10], Itoh observed that the expected minimum gap size in a saturated configuration on an interval of length \( L \) is smaller than any constant \( \varepsilon > 0 \) in the large \( L \) limit. This work was subsequently extended to give approximations of the upper tail of the distribution of minimum gap sizes in [14]. These works, as noted in §4 of [6], imply an analogous integral recurrence for the CDF of the maximum gap size in a saturated packing. In [6] the authors provided some preliminary observations and noted that further study of the maximum gap size was of substantial interest.

In this work, we give a threshold for the maximum gap size in a saturated configuration of the hard-core model, observing that with high probability, a saturated one-dimensional hard-core packing on an interval
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of length $L$ has no gap of size $2 - o(1/L)$ but does have gaps of size $2 - 1/L^{1-\varepsilon}$ for all $\varepsilon > 0$. More precisely, we prove the following result.

**Theorem 1.3.** The following holds in the saturated configuration of a one-dimensional hard-core process on an interval of length $L$ packed by rods of length 2, for $L$ sufficiently large:

- with high probability, there are no gaps of size $2 - o(1/L)$;
- for all $a > 0$, with positive probability, there exists a gap of size at least $2 - a/L$;
- for all $\varepsilon > 0$, with high probability, there exists a gap of size at least $2 - 1/L^{1-\varepsilon}$.

In the one-dimensional hard-core model described above, cars that fail to park have no effects on future parking attempts. We will be interested in a variant of the hard-core model, motivated by the ghost RSA process introduced in work of [19] studying sphere packings. Unlike the classical random sequential addition process, where much is unknown even in 2 dimensions, the authors of [19] are able to analytically derive the $n$-point correlation functions and limiting densities, exactly solving the ghost sphere packing model in arbitrary dimension.

We study the one-dimensional ghost hard-core model, akin to the hard-core model above, focusing on properties of this process in the infinite time limit. We give a precise definition below.

**Definition 1.4.** We attempt to place rods of length 2 on an interval of length $L$, as follows:

- Initialize $X = [0, L]$ and $Y = \emptyset$.
- For $t = 1, 2, \ldots$:
  - If the $X \setminus Y$ has no connected component of length 2, abort.
  - Choose a uniformly random point $x \in [0, L]$.
  - If $x \in [0, 1) \cup (L - 1, L]$, reject $x$, replace $Y$ by $Y \cup ((x - 1, x + 1) \cap [0, L])$, and continue.
  - If $(x - 1, x + 1) \cap Y \neq \emptyset$, reject $x$, replace $Y$ by $Y \cup (x - 1, x + 1)$, and continue.
  - Else, accept $x$, replace $Y$ by $Y \cup (x - 1, x + 1)$, and continue.

Several further observations about the occupancy probabilities and the pair correlation function associated to this process can be found in Appendix A.

In the infinite time limit of the one-dimensional ghost hard-core process (on an interval of length $L$), with high probability there is no gap of size $\log L$, but there are gaps of size at least $(\log L)^{1-\varepsilon}$ for arbitrarily small $\varepsilon > 0$. More precisely, we have the following:

**Theorem 1.5.** The following holds in the infinite time limit of a one-dimensional ghost hard-core process on an interval of length $L$ packed by rods of length 2, for $L$ sufficiently large:

- with high probability, all gaps are smaller than $\log L$;
- for all $\varepsilon > 0$, with high probability, there exists a gap of size $(\log L)^{1-\varepsilon}$.

**Overview of article.** We begin in Section 2 by reviewing the classical one-dimensional hard-core model and introducing the ghost RSA process of [19]. In Section 3 we prove Theorem 1.3. We prove Theorem 1.5 in Section 4. The ghost hard-core process is very different from the classical hard-core process; we illustrate some differences to give some context in Appendix A.

One of our primary motivations for studying large gaps in these hard-core processes is to provide a glimpse into what gaps might look like in a random sequential addition process in higher dimensions. Theorem 1.5 hints that in higher dimensions, in the infinite time limit, a ghost packing may still have room for many more spheres/cubes to be packed without overlap; we discuss further in Section 5.
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## 2. Preliminaries

### 2.1. Notation

Throughout this article, we consider packing rods of length 2 onto an interval of length $L$, which we model by the closed interval $[0, L] \subseteq \mathbb{R}$. Unless stated otherwise, we study configurations in the infinite time limit of the two processes, the 1D classical hard-core model and the 1D ghost hard-core model.

We sometimes refer to the infinite time limit of the 1D classical hard-core model as saturation, since at this limit, no more rods can be packed without violating the hard-core constraint. We sometimes omit
the modifier hard-core when describing models, as all models considered in this article are subject to the hard-core constraint. We also employ the following notation conventions.

- Let \( N(L) \) denote the number of rods in the classical model at saturation and \( \tilde{N}(L) \) denote the number of rods in the ghost model in the infinite time limit.
- Let \( G(L, r) \) denote the number of gaps of length at least \( r \) in the classical model at saturation, and \( \tilde{G}(L, r) \) denote the number of gaps of length at least \( r \) in the ghost model in the infinite time limit.
- For points \( x_1, \ldots, x_n \) on the interval, let \( \pi(x_1, \cdots, x_n; L) \) be the \( n \)-point correlation function in the classical hard-core model, the probability that all of \( x_1, \ldots, x_n \) are occupied by rods at saturation; let \( \tilde{\pi}(x_1, \cdots, x_n; L) \) be the corresponding \( n \)-point correlation function of the ghost model in the infinite time limit.

For quantities depending on \( L \), we use \( f = o(g) \), \( f \ll g \) and \( g \gg \ell \) interchangeably to denote that \( \lim_{L \to \infty} f/g = 0 \); we use \( f = O(g) \) to denote that there exists a constant \( C \geq 0 \) such that \( f \leq Cg \) for sufficiently large \( L \); we use \( f \sim g \) to denote that \( \lim_{L \to \infty} f/g = 1 \).

2.2. Classical 1D hard-core model at saturation. Consider the classical 1D hard-core model, where we place rods of length 2 on an interval of length \( L \). It is easy to check the following recurrence relation on \( \mathbb{E}[N(L)] \):

\[
\mathbb{E}[N(L)] = \int_{x=1}^{L-1} \frac{1}{L-2} (1 + \mathbb{E}[N(x-1)] + \mathbb{E}[N(L-x-1)]) dx = 1 + \frac{2}{L-2} \int_0^{L-2} \mathbb{E}[N(x)] dx.
\]

As noted in the introduction, in \cite{16}, Rényi established that this mean density of rods converges to the Rényi parking constant \( \alpha \approx 0.748 \). Dvoretzky and Robbins \cite{7} gave a more refined estimate of the rate of convergence. In particular, they proved that

\[
\mathbb{E}[N(L)] = \alpha L/2 + \alpha - 1 + O((4\alpha/L)^{L/2-3/2}),
\]

indicating very fast convergence of the expected parking density \( 2\mathbb{E}[N(L)])/L \) to the following approximate density \( \alpha + \frac{2\alpha - 2}{L} \).

Understanding the \( n \)-point correlation functions is a primary motivating question when analyzing statistical mechanics models. The occupancy probability, \( \pi(x, L) \) is the chance that point \( x \) is covered by a rod at saturation; it has the basic symmetry property \( \pi(x, L) = \pi(L-x, L) \) for all \( x \in [0, L] \) and was studied along with other statistics of the correlation function in the one-dimensional hard-core model in \cite{5}.

One similar observation that arises from such analysis concerns the pair correlation function, \( \pi(x_1, x_2; L) \), the probability that both \( x_1, x_2 \) are occupied at saturation. It will be convenient to think about this correlation when both \( x_1, x_2 \) are far away from the boundary, and thus we could imagine packing rods of length 2 on a circle of length \( L \). We observe that this pair correlation function is identical to the cover probability on an interval of length \( L-2 \), by cutting one of the rods in half and unwinding, i.e.

\[
\pi(x_1, x_2; L) = \pi(|x_1 - x_2| - 1, L-2).
\]
2.3. Ghost RSA. We also consider a finite analogue of the ghost RSA process of [19], which arises from
the following Poisson point process that generalizes random sequential adsorption. We consider a process in
\( \mathbb{R}^d \) where the centers of candidate spheres of radius 1 arrive continuously for time \( t \in \mathbb{R}_{\geq 0} \) according to a
translationally invariant Poisson point process of density \( \eta = 1 \) per unit time (in other words, we expect
to see one newly arrived sphere per unit volume and time).

Unfortunately, this process does not create a packing as spheres can overlap. Thus, we must thin out
the candidate spheres so that the remainder is a packing.

**Definition 2.1.** For \( \kappa \in [0, 1] \), the \( \kappa \)-packing of \( \mathbb{R}^d \) is achieved by running the above described Poisson
process, in which we only retain candidate sphere at position \( r \) and time \( t \) if no other candidate sphere was
within a unit distance of \( r \) in the time interval \( [(1 - \kappa)t, t] \). In particular, \( \kappa = 0 \) corresponds to the random
sequential addition (RSA) process.

**Definition 2.2.** The ghost RSA process is the \( \kappa \)-packing process with \( \kappa = 1 \).

For a packing of \( \mathbb{R}^d \), the amount of space occupied by spheres can be quantified by the notions of packing
density and number density.

**Definition 2.3.** Given a packing of \( \mathbb{R}^d \) by spheres of radius \( \frac{1}{2} \), the packing density \( \phi(t) \) is the fraction
of space in \( \mathbb{R}^d \) covered by the spheres. The number density \( \rho(t) = \phi(t)/V_d \), where \( V_d \) is the volume of the unit
sphere in \( \mathbb{R}^d \).

One of the beautiful properties of the ghost RSA process is that, in sharp constrast to most sphere
packing problems (including classical RSA), it is possible to compute the packing density of this process in
all dimensions \( d \). This packing density is also relatively close to the best generic lower bound on the densest
sphere packings.

**Theorem 2.4** (Torquato-Stillinger [19]). The ghost RSA process and the associated underlying Poisson point
process enjoy the following properties:

- The expected number of candidate centers in a volume \( \Omega \) region at time \( t \) is \( \Omega t \).
- The probability that a region of volume \( \Omega \) is empty of candidate centers is \( \exp(-\Omega t) \).
- In the infinite time limit \( (t \to \infty) \), we have \( \mathbb{E}[\phi(\infty)] = \frac{1}{2^d} \) and \( \mathbb{E}[\rho(\infty)] = \frac{2^d}{\pi^d} \).

3. The maximum gap size in the hard-core model

In this section, we prove Theorem 1.3. Consider the classical 1D hard-core model, where we randomly
place rods of length 2 onto an interval of length \( L \) until we no longer can. Recall that \( G(L, r) \) denotes the
number of gaps of length at least \( r \) at saturation. We seek a threshold \( r = r(L) \) such that as \( L \to \infty \), we are
likely to find gaps smaller than \( r \) and unlikely to find any gap of size much greater than \( r \). Towards this
goal, we prove Theorem 1.3.

We first consider fixing \( L \), and show that as \( L \to \infty \), \( \mathbb{E}[G(L, r)] \) converges to a linear function \( c_r(L + 2) \),
by studying a recurrence relation \( \mathbb{E}[G(L, r)] \) satisfies. Since \( G(L, r) \) is weakly decreasing with respect to \( r \),
so must be \( c_r \) as a function of \( r \). By quantifying the rate of convergence, we obtain a lower bound on \( c_{2 - \delta} \)
by a linear function of \( \delta \). This implies that \( \mathbb{E}[G(L, r)] \) changes from \( o(1) \) to \( \Omega(1) \) as \( 2 - r \) does. We obtain
the desired concentration around this expected value by via the second moment method.

Since \( G(L, r) = 0 \) for \( r \geq 2 \), we henceforth suppose \( r \in (0, 2) \). \( \mathbb{E}[G(L, r)] \) satisfies the following recurrence relation:

**Observation 3.1.** For every \( 0 < r < 2 \), the expectation \( \mathbb{E}[G(L, r)] \) satisfies the following integral recurrence relation:

\[
\mathbb{E}[G(L, r)] = \begin{cases} 
\frac{2}{L^2-2} \int_0^{L-2} \mathbb{E}[G(x, r)] \, dx & L > 2 \\
1 & r \leq L < 2 \\
0 & L < r 
\end{cases}
\]

We will first show that as \( L \to \infty \), \( \mathbb{E}[G(L, r)] \to c(L + 2) \) for some \( c = c_r > 0 \). To do this, we consider
some helpful auxiliary functions.

**Definition 3.2.** Fix \( r \in (0, 2) \) and let \( f_r(L) = \mathbb{E}[G(L, r)] \). Define

\[
g_r(L) := \frac{f_r(L)}{L + 2}.
\]
**Observation 3.3.** For all \( r \in (0, 2) \), \( c \in \mathbb{R} \), and \( L > 2 \), we have

\[
g_r(L) = \frac{2}{L^2 - 4} \int_0^{L-2} g_r(x + 2) \, dx.
\]

**Proof.** The relation follows from a direct calculation:

\[
g_r(L) = \frac{1}{L + 2} \cdot \frac{2}{L - 2} \int_{x=0}^{L-2} f_r(x) \, dx = \frac{2}{L^2 - 4} \int_0^{L-2} g_r(x + 2) \, dx.
\]

We can check by hand that for \( L \in [0, 4] \) that \( g_r(L) \in [0, 1] \). This continues to hold for larger \( L \) by studying the above recurrence in Observation 3.3, yielding the following:

**Observation 3.4.** For all \( r \in (0, 2) \) and \( L \geq 0 \), we have \( 0 \leq f_r(L) \leq L + 2 \).

We now prove that \( g_r \) converges to some \( c_r \) as \( L \to \infty \) by controlling the derivative \( g_r'(L) \).

**Lemma 3.5.** For every \( m \in \mathbb{N} \), there exists some \( N_m \in \mathbb{N} \) such that for all \( r \in (0, 2) \), whenever \( L > 2m + 1 \) and \( g_r \) is differentiable at \( L \), we have \( |g_r'(L)| \leq N_m/L^m \).

**Proof.** For all \( L \) at which \( g_r \) is differentiable, by Observation 3.3, we have

\[
g_r'(L) = -\frac{4L}{(L^2 - 4)^2} \cdot \frac{L^2 - 4}{2} \cdot g_r(L) + \frac{2L}{L^2 - 4} \cdot g_r(L - 2)
\]

\[
= \frac{2L}{L^2 - 4} (g_r(L - 2) - g_r(L)).
\]

By Observation 3.4 \( 0 \leq g_r(L) \leq 1 \) for all \( L \geq 0 \). Therefore, for all \( L \geq 3 \), we have

\[
|g_r'(L)| \leq \frac{2L}{L^2 - 4} \cdot 2 \leq \frac{N_1}{L}
\]

for some \( N_1 > 0 \). Substituting this inequality again into the above expression, we see that for all \( L \geq 5 \), we have

\[
|g_r'(L)| \leq \frac{2L}{L^2 - 4} \cdot \frac{2N_1}{L} \leq \frac{N_2}{L^2}
\]

for some \( N_2 > 0 \). Iterating gives the desired result.

**Lemma 3.6.** For every \( r \in (0, 2) \), there exists \( c_r \geq 0 \) such that \( \lim_{L \to \infty} g_r(L) = c_r \). Moreover, the convergence is uniform in \( r \).

**Proof.** Since \( g_r \) is differentiable almost everywhere, for all \( L_2 > L_1 > 5 \), we have

\[
|g_r(L_2) - g_r(L_1)| = \left| \int_{L_1}^{L_2} g_r'(x) \, dx \right| \leq N_2 \left( \frac{1}{L_1} - \frac{1}{L_2} \right).
\]

Consequently, for all \( \varepsilon > 0 \), there exists \( L_\varepsilon > 0 \) such that for all \( L_1, L_2 > L_\varepsilon \) we have \( |g_r(L_2) - g_r(L_1)| < \varepsilon \). This implies that \( \lim_{L \to \infty} g_r(L) = c_r \) for some \( c_r \geq 0 \). Since \( N_2 \) does not depend on \( r \), the convergence is uniform in \( r \).

**Lemma 3.5** actually implies a stronger result. Since

\[
g_r(L) = c_r - \int_{L}^{\infty} g_r'(x) \, dx = c_r + o(L^{-m})
\]

for arbitrary large \( m \in \mathbb{N} \), we have the following:

**Corollary 3.7.** For all \( m \in \mathbb{N} \), we have

\[
f_r(L) = (c_r + o(L^{-m}))(L + 2),
\]

where the convergence is uniform in \( r \).

Given the limiting coefficient \( c_r \), we wish to understand its magnitude as a function of \( r \). To this end, we define the following auxiliary functions.
**Definition 3.8.** For every $r \in (0, 2]$, define function $h_r(L)$ with domain $(2, \infty)$ as follows:

$$h_r(L) = \begin{cases} 
2 & 2 < L < 2 + r \\
\frac{2}{L-2} \left( 1 + \int_2^{L-2} h_r(x) \, dx \right) & L > 4.
\end{cases}$$

For all $L > 4$, $f_r(L)$ is continuously differentiable with respect to $r$ on $(0, 2)$, with $\frac{\partial f_r(L)}{\partial r} = -h_r(L)$. Moreover, the left derivative of $f_r(L)$ with respect to $r$ at 2 equals $-h_r$. An analysis similar to [Lemma 3.5](#) gives the following asymptotic expression for $h_r$.

**Lemma 3.9.** For every $r \in (0, 2]$, there exists $\lambda_r > 0$ such that $\lim_{L \to \infty} h_r(L)/(L+2) = \lambda_r$, where the convergence is uniform in $r$. Moreover, if $r_1 < r_2$, then $\lambda_{r_1} \geq \lambda_{r_2}$.

Since $h_r(L) = -\frac{\partial f_r(L)}{\partial r}$ for all $L > 4$, one might imagine that $-\lambda_r$ is the derivative of $c_r$ with respect to $r$. We make this notion precise below.

**Lemma 3.10.** $\frac{\partial c_r}{\partial r} = -\lambda_r$ for all $r \in (0, 2)$, and the left derivative of $c_r$ at 2 equals $-\lambda_2$.

**Proof.** Consider $\left\{ \frac{f_r(L)}{L+2} : L > 4 \right\}$ and $\left\{ -\frac{h_r(L)}{L+2} : L > 4 \right\}$ as families of functions of $r$. Recall that for all $L > 4$, $f_r(L)$ is continuously differentiable with respect to $r$ on $(0, 2)$ and that we have the following properties:

* $\lim_{L \to \infty} \frac{f_r(L)}{L+2} = c_r$;
* $\frac{\partial}{\partial r} \left( \frac{f_r(L)}{L+2} \right) = -\frac{h_r(L)}{L+2}$;
* $-\frac{h_r(L)}{L+2}$ converges to $-\lambda_r$ uniformly in $r$.

Applying the differentiable limit theorem, we find that $c_r$ is differentiable on $(0, 2)$, with $\frac{\partial c_r}{\partial r} = -\lambda_r$. Extending to $r = 2$ gives that the left derivative of $c_r$ at 2 equals $-\lambda_2$. 

The above will be enough understand at what $r$ the expected number of gaps of size $r$ drops from $\Omega(1)$ to $o(1)$.

**Corollary 3.11.** Consider function $\gamma(L)$ with image in $(0, 2]$. Then,

$$\lambda_2(2 - \gamma(L)) \leq c_{\gamma(L)}.$$ 

Moreover, if the image of $\gamma$ lies in $[1, 2]$, then we also have

$$c_{\gamma(L)} \leq \lambda_1(2 - \gamma(L)).$$

Therefore, $c_{\gamma(L)}(L + 2) = o(1)$ if and only if $\gamma(L) = 2 - o(1/L)$.

**Proof.** Since $c_2 = 0$, [Lemma 3.10](#) implies that for all $r \in (0, 2)$, we have $c_r = \int_{r}^{2} \lambda_s ds$. The desired result then follows by noting that $\lambda_r$ is decreasing with respect to $r$.

By applying Markov’s inequality, we obtain one side of the threshold from the above. To show the other direction, we will need a second moment result.

**Definition 3.12.** For $r \in (0, 2)$ and $L > 0$, let $V_r(L) := \text{Var}[G(L, r)]$ be the variance of the number of gaps of length at least $r$ on a interval of length $L$ in a uniformly random saturated configuration arising from the hard-core process.

Observe that $V_r(L) \leq E[G(L, r)^2]$. For $0 \leq L < r$, $V_r(L) = 0$ and for $r \leq L < 2$, $E[\text{Var}[G(L, r)^2]] = 1$. For $L > 2$, we have the following recursive inequality.

**Observation 3.13.** For all $r \in (0, 2)$, the following recurrence inequality holds for $V_r(L)$ when $L > 2$:

$$V_r(L) \leq E[G(L, r)^2] \leq \frac{4}{L-2} \int_{0}^{L-2} E\left[ G(x, r)^2 \right] \, dx.$$ 

**Proof.** For $L > 2$, let $X$ denote the left endpoint of the first placed rod, so that $X$ follows the uniform distribution on $[0, L - 2]$. Let $G_1(L, r)$ denote the number of gaps of size at least $r$ on the left of the first
placed rod, and \( G_2(L, r) \) denote the number those on the right. Notice that \( G(L, r) = G_1(L, r) + G_2(L, r) \). Further, \( G_1(L, r), G_2(L, r) \) are conditionally independent given \( X \). We therefore have

\[
\mathbb{E}[G(L, r)^2] = \mathbb{E} \left[ (G_1(L, r) + G_2(L, r))^2 \right]
\]

\[
= \frac{1}{L - 2} \int_0^{L-2} \mathbb{E} \left[ (G_1(L, r) + G_2(L, r))^2 \mid X = x \right] \, dx
\]

\[
\leq \frac{2}{L - 2} \int_0^{L-2} \left( \mathbb{E} [G_1(L, r)^2 \mid X = x] + \mathbb{E} [G_2(L, r)^2 \mid X = x] \right) \, dx
\]

\[
= \frac{2}{L - 2} \int_0^{L-2} \left( \mathbb{E} [G(x, r)^2] + \mathbb{E} [G(L - 2 - x, r)^2] \right) \, dx
\]

\[
= \frac{4}{L - 2} \int_0^{L-2} \mathbb{E} [G(x, r)^2] \, dx.
\]

Repeating the previous argument on \( \mathbb{E}[G(L, r)^2] \) instead of \( \mathbb{E}[G(L, r)] \), we obtain the following result analogous to Corollary 3.11:

**Lemma 3.14.** There exists constant \( \mu_1 > 0 \) such that for any function \( \gamma : (0, \infty) \to [1, 2] \), we have

\[
\mathbb{E}[G(L, r)^2] \leq \mu_1(2 - \gamma(L))(L + 2).\]

**Proof of Theorem 1.3.** Recall that \( f_r(L) = \mathbb{E}[G(L, r)] \), denoting the expected number of gaps of size at least \( r \) in a random saturated configuration. By Corollary 3.11 we have that

\[
f_r(L) = c_r(L + 2) + o(1).
\]

If \( r = 2 - o(1/L) \), by Corollary 3.11 \( c_r(L + 2) = o(1) \). Consequently, the expected number of gaps of size at least \( r \) is \( o(1) \) and thus by Markov’s inequality, with high probability there are no gaps of size at least \( r \).

Next fix some \( a > 0 \). By Lemma 3.14 there exists \( \varepsilon > 0 \) (e.g. \( \varepsilon = 2\mu_1 \)) such that \( V_{2-a/L}(L) \leq \mathbb{E}[G(L, 2 - a/L)^2] \leq \varepsilon \) for \( L \) sufficiently large. Meanwhile, by Corollary 3.11 we have \( c_{2-a/L}(L + 2) \geq \lambda_2 a(L + 2)/L \geq \lambda_2 a \), and thus for \( L \) sufficiently large, we have \( f_{2-a/L}(L) \geq \delta \) for some \( \delta = \delta(a) > 0 \). By the second moment method, we see that

\[
P(G(L, 2 - a/L) > 0) \geq \frac{\mathbb{E}[X]^2}{\mathbb{E}[X^2]} \frac{f_r(L)^2}{V_r(L) + f_r(L)^2} = \frac{\delta^2}{\varepsilon + \delta^2} \geq \delta'.
\]

Consequently, with positive probability, we have a gap of size at least \( 2 - a/L \) on an interval of length \( L \).

Next, take \( \ell = \ell(L) = o(L) \) such that \( \ell = o(1) \). Consider some saturated configuration of a length \( L \) interval. For each \( i \in [\ell] \), we must have some rod with left endpoint \( x_i \in [iL/\ell - 2, iL/\ell] \). Every possible choice of \( (x_1, \ldots, x_{\lfloor L/\ell - 1 \rfloor}) \) yields a division of the interval into \( \ell \) subintervals of length in between \( L/\ell - 4 \) and \( L/\ell \), whose numbers of gaps of size at least \( r \) are mutually independent.

By the previous argument, we can choose constants \( a, \delta = \delta(a) > 0 \) such that for sufficiently large \( L \), with probability at least \( \delta \), a saturated interval of length greater than \( \frac{L}{2} \) has a gap of size at least \( 2 - a\ell/L \). Consequently, the probability that our length \( L \) interval has a gap of size at least \( 2 - a\ell/L \) is at least

\[
1 - (1 - \delta)^\ell = 1 - o(1),
\]

since \( \ell \to \infty \) with \( L \). By choosing \( \ell = \log L \), we find that with high probability, an interval of length \( L \) has a gap of size at least \( 2 - a \log L/L \). For all \( \varepsilon > 0 \) and \( L \) sufficiently large, \( 2 - a \log L/L > 2 - 1/L^{1-\varepsilon} \), giving the desired result.

4. Maximum gaps in the one-dimensional ghost hard-core model

Here, we prove Theorem 1.5 giving a threshold for the maximum gap size in the infinite time limit of the ghost hard-core model.

Consider some iteration of the ghost hard-core model on a length \( L \) interval. Imagine that we pause at some \( t \in \mathbb{N} \), and for some choice of \( \ell \ll L \), consider the collection of gaps of length \( \Theta(\ell) \). For each such gap of size \( \Theta(\ell) \), we will attempt to compute the probability this gap is retained as \( t \to \infty \) by an inductive
Proof. We see that this is true for Lemma 4.3. For all \( P \) there are at least \( cL/\ell \) size at least \((\log n)^{1-\varepsilon}\) and \( \ell > 0 \) and \( k_1, k_2 \geq 0 \) such that \( k_1 + k_2 \leq \ell \), let \( P^{(\ell)}(k_1, k_2) \) be the probability that a gap of the form \([x, x + \ell]\), in which \([x, x + k_1]\) and \([x + \ell - k_2, x + \ell]\) are already occupied by ghosts, is eventually retained.

Note that if \( \ell - (k_1 + k_2) \leq 2 \), then \( P^{(\ell)}(k_1, k_2) = 1 \).

Observation 4.2. We have the following recurrence for \( P^{(\ell)}(k_1, k_2) \):

\[
P^{(\ell)}(k_1, k_2) = \left(1 - \frac{\ell - k_1 - k_2 + 2}{L}\right) P^{(\ell)}(k_1, k_2 + 1) + \frac{1}{L} \int_0^2 P^{(\ell)}(k_1 + k, k_2) dk + \frac{1}{L} \int_0^2 P^{(\ell)}(k_1, k_2 + k) dk.
\]

Since \( P^{(\ell)}(k_1, k_2) \) is symmetric in \( k_1, k_2 \) and only depends on the sum \( k_1 + k_2 \), we take \( s := \ell - (k_1 + k_2) \) and define

\[
P^{(\ell)}(s) := \begin{cases} 
1 & s \leq 2 \\
\frac{2}{s + 2} \int_{s-2}^s P^{(\ell)}(x) dx & s > 2
\end{cases}.
\]

We first prove the second half of Theorem 1.5, namely that for all \( \varepsilon > 0 \), with high probability a gap of size at least \((\log n)^{1-\varepsilon}\) is retained in the ghost hard-core process. To do so, we first give a lower bound on \( P^{(\ell)}(s) \).

Lemma 4.3. For all \( s \geq 2 \), \( P^{(\ell)}(s) \geq s^{-s} \).

Proof. We see that this is true for \( s \leq 2 \) and can check by hand for \( 2 \leq s \leq 4 \). We verify by induction for \( s \geq 4 \). Note that \( x^{-s} \) is convex for \( x > 1 \). We have

\[
\int_{s-2}^s x^{-s} dx \leq \frac{s^{-s}}{2(s-1)^{-s+1}} = \frac{1}{2(s-1)} \left(1 + \frac{1}{s-1}\right)^{-s} \leq \frac{2}{s+2},
\]

and thus

\[
s^{-s} \leq \frac{2}{s+2} \int_{s-2}^s x^{-s} dx \leq \frac{2}{s+2} \int_{s-2}^s P^{(\ell)}(x) dx = P^{(\ell)}(s).
\]

We imagine that \( L \to \infty \) and choose parameter \( \ell = \ell(L) \) such that \( \ell = o(1) \) but \( \ell^{\ell+1} = o(L) \), so that in particular \((1 - 1/\ell^{\ell+1})^{L/\ell} = o(1) \). We will show that with positive probability for some \( t \in \mathbb{N} \), there are \( \Omega(L/\ell) \) disjoint gaps of size at least \( \ell \) at time \( t \) in the ghost hard-core process, and that as \( t \to \infty \), at least one of these is retained if \( \ell \) is sufficiently small. To show the first claim, we apply the following theorem about a randomly broken interval:

Theorem 4.4 (Theorem 2.2 [9]). Suppose an interval of length 1 is broken uniformly at random into \( n \) subintervals with lengths \( S_1 \leq \cdots \leq S_n \). Then for every \( i \in [n] \) and \( r \in \mathbb{N} \), we have

\[
E[S_i^r] = \frac{\Gamma(n)}{\Gamma(n + r)},
\]

where

\[
Y_i = \frac{X_n}{n} + \frac{X_{n-1}}{n-1} + \cdots + \frac{X_{n-i+1}}{n-i+1},
\]

and \( X_1, \ldots, X_n \) are independent exponential random variables with mean 1.

To simplify the calculations below, we will henceforth assume (without loss of generality) that parameters describing a number of rods placed or some time step of the hard-core process are integers.

Lemma 4.5. Fix arbitrary \( c \in (0, 1/e) \) and \( \gamma \in (0, 1) \). Suppose \( \ell = \ell(L) \) is a function of \( L \) such that \( \ell^{\ell+1} = o(L) \). For \( L \) sufficiently large, when \( L/\ell \) candidate rods have been placed, with probability at least

\[
\left(1 - \frac{1}{(1+\gamma)\ln(1/c)}\right)^2 (1-\gamma),
\]

there are at least \( cL/\ell \) pairs of adjacent rod centers having distance at least \( \ell \).
Lemma 4.7. There exists constant $\delta$ such that for all $s > M$, we have

\[
\Pr(S_{M-\gamma M} \geq 1) \geq \left(1 - \frac{1}{(1 + \gamma) \ln(1/c)}\right)^2 (1 - \gamma).
\]

Proof. We rescale and consider placing rods of length $2/L$ on an interval of length $1$. In the rescaled setting, we count pairs of adjacent rod centers whose distance is at least $\ell/L$.

Let $M = L/\ell$. At the point where $M$ candidate rods have been placed on the unit interval, let $S_{M-\gamma M}$ denote the $\gamma M$-th largest distance between adjacent pairs of rod centers. By Theorem 4.4, we have

\[
\mathbb{E}[S_{M-\gamma M}] = \frac{1}{M} \sum_{i=\ell M+1}^{M} \frac{1}{i} \sim \frac{\ln(1/c)}{M},
\]

\[
\mathbb{E}[S_{M-\gamma M}^2] = \frac{1}{M(M+1)} \left( \left( \sum_{i=\ell M+1}^{M} \frac{1}{i} \right)^2 + \sum_{i=\ell M+1}^{M} \frac{1}{i^2} \right) \sim \frac{\ln^2(1/c)}{M^2}.
\]

For $M$ sufficiently large, by Paley-Zygmund, we have

\[
\Pr(S_{M-\gamma M} \geq 1/M) \geq \Pr(S_{M-\gamma M} \geq \mathbb{E}[S_{M-\gamma M}] / (1 + \varepsilon \ln(1/c))) \geq \left(1 - \frac{1}{(1 + \gamma) \ln(1/c)}\right)^2 (1 - \gamma).
\]

Consider attempting to place a new rod at time $t$. This new rod can reduce the size of at most one existing gap. This implies that given two distinct, disjoint gaps (separated by at least one placed rod), the events that each of these gaps are retained as $t \to \infty$ are independent. We are now ready to conclude the second half of Theorem 4.5.

Lemma 4.6. If $\ell = (\log L)^{1-\varepsilon}$ for $\varepsilon \in (0,1)$, then with high probability, in the infinite time limit of the ghost hard-core model, there is at least one gap of size at least $\ell$ (when packing on an interval of length $L$ for sufficiently large $L$).

Proof. For any $\delta \in (0,1)$, we can choose $c \in (0,1/e)$ and $\gamma \in (0,1)$ via Lemma 4.5 such that for $L$ sufficiently large, with probability at least $1 - \frac{\delta}{2}$ there are at least $cL/\ell$ gaps of size at least $\ell$ at some point in the ghost hard-core process. Consequently, there are at least $\frac{cL}{\ell}$ gaps of size within $[\ell, 2\ell/c]$. By Lemma 4.3 the probability that none of these gaps is retained is at most

\[
\left(1 - \frac{1}{(2\ell/c)^{2\ell/c}}\right)^{\frac{cL}{\ell}} \leq \exp[-L/(2\ell/c)^{2\ell/c+1}] = o(1),
\]

because we have that

\[
\frac{L}{(2\ell/c)^{2\ell/c+1}} = 2^{\log L - ((1-\varepsilon) \log \log L - \log c) \log L} \to \infty.
\]

Hence with probability at least $1 - \delta$, there exists a gap of size at least $\ell$ in the infinite time limit. Sending $\delta \to 0$ gives the result.

To show the first half of Theorem 1.5, we give an upper bound on $P(t)(s)$.

Lemma 4.7. There exists constant $C > 0$ such that for all $s \geq 0$, $P(t)(s) \leq C s^{-s/3}$.

Proof. There exists constant $M > 2$ such that for all $s > M$, we have

\[
\int_{s-2}^{s} x^{-s/3} dx \geq \frac{s^{-s/3}}{2(s-2)^{-s/3+2/3}} = \frac{1}{2(s-2)^{2/3}} \cdot \left(1 + \frac{2}{s-2}\right)^{-s/2} \geq \frac{2}{s+2}.
\]

Take some $C > 0$ such that $P(t)(s) \leq C s^{-s/3}$ for all $0 \leq s \leq M$. Then by induction, for all $s > M$, we have

\[
C s^{-s/3} \geq \frac{2}{s+2} \int_{s-2}^{s} C x^{-s/3} dx \geq \frac{2}{s+2} \int_{s-2}^{s} P(t)(x) dx = P(t)(s).
\]

Lemma 4.8. For sufficiently large $L$, with high probability, the largest gap that remains as $t \to \infty$ in the ghost hard-core process on an interval of length $L$ has size less than $\log L$. 


Figure 2. We simulate running the 1D ghost hard-core process to completion, packing rods of width 2 onto an interval of length $L$ for $L$ ranging from 50 to 1000. We estimate the maximum gap size empirically by running 200 trials at each length $L$. In (a), we plot the average maximum gap vs. $L$; in (b), we plot the average maximum gap vs. $\log(L)$ and include a best fit line that highlights the roughly logarithmic nature of the maximum gap, even at small scale.

Proof. Let $\ell = \log L$. At any time, there are at most $L/\ell$ distinct gaps of length at least $\ell$. Applying Lemma 4.7 and a union bound, the probability that at least one of them is retained is at most

$$\frac{L}{\ell} \cdot C \ell^{-\ell/3} = \frac{CL}{\log L^{\ell/3+1}} = o(1).$$

Theorem 1.5 then follows by combining Lemmas 4.6 and 4.8.

5. Further directions

The higher dimensional analogues of RSA and parking are of particular importance. A primary motivating question is trying to understand the maximum density of a sphere packing, a maximum collection of congruent radius one spheres in $\mathbb{R}^d$ that do not overlap. Determining the densest packings in arbitrary dimensions is one of the most longstanding open problems in discrete geometry, recently resolved in $\mathbb{R}^8$ and $\mathbb{R}^{24}$ in the breakthrough works of [4, 20]. The only other dimensions in which optimal sphere packings are known are dimensions 1, 2, and 3. One can derive lower bounds on an optimal sphere packing by studying packing procedures, such as the random sequential addition process of hard spheres in $\mathbb{R}^d$. Further, RSA in more than one dimension is in and of itself a process of much physical interest, as in [2, 3, 6, 8, 11, 13, 15, 18].

While our methods for establishing the extreme values of gaps do not generalize to more than one dimension, Theorem 1.3 offers a tantalizing glimpse into the existence of relatively large gaps in saturated hard-core packings and perhaps studying sphere packing densities. Further the extremely fast convergence of the maximum gap size to a roughly logarithmic scale Fig. 2 provides some evidence about the utility of relatively small scale simulations.

Our work leaves several questions open; perhaps the most fundamental open problem is extending the results in this work to higher dimensions.

Question 5.1. Given a random packing that results from packing spheres of radius 1 in $\mathbb{R}^d$ via the $d$-dimensional ghost RSA process, how much more dense (on average) is the saturated packing that results from adding spheres to this existing packing via the traditional RSA process (i.e., ignoring the ghost constraint)?

It is also natural to wonder about other generalizations. For example, the following question concerning packing width 2 axis-aligned squares into an $L \times L$ square is a natural first extension (see Fig. 3 for a sample simulation).

Question 5.2. Given a random packing of width 2 axis-aligned squares into an $L \times L$ square via the hard-core process, what is the expected maximum width of an axis-aligned square that could be added to this packing, without violating the hard-core constraint?
Figure 3. Pictured are three “infinite time” instantiations of packing axis-aligned squares of side length 2 inside a larger square of length $L = 20$. In (a), we simulate the classical 2D hard-core model; this packing has 54 squares. In (b), we add the additional ghost constraint that squares cannot overlap with any previous candidate square; this packing has 23 squares. In (c), we begin with a random ghost packing generated via the same process as (b); after reaching the infinite time limit, we extend it randomly to a classically saturated packing by removing the ghost constraint. This example placed 27 squares during the ghost process, and 49 total squares.

Unlike in one dimension, where the notion of a maximum gap is unambiguous, one can define a “gap” in many ways in higher dimensions. Focusing on the largest spheres that can fit into the negative space as our notion of gaps, the following question about gaps in the 2D ghost process is very natural. Two-dimensional packings have been extensively studied; physical theories such as the Asakura-Oosawa depletion interaction seek to explain the “effective interaction” between hard-sphere particles and highlight the rich behavior of particles in higher dimensions [1]. Most of the work in more than one dimension, however, remains at the heuristic level, lacking rigorous mathematical results about distributions of gaps or sizes (or even asymptotic packing densities and pair correlations) [12]. For example, the following question is open.

Question 5.3. Given a random packing of radius 1 spheres into an $L \times L$ square via the ghost hard-core process, what is the expected maximum radius of a sphere that could be added to this packing, without violating the hard-core constraint?

References

[1] Sho Asakura and Fumio Oosawa. On interaction between two bodies immersed in a solution of macromolecules. *The Journal of chemical physics*, 22(7):1255–1256, 1954.
[2] B. Edwin Blaisdell and Herbert Solomon. On random sequential packing in the plane and a conjecture of Palasti. *J. Appl. Probab.*, 7(3):667–698, 1970.
[3] B. Edwin Blaisdell and Herbert Solomon. Random sequential packing in euclidean spaces of dimensions three and four and a conjecture of Palasti. *J. Appl. Probab.*, 19(2):382–390, 1982.
[4] Henry Cohn, Abhinav Kumar, Stephen D. Miller, Danylo Radchenko, and Maryna Viazovska. The sphere packing problem in dimension 24. *Ann. of Math. (2)*, 185(3):1017–1053, 2017. doi:10.4007/annals.2017.185.3.8.
[5] François Dunlop and Thierry Huillet. Hard rods: statistics of parking configurations. *Phys. A*, 324(3-4):698–706, 2003. doi:10.1016/S0378-4371(03)00065-7.
[6] Mathieu Dutour Sikirić and Yoshiaki Itoh. Random Sequential Packing of Cubes. World Scientific, 2011.
[7] A. Dvoretzky and H. Robbins. On the “parking” problem. *Magyar Tud. Akad. Mat. Kutató Int. Közl.*, 9:209–225, 1964.
[8] James W. Evans. Random and cooperative sequential adsorption. *Reviews of modern physics*, 65(4):1281, 1993.
[9] Lars Holst. On the lengths of the pieces of a stick broken at random. *J. Appl. Probab.*, 17(3):623–634, 1980. URL: https://doi-org.ezp-prod1.hul.harvard.edu/10.1017/s0021900200033738 doi:10.1017/s0021900200033738.
[10] Yoshiaki Itoh. On the minimum of gaps generated by one-dimensional random packing. *J. Appl. Probab.*, 17(1):134–144, 1980. doi:10.1017/s0021900200046878.
[11] Yoshiaki Itoh and Sumie Ueda. On packing density by a discrete random sequential packing of cubes in a space of n dimension. In *Proc. Inst. Statist. Math*, volume 31, pages 65–69, 1983.
[12] Werner Krauth. *Statistical mechanics*, volume 13 of *Oxford Master Series in Physics*. Oxford University Press, Oxford, 2006. Algorithms and computations, Oxford Master Series in Statistical Computational, and Theoretical Physics.
Observation A.2. We have that segment of length segment. In the classical one-dimensional hard-core model, we can, after placing the first rod on a circular (on an interval of length $L$ just 1 more than $E_1$ piece on the right and left are both occupied. The expected number of rods that can be placed is then exactly $1$ subject via the one dimensional ghost hard-core model. On a circle of length $L$ subject to the usual hard-core constraint. However, the “unwinding” argument above does not yield such a correspondence in the ghost hard-core model, below, we record some basic properties of this ghost model in one dimension below. Some of them bear striking resemblance to the classical results, while other properties of this ghost hard-core model, below, we record some basic properties of this ghost model in one dimension below. Some of them bear striking resemblance to the classical results, while other properties of this ghost hard-core model are very different.

Recall that $\tilde{N}(L)$ denotes the total number of rods placed in the ghost model in the infinite time limit (on an interval of length $L$).

Observation A.2. We have that $\mathbb{E}[\tilde{N}(L)] = \sum_{t=1}^{\infty} P_s(t) = \sum_{t=1}^{\infty} \left[ \frac{2((L-3)^t - (L-4)^t)}{tL^t} + \left( \frac{L-4}{L} \right)^t \right] = \frac{L}{4} + \ln \left( \frac{16}{9} \right) - 1.$

Thus, the expected density of rods is

$$\frac{2}{L} \cdot \left( \frac{L}{4} + \ln \left( \frac{16}{9} \right) - 1 \right) \approx \frac{1}{2} - 0.425 \frac{L}{L}.$$ 

Remark A.3. The above is in contrast to the slightly different process of placing length 2 rods on a circle of length $L$ subject via the one dimensional ghost hard-core model. On a circle of length $L$, the probability of success at time $t \in \mathbb{Z}_{\geq 1}$ is simply $\left( \frac{L-1}{L} \right)^{t-1}$. Consequently, the expected density of rods on this circle, is exactly $\frac{1}{2}$ rather than exhibiting the slight offset from $\frac{1}{2}$ observed in the case of the line.

Naively, one might expect to be able to relate the packing densities on the line segment and circular segment. In the classical one-dimensional hard-core model, we can, after placing the first rod on a circular segment of length $L$ imagine “cutting” the rod in half and unrolling it to a line of length $L$ of which a length 1 piece on the right and left are both occupied. The expected number of rods that can be placed is then just 1 more than $\mathbb{E}[N(L-2)]$, the expected number of rods that can be placed on a line segment of length $L-2$ subject to the usual hard-core constraint.

However, the “unwinding” argument above does not yield such a correspondence in the ghost hard-core process on a circle; after unwinding, “ghost” rods that are placed on top of the first rod can still forbid new space, making the unwound segment exhibit different physical behavior than a length $L-2$ segment.

APPENDIX A. Basic properties of the 1D ghost hard-core model

Since the ghost hard-core model (of Definition 1.4) is not as well understood as the classical hard-core model, below, we record some basic properties of this ghost model in one dimension below. Some of them bear striking resemblance to the classical results, while other properties of this ghost hard-core process are very different.

In the ghost hard-core process, for each $t \in \mathbb{Z}_{\geq 1}$ we attempt to place a length 2 rod on an interval of length $L$ subject to the ghost hard-core constraint that our rod cannot overlap any previous candidate rod. Let $P_s(t)$ be the probability we are successful at time $t$.

Observation A.1. For $t \in \mathbb{Z}_{\geq 1}$,

$$P_s(t) = \frac{L-4}{L} \left( \frac{L-4}{L} \right)^{t-1} + 2 \cdot \frac{1}{L} \int_0^2 \left( \frac{L-x-2}{L} \right)^{t-1} dx + 2 \cdot \frac{1}{L} \cdot 0$$

Recall that $\tilde{N}(L)$ denotes the total number of rods placed in the ghost model in the infinite time limit (on an interval of length $L$).
Figure 4. We plot $\tilde{\pi}(x)$ for $x \in [0, 6]$ above on an interval of length $L = 20$. $\pi(x)$ is maximized at $x = 2$, where it takes on value $\frac{1}{4} + \ln(4/3)$.

A.1. Occupancy probability. We now compute the occupancy probability distribution in the infinite time limit of the one-dimensional ghost hard-core process.

Definition A.4. Let $\tilde{\pi}(x,t,L)$ be the probability that point $x \in [0, L]$ is covered by a placed rod for the first time at time $t \in \mathbb{Z}_{\geq 1}$, and let $\tilde{\pi}(x,L) = \sum_{t=1}^{\infty} \tilde{\pi}(x,t,L)$ be the probability that point $x$ is covered in the infinite time limit.

Observation A.5. Suppose that $0 \leq x \leq \frac{L}{2}$ and $L \geq 10$. Then,

$$\tilde{\pi}(x,L) = \sum_{t=1}^{\infty} \tilde{\pi}(x,t,L) = \begin{cases} \frac{1}{4} + \ln \left(\frac{4}{1+x}\right) & x \geq 3 \\ \frac{1}{4} + \ln \left(\frac{x}{4}\right) & 2 \leq x < 3 \\ \ln \left(\frac{3+x}{4}\right) & 1 \leq x < 2 \\ 0 & 0 \leq x < 1 \end{cases}$$

Proof. This follows by a direct calculation:

$$\tilde{\pi}(x,t,L) = \begin{cases} \frac{2}{L} \left(\frac{L-4}{L}\right)^{t-1} & x \geq 3 \\ \frac{x-1}{L} \left(\frac{L-4}{L}\right)^{t-1} + \frac{1}{Lt} \int_{x-1}^{L} (y-2)^{t-1} dy & 2 \leq x < 3 \\ \frac{x-1}{L} \left(\frac{L-4}{L}\right)^{t-1} + \frac{1}{Lt} \int_{1}^{L} (y-2)^{t-1} dy & 1 \leq x < 2 \\ \frac{1}{L} \int_{x-1}^{L} (y-2)^{t-1} dy & 0 \leq x < 1 \end{cases}$$

Thus, we sum the above to obtain the occupancy probabilities in the infinite time limit.

$$\tilde{\pi}(x,L) = \sum_{t=1}^{\infty} \tilde{\pi}(x,t,L) = \begin{cases} \frac{1}{4} + \ln \left(\frac{4}{1+x}\right) & x \geq 3 \\ \frac{1}{4} + \ln \left(\frac{x}{4}\right) & 2 \leq x < 3 \\ \ln \left(\frac{3+x}{4}\right) & 1 \leq x < 2 \\ 0 & 0 \leq x < 1 \end{cases}$$

\[\blacksquare\]

Remark A.6. The above holds symmetrically for $x > L/2$ by replacing $x$ with $L - x$ in the above expressions. We plot $\tilde{\pi}(x,L)$ for small values of $x$ in Figure 4 noting the boundary effect and the lack of $L$ dependence (provided $L \geq 10$).
A.2. Pair correlation. Let’s now consider the pair correlation function on a circular segment of length $L$. Recall that given a circular segment of length $L$, $\pi(x_1, x_2; L)$ is the probability that points $x_1$ and point $x_2$ are both covered by a rod when we pack a circle of length $L$ with length 2 rods uniformly at random via the ghost hard-core process. Since $\pi(x_1, x_2; L)$ only depends on $|x_1 - x_2|$, for all $0 \leq x \leq L/2$, we can let $\pi_2(x, L)$ denote $\pi(x_1, x_2, L)$ for all $|x_1 - x_2| = x$.

**Proposition A.7.** Let $x = |x_2 - x_1|$. Then we have that for $L \geq 20$ and $x \leq L/2$

$$
\pi_2(x; L) = \pi_2(x) = \frac{1}{4} \begin{dcases} 
1 & x \geq 4 \\
\frac{x^2}{2} - x - \frac{3}{4} \ln \left( \frac{2}{x+1} \right) & 3 \leq x \leq 4 \\
\frac{x^2}{2} - x + \frac{3}{8} \ln \left( \frac{64}{27} \right) & 2 \leq x \leq 3 \\
2 + \ln(27) - 3 \ln(x+3) & 0 < x \leq 1.
\end{dcases}
$$

**Proof.** We imagine a circular segment of length $x = |x_2 - x_1|$ being placed uniformly on the length $L$ circle and compute the probability that in some saturated packing, both endpoints of this segment are within a rod. First consider the left endpoint $x_1$. Since $x_1$ is a uniformly random point on the circle, the probability that $x_1$ is covered by a rod is $\frac{1}{2}$. We will thus condition on this $\frac{1}{2}$ event.

By rotational invariance, if $x_1$ is covered, we can assume that $x_1$ was covered at time $t = 1$. We can then imagine cutting at point $x_1$ to give a segment of length $L - 2$ with a protrusion on the left of length $\sigma$ and on the right of length $2 - \sigma$, for $\sigma \sim \text{Unif}(0, 1)$ representing the parts of the cut rod that covered $x_1$.

For fixed $\sigma$, let $\pi(x, t \mid \sigma)$ be the probability of covering $x$ first at time $t$. Below, we assume $t \geq 2$. We take $x = |x_2 - x_1|$, assuming that $x_2$ is to the right of $x_1$ and that $x < L/2$. For $t = 1$,

$$
\pi(x, 1 \mid \sigma) = \begin{dcases} 
1 & x \leq \sigma \\
0 & \text{else}.
\end{dcases}
$$

We first suppose that $\sigma \geq 1$. Then we observe that for $t \geq 2$,

$$
\pi(x, t \mid \sigma) = \begin{dcases} 
\frac{2}{t} \left( \frac{L-4}{L} \right)^{t-2} & 2 + \sigma \leq x \\
\frac{x^2}{2} \left( \frac{L-4}{L} \right)^{t-2} & \sigma < x \leq 2 + \sigma \\
0 & x \leq \sigma.
\end{dcases}
$$

Then the probability of $x$ being covered in the limit for given $\sigma \geq 1$ is

$$
\pi(x \mid \sigma) = \sum_{t=1}^{\infty} \pi(x, t \mid \sigma) = \begin{dcases} 
\frac{1}{2} & 2 + \sigma \leq x \\
\frac{2 - \sigma}{4} & \sigma < x \leq 2 + \sigma \\
1 & x \leq \sigma.
\end{dcases}
$$

Next we suppose that $\sigma < 1$. We then observe that for $t \geq 2$, we have that

$$
\pi(x, t \mid \sigma) = \begin{dcases} 
\frac{2}{t} \left( \frac{L-4}{L} \right)^{t-2} & 3 \leq x \\
\frac{x^2}{2} \left( \frac{L-4}{L} \right)^{t-2} + \int_{x/2}^{2} \frac{1}{t} \left( \frac{L-y}{L} \right)^{t-2} dy & 2 + \sigma \leq x < 3 \\
\frac{x^2}{2} \left( \frac{L-4}{L} \right)^{t-2} + \int_{x/2}^{2} \frac{1}{t} \left( \frac{L-y}{L} \right)^{t-2} dy & 1 \leq x < 2 + \sigma \\
\int_{\sigma+1}^{x+1} \frac{1}{t} \left( \frac{L-y}{L} \right)^{t-2} dy & \sigma < x \leq 1 \\
0 & x \leq \sigma.
\end{dcases}
$$

$$
\pi(x \mid \sigma) = \begin{dcases} 
\frac{2}{t} \left( \frac{L-4}{L} \right)^{t-2} & 3 \leq x \\
\frac{x^2}{2} \left( \frac{L-4}{L} \right)^{t-2} + \frac{(L-x-1)^{t-1} - (L-4)^{t-1}}{(t-1)L^{t-1}} & 2 + \sigma \leq x < 3 \\
\frac{x^2}{2} \left( \frac{L-4}{L} \right)^{t-2} + \frac{(L-y-3)^{t-1} - (L-4)^{t-1}}{(t-1)L^{t-1}} & 1 \leq x < 2 + \sigma \\
\sigma < x \leq 1 \\
x \leq \sigma.
\end{dcases}
$$
Figure 5. Above, we plot \( \tilde{\pi}_2(x) \) as a function of \( x = |x_2 - x_1| \). The minimum occurs at \( x = 2 \) with associated occupancy probability \( \frac{11}{32} - \frac{3}{4} \ln(4/3) \approx 0.128 \).

The probability of \( x \) being covered in the limit for given \( \sigma < 1 \) is given by

\[
\tilde{\pi}(x \mid \sigma) = \sum_{t=1}^{\infty} \tilde{\pi}(x, t \mid \sigma) = \begin{cases} 
\frac{1}{2} & 3 \leq x \\
\frac{x-1}{4} + \ln \left( \frac{4}{x+1} \right) & 2 + \sigma \leq x < 3 \\
\frac{x-1}{4} + \ln \left( \frac{4}{3+\sigma} \right) & 1 \leq x < 2 + \sigma \\
\ln \left( \frac{3+x}{3+\sigma} \right) & \sigma < x \leq 1 \\
1 & x \leq \sigma.
\end{cases}
\]

Thus, taking the minimal distance \( |x_1 - x_2| < \frac{L}{2} \) in the regime \( L \geq 10 \),

\[
\tilde{\pi}(x_1, x_2, L) = \tilde{\pi}_2(|x_2 - x_1|; L) = \tilde{\pi}_2(x)
\]

\[
= \frac{1}{4} \int_0^1 \tilde{\pi}(x \mid \sigma) d\sigma + \frac{1}{4} \int_1^2 \tilde{\pi}(x \mid \sigma) d\sigma
\]

\[
= \frac{1}{4} \begin{cases} 
1 & x \geq 4 \\
x - \frac{x^2}{8} - 1 & 3 \leq x \leq 4 \\
\frac{10}{8} - \frac{1}{2} x - 3 \ln \left( \frac{4}{x+1} \right) & 2 \leq x \leq 3 \\
\frac{10}{8} - x + \frac{23}{8} - \ln \left( \frac{64}{27} \right) & 1 \leq x \leq 2 \\
2 + \ln(27) - 3 \ln(x+3) & 0 < x \leq 1.
\end{cases}
\]

We plot this piecewise function for \( x \in [0, 10] \) in Figure 5.