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1 INTRODUCTION
Nowadays, session recording and playback of a single or multi-user VR session has become an increasingly market-required asset. The need for effective VR recording and replaying (VRRR) is especially highlighted in virtual training applications, as replaying user actions can serve as an additional and powerful educational tool. Despite the effort, achieving VRRR is a task not natively undertaken by modern game engines and therefore most VR applications do not include such a feature by default.

Current bibliography contains numerous studies of how the VR record and replay features can enhance the learning impact that VR educational-oriented applications provide, by mainly measuring the performance of users [Lahanas et al. 2015]. Usually, the data are captured in video format [Zia et al. 2016] and a post process of this high-dimensional data is required to obtain any further analysis. Since video data is not sufficient for reasons we explain in Section 2, our approach is close to [Kloiber et al. 2020], where user’s motion were analysed by recording their hands and head trajectories. Current ongoing research also explores the proper methods and data structures that must be employed to achieve real-time logging while keeping the required data storage manageable and allowing effective replay.

2 OUR APPROACH
Our proposed VRRR functionality, already implemented in the Unity3D MAGES SDK 4.0 ([Papagiannakis et al. 2020], publicly available for free), enables a) experts to record and replay their sessions, b) novices to learn how to correctly perform an operation by watching the expert’s recording and reviewing their own sessions, and c) evaluators to assess the learning outcomes of the apprentices, utilizing the VR Replay feature (see Figure 1).

VR Recorder: Existing methods dictate that accurate recording of a VR session can be achieved via two methods, depending on the logged data. The first method records all users’ inputs whereas, the second method focuses on the effects that these inputs have on the virtual scene. Our research revolves around a VR logger that records raw user input, as such an approach fits well with the current growth direction of virtual reality environments. In this respect, we avoid collecting high-dimensional data, such as the state of the entire virtual world. Instead, we collect and store low-dimensional information, such as the users’ inputs and triggers, that may be used to obtain valuable analytics even by using simple, machine learning (ML) based, processing algorithms. Finally, the recorded data can be utilized to easily reproduce the user session by applying the world’s mechanics, while the second method would demand sophisticated computer vision algorithms.

Our VR Recorder allows, for the first time, to log the user’s sessions within a virtual environment in the form of positions, rotations, user-object interactions and training scenegraph nodes [Zikas et al. 2022], resulting in improved accuracy without compromising generalization, while requiring minimal storage space, approximately 1MB per minute per user. As the objects which the user interacts with might come into contact or interaction with other

Figure 1: VR Record (Left) and Replay (Right) functionality. The user is able to replay the recorded session from any perspective, as well as pause the replay in order to continue the session on his own.
objects, i.e., changing their location or status, we are also recording the transformations of all subsequently affected objects. The voice of each player is recorded individually, including incoming voice in cases of multi-player sessions.

**VR Replay:** Via VRRR, we can replay a VR session, in both single and multi player modes. These recordings can be synchronized with the cloud and also be replayed on any device regardless of the original hardware they were recorded on. VRRR allows a full reproduction of the session as it happened when it was recorded, rather than simply video replaying the in-game view. While replaying the session, the users are free to move around the virtual world, watch the scene from any angle, or act simultaneously with the various recorded interactions and events. Such a functionality allows the creation of high fidelity VR replays that can be used creatively to increase the pedagogical benefits of various simulations.

**Audio-Video Synchronization:** Audio Video synchronization (AV-sync) is a common issue when one tries to replay graphics with audio. According to the European Broadcasting Union, the relative timing between audio and vision components must be less than 40 ms for sound before graphics, and less than 60ms for sound after graphics. The proposed AV-sync method is similar to the one presented by Zhang et al. [Zhang et al. 1705], which uses timestamps to eliminate the lip-sync error. In this regard, two issues need to be tackled a) the graphics replay times and b) the remote user’s sound reception for multiplayer sessions. The first issue is caused by the different frame rate between recording and replaying a session. As a result, a desynchronization between graphics and the respective sounds is created. The sound after graphics issue is resolved by waiting the amount of frames needed to visualize graphical changes. On the other hand, the sound before graphics is tackled by skipping visual changes. The second issue, caused by the reception time difference between transformation and sound data of a remote user, is eliminated by adding noise or removing samples respectively, to match the expected sound sample rate, i.e., 48000 samples per second.

**Results:** A comparison chart of existing VR recording or/and replaying methods against our proposed method is presented in Figure 2. Moreover, Table 1 shows a negligible performance overhead in terms of FPS in the use of our proposed VR Recorder.

### Table 1: Measuring the FPS burden of a VR application due to the Recorder feature. The results were obtained using a PC with an i7-11375H, 16 GB of RAM and an RTX 3060.

| Metric            | Session without VR Recording | Session with VR Recording | Difference |
|-------------------|------------------------------|----------------------------|------------|
| Average FPS       | 89.56                        | 85.13                      | 4.43       |
| Minimum FPS       | 76.56                        | 68.78                      | 7.78       |
| Maximum FPS       | 93.29                        | 92.57                      | 0.72       |

### 3 CONCLUSIONS AND RELATED WORK

We introduce a novel method that describes the functionality and characteristics of an efficient VR recorder with replay capabilities, implemented in a modern game engine, publicly available for free. Relating to this work, we have also developed a Convolution Neural Network (CNN) that can digest the stored data to assess in real-time the user’s achievements compared to prerecorded actions. In the future, we aim to create intelligent agents trained using experts’ session data, that are able to complete tasks on their own. Furthermore, we plan to develop a no-code VR authoring tool, that would allow the virtual environment designers to develop new training modules. This tool will also fuse all recorded data and train ML algorithms in order to understand the type of task the designer intends to develop.
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