Site-disorder driven superconductor–insulator transition: a dynamical mean field study
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Abstract
We investigate the effect of site disorder on the superconducting state in the attractive Hubbard model within the framework of dynamical mean field theory. For a fixed interaction strength ($U$), the superconducting order parameter decreases monotonically with increasing disorder ($x$), while the single-particle spectral gap decreases for small $x$, reaches a minimum and keeps increasing for larger $x$. Thus, the system remains gapped beyond the destruction of the superconducting state, indicating a disorder-driven superconductor–insulator transition. We investigate this transition in depth considering the effects of weak and strong disorder for a range of interaction strengths. In the clean case, the order parameter is known to increase monotonically with increasing interaction, saturating at a finite value asymptotically for $U \to \infty$. The presence of disorder results in destruction of superconductivity at large $U$, thus drastically modifying the clean case behaviour. A physical understanding of our findings is obtained by invoking particle–hole asymmetry and the probability distributions of the order parameter and spectral gap.
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1. Introduction
The combined effect of disorder and correlations on the superconducting state has been extensively studied for many decades but a complete picture has not yet emerged [1, 2]. Many recent experimental studies of disordered superconducting thin films have investigated the superconductor–insulator transition (SIT) [3–8]. In disordered NbN s-wave superconductors [3–5], a SIT was observed by scanning tunneling spectroscopy and penetration depth measurements. The effective disorder in NbN, given by the product of the Fermi wave vector ($k_F$) and electronic mean free path ($l$), is introduced by controlling the Nb atom vacancies. The insulating state at large disorder has been a subject of debate. Finite frequency measurements of superfluid stiffness [6] have indicated the existence of a Bose insulator state with localized Cooper pairs. However, a better understanding of the SIT and the associated insulating state in the large disorder limit requires more theoretical scrutiny.

Localized Cooper pairs indicate a system with local attractive interactions, which are most appropriately represented by the attractive Hubbard model (AHM) [9]. The study of dirty superconductors can thus be naturally carried out by investigating the effect of disorder in the AHM. The clean limit of the AHM has been extensively studied using Bogoliubov–de Gennes type mean field (BdGMF) theories and more recently using iterated perturbation theory for superconductivity (IPTSC) [10], a numerical renormalization group (NRG) [11] and continuous time quantum Monte Carlo (CTQMC) [12] within dynamical mean field theory.
(DMFT) [13–15]. The main issue that has been focused on is the BCS–BEC crossover for different fillings and interaction strengths. Very recently, a statistical DMFT study of the Bethe lattice disordered AHM has been carried out [16].

The systems investigated experimentally, such as NbN$_x$ [3–5], InO$_x$ [6, 8] and TiN$_x$ [7], are in the strong disorder limit, wherein the early theories of dirty superconductors, for example by Anderson [17] and Abrikosov and Gor’kov [18], are not really applicable. Hence a proper theoretical approach is needed which treats the effects of strong attractive interactions and disorder on an equal footing. One such method, namely the BdGFM, has been employed to investigate the AHM with site [19–21] as well as bond disorder [22]. However, since the method is based on a mean field approximation, albeit inhomogeneous, it has limitations in terms of not incorporating quantum fluctuations. Recent NRG [11] calculations of the clean AHM also point out several deficiencies of the BdGFM method. Beyond the mean field, quantum Monte Carlo (QMC) [23–25] studies of finite size lattices have validated the decrease of the superconducting order parameter ($\Phi$) with increasing disorder, but due to finite size effects a complete destruction of $\Phi$ at large disorder could not be seen. However, with increasing temperature, a SIT was observed in the dc conductivity calculations.

In this work, we carry out a detailed study of the disordered AHM by combining coherent potential approximation (CPA) [26, 27] with DMFT and IPTSC [10]. The IPTSC solver has the advantage over methods such as QMC of obtaining real frequency spectra at zero temperature and in the thermodynamic limit, while being computationally inexpensive. The reliability of our approach is enhanced by the fact that IPTSC is known to benchmark well with NRG results for the clean AHM [11]. To distinguish between dynamical and static effects, we have also carried out BdGFM studies within CPA + DMFT. As anticipated by the previous inhomogeneous mean field and QMC calculations, we find a SIT with increasing disorder. We map out the detailed behaviour of the SIT in the disorder–interaction plane. We also investigate the distribution of the local order parameter, and point out that some of the subtle aspects of the experimentally observed SIT require an extension of single-site DMFT through, for example, the statistical DMFT or cluster extensions such as the dynamical cluster approximation. The paper is structured as follows: in section 2 we outline the model and the formalism used. Next, we present our results for the local order parameter, the spectra, and the distribution function. We also investigate the distribution of the SIT in the disorder–interaction plane. We map out the detailed behaviour of the SIT in the disorder–interaction plane.

2. Model and formalism

The AHM is expressed in standard second quantized notation by the following Hamiltonian:

$$\mathcal{H} = \sum_{i,\sigma} \epsilon_i c_{i\sigma}^\dagger c_{i\sigma} - t \sum_{(ij,\sigma)} (c_{i\sigma}^\dagger c_{j\sigma} + \text{h.c.})$$

$$- |U| \sum_{i} n_{i\uparrow} n_{i\downarrow} - \mu \sum_{i,\sigma} c_{i\sigma}^\dagger c_{i\sigma},$$

where $c_{i\sigma}$ annihilates an electron on the $i$th lattice site with spin $\sigma$, and $n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$; $t$ is the nearest-neighbour hopping amplitude, $\epsilon_i$ is site energy and $\mu$ is chemical potential. The disorder is represented by randomness in site energies, which we choose to be distributed according to a uniform probability distribution function $P_x(\epsilon_i)$.

$$P_x(\epsilon_i) = \frac{\Theta(\frac{\epsilon_i}{x} - |\epsilon_i|)}{x}$$

where $x$ is the disorder strength in units of $t$ ($= 1.0$).

The CPA in conjunction with DMFT is the best single-site approach for studying the interplay of disorder with interactions in strongly correlated systems [33]. To investigate the effects of disorder on the superconducting state, we employ the best single-site quantum approaches, namely DMFT in conjunction with CPA. Within DMFT, the lattice model is mapped onto a single-impurity model embedded in a self-consistently determined bath. For the present problem, the effective medium is in a superconducting state, hence the Nambu formalism must be used. The effective action [13] for a given site $i$ within DMFT in Nambu formalism is given by

$$S_{\text{eff}}(i) = - \int_0^\beta \! d\tau_i \int_0^\beta \! d\tau_2 \Psi_i(\tau_1) \mathcal{G}_i^{-1}(\tau_1 - \tau_2) \Psi_i(\tau_2)$$

$$- |U| \int_0^\beta \! d\tau n_{i\uparrow}(\tau) n_{i\downarrow}(\tau)$$

where $\Psi_i(\tau)$, the two-component Nambu spinor, and $\mathcal{G}_i$, the host Green function in the Nambu formalism are given by

$$\Psi_i(\tau) = \begin{bmatrix} c_{i \uparrow}(\tau) \\ c_{i \downarrow}(\tau) \end{bmatrix}$$

and

$$\mathcal{G}_i(\omega) = \begin{bmatrix} \omega + \epsilon_i - \mu - \Delta_{11}(\omega) & -\Delta_{12}(\omega) \\ \Delta_{21}(\omega) & \omega + \epsilon_i - \mu - \Delta_{22}(\omega) \end{bmatrix}^{-1}.$$ (4)

The impurity Green function in the Nambu formalism is given as

$$\hat{G}_i(\tau) = - \langle \mathcal{T}_\tau \Psi_i(\tau) \Psi_i^\dagger(0) \rangle$$

$$\hat{G}_i(\omega) = \begin{bmatrix} \gamma_i^2(\omega) - \Delta_{11}(\omega) & -\gamma_i(\omega) \\ -\gamma_i^2(\omega) - \Delta_{11}(\omega) & \gamma_i^2(\omega) - \Delta_{11}(\omega) \end{bmatrix}^{-1}.$$ (5)

where $\Delta_{\alpha\beta}$, $\alpha, \beta = 1, 2$ are components of the disorder-averaged hybridization function matrix $\hat{\Delta}$; $\gamma(\omega) = \omega^+ + \mu - \epsilon_i - \Sigma_i(\omega)$; $\Sigma_i$ and $\Sigma_t$ are normal and anomalous self-energies of the $i$th site, respectively.

To calculate the local self-energies, $\Sigma_i(\omega^+)$ and $\Sigma_t(\omega^+)$, for the $i$th site we use IPTSC [10] as the impurity solver. In the IPTSC method, based on second-order perturbation theory, the self-energies are given by the following ansatz:

$$\Sigma_i(\omega^+) = - U n_{i\uparrow}^2 + A_i \Sigma_i^{(2)}(\omega^+)$$

$$\Sigma_t(\omega^+) = - U \Phi_i + A_i \Sigma_t^{(2)}(\omega^+)$$

(6) (7)
where the local filling \( n_i \) and order parameter \( \Phi_i \) are given by

\[
n_i = \frac{1}{2} \int_{-\infty}^{\infty} \mathrm{d}\omega \, \text{Im} \left( G^{i1}_1(\omega^+) \right) f(\omega)
\]

\[
\Phi_i = \int_{-\infty}^{\infty} \mathrm{d}\omega \, \frac{-\text{Im}(G^{i1}_1(\omega^+))}{\pi} f(\omega)
\]

and \( f(\omega) = \theta(\omega) \) is the Fermi–Dirac distribution function at zero temperature. In the ansatz above (equations (6) and (7)), the second-order self-energies are given by

\[
\Sigma_i^{(2)}(\omega^+) = U^2 \int_{-\infty}^{\infty} \sum_{j=1}^{3} \mathrm{d}\omega_j g_1(\omega_1, \omega_2, \omega_3) N(\omega_1, \omega_2, \omega_3) \frac{\omega^+-\omega_1+\omega_2-\omega_3}{\omega^+-\omega_1+\omega_2-\omega_3}
\]

and

\[
\Sigma_i^{(2)}(\omega^-) = U^2 \int_{-\infty}^{\infty} \sum_{j=1}^{3} \mathrm{d}\omega_j g_2(\omega_1, \omega_2, \omega_3) N(\omega_1, \omega_2, \omega_3) \frac{\omega^-+\omega_1+\omega_2-\omega_3}{\omega^-+\omega_1+\omega_2-\omega_3}
\]

\[
\Gamma^i(\omega) = \left[ \frac{\omega^+ + \mu - \epsilon_i - \Delta_{11}(\omega) + U n_i}{-\Delta_{21}(\omega) + U \Phi_i} \right]^{-1}
\]

\[
\Delta_{12}(\omega) + U \Phi_i \omega^+ + \mu + \epsilon_i - \Delta_{22}(\omega) - U n_i
\]

Finally the coefficient \( A_i \) in the IPTSC ansatz (equations (6) and (7)), which is determined by the high frequency limit, is given by

\[
A_i = \frac{2}{\pi} \frac{1 - n_i}{m_i (1 - m_i)} - \Phi_i^2
\]

\[
\left[ \frac{1}{m_i (1 - m_i)} - \Phi_i^2 \right]
\]

where the pseudo order-parameter \( \Phi_0 \) and the pseudo occupancy \( n_0 \) are given by

\[
n_0 = 2 \int_{-\infty}^{\infty} \mathrm{d}\omega \, \rho^{11}_i(\omega) f(\omega)
\]

\[
\Phi_0 = \int_{-\infty}^{\infty} \mathrm{d}\omega \, \rho^{12}_i(\omega) f(\omega)
\]

Using the CPA for incorporating disorder, the CPA Green function is given by an arithmetic averaging over the local Green functions as

\[
\hat{G}^{\text{CPA}}(\omega) = \int_{-\infty}^{\infty} \frac{1}{\pi} \mathrm{d}\epsilon_i \hat{G}^i(\omega; \epsilon_i) P_{\epsilon_i}(\epsilon_i)
\]

Since the CPA maps the disordered problem onto a translationally invariant problem, a lattice Green function may then be defined as

\[
\hat{G}_{\text{lat}}(\omega) = \left[ \begin{array}{c}
\omega^+ + \mu - \epsilon(\hat{k}) - \Sigma_{11}(\omega) \\
-\Sigma_{21}(\omega)
\end{array} \right]^{-1}
\]

where the self-consistency condition is that the lattice self-energy is the same as the CPA self-energy, hence the CPA Green function in term of average self-energy is given as

\[
\hat{G}^{\text{CPA}}(\omega) = \left[ \begin{array}{c}
\omega^+ + \mu - \Delta_{11}(\omega) - \Sigma_{11}(\omega) \\
-\Delta_{21}(\omega) - \Sigma_{21}(\omega)
\end{array} \right]^{-1}
\]

The equations are closed by observing that the \( \hat{k} \) summed lattice Green function should be the CPA Green function, i.e.

\[
\frac{1}{N_s} \sum_k \hat{G}_{\text{lat}}(\hat{k}, \omega) = \hat{G}^{\text{CPA}}(\omega)
\]

which may be converted to a density of states integral and hence expressed as

\[
\int_{-\infty}^{\infty} \mathrm{d}\epsilon \, \rho_0(\epsilon) \hat{G}_{\text{lat}}(\epsilon, \omega) = \hat{G}^{\text{CPA}}(\omega),
\]

where \( N_s \) and \( \rho_0(\epsilon) \) are the number of lattice sites and non-interacting density of states, respectively. In practice, we follow the steps outlined below to obtain the converged order parameter and spectra.

(i) Guess a hybridization matrix \( \Delta(\omega) \) and \( n_i, \Phi_i \) for each site. In practice, we choose either a previously converged solution or the non-interacting \( \Delta(\omega) \) with \( n_i = 1 \) and \( \Phi_i = 1/2 \forall i \).

(ii) Given a hybridization, occupancy and order parameter, use equation (12) to calculate the host Green function matrix, \( \hat{G}^i(\omega) \).

(iii) From equation (14), calculate the pseudo-occupancy and pseudo-order parameters, \( n_{0i} \) and \( \Phi_{0i} \).

(iv) Now by using equations (6), (7), (10), (11) and (13) calculate the regular and anomalous self-energies, \( \Sigma_i(\omega) \) and \( S_i(\omega) \).

(v) Then by using equations (5), (8) and (9), calculate impurity Green function \( \hat{G}^i(\omega) \), \( n_i, \Phi_i \) for each site.

(vi) The disorder-averaged Green function, \( \hat{G}^{\text{CPA}}(\omega) \) is obtained using equation (15).

(vii) We consider the AHM on a Bethe lattice of infinite connectivity at half filling (\( n = 1.0 \)), which is achieved by setting \( \mu = -U/2 \). For a Bethe lattice the self-consistency condition is simply given by

\[
\hat{\Delta}(\omega) = \frac{\tau^2 \sigma_z \hat{G}^{\text{CPA}}(\omega) \sigma_z}{4}
\]

where \( \sigma_z \) is the z component of the Pauli matrix. Using equation (20), a new hybridization matrix \( \hat{\Delta} \) is obtained.
(viii) If the hybridization matrix \( \hat{\Delta}(\omega) \) from step 7 and \( n_i, \Phi_i \) from step 5 are equal (within a desired numerical tolerance) to the guess hybridization matrix \( \hat{\Delta}(\omega) \), \( n_i \) and \( \Phi_i \) from step 1, then the iterations may be stopped, otherwise the iterations continue until desired convergence is achieved.

The results obtained using the above-mentioned procedure will be denoted as IPTSC. We have also carried out mean-field calculations by ‘turning off’ the dynamical self-energies in equations (6) and (7). These results will be denoted as BdGMF. We present our results in the next section.

3. Results and discussion

A recent study of the clean AHM \((x = 0)\) has shown that the results obtained using NRG [11] compare well with those from the IPTSC method, thus indicating its reliability for the present problem. A total of 1600 lattice sites have been considered in our calculations. This implies that the impurity problem needs to be solved 1600 times for each DMFT iteration. A fully parallel implementation allows us to carry out efficient calculations in a wide parameter range. This must be contrasted with previous state-of-the-art QMC calculations which have required larger lattice sizes than previous works, but we can also obtain real frequency spectra directly at zero temperature.

We review the physics of the clean AHM within DMFT briefly. At half-filling \((n = 1)\), it is well known that the AHM has two instabilities, namely superconductivity and charge-density wave (CDW). If the CDW instability is ignored, then the superconducting order parameter \( \Phi \) becomes non-zero only for \( U > U_{c1} \). The ground state is a normal metal for low interactions, while for \( U > U_{c1} \) the single-particle spectrum develops a BCS superconducting gap. It is known from NRG calculations, that agree very well with IPTSC results, that with increasing \( U \) the order parameter increases and saturates to a finite value as \( U \rightarrow \infty \). However, more recent CTQMC based calculations [12] at a fixed finite temperature show that at large \( U \) the order parameter decreases again, and vanishes beyond a certain \( U = U_{c2} \). In this work, since we have carried out zero temperature calculations, we will choose to take the NRG results as our benchmark.

3.1. Varying disorder; fixed interaction strength

In the clean case, the half-filling condition is maintained by choosing \( \epsilon_i = 0 \) and \( \mu = -U/2 \). For \( x > 0 \) the half-filling condition is again maintained through \( \mu = -U/2 \). The individual sites have site energies that are distributed uniformly over \([-x/2, x/2] \), so there is very little probability that any single site would have exactly \( \epsilon_i = 0 \). This implies that for a disordered AHM at a global half-filling condition, i.e. \( (n) = 1 \), the individual sites are away from half-filling, i.e. \( n_i \neq 1 \) \( \forall i \), hence the CDW instability need not be considered. In figure 1 we show the diagonal spectral function as a function of frequency for different values of disorder at a fixed interaction strength, namely \( U = 2 \). Panel (a) represents results for lower disorder \((x \leq 0.5)\), while panel (b) represents higher disorder \((x \geq 0.5)\). The zero disorder case in panel (a) represents the clean AHM result. The system has a superconducting gap \( E_g \). Flanking the band edges are the sharp ‘coherence peaks’. With increasing disorder, the coherence peaks melt and change into broad features. The insets show an expanded view of the low frequency gap region.

To understand the nature of the gap, we need to analyse the off-diagonal spectral function. These are shown in figure 2, for disorder values varying from \( x = 0.5 \) to \( x = 2 \), and \( U = 2 \).
It is seen clearly that the entire spectral weight decreases rapidly with increasing $x$, and finally goes to zero at $x \sim 1.5$. Comparing this with figure 1, we see that the spectral gap does not close for any $x$. Thus, the system exhibits a SIT as a function of increasing disorder at a fixed $U$.

The effective averaged s-wave pairing amplitude, $\Phi^{\text{CPA}}$, is defined as

$$\Phi^{\text{CPA}} = \int_{-\infty}^{\infty} \frac{-\text{Im}(G_{12}^{\text{CPA}}(\omega^+) f(\omega))}{\pi} d\omega,$$

and computed using the mean field (dashed line) and IPTSC (solid line) methods for a fixed interaction strength. In figure 3, we show the spectral gap and the disorder-averaged superconducting order parameter as a function of disorder in the bottom and top panels, respectively. It is observed that the gap decreases, reaches a minimum and then increases with increasing disorder. This kind of behaviour of the spectral gap with disorder is reported in [19, 20, 22]. A theoretical investigation based on the fractal nature of the wave function also confirms the increase in spectral gap with disorder [28].

The order parameter, in contrast to the gap, decreases monotonically with increasing disorder and vanishes beyond $x \sim 1.5$. This result, which states that the superconducting state is destroyed beyond a critical disorder strength, is consistent with previous QMC results, although the latter were obtained through extrapolation for finite size lattices. We also show the BdGMF (CPA) result (dashed line) in the same figure, and it is seen that the mean-field result and the full DMFT result hardly differ, indicating that local quantum fluctuations do not play a significant role in the destruction of the superconducting state. Since the order parameter is finite for $x \leq 1.5$, the spectral gap is a superconducting gap, while for higher disorder ($x > 1.5$), since $\Phi = 0$, $E_g$ represents an insulating gap. We also show the BdGMF (CPA) results for $E_g$ in the same figure. It is seen that the spectral gap is overestimated by the static mean field approach for finite disorder, as was found at $x = 0$ [10].

The dependence of the gap on $x$ is non-monotonic, and deserves some attention. For weak disorder, the gap decreases with increasing $x$, and this may be understood through the clean AHM. For $x = 0$, the spectral gap becomes smaller and asymmetric (about the chemical potential), with either increasing or decreasing the filling away from 1 [12]. Thus, we expect that with increasing disorder, since most sites would be off-half-filling, the spectral gap within the CPA, arising as the arithmetic mean of the individual spectra, would decrease for weak disorder. The preceding argument assumes that the hybridization remains largely unaffected, which is true for weak disorder. However, for moderate and large disorder, the hybridization gets modified strongly, and the simple arithmetic averaging result cannot be used to understand the increase in gap at larger disorder values ($x \gtrsim 1.5$). In order to understand the behaviour at large disorder, we will need to probe the distribution of the order parameter and gap over all the sites in the lattice. This is considered next.

In figure 4(a), the probability distribution function of the local superconducting order parameter (PDF-OP) for different values of $x$ is shown. For small disorder, the PDF-OP is broad, and peaked moderately at a certain typical value of $\Phi$. With increasing $x$ the typical $\Phi$ decreases sharply and the PDF-OP narrows down considerably. This indicates that while in the weak disorder limit arithmetic averaging may be used, in the strong disorder limit the typical value will manifest macroscopically. This is also reflected in the probability distribution function for the spectral gap (PDF-SG). As expected, the PDF-SG is also broad at weak disorder and narrows considerably at large disorder. In fact, since the weight contained in the peak is almost more than 50%, most of the sites will have a gap in the neighbourhood of the gap value corresponding to the peak. Since the peak occurs at higher values of the gap with increasing $x$, the gap in the CPA spectral function, shown in the bottom panel of figure 3, increases with increasing $x$. In previous literature based on BdGMF or QMC of finite lattices incorporating inhomogeneous order parameters, this increase in gap as a function of $x$ has been attributed to a decrease in localization length. Our results are based on the CPA, which is known to ignore localization effects. Thus we suggest that the arguments based on PDF are sufficient, and localization physics need not be invoked to explain the increase of the insulating gap. A more sophisticated treatment of this problem could be through typical medium theory, and subsequently statistical DMFT. Although the latter has been carried out [16], this specific issue has not been addressed.

3.2. Fixed disorder; varying interaction strength

We have considered the behaviour of physical quantities as a function of disorder at a fixed interaction strength. Now, we show the order parameter as a function of $U$ at a fixed disorder. In figure 5(a), the superconducting order parameter computed at $x = 0$ and $x = 1.0$ is shown as a function of $U$. For the clean case ($x = 0$), as mentioned before, $\Phi$ increases and eventually saturates with increasing $U$. However, at finite disorder, $\Phi^{\text{CPA}}$ increases, reaches a maximum and subsequently decreases. Thus when we turn on disorder, the order parameter dependence on $U$ changes qualitatively. This can again be understood very simply from the clean AHM result, that at a fixed $U$, $\Phi$ decreases with increasing particle–hole asymmetry defined by $\eta = 1 - 2|\langle \epsilon_i - \mu \rangle|/U$, where $\langle \cdot \rangle$ denotes the average over all lattice sites.
Figure 4. Probability distribution of (a) the local superconducting order parameter and (b) the spectral gap for different values of $x = 0.5, 1.0, 1.5, 2.0$ (from top to bottom) at $U = 2.0$ and at a global average filling $(n) = 1$.

Figure 5. (a) Superconducting order parameter of the disordered AHM as a function of $U$ at $x = 0, 1.0$, and at a global average filling $(n) = 1$. (b) The $\Phi$ of the clean AHM as a function of site energy $\epsilon_f$ for fixed $U = 1.5$ and $3.0$ at $\mu = U/2$.

as shown in figure 5(b). For a larger $U$, the decrease of $\Phi$ with increasing $\eta$ is much more rapid. Increasing site-disorder implies creating a greater number of sites with large $\eta$, which would have a smaller $\Phi$ than the sites with $\eta \sim 0$. Thus, with increasing interaction strength, and a fixed disorder concentration, the superconducting order parameter should decrease, which is indeed obtained.

3.3. 'Phase diagram'

The variation of the spectral gap and the superconducting order parameter, shown in figure 3, was for a specific interaction strength, namely $U = 2.0$. We have repeated our calculations for various other values of $U$, and could thus find the critical disorder strength $x_c(U)$, beyond which the superconducting state is completely destroyed. As shown in figure 6, we find that for large $U$, $x_c(U)$ decreases with increasing interaction strength. This kind of behaviour is also seen in QMC calculations of finite lattices through extrapolation [24]. The superconducting state persists to higher disorder values with increasing $U$ in the weak to moderate coupling regime, in contrast to the strong coupling regime. We have marked the phases that would be obtained in different regions of the $x$–$U$ plane. There are a few things to note. The large $x$ region must be an Anderson insulator, while the region close to the $x_c$ line is a Bose insulator. Naturally, within CPA, there is no way to access Anderson localization. For this reason, coupled with the speculation that we must expect crossovers instead of phase transitions, the phase boundaries have not been marked. However, a more comprehensive approach such as statistical dynamical mean field theory should be able to complete the ‘phase diagram’ shown here.

4. Conclusions

In this paper we have studied the effects of site disorder on a $s$-wave superconducting state as represented by an inhomogeneous attractive Hubbard model. Our theoretical approach combines DMFT with IPTSC as an impurity solver and the CPA. Detailed studies of (a) the clean system away from half-filling and (b) probability distributions of the spectral
gap and order parameter have been carried out. We have computed single-particle quantities such as the diagonal and off-diagonal spectral functions in the disorder–\(U\) plane. Using these, we obtained the spectral gap, superconducting order parameter and their probability distributions for different values of disorder and interaction strength. Some of our results agree qualitatively with those of previous studies [19, 20, 22, 24]. These include the non-monotonic dependence of the spectral gap on the interaction strength, the destruction of the superconducting state with disorder and a concomitant superconductor–insulator transition. These studies [19, 20, 22, 24] were carried out on two-dimensional lattices, while our work is within DMFT. Thus, we conclude that dimensionality has little role to play in these results. We further argue that our results may be explained by utilizing particle–hole asymmetry and disorder-induced probability distributions, with no need to invoke localization physics.

In order to probe localization physics within local approaches, one must ideally incorporate short-range correlations using techniques such as typical medium theory that has been applied successfully for the repulsive Hubbard model [29–32] or typical medium-dynamical cluster approximation [34]. The extension of our results to finite temperature and general fillings would pave the way to comparison with experiments.
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