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Using the method developed in a recent paper (Euro. Phys. J. B 92.8 (2019): 1-28) we consider 1/f noise in two-dimensional electron gas (2DEG). The electron coherence length of the system is considered as a basic parameter for discretizing the space, inside which the dynamics of electrons is described by quantum mechanics, while for length scales much larger than it the dynamics is semi-classical. For our model, which is based on the Thomas-Fermi-Dirac approximation, there are two control parameters: temperature $T$ and the disorder strength ($\Delta$). Our Monte Carlo studies show that the system exhibits 1/f noise related to the electronic avalanche size, which can serve as a model for describing the experimentally observed flicker noise in 2DEG. The power spectrum of our model scales with frequency with an exponent in the interval $0.3 < \alpha_{PS} < 0.6$. We numerically show that the electronic avalanches are scale invariant with power-law behaviors in and out of the metal-insulator transition line.
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I. INTRODUCTION

Two-dimensional electron gas (2DEG) has been a challenging topic in condensed matter physics for many years. The challenging behaviors of 2DEG, like the metal-insulator transition (MIT) and 1/f noise, have put it at the center of a long-running debates [1–4]. According to one-parameter scaling theory [1], in the absence of spin interaction and scattering no MIT is expected in 2D, the fact that was violated by the experiments of Kravchenko [5]. Despite of the huge attempts for explanation of this MIT [6, 7], it has been remaining as a big mystery in the condensed matter physics, for a good review see [4]. $1/f$ (flicker) noise in 2DEG is another big mystery low-dimensional condensed matter whose source is not known yet. In nature the flicker noise is referred to the systems in which the power spectrum of a time signal $S(t)$ (event sizes or other observables) shows power-law decay and heavy tails at low frequencies (in the form $1/T^\alpha$) which is attributed to the scalelessness of the dynamics of the system. Various experiments reported on 1/f noise for some observables like the electronic resistance of the 2DEG $R(t)$, recorded for a fixed temperature and a given disorder. The examples are observed 1/f noise in vacuum tube [8], and in carbon composition and thick film resistors [9]. The range of exponents that have been reported is $\alpha \in [1.1 – 1.5]$ [2,4]. The interesting point is that the flicker noise is formed in a self-organized fashion, without fine tuning of any parameters, which is a well-known scenario in a large class of out-of-equilibrium system, namely self-organized critical (SOC) systems, in which a separation of time scales is needed [10]. In the case this scenario is applicable for 2DEG, a big question arises: what is the self-organization mechanism behind this phenomena in 2DEG where the system is in quasi-equilibrium state ("quasi" is due to the fact that the transport in the electronic system is quasi equilibrium)? Such a SOC analysis of these systems helps much in understanding the Flicker noise in 2DEG. Much studies have focused on the problem to explain the observed 1/f noise in this system, most of which are based on a phenomenological level and have rarely been successful in explaining the phenomena. The example is [11], in which a phenomenological approach based on spectroscopy was taken to show that this phenomenon have roots in polarity of the voltage applied to the structure and the degree of dynamic memory. One of the methods used to explain the problem is the Dutta Horn, that we review shortly here. The empirical Hooge’s formula [12] that was widely used at the time of presentation due to its universality and simplicity [13] (stating a simple inverse proportionality between the power spectrum and frequency), was shown by Dutta-Horn that is not universal enough to explain all the range of the exponents that was observed [3]. Another main contribution was due to Kogan et. al. [14], in which the essential questions related to semiconductors were explored. Later on some connections with multistep kinetic was explored [15]. Each of these works has its own strengths and weaknesses. For example, Press [16] predicted the importance of higher statistics in 1/f noise analysis but erroneously stated that filtered Gaussian noise must depend on properties other than spectrum. We will briefly explore the attempts for explaining this phenomena in this paper. Despite of many studies, there is no well-accepted theory to explain the flicker noise in electron gas systems, and our knowledge is limited to very restricted theoretical studies that can partially explain an aspect of the phenomena. Here we add another possibility to the list, which is based on the recent study on 2DEG which concentrates on the electronic coherence length (CL) [8]. The ingredients of
Flicker noise is a scale-free frequency fluctuation observed in physical systems, ranging from condensed matters to natural and economic systems. This noise was first observed in a vacuum tube in 1925 and then in many electrical devices and materials [8]. The resistance fluctuations are present in resistors in the absence of driving current, as well as the dc and as currents. Scale invariance and independence of the underlying model (what we call universality) are two important features of 1/f noise in condensed matter systems. The synonym 1/f has originated from the fact that the power spectrum of the corresponding noise (reported firstly experimentally) in the form of \( S(f) \propto f^{-\alpha} \), for which 0.8 < \( \alpha \) < 1.4 [4]. The effect of correlations in these noises has been a big question for a long time [25]. There is a long-term debate about what mechanism is exactly behind this phenomena, e.g. whether it is deterministic or stochastic, whether the fluctuations are the carrier number or the mobility and surface or volume effect and the source of the (local) noise. Balandin et al. [20] find a relationship between thickness and 1/f noise in wire, concluding that if the thickness is more than seven atomic layers, it is a volume effect and otherwise it is a surface effect. There has been done a lot of research on these cases, which you can refer to [12] [13] [27] for details. Based on experimental observations it was proposed that (Hooge’s formula) [12] [13]

\[
\frac{S_{R}(f)}{R^{2}} = \frac{\alpha_{H}}{N_{c} f}
\]

where \( N_{c} \) is the number of carriers in a homogeneous sample, \( R \) resistors and \( S_{R}(f) \) power spectral density of the fluctuations of the resistors at frequencies \( f \) and \( \alpha_{H} \approx 2 \times 10^{3} \). The modified hooge’s formula shows an acceptable agreement with the data related to semiconductors or Au-doped films with impurities, etc., provided that \( \alpha_{H} \) is treated as an adjustable parameter [28] [29]. Among many studies for explaining the flicker noise, one can mention the approaches based on temperature fluctuations [4] [30] [31], the Mcwhorter model (using the Lorentz spectra based on quantum tunneling in which the corner frequencies result from electronic traps) [27] [22] [23], universal conductance fluctuations in 1D and 2D due to the motion of interstitial impurities [34] [35], limiting case of broadened fluctuations in general arguments [36], transport effect caused by the exchange of some conserved quantity (such as the energy or the carrier number) between the electronic system and an external reservoir [37], and the Dutta-Horn approach attributing the 1/f noise to the broad distribution of activation energies for the tunneling processes [38]. In the Dutta-Horn approach (which can simply be described by a two-state system with the energy difference \( \Delta E \) and the thermal activation energy \( E_{\pm} \), for which the tunneling rate is \( f_{0} e^{-\frac{E_{\pm}}{kT}} \)). The joint distribution of energy is considered to be \( D(E_{\pm}, \Delta E) \). Using the temperature-dependent occupancy variance and using the Lorentzian spectra with corner frequency \( (f_{c}) \) given by the sum of the two switching rates between the two states [4], one finds that \( S(f,T) = \frac{\text{sech}^{2}(\frac{f_{c}}{f})}{2\pi f} \), using of which one comes up with the 1/f noise in this system.

The Dutta-Horn approach is based on the Helmholtz free energy differences, not only the energy, since the number of carriers fluctuates in each trapped site, i.e. the entropy difference also plays a role. The relatively uniform \( D_{1}(E_{\pm}) \) distribution function for \( E_{\pm} \sim 20 + 2kT \) should be presented as follows in order to obtain a 1/f noise:

\[
D_{1}(E_{\pm}) = \int_{-\infty}^{+\infty} \text{D}(E_{\pm}, \Delta E) \text{sech}^{2}\left(\frac{E}{\sqrt{17}}\right) d\Delta E.
\]

Using some reasonable conditions, Dutta-Horn proposed the following relation

\[
\int_{f}^{\infty} S(f') df' \propto \int_{0}^{\infty} D_{1}(E_{\pm})dE_{\pm}
\]
FIG. 1: (Color Online) (a) A schematic graph of dividing the 2D lattice into many hexagons. Inside the hexagons we have a pure quantum electron gas. The transfer between the cells occurs semi-classically. The green points show electrons and the red ones show the impurities. (b) A schematic set up of a 2D electron gas surrounded by charge reservoirs. The same partitioning has been carried out in this case. The electron can enter and exit the 2D system at any random point (with some energy considerations), e.g. from the boundaries.

FIG. 2: (a) The electron transition to the neighboring cells. (b) An schematic movement pattern of an electron in the virtual lattice. The gray cells are boundary sites (outer sites with $\mu = w_0$) from which the electrons can leave the system. The black circle is the site at which the electron has been injected and the gray circles represent the sites which have been unstable and relaxed through a chain of charge transfers

where $S(f) = \frac{S_n(f)}{R_1^2}$.

III. OUR APPROACH: QUANTUM TRANSITION IN COHERENT CELLS FORMED BY THE PHASE RELAXATION LENGTH

In this section we briefly describe the method that was developed in [3, 24]. In this dynamical model, percolation of electrons with avalanche dynamics was proposed as the source for MIT of a two-dimensional electron gas at zero magnetic field. The model successfully explained major features of 2D MIT in semiconductor-Oxide-metal junction, mainly a transition line between a percolating and a non-percolating phase was discovered. The percolating phase was shown to be metallic phase in which the mobility (proportional to the spanning avalanche probability $\sigma$) is decreasing function of temperature ($\frac{d\sigma}{dT} < 0$), while for the non-percolating phase the inverse (insulating phase) was observed.

In this model, we consider a 2DEG in contact with an electronic reservoir. As a well-known fact, in the normal phase (in the sense of the Anderson localization), where the electrons undergo normal diffusion, the phase relaxation length behaves like $\zeta_\phi = \sqrt{D\tau_\phi}$, where $D$ is diffusion coefficient and $\tau_\phi$ is the phase relaxation time.
above which the electron loses its quantum memory \cite{18}. It depends on temperature, the electron-electron interaction (via the mean free length $l$) and the disorder strength. Accordingly, two important types (scales) of dynamics for electrons is formed with respect to the phase relaxation length: $l \ll r \ll \zeta_\phi$ and $r \gg \zeta_\phi$, where $r$ is the length scale of the electron dynamics which in the diffusive regime behaves like $r \sim \sqrt{D\tau}$ with time $\tau$. To be more precise let us show the state of an electron in the initial time by $\psi = \sqrt{\rho}e^{-\hat{c}(0)}$ where $\rho$ shows the density, and $\alpha(t)$ is its phase which change over time. Then for $t \ll \tau_\phi$ the phase of $\psi$ is almost unchanged (the first regime, where the electron sustains its quantum phase, while for $t \gg \tau_\phi$ or equivalently $r \gg \zeta_\phi$ the quantum phase of the electrons becomes nearly random, so that a semi-classical transport is applicable, i.e. the quantum fluctuations do not play a vital role. This approach has been proved to be very useful for the interpretation of finite-size power-law conductivity of 2DEG \cite{39}, the self-averaging \cite{40} and percolation prescription of 2DEG \cite{41}, each of which considers the linear size $\Delta L \sim \zeta_\phi$ as an important spatial scale \cite{9}.

The main building block of our model is to divide 2D system to many cells (called coherent cells) each of which has linear size $\zeta_\phi$. These regions are expected to form around the impurities/disorders. The electrons gas inside the cells are treated purely quantum mechanically as the coherent electron gas. The transport of electrons between the coherent cells (or simply cells hereafter) are based on electronic tunneling according to the difference between the free energies. For this last part we use the Metropolis Monte-Carlo method which is, in esprit (semi) classical. We consider the cells to be hexagonal to be as symmetric as possible, and at the same time simple to analyze. In this model, electrons are dispersed through

---

**FIG. 3:** (Color Online) (a) $\epsilon_\beta$ in term of time $t$ for various $\beta$ for $L = 512$. Left inset: $\frac{\beta}{L^2}$ in term of $\beta$ for various $L$. Right inset: $f_\beta(t^\beta_m)$ in term of $\beta$ for various $L$. (b) $\epsilon_\Delta$ in term of time $t$ for various $\beta$ for $L = 512$. Left inset: $\frac{\beta}{L^2}$ in term of $\Delta$ for various $L$. Right inset: $f_\Delta(t^\beta_m)$ in term of $\Delta$ for various $L$.

**FIG. 4:** (Color Online) (a) Power spectrum in term of $\omega$ for various $\beta$ for $L = 512$. Inset: $\alpha_{PS}$ in term of $\beta$ for various $L$. (b) Power spectrum in term of $\omega$ for various $\Delta$ for $L = 512$. Inset: $\alpha_{PS}$ in term of $\Delta$ for various $L$. 

The system according to the (temperature-dependent) energy content as well as the chemical potentials of the cells. Upon adding an electron to the system, the density of electron in all sites of the system is updated according the laws to be explained in the rest of this section. The system under study is schematically shown in Fig. 1(a) and 1(b), the latter visualizing the experimental setup where a 2DEG is formed between the layers of metal-oxide-semiconductor multi-layer. The electrons are permitted to enter from/leave the system to the reservoirs. The colored region shows an electronic avalanches, see the followings for the details.

### A. The Free Energy and the Transition Rules

In [3] it was shown that the probability of adding an electron to $i$th cell is proportional to

$$P_{\text{adding particle}} \propto \exp \beta \left[ \mu_0 - (A_{\bar{N}_i+1}(V,T) - A_{\bar{N}_i}(V,T)) \right]$$

where $A_{\bar{N}_i}(V,T)$ is the Helmholtz free energy of $i$th cell with $\bar{N}_i$ electrons and $\mu_{\bar{N}_i}(V,T) \equiv \frac{\partial A_{\bar{N}_i}}{\partial \bar{N}_i}$ is the inverse of temperature, and $\mu_0$ is the average chemical potential of the total system. The equation of the equilibrium state is given by $\mu_0 = \mu_{\bar{N}_i} \equiv \mu$. Also the probability of transferring an electron from the $i$th cell to its neighbor $j$ is proportional to $\exp [\beta (\mu_j - \mu_i)]$ [3]. For a given configuration of chemical potentials, it is easy to find the transport rules. We identify the system by a configuration of the chemical potentials $\{\mu_i\}_{i=1}^{N}$ throughout the system. A cell $i$ is called unstable, if $\mu_i > \mu_0$ after which the electrons in it are candidates to move to the neighboring cells. The local rules for this transition, which is schematically shown in Fig. 2(a) is simply by looking at the difference between the chemical potentials: for this figure the difference between $\mu(0)$ (as the donor) and $\mu(j)$, $j = 1, 2, ..., 6$. Without loose of generality, let us suppose that $\mu(i) < \mu(j)$ for $i < j$, then the transition takes place first towards the site with lowest $\mu$ content, i.e. $\mu(1)$. The probability of such a transition in the classical Metropolis scheme is given by

$$P_{0 \rightarrow j} \sim \Theta(\mu(0) - \mu_0) \times \max \left\{ 1, e^{-\beta(\mu(j)-\mu(0))} \right\}.$$  \hspace{1cm} (4)

where $\Theta(x)$ is the step function, guaranteeing that the donor site is unstable.

The next essential step is to find the chemical potentials according to which the dynamics is defined. To this end, one should find the energy functional and the free energy of the system. The electron gas energy and chemical potential within each cell (inside which the density is supposed to be uniform) was calculated using the Thomas-Fermi-Dirac (TFD) approach in [3]. The uniform average energy of the $i$th cell is given by $\langle E_i \rangle = K(T, \bar{N}_i) + V_{ee}(T, \bar{N}_i) + E_{imp}(T, \bar{N}_i)$ in which the terms are finite temperature averages of the kinetic, the electron-electron interaction and the impurity energies respectively and $\bar{N}_i$ is the number of electrons in the cell. The total energy of a cell is shown to be [3]:

$$E_T = \sum_{i=1}^{L} \left[ -\alpha T^2 L \bar{N}_i \left( 1 - e^{\bar{N}_i/T} \right) + \beta_0 \bar{N}_i^2 - \gamma_i \bar{N}_i \right]$$ \hspace{1cm} (5)

in which $m$ is the electron mass, $\epsilon_0$ is the vacuum dielectric constant, $Z_i$ is the random disorder in the $i$th cell, $\alpha = 2m \left( \frac{\pi k_B a_0 \epsilon_0 (T)}{\hbar^2} \right)^2$, $\beta_0 = \frac{1}{8\pi \alpha k_B a_0 \epsilon_0 (T)} \left( \frac{e^2}{\epsilon_0} \right)^2$, $\gamma_i = \sinh^{-1}(1) \frac{\alpha e^2}{\pi a_0 k_B a_0 \epsilon_0 (T)} Z_i$, $N_i = k_B \bar{N}_i$, and $L$ is the total number of cells. In this relation $L \bar{N}_i$ is the polylogarithm function of order 2, and $Z$ is picked from the distribution $P(Z) = \frac{1}{\Delta} \Theta(\frac{3}{2} + (Z - Z_0)) \Theta(\frac{3}{2} - (Z - Z_0))$ where $\Delta$ is the disorder strength, and $Z_0$ is the average number of impurities. We have $\langle Z \rangle = Z_0$ and $\langle Z_i Z_j \rangle = \delta_{ij}$, where $\delta$ is the Kronecker delta, and $\langle \rangle$ shows the ensemble average. The chemical potential of a cell is then obtained using the relation $A_{\bar{N}}(V,T) - T \left( \frac{\partial A}{\partial \bar{N}} \right)_{\bar{N},V} = \langle E \rangle$. It is shown in [3] that

$$\mu_i = k_B T \ln \left( e^{h_i} - 1 \right) + UT \frac{1}{2} h_i - IZ_i T \frac{1}{2}$$ \hspace{1cm} (6)

in which $U = 2k_B m \frac{a_0^2 e^2}{\pi a_0 k_B a_0 \epsilon_0}$, $I = \sinh^{-1}(1) \frac{e^2}{\pi a_0 k_B a_0 \epsilon_0}$, $h_i = \frac{N_i}{T}$ and $i$ stands for the $i$th cell. The well-known fact $\xi_0(T) = aT^{-1/2}$ was used in this relation, which defines

![Graph](image-url)
a. The effect of randomness of $Z_i$’s (that are supposed to be random noise with an uniform probability measure), which captures the on-site (diagonal) disorder was investigated in [3]. Therefore, one finds the difference between the chemical potentials is given by

$$\mu_2 - \mu_1 = k_B T \ln \left( \frac{e^{h_2}}{e^{h_1}} - 1 \right) + U T^{\frac{1}{2}} (h_2 - h_1) - I T^{\frac{1}{2}} (Z_2 - Z_1).$$

(7)

which is used to determine the transfer probability.

Before explaining the Monte Carlo method for simulating the system, let us define some processes:

** A local equilibration (or electronic toppling) of a typical site $i$, is defined as the process in which the electrons of this site transfer to the neighbors (with a priority of sites with lower chemical potentials) according to Eq. [4] without the $\Theta$ function in front. In each local relaxation (electronic toppling) seven transitions are checked: six neighboring cells, and one transition to an external electronic source. The order of neighboring cells for electronic transit is according to the order of their chemical potential as explained above.

** The equilibration process is defined in which we apply locally equilibration for some random sites $n$ times (where $n$ should be large enough to have better equilibrated system).

** The electron injection is the process in which an electron is injected to a site. The relaxation process defined as the process in which all the unstable sites are locally equilibrated, after which no site is unstable.

** An electronic avalanche is defined as the process which starts by a single injection (leading to an unstable site) up to the time where no site is unstable, i.e. the process in which the system starts from and ends in a stable configuration.

FIG. 6: (a) Autocorrelation in term of $t_0$ for various $\beta$ for $L = 32$. (b) Autocorrelation in term of $t_0$ for various $\beta$ for $L = 512$. (c) Autocorrelation in term of $t_0$ for various $\Delta$ for $L = 512$. 

\[ \text{AC} \]
**The avalanche size** is the number of electronic topplings in an avalanche.

**It is notable that for some extreme conditions and circumstances there are very rare states, called extended meaning that the system cannot become stable. In these cases we let the unstable configurations be in final states. Therefore, the above-mentioned definition of avalanches is not applicable. An extended avalanche is an avalanche whose size is larger than 50$L^2$.

Now we explain the systematic way of simulating the system based on the Monte Carlo method. We consider $L \times L$ system, the state of which is identified by the configuration of two fields: $\{h_i, Z_i\}_{i=1}^{N=L^2}$, where $Z_i$ is random charged disorder which is taken from the distribution $P(Z) = \frac{1}{N} \Theta(\frac{r}{2} + (Z - Z_0)\Theta(\frac{r}{2} - (Z - Z_0)))$ and $h$ is related to the carrier density (see above). Initially we set $h_i$ and $Z_i$ randomly in such a way that no site is unstable, i.e. $\mu_i \leq \mu_0$ for all $i \in \{1, 2, ..., L^2\}$. Then an overall equilibration process is performed during which $n = 10L^2$ sites are randomly selected and locally equilibrated. Then electron injection process begins in such a way that every time a random site is selected for injection, and if the resulting chemical potential of the selected site becomes greater than $\mu_0$, the site is locally equilibrated. As a result an electronic avalanche is triggered with lat’s say mass $m$. When the avalanche is over, an overall equilibration process takes place during which $m$ local equilibrations occur. For every 2000 triggered avalanches, we impose a large scale equilibration in which $10L^2$ local equilibrations are done. In case of extended avalanche we stop the process, and impose a large scale equilibration.

Then we apply an equilibration to equilibrate the system for the first time. Then we select a random site for injecting an electron, after which we apply the relaxation process to have a chain of topplings over the system and reach a stable configuration. Note that the electrons may leave the system in two ways tuned by two work functions: from the bulk to the reservoir tuned by $w_L$, and from the boundaries of the system tuned by $w_\parallel$. After each relaxation of the system, we apply an equilibration process to reach an equilibrated configuration. Note that generally the time scale of electronic injections is much larger than the time scale of equilibration. After this process, another site is selected for the electronic injection, and the process continues.

**IV. SIMULATION**

We use Monte Carlo Metropolis algorithm explained above. In this paper we prevent the electrons to leave the system from bulk (to the reservoir). We start from a random configuration. As explained above we have two relevant fields: $h$ (from which both the chemical potential and the energy are obtained) and $Z$, which controls the population of the impurities. Algorithmic procedure for obtaining $Z_i$ is to generate a random number $r \in [0, 1]$ with uniform distribution, and use the following relation

$$Z(i) = Z_0 + \Delta(r - 0.5)$$

The exact value of $Z_0$ is not essential in simulations since it can easily be absorbed in the chemical potential (considered to be $\mu_0 = 100$ in this paper), so without loose of generality we it to zero. In the primitive stages the system is pretty out of equilibrium and even stationary, i.e. the number of electrons that enter the system is on average larger than the electrons that leave the system. As time goes on, by injecting electrons to random sites through the system, the average electron density in the system increases, until reaching a stationary state after which the average density is almost constant, i.e. the
statistical properties of the system doesn’t meaningfully change. For instance the number of electrons that enter the system is statistically the same as the number of the electrons that leave the system via the boundaries. We run the code to various amounts of \( T, \Delta \) and \( L \). The equilibration occurs after each 2000 electron injections, during which 100\( L^2 \) local equilibrations take place. The work function of the boundary sites (from which the electrons can escape) is considered to be \( \mu_0 \). We consider lattice sizes \( L = 32, 64, 128, 256, 512 \) for various amounts of \( \Delta \) and \( T \). In [24] it was shown that a percolation transition occurs in the \( \Delta - T \) space. More precisely for each temperature there is a \( \Delta^*(T) \) where the system transits from disordered to the ordered phase.

In this paper we analyze the time series of the electronic avalanches \( S(t) \), \( t \) defined as the number of injections. More precisely when \( t \)th avalanche takes place with non-zero size, then \( S(t) \) is the size of this avalanche. Then the the power spectrum is obtained using

\[
PS(f) = \lim_{t_{\text{max}} \to \infty} \frac{1}{t_{\text{max}}} \left| \int_0^{t_{\text{max}}} dt S(t) \exp[-2\pi i ft] \right|^2
\]

where \( f \) is a frequency, and \( t_{\text{max}} \) is the maximum time in the analysis. The Auto-correlation function is defined as

\[
AC(t_0) = \frac{\langle S(t)S(t + t_0) \rangle_T - \langle S(t) \rangle_T^2}{\langle S(t)^2 \rangle_T - \langle S(t) \rangle_T^2}
\]

in which the \( t \)-average of an arbitrary statistical observable is defined by \( \langle O \rangle_t = \frac{1}{t_{\text{max}}} \sum_{t=0}^{t_{\text{max}}} O(S(t)) \). For a stationary time series \( \langle O(t)O(t') \rangle \) depends on \( t-t' \) (it is invariant under the transformation \( t \to t + a \) and \( t' \to t' + a \)). For this case the power spectrum is a simple Fourier transformation of the autocorrelation function.

V. RESULTS

In this section we present the results. Figure 8 shows the time evolution of the energy of the system \( (E_\beta,\Delta) \), i.e. the process in which the system passes the transient states, and reaches a stationary regime at time \( t = t_m^{\beta,\Delta} \) which the superscripts \( \beta \) and \( \Delta \) show that it depends on \( \beta \) and \( \Delta \). In this figure we re-scaled the time and energy by the relation \( \tau = t/t_m^{\beta,\Delta} \) and \( \epsilon_{\beta,\Delta}(\tau) = f_{\beta,\Delta}(\tau)^{-1} \), where \( f_{\beta,\Delta} = E_{\beta,\Delta}(\tau)/E_{\beta,\Delta}(0) \). Figure 9a shows the results for various \( \beta \) (\( \Delta = 1 \)) and Fig. 9b it is in terms of \( \Delta \) (\( \beta = 1 \)). We see that the graphs acceptably fit to

FIG. 8: (Color Online) (a) Distribution function \( P \) in term of size \( S \) for various \( \beta \) for \( L = 512 \). Inset: \( \alpha_P \) in term of \( \beta \) for various \( L \). (b) Distribution function \( P \) in term of time \( S \) for various \( \Delta \) for \( L = 512 \). Inset: \( \alpha_P \) in term of \( \Delta \) for various \( L \).

FIG. 9: (a) \( \alpha_P \) in term of \( \frac{1}{L} \) for \( L = 512 \) that fit with \( ax^2 + bx + c \) and report \( c ( \alpha_P(L \to \infty)) \) in term of \( \beta \). (b) \( \alpha_P \) in term of \( \frac{1}{L} \) for \( L = 512 \) that fit with \( ax^2 + bx + c \) and report \( c ( \alpha_P(L \to \infty)) \) in term of \( \Delta \).
each other by this re-scaling, showing that the model shows a universal behavior in terms of $\beta$ and $\Delta$. From the insets we see that $t_m$’s scale with $L^2$ and $f_{\beta,\Delta}(t_m)$ saturates in terms of $\beta$, and increases with $\Delta$.

The power-spectrum of the time series of the electronic avalanches is analyzed in Fig. 4 (in which $\omega$ is the angular frequency) for the maximum size that is considered in this paper, i.e. $L = 512$. Figures 4a which is the power spectrum for various $\beta$ values, and $\Delta = 1$ reveals that the power spectrum is power-law for all $\beta$ and $\Delta$ values considered in this work with non-trivial exponent, i.e. $PS(f) \propto f^{-\alpha_{\beta,\Delta}}$ where $\alpha_{\beta,\Delta}$ is the corresponding exponent. In the inset the exponent is shown in terms of $\beta$ and $\Delta$ for various values of $L$. The same analysis has been done in the Fig. 4b where the points $(\beta_c,\Delta_c)$ on the critical line are considered (see [12] for the details of the critical line). Although the exponents run with the system size for both cases, they are nearly constant for each size, i.e. they are independent of $\Delta$, signaling the universality of the transition line. The finite size effect is analyzed in Fig 5 where the $L$ dependence of the exponents is shown. We found that a second order polynomial function $ax^2 + bx + c$ ($x \equiv \frac{1}{L}$) is enough for extrapolation, so that $\alpha_{PS}(L \to \infty) = c$. Observe that the resulting exponents are in the interval $0.35 < \alpha_{PS} < 0.65$ in terms of $\beta$ and $0.3 < \alpha_{PS} < 0.5$ in terms of $\Delta$.

To be self-contained, we analyze the autocorrelation function in terms of $\beta$ and $\Delta$. The size dependence of the autocorrelation functions are higher than the power spectrum. To see this, we show these functions for two sizes $L = 32$ and $L = 512$ in Fig 6a and Fig 6b. For the former case some oscillations are observed which exist for all $\beta$ and $\Delta$ values. The autocorrelation functions approach minus values when $t_0 \to 0$, showing the anticorrelation character of the system, i.e. a big (small) avalanche is followed by a small (big) avalanche. The system exhibits an intermittent behavior with time, which gradually gets lost when the system size increases (Fig 6b). This behavior is also seen on the critical line, i.e. the Fig. 6c. In fact, the autocorrelation functions are power-law for large enough systems (here $L = 512$, Figs. 7a and 7b) which is necessary for having $\frac{1}{f}$ noise.

The corresponding exponents (the insets) vary with the systems size ($L = 128$, $L = 256$ and $L = 512$ here), and we couldn’t extract extrapolate the exponents to the thermodynamic limit due to the lack of enough data (note that for smaller sizes the behavior is not power-law).

The other important quantity that reflects the state of the system in hand is the distribution function of the size of the electronic avalanches, which has partially been investigated in [12]. We investigate this quantity along the critical line, and also on the other points (in terms of $\beta$ for $\Delta = 1$). Fig 8 reveals the power-law structure of this function, showing the scale-invariance of the system. From the Fig 8a we see that the exponents are pretty robust against changing $\beta$, and is size dependent. On the critical line however, it changes a bit and is size-dependent (Fig 8b). The extrapolation results (using second order polynomial) are given in Figs. 9a and 9b in terms of $\beta$, and along the critical line respectively. The resulting exponent is robust, and fixed on $1.6 \pm 0.5$ in Fig. 9a ($\Delta = 1$, and $\beta$ changes), and is $1.5 \pm 0.7$ along the critical line.

Before closing the paper, it is worth mentioning that the system is not mono-fractal, and the above analysis (for extracting the exponents of the size distribution function) is true only on average. To make this point clear, let us explore the distribution function with
more details. Figure 10 shows that the distribution function has two different slopes that are separated by $S^*$. The separation point ($S^*$) is identified using $R^2$ test as follows: we fit the first part and second part of the curve which are separated by a (variable) $s_0$ and calculate the corresponding $R^2_1(s_0)$ and $R^2_2(s_0)$. The quantity $r^2(s_0) \equiv R^2_1(s_0) + R^2_2(s_0)$ is shown in the inset of Fig. 10, from which we find the true $S^*$ as the point in which $r^2$ becomes maximum. The resulting exponents for the first ($\alpha_1$) and second region ($\alpha_2$) for the critical line is shown in the lower inset, from which we see that $\alpha_2 > \alpha_1$ for all $\Delta$ values, both of which being larger the size exponent in the sandpile models.

VI. CONCLUSION

The 1/f-noise in two-dimensional electron gas (2DEG) was investigated in this work. The electronic avalanche model which was introduced in [22] was employed, which is based on the decoherence length in 2DEG and the Thomas-Fermi-Dirac approximation. This model, which involves disorder, was already shown to undergo a percolation phase transition from Metallic to insulating phase at a critical line. We show that this system exhibits flicker noise in all points in the phase space ($T, \Delta$ which are temperature and disorder strength respectively). The exponents of the power spectrum of the system depends weakly on $T$ and $\Delta$ (see Fig. 5), i.e. the exponents are in the interval $0.3 < \alpha_{PS} < 0.6$. The behavior of the autocorrelation function depend on the system size, i.e. for small system sizes it shows an oscillatory behavior, while for large enough sizes a power-law behavior is observed in terms of time. We analyzed the avalanche size distribution function, and showed that it is also power-law with two exponents, one for small avalanche sizes, and the other for large ones.
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