AN ACCESS CONTROL METHOD WITH SECRET KEY FOR SEMANTIC SEGMENTATION MODELS
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Abstract:
A novel method for access control with a secret key is proposed to protect models from unauthorized access in this paper. We focus on semantic segmentation models with the vision transformer (ViT), called segmentation transformer (SETR). Most existing access control methods focus on image classification tasks, or they are limited to CNNs. By using a patch embedding structure that ViT has, trained models and test images can be efficiently encrypted with a secret key, and then semantic segmentation tasks are carried out in the encrypted domain. In an experiment, the method is confirmed to provide the same accuracy as that of using plain images without any encryption to authorized users with a correct key and also to provide an extremely degraded accuracy to unauthorized users.
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1. Introduction

Deep neural networks (DNNs) have been used widely in various applications such as semantic segmentation, image classification, and object detection [1, 2, 3]. Training models is a difficult task in general, because it needs a very large amount of data, computational resources, and excellent algorithms. Considering the expertise, and cost required for training models, they should be protected as a kind of intellectual property.

Two approaches: ownership verification and access control, have been considered to protect intellectual property of models. The former aims to identify the ownership of the models, and the latter aims to restrict the use of the models from unauthorized access [4]. The ownership verification methods have been inspired by watermarking, where the watermark embedded in models is used to verify the ownership of the models [5, 6, 7, 8]. However, the embedded watermark does not have the ability to restrict the execution of the models. Thus, unauthorized users can utilize the models for their own benefit, or use them in adversarial attacks [9]. Therefore, in this paper, we discuss access control to prevent models from unauthorized access.

By encrypting images or feature maps, unauthorized users without a correct secret key cannot use a model [10, 11, 12, 13, 14]. However, the conventional methods with a secret key are required to train a model with a key. Therefore, the trained model has to be retrained with images encrypted with a different key if we want to update a key. In addition, the conventional methods cannot provide the same accuracy as that of using plain images without any encryption to authorized users with a correct key. Moreover, any access control methods have never been considered for semantic segmentation models with the vision transformer (ViT) [15].

Accordingly, we propose a novel access control method for semantic segmentation models with the vision transformer, called segmentation transformer (SETR) [16] for the first time. In experiments, the proposed method is verified to allow authorized users not only to obtain the same accuracy as that of using plain images, but to also update a secret key easily.

2. Related Work

2.1. Access Control

Access control aims to protect functionalities of models from unauthorized access. Therefore, protected models are required not only to provide a high accuracy to authorized users, but to also provide a low accuracy to unauthorized users (see Fig. 1). In addition, the protected models have to be robust against various attacks. Most access control methods focus on protecting models in image classification tasks [10, 17], but they cannot be applied to semantic segmentation tasks, because results with a pixel-level resolution are required in semantic segmentation.
tasks. An existing access control method in semantic segmentation tasks is carried out by encrypting feature maps of CNNs [11]. However, since this method is limited to CNNs with feature maps, it cannot be applied to models with ViT, which have a higher performance than that of CNN-based models.

Accordingly, we propose an access control method for models with ViT for the first time in this paper.

2.2. Segmentation Transformer

The purpose of semantic segmentation is to classify objects in a pixel-level resolution. Figure 2 illustrates an overview of semantic segmentation. A model predicts a segmentation map from an input image, where each pixel in the segmentation map represents a class label. The segmentation transformer (SETR) is the first transformer-based model proposed for semantic segmentation [16]. This model has been inspired by ViT, which has a high performance in image classification tasks.

Figure 3 shows the architecture of SETR. Encoder is the same as ViT. Since the encoder in ViT receives only 1-D vectors as an input, an image is divided into patches. Each patch is then flattened and converted to a 1-D vector. Two embeddings are used to understand the location information of separated patches in an original image, and each patch is mapped to learnable dimensions. The former, called position embedding, embeds location information about where each patch is in an original image. The latter, called patch embedding, maps each patch to learnable dimensions using a matrix. By using these two types of embedding, learning is possible even when an image is divided into patches while keeping location information.

After that, the feature representation obtained by the encoder in ViT is inputted to a decoder, which outputs a segmentation map of the same size as an input image.

3. Proposed Method

3.1. Overview

Figure 1 shows an overview of the proposed access control method for protecting trained models from unauthorized access. The method is summarized as follows.

First, a model creator trains a model with plain images. Next, after training a model, the model is encrypted with a secret key. After then, the secret key is provided to authorized users, and the protected model is provided to a provider, who may not be trusted. Authorized users can obtain a high performance from the model. In contrast, unauthorized users without a key cannot obtain a high performance.

3.2. Encryption Method

ViT utilizes patch embedding and position embedding. In this paper, we use two unique properties due to these embeddings. In SETR, an image $x$ with a dimension of $h \times w \times c$ is divided into $N$ patches with a patch size of $p \times p$ where $h$, $w$, and $c$ are the height, width, and the number of channels of $x$. Namely, $N$ is given as $hw/p^2$. After that, each patch is flattened as $x^i_p$, and it is linearly mapped to a vector with dimensions of $D$ and a learnable matrix $E$ as

$$
    z^i_0 = x^i_p E^i_{pos},
    i \in \{1, 2, ..., N\},
    x^i_p \in \mathbb{R}^{p^2 c},
    E \in \mathbb{R}^{(p^2 c) \times D},
    E^i_{pos} \in \mathbb{R}^D.
$$

where $x^i_p$ is the $i$-th patch of a train image, $E^i_{pos}$ is the position information of $x^i_p$, and $z^i_0$ is the $i$-th embedded patch.

The proposed method is carried out in accordance with the above relation.

3.2.1. Model Encryption

In the proposed method, $E$ is transformed with a secret key $K$ after training a model as follows.
3.2.2. Test Image Encryption

We assume that an authorized user has key $K$ and the user can generate $E_{enc}$ with $K$ as well. Accordingly, a new matrix $\hat{E}_{enc}$ can be computed by

$$\hat{E}_{enc} = E_{enc}^{-1}.$$  \hspace{1cm} (3)

An encrypted test image $\hat{x}$ is produced by an authorized user as follows.

(a) Divide an input image $x$ into blocks with a patch size of $p \times p$ such that $\{B_1, \ldots, B_N\}$.

(b) Flatten each block $B_i$ into a vector $b_i$ such that

$$b_i = [b_i(1), \ldots, b_i(p^2c)].$$  \hspace{1cm} (4)

(c) Generate an encrypted vector $\hat{b}_i$ by multiplying $b_i$ by $\hat{E}_{enc}$ as

$$\hat{b}_i = b_i\hat{E}_{enc}, \quad \hat{b}_i \in \mathbb{R}^{p^2c}.$$  \hspace{1cm} (5)

(d) Concatenate the encrypted vectors into an encrypted image $\hat{x}$ with a dimension of $h \times w \times c$.

As a result, when $\hat{x}$ is applied to the encrypted model, the embedded patch becomes

$$z^i_0 = \hat{x}_p^i\hat{E} + E_{pos}^i,$$

$$= \hat{x}_p^i\hat{E} + E_{pos}^i,$$

where $\hat{x}_p^i$ is the $i$-th patch of an encrypted test image.

From the above equation, $z^i_0$ produced with the above procedure can maintain the same value as that of no protected models under the use of models encrypted with key $K$. In contrast, the encrypted models provide a degraded performance to unauthorized users without key $K$. 

1) Generate a matrix $E_{enc}$ with a secret key $K$ as

$$E_{enc} = \begin{bmatrix}
    k_{(1,1)} & k_{(1,2)} & \ldots & k_{(1,p^2c)} \\
    k_{(2,1)} & k_{(2,2)} & \ldots & k_{(2,p^2c)} \\
    \vdots & \vdots & \ddots & \vdots \\
    k_{(p^2c,1)} & k_{(p^2c,2)} & \ldots & k_{(p^2c,p^2c)}
\end{bmatrix},$$

$$k_{(i,j)} \in \mathbb{R}, \quad i,j \in \{1, \ldots, p^2c\},$$

$$E_{enc} \in \mathbb{R}^{(p^2c) \times (p^2c)}, \quad \text{det}E_{enc} \neq 0.$$

2) Multiply $E_{enc}$ and $E$ to obtain $E'$ as

$$E' = E_{enc}E, \quad E' \in \mathbb{R}^{(p^2c) \times D}.$$  \hspace{1cm} (2)

3) Replace $E$ in Eq.(1) with $E'$ as a new patch embedding to encrypt a model.
4. Experimental Result

4.1. Setup

We evaluated the proposed method under the use of two datasets and the training conditions used in [16].

The first dataset was Cityscapes [18], which is an urban scene dataset with 19 object categories. It consists of 5000 images with a resolution of 2048 × 1024 in total, and the images were divided into 2975, 500 and 1525 ones for training, validation, and testing, respectively. The another dataset was ADE20K [19], which is a benchmark for scene analysis with 150 categories. It consists of 20210, 2000 and 3352 images for training, validation and testing. In the experiment, training and validation images were used for training and testing, respectively.

As data augmentation techniques, we utilized random resize with a ratio between 0.5 and 2, random cropping (768 × 768 for Cityscapes and 512 × 512 for ADE20K), and random horizontal flip to training models. As a learning parameter, for Cityscapes, we set batch size to 8, total iteration to 80k, and initial learning rate to 0.01. In contrast, for ADE20K, we set batch size to 16, total iteration to 160k, and initial learning rate to 0.001. For all experiments on the two datasets, we utilized a polynomial learning rate decay schedule [20] and used SGD for optimization. Momentum and weight decay were set to 0.9 and 0, respectively.

In SETR, the encoder has two variations: T-base and T-large. T-base is a small model with 12 transformer layers and 768 hidden layers, and T-large is a large model with 24 transformer layers and 1024 hidden layers. In addition, there are three types of decoders: Naïve, which employs a simple two-layer network followed by a bilinear upsample to restore an original resolution; PUP, which alternates between convolution layers and upsampling operations; and MLA, which uses multi-stage features like a feature pyramid network.

In this experiment, we used models with a T-base encoder and pre-trained with DeiT [21] weights for Cityscapes and models with a T-large encoder and pre-trained with ViT weights for ADE20K. Besides, we also used all three types of decoders.

For the loss function, we not only used pixel-wise cross-entropy loss for full-resolution output of a decoder, but also added auxiliary segmentation loss to different transformer layers for each decoder: Naïve = (z10, z15, z20), MLA = (z10, z15, z20), PUP = (z10, z15, z20), where zi represents the i-th transformer layer.

As an evaluation metric, we used mean Intersection over Union (mIoU), which is an average of Intersection over Union (IoU) for each class defined as

\[
IoU = \frac{TP}{FP + FN + TP},
\]

where \( FP, FN, \) and \( TP \) are false positive, false negative and true positive values calculated from a predicted full-resolution output and ground truth, respectively. When a IoU value is closer to 1, it indicates a higher accuracy.

4.2. Model Performance for Authorized Users

In the experiment, matrix \( E \) was encrypted by using \( E_{\text{one}} \) generated with a secret key \( K \). Table 1 shows experimental results for each decoder on the two datasets. Correct(\( K \)) represents results when a user used key \( K \) to encrypt test images. Baseline represents the results of models without encryption. Fig. 4 shows an example of predicted segmentation maps. Table 1 and Fig. 4 show that there was no accuracy degradation when users had key \( K \).

4.3. Model Performance for Unauthorized Users

Incorrect(\( K' \)) in Table 1 shows the results for unauthorized users without key \( K \) used for training a model. In the experiment, we randomly generated 50 keys, and the average value of 50 trials was computed as a mIoU value.

Table 1 and Fig. 4 show that the accuracy for unauthorized users was significantly decreased. Fig. 5 shows performance of the encrypted models when incorrect keys were used. In cases of unauthorized access, the highest value of mIoU in the experiments was 0.04.

Therefore, the proposed method was robust enough against unauthorized access, and it was confirmed to be effective as a model protection method.

| Dataset | Selected decoder | Baseline | Correct (K) | Incorrect (K′) |
|---------|------------------|----------|-------------|----------------|
| Cityscapes | Naïve | 0.6457 | 0.6457 | 0.0240 |
| | MLA | 0.7195 | 0.7195 | 0.019 |
| | PUP | 0.7550 | 0.7550 | 0.020 |
| ADE20K | Naïve | 0.3527 | 0.3527 | 0.0027 |
| | MLA | 0.4198 | 0.4198 | 0.0021 |
| | PUP | 0.4153 | 0.4153 | 0.0022 |

5. Conclusion

In this paper, we proposed a protection method for segmentation transformer (SETR) models for the first time, which is semantic segmentation models with the vision transformer. From
the experiment, we showed that the proposed method is robust enough to unauthorized access while maintaining a high performance for authorized users.
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