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Abstract
We provide novel sufficient conditions for the uniform recovery of sparse Legendre expansions using ℓ1 minimization, where the sampling points are drawn according to orthogonalization (uniform) measure. So far, conditions of the form $m \gtrsim \Theta^2 s \times \log$ factors have been relied on to determine the minimum number of samples $m$ that guarantees successful reconstruction of $s$-sparse vectors when the measurement matrix is associated to an orthonormal system. However, in case of sparse Legendre expansions, the uniform bound $\Theta$ of Legendre systems is so high that these conditions are unable to provide meaningful guarantees. In this paper, we present an analysis which employs the envelop bound of all Legendre polynomials instead, and prove a new recovery guarantee for $s$-sparse Legendre expansions, $m \gtrsim s^2 \times \log$ factors, which is independent of $\Theta$. Arguably, this is the first recovery condition established for orthonormal systems without assuming the uniform boundedness of the sampling matrix. The key ingredient of our analysis is an extension of chaining arguments, recently developed in Bourgain and Chkifa et al., to handle the envelop bound. Furthermore, our recovery condition is proved via restricted eigenvalue property, a less demanding replacement of restricted isometry property which is perfectly suited to the considered scenario. Along the way, we derive simple criteria to detect good sample sets. Our numerical tests show that sets of uniformly sampled points...
that meet these criteria will perform better recovery on average.
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1 INTRODUCTION

Compressed sensing (CS), originating as a signal processing technique [3, 4], has become an appealing approach for function approximation. Theory of CS indicates that if a function possesses a sparse representation in a known basis, it can be reconstructed from a limited number of suitable sampling points using nonlinear techniques such as convex optimization or greedy algorithms. In general, this number scales linearly with the sparsity level and only logarithmically with the size of representation, being much smaller than those required by traditional methods such as projection and interpolation. As the solutions of many parameterized partial differential equations (PDEs) are known to be sparse in the sense that they are well approximated by a sparse expansion in an orthonormal system such as Legendre or Chebyshev polynomials, it is no surprise that the interest in applying CS techniques to the polynomial approximation of high-dimensional functions and parameterized PDEs has been growing rapidly in recent years, see [2, 5–13] and the reference therein.

Let us consider a function \( g : \mathcal{U} \rightarrow \mathbb{R} \) defined on the domain \( \mathcal{U} \subset \mathbb{R}^d \), endowed with a probability measure \( \varrho \). We assume \( g \) is well represented by the finite expansion

\[
g(y) \approx \sum_{j \in J} c_j \Psi_j(y), \quad y \in \mathcal{U},
\]

where \( \{ \Psi_j \}_{j \in J} \) is a pre-determined orthonormal system associated with \( \varrho \) and indexed by a finite set \( J \). We define the corresponding polynomial subspace \( P_J := \text{span} \{ \Psi_j(y) : j \in J \} \). In CS approach, one aims to recover \( g \) by reconstructing unknowns \( \{ c_j \}_{j \in J} \) from \( m \) samples \( g(y_1), \ldots, g(y_m) \), which are drawn independently from the orthogonalization measure \( \varrho \). Denote by \( N \) the cardinality of \( J \), that is, \( N = \#(J) \). \( A \) the normalized sampling matrix and \( g \) the normalized observation of the target function, that is,

\[
A := \left( \frac{\Psi_j(y_i)}{\sqrt{m}} \right)_{1 \leq i \leq m \atop j \in J} \in \mathbb{R}^{m \times N}, \quad \text{and} \quad g := \left( \frac{g(y_i)}{\sqrt{m}} \right)_{1 \leq i \leq m} \in \mathbb{R}^m,
\]

this task amounts to solving for the coefficient vector \( c = (c_j)_{j \in J} \) that satisfies \( Ac = g \) (or, to be exact, \( ||Ac - g|| \leq \eta \) where \( \eta \) is the truncation error accounting for the representation of \( g \) by a finite series). Since the samples \( g(y_i) \) are costly to be acquired in many applications, it is desirable to reconstruct \( c \) with as small number of samples as possible, in particular, smaller than \( N \). Although the system \( Az = g \) becomes underdetermined, this is possible assuming that the expansion (1) is sparse, in which case \( c \) can be reconstructed by several efficient algorithms, for instance, solving the convex optimization problem promoting sparsity

\[
\arg\min_{z \in \mathbb{R}^N} ||z||_1 \quad \text{subject to} \quad Az = g.
\]
The sparse recovery for the orthonormal expansions via $\ell_1$ minimization has shown to be very promising. It is supported by well-known theoretical estimates [1, 2, 14–16] that $s$-sparse expansions\footnote{Expansions of the form (1) that have only $s$ nonzero coefficients} can be accurately recovered given the number of sampling points satisfying

$$m \geq \Theta^2 s \times \log \text{ factors},$$

where $\Theta$ is the uniform bound of the underlying basis: $\Theta = \sup_{j \in J} \|\Psi_j\|_{L^\infty(U)}$. For many orthonormal systems of interest such as trigonometric polynomials, Chebyshev polynomials, and Fourier transforms, $\Theta$ is a small constant, implying $m$ grows linearly with the sparsity level and at most logarithmically with the size of the expansion. These are indeed the favorable settings for sparse recovery. However, the case of Legendre expansions has proven to be problematic. There, the uniform bound $\Theta$ is large and $m$ determined as in (4) may be prohibitive. It is widely agreed that reconstructing directly from Legendre system and its orthogonalization (uniform) measure is not a good strategy; and several advanced techniques have been developed over the years to deal with this challenge, most notably, preconditioning approach and weighted $\ell_1$ minimization. The former method multiplies a suitable weight function to Legendre polynomials to form a preconditioned orthonormal system with significantly reduced $\Theta$ [9, 10, 17], while the latter takes advantage of small uniform bounds of low-order Legendre polynomials to enhance the recovery of sparse vectors with some structures [2, 12, 18].

That being said, it can be argued that the condition (4) is too pessimistic for sparse Legendre expansions, and uniform bound should not be entirely relied on as the single tool to determine the number of samples. To illustrate this, let us conduct a simple test on the reconstruction of sparse Legendre polynomials in one-dimensional domain, $U = [-1, 1]$, via $\ell_1$ minimization (3). In this example, $\Psi_j \equiv L_j$ (the univariate Legendre polynomial of order $j$), $A$ is the sampling matrix associated with $L_j$ as in (2), where $y_1, \ldots, y_m$ are drawn according to uniform distribution in $U$. As $\|L_j\|_{L^\infty(U)} = \sqrt{2j+1}$ and $\Theta \geq \|L_{N-1}\|_{L^\infty(U)}$, condition (4) yields

$$m \geq Ns \times \log \text{ factors},$$

a trivial estimate since the required number of samples is now greater than $N$. In other words, there is no sound theory for the sparse recovery from underdetermined Legendre systems with uniform sampling points. Further, it is worth remarking that $m$ actually depends linearly on the maximal degree of the sparse expansions, which can only be greater than, if not equal to, $N$. To test the sharpness of condition (4), we consider three different cases of $J$:

i. $J = \{j \in \mathbb{N} : 1 \leq j \leq 200\},$

ii. $J = \{j \in \mathbb{N} : 301 \leq j \leq 500\},$

iii. $J = \{j \in \mathbb{N} : 1801 \leq j \leq 2000\}.$

In all these cases, the size of the finite Legendre expansions is fixed at 200; however, the maximal degree is varied from 200 (case i.), 500 (case ii.), to 2000 (case iii.). We aim to reconstruct sparse vectors $c$ of coefficients, with sparsity ranging from 5 to 40, given noiseless observations $g = Ac$. For each sparsity level, we run 100 trials, in each of which the support of $c$ is selected randomly and its coefficients are drawn from a Gaussian distribution. We fix the number of sample points $m = 100$ throughout the test, but generate different random set of samples $\{y_i\}_{1 \leq i \leq m}$ for each trial. The numerical results on averaged $\ell^2$ errors and successful recovery rates are presented in Figure 1. Two important observations can be made. First, sparse vectors with sparsity 15 or less are accurately reconstructed, indicating...
that it is possible to recover sparse vectors directly from underdetermined Legendre systems. Second, the required number of samples should not depend on the maximal degree of Legendre expansions, evidenced by the fact that the errors and successful rates of sparse \( \ell_1 \) recovery are similar for three choices of \( J \) (even slightly worse for case i. where the maximum degree is smaller). This simple test suggests that there exists a gap between the performance of sparse Legendre recovery in practice and existing theory, in particular, condition (4).

In this paper, we establish novel estimates on the sufficient number of samples for the sparse recovery of Legendre expansions using uniform sampling and \( \ell_1 \) minimization. In one-dimensional case, we prove that the uniform recovery of all \( s \)-sparse Legendre polynomials is guaranteed with high probability provided that

\[
m \gtrsim s^2 \log^2(s) \log^2(N).
\]

We also prove the uniform recovery condition for the \( d \)-dimensional case, that is, \( U = [-1, 1]^d \),

\[
\frac{m}{\log^{4d-4}(m)} \gtrsim C_d s^2 \log^2(s) \log^2(N),
\]

where \( C_d \) is a universal constant depending only on the dimension. Note that here \( N \) is the size of the polynomial expansion, which is not necessarily related to its maximal degree. The aforementioned estimates reveal that

1. The number of samples grows quadratically in sparsity level, but only depends weakly on the size of expansions via log factors. Therefore, sparse recovery from underdetermined Legendre systems is provably possible,
2. The number of samples is completely independent on the uniform bound \( \Theta \) or maximal degree of Legendre expansions.

As such, they provide a mathematical justification for what we observed in the preliminary test. More importantly, these results bring about the first rigorous theory for \( \ell_1 \) recovery of Legendre approximations with uniform sampling.

We remark that the conditions (5)–(6) apply not only for exactly sparse and noiseless setting, but also for reconstruction of compressible unknown vectors (i.e., well-approximated by sparse vectors) from noisy measurements. While the quadratic growth of number of samples herein seems to resemble...
other conditions in discrete least square approximations [19] and CS using coherence-based arguments [15]; section 5.4 there are fundamental differences between those results with ours. First, in least square approximations, \( m \) scales quadratically with \( N \) (instead of \( s \)), which is much simpler to derive. On the other hand, the quadratic dependence of \( m \) on the sparsity using coherence-based arguments only holds for a very small class of random matrices called equiangular tight frames, which does not contain most orthonormal systems of interest, including the Legendre systems considered here. Finally, there were efforts for establishing recovery guarantees for Legendre systems with uniform sampling, see [9]. This work however assumes fixed polynomial subspace and relies on the uniform bound \( \Theta \); thus, while the derived condition features a linear dependence of \( m \) on \( s \), the associated constant also grows exponentially with respect to the maximal degree of polynomial subspaces.

Our results are established via certain versions of null space property and incoherence condition of the sampling matrix. To guarantee successful reconstruction, it is sufficient for the Legendre matrix to fulfill these conditions. Restricted isometry property (RIP) has typically been used to obtain the uniform recovery. Herein, however, we do not assume a fixed, known maximal degree for the polynomial subspace \( P_J \). Without this boundedness, we suspect that it is very challenging, if possible at all, to prove the eigenvalues of “restricted” matrices are bounded from above as required by RIP. To overcome this difficulty, we instead establish the uniform recovery via a variant of restricted eigenvalue property [20–22], which is a related condition but less demanding than RIP. In fact, restricted eigenvalue property only assumes some kind of positive definiteness of the sampling matrix, and many important matrices, such as correlated Gaussian and sub-Gaussian designs, have been shown to satisfy the restricted eigenvalue property while violate the RIP [23, 24]. As we shall see, null space property can be implied directly from restricted eigenvalue property. A major part of our paper therefore is devoted to deriving precise bounds on the number of samples such that the restricted eigenvalue property is fulfilled.

For this goal, our analysis employs chaining techniques, which provide probabilistic bounds for stochastic processes via careful constructions of progressively finer nets upon which union bounds can be applied in an efficient manner. This approach has been used to establish the RIP estimates of several bounded orthonormal systems [1, 2, 16]. However, unlike all previous works on the topic, we do not rely on the uniform bound, but rather apply and combine the envelope (i.e., pointwise) bound of Legendre systems to the chaining process. As illustrated in Figure 2, envelope bound is more efficient than uniform bound and invariant to the selection of polynomial subspaces. Thus, our new arguments using envelope bound lead to the improved estimates (5)–(6), which do not depend on the polynomial subspace. Independently of the main results, we believe that this approach should be of interest on its own, and can be extended to other random matrices which can be bounded precisely pointwise, but whose uniform bound is bad. As a by-product, we derive some simple criteria to predict good (preferable) sample sets. We conduct numerical tests showing that sets of uniformly sampled points that meet these criteria will perform better recovery on average.

Our paper is organized as follows. In Section 2, we review the restricted eigenvalue property and its relation to null space property and exact recovery guarantees. In Section 3, we prove a new bound for restricted eigenvalue property of subsampled one-dimensional Legendre matrices. The restricted eigenvalue property estimate for multi-dimensional Legendre matrices will be discussed in Section 4. Section 5 provides numerical illustrations on our criteria to select sample sets. Concluding remarks are given in Section 6. For the rest of this paper, \( C \) represents a universal constant, whose value may change from place to place but is independent of any parameter.
In this section, we present an overview of restricted eigenvalue property and the implication of null space property and uniform recovery from restricted eigenvalue property. The discussion in this section does not assume $A$ being a subsampled Legendre system, but is also applicable for a generic sampling matrix. First, the definition of restricted eigenvalue property is provided below.

Let $z \in \mathbb{R}^N$ and be indexed in $J$. For $S \subset J$, we denote by $S^c$ the complement of $S$ in $J$ and $z_S$ the restriction of $z$ to $S$. For $\alpha > 1$ and $0 < s \leq N$, define

$$C(S; \alpha) := \left\{ z \in \mathbb{R}^N : \|z_{S^c}\|_1 \leq \alpha \sqrt{s} \|z_S\|_2 \right\},$$

and $C(s; \alpha) := \bigcup_{S \subset J, \#(S) = s} C(S; \alpha)$. \hfill (7)

Let $B_1$ and $\partial B_1$ be the unit $\ell_1$-ball and sphere in $\mathbb{R}^N$ correspondingly

$$B_1 = \left\{ z \in \mathbb{R}^N : \|z\|_1 \leq 1 \right\}, \quad \text{and} \quad \partial B_1 = \left\{ z \in \mathbb{R}^N : \|z\|_1 = 1 \right\}.$$  

Similarly, denote by $B_2$ and $\partial B_2$ the unit $\ell_2$-ball and sphere in $\mathbb{R}^N$.

**Definition 1** (Restricted eigenvalue property). Given $A \in \mathbb{R}^{m \times N}$, $\alpha > 1$ and $0 < \delta < 1$, we say $A$ satisfies the restricted eigenvalue property of order $s$ with parameters $(\alpha, \delta)$ if

$$\|Az\|_2^2 \geq (1 - \delta)\|z\|_2^2, \quad \text{for all} \quad z \in C(s; \alpha),$$

or equivalently, $\|Az\|_2^2 \geq 1 - \delta, \quad \text{for all} \quad z \in \partial B_2 \cap C(s; \alpha)$. \hfill (8)

We note that the restricted eigenvalue property stated above is slightly different from those often found in the literature, for example, [20, 23, 24]. In particular, the inequality $\|z_S\|_1 \leq \sqrt{s} \|z_S\|_2$ yields that the set $C(s; \alpha)$ defined in (7) is slightly larger than

$$\bigcup_{S \subset J, \#(S) = s} \left\{ z \in \mathbb{R}^N : \|z_S\|_1 \leq \alpha \|z_S\|_1 \right\}$$

as considered in those works.

The theory of restricted eigenvalue property, as a sufficient condition for the success of $\ell_1$ minimization methods, is well-developed in the fields of statistical inference and machine learning, where
the RIP was proven to be severe for many random matrices of interest, for example, random designs with substantial correlation among rows/columns. In this paper, we develop recovery guarantees for a class of random matrices associated with Legendre orthonormal systems. As we do not assume the uniform boundedness, the fact that restricted eigenvalue property does not require an upper bound of \( \|Az\|_2 \) is also extremely useful in our analysis.

Next, we will present the implication of null space property and uniform recovery from restricted eigenvalue property. We also include discussions on estimates for restricted eigenvalue property of orthonormal systems in case uniform bound is used. These derivations are quite simple and based on the corresponding developments for the RIP. However, as far as we know, they are not very well-spread in the CS literature.

**Definition 2** (Restricted isometry property). Given a matrix \( A \in \mathbb{R}^{m \times N} \), we say \( A \) satisfies the restricted isometry property of order \( s \) if there exists \( 0 < \delta < 1 \) such that

\[
(1 - \delta)\|z\|_2^2 \leq \|Az\|_2^2 \leq (1 + \delta)\|z\|_2^2, \quad \forall z \in \mathbb{R}^N \text{ satisfying } \#(\text{supp}(z)) \leq s,
\]

or equivalently,

\[
1 - \delta \leq \|Az\|_2^2 \leq 1 + \delta, \quad \forall z \in \mathcal{E}_s,
\]

where \( \mathcal{E}_s := \{ z \in \mathbb{R}^N : \#(\text{supp}(z)) \leq s, \|z\|_2 = 1 \} \).

Compared to restricted eigenvalue property, RIP needs \( \|Az\|_2 \) to be bounded from both above and below, but only on the set of exactly sparse vectors in \( \mathbb{R}^N \). In particular, it is easy to see that \( \mathcal{E}_s \) is a strict subset of \( \partial B_2 \cap C(s; a) \) required in (8). However, in available RIP estimates, (9) is typically established for a larger set, that is, \( \sqrt{s}B_1 \), the \( \ell_1 \)-ball that contains \( \mathcal{E}_s \) [1, 2, 14, 25, 26].

Observe that \( \partial B_2 \cap C(s; a) \) is contained in the \( \ell_1 \)-ball of radius \( (1 + a)\sqrt{s} \).

**Lemma 1** For \( a > 1 \), \( 0 \leq s \leq N \), there follows \( \partial B_2 \cap C(s; a) \subset (1 + a)\sqrt{s}B_1 \).

**Proof.** Let \( z \in \partial B_2 \cap C(s; a) \). Then, \( \|z_S\|_1 \leq a\sqrt{s} \|z_S\|_2 \) for some \( S \subset J \), \( \#(S) = s \).

We have \( \|z\|_2 = \|z_S\|_1 + \|z_{\bar{S}}\|_1 \leq \sqrt{s} \|z_S\|_2 + a\sqrt{s} \|z_{\bar{S}}\|_2 = (1 + a)\sqrt{s} \|z\|_2 \), therefore, \( z \in (1 + a)\sqrt{s}B_1 \).

One can easily derive from available RIP proofs that for orthonormal systems with uniform bound \( \Theta \), RIP holds over the extended set \( (1 + a)\sqrt{s}B_1 \) under a modified number of samples where the sparsity \( s \) is replaced by \( (1 + a)^2 s \). This property automatically implies the restricted eigenvalue property as a consequence of Lemma 1 and therefore, the restricted eigenvalue property holds under the same sample complexity.

For a specific example, we can obtain the following result by slightly modifying [2] (theorem 2.2.)

**Proposition 1** (Restricted eigenvalue estimate for bounded orthonormal systems). Let \( \delta, \gamma \) be fixed parameters with \( 0 < \delta < 1, 0 < \gamma < 1 \) and \( \{ \psi_j \}_{j \in J} \) be an orthonormal system of finite size \( N = \#(J) \) and \( \Theta = \sup_{j \in J} \|\psi_j\|_{\ell_\infty} \). Let \( s_\alpha = (1 + \alpha)^2 s \). Assume that

\[
m \geq \frac{C}{\delta} \log \left( \frac{\Theta s}{\delta} \right) \max \left\{ \frac{\gamma}{\delta} \log \left( \frac{4 \Theta s}{\delta} \right), \frac{1}{\gamma} \log \left( \frac{\Theta s}{\delta} \right) \right\},
\]

and \( y_1, y_2, \ldots, y_m \) are drawn independently from the orthogonalization measure \( \mu \) associated to \( \{ \psi_j \} \). Then with probability exceeding \( 1 - \gamma \), the normalized sampling matrix
\( A \in \mathbb{R}^{m\times N} \) (defined as in (2)) satisfies

\[
\|Az\|_2^2 > (1 - \delta)\|z\|_2^2, \quad \forall z \in C(s; \alpha).
\]

Interestingly, restricted eigenvalue property of order \( s \) straightforwardly leads to null space property of order \( s \).²

**Proposition 2** Assume that \( A \in \mathbb{R}^{m\times N} \) satisfies the restricted eigenvalue property of order \( s \) with parameters \((\alpha, \delta)\). Then, \( A \) satisfies the null space property of order \( s \), that is, for all \( z \in \mathbb{R}^N \) and all \( S \subset J \) with \( |S| = s \),

\[
\|z_S\|_2 \leq \frac{\rho}{\sqrt{s}} \|z_{\bar{S}}\|_1 + \tau\|Az\|_2, \quad \text{where} \quad \rho = \frac{1}{\alpha} \quad \text{and} \quad \tau = \frac{1}{\sqrt{1 - \delta}}.
\]  

**Proof.** For any \( z \in \mathbb{R}^N \), we only need to prove (10) for \( S \) chosen as the index set corresponding to \( s \) largest components of \( z \). Consider two cases:

If \( z \in C(S; \alpha) \), by (8), we have

\[
\|z_S\|_2 \leq \|z\|_2 \leq \frac{1}{\sqrt{1 - \delta}} \|Az\|_2 \leq \frac{\rho}{\sqrt{s}} \|z_S\|_1 + \tau\|Az\|_2.
\]

Otherwise, \( z \not\in C(S; \alpha) \) yields

\[
\|z_S\|_2 \leq \frac{1}{\alpha\sqrt{s}} \|z_{\bar{S}}\|_1 \leq \frac{\rho}{\sqrt{s}} \|z_S\|_1 + \tau\|Az\|_2.
\]

Recall \( c \) and \( g \) are the vectors of exact coefficients and observations such that \( \|Ac - g\|_2 \leq \eta \). Let \( c^\# \) be an approximation of \( c \) determined by

\[
e^\# = \arg\min_{\tilde{z} \in \mathbb{R}^s} \|\tilde{z}\|_1 \quad \text{subject to} \quad \|Az - g\|_2 \leq \eta.
\]  

Denote by \( \sigma_s(c) \), the error of best \( s \)-term approximation of \( c \) in \( \ell_1 \) norm, that is, \( \sigma_s(c)_1 = \inf_{A, J, |J|=s} \|c - c_J\|_1 \). The reconstruction error estimates follow from Proposition 2 using standard analysis, for example, [15] (theorems 4.19 and 4.22).

**Proposition 3** Let \( A \in \mathbb{R}^{m\times N} \), \( \alpha > 1 \), \( 0 < \delta < 1 \) and \( \delta_0 = \frac{1}{1+\alpha} < \frac{1}{2} \). Assume that \( A \) satisfies (10) for all \( z \in \mathbb{R}^N \) and all \( S \subset J \) with \( |S| = s \). For \( c \in \mathbb{R}^N \) and \( g \in \mathbb{R}^m \) satisfying \( \|Ac - g\|_2 \leq \eta \), let \( c^\# \) be the solution of (11). Then

\[
\|c - c^\#\|_1 \leq \frac{2}{1 - 2\delta_0} \sigma_s(c)_1 + \frac{4}{\sqrt{1 - \delta}} \cdot \frac{1 - \delta_0}{1 - 2\delta_0}\eta\sqrt{s}.
\]  

In combining Propositions 1–3, for bounded orthonormal systems, the robust and stable recovery (12) is guaranteed with high probability given the number of samples

\[
m \gtrsim \delta_0^{-2} C_\delta \Theta^2 s \times \log \text{ factors},
\]  

where \( C_\delta \) represents the dependence of \( m \) on \( \delta \). As we derive Proposition 1 from RIP estimates in [1, 2], \( C_\delta = \delta^{-6} \). However, better dependence on \( \delta \) is possible, for example, \( C_\delta = \delta^{-2} \) if applying the RIP estimates in [16, 26]. Also, the log factor terms can take several different forms. Generally, large \( \delta \) and

²Therefore, restricted eigenvalue property of order \( s \) is comparable to RIP of order \( 2s \).
\( \delta_0 \) are desirable for smaller number of samples, but this also lead to worse constants in reconstruction error estimates.

At first glance, the above number of samples established via restricted eigenvalue property seems to be more demanding than that obtained from the RIP \((m \gtrsim C_\delta \Theta^2 s \times \log factors)\) in the sense that besides \( \delta, m \) additionally depends on \( \delta_0 \). However, we can see that the dependence of error estimate constants on \( \delta \) is different for these two approaches. In RIP-based error estimates, \( \delta \) needs to be strictly bounded away from 1 and the error grows quite fast with moderately large \( \delta \), for example, with \( \delta < 4/\sqrt{41}, \) one has

\[
\|c - c^\#\|_1 \leq \frac{2 \left( \sqrt{1 - \delta^2} + 3\delta/4 \right)}{\sqrt{1 - \delta^2 - 5\delta/4}} \sigma_s(c) + \frac{4\sqrt{1 + \delta}}{\sqrt{1 - \delta^2 - 5\delta/4}} \cdot \eta \sqrt{s},
\]

see [15] (theorem 6.12); hence, an optimal dependence of \( m \) on \( \delta \) is critical. For the restricted eigenvalue property, as shown in (12), \( \delta \) appears only in the noise term, mildly affects the errors via the multiplication factor \( 1/\sqrt{1 - \delta} \) and can be chosen close to 1 without increasing this term much. As such, \( C_\delta \) becomes less important. A more profound penalty arises from \( \delta_0 \), which more or less plays the role of \( \delta \) in RIP approach. However, from (13), we have seen that the number of measurements \( m \) grows at rate \( \delta_0^{-2} \) as \( \delta_0 \) decreases. This agrees with the best known dependence of \( m \) on \( \delta \) using RIP.

As uniform recovery follows directly from restricted eigenvalue property (Propositions 2–3), the rest of this paper is devoted to derive precise bounds on the number of samples such that the restricted eigenvalue property holds for random Legendre systems. The advantage of restricted eigenvalue property in refraining us from the upper bound of \( \|A\|_2 \) is not clear in the above discussion, where the uniform bound of orthonormal systems is available. In the next part, we do not assume this information and exploit this advantage to its full strength.

3 | RESTRICTED EIGENVALUE PROPERTY FOR UNIVARIATE LEGENDRE SYSTEMS

We present an estimate for restricted eigenvalue property for one-dimensional Legendre basis. In this section, \( U := [-1, 1] \), \( \rho \) is the uniform probability measure on \( U \), \( J \) is a subset of \( \mathbb{N} \), and \( \{\Psi_j\}_{j \in J} \equiv \{L_j\}_{j \in J} \), the system of univariate Legendre polynomials orthonormal with respect to \( \rho \). We denote

\[
\psi(y, z) := \sum_{j \in J} z_j L_j(y), \quad y \in U, \quad z \in \mathbb{R}^N.
\]

The envelope bound of Legendre polynomials is central to our analysis. It is well known that

\[
|L_j(y)| \leq \frac{2/\sqrt{\pi}}{\sqrt{1 - y^2}}, \quad \forall y \in (-1, 1), \quad j \in \mathbb{N},
\]

see [12, 27]. This estimate is sharp in the sense that the constant \( 2/\sqrt{\pi} \) cannot be improved (see also an illustration in Figure 2). Let us define \( \Omega(y) := \frac{2/\sqrt{\pi}}{\sqrt{1 - y^2}} \).

We introduce our notion of “good sample sets”, which we refer to as preferable sets throughout.

**Definition 3** For \( m > 0, 0 < \gamma_0 < 1 \), let \( Q = \{y_1, \ldots, y_m\} \) be a set of samples where \( y_1, \ldots, y_m \) are drawn independently from the uniform distribution on \([-1, 1]\). Define \( m \)...
i.i.d random variables

\[ Z_i = \Omega \left( y_i \right) \exp \left( -\frac{1}{2\Omega^2 \left( y_i \right)} \sqrt{\frac{m}{y_0}} \right), \quad \forall i \in \{1, \ldots, m\}. \quad (15) \]

We name \( T(Q) = \sum_{i=1}^{m} Z_i \) the test value of \( Q \), and call \( Q \) a preferable sample set according to \( \gamma_0 \) if

\[ T(Q) \leq \frac{32\sqrt{2}}{\pi \sqrt{\pi}} m^{1/4} y_0^{3/4} + \frac{4\sqrt{2}}{\pi} m^{1/4} y_0^{-1/4}. \quad (16) \]

Loosely speaking, preferable set conceptualizes our preference to sample sets with which \( \sum_{i=1}^{m} Z_i \) is small. Observe that \( Z_i \) is bigger when \( y_i \) approaches the endpoints \((\pm 1)\), these sets slightly push sample points toward the center of the domain. Preferable sets according to large \( \gamma_0 \) (and small test value) should be less common. This intuition will be verified in Lemma 5, where we prove that \( Q \) is a preferable sample set according to \( \gamma_0 \) with probability exceeding \( 1 - \gamma_0 \).

The concept of preferable sets play a pivotal role in our analysis and is also useful in practice. We will show in both theory and computation that if we limit the sparse reconstruction to random Legendre matrices associated with preferable sample sets, better accuracy can be achieved. Enforcing this restriction is simple, as the computation cost of checking whether a sample set is preferable is negligible. Indeed, we can always generate multiple sets of \( m \) random samples, and pick a preferable one to commence the reconstruction process. We could follow Definition 3 strictly and choose a set that fulfills criterion (16), but empirical approach is also equally effective: first ranking all the sample sets according to their test values, and then selecting the preferable set among those in lower percentile of test value distribution, say, among \((100(1-\gamma_0))\%\) of sample sets with smallest \( \sum_{i=1}^{m} Z_i \).

### 3.1 Main results

Our first main theorem is stated as follows.

**Theorem 1** Let \( \delta, \gamma, \) and \( \gamma_0 \) be fixed parameters with \( 0 < \delta < 1, 0 < \gamma + \gamma_0 < 1 \) and \( \{L_j\}_{j \in J} \) be a univariate Legendre orthonormal system of finite size \( N = \#(J) \). Denote \( s_{a,\delta} = (1+a)^2 \frac{s}{\delta^{a/2}} \) and assume that

\[ m \geq C(1+\alpha)^2 s^2 \max \left\{ \delta^{-12} y_0^{-1} \log^2 \left( s_{a,\delta} \right) \log^2(2N), \quad \delta^{-\frac{15}{2}} \log^2 \left( s_{a,\delta} \right) \log(2N), \right\}. \quad (17) \]

Let \( y_1, y_2, \ldots, y_m \) be drawn independently from the uniform distribution on \([-1, 1]\). Then with probability exceeding \( 1 - (\gamma + \gamma_0) \), the normalized sampling matrix \( A \in \mathbb{R}^{m \times N} \) (defined as in (2)) satisfies

\[ \|Az\|_2^2 > (1-\delta)\|z\|_2^2, \quad \forall z \in C(s; \alpha). \quad (18) \]

The above result shows that for Legendre matrices to satisfy restricted eigenvalue property, the number of samples needs to scale quadratically with the sparsity and only logarithmically with the size of the coefficient vectors, therefore, verifying successful uniform recovery from underdetermined Legendre systems and uniform sampling. The dependence of sample complexity on \( \delta \) is severe \((\delta^{-12})\); however, as discussed in Section 2, \( \delta \) is allowed to approach 1 with our use of restricted eigenvalue property, and the growth of error bound when \( \delta \) tends to 1 is mild. Recall \( \delta_0 = 1/(1+\alpha) \), the dependence of the number of samples on \( \delta_0 \) is \( \delta_0^{-4} \).
A large part of our analysis will be conducted under the condition that the sample sets are preferable, giving rise to an additional parameter \( \gamma_0 \). In particular, the restricted eigenvalue property is guaranteed under a reduced probability \( 1 - (\gamma + \gamma_0) \). It is possible to restore the rate \( 1 - \gamma \) (which is normally seen in the literature), if we limit the sparse reconstruction to random matrices associated with preferable sets (which is simple to do).

**Proposition 4**  Let \( \delta, \gamma \) and \( \gamma_0 \) be fixed parameters in \((0, 1)\) and \( \{L_j\}_{j \in J} \) be a univariate Legendre orthonormal system of finite size \( N = \#(J) \). Denote \( s_{a, \delta} = \frac{(1 + a)^2}{\delta} \) and assume that

\[
m \geq C(1 + a)^4 s^2 \max \left\{ \delta^{-12} \gamma_0^{-1} \log^2 \left( s_{a, \delta} \right) \log^2(2N), \quad \delta^{-\frac{15}{2}} \log^2 \left( s_{a, \delta} \right) \log(2N), \quad \delta^{-4} \log \left( s_{a, \delta} \right) \log \left( \frac{\log(s_{a, \delta})}{(1 - \gamma_0) \gamma \delta} \right) \right\}. \tag{19}
\]

Let \( Q = \{y_1, y_2, \ldots, y_m\} \) be a set of samples drawn independently from the uniform distribution on \([-1, 1]\). If \( Q \) is a preferable set according to \( \gamma_0 \), then with probability exceeding \( 1 - \gamma \), the normalized sampling matrix \( A \in \mathbb{R}^{m \times N} \) (defined as in (2)) satisfies

\[
\|Az\|_2^2 > (1 - \delta)\|z\|_2^2, \quad \forall z \in C(s; \alpha). \tag{20}
\]

In Proposition 4, \( \gamma_0 \) can be considered a tuning parameter. Overall, the sample complexity is inversely proportional to \( \gamma_0 \); therefore, preferable sets according to high \( \gamma_0 \) allow reconstructions with lower number of samples and should be truly preferable. This fact is illustrated with numerical tests in Section 5. These sets are however increasingly uncommon as \( \gamma_0 \) tends to 1. Also, \( \gamma_0 \) very close to 1 may affect the third term of (19) unfavorably.

We will prove Theorem 1 and Proposition 4 in Sections 3.3 and 3.4 correspondingly. First, some preparatory lemmas are needed.

### 3.2 Supporting lemmas

We prove the following estimates involving the envelope bound \( \Omega \).

**Lemma 2**  For any \( \mu > 0 \), there holds \( \phi(y \in \mathcal{U} : |\Omega(y)| \geq \mu) \leq \frac{16}{\pi^2 \mu^2} \).

**Proof.**  We have \( |\Omega(y)| \geq \mu \) if and only if \( y^2 \geq 1 - \frac{16}{\pi^2 \mu^2} \). There follows \( \phi(y \in \mathcal{U} : |\Omega(y)| \geq \mu) \leq 1 - \sqrt{1 - \frac{16}{\pi^2 \mu^2}} \leq \frac{16}{\pi^2 \mu^2} \), as desired.

**Lemma 3**  For any \( 0 < \mu \leq 1 \) and \( \bar{T} \subset \mathcal{U} \) measurable with \( \phi(\bar{T}) \leq \mu \), there holds

\[
\int_{\bar{T}} |\Omega(y)|^2 d\phi \leq 2 \sqrt{\mu}.
\]

**Proof.**  We have \( \int_{\bar{T}} |\Omega(y)|^2 d\phi \leq \int_{1-\mu}^1 |\Omega(y)|^2 dy = \frac{4}{\pi} \left( \frac{\pi}{2} - \arcsin(1 - \mu) \right) \). Denoting \( \kappa = (\pi/2 - \arcsin(1 - \mu)) \), then \( 1 - \mu = \sin(\pi/2 - \kappa) = \cos(\kappa) \leq 1 - 4\kappa^2/\pi^2 \), which implies \( \kappa \leq \frac{\pi}{2} \sqrt{\mu} \).

**Lemma 4**  For all \( \beta > 0 \) and \( 0 \leq \tau < 1 \), there holds

\[
\int_{-1}^{1} \exp \left( -\beta \sqrt{1 - y^2} \right) \frac{dy}{(1 - y^2)^{\tau}} \leq 2\Gamma(2 - 2\tau)\beta^{2\tau - 2}. \tag{21}
\]
Here, $\Gamma$ denotes the gamma function.

**Proof.** Let us define $g(y) := \frac{\exp(-y\sqrt{1-y^2})}{(1-y^2)}$. We have

$$
\int_{-1}^{1} g(y) \, dq = \int_{0}^{\infty} q(y \in U^t : g(y) \geq t) \, dt = \int_{0}^{\exp(-\beta)} dt + \int_{\exp(-\beta)}^{\infty} q(y \in U^t : g(y) \geq t) \, dt,
$$

since $g(y) \geq \exp(-\beta), \forall y \in U$. By substituting $t = \exp(-\beta \sqrt{u})/u^r$, it gives

$$
\int_{-1}^{1} g(y) \, dq = \exp(-\beta) + \int_{1}^{0} q \left( y \in U^t : g(y) \geq \frac{\exp(-\beta \sqrt{u})}{u^r} \right) \left( \frac{\exp(-\beta \sqrt{u})}{u^r} \right)' \, du
$$

$$
= \exp(-\beta) + \int_{1}^{0} q(y \in U^t : |y| \geq \sqrt{1-u}) \left( \frac{\exp(-\beta \sqrt{u})}{u^r} \right)' \, du. \tag{22}
$$

With notice that $q(y \in U^t : |y| \geq \sqrt{1-u}) = 1 - \sqrt{1-u} \leq u$, there follows

$$
\int_{-1}^{1} g(y) \, dq \leq \exp(-\beta) + \int_{1}^{0} u \left( \frac{\exp(-\beta \sqrt{u})}{u^r} \right)' \, du = \int_{0}^{1} \exp(-\beta \sqrt{u}) \, du,
$$

where the second equality comes from integration by parts. Substituting $v = \beta \sqrt{u}$ yields

$$
\int_{-1}^{1} g(y) \, dq \leq \int_{0}^{\beta} \frac{2^r e^{-v}}{v^{2r}} \frac{2v}{\beta^2} \, dv = 2^r \beta^{2r-2} \int_{0}^{\beta} v^{2r+1} e^{-v} \, dv \leq 2 \Gamma(2 - 2\tau) \beta^{2r-2}. \quad \blacksquare
$$

In the next lemma, we verify the probability of a set of samples from uniform distribution on $[-1, 1]$ to be preferable.

**Lemma 5** Let $m > 0, 0 < \gamma_0 < 1$, and $Q = \{y_1, \ldots, y_m\}$ be a set of samples where $y_1, \ldots, y_m$ are drawn independently from the uniform distribution on $[-1, 1]$. Then, $Q$ is a preferable sample set according to $\gamma_0$ with probability exceeding $1 - \gamma_0$.

**Proof.** Let $Z_i$ be defined as in (60). By Lemma 4,

$$
\mathbb{E}Z_i \leq \frac{211/2}{\pi \sqrt{\pi}} \left( \frac{\gamma_0}{m} \right)^{3/4}, \quad \text{Var}(Z_i) \leq \mathbb{E}|Z_i|^2 \leq \frac{2^5}{\pi^2} \left( \frac{\gamma_0}{m} \right)^{1/2}. \tag{23}
$$

Referring $\mathbb{E}Z$ and $\text{Var}(Z_i)$ as $\mathbb{E}Z$ and $\text{Var}(Z)$, we apply Chebyshev inequality to obtain

$$
\mathbb{P}\left( \left| \sum_{i=1}^{m} Z_i - m\mathbb{E}Z \right| \geq \lambda \right) \leq \frac{m}{\lambda^2} \text{Var}(Z).
$$

Setting $\lambda = \sqrt{\frac{m}{\gamma_0}} \left( \mathbb{E}|Z|^2 \right)^{1/2}$, then with probability exceeding $1 - \gamma_0$,

$$
\sum_{i=1}^{m} Z_i \leq m\mathbb{E}Z + \sqrt{\frac{m}{\gamma_0}} \left( \mathbb{E}|Z|^2 \right)^{1/2}. \tag{24}
$$

Substituting (23)–(24) yields the conclusion. \quad \blacksquare

We also need some tail estimates, the proofs of which can be found in [2].
Let $X_1, \ldots, X_M$ be $M$ independent identically distributed real-valued random variables satisfying $|X_k| \leq a$ and $\mathbb{E} [X_k] = X$ for all $k$. We denote $\overline{X} = \frac{1}{M} \sum_{k=1}^{M} X_k$. For every $\mu > 0$,
\[
\mathbb{P}(|\overline{X} - X| \geq \mu) \leq 2 \exp \left(-\frac{M\mu^2}{2a^2}\right). \tag{25}
\]

Let $X_1, \ldots, X_M$ be $M$ independent identically distributed Bernoulli random variables with $\mathbb{E} [X_k] = X$ for all $k$. Denote $\overline{X} = \frac{1}{M} \sum_{k=1}^{M} X_k$. Then, for every $0 < \mu_1 < 1$, $\mu_2 > 0$ and $M \geq \frac{16e}{\mu_1 \mu_2}$, there holds
\[
\mathbb{P} \left(|\overline{X} - X| \geq \mu_1 X + \mu_2\right) \leq \exp \left( -\frac{M\mu_1 \mu_2}{16e}\right). \tag{26}
\]

Let $\mathcal{E}_{s,a} := \partial B_2 \cap C(s; \alpha)$, we conclude this subsection by proving the following important result involving covering number for $\mathcal{E}_{s,a}$. This step resembles but considerably extends the previous covering number estimates for $\mathcal{E}_1$ balls, for example, [1, 2, 14, 26], in the sense that a much more complicated pseudo-metric is considered herein.

**Lemma 8** For $0 < \zeta < 1$, $0 < \gamma_0 < 1$, $\mu > 0$, and $m > 0$, there exists a set $D \subset \mathbb{R}^N$ such that the following hold:

i. If $Q = \{y_1, \ldots, y_m\}$ is a set of $m$ i.i.d. samples drawn from $(U, \phi)$, preferable according to $\gamma_0$, then for all $z \in \mathcal{E}_{s,a}$, there exists $z' \in D$ depending on $z$ and $Q$ satisfying
\[
|\psi(y, z - z')| \leq \mu \quad \text{for all } y \text{ in a subset } U^* \text{ of } U \text{ with } \phi(U^*) > 1 - \zeta. \tag{27}
\]
\[
|\psi(y, z - z')| \leq \mu \quad \text{for all } y_i \in Q. \tag{28}
\]

ii. The cardinality of $D$ satisfies
\[
\log(\#(D)) \leq C(1 + a)^2 \frac{s}{\mu^2} \log(2N) \max \left\{ \frac{1}{\sqrt{\zeta}}, \sqrt{\frac{m}{\gamma_0}} \right\}. \tag{29}
\]

**Proof.** We will find $D$ using the empirical method of Maurey. First, we observe that $\mathcal{E}_{s,a} \subset \{(1 + a)\sqrt{s}B_1\}$ (see Lemma 1), hence if we denote $\mathcal{P} = \left\{ \pm e_j(1 + a)\sqrt{s} \right\}_{1 \leq j \leq N}$, where $(e_j)$ are canonical unit vectors in $\mathbb{R}^N$, we have $\mathcal{E}_{s,a} \subset \text{conv}(\mathcal{P})$.

Fix a $z \in \mathcal{E}_{s,a}$, $z$ can be represented as $z = \sum_{r=1}^{2N} \lambda_r v_r$, for some $\lambda_r \geq 0$ such that $\sum_{r=1}^{2N} \lambda_r = 1$ and $v_r$ listing $2N$ elements of $\mathcal{P}$. There exists a probability measure $\lambda$ on $\mathcal{P}$ that takes the values $v_r \in \mathcal{P}$ with probability $\lambda_r$. Let $z_1, \ldots, z_M$ be i.i.d random variables with law $\lambda$. Note that $\mathbb{E} z_k = z$, for all $k = 1, \ldots, M$. For each $y \in U$, $\psi(y, z_k)$ is also a real-valued random variable on probability space $(\psi(y, \mathcal{P}), \lambda)$ with
\[
|\psi(y, z_k)| \leq \Omega(y)(1 + a)\sqrt{s}, \quad \text{and} \quad \mathbb{E} \psi(y, z_k) = \psi(y, z).
\]

Denote $\overline{z} = \frac{1}{M} \sum_{k=1}^{M} z_k$. Let $D$ be the set of all possible outcomes of $\overline{z}$ and $\overline{\lambda}$ be the probability measure on $D$ according to $\overline{z}$. Note that $\#(D) \leq (2N)^M$, we derive a sufficient condition on $M$ so that $D$ satisfies the assertion (i).
First, let us define a characteristic function $\chi$ on $(U \times D, \varnothing \otimes \overline{\lambda})$, given by

$$\chi(y, z) = \begin{cases} 1, & \text{if } |\psi(y, z - z)| \geq \mu, \\ 0, & \text{if } |\psi(y, z - z)| < \mu. \end{cases}$$

Applying Lemma 6 yields for all $y \in U$,

$$\int_D \chi(y, z) d\overline{\lambda} = \mathbb{P}_{\overline{\lambda}}(|\psi(y, z - z)| \geq \mu) \leq 2 \exp \left( -\frac{M\mu^2}{2(1 + \alpha)\Omega^2(y)Ms} \right).$$

From Lemma 4, we have

$$\int_D \left( \int_U \chi(y, z) d\omega \right) d\overline{\lambda} = \int_U \left( \int_D \chi(y, z) d\overline{\lambda} \right) d\omega \leq \frac{C(1 + \alpha)^4 s^2}{M^2\mu^4},$$

which yields that with probability exceeding $2/3$, $\overline{\lambda} \in D$ satisfying

$$\mathbb{P}_y(|\psi(y, z - z)| \geq \mu) = \int_U \chi(y, z) d\omega \leq \frac{3C(1 + \alpha)^4 s^2}{M^2\mu^4} \leq \zeta,$$

provided that $M \geq C(1 + \alpha)^2 \frac{s}{\mu^2\sqrt{\zeta}}$.

To deal with the set $Q = \{y_1, \ldots, y_m\}$, we develop a different argument based on extending the approach in [15] (lemma 12.37). First, by symmetrization,

$$\mathbb{E}_{\overline{\lambda}} \left( \max_{y \in Q} |\psi(y, z - z)| \right) \leq \frac{2}{M} \mathbb{E}_{\overline{\lambda}} \max_{y \in Q} \sum_{k=1}^M \epsilon_k \psi(y, z_k),$$

where $\epsilon$ is a Rademacher sequence independent of $(z_1, \ldots, z_M)$. Since $|\psi(y, z_k)| \leq \Omega(y) (1 + \alpha)\sqrt{s}$ for all $y \in Q, k \in [M]$, we have $\|\psi(y, z_k)\|_2 \leq \Omega(y) (1 + \alpha)\sqrt{Ms}$. Standard calculations yield

$$\mathbb{P}_\epsilon \left( \sum_{k=1}^M \epsilon_k \psi(y, z_k) \geq t \right) \leq 2 \exp \left( -\frac{t^2}{2(1 + \alpha)^2\Omega^2(y)Ms} \right), \quad \forall t > 0.$$

By the union bound,

$$\mathbb{P}_\epsilon \left( \max_{y \in Q} \sum_{k=1}^M \epsilon_k \psi(y, z_k) \geq t \right) \leq \sum_{i=1}^m 2 \exp \left( -\frac{t^2}{2(1 + \alpha)^2\Omega^2(y)Ms} \right), \quad \forall t > 0.$$

We have for every $\kappa > 0$.

$$\mathbb{E}_\epsilon \max_{y \in Q} \left| \sum_{k=1}^M \epsilon_k \psi(y, z_k) \right| = \int_0^\kappa \mathbb{P}_\epsilon \left( \max_{y \in Q} \left| \sum_{k=1}^M \epsilon_k \psi(y, z_k) \right| \geq t \right) dt$$

$$\leq \int_0^\kappa 1 dt + 2 \sum_{i=1}^m \int_0^\infty \exp \left( -\frac{t^2}{2(1 + \alpha)^2\Omega^2(y)Ms} \right) dt$$

$$\leq \kappa + \sqrt{2\pi Ms(1 + \alpha)\sum_{i=1}^m \Omega(y)_i} \exp \left( -\frac{\kappa^2}{2(1 + \alpha)^2\Omega^2(y)Ms} \right).$$

Choosing $\kappa = (1 + \alpha)\sqrt{Ms}\sqrt{m/\gamma_0}$ leads to

$$\mathbb{E}_\epsilon \max_{y \in Q} \left| \sum_{k=1}^M \epsilon_k \psi(y, z_k) \right| \leq (1 + \alpha)\sqrt{Ms}\sqrt{m/\gamma_0} + \sqrt{2\pi Ms(1 + \alpha)\sum_{i=1}^m \Omega(y)_i} \exp \left( -\frac{1}{2\Omega^2(y)\sqrt{m/\gamma_0}} \right).$$

(33)
Proof of Theorem 1

Since $Q$ is a preferable sample set, we obtain from (16)

$$
\mathbb{E}_\xi \max_{y \in Q} \left| \sum_{k=1}^{M} \xi_k \psi \left( y, z_k \right) \right| \leq C(1 + \alpha) \sqrt{Ms} \left( m^{1/2} \gamma_0^{-1/2} + m^{1/2} \gamma_0^{3/2} \right) \leq C(1 + \alpha) \sqrt{Ms} \frac{m}{\gamma_0}.
$$

There follows $\mathbb{E}_\xi \left( \max_{y \in Q} |\psi \left( y, z - \bar{z} \right)| \right) \leq C(1+\alpha) \sqrt{\frac{s}{M} \frac{m}{\gamma_0}}$, yielding with probability exceeding 2/3, $\bar{z} \in D$ satisfies

$$
\max_{y \in Q} |\psi \left( y, z - \bar{z} \right)| \leq 3C(1 + \alpha) \sqrt{\frac{s}{M} \frac{m}{\gamma_0}} \leq \mu, \quad (34)
$$

provided that $M \geq \frac{C(1+\alpha)^2s}{\mu^2\sqrt{\gamma_0}}$. Thus, for $M \geq \frac{C(1+\alpha)^2s}{\mu^2\sqrt{\gamma_0}} \max \left\{ \frac{1}{\sqrt{\xi}}, \sqrt{\frac{m}{\gamma_0}} \right\}$, there exists $\bar{z} \in D$ that fulfills both (31) and (34). As $\log(\#(D)) \leq M \log(2N)$, the proof is concluded. ■

3.3 | Proof of Theorem 1

It is enough to prove (58) for all $z \in \mathcal{E}_{s,a}$ (i.e., $\partial B_2 \cap C(s;a)$). We conduct the analysis under assumption $\delta < 1/13$ for convenience; this parameter will be rescaled at the end. For $m \in \mathbb{N}$, let $Q = \{y_1, \ldots, y_m\}$ be a set of samples where $y_1, \ldots, y_m$ are drawn independently from the probability space $(U, q)$. From Lemma 5, $Q$ is preferable according to $\gamma_0$ with probability exceeding 1 – $\gamma_0$. We define the set of integers

$$
\mathcal{L} = Z \cap \left( \frac{\log(\delta)}{\log(1 + \delta)} + 1, \frac{\log(\Xi)}{\log(1 + \delta)} + 1 \right), \quad \text{where} \quad \Xi = \frac{4(1 + \alpha)^2s}{\sqrt{3} \pi \delta},
$$

and denote by $\underline{l}, \overline{l}$ the minimum and maximum of $\mathcal{L}$ respectively. $l$ and $\overline{l}$ then satisfy

$$(1 + \delta)^{\underline{l} - 2} \leq \delta \quad \text{and} \quad (1 + \delta)^{\overline{l} - 1} \leq \Xi \leq (1 + \delta)^{\overline{l}}. \quad (36)$$

**Step 1:** Under the condition that $Q$ is a preferable sample set according to $\gamma_0$ (pref. a.t. $\gamma_0$), for $0 < \zeta < 1$ (whose exact value will be set later), we seek to construct $\widetilde{\psi}$ approximating $\psi$ such that.

1. For all $z \in \mathcal{E}_{s,a}$, the following holds with probability exceeding 1 - $\zeta$ in $(U, q)$ and for all $y \in Q$

$$
(1 - 3\delta/2)\widetilde{\psi}(y, z) < |\psi(y, z)| < (1 + 3\delta/2)\widetilde{\psi}(y, z), \quad \text{if} \quad \widetilde{\psi}(y, z) > 0,
$$

$$
|\psi(y, z)| < 6\delta/5 \quad \text{or} \quad |\psi(y, z)| > \Xi, \quad \text{if} \quad \widetilde{\psi}(y, z) = 0. \quad (37)
$$

2. For all $z \in \mathcal{E}_{s,a}$, there exists a pairwise disjoint family of subsets $(\mathcal{I}_l)_{l \in \mathcal{L}} = \left( I_{l_{(z, q)}} \right)_{l \in \mathcal{L}}$ of $U$ depending on $z$ and $Q$ such that

$$
\widetilde{\psi}(\cdot, z) = \sum_{l \in \mathcal{L}} (1 + \delta)^l \chi_{l_l}. \quad (38)
$$

3. For every $l \in \mathcal{L}$, $\left( I_{l_{(z, q)}} \right)_{z \in \mathcal{E}_{s,a}}$ belongs to a finite class $F_l$ of subsets of $U$ satisfying $Q$ pref.a.t.$\gamma_0$

$$
\log(\#F_l) \leq C \frac{(1 + \alpha)^2s}{\delta^4(1 + \delta)^{2l-2}} \log(2N) \max \left\{ \sqrt{\frac{\log(\Xi/\delta)}{\zeta \log(1 + \delta)}}, \sqrt{\frac{m}{\gamma_0}} \right\}. \quad (39)
$$
First, for \( l \in \mathcal{L} \), let \( D_l \) be a finite subset of \( \mathbb{R}^N \) determined as in Lemma 8 with given \( m, y_0 \), as well as \( \mu = \delta(1 + \delta)^{-1}/2 \) and \( 0 < \zeta' < 1 \) (to be set accordingly to meet our needs). We have

\[
\log(\#D_l) \leq C \frac{(1 + \alpha)^2 s}{\delta^2(1 + \delta)^{2l-2}} \log(2N) \max \left\{ \frac{1}{\sqrt{s}}, \sqrt{\frac{m}{\gamma_0}} \right\}.
\] (40)

For a fixed \( z \in \mathcal{E}_{s,a} \), there exist \( z_l \in D_l \) and a measurable set \( U_l \subset U \) with \( q(U_l) \geq 1 - \zeta' \) such that

\[
|\psi(y, z - z_l)| \leq \delta(1 + \delta)^{-1}/2, \quad \forall y \in U_l,
\]

\[
|\psi(y, z - z_l)| \leq \delta(1 + \delta)^{-1}/2, \quad \forall y \in Q.
\]

Without loss of generality, we can assume \( Q \subset U_l \). We construct a pairwise disjoint family of subsets \( (I_l)_{l \in \mathcal{L}} \) and mapping \( \tilde{\psi}(\cdot, z) : U \to \mathbb{R} \) which depend on \( z \) and \( Q \), inductively for the integers \( l > \ldots > l \) according to

\[
I'_l = \{ y \in U : (1 + \delta)^{l-1} < |\psi(y, z_l)| < (1 + \delta)^{l+1} \},
\]

\[
I_l = I'_l \setminus \bigcup_{r \neq l} I'_r,
\]

\[
\tilde{\psi}(\cdot, z) = \sum_{l \in \mathcal{L}} (1 + \delta)^l \chi_l.
\] (41)

We proceed to prove that \( \tilde{\psi} \) satisfies (37)–(39), following closely the argument in\(^2\), Theorem 2.2. First, consider \( y \in \bigcap_{l \in \mathcal{L}} U_l \). If \( y \in I_l \) for some \( l \in \mathcal{L} \), then

\[
\tilde{\psi}(y, z) = (1 + \delta)^l > 0 \text{ and } (1 + \delta)^{l-1} < |\psi(y, z_l)| < (1 + \delta)^{l+1}.
\]

Since \( |||\psi(y, z)| - |\psi(y, z_l)||| \leq |\psi(y, z) - \psi(y, z_l)| \leq \delta(1 + \delta)^{-1}/2 \), we have

\[
|\psi(y, z)| < (1 + \delta)^{l+1} + \delta(1 + \delta)^{l-1} < \left( 1 + \frac{3}{2} \delta \right) \tilde{\psi}(y, z),
\]

and

\[
|\psi(y, z)| > (1 + \delta)^{l-1} - \delta(1 + \delta)^{-1} > \left( 1 - \frac{3\delta}{2} \right) \tilde{\psi}(y, z).
\]

If \( y \notin \bigcup_{l \in \mathcal{L}} I_l \), then \( \tilde{\psi}(y, z) = 0 \) and for every \( l \in \mathcal{L} \),

\[
|\psi(y, z_l)| \notin ((1 + \delta)^{l-1}, (1 + \delta)^{l+1}).
\]

With notice that \( |||\psi(y, z)| - |\psi(y, z_l)||| < \delta(1 + \delta)^{-1}/2 \), there follows

\[
|\psi(y, z)| \notin \bigcup_{l \in \mathcal{L}} \left( 1 + \frac{\delta}{2} \right) (1 + \delta)^{l-1}, \left( 1 + \frac{3\delta}{2} + \delta^2 \right) (1 + \delta)^{l-1}.
\]

Observe that \( \left( 1 + \frac{3\delta}{2} + \delta^2 \right) (1 + \delta)^{l-1} > \left( 1 + \frac{\delta}{2} \right) (1 + \delta)^l \), the previous intervals intersect for any two consecutive values of \( l \). We infer

\[
|\psi(y, z)| \leq \left( 1 + \frac{\delta}{2} \right) (1 + \delta)^{l-1}, \quad \text{or} \quad |\psi(y, z)| \geq \left( 1 + \frac{3\delta}{2} + \delta^2 \right) (1 + \delta)^{l-1}.
\]

It implies by (36) and assumption \( \delta < 1/13 \) that \( |\psi(y, z)| \leq \delta(1 + \delta/2)(1 + \delta) < 6\delta/5 \) (if the first inequality occurs) or \( |\psi(y, z)| > \Xi \) (if the second inequality occurs). We complete this case by emphasizing \( Q \subset \bigcap_{l \in \mathcal{L}} U_l \).
Next, consider $y \not\in \bigcap_{l \in \mathcal{L}} U_l$, (37) is not guaranteed. However, this only holds with probability not exceeding
\begin{equation}
q \left( \mathcal{U} \setminus \bigcap_{l \in \mathcal{L}} U_l \right) \leq \sum_{l \in \mathcal{L}} q(\mathcal{U} \setminus U_l) \leq \zeta'(#\mathcal{L}) \leq \frac{\log(\Xi/\delta)}{\log(1+\delta)} \zeta' = \zeta, \tag{42}
\end{equation}
for the last equality we set $\zeta' = \frac{\log(1+\delta)}{\log(\Xi/\delta)} \zeta$.

To summarize, we partitioned $\mathcal{U}$ into three sets
\[ I := \left( \bigcap_{l \in \mathcal{L}} U_l \right) \cap \left( \bigcup_{l \in \mathcal{L}} I_l \right), \quad \hat{I} := \left( \bigcap_{l \in \mathcal{L}} U_l \right) \setminus \left( \bigcup_{l \in \mathcal{L}} I_l \right), \]
\[ \mathcal{U}' := \mathcal{U} \setminus \left( \bigcap_{l \in \mathcal{L}} U_l \right), \]
and constructed $\tilde{\psi}(\cdot, z)$ depending on $z$ and $Q$ approximating $\psi(\cdot, z)$ satisfying
\begin{equation}
(1 - 3\delta/2)\tilde{\psi}(y, z) < |\psi(y, z)| < (1 + 3\delta/2)\tilde{\psi}(y, z), \quad \forall y \in I, \tag{43}
\end{equation}
\begin{equation}
(0 \leq |\psi(y, z)| < 6\delta/5 \lor |\psi(y, z)| > \Xi) \quad \text{and} \quad \tilde{\psi}(y, z) = 0, \quad \forall y \in \hat{I}, \tag{44}
\end{equation}
\begin{equation}
q(\mathcal{U}') \leq \zeta, \quad Q \subset I \cap \hat{I}, \quad \text{i.e.,} \quad Q \subset \mathcal{U}' = \emptyset. \tag{45}
\end{equation}

We further divide $\hat{I}$ into two subsets $I$ and $\hat{I}$ according to
\begin{equation}
I := \{ y \in \hat{I} : |\psi(y, z)| < 6\delta/5 \}, \quad \hat{I} := \{ y \in \hat{I} : |\psi(y, z)| > \Xi \}, \tag{46}
\end{equation}
as they will need different treatments. Note that for all $y \in \hat{I}$, $|\Omega(y)| \geq \frac{|\psi(y, z)|}{(1+\alpha)\sqrt{s}} > \frac{\Xi}{(1+\alpha)\sqrt{s}}$.

It remains to verify (39). For any $l \in \mathcal{L}$, $# \left\{ l^{(i, l)} z \in \mathcal{E}_{s, \alpha}, Q \text{ is preferable} \right\} \leq \#D_l$ and
\begin{equation}
\#F_l \leq \prod_{r \geq l} \#D_r. \quad \text{From (40), it gives}
\log(\#F_l) \leq \sum_{r \geq l} \log(\#D_r) \leq C\frac{(1+\alpha)^2s}{\delta^3(1+\delta)^{2l-2}} \log(2N) \max \left\{ \sqrt{\frac{\log(\Xi/\delta)}{\zeta \log(1+\delta)}}, \sqrt{\frac{m}{\gamma_0}} \right\}. \tag{43}
\end{equation}

**Step 2:** We derive estimates of $\|Az\|_2$ and $\|z\|_2$ in terms of $\tilde{\psi}(\cdot, z)$. The following bounds will be useful for this task. First, from (43),
\begin{equation}
(1 - 3\delta)|\tilde{\psi}(y, z)|^2 < |\psi(y, z)|^2 < (1 + 4\delta)|\tilde{\psi}(y, z)|^2, \quad \forall y \in I. \tag{47}
\end{equation}
(47) gives $|\tilde{\psi}(y, z)|^2 < (1 + 4\delta)|\psi(y, z)|^2$, which implies
\begin{equation}
\int_{I} |\tilde{\psi}(y, z)|^2 \, dq \leq (1 + 4\delta) \int_{I} |\psi(y, z)|^2 \, dq \leq (1 + 4\delta) \int_{\mathcal{U}} |\psi(y, z)|^2 \, dq = 1 + 4\delta. \tag{48}
\end{equation}
A lower bound of $\|Az\|_2$ in terms of $\tilde{\psi}(\cdot, z)$ is straightforward. Since $Q \cap \mathcal{U}' = \emptyset$ and $\tilde{\psi}(y, z) = 0, \forall y \in \hat{I}$, we have
\begin{equation}
\|Az\|_2^2 = \frac{1}{m} \sum_{i=1}^{m} |\psi(y_i, z)|^2 \geq (1 - 3\delta) \sum_{i=1}^{m} \frac{|\tilde{\psi}(y_i, z)|^2}{m}. \tag{49}
\end{equation}
It is worth mentioning that to obtain a reasonable upper estimate of $\|Az\|_2$ in similar manner is not easy, due to the lack of uniform bound for the considered orthonormal systems.
However, unlike RIP, upper estimate of $\|Az\|_2$ is not needed for restricted eigenvalue property.

For $\|z\|_2$, we decompose

$$\|z\|_2^2 = \int_I |\psi(y, z)|^2 dQ + \int_I |\psi(y, z)|^2 dQ + \int_I |\psi(y, z)|^2 dQ + \int_{I^c} |\psi(y, z)|^2 dQ,$$

and seek to produce upper bounds for each term in the RHS of (50). To begin with, by (47),

$$\int_I |\psi(y, z)|^2 dQ \leq (1 + 4\delta) \int_I |\tilde{\psi}(y, z)|^2 dQ. \quad (51)$$

By (46) and Lemma 3, note that $q(I) \leq 1$ and $q(I) \leq \frac{9\delta^2}{16(1+\alpha)^{1/2}}$, it gives

$$\int_I |\psi(y, z)|^2 dQ \leq (6\delta/5)^2 q(I) \leq \delta/6,$$

$$\int_I |\psi(y, z)|^2 dQ \leq (1 + \alpha^2 s) \int_I |\Omega(y)|^2 dQ \leq \frac{3\delta}{2}. \quad (52)$$

Similarly, setting $\zeta = \frac{\delta^2}{36(1+\alpha)^{1/2}}$, we have

$$\int_{I^c} |\psi(y, z)|^2 dQ \leq (1 + \alpha^2 s) \int_{I^c} |\Omega(y)|^2 dQ < \frac{\delta}{3}. \quad (53)$$

We combine (50)–(53) to get

$$\|z\|_2^2 < 2\delta + (1 + 4\delta) \int_I |\tilde{\psi}(y, z)|^2 dQ,$$

which in reference to (48) and (49) implies

$$\|z\|_2^2 - \|Az\|_2^2 < 2\delta + (1 + 4\delta) \int_I |\tilde{\psi}(y, z)|^2 dQ - (1 - 3\delta) \sum_{i=1}^m \frac{|\tilde{\psi}(y_i, z)|^2}{m} \leq 2\delta + 7\delta \int_I |\tilde{\psi}(y, z)|^2 dQ + (1 - 3\delta) \left( \int_{I^c} |\tilde{\psi}(y, z)|^2 dQ - \sum_{i=1}^m \frac{|\tilde{\psi}(y_i, z)|^2}{m} \right) \leq \frac{34\delta}{3} + (1 - 3\delta) \left( \int_{I^c} |\tilde{\psi}(y, z)|^2 dQ - \sum_{i=1}^m \frac{|\tilde{\psi}(y_i, z)|^2}{m} \right). \quad (54)$$

**Step 3:** we derive a positive upper bound of $\|z\|_2^2 - \|Az\|_2^2$ via (54), by employing the tail estimate in Lemma 7 and union bound. From the definition of $\tilde{\psi}$, it is easy to see that

$$\int_{I^c} |\tilde{\psi}(y, z)|^2 dQ - \sum_{i=1}^m \frac{|\tilde{\psi}(y_i, z)|^2}{m} = \sum_{i \in \tilde{Q}} (1 + \delta) \left( q(I_i) - \frac{\#(Q \cap I_i)}{m} \right) \quad (55)$$

Let $(\kappa_i)_{i \in \tilde{Q}}$ be a sequence of positive numbers. For any set $\Delta$ in the class $F_1$, for $Q$ being a set of samples $y_1, \ldots, y_m$ drawn independently from the probability space $(I^c, q)$ (not necessarily preferable), applying Lemma 7 yields with probability of $Q$ exceeding $1 - \exp\left(-\frac{m\kappa_i \delta^2}{16e}\right)$,

$$q(\Delta) - \frac{\#(Q \cap \Delta)}{m} \leq \delta q(\Delta) + \kappa_i. \quad (56)$$
By the union bound, with probability exceeding \(1 - \sum_{i \in \mathcal{L}} \exp\left(-\frac{mk_i \delta}{16e}\right) (#F_i)\), the previous inequality holds uniformly for all sets \(\Delta \in \bigcup_{i \in \mathcal{L}} F_i\). Therefore, with probability exceeding \(1 - \gamma_0 - \sum_{i \in \mathcal{L}} \exp\left(-\frac{mk_i \delta}{16e}\right) (#F_i)\), \(Q\) is preferable according to \(\gamma_0\) and (56) holds with \(Q\) uniformly for \(\Delta \in \bigcup_{i \in \mathcal{L}} F_i\). In this scenario, we can apply (56) with \(\Delta = I_i^{(\gamma_0)} (l \in \mathcal{L})\) to the sum in (55) and combine with (54) to infer that for all \(z \in \mathcal{E}_{s,a}\),

\[
||z||^2_2 - ||Az||^2_2 < \frac{34\delta}{3} + (1 - 3\delta) \sum_{i \in \mathcal{L}} (1 + \delta)^{2l} (\delta Q(l) + k_i)
= \frac{34\delta}{3} + \delta(1 - 3\delta) \int_U |\tilde{\psi}(y,z)|^2 dQ + (1 - 3\delta) \sum_{i \in \mathcal{L}} (1 + \delta)^{2l} k_i.
\] (57)

Note that \(\tilde{\psi}(y,z) = 0, \forall y \in I\) and \(\tilde{\psi}(y,z) \leq (1 + \delta)^3 \leq (1 + \delta)^3 \Xi, \forall y \in U\), we estimate

\[
\int_U |\tilde{\psi}(y,z)|^2 dQ = \int_I |\tilde{\psi}(y,z)|^2 dQ + \int_{U \setminus I} |\tilde{\psi}(y,z)|^2 dQ \leq (1 + 4\delta)
\times \int_I |\psi(y,z)|^2 dQ + q(U')(1 + \delta)^2 \Xi^2 < 1 + 5\delta
\]

and obtain

\[
||z||^2_2 - ||Az||^2_2 < \frac{25\delta}{2} + (1 - 3\delta) \sum_{i \in \mathcal{L}} (1 + \delta)^{2l} k_i.
\]

Finally, in order to obtain Theorem 1, we need to assign appropriate values for \(k_i\) and derive conditions on \(m\) such that

\[
\sum_{i \in \mathcal{L}} (1 + \delta)^{2l} k_i \leq \delta/2, \quad \text{and} \quad \sum_{i \in \mathcal{L}} \exp\left(-\frac{mk_i \delta}{16e} + \log (#F_i)\right) \leq \gamma.
\]

The two inequalities can be fulfilled if the numbers \(k_i\) and the integer \(m\) are chosen as follows

\[
k_i := \frac{\delta/2}{(#\mathcal{L})(1 + \delta)^{2l}}, \quad -\frac{mk_i \delta}{16e} + \log (#F_i) \leq \log \left(\frac{\gamma}{#\mathcal{L}}\right), \quad l \in \mathcal{L}.
\]

This implies that

\[
m \geq 32e (#\mathcal{L}) \frac{(1 + \delta)^{2l}}{\delta^2} \left[ \log (#F_i) + \log \left(\frac{#\mathcal{L}}{\gamma}\right) \right], \quad l \in \mathcal{L}.
\]

We have in view of (39) and assumption \(\delta < 1/13\) that

\[
32e (#\mathcal{L}) \frac{(1 + \delta)^{2l}}{\delta^2} \log (#F_i) \leq C \frac{\log(\Xi/\delta)}{\log(1 + \delta)} \cdot \frac{(1 + \delta)^{2l}}{\delta^2} \cdot \frac{(1 + \alpha)^2 s}{\delta^3 (1 + \delta)^{2l - 2}}
\times \log(2N) \max \left\{ \frac{\sqrt{\log(\Xi/\delta)}}{\gamma \log(1 + \delta)}, \sqrt{\frac{m}{\gamma_0}} \right\}
\leq C\delta^{-6}(1 + \alpha)^2 s \log(\Xi/\delta) \log(2N)
\times \max \left\{ (1 + \alpha)^2 s \sqrt{\frac{\log(\Xi/\delta)}{\delta^3}}, \sqrt{\frac{m}{\gamma_0}} \right\},
\]

\[
\times 32e (#\mathcal{L}) \frac{(1 + \delta)^{2l}}{\delta^2} \log \left(\frac{#\mathcal{L}}{\gamma}\right) \leq C \frac{\log(\Xi/\delta)}{\log(1 + \delta)}
\times \frac{(1 + \delta)^2 \Xi^2}{\delta^2} \cdot \frac{\log(\Xi/\delta)}{\gamma \log(1 + \delta)}
\leq C\delta^{-4}(1 + \alpha)^4 s^2 \log(\Xi/\delta) \log \left(\frac{\log(\Xi/\delta)}{\gamma \delta}\right).
\]
Combining the two estimates shows that $m$ in (17) guarantees
\[ \|Az\|_2^2 > (1 - 13\delta)\|z\|_2^2, \quad \forall z \in E_{s,a}, \]
with probability exceeding $1 - (\gamma + \gamma_0)$. Rescaling $\delta$ concludes the proof.

### 3.4 Proof of Proposition 4

The proof follows closely that of Theorem 1, with one key modification in Step 3. First, we note that Steps 1 and 2, in particular (54) and (55), were established under the condition that $Q$ is preferable according to $\gamma_0$, which holds with probability exceeding $1 - \gamma_0$. Independently, for $Q$ being a set of $m$ samples drawn uniformly from $[-1, 1]$ (not necessarily preferable), with probability exceeding $1 - \gamma$, (56) holds uniformly for all sets $\Delta \in \cup_{l \in L} F_l$, assuming $m$ satisfying \( \sum_{l \in L} \exp \left( -\frac{mk_l\delta}{16e} \right) (\# F_l) \leq \gamma \). Hence, given $Q$ preferable according to $\gamma_0$, (56) holds uniformly for all sets $\Delta \in \cup_{l \in L} F_l$ with probability exceeding $1 - \gamma_1 - \gamma_0$. With (54)–(56) in hand, proceeding as in Section 3.3, we can derive that under the condition (17), with probability exceeding $1 - (\gamma_1 - \gamma_0)$,
\[ \|Az\|_2^2 > (1 - \delta)\|z\|_2^2, \quad \forall z \in C(s; a). \quad (58) \]

By a change of variable, the proposition is concluded.

### 4 Restricted Eigenvalue Property for Multivariate Legendre Systems

We present an estimate for restricted eigenvalue property for multi-dimensional Legendre matrices. The overall strategy in this section is very similar to those in Section 3.1, but complete analysis involves intensive multivariate calculations. We will focus on such calculations and skip repetitive details whenever possible. Let $U := [-1, 1]^d$, $\rho$ be the uniform probability measure on $U$, $J$ be a subset of $\mathbb{N}^d$, and $\{\Psi_j\}_{j \in J} \equiv \{L_j\}_{j \in J}$, the system of multivariate Legendre polynomials orthonormal with respect to $\rho$. We again denote
\[ \psi(y, z) := \sum_{j \in J} z_j L_j(y), \quad y \in U, \quad z \in \mathbb{R}^N. \]

From the envelope bound of univariate Legendre polynomials, we have
\[ |L_j(y)| \leq \frac{2^d}{\pi^d/2 \Pi_{k=1}^d (1 - y_k^2)^{1/4}}, \quad (59) \]
for all $y = (y_1, \ldots, y_d) \in (-1, 1)^d$, $j \in \mathbb{N}^d$. Therefore, we define
\[ \Omega(y) := \frac{2^d}{\pi^d/2 \Pi_{k=1}^d (1 - y_k^2)^{1/4}}. \]

Let us introduce the notion of preferable set in multi-dimensional domain.

**Definition 4** For $m > 0$, $0 < \gamma_0 < 1$, let $Q = \{y_1, \ldots, y_m\}$ be a set of samples where $y_1, \ldots, y_m$ are drawn independently from the uniform distribution on $[-1, 1]^d$. Define $m$ i.i.d random variables
\[ Z_i = \Omega(y_i) \exp \left( -\frac{1}{2\Omega^2(y_i)} \sqrt{\frac{m}{\gamma_0}} \right), \quad \forall i \in \{1, \ldots, m\}, \quad (60) \]
and test value function $T(Q) = \sum_{i=1}^{m} Z_i$. We call $Q$ a preferable sample set according to $\gamma_0$ if $T(Q)$ is below $(100(1-\gamma_0))$-th percentile of the distribution of $T$.

It is straightforward from the above definition that $Q$ is preferable according to $\gamma_0$ with probability $1 - \gamma_0$. In Lemma 14, we show there exists a universal constant $C$ such that if $Q$ is preferable according to $\gamma_0$ then

$$\sum_{i=1}^{m} Z_i \leq C \left( \frac{m}{\gamma_0} \right)^{1/4} \left( \frac{4}{\pi} \right)^{2d} \left( \log \left( \frac{\pi^d}{4^d \cdot \sqrt{m/\gamma_0}} \right) \right)^{d-1}.$$

### 4.1 Main result

Our main theorem in this part is stated as follows.

**Theorem 2** Let $\delta, \gamma$ and $\gamma_0$ be fixed parameters with $0 < \delta < 1$, $0 < \gamma + \gamma_0 < 1$ and $\{L_j\}_{j \in J}$ be a $d$-dimensional Legendre orthonormal system of finite size $N = \#(J)$. Denote $s_a = (1 + \alpha)^2 s$ and assume that

$$m \geq s_a^2 \max \left\{ \frac{C_{d,1}}{\delta^4 \gamma_0} \log^2 \left( \frac{C_{d,2} S_a^{3/2}}{\delta^2} \right) \log^2(2N) \left( \log \left( \frac{\pi^d}{4^d \sqrt{m/\gamma_0}} \right) \right)^{4d-4}, \right.$$

$$\frac{C_{d,2}}{\delta^4} \log^3 \left( \frac{C_{d,3} S_a^{3/2}}{\delta^2} \right) \left( \log \left( \frac{C_{d,4} S_a^{3/2}}{\delta^2} \right) \right)^{d-1},$$

$$\left. \frac{C_{d,3}}{\delta^4} \log \left( \frac{C_{d,4} S_a^{3/2}}{\delta^2} \right) \log \left( \frac{C_{d,4} S_a^{3/2}}{\delta^2} \right) \right\}. \quad (61)$$

Let $y_1, y_2, \ldots, y_m$ be drawn independently from uniform distribution on $[-1, 1]^d$. Then with probability exceeding $1 - (\gamma + \gamma_0)$, the normalized sampling matrix $A \in \mathbb{R}^{m \times N}$ (defined as in (2)) satisfies

$$\|Az\|_2^2 > (1-\delta)\|z\|_2^2, \quad \forall z \in C(s; \alpha). \quad (62)$$

Here, $C_{d,1} = C \left( \frac{4}{\pi} \right)^{4d}$, $C_{d,2} = C(d+1) \left( \frac{64 \sqrt{2}}{\pi^2} \right)^d$, $C_{d,3} = C(d+1) \left( \frac{4}{\pi} \right)^{2d}$, and $C_{d,4} = C(d+1)(d-1)^{d-1} \cdot \left( \frac{4}{\pi} \right)^{4d/3}$. We observe that for $d = 1$, condition (61) retrieves the estimate (17) in the univariate case (up to a minor change of the order of $\delta$ inside log factors). The number of log factors for multi-dimensional setting however scales linearly in $d$ and is at most $4d$; therefore, the sample complexity grows exponentially in dimension. Similarly to the univariate case, random matrices associated with preferable sets are more likely to satisfy restricted eigenvalue property. Also, preferable sets according to moderate and high $\gamma_0$ reduce the required number of samples for sparse reconstructions, as shown in the following proposition.

**Proposition 5** Let $\delta, \gamma$ and $\gamma_0$ be fixed parameters in $(0, 1)$ and $\{L_j\}_{j \in J}$ be a $d$-dimensional Legendre orthonormal system of finite size $N = \#(J)$. Denote $s_a =$
(1 + α)²s and assume that
\[
m \geq s^2 \max \frac{C_{d,1}}{\delta^{12 \gamma_0}} \log^2 \left( \frac{C_{d,s} \delta^{3/2}}{\delta^2} \right) \log^2(2N) \left( \log \left( \frac{\pi d}{4^d \sqrt{m}} \right) \right)^{4d-4} ,
\]
\[
\frac{C_{d,2}}{\delta^{15/2}} \log^{3/2} \left( \frac{C_{d,s} \delta^{3/2}}{\delta^2} \right) \log(2N) \left( \log \left( Cm \left( \frac{\pi d}{4} \right) \right) \right)^{d-1} ,
\]
\[
\frac{C_{d,3}}{\delta^4} \log \left( \frac{C_{d,s} \delta^{3/2}}{\delta^2} \right) \log \left( \frac{\log \left( C_{d,s} \frac{\delta^{3/2}}{\delta^2} \right)}{(1 - \gamma_0) \gamma \delta} \right) \left( \log \left( C\pi^d m \right) \right)^{d-1} \right} .
\]

Let \( Q = \{ y_1, y_2, \ldots, y_m \} \) be a set of samples drawn independently from the uniform distribution on \([-1, 1]^d\). If \( Q \) is a preferable set according to \( \gamma_0 \), then with probability exceeding \( 1 - \gamma \), the normalized sampling matrix \( A \in \mathbb{R}^{m \times N} \) (defined as in (2)) satisfies
\[
\|Az\|_2^2 > (1 - \delta)\|z\|_2^2 , \quad \forall z \in C(s; \alpha).
\]

Here, \( C_{d,1}, C_{d,2}, C_{d,3} \) and \( C_{d,4} \) are defined as in Theorem 2.

We will prove Theorem 2 in Sections 4.3. Proposition 5 can be derived directly from the proof of Theorem 2 and will be skipped. First, we need some preparatory lemmas.

4.2 Supporting lemmas

For \( d \geq 2 \), we define the function
\[
H_d(\beta) = \beta \left( \log \left( \frac{1}{\beta} \right) \right)^{d-1} .
\]
In particular, the case \( d = 2 \) gives \( H_2(\beta) = \beta \log \left( \frac{1}{\beta} \right) \). Note that \( \beta \mapsto \beta \log \left( \frac{1}{\beta} \right) \) is strictly increasing for \( 0 < \beta < 1/e \), and \( \beta \mapsto H_d(\beta) \) is strictly increasing for \( 0 < \beta < \frac{1}{e^{d-1}} \), the inverse function \( K_d(M) := H_d^{-1}(M) \) is well-defined for \( 0 < M < H_d \left( \frac{1}{e^{d-1}} \right) = \left( \frac{d-1}{e} \right)^{d-1} \). We prove a basic identity involving \( H_d \) and \( K_d \).

**Lemma 9** Let \( 0 < \beta < \left( \frac{d-1}{e} \right)^{d-1} \), there follows \( H_d \left( K_d^2(\beta) \right) = 2^{d-1} \beta K_d(\beta) \).

**Proof.** By definition of \( H_d \),
\[
H_d \left( K_d^2(\beta) \right) = K_d^2(\beta) \left( \log \left( \frac{1}{K_d(\beta)} \right) \right)^{d-1} = 2^{d-1} K_d^2(\beta) \left( \log \left( \frac{1}{K_d(\beta)} \right) \right)^{d-1} = 2^{d-1} K_d(\beta) H_d \left( K_d(\beta) \right) = 2^{d-1} \beta K_d(\beta) \).
\]

While an analytical formula of \( K_d(M) \) is not known to us, the following lemma provides an estimate of \( K_d(M) \).

**Lemma 10** For all \( d \geq 2 \), \( 0 < M < \left( \frac{d-1}{e} \right)^{d-1} \), there holds
\[
K_d(M) \geq \frac{M}{(d - 1)^{d-1}} \exp \left( -(d - 1) \log^2 \left( \frac{d - 1}{M \pi^{d-1}} \right) \right) .
\]

Consequently, \( \log \left( K_d(M) \right) \geq -\log \left( \frac{(d-1)^{d-1}}{M} \right) - (d - 1) \frac{1}{2} \log^2 \left( \frac{(d-1)^{d-1}}{M} \right) \).
Proof. We first prove (65) for $d = 2$. It is enough to show that
\[
\beta \log \left( \frac{1}{\beta} \right) \leq M, \quad \text{for} \quad \beta = M \exp \left( -\log^{1/2} \left( \frac{1}{M} \right) \right).
\] (66)

Denote $\beta_0 = \sqrt{\log \left( \frac{1}{M} \right)}$. Since $0 < M < 1/e$, then $1 < \beta_0 < \infty$. We have $\beta \log \left( \frac{1}{\beta} \right) = e^{-\beta_0 - \beta_0} (\beta_0^2 + \beta_0)$ and $M = e^{-\beta_0}$, thus $\beta \log \left( \frac{1}{\beta} \right) \leq M$ is equivalent to $\beta_0^2 + \beta_0 \leq e^{\beta_0}$, $\forall \beta_0 > 1$. An inspection of the map $\beta_0 \mapsto e^{\beta_0} - \beta_0^2 - \beta_0$ over $(1, \infty)$ proves the desired inequality.

For $d > 2$, from (66) and by change of variables, one can show that
\[
H_d(\beta) \leq M, \quad \text{for} \quad \beta = \frac{M}{(d - 1)^{d-1}} \exp \left( -(d - 1) \log^{1/2} \left( \frac{d - 1}{M^{1/(d-1)}} \right) \right),
\]
concluding the proof.

Lemma 11 Let $d \geq 1$. Define $v_d(r) := \mathbb{Q} \left( y \in U : \prod_{k=1}^{d} \left( 1 - y_k^2 \right) \leq r \right)$. Then, for any $0 < r \leq 1$,
\[
\frac{r}{2(d - 1)!} \left( \log \left( \frac{1}{\sqrt{r}} \right) \right)^{d-1} < v_d(r) \leq \frac{r}{(d - 1)!} \left( \log \left( \frac{2^d e}{\sqrt{r}} \right) \right)^{d-1},
\]
or equivalently,
\[
\frac{H_d(r)}{2^d (d - 1)!} < v_d(r) \leq \frac{2^{d+1} e^2}{(d - 1)!} H_d \left( \frac{r}{4^{d+2}} \right).
\] (67)

Proof. First, we prove the upper bound in (67) by induction on $d$. Observe that $v_d(r) = 1, \forall d \geq 1, r \geq 1$. Consider $r < 1$. For $d = 1$, we have
\[
v_1(r) = \mathbb{Q} \left( y \in [-1, 1] : (1 - y^2) \leq r \right) = 1 - \sqrt{1 - r} \leq r.
\]

For $d \geq 1$, applying Fubini’s theorem gives the recurrence relation
\[
v_{d+1}(r) = \int_{-1}^{1} v_d \left( \frac{r}{1 - y_{d+1}^2} \right) \frac{dy_{d+1}}{2} = \int_{r}^{1} v_d \left( \frac{r}{1 - y_{d+1}^2} \right) dy_{d+1} + \int_{\sqrt{1-r}}^{1} 1 dy_{d+1}.
\] (68)

By a change of variable and induction hypothesis, it gives
\[
\int_{0}^{\sqrt{1-r}} v_d \left( \frac{r}{1 - y_{d+1}^2} \right) dy_{d+1} = \frac{r}{2} \int_{r}^{1} v_d(u) du \sqrt{1 - \frac{r}{u}} \leq \frac{r}{(d - 1)!} \int_{r}^{1} \left( \log \left( \frac{2^d e}{\sqrt{u}} \right) \right)^{d-1} du.
\]

For all $u \in [r, 1]$, we observe that $\log \left( \frac{2^{d+1} e}{\sqrt{u} + \sqrt{u - r}} \right) \geq \log \left( \frac{2^d e}{\sqrt{u}} \right) \geq 0$, thus
\[
\left( \log \left( \frac{2^{d+1} e}{\sqrt{u} + \sqrt{u - r}} \right) \right)^{d-1} \geq \left( \log \left( \frac{2^d e}{\sqrt{u}} \right) \right)^{d-1}, \quad \forall d \geq 1.
\]

There follows
\[
\int_{0}^{\sqrt{1-r}} v_d \left( \frac{r}{1 - y_{d+1}^2} \right) dy_{d+1} \leq \frac{r}{(d - 1)!} \int_{r}^{1} \frac{\left( \log \left( \frac{2^{d+1} e}{\sqrt{u} + \sqrt{u - r}} \right) \right)^{d-1} du}{2 \sqrt{u(u-r)}}.
\]

(69)
Combining (68) and (69) and applying the estimate $1 - \sqrt{1 - r} \leq r$, we arrive at

$$v_{d+1}(r) \leq \frac{r}{d!} \left( \log \left( \frac{2^{d+1}e}{\sqrt{r}} \right) \right)^d - \left( \log \left( \frac{2^{d+1}e}{1 + \sqrt{1 - r}} \right) \right)^d + r.$$ 

It is enough to prove $\left( \log \left( \frac{2^{d+1}e}{1 + \sqrt{1 - r}} \right) \right)^d / d! \geq 1$. Applying Stirling’s approximation $d! < \sqrt{2\pi d} \left( \frac{d}{e} \right)^d e^{1/(12d)}$, [28] we will show that $\log \left( \frac{2^{d+1}e}{1 + \sqrt{1 - r}} \right) \geq (2\pi d)^{1/2} \left( \frac{d}{e} \right) e^{1/(12d)}$, or equivalently, after some rearrangement,

$$\log \left( \frac{2\left( \frac{2e}{1 + \sqrt{1 - r}} \right)^{1/d}}{e^{1/d}} \right) \geq \sqrt{2\pi e^{1/(12d)}} \left( \frac{d}{e} \right) e^{1/(2d)}.$$  

We observe

$$\log \left( \frac{2\left( \frac{2e}{1 + \sqrt{1 - r}} \right)^{1/d}}{e^{1/d}} \right) \geq \frac{\log (2e^{1/d})}{e^{1/d}} \geq \frac{\log(2e)}{e}, \quad \forall d \geq 1, 0 \leq r \leq 1. \quad (70)$$ 

On the other hand, it is easy to check that

$$\left[ \sqrt{2\pi e^{1/(12d)}} \right]^{1/d} \leq \frac{\sqrt{2\pi e^{1/12}}}{e}.$$  

A combination of (71) and (72) gives (70).

Next, we establish the lower bound of $v_d(r)$, again by induction on $d$. For $d = 1$, $v_1(r) = 1 - \sqrt{1 - r} \geq \frac{r}{2}$. For $d \geq 1$, recall

$$v_{d+1}(r) = \int_0^{\sqrt{1-r}} v_d \left( \frac{r}{1 - \sqrt{1-r}^2} \right) dy + \int_0^{\sqrt{1-r}} 1 dy + \int_0^{\sqrt{1-r}} v_d \left( \frac{r}{1 - \sqrt{1-r}^2} \right) dy.$$

By induction hypothesis, it gives

$$v_{d+1}(r) > \frac{r}{2} \int_0^1 \frac{v_d}{u \sqrt{1 - \frac{r}{u}}} du > \frac{r}{2(d-1)!} \int_0^1 \left( \log \left( \frac{1}{\sqrt{u}} \right) \right)^{d-1} du > \frac{r}{2(d-1)!} \int_0^1 \left( \log \left( \frac{1}{\sqrt{u}} \right) \right)^{d-1} du = \frac{r}{2(d-1)!} \left( \log \left( \frac{1}{\sqrt{v}} \right) \right)^d,$$

as desired.

We define $S_{\mu} := \Omega^{-1}(\mu, \infty) = \{ y \in U : |\Omega(y)| \geq \mu \}$. With notice that $q(S_{\mu}) = v_d \left( \frac{2^{2d-1}e}{\pi^{2d}\mu^4} \right)$, the following result is a direct consequence of Lemma 11 and a multivariate version of Lemma 2.

**Corollary 1**  
For $d \geq 2$, $\mu \geq \frac{2^d}{\pi^d \mu^2}$, there holds

$$\frac{1}{2^d(d-1)!} H_d \left( \frac{2^{2d+1}e^2}{\pi^2 \mu^4} \right) \leq q(S_{\mu}) \leq \frac{2^{d+1}e^2}{(d-1)!} H_d \left( \frac{2^{2d}}{\pi^2 \mu^4} \right). \quad (73)$$

We proceed to generalize estimates in Lemmas 3 and 4 for multi-dimensional setting.
Lemma 12  For \( d \geq 2, \mu \geq \frac{2^d}{\pi^{d/2}} \), there holds
\[
\int_{\Delta_x} |\Omega(y)|^2 dQ \leq \frac{2^{4d}(d+1)}{\pi^{2d}(d-1)!} \cdot \left( \frac{\log (e\mu^2)}{\mu^2} \right)^{d-1} = \frac{2^{4d}e(d+1)}{\pi^{2d}(d-1)!} \cdot H_d \left( \frac{1}{e\mu^2} \right). \tag{74}
\]

Proof.  We have \( \int_{\Delta_x} |\Omega(y)|^2 dQ = \int_0^\infty Q(y \in \Delta_x : |\Omega(y)|^2 \geq t) dt = \int_0^\infty h Q(\Delta_x) dt + \int_\Delta_x Q(\Delta_x) dt \). Applying the upper estimates of \( Q(\Delta_x) \) and \( Q(\Delta_{\sqrt{t}}) \) in Corollary 1, there follows
\[
\int_{\Delta_x} |\Omega(y)|^2 dQ \leq \frac{2^{4d}}{\pi^{2d}(d-1)!} \left( \frac{\log (e\mu^2)}{\mu^2} \right)^{d-1} + \int_0^\infty \left( \frac{\log (e\mu^2)}{t^2} \right)^{d-1} dt \]
\[
= \frac{2^{4d}}{\pi^{2d}(d-1)!} \left( \frac{\log (e\mu^2)}{\mu^2} \right)^{d-1} + \sum_{k=0}^{d-1} \frac{(d-1)!}{k!} \cdot \left( \frac{\log (e\mu^2)}{\mu^2} \right)^{d-1} \tag{75}
\]
For \( \mu \geq 1 \), observe that \( d < \log (e\mu^2) \), thus \( \frac{(d-1)!}{k!} \leq \left( \frac{\log (e\mu^2)}{\mu^2} \right)^{d-1-k} \), \( \forall 0 \leq k \leq d-1 \). Substituting these estimates to (75) yields (74).

Lemma 13  Let \( d \geq 2 \), there exists a universal constant \( C > 0 \) such that for all \( \beta \geq 10 \) and \( \tau \in \left\{ 0, \frac{1}{3}, \frac{1}{2} \right\} \),
\[
\int_{U^d} \frac{\exp \left( -\beta \prod_{k=1}^d (1-y_k^2)^{1/2} \right)}{\prod_{k=1}^d (1-y_k^2)^{1/2}} dQ \leq C\beta^{2\tau-2} (\log(\beta))^{d-1}. \tag{76}
\]
Proof.  Denote \( B_r = [-r, r]^d \) for \( 0 < r < 1 \), and represent \( Q \) as \( Q = \prod_{k=1}^d Q_k \), where \( Q_k \) is the univariate uniform measure on \([-1, 1]\). First, for any \( r \in (0, 1) \),
\[
\int_{U^d} \frac{\exp \left( -\beta \prod_{k=1}^d (1-y_k^2)^{1/2} \right)}{\prod_{k=1}^d (1-y_k^2)^{1/2}} dQ = \int_{B_r \cup (B_1 \setminus B_r)} \left( \int_{-1}^1 \frac{\exp \left( -\beta \prod_{k=1}^d (1-y_k^2)^{1/2} \right)}{\prod_{k=1}^d (1-y_k^2)^{1/2}} dQ_1 \right) dQ_2 \ldots dQ_d
\]
\[
= \int_{B_r} \prod_{k=1}^d (1-y_k^2)^{-r} \left( \int_{-1}^1 \frac{\exp \left( -\beta \prod_{k=1}^d (1-y_k^2)^{1/2} \right)}{(1-y_k^2)^{1/2}} dQ_1 \right) dQ_2 \ldots dQ_d
\]
\[
+ \int_{B_1 \setminus B_r} \prod_{k=2}^d (1-y_k^2)^{-r} \left( \int_{-1}^1 \frac{\exp \left( -\beta \prod_{k=1}^d (1-y_k^2)^{1/2} \right)}{(1-y_k^2)^{1/2}} dQ_1 \right) dQ_2 \ldots dQ_d
\]
\[
\leq C\beta^{2\tau-2} \int_{B_r} \prod_{k=2}^d (1-y_k^2)^{-r} dQ_2 \ldots dQ_d + \int_{-1}^1 (1-y_1^2)^{-r} dQ_1 \int_{B_1 \setminus B_r} \prod_{k=2}^d (1-y_k^2)^{-r} dQ_2 \ldots dQ_d
\]
\[
= C\beta^{2\tau-2} \left( \int_0^r \frac{dy}{1-y^2} \right)^{d-1} + \int_0^1 \frac{dy}{(1-y^2)^r} \left[ \left( \int_0^1 \frac{dy}{1-y^2} \right)^{d-1} - \left( \int_0^r \frac{dy}{1-y^2} \right)^{d-1} \right]
\]
\[
\leq C\beta^{2\tau-2} \left( \int_0^r \frac{dy}{1-y^2} \right)^{d-1} + (d-1) \left( \int_0^1 \frac{dy}{(1-y^2)^r} \right)^{d-1} \int_{r}^1 \frac{dy}{(1-y^2)^r},
\]
where the first inequality is derived from Lemma 4 and \( \exp \left( -\beta \prod_{k=1}^{d} (1 - y_k^2)^{\frac{1}{2}} \right) \leq 1. \)

Define the constants \( C_r = 1, 2F_1 \left( \frac{1}{4}, \frac{1}{2}; \frac{3}{2} ; 1 \right) \) \((\approx 1.2)\) and \( \frac{\pi}{2} \), respectively for \( \tau = 0, \frac{1}{4}, \frac{1}{2} \), where \( 2F_1 \) is the hypergeometric function, observe that

\[
\int_{0}^{r} \frac{dy}{1 - y^2} = \frac{1}{2} \log \left( \frac{1 + y}{1 - y} \right) \bigg|_{y=0}^{r} = \frac{1}{2} \log \left( \frac{1 + r}{1 - r} \right),
\]

\[
\int_{r}^{1} \frac{dy}{(1 - y^2)^{1/2}} = \begin{cases} 
1 - r, & \text{if } \tau = 0, \\
\left( y_2 F_1 \left( \frac{1}{4}, \frac{1}{2}; \frac{3}{2} ; y^2 \right) \right) \bigg|_{y=r}^{1} \leq C_r (1 - r)^{3/4}, & \text{if } \tau = 1/4, \\
\pi/2 - \arcsin(r) \leq \frac{\pi}{2} \sqrt{1 - r}, & \text{if } \tau = 1/2.
\end{cases}
\]

Therefore, for \( \tau \in \{0, 1/4, 1/2\} \) and \( 0 < r < 1 \), we have

\[
\int_{\mathcal{U}'} \frac{\exp \left( -\beta \prod_{k=1}^{d} (1 - y_k^2)^{1/2} \right)}{\prod_{k=1}^{d} (1 - y_k^2)^{1/2}} dQ \leq C \beta^{2r - 2} \frac{2^{d-1}}{d-1} \left( \log \left( \frac{1 + r}{1 - r} \right) \right)^{d-1} + (d - 1) C_r (1 - r)^{1-r}. \tag{77}
\]

Choose \( r = 1 - \frac{2}{\beta^2} \in (0, 1) \), then

\[
(1 - r)^{1-r} = 2^{1-r} \beta^{2r-2}, \quad \log \left( \frac{1 + r}{1 - r} \right) \leq \log \left( \frac{2}{1 - r} \right) = 2 \log(\beta). \tag{78}
\]

Substituting (78) to (77) yields

\[
\int_{\mathcal{U}'} \frac{\exp \left( -\beta \prod_{k=1}^{d} (1 - y_k^2)^{1/2} \right)}{\prod_{k=1}^{d} (1 - y_k^2)^{1/2}} dQ \leq C \beta^{2r - 2} (\log(\beta))^{d-1} + (d - 1) 2^{1-r} C_r \beta^{2r-2} \\
\leq C \beta^{2r - 2} (\log(\beta))^{d-1} + 2^{1-r} C_r \left( (d - 1) \frac{1}{2^{d}} C_r \right)^{d-1} \beta^{2r-2} \leq C \beta^{2r - 2} (\log(\beta))^{d-1},
\]

as desired, where the last inequality comes from observation \((d - 1) \frac{1}{2^{d}} C_r < \log(10) \leq \log(\beta). \)

The next lemma establishes that preferable sets according to \( \gamma_0 \) have their test values bounded from above by

\[
C \left( \frac{m}{\gamma_0} \right)^{1/4} \left( \frac{4}{\pi} \right)^{2d} \left( \log \left( \frac{\pi^d \cdot \sqrt{m}}{4 \gamma_0} \right) \right)^{d-1}.
\]

**Lemma 14** For \( m > 0, \gamma_0 \in (0,1) \) satisfying \( \gamma_0 \leq \frac{m}{2^{d}} \left( \frac{4}{\pi} \right)^{2d} \), let \( y_1, y_2, \ldots, y_m \) be sampling points drawn independently from the uniform distribution on \([-1, 1]^d\) and

\[
Z_i = \Omega (y_i) \exp \left( -\frac{1}{2\Omega^2 (y_i)} \frac{m}{\gamma_0} \right), \quad \forall i \in \{1, \ldots, m\}.
\]

be \( m \) i.i.d random variables. With probability exceeding \( 1 - \gamma_0 \), there holds

\[
\sum_{i=1}^{m} Z_i \leq C \left( \frac{m}{\gamma_0} \right)^{1/4} \left( \frac{4}{\pi} \right)^{2d} \left( \log \left( \frac{\pi^d \cdot \sqrt{m}}{4 \gamma_0} \right) \right)^{d-1}. \tag{79}
\]
Proof. By Lemma 13,
\[
\mathbb{E}Z_i \leq C \left( \frac{4}{\pi} \right)^{2d} \left( \frac{\gamma_0}{m} \right)^{3/4} \left( \log \left( \frac{\pi^d \cdot \sqrt{m}}{2^{2d+1} \cdot \sqrt{\gamma_0}} \right) \right)^{d-1},
\]
\[
\text{Var}(Z_i) \leq \mathbb{E}|Z_i|^2 \leq C \left( \frac{4}{\pi} \right)^{2d} \left( \frac{\gamma_0}{m} \right)^{1/2} \left( \log \left( \frac{\pi^d \cdot \sqrt{m}}{2^{2d} \cdot \sqrt{\gamma_0}} \right) \right)^{d-1},
\]
(80)

Referring \( \mathbb{E}Z_i \) and \( \text{Var}(Z_i) \) as \( \mathbb{E}Z \) and \( \text{Var}(Z) \), we apply Chebyshev inequality to obtain with probability exceeding \( 1 - \gamma_0 \):
\[
\sum_{i=1}^{m} Z_i \leq m\mathbb{E}Z + \sqrt{m \gamma_0 (\mathbb{E}|Z|^2)^{1/2}}.
\]
(81)

Substituting (80) to (81) yields
\[
\sum_{i=1}^{m} Z_i \leq Cm^{\frac{1}{4}} \left( \frac{4}{\pi} \right)^{2d} \left( \log \left( \frac{\pi^d \cdot \sqrt{m}}{4^d \cdot \sqrt{\gamma_0}} \right) \right)^{d-1} + C \left( \frac{m}{\gamma_0} \right)^{1/4} \left( \frac{4}{\pi} \right)^d \left( \log \left( \frac{\pi^d \cdot \sqrt{m}}{4^d \cdot \sqrt{\gamma_0}} \right) \right)^{d-1}.
\]
(82)

Recall \( E_{s,\alpha} := \partial B_2 \cap C(s; \alpha) \), our last lemma in this section involves an estimate of covering number for \( E_{s,\alpha} \). This is an extension of Lemma 8 to the setting where \( \left(U^*, \varrho\right) \) is multi-dimensional sample space.

**Lemma 15** For \( 0 < \zeta < 1, \mu > 0, m > 0, 0 < \gamma_0 < \min \left\{ 1, \frac{m}{20^r} \left( \frac{\pi}{4} \right)^{2d} \right\} \), there exists a set \( D \subset \mathbb{R}^N \) such that the following hold:

i. If \( Q = \{ y_1, \ldots, y_m \} \) is a set of \( m \) i.i.d. samples drawn from \( (U, \varrho) \), preferable according to \( \gamma_0 \), then for all \( z \in E_{s,\alpha} \), there exists \( z' \in D \) depending on \( z \) and \( Q \) satisfying
\[
|\psi(y, z - z')| \leq \mu \quad \text{for all } y \text{ in a subset } U^* \text{ of } U \text{ with } \rho(U^*) > 1 - \zeta,
\]
(82)

\[
|\psi(y_i, z - z')| \leq \mu \quad \text{for all } y_i \in Q.
\]
(83)

ii. The cardinality of \( D \) satisfies
\[
\log(\#(D)) \leq C \left( 1 + \frac{\alpha}{\mu^2} \frac{\gamma_0^{1/2}}{s} \right) \left( \frac{4}{\pi} \right)^d K_d \left( \frac{2^{d-1} \zeta}{C} \right)^{-1/2} \left( \frac{\pi^d \cdot \sqrt{m}}{4^d \cdot \sqrt{\gamma_0}} \right)^{2d-2}.
\]
(84)

Proof. The proof follows closely that of Lemma 8, with all estimates involving the univariate envelope bound of Legendre polynomials replaced by those with the multivariate bound. For brevity, we only show the critical changes and refer the readers to Lemma 8 for the full arguments. The first change occurs in (30) where we now have
by Lemma 13
\[
\int_{D} \left( \int_{U} \chi(y, z) dQ \right) d\hat{x} = \int_{D} \left( \int_{U} \chi(y, \bar{z}) d\bar{x} \right) dQ
\leq \int_{U} 2 \exp \left( -\frac{M\mu^2}{2(1+\alpha)^2\Omega^2(y)\gamma} \right) dQ \leq C\beta^{-2}(\log(\beta))^{d-1}.
\]

Here, \( \beta = \frac{M\mu^2}{2(1+\alpha)^2\Omega^2(y)\gamma} \). Applying Markov’s inequality, with probability exceeding 2/3, \( \bar{z} \in D \) satisfies
\[
\mathbb{P}_y(|\psi(y, \bar{z})| \geq \mu) = \int_{U} \chi(y, \bar{z}) dQ \leq C\beta^{-2}(\log(\beta))^{d-1} = \frac{C}{2^{d-1}}H_d \left( \frac{1}{\beta^2} \right).
\] (85)

From the definition of \( K_d \), one has \( \mathbb{P}_y(|\psi(y, \bar{z})| \geq \mu) \leq \varsigma \), assuming the trivial condition \( \varsigma < C(d-1/2e)^{d-1} \) and
\[
\beta \geq \left[ K_d \left( \frac{2^{d-1}\varsigma}{C} \right) \right]^{-\frac{1}{d}}, \text{ or equivalently, } M \geq \frac{2(1+\alpha)^2\Omega^2(y)}{\mu^2} \left[ K_d \left( \frac{2^{d-1}\varsigma}{C} \right) \right]^{-\frac{1}{d}}.
\] (86)

Next, consider a preferable sample set \( Q = \{y_1, \ldots, y_m\} \) according to \( \gamma_0 \). Similar to Lemma 8, we have
\[
\mathbb{E}_x \max_{y_i \in Q} \left| \sum_{k=1}^{M} \epsilon_k \psi \left( y_i, z_k \right) \right| \leq (1+\alpha)\sqrt{Ms} \sqrt{\frac{m}{\gamma_0}} \sqrt{2\pi MS(1+\alpha)\sum_{i=1}^{m} \Omega(y_i)} \exp \left( -\frac{1}{2\Omega^2(y_i)} \sqrt{\frac{m}{\gamma_0}} \right).
\] (87)

Applying Lemma 14 gives
\[
\mathbb{E}_x \max_{y_i \in Q} \left| \sum_{k=1}^{M} \epsilon_k \psi \left( y_i, z_k \right) \right| \leq C(1+\alpha)\sqrt{Ms} \sqrt{\frac{m}{\gamma_0}} \left( \frac{4}{\pi} \right)^d \left( \log \left( \frac{\pi^d}{4^d} \cdot \sqrt{\frac{m}{\gamma_0}} \right) \right)^{d-1}.
\]

Since \( \mathbb{E}_x \left( \max_{y_i \in Q} |\psi(y_i, z - \bar{z})| \right) \leq \frac{2}{M} \mathbb{E}_x \sum_{k=1}^{M} \epsilon_k \psi \left( y_i, z_k \right) \), applying Markov’s inequality, with probability exceeding 2/3, \( \bar{z} \in D \) satisfies
\[
\max_{y \in Q} |\psi(y, z - \bar{z})| \leq C(1+\alpha)\sqrt{\frac{s}{M}} \sqrt{\frac{m}{\gamma_0}} \left( \frac{4}{\pi} \right)^d \left( \log \left( \frac{\pi^d}{4^d} \cdot \sqrt{\frac{m}{\gamma_0}} \right) \right)^{d-1}.
\]

Thus, \( \max_{y \in Q} |\psi(y, z - \bar{z})| \leq \mu \) provided that
\[
M \geq \frac{C(1+\alpha)^2s}{\mu^2} \sqrt{\frac{m}{\gamma_0}} \left( \frac{4}{\pi} \right)^{d-2} \left( \log \left( \frac{\pi^d}{4^d} \cdot \sqrt{\frac{m}{\gamma_0}} \right) \right)^{2d-2}.
\] (88)

Finally, for \( M \) satisfying (86) and (88), there exists \( \bar{z} \in D \) that fulfills both (82) and (83). As \( \log(#(D)) \leq M \log(2N) \), the proof is concluded. \( \blacksquare \)

4.3 Proof of Theorem 2

We conduct the analysis under assumption \( \delta < 1/13 \); this parameter will be rescaled at the end. The proof follows the same logic to that of Theorem 1. For brevity, we only elaborate major changes specific to multi-dimensional setting and refer the readers to Theorem 1 for the rest of the arguments.

For \( m \in \mathbb{N} \), let \( Q = \{y_1, \ldots, y_m\} \) be a set of samples where \( y_1, \ldots, y_m \) are drawn independently from the probability space \((U, Q)\). Let \( \Xi \in \mathbb{R} \) whose value will be set later to meet our need, we define...
the set of integers

\[ L = \mathbb{Z} \cap \left( \frac{\log(\delta)}{\log(1 + \delta)} + 1, \frac{\log(\Xi)}{\log(1 + \delta)} + 1 \right). \]  

**(Step 1):** under the condition that \( Q \) is a preferable sample set according to \( \gamma_0 \), by following the same procedure in Step 1, Section 3.3, with an application of Lemma 8 instead of Lemma 8, we can construct \( \tilde{\psi} \) approximating \( \psi \) that satisfies exactly three properties in the aforementioned step, except that the cardinality of class \( F_i \) is now.

\[
\log(\#F_i) \leq C\frac{(1 + \alpha)^2 s}{\delta^3(1 + \delta)^{2d-2}} \log(2N) \max \left\{ \left( \frac{4}{\pi} \right)^d \left[ \frac{K_d}{2^d - 1} \frac{\zeta(1 + \delta)}{\log(2N/\delta)} \right]^{d-1}, \sqrt{\frac{m}{\gamma_0}} \left( \frac{4}{\pi} \right)^{2d} \left( \log \left( \frac{\pi^d}{4^d} \cdot \sqrt{\frac{m}{\gamma_0}} \right) \right)^{2d-2} \right\}. 
\]

Partitioning \( U' \) into \( I, \bar{I}, I \) and \( U' \) as in Section 3.3, then

\[
(1 - 3\delta/2)\psi(y, z) < |\psi(y, z)| \leq (1 + 3\delta/2)\psi(y, z), \quad \forall y \in I, 
\]

\[
0 \leq |\psi(y, z)| < 6\delta/5 \quad \text{and} \quad \tilde{\psi}(y, z) = 0, \quad \forall y \in \bar{I},
\]

\[
|\psi(y, z)| > \Xi \quad \text{and} \quad \tilde{\psi}(y, z) = 0, \quad \forall y \in I,
\]

\[
\nu(\nu') \leq \zeta, \quad \text{and} \quad Q \cap U' = \emptyset.
\]

Let \( \nu = \frac{\Xi}{(1 + \alpha)^{\sqrt{s}}} \), note that for all \( y \in \bar{I} \), \( |\Omega(y)| \geq \frac{\|y\psi(y)\|^2}{(1 + \alpha)\sqrt{s}} > \nu \), thus by Corollary 1,

\[
\nu(\bar{I}) \leq \frac{2^{d+1}e^2}{d!} H_d \left( \frac{2^{d(1 + \alpha)/2} \Xi}{e^{\pi^d/4} \sqrt{s}} \right), \quad \text{assuming that} \quad \frac{\Xi}{(1 + \alpha)^{\sqrt{s}}} \geq \left( \frac{4}{\pi} \right)^{d/2}.
\]

**(Step 2):** We derive estimates of \( ||Az||_2 \) and \( ||z||_2 \) in terms of \( \tilde{\psi}(. , z) \). Similarly to (47) and (49),

\[
||Az||_2^2 \geq (1 - 3\delta) \sum_{i=1}^{m} \frac{\tilde{\psi}(y_i, z)^2}{m}.
\]

For \( ||z||_2 \), we decompose

\[
||z||_2^2 = \int_I |\psi(y, z)|^2 d\nu + \int_I |\psi(y, z)|^2 d\bar{\nu} + \int_I |\psi(y, z)|^2 d\nu + \int_{U'} |\psi(y, z)|^2 d\nu.
\]  

The first two RHS terms can be bounded in the same way as in (51) and (52). For the third term, from Lemma 12 and the fact that \( \bar{I} \subset S_{\nu} \),

\[
\int_I |\psi(y, z)|^2 d\nu \leq (1 + \alpha)^2 s \int_S |\Omega(y)|^2 d\nu \leq (1 + \alpha)^2 s \frac{2^d e \theta d + 1}{\pi^d (d - 1)!} H_d \left( \frac{(1 + \alpha)^2 s}{e^{\pi^d/4} \Xi^2} \right) = \frac{11\delta}{12},
\]

if we set \( \Xi = \frac{(1 + \alpha)^{\sqrt{s}}}{\pi^{d/2} \sqrt{e}} \left[ \frac{11d}{12(1 + \alpha)^2 s} \frac{e^{d(d-1)/2}}{2^d} \right]^{d-1} \). Note that for \( \Xi \) and \( K_d \) to be well-defined, we need \( \frac{11\delta}{12(1 + \alpha)^2 s} \frac{e^{d(d-1)/2}}{2^d} < \left( \frac{d - 1}{2} \right)^{d-1} \). It can be checked that this condition is trivial. Also, \( \Xi \) defined above satisfies the condition \( \frac{\Xi}{(1 + \alpha)^{\sqrt{s}}} \geq \left( \frac{4}{\pi} \right)^{d/2} \) posed in Step 1.
For the last term, we have
\[
\int_{U'} |\psi(y, z)|^2 \, d\mathcal{Q} \leq (1 + \alpha)^2 s \int_{U'} |\Omega(y)|^2 \, d\mathcal{Q} \leq \frac{11\delta}{12}.
\] (98)

if setting \(\zeta := \xi(s')\). From Corollary 1, note that
\[
\zeta > \frac{1}{2^d(d - 1)!} H_d \left( 2^{d+2} K_d^2 \left( \frac{11\delta}{12} \frac{\pi^d(d - 1)!}{(1 + \alpha)^2 s} \cdot \frac{\pi^d(d - 1)!}{2^d e(d + 1)} \right) \right).
\] (99)

Combining all above estimates yields
\[
\|z\|_2^2 - \|Az\|_2^2 \leq \frac{34\delta}{3} + (1 - 3\delta) \left( \int_{U'} |\tilde{\psi}(y, z)|^2 \, d\mathcal{Q} - \sum_{i=1}^m \frac{|\tilde{\psi}(y, z)|^2}{m} \right).
\] (100)

**Step 3:** We derive a positive upper bound of \(\|z\|_2^2 - \|Az\|_2^2\). Let \((\kappa_l)_{l \in \mathcal{L}}\) be a sequence of positive numbers. From (100), analogously to Section 3.3, we can prove that with probability exceeding 1 - \(\gamma_0 - \sum_{l \in \mathcal{L}} \exp\left( -\frac{m\kappa_l}{16e} \right) \) \(#F_l\), \(Q\) is preferable according to \(\gamma_0\) and for all \(z \in \mathcal{E}_{s,a}\),
\[
\|z\|_2^2 - \|Az\|_2^2 \leq \frac{34\delta}{3} + \delta(1 - 3\delta) \int_{U'} |\tilde{\psi}(y, z)|^2 \, d\mathcal{Q} + (1 - 3\delta) \sum_{l \in \mathcal{L}} (1 + \delta)^{2l} \kappa_l.
\]

Note that \(\tilde{\psi}(y, z) = 0, \forall y \notin I \cup U'\) and \(\tilde{\psi}(y, z) \leq (1 + \delta)\Xi, \forall y \in U'\), combining with (97), we estimate
\[
\int_{U'} |\tilde{\psi}(y, z)|^2 \, d\mathcal{Q} = \int_{I} |\tilde{\psi}(y, z)|^2 \, d\mathcal{Q} + \int_{U'} |\tilde{\psi}(y, z)|^2 \, d\mathcal{Q}
\]
\[
\leq (1 + 4\delta) \int_{I} |\psi(y, z)|^2 \, d\mathcal{Q} + \int_{U'} (1 + \delta)^2 \Xi^2 \, d\mathcal{Q}
\]
\[
< 1 + 4\delta + (1 + \delta)^2 (1 + \alpha)^2 s \int_{\mathcal{S}} |\Omega(y)|^2 \, d\mathcal{Q} < 1 + \frac{56\delta}{11},
\]
which yields
\[
\|z\|_2^2 - \|Az\|_2^2 < \frac{25\delta}{2} + (1 - 3\delta) \sum_{l \in \mathcal{L}} (1 + \delta)^{2l} \kappa_l.
\]

To obtain Theorem 2, we derive conditions on \(m\) such that
\[
m \geq C \left( \frac{\#\mathcal{L}}{\delta^2} \right) \left( \frac{\#\mathcal{L}}{\gamma^2} \right) \log \left( \frac{\#\mathcal{L}}{\gamma} \right), \quad l \in \mathcal{L}.
\] (101)

We have in view of (90) and assumption \(\delta < 1/13\) that
\[
C(\#\mathcal{L}) \left( \frac{1 + \delta)^{2l}}{\delta^2} \right) \log \left( \frac{\#\mathcal{L}}{\gamma} \right) \leq C\delta^{-6} (1 + \alpha)^2 s \log (\Xi/\delta) \log (2N)
\]
\[
\times \max \left\{ \left( \frac{4}{\pi} \right)^d K_d \left( \frac{2d-1}{C} \cdot \frac{\zeta \log(1 + \delta)}{\log(\Xi/\delta)} \right) \right\}^{\frac{1}{2}},
\]
\[
\sqrt{\frac{m}{\gamma_0}} \left( \frac{4}{\pi} \right)^{2d} \left( \log \left( \frac{\pi^d}{4d} \cdot \frac{\sqrt{m}}{\gamma_0} \right) \right)^{2d-2},
\]
\[
C(\#\mathcal{L}) \left( \frac{1 + \delta)^{2l}}{\delta^2} \right) \log \left( \frac{\#\mathcal{L}}{\gamma} \right) \leq C \log (\Xi/\delta) \log (1 + \delta) \cdot \frac{(1 + \delta)^2 \Xi^2}{\delta^2} \cdot \log \left( \frac{\log (\Xi/\delta)}{\gamma \log (1 + \delta)} \right)
\] (102)
\[
\leq C\delta^{-3}\pi^{-d}(1 + \alpha)^2s \left[ K_d \left( \frac{11\delta}{12(1 + \alpha)^2s^2} \cdot \frac{\pi^d(d - 1)!}{2^d d(e + 1)} \right) \right]^{-1} \log(\Xi/\delta) \log \left( \frac{\log(\Xi/\delta)}{\gamma\delta} \right).
\]

To fulfill (101), we set \( m \) greater than the right hand sides in (102). First,

\[
C\delta^{-6}(1 + \alpha)^2 s \log(\Xi/\delta) \log(2N) \left( \frac{4}{\pi} \right)^{d} \left[ K_d \left( \frac{2^{d-1} \cdot \zeta \log(1 + \delta)}{C \cdot \log(\Xi/\delta)} \right) \right]^{-1} \leq m
\]

if

\[
\frac{C}{m^2} \delta^{-12}(1 + \alpha)^4 s^2 \log^2(\Xi/\delta) \log^2(2N) \left( \frac{4}{\pi} \right)^{2d} \leq K_d \left( \frac{2^{d-1} \cdot \zeta \log(1 + \delta)}{C \cdot \log(\Xi/\delta)} \right).
\]

Since \( H_d \) is strictly increasing, the above inequality is equivalent to

\[
H_d \left( \frac{C}{m^2} \delta^{-12}(1 + \alpha)^4 s^2 \log^2(\Xi/\delta) \log^2(2N) \left( \frac{4}{\pi} \right)^{2d} \right) \leq \frac{\gamma^{-d-1} \cdot \zeta \log(1 + \delta)}{C \cdot \log(\Xi/\delta)}.
\]

From (99) and Lemma 9, the right hand side is bounded from below by

\[
\frac{\pi^d}{2^{3d}(d + 1)} \cdot \frac{\log(1 + \delta)}{\delta^2} \cdot \frac{\delta}{C \log(\Xi/\delta)} \cdot \left( 1 + \alpha \right)^2 s^2 \cdot K_d \left( \frac{11\delta}{12(1 + \alpha)^2s} \cdot \frac{\pi^d(d - 1)!}{2^d d(e + 1)} \right),
\]

and we set \( m \) such that

\[
H_d \left( \frac{2^{3d}(d + 1)}{\pi^d} \cdot \frac{C(1 + \alpha)^2 s \log \left( \frac{\Xi}{\delta} \right)}{\delta^2} \cdot \frac{\delta}{H_d \left( \frac{C(1 + \alpha)^4 s^2 \log^2 \left( \frac{\Xi}{\delta} \right) \log^2(2N) \left( \frac{4}{\pi} \right)^{2d} \right)} \right)
\]

\[
\leq \frac{11\delta}{12(1 + \alpha)^2s} \cdot \frac{\pi^d(d - 1)!}{2^{3d} d(e + 1)}.
\]

Rearranging with notice that \( H_d(\beta) \geq \beta, \forall \beta \leq \frac{1}{e^{d-1}} \), it is sufficient that

\[
m^2 \geq \frac{C(d + 1)^2}{(d - 1)!} \cdot \frac{2^{11d}}{\delta^{4d}} \cdot \frac{(1 + \alpha)^8 s^4}{\delta^{15}} \cdot \frac{\log^3 \left( \frac{\Xi}{\delta} \right)}{\log^2(2N)} \left( \frac{\pi}{4} \right)^{2d}
\]

\[
\times \log^2(2N) \left( \log \left( \frac{m^2}{C(d + 1)} \cdot \frac{\delta^{12}}{(1 + \alpha)^4 s^2} \cdot \frac{\log^2 \left( \frac{\Xi}{\delta} \right)}{\log^2(2N)} \left( \frac{\pi}{4} \right)^{2d} \right) \right)^{d-1}
\]

\[
\times \log \left( \log \left( \frac{m^2}{C(d + 1)} \cdot \frac{\delta^{14}}{(1 + \alpha)^6 s^3} \cdot \frac{\log^3 \left( \frac{\Xi}{\delta} \right)}{\log^2(2N) \cdot 2^{3d}} \right) \right)^{d-1}.
\]

This condition can be replaced by the following shortened (yet slightly more restrictive) condition

\[
m \geq \frac{C(d + 1)^2}{(d - 1)!} \cdot \left( \frac{64\sqrt{2}}{\pi^2} \right)^{d} \cdot \frac{(1 + \alpha)^4 s^2}{\delta^{15/2}} \cdot \frac{\log^3 \left( \frac{\Xi}{\delta} \right)}{\log(2N)} \log \left( \log \left( Cm \left( \frac{\pi}{4} \right)^d \right) \right)^{d-1}.
\]

Secondly, we need

\[
m \geq C \left( \frac{1 + \alpha}{\delta^6} s \log(\Xi/\delta) \log(2N) \sqrt{\frac{m}{\gamma_0}} \left( \frac{4}{\pi} \right)^{2d} \left( \log \left( \frac{\pi^d}{4d} \cdot \sqrt{\frac{m}{\gamma_0}} \right) \right)^{2d-2},
\]

which is guaranteed given that

\[
m \geq C \left( \frac{4}{\gamma_0} \right)^{4d} \frac{(1 + \alpha)^4 s^2}{\delta^{12}} \log^2(\Xi/\delta) \log^2(2N) \left( \log \left( \frac{\pi^d}{4d} \cdot \sqrt{\frac{m}{\gamma_0}} \right) \right)^{4d-4}.
\]
The last condition is
\[
m \geq C \delta^{-3} \pi^{-d} (1 + \alpha)^{2s} K_d \left( \frac{11 \delta}{12(1 + \alpha)^2 s \cdot 2^{4d} e(d + 1)} \right)^{-1} \log(\Xi/\delta) \log \left( \frac{\log(\Xi/\delta)}{\gamma \delta} \right),
\]
i.e.,
\[
\frac{11 \delta}{12(1 + \alpha)^2 s \cdot 2^{4d} e(d + 1)} \geq H_d \left( \frac{C}{m} \cdot \frac{(1 + \alpha)^2 s}{\delta^3 \pi^d} \log(\Xi/\delta) \log \left( \frac{\log(\Xi/\delta)}{\gamma \delta} \right) \right).
\]
Rearranging and simplifying, we have
\[
m \geq \frac{C(d + 1)(d - 1)!}{(d - 1)!} \cdot \left( \frac{4}{\pi} \right)^{2d} \cdot \frac{(1 + \alpha)^{4s^2}}{\delta^4} \log(\Xi/\delta) \log \left( \frac{\log(\Xi/\delta)}{\gamma \delta} \right) \left( \log(C \pi^d m) \right)^{d-1}.
\]

Finally, we observe from the definition of \( \Xi \) and Lemma 10 that
\[
\log(\Xi/\delta) = \frac{1}{2} \log \left( \frac{(1 + \alpha)^2 s}{\delta^2 \pi^d e} \right) - \frac{1}{2} \log \left( K_d \left( \frac{11 \delta}{12(1 + \alpha)^2 s \cdot 2^{4d} e(d + 1)} \right) \right) \\
\leq \frac{1}{2} \log \left( \frac{(1 + \alpha)^{2s}}{\delta^2 \pi^d e} \right) + \log \left( \frac{C(d + 1)(d - 1)^{d-1}}{(d - 1)!} \cdot \frac{2^{4d}}{\pi^d} \cdot \frac{(1 + \alpha)^2 s}{\delta^4} \right) \\
\leq \log \left( \frac{C(d + 1)(d - 1)^{d-1}}{(d - 1)!} \cdot \frac{2^{4d}}{\pi^{3d/2}} \cdot \frac{(1 + \alpha)^{3s^2}}{\delta^2} \right). \quad (103)
\]

Subsuming (103) into the three above conditions on \( m \), we deduce that (61) guarantees
\[
\|Az\|_2^2 > (1 - 13\delta)\|z\|_2^2, \quad \forall z \in \mathcal{E}_{s,a},
\]
with probability exceeding 1 - (\( \gamma + \gamma_0 \)). Rescaling \( \delta \) concludes the proof.

5 | NUMERICAL ILLUSTRATIONS

In this section, we present some numerical experiments to illustrate an important observation from our theory, that is, restricting the sparse recovery on random Legendre matrices associated with preferable sets (in particular, sample sets with small test values) can improve the reconstruction performance. Here, the \( \ell_1 \) minimization problem is solved using SPGL1 package [29].

These tests are conducted for 1d Legendre approximations, where we set \( J := \{1, \ldots, 360\} \). For each experiment, we generate a large number of sets of samples (drawn independently from the uniform distribution in \([-1, 1]\)) and rank them according to their test values \( \sum_{i=1}^{m} Z_i \), where \( \gamma_0 \) is set to 0.8. We divide the sample sets into five equal-sized groups: the first group contains 20% of the sets with lowest test values (roughly, preferable sets according to 0.8), the second group contains next 20% of the sets with lowest test values and not being in the first group, and so on. The fifth group includes 20% of the sets with highest test values.

In the first experiment, we generate 1000 sample sets, each of which has 180 samples; hence, random matrices have fixed size 180 \times 360. For each matrix, we form a sparse coefficient vector \( c \) by randomly selecting the support of \( c \) from \( J \) and drawing its coefficients from a Gaussian distribution, and aim to reconstruct \( c \) from noiseless observations \( g = Ac \). The average errors and successful rates associated with five groups of sample sets are plotted in Figure 3 for two different sparsity levels of \( c \) (30 and 40). We observe that on average, reconstruction on sample sets with smaller test values results in reduced recovery errors and better successful rates, thus confirming our theory.

In the second experiment, we generate 1500 sample sets and again seek to reconstruct sparse vector \( c \) from noiseless observations \( g = Ac \). The sparsity of \( c \) is fixed at 15, and the number of samples increases with a step size 10 from 10 to 180. In Figure 4, we show the average errors and successful
Figure 3  Averaged recovery errors and successful rates associated with five different groups of sample sets with increasing test values in the reconstruction of 30- and 40-sparse coefficient vectors using random Legendre matrices.

Figure 4  Averaged recovery errors and successful rates associated with 20% of sample sets with lowest test values and 20% of sample sets with highest test values in the reconstruction of 15-sparse coefficient vectors using random Legendre matrices. The recovery performances over all uniform sample sets (solid black), as well as using preconditioned Legendre matrices with Chebyshev sampling (dotted blue) are shown for comparison.

rates associated with 20% of sample sets with lowest test values (roughly, preferable sets according to 0.8) and 20% of sets with highest test values. For comparison, we also plot the average errors and successful rates associated with all 1500 sample sets, as well as those from preconditioned Legendre matrices with Chebyshev sampling [9, 10, 17]. This technique is widely-accepted to be the optimal sampling strategy to reconstruct coefficient vectors from underdetermined Legendre matrices. To produce the results for preconditioning technique, 1500 sets of samples drawn from Chebyshev distribution in [−1, 1] are generated separately. Figure 4 reveals that preferable sets according to 0.8 are superior to general uniform sample sets and sets with high test values in sparse recovery. Although not outperforming Chebyshev sampling, preferable sets provide a simple selective strategy to improve the recovery property with uniform sampling.

The third test is similar to our second one; however, we fix the number of samples at 180 and plot the average errors and successful rates with increasing sparsity (from 5 to 60 at step size 5). Again,
sample sets with low test values show much better reconstruction, compared to general uniform sample sets and sets with high test values (Figure 5).

Finally, we perform the fourth test to illustrate our theory in case of noisy observations. Figure 6 plots the evolution of recovery errors with number of samples varying from 10 to 180 and fixed sparsity (left), as well as with sparsity varying from 5 to 60 and fixed number of samples (right). The setup here is similar to the previous tests, except that the observation $g$ is noisy: $g = Ac + \epsilon$, where each coefficient of $\epsilon$ is generated from Gaussian distribution with SD 0.001. We see that preferable sets according to 0.8 are superior to general uniform sample sets and sets with high test values as they produce smaller average recovery errors. However, unlike the noiseless experiments, all investigated approaches stagnate at errors roughly 0.005, when increasing the number of samples cannot improve the accuracy of reconstruction.
6 | CONCLUDING REMARKS

This paper provides a theoretical justification for the sparse reconstruction from underdetermined Legendre systems with uniform samples via $\ell_1$ minimization. Our analysis employs the envelop bound (rather than the prohibitive uniform bounds) of all Legendre polynomials, and by extending recent chaining arguments [4, 8] to deal with this bound, allows us to establish a new uniform recovery guarantee for sparse, multi-dimensional Legendre expansions, which is independent of the polynomial subspaces. To the best of our knowledge, this is the first time recovery condition is established for orthonormal systems without assuming the uniform boundedness of the sampling matrix. Extending the present results to related scenarios, such as non-uniform recovery and discrete least squares, to relax the dependence of sample complexity on Legendre uniform bound would be the next logical step. Also, we believe that the analysis approach herein should be of interest on its own, and can be applied elsewhere, to other random systems which can be bounded precisely pointwise, but whose uniform bound is bad. Our approach of combining the chaining techniques with envelop bound is general; however, our analysis relies on the close-form envelop bound of Legendre polynomials, and extension to other orthogonal systems requires adapting many estimates in Sections 3.2 and 4.2 to the new envelop bounds. Whether it is possible to derive a general analysis which covers more abstract forms of envelop bounds is open to us, and is one direction we would like to pursue next.
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