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Abstract

Background: The N-dimensional isentropic compressible Euler system with a damping term is one of the most fundamental equations in fluid dynamics. Since it does not have a general solution in a closed form for arbitrary well-posed initial value problems. Constructing exact solutions to the system is a useful way to obtain important information on the properties of its solutions.

Method: In this article, we construct two families of exact solutions for the one-dimensional isentropic compressible Euler equations with damping by the perturbational method. The two families of exact solutions found include the cases \( \gamma > 1 \) and \( \gamma = 1 \), where \( \gamma \) is the adiabatic constant.

Results: With analysis of the key ordinary differential equation, we show that the classes of solutions include both blowup type and global existence type when the parameters are suitably chosen. Moreover, in the blowup cases, we show that the singularities are of essential type in the sense that they cannot be smoothed by redefining values at the odd points.

Conclusion: The two families of exact solutions obtained in this paper can be useful to study of related numerical methods and algorithms such as the finite difference method, the finite element method and the finite volume method that are applied by scientists to simulate the fluids for applications.
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Background and Main results

The N-dimensional isentropic compressible Euler equations with a damping term are written as

\[
\begin{align*}
\rho_t + \nabla \cdot (\rho u) &= 0, \\
\rho [u_t + (u \cdot \nabla) u] + \nabla p + \alpha \rho u &= 0,
\end{align*}
\]

(1)

where \( \rho(t,x) : [0,\infty) \times \mathbb{R}^N \rightarrow [0,\infty) \) and \( u(t,x) : [0,\infty) \times \mathbb{R}^N \rightarrow \mathbb{R}^N \) represent the density and the velocity of the fluid respectively. \( p \) represents the pressure function, which is given by

\[
p = K \rho^\gamma, \quad K > 0, \quad \gamma \geq 1,
\]

(2)
by the adiabatic $\gamma$-law. The constant $\alpha \geq 0$ is the damping coefficient.

System (1) is one of the most fundamental equations in fluid dynamics. Many interesting fluid dynamic phenomena can be described by system (1) (Lions, 1998a; Lions, 1998b). The Euler equations ($\alpha = 0$) are also the special case of the noted Navier–Stokes equations, whose problem of whether there is a formation of singularity is still open and long-standing. Thus, the singularity formation in fluid mechanics has been attracting the attention of a number of researchers (Sideris, 1985; Xin, 1998; Suzuki, 2013; Lei et al., 2013; Li and Wang, 2006; Li et al., 2013).

Among others, we mention that in 2003, Sideris–Thomases–Wang (Sideris et al., 2003) obtained results for the three dimensional compressible Euler equations with a linear damping term with assumption $\gamma > 1$, that is, system (1) with $N = 3$ and $\gamma > 1$. They discovered that damping prevents the formation of singularities in small amplitude flows, but large solutions may still break down. They formulated the Euler system as a symmetric hyperbolic system, established the finite speed of propagation of the solution, and some energy estimates to obtain local existence as well as global existence of the solution. For larger solution, they showed that the solution will blow up in a finite time by establishing certain differential inequalities.

In this article, we consider the one dimensional case of system (1):

$$\begin{align*}
\rho_t + \rho_x u + \rho u_x &= 0, \\
\rho(u_t + uu_x) + p_x + \alpha \rho u &= 0.
\end{align*}$$

(3)

More precisely, we apply the perturbational method to obtain the following main results.

**Theorem 1** For system (3) with $\gamma > 1$ and $\alpha > 0$, one has the following family of exact solutions with parameters $\xi$, $\rho(0,0) > 0, a_0 > 0$ and $a_1$:

$$\begin{align*}
\rho(t, x) &= \max \left\{ \rho^{-1}(t,0) - \frac{\rho^{-1}}{K\gamma} \left[ \left( \frac{a}{a} + \alpha \right) \frac{\dot{a}}{a} + \left( b + b \frac{\dot{a}}{a} + \alpha b \right) x \right], 0 \right\} \frac{1}{\gamma}, \\
u(t,x) &= \frac{\dot{a}}{a} x + b,
\end{align*}$$

(4)

where $\rho^{-1}(t,0)$ is given by

$$\rho^{-1}(t,0) = \rho^{-1}(0,0) e^{-\int_0^t \left( \frac{\dot{a}}{a} + \alpha \right) ds} + \int_0^t \frac{\gamma - 1}{K\gamma} b \left( \frac{\dot{a}}{a} + \alpha b \right) e^{\int_0^s \left( \frac{\dot{a}}{a} + \alpha b \right) ds} ds.$$  

(5)

$a(t)$ and $b(t)$ satisfy the following ordinary differential equations:

$$\begin{align*}
\dot{a} + \alpha \dot{a} &= \xi/a^2, \quad \xi \in \mathbb{R}, \\
a(0) &= a_0, \\
\dot{a}(0) &= a_1.
\end{align*}$$

(6)

$$\begin{align*}
\ddot{b} + \left( f(t) \dot{b} + g(t) b \right) &= 0, \\
f(t) &:= (\gamma + 1) \frac{a}{a} + \alpha, \\
g(t) &:= \frac{2a}{a} + (\gamma - 1) \frac{\dot{a}}{a} + (\gamma + 1) \alpha \frac{\dot{a}}{a}.
\end{align*}$$

(7)
Remark 2 The ordinary differential equation (O.D.E.) (6) will be analyzed in section 2 and it is well-known by the theory of ordinary differential equations that the solutions of system (7) exist and is $C^2$ as long as $f$ and $g$, which are functions of $\dot{a}$, $\dot{a}$ and $a$, are continuous.

Theorem 3 For the family of exact solutions in Theorem 1, we have the following five cases.

(i) If $\xi > 0$ and $a_1 \geq 0$, then the solution (4) is a global solution.
(ii) If $\xi > 0$, $a_1 < 0$ and $a_0 > -a_1/\alpha$, then the solution (4) is a global solution.
(iii) If $\xi < 0$, then the solution (4) blows up on a finite time.
(iv) If $\xi = 0$ and $a_1 > 0$, then the solution (4) blows up on the finite time $T = \frac{1}{\alpha} \ln \frac{a_1}{a_1 + a_0} > 0$.
(v) If $\xi = 0$, and $a_1 < 0$ and $a_0 < -a_1/\alpha$, then the solution (4) blows up on the finite time $T = \frac{1}{\alpha} \ln \frac{a_1}{a_1 + a_0} > 0$.

Moreover, we show that the singularity formations in the cases iii), iv) and v) above are of essential type in the sense that the singularities cannot be smoothed by redefining values at the odd points. This is an improvement of the corresponding results in Yuen (2011).

For $\gamma = 1$, we obtain the following theorem.

Theorem 4 For system (3) with $\gamma = 1$ and $\alpha > 0$, one has the following family of exact solutions with parameters $\xi$, $\rho(0,0) > 0$, $a_0 > 0$ and $a_1$.

\[
\begin{align*}
\rho(t,x) &= \rho(0,0) e^{h(t,x)}, \\
u(t,x) &= \frac{\dot{a}}{a} x + b,
\end{align*}
\] (8)

where

\[
h(t,x) := \int_0^t \left[ b \left( \dot{b} + \frac{\dot{a}}{a} b + \frac{\ddot{a}}{a} \right) - \frac{\ddot{a}}{a} \right] ds - \frac{1}{K} \left[ \frac{1}{2} \left( \frac{\dot{a}}{a} + \alpha \right) x^2 + \left( \dot{b} + \frac{\dot{a}}{a} b + \alpha b \right) x \right]. 
\] (9)

$a(t)$ and $b(t)$ satisfy the following ordinary differential equations:

\[
\begin{align*}
\ddot{a} + \alpha \dot{a} &= \frac{\xi}{a}, \quad \xi \in \mathbb{R}, \\
a(0) &= a_0 > 0, \\
\dot{a}(0) &= a_1 \in \mathbb{R},
\end{align*}
\] (10)

\[
\begin{align*}
\ddot{b} + f_1(t) \dot{b} + g_1(t) b &= 0, \\
f_1(t) := 2 \frac{\ddot{a}}{a} + \alpha, \\
g_1(t) := 2 \frac{\dot{a}}{a} + 2 \alpha \frac{\ddot{a}}{a}.
\end{align*}
\] (11)

Theorem 5 For the family of exact solutions in Theorem 4, we have the following five cases.
(i) If $\xi > 0$ and $a_1 \geq 0$, then the solution (8) is a global solution.

(ii) If $\xi > 0$, $a_1 < 0$ and $a_0 > -a_1/\alpha$, then the solution (8) is a global solution.

(iii) If $\xi < 0$, then the solution (8) blows up on a finite time.

(iv) If $\xi = 0$ and $a_1 > 0$, then the solution (8) blows up on the finite time $T = \frac{1}{\alpha} \ln \frac{a_0}{a_1 + a_0\alpha} > 0$.

(v) If $\xi = 0$, and $a_1 < 0$ and $a_0 < -a_1/\alpha$, then the solution (8) blows up on the finite time $T = \frac{1}{\alpha} \ln \frac{a_1}{a_1 + a_0\alpha} > 0$.

Analysis of an O.D.E.

Consider the following initial value problem.

\[
\begin{align*}
\dddot{a} + \alpha \ddot{a} &= \frac{\xi}{a^\gamma}, \\
a(0) &= a_0 > 0, \\
\dot{a}(0) &= a_1 \in \mathbb{R},
\end{align*}
\]

where $\gamma \geq 1$, $\alpha > 0$ and $\xi \in \mathbb{R}$ are constants. We set

\[
T^* := \sup \{ T > 0 : a(t) > 0 \text{ on } [0, T) \} > 0.
\]

Lemma 6 For system (12), if $T^*$ is finite, then the one-sided limit

\[
\lim_{t \to T^*} a(t) = 0.
\]

Proof Note that we always have

\[
\lim_{t \to T^*} a(t) \geq 0.
\]

Suppose $\lim_{t \to T^*} a(t) > 0$. Then we can extend the solution of (12) to $[0, T^* + \varepsilon)$ by solving the following system.

\[
\begin{align*}
\dddot{a} + \alpha \ddot{a} &= \frac{\xi}{a^\gamma}, \\
a(T^*) &= \lim_{t \to T^*} a(t) > 0, \\
\dot{a}(T^*) &= \lim_{t \to T^*} \dot{a}(t) \in \mathbb{R}.
\end{align*}
\]

This contradicts the definition of $T^*$. Thus, the lemma is established. □

Lemma 7 For system (12), we have the following three cases.

Case 1. If $\xi > 0$ and $a_1 \geq 0$, then $T^* = +\infty$.

Case 2. If $\xi > 0$, $a_1 < 0$ and $a_0 > -a_1/\alpha$, then $T^* = +\infty$.

Case 3. If $\xi < 0$, then $T^* < +\infty$.

Proof Suppose $\xi > 0$ and $T^* < +\infty$. Then, for all $t \in [0, T^*)$, we have

\[
\dddot{a} + \alpha \ddot{a} \geq 0,
\]
It follows that if $a_1 \geq 0$, then $\lim_{t \to T^*} a(t) > 0$, and if $a_1 < 0$ and $a_0 > -a_1/\alpha$, then $\lim_{t \to T^*} a(t) > 0$. This is impossible by Lemma 6. Thus, Case 1. and Case 2. of the lemma are established.

Now, suppose $\xi < 0$. If $T^* = +\infty$, then for all $t > 0$, we have

$$\dot{a} + a \ddot{a} \leq 0. \tag{22}$$

Reversing the inequalities from (17) to (21), we have

$$a \leq a_0 + \frac{a_1}{\alpha} \left(1 - \frac{1}{e^{\alpha t}}\right), \tag{23}$$

$$\leq a_0 + \frac{|a_1|}{\alpha}. \tag{24}$$

Thus,

$$\ddot{a} + a \dot{a} = \frac{\xi}{a_0 + |a_1|/\alpha} \leq \frac{\xi}{(a_0 + |a_1|/\alpha)^2} =: A < 0. \tag{25}$$

Thus,

$$\ddot{a} + a \dot{a} \leq A, \tag{26}$$

$$a \leq a_0 + \left(\frac{a_1}{\alpha} - \frac{A}{\alpha^2}\right) \left(1 - \frac{1}{e^{\alpha t}}\right) + \frac{A}{\alpha} t, \tag{27}$$

$$a \leq a_0 + \frac{|a_1|}{\alpha} - \frac{A}{\alpha^2} + \frac{A}{\alpha} t. \tag{28}$$

As $A/\alpha < 0$, we have $a(t) < 0$ for all sufficiently large $t$. This is impossible as $T^* = +\infty$. Thus, Case 3. is established. \hfill \Box

Remark 8 The case for $\xi = 0$ will be analyzed in the proof of Theorem 3.

Proofs of the Theorems

Proof of Theorem 1 We divide the proof into steps.
Step 1. In the first step, we show a lemma.

Lemma 9  For the 1-dimensional Euler equations with damping (3) with $\gamma > 1$ and $\rho(0, 0) > 0$, we have the following relation.

Proof of Lemma 9  It is well known that $\rho$ is always positive if $\rho(0, 0)$ is set to be positive.
From (3)2, we have, for $\rho(0, 0) > 0$,

$$u_t + uu_x + \frac{1}{\rho} \frac{\partial}{\partial x} (K\rho^\gamma) + \alpha u = 0,$$

(30)

$$u_t + uu_x + \frac{K\gamma}{\gamma - 1} \frac{\partial}{\partial x} \rho^{\gamma - 1} + \alpha u = 0.$$

(31)

Thus, we have

$$\frac{\partial}{\partial x} \rho^{\gamma - 1} = -\frac{1}{K\gamma} (u_t + uu_x + \alpha u).$$

(32)

Taking integration with respect to $x$, we obtain

$$\frac{\rho^{\gamma - 1}(t, x)}{\gamma - 1} = \frac{\rho^{\gamma - 1}(t, 0)}{\gamma - 1} - \frac{1}{K\gamma} \int_0^x (u_t + uu_x + \alpha u)(t, y)dy.$$  

(33)

On the other hand, multiplying $\rho^{\gamma - 2}$ on both sides of (3)1, we get

$$\frac{\partial}{\partial t} \rho^{\gamma - 1}(t, x) + u \frac{\partial}{\partial x} \frac{\rho^{\gamma - 1}(t, x)}{\gamma - 1} + \rho^{\gamma - 1} u_x = 0.$$  

(34)

From (33), we have

$$\rho^{\gamma - 1} = \rho^{\gamma - 1}(t, 0) - \frac{1}{K\gamma} \int_0^x (u_t + uu_x + \alpha u)(t, y)dy,$$

(35)

and

$$\frac{\partial}{\partial t} \frac{\rho^{\gamma - 1}(t, x)}{\gamma - 1} = \frac{\partial}{\partial t} \frac{\rho^{\gamma - 1}(t, 0)}{\gamma - 1} - \frac{1}{K\gamma} \int_0^x (u_{tt} + u_t u_x + uu_{xt} + \alpha u_t)(t, y)dy.$$  

(36)

Substituting (36), (32) and (35) into (34), one obtains the relation claimed in the lemma.  

Step 2. We set

$$u = cx + b,$$

(37)
where \( c := c(t) \) and \( b := b(t) \) are functions of \( t \). Then, (29) is transformed to

\[
- \frac{1}{2K\gamma} \left\{ \frac{d}{dt} \left( \dot{c} + c^2 \right) + \alpha (\dot{c} + c^2) + (\gamma + 1)c(\dot{c} + c^2) + \gamma \alpha c^2 \right\} x^2 \\
- \frac{1}{K\gamma} \left\{ \ddot{b} + [(\gamma + 1)c + \alpha] \dot{b} + \left[ 2\dot{c} + (\gamma + 1)c^2 + (\gamma + 1)\alpha c \right] b \right\} x \\
+ \frac{1}{\gamma - 1} \left\{ \frac{\partial}{\partial t} \rho^{\gamma - 1}(t,0) + (\gamma - 1)c\rho^{\gamma - 1}(t,0) - \frac{\gamma - 1}{K\gamma} b \left( \dot{b} + bc + \alpha \dot{b} \right) \right\} = 0,
\]

where we arrange the terms according to the coefficients of \( x \).

**Step 3.** We use the Hubble transformation:

\[
c = \frac{\dot{a}}{a},
\]

and set the coefficient of (38) to be zero. Thus,

\[
\ddot{a} + \frac{\alpha}{a} \dot{a} + \gamma \frac{\dot{a}a}{a^2} + \gamma \alpha \frac{\dot{a}^2}{a^2} = 0.
\]

Note that we have the novel identity

\[
\dot{c} + c^2 = \frac{\ddot{a}}{a}.
\]

Multiplying the both sides of (40) by \( a^{\gamma + 1} \), it becomes

\[
\frac{d}{dt} [a^{\gamma} (\ddot{a} + \alpha \dot{a})] = 0,
\]

\[
a^{\gamma} (\ddot{a} + \alpha \dot{a}) = \xi,
\]

for some constant \( \xi \).

**Step 4.** With (39), we set the coefficient of \( x \) in (38) to be zero. Thus, \( b \) satisfies

\[
\ddot{b} + f(t) \dot{b} + g(t)b = 0,
\]

where

\[
f(t) := (\gamma + 1) \frac{\dot{a}}{a} + \alpha,
\]

\[
g(t) := 2 \frac{\ddot{a}}{a} + (\gamma - 1) \frac{\dot{a}^2}{a^2} + (\gamma + 1)\alpha \frac{\dot{a}}{a}.
\]

**Last Step.** With (39) and setting the coefficient of 1 in (38) to be zero, we are required to solve

\[
F'(t) + G(t)F(t) = H(t),
\]

where

\[
F(t) := \rho^{\gamma - 1}(t,0),
\]

(47)
\[ G(t) := (\gamma - 1) \frac{\dot{a}}{a}, \]  
(49)  
\[ H(t) := \frac{\gamma - 1}{K\gamma} b \left( \dot{b} + b \frac{\dot{a}}{a} + ab \right). \]  
(50)  

Solving the O.D.E (47) by the method of integral factor, one arrives at the solutions. The proof of Theorem 1 is complete. \[ \square \]

Next, we prove Theorem 3 as follows.

**Proof of Theorem 3**  
For \( \xi > 0 \), case \( \text{i) and case \text{ii}) of Theorem 3 follow from Case 1. and Case 2. of Lemma 7.**

For \( \xi < 0 \), by Case 3. of Lemmas 6 and 7, there exists a finite \( T^* > 0 \) such that the one-sided limit of \( a(t) \) is zero as \( t \) approaches to \( T^* \). It remains to show \( T^* \) is not a removable singularity of \( \dot{a}/a \). To this end, suppose one has

\[ \lim_{t \to T^*} \dot{a}(t) = 0. \]  
(51)

Then,

\[ \lim_{t \to T^*} \frac{\dot{a}}{a} = \lim_{t \to T^*} \frac{\dot{a}}{a} = \lim_{t \to T^*} \frac{\xi/a^\gamma - a\ddot{a}}{\dot{a}} = -\infty. \]  
(52)

Thus, the singularity is of essential type and case \( \text{iii}) of Theorem 3 is proved.  
For \( \xi = 0 \), (6) becomes

\[ \dot{a} + a\dot{a} = 0, \]  
(53)

which can be solved by using integral factor. The solution is

\[ a(t) = a_0 + \frac{a_1}{\alpha} \left( 1 - \frac{1}{e^{\alpha t}} \right). \]  
(54)

Thus, \( a(T) = 0 \) if \( a_1 > 0 \). Also, \( a(T) = 0 \) if \( a_1 < 0 \) and \( a_0 < -a_1/\alpha \), where \( T := \frac{1}{\alpha} \ln \frac{a_1}{a_1 + a_0\alpha} > 0 \). As

\[ \dot{a}(T) = a_1 + a_0 \neq 0, \]  
(55)

\( (T, x) \) is an essential singularity of \( u(t, x) \) for any \( x \). Thus, cases \( \text{iv}) \) and \( \text{v}) \) of Theorem 3 are established. The proof is complete. \[ \square \]

**Proof of Theorems 4 and 5**  
The corresponding relation of Lemma 9 for \( \gamma = 1 \) is

\[ \frac{d}{dt} \ln \rho(t, 0) + u_x = 0, \]  
(56)

With similar steps, one can obtain the family of exact solutions in Theorem 4.
Note that (10) is a special case of (12) and the arguments in the proof of Theorem 3 hold for $\gamma = 1$. Thus, the results for Theorem 5 follows.

Conclusion
The complicated Euler equations with a damping term (1) do not have a general solution in a closed form for arbitrary well-posed initial value problems. Thus, numerical methods and algorithms such as the finite difference method, the finite element method and the finite volume method are applied by scientists to simulate the fluids for applications in real world. Thus, our exact solutions in this article provide concrete examples for researchers to test their numerical methods and algorithms.

Acknowledgements
This research paper is partially supported by the Grant: MIT/SRG02/15-16 from the Department of Mathematics and Information Technology of the Hong Kong Institute of Education.

Competing interests
The authors declare that they have no competing interests.

Received: 3 January 2016   Accepted: 12 February 2016
Published online: 27 February 2016

References
Lei Z, Du Y, Zhang QT (2013) Singularities of solutions to compressible Euler equations with vacuum. Math Res Lett 20:41–50
Li D, Miao CX, Zhang XY (2013) On the isentropic compressible Euler equation with adiabatic index $\gamma = 1$. Pac J Math 262:109–128
Li T, Wang D (2006) Blowup phenomena of solutions to the Euler equations for compressible fluid flow. J Diff Eq 221:91–101
Lions PL (1998) Mathematical topics in fluid mechanics, vol 1. Clarendon Press, Oxford
Lions PL (1998) Mathematical topics in fluid mechanics, vol 2. Clarendon Press, Oxford
Sideris TC (1985) Formation of singularities in three-dimensional compressible fluids. Commun Math Phys 101:475–485
Sideris TC, Thomases B, Wang D (2003) Long time behavior of solutions to the 3D compressible Euler equations with damping. Comm Partial Differ Eq 28:795–816
Suzuki T (2013) Irrotational blowup of the solution to compressible Euler equation. J Math Fluid Mech 15:617–633
Xin ZP (1998) Blowup of smooth solutions to the compressible Navier–Stokes equations with compact density. Commun Pure Appl Math 51:0229–0240
Yuen MW (2011) Perturbational blowup solutions to the compressible 1-dimensional Euler equations. Phys Lett A 375:3821–3825

Submit your manuscript to a SpringerOpen journal and benefit from:

► Convenient online submission
► Rigorous peer review
► Immediate publication on acceptance
► Open access: articles freely available online
► High visibility within the field
► Retaining the copyright to your article

Submit your next manuscript at ► springeropen.com