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ABSTRACT

A major challenge in applying deep learning to medical imaging is the paucity of annotated data. This study demonstrates that synthetic colonoscopy images generated by Generative Adversarial Network (GAN) inversion can be used as training data to improve the lesion classification performance of deep learning models. This approach inverts pairs of images with the same label to a semantically rich & disentangled latent space and manipulates latent representations to produce new synthetic images with the same label. We perform image modality translation (style transfer) between white light and narrowband imaging (NBI). We also generate realistic-looking synthetic lesion images by interpolating between original training images to increase the variety of lesion shapes in the training dataset. We show that these approaches outperform comparative colonoscopy data augmentation techniques without the need to re-train multiple generative models. This approach also leverages information from datasets that may not have been designed for the specific colonoscopy downstream task. E.g. using a bowel prep grading dataset for a polyp classification task. Our experiments show this approach can perform multiple colonoscopy data augmentations, which improve the downstream polyp classification performance over baseline and comparison methods by up to 6%.
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1 Introduction

Colorectal cancer (CRC) is the second leading cause of death by cancer in the United States[1]. Early detection and removal of CRC and its precursors via optical colonoscopy can improve the 5-year survival rate by up to 88.5% [2]. The protective value of screening colonoscopy could be improved with deep learning-based systems that assist polyp detection and classification[3]. However, the training of supervised deep learning models requires a large amount of data with high-quality annotations. In medical imaging, annotating data is especially time-consuming and expensive because of the requirement of domain expertise and the issues surrounding protected health information.

One solution is to increase the training dataset size by image augmentation. While there exist many data augmentation techniques such as geometric, photometric transforms, etc. [4], these rudimentary approaches do not adequately span the expected test distribution. For performing colonoscopy relevant augmentations such as imaging modality translation, Generative Adversarial Network (GAN)-based techniques have recently become popular. In [5, 6, 7], authors use GANs to translate colonoscopy images between different imaging domains. The disadvantage of these approaches is that they require training a new model for each translation task. These methods also do not provide a fine-tuned control over desired features such as the ability to continuously vary NBI intensity or lesion size.

In this paper, we propose a GAN inversion-based method for colonoscopy specific data augmentation. This approach can edit selective attributes of real colonoscopy images by modifying their latent representations. We can then use the edited image for data augmentation while retaining the original label. An important advantage of this method is that it performs various data augmentation tasks using only a single model. This approach not only performs multiple domain translations but also novel augmentations such as progressively varying one attribute e.g. lesion size by linear interpolation, which is not possible with other methods.
GAN Inversion for Data Augmentation to Improve Colonoscopy Lesion Classification

Our contributions are as follows:

1. To the best of our knowledge, this is the first work using GAN inversion for data augmentation in colonoscopy.
2. We showcase two types of augmentations - imaging modality translation between white light & narrow band imaging, and changing lesion size by interpolation. These augmentations improve the performance of the downstream polyp classification network.
3. Our experiments present a framework on how GAN inversion can use public colonoscopy datasets to increase the diversity & robustness of internal datasets.

2 Methods

The framework of GAN inversion based data augmentation is as follows. Images are transformed to a latent representation by an encoder. The latent vectors are then manipulated and fed to a generator to produce an output image with different style characteristics than the original image while retaining the original image class label. Using this method, a small initial pool of labeled images can be manipulated to produce a much larger training dataset for classification tasks. We first outline the steps for training the GAN inversion model (2.1), followed by the process for manipulating the latent vectors to generate new images (2.2, 2.3). We then utilize the augmented dataset to train a polyp classification model (2.4).

2.1 GAN Inversion Model

The generator \( \mathcal{G} \) of a conventional GAN maps the latent representation \( z \in \mathbb{Z} \) to image \( x \). In contrast, GAN inversion learns a mapping from an image \( x \) to the latent representation \( z^* \in \mathbb{Z} \), such that when \( z^* \) is given to the trained generator \( \mathcal{G} \), it generates an inverted image \( x^* \) that is similar to \( x \) [8]. In learning-based GAN inversion model, training can be organized into two sequential steps - training the generator, then training an encoder with the generator fixed.

For the first step, we train a StyleGAN-ADA (Adaptive discriminator augmentation) [9] model with publicly-available colonoscopy datasets. We use the StyleGAN-ADA architecture as it produces high-quality realistic-looking images even with limited amounts of data. It can do so by using an ADA mechanism that prevents the discriminator from
overfitting. For training the model, we used public colonoscopy datasets. This was done to create a diverse training set of images captured at multiple hospitals with different colonoscopes providing a wide range of illumination conditions, GI pathologies, imaging modalities, surgical procedures, patient-specific characteristics, etc. This will enable StyleGAN \cite{10} latent space \( \mathcal{W} \) to be richly encoded with colonoscopy semantic features. The key idea is to train the StyleGAN with datasets whose attributes we want to transfer to the downstream training data via augmentation. Such attributes can be imaging modality, variations in pathological features such as lesion sizes, endoscope characteristics, patient-specific characteristics, etc.

For the second step, we train an encoder4editing (e4e)\cite{11} model for GAN inversion. We chose the e4e encoder as it generates latent codes which have been shown to have high editability, i.e., edited images look more realistic. This is achieved by lowering the variance between the different style codes & ensuring they lie close to the StyleGAN latent space \( \mathcal{W} \). During the e4e training, the encoder is trained while the generator weights defined in the previous step are kept fixed. We train the e4e encoder with publicly available colonoscopy datasets as well as our target dataset for the downstream task. We found that using the target dataset in the e4e training enables better reconstructions during the downstream augmentation.

### 2.2 Translating Imaging Modality between WLI & NBI

In traditional GANs, the latent code \( z \in \mathcal{Z} \) is input to the first layer of the generator. In the StyleGAN family, the input latent code \( z \) is first transformed into an intermediate latent code \( w \in \mathcal{W} \) and then fed into different convolution layers of the generator. The intermediate latent code space \( \mathcal{W} \) is shown to be less entangled i.e. there exists linear subspaces which cause variations only in one attribute. Also, being able to input latent codes into multiple convolution layers allows for separation of features at different size scales. For E.g. the shape of a lesion could be varied separately from its texture. This gives control over the scale-specific features during synthesis. We take advantage of both these properties for translating images between the White Light Imaging (WLI) & Narrow Band Imaging (NBI) modalities. This is essentially an application of the ‘style mixing’ task of StyleGAN.

To translate the imaging modality of input image \( x_a \) to the target domain of image \( x_b \), we first generate the latent codes \( w_1 \) & \( w_2 \) using the e4e encoder. To generate the translated image, we retain the \( w_1 \) style codes for coarse spatial resolution layers (initial layers of the generator) and use the \( w_2 \) style codes for finer spatial resolution layers (final layers of the generator) as shown in Fig. 1. This is done as high-level aspects such as the shape of polyps, haustral folds, etc. are controlled by the coarse styles. Whereas imaging modality-specific aspects e.g. tissue and vasculature color, texture, etc. are low-level features controlled by fine styles. While translating imaging modalities between the two polyp images, we ensure that both the original images have the same histological label to prevent transferring any cross-label features. The two images should also be captured with similar scope orientation, otherwise we see depth artifacts.

### 2.3 Generating Linearly Interpolated Images

An advantage of using multiple public colonoscopy datasets for StyleGAN training is that the latent space has diverse & rich semantic information. It has been shown that the StyleGAN latent space \( \mathcal{W} \) is smooth and continuous, producing realistic images upon traversing in latent space\cite{10}. We exploit these properties to generate augmented images by interpolating codes in the latent space. Given two target images \( x_a \) & \( x_b \), we invert them to the latent space using the e4e encoder to obtain \( w_a \) & \( w_b \). We then generate intermediate latent codes \( w_i \) by applying linear interpolation as

\[
    w_i = \lambda w_a + (1 - \lambda) w_b, \lambda \in (0, 1)
\]

We then pass the intermediate latent representations to the generator to obtain the interpolated images. This process is shown in figure 1. While choosing target images, we make sure that they belong to the same imaging modality, either White Light Imaging (WLI) or Narrow Band Imaging (NBI). We also ensure both the target polyp images belong to the same class. Thereby, we can assign the same histological label to the interpolated images. We assume that representations of the same class are clustered together in the latent space. The linear interpolation path is thus less likely to cross the interclass hyperplane. Even if this assumption is true for a majority of interpolated data, we will potentially observe an increase in the performance of the downstream task. Our experiment results show that this is indeed the case.

### 2.4 Polyp Classification

We showcase the effectiveness of the proposed GAN inversion-based data augmentation by evaluating the downstream task of lesion classification. We classify input colonoscopy lesions images into two classes - neoplastic (precancerous) or non-neoplastic. We used ResNet-18\cite{12} as the classifier with a weighted cross entropy loss. The experimental setup details are described in the next section.
3 Experiments

3.1 GAN inversion

Figure 2: Qualitative results a) showing GAN inversion’s reconstructions without any latent manipulations b) imaging modality translation using style mixing.

For training the StyleGAN-ADA model, we use public colonoscopy datasets - HyperKvasir\(^{[13]}\), ISIT-UMR\(^{[14]}\), and KUMC\(^{[15]}\) datasets. In the HyperKvasir dataset, we use images of the lower GI tract\(^{[1]}\). We also used all the polyp images present in the ISIT-UMR & KUMC dataset. A total of 72,858 images resized to 512x512 were used in training the StyleGAN. For the StyleGAN-ADA training, we enabled x-flips and used all augmentations except cutout. For all other settings, we use the default parameters. The model with the least Frechet inception distance\(^{[16]}\) (FID = 14.16) was chosen. The total training time for the PyTorch StyleGAN-ADA model was 4 days 10 hrs on two NVIDIA RTX 3090 GPUs. Images generated from random seeds are given in the supplementary material.

In the second step, we train the e4e encoder for GAN inversion. We use the generator from the styleGAN trained in the previous step. For the training, we combine all the public datasets with the JHU dataset used for the downstream polyp classification task summing up to 74,830 images. We used the L2 loss lambda value of 1.5 with a batch size of 6 for training models for 20000 steps. For all other parameters, we used the default values.

Illustrative examples showing inverted images are presented in figure 2a). The results show the proposed GAN inversion model can faithfully reconstruct back colonoscopy images. As we expect, the reconstructions are not exact replicas of the input image. This is due to distortion-editability tradeoff\(^{[11]}\) which states, we can obtain higher quality edited images by undertaking a drop in the reconstruction accuracy of the inverted image.

3.2 Polyp Classification Experimental Setup

The colonoscopy dataset used for polyp classification was collected at Johns Hopkins Hospital using a protocol approved by the Johns Hopkins Institutional Review Board (#IRB00184221). Colonoscopy procedures of 108 patients were recorded for the dataset resulting in a collection of 132 unique polyp videos. The recorded videos encompassed a wide range of imaging conditions such as imaging modalities, multiple endoscopes etc. Frames that captured polyp from multiple viewpoints were retained. A total of 1972 images were collected. The histological labels of adenoma & serrated adenoma were assigned to the ‘neoplastic/pre-cancerous’ class whereas hyperplastic polyps were labeled as ‘non-neoplastic’.

We evaluate our performance with a 5 -fold cross-validation scheme. For each fold, we split the dataset into train, validation, and test set in the ratio 60:20:20 at video level to prevent data leakage. Model tuning & selection was done on validation set & mean test metrics were reported. Class balance was maintained across sets. Training details are mentioned in the supplement.

\(^{1}\)List of HyperKvasir data folders used in training is mentioned in the supplement.
Table 1: Results for the proposed data augmentation scheme by domain transfer between WLI and NBI modalities.

| Type          | Train Set | Test Set | Accuracy | F1-Score | Sensitivity | Specificity | Precision |
|---------------|-----------|----------|----------|----------|-------------|-------------|-----------|
| Baseline NBI  | NBI       | 0.801    | 0.884    | 0.895    | 0.430       | 0.877       |
| Baseline NBI + WLI | NBI + WLI | 0.787    | 0.870    | 0.865    | 0.358       | 0.878       |
| CycleGAN NBI + WLI | NBI + WLI + NBI_{trans} | 0.814    | 0.887    | 0.898    | 0.415       | 0.880       |
| Ours          | NBI + WLI + NBI_{trans} | 0.847    | 0.904    | 0.894    | 0.617       | 0.918       |

Table 2: Quantitative results comparing training with data augmentation by generating interpolated images against baselines.

| Type          | Train Set | Test Set | Accuracy | F1-Score | Sensitivity | Specificity | Precision |
|---------------|-----------|----------|----------|----------|-------------|-------------|-----------|
| Baseline NBI  | NBI       | 0.795    | 0.878    | 0.889    | 0.285       | 0.867       |
| CycleGAN NBI + WLI | NBI + WLI + NBI_{trans} + WLI_{trans} | 0.804    | 0.883    | 0.893    | 0.324       | 0.876       |
| Ours          | NBI + WLI + NBI_{trans} + WLI_{trans} | 0.824    | 0.913    | 0.893    | 0.448       | 0.898       |

4 Results & Discussion

4.1 Augmentation using NBI-WLI Domain Transfer

We performed two sets of experiments for testing the domain translation-based data augmentation as shown in Table 1. In the first set, we translated WLI images to NBI images denoted by $NBI_{trans}$. In the second set, we translated to both the illumination modes i.e. both WLI ($WLI_{trans}$) & NBI ($NBI_{trans}$).

For the WLI to NBI experiments, we performed two ablation experiments with varying training sets, and one comparison with CycleGAN[17]. In our approach, for each image in the training set, we generated five style transferred NBI images. More than one translation was done as there exists a wide variety of imaging conditions due to manufacturer-specific NBI parameters, tissue responses, illumination, etc. helping us create a more diverse training set. We observe that augmenting the training dataset with translated NBI images improves the polyp classification over the two baselines in almost all metrics. We observe an improvement in accuracy by 6% over the whole training set and 4.6% with NBI only set. This is in line with the clinical practice where NBI illumination is used to improve polyp detection and classification. Our method also outperforms CycleGAN by 3.3% in accuracy. A potential reason is CycleGAN only does one-to-one style transfer for each image, whereas our method doesn’t have such restriction.

For experiments translating to both domains, we conduct an ablation study with the whole original dataset. For the augmentation, we domain transfer each image in the dataset to five WLI & five NBI images. In this case, we again observe that data augmentation by imaging modality translations outperforms baseline methods on all metrics with a 2.9% accuracy improvement. Our method also performs better than CycleGAN by 2% in terms of accuracy. This shows that style transferring to multiple target images increases the heterogeneity of the training data. Overall, these results show that domain translation of imaging modalities by the proposed method not only produces realistic-looking translated images (shown in fig. 2) but also helps in improving the downstream polyp classification task.

4.2 Augmentation by Interpolated Images

We performed two sets of experiments one for each domain - NBI, and WLI. In both the experiments, for each training image we randomly choose three other images of the same imaging modality & class. Then for each pair of target images, we generate three interpolated images. Overall, for each training image, we generate nine interpolated images for augmentation. For both modalities, we observe an improvement in performance over the ablation experiments as shown in Table 2. We observe an accuracy improvement of 2.8% in NBI and 1.1% in WLI cases. One reason could be interpolation exposes the classifier to images of progressive attributes such as varying lesion sizes. We hypothesize that by providing interpolated images in the training set, the classifier can construct a smoother & more continuous manifold due to the larger density of samples. Hence, we obtain smoother decision boundaries and more robustness to noise[18]. We also see a greater boost in performance when interpolating in the NBI domain as compared to the WLI domain. A potential reason is the number of NBI images is less than the number of WLI images. Hence, augmenting with interpolated images in a smaller training set leads to a larger improvement.
5 Conclusion

In this paper, we proposed a method for performing colonoscopy data augmentations using GAN inversion. With GAN inversion, we can edit desired attributes of real colonoscopy images to generate augmented images. We showcased two different types of colonoscopy relevant data augmentations: 1) domain translation between white light & narrow band imaging modes and 2) interpolated images with progressive attributes like changing the size of lesion etc. Using these data augmentations we observe a performance boost in the downstream polyp classification as shown in table. Because of the disentangled nature of the StyleGAN latent space, we can selectively manipulate the patient & imaging specific characteristics, while preserving the class-specific semantics. This leads to increased diversity of dataset while simultaneously retaining the label of the original image. Another advantage of the proposed GAN inversion method over other generative models is that we can perform a variety of data augmentations using only one model compared to requiring separate models for each augmentation method. Using the GAN inversion framework, colonoscopy vision researchers can instill diverse attributes into their internal datasets, by leveraging information from the richly encoded StyleGAN latent space trained with public colonoscopy datasets. The next steps include exploring other GAN inversion models and applying these augmentation techniques on other colonoscopy tasks such as polyp detection & segmentation. Another interesting direction is using the GAN generated data in semi-supervised & unsupervised settings for colonoscopy tasks [19].
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Supplementary

Figure 3: Illustration showing realistic-looking synthetic images generated by StyleGAN-ADA with random seeds. We can observe images with variety in imaging modalities, illumination intensities, lesion shapes, vasculature patterns, etc.

Table 3: Breakdown of dataset used for Polyp Classification.

| Modes → Class ↓ | WLI | NBI | Dyed |
|------------------|-----|-----|------|
| Non-neoplastic   | 179 | 152 | 0    |
| Neoplastic       | 949 | 692 | 47   |

Table 4: List of image classes of HyperKvasir dataset used for training StyleGAN-ADA. The last three columns indicate the source data folders for the image class. For annotating unlabeled images, if both the pre-trained classifiers (provided in the HyperKvasir paper) label the image with the same class, we assign the image the classifiers’ output label.

| Anatomical Position | Type | Image Class | Labeled Images | Labeled Videos | Unlabeled Images |
|---------------------|------|-------------|----------------|----------------|-----------------|
| Lower GI            | Pathological Findings | Ulcerative Colitis Grade 0-1 | ✓ | ✓ | ✓ |
|                     | Ulcerative Colitis Grade 1 | ✓ | ✓ | ✓ |
|                     | Ulcerative Colitis Grade 1-2 | ✓ | ✓ | ✓ |
|                     | Ulcerative Colitis Grade 2 | ✓ | ✓ | ✓ |
|                     | Ulcerative Colitis Grade 2-3 | ✓ | ✓ | ✓ |
|                     | Ulcerative Colitis Grade 3 | ✓ | ✓ | ✓ |
|                     | Colitis | ✓ | ✓ | ✓ |
|                     | Colorectal Cancer | ✓ | ✓ | ✓ |
|                     | Therapeutic interventions | Dyed Lifted Polyps | ✓ | ✓ | ✓ |
|                     | Dyed Resection Margins | ✓ | ✓ | ✓ |
|                     | Quality of Mucosal Views | BBPS-0-1 | ✓ | ✓ | ✓ |
|                     | BBPS-2-3 | ✓ | ✓ | ✓ |
|                     | Impacted Stool | ✓ | ✓ | ✓ |
Table 5: Hyperparameters used for polyp classification experiments using WLI-NBI domain transfer based data augmentation (Table 1 experiments in main paper)

| Type          | Train Set | Test Set | Test Fold | Learning Rate | L2 Penalty | Dropout Probability |
|---------------|-----------|----------|-----------|---------------|------------|---------------------|
| Baseline      | NBI       | NBI      | 0         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 1         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 2         | 1e-4          | 1e-2       | 0.5                 |
|               |           |          | 3         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 4         | 1e-4          | 1e-2       | 0.5                 |
| Baseline NBI  | NBI + WLI | NBI      | 0         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 1         | 1e-4          | 1e-2       | 0.5                 |
|               |           |          | 2         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 3         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 4         | 1e-4          | 1e-2       | 0.5                 |
| CycleGAN      | NBI + NBI | NBI      | 0         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 1         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 2         | 1e-4          | 1e-2       | 0.5                 |
|               |           |          | 3         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 4         | 1e-4          | 1e-3       | 0                   |
| Ours          | NBI + NBI | NBI      | 0         | 1e-5          | 1e-2       | 0.5                 |
|               |           |          | 1         | 1e-5          | 1e-2       | 0.5                 |
|               |           |          | 2         | 1e-5          | 1e-2       | 0.5                 |
|               |           |          | 3         | 1e-5          | 1e-3       | 0                   |
|               |           |          | 4         | 1e-5          | 1e-3       | 0                   |

Table 6: Hyperparameters for polyp classification experiments using interpolation based data augmentation (Table 2 experiments in main paper)

| Type          | Train Set | Test Set | Test Fold | Learning Rate | L2 penalty | Dropout Probability |
|---------------|-----------|----------|-----------|---------------|------------|---------------------|
| Baseline      | WLI       | WLI      | 1         | 1e-4          | 1e-2       | 0.5                 |
|               |           |          | 2         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 3         | 1e-4          | 1e-2       | 0.5                 |
|               |           |          | 4         | 1e-4          | 1e-3       | 0                   |
| Baseline NBI  | NBI       | NBI      | 0         | 1e-4          | 1e-2       | 0.5                 |
|               |           |          | 1         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 2         | 1e-4          | 1e-2       | 0.5                 |
|               |           |          | 3         | 1e-4          | 1e-3       | 0                   |
|               |           |          | 4         | 1e-4          | 1e-2       | 0.5                 |
| Ours          | WLI + WLI | WLI      | 0         | 1e-5          | 1e-2       | 0.5                 |
|               |           |          | 1         | 1e-5          | 1e-2       | 0.5                 |
|               |           |          | 2         | 1e-5          | 1e-2       | 0.5                 |
|               |           |          | 3         | 1e-5          | 1e-3       | 0                   |
|               |           |          | 4         | 1e-5          | 1e-3       | 0                   |
| Ours          | NBI + WLI | NBI      | 0         | 1e-5          | 1e-2       | 0.5                 |
|               |           |          | 1         | 1e-5          | 1e-2       | 0.5                 |
|               |           |          | 2         | 1e-5          | 1e-2       | 0.5                 |
|               |           |          | 3         | 1e-5          | 1e-3       | 0                   |
|               |           |          | 4         | 1e-5          | 1e-3       | 0                   |