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ABSTRACT  The metaphor of a clock in physics describes near-equilibrium reversible phenomena such as an oscillating spring. It is surprising that for chemical and biological clocks the focus has been exclusively on the far-from-equilibrium dissipative processes. We show here that one can represent chemical oscillations (the Lotka-Volterra system and the Brusselator) by equations analogous to Onsager’s phenomenological equations when the condition of the reciprocal relations, i.e. the symmetry in the coupling of thermodynamic forces to fluxes is relaxed and antisymmetric contributions are permitted. We compare these oscillations to damped oscillators in physics (e.g., springs, coupled springs and electrical circuits) which are represented by similar equations. Onsager’s equations and harmonic Hamiltonian systems are shown to be limiting cases of a more general formalism.

The central element of undamped physical oscillations is the conservation of entropy which unavoidably results in reversible temperature oscillations. Such temperature oscillations exist in springs and electrical LC-circuits, but have among others also been found in the oscillating Belousov-Zhabotinsky reaction, in oscillations of yeast cells, and during the nervous impulse. This suggests that such oscillations contain reversible entropy-conserving elements, and that physical and chemical clocks may be more similar than expected.
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1 Introduction

Oscillating chemical reactions are fascinating and important phenomena. Their emergence is so surprising that at first they were not believed to be possible. This is easily understood since chemical reactions are considered as over-damped systems. Thus, it is difficult to imagine the origin of such oscillations. Besides famous examples such as the Belousov-Zhabotinsky reaction (1) and the Briggs-Rauscher reaction (2) with oscillating bromate and iodate concentrations, oscillating reactions are also believed to be important in biology (3), e.g., in the glycolytic cycle (4), reproduction cycles of cells (5–7), the heart beat (8, 9) and in circadian rhythms (10–11).

There exist non-physical examples of coupled equation systems that exhibit such oscillations (12,13). The predator-prey systems, e.g., the populations of lynx and snowshoe hare given the abundance of food for the hare, lead to oscillations of the respective species that are described by a set of coupled rate equations called the Lotka-Volterra equations (14). Since there exists a phase shift between a decline in the hare population and the population of lynx (who can survive for some time without food), the system contains some “inertia”. In analogy to the predator-prey scheme, one has proposed sets of nonlinear coupled rate equations involving the autocatalytic generation of oscillating reaction intermediates (15,17). Such systems of equations typically contain only concentrations of reaction partners and do not consider any other thermodynamic variables.

A seemingly different system is the oscillation of a spring. For undamped oscillations, kinetic energy is reversibly transformed into potential energy and vice versa. It is clear that a predator-prey scheme is qualitatively different because hares do not eat lynxes, and there is no reversible conversion between the two species. For this reason we wish to distinguish these two kinds of oscillations. When the Lotka-Volterra scheme is applied to chemical reactions, the reaction has the form $S \rightarrow P$ meaning that a substrate $S$ is converted into a product $P$ in an irreversible manner. The way that the reactions are written suggests a resemblance with the predator-prey scheme and is distinct from Hamiltonian systems. The mathematical treatment consists of three coupled differential equations in which two intermediates oscillate. This reaction scheme in fact leads to oscillations of intermediates that resemble those found in experiments. Another example is the Belousov-Zhabotinsky-reaction. A reaction scheme for describing this reaction (called the Field-Körös-Noyes (FKN) reaction) has been proposed by (18) and (19). A well-known minimalistic reaction scheme of similar nature is the Brusselator consisting of four coupled rate equations (15,17). The overall reaction in this scheme is $S_1 + S_2 \rightarrow P_1 + P_2$, i.e., two substrates are converted into two products. As with Lotka-Volterra equations, there exist two reaction intermediates that oscillate.

The physical origin of such oscillations is not immediately clear. Oscillations in physics most often involve the interplay between inertial forces and those arising from potential gradients. In the absence of inertia, the origin of chemical oscillations seems more obscure. Nevertheless, it has been found that the Lotka-Volterra equations can be rewritten to resemble Hamilton’s equations of motion (13,20,23). As suggested above, this similarity appears to be of a mathematical rather than a physical nature. In this paper we wish to explore the possibility that this resemblance is not fortuitous but that chemical oscillations in fact represent physical oscillations with inertial elements.

Non-equilibrium phenomena are usually treated using Onsager’s phenomenological equations (24). One of the assumptions leading to these equations is that the entropy can be expanded as a harmonic function around the equilibrium state. It describes the probability of fluctuations at constant temperature. Thermodynamic forces $X_i$ are the gradients of this function, and thermodynamic fluxes $J_i$ (i.e., the flux of an extensive variable from a non-equilibrium state towards equi-
librium) are assumed to be linear functions of forces. Simple examples are Ohm’s law (current is proportional to voltage) and Stoke’s law (velocity of a sphere in a viscous medium is constant for a constant applied force). The phenomenological equations can be written as \( J = L^S X \), where \( J \) is a vector containing the thermodynamic fluxes, \( X \) is a vector containing thermodynamic forces, and \( L^S \) is a symmetric matrix. The symmetry in this matrix is known as Onsager’s reciprocal relations. It has been justified by the independence of the thermal fluctuations on the direction of time and assumes the complete absence of inertial forces, i.e., they describe over-damped systems. Onsager’s equations do not contain a mechanism that allows for oscillations and therefore it is assumed that chemical oscillations such as the Belousov-Zhabotinsky reaction must be of far-from-equilibrium nature due to higher-order effects.

Since the equilibrium of a spring is the resting position, oscillating springs are also non-equilibrium systems. We show here that one can generalize Onsager’s phenomenological equations in a simple manner such that they contain inertia if one drops the constraint of the reciprocal relations. This formalism allows to describe damped oscillating processes with an equation scheme similar to that of Onsager. One can find simple equations for damped springs, chains of springs, electrical oscillators and chemical oscillations that are written in a thermodynamic language but contain inertia. If undamped, these oscillations conserve entropy, and as a direct consequence one finds oscillations in temperature. Temperature changes are familiar from the adiabatic compression of materials (e.g., gases but also real springs) but also for the adiabatic charging of capacitors. As we have shown in, there exist analogues of the inertial mass in systems that are not of mechanical nature, e.g., the inductance of coils in an electrical LC-circuit that lead to oscillatory behavior.

We will argue that the main indicator that distinguishes the mathematical oscillations of coupled rate equations such as Lotka-Volterra or the Brusselator, from those of Hamiltonian systems containing inertial forces is the oscillation in temperature. While such oscillations are unexpected in the former systems, they are unavoidable in the latter systems. In fact, temperature oscillations have been found in the Belousov-Zhabotinsky reaction but also in metabolic oscillations of yeasts cells and temperature pulses during the action potential in nerve axons. We will explore the cases of the damped oscillations in coupled springs, electrical circuits containing capacitors, inductors and resistors as well as for the example of the Lotka-Volterra and Brusselator oscillators. Finally, we will argue that Onsager’s phenomenological equations and Hamilton’s equations of motion for a harmonic potential are two limiting cases of a more generic set of equations that includes both inertia and friction and can naturally lead to oscillations in any thermodynamic system.

## 2 Phenomenological equations

Non-equilibrium thermodynamics is usually applied to closed systems in which the total energy is conserved and only the entropy increases. The entropy is approximated as a harmonic function

\[
S = S_0 - \frac{1}{2} \sum_{ij} g_{ij} \alpha_i \alpha_j
\]

(1)

where \( \alpha_i = \xi_i - \xi_{i,0} \) is the variation of the extensive variable \( \xi_i \) around its equilibrium position \( \xi_{i,0} \), and \( g_{ij} \) is a symmetric real positive definite matrix representing the metric of the entropy potential. Onsager’s phenomenological equations describe the coupling between thermodynamic fluxes and forces. They are given by

\[
J_i = L^S_{i1} X_1 + L^S_{i2} X_2 + \ldots = \sum_i L^S_{ij} X_j \quad i, j = 1, \ldots, n
\]

(2)

where

\[
J_i = \frac{\partial \alpha_i}{\partial \ell} \quad \text{thermodynamic flux}
\]

\[
X_j = \frac{\partial S}{\partial \alpha_j} = - \sum_k g_{jk} \alpha_k \quad \text{thermodynamic force}
\]

\[
L^S_{ij} = L^S_{ji} \quad \text{reciprocal relations}
\]

In the case of two fluxes and two forces, Onsager’s equations are given by

\[
\begin{pmatrix}
\dot{\alpha}_1 \\
\dot{\alpha}_2 
\end{pmatrix} = - \begin{pmatrix}
L^S_{11} & L^S_{12} \\
L^S_{21} & L^S_{22}
\end{pmatrix} \begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix}
\]

(3)

where both \( L^S \) and \( g \) are symmetric matrices. Simple physical laws of this nature are Ohm’s law where the flux in charges is proportional to an electrical potential difference, and Stokes’ law which describes the constant velocity of a particle pulled with constant force through a viscous fluid. In more complex situations, the fluxes and forces of non-conjugated variables can couple and, for instance, describe the thermoelectric effect or thermal osmosis. These systems are characterized by over-damping, and inertial forces are neglected.

It has been shown that the entropy production \( \sigma = \partial s/\partial \ell \), i.e., the change of entropy density in a closed system with time is given by the product of fluxes and conjugated forces.

\[
\sigma = \sum_i J_i \cdot X_i = \sum_{ij} L^S_{ij} X_i X_j
\]

(4)

In we discussed the role of antisymmetric contributions to the matrix \( L^S \). Any \( n \times n \) matrix can be written as the sum of a symmetric and an antisymmetric matrix \( L^S = L^S + L^A \), where \( L^S_{ij} = (L_{ij} + L_{ji})/2 \) and \( L^A_{ij} = (L_{ij} - L_{ji})/2 \). The entropy production could generally be written as

\[
\sigma = \sum_{ij} (L^S_{ij} + L^A_{ij}) X_i X_j
\]

(5)

which is identical to eq. (4) because all contributions from the antisymmetric matrix will cancel.

We have shown in that harmonic oscillators can be written in the form
3 Entropy and temperature of springs

The first law of thermodynamics for a spring is given by

\[ dE = TdS - Fdx, \]

where \( E, S \) and \( x \) are the extensive quantities internal energy, entropy, and position. \( T \) and \( F \) are the intensive quantities temperature and force, and \( x \) is the relative displacement of the spring position from its equilibrium value. At constant entropy, \( dE = -Fdx \). The force is given by \( F = -Kx \), where \( K \) is the adiabatic compression modulus of the spring, \( K = -(\partial F/\partial x)_S \), also called the 'spring constant'.

![Spring with spring constant K](image)

Constant entropy implies that

\[ T \left( \frac{\partial S}{\partial T} \right)_x \, dT + T \left( \frac{\partial S}{\partial x} \right)_T \, dx = 0. \]  

Here, \( c_x = T(\partial S/\partial T)_x \) is the heat capacity of the spring at constant extension, and \( T \) is the temperature of the spring.

In (25) we showed that, due to a Maxwell relation,

\[ (\partial S/\partial x)_T = (\partial F/\partial T)_x = g. \]  

This implies that we can measure the isothermal dependence of the entropy on position by determination of the temperature-dependence of the force in a spring at constant position (25).

We define \( x = 0 \) as the equilibrium position of the spring where its entropy is at maximum. Using eqs. (1) and (14) we find that

\[ S = S_0 - \frac{1}{2}g x^2 + \ldots \quad \text{for } T = \text{const}. \]

which together with eq. (8) yields (30).

This is analogous to Hamilton’s equations of motion. The oscillating system possesses an eigenfrequency \( \omega \) with \( \omega^2 = (L_{12}^A)^2 \det(g). \)
temperature is at minimum in the relaxed state of the spring, and at maximum in the most compressed or expanded state.

Let us compress a spring in the absence of friction. Instead of using an external force to compress that spring, we apply an inertial force. Both energy and entropy are conserved:

\[ E = \frac{1}{2} K x^2 + \frac{p^2}{2m} = \text{const.} \]  \hspace{1cm} (18)

\[ S = -\frac{1}{2} g x^2 + \frac{c_x \Delta T}{T_0} = \text{const.} \]  \hspace{1cm} (19)

Thus we find

\[ \frac{c_x \Delta T}{T_0} + \frac{g p^2}{2mK} = \text{const.} \]  \hspace{1cm} (20)

and

\[ \Delta T = \Delta T_{\text{max}} - T_0 \frac{g \cdot p^2}{2mK c_x}, \]  \hspace{1cm} (21)

i.e., the temperature variations are proportional to the variations of the kinetic energy. When eq. (20) is inserted into eq. (19), we find

\[ S = -\frac{g}{K} \left( \frac{1}{2} K x^2 + \frac{p^2}{2m} \right) = \text{const.}, \]  \hspace{1cm} (22)

where \( g/K \) has units of \([1/K]\). For a piston coupled to two containers filled with an ideal gas (see Fig. [A1]) as described in (30), \( g/K = 3/5 T_0 \) (see App. Appendix A). Thus, \( E \equiv -\frac{2}{5} T_0 \cdot S \), and the equations of motion can be derived from both the energy \( E \) or the entropy \( S \). The temperature changes of the spring consisting of two coupled gas pistons can be calculated because the equations of state for adiabatic compression is known for the ideal gas. If we assume that the system is closed, we find temperature oscillations. Dissipated energy leads to heating of the two gas containers. Fig. [3] shows the temperature oscillations for parameters given in the figure legend. \( \Delta T \) is defined as the mean temperature of the two containers.

4 Oscillations of springs

In the following we consider some simple system such that the analogy with Onsager’s phenomenological equations becomes more obvious.

4.1 Damped oscillation of a spring attached to a mass

Hamilton’s equations of motion are given by \( \partial \mathcal{H}/\partial x = -\dot{p} \) and \( \partial \mathcal{H}/\partial p = +\dot{x} \). For a spring, \( \mathcal{H} = \frac{1}{2} K x^2 + \frac{1}{2m} p^2 \). These equations can be written in a form resembling that of Onsager’s phenomenological equations:

\[
\begin{pmatrix}
\dot{x} \\
\dot{p}
\end{pmatrix}
= -
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
K & 0 \\
0 & \frac{1}{m}
\end{pmatrix}
\begin{pmatrix}
x \\
p
\end{pmatrix}
\]  \hspace{1cm} (23)

or

\[
\dot{J} = -\begin{pmatrix} L^S & L^A \end{pmatrix} \cdot q + \alpha, \]  \hspace{1cm} (27)

where \( L^S \) is a symmetric matrix containing the constants of the spring system (spring constant and mass). The above systems lead to

\[ p = m \dot{x} \quad \text{and} \quad m \ddot{x} + K x = 0. \]  \hspace{1cm} (25)

The motion of a damped spring with a friction coefficient \( \eta \) (see Fig. [2]) can be written as
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In the limit of \( \eta \to 0 \) the eigenvalues \( \lambda_{1,2} = \pm i \sqrt{K/m} + i\omega_0 \) are the two eigenvalues of a harmonic oscillator that are purely imaginary. In the limit of small \( m \), the eigenvalues are \( \lambda_1 = -K/\eta \) and \( \lambda_2 \to -\infty \). If \( \eta^2 > 4mK \), one finds two real negative eigenvalues. If \( \eta^2 < 4mK \), one finds two conjugate complex eigenvalues. The time evolution of the positions of the masses and of the momenta is given by

\[
\alpha(t) = A_1 \cdot v_1 \exp(\lambda_1 t) + A_2 \cdot v_2 \exp(\lambda_2 t),
\]

(30)

where \( \lambda_1 \) and \( \lambda_2 \) are the two eigenvalues and \( v_1 \) and \( v_2 \) are the corresponding eigenvectors. The \( A_i \) have units of [kg \cdot m/s]. In the limit of \( m \to 0 \), one can find initial conditions where the first term on the right hand side disappears because the eigenvalue \( \lambda_1 \to -\infty \). Thus,

\[
\alpha(t) = A_2 \cdot \left( \frac{1}{\eta} \right) \exp \left( -\frac{K}{\eta} t \right)
\]

(31)

Hence, eq. (31) leads to

\[
\dot{x} = -\frac{K}{\eta} x \equiv L_X,
\]

(32)

with \( L = 1/\eta \) and \( X = -Kx \).

Summarizing, one generally finds two eigenvalues. Only in the limit of vanishing inertia one of them can be omitted for suitable initial conditions. This is the case described by Onsager.

In non-equilibrium thermodynamics, the forces are defined isothermally and not adiabatically as in analytical mechanics. To take this into account, one can rewrite the above equations. We find from section 2 letting \( g_{11} \equiv g \cdot g_{22} = \frac{K}{g \cdot m} \) and \( L_{12} = -1 \):

\[
\left( \begin{array}{c} \dot{\alpha}_1 \\ \dot{\alpha}_2 \\ \end{array} \right) = -\left[ \left( \begin{array}{cc} 0 & 0 \\ 0 & \eta' \end{array} \right) + \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \right] \left( \begin{array}{c} g \\ \frac{K}{g \cdot m} \end{array} \right) \left( \begin{array}{c} \alpha_1 \\ \alpha_2 \end{array} \right)
\]

(33)

where \( \alpha_1 = x \), \( \alpha_2 = \frac{2}{m} \cdot m \dot{x} \) and \( \eta' = \frac{2}{m} \cdot \eta \).

In the absence of friction, the entropy is given by

\[
S - S_0 = -\frac{1}{2} g x^2 - \frac{1}{2} \frac{K}{g \cdot m} \alpha_2^2
\]

(34)

Using eq. (11), the equivalents to Hamilton’s equations of motion is

\[
X_1 = \frac{\partial S}{\partial \dot{x}} = -g \dot{x} = \dot{\alpha}_2 = \frac{g \cdot m}{K} \dot{x},
\]

\[
X_2 = \frac{\partial S}{\partial \alpha_2} = -\frac{K}{g \cdot m} \alpha_2 = -\dot{x}.
\]

(35)

The first equation yields \( K \dot{x} = -m \dot{x} \), which is Newton’s second law. The eigenfrequency is given by \( \omega^2 = (L_{12}^A)^2 \det(g) = \frac{K}{m} \). In the limit of \( m \to 0 \), we obtain \( \dot{x} = -\frac{g}{m} \dot{x} \). This is the simplest of Onsager’s equations. Thus, while in the entropy representation the coordinates have a slightly different meaning and the parameters of the matrices assume different values, Newton’s second law and the eigenfrequency result unchanged. This is not surprising since entropy and energy are closely related as shown in eq. (22). Note that \( g/K \propto 1/T \).

The thermodynamic force in non-equilibrium thermodynamics is derived from an isothermal compression. The observation is that elementary mechanics makes the tacit assumption that \( K \) describes isentropic rather than isothermal compression. Thus, the forces in nonequilibrium thermodynamics and in elementary mechanics are defined differently. This is the origin of the formal differences in the equations (26) and (33) which otherwise are identical, and therefore lead to the same oscillations.

Temperature changes in the damped spring will behave qualitatively similar to those of the gas pistons shown in Fig. 3 but to obtain a value of \( g/K \) one needs to know the equation of state of the spring, which can be obtained experimentally. Further, one has to consider that the dissipation of the total energy of initial compression will lead to a temperature increase of the equilibrated system if the spring is not in contact with any other medium. The calculation of the temperature change requires the knowledge of the heat capacity of the spring.

### 4.2 Two masses with three springs

Let us consider the case of two masses, \( m_1 \) and \( m_2 \) coupled by three springs with spring constants \( K_1 \), \( K_{12} \) and \( K_2 \) as shown in Fig. 4. For simplification, let us set \( m_1 = m_2 = m \) and \( K_1 = K_{12} = K_2 = K \).

![Figure 4: Two masses \( m_1 \) and \( m_2 \) connected by three springs with spring constants \( K_1 \), \( K_{12} \) and \( K_2 \).](image)

The equations of motion can be written as

\[
\dot{\mathbf{x}} = -L^A \dot{\alpha}
\]

(36)

In the presence of viscous friction in the three springs (with \( \eta_1 = \eta_{12} = \eta_2 = \eta \), see Fig. 4), the equations of motion can be written as

\[
\dot{\mathbf{x}} = -L^S \dot{\alpha}
\]

(37)

with

\[
L^S = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -\eta & -\eta & -\eta \end{pmatrix}.
\]

(38)

Eq. (37) leads to

\[
m \ddot{x}_1 + \eta (2 \ddot{x}_1 - \ddot{x}_2) + K (2x_1 - x_2) = 0,
\]

\[
m \ddot{x}_2 + \eta (2 \ddot{x}_2 - \ddot{x}_1) + K (2x_2 - x_1) = 0.
\]

(39)
The eigenvalues are given by
\[
\lambda_{1,2} = \frac{-\eta \pm \sqrt{\eta^2 - 4mK}}{2m}
\]
\[
\lambda_{1,2} = \frac{-3\eta \pm 3\sqrt{\eta^2 - \frac{4}{3}mK}}{2m}
\]  
(40)

For \( m \to 0 \), two eigenvalues in eq. (40) approach \(-\infty\) (and can therefore be ignored for suitable initial conditions), and the other two approach \(-K/\eta \) and \(-3K/\eta \). For \( \eta \to 0 \), one finds \( \lambda_{1,2} = \pm i\sqrt{K/m} = \pm i\omega_0 \) and \( \lambda^2_{1,2} = \pm i\sqrt{3K/m} = \pm i\sqrt{3}\omega_0 \). Under all other circumstances one obtains four finite real or complex eigenvalues that depend on the inertial mass and the friction in the system.

Since in the limit of \( m \to 0 \) only two eigenvalues are different from \(-\infty\), one can condense eq. (40) into an equation with only two variables and quadratic matrices. We obtain
\[
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\begin{pmatrix}
\frac{2K}{K} - \frac{K}{2K}
\end{pmatrix}
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\]
(41)
which displays the same finite eigenvalues as eq. (40) in the limit of \( m \to 0 \). Using the thermodynamic forces instead, we find
\[
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\begin{pmatrix}
\frac{2g}{2g} - \frac{g}{2g}
\end{pmatrix}
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\]
(42)
with \( \eta' = \frac{g}{R} \cdot \eta \). This corresponds to Onsager’s phenomenological equations. We see that in the limit of vanishing mass, the 4 \( \times 4 \) system reduces to a 2 \( \times 2 \) system where the variables are \( x_1 \) and \( x_2 \) are positions, i.e., extensive quantities. The matrix \( L^S \) is symmetric and real positive definite. Eq. (42) has the form
\[
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\begin{pmatrix}
\frac{2g}{2g} - \frac{g}{2g}
\end{pmatrix}
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\]
(43)
with \( \eta' = \frac{g}{R} \cdot \eta \). This corresponds to Onsager’s phenomenological equations. We see that in the limit of vanishing mass, the 4 \( \times 4 \) system reduces to a 2 \( \times 2 \) system where the variables are \( x_1 \) and \( x_2 \) are positions, i.e., extensive quantities. The matrix \( L^S \) is symmetric and real positive definite. Eq. (42) has the form
\[
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\begin{pmatrix}
\frac{2g}{2g} - \frac{g}{2g}
\end{pmatrix}
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\]
(44)
\[ \lambda_{1,2} = \frac{-R + \sqrt{R^2 - 4\frac{\eta'}{\eta}}} {2L_c} \]  
(45)
\[ L_c \frac{\dot{q}}{L_c} + R\dot{q} + \frac{1}{C_m}q = 0 \]  
(46)
\[ \dot{q} = \frac{-1}{RC_m}q = \frac{1}{R}\Delta V \equiv LX \]  
(47)

For \( m \to 0 \), two eigenvalues in eq. (40) approach \(-\infty\) (and can therefore be ignored for suitable initial conditions), and the other two approach \(-K/\eta \) and \(-3K/\eta \). For \( \eta \to 0 \), one finds \( \lambda_{1,2} = \pm i\sqrt{K/m} = \pm i\omega_0 \) and \( \lambda^2_{1,2} = \pm i\sqrt{3K/m} = \pm i\sqrt{3}\omega_0 \). Under all other circumstances one obtains four finite real or complex eigenvalues that depend on the inertial mass and the friction in the system.

Since in the limit of \( m \to 0 \) only two eigenvalues are different from \(-\infty\), one can condense eq. (40) into an equation with only two variables and quadratic matrices. We obtain
\[
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\begin{pmatrix}
\frac{2K}{K} - \frac{K}{2K}
\end{pmatrix}
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\]
(41)
which displays the same finite eigenvalues as eq. (40) in the limit of \( m \to 0 \). Using the thermodynamic forces instead, we find
\[
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\begin{pmatrix}
\frac{2g}{2g} - \frac{g}{2g}
\end{pmatrix}
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\]
(42)
with \( \eta' = \frac{g}{R} \cdot \eta \). This corresponds to Onsager’s phenomenological equations. We see that in the limit of vanishing mass, the 4 \( \times 4 \) system reduces to a 2 \( \times 2 \) system where the variables are \( x_1 \) and \( x_2 \) are positions, i.e., extensive quantities. The matrix \( L^S \) is symmetric and real positive definite. Eq. (42) has the form
\[
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\begin{pmatrix}
\frac{2g}{2g} - \frac{g}{2g}
\end{pmatrix}
\begin{pmatrix}
\frac{x_1}{x_2}
\end{pmatrix}
\]
(43)
with \( q \) the charge on the capacitor, \( I = \dot{q} \) is the electrical current, \( C_m \) is the capacitance, \( L_c \) is the inductance and \( R \) is the resistance. \( L = (-L^S + L^A) \cdot \eta \) displays the eigenvalues
\[
\lambda_{1,2} = \frac{-R + \sqrt{R^2 - 4\frac{\eta'}{\eta}}} {2L_c} \]  
(44)
\[ L_c \frac{\dot{q}}{L_c} + R\dot{q} + \frac{1}{C_m}q = 0 \]  
(45)
\[ \dot{q} = \frac{-1}{RC_m}q = \frac{1}{R}\Delta V \equiv LX \]  
(47)

5 Simple electrical circuits

The above equations can be generalized to other pairs of extensive and intensive variables. In the case of an electrical oscillator, the variables are related to charge and current.

![Figure 5: Simple electrical circuit with a capacitor with capacitance \( C_m \), a resistor with resistance \( R \) and a coil with an inductance \( L_c \).](image-5.png)

In analogy to section [4], we can describe the damped electrical oscillator shown in Fig. [5] by
\[
\begin{pmatrix}
\frac{\dot{q}}{L_c} = -\left[ \begin{pmatrix} 0 & 0 & R \\ 0 & 0 & 1 \\ -\frac{1}{C_m} & 0 & 0 \\ 0 & \frac{1}{L_c} & 0 \\
\end{pmatrix} \right] \begin{pmatrix} q \\
\frac{\dot{q}}{L_c} \\
\frac{\dot{q}}{L_c} \\
\frac{\dot{q}}{L_c} \\
\end{pmatrix} 
\end{pmatrix} 
\]  
(43)
where \( q \) is the charge on the capacitor, \( I = \dot{q} \) is the electrical current, \( C_m \) is the capacitance, \( L_c \) is the inductance and \( R \) is the resistance. \( L = (-L^S + L^A) \cdot \eta \) displays the eigenvalues
\[
\lambda_{1,2} = \frac{-R + \sqrt{R^2 - 4\frac{\eta'}{\eta}}} {2L_c} \]  
(44)
\[ L_c \frac{\dot{q}}{L_c} + R\dot{q} + \frac{1}{C_m}q = 0 \]  
(45)
\[ \dot{q} = \frac{-1}{RC_m}q = \frac{1}{R}\Delta V \equiv LX \]  
(47)
Temperature changes: The differential of the internal energy of a capacitor is \( dE = \Psi dq \) only if the entropy is constant. This allows to calculate the temperature changes of the oscillator. Adiabatic charging of a capacitor implies that for the entropy of the capacitor \( 30 \)
\[
dS = \frac{c_d}{T} dq + \frac{\partial S}{\partial T} dT = 0 , \tag{48}
\]
where \( c_d = T(\partial S/\partial T)_q \) is the heat capacity of the capacitor at constant charge. The Maxwell relation
\[
(\partial S/\partial q)_T = -(\partial Q/\partial T)_q \equiv g \tag{49}
\]
shows that \( (\partial S/\partial q)_T \) can be determined experimentally from the temperature dependence of the voltage on the capacitor at constant charge.

The energy of the undamped circuit is given by
\[
E = \frac{1}{2} C_m q^2 + \frac{1}{2} L_c I^2 = \text{const.} \tag{50}
\]
If we approximate the entropy close to equilibrium by
\[
S = S_0 - \frac{1}{2} gq^2, \quad T = \text{const.} \tag{51}
\]
We find that the temperature change for small \( q \) is given by
\[
\Delta T = \frac{T_0}{2c_d} gq^2 . \tag{52}
\]
An undamped oscillating LC-circuit will display oscillating temperature changes of the dielectric in the capacitor \( 38 \).

The temperature change upon charging a capacitor is known as the electro-caloric effect \( 26-29 \).

The entropy is now given by
\[
S = -g \cdot C_m \left( \frac{1}{2} C_m q^2 + \frac{1}{2} L_c I^2 \right) = \text{const.} , \tag{53}
\]
By comparing eqs. \( 53 \) with \( 50 \) we find that \( S = -g C_m \cdot E \). The equivalent of the factor \( \frac{g}{T} \) for the oscillating spring is here \( g C_m \), which also has units of \( [1/K] \).

We can rewrite eq. \( 43 \) by using the thermodynamics forces. We find from section I, letting \( g_1 = 1/g C_m L_c \) and \( L_{12} = -1 \) that eq. \( 43 \) turns into
\[
\begin{pmatrix}
\dot{q} \\
g C_m L_c \dot{q}
\end{pmatrix} = -\begin{pmatrix}
0 & 0 & R' \\
0 & 0 & 1
\end{pmatrix} \times \begin{pmatrix}
g q \\
g C_m L_c \dot{q}
\end{pmatrix} \tag{55}
\]
where \( R' = g C_m \cdot R \). The difference between eq. \( 43 \) and eq. \( 55 \) is only the different definition of the force \( X_1 = -gq \), where \( g \) is an isothermal modulus, and \( X_2 = -g C_m L_c \dot{q} \).

6 Chemical oscillations

In the following we show that close to stable fix points chemical oscillations can be written in a manner analogous to the oscillations of a spring or an electrical LC-circuit.

6.1 The Lotka-Volterra scheme

Let us consider a simple chemical oscillation from a substrate \( S \) to a product \( P \) inspired by the Lotka-Volterra reaction:
\[
S + x \rightarrow 2x \\
x + y \rightarrow 2y \\
y \rightarrow P \tag{56}
\]
This reaction has two intermediates, \( x \) and \( y \) that may oscillate.

The rate equations of intermediates obey the following non-linear rate equations
\[
[ x ] = (k_1 [ S ] - k_2 [ y ] ) [ x ] , \\
[ y ] = (k_2 [ x ] - k_3 ) [ y ] , \tag{57}
\]
where \( k_1 \), \( k_2 \) and \( k_3 \) are rate constants, \( [ S ] \) is the substrate concentration, and \( [ x ] \equiv x \) and \( [ y ] \equiv y \) (in the following we omit the brackets) the concentrations of the intermediates, respectively. These equations basically follow mass-action kinetics. This equation system possesses one non-zero stable fix-point
\[
\begin{pmatrix}
x_0 \\
y_0
\end{pmatrix} = \begin{pmatrix}
k_2 \\
-k_3
\end{pmatrix} , \tag{58}
\]
for which \( \dot{x} = 0 \) and \( \dot{y} = 0 \). Now one can expand \( \dot{x} \equiv f(x,y) \) and \( \dot{y} \equiv g(x,y) \) around the fixed point:
\[
\dot{x} \equiv f(x,y) = f(x_0,y_0) + \left( \frac{\partial f}{\partial x} \right)_0 (x-x_0) \\
+ \left( \frac{\partial f}{\partial y} \right)_0 (y-y_0) + ... \\
\dot{y} \equiv g(x,y) = g(x_0,y_0) + \left( \frac{\partial g}{\partial x} \right)_0 (x-x_0) \\
+ \left( \frac{\partial g}{\partial y} \right)_0 (y-y_0) + ... \tag{59}
\]
When we let \( u = (x-x_0) \) and \( v = (y-y_0) \), which are the deviations of \( x \) and \( y \) from the stable point, we can rewrite this as
\[
\begin{pmatrix}
\dot{u} \\
\dot{v}
\end{pmatrix} = \begin{pmatrix}
\left( \frac{\partial f}{\partial x} \right)_0 & \left( \frac{\partial f}{\partial y} \right)_0 \\
\left( \frac{\partial g}{\partial x} \right)_0 & \left( \frac{\partial g}{\partial y} \right)_0
\end{pmatrix} \begin{pmatrix}
u \\
v
\end{pmatrix} \tag{60}
\]
\( J_0 \).
we have therefore proposed that there may exist a chemical
to an inertial mass, and
would find a different interpretation.
Another way of writing this is
\[
\begin{pmatrix}
\dot{v} \\
\dot{u}
\end{pmatrix} = -\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
k_3 & 0 \\
0 & k_1[S]
\end{pmatrix}
\begin{pmatrix}
v \\
u
\end{pmatrix},
\]
which is identical in structure to eq. (23) for the oscillating
spring. The above implies that position \(x\) and momentum \(p\)
of the spring are conjugated in exactly the same way as variables
\(v\) and \(u\), where
\[K \equiv k_3 \quad \text{and} \quad \frac{1}{m} \equiv k_1[S]\]

For the linearized Lotka-Volterra, the analogy to
Newton’s 2nd law \((Kx = -m\ddot{x})\) is:
\[k_3 \dot{v} = -\frac{1}{k_1[S]} \ddot{v}, \quad \text{(64)}\]
and \(u = (1/k_1[S]) \dot{v}\) corresponds to \(p = m\dot{x}\).

In the presence of friction, the Lotka-Volterra system can be
described by
\[
\begin{pmatrix}
\dot{v} \\
\dot{u}
\end{pmatrix} = -\left[\begin{pmatrix}
0 & 0 \\
0 & \eta
\end{pmatrix} + \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}\right]
\begin{pmatrix}
k_3 & 0 \\
0 & k_1[S]
\end{pmatrix}
\begin{pmatrix}
v \\
u
\end{pmatrix},
\]
\[\text{(65)}\]

In the over-damped case, there exist two eigenvalues: \(\lambda_1 = -\frac{k_3}{\eta}\) and \(\lambda_2 = -\infty\).

We see here that the Lotka-Volterra system can be
described by an equation system that is similar to that of an
oscillating spring. The main element of a physical oscillation
is that potential energy is converted into kinetic energy
and vice versa in a process the conserves entropy. However,
when looking at the reaction scheme eq. (56) we see that
the similarity of the equations for Lotka-Volterra and that of
an oscillating spring is of purely mathematical nature because
\(x\) is converted into \(y\) but not vice versa. Both, \(x\) and \(y\)
represent chemical reagents, and \(x\) does not correspond to a
momentum. Thus, the reaction scheme eq. (56) does not represent
a truly reversible physical oscillation but is just a mathematical
analogy. However, one can turn the argument around. The
fact that eq. (62) describes the oscillations may indicate that
there exist a different mechanism by which a chemical oscillations
may function. It is possible that the true mechanism of
an oscillating reaction is an oscillating physical system with
inertia. If that was the case, the constants \(k_1\), \(k_2\), and \(k_3\)
would find a different interpretation. \(1/(k_1[S])\) would
respond to an inertial mass, and \(k_3\) to a spring constant. In (30)
we have therefore proposed that there may exist a chemical
inertia in oscillating reactions. Such a physical oscillation
would be related to a non-equilibrium system with entropy
conservation. As we have argued further up, an oscillation
with entropy conservation would lead to temperature oscilla-
tions. Therefore, temperature recordings are crucial to dis-

6.2 The Brusselator

Field and collaborator (18,19) proposed a reaction scheme
for the Belousov-Zhabotinsky reaction. A similar minimalis-
tic scheme is the Brusselator (13,17) describing the overall
reaction \(S_1 + S_2 \rightarrow P_1 + P_2\). The scheme is composed as a
sequence of chemical reactions with two intermediates \(x\) and
\(y\):
\[
\begin{align*}
S_1 & \xrightarrow{k_1} x \\
S_2 + x & \xrightarrow{k_2} y + P_1 \\
2x + y & \xrightarrow{k_3} 3x \\
x & \xrightarrow{k_4} P_2
\end{align*}
\]
\[\text{(66)}\]

The time dependence of the intermediate concentrations
is described by the following coupled non-linear differential equations:
\[
\begin{align*}
[x] &= k_1[S_1] - k_2[S_2][x] + k_3[x]^2[y] - k_4[x] \\
[y] &= k_2[S_2][x] - k_3[x]^2[y],
\end{align*}
\]
\[\text{(67)}\]

where \([S_1], [S_2], [x] \equiv x\) and \([y] \equiv y\) (we again omit
the brackets for the intermediates) are concentrations, and the \(k_i\)
are rate constants. The stable non-zero fix-point of this system is
given by
\[
\begin{pmatrix}
x_0 \\
y_0
\end{pmatrix} = \begin{pmatrix}
k_1[S_1] \\
\frac{k_2[k_3[S_2] - k_4 + k_3[k_2[S_2]]^2}{k_1[k_3[S_1]]}
\end{pmatrix},
\]
\[\text{(68)}\]

At the fix point, the Jacobian is given by ((17))
\[
J_0 = \begin{pmatrix}
k_2[S_2] - k_4 + k_3[k_2[S_2]]^2 \\
- k_2[S_2] & - k_3[k_2[S_2]]^2
\end{pmatrix}.
\]
\[\text{(69)}\]

Using \(u = (x-x_0)\) and \(v = (y-y_0)\), the linearized equations
take the form:
\[
\begin{pmatrix}
\dot{u} \\
\dot{v}
\end{pmatrix} = J_0 \begin{pmatrix}
u \\
v
\end{pmatrix},
\]
\[\text{(70)}\]

which can also be written as
\[
\begin{pmatrix}
\dot{u} \\
\dot{v}
\end{pmatrix} = -\begin{pmatrix}
0 & 0 \\
0 & \eta
\end{pmatrix}
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
0 & k_1[S] \\
0 & k_1[S]
\end{pmatrix}
\begin{pmatrix}
u \\
v
\end{pmatrix},
\]
\[\text{(71)}\]

where
\[ b = k_2 [S_2] - k_4, \]
\[ c = \frac{k_2^2 k_3 [S_1]^2}{k_4^2}, \]  
\[ a = \frac{b^2}{c} + k_4, \]
\[ \eta = \frac{c - b}{c}. \]  

(72)

The matrix \( q \) is symmetric and positive definite, because \( a > 0 \) and \( c > \frac{b}{a} \). For the undamped system, \( \eta = 0 \) and \( c = b \). This happens when

\[ [S_2] = \frac{k_2^2 k_3 [S_1]^2}{k_4^2 k_2} + \frac{k_4}{k_2}. \]  

(74)

This is the instability criterion given for the Brusselator by Kondepudi & Prigogine (17), which demonstrates that \( \eta \) in fact plays the role of a friction coefficient in the Brusselator. The undamped case is given by

\[ \left( \begin{array}{c}
\dot{u} \\
\dot{v}
\end{array} \right) = - \left( \begin{array}{cc}
0 & -1 \\
1 & 0
\end{array} \right) \left( \begin{array}{c}
\frac{u}{c} \\
\frac{v}{c}
\end{array} \right) \left( \begin{array}{c}
u \\
v
\end{array} \right) \]  

(75)

This system has eigenvalues \( \lambda_{1,2} = \pm i \sqrt{k_4 c} \) which are imaginary because both \( c \) and \( k_4 \) are positive. Thus, the Brusselator can just as the Lotka-Volterra scheme be compared to a spring-like system, if one finds temperature oscillations in experiments. As shown in (30–33), the Belousov-Zhabotinsky reaction in fact displays temperature oscillations. It is interesting to note that the instability condition for the Brusselator corresponds to the case of the undamped oscillation.

7 Discussion

We consider here the striking experimental observation that mechanical springs (25), electrical oscillators (38), oscillating chemical reactions (31–33) and oscillating yeast cell preparations (6,17) all display oscillations in temperature. We show that in an undamped physical oscillator both energy and entropy are conserved. For an insulated damped spring this leads to temperature oscillations and ultimately to an increase of the total temperature of the spring. Similar statements can be made for oscillating electrical systems, where the temperature of the capacitor will oscillate.

One can express the equations of motion for springs and other physical oscillator in a manner that makes it easier to see the striking similarities with Onsager’s phenomenological equations with the difference that they contain momenta. In the limit of small inertia one finds Onsager’s equations in which the thermodynamic fluxes are proportional to the thermodynamic forces, and the matrix generating the couplings is symmetric. This is known as Onsager’s reciprocal relations. The underlying assumption is that thermal fluctuations do not display any preferred direction in time. This corresponds to over-damped systems. Forces are defined isothermally from the fluctuations of the extensive variables. In the undamped physical oscillator, the coupling matrix is antisymmetric. This generates the antisymmetry of Hamilton’s equations of motion. Forces are defined from isentropic changes in state. Since both, energy and entropy are constant, one can rewrite the equations such that isothermal (thermodynamic) forces are at the center. Undamped oscillators and rate equations as in Onsager’s equations are now just the two extreme limits where either friction or inertia approach zero. In all real cases, both inertia and friction are always present. These cases are not described by Onsager’s phenomenological equations.

When considering oscillators as thermodynamic systems, one can see that the above concept applies to all pairs of intensive and conjugated extensive variables, not only to pressure and volume, or force and position, respectively. We can therefore also apply it to pairs such as charge and voltage, and in chemistry to a reaction coordinate and the chemical affinity (30). Electrical systems contain capacitors, inductive coils and resistors. Here, the variables are the charge on the capacitor and the electrical current. One finds analogies to Hamilton’s equations of motions and to Newton’s second law. The inductance is analogous to an inertial mass (30). One finds temperature oscillations in the dielectric of the capacitor (38). This makes clear that inertial terms can be found in systems without moving masses. In the present paper, we attempt to extend this concept to chemical oscillations represented by well-known schemes for oscillating reactions as are the Lotka-Volterra equations and the Brusselator. It has been shown by others that the Lotka-Volterra oscillations display a Hamiltonian character (13, 20–23) and here we make use of this fact. Chemical oscillations such as the Belousov-Zhabotinsky reaction that are described by reaction schemes similar to the Brusselator in fact display temperature oscillations (discussed in (30)). It is therefore tempting and relevant to compare physical with chemical oscillators.

The central element of a mechanical clock is the loaded main spring. It’s energy is slowly released via an oscillating balance wheel connected to a spring. Its eigenfrequency determines how fast the main spring is unloaded. The balance wheel is connected to the main spring mechanism via an escapement. In classical pocket watches, the watch is wound and then runs for about a day while slowly dissipating the energy stored in the main spring. Thus, one finds two separate processes in the watch: the unloading of the main spring which represents an overall dissipative process, and a nearly reversible oscillation of the balance wheel with only minor friction. The balance wheel oscillates between states of maximum potential and maximum velocity, which can be seen as two intermediate states of the spring. After the main spring is unloaded, all its energy is dissipated in form of heat. The main purpose of the main spring is to compensate for the friction in the oscillation of the balance wheel. Thus, apart from some tricky details related to the exact functioning of the escapement, the non-equilibrium problem that we treat is basically that of a damped oscillating spring treated in section 4.1 driven by a constant force provided by the main spring.

A chemical oscillation carries some similarities to this process. There exists a substrate \( S \) (corresponding to the loaded main spring), and a product \( P \) (corresponding to the heat dissipated by the unloaded spring). The chemical reac-
tion may have intermediate products that may display oscillations in concentration (in analogy to the two states of the oscillating balance wheel). This is referred to as a chemical clock. The experimental finding of temperature oscillations suggests the possibility that there exists a reversible, entropy-conserving process that is an elementary part of the oscillating system.

The Lotka-Volterra predator-prey scheme was originally designed to describe oscillating reactions. It consists of a reaction $S \rightarrow P$ with two oscillating intermediates $x$ and $y$. The Belousov-Zhabotinsky reaction is somewhat more complicated. The Field-Körös-Noyes scheme (13, 19) is an attempt to describe it. The so-called Brusselator is a similar minimalistic reaction scheme with two substrates and two products ($S_1 + S_2 \rightarrow P_1 + P_2$) that also displays two oscillating intermediates $x$ and $y$. In analogy with the force of the main spring of a clock, the concentrations of substrates are kept constant when treating the oscillations in both Lotka-Volterra and Brusselator. These reaction schemes are considered far-from-equilibrium processes. Unfortunately, they do not make use of the advanced thermodynamics derived by Prigogine and collaborators containing thermodynamic forces of various nature (e.g., temperature gradients) but represent rather mass action law kinetics that only uses concentrations as variables. They do not consider temperature variations.

We have shown here (and other have shown that before us (13, 20, 23)) that the Lotka-Volterra scheme can be written in a manner that resembles that of a spring and the equations of motion resemble that of a Hamiltonian system. We further showed that the equations can be written analogous to Onsager’s phenomenological equations but with antisymmetric coupling matrices. This also holds true for the Brusselator. However, as we have already argued in the introduction, this is a mathematical similarity to a Hamiltonian system but not a physical one. The Lotka-Volterra equations and the Brusselator consist only of forward reactions, and there is no reversible conversion from intermediate $x$ to intermediate $y$. In contrast, an oscillating spring displays a reversible conversion of position to momentum. Thus, this setting displays completely different physics but the same mathematics. When it comes to mathematics only, the Lotka-Volterra scheme could be used to describe the oscillations of a mechanical spring as well, when the intermediate $x$ is likened to momentum and the intermediate $y$ is the position. This would clearly represent wrong physics because the underlying reactions are directed. Vice versa, the predator-prey scheme can be described by Hamilton’s equations of motion if one renames the predator and prey as position and momentum. This would provide the correct mathematics but would also be inappropriate because predators eat prey but prey doesn’t eat predators (they eat grass only) and there is no reversible conversion between the two species. The predator-prey case is not a Hamiltonian system.

How is it, however, with oscillating chemical reactions? Here it is less obvious that they might not be represented by Hamiltonian physics. It is clear that close to a fix-point the oscillations are successfully described by Lotka-Volterra or by the Brusselator. But how can we prove that this is not only a mathematical description of a system that in reality is rather of Hamiltonian nature? The main feature of a Hamiltonian system is the presence of inertia which is absent in Lotka-Volterra and the Brusselator. However, those schemes obviously contain couplings between the rate equations that mimic the presence of inertia and thereby generate similar mathematics.

As we have shown above, the oscillation of a spring conserves entropy. An unavoidable consequence are temperature oscillations of the spring (30). The temperature oscillations in a spring is immediately obvious when considering pistons filled by ideal gases (see appendix) because the equation of state is well-known. While it is not generally acknowledged, the same is true for metal springs. The equation of state for a metal spring can be measured, and it is unavoidable that one finds temperature oscillations (25). Likewise, the oscillations of an electrical circuit lead to oscillations of the temperature of the dielectric core of the capacitor. This effect is called the electro-caloric effect (26-29). Thus, the criterium for equating an oscillation with a Hamiltonian system containing inertia is the observation of temperature oscillations, which are mandatory in Hamiltonian systems but not contained in coupled rate equations. In fact, such oscillations have been found in the Belousov-Zhabotinsky reaction (31, 33), the Briggs-Rauscher oscillation (39) and in some oscillations of yeast cells (5). The case of metabolic oscillations of yeast cells is especially interesting because one finds not only oscillations in temperature but also in volume and in water activity (6, 7) indicating that there are several variables in the system that oscillate in phase as it is naturally expected for adiabatic oscillations where all extensive variables will oscillate.

It is interesting to note that the action potential in nerves is also displays an adiabatic nature. It was shown that the temperature of a nerve undergoes a reversible change in phase with voltage changes (44-47) and mechanical variations (40, 42). The striking consequences were extensively discussed in (25). It was proposed that the nerve pulse consists of a solitary electromechanical pulse reminiscent of an sound wave (43). Due to the nonlinear nature of the compressibility of nerve membranes one finds a single solitary pulse rather than a periodic wave. But the consequence is the same. The reversible temperature change can be considered as a proof for the adiabatic nature of the nerve pulse.

Since so different systems as springs, electrical circuits, coupled chemical reactions and cell populations (and nerves) may display temperature oscillations in phase with periodic variations of other variables, it is plausible that all these cases represent non-equilibrium processes in which a sub-process conserves entropy. This can even happen in close-to-equilibrium situations. Thus, rather than stating that the oscillations must be the consequence of far-from-equilibrium processes because there is no place for them in the linear regime of nonequilibrium thermodynamics of over-damped systems, one may conclude that oscillations are possible close to equilibrium if one relaxes the constraint of the reciprocal relations, which immediately results in oscillations. This is supported by the fact that one can write down the equations of motion for oscillating reaction in a similar manner as an oscillating spring. This suggests the chemical clocks are in fact similar to physical clocks.

If chemical oscillations were in fact analogous to oscillations of springs as suggested by the finding of temperature
oscillations, it should be possible to excite or stimulate such oscillations with periodic external forces, e.g., by superimposing a periodic temperature variation. Close to the resonance frequency, such stimulation would result in larger effects than far away from the resonance frequency. In fact, resonant phenomena in the Belousov-Zhabotinsky reaction forced by periodic light pulses have been observed. In reaction schemes where the only variables are concentrations, such resonances remain obscure. Thus, it seems that the parallels between adiabatic oscillations and chemical oscillators are much stronger as one would intuitively expect.

8 Conclusion

While oscillations of springs can be described by Hamilton’s equations of motion, chemical oscillations have been treated by systems of directed chemical reactions that can be described by coupled nonlinear rate equations. Due to conservation of entropy, physical oscillations are accompanied by temperature oscillations. The reaction schemes of the Lotka-Volterra reaction and the Brusselator do not conserve entropy and are not obviously linked to temperature oscillations. They are thought to represent far-from-equilibrium systems. Thus, experiments can discriminate between the two mechanisms by measuring temperature changes. The fact that the Belousov-Zhabotinsky reaction is accompanied by temperature oscillation as age growth cycles of yeast cells suggests that the physics of oscillating reactions may be much closer to that of springs than widely assumed.
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Appendix A  Calculating $K/g$ for the ideal gas

Figure A1: Two coupled gas containers (adapted from (30)).

In (30) we showed that in two coupled gas containers (which we consider as a single spring with equilibrium position $x_0$, see Fig. A1 containing $N$ particles each, the spring constant of both containers combined upon adiabatic compression is given by

$$K = \frac{10}{3x_0}NkT_0$$  \hspace{1cm} (A.1)

where $x_0$ is the equilibrium position of the mass, and $T_0$ is the temperature of the two gas containers for $x = x_0$. The change in extension shall be given by $\Delta x$ such that the first container has an extension $x_0 + \Delta x$ and the second one has $x_0 - \Delta x$.

The change in entropy upon isothermal compression is

$$\Delta S = -\frac{1}{2} g \Delta x^2$$

and

$$\Delta S = Nk \left[ \ln \frac{x_0 + \Delta x}{x_0} + \ln \frac{x_0 - \Delta x}{x_0} \right] \approx -Nk \left( \frac{\Delta x}{x_0} \right)^2$$

$$\rightarrow g = \frac{2Nk}{x_0^2}$$  \hspace{1cm} (A.2)

This leads to

$$\frac{K}{g} = \frac{5}{3}T_0$$  \hspace{1cm} (A.3)