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Abstract. This paper proposes one improved K-Prototype algorithm based on innovations of controlling initialization process and attribute weighting (KP-IW) in order to deal with mixed data containing numeric and categorical attributes. Making initialization of clustering fixed and giving weightings to attributes are two common principles for improving algorithms. However, there are rarely methods regarding numeric or categorical proportion as one new attribute, which will affect the initialization consequence and weight value assigning to attribute because that density distribution of instances is calculated by the combing each attributes and those entire two proportions instead of only the former. There are some more detailed innovations for initialization and weighting, involving auxiliary point, auxiliary clusters and weightings combing linear and exponential effect. And it can be concluded that the KP-IW algorithm is suitable according to the clustering evaluation scores from KP-IW compared with others algorithms.

1. Introductions and Related Works
Clustering is the most studied and widely used algorithm in the classification of unsupervised learning, which is the process of allocating a set of instances of data into several separated groups, named clusters. The purpose of clustering is to make each cluster separated from others as far as possible, and whole instances in one cluster similar as much as possible.

There are so many clustering methods based on different guidelines and appropriate for various datasets with specific characteristics. There are four basic clustering method types based on the primary principles, which are partitioning method, hierarchical method, density-based method and grid-based method [1]. Apart from that, it also can make classifications of clustering method by the feature of dataset that they deal with, which are method based on numeric data, categorical data and mixed data (containing both of them).

As for the dataset with whole attributes being numeric, K-means [2], BIRCH [3], DBSCAN [4] are the most classic methods up to now, which are belong to partitioning method, hierarchical method and density-based method, respectively. And for categorical data, the original typical method was proposed by Huang [5], another common one was present by Cao [6], and both of them are find suitable initialization method based on density of instances distribution.

Paying more attention on the method dealing with mixed data, which is also the target in the paragraph. It should be noted that in real life the mixed data occupied most of data as there is rarely completed numeric or categorical data existing. The earliest method of clustering mixed data can be
regarded as the algorithm K-Prototype, proposed by Huang [7], which extends the k-Means algorithm
to categorical domains and domains with mixed numeric and categorical values, and it was improved
from his original K-Prototype algorithm [8]. After that, researchers have studied the area of clustering
mixed data in order to find some general methods which can be appropriate for mixed data, though
most of algorithms come up with up to now have limitations more or less.

Across those algorithms, there is one significant type with the application of concept of fuzzy,
which means making algorithm have ability of dealing with dataset with ambiguous and uncertainty.
This type of algorithm also makes impact on the cluster algorithm with mixed data. The theory of
fuzzy was proposed by Zadeh in 1965 at the earliest. Fuzzy k-Means algorithm was present by Ruspini
in 1969 and 1973, and after that, Bezdek also proposed the algorithm of fuzzy k-Means. For
categorical data, the fuzzy K-Mode proposed by Huang and Ng [9] is describes extensions to the
fuzzy k-Means algorithm for clustering categorical data. Another categorical fuzzy K-Mode [10] was
come up with to investigate a new variant of algorithm with automated feature weight learning in 2015.
For mixed data, Lee and Pedrycz introduced a new generalization called fuzzy p-mode prototype [11],
of frequency-based prototypes. Chatzis proposed an extension of the Gath–Geva algorithm to allow
for the effective handling of data with mixed attributes, called KL-FCM-GM [12]. Ji et al. proposed
WFK-prototype algorithm [13], which is a new fuzzy k-prototype clustering algorithm for mixed data.
Another type of improved K-Prototype algorithms is utilizing weight. Based on algorithm focus on
automated variable weighting in k-Means [14], which was proposed by Huang et al.. Ji et al. present
an improved K-Prototype clustering algorithm [15] for mixed data.

There are some other common algorithms targeting with mixed data. Li and Biswas present a
Similarity-Based Agglomerative Clustering (SBAC) [16] algorithm with utilizing a similarity measure,
proposed by Goodall [17]. Zheng et al. [18] proposed an evolutionary clustering algorithm, EKP [18],
for mixed type data, which focuses on global searching in order to fix problems with initialization and
convergence to local optimum. SpectralCAT [19] was proposed by Hsu and Chen, which is also one
spectral clustering algorithm for mixed data.

2. Basic Notations and Definitions
There are some mainly notations and notations should be clarified before all steps. Assuming that A is
a set of m attributes and is a set of n instances. Setting that there are m attributes and n instances in
each dataset, so,

\[ A = \{A_j \mid j = 1, 2, ..., m\} \]
\[ X = \{X_i \mid i = 1, 2, ..., n\} \]

Furthermore, in the studying background of clustering in mixed data, the considerations of
categorical data, numeric data and the classes assigned in the dataset if there is existing should be also
added here. Therefore it can be more specific to set \(A', A', X', X'\) represent the set of numeric attributes,
categorical attributes, numeric parts in each instance and categorical parts in each instance. After
setting the number of numeric attributes is m, those four sets can be shown as,

\[
\begin{align*}
A' & = \{A'_j \mid j = 1, 2, ..., p\} \\
A'' & = \{A''_j \mid j = p+1, p+2, ..., m\} \\
X' & = \{X'_i \mid i = 1, 2, ..., \}
\end{align*}
\]
\[
\begin{align*}
X' & = \{X'_i \mid i = 1, 2, ..., \}
\end{align*}
\]

Which is convenient for algorithms and instructions in following steps.
For each categorical attribute, $A_j'$, describes a domain of values denoted by $\text{DOM}(A_j')$. For the vector for each attribute or each instance, we can make some other notations,

$$X_i = (x_{i,1}, x_{i,2}, ..., x_{i,p}, x_{i,p+1}, ..., x_{i,n})$$  \hspace{1cm} (4)

$$X^{(j)} = (x_{i,j}, x_{2,j}, ..., x_{n,j})$$  \hspace{1cm} (5)

Obviously, there are also specific descriptions splitting numeric and categorical data, showing as,

$$X_{j}^{(r)} = (x_{j,1}', x_{j,2}', ..., x_{j,m}')$$
$$X_{j}^{(l)} = (x_{j,1}, x_{j,2}, ..., x_{j,p})$$
$$X^{(r)} = (x_{p+1,j}', x_{p+2,j}', ..., x_{n,m}')$$

and we can further update the vector of each instance as $X_i = (x_{i,1}', x_{i,2}', ..., x_{i,p}', x_{i,p+1}', ..., x_{i,m}')$.

For $\text{DOM}(A_j')$, letting $s_j = |\text{DOM}(A_j')|$, and this is the number of elements in the set of domain of values in attribute $A_j$.

If there is a vector of class definition, $C$, external to whole dataset $X$, and $C = (c_1, c_2, ..., c_p)$, the number of focused unique class is set as $k$, which is equal to $|\text{DOM}(C)|$.

3. Some Definitions For K-Prototype Clustering Algorithm Based on Specific Initialization Process and Attribute Weighting

3.1. Conjunction of All Categorical Attribute

It can be quoted here of the concept of conjunction of attributed-value pairs, referring in the work of Gowda and Diday in 1991 [20].

Adding one new categorical attribute $A_{m+1}'$ into whole dataset, which is created by conjuctions of all categorical attributes $(A_{p+1}', A_{p+2}', ..., A_m')$. It also can be shown as form of $[A_{p+1}' : X^{(p+1)r}] \land [A_{p+2}' : X^{(p+2)r}] \land ... \land [A_m' : X^{(m)r}]$, or shaped like $x_{j,m+1}' = x_{j,p+1}' \land x_{j,p+2}' \land ... \land x_{j,m}'$. For example, when $X^r = (2, 1, 4, 5, 3, 6)$, $x_{j,m+1}' = 2 \land 1 \land 5 = 1, 3, 5, 6$.

The categorical conjuction attribute $A_{m+1}'$ is set for analyzing the overall distribution features of categorical part in dataset, which will be used widely in the next algorithms.

3.2. Data Preprocessing

For numeric attribute portion, one of the data normalization method used widely is the min-max normalization. This process performs a linear transformation on the original data. Basically speaking, it maps a value of one attribute to updated value in a new closed interval with new upper and lower boundaries.

Based on the above notations and assumptions, for each $A_j'$, this numeric data normalization is to updating as,

$$X^{(j)r} = \text{hr}(X^{(j)r}) = \frac{X^{(j)r} - \text{min}(X^{(j)r})}{\text{max}(X^{(j)r}) - \text{min}(X^{(j)r})} \cdot (\text{new}_{\text{max}} - \text{new}_{\text{min}}) + \text{new}_{\text{min}}$$  \hspace{1cm} (7)
Where, lower boundary (new_min) and upper boundary (new_max) are equal to 0 and 1, respectively.

For categorical attribute portion, the purpose preprocessing for categorical data is to simplify the elements in each $DOM(A'_j)$, which can save time cost and space cost of the following algorithms.

Setting function $r(x)$ to get the rank of value $x$ in the array value of attribute $c_j$, and the preprocessing here is to update as,

$$X'^{c_j} = he(X'^{c_j}) = (r(x'^{c_j}_1), r(x'^{c_j}_2),..., r(x'^{c_j}_n))$$  \tag{8}

3.3. Basic Statistical Calculations and Descriptions Used in this Article

Given $s_j = |DOM(A'_j)|$, then setting,

$$DOM(A'_j) = \{a_{j,1}, a_{j,2},...,a_{j,s_j}\} = \{a_{j,1}, a_{j,2},...,a_{j,|DOM(A)|}\}$$  \tag{9}

And $f(a_{j,s}, j)$ denotes frequency of category element $a_{j,s}$ in attribute $A'_j$, where $s = 1, 2, ..., s_j = 1, 2, ..., |DOM(A'_j)|$.

For each attribute $A'_j$, the mean value is

$$M(X'^{c_j}) = \frac{1}{|X'^{c_j}|} \sum_{i=1}^{|X'^{c_j}|} x_{i,j}$$  \tag{10}

The variance is

$$\sigma^2_{X'^{c_j}} = V(X'^{c_j}) = \frac{1}{|X'^{c_j}|} \sum_{i=1}^{|X'^{c_j}|} (x_{i,j} - M(X'^{c_j}))^2$$  \tag{11}

And the standard deviation is

$$\sigma_{X'^{c_j}} = (\sigma^2_{X'^{c_j}})^{1/2}$$  \tag{12}

For each attribute $A'_j$, the mode element is

$$MO(X'^{c_j}) = \arg \max_{s=1,2,...,|DOM(A'_j)|} (f(a_{j,s}, j))$$  \tag{13}

the frequency of the mode element is

$$CO(X'^{c_j}) = \max_{s=1,2,...,|DOM(A'_j)|} (f(a_{j,s}, j))$$  \tag{14}

Setting the vector of frequency of each value in attribute $A'_j$ is

$$F_j = (f(a_{j,1}, j), f(a_{j,2}, j),..., f(a_{j,|DOM(A)|}))$$  \tag{15}
Therefore, apparently, the mean value of $F_j$ is

$$M(F_j) = \frac{1}{|F_j|} \sum_{i=1}^{|F_j|} \mu(a_{i,j}, F_j) = \frac{1}{|\text{DOM}(A'_j)|} \sum_{i=1}^{|\text{DOM}(A'_j)|} \mu(a_{i,j}, F_j)$$

(16)

And variance of $F_j$ is

$$\sigma^2_{F_j} = V(F_j) = \frac{1}{|F_j|} \sum_{i=1}^{|F_j|} (\mu(a_{i,j}, F_j) - M(F_j))^2$$

$$= \frac{1}{|\text{DOM}(A'_j)|} \sum_{i=1}^{|\text{DOM}(A'_j)|} (\mu(a_{i,j}, F_j) - M(F_j))^2$$

(17)

And the standard deviation of $F_j$ is

$$\sigma_{F_j} = (\sigma^2_{F_j})^{1/2}$$

(18)

3.4. Dissimilarity Measure

For numeric attribute portion, we choose the Minkowski distance of order $p$ here. The distance between two points $X = (x_1, x_2, ..., x_n)$ and $Y = (y_1, y_2, ..., y_n) \in \mathbb{R}^n$ is defined as $D(x, y) = (\sum_{i=1}^n |x_i - y_i|^p)^{1/p}$, where $p$ is the value of order. Applying to this paragraph, it should be $Dr(X_{i1}, X_{i2}) = (\sum_{j=1}^p |x_{i1,j} - x_{i2,j}|^p)^{1/p}$, where $p$ is the number of numeric attributes existing in the targeted dataset as descriptions in above notations and definitions.

For categorical attribute portion, the dissimilarity measure is based on simple matching,

$$\text{Dr}(X_{i1}, X_{i2}) = \sum_{j=p+1}^c \delta(x_{i1,j}, x_{i2,j})$$

(19)

Where,

$$\delta(x_{i1,j}, x_{i2,j}) = \begin{cases} 0, & \text{if } x_{i1,j} = x_{i2,j} \\ 1, & \text{if } x_{i1,j} \neq x_{i2,j} \\ \end{cases}$$

Then we combine those two dissimilarity measures.

For the basic principle in algorithm of K-Prototype proposed by Huang in 1997, the dissimilarity from two points is $D(X_{i1}, X_{i2}) = Dr(X_{i1}, X_{i2}) + \gamma \cdot \text{De}(X_{i1}, X_{i2})$, where $\gamma$ is the weight for categorical attributes.

And $\gamma$ is decided by the valued of $V(X^{(i)})^{1/2} / |C_l|$, which means that $\gamma$ changes spread different clusters. Considering that there is no information of clustering labels before clustering process, the value of weight for categorical attributes is replaced by the overall average standard deviations of all numeric attributes, which is $\frac{1}{p} \sum_{j=1}^p \sigma_{X^{(i)}}$. 
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Furthermore, Huang also proposed that the a suitable $\gamma$ lies between $\frac{1}{3}(\frac{1}{p} \sum_{j=1}^{p} \sigma_{x_{i,j}^p})$ and $\frac{2}{3}(\frac{1}{p} \sum_{j=1}^{p} \sigma_{x_{i,j}^c})$, and the default choice is $\frac{1}{2}(\frac{1}{p} \sum_{j=1}^{p} \sigma_{x_{i,j}^c})$.

The innovations about the dissimilarity measure of combing numeric part and categorical part in this article is to turn the linear relative weight of categorical compared with numerical part into two part, which contains linear importance relative to numeric portion and exponential weight controlling categorical portion itself, which are marked as $\gamma$ and $\lambda$.

Considering of regarding $A^r$ as one entity, which means that we can change the part of $\frac{1}{2}(\frac{1}{p} \sum_{j=1}^{p} \sigma_{x_{i,j}^c})$ in default choice of $\gamma$ into the overall average standard deviations of $hr([x_{i,j}^r - M(X^{(r)})],[x_{i,j}^c - M(X^{(c)})],...,x_{i,j}^c - M(X^{(c)}))$, named $\gamma_1$; and changing the part of $\frac{1}{2}$ in default choice into the heuristic used for $A_{n+1}^f$, which is equal to $1 - \sum_{r=1}^{\text{|DOM(A^r)|}} (f(a_{n+1,r},m+1))^2$, named $\gamma_2$.

The innovative $\gamma$ is $\frac{\gamma_1}{\gamma_2}$.

The parameter $\gamma$ is one linear parameter controlling the importance ratio of all numeric attributes to that of all categorical attributes. Apart from this linear parameter, there is also one exponential parameter $\lambda$ inserting here, used for controlling the importance variation of categorical attributes themselves, which varies across different purpose of measuring dissimilarity. The whole dissimilarity measure is from two points is shaped like the formula as follow:

$$D(X_{i1}, X_{i2}) = D_{r}(X_{i1}, X_{i2}) + \gamma \cdot (D_{c}(X_{i1}, X_{i2}))^{e(A^r)}$$

(20)

As for the suitable choice for $\lambda$, they will be specifically introduced in the following paragraph.

4. K-Prototype Clustering Algorithm Based on Specific Initialization Process and Attribute Weighting

4.1. Initialization Process

The initialization process is to selecting initial central points. In order to get the specific k initial central points, there are three classical initialization method for central points during the process of K-prototype. The first method raised by Huang [7], notated as ‘I’, is to selects the first k distinct records from the data set. Huang [7] also present the second initialization method in this paragraph, notated as ‘H’, with considering the all descending-orders of domain values’ frequency distribution for all categorical attributes. Cao [6] came up with another method, notated as ‘C’, which makes use of the average density of each instance based on the frequency of attribute values.

In the method of KP-BD-P, for the initialization method, we also take advantage of the frequency dentist of all categorical attributes, but more focus on the overall frequency dentist of all categorical attributes conjunction, which is the frequency of $A_{n+1}^f$ as above notation showing.

Firstly, finding the auxiliary point for initialization process, $P^{(0)}$, in order to search other real central points. Seeking all instances whose value in $A_{n+1}^f$ is same as the mode element of the conjunction attribute $A_{n+1}^f$, which is $MO(A_{n+1}^f)$. It can be denoted by $P^{(0)}$ for the set of those satisfied instances.

$$P^{(0)} = \{X_i | x_{i,n+1}^f = MO(A_{n+1}^f)\} = \{p\}$$

(21)
In the set \( P^{(0)} \), assuming that the auxiliary point \( P^{(0)} \) consists of the mean value of each numeric attributes and the identical categorical-attribute-pattern across all instances in \( P^{(0)} \).

\[
P^{(0)} = (X^{(1)}_{0}, X^{(2)}_{0}, \ldots, X^{(p)}_{0}) = (0, 1, \ldots, 0, 0, 1, \ldots, , \ldots, 0, 1, 0, 0, 1, \ldots, 0, 0, 1) \]

(22)

Where,

\[ i_0 = \forall i \in \{i | x^f_{m+1} = \MO(A^f_{m+1})\} \]

And then,

\[ P^{(0)} = \arg \min_{P \in P^n} D'(P^{(0)}', P') \]

(23)

\( D'(X_{i1}, X_{i2}) \) is the function of \( D(X_{i1}, X_{i2}) \) where \( \lambda \) can be any values as all conjunction attribute values are identical in \( P^{(0)} \). Assuming \( \lambda = |A^e| \), which is m-p here.

After getting the auxiliary point \( P^{(0)} \), starting the process of initializing \( k \) central points, which is mainly finding the \( t \)-th initial central point based on the dissimilarity measures from each points of remaining part to the previous acquired central points as well as the auxiliary point \( P^{(0)} \).

Usually, the number of clusters number should be equal to the number of targeted class \( (k) \), which means \( t = 1, 2, \ldots, k \), and the method to find \( t \)-th initial point is to find the point whose average dissimilarity from itself to each of the previous acquired central points as well as the auxiliary point \( P^{(0)} \) is the maximum. This step can make sure that the whole clustering process is based on \( k \) part as separately as possible.

However, when standard deviation of frequency in attribute \( A^f_{m+1} \) is larger than 1, it can be supposed that the distribution of all instance is decentralized. In this situation, it is likely to omit some important points which should have been initial central points during the next initialization process. To deal with this problem, method to find \( t \)-th initial point should turn into the way of finding the point whose average dissimilarity from itself to each of the previous acquired central points as well as the auxiliary point \( P^{(0)} \) is the minimum. Apart from this modification, the auxiliary clusters also should be taken into account, which means we update \( k \) with the value of adding \( \log_{10} \lfloor n \rfloor \) to the original \( k \), where \( [x] \) means round value of the number of instances.

After each steps of finding one central point, we will find the set of points whose categorical conjunction attribute is same as that of the newly chose central point, and deduct it from the whole remaining instances. The deduction part is set as \( P^{(0)} = \{X_i | x^f_{m+1} = P^{(0)}_{m+1}\} \).

Therefore, the next steps for getting the \( t \)-th central points is set as following, where \( \ell = 1, 2, \ldots, k-1 \).

When \( \sigma_{x_{m+1}} > 1 \), \( P^{(0)} = \arg \max_{X_i \in X} \left( \sum_{t=1}^{k-1} D^2(P^{(0)}_t, X_i) \right) \), and \( k \) is the number of targeted classes.

When \( \sigma_{x_{m+1}} \leq 1 \), \( P^{(0)} = \arg \min_{X_i} \left( \sum_{t=1}^{k-1} D^2(P^{(0)}_t, X_i) \right) \), and \( k \) is the number of targeted class adding up the \( \log_{10} \lfloor n \rfloor \).

And the all \( k \) used in the following steps are based on the choice deciding during this period. 

\( D^2(X_{i1}, X_{i2}) \) is the function of \( D(X_{i1}, X_{i2}) \), where \( \lambda \) as strengthening importance variation of categorical attributes themselves during the part of initialization process. The \( \lambda \) chose in the
function $D(X_{ij}, X_{ij})$ in next step of labeling is same as this step with same reason. For the suitable value of $\lambda$ here, with consideration of strengthening and the level of mixed structure of categorical attributes over numeric attributes, we assume that $\lambda$ is equal to $\lfloor \frac{|\mathcal{A}^s|}{|\mathcal{A}^c|} \rfloor \times \lfloor \frac{|\mathcal{A}^c|}{|\mathcal{A}^s|} \rfloor$, which is $(m-p) \times \lfloor \frac{(m-p)}{p} \rfloor$. And it should have one upper limitation, which means, if the value is larger than $m$, turning the value of $\lambda$ into $m$. The $\lambda$ chose here is notated as $\hat{\lambda}$, so does it in the next step of labeling.

4.2. Finding the Labels for Remaining Instances
After initialization and getting the set of $k$ central points, $\mathbf{P} = \{P^t | t = 1,2,\ldots,k\}$, we continue to grouped the whole data into $k$ clusters by assigning label of cluster to each instance. For each instance, the labeling process is to find the nearest central point and record the label of this central point. Setting the vector of labels for each instance is $x_{ijm+2}$, it should be noted that when dealing with any instance of the set of $k$ central points, the instance’s label is the label of this central point itself. This whole period are showing as,

$$\begin{align*}
x^j_{i,m+2} = \begin{cases}
\arg\min(D^t(X_i,P^t)), & \text{if } X_i \notin \mathbf{P} \\
\{t,i\}, & \text{if } X_i \in \mathbf{P}, \text{ if } X_i = P^t
\end{cases}
\end{align*}
$$

Where,

$$i \in \{1,2,\ldots,n\} \text{ and } t \in \{1,2,\ldots,k\}$$

Then making aggregation for instances with same label and getting $k$ clusters with instances, shape as $\mathcal{C}_t = \{X_i | x^j_{i,m+2} = t\}$.

4.3. Locating New Central Points
For each cluster, in process of locating new central point, the main algorithm is to seek the point nearest to the traditional focus point. The traditional focus point in the $t$-th cluster, $P^{t'}_t$, consists of the mean value of each numeric attribute and the mode element of each categorical attribute, written as,

$$P^{t'}_t = (\mathbb{M}(X_{i}^{(r)}|\mathcal{C}_t), M(X_{i}^{(c)}|\mathcal{C}_t), \ldots, M(X_{i}^{(p)}|\mathcal{C}_t), \mathbb{M}(A^c_{p,i})|\mathcal{C}_t), \mathbb{M}(A^c_{p,i})|\mathcal{C}_t), \ldots, \mathbb{M}(A^c_{p,i})|\mathcal{C}_t)$$

As for the measure of nearness, apart from the dissimilarity from each point to the traditional focus point in specific cluster, there is another factor added into the level of nearness, which is the sum of frequency of one instance spread out whole categorical attribute, showing as,

$$P^{t} = \mathbb{M}^{\frac{1}{|\mathcal{C}_t|}} \mathbb{M}(X_{i}^{(r)}|\mathcal{C}_t), M(X_{i}^{(c)}|\mathcal{C}_t), \ldots, M(X_{i}^{(p)}|\mathcal{C}_t), \mathbb{M}(A^c_{p,i})|\mathcal{C}_t), \mathbb{M}(A^c_{p,i})|\mathcal{C}_t), \ldots, \mathbb{M}(A^c_{p,i})|\mathcal{C}_t)$$

$$P^{t} = \mathbb{M}^{\frac{1}{|\mathcal{C}_t|}} \left(\frac{D^t(P^t,X_i) \log(\sum_{j=p+1}^{|\mathcal{C}_t|} f(X_{i},j) | \mathcal{C}_t))}{\log(\sum_{j=p+1}^{|\mathcal{C}_t|} f(X_{i},j) | \mathcal{C}_t)\}}\right)$$

Where, $(X_{i},j)$ is the value of Attribute $A^c_{p,i}$ in the instance $X_i$.
It also should be pointed out that $D'((X_{i1},X_{i2}))$ is the function of $D((X_{i1},X_{i2}))$ where $\lambda A_i | \lambda | \leq 1$ as reducing importance variation of categorical attributes themselves during the part of recentering period. As for the suitable value for $\lambda$ here, by analyzing the features of the function $Dc((X_{i1},X_{i2}))$, only value far less than 1 can make effect of reducing. Therefore $\lambda$ assumed here, notated as $\lambda_x$, is set as 1.

4.4. Iteration
Going back to the step of labeling, recentering, and making iterations. The whole algorithm will stop if the max iteration times set up has been reached up or the set of new central points is identical to the previous one. Afterward, output the set of central points and labeling vector of clustering result.

5. Experiments and Result

5.1. Six Datasets Descriptions
As for automobile dataset, we apply this algorithm to cluster Automobile dataset. After deleting missing values, this dataset contains 159 instances and 25 attributes, which can be split into 16 numeric attributes and 9 categorical attributes. The targeted classes’ number of this dataset is 2, where class 1 with value 0 represents the auto is more risky than its price indicates, class 2 with value 1 represents the auto is more safe than its price indicates. This dataset is marked as ‘A’.

As for cylinder Bands dataset, we apply this algorithm to cluster Cylinder Bands dataset. After deleting missing values, this dataset contains 277 instances and 39 attributes, which can be split into 20 numeric attributes and 19 categorical attributes. The targeted classes’ number of this dataset is 2, where class 1 with value 0 represents band for whether cylinder banding existing, class 2 with value 1 represents band for whether cylinder banding existing. This dataset is marked as ‘B’.

As for credit Approval dataset, we apply this algorithm to cluster Credit Approval dataset. After deleting missing values, this dataset contains 653 instances and 15 attributes, which can be split into 6 numeric attributes and 9 categorical attributes. The targeted classes’ number of this dataset is 2, where class 1 with value 0 represents ‘+’ for credit approval, class 2 with value 1 represents ‘-’ for credit approval. This dataset is marked as ‘C’.

As for flags dataset, we apply this algorithm to cluster Flags dataset. After deleting missing values, this dataset contains 194 instances and 28 attributes, which can be split into 10 numeric attributes and 18 categorical attributes. The targeted classes’ number of this dataset is 8, where classes from 1 to 8 with value from 0 to 7 represent 8 religion classes (0=Catholic, 1=Other Christian, 2=Muslim, 3=Buddhist, 4=Hindu, 5=Ethnic, 6=Marxist, 7=Others), respectively. This dataset is marked as ‘F’.

As for heart Disease dataset, we apply this algorithm to cluster Heart Disease dataset. After deleting missing values, this dataset contains 297 instances and 13 attributes, which can be split into 6 numeric attributes and 7 categorical attributes. The targeted classes’ number of this dataset is 2, where class 1 with value 0 represents no presence of heart disease, class 2 with value 1 represents presence of heart disease. This dataset is marked as ‘H’.

As for zoo dataset, we apply this algorithm to cluster Zoo dataset. After deleting missing values, this dataset contains 101 instances and 16 attributes, which can be split into 1 numeric attributes and 15 categorical attributes. The targeted classes’ number of this dataset is 7, where classes from 1 to 7 with value from 0 to 6 represent seven animal types, respectively. This dataset is marked as ‘Z’.

5.2. Evaluation Indicators for Different Clustering Algorithms
The most common measure is accuracy. The accuracy $r$ is $r = (n \sum_{i=1}^{k} n_i) / n$, where $n_i$ is the number of instances belonging to cluster $t$. 
The second indicator is the average purity of clusters, which is
\[ \text{Pur} = \frac{\sum_{t=1}^{k} (|C^t| / |C_t|)}{k} \text{, where} \quad |C^t| \] is the number of instances whose dominant label is cluster \( t \), and \( |C_t| \) is that number of all instances in cluster \( t \).

There are some other external evaluation indicators of clustering, Adjusted Rand Index (ARI) [21], Adjusted Mutual Information (AMI) [22], Homogeneity (HM) [23], Completeness (CM) [23] and V-Measure (VM) [23].

### 5.3. Results Comparing with Existing Basic Algorithms

By choosing the assuming values of \( \lambda_1 \) and \( \lambda_2 \), we can get the whole evaluation indicators of the clustering result based on this set of parameters. Making comparisons to the whole evaluation indicators clustered by \( K \)-prototype Algorithm with initialization methods of ‘I’, ‘C’ and ‘H’. Those comparison tables are showing as follow.

**Table 1.** Clustering Performance Evaluation Scores for Dataset of Automobile (A)

| Algorithms       | Different Evaluation Scores |
|------------------|----------------------------|
|                  | \( r \) | Pur | ARI | AMI | HM | CM | VM |
| \( K \)-prototypes -C | 0.653 | 0.650 | 0.070 | 0.068 | 0.064 | 0.093 | 0.069 |
| \( K \)-prototypes -H | 0.610 | 0.603 | 0.030 | 0.029 | 0.024 | 0.042 | 0.030 |
| \( K \)-prototypes -I | 0.652 | 0.659 | 0.081 | 0.075 | 0.071 | 0.096 | 0.077 |
| KP-IW            | 0.780 | 0.792 | 0.272 | 0.271 | 0.267 | 0.309 | 0.271 |

**Table 2.** Clustering Performance Evaluation Scores for Dataset of Cylinder Bands (B)

| Algorithms       | Different Evaluation Scores |
|------------------|----------------------------|
|                  | \( r \) | Pur | ARI | AMI | HM | CM | VM |
| \( K \)-prototypes -C | 0.653 | 0.655 | 0.022 | 0.046 | 0.018 | 0.021 | 0.030 |
| \( K \)-prototypes -H | 0.663 | 0.653 | 0.023 | 0.049 | 0.019 | 0.030 | 0.031 |
| \( K \)-prototypes -I | 0.646 | 0.645 | 0.016 | 0.032 | 0.012 | 0.015 | 0.021 |
| KP-IW            | 0.661 | 0.629 | 0.027 | 0.054 | 0.023 | 0.054 | 0.036 |

**Table 3.** Clustering Performance Evaluation Scores for Dataset of Credit Approval (C)

| Algorithms       | Different Evaluation Scores |
|------------------|----------------------------|
|                  | \( r \) | Pur | ARI | AMI | HM | CM | VM |
| \( K \)-prototypes -C | 0.718 | 0.722 | 0.190 | 0.190 | 0.189 | 0.244 | 0.190 |
| \( K \)-prototypes -H | 0.802 | 0.801 | 0.281 | 0.281 | 0.280 | 0.365 | 0.281 |
| \( K \)-prototypes -I | 0.754 | 0.762 | 0.221 | 0.213 | 0.212 | 0.274 | 0.217 |
| KP-IW            | 0.819 | 0.818 | 0.316 | 0.315 | 0.314 | 0.407 | 0.315 |

**Table 4.** Clustering Performance Evaluation Scores for Dataset of Flags (F)

| Algorithms       | Different Evaluation Scores |
|------------------|----------------------------|
|                  | \( r \) | Pur | ARI | AMI | HM | CM | VM |
| \( K \)-prototypes -C | 0.488 | 0.543 | 0.215 | 0.261 | 0.146 | 0.081 | 0.236 |
| \( K \)-prototypes -H | 0.487 | 0.533 | 0.215 | 0.268 | 0.147 | 0.087 | 0.238 |
| \( K \)-prototypes -I | 0.477 | 0.532 | 0.204 | 0.248 | 0.135 | 0.082 | 0.224 |
| KP-IW            | 0.521 | 0.570 | 0.243 | 0.309 | 0.178 | 0.101 | 0.272 |
Table 5. Clustering Performance Evaluation Scores for Dataset of Heart Disease (H)

| Algorithms     | Different Evaluation Scores |
|----------------|----------------------------|
|                | r  | Pur | ARI | AMI | HM | CM | VM |
| K-prototypes -C| 0.814 | 0.816 | 0.320 | 0.316 | 0.314 | 0.404 | 0.318 |
| K-prototypes -H| 0.825 | 0.826 | 0.332 | 0.328 | 0.327 | 0.420 | 0.330 |
| K-prototypes-I | 0.817 | 0.823 | 0.327 | 0.318 | 0.316 | 0.401 | 0.323 |
| KP-IW          | 0.825 | 0.825 | 0.330 | 0.328 | 0.326 | 0.420 | 0.329 |

Table 6. Clustering Performance Evaluation Scores for Dataset of Zoo (Z)

| Algorithms     | Different Evaluation Scores |
|----------------|----------------------------|
|                | r  | Pur | ARI | AMI | HM | CM | VM |
| K-prototypes -C| 0.905 | 0.874 | 0.800 | 0.868 | 0.775 | 0.735 | 0.832 |
| K-prototypes -H| 0.881 | 0.859 | 0.728 | 0.810 | 0.695 | 0.619 | 0.767 |
| K-prototypes-I | 0.828 | 0.835 | 0.712 | 0.747 | 0.671 | 0.600 | 0.728 |
| KP-IW          | 0.921 | 0.894 | 0.884 | 0.891 | 0.869 | 0.902 | 0.888 |

By analyzing above six tables, it can be concluded that our proposed algorithm KP-IW is rather appropriate than others based on most of those datasets and clustering evaluation measures.

5.4. Results Comparing with Other Innovation Algorithms Appearing Recently

There are also other recently algorithms of clustering with mixed data, which have been introduced in the part of introductions. Selecting Algorithm whose experiments contain dataset existing in those six datasets and making comparisons, showing as follow,

Table 7. Accuracy of clustering with KP-IW and other common algorithms

| Algorithms      | Different Datasets |
|-----------------|--------------------|
|                 | C      | H      | Z      |
| KP-IW           | 0.819  | 0.825  | 0.921  |
| KL-FCM-GM       | 0.574  | 0.758  | 0.426  |
| SBAC            | 0.555  | 0.752  | --     |
| EKP             | 0.682  | 0.545  | 0.901  |
| WFK-prototype   | 0.838  | 0.835  | 0.908  |
| SpectralCAT     | 0.770  | 0.820  | 0.930  |

From the above TABLE VIII, it can be found that our proposed KP-IW algorithm is more effective than most of existing common algorithms of clustering for mixed data.

5.5. Comparing the Effect from Different Combinations Choices of lambda1 and lambda2

In order to verify whether the assumptions of $\lambda_1$ and $\lambda_2$ are suitable, we continue to assign more possible values to $\lambda_1$ and $\lambda_2$. For $\lambda_1$, we set it change from 1 $\mid A^* \mid$ to 2 $\mid A^* \mid$ to with a step of 0.1 $\mid A^* \mid$, and for $\lambda_2$, we set it change from 0 $\mid A^* \mid$ to 1 $\mid A^* \mid$ with a step of 0.1 $\mid A^* \mid$. The plots of (a), (b), (c), (d), (e) and (f) in Fig. 1 are to show how the exponential parameter sets $\{\lambda_1, \lambda_2\}$ influence the accuracy of clustering experiment results across those six datasets.
Figure 1. The impact of lambda1 and lambda2 on the accuracy(r) of clustering: (a) Automobile, (b) Cylinder Bands, (c) Credit Approval, (d) Flags, (e) Heart Disease, (f) Zoo

Table 8. Table 8 Accuracy(r) of clustering with different set of lambda in KP-IW

| Lambda Setting                          | Different Datasets |
|----------------------------------------|--------------------|
|                                        | A      | B      | C      | F      | H      | Z      |
| Score based on parameters from best result | 0.78   | 0.704  | 0.819  | 0.541  | 0.828  | 0.921  |
| Score based on assumed parameters      | 0.78   | 0.661  | 0.819  | 0.521  | 0.825  | 0.921  |

Comparing measure scores based on $\lambda_1$ and $\lambda_2$ from the best result with that from the above assumptions, we can find that there is no significant improvements for most of those datasets by taking more choice of $\lambda_1$ and $\lambda_2$ and selecting the best result, which verifies that the above assumptions about how to choose $\lambda_1$ and $\lambda_2$ is appropriate.

6. Conclusions
In this paragraph, we present the KP-IW algorithm which innovates in initializations process and attribute weighting.

During the initialization process, the innovations consist of choosing appropriate method of finding next central points, the utilization of auxiliary point and auxiliary clusters.

As for weighting of attribute significance, we add exponential weighting to the traditional linear weighting. The whole algorithm is controlling by several parameters based on the features of target data itself, which can cluster more effectively and avoid relying on parameter turning too much.
There are two main processes of comparing. The former one contrasts evaluation of clustering result from KP-IW based on hypothetical weighting parameters with that from utilizing various tempt of parameters to the established KP-IW algorithm, which can verified that the guideline of choosing weighting is appropriate. The latter one is focus on the comparison of evaluations of clustering result from KP-IW with other existing algorithms suitable for mixed data, which is to show that the feasibility and superior performance can be demonstrated by the compared results from KP-IW algorithm together with others.
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