Adaptive Weight Fusion Algorithm of Infrared and Visible Image Based on High-Frequency Domain CNN
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Abstract. Aiming at covering the shortage of single source sensor imaging and improving the contrast between the target and the background in image, this paper proposes an adaptive weight fusion algorithm of infrared and visible image based on a High-frequency Domain Convolutional Neural Network (HDCNN). Firstly, the high and low frequency components of the original image are obtained by using the Daubechies wavelet transform, and then a high-frequency domain convolutional neural network which can detect the frequency information ratio of infrared and visible light in the high-frequency subband is trained. Secondly, the network is used to perform adaptive weight fusion for the high frequency components and regional energy is used for fusion of the low frequency components. Finally, the fusion image is obtained by inverse wavelet transform. A large number of experiments have proved that the algorithm in this paper has a greater improvement over similar comparison algorithms in objective evaluation metrics such as standard deviation, spatial frequency and average gradient. The algorithm enhances the contrast between the target and the background in the fusion image, and enriches the characteristic information of the target itself.

1. Introduction
Infrared and visible image fusion technology can integrate the information of infrared and visible image into one image, making up for the deficiency of single source sensor imaging. Therefore, it has great application value in military reconnaissance, social security and other fields [1-4].

Image fusion methods mostly apply multi-scale transformation tools to complete fusion on the transformation domain [5-7]. An image fusion algorithm based on Laplace transform and sparse representation is proposed in [8]. The overall fusion effect is good, but the distinction between the target and the background of the fusion image is not great. In recent years, with the rise of neural network, infrared and visible image fusion through neural network has become a research hotspot [9-12]. Some scholars proposed to combine neural network with multi-scale transformation to achieve image fusion.[13,14] For example, [15] decomposed the source image by non-subsampled shearlet transform (NSST), and realized hierarchical fusion by convolutional neural network. In general, most of the image fusion algorithms based on CNN and multi-scale transform adopt the original image training neural network. The neural network trained by the original image dataset is difficult to extract and learn the
image target information, and can not effectively improve the target and background contrast of the fused image.

To solve the above problems, this paper proposes an adaptive weight fusion algorithm of infrared and visible image based on high-frequency domain convolutional neural network (HDCNN). The algorithm proposes HDCNN, which can extract and detect the characteristic information of high frequency target and improve the contrast between target and background.

2. Infrared and Visible Image Adaptive Weight Fusion Algorithm in Frequency Domain

2.1. Image Frequency Domain Transform Model
In the frequency domain transformation of images, this paper adopts the fourth-order Daubechies wavelet transform model [16]. Compared with haar wavelet transform, Daubechies wavelet transform considers the overlapping window, which is more conducive to the comprehensive acquisition of high frequency information. The original image can be decomposed into high frequency and low frequency components by Daubechies wavelet transform.

The fourth-order Daubechies wavelet basis is defined as \( (dwt) \), high-pass filter and low-pass filter are \( h_f \) and \( l_f \), respectively. The high-frequency components of the image decomposed by the fourth-order Daubechies wavelet transform have four sub-bands of different sizes. The high-frequency subbands corresponding to the infrared and visible light images are denoted as \( H_I^i, H_V^i \), \( i = 1,2,3,4 \), where \( H_I^i \) represents the first subband in the high-frequency component of the infrared light image. See Eq(1) for high frequency component acquisition.

\[
H_I = P_I(dwt)h_f, \ H_V = P_V(dwt)h_f
\]  
(1)

Where \( P_I \), \( P_V \) stands for infrared and visible image. The low frequency components \( L_I \) and \( L_V \) are obtained by the same method.

\[
L_I = P_I(dwt)l_f, \ L_V = P_V(dwt)l_f
\]  
(2)

2.2. High Frequency Component Fusion Based on High-Frequency CNN Model
The high frequency component mainly reflects the target characteristic information of the image. In order to achieve the adaptive weight fusion of the high-frequency components, a high-frequency domain convolutional neural network (HDCNN) is designed to detect the frequency information ratio between infrared and visible light in the high-frequency subbands.

As shown in Figure 1, the input data in the HDCNN is a high-frequency subband matrix with a size of 256\( \times \)256. The network uses two convolution and pooling operations to expand the features for full connection, and makes the data output between (0,1) through Softmax classifier. This data is the ratio of infrared to visible light frequency.

In the selection and generation of training set, this paper selects 100 groups of registered infrared visible images in TNO dataset, and expands the dataset to 1000 groups by rotation, translation and scaling. 4000 groups of high frequency subbands are obtained by fourth-order Daubechies wavelet transform as the final dataset. The high frequency subbands in the dataset are uniformly 256\( \times \)256, 10% of which are selected as test data and the remaining 90% as training data.
In this paper, the network model is built through Keras, and the cross entropy function is used as the loss function of the model, and the loss function is reduced by the way of random descent. The cross entropy function $C$ is shown in the Eq.(3).

$$C = \frac{1}{N} \sum_i C_i = \frac{1}{N} \sum_i [-y_i \times \log(p_i) + (1 - y_i) \times \log (1 - p_i)]$$  \hspace{1cm} (3)

Where, $y_i$ represents the label of sample $i$ of high frequency subband. The high frequency subband of infrared image is 1, and the high frequency subband of visible image is 0. Set the learning rate to $10^{-4}$. The data set is put into the network for training.

Taking the first group of high-frequency subbands in the high-frequency component as an example, the fusion rules are derived as follows.

**Step 1** Wait until the high-frequency subbands are fused by Eq (4). Where, $W_f$ is the weight of fusion, and the initial $W_f$ is a random number between (0.8,1).

$$H_f^1 = W_f \times H_{IR}^1 + (1 - W_f)H_{VIS}^1$$  \hspace{1cm} (4)

**Step 2** The frequency ratio $R_{S/V}$ of the infrared and visible subband is obtained by inputting $H_f^1$ into the model $HDCNN$.

$$R_{S/V} = HDCNN(H_f^1)$$  \hspace{1cm} (5)

**Step 3** Adjust $W_f$ with forward feedback to obtain a new fusion weight $W_{new}$.

$$W_{new} = W_f - W_f R_{S/V - T_0}^1, T_0 = \frac{T_{max} - T_{min}}{2}$$  \hspace{1cm} (6)

Where, the ratio interval of ideal fusion subbands is set as $T = [T_{min}, T_{max}]$, and $T_0$ is the optimal specific gravity.

**Step 4** Obtains $R_{S/V}$ under the condition of $W_{new}$ by Eq.(4) and Eq.(5).

**Step 5** Sets the maximum number of iterations $MAX_{iter}$, repeating steps 3 and 4. If $R_{S/V} \in T$, the iteration is stopped. The $W_{new}$ corresponding to the acquisition of $R_{S/V}$ is recorded as the actual optimal fusion weight $W_o$. Otherwise, $W_{new}$ in the last iteration is selected as the actual optimal fusion weight $W_o$.

**Step 6** Fusion of the first group of high-frequency subbands is completed by employing the actual optimal fusion weight $W_o$.

$$H_f^1 = W_o \times H_{IR}^1 + (1 - W_o)H_{VIS}^1$$  \hspace{1cm} (7)

The fusion Eq (8) of the high frequency component is obtained by generalizing step1 ~ step 6 to all the subbands of the high frequency component.

$$H_f = \{W_o^i \times H_{IR}^i + (1 - W_o^i)H_{VIS}^i | i \in Z, 1 \leq i \leq 4\}$$  \hspace{1cm} (8)

2.3. Low-Frequency Component Fusion Based on Regional Energy

The low frequency component mainly reflects the background texture information of the image. In order to retain the background texture information as much as possible, this paper proposes a fusion rule of low frequency component of infrared and visible image based on regional energy method.

**Step 1** Calculate the regional energy $L_{VIS}^{ARE(i,j)}$ of the low frequency component $(i,j)$ of the visible image.

$$L_{VIS}^{ARE(i,j)} = \sum_{m=1}^{m=n} w(m,n) \times |L_{VIS}(i + m, j + n)|$$  \hspace{1cm} (9)

Where, $m=n=1$, and $w$ is a region of $3 \times 3$ in size. $w(m,n)$ is the weight of the point $(m,n)$.

**Step 2** Confirm the fusion weight by regional energy.

$$W_{VIS}^{(i,j)} = \frac{1}{(2m+1)(2n+1)} L_{VIS}^{ARE(i,j)}, W_{IR}^{(i,j)} = 1 - W_{VIS}^{(i,j)}$$  \hspace{1cm} (10)

Among them, $W_{IR}^{(i,j)}$ and $W_{VIS}^{(i,j)}$ are the fusion weights of low frequency components of infrared and visible images at $(i,j)$ points, respectively. $W_{IR}$ and $W_{VIS}$ are the final fusion weight maps.

**Step 3** The fused low-frequency component $L_f$ is obtained through the weight map.

$$L_f = W_{IR}L_{IR} + W_{VIS}L_{VIS}$$  \hspace{1cm} (11)
2.4. Design and Implementation of Fusion Algorithm
In the algorithm proposed in this paper, the high and low frequency components of infrared and visible images are obtained through wavelet transform. The product HDCNN is applied to the adaptive fusion of high frequency components and the region energy is used to the weighted fusion of low frequency components. The fusion image is obtained by inverse wavelet transform of the fused high and low frequency components. See Figure 2 for the specific operation framework.

3. Experimental Results and Analysis

3.1. Parameter Setting
In order to verify the performance of the algorithm in this paper, 5 groups of representative infrared and visible images were selected from the TNO dataset as test cases. In order to unify the comparison, this paper unifies the image into a 256×256 size, 8bit single-channel grayscale image in the experiment. The experimental platform was PyCharm platform under 64-bit Windows10. In order to compare and analyze, the fusion algorithm based on Laplace transform and sparse representation in [8], the fusion algorithm based on convolutional neural network and image pyramid multi-scale transformation in [12] and the fusion algorithm based on convolutional neural network and NSST in [15] are replicated in this paper as the contrast algorithm. These algorithms are denoted as REF_8, REF_12, REF_15, and the algorithm in this paper is denoted as Proposed.

The training results of HDCNN model in this paper are shown in Figure 3. After 500 iterations of training, the accuracy and cross entropy of the model tended to be at 0.99 and 0.01 and remained stable. At this time, the model has high recognition accuracy and stability.

3.2. Evaluation Criterion
With the purpose of evaluating the performance of the algorithm more objectively, four commonly used image quality evaluation metrics were selected in this paper. The four evaluation indexes are as follows: Standard deviation (STD), Spatial Frequency (SF), Average Gradient (AG) and Information Entropy (IE) [17]. Among them, STD can macroscopically reflect the contrast between the image target and the
background. The larger the value of STD, the greater the contrast between the image target and the background is. SF can reflect the sharpness of the image in a positive correlation. AG can be positively correlated to reflect the clarity of image background details. IE is the information entropy of the image, which can reflect the amount of information carried by the image.

3.3. Subjective Analysis
The fusion results of the four groups of images are shown in Figure 4. The images fused by REF_8 algorithm basically reflect the target features of infrared images and the background information of visible images. But the gradient of the target against the background is not obvious. The REF_12 algorithm is better than REF_8 in the target feature information. However, it does not highlight the target feature information of the fusion image. REF_15 is a limited improvement over REF_12. The algorithm in this paper significantly improves the contrast between the target and the background of the fused image. For example, in the test of group (c), the image fused by the algorithm in this paper can clearly depict the characteristic information of the target figure, and the edge contour is relatively clear.

3.4. Objective Analysis
The four groups of test images were quantitatively evaluated, and the statistical results of specific performance indicators were shown in Table 1. In terms of evaluation metrics, the algorithm proposed in this paper surpasses the other three algorithms in STD, SF and AG, and also has certain advantages in
IE. The evaluation metrics objectively reflects that the proposed algorithm has a relatively good performance in enhancing the contrast between the target and the background. The fused image carries more information and has higher definition.

To further verify the robustness of the algorithm, this paper takes the group (c) of test images as an example to test the anti-noise performance of the algorithm. The original images tested in group (c) were successively added with Gaussian noise (0~10dB, with a step size of 2dB). The images interfered by noise were fused, and the performance of the fused images under different noise interference conditions was recorded and counted. The statistical results are shown in Figure 4. As shown in Fig. 4, Under different noise conditions, the performance of the proposed algorithm is better than that of comparison algorithms. This proves that the proposed algorithm has excellent robustness.

| Images | Evaluation metrics | REF_8 | REF_12 | REF_15 | Proposed |
|--------|--------------------|-------|--------|--------|----------|
| (a)    | STD                | 36.360| 37.140 | 43.210 | 45.230   |
|        | SF                 | 5.5575| 6.6754 | 6.8823 | 7.1995   |
|        | AG                 | 2.7152| 3.4678 | 3.5718 | 5.2094   |
|        | IE                 | 6.8889| 6.8632 | 6.9211 | 7.1397   |
|        | STD                | 16.970| 20.680 | 24.790 | 28.070   |
| (b)    | SF                 | 5.5410| 6.8142 | 6.9993 | 10.8994  |
|        | AG                 | 2.8863| 3.9051 | 4.0014 | 6.0469   |
|        | IE                 | 6.0993| 6.2629 | 6.4827 | 6.7185   |
|        | STD                | 28.580| 28.440 | 34.920 | 38.970   |
| (c)    | SF                 | 5.1749| 6.9406 | 7.3131 | 11.0546  |
|        | AG                 | 2.5193| 3.6890 | 3.8566 | 5.8205   |
|        | IE                 | **6.8974**| 6.4967 | 6.8084 | 6.8623   |
|        | STD                | 16.600| 14.530 | 17.130 | **18.280**|
| (d)    | SF                 | 1.9655| 3.1902 | 3.2400 | **6.0380**|
|        | AG                 | 0.9363| 1.8345 | 1.8529 | **3.4716**|
|        | IE                 | 5.1823| 5.4915 | 5.6400 | **5.9204**|

4. Conclusion
In this paper, an adaptive weight fusion algorithm of infrared and visible image based on a high-frequency domain convolutional neural network is realized. Firstly, the algorithm models the Daubechies wavelet transform to obtain the high and low frequency components of the original image. Then, the high-frequency components are fused with adaptive weights applying the trained high-frequency domain convolutional neural network. Low-frequency components are fused with weights based on regional energy. Finally, the image fusion is completed through Daubechies wavelet inverse transform. Experimental results show that the proposed algorithm has great advantages in STD, SF, AG and other indicators, enhances the contrast between the fusion image and the background, and has good anti-noise performance. In the future research, we will further improve the performance of the algorithm under the IE.
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