Encoding qubits in multimode grid states
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Encoding logical quantum information in harmonic oscillator modes is a promising and hardware-efficient approach to the realization of a quantum computer. In this work, we propose to encode logical qubits in grid states of an ensemble of harmonic oscillator modes. We first discuss general results about these multimode bosonic codes; how to design them, how to practically implement them in different experimental platforms and how lattice symmetries can be leveraged to perform logical non-Clifford operations. We then introduce in detail two two-mode grid codes based on the hypercubic and D4 lattices, respectively, showing how to perform a universal set of logical operations. We demonstrate numerically that multimode grid codes have, compared to their single-mode counterpart, increased robustness against propagation of errors from ancillas used for error correction. Finally, we highlight some interesting links between multidimensional lattices and single-mode grid codes concatenated with qubit codes.

By redundantly encoding logical quantum information, quantum error correction (QEC) can protect quantum computations against the effects of decoherence, allowing the realization of quantum algorithms requiring large circuit depths. One promising approach to QEC is to encode logical qubits in harmonic oscillator modes, a strategy named bosonic codes from the statistics obeyed by the oscillator excitations. Amongst the attractive features of bosonic codes is their large (formally infinite) Hilbert space which allows a high degree of redundancy and their relatively simple error model compared to multi-qubit QEC codes. Moreover, oscillators can exhibit very long lifetimes. For example, microwave cavities with lifetime up to 2 seconds have been demonstrated [1], which is orders of magnitude longer than state-of-the-art superconducting qubits.

Several important milestones have already been reached with bosonic codes, demonstrating the appeal of this approach. For example, using the cat encoding [2], the lifetime of a logical qubit reached the lifetime of an unencoded qubit [3]. Operation of a cat code and binomial code [4] in a manner transparent to ancilla errors was demonstrated [5-8], and an autonomous error-correction scheme was realized [9]. In order to further increase the logical lifetime of bosonic qubits, one approach is to increase the size of the code, i.e. increase the number of excitations in the code words. For example, binomial codes can be made to correct multiple errors by increasing the distance between the Fock states constituting the code words [4]. However, oscillator error channels such as amplitude damping or spurious nonlinearities typically scale with the number of excitations, and increasing the size of bosonic codes beyond a certain point leads to diminishing return. Practical implementations of bosonic codes therefore impose constraints on the number of excitations in code words.

To improve the QEC properties of bosonic codes, an alternative approach is to consider an ensemble of harmonic oscillators. The first such multimode code to be introduced was the dual-rail encoding [10], where the logical information is encoded in the single-excitation subspace of two distinct modes. Since then, several other multimode constructions have been made based on superposition of Fock states [11-15], generalization of cat states [16,17] and other ideas [14,18-20]. Here, we study the grid state codes introduced by Gottesman, Kitaev and Preskill (GKP), and more precisely their multimode extension [18]. Clifford operations can be implemented in a fault-tolerant manner in ideal GKP codes using Gaussian operations [21], and in principle their single-mode version is very robust against dominant error channels such as amplitude damping [15]. As a result, GKP codes have attracted a lot of interest, but most work has been focused either on single-mode codes, or the concatenation of multiple single-mode codes with a qubit QEC code [22,27].

In this paper, we are instead interested in “genuine” multimode GKP codes, i.e. the codes defined in Ref. [18], and show that these codes possess properties that cannot be achieved in their single-mode counterpart. First, we introduce new codes based on lattices with large sphere packing ratios, which translates into an increased distance between code words. Interestingly, we find that

![FIG. 1. Cartoon representation of possible platforms for the implementation of two-mode grid codes. a) Motional modes (gray) of a trapped ion (purple), with lasers used for control (blue). b) Two single-post microwave cavities (black), coupled to a transmon qubit (purple). Electromagnetic modes (gray) are controlled through pulses (blue) applied on the cavities and transmon qubit. c) Phononic-crystal-defect resonator modes (gray) coupled to a transmon qubit (purple).](attachment:image.png)
the allowed code dimensions are related to number theoretic results such as Legendre’s three-square theorem.

We also show that logical operations in multimode codes can be simpler than single-mode codes. For example, we introduce a two-mode code where all single-qubit Clifford operations can be realized with passive linear optics, which contrasts with single-mode codes where general single-qubit Clifford gates require squeezing. Leveraging lattice symmetries, we also introduce non-Clifford gates based on Kerr-type interactions for GKP codes. In stark contrast to the non-Clifford cubic phase gate originally proposed in Ref. [39], these new gates are exact for finite-energy states. Some of the results of the present work for multimode codes can be used to improve single-mode codes. For example, the teleportation-based error correction circuit for single-mode codes introduced in Ref. [28] can also be reframed in the multimode context. More importantly, the non-Clifford gates we introduce can also be implemented in the single-mode square GKP code.

Bosonic codes are designed to be robust against oscillator errors, but a recurring limitation to the logical lifetime is the propagation of logical errors from the ancilla required for quantum control of the modes. To overcome this issue, we design grid codes where, with high probability, ancilla errors propagate to the oscillator modes as correctable errors instead of logical errors. In particular, the probability of a propagated logical error decreases with the size of the grid codes. In contrast, in single-mode GKP codes where a two-level system is used as ancilla [29, 31], the probability that an ancilla error propagates as a logical error is roughly 50%, a constant independent of the number of excitations in the GKP code words. General approaches such as path-independence [32, 33] or biased-noised ancillas [34] have been suggested to reduce the impact of ancilla errors in bosonic codes, and these approaches could also be compatible with multimode GKP codes.

We present practical error-correction methods for multimode codes, showing that they could be implemented in a variety of experimental platforms, some of which are illustrated in Fig. 1. The preparation of grid states was first demonstrated in the motion of a trapped ion [31, 35], and multimode codes could be implemented by considering multiple modes of a single ion, as illustrated in Fig. 1b, or the collective motion of multiple ions. Quantum control of multiple modes has already been demonstrated in other contexts [36]. Multimode GKP codes could also be implemented in microwave cavities, as illustrated in Fig. 1c. This is the first platform where quantum control of multiple modes can already be demonstrated in various contexts, for example the preparation of two-mode cat states [39] or the realization of an engineered exchange interaction [40], and the fabrication of high-quality multicavity systems is an active research area [41, 42]. Another promising platform for GKP codes is phononic-crystal defect resonators, which have a smaller physical footprint than microwave cavities [43, 44]. A schematic illustration of this platform is shown in Fig. 1a). Finally, we enumerated above experimental platforms where control of oscillator modes is performed using a nonlinear ancilla, but a natural platform that could host multimode GKP codes is propagating photonic modes, where the entanglement of thousands of modes has been demonstrated [45, 46]. Given the ability to prepare single-mode GKP states, one could leverage precise homodyne measurements to prepare and correct errors in multimode GKP codes. To the best of our knowledge, the required preparation of single-mode grid states has not yet been realized in an optical platform, although several promising proposals exist [30, 47, 54].

The rest of the paper is organized as follows. First, in Sect. I we set the notation used throughout the rest of the paper. Then, in Sect. II we review and extend the theory on multimode GKP codes. These first mathematically oriented sections are then followed by a presentation of practical error correction strategies in Sect. III. We then study two concrete examples of two-mode codes, namely the tesseract code in Sect. IV and the $D_4$ code in Sect. V. We highlight some similarities between concatenated codes and multimode lattices in Sect. VI and conclude in Sect. VII.

I. PRELIMINARIES AND NOTATION

In this paper, we consider $m$ harmonic oscillator modes, and we aim to establish correspondences between translations in a (symplectic) vector space $\mathbb{R}^{2m}$ and the quantum Hilbert space of these $m$ modes. We denote the dimensionless creation and annihilation operators for the $j$th mode $\hat{a}_j$ and $\hat{a}_j^\dagger$, respectively, obeying $[\hat{a}_j, \hat{a}_k^\dagger] = \delta_{jk}$. We work in units of $\hbar = 1$ and denote the quadrature coordinates $\hat{q}_j = (\hat{a}_j + \hat{a}_j^\dagger)\sqrt{2}$ and $\hat{p}_j = -i(\hat{a}_j - \hat{a}_j^\dagger)/\sqrt{2}$ such that $[\hat{q}_j, \hat{p}_k] = i\delta_{jk}$. We arrange the quadrature coordinates in vectors such that $\mathbf{x} = (\hat{q}_1, \hat{p}_1, \hat{q}_2, ..., \hat{q}_m, \hat{p}_m)$, and points in phase space correspond to vectors $\mathbf{v} \in \mathbb{R}^{2m}$ arranged in the same order as $\mathbf{x}$. We decorate all quantum operators with a hat and denote vectors in bold fonts.

We define a translation in phase space by $\mathbf{v}$ in units of $l = \sqrt{2\pi}$ as

$$\hat{T}(\mathbf{v}) \equiv e^{-i\mathbf{x}\mathbf{v}} = \bigotimes_{j=1}^m \hat{D}_j \left(l \left[ C \mathbf{v} \right]_j \right), \quad (1)$$

where $\hat{D}_j(\alpha) = \exp\{\alpha \hat{a}_j^\dagger - \alpha^* \hat{a}_j\}$ with $\alpha \in \mathbb{C}$ is the standard displacement operator for the $j$th mode [50] and $C$ is a $m \times 2m$ matrix that maps the real vector $\mathbf{v} \in \mathbb{R}^{2m}$
to a complex vector $C \mathbf{v} \in \mathbb{C}^m$,
\[
C = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i & 0 & 0 & \cdots \\ 0 & 0 & 1 & i & \cdots \\ & & & & \ddots \end{pmatrix}.
\] (2)

We have also defined the anti-symmetric matrix
\[
\Omega = \bigoplus_m \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},
\] (3)
from which we define the symplectic form
\[
\omega(\mathbf{u}, \mathbf{v}) = \mathbf{u}^T \Omega \mathbf{v}.
\] (4)

This form is alternating, $\omega(\mathbf{u}, \mathbf{v}) = -\omega(\mathbf{v}, \mathbf{u})$, which implies that $\omega(\mathbf{u}, \mathbf{u}) = 0$. The commutation relations of the quadrature coordinates impose that
\[
\hat{T}(\mathbf{u})\hat{T}(\mathbf{v}) = \hat{T}(\mathbf{v})\hat{T}(\mathbf{u})e^{2\pi \nu^2 \Omega \mathbf{u}} = \hat{T}(\mathbf{u} + \mathbf{v})e^{\pi \nu^2 \Omega \mathbf{u}}.
\] (5)

By defining translations in units of $l = \sqrt{2\pi}$, the translation operators associated with two vectors $\mathbf{u}$ and $\mathbf{v}$ commute if and only if their symplectic form is an integer, $[\hat{T}(\mathbf{u}), \hat{T}(\mathbf{v})] = 0 \Leftrightarrow \mathbf{u}^T \Omega \mathbf{v} \in \mathbb{Z}$.

Quantum unitaries generated by quadratic Hamiltonians are represented by $2m \times 2m$ real symplectic matrices $M \in \text{Sp}(2m, \mathbb{R})$ respecting $M^T \Omega M = \Omega$. We define the unitary-valued function $\hat{Q}$ that takes as input a symplectic matrix $M$ and outputs the corresponding quantum unitary. Its effect on the quadrature coordinates is given by $\hat{Q}^T(M)x^\dagger \hat{Q}(M) = Mx$, where $\hat{Q}$ acts by conjugation on each $\hat{x}_j$ individually and $M$ acts by matrix-vector multiplication on the vector $\mathbf{x}$. Commuting $\hat{Q}(M)$ through a translation operator yields
\[
\hat{Q}(M)\hat{T}(\mathbf{v}) = \hat{T}(M\mathbf{v})\hat{Q}(M),
\] (6)
and the operator-valued function $\hat{Q}$ is a homomorphism such that $\hat{Q}(M_1)\hat{Q}(M_2) = \hat{Q}(M_1 M_2)$. Given a $2m \times 2m$ real symmetric matrix $J$ such that $M = \exp\{\Omega J\}$, $\hat{Q}$ can be computed using
\[
\hat{Q}(M) = \exp\left\{ -\frac{i}{2} \mathbf{x}^T J \mathbf{x} \right\}.
\] (7)

An important subgroup of symplectic matrices are those that are also orthogonal, $O \in \text{O}(2m, \mathbb{R}) \cap \text{Sp}(2m, \mathbb{R})$ respecting $O^T O = I$. The quantum unitary associated with these matrices, $\hat{Q}(O)$, preserves the total excitation number in all modes, $[\hat{Q}(O), \hat{n}] = 0$ with $\hat{n} = \sum_j \hat{a}_j^\dagger \hat{a}_j = (\mathbf{x} \cdot \mathbf{x} - m)/2$. Geometrically, the fact that $\hat{Q}(O)$ preserves the photon number is equivalent to the fact that orthogonal matrices $O$ preserve the Euclidian distance in $\mathbb{R}^{2m}$.

We define a rotation of the $j$th mode
\[
\hat{R}_j(\theta) = e^{-i\theta \hat{n}_j},
\] (8)

\begin{table}[h]
\begin{tabular}{|c|c|c|}
\hline
Symplectic space & Oscillator space & Logical space \\
\hline
Act on $\mathbb{R}^2$ & Acts on $L^2(\mathbb{R})$ & Acts on $\mathbb{C}^2$ \\
\hline
\hline
$R(\pi/2)$ & $Q[R(\pi/2)] = R(\pi/2) = U(H)$ & $H$ \\
\hline
\end{tabular}
\caption{Example of different representations for a logical Hadamard gate in the single-mode square GKP code, implemented by a rotation by $\pi/2$ in phase space. In general, symplectic matrices act on the real vector space $\mathbb{R}^{2m}$, quantum unitaries act on the set of square integrable functions $L^2(\mathbb{R}^m)$ and logical operations act on a qubit Hilbert space $\mathbb{C}^2$.}
\end{table}

with $\tilde{n}_j = \hat{a}_j^\dagger \hat{a}_j$, and its associated symplectic representation
\[
R(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix},
\] (9)
with $\tilde{R}(\theta) = \hat{Q}[R(\theta)]$. Moreover, we also define a beamsplitter operation between two modes $j, k$, $B_{j \rightarrow k} = \exp\{-i\pi(\hat{a}_j \hat{p}_k - \hat{p}_j \hat{a}_k)/4\}$ which has a symplectic representation
\[
B_{j \rightarrow k} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{pmatrix}.
\] (10)

The arrow in the graphical representation of the beamsplitter operation, for example in Fig. [2] below, matches the direction of the $j \rightarrow k$ arrow.

Finally, we denote logical operations acting on encoded qubits with an overhead bar, $\bar{G}$, and denote the corresponding multimode unitary as $\bar{U}(\bar{G})$. As is usual for error-correcting codes, logical gates can have multiple equivalent representatives, and as a result the mapping $\bar{U}(\bar{G})$ is not unique. The representative referred to with the mapping $\bar{U}$ will be clear from the context.

An example of the different mathematical objects mentioned above and the space they act on is summarized in table 1.

\section{II. MULTI-DIMENSIONAL GRID STATES}

In this section, we review and extend the theory on multimode GKP codes introduced in Ref. [18]. We refer the reader to appendix A and Ref. [57] for more details about lattice theory.

\subsection{A. General Theory}

The aim here is to encode a logical qudit in translation-invariant grid states. Taking $m$ oscillator modes, a QEC code is associated with a (classical) lattice $\Lambda$ in $2m$ dimensions, each mode contributing two quadrature coordinates, $\hat{q}$ and $\hat{p}$. The lattice $\Lambda$ is generated by a set of
2m linearly independent translations \{s_j\}, which we arrange in a \(2m \times 2m\) matrix \(S\) where each row corresponds to one basis vector \(s_j\),

\[
S = \begin{pmatrix} s_1 \\ s_2 \\ \vdots \\ s_{2m} \end{pmatrix}. \tag{11}
\]

The lattice points are then given by

\[
\Lambda = \{ S^T \mathbf{a} \mid \mathbf{a} \in \mathbb{Z}^{2m} \}. \tag{12}
\]

The QEC grid code is defined by associating each generator of the lattice with a generator of the stabilizer group, \(s_j \rightarrow \hat{T}(s_j)\). The (infinite) stabilizer group is then given by

\[
\mathcal{S} = \left\{ \prod_{j=1}^{2m} \hat{T}(s_j)^{a_j} \mid \mathbf{a} \in \mathbb{Z}^{2m} \right\}, \tag{13}
\]

with each stabilizer associated with a point on the lattice \(\Lambda\). Code words are defined to be in the simultaneous +1 eigenspace of all stabilizers.

The generators of the quantum translation, \(\hat{T}\), associated with the generators of the stabilizer group are given by

\[
\hat{g} = -i S \Omega \hat{x}, \tag{14}
\]

such that the \(j\)th generator of the stabilizer group is given by \(\hat{T}(s_j) = \exp\{i \hat{g}_j\}\). Measuring the stabilizer \(\hat{T}(s_j)\) is equivalent to measuring the modular quadrature coordinate \(\hat{g}_j = 2\pi \mathbb{Z}\), and in particular eigenstates of \(\hat{T}(s_j)\) are also eigenstates of \(\hat{g}_j\).

In contrast to qubit QEC stabilizer codes, the stabilizers of the GKP code have a continuous spectrum. Restricting the code space to the +1 eigenspace of the stabilizers thus imposes an infinite amount of constraints, restricting the eigenvalues of \(\hat{g}_j\) to be within the countable set \(g_j = 0 \mod 2\pi\) within the uncountable eigenstates with eigenvalues \(g_j \in \mathbb{R}\). The intersection of the +1 eigenspace of each stabilizer is a finite dimensional space, with a dimension \(d\) specified below. Quadrature coordinate eigenstates are equivalent to infinitely squeezed states which contain an infinite amount of energy, making the code words of ideal GKP codes unphysical. We consider the realistic, finite-energy version of the code words and stabilizer group \(\mathcal{S}\) below in Sect. II B.

Another difference between GKP codes and qubit stabilizer codes is the number of stabilizers needed to specify the code space. Indeed, \(n - k\) stabilizers are needed to specify how to encode \(k\) logical qubits into \(n\) physical qubits. In contrast, \(2m\) translation operators are needed to describe the GKP code space, irrespective of the code dimension.

The symplectic Gram matrix of the lattice \(\Lambda\), setting the pairwise commutation relations of the stabilizer generators, is given by

\[
A = S \Omega S^T. \tag{15}
\]

such that \(\hat{T}(s_j)\hat{T}(s_k) = \hat{T}(s_k)\hat{T}(s_j)e^{2\pi i A_{jk}}\). In order for the stabilizers to commute with each other, we should therefore have \(\Lambda\) symplectically integral, meaning that \(\Lambda\) should only contain integers.

Associated with the lattice \(\Lambda\), we define the symplectic dual lattice \(\Lambda^*\) as the ensemble of points that have an integer symplectic form with the lattice points \(\Lambda\),

\[
\Lambda^* = \{ \mathbf{v} \mid S \Omega \mathbf{v} \in \mathbb{Z}^{2m} \}. \tag{16}
\]

In the rest of this work, we simply refer to \(\Lambda^*\) as the dual lattice instead of the more precise term symplectic dual lattice. Since the lattice is symplectically integral, the definition of \(\Lambda^*\) implies that \(\Lambda \subseteq \Lambda^*\). One choice of generator matrix for the dual lattice \(\Lambda^*\) is obtained from [60]

\[
S^* = A^{-1} S. \tag{17}
\]

Associating a translation to each point in the dual lattice, Eq. (16) implies that the set of translation operators \(\{ \hat{T}(\lambda^*) \mid \lambda^* \in \Lambda^* \}\) forms (modulo phases) the centralizer of \(S\) in the group of translations, i.e., corresponds to all translations that commute with all elements of the stabilizer group. In a QEC code, logical operators correspond to operators that leave the stabilizer group invariant. Here, we associate all translations by a dual lattice vector to a logical Pauli operator. Since translations that differ by a lattice vector are equivalent in the logical subspace, the logical information is encoded in the dual quotient group \(\Lambda^*/\Lambda\) and the number of distinct logical operators is given by the number of dual lattice points inside the fundamental parallelogram of \(\Lambda\). Equivalently, the number of distinct logical operators is given by the ratio of volumes between the fundamental parallelogram of the base and dual lattices. Defining the determinant of a lattice to be \(\det(\Lambda) = \det(A)\), the condition to encode a \(d\)-level qudit with \(d^2\) logical Pauli operators is that

\[
\det(\Lambda) = d^2. \tag{18}
\]

The links between classical lattices and quantum grid codes are summarized in Table I.

To investigate multimode codes, we first search for the different codes that can be obtained by (only) scaling the lattice size by a constant \(c \in \mathbb{R}\), starting with a symplectically integral lattice \(\Lambda\). Importantly, the condition that the translations \(\{ \hat{T}(s_j) \}\) commute imposes constraints on the attainable code dimension \(d\). The determinant of the lattice, which sets the code dimension, scales as

\[
\det(c\Lambda) = c^{4m} \det(\Lambda). \tag{19}
\]

On the other hand, the symplectic Gram matrix, which sets the commutation relations of the stabilizers, scales as

\[
A(c\Lambda) = c^2 A(\Lambda). \tag{20}
\]

In other words, the code dimension scales as a volume, while the commutation relations between the stabilizers...
scale as an area. Note that the single-mode case is special since area and volume coincide, and scaling a single-mode lattice by any constant \( c = \sqrt{a} \) with \( a \in \mathbb{Z} \) an integer results in a valid code. However, multimode \((m \geq 2)\) GKP codes are more constrained than their single-mode counterpart since the conditions given by Eqs. \([19]\) and \([20]\) do not coincide.

We denote \( \Lambda_0 \) the smallest integral lattice that can be built by scaling \( \Lambda \), and we denote the associated symplectic Gram matrix \( A_0 \). Under the scaling by \( c \), the elements of \( A \) should remain integers, which imposes the constraint that \( c^3 = a \in \mathbb{Z} \) be an integer. Combining with Eq. \([19]\), we get that a lattice \( \Lambda_0 \) allows for codes of dimension

\[
d = a^m \det(S_0).
\]

In particular, if \( \det(S_0) = 1 \) such that the lattice encodes a single logical state, scaling the size of the lattice allows to encode ensembles of \( m \) qudits of dimension \( d \). For a single-mode (two-dimensional lattice), any lattice can be rescaled such that \( \det(\Lambda_0) = 1 \), and since \( m = 1 \) all code dimensions are possible.

While scaling a lattice allows one to build codes out of known symplectically integral lattices, it is not the only allowed operation. Consider the basis \( S' = SO \) where \( O \in O(\mathbb{R}, 2m) \) is orthogonal but not symplectic. For example, a two-mode rotation in the quadrature coordinates \( \hat{a}_1, \hat{a}_2 \) that leaves their conjugate coordinates \( \hat{p}_1, \hat{p}_2 \) invariant is orthogonal but not symplectic. With respect to the Euclidean norm, \( S \) and \( S' \) are bases for two equivalent lattices, \( SS^T = S'S'^T \), but the symplectic Gram matrix associated with these bases are not the same, \( S\Omega S^T \neq S'\Omega S'^T \). This means that for a general basis \( S \) where \( A = S\Omega S^T \) is not integral, there can be an orthogonal transformation such that \( A' = S'\Omega S'^T \) is integral. In other words, viewing the symplectic form as a sum of areas, there can be special “rotations” of the lattice where these areas add up to integers for each pair of stabilizers. To search for codes that do not respect Eq. \([21]\), our strategy is to scale a lattice to the desired volume, and then search for an orthogonal transformation \( O \) such that \( A' \) is integral, see appendix \( \[\] \). Note that once a solution is found using this procedure, say for dimension \( d' \), then all solutions of dimension \( d' a^m \) are also valid per Eq. \([21]\).

In this work we mainly focus on encoding a qubit \( d = 2 \) in multiple modes. Each vector of the dual lattice \( \Lambda^* \) is associated with a logical Pauli operator \( \hat{P} \), \( \hat{P} \in \{\hat{X}, \hat{Y}, \hat{Z}\} \). For each logical Pauli operator \( \hat{P} \), we choose a base representative \( \hat{p}_0 \) such that any translation by \( \hat{p} \) with \( \hat{T}(\hat{p}) = \hat{U}(\hat{P}) \) is expressed as \( \hat{p} = \hat{p}_0 + \Lambda \) for some \( \Lambda \in \Lambda \). We define the set of points \( \hat{P} = \hat{p}_0 + \Lambda \). We define a \( 3 \times 2m \) matrix where each row sets one of these base representatives

\[
L_0 = \begin{pmatrix} x_0 \\ y_0 \\ z_0 \end{pmatrix},
\]

with \( x_0, y_0 \) and \( z_0 \) associated with the logical Pauli operators \( \hat{X}, \hat{Y} \) and \( \hat{Z} \), respectively. Without loss of generality, we choose the representatives of minimum length with respect to the Euclidean norm for each Pauli operator, such that \( \hat{T}(\hat{p}) = \hat{U}(\hat{P}) \Rightarrow \| \hat{p} \| \geq \| \hat{p}_0 \| \). The logical identity operator is omitted from Eq. \([22]\) since it corresponds to the stabilizers with the trivial base representative \( 0 \).

We will also make use of GKP codes encoding a single state, \( d = 1 \). We refer to such GKP codes as “qunaught” states since they carry no quantum information, and we associated them with a subscript \( \emptyset \) \([27, 28]\). The single-mode square qunaught state is sometimes referred to as a sensor state since it can be used to precisely measure translations in two conjugate quadrature coordinates simultaneously \([22]\).

Finally, when it is clear from the context, we sometimes abuse the notation and refer to the vectors \( \hat{s}_j, \hat{p} \in \mathbb{R}^{2m} \) as the quantum translation operators they are associated with.

### B. Finite-Energy Multimode GKP

In the previous section, we considered grid states that extend infinitely in phase space. In other words, the eigenstates of translation operators are superpositions of infinitely squeezed states containing an infinite amount of energy. Here, we consider the finite-energy GKP states that are obtained by taking a \( m \)-mode envelope of the form

\[
\hat{E}_\beta = \exp \left( -\sum_{j=1}^{m} \beta_j \hat{n}_j \right),
\]

where \( \beta_j \) parametrizes the size of the GKP in the \( j \)th mode. One can interpret this envelope as the multiplication of the grid state by the density matrix of a \( m \)-mode thermal state, motivating the notation choice “\( \beta \)”.

Alternatively, Eq. \([23]\) can be interpreted as a gaussian envelope in phase space since \( \hat{n}_j = (\hat{q}_j^2 + \hat{p}_j^2 + 1)/2 \). The finite-energy logical code words \( \psi = 0, 1 \) are then defined as

\[
|\psi_\beta\rangle = \mathcal{N}_{\psi, \beta} \hat{E}_\beta |\psi_0\rangle,
\]

| Stabilizers | Classical Lattice | Grid Code |
|-------------|-------------------|-----------|
| \( \Lambda = \{S^T a | a \in \mathbb{Z}^{2m}\} \) | \( \hat{S} = \{\Omega_{1,2}^{\hat{T}(\hat{s}_j)^{a_j}} | a \in \mathbb{Z}^{2m}\} \) | |
| Condition on commutation of stabilizers | \( A \) integral | \( [\hat{T}(\hat{s}_j), \hat{T}(\hat{s}_k)] = 0 \) |
| Code dimension | \( \det A = d^2 \) | \( d \) logical states |
| Logical Pauli operators | \( \hat{p} \in \Lambda^* \) | \( \hat{U}(\hat{P}) = \hat{T}(\hat{p}) \) |

TABLE II. Expression of different QEC concepts for lattices in \( \mathbb{R}^{2m} \) and grid codes in \( m \) modes.
with $N_{g,\beta}$ a normalization constant and $|\tilde{\psi}_0\rangle$ the ideal, infinite-energy code words.

Generalizing the approach from Ref. [30], we define finite-energy stabilizers from the similarity transformation induced by the envelope,

$$\tilde{T}_{j,\beta} = \tilde{E}_{\beta} \tilde{T}(s_j) \tilde{E}_{\beta}^{-1},$$

$$= \exp\{i\tilde{E}_{\beta} \tilde{g}_j \tilde{E}_{\beta}^{-1}\}. \tag{25}$$

Finite-energy code words are exact $+1$ eigenstates of these operators, $\tilde{T}_{j,\beta} |\tilde{\psi}_j\rangle = |\tilde{\psi}_j\rangle$. From Eq. (14), the generators of translations of the stabilizer group transform to

$$\tilde{E}_\beta \tilde{g} \tilde{E}_\beta^{-1} = -iS\Omega \{ \cosh[\text{Diag}(\beta)] + i \sinh[\text{Diag}(\beta)]\Omega \} \tilde{x},$$

where we have defined the $2m$-dimensional vector $\beta = (\beta_1, \beta_2, ..., \beta_m) \otimes (1, 1)$ and Diag corresponds to the operation of building a diagonal matrix from a vector. In the limit $\beta \rightarrow 0$, we recover the translation operators, $T_{j,\beta} = T(s_j)$.

We consider a homogeneous envelope size $\beta_j = \beta$ for all $j$ in the rest of the paper, such that $\tilde{E}_\beta = \exp(-\beta \tilde{n})$, with $\tilde{n} = \sum_j \tilde{n}_j$ the total excitation number. For this choice, operations that commute with $\tilde{n}$ also commute with the envelope, and we refer to such operations as envelope-preserving. Gaussian operations in that category, $Q(O)$ with $O \in \mathfrak{sp}(2m, \mathbb{R}) \cap O(2m, \mathbb{R})$, can be implemented by a combination of beam-splitters and phase shifters, i.e. passive linear optics. Envelope-preserving gates also include non-linear gates such as the unitaries generated by Kerr and cross-Kerr interactions. Importantly, envelope-preserving operations are exact for finite-energy GKP codes.

Taking the logarithm of the stabilizers $\tilde{T}_{j,\beta}$, and in analogy with continuous-variable cluster states [33, 64], we define the finite-energy nullifiers of the code

$$\hat{d}_j = \left(\frac{s_j^T \Omega \tilde{x} \mod l/\cosh(\beta)}{\sqrt{2}|s_j| \tanh(\beta)} - i \frac{\tanh(\beta)}{2 |s_j|} s_j^T \cdot \tilde{x}\right). \tag{27}$$

The finite-energy code words are then also defined by $\hat{d}_j |\tilde{\psi}_j\rangle \approx 0 \forall j$ [65]. Without the modular part of the first term, $\hat{d}_j$ corresponds to the nullifier of a finitely squeezed state.

**C. Gauge Choices**

As demonstrated by Eqs. (12) and (13), the points of the lattice $\Lambda$ are in one-to-one correspondence with the elements of the stabilizer group $S$. However, we remark that $\lambda \in \Lambda$ does not imply that $\tilde{T}(\lambda) \in S$, and the correspondence between elements of $\Lambda$ and $S$ requires an additional phase. For example, take two stabilizers $\tilde{T}(s_1)$ and $\tilde{T}(s_2)$ "only" commuting by $2\pi$, i.e. such that $s_1^T \Omega s_2 = 1$. Following Eq. (5), we have

$$(s_1 + s_2)|\psi\rangle = -\tilde{T}(s_1)\tilde{T}(s_2)|\psi\rangle = -|\psi\rangle,$$

for all logical code words $|\psi\rangle$. Within the lattice points $\Lambda$, we thus distinguish between two subsets $\Lambda_{\pm} \subseteq \Lambda$ such that, for states $|\psi\rangle$ in the code space,

$$\Lambda_{\nu} = \left\{ \lambda \in \Lambda \mid \tilde{T}(\lambda)|\psi\rangle = \nu|\psi\rangle \right\}, \tag{28}$$

with $\nu = \pm$. For example, for the single-mode square qumao state with generator matrix $S_\varnothing = \mathbb{1}_2$, we have the generator vectors $s_1, s_2 \in \Lambda_{+}$, while their sum $s_1 + s_2 = (1:1) \in \Lambda_{-}$. For a qubit encoded in a single-mode, all lattice vectors associated with the stabilizer group necessarily belong to $\Lambda_{+}$ since there are only two generators and the dimension condition imposes that $|s_1^T \Omega s_2| = 2$.

As will become clear below, it is useful to allow different gauge choices $\mu \in \mathbb{Z}_2^{2m}$ such that for the generators of the stabilizer group $\tilde{T}(s_j)|\psi\rangle = (-1)^{\mu_j}|\psi\rangle$ for states $|\psi\rangle$ in the code space. The stabilizer group is correspondingly updated to

$$S_\mu = \left\{ \Pi_j = 12 \{ (-1)^{\mu_j} \tilde{T}(s_j) \}^{\mu_j} \mid a \in \mathbb{Z}_2^{2m} \right\}, \tag{29}$$

Different choices for $S$ or $\mu$ can lead to different subsets $\Lambda_{\pm}$ for the same base lattice $\Lambda$ [66].

Defining $A_{\beta,\mu}$ as the lower triangular part of the symplectic Gram matrix $A$ given by Eq. (15), we classify the lattice vectors, $\lambda \in \Lambda$, according to the gauge $\mu$

$$\nu_\mu(\lambda) = \exp\{i\pi A_{\mu}(-1)T \lambda + \mu\}. \tag{30}$$

Since $\Lambda$ is symplectically integral, we have that $\nu_\mu(\lambda) \in \{\pm 1\}$. Moreover, if $\lambda \in \Lambda_{\nu}$, then its inverse is also in the same set, $-\lambda \in \Lambda_{\nu}$.

In a similar fashion to the stabilizer gauge $\mu$, we define a gauge for the logical Pauli operators $\nu \in \mathbb{Z}_2^3$, which is equivalent to a so-called Pauli frame [67]. Accordingly, we define the eigenstate of the logical Pauli operator $\tilde{P}$ such that $(-1)^{\nu_\mu} \tilde{T}(\tilde{P})|\psi_{\lambda+p}\rangle = |\psi_{\lambda+p}\rangle$. We note that one of the three elements of $\nu$ is redundant, as the gauge is fully set by $\nu_x$ and $\nu_z$. Here we choose to keep all three elements for convenience. In a similar manner to the lattice vector subsets $\Lambda_{\pm}$, we define the subsets $P_{\pm}$ for each logical Pauli operator $P \in \{X, Y, Z\}$ as

$$P_\nu = \left\{ p \in P \mid \tilde{T}(p)|\psi_{\lambda+p}\rangle = \nu|\psi_{\lambda+p}\rangle \right\}, \tag{31}$$

which depends on the stabilizer gauge $\mu$, the Pauli frame gauge $\nu$ and the base representatives $\{p_0\}$. The sign associated with a particular vector $p \in P$ is computed using

$$\nu_{\mu,\nu}(p) = e^{i\pi\nu_\mu(p)p_0} e^{i\nu_\mu(p)_0}, \tag{32}$$

and logical Pauli operators are given by

$$\tilde{U}(\tilde{P}) = \nu_{\mu,\nu}(p) \tilde{T}(p), \tag{33}$$

for all $p \in P = p_0 + \Lambda$. 

In order for the Pauli eigenstates $|\psi_{\pm}\rangle$ to have eigenvalue $\pm 1$, we note that we should have $\nu_\mu(2p_0) = 1$, where $2p_0 \in \Lambda$ by construction. Indeed, the eigenvalues of translations by $\hat{T}(p_0)$ are constrained to be $\sqrt{\nu_\mu(2p_0)}$, such that $\nu_\mu(2p_0) = -1$ implies that $\hat{T}(p_0)|\psi\rangle = \pm i|\psi\rangle$. To constrain the eigenvalues of the Pauli operators to be real, we add the condition that

$$2A^{-1}\mu \mod 2 = 0. \quad (34)$$

This condition is obviously always respected in the trivial gauge $\mu = 0$, and in the special case of a single-mode GKP qubit, this is the only gauge respecting this condition. However, for multimode lattices, there are multiple gauges allowed.

**Gauge Updates**—It is useful to consider the effect of different operations on the gauge $\mu$. For example, consider a displacement by half a lattice vector $\hat{T}(\tau/2)$ with $\tau \in \Lambda$, an operation useful for QEC purposes; see Sect. [11]. While code words are not (generally) eigenstates of $\hat{T}(\tau/2)$, the displaced state $|\psi'\rangle = \hat{T}(\tau/2)|\psi\rangle$ is still an eigenstate of all stabilizers. As a result, $|\psi'\rangle$ can still be considered inside the code space after updating the gauges to

$$\mu' = (\mu + S\Omega\tau) \mod 2, \quad (35a)$$

$$\nu' = (\nu + L_0\Omega\tau) \mod 2. \quad (35b)$$

The above equation also means that if a given state in a gauge $\mu$, we can set the gauge to the desired value $\mu_{\text{target}}$ by applying a translation $\hat{T}(\tau/2)$ to the state, with

$$\tau = -\Omega S^{-1}[(\mu_{\text{target}} + \mu) \mod 2]. \quad (36)$$

It was already pointed out that single-mode GKP code words are similar to the Landau levels of an electron in a two-dimensional plane with a uniform magnetic field. Correspondingly, translations in phase space are similar to magnetic translation operators [15, 68]. Carrying this comparison further, the gauge $\mu$ we defined in this section plays a role similar to the electromagnetic gauge fields, which should be taken into account when considering physical symmetries of the electronic system [69].

**D. Logical Pauli and Clifford Gates**

In GKP codes, logical Pauli operations can be realized in a fault-tolerant manner by applying translations $\hat{T}(p)$. However, one potential issue with performing gates this way is that the energy contained in the GKP state increases. Equivalently, translation operators are not envelope-preserving, $[\hat{T}(p), \hat{E}_3] \neq 0$. This issue can be partly mitigated through various strategies such as choosing random representatives of a given Pauli, symmetrizing the direction of the displacements [54]. One can also use the error-correction circuits introduced below in Sect. [11] to correct the “envelope errors” caused by these translations. A more attractive option is to perform logical Pauli operations in software by updating $\nu$. For single-mode codes, this approach can be generalized to the whole single-qubit Clifford group by performing computations in the so-called Clifford frame [70, 72], adapting logical two-qubit gates depending on the frame.

Next, consider a symplectic operation $M$ mapping lattice vectors to other lattice vectors, $M\Lambda = \Lambda$, by which we mean that $M\lambda \in \Lambda$ for all $\lambda \in \Lambda$. In other words, $M$ is a lattice symmetry that preserves the commutation relations of the modes. Since $M$ leaves the lattice invariant, it maps dual lattice vectors to other dual lattice vectors. Equivalently, its associated quantum representation, $\hat{Q}(M)$, corresponds to a logical Clifford operation in the code space, mapping logical Pauli operators to other logical Pauli operators. Importantly, this operation does not necessarily preserve the lattice subsets $\Lambda_\pm$ and, in general, we have $M\Lambda_\pm \neq \Lambda_\pm$. However, this can be taken into account by properly updating the gauges, see appendix [3] for details.

We remark that, for a given lattice symmetry $M$, there can be special gauges where $M\Lambda_\nu = \Lambda_\nu$. Such gauges affect the symmetries of the code words, and are especially useful for non-Clifford operations. For example, one could perform a controlled-$M$ gate by coupling the modes to an ancilla qubit. Without the condition that $M\Lambda_\nu = \Lambda_\nu$, applying a superposition of identity and $\hat{Q}(M)$ leaves the state in a superposition of $\pm 1$ eigenstates for some stabilizers, which is outside of the code space.

**E. Envelope-Preserving Non-Clifford Gates**

In this section, we investigate how the symmetries of a lattice can allow easier implementation of non-Clifford gates. More precisely, we show how the symmetries of the lattice $\Lambda$ are reflected in the code words, and how these properties can be used to design non-Clifford gates. We focus in particular on lattice symmetries which are isometries, i.e. operations $M$ where $M\Lambda = \Lambda$ and $M \in O(2m, \mathbb{R}) \cap \text{Sp}(2m, \mathbb{R})$. We remark that for $M$ to correspond to a non-trivial logical operation, dual lattice vectors corresponding to distinct logical operators must have the same length. For example, an envelope-preserving logical Hadamard gate can only be implemented in a code where $|x_0\rangle = |z_0\rangle$.

Below, we assume that the gauge is set such that no gauge update is required after applying $\hat{Q}(M)$, i.e. we set $\mu$ such that $M\Lambda_\nu = \Lambda_\nu$. This condition ensures that applying superpositions of different powers of $M$ leaves the state inside the code space.

Since distances are preserved by $M$ and the number of lattice points of a given length is finite, $M$ has finite order and there is an integer $p$ such that $M^p = I$. Moreover, there is an operator $\hat{F}$ with integer spectrum such that $\hat{Q}(M) = \exp\{i(2\pi/p)\hat{F}\}$. Indeed, the identity operator can be expressed as $\hat{I} = \hat{Q}(I) = \hat{Q}(M^p) = \hat{Q}(M)\hat{Q}(M)^p = \exp\{i2\pi\hat{F}\}$, which forces the eigenvalues of $\hat{F}$ to be inte-
ggers. We label the eigenstates of $\hat{F}$ by their eigenvalue $j \in \mathbb{Z}$ and a degeneracy index $k$, $F[j,k]_F = j[j,k]_F$. For single-mode codes, the only possible isometries are rotations by an angle $2\pi/p$, with generator operator $\hat{F} = \hat{n}$. In this case, the $F$–basis reduces to the standard Fock basis and due to the crystallographic theorem $p$ is restricted to $p \in \{1, 2, 3, 4\}$.

Knowing that $M$ acts as a Clifford gate $\bar{G}$ in the logical subspace, the operation $\hat{Q}(M) = \hat{U}(\bar{G})$ has finite order $g$ within the code space. Since $\hat{Q}(M^p) = \hat{U}(\bar{G})^p = I$, we have that $g$ divides $p$, i.e. $p = bg$ for some integer $b$. In the (possibly non-Pauli) basis where $\bar{G}$ is diagonal, $\{|\bar{G}\rangle, |e^{i\frac{\pi}{8}} \bar{G}\rangle\}$, the code words have a special structure with respect to the $F$–basis,

$$|\bar{G}\rangle = \sum_j \sum_k c_{0jk}|pj,k\rangle_F, \quad (37a)$$

$$|e^{i\frac{\pi}{8}} \bar{G}\rangle = \sum_j \sum_k c_{1jk}|pj+b,k\rangle_F, \quad (37b)$$

and we compute that

$$\hat{Q}(M)|e^{i\frac{2a\pi}{g}} \bar{G}\rangle = e^{i\frac{2\pi}{g} \bar{F}}|e^{i\frac{2a\pi}{g}} \bar{G}\rangle, \quad (38)$$

$$= e^{i\frac{2\pi}{g} \bar{G}}|e^{i\frac{2\pi}{g}} \bar{G}\rangle,$$

$$= \hat{U}(\bar{G})|e^{i\frac{2\pi}{g}} \bar{G}\rangle,$$

with $a \in \{0, 1\}$. The value of the coefficients $c_{0jk}$ depend on the envelope size $\beta$, and do not affect the properties derived in this section.

Consider the example of a single-mode square GKP code encoding a qubit. That code is based on the square lattice which is invariant under a quarter-turn rotation $M = R(\pi/2)$. This isometry has order $p = 4$, and within the code space $\hat{Q}(M) = R(\pi/2)$ acts as a logical Hadamard gate with order $g = 2$. Rotations in phase space are generated by the photon number operator $R(\pi/2) = \exp\{i(2\pi/4)\hat{n}\}$ and, following Eq. (37), the eigenstates of the Hadamard gate can be expressed in the Fock basis as

$$|\bar{H}\rangle = \sum_j c_{0j}|4j\rangle, \quad (39a)$$

$$|-\bar{H}\rangle = \sum_j c_{1j}|4j+2\rangle. \quad (39b)$$

From the properties above, we now show how to perform a non-Clifford gate $\sqrt{G}$ when $\bar{G}$ has even order $g \in 2\mathbb{Z}$. This non-Clifford gate is based on a quartic interaction $\hat{F}^2$. Indeed, leveraging the special support of the states Eq. (37) in the $F$–basis, we have

$$\hat{U}\left(\sqrt{\bar{G}}\right) = e^{i\frac{\pi}{8} \hat{F}^2}. \quad (40)$$

Applying this gate in the diagonal basis of $\bar{G}$, we obtain

$$\hat{U}\left(\sqrt{\bar{G}}\right) |e^{i\frac{2a\pi}{g}} \bar{G}\rangle = e^{i\frac{2\pi}{g} \bar{F}^2} |e^{i\frac{2a\pi}{g}} \bar{G}\rangle,$$

$$= \sum_j c_{ajk} e^{i\frac{2\pi}{g} a^2 (j+\frac{g}{4})^2} |pj+ba,k\rangle,$$

$$= e^{i\frac{2\pi}{g} \bar{G}}|e^{i\frac{2\pi}{g}} \bar{G}\rangle, \quad (41)$$

as desired and with $a \in \{0, 1\}$.

Returning to the example of the Hadamard gate in the single-mode square code where $\hat{F} = \hat{n}$, $p = 4$ and $g = 2$, we can implement a square root of Hadamard gate through a Kerr unitary

$$\hat{U}_\Box\left(\sqrt{\bar{H}}\right) = e^{i\frac{\pi}{2} \hat{h}\hat{n}^2}. \quad (42)$$

Although the special Fock state support of the Hadamard eigenstates was originally mentioned in Ref. [18], the fact that a Kerr gate can implement a $\sqrt{\bar{H}}$ gate has, to the best of our knowledge, not been pointed out before.

Using the same properties as above, we also derive entangling non-Clifford gates between two qubits A and B,

$$\hat{U}(\bar{C}(\bar{G})\bar{G}) = e^{i\frac{2\pi}{g} \bar{F}_A \bar{F}_B}, \quad (43)$$

which can be understood as effecting $\bar{G}$ on qubit B conditioned on qubit A being in the state $|e^{i\frac{\pi}{8}} \bar{G}\rangle$. For two single-mode square code, we obtain a Hadamard-controlled Hadamard gate based on a cross-Kerr interaction [74].

$$\hat{U}_\Box(\bar{C}(\bar{H})\bar{H}) = e^{i\frac{\pi}{8} \bar{h}_A \bar{n}_B}. \quad (44)$$

A crucial property of the gates derived above is that they are exact for finite-energy GKP codes. Indeed, since by construction the unitaries $\exp\{i\theta \bar{F}\}$ preserve the excitation number $\bar{n}$ for any angle $\theta$, the generator of that unitary commutes with the excitation number, $[\bar{F}, \bar{n}] = 0$, which then implies that $[\exp\{i\theta \bar{F}^2\}, \bar{E}_j] = 0$. As a result, the gates defined by Eqs. (40) and (43) preserve the code space irrespective of the size of the envelope. This property is in stark contrast to the cubic phase gate [18], whose fidelity is intrinsically limited in finite-energy GKP states [74].

In order for the code words to exhibit the $F$–basis structure shown in Eq. (37), the gauge should be set such that $MA = A$. This enforces that applying a superposition of $M$ and identity leaves the state inside the code space. However, there are generally two inequivalent gauges where this is respected, where the code words are $\pm 1$ eigenstates of the modified stabilizers. Importantly, the logical Clifford operation implemented by the same unitary can differ in the two gauges, impacting the order of the gate $g$. Assuming that the gates Eqs. (40) and (43) are implemented by evolving the system under an Hamiltonian $\hat{H} \propto \bar{F}^2$, it is desirable to choose the gauge where $g$ is minimal in order to reduce the interaction time.
For example, in the single-mode square code, the rotation $\hat{R}(\pi/2)$ leaves the gauges $\mu = 0$ and $\mu = (1;1)$ intact. In the former gauge, this rotation corresponds to a logical Hadamard gate with order $g = 2$, while in the latter gauge it corresponds to a logical $\sqrt{Y}$ gate with order $g = 4$.

The properties above are reminiscent of rotation-symmetric codes [73,74], a class of bosonic codes designed such that code words have support on specific Fock states. However, as defined in Ref. [74], a rotation $\hat{R}$ in these codes implements a logical Pauli operation, and a Kerr (cross-Kerr) interaction corresponds to a Clifford gate $\hat{S} = \sqrt{Z}$ (C(Z)). In contrast, for the square GKP code, a rotation $\hat{R}(\pi/2)$ corresponds to a Clifford gate, and a Kerr (cross-Kerr) interaction corresponds to a non-Clifford gate. These properties are summarized in Table III where we see that for a given Hamiltonian order, GKP codes allow gates deeper in the Clifford hierarchy compared to rotation-symmetric codes [75]. In this table we focus on the comparison between the square GKP code and the four-legged cat code [73,74] since they have the same order of rotation symmetry $\hat{R}(\pi/2)$. In principle, a non-Clifford gate can be realized in rotation-symmetric codes by going to higher-order interactions, for example by implementing an octic Hamiltonian $\hat{H} \propto \hat{n}^4$, and gates based on higher powers of $\hat{F}$ can also be derived for GKP codes. However, any non-Clifford gate is sufficient to perform universal quantum computation. Moreover, the propagation of errors worsens with higher-order gates, and they are also more difficult to engineer, so that going to higher order is not likely to be the optimal route to universality.

Since the gates introduced above are not Gaussian, they generally propagate errors in an unfavourable way. For example, an excitation loss before the Kerr gate $\hat{R}$ leads to a large rotation error, $e^{i\pi n^2/8} \approx \hat{a}e^{i\pi n/4}U(\sqrt{\hat{H}})$. These non-linear gates rely on precise “refocusing” of the lattice peaks at the end of the gate, or equivalently refocusing of the F-states phases, a process which can be impeded by errors. As a result, general errors during the non-linear gates leave the states far from the code space. This propagation of error could be mitigated by, for example, using these gates for magic state preparation and post-selecting only states where no errors are detected. Also, the fact that the non-linear gates commute with the total excitation number is beneficial to limit the propagation of errors. For instance, it implies that they commute with the “no-jump” part of the amplitude damping channel evolution, see $K_0$ in Eq. (82) below. The propagation of amplitude damping errors during cross-Kerr gates is investigated more thoroughly in Ref. [73] in the context of rotation-symmetric codes.

### F. Codes and Lattice Packings

A standard problem in lattice theory is to search for the densest possible lattice packings, and designing QEC grid codes based on these lattices generally leads to good error correction properties. Placing a sphere at each lattice point and increasing their radius until the spheres touch, the lattice packing ratio $\Delta$ is defined as the fraction of space covered by the spheres. This ratio is maximized when the sphere radius is maximized.

Consider a Gaussian translation error model, where a translation error $\hat{T}(\epsilon)$ is applied with a probability density $P(\epsilon) = \text{erfc}(\epsilon/(2\sigma^2)/(2\pi\sigma^2)^m)$. In some contexts, this error model can be a good approximation to more physically relevant error channels such as amplitude damping [15,24,25,77–79]. Each dual lattice vector is associated with a logical Pauli operator, such that maximizing the distance between dual lattice points minimizes the probability that a translation error causes a logical error. Maximizing the lattice packing ratio of the dual lattice therefore means that errors with larger norm can be corrected, and we can (in principle) correct all translation errors where

$$|\epsilon| \leq 2 \left( \frac{\Delta}{dV_{2m}} \right)^{1/4}.$$

where we have defined $V_{2m}$ as the volume of a unit radius sphere in $\mathbb{R}^{2m}$. An error larger than the bound above can enter the sphere of a point associated to a different logical operator, leading to a logical error. We can get a simple estimate for the probability that an error occurs by computing the probability that the norm of the error is larger than the radius of the spheres in the sphere packing problem,

$$P(\text{error}) \approx \text{erfc} \left[ \frac{1}{\sigma \sqrt{m}} \left( \frac{\Delta}{dV_{2m}} \right)^{1/4} \right].$$

Considering lattices with denser lattice packing (larger $\Delta$) leads to smaller error probabilities. Increasing the dimension of the code $d$ leads to larger error probabilities since the dual lattice points are closer together.

Although designing codes based on dense lattice packings intuitively leads to good error-correcting codes, we
note that the simple model above ignores several important design considerations, amongst which we mention three. First, some translation errors outside of the considered spheres can be corrected, and a more precise estimate for the error probability is obtained by considering the Voronoi cell of the dual lattice. Secondly, the model above assumes an ideal error correction procedure. In practice, the stabilizer measurements required for error correction are themselves noisy, which can affect different lattices in different ways. Thirdly, the geometry of the lattice is important in the sense that some neighboring dual lattice points can be logically equivalent. This second consideration is only relevant when \( m \geq 2 \), since for two-dimensional lattices neighboring dual lattice points are always associated to distinct logical operators.

There is extensive literature on integral lattices with good lattice packing ratios [57], defined such that the (standard) Gram matrix \( G = S S^T \) contains only integers. Although one might hope to use them as a starting point to build interesting QEC codes, integral lattices are not generally symplectically integral, and vice versa. The mapping from a classically integral lattice to a QEC code is further complicated by the fact that it is not unique. Indeed, as mentioned above in Sect. II A, one can rotate the lattice around different axes which can change the symplectic form of generator vectors. Applying these rotations on the quadrature coordinates, the commutation relations are not preserved, and these rotations do not correspond to physical operations. More precisely, \( G = S S^T \) stays invariant under orthogonal transformations \( S' = SO \) with \( O \in O(\mathbb{R},2m) \), while \( A = S O S^T \) does not when \( O \notin \text{Sp}(\mathbb{R},2m) \).

One family of interesting codes are given by symplectic lattices, i.e. lattices that admit a generator matrix that is also a symplectic matrix (\( S O S^T = \Omega \)). These lattices encode a single state, \( d = 1 \), and by extension can also encode ensembles of \( m \) qudits, Eq. (10) [58], [59].

\[ \mathcal{S}_\eta = \eta \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \]  \hspace{1cm} (47)

with \( \eta \in \mathbb{R}^+ \). The associated (single) code word is given in the position basis as

\[ |\mathcal{S}_\eta \rangle \propto \sum_{j \in \mathbb{Z}} |j\eta \rangle_x. \]  \hspace{1cm} (48)

The square GKP code encoding a qubit has a basis generator matrix \( S_\square = \sqrt{2} I_2 \). We also make use of a rotated square qubit code, with generator matrix

\[ S_\circ = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}. \]  \hspace{1cm} (49)

Although formally equivalent to the square code, we refer to it as the diamond qubit code.

It is interesting to note that the individual code words of the square qubit code are given by rectangular quonaught states \( | + Z \rangle_\square = |\mathcal{S}_{\sqrt{2}} \rangle \) and \( | + X \rangle_\square = |\mathcal{S}_{1/\sqrt{2}} \rangle \). The \( -1 \) code words can be obtained by setting the gauge \( \mu = (0,1) \) and \( \mu = (1,0) \), respectively. The \( \pm Y \) Pauli eigenstates are, up to a \( \pi/4 \) rotation of phase space, given by the square qunaught state with \( \eta = 1 \), but choosing the mixed gauge \( \mu = (0/1,1/0) \). Equivalently, the \( \pm Y \) Pauli eigenstates of the diamond qubit code are related to the square qunaught state \( \eta = 1 \) through a gauge choice.

Finally, we also refer to the hexagonal qubit code with generator matrix

\[ S_\odot = \frac{2}{\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1/2 & \sqrt{3}/2 \end{pmatrix}. \]  \hspace{1cm} (50)

\textbf{Hypercubic Lattice} — The simplest multimode lattice is the hypercubic lattice \( \Lambda = \mathbb{Z}^2m \), with generator matrix \( S = I_{2m} \) for which \( \det(\Lambda_0) = 1 \). According to Eq. (21), valid encodings can be obtained by scaling the hypercubic lattice are of dimension \( a^m \), which is equivalent to encoding \( m \) qudits of dimension \( a \). In this situation, the generators become \( S^* = \sqrt{a} I_{2m} \), with the dual lattice given by \( S^* = -\Omega^*/\sqrt{a} \), see Eq. (17).

One approach to quantum computing based on GKP states is to concatenate the hypercubic lattice code encoding \( m \) qubits with another qubit code [23], [25], [27]. In this approach, the information is discretized at the single-mode level, and the upper level code is mostly treated as a standard qubit code, potentially incorporating the continuous nature of the single-mode error syndromes to improve the decoding procedure [22], [23], [25], [27], [59], [57]. We explore further the link between concatenated GKP codes and “genuine” multimode lattices in Sect. VI.

However, we note that in this concatenated construction, the logical qubit is not defined by a hypercubic lattice. In two modes, it is possible to encode a single hypercubic qubit using the basis

\[ S_{\text{less}} = \sqrt{2} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1/\sqrt{2} & 0 & 1/\sqrt{2} \\ 0 & 0 & 1 & 0 \\ 0 & 1/\sqrt{2} & 0 & -1/\sqrt{2} \end{pmatrix}. \]  \hspace{1cm} (51)
which is related to \( \mathbb{I} \) by a scaling factor \( \sqrt{2} \) and a rotation by \( \pi/4 \) in the \( p_1, p_2 \) plane, a non-symplectic transformation. We refer to that qubit code as the tesseract code, which has logical operators of length \( \sqrt{2} \) times larger than the single-mode square code. From the intuition by \( \sqrt{2} \) and \( \mathbb{I} \), this code is therefore more robust than the square code against errors. We explore the tesseract code further in Sect. [IV] and its stabilizer generators are illustrated in Fig. 2[b].

Beyond the encoding of a qubit, \( d = 2 \), we find that all code dimensions that can be expressed as the sum of three squares

\[
d = a^2 + b^2 + c^2,
\]

for \( a, b, c \in \mathbb{Z} \), can be implemented as a two-mode hypercubic code, see appendix [E]. Legendre’s three-square theorem specifies which numbers cannot be written as a sum of three squares. Applied to Eq. (52), we have that there exists codes of all dimensions that cannot be written as \( d = 4f(8g + 7) \) for \( f, g \) non-negative integers. All hypercubic codes of size \( d \leq 20 \) are therefore possible except for \( d = 7, 15 \).

**D-Type Lattices**—The \( D_{2m} \) root lattices are obtained by starting with the hypercubic lattice \( \mathbb{Z}^{2m} \), coloring points in two colors in a checkerboard pattern, and then removing all points of one color. Equivalently, the \( D_{2m} \) lattice is generated by taking all points whose sum of coordinates in \( \mathbb{Z}^{2m} \) is even. The determinant of \( D_{2m} \) lattices in the standard integral basis is given by \( \det(\Lambda_0) = 4 \) for all \( m \geq 2 \) [57], which means that one can encode a single qubit in \( m \) modes using this lattice. A standard choice for the generator matrix is given by

\[
S_{D_{2m}} = \begin{pmatrix} 1 & -1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & -1 & \ldots & 0 & 0 \\ 0 & 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & -1 \\ 0 & 0 & 0 & \ldots & 1 & 1 \end{pmatrix},
\]

which reduces to the diamond code in two dimensions (single-mode). As we show in Sect. [VI] the \( D_{2m} \) lattices are closely related to the concatenation of diamond GKP codes with a repetition code, and we explore the two-mode lattice \( D_4 \) in more detail in Sect. [V]. In particular, \( D_4 \) gives the densest lattice packing in 4 dimensions, and the dual of the \( D_4 \) lattice is also a \( D_4 \) lattice.

For the \( D_4 \) code, there exists an orthogonal transformation that allows for a \( d = 1 \) code [81],

\[
S_{D_4,0} = 2^{1/4} \begin{pmatrix} 1 & 0 & 0 & 0 \\ -\frac{1}{2} & \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\ 0 & 0 & 0 & \frac{1}{\sqrt{2}} \end{pmatrix}.
\]

More generally, we found codes based on the \( D_4 \) lattice for all code dimensions \( d \leq 20 \) except \( d = 14 \), see appendix [E].

**A-Type Lattices**—Another common lattice are the A-type root lattices, with determinants that depend on the dimension in the standard integral basis, \( \det(\Lambda_0) = 2m + 1 \). The \( A_2 \) lattice corresponds to the hexagonal lattice, which allows for the densest sphere packing in two dimensions.

**E-Type Lattices**—In 6 and 8 dimensions \( (m = 3, 4) \), the densest lattice packings are obtained by using E-type lattices [88]. However, for \( E_6 \), we have \( \det(\Lambda_0) = 3 \) which is not a perfect square. As a consequence, this lattice cannot be used to construct quantum codes. On the other hand, the 8-dimensional lattice \( E_8 \) has \( \det(\Lambda_0) = 1 \), and can be used to encode 4 qudits of dimension \( a \). One choice of lattice generators is

\[
S_{E_8} = \begin{pmatrix} 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\ 1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 \end{pmatrix}.
\]

For an ensemble of qubits, \( a = 2 \) leading to \( d = 2^4 \), the logical operators have minimum length \( \min(|p|) = 1 \), which improves over the hypercubic lattice encoding 4 qudits where \( \min(|p|) = 1/\sqrt{2} \).

**Leech Lattice**—The Leech lattice has been shown to be the optimal lattice packing in 24 dimensions (12 modes) [89], with a determinant \( \det(\Lambda_0) = 1 \). This lattice can be used to encode an ensemble of 12 qubits, with logical operators of minimum length \( \min(|p|) = \sqrt{2} \), which is twice as large as the square code.
We refer to the operation $\Lambda D$ the lattice $\Lambda_C$ defined on $m_C$ modes and two separable lattices $\Lambda_A$ and $\Lambda_B$ with disjoint support on $m_A$ and $m_B$ modes, respectively, with $m_A + m_B = m_C$. In particular, we are interested in the situation where $\Lambda_C \subseteq \Lambda_A^* \oplus \Lambda_B^*$, such that any logical state of the code defined on $\Lambda_C$ corresponds to a logical state of the split code defined on $\Lambda_A \oplus \Lambda_B$. In other words, we are interested in situations where the logical space of the $C$ code is a subspace of the logical space of the $AB$ code. For example, one class of lattices that can be combined together are the $D_{2m}$ family of lattices, where $D_{2m_A} \subset D_{2m_A} \oplus D_{2m_B}$. In particular, two diamond GKP codes ($D_2$) can be combined together to form the $D_4$ code. Since for integral lattices the stabilizer lattice forms a subset of the dual lattice, $\Lambda \subseteq \Lambda^*$, we have the hierarchy

$$\Lambda_A \oplus \Lambda_B \subseteq \Lambda_C \subseteq \Lambda_A^* \ominus \Lambda_B^*.$$  \hspace{1cm} \text{(56)}

We refer to the operation $\Lambda_C \rightarrow \Lambda_A \oplus \Lambda_B$ as splitting, and refer to the converse operation $\Lambda_A \oplus \Lambda_B \rightarrow \Lambda_C$ as merging. We outline below how to perform these operations, and leave the details of the gauge updates to appendix C.

**Lattice Splitting**—While we give the operation of splitting a specific name, no physical operation is actually performed, and in practice splitting two lattices consists only in software updates. The only caveat to the previous statement is that if one requires that the eigenvalues of the logical Pauli operators remain real after the splitting (the condition in Eq. \text{[34]} a translation set by Eq. \text{[36]} might be required.

**Lattice Merging**—The next operation we consider is lattice merging, where we combine two lattices into one, $\Lambda_A \oplus \Lambda_B \rightarrow \Lambda_C$. We focus in particular on the case where all lattices $A, B, C$ encode a qubit, such that the merging operation projects a two-qubit subspace into the single qubit subspace of the $C$ lattice. To perform the merging operation, we choose a vector $\lambda_m \in \Lambda_C$ in the $C$ lattice stabilizers that is not in the $AB$ lattice, $\lambda_m \notin \Lambda_A \oplus \Lambda_B$. Due to the hierarchy Eq. \text{[56]}, we have $\lambda_m \in \Lambda_A^* \oplus \Lambda_B^*$, i.e. the vector $\lambda_m$ corresponds to a (non-identity) logical Pauli operator of the $AB$ code. If the condition Eq. \text{[34] is respected, then in the pre-merging state $\hat{T}(2\lambda_m)\vert \psi \rangle = \vert \psi \rangle$, and the eigenvalues of $\hat{T}(\lambda_m)$ are constrained to be $\pm 1$. To merge the two lattices, we measure the eigenvalue of $\hat{T}(\lambda_m)$ non-deterministically, setting it to a definite value $\nu_m = \pm 1$ and projecting the two-qubit subspace ($d = 4$) of the $AB$ code onto the single qubit subspace ($d = 2$) of the $C$ code. This measurement can be done with circuits similar to those required for error correction, and we delay the discussion on its implementation to Sect. III.

### I. Mappings Between Lattices

Given a state encoded in a lattice $S$, there always exists a Gaussian transformation that allows to encode the state in a different lattice $S'$ provided that both codes are of the same prime dimension, $\det(S) = \det(S')$, and $d = \det(S')$ is prime as we show below. When these conditions are respected, the statement above translates to the fact that we can relate two lattice generator matrices through

$$S' = RSM,$$  \hspace{1cm} \text{(57)}

where $M \in \text{Sp}(2m, \mathbb{R})$ is a symplectic matrix and $R \in \text{GL}(2m, \mathbb{Z})$ is an unimodular matrix, i.e. an invertible integer matrix with $\det(R) = \pm 1$. Essentially, $M$ represents lattice deformations and rotations, while $R$ represents changes of basis for identical lattices. Under such a transformation, the symplectic Gram matrix transforms to

$$A' = RAR^T.$$  \hspace{1cm} \text{(58)}

Given two generator matrices $S$ and $S'$ such that there exists $R$ where the equation above is respected, then $S$ and $S'$ are related through the symplectic transformation $M = S^{-1}R^{-1}S'$. As shown in Ref. \text{[18]}, there always exists an unimodular transformation such that

$$A' = RAR^T = \begin{pmatrix} 0_{m \times m} & D \\ -D & 0_{m \times m} \end{pmatrix},$$  \hspace{1cm} \text{(59)}

where $D$ is a $m \times m$ diagonal matrix. The code dimension is set by $d = \det(D) = \Pi_j D_{ij}$, where each element is a non-zero integer, and we can always choose the elements of $D$ to be positive and in a non-increasing order. As a result, for codes of prime dimension $d$, the form Eq. \text{[59]} is unique, which then implies that all symplectic Gram matrices are related by some unimodular matrix $R$. In other words, for codes of prime dimension $d$, there always exist a symplectic operation which can be implemented by a Gaussian circuit such that $S = S'M$. In particular, this implies that we can always encode a multimode qubit through a gaussian circuit and starting from the separable lattice with a qubit encoded in the first mode and qumatrix states in the other modes, $S_{\square} \oplus S_{\square}^{m-1}$.  

For code sizes which are not prime, the form of $D$ in Eq. \text{[59]} is not unique, and therefore not all symplectic Gram matrices are equivalent, which then implies that not all lattices are related through a gaussian transformation. For example, the four-dimensional code given by $S = (2S_{\square}) \oplus S_{\square}$ cannot be mapped to the two-qubit code $S' = (\sqrt{2}S_{\square}) \oplus (\sqrt{2}S_{\square})$, although both codes are of the same dimension, $\det S = \det S' = 4$.  

| Lattice Name | # of modes | $\min(|s_j|)$ | $\min(|p_j|)$ |
|--------------|------------|---------------|---------------|
| Square       | 1          | $\sqrt{2} \approx 1.41$ | $1/\sqrt{2} \approx 0.71$ |
| Hexagonal    | 1          | $2/\sqrt{3} \approx 1.52$ | $1/\sqrt{3} \approx 0.76$ |
| Tesseract    | 2          | $\sqrt{2} \approx 1.41$ | $1/\sqrt{2} \approx 0.84$ |

**TABLE IV.** Examples of qubit codes based on common lattices.
III. ERROR CORRECTION

There are two strategies to correct errors in single-mode GKP codes, and in this section we generalize both of these approaches to multimode codes. In continuous variable systems, a non-Gaussian resource is required in order to perform error-correction, and the two strategies differ in the resource used. The first one leverages the intrinsic non-linearity of an ancilla qubit coupled to the oscillator modes. The second approaches rather relies on ancilla GKP codes and homodyne measurements, leveraging the non-Gaussianity of a fresh ancilla GKP state to correct errors. Note that the latter strategy requires a method to reliably prepare ancilla GKP states and when discussing this second strategy, we assume that we have access to a deterministic source of fresh ancilla single-mode GKP states. We refer the reader to Refs. \[27, 37, 53, 55, 90\] for proposals on how to prepare them.

A. Error correction with ancilla qubits

First, we describe the error correction strategy based on ancilla qubits coupled to the harmonic oscillators containing the logical information. The protocols we propose generalize the single-mode protocols from Refs. \[29, 30\] to the multimode case. The generalized small-Big-small (sBS) and Big-small-Big-small (BsB) protocols \[30, 31\] are shown in Fig. 3 (a) and (b), respectively, and the generalized logical measurement circuit \[30, 91\] is shown in Fig. 3c).

Inspired by the fact that the code space is a zero eigenspace of the code space nullifiers, \(\{d_j\}\) from Eq. (27), we aim to engineer an ensemble of \(2m\) dissipators,

\[
\dot{\rho} = \sum_{j=1}^{2m} D[d_j] \rho, 
\]  
(60)

where \(D[\hat{a}] = \hat{a} \hat{a}^\dagger - \{\hat{a}^\dagger \hat{a}, \cdot\}/2\) is the standard dissipation superoperator and \(\rho\) is the multimode state encoding the logical quantum information. This strategy relies on the fact that the steady state of the master equation above is given by \(\hat{d}_j|\psi\rangle = 0\) for all \(j\), which precisely corresponds to the code space.

Instead of implementing directly the continuous dissipators of Eq. (60), we discretize the oscillators-bath interaction and replace the baths by a single qubit which is frequently reset \[30, 92–95\]. This can be achieved through repeated oscillators-bath interactions of the form

\[
\hat{U}^{(j)}_{\text{stab}} = e^{-i\sqrt{\Gamma_j}(d_j \sigma_- + d_j^\dagger \sigma_+)},
\]  
(61)

where \(\Gamma_j\) is an effective (dimensionless) cooling rate. Resetting the ancilla qubit to its ground state and repeating this interaction, the entropy from the oscillators is removed in such a way as to cool the system towards the +1 eigenspace of the exact \(\hat{T}_{j,\beta}\) stabilizer of the finite-energy GKP code. We refer to one interaction and reset cycle as a dissipation round, and the full code space is stabilized by alternating dissipation rounds for each of the \(2m\) stabilizer generator \(\hat{T}_{j,\beta}\).

In practice, implementing the unitary Eq. (61) is challenging due to the fact that the nullifiers \(d_j\) contain a modular multimode quadrature. To simplify this unitary, we Trotterize the interaction and leverage the intrinsic modularity of the ancilla qubit, leading to the circuits illustrated in Fig. 3. In these circuits, the size of the GKP code envelope is set by

\[
\epsilon = \frac{\sinh \beta}{2},
\]  
(62)

and the effective dissipation rate is given by \(\Gamma_j = |s_j|\pi \epsilon/\sqrt{2}\). Since this rate is proportional to \(\epsilon\), errors are corrected at a slower rate for larger GKP codes (smaller \(\beta\)). However, larger GKP codes offer better protection against larger errors, such that there is an optimal GKP size that balances between faster correction and larger error protection for a given error channel.

Since an \(m\)-mode code has \(2m\) stabilizer generators, one must apply a combination of at least \(2m\) dissipation circuits. However, we note that one could choose to apply more than \(2m\) dissipation circuits, especially for lattices which have more than \(2m\) lattice vectors of minimum length (counting once a vector and its inverse). For example, in the single-mode hexagonal code, one can choose to cycle among the three stabilizers of the same length \(s_1 = r_0(1; 0), s_2 = r_0(-1/2; \sqrt{3}/2)\) and \(s_1 + s_2 = r_0(1/2; \sqrt{3}/2)\), with \(r_0 = 2/\sqrt{3}\) \[29\].

We note that the lattice generators \(\{s_j\}\) do not necessarily have support on all modes. As a result, it is possible to perform the error correction circuits using multiple qubit ancillas, each being coupled to a subset of oscillators. Dissipation circuits for generators with disjoint mode support could also be performed in parallel. We illustrate in Fig. 3d) the dissipation circuit sequence used in this work, where we choose to simply cycle through dissipation rounds of all stabilizers. We leave the full optimization of the general "dissipation schedule" for future work, anticipating that it will depend on the error model, the particular code under study, and the available couplings between ancilla and oscillator modes given the physical architecture.

The main building block of the circuits in Fig. 3 is a symmetrized controlled multimode translation,

\[
C\hat{T}(\nu) = e^{i\frac{\pi}{4} [\hat{x}^2 + \hat{y}^2] \hat{n} \nu},
\]  
(63)

which effects a translation by \(\pm \nu/2\) if the ancilla is in \(|g\rangle\) or \(|e\rangle\), respectively. This type of operation was demonstrated in a single microwave cavity in Ref. \[29\] and its multimode generalization can be realized by using a qubit coupled dispersively to multiple modes. We consider a qubit-oscillators Hamiltonian

\[
\hat{H} = \sum_{j=1}^{m} \left[ \frac{\chi_j}{2} \hat{a}_j^\dagger \hat{a}_j \hat{\sigma}_z + \mathcal{E}_j(t) \hat{a}_j^\dagger + \mathcal{E}_j^*(t) \hat{a}_j \right],
\]  
(64)
with $\chi_j$ the dispersive interaction between the $j$th mode and the ancilla, and $\mathcal{E}_j(t)$ is the classical drive applied to the $j$th mode. In short, the classical drives $\{\mathcal{E}_j\}$ displace the state of the different oscillators, which then rotate in different directions depending on the state of the ancilla. With suitable echo pulses, this strategy can be used to generate any controlled translation, see appendix D for more details. Interestingly, the controlled displacement rate in each mode depends on the drive amplitude and the dispersive shift, $\chi_j\mathcal{E}_j$, such that this type of interaction can be implemented in systems with small dispersive coupling by considering strong drives. Moreover, the drive amplitude in each mode can be independently adjusted, and the dispersive shifts of the ancilla qubit to each mode need not be matched. Finally, there is no specific restriction on the oscillator mode frequencies.

Multimode controlled translations can also be implemented in other platforms such as in the motional modes of trapped ions. In this architecture, controlled translations are generated by a laser which activates a state-dependent force \[ \frac{\eta_j}{\nu_j} \mathcal{E}_j \] Multiple state-dependent forces in different modes can then be activated using multiple lasers, a type of interaction which has already been realized in the context of (ion-ion) multi-qubit gates \[ \text{[57]} \].

A cartoon of possible physical implementations for two-mode grid codes are represented in Fig. 1, where (a) a single ion is coupled to two motional modes and (b,c) a single transmon qubit in the Y-mon geometry is coupled to (b) two microwave single-post cavities \[ \text{[40]} \] or (c) phononic-crystal-defect resonators \[ \text{[41]} \].

In principle, a multimode controlled translation could be obtained through sequential pairwise interactions, performing single-mode controlled translations in series. While the final operation is equivalent, we note that the effect of an ancilla decay event during the controlled translations will be different. We now study the effect of ancilla decay errors when controlled translations are generated from a dispersive interaction, Eq. (64). As we show in appendix D, an ancilla qubit decay error during a controlled translation results in an effective rotation and translation

$$CT_{\text{err}} = \tilde{\sigma}_{\text{err}} \tilde{T}(\mathbf{e}) \Pi_j \tilde{R}_j(\varphi_j),$$

where the rotation in each mode is upper bounded by $|\varphi_j| \leq |\chi_j T|$ with $T$ the interaction time and $\sigma_{\text{err}} = \pm$. The translation error $\tilde{T}(\mathbf{e})$ occurs on a line parametrized by the time of the error, $t_{\text{err}} \in [0,T]$. In the limit where the dispersive coupling is small, $\chi_j \to 0$, and where the controlled translation is generated in a straight line, the rotation error disappears and the translation error is co-linear with the desired translation, $\mathbf{e} = \eta s_j$ with a ratio $\eta \in [0,1/2]$. The rotation error can also be reduced by considering more than one echo pulse during the controlled translation. To simplify the analysis below, we assume that ancilla errors are given by bit flips rather than qubit decay, propagating as errors of the form $\mathbf{e} = \eta s_j$ with $\eta \in [0,1]$.

For the small-big-small protocol, the middle large controlled translation leaves the state effectively displaced by $\pm s_j/2$. For a single-mode GKP, this effectively applies a logical Pauli operation, but in general it leaves the state outside of the code space. One solution to recover the original subspace is to apply the dissipation circuit twice, effectively displacing the state by 0 or $\pm s_j$. More efficiently, this can also be taken care of in software by updating the gauge, using the translation update rule Eq. (65). The sign in front of the effective translation does not impact the gauge change, such that a superposition of translations, $\tilde{T}(s_j/2) \pm \tilde{T}(-s_j/2)$, has the same effect as $\tilde{T}(s_j/2)$ with respect to the gauge. To account for the gauge change, we modify the error-correction circuits such that the state is steered towards the $-1$ eigenspace of the corresponding stabilizer. As shown in Fig. 3, this is achieved by changing the sign of the last small controlled translation. Alternatively, the sign of the ancilla $\pi/2$ rotation can be inverted.

We have described the multimode generalization of the higher-order sBs and BsB protocols, but a similar analysis could be applied to the sharpen-trim protocol of Ref. \[ \text{[29]} \].

**Classical Dissipation Model**—In order to better understand the effect of the qubit-based error correction procedure described above, we build a simple classical model which is much faster to simulate than the full multimode quantum model. More precisely, we consider the effect of the dissipation rounds on points in a classical phase space $\mathbf{x} \in \mathbb{R}^{2m}$. We define the modular vector

$D(s_j) = \tilde{T}(-\epsilon \Omega s_j/2) \tilde{T}(s_j) \tilde{T}(-\nu_j \epsilon \Omega s_j/2)$

$\tilde{R}_x(\pi/2) \tilde{R}_y(\pi/2)$ Reset

$M_p = \tilde{T}(-\epsilon \Omega p) \tilde{R}_x(\pi/2) \tilde{R}_y(\pi/2)$ $M_z$

$D(s_1) D(s_2) \ldots D(s_{2m})$

**FIG. 3.** Autonomous QEC circuits based on a qubit ancilla. The first three wires represent the ensemble of $m$ modes, and the last wire corresponds to the two-level ancilla. a) Generalized small-Big-small protocol, which we represent at the logical level as applying an operation $D(s_j)$. b) Generalized Big-small-Big protocol. In both protocols, the sign of the “correction” controlled translations depends on the gauge, $\nu_j = (-1)^{\mu_j}$. c) Finite-energy Pauli operator measurement. d) The full code space can be stabilized by cycling through the dissipation rounds for all generators $\{s_j\}$.
where $q_m = lS_m \mathbf{x} \mod 2\pi$, which projects the point $\mathbf{x}$ on each generator of translation, $g_j$, associated with a stabilizer $s_j$. From the potential
\[
\Phi = \frac{1}{2} q_m \cdot q_m,
\] (66)
we approximate the quantum dissipative map generated by the gadgets in Fig. 3 by setting the evolution of a classical point $\mathbf{x}$ as
\[
\dot{\mathbf{x}} = -\nabla \Phi.
\] (67)
This equation is motivated by the fact that each dissipation circuit can be understood as approximately measuring a generator of translation $\hat{g}_j$ and applying a correction pulse towards $\hat{g}_j \mod 2\pi = 0$. We choose Eq. (67) to be linear for simplicity, a choice that does not affect the position of the fixed points which are the main objects of interest. Moreover, for simplicity, Eq. (67) does not model the random shot noise of the measurements.

To obtain an estimate of the effect of a single translation error $\mathbf{e}$, we apply the evolution map after setting $\mathbf{x}(t = 0) = \mathbf{e}$. From the position at long times $\mathbf{x}(t \to \infty) = M(\mathbf{e})$, we infer the logical operation applied by checking to which set of points in the dual lattice $M(\mathbf{e}) \in \Lambda^*$ belongs, with a successful correction when the logical identity is applied, $M(\mathbf{e}) \in \Lambda$. Since finite-energy states have a finite width, we approximate the probability that the translation error $\mathbf{e}$ is converted into a logical error as
\[
\mathbb{P}(\text{error}|\mathbf{e}) = 1 - \int d\mathbf{r} I_{M(\mathbf{e}) \in \Lambda} G(\mathbf{e}, \sigma)
\] (68)
where $I_{M(\mathbf{e}) \in \Lambda}$ is an indicator function that equals 1 if $M(\mathbf{e}) \in \Lambda$ and 0 otherwise, and $G(\mathbf{e}, \sigma)$ is a Gaussian distribution with mean $\mathbf{e}$ and standard deviation $\sigma$ approximately given by
\[
\sigma = \sqrt{\text{tanh} \left( \frac{\arcsinh(2\epsilon)}{2} \right)} \approx \sqrt{\epsilon}.
\] (69)
In two dimensions the integral in Eq. (68) can be performed analytically, otherwise we use Monte Carlo integration methods.

In Fig. 3a), we show the final logical operation applied in the single-mode code space of the square code as a function of an initial translation error $\mathbf{e} = (q, p)$. As we show, translation errors around the stabilizers $0, s_1, s_2$ are fully corrected (light blue regions). On the other hand, translation errors around the logical Pauli operators, $\mathbf{x} = s_1/2, \mathbf{y} = (s_1 + s_2)/2$ and $\mathbf{z} = s_2/2$, are uncorrectable by design.

When applying the dissipation circuits of Fig. 3 and in the limit that $\chi \to 0$, decay errors on the qubit propagate as translation errors $\mathbf{e} = \eta s_j$ with $\eta \in [0, 1]$. In panel Fig. 3b), we show the logical error probability as a function of $\eta$ for the first stabilizer $s_1$. We find good agreement between the full quantum model (full dots) and the classical model (dashed lines) without any fit parameters. We also compare different GKP sizes, and show that the transitions are sharper at the edges for larger GKP sizes due to their smaller quadrature fluctuations. In the limit of infinite GKP size, $\epsilon \to 0$, we expect a sharp transition between correctable and uncorrectable errors.

When a qubit decay event occurs, we take the probability that it propagates as a logical error as
\[
\mathbb{P}(\text{error}|\text{qubit decay}) = \int_0^1 d\eta \mathbb{P}(\text{error}|\eta s_j)\mathbb{P}(\eta),
\] (70)
and we assume that the probability of a qubit decay is small such that $\mathbb{P}(\eta)$ is approximately given by a uniform distribution. In the case of the square code, the probability of a logical error is constant $\mathbb{P}(\text{error}|\text{qubit decay}) \approx 1/2$ and does not depend on the GKP size, an estimate that agrees well with numerical simulations of the full quantum model. For single-mode GKP codes, the lifetime of the logical information is therefore limited by the lifetime of the ancilla, a situation that is not improved by increasing the GKP size. We show below that multimode codes, on the other hand, have increased robustness against the propagation of ancilla errors.

Note that in the classical model presented above, the effective dissipation rate depends (in general) on the position of the initial point $\mathbf{x}$, not just its length $|\mathbf{x}|$. Indeed, inside a unit cell Eq. (67) can be rewritten as $\dot{x} = -i^2 \Omega S^T S \Omega x$, which leads to $x(t) = \exp(-i^2 \Omega S^T S \Omega t) x(0)$. As a result, the effective dissipation rates are proportional to the eigenvalues $\{\lambda_j\}$ of the Hessian matrix $H(\Phi) = -i^2 \Omega S^T S \Omega$. Intuitively, the break-even point is related to the ratio between the smallest dissipation rate and the oscillator physical error rate, $\min(\{\lambda_j\})/\kappa \delta t$, which explains why the square code can
perform better than the hexagonal code in qubit-based error correction [30, 31]. Moreover, it also explains why the tesseract code performs better than the $D_4$ code, see Fig. 7 and the sections below.

B. Homodyne Error correction

The second approach to QEC for GKP codes is to use fresh ancilla modes prepared in generalized GKP quadrature states. Measuring the stabilizers of the ideal GKP code is equivalent to measuring the modular quadratures $\{\hat{q}_j\}$, and to simplify the analysis we choose an envelope-preserving unitary $\hat{U}_B$ such that

$$\hat{q}_{2m} = \hat{U}_B|\hat{g}_j\rangle|\hat{U}_B\rangle,$$

(71)

where $g_j = l\Omega s_j$. The task of measuring the jth stabilizer then reduces to the task of measuring $q_{2m} \mod 2\pi/|g_j|$, for which single-mode GKP circuit have already been developed. In particular, we make use of the SUM gate

$$\text{SUM}_{j\rightarrow k} = e^{-i\hat{q}_j\hat{p}_k},$$

(72)

which maps the quadrature coordinates $\hat{q}_j \rightarrow \hat{q}_j$, $\hat{p}_j \rightarrow \hat{p}_j - \hat{p}_k$, $\hat{q}_k \rightarrow \hat{q}_k + \hat{q}_j$ and $\hat{p}_k \rightarrow \hat{p}_k$. This gate also acts as a logical CNOT gate between two single-mode square GKP codes.

Applying the SUM gate between a mode in the state $|\psi\rangle$ and an ancilla in the ideal quadrature state $|\varnothing_\eta\rangle$, we obtain

$$e^{-iq_fP_2}\int dq \psi(q)|q\rangle|\varnothing_\eta\rangle = \sum_j \int dq \psi(q)|q\rangle|\varnothing_\eta\rangle|jn\ell + q\rangle,$$

(73)

where we have written the state in the position basis and used the expression for the quadrature state Eq. (45). Measuring the ancilla in the position basis, $\hat{q}_j$, then yields a measurement result $q + jn\ell$ for some random $j \in \mathbb{Z}$, which is equivalent to measuring $\hat{q}_j \mod n\ell$. In order to measure $\hat{q}_j \mod 2\pi/|g_j|$, one should therefore set $\eta = 1/|s_j|$. In the case of error correction for the square GKP code, the procedure described above is equivalent to the approach originally developed in [18]. Indeed, for the square code we have $|s_j| = \sqrt{2}$, and we have shown in Sect. [18] that $|\varnothing_{1/\sqrt{2}}\rangle = \hat{X}_\varnothing$.

The SUM gate Eq. (72) combined with the $\hat{U}_B$ allows to measure the quadratures $\{\hat{q}_j\}$ by propagating translation errors from the data modes to the ancilla. In a similar fashion, translation errors in the ancilla mode propagate to the data modes. More precisely, noise in the ancilla $\hat{p}$ quadrature propagates as errors $\hat{T}(s_j)$ in the data mode, with $\sigma$ a random variable taken from a normal distribution with standard deviation set by the level of squeezing of the ancilla. We remark that in both homodyne and qubit-based error correction, noise in the ancilla propagates as translation errors colinear with $s_j$, such that minimizing the effect of these errors is desirable for both error correction methods.

The protocol laid out above is not unique, as it is possible to choose different ancilla lattice constants $\eta \rightarrow c\eta$ if the measurement results and the SUM gate are properly rescaled, $e^{-i\hat{q}_j\hat{p}_k} \rightarrow e^{-i\hat{q}_j\hat{p}_k/c}$. Moreover, while we choose here to map the multimode quadrature $\hat{q}_j$ to a single-mode, one could instead perform the combined unitary $\hat{U}_B e^{-i\hat{q}_{2m}\hat{p}_k} \hat{U}_B$ as a series of (rescaled) SUM gates.

Consider a translation error $\hat{T}(\epsilon)$ affecting a logical state. After measuring each stabilizer generator, for example with the circuits of Fig. 5 we get a syndrome $\xi$ related to the error through

$$\xi = -i^2 S\Omega\epsilon \mod 2\pi,$$

(74)

with the modulo part applied element-wise. To correct the error, one simple decoding choice is to take a correction translation $\delta = \Omega S^{-1}\xi/l^2$. After the correction, the initial state has been translated by $\hat{T}(\delta)\hat{T}(\epsilon) = e^i\delta\hat{T}(e_m)$, with an irrelevant global phase $\theta$ and a remaining (uncorrected) translation by $e_m = \Omega S^{-1}a$ for some $a \in \mathbb{Z}^m$. Expressing the remaining displacement in the basis of the stabilizer lattice, we obtain $b = A^{-1}a$, a logical error occurs if $b \notin \mathbb{Z}^m$. For a single-mode square code, this decoder is equivalent to the standard memoryless decoder, which corrects all translation errors smaller than $|\epsilon| < 1/\sqrt{2}$ in the ideal code limit. Figure 6 shows the error probability after a full round of error correction with GKP ancilla states and the decoding strategy laid out above. We consider a Gaussian translation error channel where modes are translated by a random amount taken from a multivariate normal distribution with standard deviation $\sigma$, $\epsilon \sim N(\sigma)$, which we express in decibels

$$\sigma(\text{dB}) = 10\log_{10}\left(\frac{1/2}{\sigma^2}\right).$$

(75)

This measure of noise does not distinguish between a mixture of random translations and the quantum fluctuations due to a finitely-squeezed state. Moreover, we remark that the variance of the total translation error scales linearly with the number of modes, $E[|\epsilon|^2] = m\sigma^2$.

Full lines correspond to error correction with ideal ancillas, i.e. only data modes are affected by the error channel. Dashed lines, on the other hand, correspond to the more realistic situation of finite-energy ancillas, and we choose the ancilla noise to be identical to the data noise. We compare the performance of different GKP codes (colors), and discuss the features of the tesseract and $D_4$ code below in Sects. [IV and V] respectively.

In this work, we mostly focus on qubit-based error correction methods, and we leave the optimization of decoders for GKP-ancilla based QEC for future work. For example, Ref. [23] discusses a general decoder that could be applied to multimode lattices. Moreover, the method presented above does not preserve the envelope since the ideal stabilizers are measured, not the finite-energy stabilizers of Eq. (25). As a result, each QEC round adds energy to the modes of the system. It would be interesting
Pauli operators for the tesseract code
\[ L_{0,\text{tess}} = \begin{pmatrix} x_0 \\ y_0 \\ z_0 \end{pmatrix} = \sqrt{2} \begin{pmatrix} 1/2 & 0 & 1/2 \\ 1/2 & 1/\sqrt{2} & 1/2 \\ 0 & 1/\sqrt{2} & 0 \end{pmatrix}. \] (76)

Similar to the square code, the \( Y \) operator of the tesseract code has a length \( \sqrt{2} \) larger than the \( X, Z \) operators. However, compared to the square code, the tesseract code has longer logical operators by a factor \( \sqrt{2} \approx 1.19 \), while the stabilizers are smaller by a factor \( \sqrt{2} \). Another important distinction between the tesseract code and all single-mode GKP codes is that logical operators of the tesseract code are not colinear with a stabilizer vector. More precisely, we have \( x_0 = (s_1 + s_3)/2 \), \( z_0 = (s_2 + s_4)/2 \) and \( y_0 = (s_1 + s_2 + s_3 + s_4)/2 \), as illustrated in Figs. 2 and 5. We contrast this with single-mode codes where we can always choose \( x_0 = s_1/2 \), \( z_0 = s_2/2 \) and \( y_0 = (s_1 + s_2)/2 \).

With the choice of Pauli operators given by Eq. (76), the logical plus \( \bar{Z} \) eigenstate is given by the separable state
\[ | + \bar{Z} \rangle = | \varnothing \rangle \sqrt{2} \otimes | 0 \rangle. \] (77)

The logical minus \( \bar{Z} \) eigenstate is given by the same tensor product of qunaught states, but choosing a mixed gauge \( \mu = (0, 1) \) for both modes. While we chose in Eq. (76) the base \( \bar{Z} \) representative to have support only on the first mode, an equivalent representative has support only in the second mode, \( \varnothing' = \sqrt{2}(0, 0, 0, 1/\sqrt{2}) \). In particular, a measurement in the \( \bar{Z} \) basis can be performed by accessing a single one of either mode comprising the tesseract code. Alternatively, we can measure both representatives and implement a two-bit repetition code to mitigate the effect of different faults such as oscillator errors, measurement errors or ancilla decay during the measurements. Since \( z_0 \) and \( \varnothing' \) have support on different modes, faults in one measurement do not affect the other. The circuit shown in Fig. 3 is also quantum non-demolition (QND), such that multiple measurements could be realized to mitigate the effect of measurement errors.

### IV. TESSERACT CODE

In this section, we study in detail the two-mode tesseract code with generator vectors given by Eq. (51) and illustrated in Fig. 2b).

#### A. Code Words

The tesseract code is based on a four-dimensional hypercubic lattice, such that the stabilizer generators are all of equal length, \( |s_j| = \sqrt{2} \) for all \( j \), and are all orthogonal to each other, \( s_j \cdot s_k = 0 \) for \( j \neq k \). As illustrated in Fig. 2b), we choose the base representative of the logical to develop general teleportation-based error-correction circuits similar to those that were developed for single-mode GKP codes [98].

#### B. Gates

In the following, we outline how to perform any operation in the Clifford group generated by \( \bar{S}, \bar{H}, \bar{CZ} \), with results summarized in Fig. 2c). Since the tesseract code is the four-dimensional generalization of the square code, we show that the logical gates in both codes are qualitatively similar.

**Hadamard Gate**—The \( \bar{X} \) and \( \bar{Z} \) operators have the same length, \( |x_0| = |z_0| \), and there is an envelope-preserving operation that exchanges them, corresponding to the effect of a Hadamard gate in the code space. The Hadamard logical gate is implemented from a beamsplitter followed by a \( \pi/2 \) phase shift of both modes,
\[ \hat{U}_{\text{tess}}(\bar{H}) = \hat{R}(\pi/2) \otimes \hat{B}. \] (78)
In the square code, a Hadamard gate is obtained by a phase shift $\hat{U}_\square(H) = R(\pi/2)$.

**Phase Gate**—The phase gate can equivalently be understood as a diagonal gate in the $\hat{Z}$ basis, $\hat{S} = \text{Diag}[1; i]$, or as mapping the Pauli operators $\hat{X} \rightarrow \hat{Y}$, $\hat{Y} \rightarrow -\hat{X}$ and $\hat{Z} \rightarrow \hat{Z}$. Taking the later view shows that $\hat{S}$ cannot be implemented by an envelope-preserving operation since $|x_0| \neq |y_0|$, see Eq. (70). However, taking the former view shows that the $\hat{S}$ gate can be realized through a single-mode unitary since logical $\hat{Z}$ operators have single-mode support. More precisely, the logical $\hat{S}$ gate can be implemented by a shearing gate in either mode,

$$\hat{U}_\square(S) = e^{i\gamma \phi^2} \otimes \hat{I} \otimes \hat{I} \otimes e^{\frac{\gamma}{2} q^2}. \quad (79)$$

Note that any gate which is diagonal in $\hat{Z}$ basis can, in principle, be obtained through a single-mode unitary in the tessercet code. In the square code, the phase gate is also implemented via a shearing gate, $\hat{U}_\square(S) = \exp\{-i\gamma^2/2\}$, which does not preserve the envelope.

**Controlled-$Z$ Gate**—We now present a logical two-qubit $\hat{C} \hat{Z}$ gate realized between two tessercet codes $A$ and $B$, each comprised of two modes (four modes in total). This $\hat{C} \hat{Z}$ gate is realized through a two mode rescaled SUM gate

$$\hat{U}_\square(C \hat{Z}) = e^{-i\sqrt{2}\hat{q}_A\hat{q}_B}, \quad (80)$$

where $\hat{q}_{A/B}$ is the $\hat{q}$ quadrature of either mode comprising the $A/B$ tessercet code. This gate does not preserve the envelope.

**Non-Clifford Gates**—One potential approach to universality originally developed in Ref. [13] for single-mode codes is to perform a cubic gate of the form $\hat{V} = \exp\{i\gamma \hat{q}^3\}$ for some specially tuned $\gamma$, which allows to perform a logical $\hat{T} = \text{Diag}[1; e^{i\pi/2}]$ when combined with gaussian operations. Since the $\hat{T}$ gate is diagonal in the $\hat{Z}$ basis, this approach can also be deployed in the tessercet code by applying $\hat{V}$ to a single-mode and choosing $\gamma = 1/(2I\sqrt{2})$. However, we note that the cubic gate is designed for ideal GKP codes and does not commute with the envelope operator, $[\hat{V}, \hat{E}_\delta] \neq 0$. As a result, applying the cubic gate to realistic GKP states does not map code words to other code words, and it was shown that the fidelity of this gate is intrinsically limited for finite-energy square GKP codes [71]. We expect that these limitations also apply to the tessercet code.

To solve this issue, we propose an exact square-root-Hadamard gate following the approach laid out in Sect. [14]. Starting with the logical Hadamard gate (order $g = 2$), we compute that the gate Eq. (78) has order $p = 8$. As a result, we can implement an envelope-preserving non-Clifford gate in the tessercet code,

$$\hat{U}_\square(\sqrt{H}) = e^{i\frac{\pi}{4} \hat{F}^2}, \quad (81)$$

with $\hat{F} = \hat{q}_1^2 + \hat{p}_1^2 + \hat{q}_2^2 + \hat{p}_2^2 - 2 + \hat{q}_1 \hat{p}_2 - \hat{p}_1 \hat{q}_2$. Although we do not have a concrete proposal to realize this gate, we point out that tunable quartic Hamiltonians can be realized in microwave cavities [3 99 100].

An alternative option to universal quantum computing that does not require any non-Clifford gate is through magic state injection [101], which reduces the challenge of realizing non-Clifford gates to preparing magic states. In particular, Ref. [102] introduced a method to probabilistically prepare magic states through the homodyne error-correction procedure presented in Sect. [11]. This approach could be deployed for the tessercet code by first preparing single-mode magic states, then using code switching techniques to prepare the two-mode magic state. This approach is better suited to optical implementations of GKP codes, where precise homodyne measurements are readily available.

In the microwave domain, an option for magic state preparation is to first prepare a magic state in the ancilla used for control of the oscillator mode and then teleport the ancilla state to the bosonic code, as was realized in Ref. [29]. Another option to realize a direct non-Clifford gate would be to realize a controlled version of the Hadamard gate, with the control qubit being the ancilla. A similar type of controlled-beamsplitter has already been demonstrated between two microwave cavities [10]. One downside of these two approaches is that they are limited by the lifetime of the qubit ancilla. When using a transmon-type qubit as the ancilla, this issue could be partly mitigated by making use of the third level of the ancilla through path-independent gates [32].

### C. Error Correction

Having presented the tessercet code and how to perform logical operations, we now study the robustness of this code against different types of errors.

**Amplitude Damping**—First, we investigate its robustness against resonator amplitude damping when correcting errors using the qubit-based method. For now, we assume that no errors occur on the ancilla qubit. As shown in Fig. [7], we extract the lifetime of the code words by preparing the state inside the code space, projecting the state onto a Pauli eigenstate using the circuit in Fig. [3], and analyzing the subsequent decay of the Pauli expectation value. Between each dissipation circuit $D(s_j)$, we apply an amplitude damping channel $\{\hat{K}_k\}$ with decay rate $\kappa$ for a time $\delta t$ through its Kraus representation,

$$\hat{K}_k = \left( \frac{\gamma}{1 - \gamma} \right)^{k/2} \hat{a}^k \sqrt{k!} (1 - \gamma)^{\hat{a}^2/2}, \quad (82)$$

with $k \geq 0$ and $\gamma = 1 - e^{-\kappa \delta t}$.

Figure [7] shows an example of the time evolution of the expectation value for (b) the excitation number in the first mode, (c) the stabilizer $\langle \hat{T}(s_1) \rangle$ and (d) logical operator $\langle \hat{X} \rangle$ as a function of the round number for $\kappa \delta t = 4.6 \times 10^{-3}$. With respect to panel (c), the other stabilizers exhibit very similar behavior, and the fact that
the average value is lower than one is partly due to the finite-energy nature of the state, and partly due to the finite ratio between the rate of error correction and the rate at which errors occur. The evolution of the expectation values for the other logical Pauli operators (when the logical qubit is projected onto the corresponding eigenstate) follows a behavior very similar to panel d).

Figure 7(e) compares the resulting channel infidelity for different GKP codes as a function of the unitless amplitude damping rate, $\kappa \delta t$. The channel fidelity is computed from

$$F_t = \frac{1 + \sum_{\alpha \in \{x,y,z\}} e^{-\gamma_{\alpha} t}}{4},$$

where the rates $\gamma_{\alpha}$, $\alpha \in \{x,y,z\}$, are the decay rates for each Pauli eigenstate. These rates are obtained by fitting an exponential decay to the time evolution of the associated logical Pauli operator after the projection measurement. Each logical damping rate is obtained by averaging over 200 trajectories with different realizations of the noise and ancilla states at the end of the dissipation circuits. Figure 7(e) shows the fidelity of the logical channel for a time $t$ that corresponds to the time between each dissipation circuit. Dots correspond to full numerical simulations extracted using the circuit in panel a) with full lines being guides for the eye, and dashed lines correspond to an exponential fit $iF = 1 - F = (\kappa \delta t / \alpha)^{\delta}$, with fitting parameters $\alpha$ and $\delta$.

We interpret $\delta$ as a measure of the distance of the code, in analogy to qubit QEC codes where the logical error probability scales as $iF \sim (p/p_*)^{(d+1)/2}$ for some physical error probability $p$, threshold value $p_*$ and distance $d$. For qubit codes, the distance is given by the smallest support of the logical operators, which directly sets the support of the smallest uncorrectable error. In the present context, the distance is linked to the length of the smallest translation error that cannot be corrected.

We define the break-even point of error correction as the crossing point between the infidelity of the Fock encoding (purple) and the GKP code. Intuitively, the break-even point sets the physical error rate below which the correction rate decreases for larger GKP sizes.

We remark that both parameters $\alpha$ and $\delta$ depend on the code size. Increasing the envelope size (smaller $\beta$) causes $\delta$ to increase and $\alpha$ to decrease. This latter fact implies that $\alpha$ is not a threshold, and errors cannot be arbitrarily reduced by considering larger envelopes since $\alpha \to 0$ as $\beta \to 0$. Indeed, increasing the envelope implies that there are more excitations in the GKP code, and thus more excitation loss errors for a fixed $\kappa$. Moreover, the correction rate decreases for larger GKP sizes. In contrast, for qubit codes, the error increase caused by adding qubits is counterbalanced by the additional measurements that are performed in parallel, such that $p_*$ does not depend on the number of qubits.

Here, we choose the size of the GKP codes, set by $\epsilon$ in the dissipation circuits, such that the average photon number per mode is $\langle \hat{n}_j \rangle \approx 5.5$. For reference, we show in purple the infidelity of the Fock (single rail) encoding, which is the best code in the absence of error correction for this error model.

Figure 7(f) shows that the tesseract code (orange) has a larger distance than the square code (blue), $\delta_{\text{tess}} = 4.0 > \delta_s = 3.3$, which we attribute to the fact that the Pauli operators of the tesseract code are longer by a factor $\sqrt{2} \approx 1.2 \approx \delta_{\text{tess}} / \delta_s$.

However, the break-even point of the tesseract code is lower than the square code. We mainly attribute this decrease to the fact that we analyzed the “minimal working example” of the two-mode code, i.e. a single ancilla qubit coupled to both modes. In this implementation, only a single bit of information is extracted at each step, and the dissipation circuits are performed in series. As a result, after a full round of dissipation circuits, the noise acted for four steps ($4 \delta t$) in the tesseract code, against two steps ($2 \delta t$) for the square code. By coupling more ancilla qubits to the modes, one could perform the dissipation circuits in parallel, which would correspondingly increase the break-even point and the fidelity. We also attribute part of the decrease in the break-even point to the added excitation number of the two-mode tesseract code. Indeed, by fixing the average excitation number per mode, we obtain a total excitation number $\langle \hat{n} \rangle_{\text{tess}} \approx 2 \langle \hat{n} \rangle_{\text{square}}$, which leads to a larger probability of error at each time step.

Due to the large tail in Fock basis of the GKP states, a large Hilbert space for each mode is required to perform the simulations. As a result, we were not able to accurately compute the robustness of codes with a number of excitations per mode much larger than $\langle \hat{n} \rangle_{\text{tess}} \approx 5.5$. Here, we choose to perform the simulations in the Fock basis, truncating the Hilbert space at 65 excitations for both modes.

Ancilla errors—Next, we investigate how ancilla decay errors propagate to the logical subspace, when correcting errors using an ancilla qubit. Before discussing full numerical simulations where we extract the logical lifetime, we first use the classical model presented in Sect. III to gain more intuition into the effect of these ancilla decay events. As shown in Sect. III different translation errors propagate as different logical errors after error correction. In Fig. 8 we illustrate the effect of these translation errors in the tesseract code. Since four-dimensional spaces are difficult to visualize directly, we illustrate the effect of translation errors in different two-dimensional cuts of the full four-dimensional space. More precisely, we illustrate the effect of translation errors in the two-dimensional spaces spanned by each pair of lattice generators $\{s_j\}$. Crucially, we show in panel a) that the identity regions (light blue) around each stabilizer lattice point are directly connected through an “isthmus”. As a result, for an ideal GKP state, one can correct any translation error of the form $e = \eta s_j$, for $\eta \in [0, 1]$, which are the errors caused by an ancilla decay event. The only exception
is a translation error of exactly $e = s_j/2$, an error set of measure 0 which (taking $s_1$ for example) would correct randomly to $I$ or $X$. This is in stark contrast to single-mode GKP codes, for which a translation error in the range $\eta \in [1/4,3/4]$ is uncontrollable as illustrated in Fig. 4.

In practice, each peak of the GKP state has a finite width, such that a translation error near the maxima leaves finite-energy states with a partial overlap inside the uncorrectable region. In Fig. 5b), we compute the probability of a logical error given that a translation error $e = n s_j$ occurred. We compare the results of the classical model (dashed lines) and of the full quantum model (dots) computed using the circuit in panel a), and find excellent agreement between the two without any fit parameter. We show in this figure that errors around $e \approx s_j/2$ lead to a finite probability of logical error, with a maximum of a 50% probability of error at $\eta = 1/2$. Crucially, the probability that an ancilla decay error propagates as a logical error in the tesseract code is reduced compared to the square GKP code and, for $\epsilon = 0.044$, we estimate that $P(\text{error}|\text{qubit decay}) \approx 11\%$.

Moreover, the state overlap inside the uncorrectable region can be reduced by decreasing the quadrature fluctuations of each individual peak of the GKP state. In other words, logical errors due to ancilla decay can be reduced by increasing the GKP size, which is in stark contrast to single-mode codes that feature a constant $P(\text{error}|\text{qubit decay}) \approx 50\%$, see Fig. 4b). In the inset of Fig. 8b), computed using the classical model, we show the probability that an ancilla error propagates as a logical error as a function of the GKP size, set by the parameter $\epsilon$ in the dissipation circuits in Fig. 3b). The width of the quadrature coordinates fluctuations for each peak of the GKP state scale as $\sigma \approx \sqrt{\epsilon} \approx 1/\sqrt{n}$, with $n$ the average excitation number in the GKP state. As a result, we obtain $P(\text{error}|\text{qubit decay}) \approx 1/\sqrt{n}$. Through a fit we find $P(\text{error}|\text{qubit decay}) \approx 0.53/\sqrt{\epsilon}$, which improves over the square code constant $P(\text{error}|\text{qubit decay}) \approx 0.5$.

This last feature is particularly interesting for many experimental platforms, such as microwave cavities, where the physical lifetime of the modes is typically much larger than the physical lifetimes of the ancilllas. Indeed, longer oscillator lifetimes mean that the modes can host larger GKP states, which in turn are less sensitive to the propagation of ancilla errors. In contrast, for single-mode codes, the lifetime of the logical GKP qubits is directly limited by the ancilla lifetime.

We remark that the analysis above only holds to first order. In general, a second ancilla decay error cannot be corrected when it occurs before the state has recovered from the first error. Moreover, we showed earlier that the effective correction rate scales inversely with the GKP size, so that more dissipation circuits are required to recover from ancilla errors as the GKP size increases. As a result, second-order effects are not completely negligible for realistic ancilla decay rates.

We now turn to full numerical simulations where we extract the lifetime of the logical information in the presence of finite ancilla lifetime. Figure 9 shows the logical
infidelity, computed using Eq. (83), as a function of the ancilla lifetime for the different GKP codes, in the absence of oscillator errors. For concreteness, we consider a model where the qubit ancilla is dispersively coupled to both oscillator modes. In order to reduce the Hilbert space required to perform the simulations, we do not model the qubit directly. Rather, at each step, we apply the Kraus operators corresponding to a perfect dissipation circuit with probability \( e^{-\gamma_{\text{anc}} t_{\text{tot}}/2} \), and apply an error circuit with probability \( 1 - e^{-\gamma_{\text{anc}} t_{\text{tot}}/2} \), with \( \gamma_{\text{anc}} \) the decay rate of the ancilla and \( t_{\text{tot}} \) the total time of the sBs dissipation circuit, see appendix 20. To compute the error circuit, we replace one of the three controlled dissipations in the sBs circuit with the unitary Eq. (65), taking an error time \( t_{\text{err}} \) randomly from a uniform distribution. We have defined above \( t_{\text{tot}} = 2t_s + t_a \), where \( t_s \) is the time taken to perform the small controlled translations and \( t_a \) is the time taken to perform \( CT(s_j) \), with \( t_s/t_a = \epsilon \). We pick which controlled translations to replace with probability \( \{t_s/t_{\text{tot}}, t_a/t_{\text{tot}}, t_s/t_{\text{tot}}\} \), respectively. We assume perfect qubit rotation pulses, as well as perfect qubit state preparation. These type of errors can only cause correctable errors, such that their effect on the logical lifetime is expected to be negligible compared with decay events during the large controlled translations. 20. Note that we do include the effects of finite dispersive shifts between the ancilla and the oscillator modes, which can cause rotation errors. More concretely, we take parameters similar to Ref. 29 and choose \( \chi t_s \approx 0.08 \), which for \( \chi/2\pi = 28 \text{ kHz} \) and displacements to 900 photons corresponds to performing large controlled translations in \( t_s \approx 450 \text{ ns} \). For simplicity we choose identical parameters for both modes, but stress that this is not a requirement. Although decay events lead to imperfect echoing of the dispersive interaction and additional oscillator rotations, large logical lifetimes are still attainable in the regime of small dispersive shift \( \chi t_s \ll 1 \).

The logical channel infidelity, \( iF = 1 - F \), obtained from the simulations described above, is shown in Fig. 9. There, we compare results for the square code (blue) and the tesseract code (orange). For reference, we show the infidelity of the bare ancilla (purple dot-dashed line), i.e. the lifetime of the information without any oscillator mode. Extracting the relation between ancilla decay rate and infidelity through a linear fit (dashed lines), we obtain that for the tesseract code \( iF_{\text{t}} \approx 0.054\gamma_{\text{anc}} t_{\text{tot}} \), a more than six-fold improvement over the square code for which \( iF_{\text{s}} \approx 0.34\gamma_{\text{anc}} t_{\text{tot}} \). This graph shows one of the main results of this paper: multimode lattice can allow a greater robustness against ancilla errors, which is typically the limiting factor for bosonic codes.

We now make a few remarks to better understand the results above. First, we discuss our choice of normalization to make the decay rates dimensionless, \( \gamma_{\text{anc}} t_{\text{□}} \). Here, \( t_{\text{□}} \) corresponds to the time required to perform a controlled translation \( CT(s) \) for \( |s| = \sqrt{2} \), i.e. the length of the stabilizers for the single-mode square code. The length of the stabilizers in the tesseract code is given by \( |s| = \sqrt{2} \), such that the probability of a decay event during a single controlled translation \( CT(s_{\text{tess}}) \) is given by \( 1 - \exp\{-\gamma_{\text{anc}} t_{\text{□}}/\sqrt{2}\} \).

Our choice of normalization is consistent with performing the dissipation circuits in series, comparing different codes but keeping a fixed ancilla decay rate. This is the choice we made when considering the error model for oscillator amplitude damping (see Fig. 7). Performing the dissipation circuits in parallel would lead to an increase of logical error rate due to ancilla decay, but a decrease in error rate due to oscillator errors. Performing the circuits in series is more adapted to implementations where the physical lifetimes of oscillators are longer than the lifetimes of the qubit ancillas used for control, which is typically the case for microwave cavities coupled to transmon qubit ancillas.

Moreover, our choice for \( t_{\text{□}} \) is somewhat arbitrary as the time taken to perform multimode controlled translations depends on their physical implementation. Indeed, taking the displacement rate to be the same as the single-mode rate in all modes, one could perform multi-mode controlled translations faster as the relevant quantity would be the maximal length of the single-mode projection for each stabilizers. Here we choose the global displacement rate to be the same irrespective of the number of modes involved, such that the only quantity setting the time \( t_s \) is the length of the stabilizer, \(|s_j|\). Another option would be to perform the controlled translations of each mode sequentially, in which case multimode controlled translation would take a longer time. However, performing translations in such a way would negate the effects of the isthmus feature and lead to poorer protection against ancilla decay.

Although our simple classical model predicts that the robustness to ancilla errors scales with the size of the GKP code words, we have not shown this in Fig. 9. This is due to the large Hilbert space required to accurately compute the logical lifetime, which combined with the modest scaling of the error rate with photon number, \( iF \propto \sqrt{n} \), makes it difficult to observe numerically.

Finally, another important remark is that the isthmus feature of the tesseract code does not make the protocol fault-tolerant to ancilla decay, in the sense that the logical lifetime is still proportional to the lifetime of the qubit ancilla, \( iF \propto \gamma_{\text{anc}} t_{\text{□}} \). However, the logical error rates shown in Fig. 7 correspond to the “worst case scenario”, where the cavity spends all its time entangled with ancilla. In practice, the ancilla spends a large portion of its time unentangled with the oscillator modes due to, for example, finite ancilla reset times, delays in data processing or even intentional idle times. As a result, we expect that the lifetime of the logical information in the tesseract code can be more than twenty times larger than the physical lifetime of the ancilla, \( iF \geq 0.05\gamma_{\text{anc}} t_{\text{□}} \).

Performing a simulation where we include both qubit decay errors and oscillator amplitude damping for realistic parameters, we compute that a \( \bar{Z} \) logical lifetime of 2.1 ms is possible. For this simulation we considered an oscil-
In this section, we study in detail a two-mode GKP code based on the $D_4$ lattice, which allows the densest lattice packing in four dimensions. As we show, this particular code has several interesting features, particularly with respect to logical operations. Indeed, in contrast to single-mode GKP codes and the tesseract code, all single qubit Clifford gates can be performed with passive gaussian operations (envelope-preserving gates). The $D_4$ code also allows exact non-Clifford gates through envelope-preserving Kerr-type interactions.

To help with the visualization of the four-dimensional lattice, we mention that the $D_4$ is a laminated lattice. In a similar fashion to the 3-dimensional hexagonal close-packed lattice which can be built by stacking layers of two-dimensional honeycombs lattices (stacking oranges), we can build the $D_4$ lattice by “stacking” layers of three-dimensional body-centered cubic lattices in the fourth dimension.

### A. Code Words

Choosing a set of generators which all have support on both modes, we set

$$S_{D_4} = \begin{pmatrix} 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & -1 \\ 0 & 1 & -1 & 0 \\ 0 & 1 & 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (84)

However, we remark that this choice is not unique since the $D_4$ lattice has 12 vectors of minimal length (not counting those that differ only by a sign). We choose the base representatives of the logical operators to be

$$L_{0,D_4} = \begin{pmatrix} x_0 \\ y_0 \\ z_0 \end{pmatrix} = \begin{pmatrix} 1/2 & 1/2 & 1/2 & 1/2 \\ -1/2 & 1/2 & 1/2 & 1/2 \\ 1 & 0 & 0 & 0 \end{pmatrix}.$$ \hspace{1cm} (85)

Similar to the stabilizers, this choice is not unique and for each logical Pauli operator there are 4 equivalent representatives of minimum length (not counting those that differ only by a sign). For example, the $Z$ logical operator can be represented as $z = (\pm 1, 0, 0, 0); (0, \pm 1, 0, 0); (0, 0, \pm 1, 0) \text{ or } (0, 0, 0, \pm 1)$, such
that $\bar{Z}$ eigenstates can be described as hypercubic qunaught states $\bar{S}z = I_z = S_\varnothing^{\otimes 2}$. In the trivial gauge $\mu = 0$ and with the choice of basis in Eq. (84), we have

$$|\pm \varnothing\rangle = |\pm \varnothing\rangle ^{\otimes 2},$$  

(86)

with $|\varnothing\rangle$ the single-mode square qunaught state. We have also defined the "negative" qunaught state $|-\varnothing\rangle$ as the -1 eigenstate of the translation operators associated to the generators of $S_\varnothing$, i.e. the square qunaught state with gauge $\mu = (1, 1)$. As in the tesseract code, both code words are separable states of the two modes, and as a result can be prepared in independent modes.

Measurements in the $\bar{Z}$ basis of the $D_4$ code can be performed in both modes separately, yielding a simple two-bit repetition code that can allow the detection of one measurement error. In principle, we could also measure all four orthogonal representatives and take a majority vote to determine the most likely measurement result. However, we note that in this case all measurement are not independent as, for example, an ancilla decay error during the $\mathbf{z} = (1, 0, 0, 0)$ measurement can propagate as a measurement error in the $\mathbf{z} = (0, 1, 0, 0)$ measurement.

Due to the four-fold rotation symmetry of the qunaught states, they have a definite excitation number basis as

$$|+\varnothing\rangle = \sum_j c_j |4j\rangle, \quad (87a)$$

$$|-\varnothing\rangle = \sum_j c_j |4j+1\rangle. \quad (87b)$$

The fact that $n = 0 \mod 4$ for the positive qunaught state can be computed by directly applying the rotation operator to the state Eq. (88). By expressing the negative qunaught state as a translated positive qunaught state, we obtain

$$e^{i\frac{\pi}{4}}| - \varnothing\rangle = e^{i\frac{\pi}{4}}|\bar{\varnothing}\rangle [ (1/2; 1/2)] + \varnothing\rangle$$(88)

$$= \bar{\varnothing}[(-1/2; 1/2)] + \varnothing\rangle = e^{i\frac{\pi}{4}}\bar{\varnothing}[ (1/2; 1/2)] \bar{\varnothing}[(-1/2; 0)] + \varnothing\rangle = e^{i\frac{\pi}{4}}| - \varnothing\rangle$$

which implies that $|-\varnothing\rangle$ has support only on Fock states $n = 1 \mod 4$. Importantly, since the envelope does not change the excitation number, this is also true for finite-energy states.

We remark that in contrast to single-mode GKP codes, the two finite-energy code words of the $D_4$ code are exactly orthogonal as evidenced by Eq. (87). However, this orthogonality has limited usefulness in practice, as logical measurements of the code words are performed through (controlled) translations which do not allow perfect distinguishability. In principle, one could perform logical measurement through excitation number measurements in a similar fashion to logical measurement of cat codes [23][105]. However, this type of measurement is less robust against oscillator errors such as photon loss. Moreover, the distinguishability limit for GKP codes is much smaller than typical errors induced by practical measurement circuits, such that we expect measurement of translation properties to remain optimal.

Interestingly, the $D_4$ code can be equivalently interpreted as the concatenation of two single-mode diamond GKP codes with a two-qubit repetition code along the $\bar{Y}$ axis. Taking two single-mode qubits encoded in diamond GKP codes and restricting the subspace to the +1 eigenspace of the $\bar{Y}_0$ logical operator, we obtain the $D_4$ code. An inspection of the logical operators in both $D_4$ and diamond codes then reveals the correspondences

$$\bar{X}_{D_4} = \bar{Z}_0 \otimes \bar{Z}_0 \text{ or } \bar{X}_0 \otimes \bar{X}_0, \quad (89a)$$

$$\bar{Y}_{D_4} = \bar{Z}_0 \otimes \bar{X}_0 \text{ or } \bar{X}_0 \otimes \bar{Z}_0, \quad (89b)$$

$$\bar{Z}_{D_4} = \bar{Y}_0 \otimes \bar{I} \text{ or } \bar{I} \otimes \bar{Y}_0. \quad (89c)$$

In particular, this implies that two diamond codes can be merged into a single $D_4$ code, or conversely that a $D_4$ code can be split into two (potentially entangled) diamond codes using the techniques of Sect. [11]. We recall that a diamond code is simply a rotated square code, such that the same correspondences apply to square GKP codes. These relations can be used to prepare entangled states of square GKP codes, for teleportation-based error correction of GKP codes, and to purify magic states of square or $D_4$ GKP codes, see appendix C.

B. Gates

Interestingly, for the $D_4$ GKP code, all single-qubit Clifford gates can be physically realized using envelope-preserving Gaussian operations. In particular, logical Pauli gates can be implemented in an envelope-preserving manner in contrast to translations which do not commute with the envelope. This is due to the high symmetry of the $D_4$ lattice, and in particular the fact that all Pauli operators have the same length, $|x_0| = |y_0| = |z_0|$. We describe below the gate set $\{\bar{S}, \bar{H}, C\bar{Z}\}$, with results summarized in Fig. 10.

**Phase Gate**—The $\bar{S}$ logical gate is given by a rotation of either mode by $\pi/2$,

$$\bar{U}(\bar{S}) = \bar{R}(\pi/2) \otimes \bar{I} \text{ or } \bar{I} \otimes \bar{R}(\pi/2). \quad (90)$$

**Hadamard Gate**—As illustrated in Fig. 10f), the logical Hadamard gate is obtained by combining a beamsplitter operation, $\bar{B}$, with a $\pi/4$ rotation of both modes,

$$\bar{U}_{D_4}(\bar{H}) = \bar{R}(\pi/4)^{\otimes 2} \bar{B}. \quad (91)$$

Conveniently, the symplectic representation of $\bar{H}$ is proportional to a Hadamard matrix. We remark that, in contrast to the $\bar{S}$ gate, the logical $\bar{H}$ gate modifies the trivial gauge, motivating the need for gauge updates.
plectic representation of the previous equation reads $C_{\alpha,B} \otimes 2$ such that its Pauli representative is of minimal length, see Eq. (87), we have

$$\hat{U}_{D_4}(\bar{T}) = e^{i \frac{\pi}{4} \hat{n}_j^2},$$

where $\hat{n}_j$ is the photon number operator of either mode comprising the $D_4$ code.

We remark that the $T = \sqrt{S}$ gate is based on the $S$ gate which is of order $g = 2$. Changing the gauge to $\mu = (0, 1, 1, 1)$, a rotation $R(\pi/2)$ rather implements a gate $G = X \bar{S}$ of order $g = 2$. As a result, a Kerr unitary can also implement the gate

$$\hat{U}_{D_4}(\sqrt{G}) = e^{i \frac{\pi}{4} \hat{n}_j^2}.$$  

This gate can equivalently be expressed as $\sqrt{G} = T^{4} H S H T$. Tunable Kerr interactions can be realized in a microwave cavity by driving a transmon qubit ancilla $|100\rangle$, in which case the $\sqrt{G}$ gate can be realized in half the time required for the $T$ gate.

Leveraging the same Fock number properties of the $D_4$ code, a controlled-$S$ gate can be realized using a cross-Kerr interaction

$$\hat{U}_{D_4}(C S) = e^{i \frac{\pi}{4} \hat{n}_{A,B}},$$

which is implemented in the $\mu = 0$ gauge. Updating the gauge of both modes such that the rotation $R(\pi/2)$ implements a $\bar{G}$ gate, $\mu = (0, 1, 1, 1)$, we rather obtain

$$\hat{U}_{D_4}(C \bar{G}) = e^{i \frac{\pi}{4} \hat{n}_{A,B}}.$$  

This gate can be equivalently expressed as $C(\bar{G}) = (T^{4})^{\otimes 2} \times H \otimes I \times \text{CNOT} \times \bar{H} \otimes I \times T^{4 \otimes 2}$. In microwave cavities, this gate could be realized with a tunable cross-Kerr coupling $|99, 100\rangle$, assuming that higher order nonlinearities are negligible.

We could also realize a $\sqrt{H}$ in an envelope-preserving manner since the $\bar{H}$ is based on a lattice isometry. However, performing this gate is likely to prove more challenging than Kerr or cross-Kerr gates.

Finally, we note that there is a Gaussian operation that maps the $D_4$ code to the tesseract code (and the converse), in this case an independent squeezing and rotation of both modes. As a result, the non-Clifford gates presented in this section for the $D_4$ code could also be employed in the tesseract code by mapping one encoding to the other.

**C. Error Correction**

In this section, we follow the same structure as the tesseract error correction section and describe the robustness of the $D_4$ code against resonator amplitude damping, qubit ancilla errors and finally the Gaussian translation error channel using homodyne error correction.
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\caption{$D_4$ code. a) Phase space representation of the stabilizer generators. The left and right graphs represent the projection onto the (q,p) phase space of the first and second mode, respectively. b) Similar representation for the logical operators. c) Logical Clifford operations in the $D_4$ code. The $S$ gate can be effected by a $\pi/2$ rotation in either mode, with a rotation in the first mode represented. The $H$ gate is implemented by a beamsplitter followed by a rotation of $\pi/4$ in both modes. The logical $CZ$ gate is implemented by a rescaled SUM gate. We represent this gate as an operation between modes. The logical $\bar{S}$ operator is a Gaussian and envelope-preserving manner. Take for example a rotation $\bar{G}$ in either mode realizes this logical operation. e) Non-Clifford $G$-controlled $G$ logical gate, which can be realized by a cross-Kerr gate involving any pair of modes from the two $D_4$ codes.

\textit{Controlled-$\bar{Z}$ Gate}—We can realize a $CZ$ gate between two $D_4$ code A and B by implementing a rescaled SUM gate of the form

$$\hat{U}_{D_4}(CZ) = e^{i 2\bar{a}_A \hat{n}_B},$$

where $\hat{a}_A, \hat{a}_B \in \{\hat{a}_{0,1}, \hat{a}_{0,2}, \hat{p}_{0,1}, \hat{p}_{0,2}\}$ can be any quadrature coordinate of the two modes comprising the $D_4$ code $\alpha \in \{A, B\}$. This is due to the fact that a displacement in any of these four directions is equivalent to a logical $\bar{Z}$ gate. The choice $\hat{U}(CZ) = e^{i 2\bar{a}_A \hat{q}_{B,1}}$ is illustrated in Fig. 10. While this $CZ$ gate is not envelope-preserving and requires squeezing, it is qualitatively similar to the square and tesseract code $CZ$ gates which also require (rescaled) SUM gates.

Note that it is impossible for any GKP-type qubit to have the full multi-qubit Clifford group implemented in a Gaussian and envelope-preserving manner. Take for example an entangling gate $G$ such that $P_2 \otimes P_3 = G^2(P_1 \otimes 1)G$ with $P_1, P_2, P_3$ all not identity. The symplectic representation of the previous equation reads $P_2 \otimes 2P_3 = G(p_1 \otimes 0)$ for some $p_1, p_2, p_3$ all not 0. Taking $P_1$ such that its Pauli representative is of minimal length, we have $|p_2 \otimes p_3| > |p_1 \otimes 0|$ with respect to the Euclidian norm, implying that $G$ does not conserve distances.

\textit{Non-Clifford Gates}—In the following, we introduce envelope-preserving non-Clifford gates following the general approach laid out in Sect. 11. First, we introduce a
Amplitude damping—We consider a similar protocol as in the tesseract code, with the dissipation circuits of the $D_4$ code applied in series and an excitation loss channel applied in-between each dissipation circuit. The results are shown by the red points in Fig. 7.

The obtained distance for the $D_4$ is similar to that of the square code, $\delta_{D_4} = 3.2 \approx 3.3$. Although the logical Pauli operators of the $D_4$ code have an increased length compared to the square code, $\min |p_0| = 1$, the dissipation circuits are less efficient at correcting errors since the stabilizers are not orthogonal to each other. In particular, the smallest uncorrectable translation error in the $D_4$ code has a length $|e| = 1/\sqrt{2}$, which is equal to the length of the smallest uncorrectable error in the square code. As a result, the square and $D_4$ code have similar distances $\delta$.

Moreover, since the errors are corrected in series and the noise channel acts for twice longer than the square code before a full dissipation round is completed, the break-even point of the $D_4$ code is smaller than in the single-mode square code. The break-even point of the $D_4$ code is also smaller than the tesseract code, which can be understood through the classical model presented in Sect. III. Computing the eigenvalues of the Hessian matrix $H(\Phi_{D_4})$, we get a smallest eigenvalue $\lambda = \hat{l}(2 - \sqrt{3}) \approx 1.7$, which is smaller than the tesseract code $\min \lambda_H = \hat{l} \sqrt{2} \approx 8.9$. This is a result of the fact that the tesseract code basis treats the four-dimensional space homogeneously, while the $D_4$ code has preferred direction, such that there exists a direction in the $D_4$ code where errors are corrected at a slower rate.

Ancilla Decay—Figure 11 illustrates how translation errors propagate as logical errors to the $D_4$ code. For at first glance, the $D_4$ code does not possess the same “isthmus” properties that the tesseract code has. Indeed, while errors along $s_2$ are always correctable and errors along $s_1$ have the isthmus property, errors along $s_3$ and $s_4$ are not all correctable. As illustrated in the bottom left of Fig. 11, translation errors in the plane spanned by $\{s_3, s_4\}$ propagate as logical errors in a similar fashion to the square GKP code, see Fig. 4. One solution to recover the isthmus property is to perform controlled translations in a zig-zag manner, for example decomposing $CT(s_3) = CT(s_3 - s_1)CT(s_1)$ as shown by the dashed purple arrow in the $\{s_1, s_3\}$ plane. While logically equivalent to a direct controlled translation $CT(s_3)$, ancilla decay during these controlled displacements now propagate as translation errors along the dashed line, recovering the isthmus property. This decreases the probability that an ancilla decay error propagates as a logical error, at the cost of doubling the time required to perform controlled translations for 2 of the 4 stabilizers.

VI. LATTICES AND CONCATENATED CODES

In this section, we explore further the general connections between multimode lattices and concatenated codes. Given the strong links between lattices and classical error-correcting codes [57], it is reasonable to expect that good quantum codes are also related to interesting lattices. For example, early studies of multimode GKP codes [50, 51] showed that symplectic multimode lattices can achieve encoding rates similar to single-mode GKP codes concatenated with CSS qubit codes for the Gaussian translation error channel. In this section, we lay out an explicit concatenated code construction for multimode lattices similar to construction A in Ref. [57].

We start by taking $m$ oscillator modes and we define a separable lattice encoding $m$ qubits, $S = S_{\text{base}}^{\text{SS}}$, with $\det(S_{\text{base}}) = 2$. A standard choice of base single-mode code is the square code, but we also provide examples below where other choices lead to interesting lattices. In general, one could choose a different two-dimensional lattice for each of the $m$ modes, and the results we present can easily be generalized to that case. The logical Pauli
operators of the $m$-mode, $m$-qubit code can be expressed as

$$L = (S^*_{\text{base}})^{\oplus m} = \frac{S_{\text{base}}^{\oplus m}}{2}.$$  

(97)

We aim to concatenate these $m$ single-mode GKP qubits with a $[[m, k, d]]$ qubit stabilizer code $C_q$. For each of the $m - k$ (qubit) stabilizers of $C_q$, we replace a lattice generator of the base GKP code by the corresponding combination of base GKP Pauli operators. Out of the original $2m$ stabilizer generators each having support on a single-mode, only $m + k$ then remain.

This replacement can be done by starting with the binary matrix representation of a Pauli stabilizer code $[106]$, which represents $C_q$ as a $(m - k) \times 2m$ binary matrix. To make the rest of the construction easier, we swap the columns of the binary matrix such that the odd-numbered columns represent the presence of an $X$ operator, while the even-numbered columns represent the presence of a $Z$ operator. For example, the binary matrix of the five-qubit code, with stabilizer group generated by cyclic shifts of $XZZXI$, is mapped to

$$B = \begin{pmatrix} 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\ \end{pmatrix}.$$  

(98)

We then promote this binary matrix to a $2m \times 2m$ full rank integer matrix $T$ by adding rows with a single 2.

This construction is motivated by the fact that, for single-mode codes, the Pauli operators $X_0$ and $Z_0$ can always be chosen to be colinear with the stabilizers, $2S^* = S$. For a QEC code $[107]$, $T$ can be constructed as

$$T = \left(0_{(m-k)\times(m+k)} 2\mathbb{I}_{m+k}\right).$$  

(100)

The generator matrix of the multimode lattice corresponding to the concatenated code can then be expressed as

$$S_q^* = T \mathcal{L}$$  

(101)

One can check that $\det(T) = 2^{2m-(m-k)}$, such that $\det(S_q) = 2^k$, encoding $k$ qubits as desired. In general, the decomposition above does not yield generators of minimal length, and it can be advantageous to redefine the generator matrix as $S_q = R\mathcal{L}$, for some unimodular matrix $R$ which can be found, for example, through the Lenstra-Lenstra-Lovász (LLL) algorithm $[108]$.

The logical Pauli operators of the final multimode code can either be obtained through a similar construction starting with the operators of the qubit code $C_q$, or by following the approach outlined above in Sect. II, yielding a dual lattice generator matrix

$$S_q^* = -(L^{-1}T^{-1})^T \Omega.$$  

(102)

In this construction, the minimal length of the logical Pauli translations is given by

$$|p_{0,\text{conc}}| = \min_{P \in C_q} |p| = \min_{P \in C_q} \sqrt{\sum \sum |p_{0,\text{base}}|^2},$$  

(103)

where the minimization is over all representatives of the Pauli operator $P$ in the code $C_q$, and the sum is taken over all single-qubit Pauli operators comprising this representative of $P$. Taking a hexagonal base code where $|x_0| = |y_0| = |z_0| = 1$, and defining $d_p$ the minimal support of the logical Pauli $P$ in $C_q$, the above equation simplifies to

$$|p_{0,\text{conc}}| = \sqrt{d_p} |x_0, \odot|.$$  

(104)

For asymmetric base codes such as the square code where $|x_0| = |y_0| = |z_0| = 1$, the representative $P$ which minimizes Eq. (103) is not necessarily the representative of minimal support. We give below a few examples of multimode lattices that can be reframed in the concatenated construction.

Repetition Code and Diamond Code—Consider the base GKP code to be the diamond code and the qubit code $C_q$ to be the $m$ qubit repetition code along the $Y$ axis, $|0\rangle = \pm Y_\odot |\odot^m\rangle$. Following the concatenation construction, one obtains the $D_{2m}$ lattice family described in Sect. II, with lattice generators given by, for example, Eq. (53). This construction then yields the logical Pauli operators

$$L_{0,D_{2m}} = \begin{pmatrix} 1/2 & 1/2 & \ldots & 1/2 & 1/2 \\ -1/2 & 1/2 & \ldots & 1/2 & 1/2 \\ 1 & 0 & \ldots & 0 & 0 \end{pmatrix},$$  

(105)
FIG. 12. Correspondence between some multimode lattices and concatenated codes. Multimode stabilizers are represented by both a color coding, with reference on the bottom right of the figure, and by small black arrows. The diamonds and rectangles represent single-mode GKP code, with a phase space representation of these modes shown in panels a) and b). a) The $D_4$ lattice code is equivalent to a diamond code concatenated with a two-qubit repetition code. b) The tesseract code is equivalent to the concatenation of a rectangular code with a two-qubit repetition code along $\bar{Z}$. c) The $E_8$ lattice code is equivalent to a stabilizer state with a base diamond code. d) Two tesseract code can be concatenated along the $\bar{Y}$ axis to form a four-mode code with equal length logical Pauli operators.

which reduce to the logical operators of the $D_4$ code in the two-mode case as illustrated in Fig. 12a).

As demonstrated by this example, the qubit code $C_q$ need not be a full quantum error-correction code to yield an interesting lattice. The qubit code merely needs to increase the distance of some logical Pauli operator. In the case of the two-qubit repetition code $C_q$, the distances for each logical Pauli operator are given by $(d_x, d_y, d_z) = (2, 1, 2)$. From Eq. (103), we obtain that the length of the logical Pauli operators is increased from $(|x_0|, |y_0|, |z_0|) = (1/\sqrt{2}, 1, 1/\sqrt{2})$ in the base diamond code to $(1, 1, 1)$ in the $D_4$ code. On top of the increased error-correction capabilities, this increased distance also symmetrizes the length of all logical Pauli operators, which in turn enables one to perform all single-qubit Clifford operations in an envelope-preserving manner.

Repetition Code and Rectangular Code—As illustrated in Fig. 12b), the tesseract code can be obtained from a base rectangular code,

$$ S_0 = \sqrt{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, $$

concatenated with the two-qubit repetition code along the $\bar{Z}$ axis with $s_0 = s_{1/2}/2$.

The fact that the $D_4$ and tesseract code can be understood as two-qubit repetition codes explains why one of the logical Pauli operators can be measured in two separate modes, allowing the implementation of a two-bit measurement repetition code.

In a similar fashion to the diamond GKP and qubit repetition code construction which symmetrizes the length of the logical Pauli operators, we can concatenate the tesseract code with a two-qubit repetition code along the $\bar{Y}_{\text{tess}}$ axis to yield a four-mode lattice where all logical operators are of the same length. The generator matrix of this four-mode is given by

$$ S = \sqrt{2} \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1/\sqrt{2} & 0 & 1/\sqrt{2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1/\sqrt{2} & 0 & 0 & 0 & 0 \\ 1/2 & 1/\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1/\sqrt{2} & 1/2 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, $$

with logical operators

$$ L_0 = \sqrt{2} \begin{pmatrix} 1/2 & 1/\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 \\ 1/2 & 0 & 1/2 & 0 & 0 & 1/\sqrt{2} & 0 & 0 \\ 0 & 1/\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}. $$

Figure 12d) illustrates this construction starting from the single-mode rectangular codes $\mathcal{C}_q$. We compute that $|x_0| = |y_0| = |z_0| = \sqrt{2}$ in this code, such that all single-qubit Clifford operations can be performed in an envelope-preserving manner, i.e. with passive Gaussian gates. As a result, we can prepare entangled Bell states of the tesseract code by first preparing two two-mode $|\bar{Y}_{\text{tess}}\rangle$ states, then applying an envelope-preserving Clifford operation.

We remark that in the four-mode code above, the logical Pauli operators have equal length, but do not have support on an equal number of modes, with $y_0$ having support on three modes while $x_0$ and $z_0$ have support on two modes. Moreover, while the logical operators are of the same length, one stabilizer is of longer length, $s_8 = \sqrt{5}$ with $s_{j\neq 8} = \sqrt{2}$. This contrasts to the $D_4$ code which has both logical operators and stabilizers of equal length.

We remark that the $D_4$ and tesseract codes can be viewed as special cases of the dual-rail code construction of Ref. [20], where arbitrary bosonic encodings are concatenated with a two-qubit repetition code, and the four-mode code is a special case of the quad-rail encoding introduced there. As a result, these GKP multimode codes also inherit the same properties as the dual- and quad-rails encoding, such as the ability to perform universal quantum computations using exponential-swap gates, provided the gauge is set correctly. However, in contrast to the general constructions of Ref. [20], the special structure of the GKP codes allow one to perform Clifford gates using Gaussian operations, which are easier to implement than exponential-swap gates. Since the repetition code is the only non-trivial two-qubit code, it is not so surprising that concatenation-related constructions of two-mode bosonic codes are related. However, we emphasize that the choice of base lattice and the choice of repetition axis induce important differences as evidenced...
by, for example, the types of errors that can be corrected; see Figs. 8 and 11.

\[ E_8 \text{ Lattice} \] As a final example, we relate the \( E_8 \) lattice of Sect. II C to the construction above. In fact, the base \( E_8 \) lattice can be obtained by choosing the diamond code as the base GKP code and considering the stabilizer state with stabilizer group generated by \( (Y_1 Y_2, Y_2 Y_3, Y_3 Y_4, Z_1 Z_2 Z_3 Z_4) \). As illustrated in Fig. 12, this stabilizer state is one of the two code words comprising the \( [[4,1,2]] \) error-detecting surface code.

We finish this section by commenting on the differences between concatenated GKP codes and “genuine” multimode lattices. First, we remark that while all Pauli stabilizer codes correspond to a multimode lattice, the converse is not true. Indeed, starting from any concatenated decomposition Eq. (101), we can find new lattices by applying a symplectic transformation \( M \),

\[ S' = TLM. \] (109)

Except in special cases, the resulting lattice \( S' \) cannot be decomposed as an integer matrix \( T \) and a block-diagonal matrix \( L \), and therefore does not correspond to a concatenated code.

A second difference is that it is not necessarily obvious how qubit properties, such as the minimal support of logical operators, translate to the minimal length of Pauli operators in the multimode lattice. As a result, considering the properties of the multimode lattices can be helpful in the design of the code. For example, starting from single-mode rectangular codes instead of the more standard square code results in interesting codes such as the tesseract and four-mode code.

Finally, we argue that the main difference between concatenated codes and multimode lattice lies in the practical approach to the decoding procedure, not in the code words themselves. Since the code words themselves are identical, the maximum likelihood decoder is the same in both cases. However, maximum likelihood decoding is a hard problem that cannot be solved efficiently, such that efficient approximations must be made. Traditionally, concatenated codes are decoded in a hierarchical fashion, correcting continuous translation errors at the single-mode level, then correcting discrete Pauli errors at the multimode level. In contrast, the decoding of “genuine” multimode lattices is done by identifying the most likely multimode translation corresponding to the syndrome and correcting it. In particular, concatenated decoders requires \( 3m - k \) measurements for a \( k \)-qubit code, while multimode decoders require only \( 2m \) measurements. While the former requires more measurements, the error correction also benefits from the added redundancy by passing information between levels of the hierarchy \( [23][25][27][30] \). We remark that the multimode decoder presented in Sect. III is not optimal, as evidenced by the gap between the theoretical protection of the \( D_4 \) code and its practical performances shown in Fig. 6. We leave the optimization of such decoders for future work.

\[ \text{VII. DISCUSSION AND CONCLUSION} \]

In this work, we have investigated bosonic quantum error correction codes based on multimode grid states. We first discussed how to design codes based on lattices in \( \mathbb{R}^m \); and what code dimensions are allowed by scaling and rotating the lattice. We showed for the four-dimensional hypercubic lattice that only code dimensions that can be written as a sum of squares are possible. Looking ahead, we aim to generalize these relations and establish a link between arbitrary lattices and allowed code dimensions. For example, it would be interesting to investigate if it is possible to design a three-mode qubit code based on Bavard’s \( F_6 \) lattice \[ \text{51} \], or the \( E_8 \) lattice.

We investigated how lattice symmetries are reflected in the associated code words, and how to design non-Clifford gates based on these symmetries. Importantly, we showed that lattice symmetries which are isometries enable non-Clifford gates that are exact for finite-energy codes. For the single-mode square code, we showed that a Kerr Hamiltonian can generate a square-root-Hadamard logical gate.

We have introduced error-correction schemes for multimode grid codes based on qubit ancillas or single-mode GKP state ancillas. The latter approach follows closely the methods introduced originally in \[ \text{18} \], and is qualitatively as hard as the error-correction circuits for single-mode codes. On the other hand, the error-correction circuits using two-level systems are based on building blocks that have already been demonstrated (separately) in different experimental platforms. As a result, we believe that the implementation of multimode grid codes is within reach in experimental platforms such as microwave cavities and the motion of trapped ions.

Although we focused in this work on qubit encodings, the error-correction circuits we introduced can also be applied to other code dimensions. For example, these circuits could be used to stabilize one dimensional grid states, which could allow more precise force measurements in multiple modes \[ \text{62}[119] \].

We have introduced in detail two qubit codes, namely the tesseract and the \( D_4 \) code which have support on two modes. We showed how to correct errors and how to perform a universal set of logical operations. The \( D_4 \) code has the interesting property that all Clifford operations can be performed using passive linear optics, i.e. beamsplitters and phase shifters. This property is enabled by the lattice geometry, in particular the fact that all Pauli operators are translations of equal length.

One the main result of our work is to show that both the \( D_4 \) and tesseract codes are more robust than single-mode codes to propagation of errors from the ancilla. This is linked to their “isthmus” property, where regions of correctable translation errors are directly linked in phase space. By only considering controlled translations that fall within correctable regions, we can recover from most ancilla decay errors. Moreover, the robustness of the grid codes to ancilla errors increases with code
ings in four (note that the lattices allowing the densest sphere packings and single-mode GKP codes concatenated with the GKP qubits. This could lead to further improvements in the logical lifetimes of the GKP qubits.

Finally, we discussed several links between interesting lattices and single-mode GKP codes concatenated with qubit stabilizer codes. In particular, it is interesting to note that the lattices allowing the densest sphere packings in four \((D_4)\) and eight \((E_8)\) dimensions can be understood as the concatenation of a square qubit code with a two-qubit repetition code and a four-qubit stabilizer state, respectively.

Although multimode codes promise the realization of long lifetimes for logical qubits, we do not expect that they will provide an efficient way to arbitrarily reduce the error rates of logical information. In order to build a fault-tolerant quantum computer, it would be interesting to study hybrid approaches where small multimode codes are concatenated with qubit codes. For example, it would be interesting to investigate the concatenation of the two-mode tesseract code with a surface code \([82]\). In particular, qubit codes are designed to exponentially suppress errors, such that an order of magnitude reduction in the error rate of the inner code (GKP codes) can lead to multiple orders of magnitude reduction of the logical error rate of the outer code (e.g. surface code).

Note added—While writing this manuscript, we became aware of similar work addressing multimode GKP codes \([110]\). Amongst other results, this work discusses the gauge for multimode codes, the equivalence of symplectic lattices and the link between multimode lattices and concatenated codes. Our manuscript was officially submitted on October 6, 2021.
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Appendix A: Lattice Theory

In this section we introduce in more details some lattice theory, first discussing lattices in Euclidian geometry and then the corresponding notions in symplectic geometry. We refer the reader to Ref. \([57]\) for a more in-depth discussion of lattices in general.

1. Lattices in Euclidian Geometry

A (Bravais) lattice \(\Lambda = \{\lambda_j\}\) is an infinite set of points in \(\mathbb{R}^n\) that is closed under standard vector addition, \(\lambda_i + \lambda_j \in \Lambda\) for all \(\lambda_i, \lambda_j \in \Lambda\). To specify these points, we choose \(n\) linearly independent points \(\{s_1, ..., s_n\}\) that form a basis for \(\Lambda\), i.e. all lattice points can be expressed as \(\lambda = \sum_{j=1}^{n} a_j s_j\) for a set integers \(\{a_j\}\).

The fundamental parallelopetope of the lattice is defined as the region within \(\sum_{j=1}^{n} \theta_j s_j\) for \(\theta_j \in [0, 1]\). Translating this fundamental parallelopetope by each lattice point completely covers \(\mathbb{R}^n\). The choice of basis generating \(\Lambda\) is not unique, hence the shape of the fundamental parallelopetope is not unique. However, its volume is the same for all basis choices.

It is convenient to stack the basis (row) vectors \(\{s_j\}\) into a generator matrix \(S\), where the \(j\)th row of \(S\) is given by \(s_j\), see Eq. (11). Since the basis vectors are linearly independent, the generator matrix \(S\) has full rank \(n\). From \(S\), the set of lattice points can be succinctly defined as in Eq. (12). The volume of the fundamental parallelopetope is also easily computed using the generator matrix and is given by its determinant, \(V_p = \det(S)\).

The Gram matrix of the lattice,

\[
G = SS^T,
\]

is defined such that its \((i, j)\)th entry is given by the inner product \(s_i \cdot s_j\). From this definition, it is easy to see that \(G = G^T\) is a symmetric matrix. The determinant of the lattice \(\Lambda\) is defined to be the square of the volume of the fundamental parallelopetope, and is given by \(\det(\Lambda) = V_p^2 = \det(S)^2 = \det(G)\).

The dual lattice \(\Lambda^*\) is defined as the set of points which have integer inner product with all points in \(\Lambda\). Since it is enough to impose an integer inner product with the basis vectors of \(\Lambda\), the set of points defining \(\Lambda^*\) can be expressed as

\[
\Lambda^* = \{\lambda^* \mid S\lambda^* \in \mathbb{Z}^n\}.
\]

A generator matrix for the dual lattice is obtained from \(S^* = (S^T)^{-1}\). The volume of the fundamental parallelopetope of \(\Lambda^*\) is inversely proportional to the volume of the fundamental parallelopetope of \(\Lambda\), \(V_p^* = 1/V_p\).

An integral lattice is a lattice where \(G\) only contains integers. Since \(G\) corresponds to the pairwise inner product between the basis vectors of \(\Lambda\), the definition of the dual lattice then imposes that \(\Lambda \subseteq \Lambda^*\). We note that, in general, the dual lattice points do not have integer norm within themselves unless \(\Lambda = \Lambda^*\), in which case the volume of the fundamental parallelopetope must be one, \(V_p = 1\).

There exists multiple choices of basis for a same lattice. A change of basis can be expressed in a unimodular
matrix $R$, an invertible integer matrix with unit determinant. Under this change of basis, the new generator matrix is expressed as $S' = RS$. Note that the Gram matrix does depend on the basis choice since in general $G' = RGR^T \neq G$.

Generally, we refer to lattices related by an isometry with the same name, although the specific set of points can be different. For example, a rotated square lattice is still considered a square lattice. In particular, the Gram matrices are identical for two lattices related by an orthogonal transformation, $G' = SOOT' ST = SS^T = G$.

To summarize, by a lattice we mean the equivalence class of all generator matrices related by a basis change and an orthogonal transformation, $S' = RS$. The minimum of a lattice is defined as the smallest translation by a lattice vector $	au$ with the equalities above understood modulo 2. Equation (35)b) is proven in a similar way.

Replacing the definition of the function Eq. (30), we get for all $\lambda \in \Lambda$, $\lambda^T S^{-1} \mu = \lambda^T \Omega \tau + \lambda^T S^{-1} \mu = \lambda^T S^{-1} \mu$. Equation (35)b) is proven in a similar way.

In this appendix, we denote the symplectic dual lattice and its generator matrix with an “$s$” index to distinguish it from the standard dual. A generator matrix for the dual lattice can be obtained from $S^*_s = A^{-1}S$. The standard and symplectic dual are related through $S^*_s = -S^*\Omega$. The volume of the fundamental parallelepiped of the symplectic dual lattice is identical to the volume of the dual lattice, $|\det(S^*)| = |\det(S^*_s)|$.

A lattice is called symplectically integral if its symplectic Gram matrix $A$ only contains integers. From the definition of the symplectic dual lattice, this implies that $\Lambda \subseteq \Lambda^*_s$.

A lattice is called symplectic if $\Omega$ (viewed as a linear transformation) acts as an isometry from $\Lambda$ to its dual $\Lambda^*$. Equivalently, the generator matrix of a symplectic lattice can be chosen to be a symplectic matrix when viewed as a linear transformation in $\mathbb{R}^{2m}$, $S\Omega S^T = \Omega$. A symplectic lattice has unit determinant.

### Appendix B: Gauge updates

In this section, we show how to update the gauges after different operations.

**Translations**—We first derive Eq. (33a), which sets the new gauge after a translation by half a lattice vector $\tau/2$, with $\tau \in \Lambda$. Computing how the eigenvalue of a translation by a lattice vector $\lambda \in \Lambda$ changes, we get

$$\tilde{T}(\lambda) \tilde{T}(\tau/2)|\psi\rangle = e^{i\pi \lambda^T \Omega \tau} \nu(\lambda) \tilde{T}(\tau/2)|\psi\rangle.$$  

We therefore set the new gauge $\mu'$ such that

$$\nu\mu' = e^{i\pi \lambda^T \Omega \tau} \nu(\lambda).$$  

Replacing the definition of the $\nu$ function Eq. (30), we get that for all $\lambda \in \Lambda$,

$$\mu' = S\Omega \tau + \mu,$$

with the equalities above understood modulo 2. Equation (35)b) is proven in a similar way.

**Gaussian operations**—Next we show how to update the gauges after a quadratic operation $Q(M)$. Using the commutation relation Eq. (6), we obtain that in the code space

$$\tilde{T}(\lambda) Q(M) |\psi\rangle = \nu\mu(M^{-1}\lambda) Q(M) |\psi\rangle,$$

which then sets the equation that determines the new gauge, $\nu\mu'(\lambda) = \nu\mu(M^{-1}\lambda)$. To make the following equations more concise, we define $a = (S^T)^{-1}a$ with $a \in \mathbb{Z}^{2m}$,
as well as $N^T = S M^T S^{-1}$. Replacing the gauge function defined by Eq. (30), we obtain

$$\begin{align*}
a^T N^T [A_b N a + \mu'] &= a^T [A_b a + \mu], \\
a^T [A_b - N^T A_b N] a &= a^T [N^T \mu' - \mu],
\end{align*}$$

(B5)

which yields an equation that sets one element of $\mu'$. To find the whole gauge, we choose a set of 2 $\{\lambda_j\} = \{s_j\}$, which corresponds to choosing an ensemble of $a$ as the canonical basis for $\mathbb{Z}^{2m}$. Using the fact that the diagonal elements of $A_b$ are 0, $a^T A_b a = 0$, we arrive at

$$\mu' = (N^T)^{-1}(\mu + \text{diag}[N^T A_b N]) \mod 2,$$

(B6)

Next, we derive the equation to update the Pauli frame gauge $\mathbf{v}$ after a Gaussian operation $M$. We start with an equation similar to Eq. (B4) which yields

$$\hat{Q}(M) \hat{T}(\mathbf{p}_0)|\psi_+\rangle = \hat{T}(M \mathbf{p}_0) \hat{Q}(M)|\psi_+\rangle. $$

(B7)

After applying the gate, we again use the code space, and we define $|\psi_+\rangle = Q(M)|\psi_+\rangle$, with $\epsilon \in \{\pm\}$. This yields an equation to solve for each Pauli $P$,

$$(-1)^{\nu_p} = (-1)^{\nu_p} M_{\mu'} \psi_+ \psi(M \mathbf{p}_0),
\nu_p = \epsilon + \nu_p' + \frac{\mu A_b}{2} \psi(M \mathbf{p}_0 - \tilde{\mathbf{p}}_0) S^{-1}
\times [A_b (S^{-1})^T (M \mathbf{p}_0 - \tilde{\mathbf{p}}_0) + \mu].$$

Conjugation of Pauli operators by Clifford operations can be written as a (signed) permutation matrix of the Paulis $P = (X; Y; Z)$, $\tilde{P} = M \tilde{P}$ with det$(M_L) = 1$. For example, the matrix associated with the logical $\tilde{S}$ gate is

$$M_L = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$

(B9)

Further defining a vector of ones, $1$, and $V \equiv (M_L L_0 M^T - L_0) S^{-1}$, we get the full gauge update equation

$$\begin{align*}
\mathbf{v}' &= M_L \mathbf{v} + \frac{(M_L + I)}{2} + V \mu' \\
&+ \text{diag} [L_0 \Omega M L_0^T M_L + V A_b V^T] \mod 2,
\end{align*}$$

(B10)

where we have also defined $V \equiv (M_L L_0 M^T - L_0) S^{-1}$ and diag is the operation of building a vector from the diagonal of a matrix.

**Basis change**—We now show how to update the gauge after a change in the choice of basis, $S' = RS$. Choosing a vector $\lambda \in \Lambda$, we apply $T(\lambda)$ to any code word to obtain

$$\nu_p(\lambda) = \nu_p'(\lambda),$$

$$\Rightarrow b^T A_b b + b^T \cdot \mu = a^T A_b' a + a \cdot \mu',$$

(B11)

where we have defined $\lambda = S'^T a = S^T b$ for some $a, b \in \mathbb{Z}^{2m}$. This yields an equation that sets one element of $\mu'$. Replacing $b = (S'^T)^{-1} S'^T a = R^T a$ and choosing an ensemble of $\{a_i\}$ such that they form the canonical basis for $\mathbb{Z}^{2m}$, we get an ensemble of $2m$ equations

$$\mu' = R \mu + \text{diag}[R A_b R^T].$$

(B12)

We note that this equation does not require that the two lattices are identical, only that $\Lambda' \subseteq \Lambda$. As a result, it can also be used to perform a lattice splitting operation where, for qubit codes, det$\mathcal{S}' = 2 \text{det} S$.

When the two lattices are identical, $\Lambda' = \Lambda$, we can update the Pauli frame gauge using

$$\mathbf{v}' = \mathbf{v} + \Delta_L \mathbf{\mu} + \text{diag}[L_0 \Omega L_0^T + \Delta_L A_b \Delta_L^T],$$

(B13)

where we have defined $\Delta_L = (L_0 - L_0 S)^{-1}$.

**Gauge condition**—We now derive the condition to impose on the gauge $\mu$ so that the eigenvalues of the logical Pauli operators are real. Imposing that $\nu_{\mu}(2 \mathbf{p}_0) = 1$ is equivalent to imposing that

$$(2 \mathbf{p}_0 S^{-1} [A_b (S^{-1})^T (2 \mathbf{p}_0) + \mu]) \mod 2 = 0. $$

(B14)

Writing $\mathbf{p}_0 = (S')^T b$ for some integer vector $b \in \mathbb{Z}^{2m}$ and replacing $S' = A^{-1} S$ using Eq. (17), we obtain

$$4b^T A^{-1} A_b \Omega b + 2b^T A^{-1} \mu \mod 2 = 0. $$

(B15)

The matrix $2A^{-1}$ is integral and the first term always sums to 0 modulo 2. Imposing the condition above for all $b$ leads to Eq. (34).

### Appendix C: Gauge Updates in Code Switching

In this section we focus on the gauge update equation in code switchings.

**Lattice Splitting**—The stabilizer gauge update can be realized using Eq. (B12), so we focus on the Pauli frame gauge, $\mathbf{v}$. We can always express a representative of two-qubit Pauli operators in the $AB$ code as $\mathbf{p}^{(AB)} = L_0^{AB} \mathbf{b}$, where we have defined $L_0^{AB} = L_0^{A} \oplus L_0^{B}$ and $b \in \mathbb{Z}^6$. The hierarchy Eq. (56) implies that all Pauli operators of the C code correspond to a product of Paulis of the AB code, such that we can also find Pauli representatives of the C code written as $\mathbf{p}^{(C)} = L_0^{AB} \mathbf{b}$. Taking two representatives $\mathbf{p}_1, \mathbf{p}_2$ for each Pauli operator of the C code such that they are all linearly independent, we write

$$\begin{pmatrix} x_1 \\ y_1 \\ z_1 \\ x_2 \\ y_2 \\ z_2 \end{pmatrix} = U L_0^{AB}. $$

(C1)

Computing the sign for each of these representatives yields a set of equations,

$$\begin{align*}
\mathbf{b} \cdot \mathbf{v}_{AB} &= \nu_{\mu,c} + \tilde{p}^{T}_{0,c} \Omega L_0^{AB} \mathbf{b} \\
&+ (\mathbf{b}^T L_0^{AB} - \tilde{p}^{T}_{0,c}) B(L_0^{AB} \mathbf{b} - \tilde{p}_{0,c}),
\end{align*}$$

(C2)
where we have defined $B = S_C^{-1}A_C^T (S_C^T)^{-1}$. Solving the above, we set the Pauli frame gauges,

$$\nu_{AB} = U^{-1} \nu_C^{\otimes 2} + U^{-1} \text{diag} \left[ L_{0,C}^{(2)} \Omega L_{0,AB}^T U^T + EBE^T \right],$$

where we have defined

$$L_{0,C}^{(2)} = \left( \begin{array}{c} L_{0,C} \\ L_{0,C} \end{array} \right),$$

and $E = (UL_{0,AB} - L_{0,C}^{(2)})$.

### Lattice Merging

To perform the merging operation, we first choose a merging vector $\lambda_m \in \Lambda_C$ in the $C$ lattice stabilizers that is not in the $AB$ lattice, $\lambda_m \notin \Lambda_A \oplus \Lambda_B$. We then measure the eigenvalue of $T(\lambda_m)$, setting it to a definite value $\nu_m = \pm 1$. This measurement can be done with circuits similar to those required for error correction, see Sect. III.

After the measurement, we get a new lattice with generator matrix $S'$, which we obtain by replacing a row of $S_{AB}$ by $\lambda_m$. The replaced vector should respect $s_{AB} \cdot \lambda_m \neq 0$, such that $S'$ is full rank. Without loss of generality, we choose to replace the last generator vector of the $B$ lattice, obtaining

$$S' = \left( \begin{array}{c} s_{A,1} \oplus 0 \\ s_{A,2m_A} \oplus 0 \\ 0 \oplus s_{B,1} \\ \vdots \\ 0 \oplus s_{B,2m_B-1} \\ \lambda_m \\ \mu_{A,1} \\ \mu_{A,2m_A} \\ \mu_{B,1} \\ \mu_{B,2m_B-1} \\ \nu_m \end{array} \right), \quad \mu = \left( \begin{array}{c} \mu_{A,1} \\ \mu_{A,2m_A} \\ \mu_{B,1} \\ \mu_{B,2m_B-1} \\ \nu_m \end{array} \right).$$

By construction, $S'$ and $S_C$ generate the same lattice and are related by a basis change $R = S_C S'^{-1}$. Using Eq. (B12), we can convert the gauge to match the desired generator matrix $S_C$.

We remark that there are multiple possible choices for the merging vector $\lambda_m$, which correspond to different logical operators of the $AB$ code. As a result, the choice of $\lambda_m$ also sets the projection operator from the two-qubit logical subspace of the $AB$ code to the single qubit logical subspace of the $C$ code.

Writing the base Pauli representatives of the $C$ code as $p_{0,C} = p_A \oplus p_B$, the elements of the Pauli frame gauge are updated using

$$v_{p,C} = \varphi \left[ (\mathbf{p}_A^T \nu_A p_A) \mathbf{p}_B^T \nu_B p_B \right],$$

where we have defined $\varphi(1) = 0, \varphi(-1) = 1$.

### Appendix D: Multimode Controlled Translations

In this section, we describe how to realize a controlled displacement in multiple modes indexed by $j$. We consider a single qubit coupled to multiple modes via a pairwise dispersive interaction, with a drive $E_j(t)$ on each mode,

$$\hat{H}(t) = \sum_j \left[ \frac{\chi_j}{2} \hat{a}_j^\dagger \hat{a}_j \hat{\sigma}_z + E_j(t) \hat{a}_j^\dagger + E_j^*(t) \hat{a}_j \right].$$

The Hamiltonian generates displacements, but also an ancilla qubit phase and a qubit state-dependent rotation of the oscillator modes. In order to echo out the ancilla-dependent rotation due to the dispersive shift, we consider an evolution in $K$ steps with a qubit flip between each step in analogy with the scheme used in Ref. [29],

$$\hat{U} = \Pi_{k=1}^{K} \hat{\sigma}_z T e^{-i \int_{0}^{t} d\tau \hat{H}(\tau)},$$

where we have defined the $k$th step ranging from $t_{k,j}$ to $t_{k+1,j}$ and the product is time-ordered. The final qubit flip is omitted if $K$ is odd. We commute through the qubit flips $\hat{\sigma}_z$ such that, during the $k$th step, the sign of $\hat{\sigma}_z$ is multiplied by $z_k \in \{\pm 1\}$ which we include in a continuous function $z(t)$.

With this simplification, we can write the whole evolution in a single step, $\hat{U} = T e^{-i \int_{0}^{t} d\tau \hat{H}_z(\tau)}$, with

$$\hat{H}_z(t) = \sum_j \left[ \frac{\chi_j}{2} \hat{a}_j^\dagger \hat{a}_j \hat{\sigma}_z z(t) + E_j(t) \hat{a}_j^\dagger + E_j^*(t) \hat{a}_j \right].$$

Considering the form of the Hamiltonian, we take an ansatz for the resulting unitary

$$\hat{U} = e^{i \theta \hat{a}_j^\dagger \hat{a}_j (\hat{\gamma} + \hat{\delta} \hat{\sigma}_z) - (\hat{\gamma}^\dagger + \hat{\delta} \hat{\sigma}_z) \hat{a}_j^\dagger - i \phi \hat{a}_j \hat{\sigma}_z},$$

where $\theta$ sets the ancilla qubit phase, $\hat{\delta} \in \mathbb{R}^m$ represents the qubit-dependent rotation of each mode and $\hat{\gamma} \in \mathbb{C}^m$ represent the displacement and controlled-displacement of each mode, respectively. We extract a differential equation for each parameters using Schrödinger’s equation, $\dot{\hat{U}} = -i \hat{H}_z(t) \hat{U}$. Neglecting terms leading to an irrelevant global phase, we obtain

$$\dot{\theta} = -2 \text{Re}[\hat{\delta}^* \cdot \hat{\delta}],$$

$$\dot{\gamma}_j = -i \frac{\chi_j}{2} z(t) \delta_j - i E_j,$$

$$\dot{\delta}_j = -i \frac{\chi_j}{2} z(t) \gamma_j,$$

$$\dot{\phi}_j = \frac{\chi_j}{2} z(t).$$

In order to echo out the qubit state-dependent rotation of the oscillators, we choose a $z(t)$ such that $\hat{\phi}(T) = 0$. The differential equations above can easily be solved, yielding
the parameters

\[ \theta(t) = -2 \int_0^t d\tau \text{Re}[\tilde{\gamma}(\tau) \cdot \tilde{g}(\tau)], \quad (D6a) \]
\[ \gamma_j(t) = -i \int_0^t d\tau \cos[\phi_j(\tau) - \phi_j(t)]E_j(\tau), \quad (D6b) \]
\[ \delta_j(t) = \int_0^t d\tau \sin[\phi_j(\tau) - \phi_j(t)]E_j(\tau), \quad (D6c) \]
\[ \phi_j(t) = \frac{\chi_j}{2} \int_0^t d\tau z(\tau), \quad (D6d) \]

Using the Baker-Campbell-Hausdorff (BCH) formula to separate the overall and controlled translations, we rewrite the resulting unitary as

\[ \hat{U} = e^{i\theta' \cdot \hat{\gamma}/2} \times \hat{T}(\tilde{g}) \times C\hat{T}(\tilde{d}), \quad (D7) \]

where we have defined \( \tilde{g}, \tilde{d} \in \mathbb{R}^{m} \) as \( \tilde{g} = \text{Vec}[\gamma(T)] \) and \( \tilde{d} = \text{Vec}[\delta(T)] \) with \( \text{Vec}[\tilde{v}] = \sqrt{2}I \times \text{Re}[\tilde{v}] \oplus \text{Im}[\tilde{v}] \). The (exact) BCH expansion term yields a correction to the phase

\[ \theta' = \theta + 2\text{Im}[\gamma^t \cdot \tilde{g}], \quad (D8) \]

The desired controlled translation is therefore obtained by applying the drives \( \{E_j\} \), with a displacement and a qubit phase correction at the end. Alternatively, one can choose the drives such that \( \gamma(T) = 0 \) and \( \theta(T) = 0 \). For example, to obtain a controlled translation \( C\hat{T}(\tilde{d}) \), we can split the evolution in two parts and choose the drives

\[ E_j(t) = \alpha_{d,j} [\delta(t) - 2\delta(t - T/2) \cos(\chi_j T/4) + \delta(t - T) \cos(\chi_j T/2)], \]
\[ \alpha_{d,j} = |C\tilde{d}| j \frac{l}{2\sin(\chi_j T/2)}, \quad (D9) \]

where \( \delta(t) \) is the Dirac delta function. This drive can approximately be realized in a system where the displacements by \( \alpha_{d,j} \) can be effected in a time scale much faster than \( 1/\chi_j \).

We now investigate the effect of ancilla qubit decay during a controlled displacement. More precisely, we study the effect of a decay event \( \hat{\sigma}_- \) at time \( t_{\text{err}} \in [0, T] \). Assuming that the populations of the \( g \) and \( e \) states of the ancilla qubit are roughly equal during the evolution, the probability distribution for the time of errors is uniform. Commuting the decay event through the unitary, we get

\[ \hat{U}_{\text{err}} = \hat{\sigma}_{\text{err}} \hat{T} e^{-i\int_0^t d\tau \hat{H}_{\text{err}}(\tau)}, \quad (D10) \]

where we have defined \( \text{err} = -z(t_{\text{err}}) \in \{ \pm 1 \} \). The Hamiltonian \( \hat{H}_{\text{err}}(\tau) \) is identical to the Hamiltonian Eq. (D3a), with the replacement \( z(t) \to z_{\text{err}}(t) \), which we define as \( z_{\text{err}} = \pm z(t) \) if \( t < t_{\text{err}} \) and \( z_{\text{err}} = -z(t) \) if \( t \geq t_{\text{err}} \). Following a similar approach as above including the displacement correction by \( g \) at the end, we find that in the case of a decay error the effective operation is

\[ C\hat{T}_{\text{err}} = \hat{\sigma}_{\text{err}} \hat{T}[\hat{c} - \hat{g}] \Pi_j \hat{R}_j[\varphi_j, \text{err}(T)], \quad (D11) \]

with parameters

\[ \varphi_j, \text{err}(t) = -i e^{-\varphi_j, \text{err}(T)} \int_0^t d\tau z_{\text{err}}(\tau), \quad (D12a) \]

\[ \gamma_j, \text{err} = -i e^{-\varphi_j, \text{err}(T)} \int_0^T d\tau E_j(\tau) e^{i\varphi_j, \text{err}(\tau)}, \quad (D12b) \]

and \( \hat{c} = \text{Vec}[\gamma(T)] \). The qubit phase is irrelevant since the decay event destroys the ancilla coherence at time \( t_{\text{err}} \).

An error during a controlled translation therefore propagates to the modes as a rotation and a displacement. The rotation error is upper bounded by \( |\varphi_j, \text{err}| \leq \chi_j T/2 \times 1/[K/2] \), such that it is advantageous to consider systems with small \( \chi_j \) or alternatively a large number of echo pulses. While the displacement error can be large, it necessarily happens along a path parametrized by the time of the error, \( t_{\text{err}} \). Taking a pulse such that \( \tilde{g} = 0 \) and in the limit that \( \chi_j \to 0 \), this displacement is exactly on the line spanned by the target generator \( s_j \),

\[ C\hat{T}_{\text{err}} \approx \hat{\sigma}_{\text{err}} \hat{T}[\eta \beta_j], \quad (D13) \]

with \( \eta \in [0, 1/2] \). We remark that \( \hat{T}[0] \) is the worst case error in this situation since the gauge is updated based on the assumption that a translation \( \hat{T}[\pm s_j/2] \) occurred.

**Appendix E: Searching for Integral Lattices**

Given a basis \( S \) for a lattice, we are looking for an orthogonal transformation \( O \) such that \( A' = S'O\bar{S}' \) is integral, with \( S' = SO \). In general, a \( 2m \)-dimensional rotational can be decomposed into \( 2m(2m - 1)/2 \) parameters, which we express as a series of Givens rotations,

\[ O = \Pi_k G(i_k, j_k, \theta_k), \quad (E1) \]

where \( i_k, j_k \) and \( \theta_k \) are the axes and angle of the \( k \)th rotation, respectively.

To simplify the problem, we leverage the fact that \( A' \) is invariant when \( O \) is also symplectic. In particular, we can always transform the basis through an orthogonal and symplectic transformation such that one of the basis vectors points only in the \( q_1 \) direction. Without loss of generality, we choose to fix the global lattice orientation such that \( s_1 \propto (1, 0, 0, ...) \), effectively removing one dimension from the problem and reducing the number of parameters to \((2m - 1)(m - 1)\).

Finally, we choose a decomposition of \( O \) such that it contains \( m - 1 \) rotations contained in a single-mode (i.e. rotations that are also symplectic), and choose them to be the last \( m - 1 \) rotations in Eq. (E1). We can then neglect these rotations, which brings the number of effective parameters to \( 2(2m - 1) \). In four dimensions, we obtain a two-parameter decomposition \( O = G(2, 3, \theta_1) G(2, 4, \theta_2) \).
1. Tesseract codes

We search for codes of size $d$ based on a four-dimensional hypercube, i.e., lattice bases of the form $S = d^{1/4}G(p_1, x_2, \theta_1)G(p_1, p_2, \theta_2)$. Computing the symplectic Gram matrix for $S$, we obtain

$$A = \sqrt{d} \begin{pmatrix} 0 & \cos \theta_1 \cos \theta_2 & \sin \theta_1 \cos \theta_2 & \sin \theta_2 \\
0 & \sin \theta_2 & -\sin \theta_1 \cos \theta_2 & 0 \\
0 & 0 & \cos \theta_1 \cos \theta_2 & 0 \\
0 & 0 & 0 & 0 \end{pmatrix},$$

(E2)

where we omitted the lower part of $A$ for clarity. For $A$ to be integral, we should therefore have

$$a = \sqrt{d} \cos \theta_1 \cos \theta_2,$$
$$b = \sqrt{d} \sin \theta_1 \cos \theta_2,$$
$$c = \sqrt{d} \sin \theta_2,$$

(E3a, b, c)

for some $a, b, c \in \mathbb{Z}$. Squaring the equations above and replacing Eq. (E3)$(b,c)$ in (a), we obtain that $a, b, c$ must respect the Diophantine equation

$$d = a^2 + b^2 + c^2.$$  

(E4)

According to Legendre’s three-square theorem, there exists solutions for all code sizes except those that can be written as $d = 4^e(8f + 7)$ for some non-negative integers $e, f$.

2. D4 Codes

Carrying out a similar procedure as above and starting from Eq. (54), $S = d^{1/4}S_{D_4}(p_1, x_2, \theta_1)G(p_1, p_2, \theta_2)$, we obtain that there exists solutions for $\theta_1, \theta_2$ when there exists a solution to the Diophantine equation

$$4d = 3a^2 + 4ab + 4b^2 + c^2.$$  

(E5)

There exists solution for this equation for all code sizes $d \leq 50$ except $d = 14, 30, 46$.

Appendix F: Probability of qubit decay

In this section, we show that the probability of a qubit decay occurring during one sBs dissipation circuit is approximately given by $1 - e^{-\gamma_{\text{anc}}t_{\text{tot}}/2}$, with $\gamma_{\text{anc}}$ the ancilla decay rate and $t_{\text{tot}}$ the time required to apply all three controlled translations the circuit of Fig. (3). Expressing the amplitude damping Kraus operators from Eq. (82) in the two-level case, we obtain

$$\hat{K}_0(t) = |g\rangle \langle g| + |e\rangle \langle e|e^{-\gamma_{\text{anc}}t/2},$$  

(F1a)

$$\hat{K}_1(t) = \left(1 - e^{-\gamma_{\text{anc}}t} \right)^{1/2} \hat{\sigma}_- (|g\rangle \langle g| + |e\rangle \langle e|e^{-\gamma_{\text{anc}}t/2}).$$  

(F1b)

We consider an echo pulse during the controlled displacements as in appendix D and decompose the error channel in two steps of time $T/2$ each. The Kraus operator for the no-decay evolution after a time $T$ is therefore given by $\hat{K}_0(T) = \hat{K}_0(T/2) \hat{\sigma}_z \hat{K}_0(T/2) \hat{\sigma}_z = e^{-\gamma_{\text{anc}}T/4} I$. The probability that this no-decay channel occurs is therefore given by $\mathbb{P}[\hat{K}_0(T)] = \langle \psi | \hat{K}_0(T) \hat{K}_0(T) | \psi \rangle = e^{-\gamma_{\text{anc}}T/2}$. Neglecting the probability that two decay event occur, we take the probability that a single decay event occurs as $1 - e^{-\gamma_{\text{anc}}T/2}$. Extending this analysis to all three controlled translations in the sBs circuit, we obtain probabilities of $\{e^{-\gamma_{\text{anc}}t_{\text{tot}}/2}, 1 - e^{-\gamma_{\text{anc}}t_{\text{tot}}/2}\}$ for the no decay and single decay channels, respectively.

We remark that one additional benefit of the echo pulse is to symmetrize the effect of the “no-jump” part of the decay channel, which would otherwise increase the amplitude of the qubit $|g\rangle$ state at the end of the controlled translations.

Appendix G: Code Switching in the D4 Code

Consider two modes each encoding a logical qubit in the diamond code, with resulting generator matrix $S = S_{D_4}^{\otimes 2}$. A comparison between this lattice and the $D_4$ code reveals that all lattice points $\Lambda_{D_4}^{\otimes 2}$ are also in the set $\Lambda_{D_4}$. Differently put, we have $\Lambda_{D_4}^{\otimes 3} \subset (\Lambda_{\mathbb{Z}}_{D_4})^{\otimes 2}$, such that every lattice point in the dual $D_4$ lattice corresponds to a point in the (denser) lattice obtained by combining two diamond GKP codes, and all code words of the $D_4$ code correspond to a code word of the two-qubit diamond code. Note that each Pauli operator of the $D_4$ code has multiple representatives, which are associated with different Pauli operators of the combined diamond codes. For example, representatives of $Z_{D_4}$ with support on the first mode such as $z = (1, 0, 0, 0)$ or $(0, 1, 0, 0)$ correspond to $\pm Y_0 \hat{I}$, while representatives with support on the second mode correspond to $\pm \hat{Y}_0$. In general, the signs in Eq. (89) depend on the gauges $\mu$ and $\nu$.

Splitting the $D_4$ code into two diamond codes does not require any operation and can be done in software. However, in order to respect the gauge condition Eq. (34) imposing that eigenvalues of the logical Pauli operators are real, the gauge should be set to $\mu = (0, 1, 1, 1)$ before “performing” the split. This gauge change can be realized with a translation $\hat{T}(\tau)$, with $\tau$ computed using Eq. (36).

In order to merge the two diamond codes toward the code space of the $D_4$ lattice, the operator $Y_0 \hat{Y}_0$ should be measured, for example using the methods in Sect. III. There are four representatives for $Y_0$ in the diamond code, and there are 8 equivalent choices of representatives for $Y_0 \hat{Y}_0$ that lead to an equivalent merging towards the $D_4$ code (we do not count representatives that differ by a sign). Disregarding the continuous nature of the GKP code, the merging procedure then corresponds to non-deterministically projecting the space of two qubits onto the logical subspace of a repetition code.
A first example where code switching is useful is the teleportation-based error-correction circuit originally introduced in Ref. [28] and shown in Fig. 13. On the left of the figure, we show the physical circuit, and on the right we show the equivalent logical circuit involving splitting and merging square codes into the $D_4$ code. First, we initialize the two lower states in quanought states, which equivalently correspond to a $| + Z_{D_4} \rangle$ state or the tensor product of two (modified gauge) $| + Y_{\circ} \rangle$ states. Then, the beam-splitter operation acts as a $D_4$ Hadamard gate which maps the state to a logical $| + X_{D_4} \rangle$ state. Performing a code splitting operation then maps the single-qubit state of the $D_4$ code to the two-qubit Bell state $\propto | + Z_{D_4} + \bar{Z}_{D_4} \rangle + | - Z_{D_4} , - \bar{Z}_{D_4} \rangle$, see Eq. [89]a, with the gauge naturally mapped to the required value for splitting by the beamsplitter. Omitting the $R(\pi/4)$ rotations of the Hadamard in Eq. [91] allows to map the states from the diamond to the square qubit code. The upper part containing the second beam splitter is understood in a similar manner, with the merging realized through the final homodyne measurements.

A second example where code switching could be useful is the purification of magic states. For example, in the $D_4$ code, we could adopt an “amputate and regrow” strategy that leverages the fact that the nonlinear gates presented in Sect. V B only affect one of the two modes. After the (cross-)Kerr gate, we can split the lattice into two diamond codes, yielding an entangled state of two diamond codes. In order to mitigate the effect of errors during the non-Clifford gate, one option is to measure the infected code and post-select on not measuring errors. Finally, the lattice can be regrown by providing a fresh diamond GKP code word in the $| + X_{\circ} \rangle$ state and measuring a $Y_{\circ}Y_{\circ}$ representative.
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