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Abstract—Motivated by results in optical communications, where the performance can degrade dramatically if the transmit power is sufficiently increased, the channel capacity is characterized for various kinds of memoryless vector channels. It is proved that for all point-to-point channels, the channel capacity is a nondecreasing function of power. As a consequence, maximizing the mutual information over all input distributions with a certain power is for such channels equivalent to maximizing it over the larger set of input distributions with upperbounded power. For interference channels such as optical wavelength-division multiplexing systems, the primary channel capacity is always nondecreasing with power if all interferers transmit with identical distributions as the primary user. Also, if all input distributions in an interference channel are optimized jointly, then the achievable sum-rate capacity is again nondecreasing. The results generalize to the channel capacity as a function of a wide class of costs, not only power.

I. INTRODUCTION

IN THE MOST cited paper in the history of information theory [1], Shannon in 1948 proved that with adequate coding, reliable communication is possible over a noisy channel, as long as the rate does not exceed a certain threshold, called the channel capacity. He provided a mathematical expression for the channel capacity of any point-to-point channel, based on its statistical properties. The expression is given as the supremum over all possible input distributions of a quantity later called the mutual information [2], [3]. The channel capacity is often studied as a function of a cost, such as the transmit power. More specifically, the capacity–cost function is defined as the supremum of the mutual information over all input distributions whose cost is either equal to a given constant or upperbounded by a constant—the convention differs between disciplines. We will return to the distinction between the two definitions at the end of this section.

For the additive white Gaussian noise (AWGN) channel, the channel capacity is known exactly [1 Sec. 24], [4 Ch. 9]. In recent years, the problem of calculating or estimating the channel capacity of more complicated channels has received a lot of attention (see surveys in [5]–[8]). Due to the absence of exact analytical solutions and the computational intractability of optimizing over all possible input distributions, most investigations of the channel capacity of non-AWGN channels rely on bounding techniques and asymptotic analysis.

The main motivation for this paper comes from the type of nonlinear distortion encountered in fiber-optical communications. In contrast to linear channels, an optical fiber has the peculiar property that communications becomes virtually impossible if the signal amplitude is too high [9]–[15], [16]. This phenomenon is well-known from experiments and simulations, and can also be explained theoretically. The lightwave propagation in an optical fiber is governed by a nonlinear differential equation, the nonlinear Schrödinger equation or, if polarization effects are considered, the Manakov equation [17], [18], [19]. These equations include a nonlinear distortion term, whose amplitude is proportional to the cubed signal amplitude. At high enough signal amplitudes, this nonlinear distortion dominates the other terms in the differential equation, effectively dawning the signal.

Similarly, one might expect that the nonlinear distortion would force the mutual information and channel capacity down to zero at sufficiently high power, and in the past two decades, many results have been published in optical communications to support this conjecture [9]–[8], [20]–[37]. Already in 1993, Splett et al. modeled the interference from four-wave mixing in a wavelength-division multiplexing (WDM) system as an AWGN component, under some conditions on the noise and dispersion, in what might have been the first study ever of the channel capacity of a nonlinear optical link [38]. The variance of this AWGN depends nonlinearly on the transmit power, which is assumed equal on all wavelengths. Similar nonlinear channel models have been rediscovered, modified, and further analyzed in [11]–[13], [21], [25], [36], [39]. Due to the signal-dependent noise, their channel capacities are not monotonic: As the transmit power (or signal-to-noise ratio) increases, the channel capacity increases towards a peak and then decreases again as the power is further increased. Other channel models with signal-dependent AWGN were presented in [35], [37] and have similar nonmonotonic channel capacities. An essential assumption, explicit or implicit, in the derivation of these AWGN-based models is that the transmitted signal consists of independent, identically distributed symbols, but not in the presence of error-correction coding, since coding introduces correlation between symbols. Using a model derived under certain conditions on the transmitted signal is particularly risky in channel capacity calculations, since the channel capacity is by definition the maximum achievable rate using any transmission scheme—including those for which the constrained model is not valid.

A continuous-time channel model for cross-phase modulation (XPM) was presented by Mitra and Stark [20]. Although no discrete-time XPM model was obtained, they showed that the channel capacity of the XPM channel model is lowerbounded by the capacity of a signal-dependent AWGN channel, and that this lower bound is nonmonotonic. They further conjectured that the true channel capacity would have a similar nonmonotonic behavior as its lower bound. Many
variants of the Mitra–Stark lower bound have been presented in recent years, often along with the conjecture that the true channel capacity is also nonmonotonic [23, 25, 28, 33, 40]. This conjecture was disproved in the zero-dispersion case by Turitsyn et al. [41], who showed that the lower bound based on the AWGN channel [22] is very far from the true channel capacity, and that the channel capacity in fact grows logarithmically with power under certain conditions.

Another type of lower bound on channel capacity is obtained by fixing the input distribution and calculating the mutual information [7, 27, 42, 34, 42, 43] or by optimizing the mutual information over a subset of all possible input distributions [7, 50, 61, 34, 55]. All these lower bounds consistently show a nonmonotonic behavior, decreasing towards zero after a peak at a finite power, and the conjecture that the channel capacity would have a similar nonmonotonic behavior as its lower bounds is often repeated.

We believe that the results cited above, while mathematically correct, do not fully exploit the potential of capacity-achieving coding over nonlinear optical channels. Whereas previous studies have shown that for many cost-dependent channel models, the capacity is a nonmonotonic function of transmit power, we prove in this work mathematically that for any cost-independent channel model, the capacity is monotonic (nondecreasing but not necessarily strictly increasing). Thus, these two classes of models behave entirely differently in the nonlinear regime. The results are also extended to a wide class of cost functions and to three specific multiuser scenarios.

The presented theory holds regardless of whether the capacity–cost function is defined by maximizing over all input distributions with exactly the given cost or with an upperbounded cost. The proofs are developed assuming the former definition, and they are all trivial for the latter. An interesting consequence of the nondecreasing channel capacity is that the two definitions of the capacity–cost function are fully equivalent.

II. CHANNEL CAPACITY AND COST

Let \( X \) and \( Y \) be real, \( n \)-dimensional vectors, representing the input and output, resp., of a discrete-time memoryless communication channel. Their respective domains, or alphabets, are denoted by \( \mathcal{X} \subseteq \mathbb{R}^n \) and \( \mathcal{Y} \subseteq \mathbb{R}^n \). The joint distribution \( f_{X,Y}(x,y) \) for \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \) can be factorized as \( f_{X,Y}(x,y) = f_X(x)f_{Y|X}(y|x) \), where \( f_X \) represents the input distribution (which is in practice determined by the modulation format) and \( f_{Y|X} \) represents the channel. We denote the mutual information between \( X \) and \( Y \) with \( I(X;Y) \), while \( I(X;Y|Z) \) denotes a conditional mutual information. The entropy and conditional entropy are denoted by \( H(X) \) and \( H(X|Z) \), resp., and the differential entropy and conditional differential entropy are denoted by \( h(X) \) and \( h(X|Z) \), resp.

Using error-correction coding, codewords of input symbols \( x \in \mathcal{X} \) are selected from a codebook. The rate of transmission, in bits per second, is the logarithm of the codebook size divided by the codeword length. The codewords can be transmitted with arbitrarily small error probability if the codewords are sufficiently long and the rate is sufficiently small. Such a rate is called an achievable rate, and the supremum of all achievable rates, over all possible codes and block lengths, is defined as the operational channel capacity.

Shannon’s channel coding theorem [1] states that the operational channel capacity is equal to the information channel capacity, which is defined as the supremum of the mutual information \( I(X;Y) \) between the channel input and output, where the supremum is taken over all input distributions \( f_X \). The capacity-achieving distribution may be continuous or discrete [44, 45].

In this work, the channel capacity is characterized as a function of some kind of cost. Closely following the definitions in [45], [46, Ch. 2], we define the cost function \( b(x) \) as a deterministic, real, nonnegative function of an input symbol \( x \in \mathcal{X} \). The codeword cost is defined as the sum of the cost function of all symbols in the codeword divided by the codeword length. The most common cost function, and the only one that will be exemplified in this paper, is the transmit power, which is obtained by setting \( b(x) = \|x\|^2 \).

The capacity–cost function can be defined in two, subtly different, ways, depending on whether the cost of every codeword is upperbounded by a cost \( \beta \) or exactly \( \beta \). The channel coding theorem extends straightforwardly to both these cases. In the first case, which is most common in classical information theory, the maximum achievable rate using a codebook in which all codewords have at most a given cost \( \beta \) is [4 Ch. 9], [46 Sec. 7.3], [47 Sec. 3.3]

\[
\tilde{C}(\beta) \triangleq \sup_{f_X \in \Omega(\beta)} I(X;Y),
\]

where \( \Omega(\beta) \) is the set of all distributions \( f_X \) over \( \mathcal{X} \) such that \( \mathbb{E}[b(X)] \leq \beta \). Analogously, the maximum achievable rate using a codebook in which all codewords have exactly the same cost \( \beta \) can be shown to be

\[
C(\beta) \triangleq \sup_{f_X \in \Omega(\beta)} I(X;Y),
\]

where \( \Omega(\beta) \) is the set of all distributions \( f_X \) over \( \mathcal{X} \) such that \( \mathbb{E}[b(X)] = \beta \). This case is prevalent in optical information theory [20, 25, 30, 26 eq. (11.5)] and also sometimes considered in wireless communications [48].

The second definition of the capacity–cost function is considered in this paper, i.e., every codeword has the same cost. This is partly because the work was inspired by capacity results in optical communications, where this is the conventional definition, and partly because the fundamental question considered in this paper, about the monotonic behavior of channel capacity, is trivial in terms of \( \tilde{C}(\beta) \) [29, 49 Ch. 2]. That \( \tilde{C}(\beta) \) is nondecreasing for all channels follows from [1] and the fact that \( \Omega(\beta) \subseteq \Omega(\beta') \) for all \( \beta \geq \beta' \). However, the two definitions are in fact equivalent for point-to-point channels, as a consequence of Corollary [3] in the next section.

\[\text{1} \text{With a slight abuse of notation, we also include distributions that have no pdf [4 Sec. 8.5].}\]
III. POINT-TO-POINT CHANNELS

In this section, we are concerned with a discrete-time, memoryless vector channel between a single transmitter and a single receiver, formally defined as follows.

**Definition 1:** A point-to-point channel is a memoryless relationship $f_{Y|X}$ between vectors $X \in \mathcal{X}$ and $Y \in \mathcal{Y}$, which is independent of the codeword cost.

Such a relationship can represent a continuous-time band-limited channel by sampling the transmitted and received waveforms at the Nyquist rate [11, Sec. 23], and it can represent channels with an arbitrarily long (finite) memory by choosing the dimension $n$ much larger than the channel memory [46, Sec. 4.6]. The dimensions may also, in addition to time, represent frequency (wavelength), space, polarization, lightwave modes, or all of these. Hence, the theory applies to a wide variety of channels in different applications.

The capacity is commonly studied as a function of the transmit power, which is obtained by setting $b(x) = \|x\|^2$ for all $x \in \mathcal{X} = \mathbb{R}^n$. The results in this paper hold not only for transmit power but also more generally for any unbounded cost function, according to the following definition.

**Definition 2:** An unbounded cost function $b(x)$ over a domain $\mathcal{X}$ is a real, nonnegative function such that for any given $b_0 \geq 0$, there exists a vector $x \in \mathcal{X}$ for which $b(x) = b_0$.

The main result for point-to-point channels is the following theorem, which implies that the channel capacity will either increase indefinitely or converge to a finite value as the cost increases, depending on the channel. However, it cannot have a peak for any channel or any cost. Despite its simple nature, it has to our knowledge not been stated before.

**Theorem 1 (Law of Monotonic Channel Capacity):** Let $f_{Y|X}(y|x)$ be a point-to-point channel defined on $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. Let $b(x)$ be an unbounded cost function on $\mathcal{X}$. Then $C(\beta)$ is a nondecreasing function of $\beta$.

**Proof:** We will show that for any given pair of costs $\beta \geq \beta' \geq 0$, $C(\beta) \geq C(\beta')$. Let, for any $0 < \epsilon \leq 1$,

$$\beta'' \triangleq \beta' + \frac{\beta - \beta'}{\epsilon}. \quad (3)$$

We define a time-sharing random symbol $X \in \mathcal{X}$ given an auxiliary binary random variable $Q$ such that

$$X \triangleq \begin{cases} X', & Q = 0, \\ X'', & Q = 1. \end{cases} \quad (4)$$

where $\Pr\{Q = 1\} = \epsilon$ and the distributions of $X' \in \mathcal{X}$ and $X'' \in \mathcal{X}$ satisfy $\mathbb{E}[b(X')] = \beta'$ and $\mathbb{E}[b(X'')] = \beta''$, resp. Such distributions exist, by assumption, for any costs $\beta', \beta'' \geq 0$. Thus

$$\mathbb{E}[b(X)] = (1 - \epsilon)\mathbb{E}[b(X')] + \epsilon\mathbb{E}[b(X'')]$$

$$= (1 - \epsilon)\beta' + \epsilon\beta''$$

$$= \beta. \quad (5)$$

Because $Q \to X \to Y$ is a Markov chain, the mutual information can be bounded as

$$I(X;Y) \geq I(X;Y|Q) = (1 - \epsilon)I(X;Y|Q = 0) + \epsilon I(X;Y|Q = 1)$$

$$\geq (1 - \epsilon)I(X;Y|Q = 0) = (1 - \epsilon)I(X';Y'), \quad (6)$$

where the first inequality follows from [4] eq. (2.122)] and $Y'$ is defined as the channel output when the input is $X'$. This inequality holds for any $0 < \epsilon \leq 1$ and any distributions $f_{X'} \in \Omega(\beta')$ and $f_{X''} \in \Omega(\beta'')$. Choosing $f_{X'}$ as a capacity-achieving distribution at cost $\beta'$, the right-hand side of (6) becomes $(1 - \epsilon)C(\beta')$. Thus,

$$C(\beta) \geq I(X;Y) \geq (1 - \epsilon)C(\beta'). \quad (7)$$

If now $C(\beta) < C(\beta')$, then (6) would yield a contradiction in the range $0 < \epsilon < 1 - C(\beta')/C(\beta')$. Hence, $C(\beta) \geq C(\beta')$. 

Intuitively, an input distribution with a nondecreasing mutual information for a given channel can be constructed by combining two parts, a high-probability part at a moderate cost, which does not vary much as the overall average cost is changed, and a low-probability part, a “satellite,” which absorbs the whole increase in average cost by moving away from the other part [14], [15]. As $\epsilon \to 0$, the input distribution $f_X$ becomes more and more like $f_{X'}$, while the cost remains at $\beta$ because the lower cost $\beta' < \beta$ is balanced by another cost $\beta'' \gg \beta$.

The theorem can also be proved in terms of the operational capacity, as outlined in the following. Consider, for a given channel, a capacity-achieving code at cost $\beta'$. From (2), all codewords have the same cost $\beta'$. We construct a new code by appending a single symbol to each codeword, such that the new codewords have cost $\beta > \beta'$. This last symbol can be ignored by the receiver and does not influence the error probability. If the codeword length is large enough, the rate loss from the extra symbol is negligible. This shows that $C(\beta')$ is an achievable rate at cost $\beta$, and thus, $C(\beta) \geq C(\beta')$.

By writing the channel capacity (1) as $C(\beta) = \sup_{\beta' \leq \beta} C(\beta')$, which by Theorem 1 is equal to $C(\beta)$, the following corollary is obtained.

**Corollary 2:** Under the conditions of Theorem 1, $\hat{C}(\beta) = C(\beta)$ for all $\beta \geq 0$.

This means that the two definitions (1) and (2) are equivalent: The cost-limited channel capacity $C(\beta)$ is achieved by an input distribution $f_X$ for which the cost equals the maximum allowed value $\beta$. A practical interpretation is that when designing a capacity-achieving code for a nonlinear channel, it suffices to consider only codes for which all codewords have the same cost $\beta$.

As stated in Definition 1 the channel distribution $f_{Y|X}$ considered in Theorem 1 does not change with the cost $\beta$. In other words, the channel remains the same regardless of which codebook is used. This is a standard assumption in information theory [46, Sec. 4.2], and it is not considered to restrict generality. On the other hand, this assumption has
often been relaxed in optical communications. The information capacity \( \beta \) of a cost-dependent channel model may decrease to zero at sufficiently high cost (power) \([6], [7], [20], [24], [25], [31]–[33], [35], [38]\), thus contradicting Theorem \(1\). We believe that cost-dependent channel models should be avoided in this context, because information-theoretic tools are lacking to handle and interpret them. It is not even clear whether the optimization problem \( \sup_{f_X} I(X;Y) \) has any operational meaning in terms of maximum achievable rates for point-to-point channels. Shannon’s channel coding theorem, in its standard memoryless form, assumes that the channel operates on each symbol \( X \) independently, which is not the case if \( f_{Y|X} \) depends on \( \beta \). Furthermore, such models are questionable from a physical viewpoint, as they imply an infinite channel memory \([14]\).

IV. INTERFERENCE CHANNELS

We consider a discrete-time, memoryless interference channel with \( k \) users, each with the purpose of transmitting a message to a transmitter to a receiver \([47]\), for example an optical WDM system. The input and output are denoted by \( X_i \) and \( Y_i \), resp., for \( i = 1, \ldots, k \). The \( i \)th user attempts to recover \( X_i \) based on \( Y_i \), without knowledge of \( Y_j \) for \( j \neq i \). The statistics of the received vectors is given by the conditional distribution \( f_{Y_1} \ldots f_{Y_k} x_1 \ldots x_k \), which does not change with the cost. Independent data is transmitted by each user, and the joint input distribution \( f_{X_1} \ldots f_{X_k} \) is therefore equal to the product of the marginal distributions \( f_{X_1} \cdot \cdots \cdot f_{X_k} \). All input distributions \( f_{X_i} \) are known to all users. From the viewpoint of user \( i \), all interfering input symbols \( X_j \) for \( j \neq i \) are assumed to be independent between channels uses. This assumption, which is conventional in optical communications, is valid if the codebook of user \( j \) is not known to user \( i \) or if user \( j \) transmits uncoded data.

Three scenarios, or behavioral models \([51]\), are considered in the following subsections. Two of them correspond to selfish optimization by individual users, which is presently the dominant optimization approach in optical information theory. The aim is to determine the maximum achievable rate of the channel, assuming that the interference caused by the other users can be included in the channel model. Since the conditional distribution \( f_{Y_1|X_1} \) in this case depends on the distributions \( f_{X_2}, \ldots, f_{X_k} \), but not on \( f_{X_1} \), Theorem \(1\) applies and the capacity–cost function for the primary user is nondecreasing.

A. Fixed Interference Distributions

Suppose that the distributions \( f_{X_2}, \ldots, f_{X_k} \) are fixed and do not change even if \( f_{X_1} \) would change. From the viewpoint of the primary user, the interference caused by the other users can be included in the channel model. Since the conditional distribution \( f_{Y_1|X_1} \) in this case depends on the distributions \( f_{X_2}, \ldots, f_{X_k} \), but not on \( f_{X_1} \), Theorem \(1\) applies and the capacity–cost function for the primary user is nondecreasing.

B. Adaptive Interference Distributions

In this section, we consider the scenario where all users apply the same input distribution, or linearly rescaled versions thereof. If the primary user’s distribution is \( f_{X_1} \), then the other distributions are

\[ f_{X_i}(x) = \alpha_i^n f_{X_1}(\alpha_i x), \quad i = 2, \ldots, k \]  

(14)

for some given constants \( \alpha_2, \ldots, \alpha_k \). An important special case is \( \alpha_2 = \cdots = \alpha_k = 1 \), which makes all distributions \( f_{X_2}, f_{X_3}, \ldots, f_{X_k} \) identical.

The primary channel is described by

\[ f_{Y_1|X_1}(y_1|x_1) = \mathbb{E}[f_{Y_1|X_1, X_2, \ldots, X_k}(y_1|x_1, X_2, \ldots, X_k)], \]  

(15)

where the expectation is taken over all interferers \( X_2, \ldots, X_k \). This expression changes with \( f_{X_1} \), because \( f_{X_2}, f_{X_3}, \ldots, f_{X_k} \) change with \( f_{X_1} \). Hence, the channel is cost-dependent and Theorem \(1\) does not apply. It cannot nevertheless be proven that the channel capacity is monotonic.

**Theorem 4:** If the \( k \) input distributions are related as in \(14\) for some given constants \( \alpha_2, \ldots, \alpha_k \), then the capacity–cost function of the primary channel is nondecreasing, for any interference channel \( f_{Y_1|X_1, X_2, \ldots, X_k} \).

**Proof:** First, we verify that the channel coding theorem holds in the considered scenario. For any fixed primary user distribution \( f_{X_1} \), the interferers’ distributions \( f_{X_2}, \ldots, f_{X_k} \) are also fixed via \(14\), and the primary transmitter–receiver pair is characterized by \(15\). By the point-to-point channel coding theorem \([11] Sec. 23\), \([46] Ch. 7\), \([47] Ch. 3\), the mutual information \( I(X_1;Y_1) \) of this joint distribution corresponds to an achievable rate of the primary channel. Hence, all rates below the primary channel capacity

\[ C(\beta) \triangleq \sup_{f_{X_1} \in \Omega(\beta)} I(X_1;Y_1) \]  

(16)

are achievable and the channel coding theorem holds.

To prove that \( C(\beta) \) is nondecreasing, let \( f_{X_1} \in \Omega(\beta') \) be a capacity-achieving distribution\(^3\) at some cost \( \beta' \geq 0 \). We will show that \( C(\beta) \geq C(\beta') \) for any \( \beta \geq \beta' \).

\(^3\)Or, more precisely, a capacity-approaching sequence of distributions.
For any given $\beta \geq \beta'$ and $0 < \epsilon \leq 1$, let

$$\beta'' \triangleq \beta' + \frac{\beta - \beta'}{\epsilon}$$

(17)

and let $f_{X''_i}$ be any distribution over $\mathcal{X}$ with $E[b(X''_i)] = \beta''$. We now define a time-sharing random vector $X_1$ given an auxiliary binary random variable $Q_i$ such that

$$X_1 \triangleq \begin{cases} X'_i, & Q_1 = 0, \\ X''_i, & Q_1 = 1, \end{cases}$$

(18)

where $\Pr\{Q_1 = 1\} = \epsilon$. This vector satisfies

$$E[b(X_1)] = (1 - \epsilon)E[b(X'_i)] + \epsilon E[b(X''_i)] = (1 - \epsilon)\beta' + \epsilon\beta'' = \beta.$$  

(19)

As illustrated in Fig. 1, the interference can be generated by an analogous time-sharing method, using the auxiliary variables $Q_2, \ldots, Q_k$. These variables have the same distribution as $Q_1$ and are independent of each other and also of $Q_1$. They control the interferers $X_2, \ldots, X_k$ such that $X_i = X'_i$ if $Q_i = 0$ and $X_i = X''_i$ if $Q_i = 1$, where

$$f_{X'_i}(x) = \alpha^n f_{X'_i}(\alpha; x),$$

(20)

$$f_{X''_i}(x) = \alpha^n f_{X''_i}(\alpha; x)$$

(21)

for $i = 2, \ldots, k$. Obviously, the time-sharing symbol $X_1$ has the desired distribution \[14\].

The mutual information of the primary channel can be bounded as

$$I(X_1; Y_1) \leq I(X_1; Y_1 | Q_1)$$

$$\geq I(X_1; Y_1 | Q_1, Q_2, \ldots, Q_k)$$

$$- H(Q_2, \ldots, Q_k),$$

(22)

where (22) holds because $Q_1 \rightarrow X_1 \rightarrow Y_1$ is a Markov chain and (23) follows by setting $Z = [Q_2, \ldots, Q_k]$ in Lemma 3. The first term of the right-hand side of (22) can be bounded as

$$I(X_1; Y_1 | Q_1, Q_2, \ldots, Q_k)$$

$$= \sum_{(q_1, \ldots, q_k) \in \{0, 1\}^k} \Pr\{Q_1 = q_1, \ldots, Q_k = q_k\} \cdot I(X_1; Y_1 | Q_1 = q_1, \ldots, Q_k = q_k)$$

$$\geq \Pr\{Q_1 = \cdots = Q_k = 0\} \cdot I(X_1; Y_1 | Q_1 = \cdots = Q_k = 0)$$

$$= (1 - \epsilon)h I(X'_1; Y'_1)$$

$$= (1 - \epsilon)h C(\beta').$$

(24)

The second term of the right-hand side of (22) is

$$H(Q_2, \ldots, Q_k) = \sum_{i=2}^k H(Q_i)$$

$$= (k - 1)H_2(\epsilon),$$

(25)

where $H_2(u) \triangleq -u \log_2 u - (1 - u) \log_2(1 - u)$. Combining (16), (23), (24), and (25) yields

$$C(\beta) = \sup_{f_{X_1} \in \Omega(\beta)} I(X_1; Y_1)$$

$$\geq \sup_{0 < \epsilon \leq 1} \left[ (1 - \epsilon)h C(\beta') - (k - 1)H_2(\epsilon) \right]$$

$$= \lim_{\epsilon \to 0} \left[ (1 - \epsilon)h C(\beta') - (k - 1)H_2(\epsilon) \right]$$

$$= C(\beta'),$$

(26)

which completes the proof. \[ \square \]

Intuitively, the proof relies on constructing a “satellite distribution” \[14\] for $X_1$, where the “satellite,” denoted by $X''_i$ in (18), carries a much higher cost than $X'_i$ and occurs with lower probability.

### C. Joint Optimization

In the third and last scenario, we assume that the system includes a mechanism to optimize the transmission schemes of all users jointly, for example via a central network controller. As in the previous two scenarios, the transmitters and receivers are still operated separately, in the sense that the transmitters and receivers do not exchange information about their respective signals\[4\].

Let $R_i$ be an achievable rate for the transmitter–receiver pair $i = 1, \ldots, k$ and let $R \triangleq (R_1, \ldots, R_k)$ be a vector of rates that can be simultaneously achieved over the interference channel, with arbitrarily small error probability. The capacity region $C(\beta)$, where $\beta \triangleq (\beta_1, \ldots, \beta_k)$, is defined as the closure of the set of all achievable rate vectors $R$ when every codeword used by user $i = 1, \ldots, k$ has the exact cost $\beta_i$ \[47\] Sec. 4.1, 6.1]. While no analytical expression is known for the capacity region of general interference channels \[47\] Ch. 6], we can still derive fundamental properties by using the time-sharing principle.

\[4\]If data instead is jointly encoded over all transmitted signals $X_1, \ldots, X_k$ and jointly decoded based on all received signals $Y_1, \ldots, Y_k$, then the channel is equivalent to a high-dimensional point-to-point channel and Theorem 1 applies.
Theorem 5: Let \( \beta = (\beta_1, \ldots, \beta_k) \) and \( \beta' = (\beta'_1, \ldots, \beta'_k) \) be two cost vectors such that \( \beta_i \geq \beta'_i \geq 0 \) for \( i = 1, \ldots, k \). Then their capacity regions satisfy \( \mathcal{C}(\beta) \supseteq \mathcal{C}(\beta') \).

Proof: Let, for any \( 0 < \epsilon \leq 1 \),
\[
\beta'' = \beta' + \frac{\beta - \beta'}{\epsilon}.
\] (27)

Let \( \mathbf{R}' \) and \( \mathbf{R}'' \) be achievable rate vectors at costs \( \beta' \) and \( \beta'' \), resp. By time sharing \([4, \text{Sec. 15.3.3}],[47, \text{Sec. 4.4}]\), the rate
\[
(1 - \epsilon)\mathbf{R}' + \epsilon\mathbf{R}'' \geq (1 - \epsilon)\mathbf{R}'
\] (28)
is achievable at cost
\[
(1 - \epsilon)\beta' + \epsilon\beta'' = \beta.
\] (29)

The capacity region \( \mathcal{C}(\beta) \) thus includes all rate vectors of the form \( (1 - \epsilon)\mathbf{R}' \), where \( \mathbf{R}' \) is achievable at cost \( \beta' \) and \( \epsilon \) is an arbitrarily small positive number. Since the capacity region by definition is the closure of all achievable rate vectors \([47, \text{Sec. 4.1, 6.1}]\), \( \mathcal{C}(\beta) \) also includes \( \lim_{\epsilon \to 0} (1 - \epsilon)\mathbf{R}' = \mathbf{R}' \). In conclusion, \( \mathbf{R}' \in \mathcal{C}(\beta) \) for all \( \mathbf{R}' \in \mathcal{C}(\beta') \), which implies \( \mathcal{C}(\beta) \supseteq \mathcal{C}(\beta') \). \( \square \)

The capacity region is a \( k \)-dimensional object, and it varies as a function of the \( k \)-dimensional vector \( \beta \). The following two corollaries exemplify how linear combinations of the achievable rates change when the cost is varied linearly.

Corollary 6: If the cost is varied along a line as
\[
\beta = \beta_0 + \mu\Delta,
\] (30)
where all components of \( \beta_0 \) and \( \Delta \) are nonnegative, then all achievable rates \( R_1, \ldots, R_k \) are nondecreasing functions of \( \mu \geq 0 \), and the achievable sum rate \( R_1 + \cdots + R_k \) is also a nondecreasing function of \( \mu \geq 0 \).

Corollary 7: If all transmitters obey the same cost constraint \( \beta_1 = \cdots = \beta_k = \beta \), then all achievable rates \( R_1, \ldots, R_k \) are nondecreasing functions of \( \beta \).

V. Numerical Example

In this section, examples are given for mutual information and channel capacity as functions of the transmit power, for a simple nonlinear channel. The studied channel is chosen for its simplicity, not for its resemblance to any particular physical system, because evaluating the channel capacity is numerically possible only for very low-dimensional, memoryless channels, which unfortunately excludes more realistic channel models.

A. A Nonlinear Channel

We consider a very simple channel with nonlinear distortion and additive noise, represented as
\[
Y = a(X) + Z,
\] (31)
where \( X \) and \( Y \) are the real, scalar input and output of the channel, resp., \( a(\cdot) \) is a given deterministic function and \( Z \) is white Gaussian noise with zero mean and variance \( \sigma_Z^2 \). For a given channel input \( x \), the channel output is represented by the conditional probability density function (pdf)
\[
f_{Y|X}(y|x) = \frac{1}{\sigma_Z} f_G \left( \frac{y - a(x)}{\sigma_Z} \right),
\] (32)
where \( f_G(x) = (1/\sqrt{2\pi}) \exp(-x^2/2) \) is the zero-mean, unit-variance Gaussian pdf. Since \( f_{Y|X}(y|x) \) is Gaussian for any \( x \), the conditional entropy is \([1, \text{Sec. 20}],[47, \text{Sec. 8.1}]\)
\[
h(Y|X) = \frac{1}{2} \log_2 2\pi e \sigma_Z^2.
\] (33)

For a given input distribution \( f_X \), the output distribution \( f_Y \) is obtained by marginalizing the joint distribution \( f_{X,Y}(x,y) = f_X(x)f_{Y|X}(y|x) \), and the mutual information is calculated as
\[I(X;Y) = h(Y) - h(Y|X).\]

In this example, we select \( a(x) \) in (31) as a smooth clipping function
\[
a(x) = a_{\max} \tanh \left( \frac{x}{a_{\max}} \right),
\] (34)
where \( a_{\max} > 0 \) sets an upper bound on the output. If the instantaneous channel input \( X \) has a sufficiently high magnitude compared with \( a_{\max} \), the channel is essentially binary. For \( X \) close to zero, on the other hand, the channel approaches a linear AWGN channel.

The channel parameters are \( a_{\max} = 10 \) and \( \sigma_Z = 1 \) throughout this section. The function \( a(x) \) in (34), which represents the nonlinear part of the channel (31), is shown in Fig. 2.

B. Mutual Information

The mutual information \( I(X;Y) \) is evaluated by numerical integration, as a function of the average transmit power \( p = \mathbb{E}[X^2] \). No optimization over input distributions is carried out. The input distribution \( f_X(x) \) is constructed from a given unit-power distribution \( g(x) \), rescaled to the desired power \( p \) as \( f_X(x) = \alpha g(\alpha x) \), where \( \alpha = 1/\sqrt{p} \). The results are presented in Fig. 3 for three continuous input pdfs \( f_X(x) \): zero-mean Gaussian, zero-mean uniform, and single-sided exponential, defined as, respectively,
\[
f_{X_1}(x) = \frac{1}{\sqrt{p}} f_G \left( \frac{x}{\sqrt{p}} \right).
\] (35)
\[
f_{X_2}(x) = \begin{cases} 
\frac{1}{2\sqrt{3p}}, & -\sqrt{3p} \leq x \leq \sqrt{3p}, \\
0, & \text{elsewhere},
\end{cases}
\] (36)
\[
f_{X_3}(x) = \begin{cases} 
\sqrt{\frac{2}{p}} e^{-x\sqrt{2/p}}, & x \geq 0, \\
0, & x < 0.
\end{cases}
\] (37)

At asymptotically low power \( p \), the channel is effectively an AWGN channel. In this case, the mutual information is governed by the mean value of the input distribution, according to
even if the probability mass at $m$ is achieved by zero-mean distributions. The discrete distributions have uniform probabilities and equal spacing. The AWGN channel capacity is included for reference (dotted).

Fig. 3. Mutual information for the nonlinear channel in (31) with $\sigma_{Z} = 1$ and $\sigma_{Z} = 1$ with various continuous (solid) and discrete (dashed) input distributions. The discrete distributions have uniform probabilities and equal spacing. The AWGN channel capacity is included for reference (dotted).

All zero-mean input distributions achieve approximately the same mutual information, which approaches the AWGN channel capacity. The asymptotic mutual information for the exponential distribution, whose mean is $\sqrt{p}/2$, is half that achieved by zero-mean distributions.

The mutual information curves for all three input pdfs reach a peak around $p = 100$, when a large portion of the input samples still fall in the linear regime of the channel. When the transmit power $p$ is further increased, the mutual information decreases towards a value slightly less than 1 asymptotically for the zero-mean input pdfs and 0 for the exponential input. The asymptotes are explained by the fact that at high enough power, almost all input samples fall in the nonlinear regime, where the channel behaves as a 1-bit noisy quantizer.

Similar results for various discrete input distributions are also included in Fig. 3. The studied one-dimensional constellations are on-off keying (OOK), binary phase-shift keying (BPSK), and $m$-ary pulse amplitude modulation ($m$-PAM). The constellation points are equally spaced and the input samples $X$ are chosen uniformly from these constellations. The mutual information for $m$-PAM constellations with $m \geq 4$ exhibits the same kind of peak as the continuous distributions in Fig. 3; indeed, a uniform distribution over equally spaced $m$-PAM approaches the continuous uniform distribution as $m \to \infty$.

Similarly to the continuous case, the mutual information for zero-mean discrete input distributions approach the AWGN channel capacity as $p \to 0$. Half this channel capacity is achieved by the OOK input, which has the same mean value $\sqrt{p}/2$ as the exponential input above. The asymptotics when $p \to \infty$ depends on whether $m$ is even or odd. For any even $m$, the channel again acts like a 1-bit quantizer and the asymptotic mutual information is slightly less than 1. For odd $m$, however, here exemplified by 3-PAM, there is a nonzero probability mass at $X = 0$, which means that the possible outputs are not only $Y = \pm a_{\text{max}} + Z$ but also $Y = 0 + Z$. Hence, the channel asymptotically approaches a ternary-output noisy channel, whose mutual information is upperbounded by $\log_{2} 3 = 1.58$.

To summarize, this particular channel has the property that the mutual information for any input distribution approaches a limit as $p \to \infty$, and this limit is upperbounded by $\log_{2} 3$. It might seem tempting to conclude that the channel capacity, which is the supremum of all mutual information curves, would behave similarly. However, as we shall see in the next section, this conclusion is not correct, because the limit of a supremum is in general not equal to the supremum of a limit. Specifically, the asymptotical channel capacity is $\lim_{p \to \infty} C(p) = \lim_{p \to \infty} \sup_{\sigma_{Z}} I(X;Y)$, which is not equal to $\sup_{\sigma_{Z}} \lim_{p \to \infty} I(X;Y) \leq \log_{2} 3$.

C. Channel Capacity

The standard method to calculate the channel capacity of a discrete memoryless channel is by the Arimoto–Blahut algorithm [53], [54], [4, Sec. 10.8], [55, Ch. 9]. It has been extended to continuous-input, continuous-output channels in [56] and furthermore to cost-constrained inputs in [57]. The idea in [57] is to represent distributions by lists of samples, so-called particles. A particle-based input distribution has the form

$$f_X(x) = \sum_{i=1}^{s} w_i \delta(x - c_i), \quad (38)$$

where $\delta(\cdot)$ is the Dirac delta function, $s$ is the number of particles, $c = (c_1, \ldots, c_s)$ are the particles, and $w = (w_1, \ldots, w_s)$ are the probabilities, or weights, associated with each particle. If $s$ is large enough, any distribution can be represented in the form (38) with arbitrarily small error. With this representation, the yield $h(Y)$, and thereby $I(X;Y)$, by numerical integration.

Since $h(Y|X)$ is constant, the capacity is obtained by maximizing $h(Y)$ subject to constraints on the total probability and power. This problem is in general nonconvex. In [57], the optimization is done by alternating optimization [55, Sec. 9.1], first finding $w$ for a given $c$ using the Arimoto–Blahut algorithm and then finding $c$ for a given $w$ using a gradient search, and so on. Here, we apply gradient search techniques for both steps. The objective is to maximize the Lagrangian function

$$L(c, w, \lambda_1, \lambda_2) \equiv h(Y) + \lambda_1 \left( \sum_{i=1}^{s} w_i - 1 \right) + \lambda_2 \left( \sum_{i=1}^{s} w_i c_i^2 - p \right), \quad (40)$$

where the Lagrange multipliers $\lambda_1$ and $\lambda_2$ are determined to maintain the constraints $\sum w_i = 1$ and $\sum w_i c_i^2 = p$ during the optimization process. The gradients of $L$ with respect to $c$ and $w$ are calculated, and a steepest descent algorithm (or more accurately, “steepest ascent”) is applied to maximize $L$. 


In each iteration, a step is taken in the direction of either of the two gradients. The step size is determined using the golden section method. Several initial values \( c, w \) were tried, and \( s \) was increased until convergence. In all cases, \( s = 16 \) turned out to be a sufficient number of particles. The topography of \( L \) as a function of \( c \) and \( w \) turned out to include vast flat fields, where a small step has little influence on \( L \). This made the optimization numerically challenging. No suboptimal local maxima were found for the studied channel and constraints, although for nonlinear channels in general, the mutual information as a function of the input distribution may have multiple maxima.

This channel capacity, numerically obtained by the above method, is shown in Fig. 4 for the studied channel (thick solid curve). As promised by the law of monotonic channel capacity (Theorem 1), the curve differs from most mutual information curves by not having a peak at any \( p \). The channel capacity follows the mutual information of the Gaussian distribution closely until around \( p = 100 \). However, while the Gaussian case attains its maximum mutual information \( I(X; Y) = 2.44 \) bits/symbol at \( p = 130 \) and then begins to decrease, the channel capacity continues to increase towards its asymptote \( \lim_{p \to \infty} C(p) = 2.54 \) bits/symbol. The fact that the capacity curve rises somewhat over the peak and not only flattens out is encouraging for future work on capacity-achieving coding for more realistic nonlinear channel.

This asymptotical channel capacity can be explained as follows. Define the random variable \( A \triangleq a(X) \). Since \( a(\cdot) \) is a continuous, strictly increasing function, there is a one-to-one mapping between \( X \in (-\infty, \infty) \) and \( A \in (-a_{\text{max}}, a_{\text{max}}) \). Thus \( I(X; Y) = I(A; Y) \), where \( Y = A + Z \). This represents a standard discrete-time AWGN channel whose input \( A \) is subject to a peak power constraint. The capacity of a peak-power-constrained AWGN channel was bounded already in [1] Sec. 25] and computed numerically in [44], where it was also shown that the capacity-achieving distribution is discrete. The asymptote in Fig. 4 which is 2.54 bits/symbol or, equivalently, 1.76 nats/symbol, agrees perfectly with the amplitude-constrained capacity in [44] Fig. 2 for \( a_{\text{max}}/\sigma_Z = 10 \).

Some almost capacity-achieving input distributions are shown in Fig. 5 numerically optimized as described above. For \( p = 10 \), the optimized discrete input distribution is essentially a nonuniformly sampled Gaussian pdf, and the obtained channel capacity, 1.61, has the same value as the mutual information of a continuous Gaussian pdf, shown in Fig. 3. For \( p = 100 \) and 1000, the distribution is more uniform in the range where the channel behaves more or less linearly, which for this channel is approximately at \( -a_{\text{max}}/2 < x < a_{\text{max}}/2 \), with some high-power outliers in the nonlinear range \( |x| > a_{\text{max}} \). In all cases, increasing the number of particles \( s \) from what is shown in Fig. 5 does not increase the mutual information significantly, from which we infer that these discrete input distributions perform practically as well as the best discrete or continuous input distributions for this channel.

Although the capacity-achieving distributions would look quite different for other types of nonlinear channels, a general observation can be made from Fig. 5. Even at high average power, the input should consist of samples with moderate power, for which the channel is good, most of the time. The high average power is achieved by a single particle having a very large power; thus, the capacity-achieving distribution is a satellite distribution [14]. This single particle, or satellite, corresponds to \( X'' \) and \( X'' \) in the proofs of Theorems 1 and 2, resp., which as \( \epsilon \to 0 \) have high cost (power) and low probability.

VI. SUMMARY AND CONCLUSIONS

It was proved that the channel capacity is a nondecreasing function of a cost (such as transmit power) in the following cases.

- Point-to-point memoryless vector channels \( f_{Y|X} \) that do not change with the input distribution \( f_X \).
- Interference channels where all users, except the one of interest, transmit data from fixed input distributions.
- Interference channels where all users transmit data from the same (optimized) distribution.
- Interference channels where the distributions of all users are optimized jointly.

The mutual information may be decreasing with cost in all these cases, but not the channel capacity in Shannon’s sense. In contrast, there are numerous examples in the literature where the channel capacity has a peak at a certain cost, after which it decreases towards zero [44–48, 20–38]. These examples all pertain to one of the following cases:

- Point-to-point channels that change depending on the transmitter settings, typically as a function of the transmit power [59].
Interference channels where the transmission scheme of one user (the one of interest) is optimized while the other users satisfy the same power constraint by pure amplification \[21\].

A practical interpretation is that when designing codes for nonlinear channels under the constraint of a maximum average power, it suffices to consider codes in which all codewords satisfy the power constraint with equality. This is in contrast to previous works in optical communications, which often assumed the existence of an optimal (finite) power. Further research is needed to show whether the new approach is just a way to achieve the same rates as before at a higher power, or if it may lead to significantly increased achievable rates.

ACKNOWLEDGMENTS

The author is indebted to A. Alvarado, P. Buyvel, L. Beygi, G. Durisi, T. Eriksson, R.-J. Essiambre, C. Häger, M. Karlsson, J. Karout, G. Kramer, F. R. Kschischang, and E. Telatar for helpful discussions, criticism, and comments on early versions of this manuscript. The presentation was greatly improved thanks to detailed feedback from the four insightful reviewers.

REFERENCES

[1] C. E. Shannon, “A mathematical theory of communication,” Bell Syst. Tech. J., vol. 27, pp. 379–423, 623–656, July, Oct. 1948.

[2] ———, “The zero error capacity of a noisy channel,” IRE Trans. Inform. Theory, vol. IT-2, no. 3, pp. 8–19, Sept. 1956.

[3] A. N. Kolmogorov, “On the Shannon theory of information transmission in the case of continuous signals,” IRE Trans. Inform. Theory, vol. IT-2, no. 4, pp. 102–108, Dec. 1956.

[4] T. M. Cover and J. A. Thomas, Elements of Information Theory, 2nd ed. Hoboken, NJ: Wiley, 2006.

[5] M. Katz and S. Shamai (Shitz), “On the capacity-achieving distribution of the discrete-time noncoherent and partially coherent AWGN channels,” IEEE Trans. Inf. Theory, vol. 50, no. 10, pp. 2257–2270, Oct. 2004.

[6] J. M. Kahn and K-P. Ho, “Spectral efficiency limits and modulation/detection techniques for DWDM systems,” IEEE J. Sel. Topics Quantum Electron., vol. 10, no. 2, pp. 259–272, Mar./Apr. 2004.

[7] R.-J. Essiambre, G. Kramer, P. J. Winzer, G. J. Foschini, and B. Goebel, “Capacity limits of optical fiber networks,” J. Lightw. Technol., vol. 28, no. 4, pp. 662–701, Feb. 2010.

[8] R. I. Killey and C. Behrens, “Shannon’s theory in nonlinear systems,” J. Modern Opt., vol. 58, no. 1, pp. 1–10, Jan. 2011.

[9] A. Mecozzi, “Limits to long-haul coherent transmission set by the Kerr nonlinearity and noise of the in-line amplifiers,” J. Lightw. Technol., vol. 12, no. 11, pp. 1993–2000, Nov. 1994.

[10] A. Demir, “Nonlinear phase noise in optical-fiber-communication systems,” J. Lightw. Technol., vol. 25, no. 8, pp. 2002–2032, Aug. 2007.

[11] A. Bononi, P. Serena, N. Rossi, E. Grellier, and F. Vaconadio, “Modeling nonlinearity in coherent transmissions with dominant intrachannel-four-wave-mixing,” Opt. Express, vol. 20, no. 7, pp. 7777–7791, Mar. 2012.

[12] A. Carena, V. Curri, G. Bosco, P. Poggiolini, and F. Forghieri, “Modeling of the impact of nonlinear propagation effects in uncompensated optical coherent transmission links,” J. Lightw. Technol., vol. 30, no. 10, pp. 1524–1539, May 2012.

[13] L. Beygi, E. Agrell, P. Johannisson, M. Karlsson, and H. Wymeersch, “A discrete-time model for uncompensated single-channel fiber-optical links,” IEEE Trans. Commun., vol. 60, no. 11, pp. 3440–3450, Nov. 2012.

[14] E. Agrell and M. Karlsson, “Satellite constellations: Towards the nonlinear-channel capacity,” in Proc. IEEE Photon. Conf. (IPC), Burlingame, CA, Sept. 2012.

[15] C. Häger, A. Graell i Amat, A. Alvarado, and E. Agrell, “Constellation optimization for coherent optical channels distorted by nonlinear phase noise,” in Proc. Glob. Commun. Conf. (GLOBECOM), Anaheim, CA, Dec. 2012, pp. 2870–2875.

[16] G. P. Agrawal, Fiber-Optic Communication Systems, 4th ed. Hoboken, NJ: Wiley, 2010.

[17] A. R. Chraplyvy, “Limitations on lightwave communications imposed by optical-fiber nonlinearities,” J. Lightw. Technol., vol. 8, no. 10, pp. 1548–1557, Oct. 1990.

[18] C. Hager, A. Graell i Amat, A. Alvarado, and E. Agrell, “Constellation optimization for coherent optical channels distorted by nonlinear phase noise,” in Proc. Glob. Commun. Conf. (GLOBECOM), Anaheim, CA, Dec. 2012, pp. 2870–2875.

[19] G. P. Agrawal, Applications of Nonlinear Fiber Optics, 2nd ed. Amsterdarm, The Netherlands: Academic, 2008.

[20] P. P. Mitra and J. B. Stark, “Nonlinear limits to the information capacity of optical fibre communications,” Nature, vol. 411, pp. 1027–1030, June 2001.

[21] J. B. Stark, P. Mitra, and A. Sengupta, “Information capacity of nonlinear wavelength division multiplexing fiber optic transmission line,” Opt. Fiber Technol., vol. 7, no. 4, pp. 275–288, Oct. 2001.

[22] J. Tang, “The Shannon channel capacity of dispersion-free nonlinear optical fiber transmission,” J. Lightw. Technol., vol. 19, no. 8, pp. 1104–1109, Aug. 2001.

[23] A. G. Green, P. B. Littlewood, P. P. Mitra, and L. G. L. Wegener, “Schrödinger equation with a spatially and temporally random potential: Effects of cross-phase modulation in optical communication,” Phys. Rev. E, vol. 66, no. 4, pp. 046 627–1–12, Oct. 2002.

[24] E. E. Narimianov and P. Mitra, “The channel capacity of a fiber optics communication system: perturbation theory,” J. Lightw. Technol., vol. 20, no. 3, pp. 530–537, Mar. 2002.

[25] L. G. L. Wegener, M. L. Povinelli, A. G. Green, P. P. Mitra, J. B. Stark, and P. B. Littlewood, “The effect of propagation nonlinearities on the information capacity of optical fiber systems: cross-phase modulation and four-wave mixing,” Physica D: Nonlinear Phenomena, vol. 189, no. 1–2, pp. 81–99, Feb. 2004.

[26] K.-P. Ho, Phase-Modulated Optical Communication Systems. New York, NY: Springer, 2005.

[27] I. B. Djordjevic, B. Vasic, M. Ivkovic, and I. Gahbitov, “Achievable information rates for high-speed long-haul optical transmission,” J. Lightw. Technol., vol. 23, no. 11, pp. 3755–3763, Nov. 2005.

[28] J. Tang, “A comparison study of the Shannon channel capacity of various nonlinear optical fibers,” J. Lightw. Technol., vol. 24, no. 5, pp. 2070–2075, May 2006.
