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Abstract: Link recommendation, which recommends links to connect unlinked online social network users, is a fundamental social network analytics problem with ample business implications. Existing link recommendation methods tend to recommend similar friends to a user but overlook the user’s diversity preference, although social psychology theories suggest the criticality of diversity preference to link recommendation performance. In recommender systems, a field related to link recommendation, a number of diversification methods have been proposed to improve the diversity of recommended items. Nevertheless, diversity preference is distinct from diversity studied by diversification methods. To address these research gaps, we define and operationalize the concept of diversity preference for link recommendation and propose a new link recommendation problem: the diversity preference-aware link recommendation problem. We then analyze key properties of the new link recommendation problem and develop a novel link recommendation method to solve the problem. Using two large-scale online social network data sets, we conduct extensive empirical evaluations to demonstrate the superior performance of our method over representative diversification methods adapted for link recommendation as well as state-of-the-art link recommendation methods.
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1 Introduction

Owing to the increasing Internet penetration worldwide, the number of social media users and their activities on the media have grown rapidly in recent years. The annual revenue generated worldwide by major social media firms reached $92.89 billion in 2019, and there were 3.8 billion active social media users at the beginning of 2020, accounting for 49% of the world’s population. Online social networks, such as Facebook and LinkedIn, constitute a significant portion of social media. These social networks have become an essential part of many people’s daily lives, from socializing with friends on Facebook to seeking job opportunities on LinkedIn. Recognizing the widespread use of online social networks, researchers have been actively developing advanced predictive analytics methods that leverage these networks for greater economic and societal benefits (Kempe et al., 2003; Fang et al., 2013a; Li et al., 2020). In this vein, prior studies have proposed predictive analytics methods to solve important online social network problems with significant business implications, ranging from adoption probability and top persuader predictions (Fang et al., 2013a; Fang and Hu, 2016) to link recommendation and social foci’s popularity prediction (Li et al., 2017a, 2020). In particular, designing predictive analytics methods for link recommendation has attracted attention from both academic researchers and business practitioners (Davenport and Patil, 2012; Li et al., 2017b).

Link recommendation, which recommends links to connect currently unlinked users, is a key functionality commonly offered by online social networks (Li et al., 2017b). Notable examples of link recommendation include friend recommendation features (e.g., “People you may know”) on Facebook and LinkedIn. Effective link recommendation caters to users’ needs by enlarging their social circles in online social networks, thereby improving their experience and satisfaction with those networks (Li et al., 2017a). Moreover, effective link recommendation leads to a more densely connected online social network, which better facilitates information and advertisement diffusion in the network and creates more revenue (e.g., advertisement revenue) for the network operator (e.g., Facebook Inc.) (Shriver et al., 2013; Li et al., 2017a). Existing link recommendation methods predict the linkage likelihood between a pair of currently unlinked users based on their degree of similarity—for example, similarity in their profiles—and recommend links with the highest linkage likelihoods (Liben-Nowell and Kleinberg, 2007; Backstrom and Leskovec, 2011; Grover
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and Leskovec, 2016; Pareja et al., 2020). Consequently, friends recommended by these methods tend to be similar to each other in terms of their profiles.

However, while some users are satisfied with homogeneous friend recommendations, others prefer recommended friends with diverse profiles. For example, people who feel comfortable with familiar things prefer to befriend those with similar profiles, while people who enjoy new things tend to connect with friends of diverse backgrounds. That is, different users have different diversity preferences when making friends in a social network (Burt et al., 1998; Laakasuo et al., 2017). Theoretically, friendship formation between two users depends on the compatibility and complementarity of their profiles (Rivera et al., 2010). The former, known as homophily, refers to people’s tendency to connect with those similar to them (Rivera et al., 2010). The latter, known as heterophily, stipulates that people benefit from connecting with those who are complementary to them (Rivera et al., 2010). Homophily leads to homogeneity among a user’s friends, while heterophily promotes heterogeneity among these friends (Laakasuo et al., 2017). Owing to different personalities, different users value homophily and heterophily differently, thereby exhibiting different diversity preferences (Laakasuo et al., 2017). For example, users with a high level of openness prefer heterophily over homophily and tend to befriend those with diverse backgrounds (Laakasuo et al., 2017), because they appreciate new things and believe that similar friends produce only marginal returns (Sibley and Duckitt, 2008; Tulin et al., 2018). In contrast, users with a low level of openness place a greater emphasis on homophily and prefer to connect with those who have similar backgrounds (Laakasuo et al., 2017), as they are more comfortable with familiar things and thus more likely to have relationships with those who have similar profiles (Tulin et al., 2018). As another example, Burt et al. (1998) find that people who seek change and authority prefer heterophily and tend to connect with others who have diverse profiles, while people who enjoy conformity, obedience, security, and stability prefer homophily and are inclined to form friendships with others who have similar profiles.

In short, social psychology theories suggest that different users have different diversity preferences for forming friendships in a social network (Burt et al., 1998; Rivera et al., 2010; Laakasuo et al., 2017). Therefore, an effective link recommendation method should take a user’s diversity preference into account and recommend friends that satisfy that preference. As a result, the recommended friends will better meet the user’s preference and thus are more likely to be accepted by the user. However, existing link recommendation methods overlook diversity preference. In a field related to link recommendation, recommender systems, a number of diversification methods have been proposed to improve the diversity of recommended items (Ziegler et al., 2005; Boim et al., 2011; Chen et al., 2018). Nevertheless, diversity preference, as researched in our study, is
distinct from diversity studied by diversification methods in the following ways. First, diversification methods indiscriminately increase the diversity of items recommended by a recommender system for every user (Ziegler et al., 2005; Boim et al., 2011; Chen et al., 2018), while we aim to develop a link recommendation method that meets each individual user’s diversity preference for forming friendships in a social network. That is, an ideal link recommendation method should provide a personalized solution that will increase or decrease the diversity of recommended friends in accordance with each user’s diversity preference. Second, social psychology literature notes that a user may seek friends who are similar on some profile dimensions (e.g., college major) but dissimilar on others (e.g., school) (Rivera et al., 2010). For example, a user may prefer befriending those who are studying Information Systems at a diverse set of universities. Accordingly, users’ diversity preference should be measured and optimized at the dimension level, in contrast to diversity that is measured and increased at the user level by diversification methods (Ziegler et al., 2005; Boim et al., 2011; Chen et al., 2018).

To address the research gaps discussed above, our study contributes to the literature by proposing a new link recommendation problem and a novel link recommendation method, both of which take diversity preference into account. Specifically, we define the concept of diversity preference in the context of link recommendation and propose how to measure it at the dimension level. Building on this concept, we formally define the diversity preference-aware link recommendation problem. Our link recommendation problem differs from existing link recommendation problems in its consideration of diversity preference. It is also different from diversification problems that are studied in the field of recommender systems because of the difference between diversity preference in our problem and diversity in diversification problems. Furthermore, we analyze key properties of the diversity preference-aware link recommendation problem and propose a novel link recommendation method that solves the problem based on those properties. The key methodological novelty of our method lies in its optimization of each individual user’s diversity preference at the dimension level. Through extensive experiments with two real-world social network data sets, we demonstrate the superiority of our method over representative diversification methods adapted for link recommendation as well as state-of-the-art link recommendation methods, in terms of recommendation accuracy and the extent to which recommended friends satisfy a user’s diversity preference.

2 Related Work

Two streams of research are closely related to our study: link recommendation for social networks and diversification methods for recommender system. In this section, we review representative
studies in each stream and highlight the key novelties of our study.

2.1 Link Recommendation for Social Networks

In general, prior research treats link recommendation as a supervised learning problem, for which training data is constructed from observed link establishments. Each record of training data consists of predictors that affect link establishment between a pair of users and a class label that is set to 1 if a link connecting the user pair exists or 0 otherwise. Predictors are computed from nodal and/or structural proximities between users. Specifically, nodal proximity measures the similarity between users based on their profile attributes, such as age, education, and occupation, using similarity functions, such as cosine similarity and Jaccard’s coefficient (Zheleva et al., 2008; Schifanella et al., 2010; Wang et al., 2011). Structural proximity also measures the similarity between users but based on their structural features in a social network (Liben-Nowell and Kleinberg, 2007). Representative structural proximity measures include common neighbors, Adamic/Adar, and the Katz index (Li et al., 2017b). In particular, common neighbors between a pair of users are calculated as the number of their mutual friends in the social network. Adamic/Adar, an extension of common neighbors, weights mutual friends differently according to their number of connections in the social network. While common neighbors and Adamic/Adar target users’ neighborhoods, the Katz index focuses on paths connecting users. Specifically, the Katz index between a pair of users is computed as the number of paths connecting them, each of which is inversely weighted by its length.

Once training data is constructed, machine learning methods can be applied to the data to build a model, which in turn predicts the linkage likelihood for each pair of currently unlinked users. Machine learning methods commonly used for link recommendation include boosted decision tree (Benchettara et al., 2010), supervised random walk (Backstrom and Leskovec, 2011), support vector machine (SVM) (Gong et al., 2014), and Bayesian network (Li et al., 2017a). For example, Gong et al. (2014) apply a SVM to an attribute-augmented social network to predict linkage likelihoods of Google+ users. Backstrom and Leskovec (2011) formulate the link recommendation problem as a supervised learning task with the objective of learning the strength of each link such that a random walk starting from a focal user will more likely visit users who directly connect to the focal user than those who do not. A recent study by Li et al. (2017a) proposes a Bayesian network method that considers both the likelihood and utility of linkage.

Link recommendation methods reviewed above rely on hand-designed user features for link recommendations. Powered by recent advancements in deep learning, current link recommendation methods employ representation learning that learns to represent a user as a low-dimensional
numerical vector with the objective of preserving the user’s structural and nodal characteristics in a social network. Pairs of these learned vectors can then be fed into a machine learning algorithm (e.g., logistic regression) for linkage likelihood prediction. In this vein, network embedding methods, such as DeepWalk (Perozzi et al., 2014) and Node2vec (Grover and Leskovec, 2016), re-purpos...
erated by an accuracy-maximizing recommender system to meet the diversity requirement (e.g., Ziegler et al., 2005; Zhang and Hurley, 2008; Chen et al., 2018), and hence they are generic and can be integrated with any recommender system (Chen et al., 2018). In the following, we focus our review on diversification methods that are based on re-ranking, as these can also be combined with any link recommendation algorithm to produce diversified link recommendations.

Most re-ranking-based diversification methods balance the trade-off between recommendation accuracy and diversity because improving one usually sacrifices the other (Kaminskas and Bridge, 2016). Accordingly, the objective function of these methods is formulated as a weighted sum of recommendation accuracy and diversity, where the weights control the recommender system’s preferences for accuracy and diversity. Recommendation diversity is normally measured as the average pair-wise dissimilarity of recommended items (Ziegler et al., 2005; Zhang and Hurley, 2008). Motivated by the maximal marginal relevance method in information retrieval, Ziegler et al. (2005) propose a greedy diversification method that selects one item at a time for the final recommendation list. Specifically, an item is selected if it maximizes the weighted sum of its relevance score (i.e., recommendation accuracy) and its average dissimilarity to the items already in the final recommendation list (i.e., recommendation diversity). Rather than using a greedy heuristic, Zhang and Hurley (2008) model the recommendation diversification problem as an optimization problem that maximizes the weighted sum of recommendation accuracy and diversity given the constraint of recommending a predetermined number of items. The diversified recommendation list can then be derived by solving the optimization problem. Chen et al. (2018) propose a new diversity measure that is based on relationships among all recommended items rather than their pair-wise relationships. Built on an elegant probabilistic model – the determinantal point process, they design a greedy algorithm to search for the final recommendation list. Instead of balancing the trade-off between recommendation accuracy and diversity, Boim et al. (2011) adopt a different perspective for diversifying recommended items. They propose first clustering items produced by an accuracy-maximizing recommender system based on their pair-wise dissimilarities. Then one item with the highest relevance score is selected from each cluster to form the final recommendation list.

In addition, various types of preferences have been utilized by preference-aware recommendation methods to improve the performance of recommendations (Rendle et al., 2009). In this vein, Debnath et al. (2016) consider users’ location and temporal preferences for point of interest (POI) recommendations; Zangerle et al. (2020) leverage users’ cultural preferences for music recommendations; Shi et al. (2012) and Su et al. (2013) diversify items recommended to a user based on the user’s preferred diversification level. Among preference-aware recommendation methods, those considering preferences for diversification levels, such as Shi et al. (2012) and Su et al. (2013), are
most relevant to our study. These methods increase the diversity of a recommendation list based on a user’s preferred diversification level (i.e., how much diversity should be increased) (Shi et al., 2012; Su et al., 2013).

Our literature review reveals several research gaps. First, existing link recommendation methods fail to consider diversity preference. However, social psychology theories suggest that users exhibit different diversity preferences when forming friendships in a social network (Burt et al., 1998; Rivera et al., 2010; Laakasuo et al., 2017). Thus, an effective link recommendation method should take diversity preference into account. Second, although diversification methods and preference-aware methods for recommender systems can be adapted for link recommendation, these methods indiscriminately increase the diversity of recommended friends for all users rather than satisfying each individual user’s diversity preference. Third, diversification methods and preference-aware methods measure and increase diversity at the user level, while the literature suggests that diversity preference should be measured and optimized at the dimension level (Rivera et al., 2010). To address these research gaps, we introduce the concept of diversity preference, propose how to measure it at the dimension level, and define a new link recommendation problem: the diversity preference-aware link recommendation problem. We then propose a novel link recommendation method to solve the problem.

3 Problem Formulation

We first define the concept of diversity preference and then formulate the diversity preference-aware link recommendation problem. Let $G = < U, E >$ be an online social network of $n$ users, where $U = \{u_i\}, i = 1, 2, \cdots, n$, represents the set of users in the network and $E$ denotes the set of existing links (e.g., friendships) connecting the users. Let $F^i = \{u_f \mid (u_f, u_i) \in E, f \neq i, f = 1, 2, \cdots, n\}$ represent $u_i$’s friends. Each user is described by a $H$-dimensional user profile, e.g., $< major, school, employer >$. The profiles of a user’s existing friends reflect the user’s diversity preference in making friends (Tropp and Bianchi, 2006; Zeng and Xie, 2008). For example, if 24 out of Karen’s 30 friends major in Information Systems (IS), this indicates Karen’s preference for low diversity in terms of major as well as her strong preference for befriending those studying IS. On the other hand, if John’s friends are evenly distributed over many different majors, this signals that John prefers high diversity in terms of major. A link recommendation method can leverage a user’s diversity preference and recommend friends to best match this preference, thereby recommending friends who are more likely to be accepted by the user. Formally, we define a user’s diversity preference as follows.
**Definition 1. Diversity Preference.** Given an online social network $G = (U, E)$ and $H$-dimensional profiles of the users in $U$, user $u_i$’s diversity preference for dimension $h$, $h = 1, 2, \cdots, H$, is a $Z_h$-dimensional vector $d^{i,h} \in \mathbb{R}^{Z_h}$, where $Z_h$ is the number of possible values of dimension $h$. The $z$th element of $d^{i,h}$, $d^{i,h}_z$, represents $u_i$’s preference regarding the $z$th value of dimension $h$ and is measured as the number of $u_i$’s friends who take that value in dimension $h$.

**Example 1.** Consider Karen, who has 30 friends in an online social network. The major dimension has 90 different values (i.e., $Z_{\text{major}} = 90$), such as IS, Computer Science (CS), Math, and Finance (Fin). Among Karen’s 30 friends, 24 major in IS, 3 major in CS, and the remaining 3 double major in Math and CS. According to Definition 1, Karen’s diversity preference for the major dimension $d^{\text{Karen, major}}$ is given by

$$d^{\text{Karen, major}} = \begin{bmatrix} 24 & 6 & 3 & 0 & 0 & \cdots & \cdots & 0 \end{bmatrix}^T$$

where the superscript $T$ denotes the transpose of a vector.

User $u_j$ is a potential friend of $u_i$ if she is not a current friend of $u_i$, i.e., $u_j \notin F^i$. The linkage likelihood between $u_i$ and $u_j$, $ll(u_i, u_j)$, is the likelihood that $u_i$ and $u_j$ will become friends in the future, which can be estimated using an existing link prediction method (Li et al., 2017b). A candidate friend of $u_i$ is a potential friend of $u_i$ with a relatively high linkage likelihood. More precisely, we define $C^j_i = \{u_j \mid rank(ll(u_i, u_j)) \leq m, u_j \notin F^i, j = 1, 2, \cdots, n\}$ as the set of $u_i$’s candidate friends, which contains $u_i$’s top-$m$ potential friends as ranked by linkage likelihood. The function $rank(\cdot)$ returns the rank of $u_i$’s likelihood of befriending $u_j$ among the linkage likelihoods between $u_i$ and each of $u_i$’s potential friends. Given candidate set $C^j_i$ and the profile of each candidate in $C^j_i$, we can construct a candidate profile matrix $C^{i,h} \in \mathbb{R}^{Z_h \times |C^j_i|}$ for each profile dimension $h$, $h = 1, 2, \cdots, H$, where $Z_h$ is the number of possible values of dimension $h$ and $|C^j_i|$ is the number of $u_i$’s candidate friends. An element $C^{i,h}_{z,q}$ of $C^{i,h}$ is set to 1 if candidate $q$ takes the $z$th value in dimension $h$ or set to 0 otherwise.

**Example 2.** Consider Karen and her candidate friend set $C^{K\text{aren}} = \{u_1, u_2, u_3, u_4, u_5, u_6\}$. The major dimension has 90 different values, i.e., $Z_{\text{major}} = 90$. Among Karen’s candidate friends, $u_1$ and $u_4$ major in IS, $u_2$ majors in CS, $u_3$ majors in Math, $u_5$ double majors in IS and Finance, and $u_6$ double majors in CS and Math. Karen’s candidate profile matrix for the major dimension,
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$C^{Karen, major} \in \mathbb{R}^{90 \times 6}$, is as follows:

$$
\begin{bmatrix}
  u_1 & u_2 & u_3 & u_4 & u_5 & u_6 \\
  IS & 1 & 0 & 0 & 1 & 1 & 0 \\
  CS & 0 & 1 & 0 & 0 & 0 & 1 \\
  Math & 0 & 0 & 1 & 0 & 0 & 1 \\
  Finance & 0 & 0 & 0 & 0 & 1 & 0 \\
  Art & 0 & \cdots & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  \vdots & \vdots & \ddots & \vdots \\
  English & 0 & \cdots & \cdots & 0 
\end{bmatrix}
$$

Given $u_i$'s candidate set $C^i$ and the number $k$ of friends to be recommended to $u_i$, the objective of the diversity preference-aware link recommendation problem is to select $k$ candidates from $C^i$ that best satisfy $u_i$'s diversity preference, where $k < |C^i|$. Concretely, the objective is to maximize the similarity between $u_i$'s diversity preference and the diversity of the $k$ candidate friends recommended to $u_i$ across all profile dimensions. Let $y^i = [y^i_1 \cdots y^i_{|C^i|}]^T$ be the recommendation decision vector, where $y^i_j = 1$ if the $j^{th}$ candidate in $C^i$ is recommended to $u_i$ or $y^i_j = 0$ otherwise, $j = 1, 2, \cdots, |C^i|$. The diversity distribution of candidates recommended to $u_i$ for dimension $h$, $r^{i,h} \in \mathbb{R}^{Z_h}$, can be calculated as

$$
r^{i,h} = C^{i,h}y^i.
$$

**Example 3.** Consider Karen’s candidate set $C^{Karen}$ and her candidate profile matrix for the major dimension $C^{Karen, major}$ described in Example 2. Let $y^{Karen} = [1 0 0 1 1 1]^T$, i.e., candidates $u_1$, $u_4$, $u_5$, and $u_6$ are recommended to Karen. The diversity distribution of these recommended candidates for the major dimension, $r^{Karen, major}$, is calculated as:

$$
r^{Karen, major} = C^{Karen, major}y^{Karen} =
$$

$$
\begin{bmatrix}
  u_1 & u_2 & u_3 & u_4 & u_5 & u_6 \\
  IS & 1 & 0 & 0 & 1 & 1 & 0 \\
  CS & 0 & 1 & 0 & 0 & 0 & 1 \\
  Math & 0 & 0 & 1 & 0 & 0 & 1 \\
  Finance & 0 & 0 & 0 & 0 & 1 & 0 \\
  Art & 0 & \cdots & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  \vdots & \vdots & \ddots & \vdots \\
  English & 0 & \cdots & \cdots & 0 
\end{bmatrix}
\begin{bmatrix}
  u_1 \\
  u_2 \\
  u_3 \\
  u_4 \\
  u_5 \\
  u_6 
\end{bmatrix} =
\begin{bmatrix}
  IS \\
  CS \\
  Math \\
  Finance \\
  Art \\
  English 
\end{bmatrix}
\begin{bmatrix}
  3 \\
  1 \\
  1 \\
  1 \\
  0 \\
  0 
\end{bmatrix}.
$$
That is, among the 6 candidate friends recommended to Karen, 3 major in IS, 1 in CS, 1 in Math, and 1 in Finance.

Given $u_i$’s diversity preference for dimension $h$, $d^{i,h}$, and the diversity distribution of the candidates recommended to $u_i$ for the same dimension, $r^{i,h}$, a natural similarity function between them is the cosine similarity function:

$$\text{cos}(d^{i,h}, r^{i,h}) = \frac{d^{i,h}^T r^{i,h}}{\|d^{i,h}\| \|r^{i,h}\|},$$

where $\|\cdot\|$ denotes the L2 norm of a vector.\(^4\) We are now ready to define the diversity preference-aware link recommendation problem.

**Definition 2. Diversity Preference-Aware Link Recommendation (DPA-LR) Problem.** Given a social network $G = (U, E)$, the $H$-dimensional profiles of users in $U$, and a candidate set $C_i$ for user $u_i$, recommend $k$ friends from $C_i$ to $u_i$, $k < |C_i|$, such that the total similarity between $u_i$’s diversity preference and the diversity distribution of the $k$ recommended friends across all $H$ dimensions, $$\sum_{h=1}^{H} d^{i,h}^T r^{i,h},$$ is maximized.

For the convenience of the reader, important notation used in this paper is listed in Table 1.

| Notation | Description |
|----------|-------------|
| $G$      | An online social network |
| $U$      | The set of users in $G$ |
| $E$      | The set of links in $G$ |
| $F^i$    | The set of user $u_i$’s existing friends |
| $C^i$    | The set of user $u_i$’s candidate friends |
| $m$      | The number of a user’s candidate friends |
| $k$      | The number of candidate friends recommended to a user |
| $d^{i,h}$| User $u_i$’s diversity preference for dimension $h$; see Definition 1 |
| $C^{i,h}$| User $u_i$’s candidate profile matrix for dimension $h$; see Example 2 |
| $y^i$    | Recommendation decision vector for user $u_i$ |
| $r^{i,h}$| Diversity distribution of candidate friends recommended to $u_i$ for dimension $h$; see Example 3 |

\(^4\)In the calculation of the cosine similarity, each vector is normalized by dividing its L2 norm. As a result, cosine similarity cannot differentiate vectors of the same direction but with different magnitudes. To address this limitation of the cosine similarity function, we can drop its normalization step. However, a user has multiple profile dimensions (e.g., major, school, place lived), each of which is described by a diversity preference vector. Therefore, keeping the normalization step is essential to enable the calculated similarities comparable across different dimensions. Otherwise, similarities of some dimensions could substantially outweigh (even dominate) similarities of some other dimensions.
4 Method

By definition, the DPA-LR problem for a given user can be formulated as the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{h=1}^{H} \frac{d^{hT}r^{h}}{\|d^{h}\|\|r^{h}\|} \\
\text{subject to} & \quad 1^T y = k \\
& \quad y_j \in \{0, 1\}, j = 1, 2, \ldots, m
\end{align*}
\]

(1)

where \(r^{h} = C^{h}y\). \(C^{h}\) is the user’s candidate profile matrix for dimension \(h\), \(m\) is the number of the user’s candidate friends, \(y = [y_1, y_2, \ldots, y_m]^T\) is the decision vector, and \(y_j = 1\) if the \(j^{th}\) candidate is recommended to the user or \(y_j = 0\) otherwise. Notice that we drop the user index \(i\) in problem (1) since the optimization formulation is the same for every user. Problem (1) is a nonlinear sum-of-ratios binary integer programming problem because its objective function is a summation of non-linear fractions and the domain of its decision variables is \(\{0, 1\}\) (Schaible and Shi, 2003; Chen et al., 2010). It belongs to a class of problems that are difficult to solve, as demonstrated by the following result on its computational complexity.

**Theorem 1.** The diversity preference-aware link recommendation (DPA-LR) problem is NP-hard.

**Proof.** See Appendix A.

A common approach to solving many NP-hard problems is to relax the original problem and try to obtain an approximate solution. We proceed by relaxing the binary integer constraints \(y_j \in \{0, 1\}\) in problem (1) to \(0 \leq y_j \leq 1\), a common approximation practice for NP-hard integer programming problems (Karof, 2005). In addition, we simplify the notation for the problem by defining \(\bar{d}^{h} = \frac{d^{h}}{\|d^{h}\|}\) and write out \(r^{h}\) as \(C^{h}y\). We then obtain the following nonlinear continuous optimization problem as a relaxation of problem (1):

\[
\begin{align*}
\text{maximize} & \quad \sum_{h=1}^{H} \frac{\bar{d}^{hT}C^{h}y}{\|C^{h}y\|} \\
\text{subject to} & \quad 1^T y - k = 0 \\
& \quad Ay - b \preceq 0
\end{align*}
\]

(2)

where \(A = [I, -I]^T\), \(I \in \mathbb{R}^{m \times m}\) is an identity matrix, \(b = [I^T, 0^T]^T\), \(1 \in \mathbb{R}^m\), \(0 \in \mathbb{R}^m\), and the notation \(\preceq\) denotes vector inequality. Note that the only difference between problem (1) and
problem (2) is the relaxation of the constraints on the decision variables, i.e., \(y_j \in \{0, 1\}\) in problem (1) is relaxed to \(0 \leq y_j \leq 1\) in problem (2), \(j = 1, 2, \cdots, m\).

The objective function of problem (2) is non-concave since it is a summation of \(H\) non-concave fractional functions \(\frac{\tilde{d}^h^T C_h^y}{\|C_h^y\|}\), \(h = 1, 2, \cdots, H\). As a result, problem (2) is a non-convex optimization problem\(^5\) and is therefore still difficult to solve (Benson, 2002). To tackle the problem, we introduce a variable substitution: \(\beta = [\beta_1, \beta_2, \cdots, \beta_H]^T\), \(\beta_h \geq 0\) for \(h = 1, 2, \cdots, H\), such that

\[
\beta_h = \frac{\tilde{d}^h^T C_h^y}{\|C_h^y\|} \quad \text{for } h = 1, 2, \cdots, H.
\]

Using the new variable in the objective function and adding the variable substitution in the constraint, we obtain the following reformulation that is equivalent to problem (2):

\[
\begin{align*}
\text{maximize} \quad & 1^T \beta \\
\text{subject to} \quad & 1^T y - k = 0 \\
& Ay - b \preceq 0 \\
& \beta_h \|C_h^y\| - \tilde{d}^h^T C_h^y = 0, \ h = 1, 2, \cdots, H
\end{align*}
\]

(3)

Note that problem (3) remains a non-convex optimization problem, because \(\beta\) is a new decision variable and its last set of constraints are non-convex with respect to \(y\) and \(\beta\). To resolve the non-convexity, we introduce Lagrangian multipliers \(\gamma = [\gamma_1, \gamma_2, \cdots, \gamma_H]^T\) for the last set of constraints in problem (3) and focus on the following Lagrangian optimization problem:

\[
\begin{align*}
\text{maximize} \quad & 1^T \beta + \sum_{h=1}^H \gamma_h (\tilde{d}^h^T C_h^y - \beta_h \|C_h^y\|) \\
\text{subject to} \quad & 1^T y - k = 0 \\
& Ay - b \preceq 0
\end{align*}
\]

(4)

If we treat \(\gamma\) and \(\beta\) as fixed parameters, problem (4) is a convex optimization problem for decision variables \(y\). Indeed, the first term \(1^T \beta\) in the objective function can be dropped since it is independent of \(y\), and the second term, \(\gamma_h (\tilde{d}^h^T C_h^y - \beta_h \|C_h^y\|)\), is concave in \(y\) for \(h = 1, 2, \cdots, H\).

In addition, all functions in the constraints are clearly linear. As a result, for any given \(\gamma\) and \(\beta\), problem (4) is a convex optimization problem and can therefore be solved efficiently (Boyd et al.,

\(^5\)A convex optimization problem minimizes (maximizes) a convex (concave) objective function on a convex set (Boyd et al., 2004).
However, $\gamma$ and $\beta$ are not fixed parameters. How can we ensure that the solution to problem (4) for a given pair of parameters $\gamma$ and $\beta$ is indeed a solution to problem (3)? The following theorem provides clear guidance.

**Theorem 2.** Let $y^*(\gamma, \beta)$ be an optimal solution to problem (4) for a given pair of parameters $(\gamma, \beta)$. It is also a stationary point solution to problem (3) if $\gamma$ and $\beta$ satisfy the following two conditions:

$$
\beta_h ||C^h y^*(\gamma, \beta)|| - \bar{d}^h C^h y^*(\gamma, \beta) = 0, \ h = 1, 2, \cdots, H,
$$

(5)

$$
\gamma_h ||C^h y^*(\gamma, \beta)|| - 1 = 0, \ h = 1, 2, \cdots, H.
$$

(6)

**Proof.** See Appendix B.

Note that all optimal solutions to a continuous optimization problem are stationary points but the reverse is not always true, except for certain classes of convex optimization problems. For non-convex optimization problems such as problem (3), it is common to accept stationary points as solutions since a global optimal solution is extremely difficult to obtain, if it is possible at all (Rao, 2019). Based on Theorem 2, we can design an algorithm to find a stationary point solution to the difficult problem (3) by iteratively solving the easy problem (4) for given parameters $(\gamma, \beta)$ and updating them until conditions (5) and (6) are met with sufficient accuracy.

We now describe the iterative algorithm. Consider iteration $l$ with $\gamma^l = [\gamma^l_1, \gamma^l_2, \cdots, \gamma^l_H]^T$ and $\beta^l = [\beta^l_1, \beta^l_2, \cdots, \beta^l_H]^T$ being the associated parameters. Let $y^l = y^*(\gamma^l, \beta^l)$ be an optimal solution to problem (4) for the given parameters $(\gamma^l, \beta^l)$. To check whether conditions (5) and (6) are met with sufficient accuracy, we introduce an error vector $\delta^l = [\delta^l_1, \cdots, \delta^l_H, \delta^l_{H+1}, \cdots, \delta^l_{2H}]^T$ and let

$$
\delta^l_h = \beta^l_h ||C^h y^l|| - \bar{d}^h C^h y^l, \ h = 1, 2, \cdots, H,
$$

(7)

$$
\delta^l_{H+h} = \gamma^l_h ||C^h y^l|| - 1, \ h = 1, 2, \cdots, H.
$$

(8)

If the error norm $||\delta^l||$ is less than a predefined threshold $\varepsilon$, indicating that conditions (5) and (6) are met with sufficient accuracy, the algorithm terminates and returns a stationary point solution $y^s = y^l$ to problem (3), according to Theorem 2. Otherwise, the algorithm updates the parameters and starts a new iteration $l + 1$. Since the parameters need to eventually meet conditions (5) and (6), we obtain the updated parameters by solving the equations defined in these conditions, giving us

$$
\beta^{l+1}_h = \frac{\bar{d}^h C^h y^l}{||C^h y^l||}, \ h = 1, 2, \cdots, H,
$$

(9)

$$
\gamma^{l+1}_h = \frac{1}{||C^h y^l||}, \ h = 1, 2, \cdots, H.
$$

(10)
The iterative algorithm is formally presented in Figure 1.

Figure 1  An Iterative Algorithm to Solve Problem (3)

| Input | \( \varepsilon \): convergence threshold, \( \varepsilon > 0 \)  |
|-------|---------------------------------------------------------------|
|       | \( C^h \): candidate profile matrix for dimension \( h \), \( h = 1, 2, \ldots, H \)  |
|       | \( d^h \): user’s diversity preference for dimension \( h \), \( h = 1, 2, \ldots, H \)  |
| Output | \( y^* \): stationary point solution to problem (3) |
|        | \( l = 1 \).  |
|        | \( l/l \): iteration count  |
|        | Randomly initialize parameters \( (\gamma^l, \beta^l) \).  |
|        | Compute \( y^l \) by solving problem (4) with \( (\gamma^l, \beta^l) \).  |
|        | Compute errors \( \delta^l \) according to Equations (7) and (8).  |
| While | Not\( (\|\delta^l\| < \varepsilon) \)  |
|        | Obtain parameters \( (\gamma^{l+1}, \beta^{l+1}) \) according to Equations (9) and (10).  |
|        | Compute \( y^{l+1} \) by solving problem (4) with \( (\gamma^{l+1}, \beta^{l+1}) \).  |
|        | Compute errors \( \delta^{l+1} \) according to Equations (7) and (8).  |
|        | \( l = l + 1 \).  |
| End While |  |
|        | \( y^* = y^l \).  |
|        | Return \( y^* \).  |

We are now ready to propose the diversity preference-aware link recommendation (DPA-LR) method. The core component of the method is the iterative algorithm presented in Figure 1, which finds a stationary point solution \( y^* \) to problem (3). Recall that problem (3) is equivalent to problem (2); thus, \( y^* \) is also a stationary point solution to problem (2). The only difference between problem (2) and problem (1) (i.e., the DPA-LR problem) is that the decision variables in problem (2) are real numbers between 0 and 1 while those in problem (1) are either 0 or 1. To derive a solution to problem (1) from the solution for problem (2), the DPA-LR method first sorts the entries of vector \( y^* \) in descending order and then assigns the value 1 to the top-\( k \) entries (i.e., they are recommended to the user) and 0 to the rest (i.e., they are not recommended to the user). Note that the DPA-LR method can be run in parallel for each user, thereby speeding up the diversity preference-aware friend recommendations for users.
5 Empirical Evaluation

We evaluate the proposed DPA-LR method using two real-world online social network data sets. One is a public data set collected from Google+ and the other one is gathered from a major U.S. online social network. In this section, we report the evaluation results using the Google+ data set. Similar evaluation results are obtained using the other data set and are reported in Appendix D for reasons of space.

5.1 Data and Benchmark Methods

The Google+ data set is a public data set collected by Gong et al. (2012). Although Google+ was shut down in 2019, the data set features abundant social interactions between millions of users and is still widely used to evaluate the performance of link recommendation and social network analytics methods (Gong et al., 2014; Lu et al., 2016; Lakhotia et al., 2020). The Google+ data set used in our evaluation contains data about Google+ users’ profiles as well as their linkages in July, August, and September 2011, which we denote as time periods 0, 1, and 2. Table 2 tabulates the summary statistics of the linkage data. As shown, there are about 4.6 million users connected by around 47 million directed links in period 0, and these numbers increase to 26 million and 410 million in period 2, respectively. Links in Google+ are directed, i.e., one user follows another user. We consider that a friendship link between two users is established if there exist mutual following relationships between them, consistent with a common practice in link recommendation (Gong et al., 2014; Zhang and Chen, 2018).

| Time Period | Number of Users | Number of Directed Links |
|-------------|-----------------|--------------------------|
| 0           | 4,693,129       | 47,130,325               |
| 1           | 17,091,929      | 271,915,755              |
| 2           | 26,244,659      | 410,445,770              |

In the data set, each Google+ user is described by a profile that has four dimensions: major, school, employer, and place lived. Because users self-report their profiles, the same user profile might be recorded in different ways in the data set. For example, the employer Google is recorded

---

6The data set can be downloaded from [http://gonglab.pratt.duke.edu/google-dataset](http://gonglab.pratt.duke.edu/google-dataset).
7The original Google+ data set contains user profiles and linkage data for four time periods. However, not many links and users were added during the last time period, compared to the first three periods. Hence, we used data for only the first three periods in our evaluation, congruent with (Gong et al., 2014).
as “google,” “google inc,” “google, inc,” “google.com,” etc., in the data set. To address this issue, we used a popular tool named String Grouper\(^8\) to group different values of a dimension for the same profile into one value for that profile. Table 3 reports the summary statistics of the cleaned profile data. In this table, \(n_h\) denotes the number of unique values for dimension \(h\). For example, there are 12,242 unique majors in the data set. The notation \(\max(u_h)\) and \(\avg(u_h)\) respectively indicate the maximum and average number of profile values a user has for dimension \(h\). For example, a user has as many as 17 majors and an average of 1.27 majors in the data set.

Table 3: Summary Statistics of the Cleaned Profile Data

| Dimension \((h)\) | \(n_h\)     | \(\max(u_h)\) | \(\avg(u_h)\) |
|------------------|-------------|---------------|---------------|
| Major            | 12,242      | 17            | 1.27          |
| School           | 33,930      | 24            | 1.30          |
| Employer         | 24,360      | 20            | 1.24          |
| Place Lived      | 34,827      | 86            | 2.36          |

Because the DPA-LR problem is a new research problem, no existing method has been developed for this problem. A closely related problem is the diversification problem in the field of recommender systems, and various diversification methods have been proposed to diversify recommendations by recommender systems (Castells et al., 2015; Wu et al., 2019). Moreover, prior research has adapted diversification methods to improve the diversity of link recommendations (Sanz-Cruzado and Castells, 2018). Therefore, we benchmarked our method against representative diversification methods. As reviewed in Section 2.2, one classical diversification method is the maximal marginal relevance-based method (MMR) proposed by Ziegler et al. (2005), which has been widely applied to enhance the recommendation diversity of recommender systems. In addition, MMR has also been adapted for link recommendation (Sanz-Cruzado and Castells, 2018). Therefore, we chose MMR as a benchmark method. We also benchmarked our method against the max-sum diversification method (MSD) (Zhang and Hurley, 2008), a prevalent diversification method, and against the determinantal point process method (DPP) (Chen et al., 2018), a state-of-the-art diversification method. These methods diversify recommendations by balancing the trade-off between recommendation accuracy and diversity. To adapt these diversification methods for link recommendation, we measured relevance scores using linkage likelihoods and gauged recommendation diversity based on user profiles. Instead of balancing the trade-off between recommendation accuracy and diversity, Boim et al. (2011) propose diversifying recommendations

---

\(^8\)A description of the tool can be found at [https://bergvca.github.io/2020/01/02/string-grouper.html](https://bergvca.github.io/2020/01/02/string-grouper.html), and the latest version of the tool can be downloaded from [https://pypi.org/project/string-grouper/](https://pypi.org/project/string-grouper/). This tool is commonly applied to merge similar strings, as in De Boom et al. (2015).
by clustering items based on their pair-wise dissimilarities and then selecting one item with the highest relevance score from each cluster to form the final recommendation list. Therefore, we also included Boim et al. (2011)’s DiRec method as a benchmark. To adapt this method for link recommendation, we measured pair-wise dissimilarities between users based on their profiles and substituted linkage likelihoods for relevance scores. Table 4 summarizes the methods compared in our evaluation. Time complexity analysis of our method is given in Appendix C. The benchmark methods were implemented in accordance with the papers proposing them (Ziegler et al., 2005; Zhang and Hurley, 2008; Chen et al., 2018; Boim et al., 2011). For our method, we set the convergence threshold $\varepsilon$ in Figure 1 to $10^{-3}$.

| Method      | Note                                                      |
|-------------|-----------------------------------------------------------|
| DPA-LR      | Our proposed method                                       |
| MMR         | Maximum Marginal Relevance, benchmark                     |
| MSD         | Max-Sum Diversification, benchmark                        |
| DPP         | Determinantal Point Process-based method, benchmark       |
| DiRec       | Clustering-based method, benchmark                        |

### Table 4: Summary of Methods Compared in the Evaluation

#### 5.2 Evaluation Procedure

We first constructed a set of candidate friends for each user, which served as the input to each compared method. Recall that a user’s potential friends are those who are not friends of the user in the current time period, and a user’s candidate friends are those potential friends who are most likely to befriend (link with) the user in the next time period. Thus, to construct a user’s candidate friend set, we needed to predict the linkage likelihoods between the user and each of her potential friends.\(^9\) To this end, we employed a state-of-the-art link prediction method, Graph Convolutional Network-based (GCN-based) link prediction (Kipf and Welling, 2017; Pareja et al., 2020). Each instance of the training data consisted of structural and profile information of a user and that information of one of the user’s potential friends in time period 0; the instance was labeled as 1 if the user and her potential friend in the instance became friends in time period 1, or 0 otherwise. Each instance of the test data contained structural and profile information of a user and that information

---

\(^9\)Following a common practice in link recommendation (Backstrom and Leskovec, 2011; Gong et al., 2014; Li et al., 2017a), we focused on potential friends who are two hops away from a user. Compared to the use of all of a user’s potential friends, this practice greatly improves computational efficiency without sacrificing much in terms of the accuracy of linkage likelihood prediction (Backstrom and Leskovec, 2011; Li et al., 2017a).
of one of the user’s potential friends in time period 1; the test instance was labeled as 1 if the user and her potential friend in the instance became friends in time period 2, or 0 otherwise. The GCN-based link prediction method was trained using the training data to predict the linkage likelihood between a user and each of her potential friends in time period 1. Each user’s top-100 potential friends with the highest linkage likelihoods were selected as her candidate friends in time period 1.

Each method (ours or a benchmark) took a user’s candidate friend set in time period 1 as the input and recommended $k$ friends from that set to the user. We measure the recommendation performance as the degree to which the objective of the DPA-LR problem was satisfied, i.e., the degree to which the $k$ recommended friends met the user’s diversity preference. Accordingly, we define the diversity preference matching score (DPMS) of a recommendation as the mean cosine similarity between a user’s diversity preference for dimension $h$, $d^h$, and the diversity of the $k$ friends recommended to the user for that dimension, $r^h$, averaged across the $H$ profile dimensions:

$$\text{DPMS} = \frac{1}{H} \sum_{h=1}^{H} \frac{d^h^T r^h}{\|d^h\| \|r^h\|}.$$ 

In this equation, $d^h$ was derived based on the user’s existing friends before the end of time period 1 (see Example 1 for an example), and $r^h$ was constructed using the profiles of the $k$ recommended friends (see Example 3 for an example). The DPMS of a recommendation falls in the range $[0, 1]$. The higher the value of the DPMS, the better the recommended friend meets the user’s diversity preference. The DPMS of each compared method is calculated by averaging the DPMSs of its recommendations.

In addition, we also evaluated the recommendation performance using conventional link recommendation metrics: precision, recall, and the F1 score (Backstrom and Leskovec, 2011; Li et al., 2017a). These metrics collectively reflect the accuracy of a recommendation. Let $TP$ denote the number of friends recommended to a user in time period 1 who actually become the user’s friends in time period 2, and let $P$ be the number of the user’s friends who are added in time period 2. The precision of a recommendation is the percentage of the $k$ friends recommended to a user in time period 1 who actually become the user’s friends in time period 2:

$$\text{precision} = \frac{TP}{k}.$$ 

---

10In our evaluation, GCN was implemented using Deep Graph Library (https://www.dgl.ai/), a python package for graph neural networks. The settings of GCN were congruent with those recommended in Kipf and Welling (2017) and Pareja et al. (2020).
The recall of a recommendation is the percentage of a user’s friends added in time period 2 who also appear in the set of $k$ friends recommended to the user in time period 1:

$$\text{recall} = \frac{TP}{P}. $$

The F1 score of a recommendation is the harmonic mean of precision and recall:

$$\text{F1} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}. $$

The precision, recall, and F1 score for a method are computed by averaging the precisions, recalls, and F1 scores of its recommendations.

### 5.3 Evaluation Results

Following the evaluation procedure, we compared the performance of the methods in Table 4 by setting $k = 10$, i.e., recommending 10 friends to a user. For the benchmark methods that balance the trade-off between recommendation accuracy and diversity, including MMR, MSD, and DPP, we set the diversity weight $\theta$ to 0.5, indicating an equal weight for recommendation accuracy and diversity.\(^{11}\) Table 5 reports the performance of each method for the four evaluation metrics, with the percentage improvement of our method over a benchmark listed in parentheses under the benchmark’s performance. As Table 5 shows, our method attains the best performance on all evaluation metrics. For DPMS, our method outperforms the benchmarks by a range of 117.27\% to 239.44\%, suggesting that friends recommended by DPA-LR satisfy users’ diversity preferences substantially better than those recommended by any of the benchmark methods. For recommendation accuracy, our method surpasses the respective best performing benchmark by 22.17\% in precision, by 33.37\% in recall, and by 28.89\% in F1 score. Considering the sheer number of users in the data set, such improvements in recommendation accuracy mean that considerably more candidate friends recommended by our method become actual friends, compared to the benchmarks.

We further applied the paired t-test to the performance results for the recommendations made by each method and found that our method significantly outperformed each benchmark method across all four metrics ($p < 0.001$). Overall, compared to the benchmark methods, our method not only caters better to users’ diversity preferences but also provides more accurate recommendations.

---

\(^{11}\)These benchmarks aim to optimize the weighted sum of recommendation accuracy and diversity. Given the diversity weight $\theta$, the accuracy weight is $1 - \theta$ (Ziegler et al., 2005; Zhang and Hurley, 2008; Chen et al., 2018).
Table 5: Performance Comparison between DPA-LR and Benchmarks ($k=10$)

| Method      | DPMS  | Precision | Recall  | F1 Score |
|-------------|-------|-----------|---------|----------|
| DPA-LR      | 0.4559 | 0.1541    | 0.1559  | 0.1149   |
| MMR($\theta = 0.5$) | 0.1813 | 0.1214    | 0.1089  | 0.0870   |
| MSD($\theta = 0.5$) | 0.1343 | 0.1114    | 0.1035  | 0.0810   |
| DPP($\theta = 0.5$) | 0.1968 | 0.1222    | 0.1169  | 0.0881   |
| DiRec       | 0.2099 | 0.1262    | 0.1128  | 0.0892   |

Note: Percentage improvement of our method over a benchmark listed in parentheses.

To check the robustness of our method’s superiority over the benchmark methods, we conducted additional experiments by varying the number $k$ of recommended friends between 6 and 14. As reported in Table 6, DPA-LR substantially outperforms each benchmark on all four metrics across the investigated values of $k$. In particular, DPA-LR surpasses the respective best performing benchmark by a range of 96.35% to 128.14% in DPMS, 19.63% to 22.75% in precision, 27.31% to 38.45% in recall, and 25.87% to 32.30% in F1 score. Our method’s outperformance of each benchmark is statistically significant across $k$ ($p < 0.001$).

Table 6: Performance Comparison between DPA-LR and Benchmarks: $k=6$ to $k=14$

| Metric | Method  | $k=6$       | $k=8$       | $k=10$      | $k=12$      | $k=14$      |
|--------|---------|-------------|-------------|-------------|-------------|-------------|
| DPMS   | DPA-LR  | 0.3998      | 0.4100      | 0.4559      | 0.4595      | 0.4612      |
| MMR ($\theta = 0.5$) | 0.1596 | 0.1700      | 0.1813      | 0.1927      | 0.2038      |
| MSD ($\theta = 0.5$) | 0.0885 | 0.1068      | 0.1343      | 0.1499      | 0.1645      |
| DPP ($\theta = 0.5$) | 0.1455 | 0.1715      | 0.1968      | 0.2136      | 0.2303      |
| DiRec  | 0.1752  | 0.1943      | 0.2099      | 0.2232      | 0.2349      |

Continued on next page
We performed additional robustness checks by changing the diversity weight $\theta$ for the benchmarks MMR, MSD, and DPP from 0.1 to 0.9 with an increment of 0.1. As $\theta$ increases from 0.1 to 0.9, these benchmarks weight diversity more and recommendation accuracy less, and they change from highly skewed toward accuracy ($\theta = 0.1$) to balanced accuracy and diversity ($\theta = 0.5$) and then to highly skewed toward diversity ($\theta = 0.9$). As reported in Table 7, our method substantially and significantly outperforms each benchmark across the values of $\theta$ ($p < 0.001$). We also compared the performance of our method and the benchmarks using another large-scale online social network data set and report the superior performance of our method over the benchmarks in Appendix D. Taken together, our evaluations demonstrate the superiority of our method over the benchmarks across different numbers $k$ of recommended friends, with various diversity weights $\theta$, and using different data sets.

### Table 6 – continued from previous page

| Metric | Method  | $k=6$  | $k=8$  | $k=10$ | $k=12$ | $k=14$ |
|--------|---------|--------|--------|--------|--------|--------|
|        |         |        |        |        |        |        |
| Recall |          |        |        |        |        |        |
|        | DiRec   | 0.1353 | 0.1299 | 0.1262 | 0.1231 | 0.1205 |
|        |         | (19.63%) | (21.44%) | (22.17%) | (22.52%) | (22.75%) |
|        | DPA-LR  | 0.1024 | 0.1302 | 0.1559 | 0.1792 | 0.2015 |
|        | MMR ($\theta = 0.5$) | 0.0692 | 0.0889 | 0.1089 | 0.1297 | 0.1502 |
|        |         | (47.97%) | (46.47%) | (43.11%) | (38.23%) | (34.18%) |
|        | MSD ($\theta = 0.5$) | 0.0611 | 0.0821 | 0.1035 | 0.1246 | 0.1457 |
|        |         | (67.45%) | (58.57%) | (50.56%) | (43.80%) | (38.35%) |
|        | DPP ($\theta = 0.5$) | 0.0739 | 0.0961 | 0.1169 | 0.1376 | 0.1583 |
|        |         | (38.45%) | (35.48%) | (33.37%) | (30.22%) | (27.31%) |
|        | DiRec   | 0.0707 | 0.0914 | 0.1128 | 0.1334 | 0.1535 |
|        |         | (44.71%) | (42.45%) | (38.19%) | (34.32%) | (31.31%) |
| F1 Score |          |        |        |        |        |        |
|        | DPA-LR  | 0.0945 | 0.1061 | 0.1149 | 0.1215 | 0.1268 |
|        | MMR ($\theta = 0.5$) | 0.0693 | 0.0787 | 0.0870 | 0.0945 | 0.1007 |
|        |         | (36.37%) | (34.79%) | (32.07%) | (28.51%) | (25.87%) |
|        | MSD ($\theta = 0.5$) | 0.0603 | 0.0715 | 0.0810 | 0.0889 | 0.0954 |
|        |         | (56.69%) | (48.39%) | (41.82%) | (36.66%) | (32.84%) |
|        | DPP ($\theta = 0.5$) | 0.0705 | 0.0807 | 0.0881 | 0.0946 | 0.1004 |
|        |         | (34.05%) | (31.55%) | (30.37%) | (28.45%) | (26.28%) |
|        | DiRec   | 0.0714 | 0.0810 | 0.0892 | 0.0955 | 0.1005 |
|        |         | (32.30%) | (31.00%) | (28.89%) | (27.22%) | (26.07%) |

Note: Percentage improvement of our method over a benchmark listed in parentheses.

Table 7 Performance Comparison between DPA-LR and Benchmarks ($k=10$): $\theta = 0.1$ to $\theta = 0.9$
| Method | Diversity Weight | DPMS | Precision | Recall | F1 Score |
|--------|------------------|------|-----------|--------|----------|
| DPA-LR | -                | 0.4559 | 0.1541 | 0.1559 | 0.1149 |
| MMR    | \( \theta = 0.1 \) | 0.2265 | 0.1366 | 0.1152 | 0.0953 |
|        |                  | (101.27%) | (12.85%) | (35.34%) | (20.54%) |
|        | \( \theta = 0.2 \) | 0.2086 | 0.1327 | 0.1142 | 0.0935 |
|        |                  | (118.56%) | (16.16%) | (36.54%) | (22.90%) |
|        | \( \theta = 0.3 \) | 0.1948 | 0.1284 | 0.1121 | 0.0910 |
|        |                  | (134.03%) | (20.05%) | (39.06%) | (26.23%) |
|        | \( \theta = 0.4 \) | 0.1866 | 0.1246 | 0.1103 | 0.0889 |
|        |                  | (144.34%) | (23.73%) | (41.39%) | (29.30%) |
|        | \( \theta = 0.5 \) | 0.1813 | 0.1214 | 0.1089 | 0.0870 |
|        |                  | (151.43%) | (26.95%) | (43.11%) | (32.07%) |
|        | \( \theta = 0.6 \) | 0.1757 | 0.1022 | 0.0936 | 0.0740 |
|        |                  | (192.78%) | (50.78%) | (66.52%) | (55.25%) |
|        | \( \theta = 0.7 \) | 0.1745 | 0.1187 | 0.1101 | 0.0860 |
|        |                  | (161.28%) | (29.88%) | (41.62%) | (33.63%) |
|        | \( \theta = 0.8 \) | 0.1724 | 0.1186 | 0.1131 | 0.0866 |
|        |                  | (164.44%) | (30.01%) | (37.83%) | (32.68%) |
|        | \( \theta = 0.9 \) | 0.1719 | 0.1191 | 0.1189 | 0.0883 |
|        |                  | (165.17%) | (29.38%) | (31.09%) | (30.08%) |
| MSD    | \( \theta = 0.1 \) | 0.1960 | 0.1282 | 0.1109 | 0.0906 |
|        |                  | (132.66%) | (20.23%) | (40.53%) | (26.80%) |
|        | \( \theta = 0.2 \) | 0.1756 | 0.1229 | 0.1083 | 0.0875 |
|        |                  | (159.60%) | (25.44%) | (43.97%) | (31.25%) |
|        | \( \theta = 0.3 \) | 0.1601 | 0.1188 | 0.1064 | 0.0852 |
|        |                  | (184.73%) | (29.71%) | (46.51%) | (34.91%) |
|        | \( \theta = 0.4 \) | 0.1467 | 0.1149 | 0.1044 | 0.0828 |
|        |                  | (210.80%) | (34.18%) | (49.33%) | (38.74%) |
|        | \( \theta = 0.5 \) | 0.1343 | 0.1114 | 0.1035 | 0.0810 |
|        |                  | (239.44%) | (38.30%) | (50.56%) | (41.82%) |
|        | \( \theta = 0.6 \) | 0.1230 | 0.1079 | 0.1024 | 0.0790 |
|        |                  | (270.77%) | (42.82%) | (52.31%) | (45.41%) |
|        | \( \theta = 0.7 \) | 0.1129 | 0.1047 | 0.1018 | 0.0773 |
|        |                  | (303.91%) | (47.19%) | (53.15%) | (48.61%) |
|        | \( \theta = 0.8 \) | 0.1052 | 0.1017 | 0.1014 | 0.0757 |
|        |                  | (333.57%) | (51.58%) | (53.72%) | (51.88%) |
|        | \( \theta = 0.9 \) | 0.1008 | 0.1000 | 0.1010 | 0.0749 |
|        |                  | (352.15%) | (54.21%) | (54.33%) | (53.36%) |
| DPP    | \( \theta = 0.1 \) | 0.1969 | 0.1228 | 0.1177 | 0.0886 |
|        |                  | (131.56%) | (25.50%) | (32.42%) | (29.73%) |
Table 7 – continued from previous page

| Method | Diversity Weight | DPMS  | Precision | Recall | F1 Score |
|--------|------------------|-------|-----------|--------|----------|
|        |                  | (θ = 0.2) |          | (θ = 0.3) |          | (θ = 0.4) |          | (θ = 0.5) |          | (θ = 0.6) |          | (θ = 0.7) |          | (θ = 0.8) |          | (θ = 0.9) |          |
|        |                  | 0.1970 | 0.1227   | 0.1176 | 0.0885  | (131.43%) | (25.60%) | (32.55%) | (29.83%) | 0.1969 | 0.1226 | 0.1174 | 0.0884  | (131.56%) | (25.72%) | (32.75%) | (29.96%) | 0.1968 | 0.1224 | 0.1172 | 0.0883  | (131.64%) | (25.89%) | (33.01%) | (30.14%) | 0.1968 | 0.1219 | 0.1165 | 0.0879  | (131.66%) | (26.42%) | (33.87%) | (30.72%) | 0.1968 | 0.1214 | 0.1157 | 0.0875  | (131.69%) | (26.95%) | (34.79%) | (31.35%) | 0.1968 | 0.1205 | 0.1141 | 0.0867  | (131.70%) | (27.94%) | (36.64%) | (32.50%) | 0.1968 | 0.1182 | 0.1106 | 0.0848  | (131.71%) | (30.36%) | (40.95%) | (35.42%) |

Note: Percentage improvement of our method over a benchmark listed in parentheses.

5.4 Analysis of Performance

Having demonstrated the superiority of our DPA-LR method over the benchmarks, it is intriguing to connect its superior performance to its methodological novelty. Recall that our method takes candidate friends produced by GCN-based link prediction as inputs and chooses which of these candidate friends to recommend by optimizing each user’s diversity preference at the dimension level (this is its methodological novelty). If we drop this methodological novelty, our method reduces to the method that recommends friends with the highest linkage likelihoods predicted by GCN-based link prediction, namely GCN-based link recommendation (GCN-LR). We implemented GCN-LR and compared its performance with that of our method. As reported in Table 8, compared to GCN-LR, our method improves DPMS by 90.89% ($p < 0.001$), which can be attributed to its optimization of each user’s diversity preference. Moreover, because friends recommended by our method better satisfy a user’s diversity preference (i.e., an improved DPMS), they are more likely to be accepted by the user. Consequently, our method substantially and significantly outperforms GCN-LR in precision, recall, and F1 score ($p < 0.001$). These performance improvements are directly contributed by the methodological novelty of our method, as our method reduces to GCN-LR by dropping the methodological novelty. We also report the performance of a
representative benchmark method (MMR) in Table 8. Like our method, MMR also takes candidate friends produced by GCN-based link prediction as inputs. Different from our method, however, MMR increases the diversity of friends recommended to a user at the cost of recommendation accuracy (Kaminskas and Bridge, 2016). As a result, MMR performs worse than GCN-LR in precision, recall, and the F1 score (i.e., recommendation accuracy) as well as DPMS (as diversity is different from diversity preference). Taken together, the methodological novelty of our method contributes to its outperformance of GCN-LR, while the design of the benchmark methods leads to their underperformance with respect to GCN-LR, which explains the superiority of our method over the benchmarks.

Table 8: Performance Comparison between DPA-LR, GCN-LR, and MMR ($k=10$)

| Method     | DPMS     | Precision | Recall | F1 Score |
|------------|----------|-----------|--------|----------|
| DPA-LR     | 0.4559   | 0.1541    | 0.1559 | 0.1149   |
| GCN-LR     | 0.2389 (90.89%) | 0.1380 (11.72%) | 0.1147 | 0.0956 (35.98%) (20.24%) |
| MMR ($\theta = 0.5$) | 0.1813 (151.43%) | 0.1214 (26.95%) | 0.1089 | 0.0870 (43.11%) (32.07%) |

Note: Percentage improvement of our method over a benchmark listed in parentheses.

To further scrutinize the superior performance of our method, we modified benchmark method MMR so that it aims to meet each user’s diversity preference, where diversity preference matching is formulated the same as in the objective function of the DPA-LR problem (i.e., problem (1)). The modified method, namely, diversity preference-aware MMR (DPA-MMR), maximizes the weighted sum of diversity preference matching and recommendation accuracy, whereas MMR optimizes the weighted sum of diversity and recommendation accuracy. We implemented DPA-MMR with a range of weights $\sigma$ for diversity preference matching, i.e., $\sigma = 0.1, 0.5, 0.9$. Table 9 compares the performance of our method and DPA-MMR. As reported in Table 9, our method substantially and significantly outperforms DPA-MMR across $\sigma$ on all performance measures ($p < 0.001$). Since both our method and DPA-MMR consider diversity preference, the superiority of our method over DPA-MMR can be solely attributed to our method’s methodological advantage.
Table 9: Performance Comparison between DPA-LR and DPA-MMR ($k=10$)

| Method      | DPMS  | Precision | Recall | F1 Score |
|-------------|-------|-----------|--------|----------|
| DPA-LR      | 0.4559| 0.1541    | 0.1559 | 0.1149   |
| DPA-MMR ($\sigma = 0.1$) | 0.2332| 0.1415    | 0.1179 | 0.0979   |
|             | (95.56%) | (8.96%)   | (32.29%) | (17.32%) |
| DPA-MMR ($\sigma = 0.5$) | 0.3096| 0.1420    | 0.1255 | 0.1007   |
|             | (47.26%) | (8.56%)   | (24.28%) | (14.13%) |
| DPA-MMR ($\sigma = 0.9$) | 0.3696| 0.1415    | 0.1395 | 0.1044   |
|             | (23.36%) | (8.91%)   | (11.79%) | (10.06%) |

Note: Percentage improvement of our method over a benchmark listed in parentheses.

It is also interesting to compare the performance of our method with that of state-of-the-art link recommendation methods, which apply graph neural networks to represent users’ structural and profile information, feed these representations into a classifier (e.g., MLP) to predict linkage likelihoods, and recommend friends with the highest linkage likelihoods (Wu et al., 2020). In particular, we implemented three state-of-the-art link recommendation methods, each of which was developed based on a representative graph neural network: graph convolutional network-based link recommendation (Kipf and Welling, 2017, GCN-LR), GraphSage-based link recommendation (Hamilton et al., 2017a, GraphSage-LR), and graph attention network-based link recommendation (Veličković et al., 2018, GAT-LR).\(^\text{12}\) Table 10 compares the performance between these methods and our DPA-LR method for $k = 10$. As reported, DPA-LR substantially and significantly outperforms each of the compared methods on all performance metrics ($p < 0.001$). The superiority of our method is attributed to its consideration of diversity preference, which is neglected by existing link recommendation methods. Consequently, friends recommended by our method meet a user’s diversity preference better (better DPMS) and thus are more likely to be accepted by the user (higher precision, recall and F1 score). We further varied $k$ between 6 and 14 and obtained similar results, as reported in Appendix E.

\(^{12}\)GCN, GraphSage, and GAT were implemented using Deep Graph Library (https://www.dgl.ai/) with settings recommended in their respective papers.
Table 10: **Comparison between DPA-LR and State-of-the-art Link Recommendation Methods (k=10)**

| Method     | DPMS   | Precision | Recall   | F1 Score |
|------------|--------|-----------|----------|----------|
| DPA-LR     | 0.4559 | 0.1541    | 0.1559   | 0.1149   |
| GCN-LR     | 0.2389 | 0.1380    | 0.1147   | 0.0956   |
| GraphSage-LR | 0.1895 | 0.1234   | 0.1341   | 0.0950   |
| GAT-LR     | 0.1992 | 0.1206    | 0.1194   | 0.0890   |

Note: Percentage improvement of our method over a benchmark listed in parentheses.

We also analyzed the convergence of the iterative algorithm presented in Figure 1, the core component of our method. Figure 2 plots the error norm $\|\delta^l\|$ after each iteration for a user. As shown, the algorithm converges after 8 iterations, i.e., $\|\delta^l\| < \varepsilon$, where the convergence threshold $\varepsilon$ is set to $10^{-3}$. Averaged across the users, the algorithm converges after 7 iterations. Additionally, we observed that the parameters $(\gamma, \beta)$ converged to the same solution irrespective of their initializations. Figure 3 plots the convergence of $(\gamma, \beta)$ for a user, with 1,000 different random initializations. As shown, these parameters converge to the same solution, regardless of their initializations. Recall that the output of the iterative algorithm, i.e., the stationary point solution for problem (3), is derived by solving problem (4) with the parameters $(\gamma, \beta)$. Therefore, the algorithm produces the same stationary point solution, independent of the initializations of $(\gamma, \beta)$.

**Figure 2 Convergence of the Iterative Algorithm**

13For the Google+ data set, both $\gamma$ and $\beta$ have four dimensions: major, school, employee, and place lived.
Finally, it is interesting to analyze the gap between the approximate solution derived by our method and the optimal solution to the DPA-LR problem (i.e., problem (1)). Recall that problem (1) is a combinatorial optimization problem of selecting $k$ friends out of $|\mathcal{C}|$ candidate friends for a user. We derive the optimal solution using exhaustive search, which goes through all possible combinations of $k$ candidate friends and finds the one that optimizes the objective function of problem (1). Conducting exhaustive search for large $|\mathcal{C}|$ is computational prohibitive. Therefore, we set $|\mathcal{C}|$ to 30, 40, and 50, respectively, and $k$ to 5. The number of possible combinations of selecting $k = 5$ friends out of 30, 40, and 50 candidates are 142506, 658008, and 2118760, respectively. We evaluate the gap between the approximate solution and the optimal solution using the following two metrics. First, we measure the difference between the objective value attained by the approximate solution and that attained by the optimal solution, where an objective value is obtained by evaluating the objective function of problem (1) with a solution. We call this metric “objective difference”. Second, we measure the overlap between the friends recommended by the approximate solution and those recommended by the optimal solution. We name this metric “recommendation overlap”.

We ran experiments for 100 randomly sampled users by recommending $k = 5$ friends out of $|\mathcal{C}|$ candidates for each user. As reported in Table 11, when $|\mathcal{C}| = 30$, the average objective value attained by the optimal solution across the 100 users is 1.9382 whereas the average objective value attained by the approximate solution is 1.9012; and the objective difference between the two solutions is 1.91%, which means that the average objective value attained by the approximate solution is 1.91% lower than that attained by the optimal solution. We also observe small objective differences for the cases of $|\mathcal{C}| = 40$ and $|\mathcal{C}| = 50$. For the other metric, the average recommendation overlap is 4.17 when $|\mathcal{C}| = 30$. On average, out of 5 recommended friends, 4.17 friends recommended by the approximate solution are the same as those recommended by the optimal so-
We also observe large recommendation overlaps for the cases of $|C^i| = 40$ and $|C^i| = 50$. Overall, as evidenced by small objective differences and large recommendation overlaps in Table 11, the approximate solution by our method is a close approximation of the optimal solution. We conducted additional analyses regarding the ranking quality of our method as well as its sensitivity to the number of candidate friends in Appendix F.

### Table 11: Empirical Analysis of Gap Between Approximate Solution and Optimal Solution ($k = 5$)

| Number of Candidate Friends $|C^i|$ | Solution  | Objective Difference | Recommendation Overlap |
|-------------------------------------|-----------|-----------------------|------------------------|
| $|C^i| = 30$                         | Optimal   | 1.9382                | 4.17                   |
|                                    | Approximate | 1.9012 (1.91%)        |                        |
| $|C^i| = 40$                         | Optimal   | 2.0109                | 4.27                   |
|                                    | Approximate | 1.9816 (1.46%)        |                        |
| $|C^i| = 50$                         | Optimal   | 2.1911                | 4.12                   |
|                                    | Approximate | 2.1395 (2.35%)        |                        |

6 Discussion and Conclusion

Link recommendation is a fundamental social network analytics problem with ample business implications. Existing link recommendation methods overlook diversity preference, although social psychology theories suggest its critical role for link recommendation performance (Burt et al., 1998; Rivera et al., 2010; Laakasuo et al., 2017). To address this limitation, we define and operationalize the concept of diversity preference for link recommendation and propose a new link recommendation problem, the diversity preference-aware link recommendation problem. We then develop a novel link recommendation method to solve the problem. Using two large-scale online social network data sets, we demonstrate the superior performance of our method over prevalent existing methods through extensive empirical evaluations.

Our study belongs to the computational genre of design science research that develops computational algorithms and methods to solve business and societal problems (Gupta, 2018; Padmanabhan et al., 2022). According to the knowledge contribution framework of design science research (Gregor and Hevner, 2013), our study contributes to extant literature in both problem formulation and method development. First, the proposed diversity preference-aware link recommendation
problem is new. It is distinct from existing link recommendation problems in its consideration and operationalization of diversity preference. It also differs from diversification problems for recommender systems because of the difference between diversity preference researched in our problem and diversity studied in diversification problems. Second, the new link recommendation problem demands an innovative solution method. Thus, the second contribution of our study is the developed diversity preference-aware link recommendation method. Specifically, we analyze key properties of the new link recommendation problem in Theorems 1 and 2 and then develop a novel link recommendation method that optimizes each individual user’s diversity preference at the dimension level. These theorems and the method together constitute the methodological contribution of our study.

Our study offers several implications for research. First, it informs the research community about a new perspective on link recommendation—diversity preference-aware link recommendation. Social psychology theories stipulate that friendship formations on social networks are driven by the combined effects of homophily (i.e., a user’s tendency to connect with those similar to her) and heterophily (i.e., a user’s tendency to connect with those complementary to her), and different users weight homophily and heterophily differently, thereby exhibiting different diversity preferences (Burt et al., 1998; Rivera et al., 2010; Laakasuo et al., 2017). Existing link recommendation methods rely solely on homophily, whereas diversification methods adapted from recommender systems focus on heterophily. Consequently, neither of these methods can recommend friends that cater well to a user’s diversity preference. Unlike these methods, our method recommends friends to satisfy a user’s diversity preference. Therefore, friends recommended by our method not only better meet a user’s diversity preference, but also are more likely to be accepted by the user. Moreover, a user’s diversity preference varies across different profile dimensions (Rivera et al., 2010). Accordingly, our method is designed to optimize each user’s diversity preference at the dimension level. Future research could adopt this prescription and consider individual user’s diversity preference at the dimension level for more effective link recommendations. Second, our study has implications for the design of recommender systems (Adomavicius and Tuzhilin, 2005; He et al., 2019). Classical accuracy-maximizing recommender systems tend to recommend items that are similar to each other. Diversification methods for recommender systems improve the diversity of the recommended items but suffer from two limitations (Ziegler et al., 2005; Chen et al., 2018). These methods indiscriminately increase the diversity of the recommended items for every user, although not every user prefers more diversity. In addition, these methods sacrifice recommendation accuracy for diversity (Kaminskas and Bridge, 2016). Informed by our study, future research could operationalize diversity preference for recommender systems and optimize this for
each user at the dimension level. In doing so, items that are recommended will meet each individual user’s diversity preference and will thus be more likely to be adopted by the user, thereby addressing the two limitations associated with diversification methods. Third, we model the diversity preference-aware link recommendation problem as a nonlinear sum-of-ratios binary integer programming problem (i.e., problem (1)), show the NP-hardness of the problem, and solve it with a novel iterative method. Our model is general, and there are other important problems that can be modeled as problem (1), e.g., the energy resource allocation problem (Boshkovska et al., 2015). As a result, our proposed method can be extended to solve these important problems as well.

This study also provides implications for business. We show that our method outperforms state-of-the-art link recommendation practices in both satisfying users’ diversity preferences and recommendation accuracy. Improvements in recommendation accuracy lead to a more densely connected online social network, which in turn better facilitates information diffusion in the network and generates more revenue (e.g., advertisement revenue) for the network operator (Shriver et al., 2013). Moreover, meeting a user’s diversity preference enhances the user’s experience, satisfaction, and engagement with the online social network, motivates the user to spend more time using the network, and thus brings more revenue to the network operator (Chen et al., 2009; Qiu and Kumar, 2017). Therefore, online social network operators should consider incorporating diversity preference into the link recommendation functionality for improved user experiences and revenue. In addition, our study informs online social network operators that diversity preference should be measured and optimized at the dimension level, as the same user could have different degrees of diversity preference for different profile dimensions. Finally, our proposed diversity preference measure is generic and can be adapted to measure users’ diversity preferences in different real-world online social networks. For example, it can be applied to measure users’ diversity preferences in Instagram based on their demographical and behavioral profiles (e.g., tags). Likewise, our proposed diversity preference-aware link recommendation method is also general. It can easily be integrated with a link recommendation component of an online social network, by taking linkage likelihoods predicted by the component as inputs and producing diversity preference-aware friend recommendations as outputs.

Our study can be extended in several ways. First, our study treats diversity preference for each profile dimension as equally important. Future work should account for situations where diversity preferences for different dimensions are weighted differently. To this end, the objective function of problem (1) needs to be changed to a weighted sum of cosine similarities between a user’s diversity preference and the diversity distribution of recommended friends across all dimensions. Note that our diversity preference-aware link recommendation method can still solve the updated...
problem (1). Second, the diversity preference measure can be extended to capture diversity preference across dimensions. For example, a user may prefer to befriend those with IS major and from New York. Toward that end, we could create a super-dimension as a combination of interested profile dimensions, e.g., major and city, and measure a user’s diversity preference over the super-dimension. Our proposed method is still applicable to this extension. Third, a user’s diversity preference might change over time. Therefore, another area that merits future exploration is to design a link recommendation method that considers the dynamics of diversity preference. Prior literature on data stream mining and knowledge refreshing would inform the design of this method (Fang et al., 2013b). Fourth, it would be interesting to extend our study to recommender systems. To this end, future work needs to define and measure diversity preference in the context of recommender systems and design a diversity preference-aware method for recommender systems. An attempt in this direction is given in Appendix G. Fifth, we evaluate diversity preference and link recommendation methods using archival data. Future work should consider employing experiments and surveys in the evaluation. For example, we could use surveys to assess to what extent archival data can capture diversity preference and combine surveys and archival data to better model diversity preference. It is also worthwhile to conduct field or lab experiments to compare the performance between our method and benchmarks. A well-designed experiment could control factors that would bias the comparison results. In addition, in an experiment, we can observe how users react to recommended friends and which recommended friends they actually connect with in real time. Finally, conventional accuracy-oriented measures for link recommendation, such as precision and recall, are defined based on whether a recommended friend is accepted by a user. New measures gauged with the intensity of interactions (e.g., comments and likes) between a user and a friend recommended to the user could be considered. Understandably, an effective friend recommendation that caters a user’s diversity preference is more likely to be accepted by the user and results in more interactions between the recommended friend and the user if they actually become friends. By evaluating a link recommendation method with both accuracy-oriented measures and these new measures, we can have a fuller understanding of the effectiveness of the method.
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Appendix A. Proof of Theorem 1

The DPA-LR problem is formulated as (A.1):

\[
\begin{align*}
\text{maximize} & \quad \sum_{h=1}^{H} \frac{d_h^T C_h y}{\|d_h\| \|C_h y\|} \\
\text{subject to} & \quad 1^T y = k \\
& \quad y_j \in \{0, 1\}, \quad j = 1, 2, \ldots, m
\end{align*}
\]

(A.1)

where \(C_h y = r_h\) and \(C_h\) denotes a user’s candidate profile matrix in dimension \(h\), \(h = 1, 2, \ldots, H\). It suffices to show that the DPA-LR problem is NP-hard if we can prove that the problem is NP-hard for \(H = 1\). Next, we focus on showing the hardness of the problem for \(H = 1\). Given \(H = 1\), we can drop the superscript \(h\) from the problem formulation. Let \(Q = C^T C\) and denote \(\bar{p}^T = \frac{d^T C}{\|d\|}\). We can rewrite the DPA-LR problem for \(H = 1\) as:

\[
\begin{align*}
\text{maximize} & \quad \frac{\bar{p}^T y}{\sqrt{y^T Q y}} \\
\text{subject to} & \quad 1^T y = k \\
& \quad y_j \in \{0, 1\}, \quad j = 1, 2, \ldots, m
\end{align*}
\]

(A.2)

Consider the k-clique problem, a well known NP-complete problem. Given an undirected graph \(G = (V, E)\), where \(V\) and \(E\) represent the sets of nodes and edges, respectively. A k-clique is a fully connected sub-graph with exact \(k\) vertices. The k-clique problem decides if \(G\) contains a k-clique as one of its sub-graphs. To prove problem (A.2) is NP-hard, we show that the k-clique problem is a special case of the problem. Specifically, for problem (A.2), let \(m = |V|, \bar{p}_i = 1, i = 1, \ldots, m, Q = (q_{ij})\), and

\[
q_{ij} = \begin{cases} 
1 & \text{if edge}(v_i, v_j) \in E, \\
2 & \text{otherwise},
\end{cases}
\]

(A.3)

where \(\bar{p}_i\) is an element of vector \(\bar{p}\). Denote \(y^*\) as an optimal solution of problem (A.2). It is easy to verify that \(G\) contains a k-clique if and only if

\[
\frac{\bar{p}^T y^*}{\sqrt{y^{*T} Q y^*}} = \frac{k}{\sqrt{k(k+1)}}
\]

and the vertices of the k-clique are those with \(y^*_i = 1\).
Appendix B. Proof of Theorem 2

To prove Theorem 2, we compare the KKT conditions for problem (3) and those for problem (4). Let $\nu, \mu \in \mathbb{R}^{2m}, \mu \succeq 0$, and $\gamma_h, h = 1, 2, \cdots, H$ be the dual variables associated with the respective constraints in problem (3). Then the Lagrangian function of the problem is given by:

$$L(y, \beta, \gamma, \mu, \nu) = -1^T\beta + \nu(1^Ty - k) + \mu^T(Ay - b) + \sum_{h=1}^H \gamma_h(\beta_h \|C^h y\| - \bar{d}^h C^h y). \quad (A.4)$$

Derived from the Lagrangian function, the KKT conditions for problem (3) can be written as:

$$\frac{\partial L}{\partial y_j} = \sum_{h=1}^H \gamma_h(\beta_h (C^h C^h_{j,j}) \bar{y} - \bar{d}^h C^h_{:,j}) + (\mu_j + \mu_{m+j}) + \nu = 0, \quad j = 1, 2, \cdots, m \quad (A.5)$$

$$\frac{\partial L}{\partial \beta_h} = -1 + \gamma_h \|C^h y\| = 0, \quad h = 1, 2, \cdots, H \quad (A.6)$$

$$\gamma_h (\beta_h \|C^h y\| - \bar{d}^h C^h y) = 0, \quad h = 1, 2, \cdots, H \quad (A.7)$$

$$\mu^T(Ay - b) = 0 \quad (A.8)$$

$$Ay - b \preceq 0 \quad (A.9)$$

$$1^T y - k = 0 \quad (A.10)$$

$$\mu_j \geq 0, \quad j = 1, 2, \cdots, 2m \quad (A.11)$$

In these conditions, notation $M_{\cdot j}$ denotes the the $j$th row of matrix $M$, and notation $M_{:,j}$ denotes the the $j$th column of matrix $M$. According to (Boyd et al., 2004), $(y, \beta)$ is a stationary point solution to problem (3) if and only if it satisfies the KKT conditions (A.5)-(A.11). Notice that condition (A.6) is equivalent to condition (6) in Theorem 2. In addition, it implies that $\gamma_h > 0$ for all $h = 1, \ldots, H$. It follows that condition (A.7) is equivalent to condition (5) in Theorem 2.

Following the same process, we can also write out the KKT conditions for problem (4) by introducing dual variables $\nu$ and $\mu \in \mathbb{R}^{2m}, \mu \succeq 0$, for its two sets of constraints. It turns out that the KKT conditions for problem (4) are (A.5) and (A.8)-(A.11). Only conditions (A.6) and (A.7) are missing in comparison to the KKT conditions for problem (3). Note that problem (4) is a convex optimization problem and the KKT conditions are sufficient and necessary to the optimal solution (Boyd et al., 2004). Theorem 2 then follows immediately.
Appendix C. Time Complexity Analysis of DPA-LR

We analyze the time complexity of our proposed method (DPA-LR). Table A.1 summarizes the time complexity of each computation step of our method. In this table, \( m \) is the number of a user’s candidate friends, \( n_h \) is the number of unique values for profile dimension \( h \), and \( H \) is the number of profile dimensions. For example, in the Google+ data set, there are four different profile dimensions (i.e., major, school, employer, place lived) and \( H = 4 \).

Table A.1: Time Complexity Analysis of DPA-LR by Computation Steps

| Computation Step | Time Complexity |
|------------------|-----------------|
| \( l = 1 \). ///: iteration count | \( O(1) \) |
| Randomly initialize parameters \((\gamma^l, \beta^l)\). | \( O(2H) \) |
| Compute \( y^l \) by solving problem (4) with \((\gamma^l, \beta^l)\). | \( O(m^2 \log \frac{m}{\eta}) \) |
| Compute errors \( \delta^l \) according to Equations (7) and (8). | \( O(m \sum_{h=1}^{H} n_h) \) |
| While Not(||\( \delta^l \)|| < \( \varepsilon \)) | \( O(m \sum_{h=1}^{H} n_h) \) |
| Obtain parameters \((\gamma^{l+1}, \beta^{l+1})\) according to Equations (9) and (10). | \( O(m^2 \log \frac{m}{\eta}) \) |
| Compute \( y^{l+1} \) by solving problem (4) with \((\gamma^{l+1}, \beta^{l+1})\). | \( O(m \sum_{h=1}^{H} n_h) \) |
| Compute errors \( \delta^{l+1} \) according to Equations (7) and (8). | \( O(1) \) |
| \( l = l + 1 \). | \( O(m) \) |
| \( y^* = y^l \). | \( O(m \log m) \) |

Sort entries in \( y^* \) and set the top-k entries to 1 and the rest to 0.

In particular, we detail the time complexity of the third computation step in the table, i.e., solving problem (4), which is a key computation step of our method. To solve problem (4), we employ the python package CVXOPT\(^{14}\), which transforms problem (4) into its equivalent Second Order Cone Program (SOCP) problem:

\[
\begin{align*}
\text{maximize} \quad & \mathbf{1}^T \beta + \sum_{h=1}^{H} \gamma_h \mathbf{d}^h \mathbf{C}^h y + \sum_{h=1}^{H} S_h \\
\text{subject to} \quad & \mathbf{1}^T y - k = 0 \\
& A y - b \preceq 0 \\
& \|\mathbf{C}^h y\| \leq -\frac{S_h}{\gamma_h \beta_h}, \quad h = 1, 2, \ldots, H.
\end{align*}
\]

\(^{14}\text{https://cvxopt.org/userguide/intro.html}\)
CVXOPT solves the above SOCP problem using the interior point method (Vandenberghe, 2010) with a time complexity of $O(m^2 \sqrt{\nu \log \frac{\nu}{\eta}})$ (Griva et al., 2009; Bubeck, 2014), where $\nu$ is the number of inequality constraints in the SOCP problem and $\eta$ denotes the given error tolerance. In particular, $\nu = 2m + H$ because $Ay - b \preceq 0$ is a set of $2m$ inequalities and there is an inequality constraint $\|C^h y\| \leq -\frac{S_h}{\gamma_h} b_h$ for each profile dimension $h = 1, 2, \ldots, H$. By substituting $\nu$ with $2m + H$, keeping dominant terms, and dropping constants, the time complexity of solving problem (4) is $O(m^{\frac{5}{2}} \log \frac{m}{\eta})$.

By summing up the time complexity of each computation step of our method listed in Table A.1, keeping dominant terms, and dropping constants, the time complexity of our method is

$$O(L(m \sum_{h=1}^{H} n_h + m^{5/2} \log \frac{m}{\eta})),\$$

where $L$ denotes the number of iterations needed for our method to converge. Using the Google+ data set, we empirically show that, on average, our method converges after 7 iterations, i.e., $L = 7$ (see Section 5.4).
Appendix D. Empirical Evaluation with Another Online Social Network Data Set

We evaluated the performance of the methods listed in Table 4 using another large-scale data set collected from a major U.S. online social network. The data set contains profiles of the network users as well as their linkages in three consecutive months during the early stage of this social network, namely time periods 0, 1, and 2. Table A.2 summarizes the linkage data. As reported in the table, there are 824,178 users connected by 3,503,082 undirected links in time period 0. Due to privacy concerns, a user is described by a set of encoded terms, each of which represents a characteristic of the user. There are 3,370 unique terms across the users. Hence, we represented a user’s profile as a vector of size 3,370, an element of which was set to 1 if its corresponding term appeared in the user’s profile or set to 0 otherwise. A user’s profile contains as many as 477 terms and an average of 5.4 terms.

Table A.2: Summary Statistics of the Linkage Data

| Time Period | Number of Users | Number of Undirected Links |
|-------------|----------------|---------------------------|
| 0           | 824,178        | 3,503,082                 |
| 1           | 954,498        | 4,114,564                 |
| 2           | 1,095,832      | 4,805,382                 |

Following the evaluation procedure in Section 5.2, we compared the performance of the methods by initially setting the number of recommended friends $k = 10$ and the diversity weight $\theta$ for methods MMR, MSD, and DPP to 0.5. Table A.3 reports the performance of each method for the four evaluation metrics, with the percentage improvement of our method over a benchmark listed in parentheses under the benchmark’s performance. As shown, our method performs the best in all evaluation metrics. In particular, it outperforms the respective best performing benchmark by 13.70% in DPMS, 18.01% in precision, 14.30% in recall, and 15.96% in F1. Applying the paired t-test to the performance results of recommendations by each method shows that our method significantly outperforms each benchmark method across all four metrics ($p < 0.001$).
### Table A.3: Performance Comparison between DPA-LR and Benchmarks \((k=10)\)

| Methods          | DPMS  | Precision | Recall  | F1 Score |
|------------------|-------|-----------|---------|----------|
| DPA-LR           | 0.5622| 0.0375    | 0.1911  | 0.0552   |
| MMR \((\theta = 0.5)\) | 0.3634| 0.0208    | 0.1044  | 0.0306   |
| MSD \((\theta = 0.5)\) | 0.4684| 0.0299    | 0.1432  | 0.0426   |
| DPP \((\theta = 0.5)\) | 0.4945| 0.0309    | 0.1630  | 0.0460   |
| DiRec            | 0.4906| 0.0318    | 0.1672  | 0.0476   |

Note: Percentage improvement of our method over a benchmark listed in parentheses.

We conducted additional experiments for robustness checks by varying \(k\) between 6 and 14 and changing the diversity weight \(\theta\) for benchmark methods MMR, MSD, and DPP from 0.1 to 0.9. As reported in Tables A.4 and A.5, DPA-LR substantially and significantly outperforms each benchmark in all four metrics, across the investigated values of \(k\) and \(\theta\) \((p < 0.001)\).

### Table A.4: Performance Comparison between DPA-LR and Benchmarks: \(k=6\) to \(k=14\)

| Metric | Methods | \(k=6\) | \(k=8\) | \(k=10\) | \(k=12\) | \(k=14\) |
|--------|---------|---------|---------|---------|---------|---------|
| DPMS   | DPA-LR  | 0.5293  | 0.5486  | 0.5622  | 0.5723  | 0.5801  |
|        | MMR \((\theta = 0.5)\) | 0.3092  | 0.3373  | 0.3634  | 0.3875  | 0.4096  |
|        | MSD \((\theta = 0.5)\) | 0.4053  | 0.4399  | 0.4684  | 0.4911  | 0.5094  |
|        | DPP \((\theta = 0.5)\) | 0.4448  | 0.4739  | 0.4945  | 0.5102  | 0.5228  |
|        | DiRec   | 0.4378  | 0.4688  | 0.4906  | 0.5071  | 0.5199  |

| Precision | DPA-LR | 0.0402 | 0.0388 | 0.0375 | 0.0365 | 0.0357 |
|           | MMR \((\theta = 0.5)\) | 0.0226 | 0.0214 | 0.0208 | 0.0207 | 0.0207 |
|           | MSD \((\theta = 0.5)\) | 0.0303 | 0.0301 | 0.0299 | 0.0296 | 0.0294 |
|           | DPP \((\theta = 0.5)\) | 0.0328 | 0.0318 | 0.0309 | 0.0304 | 0.0299 |
|           | DiRec   | 0.0341 | 0.0330 | 0.0318 | 0.0305 | 0.0295 |

| Recall | DPA-LR | 0.1250 | 0.1591 | 0.1911 | 0.2212 | 0.2496 |
|        | MMR \((\theta = 0.5)\) | 0.0688 | 0.0859 | 0.1044 | 0.1239 | 0.1439 |
|        | MSD \((\theta = 0.5)\) | 0.0877 | 0.1160 | 0.1432 | 0.1692 | 0.1952 |
|        | DPP \((\theta = 0.5)\) | 0.1053 | 0.1351 | 0.1630 | 0.1904 | 0.2172 |
|        | DiRec   | 0.1107 | 0.1401 | 0.1672 | 0.1912 | 0.2137 |

| F1 Score | DPA-LR | 0.0527 | 0.0545 | 0.0552 | 0.0556 | 0.0557 |
|         | MMR \((\theta = 0.5)\) | 0.0295 | 0.0299 | 0.0306 | 0.0315 | 0.0324 |
|         | MSD \((\theta = 0.5)\) | 0.0381 | 0.0408 | 0.0426 | 0.0437 | 0.0447 |
|         | DPP \((\theta = 0.5)\) | 0.0436 | 0.0452 | 0.0460 | 0.0466 | 0.0471 |
|         | DiRec   | 0.0458 | 0.0472 | 0.0476 | 0.0473 | 0.0467 |

Note: Percentage improvement of our method over a benchmark listed in parentheses.
Table A.5: Performance Comparison between DPA-LR and Benchmarks ($k=10$):

\[ \theta = 0.1 \text{ to } \theta = 0.9 \]

| Method | Diversity Weight | DPMS | Precision | Recall | F1 Score |
|--------|------------------|------|-----------|--------|----------|
| DPA-LR | -                | 0.5622 | 0.0375 | 0.1911 | 0.0552 |
| MMR    | \( \theta = 0.1 \) | 0.4467 | 0.0318 | 0.1616 | 0.0473 |
|        | (25.86%)         | (17.88%) | (18.28%) | (16.99%) | |
|        | \( \theta = 0.2 \) | 0.4208 | 0.0290 | 0.1473 | 0.0431 |
|        | (33.60%)         | (29.07%) | (29.77%) | (28.01%) | |
|        | \( \theta = 0.3 \) | 0.3971 | 0.0259 | 0.1306 | 0.0383 |
|        | (41.60%)         | (44.62%) | (46.28%) | (44.08%) | |
|        | \( \theta = 0.4 \) | 0.3785 | 0.0233 | 0.1173 | 0.0343 |
|        | (48.55%)         | (60.89%) | (62.92%) | (60.86%) | |
|        | \( \theta = 0.5 \) | 0.3634 | 0.0208 | 0.1044 | 0.0306 |
|        | (54.71%)         | (79.89%) | (83.07%) | (80.59%) | |
|        | \( \theta = 0.6 \) | 0.3507 | 0.0192 | 0.0956 | 0.0281 |
|        | (60.31%)         | (94.88%) | (99.89%) | (96.40%) | |
|        | \( \theta = 0.7 \) | 0.3389 | 0.0178 | 0.0875 | 0.0259 |
|        | (65.92%)         | (110.37%) | (118.43%) | (113.11%) | |
|        | \( \theta = 0.8 \) | 0.3275 | 0.0165 | 0.0800 | 0.0239 |
|        | (71.66%)         | (127.18%) | (138.97%) | (131.40%) | |
|        | \( \theta = 0.9 \) | 0.3164 | 0.0157 | 0.0745 | 0.0224 |
|        | (77.70%)         | (139.12%) | (156.60%) | (146.55%) | |
| MSD    | \( \theta = 0.1 \) | 0.4747 | 0.0306 | 0.1448 | 0.0438 |
|        | (18.45%)         | (22.39%) | (31.98%) | (26.04%) | |
|        | \( \theta = 0.2 \) | 0.4798 | 0.0305 | 0.1448 | 0.0434 |
|        | (17.19%)         | (22.82%) | (31.94%) | (27.19%) | |
|        | \( \theta = 0.3 \) | 0.4789 | 0.0305 | 0.1447 | 0.0434 |
|        | (17.39%)         | (22.90%) | (32.03%) | (27.33%) | |
|        | \( \theta = 0.4 \) | 0.4746 | 0.0302 | 0.1443 | 0.0430 |
|        | (18.47%)         | (24.25%) | (32.41%) | (28.39%) | |
|        | \( \theta = 0.5 \) | 0.4684 | 0.0299 | 0.1432 | 0.0426 |
|        | (20.02%)         | (25.59%) | (33.42%) | (29.71%) | |
|        | \( \theta = 0.6 \) | 0.4618 | 0.0298 | 0.1410 | 0.0422 |
|        | (21.74%)         | (25.84%) | (35.52%) | (30.89%) | |
|        | \( \theta = 0.7 \) | 0.4577 | 0.0296 | 0.1407 | 0.0420 |
|        | (22.84%)         | (26.87%) | (35.85%) | (31.51%) | |
|        | \( \theta = 0.8 \) | 0.4563 | 0.0293 | 0.1388 | 0.0415 |
|        | (23.23%)         | (27.90%) | (37.65%) | (32.98%) | |
|        | \( \theta = 0.9 \) | 0.4561 | 0.0292 | 0.1383 | 0.0413 |
|        | (23.27%)         | (28.41%) | (38.23%) | (33.63%) | |
| DPP    | \( \theta = 0.1 \) | 0.4965 | 0.0313 | 0.1637 | 0.0465 |
|        | (13.36%)         | (19.73%) | (16.75%) | (18.63%) | |
|        | \( \theta = 0.2 \) | 0.4960 | 0.0312 | 0.1635 | 0.0464 |
|        | (13.36%)         | (20.11%) | (16.89%) | (19.01%) | |
|        | \( \theta = 0.3 \) | 0.4955 | 0.0311 | 0.1633 | 0.0462 |
|        | (13.47%)         | (20.48%) | (17.00%) | (19.36%) | |
|        | \( \theta = 0.4 \) | 0.4950 | 0.0310 | 0.1631 | 0.0461 |
|        | (13.59%)         | (20.86%) | (17.14%) | (19.74%) | |
|        | \( \theta = 0.5 \) | 0.4945 | 0.0309 | 0.1630 | 0.0460 |
|        | (13.70%)         | (21.25%) | (17.26%) | (20.12%) | |
|        | \( \theta = 0.6 \) | 0.4925 | 0.0308 | 0.1629 | 0.0458 |
|        | (14.16%)         | (21.62%) | (17.35%) | (20.48%) | |
|        | \( \theta = 0.7 \) | 0.4905 | 0.0307 | 0.1626 | 0.0457 |
|        | (14.62%)         | (22.04%) | (17.50%) | (20.89%) | |
|        | \( \theta = 0.8 \) | 0.4886 | 0.0306 | 0.1624 | 0.0455 |
|        | (15.08%)         | (22.55%) | (17.70%) | (21.38%) | |
|        | \( \theta = 0.9 \) | 0.4866 | 0.0305 | 0.1619 | 0.0453 |
|        | (15.54%)         | (23.12%) | (18.01%) | (21.91%) | |

Note: Percentage improvement of our method over a benchmark listed in parentheses.
Appendix E. Performance Comparison between DPA-LR and State-of-the-art Link Recommendation Methods

We compared the performance between state-of-the-art link recommendation methods and our DPA-LR method by varying the number of recommended friends $k$ between 6 and 14. As reported in the Table A.6 below, DPA-LR substantially and significantly outperforms each of the compared methods in all performance metrics across $k$ ($p < 0.001$).

Table A.6: Comparison between DPA-LR and State-of-the-art Link Recommendation Methods: $k=6$ to $k=14$

| Metric       | Methods       | $k=6$    | $k=8$   | $k=10$  | $k=12$  | $k=14$  |
|--------------|---------------|----------|---------|---------|---------|---------|
|              | DPA-LR        | 0.3998   | 0.4100  | 0.4559  | 0.4595  | 0.4612  |
|              | GCN-LR        | 0.1993   | 0.2210  | 0.2389  | 0.2540  | 0.2663  |
|              |               | (100.59%)| (85.52%)| (90.89%)| (80.91%)| (73.19%)|
|              | GraphSage-LR  | 0.1577   | 0.1751  | 0.1895  | 0.2018  | 0.2124  |
|              |               | (153.58%)| (134.16%)| (140.59%)| (127.69%)| (117.14%)|
|              | GAT-LR        | 0.1642   | 0.1833  | 0.1992  | 0.2126  | 0.2243  |
|              |               | (143.53%)| (123.68%)| (128.89%)| (116.10%)| (105.59%)|
| Precision    | DPA-LR        | 0.1619   | 0.1577  | 0.1541  | 0.1509  | 0.1479  |
|              | GCN-LR        | 0.1455   | 0.1411  | 0.1380  | 0.1354  | 0.1329  |
|              |               | (11.25%) | (11.74%)| (11.72%)| (11.43%)| (11.30%)|
|              | GraphSage-LR  | 0.1271   | 0.1252  | 0.1234  | 0.1216  | 0.1195  |
|              |               | (27.39%) | (25.98%)| (24.94%)| (24.04%)| (23.75%)|
|              | GAT-LR        | 0.1273   | 0.1235  | 0.1206  | 0.1183  | 0.1163  |
|              |               | (27.13%) | (27.68%)| (27.79%)| (27.49%)| (27.15%)|
| Recall       | DPA-LR        | 0.1024   | 0.1302  | 0.1559  | 0.1792  | 0.2015  |
|              | GCN-LR        | 0.0734   | 0.0939  | 0.1147  | 0.1353  | 0.1561  |
|              |               | (39.41%) | (38.66%)| (35.98%)| (32.51%)| (29.13%)|
|              | GraphSage-LR  | 0.0843   | 0.1100  | 0.1341  | 0.1567  | 0.1780  |
|              |               | (21.45%) | (18.42%)| (16.26%)| (14.40%)| (13.23%)|
|              | GAT-LR        | 0.0777   | 0.0990  | 0.1194  | 0.1403  | 0.1604  |
|              |               | (31.76%) | (31.47%)| (30.61%)| (27.78%)| (25.63%)|
| F1 Score     | DPA-LR        | 0.0945   | 0.1061  | 0.1149  | 0.1215  | 0.1268  |
|              | GCN-LR        | 0.0760   | 0.0866  | 0.0956  | 0.1029  | 0.1089  |
|              |               | (24.31%) | (22.51%)| (20.24%)| (18.09%)| (16.38%)|
|              | GraphSage-LR  | 0.0764   | 0.0873  | 0.0950  | 0.1020  | 0.1068  |
|              |               | (23.70%) | (21.62%)| (20.95%)| (19.04%)| (18.71%)|
|              | GAT-LR        | 0.0726   | 0.0818  | 0.0890  | 0.0952  | 0.1002  |
|              |               | (30.07%) | (29.81%)| (29.16%)| (27.67%)| (26.56%)|

Note: Percentage improvement of our method over a benchmark listed in parentheses.
Appendix F. Additional Analyses of Our Method

F.1 Ranking Quality

We empirically compare the ranking quality between DPA-LR and benchmarks using the metric Discounted Cumulative Gain (DCG), a widely adopted measure for evaluating the ranking quality of a recommendation list (Tan et al., 2014; He et al., 2019). Specifically, the ranking quality of $k$ friends recommended to user $u_i$, measured using $DCG_i$, is given by

$$DCG_i = \sum_{j=1}^{k} \frac{2^{\tau(A^i, r_j)} - 1}{\log_2(j + 1)}$$

where $r_j$ is the $j^{th}$ ranked friend recommendation in the recommendation list, $A^i$ denotes the set of friends actually added by $u_i$, and $\tau(A^i, r_j)$ is an indicator function defined as

$$\tau(A^i, r_j) = \begin{cases} 1 & \text{if } r_j \in A^i, \\ 0 & \text{otherwise}. \end{cases}$$

According to the definition above, $\tau(A^i, r_j)$ is 1 if the $j^{th}$ ranked friend recommendation is actually added by $u_i$ and it is 0 otherwise. By the formula of $DCG_i$, the value of $DCG_i$ is larger if a friend recommendation actually added by $u_i$ (i.e., a correct recommendation) ranks higher in the recommendation list. The $DCG$ of a link recommendation method is the average of $DCG_i$ across all users

$$DCG = \frac{1}{|U|} \sum_{i=1}^{|U|} DCG_i,$$

where $U$ denotes the set of users. The following table reports the performance comparison between our method (DPA-LR) and benchmarks in terms of $DCG$. As reported in Table A.7, our method substantially and significantly outperforms benchmarks ($p < 0.001$).
Table A.7: Ranking Quality Comparison between DPA-LR and Benchmarks (k=10)

| Method      | DCG     | Improvement over Benchmark |
|-------------|---------|-----------------------------|
| DPA-LR      | 0.7732  |                             |
| MMR (θ = 0.5) | 0.6371  | 21.36%                      |
| MSD (θ = 0.5) | 0.5658  | 36.66%                      |
| DPP (θ = 0.5) | 0.6324  | 22.26%                      |
| DiRec       | 0.6561  | 17.85%                      |

F.2 Sensitivity Analysis

We conduct a sensitivity analysis by varying the number |Ci| of candidate friends from 50 to 125 with an increment of 25. As reported in Table A.8, our method (i.e., DPA-LR) outperforms each benchmark method substantially and significantly across different numbers of candidate friends (p < 0.001). As the number of candidate friends increases, more candidates are available for our method to construct a recommendation list that satisfies a user’s diversity preference and thus its performance advantage over each benchmark also increases. On the other hand, as the number of candidate friends increases, the computational expense of selecting k friends from a larger candidate pool is higher. In our main experiments, we set the number of candidate friends to 100 based on the considerations of performance and computational expense.

Table A.8 Performance Comparison between DPA-LR and Benchmarks (k=10): |Ci| = 50 to |Ci| = 125

| Metric    | Method      | |Ci| = 50 | |Ci| = 75 | |Ci| = 100 | |Ci| = 125 |
|-----------|-------------|----------------|---------|---------|---------|---------|---------|
| DPMS      | DPA-LR      | 0.3488         | 0.3943  | 0.4559  | 0.4798  |
|           | MMR (θ = 0.5) | 0.2003         | 0.1912  | 0.1813  | 0.1709  |
|           |             | (74.16%)       | (106.19%)| (151.43%)| (180.75%)|
|           | MSD (θ = 0.5) | 0.1591         | 0.1383  | 0.1343  | 0.1401  |
|           |             | (119.21%)      | (185.10%)| (239.44%)| (242.47%)|
|           | DPP (θ = 0.5) | 0.2192         | 0.2092  | 0.1968  | 0.1899  |
|           |             | (59.10%)       | (88.48%)| (131.64%)| (152.66%)|
|           | DiRec       | 0.2162         | 0.2129  | 0.2099  | 0.2073  |
|           |             | (61.30%)       | (85.21%)| (117.27%)| (131.45%)|
| Precision | DPA-LR      | 0.1517         | 0.1532  | 0.1541  | 0.1537  |
|           | MMR (θ = 0.5) | 0.1291         | 0.1249  | 0.1214  | 0.1191  |
|           |             | (17.51%)       | (22.66%)| (26.95%)| (29.05%)|
|           | MSD (θ = 0.5) | 0.1158         | 0.1118  | 0.1114  | 0.1128  |

Continued on next page
Table A.8 – continued from previous page

| Metric | Method       | $|C^i| = 50$ | $|C^i| = 75$ | $|C^i| = 100$ | $|C^i| = 125$ |
|--------|--------------|-----------|-------------|--------------|--------------|
|        |              | (31.00%)  | (37.03%)    | (38.30%)     | (36.26%)     |
|        | DPP ($\theta = 0.5$) | 0.1257    | 0.1221      | 0.1222       | 0.1215       |
|        |              | (20.68%)  | (25.47%)    | (26.11%)     | (26.50%)     |
|        | DiRec        | 0.1291    | 0.127       | 0.1262       | 0.1258       |
|        |              | (17.51%)  | (20.63%)    | (22.17%)     | (22.17%)     |
| Recall | DPA-LR       | 0.1463    | 0.1521      | 0.1559       | 0.1573       |
|        | MMR ($\theta = 0.5$) | 0.1139    | 0.1113      | 0.1089       | 0.1078       |
|        |              | (28.45%)  | (36.66%)    | (43.11%)     | (45.92%)     |
|        | MSD ($\theta = 0.5$) | 0.1048    | 0.1033      | 0.1035       | 0.1044       |
|        |              | (39.60%)  | (47.24%)    | (50.56%)     | (50.67%)     |
|        | DPP ($\theta = 0.5$) | 0.1155    | 0.1153      | 0.1169       | 0.1175       |
|        |              | (26.67%)  | (31.92%)    | (33.37%)     | (33.87%)     |
|        | DiRec        | 0.1148    | 0.1133      | 0.1128       | 0.1126       |
|        |              | (27.44%)  | (34.25%)    | (38.19%)     | (39.70%)     |
| F1 Score| DPA-LR       | 0.1109    | 0.1133      | 0.1149       | 0.1152       |
|        | MMR ($\theta = 0.5$) | 0.0917    | 0.0892      | 0.087        | 0.0857       |
|        |              | (20.94%)  | (27.02%)    | (32.07%)     | (34.42%)     |
|        | MSD ($\theta = 0.5$) | 0.0829    | 0.081       | 0.0810       | 0.0818       |
|        |              | (33.78%)  | (39.88%)    | (41.82%)     | (40.83%)     |
|        | DPP ($\theta = 0.5$) | 0.0892    | 0.0876      | 0.0881       | 0.0881       |
|        |              | (24.33%)  | (29.34%)    | (30.37%)     | (30.76%)     |
|        | DiRec        | 0.091     | 0.0897      | 0.0892       | 0.0889       |
|        |              | (21.87%)  | (26.31%)    | (28.89%)     | (29.58%)     |

Note: Percentage improvement of our method over a benchmark listed in parentheses.
Appendix G. Extension to Recommender Systems

We extend our method to recommender systems and evaluate its performance using the MovieLens data set, which contains users’ ratings of movies from year 1997 to year 2008 and the features of these movies.\footnote{The data set can be accessed at \url{https://grouplens.org/datasets/hetrec-2011/}.} Table A.9 gives summary statistics of the data set. As reported, the data set contains 855,598 ratings of 10,197 movies by 2,113 users and a rating ranges from 0.5 (lowest) to 5 (highest). Each movie is described by five features: genre, director, country of origin, filming location, and actor. Table A.10 reports summary statistics of movie features. In this table, \( n_h \) denotes the number of unique values for feature \( h \). For example, there are 20 unique genres in the data set. Notations \( max_h \) and \( avg_h \) respectively indicate the maximum and average number of values a movie has for feature \( h \). For example, a movie in the data set belongs to as many 8 genres and an average of 2.04 genres.

Table A.9: Summary Statistics of the MovieLens Data Set

| # of Users | # of Movies | # of Ratings | # of Ratings per User | # of Ratings per Movie |
|------------|-------------|--------------|-----------------------|------------------------|
| 2,113      | 10,197      | 855,598      | 404.92                | 84.64                  |

Table A.10: Summary Statistics of Movie Features

| Feature\((h)\) | \( n_h \) | \( max_h \) | \( avg_h \) |
|----------------|-----------|-------------|-------------|
| Genre          | 20        | 8           | 2.04        |
| Director       | 4,060     | 1           | 1.00        |
| Country        | 72        | 1           | 1.00        |
| Location       | 47,899    | 87          | 4.70        |
| Actor          | 95,321    | 220         | 22.78       |

To apply our DPA-LR method to the MovieLens data set, we need to adapt the definition of diversity preference to the context of movie recommendations. Following the literature (Felfernig et al., 2018), a movie is considered relevant to a user’s interest if the user’s rating of the movie is above 3.5. A user’s diversity preference on feature \( h \) (e.g., genre) is measured as the number of the user’s relevant movies on each value of the feature. For example, if 8 out of Karen’s 10 relevant movies are thrillers, it indicates Karen’s strong preference for watching thrillers. On the other hand, if John’s relevant movies are evenly distributed over many different genres, it reflects that John prefers a diverse set of genres when watching movies. With diversity preference defined for the context of movie recommendations, we can apply our method to the MovieLens data set.

Using the MovieLens data set, we evaluated the performance of our method and the benchmark methods listed in Table 4. We divided the data set into training and test data; the training data
contained users’ movie ratings from year 1997 to year 2006 and the test data contained ratings from year 2007 to year 2008. Similar to the evaluation procedure specified in Section 5.2, we first constructed a candidate set of movie recommendations for each user. Specifically, we employed an accuracy-maximization method – the Neural Collaborative Filtering (NCF) method (He et al., 2017), and trained it with the training data to predict a user’s movie ratings in the test period. A user’s candidate set contained top-100 movies with the highest (predicted) ratings by the user, as predicted by the NCF method. Next, each method (ours or benchmark) took a user’s candidate set as the input and recommended $k$ movies from the set to the user. The performance of a method was evaluated using the metrics defined in Section 5.2: DPMS, precision, recall, and F1 score. To calculate these metrics, true positive, $TP$, is defined as the number of movies recommended to a user that are actually relevant to the user’s interest, where a movie is considered relevant to a user’s interest if the user’s actual rating of the movie is above 3.5 (Felfernig et al., 2018). Table A.11 reports the average DPMS, precision, recall, and F1 score of each compared method, averaged across all users. As reported, DPA-LR substantially outperforms each benchmark in all evaluation metrics. The performance advantage of DPA-LR over each benchmark in every evaluation metric is statistically significant ($p < 0.001$).

Table A.11: Performance Comparison between DPA-LR and Benchmarks Using MovieLens Data Set ($k=10$)

| Method   | DPMS  | Precision | Recall | F1 Score |
|----------|-------|-----------|--------|----------|
| DPA-LR   | 0.4866| 0.4321    | 0.0964 | 0.1338   |
| MMR($\theta = 0.5$) | 0.3954 | 0.3432 | (23.07%) | (25.90%) | (63.39%) | (43.87%) |
| MSD($\theta = 0.5$) | 0.4391 | 0.3943 | (10.82%) | (9.59%) | (26.84%) | (14.95%) |
| DPP($\theta = 0.5$) | 0.4279 | 0.3766 | (13.72%) | (14.74%) | (29.57%) | (14.65%) |
| DiRec    | 0.4200 | 0.3658 | (15.86%) | (18.12%) | (45.40%) | (30.79%) |

Note: Percentage improvement of our method over a benchmark listed in parentheses.

References

S. Boyd, S. P. Boyd, and L. Vandenberghe. *Convex Optimization*. Cambridge university press, 2004.
S. Bubeck. Convex optimization: Algorithms and complexity. *arXiv preprint arXiv:1405.4980*, 2014.

\footnote{In our evaluation, NCF was implemented using code provided at https://www.kaggle.com/shahrukhkh/trec-sys-neural-collaborative-filtering-pytorch/notebook.}
A. Felfernig, L. Boratto, M. Stettinger, and M. Tkalčič. Evaluating group recommender systems. In Group recommender systems, pages 59–71. Springer, 2018.

I. Griva, S. G. Nash, and A. Sofer. Linear and nonlinear optimization, volume 108. Siam, 2009.

J. He, X. Fang, H. Liu, and X. Li. Mobile app recommendation: an involvement-enhanced approach. MIS Quarterly, 43(3):827–849, 2019.

X. He, L. Liao, H. Zhang, L. Nie, X. Hu, and T.-S. Chua. Neural collaborative filtering. In Proceedings of the 26th international conference on world wide web, pages 173–182, 2017.

C. Tan, Q. Liu, E. Chen, H. Xiong, and X. Wu. Object-oriented travel package recommendation. ACM Transactions on Intelligent Systems and Technology (TIST), 5(3):1–26, 2014.

L. Vandenberghe. The cvxopt linear and quadratic cone program solvers. Online: http://cvxopt.org/documentation/coneprog.pdf, 2010.