Ovarian cancer classification using K-Nearest Neighbor and Support Vector Machine
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Abstract. Ovarian cancer is one of the common malignancies in women and a known cause of death. This condition occurs when a tumor appears from the growth of abnormal cells in the ovary. It causes about 140,000 deaths out of 225,000 cases annually. Most women with ovarian cancer do not have distinctive signs and symptoms even at the late stage. Therefore, diagnosis at an early stage is necessary because it has a significant impact on the survival rate. Machine learning with various methods can be used in the medical field to classify diseases. Among the many methods, K-Nearest Neighbor (KNN) and Support Vector Machine (SVM) were used and analyzed in this study to classify ovarian cancer. The data used were from Al Islam Bandung Hospital consisting of 203 instances with 130 labeled ovarian cancer and 73 as non-ovarian. The results showed that the KNN produced higher results than SVM with 90.47% of accuracy and 94.11% of F1-score, while SVM produced accuracy and F1-score values of 90.47% and 92.30% respectively.

1. Introduction
Cancer is a deadly disease and a major cause of global mortality among women in middle and high income countries. The number of women population in the world is about 49.5% [1]. In fact, ovarian cancer is one of their most common malignancies and the deadliest of all gynecologic cancers [2]. The approximated annual occurrence is 225,000 cases with 140,000 deaths worldwide [3]. In addition, over 70% of this condition have an underlying illness at the time of diagnosis, which is one of the causes of the high mortality rate [4].

Ovarian cancer occurs when cells grow abnormally in the ovary and become a tumor. Meanwhile, the ovary is a reproductive gland in women that produces egg cell or ovum. This cell is extruded into the fallopian tubes where it is fertilized. After fertilization, the ovum is propelled towards the uterus and develops into a fetus. In addition, the ovum produces progesterone and estrogen hormone [5].

The risk factors of this condition are genetic, nulliparous, interference of the endocrine system such as hormone replacement therapy after menopause, and lifestyle such as smoking and diet [6]. According to American Cancer Society (2015), other risk factors are obesity, fertility treatment, history of breast cancer, and more. In addition, most women with this condition are those who are above 63 years old. Therefore, the older women are more at risk of developing the disease [5].
The symptoms of ovarian cancer are non-specific such as weight loss, indigestion, changing bowel habit, feeling full early, pelvic and abdominal pain, bloating, and massive swelling of the abdomen. However, most of the patients do not show those symptoms even at a late stage. Therefore, early diagnosis is difficult [7,8].

The condition can be diagnosed through a blood test to detect the cancer antigen 125 protein. This tumor marker is a glycoprotein with high molecular weight which is increased at an advanced stage. The antigen level is a standard component of patients with advanced ovarian cancer and has an inverse relationship with survival rate. Also, an increased level represents tumor relapse and low survival rate, while a decreased level means a positive condition [9]. There are no reliable screening methods for diagnosis until this time [5].

More than 70% of women with ovarian cancer are diagnosed at an advanced stage. Furthermore, less than 40% have a survival rate of 5 years [10]. Since timely detection is related to increased survival rate, early diagnosis is very important because it has a significant impact on its fatality level [11].

In the medical field, machine learning can be implemented for analyzing patient data, and also for diagnosing diseases. The machine takes the important features of the patient as input and produces an accurate diagnosis as output [12]. Previous studies have implemented machine learning in the classification of ovarian cancer with various methods such as the Logistic Regression method [13], IOTA Logistic Regression Model LR2 [14], and Bayesian Logistic Regression [5]. The results are 93% of sensitivity and 76% of specificity for Logistic Regression, while 97% of sensitivity and 69% of specificity for IOTA Logistic Regression Model LR2. Meanwhile, Bayesian Logistic Regression produced accuracy, precision, recall, and F1-score values of 77.33%, 78.76%, 88.46%, and 83.33% respectively.

There are many supervised learning methods of machine learning that are used in classification. Among those methods, Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) are frequently used due to their good performance. Several studies implemented SVM in classification problems such as schizophrenia with an accuracy of 90.1% [15], acute sinusitis with an accuracy of 90% [16], breast cancer and lung cancer with an accuracy of 96.4286% and 99.9999% respectively [17]. SVM also applied for face recognition with the implementation of the kernels, which are Polynomial Kernel and Radial Basis Function (RBF) Kernel. The results showed that SVM with RBF kernel produced higher accuracies [18]. Meanwhile, The KNN method has applied in the classification of thalassemia with an accuracy of 97.14% [19]. Therefore, this study proposed KNN and SVM with RBF kernel methods to classify ovarian cancer and find which one has better results.

2. Materials and methods

2.1. Dataset

This study used dataset from Al Islam Bandung Hospital, West Java. It consisted of 5 attributes and 203 instances, which are 130 labeled ovarian cancer and 73 non-ovarian. The five attributes are CA125 (U/mL), Hemoglobin (g/dL), Leukocytes (cells/µL), Hematocrit (%), and Platelets (cells/µL).

The normal value of CA125 is lower than 35 U/mL [9]. Meanwhile, the value ranges from 13-18 g/dL for Hemoglobin, 4000-10000 cells/µL for Leukocytes, 40-54% for Hematocrit, and 150000-450000 cells/µL for Platelets [20]. The dataset is shown in Table 1 below.

| CA125 | Hemoglobin | Leukocytes | Hematocrit | Platelets | Outcome |
|-------|------------|------------|------------|-----------|---------|
| 445   | 10         | 26300      | 31         | 254000    | 1       |
| 62    | 11         | 7600       | 39         | 298000    | 1       |
| 40    | 14         | 6900       | 42         | 437000    | 1       |
| 8     | 12         | 11300      | 36         | 222000    | 0       |
Table 1. Ovarian cancer dataset.

|    |    |    |    |    |    |
|----|----|----|----|----|----|
| 69 | 12 | 10400 | 35 | 239000 | 1  |
| 14 | 10 | 8300  | 37 | 536000 | 0  |
| 25 | 11 | 5500  | 29 | 176000 | 0  |
| 24 | 13 | 9000  | 38 | 218000 | 0  |
| 102| 13 | 7100  | 40 | 382000 | 1  |
| 76 | 9  | 8000  | 29 | 547000 | 1  |

There is outcome or a target attribute in the dataset, which means the diagnosis or label, 1 refers to instance with ovarian cancer and 0 refers to normal condition.

2.2. Supervised learning
This study used supervised learning as method for the classification of ovarian cancer data. It involves learning the relationship between attributes in the training dataset and using the result to build a model that predicts unlabeled data [21].

2.3. K-Nearest Neighbor
K-Nearest Neighbor (KNN) is commonly used in many studies, especially when there are only few explanation of the data distribution [22]. This algorithm is an instance-based classifier with basic and simple principle which can be extensively implemented. The idea of KNN is to determine the class label of new samples based on the instances. Therefore, this method classifies new sample based on its similarity to all samples in the labeled instance [23,24].

The steps below are based on KNN algorithm:
1. Set the number of nearest neighbors or k as the parameter.
2. Calculate the distance of a new sample to all samples in the training data.
3. Select k samples or k neighbors in the training data which have the nearest distance to a new sample.
4. Use the most votes of class label from k nearest neighbors as the label of a new sample.

In Figure 1, there are three class labels represented by various colors which are $\omega_1, \omega_2$ and $\omega_3$. Furthermore, there is a sample $x_u$ with five nearest neighbors ($k = 5$), which is classified by KNN as part of $\omega_1$. This is due to the majority class from the nearest neighbors of $x_u$ is $\omega_1$. Therefore, $\omega_1$ is a label of sample $x_u$.

Figure 1. The illustration of KNN [25].
The class label of the samples is determined based on their similarities, and the measured distance is needed for the calculation. Also, the samples will have less similarity as long as the distance between them is large [23]. Therefore, this study implemented the Euclidean Distance as the measurement method to calculate the nearest distance between the samples. This can be obtained by the formula below [26]:

\[ D(x, y) = \left( \sum_{k=1}^{n} (x_k - y_k)^2 \right)^{1/2} \]  \hspace{1cm} (1)

2.4. Support Vector Machine

In 1995, Support Vector Machine (SVM) was first proposed by Copnes and Vapnik. The idea of SVM in a non-linear problem is to map the input vectors or samples into a higher dimensional space and to build an optimal hyperplane for splitting data using the kernel function [16,23]. In order to obtain this, SVM works by measuring the maximum margin or the distance between the nearest vectors and the hyperplane [27].

Given \( \{x_i, y_i\}_{i=1}^{M} \) as the dataset, \( x_i \in R^n \) are the input vectors and \( y_i \{ -1, +1 \} \) are the class labels. Therefore, the idea of SVM is to create an optimal hyperplane that separates the two classes defined as:

\[ w^T \cdot x + b = 0 \]  \hspace{1cm} (2)

where \( w \) is the weight or orthogonal vector, \( b \) is the bias or distance between origin and the hyperplane, and \( x \) is the feature vector or sample [28]. Figure 2 shows the illustration of SVM with two classes, positive and negative.

![Figure 2. The illustration of SVM [29].](image)

Each vector \( x_i \) in the positive and negative class of the dataset should satisfy the following conditions:

\[ w^T \cdot x_i + b \geq 1 \text{ for } y_i = +1 \]  \hspace{1cm} (3)

\[ w^T \cdot x_i + b \leq -1 \text{ for } y_i = -1 \]  \hspace{1cm} (4)

which are equivalent to the inequality written as follows:
\[ y_i(w^T \cdot x_i + b) \geq 1 \text{ for } i = 1, 2, \ldots, M \] (5)

The optimization problem of SVM is written as follows:

\[
\min \frac{1}{2} \|w\|^2 \\
\text{s.t } y_i(w^T \cdot x_i + b) \geq 1 \text{ for } i = 1, 2, \ldots, M
\] (6)

To solve the optimization problem, Lagrange function is applied [28]. Then, the optimization problem becomes:

\[
\min Lp = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{M} a_i y_i (w^T \cdot x_i + b) + \sum_{i=1}^{M} a_i \\
\text{s.t } y_i(w^T \cdot x_i + b) \geq 1 \text{ for } i = 1, 2, \ldots, M
\] (8)

for \( a_i \geq 0 \) where \( a_i \) is Lagrange multiplier. Then, the decision function of SVM is:

\[
f(x_i) = \sum_{i=1}^{M} a_i y_i < x_i, x_i > + b
\] (9)

where \( x_i \) is a testing data.

For several error or non-separable cases, the slack variable \( \xi_i \) and parameter \( C \) (\( C > 0 \)) are added to the optimization problem [28]. Therefore, the optimization problem is:

\[
\min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{M} \xi_i \\
\text{s.t } y_i(w^T \cdot x_i + b) \geq 1 - \xi_i \text{ for } i = 1, 2, \ldots, M
\] (10)

In some cases where the classes in the dataset are not linearly separable, the kernel function can be applied [28]. The formula of this function is written as follows:

\[
K(x_i, x_j) = \varphi(x_i)^T \varphi(x_j)
\] (12)

\( \varphi(x) \) is a function that is used to map input vectors \( x \) into a higher dimension where the classes are linearly separated [28]. The kernel function used in this study was Radial Basis Function (RBF) with \( \gamma \) as its parameter. The RBF kernel formula is shown as follows:

\[
K(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2), \gamma > 0
\] (13)

2.5. Confusion matrix

In classification, the confusion matrix is used to measure the performance of machine learning methods. Also, it shows the comparison between the outcomes of the instance that were classified by the model and the actual results [30]. Table 2 shows the confusion matrix.

| Predicted | Actual |
|-----------|--------|
| Positive  | TP     | FP |
| Negative  | FN     | TN |
Based on the Table 2 above, the model performance can be evaluated by calculating the accuracy, recall, precision, and F1-score of the model. The formulas of the calculations are shown in the equations below:

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + TN + FP}
\]  
(14)

\[
\text{recall} = \frac{TP}{FN + TP}
\]  
(15)

\[
\text{precision} = \frac{TP}{FP + TP}
\]  
(16)

\[
\text{F1-score} = \frac{\text{recall} \times \text{precision} \times 2}{\text{recall} + \text{precision}}
\]  
(17)

where TP (True Positive) represents the number of instances having ovarian cancer that were correctly predicted. Meanwhile, FN (False Negative) represents the number of instances having ovarian cancer that were incorrectly predicted. TN (True Negative) represents the number of non-ovarian cancer instances that were correctly predicted. Also, FP (False Positive) represents the non-ovarian cancer instances that were incorrectly predicted.

3. Results and discussion
This study implemented the KNN and SVM methods in the classification of ovarian cancer with different percentages of training data which range from 10% to 90%.

The optimal parameter used for KNN in this study was \( k = 7 \) which was optimized using the Grid Search method. The results of classification using KNN are listed in the table below.

| Training Data (%) | Accuracy (%) | Recall (%) | Precision (%) | F1-score (%) |
|-------------------|--------------|------------|---------------|--------------|
| 10                | 73.22        | 86.44      | 75.55         | 80.62        |
| 20                | 75.46        | 86.79      | 77.96         | 82.13        |
| 30                | 75.52        | 85.26      | 79.41         | 82.23        |
| 40                | 76.22        | 84.11      | 81.17         | 82.61        |
| 50                | 78.43        | 86.15      | 81.15         | 83.57        |
| 60                | 81.70        | 87.50      | 85.96         | 86.73        |
| 70                | 83.60        | 90.00      | 85.71         | 87.80        |
| 80                | 85.36        | 89.65      | 89.65         | 89.65        |
| 90                | 90.47        | 94.11      | 94.11         | 94.11        |

Based on Table 3, KNN method performed best using 90% of the training data with an accuracy value of 90.47%. The highest recall, precision, and F1-score value was 94.11% which was also obtained from 90% of the training data. However, the lowest results on accuracy was 73.22% with recall, precision, and F1-score values were 86.44%, 75.55%, and 80.62% respectively. The recall has higher values than precision values for most training data. This condition means that the number of negative instances that incorrectly predicted was higher compared to the number of positive instances that incorrectly predicted.
In the classification using SVM, the RBF kernel was applied. Also, the parameters were $C = 1000$ and $\gamma = 0.1$, which were optimized using the Grid Search method. The following table is the results of classification using SVM with RBF kernel.

| Training Data (%) | Accuracy (%) | Recall (%) | Precision (%) | F1-score (%) |
|-------------------|--------------|------------|---------------|--------------|
| 10                | 63.38        | 51.66      | 87.32         | 65.05        |
| 20                | 68.71        | 65.09      | 83.13         | 73.01        |
| 30                | 75.52        | 75.53      | 85.54         | 80.22        |
| 40                | 86.88        | 85.18      | 94.52         | 89.60        |
| 50                | 88.23        | 86.15      | 94.91         | 90.31        |
| 60                | 90.24        | 90.38      | 94.00         | 92.15        |
| 70                | 90.16        | 87.80      | 97.29         | 92.30        |
| 80                | 90.24        | 87.50      | 95.45         | 91.30        |
| 90                | 90.47        | 92.30      | 92.30         | 92.30        |

From Table 4 above, training data was used which differ from 10% to 90% for SVM with RBF kernel. Meanwhile, experiments using 90% of the training data produced the highest accuracy value of 90.47%. The value for recall, precision, and F1-score was 92.30%. Furthermore, the lowest accuracy value was 63.38% using 10% of the training data with recall, precision, and F1-score values of 51.66%, 87.32%, and 65.05% respectively. The precision values for most training data were higher than the recall values. This condition means that the number of positive instances that incorrectly predicted was higher compared to the number of negative instances that incorrectly predicted.

It observed that both KNN and SVM methods produced the best accuracy value of 90.47% using 90% of training data. However, we need to evaluate the results of other performance measures such as recall, precision, and F1-score. The high recall value and the low precision value indicate that the number of negative instances that incorrectly predicted was high. This condition can cause a disadvantage because healthy women have to pay unnecessary medical expenses. Meanwhile, the high precision value and low recall value indicate that the number of positive instances that incorrectly predicted was high. This condition is fatal as it can cause an early death for the women that have ovarian cancer because it is not treated immediately. Therefore, F1-score is needed to evaluate the performance of the methods. Also, a high value of F1-score shows a high performance of the classification [31]. The F1-score value for KNN and SVM was 94.11% and 92.30% respectively. Hence, KNN is a better method than SVM to classify ovarian cancer.

4. Conclusion
This study applied KNN and SVM with RBF kernel as supervised machine learning methods and compared them for classifying the data of ovarian cancer. The dataset from Al Islam Bandung Hospital used in this study consisted of 5 attributes and 203 instances. There were 130 instances labeled as ovarian cancer and 73 non-ovarian.

The KNN idea was to determine a class label of new sample based on the majority class. This was achieved by measuring the closest distance. Meanwhile, the idea of SVM method was to obtain an optimal hyperplane that separates the data into classes. This was achieved by measuring the maximum margin between the closest vectors and the hyperplane.

Based on Table 3 and 4, the experiments using 90% of the training data produced the best accuracy value of 90.47% for both KNN and SVM. Meanwhile, the F1-score value was 94.11% for KNN and
92.30% for SVM with RBF kernel. Therefore, the results showed that KNN is a better method than SVM with RBF kernel to classify ovarian cancer. This study is hoped to be a reference for doctors when making a diagnosis. For future research, a larger dataset is recommended to get better results.
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