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Abstract

Uncertainty quantification is crucial for assessing the predictive ability of AI algorithms. A large body of work (including normalizing flows and Bayesian neural networks) has been devoted to describing the entire predictive distribution (PD) of a target variable $Y$ given input features $X$. However, off-the-shelf PDs are usually far from being conditionally calibrated; i.e., the probability of occurrence of an event given input $X$ can be significantly different from the predicted probability. Most current research on predictive inference (such as conformal prediction) concerns constructing calibrated prediction sets only. It is often believed that the problem of obtaining and assessing entire conditionally calibrated PDs is too challenging. In this work, we show that recalibration, as well as diagnostics of entire PDs, are indeed attainable goals in practice. Our proposed method relies on the idea of regressing probability integral transform (PIT) scores against $X$. This regression gives full diagnostics of conditional coverage across the entire feature space and can be used to recalibrate misspecified PDs. We benchmark our corrected prediction bands against oracle bands and state-of-the-art predictive inference algorithms for synthetic data, including settings with a distributional shift. Finally, we produce calibrated PDs for two applications: (i) probabilistic nowcasting based on sequences of satellite images, and (ii) estimation of galaxy distances based on imaging data (photometric redshifts).

1 Introduction

The term Uncertainty Quantification (UQ) is often used for all approaches that go beyond using point estimation of a variable of interest to assess the predictive accuracy of models [Berger and Smith, 2019, Abdar et al., 2021]. In scientific applications, UQ is sometimes more important than point predictions cf., e.g., Gneiting and Katzfuss [2014], Chen et al. [2022]. In engineering and finance, UQ can also be essential for decision-making, like for optimizing supply chains for actual demand [Farmer, 2017, Göttlich and Knapp, 2020]. In this work, we consider the problem of assessing the uncertainty about a continuous response or “target” variable $Y \in \mathbb{R}$ given input features or covariates $X \in \mathcal{X}$. UQ approaches that yield prediction regions for $Y$ include: quantile regression [Koenker and Bassett Jr., 1978, Koenker and Hallock, 2001], which estimates conditional quantile functions $\tilde{F}_{\alpha}(\cdot|X)$ of $Y$ at specified levels $\alpha \in (0,1)$, and conformal prediction [Vovk et al., 2005, Lei and Wasserman, 2014], which provides a distribution-free approach to constructing prediction regions based upon remapping a measure of conformity between observed and fitted values of $Y$ to quantiles.

Prediction bands are useful in quantifying uncertainties, but we are now witnessing a transformation across scientific disciplines from point forecasts to the entire predictive distribution (PD) of $Y$ given $x$; see, e.g., Gneiting [2008] for probabilistic forecasting in weather predictions, Timmermann [2000] for financial risk management, Alkema et al. [2007] for epidemiological projections and Mandelbaum et al. [2008], Malz and Hogg [2022] for the importance of PDs for astrophysical studies.

Common approaches to obtaining PDs include: conditional density estimation (CDE), which directly estimates the conditional density functions $f(y|x)$, via, e.g., mixture density networks (MDN; Bishop, 1994), kernel mixture networks [Ambrogioni et al., 2017], Bayesian neural networks (see e.g. Goan and Fookes 2020 and references therein), normalizing flows (including neural autoregressive models) [Papamakarios et al., 2019, Kobyzev et al., 2021]. Gaussian pro-
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CDEs [Dutordoir et al., 2018], or simpler nonparametric CDE methods [Izbicki and Lee, 2016, 2017, Dalmaso et al., 2020]; implicit CDE methods that encode the PD implicitly (e.g., conditional generative adversarial networks or cGANs; [Mirza and Osindero, 2014]); and quantile regression methods that estimate all quantiles simultaneously [Chung et al., 2021a, 2021b, Pascoli et al., 2021, Tagasovska and Lopez-Paz, 2019, Amerise, 2018, Liu and Wu, 2011].

Though there are many ways one can describe PDs, the models are only useful in practice if they are approximately individually or conditionally calibrated, meaning that the estimated cumulative distribution function (CDF) $\hat{F}(y|x) \approx F(y|x)$ for all $y \in \mathbb{R}$ at every $x \in \mathcal{X}$. In words, the predicted conditional probability of an event happening given input $x$ should match its observed probability. Instance-wise uncertainties are crucial in practical applications. For example, weather forecasts may predict the probability of rainfall given the current state of environmental predictors. Similarly, medical research may estimate the efficacy of a drug for individuals of specific demographics after taking a given dose. Achieving instance-wise uncertainties can be important for algorithmic fairness so as not to over- or under-predict risks for certain groups of individuals [Kleinberg et al., 2016, Zhao et al., 2020].

From PDs, one can also derive various quantities of interest, such as moments, kurtosis, prediction intervals, or even more general prediction bands; such as Highest Predictive Density (HPD) regions. By construction, individually calibrated PDs lead to conditionally valid prediction bands. Indeed, if $C_\alpha(X)$ is a prediction band derived from $\hat{F}$ with nominal coverage $1-\alpha$, individually calibrated prediction distributions $\hat{F}$ imply

$$\mathbb{P}(Y \in C_\alpha(X) | X = x) = 1 - \alpha, \forall x \in \mathcal{X}. \quad (1)$$

However, off-the-shelf PDs, such as the ones listed above, are usually far from being calibrated: CDEs are typically fitted by minimizing a loss function (e.g., the KL divergence or integral probability metrics [Papamakarios et al., 2019, Dalmaso et al., 2020]) that do not directly depend upon calibration. An additional obstacle to achieving individual calibration is that most metrics that assess the calibration of PDs, such as the probability integral transform (PIT; [Gan and Koehler, 1990]), only assess average or marginal calibration over the entire distribution of $X \in \mathcal{X}$. Average calibration is often simply referred to as just “calibration” [Naeini et al., 2015, Guo et al., 2017], although it is a well-known problem that one can achieve marginally calibrated distributions, $\mathbb{E}_{x \sim F_X} [\hat{F}(y|x)] = \mathbb{E}_{x \sim F_X} [F(y|x)]$, which completely ignore the input $x$. For instance, the PIT statistic may be uniformly distributed, even if $f(y|x) = f(y)$ [Schmidt et al., 2020]. More generally, inconsistencies in various regions of the feature space can cancel out to produce optimal results when looked at as an ensemble [Zhao et al., 2021, Jitkrittum et al., 2020a, Luo et al., 2021].

**Objectives and Our Approach:** We propose a non-parametric and easily interpretable framework for constructing and assessing entire PDs (rather than just prediction sets), which reliably quantifies individual uncertainties (providing individual a.k.a. conditional calibration).

Our approach builds on the key observation that an estimate $\hat{F}$ is conditionally calibrated if and only if its probability integral transform (PIT) value $\text{PIT}(Y; X) := \hat{F}(Y|X)$ is uniformly distributed conditionally on $x$. Thus, if a model is well-calibrated, $r \hat{F}(\gamma; x) := \mathbb{P} (\text{PIT}(Y; X) \leq \gamma | x)$ is close to $\gamma$ for all $x$'s. We achieve this by learning the function $r$ via monotonic neural networks. Since $\text{PIT}(y; x) < \gamma \iff y \in (-\infty, \hat{F}^{-1}(\gamma|X))$, the $L^2$ loss function used for training directly encourages conditional calibration. Moreover, our procedure is amortized, in the sense that we can train on $x$ and $\gamma$ jointly, after which the function $r$ can be evaluated for any $x$'s and $\gamma$. By evaluating how far $r \hat{F}(\gamma; x)$ is from $\gamma$, one can assess at what locations in feature space $\hat{F}$ is well-estimated. Moreover, the learnt function $r \hat{F}(\gamma; x)$ itself suggests how $\hat{F}$ can be adjusted; that is, we are providing the practitioner with both interpretable diagnostics and a means for correcting discrepancies.

**Relation to Other Work**

Goodness-of-fit tests and calibration: Goodness-of-fit of PDs to observed data can be assessed by two-sample tests [Stute and Zhu, 2002, Moreira, 2003, Jitkrittum et al., 2020b]. Such tests are useful for deciding whether a PD needs to be improved, but do not provide any means to correct discrepancies. One way to recalculate PDs to fit data on average is to instead assess how the marginal distribution of the PIT values differs from a uniform distribution [Cook et al., 2006, Freeman et al., 2017, Talts et al., 2018, D’Isanto and Polsterer, 2018] and apply corrections to bring them into agreement [Bordolo et al., 2010]: by construction, such recalibration schemes only improve marginal calibration. In this work, we instead build on [Zhao et al., 2021], which proposes a version of PIT that is determined across the entire input feature space.

Quantile regression: Quantile regression intervals converge to the oracle $C^*_\alpha(X) = [F^{-1}(0.5\alpha|X), F^{-1}(1-0.5\alpha|X)]$. [Koenker and Bassett Jr., 1978, Taylor and Bunn, 1999]. Even though $C^*_\alpha(X)$ satisfies Equation 1, the standard pinball loss can yield highly miscalibrated UQ models for finite data sets [Chung et al., 2021b, Feldman et al., 2021]. New loss functions have been proposed to address this issue [Chung et al., 2021b, Feldman et al., 2021]. Our approach also provides calibrated prediction regions but is more general — yielding full PDs, and not only prediction intervals.

Conformal inference: Conformal prediction methods have the appealing property of yielding prediction sets with finite-sample marginal validity, $\mathbb{P}(Y \in C(X)) \geq 1-\alpha$, as long as...
the data are exchangeable \cite{Vovk2005,Lei2018}. However, there is no guarantee that Equation \ref{rhat} is satisfied, even approximately. More recent efforts have addressed approximate conditional validity \cite{Romano2019,ibicki2020,Chernozhukov2021,ibicki2022} by designing conformal scores with an approximately homogeneous distribution across $\mathcal{X}$. Unfortunately, it is difficult to check whether these methods provide good conditional coverage in practice. Conformal prediction bands are also not conditionally valid, even asymptotically, if the initial model is misspecified. Finally, unlike conformal inference, our method provides estimates of the full PD.

### Contribution and Novelty

We present a unified framework for diagnostics and recalibration, which are independent from the “train data” used to construct $\hat{D}$.

**Notation and Objectives.** Suppose that $\hat{f}(y|x)$ is a conditional density estimate (CDE) of a continuous random variable $Y \in \mathcal{Y} \subseteq \mathbb{R}$ given a random vector $X \in \mathcal{X} \subseteq \mathbb{R}^d$. Let $D = \{(X_1,Y_1),\ldots,(X_n,Y_n)\}$ denote an i.i.d. sample from $F_{X,Y}$, the joint distribution of $(X,Y)$. Our goal is to use $D$ to recalibrate our CDE, so as to achieve correct conditional coverage. We refer to $D$ as “calibration data”, which are independent from the “train data” used to construct $\hat{f}(y|x)$.

**Local Diagnostics via PIT.**

Our calibration framework uses diagnostics developed by Zhao et al. \cite{Zhao2021} for assessing conditional density models. For fixed $x \in \mathcal{X}$ and $y \in \mathcal{Y}$, the local probability integral transform (PIT) of $y$ at $x$ is given by

$$\text{PIT}(y|x) := \int_{-\infty}^y \hat{f}(y'|x)dy' = \hat{F}(y|x).$$

where $\hat{F}$ is CDF associated with $\hat{f}$. The diagnostics require the estimation of the CDF of the PIT values, which we refer to as the PIT-CDF:

**Definition 1** (PIT-CDF). For every $x \in \mathcal{X}$ and $\gamma \in (0,1)$, the CDF of the local PIT is given by

$$r^\hat{f}(\gamma; x) := \mathbb{P}(\text{PIT}(Y|x) \leq \gamma | x).$$

We learn $r^\hat{f}(\gamma; x)$ using regression: in this paper, we first augment the calibration data $D$ by drawing $\gamma_1,\ldots,\gamma_K \sim U(0,1)$ for each data point $(i = 1,\ldots,n)$, then regress the random variable

$$W_{i,j} := I(\text{PIT}(Y_i; X_i) \leq \gamma_{i,j})$$

on both $X_i$ and $\gamma_{i,j}$ using the augmented calibration sample $D' = \{(X_i,Y_i,W_{i,j})\}_{i,j}$, for $i = 1,\ldots,n$ and $j = 1,\ldots,K$. As $r^\hat{f}(\gamma; x)$ is a non-decreasing function of $\gamma$, we use monotonic neural networks \cite{Wehenkel2019} as our regression algorithm though any other suitable regression method may be used.

The PIT-CDF values $r^\hat{f}(\gamma; x)$ characterize the local consistency of $\hat{f}$, defined as follows:

**Definition 2** (Local consistency). A density estimate $\hat{f}(\cdot|x)$ is locally consistent at a fixed $x$ if, and only if, $\hat{F}(\cdot|x) = F(\cdot|x)$.

Indeed, for fixed $x$, $\hat{f}(\cdot|x)$ is locally consistent, if and only if, $r^\hat{f}(\gamma; x) = \gamma$ for every $\gamma \in (0,1)$ \cite[Corollary 1]{Zhao2021}. Hence, by plotting an estimate of $r^\hat{f}(\gamma; x)$ versus $\gamma$, referred to as Amortized Local P-P plots (ALPs), we can assess how close $\hat{f}$ is to $f$ across the entire feature space. We can also describe the type of deviations that might occur; see Figure \ref{fig:example} for some examples.

**Cal-PIT.**

Cal-PIT uses the estimated regression function $\hat{r}^\hat{f}(\gamma; x) := \hat{F}(\text{PIT}(Y|x) \leq \gamma | x)$ to correct the original CDE $\hat{f}$, so that the recalibrated CDE $\tilde{f}$ is approximately locally consistent across the feature space. The procedure is as follows: Consider a fixed evaluation point $x$ and $\gamma \in G$, where $G$ is a fine grid over $(0,1)$. Let $\beta := \hat{r}^\hat{f}(\gamma; x)$. If the regression is perfectly estimated (that is, $r^\hat{f} = \hat{r}^\hat{f}$), then, as long as both $F$ and $\hat{F}$ are continuous and $\hat{F}$ dominates $F$ (see Assumptions \ref{assumption1} and \ref{assumption2} in Section \ref{section3} for details),

$$\beta := \hat{r}^\hat{f}(\gamma; x) = \mathbb{P} \left( Y \leq \hat{F}^{-1}(\gamma | x) \bigg| x \right).$$

That is, the probability of observing the response variable $Y$ below a predicted $\gamma$-quantile at $x$ is equal to $\beta$. However, local consistency at $x$ requires this probability to be equal to $\gamma$.

\footnotetext{1}{see supplementary materials}
The above result suggests that we “adjust” the values of $\hat{F}$, and define a new cumulative (conditional) distribution function $\hat{F}$, where

$$\hat{F}^{-1}(\beta|x) := \hat{F}^{-1}(\gamma|x).$$

By Equations 5-6, the new CDE $\hat{f}$ will then satisfy the local consistency condition:

$$r\hat{f}(\gamma; x) := \mathbb{P}\left(Y \leq \hat{F}^{-1}(\gamma|x) \mid x\right) = \gamma.$$

Finally, for each $x$ of interest, we use splines to interpolate between $\gamma$-values on the grid $G$, so that $\hat{F}^{-1}(\cdot|x)$ and $\hat{F}(\cdot|x)$ can be evaluated for all $\beta \in (0, 1)$. The Cal-PIT prediction interval at $x$, defined as

$$C_{\alpha}(x) := \left[\hat{F}^{-1}(0.5\alpha|x), \hat{F}^{-1}(1 - 0.5\alpha|x)\right],$$

approximately achieves $1 - \alpha$ conditional coverage. Alternatively, one may use Highest Predictive Density (HPD) sets, defined as $C_{\alpha}(x) = \{y : \hat{f}(y|x) \geq t_{x,\alpha}\}$, where $t_{x,\alpha}$ is such that $\int_{y \in C_{\alpha}(x)} \hat{f}(y|x) dy = 1 - \alpha$ and $\hat{f}$ is the density associated to $\hat{F}$. HPD regions can produce more informative and considerably smaller prediction sets than intervals for multimodal and skewed densities. See Appendix A for additional details.

Algorithm 1 (in Appendix B) details the Cal-PIT procedure for constructing either prediction intervals or recalibrated CDEs from $F^{-1}$.

**Remark 1.** If the initial model is good, then $r$ is easy to estimate; for instance, $\hat{f} = f$ implies a constant function $r\hat{f}(\gamma; x) = \gamma$. However, $\hat{f}$ needs to cover the whole space. Depending on the application, an estimate of the marginal distribution $f(y)$, or an initial fit with an MDN and a wide Gaussian (see Examples 5-7), could both be viable options.

### 3 Theoretical Properties

Next, we provide convergence rates for the recalibrated CDF estimator $\hat{F}$, and show that Cal-PIT intervals achieve asymptotic conditional validity even if the initial CDE $\hat{f}$ is not consistent. The following results are conditional on $\hat{f}$; all uncertainty refers to the calibration sample. We assume that the true distribution of $Y|x$ and its initial estimate are continuous, and that $\hat{F}$ places its mass on a region that is at least as large as that of $F$:

**Assumption 1** (Continuity of the cumulative distribution functions). For every $x \in \mathcal{X}$, $\hat{F}(\cdot|x)$ and $F(\cdot|x)$ are strictly continuous functions.

**Assumption 2** ($\hat{F}$ dominates $F$). For every $x \in \mathcal{X}$, $\hat{F}(\cdot|x)$ dominates $F(\cdot|x)$.

To provide convergence rates for the recalibrated CDF, we assume that $F(\cdot|x)$ cannot place too much mass in regions where the initial estimate $\hat{F}(\cdot|x)$ places little mass:

**Assumption 3** (Bounded density). There exists $K > 0$ such that, for every $x \in \mathcal{X}$, the Radon-Nikodym derivative of $F(\cdot|x)$ with respect to $\hat{F}(\cdot|x)$ is bounded above by $K$.

Finally, we assume that the regression method converges at a rate $O(n^{-\kappa})$:

**Assumption 4** (Convergence rate of the regression method). The regression method used to estimate $r\hat{f}$ is such that its convergence rate is given by

$$\mathbb{E}\left[\int \int (\hat{r}\hat{f}(\gamma; x) - r\hat{f}(\gamma; x))^2 d\gamma dP(x)\right] = O\left(\frac{1}{n^\kappa}\right)$$

for some $\kappa > 0$.

Many methods satisfy Assumption 4 for some value $\kappa$, which is typically rated to the dimension of $\mathcal{X}$ and the smoothness of the true regression $r$ (see for instance Györfi et al. 2002).

Under these assumptions, we can derive the rate of convergence for $\hat{F}$:

**Theorem 1.** Under Assumptions 2, 3, and 4,

$$\mathbb{E}\left[\int \int (\hat{F}(y|x) - F(y,x))^2 dP(y,x)\right] = O\left(\frac{1}{n^\kappa}\right).$$

Next, we show that with an uniformly consistent regression estimator $\hat{r}\hat{f}(\gamma; x)$ (see Bierens 1983, Hardle et al. 1984, Liero 1989, Girard et al. 2014 for some examples), Cal-PIT intervals achieve asymptotic conditional validity, even if the initial CDE $\hat{f}(y|x)$ is not consistent.

**Assumption 5** (Uniform consistency of the regression estimator). The regression estimator is such that

$$\sup_{x \in \mathcal{X}, \gamma \in [0,1]} |\hat{r}\hat{f}(\gamma; x) - r\hat{f}(\gamma; x)| = \frac{a_{\kappa}}{n} \rightarrow 0,$$

where the convergence is with respect to the calibration set $\mathcal{D}$ only; $\hat{f}$ is fixed.

**Theorem 2** (Consistency and conditional coverage of Cal-PIT intervals). Let $C_{\alpha}(x) = [\hat{F}^{-1}(0.5\alpha|x); \hat{F}^{-1}(1 - 0.5\alpha|x)]$ be the oracle prediction band, and let $C_{\alpha}^n(x)$ denote the Cal-PIT interval. Under Assumptions 2, 3, and 4:

$$\lambda \left(C_{\alpha}^n(X) \Delta C_{\alpha}^n(X)\right) \rightarrow 0,$$

where $\lambda$ is the Lebesgue measure in $\mathbb{R}$ and $\Delta$ is the symmetric difference between two sets. It follows that $C_{\alpha}^n(X)$ has asymptotic conditional coverage of $1 - \alpha$ (Lei et al. 2018).

See Appendix C for theoretical results for cal-PIT(HPD).

### 4 Toy Examples

Our primary goal is to calibrate entire PDs, but because of the rich literature on constructing calibrated prediction sets,
we here benchmark Cal-PIT prediction sets against results from state-of-the-art quantile regression and conformal inference methods, in addition to comparing our results to oracle bands from Monte Carlo (MC) simulations from the true data-generating process (DGP).

We study two toy examples with and without model misspecifications (due to distributional shift).

4.1 Example 1: IID Data. No Model Misspecification.

Our first example is a low-dimensional toy version of the galaxy photometric redshift (photo-z) application in Section 5.2 for which we expect the PDs to be multimodal in some parts of the feature space. As multiple widely different distances (redshifts) can be consistent with the observed features (colors) of a galaxy. Motivated by the photo-z application, we modify the two-group example of Feldman et al. [2021] to have a bimodal structure. Appendix D details the DGP. In our example, the target variable $Y$ depends on three variables ($X_0, X_1, X_2$), with one of the variables ($X_0$) indicating group membership.

However, the practitioner only has access to the predictors $X_1$ and $X_2$, resulting in the CDE being bimodal in the regime $X_1 > 0$ with one branch for each class (see “Majority” versus “Minority” in Figure 1).

For benchmarking purposes, we compute 90% prediction sets for $Y$ with Cal-PIT (INT) and Cal-PIT (HPD), and then compare the results to prediction sets from five state-of-the-art methods, namely: (i) quantile regression (QR; Koenker and Bassett Jr. 1978) with a pinball loss; (ii) conformalized quantile regression (CQR; Romano et al. 2019); (iii) orthogonal quantile regression (OQR; Feldman et al. 2021) which introduces a penalty on the pinball loss to improve conditional coverage; (iv) Reg-split (Lei et al. 2018); and (v) distributional conformal prediction (DCP; Chernozhukov et al. 2021). Methods (i)-(iv) are all trained with XGBoost [Chen and Guestrin 2016]. Our Cal-PIT methods use an initial CDE trained using FlexCode with an XGBoost regressor [Izbicki and Lee 2017] Dalmasso et al. [2020] and a monotonic neural network [Wehenkel and Louppe 2019] for learning $f(y|x)$. Finally, DCP computes a conformal score based on PIT values derived from the same initial CDE as Cal-PIT.

We split data of total size $n$ equally into train and calibration sets (except for QR and OQR which use all data for training). As we know the true DGP for the synthetic data, we can use MC simulations to compute the true conditional coverage at a fixed set of 1000 uniformly sampled test points in $X$. Similarly, we can compute “oracle” prediction sets.

Figure 2 compares the conditional coverage of each method. Test points with coverage within two standard deviations (SD) of $1 - \alpha = 0.9$ based on 100 random realizations are labeled as having “correct” coverage. All methods improve in terms of conditional coverage with increasing sample size, but only Cal-PIT consistently attains the nominal 90% coverage across the feature space for $n \geq 2000$.

Figure 3 shows the calibrated CDEs from Cal-PIT. These estimates reveal that the true conditional density is bimodal for $X_1 > 0$; thus, the most efficient prediction sets in this feature subspace would not be single intervals, but rather pairs of intervals. Indeed, Fig. 8 shows that Cal-PIT (HPD) yields smaller prediction sets than Cal-PIT (INT). Because HPD sets can capture the bimodality in the data while intervals cannot, this is a case where Cal-PIT (HPD) has better efficiency. This qualitative insight is only possible because Cal-PIT estimates the entire PDs.

4.2 Example 2: Mis-specified Models

The next example demonstrates that our method can effectively diagnose and correct model misspecifications, yielding prediction sets that still achieve conditional coverage. We explore a problem with a single predictor $X$ in two different settings: One in which the true target distribution $f$ is skewed and a second for which $f$ is kurtotic. In both
We draw samples from the true DGPs (see Appendix D for details) to assess the conditional coverage for various values of $X$ on an independent test set as shown in the right panel of Fig. 4. The PDs achieve nominal conditional coverage after recalibration using Cal-PIT whereas reg-split, CQR and DCP fail to achieve conditional coverage, even though they are calibrated using data from the true data-generating process. Our method is the only one that pinpoints the nature of the discrepancy from the estimated distribution and then directly corrects for deviations in conditional coverage.

5 Applications

5.1 Probabilistic Nowcasting for Dependent High-Dimensional Data

Next we illustrate Cal-PIT calibration of entire PDs of $Y_i | S_{<t}$ for high-dimensional sequence data $\{ (S_{<t}, Y_t) \}$, which are based on satellite images of tropical cyclones (TCs). The target variable $Y_t$ represents TC intensity at time $t$, and the predictor $S_{<t}$ is an entire 24-hour sequence of one-dimensional functions summarizing the spatio-temporal evolution of TC convective structure leading up to time $t$. The sequence data are strongly correlated as the image sequences from time $t$ to $t+1$ are only shifted by 30 minutes.

For this example, we simulate from a model fit to observed data so that we can compute exact conditional coverage; the details are in Appendix C. The original data capture TC convective structure, as observed every 30 minutes by Geostationary Operational Environmental Satellite (GOES) infrared imagery [Janowiak et al. 2020] of storms from the North Atlantic and Eastern North Pacific basins between 2000-2020; in addition, we have TC intensities from NHC’s HURDAT2 best track database (6-hour synoptic times are interpolated for a 30-minute resolution before fitting a vector-autoregressive model; we then simulate a series of scalar TC intensities $Y_t$ via a time series regression of $Y_t$ on its own most recent values and on $S_{<t}$).

Figure 5 shows an example of data from a simulated storm. On the left, we have a so-called Hovmöller diagram of the evolution of TC convective structure $\{(X_t)\}_{t \geq 0}$, with each row representing the radial profile $X_t \in \mathbb{R}^{120}$ of cloud-top temperatures as a function of radial distance from the TC center; time evolution is top-down in hours.

On the right, we have $\{Y_t\}_{t \geq 0}$, the simulated TC “intensities” at corresponding times $t$. Let a sequence $S_{<t} := (X_{t-48}, X_{t-47}, \ldots, X_t)$ include the 24-hour history of convective structure (49 radial profiles). We simulate 800 “storms” from a fitted TC length distribution. Sequence data $\{ (S_{<t}, Y_t) \}$ from the same storm are shifted by 30 minutes; hence, they are strongly correlated. Sequence data from different storms, on the other hand, are independent.

Our goal is to construct prediction sets for $Y_t | S_{<t}$, and illustrate how Cal-PIT improves upon an initial MDN fit. Train, calibration, and testing were performed on different simulated “storms”. First, we fit an initial CDE (ConvMDN; D’Isanto and Polsterer 2018), which estimates $f(y|s)$ as a unimodal Gaussian, using a train set with 8000 points, $\{ (S_{<t}, Y_t) \}$ (see Appendix C for details). Next, we apply Cal-PIT to learn $\tilde{f}(\gamma; s)$ using 8000 calibration points. Note however that the data within the same storm are highly dependent; hence, the effective train or calibration sample sizes are much smaller than the nominal value. Finally, we evaluate the conditional coverage of the initial CDE and Cal-PIT on 4000 test points; see Fig. 6. Cal-PIT re-calibration improves upon the initial ConvMDN fit: Fig. 6 (left) shows prediction sets for $Y_t | S_{<t}$ for a sample simulated TC, before and after calibration. The calibrated prediction sets track the behavior of the observed trajectory more closely, as shown in Appendix C. Moreover, the right panel shows Cal-PIT achieves better conditional coverage, even though the effective sample size is small because of dependencies between intensities in the same storm.

5.2 Calibrating CDEs of Galaxy Distance

Next we apply our method for photo-z estimation. Redshift ($z$) is a measure of distance to a galaxy and is crucial for astrophysics and cosmology. However, obtaining direct redshift measurements of a large number of objects is prohibitively resource-intensive. Therefore, redshift estimates often must be derived from easier-to-obtain imaging data, resulting in measurements called photometric redshifts or photo-z’s. We have chosen this application because of...
its high impact in science, and because the photo-z data challenge (DC1) of Schmidt et al. [2020] is providing clear benchmarks against state-of-the-art CDE methods.

Multimodality or degenerate solutions occur because images contain limited information about redshifts. Consequently, galaxies at very different redshifts can have similar image properties. CDEs are commonly used to represent photo-z estimates and associated uncertainties; the PDs are often multi-modal (because of degeneracies), and do not conform to any of the standard models [Benítez, 2000, Mandelbaum et al., 2008, Malz and Hogg, 2022]. Machine learning-based methods are widely used to predict photo-z-distributions when adequate training data are available (e.g., [Beck et al., 2016, Zhou et al., 2021, Dalmasso et al., 2020, Almosallam et al., 2016, Dey et al., 2021]), though they do not guarantee accurate conditional coverage.

Here we use the simulated data from Schmidt et al. [2020], which has been used to benchmark photo-z CDE prediction methods in the past. The features used to train the models are called apparent magnitudes and colors which are various measures of total light in an image. We use the “training set” from Schmidt et al. [2020] with about 44,000 instances as our calibration set; then split the remaining data into two sets: a validation set (twice as large as the calibration set) and a larger test set comprised of roughly 250,000 instances. We start with the marginal distribution of redshifts as our initial CDE estimate. Schmidt et al. [2020] demonstrated that such a CDE estimate can perform well on many commonly used metrics that check for marginal coverage, although it does not provide information about individual instances.

We learn the local distribution of PIT values by training \( r^{P} \) on the calibration set and use it to recalibrate the CDEs in our validation and test sets using the methods described in Section 2. To assess the quality of our recalibrated CDEs, we train another regression model using the validation set and its recalibrated CDEs. We also use the CDE loss [Izbicki and Lee, 2017] as another independent metric of conditional coverage. We infer the local CDF of PIT for every instance in the test set before and after recalibration using the two trained models. Fig. 7 (top) shows the diagnostic local P-P plot for three galaxies in the test set. The local CDF of PIT for these instances follows the identity line closely (i.e., the CDF of a uniform distribution), indicating good conditional coverage. Fig. 7 (bottom) also shows that multimodal CDEs...
Calibrated Predictive Distributions via Diagnostics for Conditional Coverage

Table 1: Comparison with methods benchmarked in the LSST-DESC Photo-z Data Challenge [Schmidt et al., 2020]. In terms of CDE loss, Cal-PIT performs better than all the other methods compared including one approach which was specifically optimized for minimum CDE loss (FlexZBoost).

| Photo-z Algorithm                  | CDE Loss |
|-----------------------------------|----------|
| ANNz2 [Sadeh et al., 2016]       | -6.88    |
| BPZ [Benítez, 2000]              | -7.82    |
| Delight [Leistedt and Hogg, 2017]| -8.33    |
| EAZY [Brammer et al., 2008]      | -7.07    |
| FlexZBoost [Izbicki and Lee, 2017]| -10.60  |
| GPz [Almosallam et al., 2016]    | -9.93    |
| LePhare [Arnouts et al., 1999]   | -1.66    |
| METAPhoK [Cavuoti et al., 2017]  | -6.28    |
| CMNN [Graham et al., 2018]       | -10.43   |
| SkyNet [Graff et al., 2014]      | -7.89    |
| TPZ [Carrasco Kind and Brunner, 2013]| -9.55  |
| trainZ [Schmidt et al., 2020]    | -0.83    |
| **Cal-PIT**                      | **-10.71**|

even when the input CDE before calibration is unimodal. We also see a large improvement in the value of the CDE Loss, with a decrease from $-0.84$ to $-10.71$ after recalibration. Table 1 shows that Cal-PIT yields lower CDE loss than any of the cutting-edge methods benchmarked by Schmidt et al. [2020] as part of the LSST-DESC data challenge. The Cramér-von Mises statistic between the local PIT CDF and the uniform distribution is another measure of the quality of conditional coverage [Schmidt et al., 2020], and decreases significantly on the entire test set when comparing both fits, with a mean decrease of $\sim 4.5\times$ (App. E).

6 Discussion

Whereas there are few reliable estimators for conditional densities or quantile regression, there is a large literature devoted to estimating regression functions. Our approach draws upon the success of such literature to create corrections for PDs with a minimum of assumptions.

Cal-PIT can assess whether a PD estimate $\hat{F}(\cdot|x)$ is well-calibrated for all inputs $x$, as well as correct for discrepancies. In order for Cal-PIT corrections to give good results, the initial estimate $\hat{F}(\cdot|x)$ needs to place its mass on a region which is at least as large as $F(\cdot|x)$ but the initial fit can be poor otherwise. Good results also require calibration data to learn the regression function (Eq. 3); empirically, we see that data sizes are still reasonable if using the right NN architecture and training correctly. Cal-PIT does not require exchangeable data, only stationary processes; hence it can be applied to (stationary) probabilistic time series forecasting. Individually calibrated PDs automatically

2if this is not the case, a practical way of mitigating the problem is by artificially widening $\hat{F}$ by convolving with a Gaussian kernel.
return conditionally calibrated prediction sets. However, Cal-PIT works under the assumption that $Y$ is continuous and does not apply to classification tasks (unlike calibration schemes in, e.g., Kull et al. 2019, Wald and Globerson 2017).

Finally, Cal-PIT can potentially be extended to multivariate output vectors $Y$ by the decomposition $f(Y|x) = \prod_i f(y_i|x, y_{\neq i})$; thus performing Cal-PIT corrections on auto-regressive components of the conditional distribution. This is a particularly promising direction for Deep Pixel-CNN and Pixel-RNN models (Van den Oord et al. 2016, van den Oord and Kalchbrenner 2016) (work in progress).
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A Cal-PIT (HPD) and Cal-HPD

Cal-PIT (HPD) Cal-PIT can also be used to compute
Highest Predictive Density regions (HPDs) instead of pre-
diction intervals. The oracle (1-α)-level HPD set is defined as
\[ \text{HPD}_\alpha(x) = \{ y : f(y|x) \geq t_{x,\alpha} \}, \]
where \( t_{x,\alpha} \) is such that \( \int_{y \in \text{HPD}_\alpha(x)} f(y|x) dy = 1 - \alpha \).
HPDs are the smallest prediction sets that have coverage 1 - \( \alpha \), and thus they may be more precise (smaller set size) than quantile-based intervals, while maintaining the condi-
tional coverage at the nominal level (see Appendix D for an example with a bimodal predictive distribution).

The Cal-PIT estimate of \( \text{HPD}_\alpha(x) \) is given by
\[ C_\alpha(x) = \{ y : \hat{f}(y|x) \geq \hat{t}_{x,\alpha} \}, \]
where \( \hat{t}_{x,\alpha} \) is such that \( \int_{y \in C_\alpha(x)} \hat{f}(y|x) dy = 1 - \alpha \) and \( \hat{f} \) is the Cal-PIT calibrated CDE (Algorithm 1).

Remark 2 (cal-HPD). Alternatively, one can directly use
HPD values, defined as
\[ \hat{H}(y|x) := \int_{y: f(y'|x) \leq \hat{f}(y|x)} \hat{f}(y'|x) dy', \]
to recalibrate HPD prediction sets (rather than using PIT
values). The idea is to estimate the local HPD coverage at each \( x \), \( \hat{h}(\gamma|x) := P(\hat{H}(Y|x) \leq \gamma|x) \), by regression, analogously to estimating the PIT-CDF in Cal-PIT. Let \( \hat{h}(\gamma|x) \) be such an estimate. The recalibrated (1-α)-level
HPD set at a location \( x \) is given by the (1-α*(x))-level
HPD set of the original density \( f(y|x) \), where \( \alpha^*(x) \) is such that \( \int \hat{h}^{\beta}(\alpha^*(x)|x) dy = 1 - \alpha \). This framework however does not yield full PDs. Moreover, although the approach corrects HPD sets, aiming for conditional coverage, the constructed sets will not be optimal if the initial model \( \hat{f} \) is misspecified.

In this work, we only report results for Cal-PIT(INT) and
Cal-PIT(HPD); we do not report results for Cal-HPD.

B Algorithm for Cal-PIT

Algorithm 1 Cal-PIT

Require: initial CDE \( \hat{f}(y|x) \); calibration set \( D = \{(x_1,y_1),\ldots,(x_n,y_n)\} \); oversampling factor \( K \); test points \( V = \{x_1,\ldots,x_m\} \); grid \( G \) of values \( \gamma \in (0,1) \) for evaluating PIT-CDF after training; nominal miscoverage level \( \alpha \), flag HPD
(true if computing HPD sets)
Ensure: calibrated CDF \( \hat{F}(y|x) \), Cal-PIT interval \( C(x) \), calibrated CDE \( \hat{f}(y|x) \), for all \( x \in V \)

1: // Learn PIT-CDF from augmented and upsampled
calibration data \( D' \)
2: Set \( D' \leftarrow \emptyset \)
3: for \( i \) in \( \{1,\ldots,n\} \) do
4: \quad for \( j \) in \( \{1,\ldots,K\} \) do
5: \quad \quad Draw \( \gamma_{i,j} \sim U(0,1) \)
6: \quad \quad Compute \( W_{i,j} = 1 \quad \text{PIT}(Y_i|X_j) \leq \gamma_{i,j} \)
7: \quad \quad Let \( D' \leftarrow D' \cup \{(X_i,Y_i,W_{i,j})\} \)
8: \quad end for
9: end for
10: Use \( D' \) to learn \( \hat{f}(\gamma|x) := \hat{P}(\text{PIT}(Y|x) \leq \gamma|x) \) via
a regression of \( W \) on \( X \) and \( \gamma \), which is monotonic w.r.t.
\( \gamma \).
11: // Calibration using PIT-CDF
12: for \( x \in V \) do
13: \quad Set \( S \leftarrow \emptyset \)
14: \quad for \( \gamma \in G \) do
15: \quad \quad Compute \( \beta = \hat{r}(\gamma|x) \)
16: \quad \quad Let \( \hat{F}^{-1}(\beta|x) = \hat{F}^{-1}(\gamma|x) \)
17: \quad \quad \( S \leftarrow S \cup \{ \hat{F}^{-1}(\gamma|x), \beta \} \)
18: \quad end for
19: end for
20: Apply interpolating (or smoothing) splines to \( S \) to obtain \( \hat{F}^{-1}(\cdot|x) \) and \( \hat{F}^{-1}(\cdot|x) \)
21: // Construct Cal-PIT interval with conditional
coverage \( 1 - \alpha \)
22: Compute \( C(x) \leftarrow \hat{F}^{-1}(0.5\alpha|x); \hat{F}^{-1}(1 - 0.5\alpha|x) \).
23: // Construct recalibrated CDF and CDE
24: Evaluate \( \hat{F}(y|x) \) at the same \( y \)-values as the initial
CDF \( \hat{f}(y|x) \)
25: Differentiate \( \hat{F}(y|x) \) to obtain recalibrated PDF
\( \hat{f}(y|x) \)
26: Renormalize \( \hat{f}(y|x) \) according to \( Izbicki \) and \( Lee [2016] \) Section 2.2]
27: If HPD then
28: Obtain HPD sets \( C(x) = \{ y : \hat{f}(y|x) \geq \hat{t}_{x,\alpha} \} \),
where \( \hat{t}_{x,\alpha} \) is such that \( \int_{y \in C_\alpha(x)} \hat{f}(y|x) dy = 1 - \alpha \)
29: end if
30: end for
31: return \( \hat{F}(y|x), C(x), \hat{f}(y|x) \), for all \( x \in V \)
C Proofs

Lemma 1. Let $G$ and $H$ be two cumulative distribution functions such that $G$ dominates $H$, and let $\mu_G$ and $\mu_H$ be their associated measures over $\mathbb{R}$. Then, for every fixed $y \in \mathbb{R}$,

\[
\mu_H (\{ y' \in \mathbb{R} : y' \leq y \}) = \mu_H (\{ y' \in \mathbb{R} : G(y') \leq G(y) \}) .
\]

Proof. Fix $y \in \mathbb{R}$ and let $A = \{ y' \in \mathbb{R} : y' \leq y \}$ and $B = \{ y' \in \mathbb{R} : G(y') \leq G(y) \}$. Because $A \subseteq B$,

\[
\mu_H (A) \leq \mu_H (B).
\]

We note that $\mu_G (B \cap A^c) = 0$. From this and the assumption that $G$ dominates $H$, we conclude that $\mu_H (B \cap A^c) = 0$. It follows that

\[
\mu_H (B) = \mu_H (B \cap A) + \mu_H (B \cap A^c) \leq \mu_H (A) + 0 = \mu_H (A).
\]

From Equations 7 and 8, we conclude that $\mu_H (A) = \mu_H (B)$.

Lemma 2. Fix $y \in \mathbb{R}$ and let $\gamma := \hat{F}(y|x)$. Then, under Assumptions 1 and 2, $\hat{F}(y|x) = \hat{r}^f(\gamma;x)$ and $F(y|x) = r^f(\gamma;x)$.

Proof. We note that $\gamma = \hat{F}(y|x)$ implies that $y = \hat{F}^{-1}(\gamma|x)$. It follows then by construction,

\[
\hat{F}(y|x) = \hat{F} (\hat{F}^{-1}(\gamma|x)|x) = \hat{r}^f(\gamma;x).
\]

Moreover,

\[
F(y|x) = \mathbb{P}(Y \leq y|x) = \mathbb{P} (\hat{F}(Y|x) \leq \hat{F}(y|x)|x) \quad \text{(Assumption 2 and Lemma 1)}
\]

\[
= \mathbb{P} (\text{PIT}(Y;x) \leq \hat{F}(y|x)|x) \quad \text{(10)}
\]

\[
= \mathbb{P} (\text{PIT}(Y;x) \leq |\gamma|) = r^f(\gamma;x),
\]

which concludes the proof.

Proof of Theorem 2. Consider the change of variables $\gamma = \hat{F}(y|x)$, so that $d\gamma = \hat{f}(y|x)dy$. Lemma 2 implies that $\hat{F}(y|x) = \hat{r}^f(\gamma;x)$ and $F(y|x) = r^f(\gamma;x)$. It follows from that and Assumption 3 that

\[
\int_{\mathbb{R}} \left( \hat{F}(y|x) - F(y|x) \right)^2 d\mathbb{P}(y,x) \leq K \int \left( \hat{F}(y|x) - F(y|x) \right)^2 \hat{f}(y|x)dyd\mathbb{P}(x)
\]

\[
= K \int \left( \hat{r}^f(\gamma;x) - r^f(\gamma;x) \right)^2 d\gamma d\mathbb{P}(x).
\]

The conclusion follows from Assumption 4.

Proof of Theorem 3. From Lemma 2,

\[
\sup_{x \in X, y \in \mathbb{R}} |\hat{F}(y|x) - F(y|x)| = \sup_{x \in X, \gamma \in [0,1]} |\hat{r}^f(\gamma;x) - r^f(\gamma;x)| \xrightarrow{\text{a.s.}} 0
\]

where the last step follows from Assumption 5. It then follows from Assumption 4 that

\[
\sup_{x \in X, \alpha \in [0.5\alpha,1-0.5\alpha]} |\hat{F}^{-1}(\alpha|x) - F^{-1}(\alpha|x)| \xrightarrow{\text{a.s.}} 0,
\]

and, in particular,

\[
\sup_{x \in X, \alpha \in [0.5\alpha,1-0.5\alpha]} |\hat{F}^{-1}(\alpha|x) - F^{-1}(\alpha|x)| \xrightarrow{\text{a.s.}} 0
\]

from which the conclusion of the theorem follows.

C.1 Theory for Cal-PIT HPD sets

For every $x \in \mathcal{X}$, let $C_\alpha(x) = \{ y : \hat{f}(y|x) \geq t_{x,\alpha} \}$, where $t_{x,\alpha}$ is such that $\int_{y \in C_\alpha(x)} \hat{f}(y|x)dy = 1 - \alpha$ be the Cal-PIT HPD-set. Similarly, let $\text{HPD}_\alpha(x) = \{ y : f(y|x) \geq t_{x,\alpha} \}$, where $t_{x,\alpha}$ is such that $\int_{y \in \text{HPD}_\alpha(x)} f(y|x)dy = 1 - \alpha$ be the true HPD-set. The next theorem shows that if the probabilistic classifier is well estimated, then Cal-PIT HPD sets are exactly equivalent to oracle HPD sets.

Theorem 3 (Fisher consistency Cal-PIT HPD sets). Fix $x \in \mathcal{X}$. If $\hat{r}(\gamma;x) = r(\gamma;x)$ for every $\gamma \in [0,1]$, $C_\alpha(x)$ and $\mathbb{P}(Y \in C_\alpha(x)|x) = 1 - \alpha$.

Proof of Theorem 3. Fix $y \in \mathbb{R}$ and let $\gamma = \hat{F}(y|x)$, so that $y = \hat{F}^{-1}(\gamma|x)$. It follows that

\[
\hat{F}(y|x) = \hat{F} (\hat{F}^{-1}(\gamma|x)|x) = \hat{r}^f(\gamma;x) = r(\gamma;x)
\]

\[
\mathbb{P}(\hat{F}(y|x) \leq \hat{F}(y|x)|x, \gamma) = \mathbb{P}(Y \leq y|x, \gamma)
\]

\[
= F(y|x),
\]

and therefore $\hat{f}(y|x) = f(y|x)$ for almost every $y \in \mathbb{R}$. It follows that $C_\alpha(x) = \text{HPD}_\alpha(x)$. The claim about conditional coverage follows from the definition of the HPD.
### D Examples 1 and 2

#### Example 1

The data for Example 1 (Section 4.1) consist of two groups with different spreads:

\[
\begin{align*}
\epsilon_1 & \sim N(0, 1), \epsilon_2 \sim N(0, 0.1^2), \\
X_0 & \sim \text{Bern}(0.2), \ X_{1,2} \overset{iid}{\sim} \text{Unif}[-5, 5]^2,
\end{align*}
\]

\[
Y = \begin{cases}
3\epsilon_2 + 0.2(X_1 + 5)\epsilon_1, & X_0 = 0, X_1 < 0 \\
3\epsilon_2 - 0.2(X_1 - 5)\epsilon_1, & X_0 = 1, X_1 < 0 \\
3\epsilon_2 + 0.2(X_1 + 5)\epsilon_1 + X_1, & X_0 = 0, X_1 > 0 \\
3\epsilon_2 - 0.2(X_1 - 5)\epsilon_1 - X_1, & X_0 = 1, X_1 > 0
\end{cases}
\]

Figure 8 shows that both Cal-PIT (INT) and Cal-PIT (HPD) have set sizes that are as small as their optimal counterparts (“Oracle Band” and “Oracle HPD”, respectively), and that Cal-PIT (HPD) sets are indeed more informative (that is, the regions are smaller) than Cal-PIT (INT).

Figure 9: Top: Prediction sets from quantile regression (QR). We see clear correlations between size and coverage, but note that \(X_0\) is not actually available as a predictor, i.e. we cannot “see” the blue and orange colors. The overall correlations, without the colors, are weak. Bottom: Prediction sets from orthogonalized quantile regression (OQR). Because the overall correlation between size and coverage is weak, penalizing it does not change the results very much. In particular, we still see high correlations (and bad conditional coverage) in the minority group.

#### Example 2

For Example 2 (Section 4.2), the training distribution is Gaussian,

\[
Y_0|X \sim \mathcal{N}(\mu = X, \sigma = 2),
\]

while the two target distributions have skew and kurtosis:

\[
\begin{align*}
Y_1|X & \sim \sinh-\text{arcsinh}(\mu = X, \sigma = 2 - |X|, \gamma = X, \tau = 1), \\
Y_2|X & \sim \sinh-\text{arcsinh}(\mu = X, \sigma = 2, \gamma = 0, \tau = 1 - X/4).
\end{align*}
\]

The family of sinh-\text{arcsinh} normal distributions [Jones and Pewsey, 2009, 2019] has been suggested before by Barnes et al. [2021] as a flexible parametric model that supports estimation of the type of heteroscedastic, asymmetric uncertainties often observed in climate data.

### E Photometric Redshift CDEs

As described in Section 5.2 due to the noisy and limited information about redshift contained in galaxy images, galaxies with similar imaging data may have different redshifts and vice versa. We want this property to be captured in photo-z PDs, requiring them to be multimodal. As we do not know the “ground truth” CDEs, we generally have to rely on indirect methods to assess coverage. Here we provide a rudimentary but direct demonstration that the CDEs
we predict are indeed meaningful. We compare the CDEs of the five galaxies shown in Fig. 7 with the distribution of true redshifts of other galaxies with similar imaging data. We identify those counterparts by searching for other galaxies in the training set whose colors and magnitudes (rescaled by subtracting the mean and dividing by the standard deviation for each feature) lie within a Euclidean distance of 0.5 units of our selected galaxies. Fig. 10 shows their redshift distribution as an inverse-distance weighted histogram along with their CDEs. We observe that the histograms show bimodal distributions when our inferred CDEs are bimodal and unimodal when the inferred distribution is unimodal, matching expectations.

Figure 10: Comparison of photo-z CDEs for the galaxies shown in Fig. 7 with the distribution of true redshifts of other galaxies having similar imaging properties. We observe that the histograms show bimodal distributions only when our inferred CDEs are bimodal.

![Histograms and CDEs](image)

Figure 11: Distribution of the Cramér-von Mises (CvM) Statistic (i.e., mean squared difference) between the local PIT CDF of each galaxy in the test set and the CDF of a Uniform distribution. As the “ground truth” CDEs are unknown, we assess conditional coverage by training regression models to predict the local PIT CDFs on the calibration and validation sets. We observe a significant decrease in the value of CvM statistic for the entire test set, with the average value decreasing by \( \sim 4.5 \times \). The value of CDE loss [Izbicki and Lee, 2017] which is another independent measure of conditional coverage decreases from \(-0.84\) to \(-10.71\) after recalibration.

![CvM Statistic](image)

F Training a regression model to learn \( \hat{r}^f(\gamma; x) \)

The success of Cal-PIT depends entirely on learning an accurate representation of \( \hat{r}^f(\gamma; x) \). One can in principle choose any regression algorithm and pair it with [1]. We use monotonic neural networks from [Wehenkel and Louppe, 2019] as our regression method as we find this architecture gives reasonably good results for all of our experiments. The network is constrained to be monotonic w.r.t. the coverage level (\( \alpha \)) and uses identical sets of fully connected sub-networks to learn the monotonic dependence and the unconstrained dependence separately, with the two results merged in the final layer of the network. It is known that neural networks struggle with categorical inputs and in that case, tree-based regression methods or an additional embedding step might produce better results.

For synthetic example-1 and the photometric redshift demonstration, we use a network architecture with 3 hidden layers with 512 nodes each and for synthetic example-2 we use a network architecture with 3 hidden layers with 128 nodes each (see Section G for the details on example 3). We use the reLU activation function [Glorot et al., 2011] for all the hidden layers and the AdamW optimizer [Loshchilov and Hutter, 2019] with an initial learning rate of 0.001 and weight decay parameter set to 0.01. We follow a multiplicative weight decay schedule given by the rule: learning rate (epoch) = initial learning rate \(\times 0.95^{\text{epoch}}\). Following assumption 4, we minimize the mean squared error to train the models. The data used to train the model is split into 90:10 partitions where 90% of the data is used to optimize the loss function and 10% of the data is used to calculate a validation mean squared error loss every epoch on a fixed grid of \( \alpha \). To prevent our model from over-fitting we stop training once the validation loss does not decrease for 10 epochs and save the model with the best validation loss. We use a batch size of 2048 throughout and oversample our training data by a factor \( K \) of 50.

We used PyTorch [Paszke et al., 2019] to create and train our neural network models and trained them on a single Nvidia A100 GPU. If a value of any hyperparameter is not explicitly mentioned here in the text, it implies that we used the default values set in PyTorch. Training times for all our experiments range from a few minutes to about an hour at maximum.

G Details on Probabilistic Nowcasting Application

G.1 Tropical Cyclone Data

We use TC intensity and location data from NOAA’s HURDAT2 best track database [Landsea and Franklin, 2013], and GOES longwave infrared imagery from NOAA’s...
With the fitted VAR model, we can jointly simulate synthetic data (Figure 14). The radial profile, defined as $T(r) = \frac{1}{2\pi} \int_0^{2\pi} T_b(r, \theta) d\theta$, captures the structure of cloud-top temperatures $T_b$ as a function of radius $r$ from the TC center and serves as an easily interpretable description of the depth and location of convection near the TC core [McNeely et al., 2020; Sanabia et al., 2014]. The radial profiles are computed at 5-km resolution from 0-400km ($d = 80$) (Figure 12 center). Finally, at each time $t$ we stack the preceding 24 hours (48 profiles) into a structural trajectory, $S_{<t}$, consisting of an image of the most recent 48 rows of the data. We visualize these summaries over time with Hovmöller diagrams (Hovmöller [1949]; see Figure 12 right).

Figure 13 shows an example sequence of observed radial profiles every 30 minutes for a real TC, along with observed wind speed $Y$. We interpolate $Y$, which is available every 6 hours, to a 30-minute resolution.

Our goal is to create a synthetic example that has a similar dependency structure as actual TCs.

G.3 Synthetic Model for Intensities

To model the time evolution of intensities $Y$, we fit a time series regression of intensity change on its past values together with PC coefficients for present and past TC structure.

Let $Z := \logit(Y/200)$ so that simulated values of intensities $Y$ are reasonable, i.e. fall between 0 and 200. We then define $\Delta Z_t = Z_t - Z_{t-6h}$. Finally, we fit the following linear regression model for $\Delta Z_t$:

$$
\Delta Z_t = \beta_0 + \beta_1 Z_{t-6h} + \beta_2 \Delta Z_{t-6h} + \beta_3 PC_{1t} + \beta_4 PC_{2t} + \beta_5 PC_{3t} + \beta_6 PC_{1t-6h} + \beta_7 PC_{2t-6h} + \beta_8 PC_{3t-6h} + \beta_9 PC_{1t-12h} + \beta_{10} PC_{2t-12h} + \beta_{11} PC_{3t-18h} + \beta_{12} PC_{2t-24h} + \epsilon_t
$$

where $\epsilon_t$ is Gaussian noise with mean 0 and standard deviation set to the root mean squared error between the real and predicted radial profiles in the training set. Note that $\Delta Z_t$ has dependencies on its own lagged values as well as lagged values of $PC_{1t}$.

As a sanity check, we check that the marginal distributions of the simulated and real wind speed values ($Y$) look similar, as shown in Figure 15.

G.2 Synthetic Model for High-Dimensional Sequence Data

Using the radial profiles from all TC data, we perform a principal component analysis (PCA). Figure 14 shows the first three principal components, or empirical orthogonal functions (EOFs). Figure 13 shows the observation and reconstruction of the TC using just these three EOFs. To create the synthetic data in Example 3, we use a similar reconstruction scheme:

Let $\Delta PC_t := PC_t - PC_{t-30m}$ be the 30-minute change in a PC coefficient at time $t$ for observed data. We fit a vector autoregression (VAR) model to $(\Delta PC_{1t}, \Delta PC_{2t}, \Delta PC_{3t})$ to capture the dependence of each component on its own lags as well as the lags of the other components. The model chosen by the BIC criterion has order 3, for a lag of 90 minutes.

With the fitted VAR model, we can jointly simulate synthetic time series data for $PC_{1t}, PC_{2t}, PC_{3t}$. A TC structural trajectory is constructed by multiplying simulated time series of PCA coefficients with their corresponding eigenvectors (Figure 14).

G.4 Re-calibration of Convolutional MDN Results of Intensity Distribution

With our trained VAR model, we generate a very long time series for $PC_{1}, PC_{2}, PC_{3}$ with a value of the PC’s randomly selected from the training set of storms as the initial point. The time series is then divided into 24-hour-long chunks and the structural trajectory and intensities are reconstructed. We create 8000 such instances for our training set, 8000 more for our calibration set, and 4000 instances for our test sets. We rejected a 24-hour long window between each chunk of the time series to ensure that each instance has no memory of the previous ones.

We fit a unimodal Gaussian neural density model to estimate the conditional density $f(y|s)$ of TC intensities given past radial profiles. Specifically, we fit a convolutional mixture density network (ConvMDN, D’Isanto and Polsterer [2018]) with a single Gaussian component, two convolutional and two fully connected layers which gives an initial estimate of $f(y|s)$.

We then use a convolutional neural network [LeCun et al., 1989; Fukushima and Miyake, 1982] model with two
convolutional layers followed by 5 fully connected layers which take the structural trajectory images and the coverage level ($\alpha$) as inputs training. The network output is restricted to be monotonic w.r.t. $\alpha$ [Wehenkel and Louppe, 2019]. For both the models we use ReLU activations [Glorot et al., 2011] for intermediate layers and train using the Adam optimizer [Kingma and Ba, 2014] with learning rate $10^{-3}$, $\beta_1 = 0.9$, and $\beta_2 = 0.999$. We use the same multiplicative learning rate decay schedule mentioned in [F].

G.5 Additional Example 3 Results

The ConvMDN struggles in this example because of the conditional distribution of $Y|S$ sometimes being skewed towards larger intensities; this phenomenon can partly be observed in Figure 16 where we show the distribution of $Y_t$ at fixed values of $t$ for some example simulated TCs. Cal-PIT is able to adjust for the model misspecification (similar to Example 2), resulting in narrower prediction bands that are still conditionally valid. Figure 17 shows a few more examples of prediction sets for simulated TCs before and after calibration.
Figure 13: Observed and reconstructed radial profiles $X_t$ over time for Hurricane Teddy 2020 (left). These are recorded every 30 mins. We obtain a decent reconstruction by using the first 3 PCs. Observed wind speed values $Y_t$, recorded every 6 hours but interpolated on the same 30 min grid (right).

Figure 14: Top 3 PCA components, or empirical orthogonal functions (EOFs), for TC radial profiles.
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Figure 15: *Left:* Marginal distribution of generated wind speed values $Y$, based on the model in Equation 12. *Right:* Marginal distribution of observed wind speed values.

Figure 16: Boxplots of the distribution of $Y_t$ at fixed values of $t$, for simulated TCs. The distributions show skewness, which may explain why the uncalibrated ConvMDN does not fit perfectly. Moreover, the calibrated prediction sets appear to track the observed trajectories (black curves) more closely than the ConvMDN.
Figure 17: Prediction sets for simulated TCs, before and after calibration. True trajectories are solid black, and prediction sets at test points are in blue.