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Abstract. We focus on fast-slow systems involving both fractional Brownian motion (fBm) and standard Brownian motion (Bm). The integral with respect to Bm is the standard Itô integral, and the integral with respect to fBm is a generalised Riemann-Stieltjes integral by means of fractional calculus. We establish an averaging principle in which the fast-varying diffusion process of the fast-slow systems acts as a “noise” to be averaged out in the limit. We show that the slow process has a limit in the mean square sense, which is characterized by the solution of stochastic differential equations driven by fBm whose coefficients are averaged with respect to the stationary measure of the fast-varying diffusion. An implication is that one can ignore the complex original systems and concentrate on the averaged systems instead. This averaging principle paves the way for reduction of computational complexity.

1. Introduction

The real-valued fractional Brownian motion (fBm) with Hurst index $H \in (0,1)$ is a zero mean Gaussian process \( \{B^H_t, t \geq 0\} \) with covariance function

\[
E[B^H_t B^H_s] = \frac{1}{2} (t^{2H} + s^{2H} - |t - s|^{2H}).
\]

From (1.1), we deduce that $E[|B^H_t - B^H_s|^2] = |t - s|^{2H}$, as a consequence, the trajectories of $B^H$ are almost surely locally $H'$-Hölder continuous for all $H' \in (0,H)$. This process was introduced by Kolmogorov [14] and later studied by Mandelbrot and Van Ness [19]. Its self-similar and long-range dependence ($H > \frac{1}{2}$) properties make this process a useful driving noise in models arising in physics, finance and other fields [1, 2, 20]. Since $B^H$ is not a semimartingale if $H \neq \frac{1}{2}$, we cannot use the classical Itô theory to construct a stochastic calculus with respect to the fBm. The $m$-dimensional fBm with same Hurst index $H$ is just a collection of $m$-independent one-dimensional fBm’s in (1.1).

Over the last years some new techniques have been developed in order to define stochastic integrals with respect to fBm, see e.g. [1, 10, 20, 22]. Lyons [18] solved the equations driven by a fBm with Hurst parameter $H > \frac{1}{2}$ by a pathwise approach using the $p$-variation norm. Nualart and Răşcanu [23] studied the differential equations driven by fBm using the tools of fractional calculus in the sense of Zähle [37]. Kubilius [15] studied one dimensional stochastic differential equations (SDEs) driven by both fBm and standard Brownian motion (Bm), with the noise term independent of the time and with no drift term. Guerra and Nualart [8] proved an existence and uniqueness theorem for solutions of multidimensional,
time dependent, SDEs driven by fBm with Hurst parameter \( H > \frac{1}{2} \) and standard BM.

Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) be a stochastic basis satisfying the usual conditions. Take an arbitrary \( H \in (\frac{1}{2}, 1) \) and fix it throughout this paper. Let \( B_t^H = \{B_t^H, t \in [0, T]\} \) and \( W = \{W_t, t \in [0, T]\} \) be independent \( m \)-dimensional fBm adapted to \( \{\mathcal{F}_t\} \) with Hurst parameter \( H \) and \( r \)-dimensional \( \{\mathcal{F}_t\} \)-BM, respectively.

This paper will consider the following mixed fast-slow systems driven by fBm:

\[
\begin{align*}
\frac{dX_t^i}{dt} &= b_1(t, X_t^i, Y_t^i)dt + \sigma_1(t, X_t^i)dB_t^H, \quad X_0^i = x_0, \\
\frac{dY_t^i}{dt} &= \frac{1}{\epsilon}b_2(t, X_t^i, Y_t^i)dt + \frac{1}{\sqrt{\epsilon}}\sigma_2(t, X_t^i, Y_t^i)dW_t, \quad Y_0^i = y_0,
\end{align*}
\]

where the parameter \( 0 < \epsilon \ll 1 \) represents the ratio between the natural time scale of the variables \( X_t^i \) and \( Y_t^i \) and \( x_0 \in \mathbb{R}^{d_1} \) and \( y_0 \in \mathbb{R}^{d_2} \) are arbitrary and non-random but fixed and the coefficients are measurable functions \( b_1^i : [0, T] \times \mathbb{R}^{d_1} \times \mathbb{R}^{d_2} \to \mathbb{R}, \sigma_1^{i,j} : [0, T] \times \mathbb{R}^{d_1} \to \mathbb{R}, 1 \leq i \leq d_1, 1 \leq j \leq m \) and \( b_2^i, \sigma_2^{i,j} : \mathbb{R}^{d_1} \times \mathbb{R}^{d_2} \to \mathbb{R}, 1 \leq i \leq d_2, 1 \leq j \leq r \). The integral \( \int \cdot \, dB^H \) should be interpreted as an Itô stochastic integral and the integral \( \int \cdot \, dW \) as a generalised Riemann-Stieltjes integral in the sense of Zähle [37, 23, 8].

We will make use of the following assumptions (H1) and (H2) to obtain the existence and uniqueness result to (1.2).

**H1:** The function \( \sigma_1(t, x) \) is continuous and continuously differentiable in the variable \( x \) and Hölder continuous in \( t \) and has linear growth in the variable \( x \), uniformly in \( t \). Precisely, there exist constants \( L_i, i = 1, 2, 3, 4 \), and some constants \( 0 < \beta, \gamma \leq 1 \), such that

\[
\begin{align*}
|\nabla_x \sigma_1(t, x_1)| &\leq L_1 \\
|\nabla_x \sigma_1(t, x_1) - \nabla_x \sigma_1(t, x_2)| &\leq L_2 |x_1 - x_2|^\gamma, \\
|\nabla_x \sigma_1(t, x_1) - \nabla_x \sigma_1(s, x_1)| + |\sigma_1(t, x_1) - \sigma_1(s, x_1)| &\leq L_3 |t - s|^{\beta}, \\
|\sigma_1(t, x_1)| &\leq L_4 (1 + |x_1|)
\end{align*}
\]

for any \( x_1, x_2 \in \mathbb{R}^{d_1} \) and \( t, s \in [0, T] \). Here, \( \nabla_x \) is the standard gradient with respect to the \( x \)-variable.

**H2:** The function \( b_1(t, x, y) \) is Lipschitz continuous in the variables \( t, x, y \) and has linear growth in the variables \( x, y \), uniformly in \( t \) and the functions \( b_2(x, y), \sigma_2(x, y) \) are Lipschitz continuous in the variables \( x, y \) and have linear growth in the same variables. Precisely, there exist constants \( L_i, i = 5, 6, 7 \), such that

\[
\begin{align*}
|b_1(t, x_1, y_1) - b_1(s, x_2, y_2)| &\leq L_5 (|x_1 - x_2| + |y_1 - y_2| + |t - s|), \\
|b_2(x_1, y_1) - b_2(x_2, y_2)| + |\sigma_2(x_1, y_1) - \sigma_2(x_2, y_2)| &\leq L_6 (|x_1 - x_2| + |y_1 - y_2|), \\
|b_1(t, x_1, y_1) + b_2(x_1, y_1)| + |\sigma_2(x_1, y_1)| &\leq L_7 (1 + |x_1| + |y_1|)
\end{align*}
\]

for any \( x_1, x_2 \in \mathbb{R}^{d_1}, y_1, y_2 \in \mathbb{R}^{d_2} \) and \( t, s \in [0, T] \).

Now, we define the averaged equation:

\[
\frac{d\bar{X}_t}{dt} = \bar{b}_1(t, \bar{X}_t)dt + \sigma_1(t, \bar{X}_t)dB_t^H, \quad \bar{X}_0 = x_0,
\]

where

\[
\bar{b}_1(t, x) = \int_{\mathbb{R}^{d_1}} b_1(t, x, y) \mu^x(dy), \quad x \in \mathbb{R}^{d_1},
\]
and \( \mu^x \) is a unique invariant probability measure which will be given in Appendix A (see also [17, Proposition 3.8] for example) with respect to the following frozen equation (1.4) under conditions (H2) and (H4) below.

\[
dY^x_t = b_2(x, Y^x_t)dt + \sigma_2(x, Y^x_t)dW_t, \quad Y^x_0 = y.
\]

To establish the averaging principle of (1.2), we set the following assumptions:

(H3): Assume further that \( \sup_{t \in [0, T], x \in \mathbb{R}^{d_1}, y \in \mathbb{R}^{d_2}} |b_1(t, x, y)| < \infty \) holds.

(H4): There exist \( C > 0, \beta_i > 0, i = 1, 2 \), such that

\[
2(y_1 - y_2, b_2(x, y_1) - b_2(x, y_2)) + |\sigma_2(x, y_1) - \sigma_2(x, y_2)|^2 \\
\leq -\beta_1 |y_1 - y_2|^2,
\]

\[
2(y_1, b_2(x, y_1)) + |\sigma_2(x, y_1)|^2 \leq -\beta_2 |y_1|^2 + C|x|^2 + C,
\]

hold for any \( x \in \mathbb{R}^{d_1}, y_1, y_2 \in \mathbb{R}^{d_2} \).

We follow the approach by [8, 23] and introduce some necessary spaces and norms. Taking a parameter \( 1 - H < \alpha < \frac{1}{2} \), denote by \( W^0_0 \) the space of measurable functions \( f : [0, T] \rightarrow \mathbb{R}^d \) such that

\[
\|f\|_{\alpha, \infty} := \sup_{t \in [0, T]} \|f(t)\|_\alpha < \infty,
\]

where

\[
\|f(t)\|_\alpha = |f(t)| + \int_0^t \frac{|f(t) - f(s)|}{(t-s)^{\alpha+1}} ds.
\]

Note that \( C \) and \( C_x \) denote some positive constants which may change from line to line throughout this paper, where \( x \) is one or more than one parameter and \( C_x \) is used to emphasize that the constant depends on the corresponding parameter, for example, \( C_{\alpha, \beta, \gamma, T, R, |x_0|, |y_0|} \) depends on \( \alpha, \beta, \gamma, T, R, |x_0| \) and \( |y_0| \).

Then, we formulate our main result of averaging principle in the mean square sense.

**Theorem 1.1.** Suppose that (H1)-(H4) hold and let \( \beta \) and \( \gamma \) be as in (H1). Let \( 1 - H < \alpha < \min\{\frac{1}{2}, \beta, \frac{2}{\gamma}\} \), then we obtain

\[
\lim_{\varepsilon \to 0} \mathbb{E}\left[\|X^\varepsilon - \bar{X}\|_{\alpha, \infty}^2\right] = 0.
\]

**Remark 1.2.** From Theorem 1.1 we know that, for different \( \beta \) and \( \gamma \), \( X^\varepsilon \) converges to \( \bar{X} \) in the sense of mean square with different Hurst exponents, i.e.,

- \( H \in (\frac{1}{2}, 1) \), if \( \gamma = 1, \beta \geq \frac{1}{2} \);
- \( H \in (1 - \frac{2}{\gamma}, 1) \), if \( \gamma < 1, \beta \geq \frac{1}{2} \);
- \( H \in (1 - \beta, 1) \), if \( \beta < \min\{\frac{2}{\gamma}, \frac{1}{2}\} \).

In particular, if \( \sigma_1 \) is regular enough, our main theorem can be applied for any \( H \in (\frac{1}{2}, 1) \).

**Remark 1.3.** In order to obtain the strong convergence, it is known that the diffusion coefficient \( \sigma_1 \) in (1.2) should not depend on the fast variable \( Y^\varepsilon \) (see e.g. [17]).

The study on averaging principles for stochastic systems can be traced back to the work of Khasminskii [11], see also the recent effort in [3, 10, 12, 13, 14, 15, 16, 17] and references therein. A central theme is: The fast varying process can be treated as a noise and has an invariant measure. Utilizing this
invariant measure, one can carry out asymptotic analysis so that the slow process converges to a limit that is an average with respect to the stationary measure of the fast-varying process. Freidlin and Wentzell [5] provided an illuminating overview and discussion on the averaging principle. Givon [7] studied the two-time-scale jump-diffusion stochastic differential systems and obtained the strong convergence rate of the slow components to the effective dynamics. Thompson, Kuske and Monahan [29] studied nonlinear fast-slow stochastic dynamical systems in which the fast variables are driven by additive $\alpha$-stable noise perturbations and the slow variables depending linearly on the fast variables. Xu and Miao [30] studied $L^p$-strong convergence of an averaging principle for two-time-scale jump-diffusion SDEs. Xu, Pei and Guo [34] investigated the stochastic averaging of slow-fast dynamical systems driven by fBm with the Hurst parameter $H$ in the interval $(1/2, 1)$. Hairer and Li [9] considered slow-fast systems where the slow system is driven by fBm and proved the convergence to the averaged solution took place in probability which strongly relies on stochastic sewing lemma.

Nevertheless, the aforementioned paper cannot answer the question that if disturbances involve both standard Bm and long-range dependence modeled by fBm $H \in (1/2, 1)$ in the mean square sense. In this paper, we aim to address this issue. We answer affirmatively that an averaging principle still holds for fast-slow systems involving both standard Bm and fBm. The main difficulties here are how to deal with fBm, standard Bm. In order to overcome these difficulties, our approach is completely different from Xu’s previous work [34] in the sense that we combine the pathwise approach with the Itô stochastic calculus to handle both types of integrals and use stopping time techniques to establish averaging principle for multidimensional, time dependent, SDEs driven by fBm with fast-varying diffusion process.

The rest of the paper is organized as follows. Section 2 presents some necessary notations and assumptions. The existence and uniqueness theorems for (1.2) and (1.3) were proved in Section 3. Section 4 presents fast-slow systems driven by fBm with fast-varying diffusion process. Stochastic averaging principles for such SDEs are then established. Some technical complements are included in the appendix, which provides the arguments of the ergodicity for the fast component in which the slow component is kept frozen.

2. Preliminaries

We recall some basic facts on generalised Riemann-Stieltjes integrals. For more details, we refer to the paper [8] and a monograph [20]. Let $f \in L^1(a, b)$ and $\alpha > 0$. The fractional left and right Riemann-Liouville integrals of order $\alpha$ are defined for almost all $x \in (a, b)$ by

$$I_{a+}^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x \frac{f(y)}{(x-y)^{1-\alpha}} dy,$$

and

$$I_{b-}^\alpha f(x) = \frac{(-1)^{-\alpha}}{\Gamma(\alpha)} \int_x^b \frac{f(y)}{(y-x)^{1-\alpha}} dy,$$

respectively, where $(-1)^\alpha = e^{-i\pi \alpha}$ and $\Gamma(\alpha) = \int_0^\infty r^{\alpha-1}e^{-r} dr$ is the Euler Gamma function. Let $I_{a+}^\alpha (L^p)$ (resp. $I_{b-}^\alpha (L^p)$) be the image of $L^p(a, b)$ by the operator $I_{a+}^\alpha$ (resp. $I_{b-}^\alpha$). If $f \in I_{a+}^\alpha (L^p)$ (resp. $f \in I_{b-}^\alpha (L^p)$) and $0 < \alpha < 1$, then the Weyl...
derivatives of $f$ are defined by formulas

$$D_a^\alpha f(x) := \frac{1}{\Gamma(1-\alpha)} \left( \frac{f(x)}{(x-a)^\alpha} + \alpha \int_a^x \frac{f(x)-f(y)}{(x-y)^{\alpha+1}} dy \right) 1_{(a,b)}(x),$$

and

$$D_b^\alpha f(x) := \frac{(-1)^\alpha}{\Gamma(1-\alpha)} \left( \frac{f(x)}{(b-x)^\alpha} + \alpha \int_x^b \frac{f(x)-f(y)}{(y-x)^{\alpha+1}} dy \right) 1_{(a,b)}(x),$$

and are defined for almost all $x \in (a, b)$ (the convergence of the integrals at the singularity $y = x$ holds pointwise for almost all $x \in (a, b)$ if $p = 1$ and moreover in $L^p$-sense if $1 < p < \infty$).

We have that:

- If $\alpha < \frac{1}{p}$ and $q = \frac{p}{1-\alpha p}$, then
  $$I_{a+}^\alpha(L^p) = I_{b-}^\alpha(L^p) \subset L^q(a, b).$$

- If $\alpha > \frac{1}{p}$, then
  $$I_{a+}^\alpha(L^p) \cup I_{b-}^\alpha(L^p) \subset C^{\alpha-\frac{1}{p}}(a, b).$$

The fractional integrals and derivatives are related by the inversion formulas

$$I_{a+}^\alpha(D_{a+}^\alpha f) = f, \quad \forall f \in I_{a+}^\alpha(L^p),$$

$$D_{a+}^\alpha(I_{a+}^\alpha f) = f, \quad \forall f \in L^1(a, b),$$

and similar statements also hold for $I_{b-}^\alpha$ and $D_{b-}^\alpha$.

Let $f(a+) := \lim_{\varepsilon \searrow 0} f(a+\varepsilon)$ and $g(b-) := \lim_{\varepsilon \searrow 0} g(b-\varepsilon)$ (we are assuming that these limits exist and are finite) and define

$$f_{a+}(x) := (f(x) - f(a+)) 1_{(a,b)}(x),$$

$$g_{b-}(x) := (g(x) - g(b-)) 1_{(a,b)}(x).$$

We recall from Zähle [37], the definition of generalized Riemann-Stieltjes fractional integral with respect to irregular functions.

**Definition 2.1.** (Generalized Riemann-Stieltjes Integral). Let $f$ and $g$ be functions such that the limits $f(a+), g(a+), g(b-)$ exist. Suppose that $f_{a+} \in I_{a+}^\alpha(L^p)$ and $g_{b-} \in I_{b-}^{1-\alpha}(L^q)$ for some $\alpha \in (0, 1)$ and $p, q \in [1, \infty]$ such that $\frac{1}{p} + \frac{\alpha}{q} \leq 1$. In this case the generalised Riemann-Stieltjes integral

$$\int_a^b f dg = (-1)^\alpha \int_a^b D_a^\alpha f_{a+}(x) D_{b-}^{1-\alpha} g_{b-}(x) dx + f(a+)(g(b-) - g(a+)),$$

is well-defined.

For $\eta \in (0, 1]$, let $C^\eta$, be the space of $\eta$-Hölder continuous functions $f : [a, b] \to \mathbb{R}^d$, equipped with the the norm

$$||f||_\eta := ||f||_\infty + \sup_{a \leq s < t \leq b} \left| \frac{f(t) - f(s)}{(t-s)^\eta} \right| < \infty,$$

where $||f||_\infty = \sup_{t \in [a, b]} |f(t)|$. Given any $\varepsilon$ such that $0 < \varepsilon < \alpha$, we have the following continuous inclusions $C^{\alpha+\varepsilon} \subset W_0^{\alpha, \infty} \subset C^{\alpha-\varepsilon}$.

**Remark 2.2.** The above definition is simpler in the following cases.
If $\alpha < \frac{1}{p}$, under the assumptions of the preceding definition, we have that $f \in I^\alpha_{p+a}(L^p)$ and we can write

\begin{equation}
\int_a^b f dg = (-1)^\alpha \int_a^b D^\alpha_{\alpha} f(x)(\int_b^x g_\alpha - (x) dx).
\end{equation}

If $f \in C^\eta_1(a, b)$ and $g \in C^\eta_2(a, b)$ with $\eta_1 + \eta_2 > 1$ then we can choose $p = q = \infty$ and $1 - \eta_2 < \alpha < \eta_1$, the generalized Riemann-Stieltjes integral exists, it is given by (2.1) and coincides with the Riemann-Stieltjes integral.

Now, fix the parameter $\alpha$, such that $0 < \alpha < \frac{1}{2}$, denote by $W^\alpha_0$ the space of measurable functions $f : [0, T] \to \mathbb{R}^d$ such that

$$
\|f\|_{\alpha, 1} := \int_0^T \frac{|f(s)|}{s^\alpha} ds + \int_0^T \int_0^s \frac{|f(s) - f(y)|}{(s - y)^{\alpha + 1}} dy ds < \infty.
$$

Denote by $W^{1-\alpha, \infty}_T$ the space of measurable functions $g : [0, T] \to \mathbb{R}^m$ such that

$$
\|g\|_{1-\alpha, \infty, T} := \sup_{0 < s < t < T} \left( \frac{|g(t) - g(s)|}{(t - s)^{1-\alpha}} + \int_s^t \frac{|g(y) - g(s)|}{(y - s)^{2-\alpha}} dy \right) < \infty.
$$

It is also easy to prove that $C^{1-\alpha + \epsilon} \subset W^{1-\alpha, \infty}_T \subset C^{1-\alpha}$. For $g \in W^{1-\alpha, \infty}_T$, we have that

$$
\Lambda^\alpha_\epsilon (g) := \frac{1}{\Gamma(1-\alpha)} \sup_{0 < s < t < T} |(D^{1-\alpha}_{1-\alpha} g)(s)| \leq \frac{1}{\Gamma(1-\alpha) \Gamma(1)} \|g\|_{1-\alpha, \infty, T} < \infty.
$$

Moreover, if $f \in W^0_{\alpha, 1}$ and $g \in W^{1-\alpha, \infty}_T$ then $\int_0^t f dg$ exists for all $t \in [0, T]$ and

$$
\left| \int_0^t f dg \right| \leq \Lambda^\alpha_\epsilon (g) \|f\|_{\alpha, 1},
$$

holds.

**Remark 2.3.** The trajectories of $B^H$ are almost surely locally $H'$-Hölder continuous for all $H' \in (0, H)$. Then, for all $1 - H < \alpha < \frac{1}{2}$, the trajectories of $B^H$ belong to the space $W^{1-\alpha, \infty}_T$. As a consequence, the generalised Riemann-Stieltjes integrals

$$
\int_0^T v_s dB^H_s
$$

exists if $\{v_t, t \in [0, T]\}$ is a stochastic process whose trajectories belong to the space $W^{\alpha, 1}_0$. And we have

\begin{equation}
\left| \int_0^t v_s dB^H_s \right| \leq \Lambda^\alpha_\epsilon (B^H) \|v\|_{\alpha, 1},
\end{equation}

where $\Lambda^\alpha_\epsilon (B^H) := \frac{1}{\Gamma(1-\alpha) \Gamma(1)} \|B^H\|_{1-\alpha, \infty, T}$ has moments of all order, see Lemma 7.5 in Nualart and Răşcanu [23]. Furthermore, by the classical Fernique’s theorem, for any $0 < \vartheta < 2$, we have

\begin{equation}
E[\exp(\Lambda^\vartheta_\epsilon (B^H))] < \infty.
\end{equation}
3. Existence and Uniqueness for the Fast-slow Systems

According to Theorem 2.2 in [8], we obtain the existence and uniqueness result to (1.2).

Lemma 3.1. Suppose that (H1) and (H2) hold and let \( 1 - H < \alpha < \min\{\frac{1}{2}, \beta, \frac{\gamma}{2}\} \). Then, (1.2) has a pathwise unique strong solution \( \{(X^\varepsilon_t, Y^\varepsilon_t), t \geq 0\} \), i.e.,

\[
\begin{align*}
X^\varepsilon_t &= x_0 + \int_0^t b_1(s, X^\varepsilon_s, Y^\varepsilon_s)ds + \int_0^t \sigma_1(s, X^\varepsilon_s)dB^H_s, \\
Y^\varepsilon_t &= y_0 + \frac{1}{\varepsilon} \int_0^t b_2(X^\varepsilon_s, Y^\varepsilon_s)ds + \frac{1}{\sqrt{\varepsilon}} \int_0^t \sigma_2(X^\varepsilon_s, Y^\varepsilon_s)dW_s.
\end{align*}
\]

(3.1)

Let \( \varepsilon = \frac{1}{2} \) and \( \varepsilon \to \infty \). Then, we construct \( \hat{Y}^\varepsilon \)

Proof: For any \( x_1, x_2, x \in \mathbb{R}^{d_1} \) and any initial value \( y \in \mathbb{R}^{d_2} \), by Lemma [10,11] and Lemma [0,11] in Appendix A, we have

\[
|\hat{b}_1(t, x_1) - \hat{b}_1(t, x_2)| \leq \left| \int_{\mathbb{R}^{d_2}} b_1(t, x_1, z)\mu^x(dz) - \mathbb{E}[b_1(t, x_1, Y^x_{s_1, y})] \right| \\
+ \left| \int_{\mathbb{R}^{d_2}} b_1(t, x_2, z)\mu^x(dz) - \mathbb{E}[b_1(t, x_2, Y^x_{s_2, y})] \right| \\
+ \left| \mathbb{E}[\hat{b}_1(t, x_1, Y^x_{s_1, y})] - b_1(t, x_2, Y^x_{s_2, y}) \right|
\]

(3.2)

and

\[
|\hat{b}_1(t_1, x) - \hat{b}_1(t_2, x)| \leq \left| \int_{\mathbb{R}^{d_2}} b_1(t_1, x, z)\mu^x(dz) - \mathbb{E}[b_1(t_1, x, Y^x_{s, y})] \right| \\
+ \left| \int_{\mathbb{R}^{d_2}} b_1(t_2, x, z)\mu^x(dz) - \mathbb{E}[b_1(t_2, x, Y^x_{s, y})] \right| \\
+ \left| \mathbb{E}[\hat{b}_1(t_1, x, Y^x_{s, y})] - b_1(t_2, x, Y^x_{s, y}) \right|
\]

(3.3)

\[
|\hat{b}_1(t, x)| \leq \int_{\mathbb{R}^{d_2}} |b_1(t, x, z)|\mu^x(dz) \leq C(1 + |x|).
\]

So, \( \hat{b}_1 \) satisfies the growth condition. Thus, according to Theorem 2.2 in [8], (1.3) has a unique strong solution.

\[ \square \]

4. Proof of Main Result

This section is devoted to proving Theorem [11] The proof consists of the following steps.

Firstly, we give some a priori estimates for the solution \( (X^\varepsilon, Y^\varepsilon) \) to (1.2).

Secondly, following the discretization techniques inspired by Khasminskii in [11], we introduce an auxiliary process \( (\hat{X}^\varepsilon, \hat{Y}^\varepsilon) \) and divide \([0, T]\) into intervals depending of size \( \delta < 1 \), where \( \delta \) is a fixed positive number depending on \( \varepsilon \) which will be chosen later. Then, we construct \( \hat{Y}^\varepsilon \) with initial value \( \hat{Y}^\varepsilon_0 = y_0 \), and for \( t \in [k\delta, \min\{(k + 1)\delta, T\}] \),

\[
\hat{Y}^\varepsilon_t = \hat{Y}^\varepsilon_{k\delta} + \frac{1}{\varepsilon} \int_{k\delta}^t b_2(X^\varepsilon_{k\delta}, \hat{Y}^\varepsilon_s)ds + \frac{1}{\sqrt{\varepsilon}} \int_{k\delta}^t \sigma_2(X^\varepsilon_{k\delta}, \hat{Y}^\varepsilon_s)dW_s,
\]
with some constant $\sigma$, where $s(\delta) = \lfloor \frac{\delta}{s} \rceil \delta$ is the nearest breakpoint preceding $s$. Also, we define the process $\hat{X}^\varepsilon$ with initial value $\hat{X}_0^\varepsilon = x_0$, by

$$\hat{X}_t^\varepsilon = x_0 + \int_0^t b_1(s(\delta), X_s^\varepsilon, \hat{Y}_s^\varepsilon)ds + \int_0^t \sigma_1(s, X_s^\varepsilon)dB_s^H,$$

(4.1)

and then, we can derive uniform bounds $\|X_t^\varepsilon - \hat{X}_t^\varepsilon\|_\alpha$.

Thirdly, based on the ergodic property of the frozen equation, we obtain appropriate control of $\|X_t^\varepsilon - \hat{X}_t\|_\alpha$.

Finally, we can estimate $\|X_t^\varepsilon - \hat{X}_t\|_\alpha$.

**Step 1: A priori estimates for the solution $(X^\varepsilon, Y^\varepsilon)$**. We use techniques similar to those used in [28, Theorem 4.2] to give a priori estimate for the solution $X^\varepsilon$.

**Lemma 4.1.** Suppose that (H1)-(H3) hold. Then, for $t \in [0, T], p \geq 1$, we have

$$\mathbb{E}[\|X_t^\varepsilon\|^p_{p, \infty}] \leq C_{\alpha, T, |x_0|}.$$

**Proof:** For shortness, denote, $\Lambda := \Lambda_\alpha(B^H) \cup 1$, and for any $\lambda \geq 1$, let

$$\|f\|_{\lambda, t} := \sup_{0 \leq s \leq t} e^{-\lambda s}|f(s)|,$n

and

$$\|f\|_{1, \lambda, t} := \sup_{0 \leq s \leq t} e^{-\lambda s} \int_0^s \frac{|f(s) - f(r)|}{(s-r)^{\alpha+1}}dr.$$

By (H3) and (2.2), we start by estimating $\|X_t^\varepsilon\|_{\lambda, t}$:

$$\|X_t^\varepsilon\|_{\lambda, t} = \sup_{0 \leq s \leq t} e^{-\lambda s}\left|X_0^\varepsilon + \int_0^s b_1(r, X_r^\varepsilon, Y_r^\varepsilon)dr + \int_0^s \sigma_1(r, X_r^\varepsilon)dB_r^H\right|$$

$$\leq C_{T, |x_0|}\Lambda\left(1 + \sup_{0 \leq s \leq t} e^{-\lambda(s-r)}(r^{\alpha-\lambda} \|X_r^\varepsilon\|_{\lambda, t} + \|X_r^\varepsilon\|_{1, \lambda, t})dr\right)$$

(4.2)

with some constant $K$ (which is dependent on $|x_0|$ and can be assumed to be greater than 1 without loss of generality) and here, we have used the estimate

$$\int_0^t e^{-\lambda(t-r)}r^{-\alpha}dr = \frac{1}{\lambda} \int_0^{\lambda t} e^{-y}\lambda^\alpha(\lambda t - y)^{-\alpha}dy$$

$$\leq \lambda^{\alpha-1} \sup_{z \geq 0} \int_0^z e^{-y}(z-y)^{-\alpha}dy$$

(4.3)

Furthermore, we estimate $\|X_t^\varepsilon\|_{1, \lambda, t}$. To complete this step,

$$\mathcal{C} := \int_0^t (t-s)^{-\alpha-1}\left|\int_s^t f(r)dB_r^H\right|ds,$$
needs to be estimated in advance, here, \( f : [0, T] \to \mathbb{R}^d \) is a measurable function. Using Fubini’s theorem, it is easy to get

\[
C \leq \Lambda_\alpha(B^H)(\int_0^t \int_0^t (t-s)^{-\alpha-1} \frac{|f(r)|}{(r-s)^\alpha} dr ds \\
+ \int_0^t \int_0^t \int_0^r (t-s)^{-\alpha-1} \frac{|f(r) - f(q)|}{(r-q)^{1+\alpha}} dq dr ds)
\]

Then, by the substitution \( s = r - (t-r)y \), we have

\[
\int_0^r (t-s)^{-\alpha-1} (r-s)^{-\alpha} ds = (t-r)^{-2\alpha} \int_0^{r/(t-r)} (1 + q)^{-\alpha-1} q^{-\alpha} dq,
\]

and on the other hand,

\[
\int_0^q (t-s)^{-\alpha-1} ds = \alpha^{-1}[(t-q)^{-\alpha} - t^{-\alpha}] \leq \alpha^{-1}(t-q)^{-\alpha}.
\]

This yields that

\[
C \leq \Lambda_\alpha(B^H)(c_\alpha \int_0^t (t-r)^{-2\alpha} |f(r)| dr \\
+ \int_0^t \int_0^r (t-q)^{-\alpha} \frac{|f(r) - f(q)|}{(r-q)^{1+\alpha}} dq dr ds),
\]

where \( c_\alpha = \int_0^\infty (1+q)^{-\alpha-1} q^{-\alpha} dq = B(2\alpha, 1-\alpha) \), \( B(2\alpha, 1-\alpha) \) is the Beta function. Thus, by \( (4.3) \), we have

\[
\|X^\varepsilon\|_{1,\lambda,t} = \sup_{0 \leq s \leq t} e^{-\lambda s} \int_0^s (s-r)^{-\alpha-1} \left| \int_r^s b_1(q, X^\varepsilon_q, Y^\varepsilon_q) dq \right| dr \\
+ \sup_{0 \leq s \leq t} e^{-\lambda s} \int_0^s (s-r)^{-\alpha-1} \left| \int_r^s \sigma_1(q, X^\varepsilon_q) dB^H_q \right| dr \\
\leq C_T,\|x_0\|_{\lambda} \left( 1 + \sup_{0 \leq s \leq t} e^{-\lambda(s-r)} \right) \\
\times \left[ (s-r)^{-2\alpha} \|X^\varepsilon\|_{1,\lambda,t} + (s-r)^{-\alpha} \|X^\varepsilon\|_{1,\lambda,t} \right] dr
\]

(4.5)

where we have used the estimate

\[
\int_0^t e^{-\lambda(t-r)}(t-r)^{-2\alpha} dr = \frac{1}{\lambda} \int_0^\lambda e^{-q} q^{2\alpha-2\alpha} dq \\
\leq \lambda^{2\alpha-1} \int_0^\infty e^{-q} q^{-2\alpha} dq \\
\leq C \lambda^{2\alpha-1}.
\]

(4.6)

Putting \( \lambda = (4K\Lambda)^{1/\alpha} \), we get from the inequality \( (1.2) \) that

\[
\|X^\varepsilon\|_{1,\lambda,t} \leq \frac{4}{3} K\Lambda (1 + \lambda^{-1} \|X^\varepsilon\|_{1,\lambda,t}).
\]

(4.7)
Then, plugging this to the inequality (1.3) and making simple transformations, we arrive at
\[ \|X^\varepsilon\|_{1,\lambda,t} \leq \frac{3}{2} K\Lambda + 2(K\Lambda)^{1/(1-\alpha)} \leq C_{T,|x_0|}\Lambda^{1/(1-\alpha)}. \]
Substituting this into (4.7), we get
\[ \|X^\varepsilon\|_{\lambda,t} \leq C_{T,|x_0|}\Lambda^{1/(1-\alpha)}. \]
Thus, we have
\[
\|X^\varepsilon\|_{\alpha,\infty} \leq C_{T,|x_0|}\exp(C_{T,|x_0|}\Lambda^{1/(1-\alpha)})\Lambda^{1/(1-\alpha)} + C_{T,|x_0|}\Lambda^{1/(1-\alpha)}(B^H)(1 + \Lambda^{1/(1-\alpha)}(B^H)).
\]
Since \(0 < \frac{1}{1-\alpha} < 2\), by (2.3), we have \(E[\exp(\Lambda^{1/(1-\alpha)}(B^H))] < \infty\).
This completed the proof of Lemma 4.1.

Moreover, using similar techniques in Lemma 4.1, we can prove
\[
\|\hat{X}^\varepsilon\|_{\alpha,\infty} + \|\hat{X}\|_{\alpha,\infty} \leq C_{T,|x_0|}\exp(C_{T,|x_0|}\Lambda^{1/(1-\alpha)}(B^H))(1 + \Lambda^{1/(1-\alpha)}(B^H)).
\]
and
\[
E[\|\hat{X}\|_{p,\alpha,\infty}^p] + E[\|\hat{X}^\varepsilon\|_{p,\alpha,\infty}^p] \leq C_{\alpha,T,|x_0|}.
\]
Here, we omit the proof.

**Lemma 4.2.** Suppose that (H1)-(H3) hold. Then, if \(0 \leq t \leq t + h \leq T\), we have
\[ E[|X^\varepsilon_{t+h} - X^\varepsilon_t|^2] \leq C_{\alpha,\beta,T,|x_0|}h^{2-2\alpha}. \]

**Proof:** From (1.3), by (H1)-(H3), we have
\[
E[|X^\varepsilon_{t+h} - X^\varepsilon_t|^2] \leq E\left[ \int_t^{t+h} b_1(r, X^\varepsilon_r, Y^\varepsilon_r) dr \right]^2 + E\left[ \int_t^{t+h} \sigma_1(r, X^\varepsilon_r) dB^H_r \right]^2 \leq A^h_1 + A^h_2.
\]

Firstly, for \(A^h_1\), by (H3), it is easy to get \(A^h_1 \leq Ch^2\). For the second term, by Remark 2.3 and (H1), we firstly give the following estimate:
\[
\left| \int_s^t \sigma_1(r, X^\varepsilon_r) dB^H_r \right| \leq \Lambda_{\alpha}(B^H) \left( \int_s^t \left| \frac{\sigma_1(r, X^\varepsilon_r)}{(r-s)^\alpha} dr \right| + \int_s^t \frac{\left| \sigma_1(r, X^\varepsilon_r) - \sigma_1(q, X^\varepsilon_q) \right|}{(r-q)^{1+\alpha}} dq dr \right) \leq \Lambda_{\alpha}(B^H)(1 + \|X^\varepsilon\|_{\alpha,\infty}) \times \left( \int_s^t (r-s)^{-\alpha} dr + \int_s^t [(r-s)^{\beta-\alpha} + 1] dr \right) \leq C_{\alpha,\beta,T,\alpha,\beta}(B^H)(1 + \|X^\varepsilon\|_{\alpha,\infty}) (t-s)^{1-\alpha}.
\]

Then, using similar techniques, we can prove that
\[
\left| \int_s^t \sigma_1(r, \hat{X}^\varepsilon_r) dB^H_r \right| + \left| \int_s^t \sigma_1(r, \hat{X}_r) dB^H_r \right| \leq C_{\alpha,\beta,T,\Lambda_{\alpha}}(B^H)(1 + \|\hat{X}^\varepsilon\|_{\alpha,\infty} + \|\hat{X}\|_{\alpha,\infty}) (t-s)^{1-\alpha}.
\]
To proceed, by Remark 2.3 and Lemma 4.1, we have
\[
A^h_2 \leq C_{\alpha,\beta,T}E[(\Lambda_{\alpha}(B^H)(1 + \|X^\varepsilon\|_{\alpha,\infty}))^2]h^{2-2\alpha}
\]
Lemma 4.4. This completed the proof of Lemma 4.3.

Using Itô formula again, we have

\[ E[|Y_t^\varepsilon|^2] = |y_0|^2 + \frac{2}{\varepsilon} \mathbb{E} \left[ \int_0^t \langle b_2(X_s^\varepsilon, Y_s^\varepsilon), Y_s^\varepsilon \rangle \, ds \right] + \frac{1}{\varepsilon} \mathbb{E} \left[ \int_0^t |\sigma_2(X_s^\varepsilon, Y_s^\varepsilon)|^2 \, ds \right], \]

then by (H4), we have

\[ \frac{d}{dt} E[|Y_t^\varepsilon|^2] = \frac{2}{\varepsilon} \mathbb{E}[\langle b_2(X_t^\varepsilon, Y_t^\varepsilon), Y_t^\varepsilon \rangle] + \frac{1}{\varepsilon} \mathbb{E}[|\sigma_2(X_t^\varepsilon, Y_t^\varepsilon)|^2] \]

\[ \leq - \frac{\beta_2}{\varepsilon} E[|Y_t^\varepsilon|^2] + \frac{C}{\varepsilon} E[|X_t^\varepsilon|^2] + \frac{C}{\varepsilon}. \]

Hence, by Gronwall’s inequality [7] pp. 584, and Lemma 4.1, we obtain

\[ E[|Y_T^\varepsilon|^2] \leq |y_0|^2 e^{-\frac{\beta_2 T}{\varepsilon}} + \frac{C}{\varepsilon} \int_0^T e^{-\frac{\beta_2 (t-s)}{\varepsilon}} (1 + E[|X_{s+}^\varepsilon|^2]) \, ds \]

\[ \leq C_{a,T,|x_0|} (1 + |y_0|^2). \]

This completed the proof of Lemma 4.3.

Step 2: The estimates for \(|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|\) and \(\|X_t^\varepsilon - \hat{X}_t^\varepsilon\|_\alpha\).

Lemma 4.4. Suppose that (H1), (H2) and (H4) hold. Then, we have

\[ \sup_{t \in [0,T]} E[|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|^2] \leq C_{a,\beta,T,|x_0|}\delta. \]

Proof: Using Itô formula again, we have

\[ E[|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|^2] = \frac{2}{\varepsilon} \mathbb{E} \left[ \int_0^t \langle b_2(X_s^\varepsilon, Y_s^\varepsilon) - b_2(X_s^{\varepsilon(\delta)}, \hat{Y}_s^\varepsilon), Y_s^\varepsilon - \hat{Y}_s^\varepsilon \rangle \, ds \right] \]

\[ + \frac{1}{\varepsilon} \mathbb{E} \left[ \int_0^t |\sigma_2(X_s^\varepsilon, Y_s^\varepsilon) - \sigma_2(X_s^{\varepsilon(\delta)}, \hat{Y}_s^\varepsilon)|^2 \, ds \right] \]

\[ = \frac{1}{\varepsilon} \mathbb{E} \left[ \int_0^t (2 \langle b_2(X_s^\varepsilon, Y_s^\varepsilon) - b_2(X_s^{\varepsilon(\delta)}, \hat{Y}_s^\varepsilon), Y_s^\varepsilon - \hat{Y}_s^\varepsilon \rangle \right] \]

\[ + |\sigma_2(X_s^\varepsilon, Y_s^\varepsilon) - \sigma_2(X_s^{\varepsilon(\delta)}, \hat{Y}_s^\varepsilon)|^2) \, ds \right] \]

By (H4) and Young’s inequality, we have

\[ \frac{d}{dt} E[|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|^2] \leq - \frac{\beta_1}{\varepsilon} E[|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|^2] + \frac{C}{\varepsilon} E[|X_t^\varepsilon - X_t^{\varepsilon(\delta)}| |Y_t^\varepsilon - \hat{Y}_t^\varepsilon|] \]
Then by Lemma 4.2 and Gronwall’s inequality [7, pp. 584], we have

$$\mathbb{E}[|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|^2] \leq C_{a,\beta,T,[x_0]} \delta \int_0^t e^{-\frac{\varepsilon(t-s)}{2}} ds \leq C_{a,\beta,T,[x_0]} \delta.$$ 

This completed the proof of Lemma 4.4.

**Lemma 4.5.** Suppose that (H1)-(H4) hold. Then, we have

$$\mathbb{E}\left[ \sup_{t \in [0,T]} \|X_t^\varepsilon - \hat{X}_t^\varepsilon\|_\alpha^2 \right] \leq C_{a,\beta,T,[x_0]} \delta.$$

**Proof:** In order to estimate $X := \mathbb{E}\left[ \sup_{t \in [0,T]} \|X_t^\varepsilon - \hat{X}_t^\varepsilon\|_\alpha \right]$, note that $A := \| \int_0^t f(s) ds \|_\alpha$ needs to be estimated in advance, here $f : [0, T] \rightarrow \mathbb{R}^d$ is a measurable function. Using Fubini’s theorem, we have

$$A \leq \left| \int_0^t f(s) ds \right| + \int_0^t (t-s)^{-1-\alpha} \int_0^t |f(r)| dr ds$$

$$\leq t^\alpha \int_0^t (t-s)^{-\alpha} |f(r)| dr + C_{a} \int_0^t (t-s)^{-\alpha} |f(r)| dr$$

$$(4.12) \leq C_{a,T} \int_0^t (t-s)^{-\alpha} |f(r)| dr.$$

From (3.1) and (4.1), by (4.12), Hölder’s inequality, (H2), Lemmas 4.2 and 4.3, we have

$$X \leq C \mathbb{E}\left[ \sup_{t \in [0,T]} \left\| \int_0^t (b_1(s, X_s^\varepsilon, Y_s^\varepsilon) - b_1(s, X_s^\varepsilon, \hat{Y}_s^\varepsilon)) ds \right\|_\alpha^2 \right]$$

$$+ C \mathbb{E}\left[ \sup_{t \in [0,T]} \left\| \int_0^t (b_1(s, X_s^\varepsilon, \hat{Y}_s^\varepsilon) - b_1(s, X_s^\varepsilon, \hat{Y}_s^\varepsilon)) ds \right\|_\alpha^2 \right]$$

$$+ C \mathbb{E}\left[ \sup_{t \in [0,T]} \left\| \int_0^t (b_1(s, X_s^\varepsilon, \hat{Y}_s^\varepsilon) - b_1(s, \hat{X}_s^\varepsilon, \hat{Y}_s^\varepsilon)) ds \right\|_\alpha^2 \right]$$

$$\leq C_{a,T} \int_0^T \mathbb{E}[|b_1(s, X_s^\varepsilon, Y_s^\varepsilon) - b_1(s, X_s^\varepsilon, \hat{Y}_s^\varepsilon)|^2] ds$$

$$+ C_{a,T} \int_0^T \mathbb{E}[|b_1(s, X_s^\varepsilon, \hat{Y}_s^\varepsilon) - b_1(s, X_s^\varepsilon, \hat{Y}_s^\varepsilon)|^2] ds$$

$$+ C_{a,T} \int_0^T \mathbb{E}[|b_1(s, X_s^\varepsilon, \hat{Y}_s^\varepsilon) - b_1(s, \hat{X}_s^\varepsilon, \hat{Y}_s^\varepsilon)|^2] ds$$

$$\leq C_{a,T} \int_0^T \mathbb{E}[|X_s^\varepsilon - \hat{X}_s^\varepsilon|^2] + \mathbb{E}[|Y_s^\varepsilon - \hat{Y}_s^\varepsilon|^2] ds + C_{a,T} \delta^2$$

$$\leq C_{a,\beta,T,[x_0],[y_0]} \delta.$$ 

This completed the proof of Lemma 4.5.

**Step 3:** The estimate for $\|\hat{X}_t - \hat{X}_t^\varepsilon\|_\alpha$.

**Lemma 4.6.** Suppose that (H1)-(H4) hold. Then, we have

$$A := \mathbb{E}\left[ \sup_{t \in [0,T]} \left\| \int_0^t (b_1(s, \hat{X}_s^\varepsilon, \hat{Y}_s^\varepsilon) - b_1(s, \hat{X}_s^\varepsilon, \hat{Y}_s^\varepsilon)) ds \right\|_\alpha^2 \right].$$
For $A_3$, by Hölder’s inequality and the fact that $\alpha < \frac{1}{2}$, we have

$$A_3 \leq C_{\alpha, T, \varepsilon_0, \lambda_0}(\varepsilon \delta^{-1} + \delta).$$

Proof: By elementary inequality, we have

$$A \leq CE \left[ \sup_{t \in [0, T]} \left\{ \frac{1}{T} \sum_{k=0}^{(k+1)\delta} \int_{k\delta}^{(k+1)\delta} \left( b_1(k\delta, X_{k\delta}, Y_{k\delta}) - \tilde{b}_1(k\delta, X_{k\delta}) \right) ds \right\}^2 \right] + CE \left[ \sup_{t \in [0, T]} \left\{ \int_{0}^{t} \left( \int_{s}^{t} (\partial_t s, X_{s}, \dot{Y}_{s}) - \tilde{b}_1(s, X_{s}) dr \right) ds \right\}^2 \right]$$

$$+ CE \left[ \sup_{t \in [0, T]} \left\{ \int_{0}^{t} \left( \int_{s}^{t} (\partial_t s, X_{s}, \dot{Y}_{s}) - \tilde{b}_1(s, X_{s}) dr \right) ds \right\}^2 \right] =: \sum_{i=1}^{3} A_i.$$

For $A_1$ and $A_2$, by (H3), we have

$$\sum_{i=1}^{2} A_i \leq CE \left[ \sup_{t \in [0, T]} \left\{ \frac{1}{T} \sum_{k=0}^{(k+1)\delta} \int_{k\delta}^{(k+1)\delta} \left( b_1(k\delta, X_{k\delta}, Y_{k\delta}) - \tilde{b}_1(k\delta, X_{k\delta}) \right) ds \right\}^2 \right] + C_T \delta^2$$

$$\leq C_T \delta^2 \max_{0 \leq \xi \leq \frac{T}{\delta}} E \left[ \int_{k\delta}^{(k+1)\delta} \left( b_1(k\delta, X_{k\delta}, Y_{k\delta}) - \tilde{b}_1(k\delta, X_{k\delta}) \right) ds \right]^2 + C_T \delta^2$$

$$\leq C_T \delta^2 \max_{0 \leq \xi \leq \frac{T}{\delta}} \int_{0}^{\frac{T}{\delta}} \int_{0}^{\frac{T}{\delta}} \mathcal{J}(s, \xi) ds d\xi + C_T \delta^2,$$

where $0 \leq \xi \leq \delta$, and

$$\mathcal{J}(s, \xi) = E[(b_1(k\delta, X_{k\delta}, Y_{k\delta}) - \tilde{b}_1(k\delta, X_{k\delta}), b_1(k\delta, X_{k\delta}, Y_{k\delta}) - \tilde{b}_1(k\delta, X_{k\delta})].$$

(4.13)

Then, for $A_3$, by Hölder’s inequality and the fact that $\alpha < \frac{1}{2}$, we have

$$A_3 \leq CE \left[ \sup_{t \in [0, T]} \int_{0}^{t} \left( \frac{ds}{(t-s)^{\frac{1}{2} + \alpha}} \right) \int_{0}^{t} \left( \int_{s}^{t} \left( \partial_t s, X_{s}, \dot{Y}_{s} - \tilde{b}_1(s, X_{s}) dr \right) ds \right)^2 \right]$$

$$\leq C_{\alpha, T} E \left[ \sup_{t \in [0, T]} \int_{0}^{t} \left( \int_{s}^{t} \left( \partial_t s, X_{s}, \dot{Y}_{s} - \tilde{b}_1(s, X_{s}) dr \right) ds \right)^2 1_{\ell} ds \right]$$

$$+ C_{\alpha, T} E \left[ \sup_{t \in [0, T]} \int_{0}^{t} \left( \int_{s}^{t} \left( \partial_t s, X_{s}, \dot{Y}_{s} - \tilde{b}_1(s, X_{s}) dr \right) ds \right)^2 1_{\ell} ds \right] =: A_{31} + A_{32},$$

where $1$ is an indicator function, $\ell := \{ t \in (\frac{1}{2} + \frac{T}{\delta}) \delta \}$ and $\ell^c := \{ t \geq (\frac{1}{2} + \frac{T}{\delta}) \delta \}$.

By (H3) and the fact that $|\lambda_1| - |\lambda_2| \leq \lambda_1 - \lambda_2 + 1$, for $\lambda_1 \geq \lambda_2 \geq 0$, we have

$$A_{31} \leq C_{\alpha, T} E \left[ \sup_{t \in [0, T]} \int_{0}^{t} \left( \int_{s}^{(\frac{1}{2} + \frac{T}{\delta}) \delta} \left( b_1(r(s), X_{r}, \dot{Y}_{r}) - \tilde{b}_1(r(s), X_{r}) dr \right) ds \right)^2 1_{\ell} ds \right]$$
\[ +C_{\alpha,T}\mathbb{E}\left[ \sup_{t\in[0,T]} \int_{0}^{t} \left( \frac{1}{(t-s)^{1/2+\alpha}} \right) \right. \\
+ C_{\alpha,T}\mathbb{E}\left[ \sup_{t\in[0,T]} \int_{0}^{t} \left( \frac{1}{(t-s)^{1/2+\alpha}} \right) \right. \\
\times \sum_{k=\left\lfloor \frac{t}{\alpha+1} \right\rfloor}^{\left\lfloor \frac{t}{\alpha} \right\rfloor - 1} \left( b_{1}(k\delta, X_{\delta}^{\alpha}, Y_{\delta}^{\alpha}) - b_{1}(k\delta, X_{\delta}^{\alpha}) \right) dr \left( \frac{1}{1_{j} \cap I ds} \right) ] \]

\[ \leq C_{\alpha,T} + C_{\alpha,T} \frac{2}{\delta} \max_{0 \leq k \leq \left\lfloor \frac{t}{\alpha} \right\rfloor - 1} \int_{0}^{\frac{t}{\alpha}} \int_{\zeta}^{\frac{\zeta}{\alpha}} J_{k}(s, \zeta) ds d\zeta. \]

For \( A_{32} \), set \( j := \left\{ \left\lfloor \frac{t}{\alpha} \right\rfloor > 1 \right\} \) and \( f := \left\{ \left\lfloor \frac{t}{\alpha} \right\rfloor \leq 1 \right\} \) by (H3) and the fact that \( t - s < \left\lfloor \frac{t}{\alpha} \right\rfloor \delta - s + 2\delta \leq 2\delta \), we have

\[ A_{32} \leq C_{\alpha,T} \frac{2}{\delta} \max_{0 \leq k \leq \left\lfloor \frac{t}{\alpha} \right\rfloor - 1} \int_{0}^{\frac{t}{\alpha}} \int_{\zeta}^{\frac{\zeta}{\alpha}} J_{k}(s, \zeta) ds d\zeta. \]

Thus, we have

\[ A \leq C_{\alpha,T} \frac{2}{\delta} \max_{0 \leq k \leq \left\lfloor \frac{t}{\alpha} \right\rfloor - 1} \int_{0}^{\frac{t}{\alpha}} \int_{\zeta}^{\frac{\zeta}{\alpha}} J_{k}(s, \zeta) ds d\zeta + C_{\alpha,T}\delta. \]
Now, by the construction of $\hat{\dot{Y}}^\varepsilon$ and a time shift transformation, for any fixed $k$ and $s \in [0, \delta]$, we have
\[
\begin{align*}
\dot{Y}_s^{\varepsilon, k} & = \dot{Y}_s^{\varepsilon} + \frac{1}{\varepsilon} \int_{k \delta}^{k \delta + s} b_2(X_r^{\varepsilon, k}, \dot{Y}_r^{\varepsilon}) \, dr + \frac{1}{\sqrt{\varepsilon}} \int_{k \delta}^{k \delta + s} \sigma_2(X_r^{\varepsilon, k}, \dot{Y}_r^{\varepsilon}) \, dW_r \\
& = \dot{Y}_s^{\varepsilon} + \frac{1}{\varepsilon} \int_0^s b_2(X_r^{\varepsilon}, \dot{Y}_r^{\varepsilon}) \, dr + \frac{1}{\sqrt{\varepsilon}} \int_0^s \sigma_2(X_r^{\varepsilon}, \dot{Y}_r^{\varepsilon}) \, dW_r,
\end{align*}
\]
where $W_t^* = W_{t+k \delta} - W_{k \delta}$ is the shift version of $W_t$, and hence they have the same distribution. Let $\bar{W_t}$ be a Wiener process and independent of $W$. Construct a process $Y^{X_{k, \bar{W}^*}, Y_{k, \bar{W}^*}}$ by means of
\[
Y_{s/\varepsilon}^{X_{k, \bar{W}}, Y_{k, \bar{W}}} = \dot{Y}_s^{\varepsilon} + \frac{1}{\varepsilon} \int_{k \delta}^{s/\varepsilon} b_2(X_r^{\varepsilon, k}, Y^{X_{k, \bar{W}}, Y_{k, \bar{W}}}) \, dr + \frac{1}{\sqrt{\varepsilon}} \int_{k \delta}^{s/\varepsilon} \sigma_2(X_r^{\varepsilon, k}, Y^{X_{k, \bar{W}}, Y_{k, \bar{W}}}) \, dW_r
\]
and
\[
\bar{W}_t^* = \sqrt{\varepsilon} W_{t/\varepsilon}.
\]
Thus, for $s \in [0, \delta]$, we have
(4.15) \((X_{k, \bar{W}}, \dot{Y}_{s+k \delta}^{\varepsilon, k})_{s \in [0, \delta]} \sim (X_{k, \bar{W}}, \{Y_{s/\varepsilon}^{X_{k, \bar{W}}, Y_{k, \bar{W}}}, s \in [0, \delta]\})\),
where $\sim$ denotes coincidence in distribution sense.

Thus, for $s \in [0, \delta]$, from (4.13), we have
\[
J_k(s, \zeta) = E(|b_1(k \delta, X_{k, \bar{W}}, Y^{X_{k, \bar{W}}, Y_{k, \bar{W}}}) - \bar{b}_1(k \delta, X_{k, \bar{W}})|) = E(|b_1(k \delta, X_{k, \bar{W}}, Y^{X_{k, \bar{W}}, Y_{k, \bar{W}}}) - \bar{b}_1(k \delta, X_{k, \bar{W}})|).
\]
Now, we present a claim which will be proved in Appendix B.

Claim:

\[
J_k(s, \zeta) \leq C e^{-\frac{\zeta}{2}(s-\zeta)} E[(1 + |X_{k, \bar{W}}|^2 + |\bar{Y}_{s+k \delta}^{\varepsilon}|^2)] \leq C_{\alpha, \beta, T, |x_0|, |y_0|} e^{-\frac{\zeta}{2}(s-\zeta)},
\]
where $\beta$ is defined in (H4). Here, Lemmas 4.1, 4.3 and 4.4 were used for the last inequality.

Therefore, by choosing $\delta = \delta(\varepsilon)$ such that $\frac{\delta}{\varepsilon}$ is sufficiently large, we have
\[
A \leq C_{\alpha, T, \|x_0\|, |y_0|} \frac{\varepsilon^{2}}{\delta} \int_0^1 \int_0^{\frac{\zeta}{\delta} + \frac{\varepsilon^{2}}{\delta}} \int_0^\infty e^{-\frac{\zeta}{2}(s-\zeta)} ds \, ds \, ds = C_{\alpha, T, \|x_0\|, |y_0|} \left(\varepsilon^{2} + \delta_{\alpha, T}\right).
\]

This completed the proof of Lemma 4.7. □

Then, for each $R > 1$, we define the following stopping time $\tau_R$, \(\tau_R := \inf\{t \geq 0 : \|B^H\|_{1-\alpha, \infty, t} \geq R\} \wedge T\).

**Lemma 4.7.** The following inequality holds (see also [21] Lemma 4.4):
\[
\mathbb{P}(\tau_R < T) \leq R^{-1} E[\|B^H\|^2_{1-\alpha, \infty, T}],
\]
and $R^{-1} E[\|B^H\|^2_{1-\alpha, \infty, T}]$ tends to 0 when $R \to \infty$. 

Proof: By Chebyshev’s inequality, we have
\[ \mathbb{P}(\tau_R < T) \leq \mathbb{P}(\|B^H\|_{1-\alpha, \infty, T} \geq R) \leq R^{-1} \mathbb{E}[\|B^H\|_{1-\alpha, \infty, T}^2]. \]
Because \( \|B^H\|_{1-\alpha, \infty, T} \) has moments of all order, see Lemma 7.5 in Nualart and Răşcanu [23], thus we have \( \lim_{R \to \infty} R^{-1} \mathbb{E}[\|B^H\|_{1-\alpha, \infty, T}^2] = 0. \)

Lemma 4.8. Suppose that (H1)-(H4) hold. Then, we have
\[
\mathbb{E}[ \sup_{t \in [0, T]} \|\hat{X}_t^\varepsilon - \bar{X}_t\|_{\alpha}^2 ] \leq C_{\alpha, T, |x_0|} \sqrt{R^{-1} \mathbb{E}[\|B^H\|_{1-\alpha, \infty, T}^2]} + C_{\alpha, \beta, \gamma, T, R, \alpha, |x_0|} (\epsilon \delta^{-1} + \delta).
\]

Proof: From (1.3) and (1.4), we have
\[
\mathbb{E}[ \sup_{t \in [0, T]} \|\hat{X}_t^\varepsilon - \bar{X}_t\|_{\alpha}^2 ] \leq \mathbb{E}[ \sup_{t \in [0, T]} \|\hat{X}_t^\varepsilon - \bar{X}_t\|_{\alpha}^2 \mathbb{1}_{\{\tau_R < T\}} ]
+ \mathbb{E}[ \sup_{t \in [0, T]} \|\hat{X}_t^\varepsilon - \bar{X}_t\|_{\alpha}^2 \mathbb{1}_{\{\tau_R \geq T\}} ].
\]

(4.17)

For the first supremum in the right-hand side of inequality (4.17), by Hölder's inequality, we have
\[
\mathbb{E}[ \sup_{t \in [0, T]} \|\hat{X}_t^\varepsilon - \bar{X}_t\|_{\alpha}^2 \mathbb{1}_{\{\tau_R < T\}} ] \leq (\mathbb{E}[ \sup_{t \in [0, T]} \|\hat{X}_t^\varepsilon - \bar{X}_t\|_{\alpha}^4 ])^{\frac{1}{2}} \mathbb{P}(\tau_R < T)^{\frac{1}{2}}.
\]
It follows from Lemma 4.7 that \( \mathbb{P}(\tau_R < T) \leq R^{-1} \mathbb{E}[\|B^H\|_{1-\alpha, \infty, T}^2]. \) Then, by (4.3), summing up all bounds we obtain
\[
\mathbb{E}[ \sup_{t \in [0, T]} \|\hat{X}_t^\varepsilon - \bar{X}_t\|_{\alpha}^2 \mathbb{1}_{\{\tau_R < T\}} ] \leq C_{\alpha, T, |x_0|} \sqrt{R^{-1} \mathbb{E}[\|B^H\|_{1-\alpha, \infty, T}^2]}.
\]

(4.18)

Now, for \( \lambda \geq 1 \) and let
\[ A := \mathbb{E}[ \sup_{t \in [0, T]} e^{-\lambda t} \|\hat{X}_t^\varepsilon - \bar{X}_t\|_{\alpha}^2 \mathbb{1}_D ], \]
where \( D := \{\|B^H\|_{1-\alpha, \infty, T} \leq R\}. \) Then, we return to the second supremum in the right-hand side of inequality (4.17),
\[
A \leq C \mathbb{E} \left[ \sup_{t \in [0, T]} e^{-\lambda t} \left( \int_0^t (b_1(s(\delta), X_s^\varepsilon, \bar{Y}_s^\varepsilon) - \tilde{b}_1(s(\delta), X_s^\varepsilon)) ds \right) \right]_D
+ C \mathbb{E} \left[ \sup_{t \in [0, T]} e^{-\lambda t} \left( \int_0^t (\tilde{b}_1(s(\delta), X_s^\varepsilon, \bar{Y}_s^\varepsilon) - \tilde{b}_1(s, X_s^\varepsilon)) ds \right) \right]_D
+ C \mathbb{E} \left[ \sup_{t \in [0, T]} e^{-\lambda t} \left( \int_0^t (\tilde{b}_1(s, X_s^\varepsilon, \bar{Y}_s^\varepsilon) - \tilde{b}_1(s, X_s^\varepsilon)) ds \right) \right]_D
+ C \mathbb{E} \left[ \sup_{t \in [0, T]} e^{-\lambda t} \left( \int_0^t (\sigma_1(s, \hat{X}_s^\varepsilon) - \sigma_1(s, X_s)) dB_s^H \right) \right]_D
+ C \mathbb{E} \left[ \sup_{t \in [0, T]} e^{-\lambda t} \left( \int_0^t (\sigma_1(s, \hat{X}_s^\varepsilon) - \sigma_1(s, X_s)) dB_s^H \right) \right]_D.
By Lemma 4.6, we can estimate the term $A_1$,

$$A_1 \leq C_{\alpha, \beta, T, \|x_0\|, \|y_0\|} (\varepsilon \delta^{-1} + \delta).$$  

Then, by (H2), (4.12), Lemma 4.2 and Lemma 4.5, it is easy to obtain

$$A_2 + A_3 + A_4 \leq C_{\alpha,T} E \left[ \int_0^T |\tilde{b}_1(s) - \tilde{b}_1(s, X_s^\varepsilon)| ds \right] + C_{\alpha,T} E \left[ \int_0^T |\tilde{b}_1(s, X_s^\varepsilon) - \tilde{b}_1(s, \tilde{X}_s)| ds \right] + C_{\alpha,T} E \left[ \int_0^T |\tilde{b}_1(s) - \tilde{b}_1(s, \tilde{X}_s)| ds \right] \leq C_{\alpha, \beta, T, \|x_0\|, \|y_0\|} \delta.$$

For $A_5$, by (4.13) and (4.12), we have

$$A_5 \leq C_{\alpha,T} E \left[ \sup_{t \in [0,T]} e^{-\lambda t} \int_0^t (t-s)^{-2\alpha} |\tilde{b}_1(s, \tilde{X}_s)| ds \right] \leq C_{\alpha,T} E \left[ \sup_{t \in [0,T]} e^{-\lambda(t-s)} (t-s)^{-2\alpha} e^{-\lambda s} |\tilde{X}_s - \tilde{X}_s|^2 ds \right] \leq C_{\alpha,T} \lambda^{2\alpha-1} \left[ \sup_{t \in [0,T]} e^{-\lambda t} \|\tilde{X}_t - \tilde{X}_t\|^2 \right] \leq C_{\alpha,T} \lambda^{2\alpha-1} \left[ \sup_{t \in [0,T]} e^{-\lambda t} \|\tilde{X}_t - \tilde{X}_t\|^2 \right].$$

For $A_6, A_7$, we firstly give the basic estimate for $B := \| \int_0^t f(r) dB_H^r \|_{\alpha}$ where $f : [0, T] \to \mathbb{R}^d$ is a measurable function. By (4.22) and (4.4), it is easy to get

$$B \leq C_{\alpha,T} \lambda^{2\alpha-1} \left[ \sup_{t \in [0,T]} e^{-\lambda t} \|\tilde{X}_t - \tilde{X}_t\|^2 \right].$$

Next, by Lemma 7.1 in Nualart and Răşcanu, we have

$$|\sigma(t_1, x_1) - \sigma(t_2, x_2) - \sigma(t_1, x_3) + \sigma(t_2, x_4)| \leq C|x_1 - x_2 - x_3 + x_4| + C|x_1 - x_3||t_2 - t_1|^\beta + C|x_1 - x_3||x_1 - x_2|^\gamma + C|x_3 - x_4|.$$

Thus, by (4.23), we have

$$A_6 \leq C_{\alpha,T} \lambda^{2\alpha-1} \left[ \sup_{t \in [0,T]} e^{-\lambda t} \|\tilde{X}_t - \tilde{X}_t\|^2 \right].$$

where $\Delta(\tilde{X}_r) = \int_0^r \frac{|\tilde{X}_t - \tilde{X}_t|^\gamma}{(r-q)^{\gamma+\alpha}} dq$ and $\Delta(\tilde{X}_r) = \int_0^r \frac{|\tilde{X}_t - \tilde{X}_t|^\gamma}{(r-q)^{\gamma+\alpha}} dq$. 
By (4.11), we have
\[
\Delta(\hat{X}^\varepsilon_t) + \Delta(\hat{X}_t) \leq C_{\alpha,\beta,T}A_\varepsilon^\alpha(B^H)(1 + \|\hat{X}^\varepsilon\|_{\alpha,\infty})^\gamma \int_0^t (t-s)^{\alpha - 1 - \gamma - \alpha} ds \\
+ C_{\alpha,\beta,T}A_\varepsilon^\alpha(B^H)(1 + \|\hat{X}\|_{\alpha,\infty})^\gamma \int_0^t (t-s)^{\alpha - 1 - \gamma - \alpha} ds \\
\leq C_{\alpha,\beta,T}A_\varepsilon^\alpha(B^H)(1 + \|X^\varepsilon\|_{\alpha,\infty}^\alpha + \|\hat{X}\|_{\alpha,\infty}^\gamma) \frac{t^{\alpha - 1 - \gamma - \alpha}}{(1 - \alpha)\gamma - \alpha}.
\]
(4.24)

Here, we use the fact that \((1 - \alpha)\gamma - \alpha > 0\), since \(\alpha \in (0,\frac{2}{3})\).

Then, by (4.8) and (4.24), under the condition that \(\|B^H\|_{1-\alpha,\infty,T} \leq R\), there exists a constant \(C_{\alpha,\beta,T,R} \), such that
\[
\Delta(\hat{X}^\varepsilon_t) + \Delta(\hat{X}_t) \leq C_{\alpha,\beta,\gamma,T,R,x_0}. \tag{4.25}
\]

Thus, by (4.3), (4.7) and (4.24), we obtain
\[
A_6 \leq C_{\alpha,\beta,\gamma,T,R,x_0,|x_0|}T^{2\alpha - 1}E\left[\sup_{t \in [0,T]} e^{-\lambda t} \|\hat{X}^\varepsilon_t - \hat{X}_t\|_{\alpha,\infty}^2 1_D\right]. \tag{4.26}
\]

Using the similar techniques, and by Lemma 4.5 we get
\[
A_7 \leq C_{\alpha,\beta,\gamma,T,R,x_0,|x_0|}\lambda^{2\alpha - 1}T^{\alpha - 1}E\left[\sup_{t \in [0,T]} e^{-\lambda t} \|X^\varepsilon_t - \hat{X}^\varepsilon_t\|_{\alpha,\infty}^2 1_D\right] \tag{4.27}
\]

According to estimates (4.19), (4.20), (4.21), (4.22) and (4.24), we obtain that
\[
A \leq C_{\alpha,\beta,\gamma,T,R,x_0,|x_0|}\lambda^{2\alpha - 1}E\left[\sup_{t \in [0,T]} e^{-\lambda t} \|\hat{X}^\varepsilon_t - \hat{X}_t\|_{\alpha,\infty}^2 1_D\right] \\
+ C_{\alpha,\beta,T,x_0,|x_0|}(\varepsilon\delta^{-1} + \delta) + C_{\alpha,\beta,T,x_0,|x_0|}\delta + C_{\alpha,\beta,T,R,x_0,|x_0|}\delta.
\]

Taking \(\lambda\) large enough, such that \(C_{\alpha,\beta,\gamma,T,R,x_0,|x_0|}\lambda^{2\alpha - 1} < 1\), we have
\[
E\left[\sup_{t \in [0,T]} e^{-\lambda t} \|\hat{X}^\varepsilon_t - \hat{X}_t\|_{\alpha,\infty}^2 1_D\right] \leq C_{\alpha,\beta,\gamma,T,R,x_0,|x_0|}(\varepsilon\delta^{-1} + \delta). \tag{4.28}
\]

Finally, by (4.18) and (4.28), we obtain that
\[
E\left[\sup_{t \in [0,T]} e^{-\lambda t} \|\hat{X}^\varepsilon_t - \hat{X}_t\|_{\alpha,\infty}^2\right] \leq C_{\alpha,T,|x_0|}\sqrt{R^{-1}E\|B^H\|_{1-\alpha,\infty,T}^2} \\
+ C_{\alpha,\beta,\gamma,T,R,x_0,|x_0|}(\varepsilon\delta^{-1} + \delta).
\]

Then, the statement follows.

**Step 4: The estimate for \(\|\hat{X}_t - X^\varepsilon_t\|_{\alpha}\).** By Lemma 4.5 and Lemma 4.8, we have
\[
E\left[\sup_{t \in [0,T]} \|X^\varepsilon_t - \hat{X}_t\|_{\alpha}^2\right] \leq E\left[\sup_{t \in [0,T]} \|X^\varepsilon_t - \hat{X}^\varepsilon_t\|_{\alpha}^2\right] + E\left[\sup_{t \in [0,T]} \|\hat{X}^\varepsilon_t - \hat{X}_t\|_{\alpha}^2\right] \\
\leq C_{\alpha,T,|x_0|}\sqrt{R^{-1}E\|B^H\|_{1-\alpha,\infty,T}^2} \\
+ C_{\alpha,\beta,T,R,x_0,|x_0|}(\varepsilon\delta^{-1} + \delta).
\]

Thus, choose \(\delta = \varepsilon\sqrt{-\ln \varepsilon}\), we obtain
\[
\lim_{\varepsilon \to 0} E\left[\sup_{t \in [0,T]} \|X^\varepsilon_t - \hat{X}_t\|_{\alpha}^2\right] \leq C_{\alpha,T,|x_0|}\sqrt{R^{-1}E\|B^H\|_{1-\alpha,\infty,T}^2}.
\]
Then, let $R \to \infty$ and by Lemma 4.7, we have
\[
\lim_{r \to 0} \mathbb{E} \left[ \sup_{t \in [0,T]} \| X_t - \bar{X}_t \|_{\alpha}^2 \right] = 0.
\]
This completed the proof of Theorem 1.1. \hfill \Box

Appendix A: Ergodicity

For fixed $x \in \mathbb{R}^d_1$, consider the problem associated to fast motion (1.4) with frozen slow component. If (H2) holds, then it is easy to prove for any fixed $x \in \mathbb{R}^d_1$ and initial value $y \in \mathbb{R}^d_2$, (1.3) has a unique strong solution denoted by $\{Y_{t,x,y}\}_{t \geq 0}$, which is a Markov process.

Let $\{P_t^x\}_{t \geq 0}$ be the transition semigroup of $\{Y_{t,x,y}\}_{t \geq 0}$, i.e., for any bounded measurable function $\varphi : \mathbb{R}^d \to \mathbb{R}$,
\[
P^x_\varphi(y) := \mathbb{E}[\varphi(Y_{t,x,y})], \quad y \in \mathbb{R}^d_2, s \geq 0.
\]
Under the assumption (H4), it is easy to prove that
\[
\mathbb{E}[|Y_{t,x,y}|^2] \leq e^{-\beta_t}1 + |x|^2,
\]
and $\{P_t^x\}_{t \geq 0}$ has a unique invariant measure $\mu^x$ (see [17] Lemma 3.6 and Proposition 3.8) for example satisfying
\[
\int_{\mathbb{R}^d_2} |y|^k \mu^x(dy) \leq C(1 + |x|^k),
\]
for some $k \geq 1$.

Lemma 0.9. Suppose that (H2) and (H4) hold. For any given value $x \in \mathbb{R}^d_1$, $y_1, y_2 \in \mathbb{R}^d_2$ and $t \geq 0$, we have
\[
\mathbb{E}[|Y_{t,x,y_1} - Y_{t,x,y_2}|^2] \leq C e^{-\beta_1} |y_1 - y_2|^2.
\]

Proof: Using Itô formula again, we have
\[
\mathbb{E}[|Y_{t,x,y_1} - Y_{t,x,y_2}|^2] = |y_1 - y_2|^2 + \mathbb{E} \left[ \int_0^t 2(b_2(x, Y_{s,x,y_1} - Y_{s,x,y_2}), Y_{s,x,y_1} - Y_{s,x,y_2}) ds \right]
\]
\[
+ \mathbb{E} \left[ \int_0^t |\sigma_2(x, Y_{s,x,y_1} - Y_{s,x,y_2})|^2 ds \right].
\]

By (H4) and Gronwall’s inequality [7 pp. 584], we obtain
\[
\mathbb{E}[|Y_{t,x,y_1} - Y_{t,x,y_2}|^2] \leq C e^{-\beta_1} |y_1 - y_2|^2.
\]

This completed the proof. \hfill \Box

The estimate (0.29) and the classical Bogoliubov-Krylov argument imply the existence of invariant measures. For the uniqueness, by the estimate (0.30) and Lemma 0.9 it is sufficient to prove the following Lemma 0.10 (see also [17] Proposition 3.8 and Proposition 3.9) for example.

Lemma 0.10. Suppose that (H2) and (H4) hold. For any given value $x \in \mathbb{R}^d_1$, $y \in \mathbb{R}^d_2$, there exist $C > 0$ and $\beta_1 > 0$ such that for any Lipschitz function $\varphi : \mathbb{R}^d_2 \to \mathbb{R}$,
\[
|P^x_s \varphi(y) - \int_{\mathbb{R}^d_2} \varphi(z) \mu^x(dz)| \leq C(1 + |x| + |y|) e^{-\beta_1 s} |\varphi|_{Lip}, \quad s \geq 0,
\]

where $|\varphi|_{Lip}$ denotes the Lipschitz constant of $\varphi$. This completes the proof.
Lemma 0.11. Suppose that (H2) and (H4) hold. For any given value $x_1, x_2 \in \mathbb{R}^d, y \in \mathbb{R}^d$, we have

$$E|Y_t^{x_1,y} - Y_t^{x_2,y}|^2 \leq C|x_1 - x_2|^2.$$  

Proof: Using Itô formula again and Young’s inequality, we have

$$\frac{d}{dt}E|Y_t^{x_1,y} - Y_t^{x_2,y}|^2 = E[2\langle b_2(x_1, Y_t^{x_1,y}) - b_2(x_2, Y_t^{x_2,y}), Y_t^{x_1,y} - Y_t^{x_2,y}\rangle + \sigma_2(x_1, Y_t^{x_1,y}) - \sigma_2(x_2, Y_t^{x_2,y})]^2$$

$$= E[2\langle b_2(x_1, Y_t^{x_1,y}) - b_2(x_1, Y_t^{x_1,y}), Y_t^{x_1,y} - Y_t^{x_2,y}\rangle + \sigma_2(x_1, Y_t^{x_1,y}) - \sigma_2(x_1, Y_t^{x_2,y})]^2$$

$$+ E[2\langle b_2(x_1, Y_t^{x_2,y}) - b_2(x_2, Y_t^{x_2,y}), Y_t^{x_1,y} - Y_t^{x_2,y}\rangle + \sigma_2(x_1, Y_t^{x_2,y}) - \sigma_2(x_2, Y_t^{x_2,y})]^2$$

$$\leq -\frac{\beta_1}{2}|Y_t^{x_1,y} - Y_t^{x_2,y}|^2 + C|x_1 - x_2|^2.$$  

By (H4) and Gronwall’s inequality [7, pp. 584], we obtain

$$E|Y_t^{x_1,y} - Y_t^{x_2,y}|^2 \leq C|x_1 - x_2|^2.$$  

This completed the proof. □

Appendix B: The Proof of Claim in Lemma 1.6

Let $\tilde{W}$ be as in [14,14] and $Q^y$ denote the probability law of the diffusion process $\{Y_t^x\}_{t \geq 0}$ which is governed by following equation

$$dY_t^x = b(x, Y_t^x)dt + \sigma(x, Y_t^x)d\tilde{W}_t,$$

with initial value $Y_0^x = y$ and we denote the solution by $\{Y_t^x\}_{t \geq 0}$. The expectation with respect to $Q^y$ is denoted by $E^y$. Hence, we have $E^y[\Psi(Y_t^x)] = E[\Psi(Y_t^x)]$, for all bounded function $\Psi$. For more details on $Q^y$, the readers are referred to [24, pp.110]. Let $\mathcal{F}_t^\xi$ be the $\sigma$-field generated by $\{Y_r^x, r \leq t\}$ and set

$$J_k(s, \zeta, x, y) = E[(b_1(k\delta, x, Y_s^z) - \tilde{b}_1(k\delta, x), b_1(k\delta, x, Y_s^x) - \tilde{b}_1(k\delta, x))].$$

Then, we have

$$J_k(s, \zeta, x, y) = E^y[(b_1(k\delta, x, Y_s^z) - \tilde{b}_1(k\delta, x), b_1(k\delta, x, Y_s^x) - \tilde{b}_1(k\delta, x))]$$

$$= E^y[\Phi^y[(b_1(k\delta, x, Y_s^z) - \tilde{b}_1(k\delta, x), b_1(k\delta, x, Y_s^x) - \tilde{b}_1(k\delta, x))|\mathcal{F}_s^\xi]]$$

$$= E^y[(b_1(k\delta, x, Y_s^z) - \tilde{b}_1(k\delta, x), b_1(k\delta, x, Y_s^x) - \tilde{b}_1(k\delta, x))|\mathcal{F}_s^\xi]].$$

To proceed, by invoking the Markov property of $\{Y_t^x\}_{t \geq 0}$, we have

$$J_k(s, \zeta, x, y) = E^y[(b_1(k\delta, x, Y_s^z) - \tilde{b}_1(k\delta, x), E^x^\zeta\Phi^x[(b_1(k\delta, x, Y_s^z) - \tilde{b}_1(k\delta, x))]]$$

where $E^x^\zeta\Phi^x[(b_1(k\delta, x, Y_s^z) - \tilde{b}_1(k\delta, x))]$ means the function

$$E^y[b_1(k\delta, x, Y_s^z) - \tilde{b}_1(k\delta, x)]$$

evaluated at $y = Y_s^x$. 

where $|\varphi|_{Lip} = \sup_{x \neq y} \frac{|\varphi(x) - \varphi(y)|}{|x - y|}$. Moreover,

$$E[b_1(t, x, Y_s^y)] - \int_{\mathbb{R}^d} b_1(t, x, z) \mu(x) (dz) \leq Ce^{-\delta_1 s}(1 + |x|^2 + |y|^2).$$

Using Hölder’s inequality and the boundedness of the function $b_1$, we obtain
\[
J_k(s, \zeta, x, y) \leq C \left( \mathbb{E}^y \left[ |b_1(k\delta, x, Y_{x,\zeta}^\varepsilon) - \bar{b}_1(k\delta, x)|^2 \right] \right)^{\frac{1}{2}} \\
\times \left( \mathbb{E}^y \left[ |Y_{x,\zeta}^\varepsilon| |b_1(k\delta, x, Y_{x,\zeta}^\varepsilon) - \bar{b}_1(k\delta, x)|^2 \right] \right)^{\frac{1}{2}}.
\]

In view of Lemma 0.10, we have
\[
J_k(s, \zeta, x, y) \leq C (1 + |x|^2 + |y|^2) e^{-\frac{\beta}{2}(s-\zeta)}.
\]

Let $\mathcal{M}_{k\delta}^\varepsilon$ be the $\sigma$-field generated by $X_{k\delta}^\varepsilon$ and $\hat{Y}_{k\delta}^\varepsilon$ that is independent of $\{Y_{r,x,y}^r\}_{r \geq 0}$. By adopting the approach in [24, Theorem 7.1.2], we can show
\[
J_k(s, \zeta, x, y) = E\left[ E\left[ J_k(s, \zeta, x, y) \mid (x,y) = (X_{k\delta}^\varepsilon, \hat{Y}_{k\delta}^\varepsilon) \right] \right],
\]
which, with the aid of (0.31), yields
\[
J_k(s, \zeta) \leq C E\left[ (1 + |X_{k\delta}^\varepsilon|^2 + |\hat{Y}_{k\delta}^\varepsilon|^2) e^{-\frac{\beta}{2}(s-\zeta)} \right].
\]

This completes the proof of the claim. \hfill \Box
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