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Abstract—A Physical layer Network Coding (PNC) scheme is proposed for the $K$-user wireless Multiple Access Relay Channel (MARC), in which $K$ source nodes transmit their messages to the destination node $D$ with the help of a relay node $R$. The proposed PNC scheme involves two transmission phases: (i) Phase 1 during which the source nodes transmit, the relay node and the destination node receive and (ii) Phase 2 during which the source nodes and the relay node transmit, and the destination node receives. At the end of Phase 1, the relay node decodes the messages of the source nodes and during Phase 2 transmits a many-to-one function of the decoded messages. Wireless networks in which the relay node decodes, suffer from loss of diversity order if the decoder at the destination is not chosen properly. A novel decoder is proposed for the PNC scheme, which offers the maximum possible diversity order of 2, for a proper choice of certain parameters and the network coding map. Specifically, the network coding map used at the relay is chosen to be a $K$-dimensional Latin Hypercube, in order to ensure the maximum diversity order of 2. Also, it is shown that the proposed decoder can be implemented by a fast decoding algorithm. Simulation results presented for the 3-user and 4-user MARC show that the proposed scheme offers a large gain over the existing scheme for the $K$-user MARC.

I. BACKGROUND AND PRELIMINARIES

We consider the $K$-user Multiple Access Relay Channel (MARC) shown in Fig. 1. Source nodes $S_1, S_2, \ldots, S_K$ want to transmit messages to the destination node $D$ with the help of the relay node $R$. All the nodes are assumed to have half-duplex constraint, i.e., the nodes cannot transmit and receive simultaneously in the same frequency band. In a $K$-user MARC, the maximum diversity order obtainable is two, since in addition to the presence of direct links, communication paths exist from the source nodes to the destination node $D$ through the relay node $R$.

A. Background

In a fading scenario, Multiple Input Multiple Output (MIMO) antenna systems provide gain in terms of spatial diversity. However, in many practical scenarios, it is difficult to place multiple collocated antennas in a single terminal. An attractive alternative to obtain diversity gain without using multiple antennas, is the utilization of intermediate relay nodes which aid the transmission from the source nodes to the destination nodes. In order to exploit the presence of intermediate relay nodes to obtain diversity gain, the source nodes need to convey their messages to the relay nodes. Due to the superposition nature of the wireless channel, if the source nodes transmit simultaneously in the same frequency band, interference occurs at the relay nodes. A loss of spectral efficiency results, if the source nodes transmit in orthogonal time/frequency slots. A solution to this problem is the use of physical layer network coding, first introduced in [1], in which the nodes are allowed to transmit simultaneously. Physical layer Network Coding (PNC) has been shown to outperform traditional schemes which involve orthogonal transmissions [1]–[5]. So far, most of the works on PNC have mainly focussed only on the two-way relay channel. In our recent work [6], we proposed a scheme based on PNC for the two user MARC. In this paper, we present the generalization of the scheme proposed in [6] for the $K$-user MARC.

For the MARC, a Complex Field Network Coding (CFNC) scheme was proposed in [7]. The CFNC scheme, like the PNC scheme, avoids the loss of spectral efficiency, by making the source nodes transmit simultaneously. But the major difference between the CFNC scheme and the proposed PNC scheme is that during the relaying phase, the CFNC scheme uses a signal set of size $M^K$ at $R$, whereas the proposed PNC scheme uses a signal set of size $M$, where $M$ is the size of the signal set used at the source nodes.

As noted in [7], if the relay node transmits a many-to-one function of the estimates of the messages transmitted by the source nodes and minimum squared Euclidean distance decoder is employed at $D$, a loss of diversity order results. This problem of loss of diversity order due to error propagation, is encountered in many other wireless scenarios as well and various solutions have been proposed to avoid this problem. Cyclic Redundancy Check bits are used so that the nodes forward only those packets which are decoded correctly [8]. Some works assume the knowledge of all the instantaneous fade coefficients or error probabilities associated with the intermediate nodes at the destination node, with the decoder at the destination using this knowledge to ensure full diversity [9], [10]. The CFNC scheme proposed in [7], uses a scaling factor at the relay node which depends on the instantaneous fade coefficients associated with the links from the source nodes to the relay node, with the scaling factor indicated to the destination using pilot symbols. The proposed scheme does not suffer from the disadvantages of any of the above methods, yet ensures the maximum possible diversity order. This is achieved by means of an efficient choice of the transmission scheme and the use of a novel decoder at the destination $D$.

For the proposed PNC scheme, making the source nodes also transmit during the relaying phase, combined with a novel decoder ensures the maximum possible diversity order of two. Furthermore, if certain parameters are chosen properly, the
proposed decoder for the PNC scheme can be implemented with a decoding complexity order same as that of the CFNC scheme proposed in [7].

For the two-way relay channel, the network coding maps used at the relay node need to form a mathematical structure called Latin Squares, for ensuring unique decodability at the end nodes [11]–[13]. Interestingly, choosing the called Latin Squares, for ensuring unique decodability at the used at the relay node need to form a mathematical structure scheme proposed in [7].

with a decoding complexity order same as that of the CFNC proposed decoder for the PNC scheme can be implemented.

CFNC scheme proposed in [7] are summarized below:

- In the CFNC scheme, \( R \) transmits a complex linear combination of the estimate of the messages transmitted by the source node and the signal set used at \( R \) during the relaying phase has \( M^K \) points, where \( M \) is the size of the signal set used at the source nodes. The minimum distance of the signal set used during the relaying phase vanishes as \( K \) increases. In contrast, since the proposed PNC scheme uses a many-to-one map, the signal set used during the relaying phase has only \( M \) points. The minimum distance of the signal set used at \( R \) is more than that of the CFNC scheme and it remains the same irrespective of the number of source nodes \( K \). Hence the proposed scheme performs better than the CFNC scheme. Simulation results presented for the 3-user and 4-user MARC confirm that the proposed PNC scheme provides a large gain over the CFNC scheme.

- In the CFNC scheme, \( R \) uses a scaling factor which is a function of the instantaneous fade coefficients associated with the links from the source nodes to the relay node, which needs to be indicated to \( D \) using pilot symbols. Since the proposed PNC scheme does not involve any such scaling factor, there is no need of such pilot symbols.

Notations: Throughout, vectors are denoted by bold lower case letters and matrices are denoted by bold capital letters. The set of complex numbers is denoted by \( \mathbb{C} \), \( \mathcal{CN}(0, \sigma^2) \) denotes a circularly symmetric complex Gaussian random variable with mean zero and variance \( \sigma^2 \) and \( \mathcal{N}(0, \sigma^2) \) denotes a real Gaussian random variable with mean zero and variance \( \sigma^2 \). For a matrix \( \mathbf{A} \), \( \mathbf{A}^\dagger \) and \( \mathbf{A}^* \) denotes its transpose and conjugate transpose respectively. For a complex number \( x \), \( x^* \) denotes its conjugate and \( |x| \) denotes its absolute value.

For a vector \( v \), \( ||v|| \) denotes its Euclidean norm. The total transmission energy at a node is assumed to be equal to \( E_s \) and all the additive noises are assumed to have a variance equal to 1. By SNR, we denote the transmission energy \( E_s \).

For a signal set \( S \), \( \Delta S \) denotes the difference signal set of \( S \), \( \Delta S = \{x-x'|x,x' \in S\} \). The all zero matrix of size \( n \times n \) is denoted by \( \mathbf{0}_n \). The natural logarithm of \( x \) is denoted by \( \log(x) \). \( \mathbb{E}(X) \) denotes the expectation of \( X \). \( Q(x) \) denotes the complementary CDF of the standard Gaussian random variable.

B. Signal Model

Throughout, a quasi-static fading scenario is assumed with the channel state information available only at the receivers. The source nodes want to transmit a binary vector of length \( \lambda \) to the destination node. At each one of the source nodes, the binary vector is mapped onto a point from a \( M=2^\lambda \) point signal set denoted by \( S \). Let \( \mu:S^2 \rightarrow S \) denote the complex symbol the source node \( S_i \) wants to convey to \( D \). During Phase 1, the source node \( S_i \) transmits a scaled version of \( x_i \). The received signal at \( R \) and \( D \) during Phase 1 are respectively given by,

\[
\begin{align*}
    y_R &= \sum_{i=1}^{K} h_{S_i,R} \sqrt{E_s} a_i x_i + z_R \\
    y_{D_1} &= \sum_{i=1}^{K} h_{S_i,D_1} \sqrt{E_s} a_i x_i + z_{D_1},
\end{align*}
\]

where \( a_i \in \mathbb{C}, i \in \{1,2,\ldots,K\}, s_i \in \mathbb{F}_2\) denote the complex symbol the source node \( S_i \) wants to convey to \( D \). Let \( \mu : \mathbb{F}_2^\lambda \rightarrow S \) denote the mapping from bits to complex symbols used at the source nodes.

The proposed PNC scheme involves two transmission phases: Phase 1 during which the source nodes simultaneously transmit and, \( R \) and \( D \) receive, followed by the Phase 2 during which the source nodes and \( R \) transmit to \( D \).

Phase 1: Let \( x_i = \mu(s_i) \in S, i \in \{1,2,\ldots,K\}, s_i \in \mathbb{F}_2^\lambda \) denote the complex symbol the source node \( S_i \) wants to convey to \( D \). During Phase 1, the source node \( S_i \) transmits a scaled version of \( x_i \). The received signal at \( R \) and \( D \) during Phase 1 are respectively given by,

\[
\begin{align*}
    y_R &= \sum_{i=1}^{K} h_{S_i,R} \sqrt{E_s} a_i x_i + z_R \\
    y_{D_1} &= \sum_{i=1}^{K} h_{S_i,D_1} \sqrt{E_s} a_i x_i + z_{D_1},
\end{align*}
\]

where \( a_i \in \mathbb{C}, i \in \{1,2,\ldots,K\} \) are constants and the additive noises \( z_R \) and \( z_{D_1} \) are assumed to be \( \mathcal{CN}(0,1) \). All the fade coefficients are Rayleigh distributed, with the fade coefficient associated with the \( S_i-R \) link \( h_{S_i,R} \sim \mathcal{CN}(0,\sigma^2_{S_i,R}) \), and the fade coefficient associated with the \( S_i-D \) link \( h_{S_i,D} \sim \mathcal{CN}(0,\sigma^2_{S_i,D}) \).

Based on the received complex number \( y_{R} \), the relay node computes the Maximum Likelihood (ML) estimate of \( (x_1, x_2, \ldots, x_K) \) denoted by \( (\hat{x}^R_1, \hat{x}^R_2, \ldots, \hat{x}^R_K) \), i.e.,

\[
(\hat{x}^R_1, \hat{x}^R_2, \ldots, \hat{x}^R_K) = \arg\min_{(x_1,x_2,\ldots,x_K)\in S^K} ||y_R - \sum_{i=1}^{K} h_{S_i,R} \sqrt{E_s} a_i x_i||^2.
\]

Phase 2: During Phase 2, the source node \( S_i \) transmits a scaled version of \( x_i \) and \( R \) transmits \( x_R = f(\hat{x}^R_1, \hat{x}^R_2, \ldots, \hat{x}^R_K) \), where \( f : S^K \rightarrow S \) is a many-to-one function. The received signal at \( D \) during Phase 2 is given by,
where \( b_i \in \mathbb{C} \) are constants and the additive noise \( z_{D_2} \) is assumed to be \( \mathcal{C}N(0, 1) \). The fade coefficient associated with the \( R-D \) link \( h_{RD} \) is assumed to be \( \mathcal{C}N(0, \sigma_{RD}^2) \).

For the transmission energy at the source nodes to be equal to \( E_s \), the constants \( a_i \) and \( b_i \) are chosen such that \(|a_i|^2 + |b_i|^2 = 1\), \( \forall i \in \{1, 2, \ldots, K\} \).

From (1) and (2), the received complex numbers at \( D \) during the two phases can be written in vector form as,

\[
\begin{bmatrix}
y_{D_1} \\
y_{D_2}
\end{bmatrix} = \sqrt{E_s} \begin{bmatrix} h_{s_1D} & h_{s_2D} \ldots & h_{s_KD} & h_{RD} \end{bmatrix} \begin{bmatrix} a_1 x_1 & a_2 x_2 & \cdots & a_K x_K \\
b_1 x_1 & b_2 x_2 & \cdots & b_K x_K \\
a_K x_K & b_K x_K & \cdots & b_K x_K \\
0 & b_K x_K & \cdots & b_K x_K \\
\end{bmatrix} + \begin{bmatrix} z_{D_1} \\
z_{D_2}
\end{bmatrix}.
\]

The matrix \( C(x_1, x_2, \ldots, x_K, x_R) \) in (3) is referred to as the codeword matrix. The restriction of \( C(x_1, x_2, \ldots, x_K, x_R) \) to the first \( K \) rows, denoted by \( C_r(x_1, x_2, \ldots, x_K) \) is referred as to the restricted codeword matrix, i.e., \( C_r(x_1, x_2, \ldots, x_K) = \begin{bmatrix} a_1 x_1 & a_2 x_2 & \cdots & a_K x_K \\
b_1 x_1 & b_2 x_2 & \cdots & b_K x_K \\
a_K x_K & b_K x_K & \cdots & b_K x_K \\
0 & b_K x_K & \cdots & b_K x_K \\
\end{bmatrix}^T \).

From (3), the vector \( y_D \) can be written as,

\[
y_D = \sum_{i=1}^{K} \sqrt{E_s} x_i W_i + \sqrt{E_s} x_R W_R + z_D.
\]

The contributions and organization of the paper are as follows: A novel decoder for the proposed PNC scheme is presented in Section II A. In Section II B, it is shown that the decoder presented in Section II A achieves the maximum diversity order of two if the following two conditions are satisfied: (i) the map \( f \) used at the relay node forms a \( K \)-dimensional Latin Hypercube and (ii) the constants \( a_i \) and \( b_i \), \( i \in \{1, 2, \ldots, K\} \) are such that every \( 2 \times 2 \) square submatrix of the restricted codeword difference matrices have rank two when \( \Delta x_i \) takes non-zero values. In Section III, the condition under which the proposed decoder admits fast decoding is obtained. It is shown that when at least one of the weight matrices \( W_i \) is Hurwitz-Radon orthogonal with \( W_R \), the proposed decoder admits fast decoding, with the decoding complexity order same as that of the CFNC scheme presented in [7]. Simulation results which show that the proposed PNC scheme provides large gain over the CFNC scheme are presented in Section IV.

II. A NOVEL DECODER FOR THE PROPOSED PNC SCHEME AND ITS DIVERSITY ANALYSIS

In the following subsection, a novel decoder for the proposed PNC scheme is presented.

A. A Novel Decoder for the Proposed PNC Scheme

When \( D \) uses the minimum squared Euclidean distance decoder given by,

\[
\left( \hat{x}_1^D, \hat{x}_2^D, \ldots, \hat{x}_K^D \right) = \arg\min_{(x_1^D, x_2^D, \ldots, x_K^D) \in \mathbb{S}^K} \left\{ y_{D_1} - \sum_{i=1}^{K} h_{s_iD} \sqrt{E_s} a_i x_i^2 \right\},
\]

a loss of diversity order results, since this decoder does not consider the possibility of decoding errors at the relay node. Alternatively, we propose a novel decoder given by,

\[
\left( \hat{x}_1^D, \hat{x}_2^D, \ldots, \hat{x}_K^D \right) = \arg\min_{(x_1^D, x_2^D, \ldots, x_K^D) \in \mathbb{S}^K} \left\{ m_1(x_1, x_2, \ldots, x_K), \right.
\]

in (4). Simulation results which show that the proposed PNC scheme provides large gain over the CFNC scheme are presented in Section IV.

B. Diversity Analysis of the Proposed Decoder

The following theorem gives a sufficient condition under which the decoder given in (4) offers maximum diversity order two.

Theorem 1: For the proposed PNC scheme, the decoder given in (4) offers maximum diversity order two if the following two conditions are satisfied:

1. The map \( f \) satisfies the condition,
\[ m_1(x_1, x_2, \ldots, x_K) = \left| y_{D_1} - \sum_{i=1}^{K} h_{\beta_j, D} \sqrt{E_{\beta_i}} x_i \right|^2 + \left| y_{D_2} - \sum_{i=1}^{K} h_{\beta_j, D} \sqrt{E_{\beta_i}} x_i - h_{RD} \sqrt{E_{\beta_i}} f(x_1, x_2, \ldots, x_K) \right|^2. \] 

\[ m_2(x_1, x_2, \ldots, x_K) = \left| y_{D_1} - \sum_{i=1}^{K} h_{\beta_j, D} \sqrt{E_{\beta_i}} x_i \right|^2 + \min_{x \in \mathcal{S}} \left\{ \left| y_{D_2} - \sum_{i=1}^{K} h_{\beta_j, D} \sqrt{E_{\beta_i}} x_i - h_{RD} \sqrt{E_{\beta_i}} x \right|^2 \right\}. \] 

\[ m_3(x_1, x_2, \ldots, x_K) = \left| y_{D_1} - \sum_{i=1}^{K} h_{\beta_j, D} \sqrt{E_{\beta_i}} x_i \right|^2 + \min_{x \in \mathcal{S}} \left\{ \left| y_{D_2} - \sum_{i=1}^{K} h_{\beta_j, D} \sqrt{E_{\beta_i}} x_i - h_{RD} \sqrt{E_{\beta_i}} x \right|^2 \right\}. \]

\[ f(x_1, x_2, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_K) \neq f(x_1, x_2, \ldots, x_{i-1}, x'_i, x_{i+1}, \ldots, x_K), \quad (8) \]

for \( x_i \neq x'_i \), for all \( i \in \{1, 2, \ldots, K\} \).

2) All \( 2 \times 2 \) submatrices of the restricted codeword difference matrices \( C_r(\Delta x_1, \Delta x_2, \ldots, \Delta x_K) \) have rank two, \( \forall \Delta x_1, \Delta x_2, \ldots, \Delta x_K \neq 0 \).

It is easy to verify that a map \( f \) satisfying condition 1) above forms a Latin Hypercube of order \( M \) and dimension \( K \).

**Definition 1:** A Latin Hypercube of order \( M \) and dimension \( K \) is an array of dimension \( K \), with the indices for the \( K \) dimensions as well as the entries filled in the array taking values from the symbol set \( \{0, 1, \ldots, M-1\} \). Every symbol occurs exactly once along each one of the \( K \) dimensions.

The \( i \)th dimension of the Latin Hypercube represents the transmission \( x_i \) of the source node \( S_i \). For simplicity, the points of the \( M \) point signal set \( S \) are indexed by integers from 0 to \( M-1 \). The entries filled in the Latin Hypercube represent the transmission of the relay node.

![Fig. 2: An example of Latin Square of order 4](image)

A Latin Hypercube of dimension 2 is a Latin Square. Fig. 2 shows an example of a Latin Square of order 4. It can be seen from Fig. 2 that no two entries repeat in a row as well as a column.

![Fig. 3: An example of Latin Cube of order 4](image)

A Latin Hypercube of dimension 3 is a Latin Cube. The three dimensions of a Latin Cube are referred to as rows, columns and pages. Fig. 3 shows an example of a Latin Cube of order 4. It can be verified from Fig. 3 that in each one of the four pages, no two entries repeat in a row as well as a column.

Similarly, for a fixed value of row index and a fixed value of column index, the entries in the four pages are distinct.

![Fig. 4: An example of Latin Hypercube of dimension 4 and order 4](image)

Fig. 4 shows a Latin Hypercube of dimension 4 and order 4. In Fig. 4 with a \( 4 \times 4 \) square for the which the indices of the third and fourth dimensions are fixed, no two entries repeat in a row as well as a column. Also, when the first three dimensions are fixed, no two entries repeat when the fourth dimension is varied. Similarly, fixing the first, second and fourth dimensions, the four entries obtained when the third dimension is varied are distinct.

For the 3-user MARC, the following example gives a choice of \( a_i \)’s and \( b_i \)’s for which Condition 2) given in Theorem 1 is satisfied.

**Example 1:** For the 3-user MARC, choosing \( a_1 = 1 \), \( b_1 = 0 \), \( a_2 = \frac{1}{\sqrt{2}} \), \( b_2 = \frac{1}{\sqrt{2}} \), \( a_3 = \frac{1}{\sqrt{2}} \) and \( b_3 = -\sqrt{2} \), the restricted codeword difference matrices are of the form

\[ C_r(\Delta x_1, \Delta x_2, \Delta x_3) = \begin{bmatrix} \Delta x_1 & 0 & \frac{1}{\sqrt{2}} \Delta x_2 \\ \frac{1}{\sqrt{2}} \Delta x_2 & \frac{1}{\sqrt{2}} \Delta x_3 & 0 \end{bmatrix}. \]

It can be verified that when \( \Delta x_1, \Delta x_2 \) and \( \Delta x_3 \) take non-zero values, the rank of every \( 2 \times 2 \) square submatrix of \( C_r(\Delta x_1, \Delta x_2, \Delta x_3) \) is two and hence condition 2) given in Theorem 1 is satisfied.
Example 2: For the 4-user MARC, choosing $a_1 = 1$, $b_1 = 0$, $a_2 = \frac{1}{\sqrt{2}}$, $b_2 = \frac{1}{\sqrt{2}}$, $a_3 = \frac{1}{\sqrt{2}}$, $b_3 = -\frac{1}{\sqrt{2}}$, $a_4 = \frac{j}{\sqrt{2}}$, and $b_4 = \frac{1}{\sqrt{2}}$, the restricted codeword difference matrices are of the form $C_r(\Delta x_1, \Delta x_2, \Delta x_3, \Delta x_4) = \begin{bmatrix} \frac{\Delta x_1}{\sqrt{2}} & 0 & \frac{\Delta x_2}{\sqrt{2}} & \frac{\Delta x_3}{\sqrt{2}} \\ \frac{\Delta x_1}{\sqrt{2}} & \frac{\Delta x_2}{\sqrt{2}} & \frac{\Delta x_3}{\sqrt{2}} & \frac{\Delta x_4}{\sqrt{2}} \end{bmatrix}$. It can be verified that when $\Delta x_1, \Delta x_2, \Delta x_3$ and $\Delta x_4$ take non-zero values, the rank of every $2 \times 2$ square submatrix of $C_r(\Delta x_1, \Delta x_2, \Delta x_3, \Delta x_4)$ is two and hence condition 2) given in Theorem 1 is satisfied.

In general, for the $K$-user MARC, there are many possible ways of choosing $a_i$’s and $b_i$’s so that condition 2) given in Theorem 1 is satisfied. Choosing $K$ unit-norm vectors $[a_i, b_i], i \in \{1, 2, \ldots, K\}$, from $\mathbb{C}^2$ such that $[a_i, b_i] \neq c[a_j, b_j], c \in \mathbb{C},$ for all $i \neq j$ ensures that condition 2) given in Theorem 1 is satisfied. One particular choice of $a_i$’s and $b_i$’s which satisfies the above condition for the $K$-user MARC is given in the next example.

Example 3: Consider the set of vectors over $\mathbb{C}^2$ given by $V = \{[\cos(\theta)e^{j\phi}, \sin(\theta)], [-\sin(\theta) \cos(\theta)e^{j\phi}], 0 < \theta < \frac{\pi}{2}, -\pi \leq \phi < \pi\}.

For the $K$-user MARC, choosing $[a_1, b_1] = [0, 0]$ and $[a_i, b_i], i \in \{2, 3, \ldots, K\},$ to be any $K-1$ distinct vectors from the set $V$ ensures that condition 2) given in Theorem 1 is satisfied.

III. A FAST DECODING ALGORITHM FOR THE PROPOSED DECODER

In this section, it is shown that if the constants $a_i$’s and $b_i$’s are chosen properly, the decoder given in (4) can be implemented using an efficient algorithm with a complexity order $O(M^K)$. Note that for the CFNC scheme proposed in [7], the decoding complexity order at $D$ is $O(M^K)$.

Before the algorithm is presented, some notations are introduced. The points in the signal set $S$ are denoted by $s_i, 1 \leq i \leq M$.

From (3), the vector $y_D^T$ can be written as.$y_D^T = \begin{bmatrix} a_1 h_{S_1} & a_2 h_{S_2} & \ldots & a_K h_{S_K} & 0 \\ b_1 h_{S_1} & b_2 h_{S_2} & \ldots & b_K h_{S_K} & h_{RD} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_K \\ x_K \end{bmatrix} = H_{eq} x + z_D^T$.

The matrix $H_{eq}$ can be decomposed using QR decomposition as $H_{eq} = QR$, where $Q$ is a $2 \times 2$ unitary matrix and $R = [R_1 \ R_2]$ is a $2 \times (K + 1)$ matrix, with $R_1$ being upper-triangular of size $2 \times 2$ and $R_2$ being a $2 \times (K - 1)$ matrix. Let $r_{ij}$ denote the $(i, j)^{th}$ entry of $R$.

Define $\tilde{y}_D = Q^T y_D^T = [\tilde{y}_{D_1}, \tilde{y}_{D_2}]^T$ also, let

$\phi_1(x_1, x_2, \ldots, x_K) = |y_{D_1}| = \sum_{i=1}^{K} r_{1i} \sqrt{E_x}$

$\phi_2(x_1, x_2, \ldots, x_K) = |y_{D_2}| = \sum_{i=2}^{K} r_{2i} \sqrt{E_x}$

$\phi_3(x_2, \ldots, x_K, x_R) = |y_{D_2}| = \sum_{i=2}^{K} r_{2i} \sqrt{E_x} - r_{2(K+1)} x_R \sqrt{E_x}$.

The following proposition gives a sufficient condition under which Algorithm 1 below implements the decoder given in (4).

Algorithm 1 Decoding Algorithm used at D

1: for $i_2 = 1$ to $M$ do
2: for $i_3 = 1$ to $M$ do
3: for $i_4 = 1$ to $M$ do
4: for $i_5 = 1$ to $M$ do
5: for $i_6 = 1$ to $M$ do
6: for $i_7 = 1$ to $M$ do
7: for $i_8 = 1$ to $M$ do
8: for $i_9 = 1$ to $M$ do
9: for $i_{10} = 1$ to $M$ do
10: for $i_{11} = 1$ to $M$ do
11: for $i_{12} = 1$ to $M$ do
12: $x_K \leftarrow \hat{x}_{IK}$
13: Find $\hat{x}_1 = \arg \min_{\hat{x}_1 \in S} \{\phi_1(x_1, x_2, \ldots, x_K) + \phi_2(x_1, x_2, \ldots, x_K)\}$
14: Find $\hat{x}_2 = \arg \min_{\hat{x}_2 \in S} \{\phi_1(x_1, x_2, \ldots, x_K)\}$
15: Find $\hat{x}_R = \arg \min_{\hat{x}_R \in S} \{\phi_3(x_1, x_2, \ldots, x_K)\}$
16: if $\phi_1(x_1, x_2, \ldots, x_K) + \phi_2(x_1, x_2, \ldots, x_K) < \log(\text{SNR}) + \phi_3(x_1, x_2, \ldots, x_K) + \phi_3(x_1, x_2, \ldots, x_K)$
17: $m(x_2, \ldots, x_K) = \phi_1(x_1, x_2, \ldots, x_K) + \phi_2(x_1, x_2, \ldots, x_K)$
18: $e_1(x_2, \ldots, x_K) = \hat{x}_1$
19: $e_2(x_1, \ldots, x_K) = \hat{x}_2$
20: else
21: $m(x_2, \ldots, x_K) = \phi_1(x_1, x_2, \ldots, x_K) + \phi_3(x_1, x_2, \ldots, x_K)$
22: $e_1(x_1, \ldots, x_K) = \hat{x}_1$
23: end if
24: end for
25: end for
26: end for
27: end for
28: end for
29: end for
30: Find $(\hat{x}_1, \ldots, \hat{x}_K) = \arg \min_{(x_1, \ldots, x_K) \in S} m(x_1, x_2, \ldots, x_K)$
31: $(\hat{x}_1^0, \hat{x}_2^0, \ldots, \hat{x}_K^0) = (\hat{x}_1, \ldots, \hat{x}_K, \hat{x}_1, \ldots, \hat{x}_K)$

Proposition 1: Algorithm 1 implements the decoder in (4), if the constants $a_i$’s and $b_i$’s are such that the weight matrices $W_1$ and $W_R$ are Hurwitx-Radon (H-R) orthogonal, i.e., $W_1 W_R^{*} + W_R W_1^{*} = O_{K+1}$. Proof: The decoding metric of the decoder given in (4) can be written as,

$$\min_{(x_1, \ldots, x_K)} \{m_1(x_1, x_2, \ldots, x_K), \log(\text{SNR}) + m_2(x_1, x_2, \ldots, x_K)\}$$

$$= \min_{(x_1, x_2, \ldots, x_K)} \{m_1(x_1, x_2, \ldots, x_K), \log(\text{SNR}) + m_2(x_1, x_2, \ldots, x_K)\}$$

$$= \min_{(x_1, x_2, \ldots, x_K)} \{m_1(x_1, x_2, \ldots, x_K), \log(\text{SNR}) + m_3(x_1, x_2, \ldots, x_K)\}.$$
where the metric $m_3(x_1, x_2, \ldots, x_K)$ is given in (7), at the top of the previous to the previous page. We have,

$$m_3(x_1, x_2, \ldots, x_K) = \min_{x \in \mathbb{S}} \left\{ \| y_D^T - H_{eq} x \sqrt{E_s} \|^2 \right\}$$

$$= \min_{x \in \mathbb{S}} \left\{ \| \tilde{y}_D - R x \sqrt{E_s} \|^2 \right\}. \quad (10)$$

Since $R_1$ is upper triangular, $r_{21} = 0$. Also, the entry $r_{1(K+1)} = 0$, since $W_A$ and $W_R$ are H-R orthogonal (follows from Theorem 2, (15)). Hence, from (10), it follows that,

$$m_3(x_1, x_2, \ldots, x_K) = \left| y_{D_1} - \sum_{i=1}^K r_{1i} x_i \right|^2$$

$$\quad + \min_{R \in \mathbb{S}} \left\{ \| y_{D_2} - \sum_{i=2}^K r_{2i} x_i \sqrt{E_s} - r_{2(K+1)} x_R \sqrt{E_s} \|^2 \right\}. \quad (11)$$

Hence,

$$\min_{x \in \mathbb{S}} m_3(x_1, x_2, \ldots, x_K) = \min_{x \in \mathbb{S}} \{ \phi_1(x_1, x_2, \ldots, x_K) + \phi_2(x_2, \ldots, x_K, x_R) \}$$

$$\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad + \min_{x \in \mathbb{S}} \phi_3(x_2, \ldots, x_K, x_R) + \log \left( \frac{1}{2 \pi e} \right).$$

In Algorithm 1, inside the $K-1$ nested for loops, the values of $x_2, x_3, \ldots, x_K$ are fixed and the operations in lines 13, 14 and 15 involve a complexity order $O(M)$. The operations from line 16 to line 23 involve constant complexity, independent of $M$. Hence the complexity order for executing the nested for loops from line 1 to line 29 is $O(M^K)$. The operation in line 30 involves a complexity order $O(M^{K-1})$. Hence the overall complexity order of Algorithm 1 is $O(M^K)$, which is the same as that of the CFNC scheme proposed in (7).

Example 4: Continuing with Example 1, for the 3-user MARC, when $a_1 = 1$, $b_1 = 0$, $a_2 = \frac{1}{\sqrt{2}}$, $b_2 = \frac{1}{\sqrt{2}}$ and $a_3 = -\frac{1}{\sqrt{2}}$, $b_3 = -\frac{1}{\sqrt{2}}$, the weight matrices are given by, $W_1 = \left[ \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right]^T$, $W_2 = \left[ \begin{array}{ccc} \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & 0 \end{array} \right]^T$, $W_3 = \left[ \begin{array}{ccc} 0 & 0 & \frac{1}{\sqrt{2}} \\ 0 & -\frac{1}{\sqrt{2}} & 0 \end{array} \right]^T$ and $W_R = \left[ \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{array} \right]^T$. It can be verified that the matrices $W_1$ and $W_R$ are H-R orthogonal, i.e., $W_1 W_R^T + W_R W_1^T = \textbf{0}_4$. Hence, for this case, Algorithm 1 can be used to implement the decoder given in (4).

IV. SIMULATION RESULTS

Simulation results presented in this section compare the performance of the proposed PNC scheme with the CFNC scheme proposed in (7), for the 3-user and 4-user MARC. In the simulation results presented for 3-user MARC, the values of the constants $a_i$'s and $b_i$'s are chosen to be the ones in Example 1 with 4-PSK signal set is used at the nodes and the Latin Cube given in Fig. 3 is used as the network coding map at the relay node. For the 4-user MARC, the values of the constants $a_i$'s and $b_i$'s are chosen to be the ones in Example 2 with 4-PSK signal set is used at the nodes and the Latin Hypercube of dimension 4 given in Fig. 4 is used as the network coding map at the relay node.

For the 3-user MARC, for the case when the variances of all the fading links are 0 dB, the SNR Vs. Symbol Error Probability (SEP) plots are shown in Fig. 5. It can be seen from Fig. 5 that the PNC scheme performs better than the CFNC scheme and offers a large gain of 8 dB, when the SEP is $10^{-4}$. Fig. 6 shows a similar plot for the case when $\sigma_{S,R}^2 = 10$ dB and $\sigma_{S,D}^2 = \sigma_{R,D}^2 = 0$ dB, where $i \in \{1, 2, 3\}$. It can be seen from Fig. 6 that for this case, the PNC scheme offers a gain of nearly 7.5 dB, when the SEP is $10^{-4}$. Fig. 7 shows the plots for the case when the $R-D$ link is stronger than all other links, i.e, $\sigma_{S,R}^2 = \sigma_{S,D}^2 = \sigma_{R,D}^2 = 0$ dB, $i \in \{1, 2, 3\}$ and $\sigma_{R,D}^2 = 10$ dB. For this case, the PNC scheme offers a large gain of about 12 dB, when the SEP is $10^{-4}$. Also, it can be verified from the plots that the proposed decoder for the PNC scheme offers the maximum possible diversity order of two.

Fig. 8, Fig. 9 and Fig. 10 show similar plots for the 4-user MARC with 4-PSK signal set. When the variances of all the fading links are 0 dB, from Fig. 8 it can be seen that the proposed PNC scheme offers a gain of 13 dB, when the SEP is $10^{-4}$. For the case when $\sigma_{S,R}^2 = 10$, $i \in \{1, 2, 3\}$, and all other variances are 0 dB, from Fig. 9 it can be seen that the PNC scheme offers a gain of nearly 7.5 dB, when the SEP is $10^{-4}$. For the case when the link from $R$ to $D$ is stronger the other links by 10 dB, it can be seen from Fig. 10 that the PNC scheme offers an advantage of 17 dB over the CFNC scheme.

![SNR vs SEP plots for 4-PSK signal set for $\sigma_{S,R}^2 = \sigma_{S,D}^2 = \sigma_{R,D}^2 = 0$ dB for the 3-user MARC with 4-PSK signal set.](image-url)
A physical layer network coding scheme was proposed for the $K$-user Multiple Access Relay Channel. For the proposed scheme, a novel decoder was presented and it was shown that the decoder offers the maximum possible diversity order of two if the network coding map used at the relay forms a $K$-dimensional Latin Hypercube and every $2 \times 2$ submatrix of a restricted codeword difference matrix $C_r(\Delta x_1, x_2, \ldots, \Delta x_K)$, $\Delta x_i \neq 0, \forall i \in \{1, 2, \ldots, K\}$, has a rank two. Also, it was shown that the proposed decoder can be implemented using a fast decoding algorithm, if a weight matrix $W_i$ is Hurwitz-Radon orthogonal with $W_R$, for some $i \in \{1, 2, \ldots, K\}$. The problem of finding the constants $a_i$'s and $b_i$'s which minimize the error probability in addition to ensuring maximum diversity order remains open. Extension of the proposed scheme for the case when there are multiple users is left for future work.
relay nodes is a possible direction for future work.
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APPENDIX - PROOF OF THEOREM 1

Let $H$ denote a particular realization of the fade coefficients. Throughout the proof, the subscript $H$ in a probability expression indicates conditioning on the fade coefficients. For simplicity of notation, it is assumed that the variances of all the fading coefficients are one, but the result holds for other values as well.

Let $E$ denote an error event that the transmitted message $K$-tuple $(x_1, x_2, \ldots, x_K)$ is wrongly decoded at $D$.

The probability of $E$ conditioned on $H$ given in (12) can be upper bounded as in (13) (eqns. 12 and 13 are shown at the next page).

\[
P_H \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) \neq f(x_1, x_2, \ldots, x_K) \} \]

and

\[
P_H \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) = f(x_1, x_2, \ldots, x_K) \}
\]

denote the probabilities that $R$ transmits the correct and wrong network coded symbol during Phase 2, for a given $H$. Also, the probability

\[
P_H \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) \neq f(x_1, x_2, \ldots, x_K) \}
\]

and

\[
P_H \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) = f(x_1, x_2, \ldots, x_K) \}
\]

respectively denote the probabilities of $E$ given that $R$ transmitted the correct and wrong network coded symbol for a given $H$. $P_H\{E\}$ can be upper bounded as in (14), where

\[
P_H \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) = f(x_1, x_2, \ldots, x_K) \}
\]

denotes the probability that the network coded symbol transmitted by $R$ is $\hat{x}_K \neq f(x_1, x_2, \ldots, x_K)$ and the probability

\[
P_H \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) \neq f(x_1, x_2, \ldots, x_K) \}
\]

is the probability of $E$ given that $R$ transmits $x_K^R$ for a given $H$. Taking expectation of the terms in (14) w.r.t $H$, we get (15).

The rest of the proof of Theorem 1 is presented in two parts as Lemma 1 and Lemma 2. In Lemma 1, it is shown that the probability

\[
P \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) \neq f(x_1, x_2, \ldots, x_K) \}
\]

has a diversity order two. Lemma 2 shows that the probability

\[
P \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) = f(x_1, x_2, \ldots, x_K) \}
\]

has a diversity order one. Since

\[
P \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) = f(x_1, x_2, \ldots, x_K) \}
\]

has a diversity order one, Lemma 1 and Lemma 2 together imply that $P \{ E \}$ has a diversity order two.

**Lemma 1:** When the two conditions in the statement of Theorem 1 are satisfied, the probability

\[
P \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) \neq f(x_1, x_2, \ldots, x_K) \}
\]

has a diversity order two.

**Proof:**

Recall that the decoder used at $D$ given in (3) in Section II A, involves computation of the metrics $m_1$ and $m_2$ defined in (5) and (6). Under the condition that $R$ transmitted the correct network coding symbol, a decoding error occurs at $D$ only when

\[
m_1(x_1, x_2, \ldots, x_K) > m_1(x'_1, x'_2, \ldots, x'_K)
\]

or

\[
m_2(x_1, x_2, \ldots, x_K) > \log(SNR) + m_2(x_1, x_2, \ldots, x_K)
\]

for some $(x_1, x_2, \ldots, x_K)$ and $(x'_1, x'_2, \ldots, x'_K)$. Hence, the probability

\[
P \{ f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) \neq f(x_1, x_2, \ldots, x_K) \}
\]

can be upper bounded as in (16), which can be upper bounded using the union bound as in (17) (eqns. 16 and 17 are given at the next page).

The probability

\[
P \{ m_1(x_1, x_2, \ldots, x_K) > m_1(x'_1, x'_2, \ldots, x'_K) \}
\]

is equal to the Pairwise Error Probability (PEP) of a space time coded $3 \times 1$ collocated MISO system, with the codeword difference matrices of the space time code used at the transmitter being of the form

\[
\begin{bmatrix}
a_1 \Delta x_1 & a_2 \Delta x_2 & \cdots & a_K \Delta x_K

b_1 \Delta x_1 & b_2 \Delta x_2 & \cdots & b_K \Delta x_K

\end{bmatrix}
\]

where $\Delta x_i = x_i - x'_i$, $i \in \{1, 2, \ldots, K\}$. The $\Delta x_i \neq 0$, for at least two values of $i \in \{1, 2, \ldots, K\}$, these codeword difference matrices are of rank 2, other wise condition 1) given in the statement of
Theorem 1) will be violated. When $\Delta_{x_i} \neq 0$ and $\Delta_{x_i} = 0, \forall i \neq j, i, j \in \{1, 2, \ldots, K\}$, the codeword difference matrices are full rank, otherwise condition 2) in the statement of Theorem 1 will be violated. Since the codeword difference matrices are full rank, the probability $P\{m_1(x_1, x_2, \ldots, x_K) > m_2(x_1, x_2, \ldots, x_K) \}
abla | f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) = f(x_1, x_2, \ldots, x_K) \}$ has a diversity order two [16].

Let $m_4$ be a metric as defined in (18), given in the next page. The probability $P\{m_1(x_1, x_2, \ldots, x_K) > m_2(x_1, x_2, \ldots, x_K) + \log(SNR) \}
abla | f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) = f(x_1, x_2, \ldots, x_K) \}$ can be written in terms of the metrics $m_1$ and $m_4$ as in (19), which can be upper bounded as in (20) (eqns. (19) – (22) are given in the next page).

Let $\Delta x_R = f(x_1, x_2, \ldots, x_K) - x_R$, $\Delta x_i = x_i - x'_i$. The probability $P_H\{m_1(x_1, x_2, \ldots, x_K) > m_4(x_1, x_2, \ldots, x_K) \}
abla | f(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_K) = f(x_1, x_2, \ldots, x_K) \}$ can be written in terms of the additive noise $\sigma_{D}$ and $z_{D_2}$, as given in (21).

Let $x_1 = \sum_{i=1}^{K} h_{J_i} x_i + \sqrt{E_s} \Delta x_1$, $x_2 = \sum_{i=1}^{K} (h_{J_i} b_i + h_{RD} \Delta x_R) \sqrt{E_s}$. Also, let $z_{D} = [z_{D_1}, z_{D_2}]$ and $x = [x_1, x_2]^T$. Then (21) can be simplified as in (22), where $w = \sqrt{2H(x_{D_1})}$ is distributed according to $N(0, 1)$. In terms of the $Q$ function, the probability $P_H\{w \leq -\log(SNR) \sqrt{2|x|} \}$ in (22) can be written as $Q\left[ \frac{\log(SNR)}{\sqrt{2|x|}} \right].$ Note that $|x|$ depends on the fade coefficients. To complete the proof, it suffices to show that $E\left[ Q\left( \frac{\log(SNR)}{\sqrt{2|x|}} \right) \right]$ has a diversity order two.

The vector $x$ can be written as,

$$
\mathbf{x} = \sqrt{E_s} [h_{S_1}, h_{S_2} D, \ldots, h_{S_K} D h_{RD}] \mathbf{h} \equiv \frac{[a_1 \Delta x_1, a_2 \Delta x_2, \ldots, a_K \Delta x_K, 0]}{b_1 \Delta x_1, b_2 \Delta x_2, \ldots, b_K \Delta x_K, \Delta x_R}^T \mathbf{\Delta x}.
$$

Since $\Delta \mathbf{x} \Delta \mathbf{x}^*$ is Hermitian, it is unitarily diagonalizable, i.e., $\Delta \mathbf{x} \Delta \mathbf{x}^* = \mathbf{U} \mathbf{\Sigma} \mathbf{U}^*$, where $\mathbf{U}$ is unitary and $\mathbf{\Sigma}$ is a diagonal matrix. Since $\Delta \mathbf{x}$ has a maximum rank two, the number of non-zero diagonal entries of $\mathbf{\Sigma}$ has to be less than or equal to two. Let $\lambda_1$ and $\lambda_2$ denote the two diagonal entries of $\mathbf{\Sigma}$ which are possibly non-zero, with $\lambda_1 \geq \lambda_2$. We have $|x|^2 = SNR \mathbf{h} \mathbf{U} \mathbf{\Sigma} \mathbf{U}^* \mathbf{h}^*$. Let $\mathbf{h} = \mathbf{h} \equiv [h_{1}, h_{2}, h_{3}]$. The vector $\mathbf{h}$ has the same distribution as that of $\mathbf{h}$, since $\mathbf{U}$ is unitary.

Since the rank of $\Delta \mathbf{x}$ is at least one, $\lambda_1 > 0$. We consider the two cases where $\lambda_2 > 0$ and $\lambda_2 = 0$.

**Case 1:** $\lambda_2 > 0$

For this case, upper bounding $Q\left[ \frac{\log(SNR)}{\sqrt{2|x|}} \right]$ by
\[ m_4(z_1, x_2, \ldots, x_K, x_R) = \left| y_{D_1} - \sum_{i=1}^{K} b_{S_iD} \sqrt{E_{\|i\|}} x_{i} \right|^2 + \left| y_{D_2} - \sum_{i=1}^{K} b_{S_iD} \sqrt{E_{\|i\|}} x_{i} - h_{RD} \sqrt{E_{\|x\|}} \right|^2 + \log(SNR). \] (18)

\[
P \left\{ m_1(x_1, x_2, \ldots, x_K) > m_2(x'_1, x'_2, \ldots, x'_K) + \log(SNR) \mid f(x'_1, x'_2, \ldots, x'_K) = f(x_1, x_2, \ldots, x_K) \right\}
\]
\[
= P \left\{ m_1(x_1, x_2, \ldots, x_K) > \min_{x'_R \neq f(x'_1, x'_2, \ldots, x'_K)} m_4(x'_1, x'_2, \ldots, x'_K, x'_R) \mid f(x'_1, x'_2, \ldots, x'_K) = f(x_1, x_2, \ldots, x_K) \right\}
\leq \sum_{x'_R \neq f(x'_1, x'_2, \ldots, x'_K)} P \left\{ m_1(x_1, x_2, \ldots, x_K) > m_4(x'_1, x'_2, \ldots, x'_K, x'_R) \mid f(x'_1, x'_2, \ldots, x'_K) = f(x_1, x_2, \ldots, x_K) \right\}. \quad (19)
\]

\[
P_H \left\{ m_1(x_1, x_2, \ldots, x_K) > m_4(x'_1, x'_2, \ldots, x'_K, x'_R) \mid f(x'_1, x'_2, \ldots, x'_K) = f(x_1, x_2, \ldots, x_K) \right\}
= P_H \left\{ |z_{D_1}|^2 + |z_{D_2}|^2 > \log(SNR) + |z_{D_1}| + \sum_{i=1}^{K} b_{S_iD} \sqrt{E_{\|x_i\|}} |x_i|^2 + |z_{D_2}| + \sum_{i=1}^{K} b_{S_iD} \sqrt{E_{\|x_i\|}} h_{RD} \sqrt{E_{\|x\|}} \right\}. \quad (20)
\]

\[
\log \left[ \frac{\log(SNR)}{\sqrt{2} \lambda_1 SNR r} + \frac{\sqrt{\lambda_1 SNR r}}{\sqrt{2}} \right] \leq Q \left[ \frac{\log(SNR)}{\sqrt{2} \lambda_1 SNR r} + \frac{\sqrt{\lambda_1 SNR r}}{\sqrt{2}} \right] \leq \sqrt{2 \log(SNR)}.
\]

Hence, we have,
\[ I_1 \leq 2Q \left[ \frac{\log(SNR)}{\sqrt{2} \lambda_1 SNR r} + \frac{\sqrt{\lambda_1 SNR r}}{\sqrt{2}} \right] \leq \sqrt{2 \log(SNR)}. \]

Since for small \( x \), \( e^{-x} \) can be approximated as \( 1 - x \), at high \( SNR \), we have \( I_1 \leq \frac{2 \log(SNR)}{\lambda_1 SNR} \). Since
\[
\lim_{SNR \to \infty} \frac{\log(SNR)}{\lambda_1 SNR} = 2, \quad I_1 \text{ has a diversity order at least two.}
\]

Let \( r_0 = \sqrt{\frac{\log(SNR)}{\lambda_1 SNR}} \). The integral \( I_2 \) can be upper bounded as,
\[ I_2 \leq \int_{r_0}^{\infty} Q \left[ \frac{\log(SNR)}{\sqrt{2} \lambda_1 SNR r} + \frac{\sqrt{\lambda_1 SNR r}}{\sqrt{2}} \right] dr. \]

Let \( r'' = \frac{\log(SNR)}{\sqrt{2} \lambda_1 SNR r} + \frac{\sqrt{\lambda_1 SNR r}}{\sqrt{2}} \). As a function of \( r \), \( r'' \) is monotonically increasing for \( r \geq r_0 \). Also, for \( r \geq r_0 \), \( r \) can be written in terms of \( r'' \) as, \( r = r'' + \sqrt{r''^2 - 2 \log(SNR)} \).

We have, \( dr = dr'' \frac{1}{\sqrt{2} \lambda_1 SNR r} \left( 1 + \frac{r''}{\sqrt{r''^2 - 2 \log(SNR)}} \right) \). Since \( r \leq \frac{2r''}{\sqrt{2} \lambda_1 SNR} \), \( I_2 \) can be upper bounded in terms of \( r'' \) as,
\[ I_2 \leq \int_{r_0}^{\infty} \frac{1}{\sqrt{2} \lambda_1 SNR} Q(r'' \left( 1 + \frac{r''}{\sqrt{r''^2 - 2 \log(SNR)}} \right) ) dr''. \]

Upper bounding \( Q(r'') \) by \( e^{\frac{-r''}{2}} \), \( I_{21} \) can be shown to be upper bounded as \( \frac{2}{\lambda_1 SNR^2} \), which falls as \( SNR^{-2} \). Upper bounding \( Q(r'') \) by \( e^{\frac{-r''}{2}} \), and using the transformation \( t = \frac{r''}{2} \).
\[ r^2 - 2 \log(\text{SNR}), \ I_{22} \text{ can be upper bounded as,} \]

\[
I_{22} \leq \frac{1}{\lambda_1 \text{SNR}^2} \int_0^\infty \frac{te^{-\frac{t}{2}}}{\sqrt{\text{SNR}^2 t + 2 \log(\text{SNR})}} dt + 2\frac{\log(\text{SNR})}{\lambda_1 \text{SNR}^2} \int_0^\infty e^{-\frac{t}{2}} \sqrt{\text{SNR}^2 t + 2 \log(\text{SNR})} dt \]

\[
\leq \frac{1}{\lambda_1 \text{SNR}^2} \int_0^\infty e^{-\frac{t}{2}} dt + \frac{1}{\lambda_1 \text{SNR}^2} \int_0^\infty e^{-\frac{t}{2}} dt \]

\[
= 2 + 2\sqrt{2\pi} \log(\text{SNR}) \]

where the second inequality above follows from the facts that \( \frac{1}{\sqrt{t+2 \log(\text{SNR})}} \leq \frac{1}{\sqrt{t}} \) and \( \frac{1}{\sqrt{t+2 \log(\text{SNR})}} \leq 1 \) for sufficiently large \( \text{SNR} \). The last equality follows from the fact that \( \int_0^\infty \frac{e^{-\frac{t}{2}}}{\sqrt{t}} dt = 2\Gamma(1/2) = \sqrt{2\pi} \), where \( \Gamma(z) \) is the integral. \( \Gamma(\frac{1}{2}) \) is the integral, \( \Gamma(\frac{1}{2}) = \int_0^\infty e^{-t} t^{-\frac{1}{2}} dt \). Since,

\[
\lim_{\text{SNR} \to \infty} \frac{\log(\text{SNR})}{\frac{1}{\lambda_1 \text{SNR}^2}} = 2, \ I_{22} \text{ has a diversity order one.} \]

Lemma 2: When the two conditions in the statement of Theorem 1 are satisfied, the probability

\[
P \left( \{ \hat{x}_D \neq x \mid f(\hat{x}_D, \hat{x}_{RD}^1, \ldots, \hat{x}_{RD}^m) = x \} \right) = \frac{1}{x} \]

has rank at least one for \((x_1, x_2, \ldots, x_K) \neq (x'_1, x'_2, \ldots, x'_K)\), and \( x \neq x' \), where \( \Delta x \) is the additive noise symbol \( x_R^1 \). Hence, the probability

\[
P \left( \{ \hat{x}_D^1 \neq x \mid f(\hat{x}_D^1, \hat{x}_D^2, \ldots, \hat{x}_{RD}^m) = x \} \right)\]

can be upper bounded as in (26) (eqns. (26) - (29) are shown at the top of the next page). Using the union bound, from (26), we get (27).

Since the matrix

\[
\begin{bmatrix}
\frac{a_1 \Delta x_1}{b_1 \Delta x_1} & \frac{a_2 \Delta x_2}{b_2 \Delta x_2} & \ldots & \frac{a_K \Delta x_K}{b_K \Delta x_K} & 0 \\
\frac{a'_1 \Delta x'_1}{b'_1 \Delta x'_1} & \frac{a'_2 \Delta x'_2}{b'_2 \Delta x'_2} & \ldots & \frac{a'_K \Delta x'_K}{b'_K \Delta x'_K} & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots
\end{bmatrix}
\]

has rank at least one for \((x_1, x_2, \ldots, x_K) \neq (x'_1, x'_2, \ldots, x'_K)\), and \( x \neq x' \), the probability

\[
P \left( m_4(x_1, x_2, \ldots, x_K, x_R) > m_4(x'_1, x'_2, \ldots, x'_K, x'_R) \mid f(\hat{x}_D^1, \hat{x}_D^2, \ldots, \hat{x}_{RD}^m) = x \right)
\]

has a diversity order at least one.

\[
P_H \left( \{ m_4(x_1, x_2, \ldots, x_K, x_R) > m_4(x'_1, x'_2, \ldots, x'_K, x'_R) \mid f(\hat{x}_D^1, \hat{x}_D^2, \ldots, \hat{x}_{RD}^m) = x \right) \]

can be written in terms of the additive noise \( z_{D1} \) and \( z_{D2} \), as in (28).

Let \( x_1 = \sum_{i=1}^K h_{S_{D1}} b_i x_i \) and \( x_1 = (\sum_{i=1}^K h_{S_{D1}} b_i x_i + h_{RD} x_{RD}) \sqrt{E_x} \). Also, let \( z_D = [z_{D1}, z_{D2}] \) and \( x = [x_1, x_2] \). Then (28) can be simplified as (28), where \( w = \sqrt{2Re\{z_D\}} \), is distributed according to \( \mathcal{N}(0, I) \).

Hence,

\[
P_H \left\{ w \leq \frac{\log(\text{SNR})}{\sqrt{2} ||x||} - ||x|| \right\}
\]

\[
= 1_{\{||x||^2 \leq \log(\text{SNR})\}} \left( 1 - Q \left[ \frac{\log(\text{SNR})}{2 ||x||} - \frac{||x||}{\sqrt{2}} \right] \right)
\]

\[
+ 1_{\{||x||^2 > \log(\text{SNR})\}} Q \left[ \frac{\log(\text{SNR})}{\sqrt{2} ||x||} + \frac{||x||}{\sqrt{2}} \right].
\]

Taking expectation with respect to the fade coefficients in (30), \( P \{ w \leq \frac{\log(\text{SNR})}{\sqrt{2} ||x||} - ||x|| \} \) can be upper bounded as,

\[
P \{ w \leq \frac{\log(\text{SNR})}{\sqrt{2} ||x||} - ||x|| \} \leq P \{ ||x||^2 \leq \log(\text{SNR}) \}
\]

\[
+ \int_{H:||x||^2 > \log(\text{SNR})} Q \left[ \frac{\log(\text{SNR})}{\sqrt{2} ||x||} + ||x|| \right] dH.
\]

(31)

The vector \( x \) can be written as,

\[
x = \sqrt{E_x} [h_{S_{D1}} h_{S_{D2}} \ldots h_{S_{K}} d_{hRD}]
\]

\[
\begin{bmatrix}
a_1 a_2 a_3 \ldots a_K \Delta x_K \\
b_1 b_2 b_3 \ldots b_K \Delta x_K
\end{bmatrix}
\]

\[
\Delta x
\]

Since \( \Delta \Delta^* \) is Hermitian, it is unitarily diagonalizable, i.e., \( \Delta \Delta^*=U\Sigma U^* \), where \( U \) is unitary and \( \Sigma \) is diagonal with \( \lambda_1 \) and \( \lambda_2 \) denoting the two possible non-zero diagonal entries, where \( \lambda_1 \geq \lambda_2 \). Since the rank of \( \Delta \Delta^* \) is at least one, \( \lambda_1 > 0 \). We have \( ||x||^2 = \text{SNR} h_u \Sigma h_u^* \). Let \( \tilde{h} = h_u U = [\tilde{h}_1 \tilde{h}_2 \tilde{h}_3] \). The vector \( \tilde{h} \) has the same distribution as that of \( h_u \), since \( U \) is unitary. Hence, we have,

\[
P \{ ||x||^2 \leq \log(\text{SNR}) \} \leq P \{ \lambda_1 ||\tilde{h}_1||^2 \leq \log(\text{SNR}) \}
\]

\[
\leq P \{ \lambda_1 ||\tilde{h}_1||^2 \leq \log(\text{SNR}) \}.
\]

Since, \( ||\tilde{h}_1||^2 \) is exponentially distributed,

\[
P \{ ||x||^2 \leq \log(\text{SNR}) \} \leq \left( 1 - e^{-\frac{\log(\text{SNR})}{\lambda_1} \frac{1}{\lambda_1 \text{SNR}}} \right).
\]

At high SNR, \( 1 - e^{-\frac{\log(\text{SNR})}{\lambda_1} \frac{1}{\lambda_1 \text{SNR}}} \) can be approximated as \( \frac{\log(\text{SNR})}{\lambda_1 \text{SNR}} \cdot P \{ ||x||^2 \leq \log(\text{SNR}) \} \) has a diversity order at least one since

\[
\lim_{\text{SNR} \to \infty} \frac{\log(\text{SNR})}{\lambda_1 \text{SNR}} = 1.
\]

Since \( Q(x) < e^{-\frac{x^2}{2}} \), the integral on the right hand side of (31) can be upper bounded as,

\[
\int_{H:||x||^2 > \log(\text{SNR})} Q \left[ \frac{\log(\text{SNR})}{\sqrt{2} ||x||} + ||x|| \right] dH
\leq \int_{H:||x||^2 > \log(\text{SNR})} e^{-\frac{\log(\text{SNR})+\frac{1}{2} ||x||^2}{\lambda_1 \text{SNR}}} dH.
\]

(32)

We consider the following two cases when \( \lambda_2 > 0 \) and \( \lambda_2 = 0 \).

Case 1: \( \lambda_2 > 0 \)
\[ m_4(x_1, x_2, \ldots, x_K, x_R) = \left| y_{D_1} - \sum_{i=1}^{K} h_{S_i,D} \sqrt{E} a_i x_i \right|^2 + \left| y_{D_2} - \sum_{i=1}^{K} h_{S_i,D} \sqrt{E} b_i x_i - h_{RD} \sqrt{E} x_R \right|^2 + \log(\text{SNR}). \] (25)

\[ P\left\{ (z_1^R, z_2^R, \ldots, z_K^R) \neq (x_1, x_2, \ldots, x_K, x_R) \mid f(z_1^R, z_2^R, \ldots, z_K^R) = x_R' \right\} = \sum_{\{x_1', x_2', \ldots, x_K', x_R'\} \neq \{x_1, x_2, \ldots, x_K, x_R\}} P\left\{ \{m_4(x_1, x_2, \ldots, x_K, x_R') > m_4(x_1', x_2', \ldots, x_K', x_R') \mid f(x_1^R, x_2^R, \ldots, x_K^R) = x_R' \right\} \cup \{m_4(x_1, x_2, \ldots, x_K, x_R') > m_4(x_1', x_2', \ldots, x_K', x_R') \mid f(x_1', x_2', \ldots, x_K') = x_R' \right\} \right\} \leq \sum_{\{x_1', x_2', \ldots, x_K', x_R'\} \neq \{x_1, x_2, \ldots, x_K, x_R\}} P\left\{ m_4(x_1, x_2, \ldots, x_K, x_R') > m_4(x_1', x_2', \ldots, x_K', x_R') \mid f(x_1^R, x_2^R, \ldots, x_K^R) = x_R' \right\} + \sum_{\{x_1', x_2', \ldots, x_K', x_R'\} \neq \{x_1, x_2, \ldots, x_K, x_R\}} P\left\{ m_4(x_1, x_2, \ldots, x_K, x_R') > m_4(x_1', x_2', \ldots, x_K', x_R') \mid f(x_1', x_2', \ldots, x_K') = x_R' \right\}. \] (26)

\[ P_H\left\{ \log(\text{SNR}) + m_4(x_1, x_2, \ldots, x_K, x_R') > m_4(x_1', x_2', \ldots, x_K', x_R') \mid f(x_1^R, x_2^R, \ldots, x_K^R) = x_R' \right\} \]

\[ = P_H\left\{ | z_{D_1} |^2 + | z_{D_2} |^2 + \log(\text{SNR}) > | z_{D_1} | + \sum_{i=1}^{K} h_{S_i,D} \sqrt{E} a_i \Delta x_i + | z_{D_2} | + \sum_{i=1}^{K} h_{S_i,D} \sqrt{E} b_i \Delta x_i + h_{RD} \Delta x_R |^2 \right\} \]

\[ = P_H\left\{ 2 \Re \left\{ \frac{\chi^{*}}{||\chi||} \right\} \leq \frac{\log(\text{SNR})}{\sqrt{2||\chi||}} - ||\chi|| \right\} = \frac{\log(\text{SNR})}{\sqrt{2||\chi||}} - ||\chi|| \right\}. \] (29)

For this case, from the integral in (32), we get,

\[ I = \int_{H = \{ ||\chi|| > \log(\text{SNR}) \}} Q \left[ -\frac{\log(\text{SNR})}{\sqrt{2||\chi||}} + \frac{||\chi||}{\sqrt{2}} \right] f(H) dH \leq \int_{|\tilde{h}_1| > \frac{\sqrt{-\log(\text{SNR})}}{\sqrt{2\lambda_1 SNR}}} Q \left[ \sqrt{\lambda_1 \text{SNR}} |\tilde{h}_1| - \frac{\log(\text{SNR})}{\sqrt{2}} \right] e^{-|\tilde{h}_1|^2} d|\tilde{h}_1|^2 \]

\[ = \frac{SNR}{\left( 1 + \frac{\lambda_1 \text{SNR}}{4} \right) \left( 1 + \frac{\lambda_2 \text{SNR}}{4} \right)}, \]

which falls as SNR\(^{-1}\) at high SNR.

**Case 2: A_2 = 0**

For this case,

\[ I = \int_{H = \{ ||\chi|| > \log(\text{SNR}) \}} Q \left[ -\frac{\log(\text{SNR})}{\sqrt{2||\chi||}} + \frac{||\chi||}{\sqrt{2}} \right] f(H) dH \leq \int_{|\tilde{h}_1| > \frac{\sqrt{-\log(\text{SNR})}}{\sqrt{2\lambda_1 SNR}}} Q \left[ \sqrt{\lambda_1 \text{SNR}} |\tilde{h}_1| - \frac{\log(\text{SNR})}{\sqrt{2}} \right] 2|\tilde{h}_1| e^{-|\tilde{h}_1|^2} d|\tilde{h}_1|^2 \] (33)

The above inequality follows from the fact that for \(|\tilde{h}_1| > \frac{\sqrt{-\log(\text{SNR})}}{\sqrt{2\lambda_1 SNR}}\), \(-\frac{\log(\text{SNR})}{\sqrt{2\lambda_1 SNR}}|\tilde{h}_1| \leq -\sqrt{\log(\text{SNR})}\). Let \(r = |\tilde{h}_1|\).

From (33), since \(Q(x) < e^{-x^2}\) the integral \(I\) can be upper bounded as,

\[ I \leq \frac{1}{2} \left( 1 + \frac{\lambda_1 \text{SNR}}{4} \right) + \sqrt{\frac{\lambda_1 \text{SNR} \log(\text{SNR})}{4 \lambda_1 \text{SNR}}} \sqrt{1 + \frac{\lambda_1 \text{SNR}}{4}}. \] (34)

Let \(r_0, k_1, k_2\) and \(k_3\) be defined as shown in (34). From (34), the upper bound on \(I\) can be rewritten as,

\[ I \leq \frac{k_3}{2} \int_{r > r_0} 2(r - k_2)e^{-k_1(r-k_2)^2} dr + k_2 k_3 \int_{r \geq r_0} e^{-k_1(r-k_2)^2} dr. \]

Since \(\int_{r \geq r_0} e^{-k_1(r-k_2)^2} dr = \sqrt{k_1} Q\left( (r_0 - k_2) / \sqrt{2k_1} \right), \)

\[ I \leq \frac{k_3}{2k_1} e^{-k_1(r_0-k_2)^2} + k_2 k_3 \sqrt{\frac{\pi}{k_1}} Q\left( (r_0 - k_2) / \sqrt{2k_1} \right). \]

Since \(Q\left( (r_0 - k_2) / \sqrt{2k_1} \right) \leq 1, e^{-k_1(r_0-k_2)^2} \leq 1\), and \(k_3\) can be approximated as one at high SNR, substituting for \(r_0, k_1, k_2\) and \(k_3\), we get,

\[ I \leq \frac{1}{2} \left( 1 + \frac{\lambda_1 \text{SNR}}{4} \right) + \sqrt{\frac{\lambda_1 \text{SNR} \log(\text{SNR})}{4 \lambda_1 \text{SNR}}} \sqrt{1 + \frac{\lambda_1 \text{SNR}}{4}}. \]

Since the above upper bound on \(I\) falls as SNR\(^{-1}\) at high SNR, \(I\) has a diversity order at least 1. This completes the proof of Lemma 2.