Kinetic equations and anisotropic hydrodynamics for quark and gluon fluids
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Abstract. The mixture of quark and gluon fluids is studied in a one-dimensional boost-invariant setup using the set of relativistic kinetic equations treated in the relaxation time approximation. Effects of a finite quark mass, non-zero baryon number density, and quantum statistics are discussed. Comparisons between the exact kinetic-theory results and anisotropic hydrodynamics predictions are performed and a very good agreement between the two are found.

1 Introduction

Despite a significant development of theoretical tools and experimental methods in the last years, an unambiguous interpretation of data measured in the heavy-ion collision experiments at RHIC and the LHC is still challenging [1]. One of the basic and most successful tools used for this purpose is relativistic viscous hydrodynamics [2–6]. Unfortunately, it turns out that its analytic structure and applicability range are not completely settled yet [6]. Recently, new methods have been proposed which allow, to some extent, to test the validity of different hydrodynamic formalisms [7–12]. These methods are based on direct comparisons between predictions of various hydrodynamic models and exact solutions of the underlying kinetic-theory equations [7–21]. In particular, they have been applied to study mixtures of quark and gluon fluids [22–25].

In this proceedings contribution we continue studies of the quark-gluon mixture within the kinetic-theory setup and generalize it by including the finite mass of quarks, non-zero baryon number density, and quantum statistics effects [26]. Moreover, following ideas of the anisotropic hydrodynamics (aHydro) [27, 28], we formulate the evolution equations devoted to describe such a mixture of fluids [29]. Since the aHydro formalism is based on the idea that the high pressure anisotropy of the produced matter may be included already in the leading order of the hydrodynamic expansion, our treatment may be especially useful to describe early stages of the quark-gluon plasma evolution in the ultra-relativistic regime of heavy-ion collisions.

2 Kinetic equations

We start our analysis with coupled kinetic equations for quarks, antiquarks, and gluons,

\[(p \cdot \partial) f_s(x, p) = C[f_s(x, p)] , \quad s = Q^+, Q^-, G.\] (1)
For simplicity, we treat the collisional kernel $C$ in Eqs. (1) in the relaxation time approximation (RTA) [30–32, 34], namely

$$C[f_s(x, p)] = \frac{(p \cdot U) f_{s,eq}(x, p) - f_s(x, p)}{\tau_{eq}},$$  
(2)

where $U(x)$ is the four-velocity of the fluid element and $\tau_{eq}$ is the relaxation time, which in this work is chosen to be constant.

### 2.1 Equilibrium distributions

The equilibrium distribution functions, $f_{s,eq}(x, p)$, introduced in Eq. (2) have the Fermi-Dirac or Bose-Einstein forms,

$$f_{Q^+,eq}(x, p) = h^+_{eq}\left(\frac{p \cdot U + \mu}{T}\right), \quad f_{G,eq}(x, p) = h^-_{eq}\left(\frac{p \cdot U}{T}\right),$$  
(3)

for (anti)quarks and gluons, respectively. Here we define

$$h^\pm_{eq}(a) = \left[\exp(a) \pm 1\right]^{-1},$$  
(4)

with „+“ corresponding to fermions and „−“ describing bosons. In Eq. (2) it is assumed that all considered particle species approach the same local equilibrium state characterized by the effective temperature $T(x)$ and effective baryon chemical potential $\mu(x)$.

### 2.2 Formal solutions

In general, due to the complex structure of Eqs. (1), it is not possible to solve them exactly. For this reason we assume the Bjorken flow symmetry [33], which states that the system is boost-invariant along the beam ($z$) direction and homogeneous in the transverse ($x y$) plane. The Bjorken symmetry is a reasonable approximation for the midrapidity region at the LHC energies. In this case, the distribution functions depend solely on the longitudinal proper time $\tau = \sqrt{\tau^2 - z^2}$, the transverse momentum $p_T = \sqrt{p_x^2 + p_y^2}$, and the boost-invariant variable $w = tp_L - zE_p$ [34]. These assumptions allow us to find exact formal solutions of Eqs. (1) which have the following simple form [7, 8, 36, 37]

$$f_s(\tau, w, p_T) = D(\tau, \tau_0)f^0_s(w, p_T) + \frac{\int_{\tau_0}^{\tau} d\tau'}{\tau_{eq}} D(\tau, \tau')f_{s,eq}(\tau', w, p_T).$$  
(5)

Here $f_{s,eq}(w, p_T)$ are the equilibrium distribution functions which may be obtained from Eq. (3) using relations $p \cdot U = v/\tau$ and $v = \sqrt{w^2 + (m^2 + p_T^2)\tau^2}$, while $D(\tau_2, \tau_1) = \exp\left[(\tau_1 - \tau_2)\tau_{eq}\right]$ is the so-called damping function. Solutions (5) are used to find the form of all thermodynamic-like variables characterizing the system (such as particle density, $N$, energy density, $E$, transverse, $P_T$, and longitudinal, $P_L$, pressures) using the canonical kinetic theory definitions of these quantities.
2.3 Anisotropic distributions

In order to study the evolution of the system defined by Eqs. (1) towards local thermal equilibrium we allow it to be initially locally anisotropic in the momentum space. This may be achieved by assuming that the initial distributions are given by the anisotropic Romatschke-Strickland (RS) forms [35]. In the covariant versions they read [22]

\[ f_{Q^+}(x, p) = h_{eq}^+ \left( \frac{\sqrt{(p \cdot U)^2 + \xi_Q (p \cdot Z)^2} \mp \lambda}{\Lambda_Q} \right), \]

\[ f_{G}(x, p) = h_{eq}^0 \left( \frac{\sqrt{(p \cdot U)^2 + \xi_G (p \cdot Z)^2}}{\Lambda_G} \right). \]  

(6)

The anisotropy parameter, \( \xi_Q(x) \), and the transverse-momentum scale, \( \Lambda_Q(x) \), in Eqs. (6) are the same for quarks and antiquarks. The function \( \lambda(x) \) is the non-equilibrium baryon chemical potential of quarks and antiquarks. Similarly, \( \xi_G(x) \) is the gluon anisotropy parameter and \( \Lambda_G(x) \) is the gluon transverse-momentum scale.

2.4 Initial distributions

Using boost-invariant variables \( w \) and \( \nu \), and the relation \( p \cdot Z = \frac{-w}{\tau} \) in Eqs. (6) we may express the initial distribution functions as Eq. (5) as follows

\[ f_Q^0(w, p_T) = h_{eq}^+ \left( \frac{\sqrt{\left(1 + \xi_Q^0 \left(\frac{w}{\tau_0}\right)^2\right) + m^2 + p_T^2} \mp \lambda^0}{\Lambda_Q^0} \right), \]

\[ f_G^0(w, p_T) = h_{eq}^0 \left( \frac{\sqrt{\left(1 + \xi_G^0 \left(\frac{w}{\tau_0}\right)^2\right) + p_T^2}}{\Lambda_G^0} \right). \]  

(7)

\[ f_s^0(w, p_T) \equiv f_s(\tau_0, w, p_T). \]  

Here we introduced initial parameters \( \xi_s^0 \equiv \xi_s(\tau_0), \lambda_s^0 \equiv \lambda_s(\tau_0), \) and \( \lambda^0 \equiv \lambda(\tau_0) \) with \( \tau_0 \) being the initial time for the system evolution.

2.5 Baryon number and four-momentum conservation laws

The effective temperature, \( T(x) \), and effective baryon chemical potential, \( \mu(x) \), are found by assuming that baryon number and four-momentum are conserved during the space-time evolution, which results in the so-called Landau matching conditions,

\[ \mathcal{B}^{eq} = \mathcal{B}, \quad \mathcal{E}^{eq} = \mathcal{E}, \]

(9)

where the baryon number density is \( \mathcal{B} = (\mathcal{N}_{Q^+} - \mathcal{N}_{Q^-}) / 3 \). Equations (9) may be explicitly written as follows

\[ T^3 \sinh \left( \frac{T}{T} \right) \mathcal{H}_B \left( \frac{\mu}{T}, \frac{\mu}{T} \right) = \frac{\tau_0 (\Lambda_Q^0)^3}{\sqrt{1 + \xi_Q^0}} \sinh \left( \frac{\lambda^0}{\Lambda_Q^0} \right) \mathcal{H}_G \left( \frac{m}{\Lambda_Q^0}, \frac{\lambda^0}{\Lambda_Q^0} \right) D(\tau, \tau_0) \]

\[ + \int_{\tau_0}^\tau \frac{d\tau'}{\tau_{eq}} D(\tau, \tau') \frac{\tau'}{(T')^3} \sinh \left( \frac{\mu'}{T'} \right) \mathcal{H}_B \left( \frac{m}{T'}, \frac{\mu'}{T'} \right) \]

(10)
and
\[
T^d \left[ \mathcal{H}^+ \left( 1, \frac{m}{T}, -\mu \frac{\tau}{T} \right) + \mathcal{H}^+ \left( 1, \frac{m}{T}, +\mu \frac{\tau}{T} \right) + r \mathcal{H}^- \left( 1, 0, 0 \right) \right]
= \left( \Lambda_Q^0 \right)^4 \left[ \mathcal{H}^+ \left( \frac{\tau_0}{\tau \sqrt{1 + \xi_Q^0}} , \frac{m}{\Lambda_Q^0} , \frac{\lambda}{\Lambda_Q^0} \right) + \mathcal{H}^+ \left( \frac{\tau_0}{\tau \sqrt{1 + \xi_Q^0}} , \frac{m}{\Lambda_Q^0} , \frac{\lambda}{\Lambda_Q^0} \right) \right] D(\tau, \tau_0)
+ \int_{\tau_0}^\tau \frac{d\tau'}{\tau_{eq}} D(\tau', \tau') (T')^4 \left[ \mathcal{H}^+ \left( \frac{\tau'}{T}, \frac{m}{T}, -\mu' \frac{\tau'}{T} \right) + \mathcal{H}^+ \left( \frac{\tau'}{T}, \frac{m}{T}, +\mu' \frac{\tau'}{T} \right) \right]
+ r \left( \Lambda_Q^0 \right)^4 \left[ \mathcal{H}^- \left( \frac{\tau_0}{\tau \sqrt{1 + \xi_Q^0}}, 0, 0 \right) D(\tau, \tau_0) + \int_{\tau_0}^\tau \frac{d\tau'}{\tau_{eq}} D(\tau', \tau') (T')^4 \mathcal{H}^- \left( \frac{\tau'}{T}, 0, 0 \right) \right],
\]
(11)
respectively. Functions \( \mathcal{H}^\pm \) and \( \mathcal{H}_G \) are defined in Ref. [26].

### 3 Anisotropic hydrodynamics

In this section we introduce the aHydro scheme in a version appropriate for mixtures of fluids. This framework is expected to describe well soft modes of systems exhibiting large pressure anisotropies. The aHydro formalism is build upon the assumption that at leading order the studied system is anisotropic in the momentum space and during the entire space-time evolution may be well approximated by the RS ansatz (6). The equations of motion in such a case may be most easily obtained by taking moments of the kinetic equations (1) with the RS distribution functions treated as solutions (i.e., with the substitution \( f_s(x, p) \rightarrow f_{s,a}(x, p) \)) and by assuming elementary conservation laws.

To find moments of the kinetic equations (1) it is very convenient to introduce the \( n \)-th moment integral operator in the momentum space
\[
\hat{I}^{\mu_1 \cdots \mu_n}(\ldots) \equiv \int dP \ p^{\mu_1} p^{\mu_2} \cdots p^{\mu_n}(\ldots).
\]
(12)
Then the \( n \)-th moments of the kinetic equations (1) are found by acting with \( \hat{I}^{\mu_1 \cdots \mu_n} \) on their left- and right-hand sides and multiplying them by the degeneracy factors \( k_s \), with \( k_{Q^3} = 12/(2\pi)^3 \) and \( k_G = 16/(2\pi)^3 \), namely
\[
\left( k_s \hat{I}^{\mu_1 \cdots \mu_n} p^{\mu} \partial_{\mu} f_s(x, p) = k_s \hat{I}^{\mu_1 \cdots \mu_n} p^{\mu} U_\mu \frac{f_{s,eq}(x, p) - f_s(x, p)}{\tau_{eq}} \right).
\]
(13)
In the following sections we show how to use the zeroth, first, and second moments of the kinetic equations (1) to obtain the closed system of aHydro evolution equations. The latter allow us to determine seven unknown functions: \( T(\tau), \mu(\tau), \xi_Q(\tau), \xi_G(\tau), \Lambda_Q(\tau), \Lambda_G(\tau), \) and \( \lambda(\tau) \), which fully define distributions (7). These are necessary to obtain physical observables, in particular, \( E^a, P_L^a, \) and \( P_L^a \).

#### 3.1 Zeroth moments of the kinetic equations

The zeroth moments of the kinetic equations (1) give three scalar equations
\[
\partial_\mu \left( N_{s,a} U^\mu \right) = \frac{N_{s,eq} - N_{s,a}}{\tau_{eq}}.
\]
(14)
Subtracting the antiquark component of Eqs. (1) from the quark one and making use of the definition of the baryon density leads to the following constraint

$$\frac{d\bar{B}_a(\tau)}{d\tau} + \frac{B_a(\tau)}{\tau} = \frac{\bar{B}_a(\tau) - B_a(\tau)}{\tau_{eq}},$$

(15)

Landau matching condition for the baryon number density requires

$$\frac{\Lambda_B^2}{\sqrt{1 + \xi_Q}} \sinh\left(\frac{\lambda}{\Lambda_Q}\right) \mathcal{H}_B\left(\frac{m}{\Lambda_Q}, \frac{\lambda}{\Lambda_Q}\right) = T^3 \sinh\left(\frac{\mu}{T}\right) \mathcal{H}_S\left(\frac{m}{T}, \frac{\mu}{T}\right).$$

(16)

At the same time the baryon number conservation leads to the expression

$$\frac{B_0 \tau_0}{\tau} = \frac{16\pi k_Q}{3} T^3 \sinh\left(\frac{\mu}{T}\right) \mathcal{H}_S\left(\frac{m}{T}, \frac{\mu}{T}\right),$$

(17)

where $B_0 = B(\tau_0)$ is the initial baryon density.

In addition to Eqs. (16) and (17) we consider the following $\alpha$-weighted linear combination of Eqs. (14) so that

$$\frac{d}{d\tau}\left[\alpha \Lambda_Q^3 \left(\mathcal{H}_N^+\left(\frac{1}{\sqrt{1 + \xi_Q}}, \frac{m}{\Lambda_Q}, \frac{\lambda}{\Lambda_Q}\right) + \mathcal{H}_N^-\left(\frac{1}{\sqrt{1 + \xi_Q}}, \frac{m}{\Lambda_Q}, \frac{\lambda}{\Lambda_Q}\right)\right)\right]$$

$$+ (1 - \alpha) r \Lambda_G^3 \tilde{\mathcal{H}}_N\left(\frac{1}{\sqrt{1 + \xi_G}}, 0, 0\right)$$

$$+ \left(1 + \frac{1}{\tau_{eq}}\right) \alpha \Lambda_Q^3 \left(\mathcal{H}_N^+\left(\frac{1}{\sqrt{1 + \xi_Q}}, \frac{m}{\Lambda_Q}, \frac{\lambda}{\Lambda_Q}\right) + \mathcal{H}_N^-\left(\frac{1}{\sqrt{1 + \xi_Q}}, \frac{m}{\Lambda_Q}, \frac{\lambda}{\Lambda_Q}\right)\right)$$

$$+ (1 - \alpha) r \Lambda_G^3 \tilde{\mathcal{H}}_N^-\left(\frac{1}{\sqrt{1 + \xi_G}}, 0, 0\right)$$

$$= \frac{T^3}{\tau_{eq}} \left[\alpha \left(\mathcal{H}_N^+\left(1, \frac{m}{T}, -\frac{\mu}{T}\right) + \mathcal{H}_N^-\left(1, \frac{m}{T}, +\frac{\mu}{T}\right)\right)\right] + (1 - \alpha) r \mathcal{H}_N(1, 0, 0),$$

(18)

with $r = k_G/k_Q = \frac{4}{3}$. The functions $\mathcal{H}_N^\pm$ are defined in Ref. [26]. In fact, the best agreement between the hydrodynamic results and the kinetic-theory predictions has been found using the values $\alpha = 1$ or $\alpha = 0$ [26]. The numerical results presented below are obtained with $\alpha = 1$.

### 3.2 First moments of the kinetic equations

The first moments of Eqs. (1) give

$$\partial_\mu T^\mu_{s,a} = U_\mu \frac{T^\mu_{eq} - T^\mu_{s,a}}{\tau_{eq}}.$$  

(19)

In order to conserve energy and momentum of the entire system we require divergence of the sum of Eqs. (19) over "s" to vanish, $\partial_\mu T^\mu_{s} = 0$ (with $T^\mu_{s} = \sum_s T^\mu_{s,a}$). This leads us to the conclusion that the first-moment equations (19) are satisfied only if the Landau matching condition for the energy density
is satisfied. It can be expressed in the following way
\[
\Lambda_Q^4 \left( \mathcal{H}^+ \left( \frac{1}{\sqrt{1 + \xi_Q}}, \frac{m}{\Lambda_Q}, -\frac{\lambda}{\Lambda_Q} \right) + \mathcal{H}^+ \left( \frac{1}{\sqrt{1 + \xi_Q}}, \frac{m}{\Lambda_Q}, +\frac{\lambda}{\Lambda_Q} \right) \right)
+ r \Lambda_Q^4 \mathcal{H}^- \left( \frac{1}{\sqrt{1 + \xi_G}}, 0, 0 \right)
= \mathcal{T}^a \left( \mathcal{H}^+ \left( 1, \frac{m}{T}, -\frac{\mu}{T} \right) + \mathcal{H}^+ \left( 1, \frac{m}{T}, +\frac{\mu}{T} \right) + r \mathcal{H}^- (1, 0, 0) \right).
\] (20)

For one-dimensional boost-invariant systems the four equations appearing in the energy-momentum conservation law, \( \partial_\mu T_{\mu \nu} = 0 \), reduce to a single equation,
\[
\frac{d\mathcal{E}^a}{d\tau} = -\frac{\mathcal{E}^a + \mathcal{P}^a_L}{\tau},
\] (21)
where \( \mathcal{P}^a_L = \mathcal{P}^{Q,a}_L + \mathcal{P}^{\Theta,a}_L \) is the total longitudinal momentum of the system. Equation (21) can be rewritten as follows
\[
\frac{d}{d\tau} \Lambda_Q^4 \left( \mathcal{H}^+ \left( \frac{1}{\sqrt{1 + \xi_Q}}, \frac{m}{\Lambda_Q}, -\frac{\lambda}{\Lambda_Q} \right) + \mathcal{H}^+ \left( \frac{1}{\sqrt{1 + \xi_Q}}, \frac{m}{\Lambda_Q}, +\frac{\lambda}{\Lambda_Q} \right) \right)
+ r \Lambda_Q^4 \mathcal{H}^- \left( \frac{1}{\sqrt{1 + \xi_G}}, 0, 0 \right) = \mathcal{T}^a \left( \mathcal{H}^+ \left( 1, \frac{m}{T}, -\frac{\mu}{T} \right) + \mathcal{H}^+ \left( 1, \frac{m}{T}, +\frac{\mu}{T} \right) + r \mathcal{H}^- (1, 0, 0) \right),
\] (22)
with \( \mathcal{H}^\pm \) being introduced in Ref. [26].

### 3.3 Second moments of the kinetic equations

In order to close the system of aHydro equations we finally use the second moments of the kinetic equations (1). Using Eq. (12), the second moments have the forms
\[
\partial_\lambda \Theta_{k,\lambda}^{\mu \nu} = \mathcal{U}_A \frac{\Theta_k^{\mu \nu} - \Theta_k^{\mu \nu}_{\text{eq}}}{\tau_{\text{eq}}}.
\] (23)

Unfortunately Eq. (23) leads to an overdetermined system of equations. In order to overcome this difficulty we follow the study in Ref. [38] and select only particular combinations of equations contained in Eq. (23), which allow us to reproduce the results of standard viscous hydrodynamics in the close-to-equilibrium limit. As a consequence we get
\[
\frac{1}{1 + \xi_Q} \frac{d\xi_Q}{d\tau} - 2 \frac{\tau}{\tau_{\text{eq}}} = -\frac{\xi_Q (1 + \xi_Q)^{1/2}}{\tau_{\text{eq}}} \mathcal{H}_Q^\pm \left( \frac{m}{\tau_Q}, -\frac{\mu}{\tau_Q} \right) + \mathcal{H}_Q^\pm \left( \frac{m}{\tau_Q}, +\frac{\mu}{\tau_Q} \right),
\] (24)
\[
\frac{1}{1 + \xi_G} \frac{d\xi_G}{d\tau} - 2 \frac{\tau}{\tau_{\text{eq}}} = -\frac{\xi_G (1 + \xi_G)^{1/2}}{\tau_{\text{eq}}} \mathcal{H}_G^\pm \left( \frac{m}{\tau_G}, -\frac{\lambda}{\tau_G} \right) + \mathcal{H}_G^\pm \left( \frac{m}{\tau_G}, +\frac{\lambda}{\tau_G} \right),
\] (25)
In order to close the system of aHydro equations we finally use the second moments of the kinetic conservation law, with \( \tilde{Q} \) being introduced in Ref. [26].

\[ a^\lambda \rho_{\mu\nu} - E \tilde{L} = 0, \]

\[ L \xi = \frac{1}{2}, \]

\[ \tau = \frac{1}{2}, \]

\[ Q \xi = \frac{1}{2}, \]

\[ \Xi_0 = 1, \]

\[ \Xi_G = 10. \]

Equation (24) refers to quarks, while (25) refers to gluons. The function \( \tilde{H}_0^+ \) is defined in Ref. [29].

4 Results

In this section we present the kinetic theory (KT) results for the time evolution of the pressure anisotropy \( P_L/P_T \) of the system. Subsequently we compare them with the aHydro and Navier-Stokes (NS) predictions. Using exact solutions of the Boltzmann equation we check the influence of the finite quark mass and the quantum statistics of the constituents on the evolution of the mixture. In the calculations we use the values \( m = 300 \text{ MeV} \) or \( m = 1 \text{ MeV} \) for the quark mass, and assume that gluons are always massless. Initial conditions used in the simulations correspond to two different pressure configurations, namely, the oblate-oblate configuration, where \( \xi_Q^0 = 1 \) and \( \xi_G^0 = 10 \), and prolate-prolate configuration, with \( \xi_Q^0 = -0.5 \) and \( \xi_G^0 = -0.25 \). The initial non-equilibrium chemical potential, \( \lambda^0 \), is chosen in such a way that the initial baryon number density is \( B_0 = 0.001 \text{ fm}^{-3} \) (top panels in Figs. 1 and 2) or \( B_0 = 1 \text{ fm}^{-3} \) (bottom panels in Figs. 1 and 2). Transverse momentum

Figure 1. (Color online) Time evolution of the pressure anisotropy \( P_L/P_T \) resulting from the exact solutions of the transport equations (1). Results for the classical distributions are described by the green dashed-dotted lines \( (m = 1 \text{ MeV}) \) and blue dashed lines \( (m = 300 \text{ MeV}) \). The case of quantum statistics and \( m = 300 \text{ MeV} \) is described by the red solid lines.
Figure 2. (Color online) Exact solutions of the kinetic equations (1) (solid orange lines) compared with anisotropic hydrodynamics (black dashed-double-dotted lines) and Navier-Stokes predictions (dashed blue lines). The results shown here were obtained with the parameter $\alpha$ in Eq. (18) equal to unity.

scales for quarks and gluons are equal, namely $\Lambda^0_Q = \Lambda^0_G = 1$ GeV. Relaxation time is assumed to be constant, $\tau_{eq} = 0.25$ fm.

4.1 Kinetic theory results

In Fig. 1 we show the proper-time dependence of the $P_L/P_T$ ratios obtained within the kinetic theory for three cases: (i) massless system with classical statistics (green dashed-dotted lines), (ii) the system containing massive quarks and classical statistics (blue dashed lines) and (iii) the system with massive quarks and quantum statistics (red solid lines). We assume here that the system is initially in the oblate-oblate configuration. One can observe that the $P_L/P_T$ ratios depend very weakly on the quark mass and the choice of statistics. At large times all curves slowly approach unity which is related to ultimate equilibration of the system.

4.2 Anisotropic hydrodynamics results

Using aHydro equations (16), (17), (18), (20), (22), (24), and (25) we may determine various thermodynamic-like quantities, including $P_L^a$ and $P_T^a$, as functions of the proper time $\tau$. These may
be compared with the exact kinetic theory results to quantify the effectiveness of the hydrodynamic approximation scheme. In Fig. 2 we present the comparison of kinetic theory results for the time dependence of the $\mathcal{P}_L/\mathcal{P}_T$ ratio with the corresponding ones obtained within the aHydro approach. We can see a very good agreement between kinetic theory and aHydro for all studied cases. In order to check the late-time behavior we present the Navier-Stokes viscous hydrodynamics predictions as well. We observe that in all cases, both aHydro and kinetic theory results approach the NS regime.

5 Summary

In this paper we have studied the mixture of quark, antiquark, and gluon fluids within the relativistic kinetic theory framework treated in the relaxation time approximation. We have shown that the resulting solutions are rather insensitive to the assumed quark mass value and the choice of statistics of the constituent particles. The kinetic theory solutions turn out to be in a good agreement with the corresponding solutions obtained within anisotropic hydrodynamics framework constructed for such a mixture. As expected, in the late-time limit, where the system approaches the close-to-equilibrium regime, all results agree very well with the Navier-Stokes approach.
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