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Abstract—We consider real-world reinforcement learning (RL) of robotic manipulation tasks that involve both visuomotor skills and contact-rich skills. We aim to train a policy that maps multimodal sensory observations (vision and force) to a manipulator’s joint velocities under practical considerations. We propose to use offline samples to learn a set of general value functions (GVFs) that make counterfactual predictions from the visual inputs. We show that combining the offline learned counterfactual predictions with force feedbacks in online policy learning allows efficient reinforcement learning given only a terminal (success/failure) reward. We argue that the learned counterfactual predictions form a compact and informative representation that enables sample efficiency and provides auxiliary reward signals that guide online explorations towards contact-rich states. Various experiments in simulation and real-world settings were performed for evaluation. Recordings of the real-world robot training can be found via https://sites.google.com/view/rearlrl.

I. INTRODUCTION

We consider real-world reinforcement learning (RL) of robotic manipulation tasks that involve both visuomotor skills and contact-rich skills. We aim to train a policy that maps multimodal sensory observations (vision and force) to a manipulator’s joint velocities under the following practical considerations. (1) The training needs to be done in a reasonable amount of time. (2) Only a terminal reward (success/failure) that defines the task is given. The first consideration relates to the sample efficiency problem [1]. And the second will remove the need for reward shaping and tediously designed perception pipelines (such as object pose estimation) or calibrated instrumentation (such as optical trackers) to provide dense reward signals. Thus our problem setting matches well with real-world robotic applications. Meanwhile, our problem setting is also challenging since reinforcement learning with high-dimensional states (images) and continuous actions (joint velocities) typically requires massive amount of robot-environment interactions. Furthermore, learning with only a terminal reward remains a challenging problem.

We address the challenges from a predictive learning perspective [2] which encodes high-dimensional image states as action-oriented predictions that form a compact state representation and guide online explorations towards contact-rich states. In cognitive science, “perceiving as predicting” [3, 4], suggests that the human brain is not a simplified “passive perceiving brain”, but rather an “active predicting brain” [5, 6] and that the cortical processing of sensory data plays the role of action-oriented inference that is driven by prior knowledge learned from endogenous experience. Likewise, in computer science, predictive learning, which models dynamic system states as predictions of future observations, has been of research interest for decades [2, 7, 8]. Specially, counterfactual predictions [9] encode hypothesis-based inferences about what might happen in the near or long-term future if the agent acts differently from prior experience [10]. For example, we may efficiently improve car maneuvering skills using our sensory-motor experience by asking questions like “what if steering the wheel slightly more towards the left”?

Motivated by the research mentioned above, We propose to use offline samples to learn a set of general value functions (GVFs [11]) that make counterfactual predictions from the visual inputs. GVF provides a way to incorporate human prior knowledge of the task as cumulants [11] to learn meaningful predictions. We show that combining the offline learned counterfactual predictions (Fig. 1) with online force feedbacks allows efficient reinforcement learning given only a terminal reward signal. Our contributions are as below:

- We propose a reinforcement learning approach that combines offline and online learning, forming a practical solution to learn real-world robotic manipulation tasks. Specifically, we first learn to encode high-dimensional image states as compact counterfactual predictions using offline samples and then combine the learned predictions with low-dimensional force feedbacks during online training.
- We show that the offline learned counterfactual predictions form a compact and informative representation,
thus enabling sample efficiency and provide auxiliary reward signals to guide online explorations towards contact-rich states, thus enabling learning with only a terminal reward.

Experiments both in simulation and real-world scenarios were conducted to support our claims.

II. RELATED WORKS

This work is inspired by the following topics from both the reinforcement learning (RL) and robotics community.

Real-world reinforcement learning of robotic tasks: Addressing the various challenges of real-world robotic reinforcement learning has gained increasing interest recently [1, 12–14]. There are a number of prior works tackling each of the challenges, for example, training efficiency [15, 16], generalization [17, 18], safer online explorations [13, 19], sim-to-real transfer [20, 21] and learning from a sparse reward [22–24]. However, very few works have been proposed to address the practicality of real-world robotic reinforcement learning. Recently, R3L [1] was proposed as a practical framework to learn tasks using a three-fingered robotic hand. It uses the VAE [25] encoder to form a compact state representation, utilizes VICE [24] to provide rewards and enables training without resets. Compared to R3L: (1) We consider a more general problem setting of a 7-Dof robotic arm that learns a task using multimodal observations (vision and force). (2) We consider learning human prior knowledge as counterfactual predictions using offline data to accelerate online training since offline samples are easier to collect, and the offline learned human prior knowledge provides online exploration guidance given only a terminal reward.

Learning a robotic insertion task: Since we demonstrate our method’s advantages using a robotic insertion task, it is necessary to summarize existing works and discuss our distinctions under such task context. Learning a robotic insertion (a.k.a. peg-in-hole) task has been well studied [26] in approaches including reinforcement learning [27–32] and contact-model based control [33–35]. However, it is worth noting that most works require simplified assumptions that impede their practicality.

Our work stands out by addressing the practical considerations as follows. (1) Instead of simply assuming a near-perfect pre-insertion pose [30–32, 34, 35] at initialization, which is hard to define, the learned policy/controller should be able to start from an arbitrary grasping pose. Therefore, using visual feedback is important to guide robot motion starting from variable grasping poses. (2) Instead of relying on a hand-engineered controller [27–30] (such as admittance-Cartesian controller) which requires additional fine-tuning, the learned policy/controller should output actions that directly apply to robot joints. (3) Instead of relying on dense reward signals provided by a time-consuming perception system or calibrated instrumentation to obtain ground truth peg/slot poses [27], the learning should be done using only a terminal reward (success/failure). (4) Instead of assuming a fixed peg position [27, 28, 33, 34] which does not consider a continuous process of peg feeding and inserting, as pointed out by [28] in their limitation section, the learned policy should be robust to variable grasping poses.

Predictive coding based representations: Our method is similar to predictive coding based state representation learning methods [36–41] in that we encode high-dimensional visual observation as compact predictions. Our method can be viewed as a more general way to learn predictions using general value functions that the cumulant in our method defines any meaningful predictions instead of only next state prediction in [39–41], and that the target policy in our method specifies predictions based any interesting behaviors instead of predictions only considering the environment dynamics.

III. METHOD

This section will introduce concepts of general value functions (GVFs), explain how to form counterfactual predictions using GVF s in the offline learning setting, and elaborate on how to use counterfactual predictions in a standard online reinforcement learning algorithm.

A. Background: general value functions

Generally, a reinforcement learning agent aims to answer two questions from its environmental interactions [42]: (1) a prediction question in the form of a value function that predicts how much reward will be accumulated at state $s_t$ under a policy $\pi$; (2) a control-related question in the form of an optimal policy that concerns what action should be taken at state $s_t$ to achieve the maximum accumulated reward. We can view the reward in RL as a task-related question, for example, “how well a robot circumvents pedestrians” in an obstacle avoidance task [43]. Then the value function
provides the answer using predictions. As a result, a value function represents one aspect of the task or environment-related knowledge. Extending a value function to represent more general knowledge of the task or environment will derive the concept of general value functions (GVFs) [11].

The core problem of GVFs is to learn answers to the prediction questions (GVF-questions). Like in a regular value function setting that a reward specifies a prediction question, GVF-questions are defined using different cumulants $c_t$ or pseudo rewards, which can be either hand designed (like, off-road measurement of an autonomous driving car [44]) or learned using knowledge discovery [45]). A general value function predicts the expected return of discounted cumulants $c_t$ by following a target policy $\tau$ according to a termination function $\gamma_t$ when at state $s_t$. Formally, a general value function is defined as:

$$\phi^\tau(s) = \mathbb{E}_{\tau} \left[ \sum_{k=0}^{\infty} \prod_{j=0}^{k-1} \gamma_{t+j+1} c_{t+k} | s_t = s, a_t = a \right]$$

(1)

where $\tau$ is the target policy for prediction, which is called a prediction demon [11], $\gamma_t$ is the discounting factor which relates to how a trajectory terminates with probability $1 - \gamma_t$. Therefore, a GVF-question is defined by a tuple $(\tau, c_t, \gamma_t)$. GVFs can be learned with off-the-shelf value function estimation methods based on temporal-difference (TD) [46]. In practice, given a set of different cumulants $c_t$ and termination functions $\gamma_t$, GVFs learn many predictions defined by $c_t$ considering multi-temporal time scales defined by $\gamma_t$ simultaneously.

B. Learning Counterfactual predictions using offline samples

As described above, GVFs can be viewed as auxiliary tasks aiming to speed up learning the primary RL task. However, similar to learning a value function, learning GVFs in the real world remains challenging since it requires massive online robot-environment interactions. One practical approach is to use offline collected samples to learn to the predictions $\phi^\tau(s)$ in eq. (1), which we call counterfactual predictions. The adjective counterfactual means the predictions are based on a known prediction demon policy $\tau$, which is different from an unknown behaviour policy $\mu$ used to collect offline samples. For example, $\mu$ can be human demonstrations, robot random explorations or a mixture of both. Therefore, learning counterfactual predictions needs to address the distributional shift issue.

a) Importance weighted temporal difference update:
Suppose a general value function $\phi^\tau(s)$ is approximated using a deep neural network with parameters $\theta$. Learning a GVF $\phi^\tau(s)$ from samples collected with unknown behaviour policy $\mu(a|s)$ can be done using temporal different (TD) algorithms for off-policy learning. Specifically, an importance sampling correction term, as defined in [42], $\rho$, is used to address the difference between $\tau$ and $\mu$ as:

$$\rho = \frac{\tau(a|s)}{\mu(a|s)}$$

(2)

Algorithm 1: Counterfactual prediction learning from offline samples collected with unknown $\mu(a|s)$

| Input: | Offline samples $D$, uniform distribution $\eta(a|s)$, cumulant function $c(s_t, a_t, s_{t+1})$, discounting factor $\gamma$, prediction demon policy $\tau(a|s)$ |
|---|---|
| Result: | Optimal weights $\theta^*$ of a GVF $\phi^\tau(s)$ |
| Initialize $\phi^\tau(s)$, discriminator $g(a, s)$ and replay buffer $D_m$ |
| for $i = 1:N$ do |
| Sample $s_0$ ← sample the first state from $D$ |
| for $t = 0:T$ do |
| **Optimize** $\phi^\tau(s)$ |
| $a_t$ ← obtain recorded $a_t$ from $D$ |
| $s_{t+1}$ ← obtain the next state from $D$ |
| Compute $c_t = c(s_t, a_t, s_{t+1})$ |
| Estimate behavior density value $\hat{\mu}(a_t|s_t)$ (eq. (8)) |
| Estimate importance sampling ratio $\rho_t = \frac{\tau(a_t|s_t)}{\hat{\mu}(a_t|s_t)}$ |
| Append transition $(s_{t+1}, a_t, \gamma_t, s_{t+1}, \rho_t)$ to $D_m$ |
| Importance resampling according to Section III-B |
| $A$ ← sample transitions $\{(s, a, c, \gamma, s', \rho)\}$ from $D_m$ as described in Section III-B.a. |
| Compute target $y_i = c + \gamma \phi^\tau(s'; \theta)$ |
| Compute one step TD error $\delta_i = \phi^\tau(s; \theta_l) - y_i$ |
| $\theta_{l+1}$ ← gradient descent using equation (6). |
| **Optimize** $g(a, s)$ |
| $B$ ← prepare balanced classification samples from $D_m$ as described in Section III-B.b. |
| $\psi_{i+1}$ ← update discriminator $g(a, s)$ with a binary cross entropy loss using samples in $B$. |
| end |
| end |

, where $\rho$ is the probability density ratio of the target policy (prediction demon) $\tau$ over behavior policy $\mu$ given a state action pair $(s, a)$. $\tau$ is predefined as discussed later in Section III-C. An $\hat{\mu}(a|s)$ will be introduced later.

Then given an offline dataset $D$ collected with an known behavior policy $\mu$, $\phi^\tau(s)$ can be learned by minimizing the importance weighted TD error $\delta$ as below:

$$L = \mathbb{E}_{(s, a) \sim D} [\rho \delta^2]$$

(3)

, where $\delta = \phi^\tau(s; \theta) - y$ and $y$, which is similar to its use in a regular DQN algorithm [47], is the target value computed by bootstrapping predictions of the currently estimated general value function $\phi^\tau(s; \theta)$ with the form below:

$$y = \mathbb{E}_{(s', \rho) \sim D} [c_t + \gamma \phi^\tau(s'; \theta)]$$

(4)

Then a GVF $\phi^\tau(s)$ is optimized by performing gradient descent as below:

$$\nabla_{\theta} L = \mathbb{E}_{(s, a) \sim D} [\rho \delta \nabla \phi^\tau(s; \theta)]$$

(5)

In practice, the gradient update above with importance sampling ratios will have high variances. We apply the same importance resampling technique as defined in [48] to address this issue. Specifically, suppose a replay buffer $D_m$ stores transitions $\{(s, a, c, \gamma, s', \rho)\}$ with size $N$. An importance resampling process makes the sampling probability $p_i$ of each sample $i = 1, ..., N$ proportional to its $\rho_i$ as $p_i = \frac{\rho_i}{\sum_{j=1}^{N} \rho_j}$. Therefore, a new replay buffer $D_{\rho}$ is constructed by the resampling process. Moreover, suppose a mini-batch
A is sampled from $D_p$, to further reduce the update variances caused by $\rho$, we replace it by computing the average $\hat{\rho}$ in the mini-batch. In summary, the update gradient in eq. (5) is computed using:

$$
\nabla_{\theta} \mathcal{L} = E_{(s,a) \sim D_p}[\hat{\rho} \nabla_{\theta} \phi^\tau(s; \hat{\theta})] 
$$

(6)

$b)$ Estimating the unknown behaviour policy $\mu$: The unknown behaviour policy $\mu(a|s)$ in eq. (2) is estimated using a density ratio trick where a discriminator $g(a,s)$ is used to distinguish samples from $\mu(a|s)$ and an intermediate probability density function $\eta(a|s)$. We choose $\eta(a|s)$ as a uniform distribution so that the discriminator $g(a,s)$ can well distinguish samples from $\mu(a|s)$ over all possible actions at state $s$. Specifically, we sample a minibatch $B$ from offline dataset $D$ and mark the samples with label $z = 1$, which means a state-action pair $(s,a)$ is generated by $\mu(a|s)$. Then we randomly set a half size of the samples in $B$ with label $z = 0$, which means the sample belongs to $\eta(a|s)$ by generating uniform actions. Then the discriminator is trained by a cross-entropy loss to differentiate samples with class labels $z = 1$ and $z = 0$. By applying the density ratio trick and assuming $p(z = 1) = p(z = 0)$, we have:

$$
\begin{align*}
\frac{\mu(a|s)}{\eta(a|s)} &= \frac{p(a|s, z = 1)}{p(a|s)} = \frac{p(z = 1|a,s)/p(z = 1)}{p(z = 0|a,s)/p(z = 0)} \\
&= \frac{p(z = 1|a,s)}{p(z = 0|a,s)} = \frac{g(a,s)}{1 - g(a,s)}
\end{align*}
$$

(7)

Therefore, the probability density value of behavior policy $\mu$ given a state action pair $(s,a)$ is estimated as:

$$
\hat{\mu}(a|s) = \frac{g(a,s)}{1 - g(a,s)} \eta(a|s)
$$

(8)

Algorithm 1 concludes learning counterfactual predictions $\phi^\tau$ using offline samples.

c) Learning multi-temporal time scale predictions:

As shown in [8, 10], multi-temporal-scale predictions help learning more efficiently. $\gamma$ controls a temporal time horizon of predictions. In experiments, we use predictions on four different time scales for the near and long-term future with $\gamma = \{0, 0.5, 0.9, 0.95\}$. Specifically, we run Algorithm 1 for each $\gamma$ value and stack the predictions of $\phi^\tau$ as the counterfactual predictions spanning multi-temporal time horizons.

C. Counterfactual predictions for real-world task learning

Let us go back to our problem setting—learning robotic manipulation tasks with multi-modal sensory inputs (vision and force) with a terminal reward $z_t$ for practical considerations as discussed in Section 4.

Suppose the observations at time $t$ are image $I_t$, robot joint angles $J_t$, and joint force feedback $F_t$. We aim to learn a policy that maps the above observations to robot actions $a_t$, which are the joint velocities. Our strategy is to learn counterfactual predictions to encode visual observations using offline samples. Then we combine the predictions with force feedback in the online training.

We apply this strategy to address the multi-modality issue not only for dimension reduction but also for the consideration that collecting force-sensitive samples offline using either a scripted policy or human demonstrations is tedious in real-world settings. On the other hand, as shown in [29–31], if the robot learns to touch the object using vision, contact-rich skills will be much easier to learn using standard off-policy learning methods in an end-to-end manner.

$a)$ Defining cumulants and prediction demon policy: We define the cumulants $c_t$ as a 6-dimensional vector representing the relative pose between the end-effector and the target. In experiments, the cumulants are defined by human kinesthetic teaching the robot where the target is without actually inserting the peg. The main RL task is to learn a policy that moves the peg towards the slot and inserts it.

For the prediction demon policy $\tau$, we use a previous-action-conditioned policy $\tau(a_t|s_t, a_{t-1}) = N(a_{t-1}, \Sigma)$, where $\Sigma = 0.0025 I$ is a diagonal covariance matrix. It means “continuing with the previous action while allowing some randomness”. Thus the predictions encode how task spatial information will evolve if the agent continues on previous actions. These predictions form corrective signals for decision-making.

$b)$ Offline learning: To learn $\phi^\tau(s)$ using offline samples, as shown in Fig. 2A, we define the state as $s_t = [I_t, J_t, a_{t-1}]$, where $a_{t-1}$ is the previous action and initialized using a zero vector at $t = 0$. The GVF $\phi^\tau(s)$ is parameterized using a deep neural network with convolutional layers to encode $I_t$ and a concatenate operation to incorporate $J_t$ and $a_{t-1}$. $\phi^\tau(s)$ then outputs a 24-dimensional vector $\psi_t \in \mathbb{R}^{24}$ representing the counterfactual predictions of each of the six pose elements considering multi-temporal time scales with $\gamma = \{0, 0.5, 0.9, 0.95\}$. Let us write:

$$
\psi_t = \phi^\tau(I_t, J_t, a_{t-1})
$$

(9)

After collecting offline samples to construct dataset $\mathcal{D}$, Algorithm 1 is used to optimize $\phi^\tau$.

$c)$ Online Training: During online training, as shown in Fig. 2A, we construct a new state $x_t = [\psi_t, F_t]$ by incorporating force feedbacks. Suppose the robot is a 7 DoF manipulator that outputs 7-dimensional force feedback. Then the new state $x_t \in \mathbb{R}^{31}$ is a 31-dimensional vector. Thus, as shown in Fig. 2A, we can use linear layers to parameterize the policy which outputs continuous 7-dimensional joint velocities.

Although the state $x_t$ is compact, given only a terminal reward $z_t$, it is still challenging to train the policy. We propose to use the counterfactual predictions $\psi_t$ as an auxiliary reward to guide online policy learning. Specifically, the auxiliary reward $\alpha_t$ is defined as $\alpha_t = \exp(-\lambda \|\psi_t\|)$, where $\lambda$ is a scaling coefficient. $\alpha_t$ then encodes how the relative pose between the robot end-effector and the target will evolve if the robot continues with the previous action $a_{t-1}$. So $\alpha_t$ will guide the online exploration to touch the target towards contact-rich interactions. Then the augmented reward function for training is:

$$
r_t = \begin{cases} 
z_t & \text{if succeed,} \\
\alpha_t & \text{otherwise}
\end{cases}
$$

(10)
Given the new state representation $x_t$ and the augmented reward function $r_t$, any off-the-shelf policy optimization algorithms [49, 50] can be used during online training.

IV. EVALUATION

We aim to evaluate on four objectives: (1) the representation performance of counterfactual predictions; (2) the effectiveness of an auxiliary reward using counterfactual predictions; (3) the effectiveness of combining counterfactual predictions with online force feedback; (4) the viability of our method in a real-world task setting regarding how long the training takes and how hard to make the training work (such as if the training requires tediously designed perception pipelines or calibrated instrumentation).

We use a peg-in-hole task for evaluation. Experiments were conducted in a real-world and simulation scenario. As shown in Fig. 5, the experimental setup includes an eye-in-hand camera and a 7 Dof Franka Emika Panda robot. Each initialization will randomize the poses of robot joints, grasping peg and the slot. In real-world experiments, the slot pose was fixed during training due to technical limitations to reset the slot pose automatically. Nevertheless, because the robot acquired force-sensitive probing skills (Fig. 8), we found the learned policy is relatively robust to a slot displacement < 1cm.

A. Evaluation in simulator

The simulator provides an ideal environment for quantitative comparison between our method and different baselines since the ground truth peg/slot poses are easy to obtain.

a) State representation performance of counterfactual predictions: We evaluate the state representation performance of counterfactual predictions compared to different baselines. For all the representation methods evaluated, we give a fine-tuned oracle reward, as defined in [27], that provides a staged dense reward to guide the peg insertion using ground truth peg/slot poses. We compare our method with three representation baselines. (1) A reward classifier baseline used in [22, 28], which trains a classifier to distinguish success/failure images and use the second last layer as the image representation. (2) A pose regression baseline used in [51], which trains a regressor that predicts the peg pose given an image input and uses the second last layer as the image representation. (3) An end-to-end baseline that uses convolutional layers to encode the image without any pretraining. For a fair comparison, all baselines output a vector with the same dimension as our counterfactual predictions. Therefore, the linear policy for all the state representation methods shares the same architecture. Results are shown in Fig. 4A, which indicates counterfactual predictions significantly outperform other state representation methods.

b) Counterfactual predictions as an auxiliary reward: We evaluate the effectiveness of the auxiliary reward based on counterfactual predictions. We study the effectiveness by comparing our proposed auxiliary reward with (1) the fine-tuned oracle reward, (2) a VICE reward [1, 24] which computes the probability of success using a success/failure classifier’s output and (3) a terminal reward (success/failure). Here, we set the terminal success reward as +10 and the failure penalty as −10.

We compare different rewards under two scenarios using
different state representations: (1) our counterfactual predictions and (2) a reward classifier-based [22, 28] state representation as described above. Results are shown in Fig. 4B and C, which indicate our proposed auxiliary reward is competent with an oracle reward and significantly outperforms a VICE reward and the terminal reward.

c) Ablation study on multimodal sensory inputs: Next, we study the effectiveness of combining counterfactual predictions with online force feedbacks by online training with and without force feedback. Results are shown in Fig. 4D, which indicates our approach that combines force feedback during online training improves the learning performance.

B. Evaluation on a real-world robot

The total training time of our real-world experiment is about 13.2 hrs which contains 4.5 hrs offline and 8.7 hrs online training.

![Fig. 6: Training curve of the online learning. The horizontal axis is the time duration and the vertical axis is the success rate of the most recent 100 trials. The red triangle and the shaded green region indicates human randomly changing the grasping pose in order to make the learned policy robust to variable peg grasping pose.](image)

a) Offline training: We collected 40K offline samples by 400 runs which took 0.5 hr including the human teaching time. Samples were collected using a position-based visual servoing (PBVS [52]) controller and a random action controller, with each contributed 20k samples.

b) Online training: Soft-actor-critic (SAC [49]) was used in online training with a 30Hz control frequency that matches the frame rate of our vision sensor. Joint velocity actions were directly sent to the franka_ROS controller at 30Hz, and the internal controller of the Franka arm runs at 1000Hz, controlling robot motions with default and unknown parameters without fine-tuning. We observe that our learned policy can generate smooth motions.

The terminal reward is provided by detecting the success/failure status given an image. Similar to [28], we used two success/failure classifiers independently trained to avoid false-positive results of the terminal reward.

The training curve of the online learning using SAC [49] is shown in Fig. 6. Note that, unlike most methods assuming a fixed peg position [27, 28, 33, 34], in order to make the learned policy robust to variable peg grasping pose, we started to randomly change the grasping pose when the success rate reached 84% after 6.8 hrs of training.

c) Testing: The learned policy was then evaluated under scenarios of random grasping (Fig. 7A), moving the peg (Fig. 7B) and slot (Fig. 7C) in a continuous testing process (Fig. 5) with 20 trials. Results (Fig. 8) show our proposed method’s practicality for training a real-world robotic RL agent to acquire fine manipulation skills in about half a day, without hand-engineered perception systems or calibrated instrumentation.

V. CONCLUSION

We propose an offline counterfactual prediction learning method to address challenges in real-world RL considering a general robotic manipulation task setting that maps both vision and force observations directly to robot joint velocities. The key insight that makes our method work is the use of general value functions to encode high-dimensional vision data as compact predictions spanning multiple time scales. We call it counterfactual since the predictions are learned data as compact predictions spanning multiple time scales. We call it counterfactual since the predictions are learned using offline collected samples by a target policy which is different from the main task policy during online training. In summary, our method uses an offline-online training scenario combined with off-policy learning.

Although we demonstrate the effectiveness of GVF-questions which are hand crafted to encode spatial information (relative pose in Section III-C.0.a), one may wonder how to generalize our method without a hand crafted cumulant since there should be more meaningful representations that can be learned from the offline collected data. This remains an open question and further research on automatic knowledge discovery [45] from data is worth being explored.
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