Rapid multiplex ultrafast nonlinear microscopy for material characterization
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We demonstrate rapid imaging based on four-wave mixing (FWM) by assessing the quality of advanced materials through measurement of their nonlinear response, exciton dephasing, and exciton lifetimes. We use a WSe$_2$ monolayer grown by chemical vapor deposition as a canonical example to demonstrate these capabilities. By comparison, we show that extracting material parameters such as FWM intensity, dephasing times, excited state lifetimes, and distribution of dark/localized states allows for a more accurate assessment of the quality of a sample than current prevalent techniques, including white light microscopy and linear micro-reflectance spectroscopy. We further discuss future improvements of the ultrafast FWM techniques by modeling the robustness of exponential decay fits to different spacing of the sampling points. Employing ultrafast nonlinear imaging in real-time at room temperature bears the potential for rapid in-situ sample characterization of advanced materials and beyond.

I. INTRODUCTION

Since the invention of the microscope over 400 years ago, the need to improve imaging techniques and modalities for obtaining previously inaccessible information, and obtaining it faster, has been a common theme surrounding microscopy. As new groups of advanced materials shift into focus, the need to image these materials for fundamental science and to characterize them in a manufacturing/fabrication setting has spurred numerous experimental innovations. These materials include two-dimensional quantum materials such as transition metal dichalcogenides (TMDs) and graphene, III-V semiconductors such as Gallium Arsenide and Gallium Nitride in both science and industry, and silicon carbide for electric vehicles. Material characterization of TMDs and other advanced materials has seen a plethora of techniques, from white-light optical microscopy to photoluminescence imaging, micro-reflectance and transmission, scanning tunneling microscopy, angle-resolved photoemission spectroscopy, Raman spectroscopy, atomic force microscopy imaging, tip-enhanced spectroscopy, ultrafast nanoscopy, and four-wave mixing (FWM) imaging. However, these techniques either convey little information about the material quality, or require complicated experimental setups and hours of data acquisition.

To overcome these limitations, we here introduce rapid multiplex nonlinear imaging, enabled by recent advances in lock-in detection, to characterize advanced materials. Specifically, we demonstrate the technique’s feasibility on WSe$_2$ monolayers grown by chemical vapor deposition (CVD), which serve as a canonical example. We acquire resonant linear reflectance and nonlinear FWM images that provide rich information about the materials quality in real-time while acquiring full exciton dephasing and lifetime maps within a minute. We correlate the findings from these rapid techniques with multi-dimensional coherent imaging spectroscopy (MDCIS) data to corroborate our findings. We distinguish areas of monolayer flakes by their FWM strength and dephasing and decay dynamics, while specifically identifying areas with weak FWM, strong many-body effects, and an increased density of dark states.

II. EXPERIMENTAL METHODS

All modalities of FWM imaging employed in this work are based on the MDCIS setup detailed in previous work. In this technique, as visualized in Fig. 1(a), three pulses ($A$, $B$, $C$) impinge on the sample. The three pulses $A$, $B$, $C$ jointly generate a FWM signal by each converting the sample state between populations and coherences. As such, scanning different temporal delays between $A$, $B$, and $C$ alters the resulting FWM and gives access to dephasing of the coherences and decay of exciton population, respectively. After the third interaction ($C$), the emitted FWM signal is heterodyne-detected with the fourth pulse ($D$, not shown). Each of the four pulses is tagged with a unique radio-frequency using acousto-optic modulators, and the interference between the FWM signal emitted from the sample and pulse $D$ is phase-sensitively detected using a custom lock-in amplifier.
FIG. 1. (a) Schematic of a three-pulse FWM experiment. The FWM is emitted after the third pulse $C$. By varying different time delays, we can access the dephasing of the exciton coherence and decay of the exciton density. (b) Temporal evolution of the FWM signal for varying $\tau$ and $t$ delays. Dephasing time and inhomogeneous linewidth can be extracted by taking slices along the axes spanned by the blue and red dashed line. (c) Schematic of the custom-built laser-scanning microscope. The $x$- and $y$-Galvos are relayed onto each other using off-axis parabolic mirrors before being relayed onto the back of the microscope objective with a combination of scan and tube lens.

A complete five-dimensional MDCIS data set, obtained by scanning all three time delays in Fig. 1(a) while acquiring an image for every fixed $\tau$, $t$, and $T$ position, can be valuable for an in-depth physical analysis of the underlying sample system, as demonstrated in Refs. [26, 27]. However, for material characterization, the need for speed often outweighs the need for full spectroscopic or temporal detail and often more rudimentary temporal or spectral data is sufficient to assess the sample quality. Quantities that can be used to assess the quality of a sample include the FWM strength, the exciton dephasing time, and the exciton population decay time across the sample. All of these modalities can be extracted from complete MDCIS measurements with data acquisition times of at least 30 minutes, but specific parameter images can be acquired within a minute or less. FWM strength can be assessed by setting all time delays in Fig. 1(a) to zero and recording a single image by scanning the laser beam across the sample. Similarly, decay maps of the sample can be obtained by setting the $\tau$- and $t$-delay to zero while scanning the $T$-delay. Obtaining dephasing time maps involves scanning the $\tau$ and $t$-delay simultaneously while leaving the $T$-delay stationary. This is illustrated in Fig. 1(b), where the temporal response of the sample to varying $\tau$ and $t$ delays is shown. According to Ref. [31], the FWM signal in the time-domain, assuming $\delta$-function pulses and the Markovian approximation is

$$R(t', \tau') = R_0 e^{-((t'/T_2 + i\omega_0 \tau' + \sigma^2 \tau'^2)/2)} \Theta(t' - \tau') \Theta(t' + \tau').$$  \hspace{1cm} (1)$$

Here, $R_0$ is the amplitude at time zero, $\omega_0$ is the center resonance frequency, $T_2$ is the dephasing time, $\sigma$ is the inhomogeneous linewidth, and the $\Theta$'s are unit step functions ensuring causality. Here we have defined $t' = t + \tau$ as the time coordinate along the photon-echo (Photon-echo delay), and $\tau' = t - \tau$ as the coordinate orthogonal to the photon echo. The resulting coordinate system is spanned by the blue and red dashed lines in Fig. 1(b). The authors in Refs. [26, 27] fit slices along the diagonal (blue dashed line) and cross-diagonal (red dashed line) in the time-domain to extract dephasing times and inhomogeneous linewidths, but still acquire a full, two-dimensional time-domain signal. Here, instead of scanning the full range of $\tau$- and $t$-delays, we propose scanning along the diagonal of the photon-echo, yielding the dephasing time $T_2$ by fitting the data with a uni-exponential decay. This measurement can be obtained in less than a minute and thus yields rapid information about the dephasing time across the sample.

Rapid scanning while isolating a single frequency modulated signal in the presence of several frequency-modulated signals requires a custom lock-in amplifier for efficient suppression of extraneous modulations [29]. Here, we use a pixel dwell time of 240 $\mu$s for all imaging measurements, which is currently limited by the modulation frequencies of the FWM and does not constitute a fundamental limit of this technique. Because the FWM signal is phase-resolved, we can further employ coherent averaging for each image to improve the signal-to-noise ratio (SNR).
To obtain images we use a custom-built laser scanning microscope whose design schematic is shown in Fig. 1(c). We employ separate x- and y-galvo mirrors, which are relayed onto each other using off-axis parabolic mirrors. Subsequently, broadband, large-field-of-view scan and tube lenses are used to image the galvo mirrors onto the microscope objective (Nikon 20x, NA=0.4). In Fig. 1(c), we show the pulse configuration for acquiring exciton lifetime maps with pulses A and B ("Pump") and C ("Probe") and D, respectively, being overlapped in time.

Many materials show sub-picosecond temporal dynamics and broadband spectral features [7, 28, 32, 33], wherefore transform-limited, broadband laser pulses are required. However, depending on the sample of interest, the center wavelength of the laser needs to be easily adjusted. Combining high wavelength tunability with in-situ pulse compression requires using a spatial light modulator (SLM)-based pulse shaper. In our experiment, we spatially disperse the laser pulses using a 1200 grooves/mm grating and subsequently focus onto the SLM (Meadowlark Optics 1x12K Linear SLM) with a concave 10 cm cylindrical mirror. We generate a phase mask on the SLM to specifically correct for the dispersion acquired from the optical elements in the experimental setup. We employ phase-resolved cross-correlation with a known reference pulse, characterized by SHG-FROG, to characterize the resulting pulses at the sample. Applying the appropriate phase mask compresses the pulses to 30 fs (full width half maximum), which is near the transform limit of 24 fs. Figures showing the pulse in both time and frequency domains that highlight the capabilities of the SLM pulse shaper can be found in the Supplemental Material [34].

III. RESULTS

An image of the sample acquired with a conventional white-light microscope is shown in Fig. 2(a). The sample is a commercially available CVD-grown flake of WSe$_2$ (6Carbon Technologies), grown on a separate substrate and transferred onto a new substrate of SiO$_2$/Si. The monolayer shows an uneven structure due to residue remaining from the transfer process, a common problem in CVD grown materials [35]. A resonant (with the exciton) integrated reflectance image is shown in Fig. 2(b). Here, we use a sample point on the substrate to reference a reflectance of one and integrate over the laser spectrum spanning a range from 1600 meV to 1700 meV. The sample reflectance is influenced by both reflections from the sample and back-reflected signal from the substrate that is absorbed in the sample. The spatial structure of the integrated reflectance coincides with the spatial structure visible in the white light microscopy image in Fig. 2(a). Nonetheless, differences (e.g., at the bottom of the sample) remain.

A FWM intensity image of the sample is shown in Fig. 2(c). It indicates a strong spatial dependence of the FWM strength, which has been attributed to local strain profiles, changes in the dielectric environment, doping, trapped charges, impurities, defect densities, and distribution of dark states [25–28, 36]. Some regions of stronger FWM correlate with areas of weaker reflectance (e.g., the bright center structure). In contrast, some areas of weaker reflectance (e.g., towards the center-left of the sample) show an overall weaker FWM signal. Moreover, some areas of stronger reflectance, such as the bottom of the sample, show a stronger FWM signal. These observations highlight one of the benefits of nonlinear FWM imaging: while white light microscopy and even resonant linear microreflectance spectroscopy can be helpful for sample characterization, the sensitivity of FWM to material changes, including doping, defects, strain, dielectric environment, and dark state distribution changes [24, 28, 36, 37], yields more detailed information about the quality of a sample.

Next, we acquire dephasing time maps of the sample. By the procedure described in the experimental methods section, we extract dephasing times for every pixel of the image and plot the resulting dephasing time maps in Fig. 3(a). Before fitting a uni-exponential decay, we subtract a background determined from an image acquired after the FWM
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**FIG. 2.** (a) White-light microscopy image (false color) of a CVD-grown WSe$_2$ monolayer. (b) Resonant integrated reflectance from 1600 meV to 1700 meV of the WSe$_2$ monolayer. Here, we set the substrate to have a reflectance of one. (c) FWM intensity image of the WSe$_2$ monolayer.
FIG. 3. (a) Dephas ing t ime $T_2$ map of the sample obtained by fitting a uni-exponential decay in the time-domain. The hue level signifies the dephas ing time while the saturation signifies the FWM strength. (b) FWM amplitude dephas ing curves at select sample spots marked with colored triangles in (a). Uni-exponential fits are plotted as solid lines. Only sample points with photon echo times $t + \tau = t' \geq 40$ fs are f itted to exclude f inite pulse effects present for early $t'$.

response of the sample has f ully decayed. The measured sample response is commonly modeled by convolving an exponential decay fit function with the instrument response function [26, 27] to account for the f inite pulse duration. However, f inite pulse effects in nonlinear multi-pulse experiments are more complicated [38]. Therefore, here we only f it the exponential decay for sample points with $t' \geq 40$ fs, such that $t = \tau \geq 20$ fs, while also convolving the f it function with the Gaussian instrument response function. Fig. 3(a) shows a joint representation of FWM intensity and dephas ing times. Here, the hue level signifies the dephas ing times while the saturation signifies the FWM intensity. The high FWM intensity area of the sample shows approximately homogeneous dephas ing times across the sample, except for the bottom part, which shows f ashier dephas ing. However, several low FWM areas on the sample show a significantly increased dephas ing time. To understand the physical reasoning behind such behavior, Fig. 3(b) shows three em plorary dephas ing curves for the sample points marked with blue, red, and green triangles in Fig. 3(a). The red curve clearly shows a faster decay than the blue curve, establishing that the decreased dephas ing time for the bottom of the sample is not an artifact of the fits but is instead reflected in the data. In contrast, the green curve initially rises before peaking at 70 fs and decaying for larger photon echo time values. For all three curves, the f its agree well with the data in the range of 40 fs-150 fs for the photon-echo times, while early times show a deviating behavior due to both f inite pulse and time-ordering effects during pulse overlap [39].

A better understanding of the physical behavior that causes the non-trivial temporal behavior for the sample region marked by the green triangle in Fig. 3(a) can be gained by taking a full MDCIS scan at $T=25$ fs. Exemplary two-dimensional time-domain signals and MDCS spectra at the three sample points marked in Fig. 3(a) are plotted in Fig. 4(a-c) and (d-f), respectively. The time-domain photon echo signal and corresponding spectra for Fig. 4(a,b) and (d,e) show similar behavior, with the echo in Fig. 4(b) showing a slightly faster decay, and hence a slightly increased homogeneous linewidth in the spectrum presented in Fig. 4(e). In contrast to these two sample spots, the sample spot marked with a green rectangle whose MDCIS data is plotted in Fig. 4(c,f) shows a photon-echo that is delayed

FIG. 4. (a-c) Two-dimensional time-domain signal for the three locations marked in Fig. 3(c), obtained by scanning the $\tau$- and $t$-delay. (d-f) MDCS spectra for the three locations marked in Fig. 3(a), obtained by Fourier transforming the time-domain signals displayed in (a-c). (g) Joint map of dephas ing time $T_2$ map of the sample obtained by fitting the linewidths of the MDCIS spectrum with the procedure outlined in [31] and FWM strength.
FIG. 5. (a) FWM amplitude decay curves at select sample spots marked with colored rectangles in Fig. 3(a). Bi-exponential fits are plotted as solid lines. (b) Joint representation of fast fit amplitude and decay time $T_1^{(1)}$, obtained from the bi-exponential fit to the decay curves. (c) Joint representation of slow fit amplitude and decay time $T_1^{(2)}$, obtained from the bi-exponential fit to the decay curves. (d) Spatial map of the percentage of the exciton population that decays into dark states, obtained by normalizing the fit amplitude of the fast decay by the sum of slow and fast fit amplitudes.

along $t$. The delayed sample response along $t$ has been observed previously [40,42] and can be explained by increased many-body effects in this sample area. The shift in the time-domain explains the dephasing curves' shape in Fig. 3(b). While the extracted dephasing times $T_2$ at those sample spots are unreliable, our rapid technique still unquivocally identifies these areas, and, using MDCIS, these areas can be studied further.

To prove that the dephasing times extracted for the higher FWM signal sample areas can be reliably determined by scanning along the diagonal of the photon echo, we fit the linewidths of the MDCIS measurements using the procedure outlined in [31]. We plot the $T_2$ times determined via $T_2 = \sqrt{2\hbar/\gamma}$ from the MDCIS measurements in Fig. 4(g). Firstly, the qualitative changes of the linewidths across the sample extracted from the two methods agree well for the high FWM signal areas. The good qualitative agreement is especially evident for the bottom area of the sample which shows reduced dephasing times in both measurements. Furthermore, reasonable quantitative agreement between the dephasing times extracted from the rapid dephasing curves and the MDCIS linewidths can be observed. Over large areas of the sample, the dephasing times lie within 15 fs of each other. The systematically lower dephasing time for the MDCIS measurement can be explained by finite pulse and time-ordering effects that play a significant role in these measurement because $T_2 \approx T_{\text{pulse}}$. While early delay-times where those effects dominate can be filtered out efficiently in the time-domain fits, the same treatment is not as straightforward in the frequency domain. An in-depth discussion of these effects can be found in the literature [38,39] and the supplementary information [34]. For $T_2 > T_{\text{pulse}}$, these effects become negligible.

An additional modality of our nonlinear microscope is the ability to take rapid FWM decay images, characterizing the exciton population lifetime, by varying the $T$ delay. We apply a bi-exponential fit to the data to capture the full temporal decay dynamics of the WSe$_2$ flake which displays rapid, sub-50 fs decay, followed by a slower decay on the order of few picoseconds. Similar to the dephasing time maps, we exclude sample points with $T \leq 20$ fs to avoid the influence of finite pulse effects and consider the finite pulse duration by convolving the fit function with the instrument response function. The fast decay components’ fitted amplitude and decay time are plotted in the joint representation introduced earlier in Fig. 3(a). Across the sample, the intensity of the first decay component is relatively homogeneous, while the decay time fluctuates mainly between 10-25 fs, approximately twice as fast as the dephasing time. These observations suggest a radiatively limited dephasing time via the relation $T_2 = 2T_1$. Although we observe a factor between 1.5-2 in our measurements, this deviation can be explained with the dephasing and decay times approaching the temporal resolution of the experimental setup. The second decay component shows a more distinct spatial profile, matching the spatial intensity profile of the FWM plotted in Fig. 2(c). The bottom and center of the sample display a longer decay time on the order of 2-3 ps, while the rest of the sample shows decay...
times around 1 ps. This behavior is further corroborated by the exemplary decay curves for the three sample spots marked in Fig. 3(a), plotted in Fig. 5(c). The rapid sub-50 fs decay component shows comparable amplitudes (the FWM dropping by approximately 0.4 during the first 100 fs) for all three sample points. However, the green curve has a remaining amplitude of 0.2, while both blue and green curve have a remaining amplitude of 0.6, showing the stark contrast in amplitude for the slow decay.

Bi-exponential decays for monolayer TMDs have been observed in the past, with the fast component being attributed to the population relaxation of bright excitons and the second decay component attributed to additional states such as dark states or localized states (in the following: dark states) beyond a simple two-level system [8], with the dark state constituting the ground state of the exciton in WSe$_2$ [13]. In this case, the fast decay is caused by decay into the dark states. After exciton populations of bright and dark states equilibrate, excitons tunneling back from dark into bright states and subsequent radiative decay of the bright excitons causes the slow decay of the signal [14]. Hence, by dividing the amplitude of the fast decay by the sum of the two fit amplitudes we can further extract which percentage of the exciton population decays into dark states and observe the spatial variation of this quantity across the sample. A spatial map of this quantity is plotted in Fig. 5(d). The stronger FWM signal regions of the sample on average show a lower percentage of exciton population decaying into dark states. Among these regions, the bottom of the sample stands out with only 40% of excitons decaying into dark states, while the center area shows approximately 60-70% of excitons decaying into dark states. Low signal areas of the FWM show more than 90% of excitons decaying into dark states. This corroborates earlier findings from FWM strength and dephasing maps: Low FWM signal areas of the sample, which have been identified by both their FWM strength as well as dephasing and population maps to be distinct in their physical properties from other regions of the sample also have more available dark states. Given that the exciton ground state in WSe$_2$ is a dark state, the higher number of dark states can explain the lowered measured FWM signal.

The ability to observe these physical changes across the sample is an important distinction in capabilities between ultrafast FWM imaging and other techniques presented here - resonant micro-reflectance, white light microscopy, and even the static FWM image (taken at fixed $\tau$, $t$, and $\omega$-delays): While static FWM imaging at least provides an identification of areas with stronger and weaker FWM (which is a measure of underlying changes in material parameters that FWM is more sensitive two than linear imaging techniques), dephasing and decay imaging show which physical properties of the sample are altered and where. These insights into the sample changes can be incorporated into the manufacturing process: either for sample repair (e.g., through chemical processing), or within a feedback loop used to adjust the fabrication process.

Lastly, we turn the discussion on how to accelerate and improve the presented material characterization techniques further. In an ideal, noise-free scenario, two sample points are sufficient to determine the fit parameters for a uni-exponential decay. However, as experimental noise increases, a higher number of points increases the reliability of the extracted fit parameters. The increased noise is evident in Fig. 6(a) where we plot the dephasing time maps for a different selection of data points: Fig. 6(a) shows the dephasing time map obtained by considering all 12 time data points (per pixel) between 40 fs and 150 fs, spaced by 10 fs, Fig. 6(b) shows the dephasing time map obtained by disregarding the last three data points, Fig. 6(c) shows the dephasing time map obtained by omitting the last six data points. As more data points get omitted, the noise for the dephasing time map visibly increases while also showing a systematic shift towards higher dephasing times. However, while using the same amount of data points as in Fig. 6(c), Fig. 6(d) uses every second data point between 40 fs and 150 fs, showing a significantly improved noise, effectively comparable to the dephasing time map in Fig. 6(a) which takes twice as long to acquire. The absolute values for the dephasing times in Fig. 6(a) and (d) also agree.

These observations spark the question which distribution of sample points yields the highest robustness to inevitable noise sources in the FWM measurement. To answer this question, we simulate a uni-exponential amplitude decay curve
Amplitude decay time range changes. The sample point spacing is hence a powerful tool that can be adjusted as needed for fit reliability and extracted fit reliabilities over 70% for the entire 20-1000 fs range. However, the peak fit reliability is further decreased in this case. Between sampling points, we observe that the range of reliably extracted decay times can be further extended, with limited to doubling the distance between the sampling points. From the yellow curve, which uses a tripled spacing, shows fit reliabilities above 50% for decay times up to 1000 fs and down to 20 fs. Non-equidistant spacing is also not limited to 20 fs (blue curve) and an initial 50 fs spacing (purple curve), a non-equidistant spacing of sampling points where the distance is tripled, with an initial spacing of 25 fs (yellow curve). We also simulate a scenario with an equidistant spacing of 50 fs (red curve) and a curve with mixed spacing (green curve). We simulate a thousand fits with the same -20 dB average white Gaussian noise for each decay time.

FIG. 7. (a) Uni-exponential amplitude decay with a decay time $\tau = 50$ fs. We add average white Gaussian noise with an SNR of 10 for the amplitude, corresponding to -20 dB. (b) Simulated fit reliability, defined as a fitted decay constant within $\pm 10\%$ of the true value, for 200 iterations with randomized noise as a function of sampling point spacing for the second ($t_2$) and third ($t_3$) sample point. The first sampling point is fixed to time-zero. (c) Simulated fit reliability as a function of time constant for five sampling points with varying spacing.

However, this model considers apriori knowledge of the decay times, which is not always given. Moreover, decay times will inherently vary across the sample. Another area of interest is hence which range of decay constants can be reliably retrieved with a particular spacing of points. In the three sample point case, the answer is rather straightforward: Setting the second sampling point to the lowest expected decay time while setting the third sample point to the largest expected decay time will yield the largest range of possible decay times. However, there is a potential decrease in reliability for intermediate values, depending on the range of decay times explored. In this case, acquiring more sample points, compromising speed for reliability to a certain extent, can be advantageous. We simulate the reliability of fits for a range of decay times from 20 fs to 1000 fs with five sampling points and plot the results in Fig. 7(c). Here, we choose five different spacings: A non-equidistant spacing of sampling points where the distance between each sampling points doubles, once with an initial 25 fs spacing (blue curve) and an initial 50 fs spacing (purple curve), a non-equidistant spacing of sampling points where the distance is tripled, with an initial spacing of 25 fs (yellow curve). We also simulate a scenario with an equidistant spacing of 50 fs (red curve) and a curve with mixed spacing (green curve). We simulate a thousand fits with the same -20 dB average white Gaussian noise for each decay time.

From Fig. 7(c), we observe that non-equidistant spacing is preferable in most scenarios. While the non-equidistant curves show a lower peak fit reliability (80% for the blue/green/purple curve, 75% for the yellow curve, instead of 90% for the equidistant red curve), the range of decay times they span is significantly higher. The blue curve shows fit reliabilities above 80% down to the smallest decay times simulated. In comparison, the purple curve shows fit reliabilities above 50% for decay times up to 1000 fs and down to 20 fs. Non-equidistant spacing is also not limited to doubling the distance between the sampling points. From the yellow curve, which uses a tripled spacing between sampling points, we observe that the range of reliably extracted decay times can be further extended, with fit reliabilities over 70% for the entire 20-1000 fs range. However, the peak fit reliability is further decreased in this case. The sample point spacing is hence a powerful tool that can be adjusted as needed for fit reliability and extracted decay time range changes.
IV. CONCLUSIONS AND OUTLOOK

This work presents an approach to rapid multiplex ultrafast nonlinear imaging of advanced materials based on FWM generated by three pulses. Using three pulses to generate the FWM allows us to track FWM intensity, dephasing times, and exciton lifetimes across a CVD-grown monolayer of WSe$_2$. We show that a single FWM image alone allows to distinguish areas that show distinct exciton dephasing, population decay times, and distribution of dark states. The access to the variation of these parameters across the sample gives the ultrafast FWM modality presented in this work a selectivity that can be employed as a feedback mechanism in a fabrication setting. FWM strength, dephasing, and decay times are material parameters reveal more about the quality of the sample than current techniques such as white light microscopy, micro-reflectance/transmission, or even photoluminescence [28]. Furthermore, we demonstrate how to extract these parameters without compromising on acquisition speed by performing all measurements in the time-domain using few sampling points. We further show via simulations that non-equidistant spacing of the time-domain sampling points allows for the retrieval of a more extensive range of decay times at only a small cost of reduced fit reliability. Given the broad usability of four-wave-mixing-based ultrafast imaging from two-dimensional quantum materials [28] and defects in graphene [45] to distinguishing benign from malignant melanoma [46], these method advancements constitute an important step forward toward material inspection in both research and industrial settings, and potentially life-science and medical imaging.
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