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Abstract
Image classification is considered, and a hierarchical max-pooling model with additional local pooling is introduced. Here the additional local pooling enables the hierarchical model to combine parts of the image which have a variable relative distance towards each other. Various convolutional neural network image classifiers are introduced and compared in view of their rate of convergence. The finite sample size performance of the estimates is analyzed by applying them to simulated and real data.
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1. Introduction
1.1. Deep convolutional networks
Deep learning, i.e., estimation of a functional relationship by a deep neural network, belongs nowadays to the most successful and most widely used methods in machine learning, see, e.g., Schmidhuber (2015) and the literature cited therein. In many applications the most successful networks are deep convolutional networks. E.g., since 2012, the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) was won each year by deep convolutional neural networks (cf., Russakovsky et al. (2015)).

Deep convolutional neural networks can be considered as a special case of deep feedforward neural networks, where symmetry constraints are imposed on the weights of the networks. For deep feedforward neural networks, recently a large number of impressive rate of convergence results have been shown. E.g., in Kohler and Krzyżak (2017), Bauer and Kohler (2019), Schmidt-Hieber (2020), Kohler and Langer (2021) and Suzuki and Nitanda (2019) it was shown that these networks achieve in nonparametric regression a
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dimension reduction and are hence able to circumvent the so-called curse of dimensionality in case that the regression function can be written as a composition of functions where each function depends only on a few variables.

Recently, a similar result was shown in Kohler, Krzyżak and Walter (2020) for image classification by deep convolutional neural networks. The main idea there was to assume that the a posteriori probability satisfies a hierarchical max-pooling model (see Definition 1), where a hierarchical model is defined which combines recursively subparts of the image and where the a posteriori probability is given by the maximum value which one obtains if one applies this hierarchical model to all possible parts of the image. This model mimics the approach of a human, who classifies a subpart of an image by combining hierarchically several decisions concerning parts of this subpart of the image, by surveying all subparts of the whole image and by estimating the probability of a class by the maximum of the probability of all subparts. Under this assumption it was shown that properly defined deep convolutional neural networks, which use several convolutional layers together with a final max-pooling layer and which are defined as a plug-in decision rule corresponding to a least squares estimate of the a posteriori probability, achieve in case of a smooth a posteriori probability a rate of convergence which is independent of the dimension of the image (and hence are able to circumvent the curse of dimensionality). In Kohler and Langer (2020) it was shown that a corresponding result also holds for deep convolutional neural networks defined by minimizing the cross-entropy loss.

In practice, more general network architectures are used. In addition to convolutional layers, these also contain so-called pooling layers (cf., e.g., Krizhevsky et al. (2012) and Simonyan and Zisserman (2014)). These layers reduce the output of a previous convolutional layer by summarizing local neighborhoods. This is done, for example, by taking the maximum, the average, or by passing only a single particular value from the local region. The goal of this article is to mathematically analyze the performance of such more general network architectures, i.e., we want to show that these network architectures also achieve a dimension reduction in an even more realistic model for image classification problems (compared to the above hierarchical max-pooling model).

1.2. Main results in this article

In this paper we extend the above hierarchical max-pooling model (see Definition 1) such that it becomes more realistic for applications. In the hierarchical max-pooling model the relative distances between different parts of some fixed level of the hierarchical model are fixed. This is not the case in the real world, where we can decide e.g., whether a part of an image contains a face by dividing the part into four subparts and determine whether each of the subparts contains corresponding parts of a face (e.g., two eyes, a nose, two ears or a mouth). Here it is not important that, for example, two eyes and a mouth have fixed distances between them, instead, we can vary their positions locally without affecting our decision. In order to include this in our model, we use a kind of local max-pooling, where locally parts of the image are combined by replacing the function values in a small neighborhood by the maximal occurring value. In this way we reduce the resolution of our image and the hierarchical model combines decisions on
more abstract levels. We introduce various topologies of convolutional neural networks suitable for this more complex model, which contain several convolutional and several local pooling layers and a final max-pooling layer, and analyze the rate of convergence of the misclassification risk of the corresponding plug-in image classification rule towards the optimal misclassification risk. Here we are able to show that the rate of convergence does not again depend on the dimension of the image. Surprisingly we are able to show the same rate of convergence also for an image classifier based on a convolutional neural network using only one subsampling layer. These results provide a theoretical explanation of why the use of general convolutional neural network architectures (which contain some kind of local pooling layers) is reasonable in image classification problems. The finite sample size performance of the estimates is analyzed by applying them to simulated and real data.

1.3. Discussion of related results

Convolutional neural networks have achieved remarkable success in image recognition applications, see e.g. Lecun et al. (1998), LeCun, Bengio and Hinton (2015), Krizhevsky, Sutskever and Hinton (2012), Simonyan and Zisserman (2014) and the literature cited therein.

Unfortunately, as mentioned in Rawat and Wang (2017), “a theoretical justification for their successes is still lacking”. In fact, there are only a few papers that study convolutional neural networks from a theoretical perspective. Some papers, see, e.g., Oono and Suzuki (2019) and the literature cited therein, use that suitably defined convolutional neural networks can mimic deep fully connected neural networks and therefore achieve similar rate of convergence results. However, this approach does not reveal situations in which convolutional neural networks are superior to fully connected feedforward neural networks, as is specifically the case in many image classification problems. Lin and Zhang (2019) treat generalization bounds for convolutional neural networks. That the gradient descent finds the global minimum of the empirical risk with quadratic loss function is shown in Du et al. (2018) for various neural network architectures. The number of neurons per layer of the neural networks used there is at least polynomial in sample size, thus the neural networks are over-parametrized. As shown by a counterexample in Kohler and Krzyżak (2021), overparameterized neural networks generally do not generalize well. Very interesting approximation results for deep convolutional neural networks were obtained by Yarotsky (2018). Since these results were achieved in an abstract setting, it is unclear how they can be applied. Zhou (2020) provides some further approximation results for convolutional neural networks.

As already described in more detail above, Kohler, Krzyżak and Walter (2020) obtained a rate of convergence result for convolutional neural networks in image classification problems. Assuming that the a posteriori probability satisfies a generalized hierarchical max-pooling model with smoothness constraints (see Definition 1 in Kohler, Krzyżak and Walter (2020)), they achieved a rate of convergence for suitably defined convolutional neural networks which is independent of the input image dimension. Here, the convolutional neural network plug-in classifier was defined by minimizing the empirical risk.
with the quadratic loss function. In Kohler and Langer (2020), a corresponding rate of convergence result was obtained by minimizing the cross-entropy loss. In both papers, the convolutional neural networks do not contain pooling layers. A theoretical analysis of local max-pooling and average-pooling layers was presented in Boureau, Ponce and Lecun (2010). Nevertheless, these results do not help to theoretically identify situations in which pooling layers are beneficial.

For regression estimates based on standard deep feedforward neural networks, there are quite a few impressive rate of convergence results under compository assumptions on the structure of the regression function. Here it was shown that these estimates achieve a dimension reduction (cf., Kohler and Krzyżak (2017), Bauer and Kohler (2019), Schmidt-Hieber (2020), Kohler and Langer (2021) and Suzuki and Nitanda (2019)). Results concerning estimation by neural networks of piecewise smooth regression functions with partitions having rather general smooth boundaries have been obtained by Imaizumi and Fukamizu (2019). Eckle and Schmidt-Hieber (2019) and Kohler, Krzyzak and Langer (2019) showed a connection of least squares regression estimates based on standard deep neural networks and the form of multivariate adaptive regression splines (MARS), where suitably defined standard deep neural networks can achieve a similar rate of convergence.

Convergence rate results concerning classification problems using standard deep neural networks were obtained by Kim (2014) and Hu, Shang and Cheng (2020).

1.4. Notation

Throughout the paper we use the following notation: \( N, N_0, Z, R \) and \( R_+ \) are the sets of natural numbers, natural numbers including 0, integers, real numbers and nonnegative real numbers, respectively. For \( z \in R \), we denote the smallest integer greater than or equal to \( z \) by \( \lceil z \rceil \). Let \( D \subseteq R^d \) and let \( f : R^d \to R \) be a real-valued function defined on \( R^d \). We write \( x = \arg \min_{z \in D} f(z) \) if \( \min_{z \in D} f(z) \) exists and if \( x \) satisfies \( x \in D \) and \( f(x) = \min_{z \in D} f(z) \). For \( f : R^d \to R \)

\[
\| f \|_\infty = \sup_{x \in R^d} |f(x)|
\]

is its supremum norm, and the supremum norm of \( f \) on a set \( A \subseteq R^d \) is denoted by

\[
\| f \|_{A, \infty} = \sup_{x \in A} |f(x)|.
\]

Let \( p = q + s \) for some \( q \in N_0 \) and \( 0 < s \leq 1 \). A function \( f : R^d \to R \) is called \((p,C)\)-smooth, if for every \( \alpha = (\alpha_1, \ldots, \alpha_d) \in N_0^d \) with \( \sum_{j=1}^d \alpha_j = q \) the partial derivative

\[
\frac{\partial^q f}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}(x)
\]

exists and satisfies

\[
\left| \frac{\partial^q f}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}(x) - \frac{\partial^q f}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}(z) \right| \leq C \cdot \| x - z \|^s
\]

for all \( x, z \in R^d \).
Let $F$ be a set of functions $f : \mathbb{R}^d \to \mathbb{R}$, let $x_1, \ldots, x_n \in \mathbb{R}^d$ and set $x^n = (x_1, \ldots, x_n)$. A finite collection $f_1, \ldots, f_N : \mathbb{R}^d \to \mathbb{R}$ is called an $\varepsilon$-cover of $F$ on $x^n$ if for any $f \in F$ there exists $i \in \{1, \ldots, N\}$ such that

$$\frac{1}{n} \sum_{k=1}^{n} |f(x_k) - f_i(x_k)| < \varepsilon.$$ 

The $\varepsilon$-covering number of $F$ on $x^n$ is the size $N$ of the smallest $\varepsilon$-cover of $F$ on $x^n$ and is denoted by $N_1(\varepsilon, F, x^n)$.

For $z \in \mathbb{R}$ and $\beta > 0$ we define $T_{\beta}z = \max\{-\beta, \min\{\beta, z\}\}$. If $f : \mathbb{R}^d \to \mathbb{R}$ is a function and $F$ is a set of such functions, then we set

$$(T_{\beta}f)(x) = T_{\beta}(f(x)) \quad \text{and} \quad T_{\beta}F = \{T_{\beta}f : f \in F\}.$$ 

Let $I$ be a nonempty and finite index set. For $A \subseteq \mathbb{R}$ and $x \in \mathbb{R}^d$ we use the notations

$$A^I = \{(a_i)_{i \in I} : a_i \in A \ (i \in I)\}.$$ 

and

$$x_I = (x_i)_{i \in I}.$$ 

For $M \subset \mathbb{R}^d$ and $x \in \mathbb{R}^d$ we define

$$x + M = \{x + z : z \in M\}.$$ 

### 1.5. Outline

The outline of the paper is as follows: In Section 2 the hierarchical max-pooling model with additional local max-pooling is introduced. The various convolutional neural networks analyzed in this paper are described in Section 3. The main result is presented in Section 4 and proven in the Supplement. Section 5 and Section 6 contain the application of the estimates to simulated and real data.

### 2. Hierarchical max-pooling models for image classification

In this article we analyze image classification in the following statistical setting: Let $d_1, d_2 \in \mathbb{N}$ and let $(X, Y), (X_1, Y_1), \ldots, (X_n, Y_n)$ be independent and identically distributed random variables with values in

$$[0, 1]^{[1, \ldots, d_1] \times [1, \ldots, d_2]} \times \{0, 1\}.$$ 

We describe a (random) image from (random) class $Y \in \{0, 1\}$ by a (random) matrix $X$ with $d_1$ columns and $d_2$ rows, which contains at position $(i, j)$ the grey scale value of the pixel of the image at the corresponding position.

Set

$$D_n = \{(X_1, Y_1), \ldots, (X_n, Y_n)\}.$$
In the sequel we consider the problem of constructing a classifier
\[ f_n = f_n(\cdot, D_n) : [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow \{0, 1\} \]
such that the misclassification risk
\[ P\{f_n(X) \neq Y | D_n\} \]
of this classifier is as small as possible.

Let
\[ \eta(x) = P\{Y = 1 | X = x\} \quad (x \in [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)}) \]  
be the so-called a posteriori probability of class 1. Then we have
\[ \min_{f: [0,1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow \{0,1\}} P\{f(X) \neq Y\} = P\{f^*(X) \neq Y\}, \]
where
\[ f^*(x) = \begin{cases} 1, & \text{if } \eta(x) > \frac{1}{2} \\ 0, & \text{elsewhere} \end{cases} \]
is the so-called Bayes classifier (cf., e.g., Theorem 2.1 in [Devroye, Györfi and Lugosi (1996)]). We will use plug-in classifiers of the form
\[ f_n(x) = \begin{cases} 1, & \text{if } \eta_n(x) \geq \frac{1}{2} \\ 0, & \text{elsewhere} \end{cases} \]
where
\[ \eta_n(\cdot) = \eta_n(\cdot, D_n) : [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow \mathbb{R} \]
is an estimate of the a posteriori probability [1].

Our aim is to derive a bound on the expected difference of the misclassification risk of \( f_n \) and the optimal misclassification risk, i.e., we want to derive an upper bound on
\[ \mathbb{E}\left\{ P\{f_n(X) \neq Y | D_n\} - \min_{f: [0,1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow \{0,1\}} P\{f(X) \neq Y\} \right\} \]
\[ = P\{f_n(X) \neq Y\} - P\{f^*(X) \neq Y\}. \]

In Kohler, Krzyżak and Walter (2020) the following model for the a posteriori probability was used to derive an upper bound on the above difference.

**Definition 1 a)** We say that \( m : [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow \mathbb{R} \) satisfies a max-pooling model with index set
\[ I \subseteq \{0, \ldots, d_1 - 1\} \times \{0, \ldots, d_2 - 1\}, \]
if there exist a function \( f : [0, 1]^{(1,1)+I} \rightarrow \mathbb{R} \) such that
\[ m(x) = \max_{(i,j) \in \mathbb{Z}^2 : (i,j)+I \subseteq \{1, \ldots, d_1\} \times \{1, \ldots, d_2\}} f\left(x_{(i,j)+I}\right) \quad (x \in [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)}). \]
b) Let \( I = \{0, \ldots, 2^l - 1\} \times \{0, \ldots, 2^l - 1\} \) for some \( l \in \mathbb{N}_0 \). We say that 
\[
 f: [0, 1]^{\{1, \ldots, 2^l\} \times \{1, \ldots, 2^l\}} \to \mathbb{R}
\]
satisfies a hierarchical model of level \( l \), if there exist functions 
\[
g_{k,s}: \mathbb{R}^4 \to [0, 1] \quad (k = 1, \ldots, l, s = 1, \ldots, 4^{l-k})
\]
such that we have 
\[
f = f_{l,1}
\]
for some \( f_{k,s}: [0, 1]^{\{1, \ldots, 2^k\} \times \{1, \ldots, 2^k\}} \to \mathbb{R} \) recursively defined by 
\[
f_{k,s}(x) = g_{k,s}(f_{k-1,4|(s-1)+1}(x_{\{1, \ldots, 2^{k-1}\} \times \{1, \ldots, 2^{k-1}\}}),
\]
\[
f_{k-1,4|(s-1)+2}(x_{\{2^{k-1}+1, \ldots, 2^{k}\} \times \{1, \ldots, 2^{k-1}\}}),
\]
\[
f_{k-1,4|(s-1)+3}(x_{\{1, \ldots, 2^{k-1}\} \times \{2^{k-1}+1, \ldots, 2^{k}\}}),
\]
\[
f_{k-1,4}s(x_{\{2^{k-1}+1, \ldots, 2^{k}\} \times \{2^{k-1}+1, \ldots, 2^{k}\}}) \bigg( x \in [0, 1]^{\{1, \ldots, 2^k\} \times \{1, \ldots, 2^k\}} \bigg)
\]
for \( k = 2, \ldots, l, s = 1, \ldots, 4^{l-k} \), and 
\[
f_{1,s}(x_{1,1}, x_{1,2}, x_{2,1}, x_{2,2}) = g_{1,s}(x_{1,1}, x_{1,2}, x_{2,1}, x_{2,2}) \quad (x_{1,1}, x_{1,2}, x_{2,1}, x_{2,2} \in [0, 1])
\]
for \( s = 1, \ldots, 4^{l-1} \).

c) We say that \( m: [0, 1]^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}} \to \mathbb{R} \) satisfies a hierarchical max-pooling model of level \( l \) (where \( 2^l \leq \min\{d_1, d_2\} \)), if \( m \) satisfies a max-pooling model with index set 
\[
 I = \{0, \ldots, 2^l - 1\} \times \{0, \ldots, 2^l - 1\}
\]
and the function \( f: [0, 1]^{\{1, \ldots, 2^l\} \times \{1, \ldots, 2^l\}} \to \mathbb{R} \) in the definition of this max-pooling model satisfies a hierarchical model with level \( l \).

d) Let \( p = q + s \) for some \( q \in \mathbb{N}_0 \) and \( s \in \{0, 1\} \), and let \( C > 0 \). We say that a hierarchical max-pooling model is \((p, C)\)-smooth if all functions \( g_{k,s} \) in its definition are \((p, C)\)-smooth.

Remark 1. In Kohler, Krzyżak, and Walter (2020), they also introduced a generalization of the hierarchical max-pooling model so that it includes functions from several such models. In order to simplify our notation, we restrict ourselves here to the non-generalized definition of the hierarchical max-pooling model. However, our results can easily be extended to this generalization.

We want to extend the above model by some further structural assumptions. To motivate these structural assumptions, we first put our model in a new abstract framework. As in Definition 1, we assume that the decision about the class of an image is made hierarchically. That is, decisions about neighboring small subparts of the image are
combined into decisions about larger subparts of the image. In the above setting, the function \( f_{k,s} : [0, 1]^{(1, \ldots, 2^k) \times (1, \ldots, 2^k)} \rightarrow [0, 1] \) makes such a decision for a \( 2^k \times 2^k \)-sized rectangular subpart of the input image by combining decisions from smaller parts of the subpart. If we now consider the function \( f_{k,s} \) for all possible subparts of the input image \( x \in [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \), the function yields us a new representation of the input image, which is given by a function

\[
y_{k,s} : [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow [0, 1]^{(1, \ldots, d_1(k)) \times (1, \ldots, d_2(k))}
\]

with

\[
y_{k,s}(x) = (f_{k,s}(x(i, \ldots, i + 2^k - 1) \times (j, \ldots, j + 2^k - 1)))_{(i, j) \in (1, \ldots, d_1(k)) \times (1, \ldots, d_2(k))}
\]

for \( x \in [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \) and dimensions

\[
d_1(k) = d_1 - 2^k + 1 \quad \text{and} \quad d_2(k) = d_2 - 2^k + 1.
\]

The choice (3) of the dimensions \( d_1(k) \) and \( d_2(k) \) ensures that all subparts are considered that are entirely contained in the input image. We call the representation (2) of the input image feature map of level \( k \in \{1, \ldots, l\} \) of the feature \( s \in \{1, \ldots, b_k\} \), where we assume that the number of possible features in each level is bounded by \( b_k \in \mathbb{N} \). Here neighboring parts of a feature map correspond to neighboring parts of the input image and in each level each feature map describes whether locally a special kind of object is contained in the image or not. We can then rewrite and slightly generalize parts a)–c) of Definition 1 as follows:

**Definition 2** Let \( d_1, d_2, l \in \mathbb{N} \) and let \( b_0, \ldots, b_l \in \mathbb{N} \) with \( b_0 = b_l = 1 \) and set \( b = (b_1, \ldots, b_{l-1}) \).

a) For \( k = 1, \ldots, l \) we recursively define the dimensions

\[
d_1(k) = d_1(k-1) - 2^{k-1} \quad \text{and} \quad d_2(k) = d_2(k-1) - 2^{k-1},
\]

where we set \( d_1(0) = d_1 \) and \( d_2(0) = d_2 \). We say that

\[
y : [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow \mathbb{R}^{(1, \ldots, d_1(l)) \times (1, \ldots, d_2(l))}
\]

is a feature map of level \( l \) with feature constraint \( b \), if there exist functions

\[
g_{k,s} : \mathbb{R}^4 \rightarrow [0, 1] \quad (k = 1, \ldots, l, s = 1, \ldots, b_k)
\]

such that we have

\[
y = y_{l,1}
\]

for some \( y_{k,s} : [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow [0, 1]^{(1, \ldots, d_1(k)) \times (1, \ldots, d_2(k))} \) recursively defined as follows:

1. We set

\[
y_{0,1}(x) = x.
\]
2. We define recursively feature maps 
\[ y_{k,s} : [0, 1]^{1,...,d_1(k)} \times \{1,...,d_2(k)\} \rightarrow [0, 1]^{1,...,d_1(k)} \times \{1,...,d_2(k)\} \]
of level \( k \) by
\[
(y_{k,s}(x))_{(i,j)} = g_{k,s}((y_{k-1,r_1(k,s)}(x))_{(i,j)}, (y_{k-1,r_2(k,s)}(x))_{(i+2^k-1,j)}),
(y_{k-1,r_3(k,s)}(x))_{(i,j+2^k-1)}), (y_{k-1,r_4(k,s)}(x))_{(i+2^k-1,j+2^k-1)})
\]
for \( k = 1, \ldots, l \), \( s = 1, \ldots, b_k \), \((i, j) \in \{1, \ldots, d_1(k)\} \times \{1, \ldots, d_2(k)\}\), \( r_1(k,s), r_2(k,s), r_3(k,s), r_4(k,s) \in \{1, \ldots, b_{k-1}\}\).

b) We say that \( m : [0, 1]^{1,...,d_1(k)} \times \{1,...,d_2(k)\} \rightarrow [0, 1] \) satisfies a **hierarchical max-pooling model of level \( l \) with feature constraint \( b \)**, if there exist a function 
\[ y : [0, 1]^{1,...,d_1(k)} \times \{1,...,d_2(k)\} \rightarrow [0, 1]^{1,...,d_1(l)} \times \{1,...,d_2(l)\} \]
which is a feature map of level \( l \) with feature constraint \( b \) such that 
\[ m(x) = \max_{(i,j) \in \{1,...,d_1(l)\} \times \{1,...,d_2(l)\}} (y(x))_{(i,j)} \].

**Remark 2.** The above model is equivalent to the hierarchical max-pooling model of level \( l \) from definition 1 in case we choose \( r_i(k,s) = 4 \cdot (s-1) + i \) for \( i = 1, \ldots, 4 \) and \( b_k = 4^{l-k} \) for \( k \in \{1, \ldots, l\} \).

**Remark 3.** We have stated a recursive definition \([4]\) of the dimensions \([3]\), because the connection with the following definition then becomes more obvious.

Now we can add another structural assumption to our model. For this purpose, consider an example in which a human is supposed to decide whether a given image contains a face or not. The human then surveys the image to see if it contains two eyes, a mouth, and a nose whose positions are approximately in a certain relationship to each other. The exact positions of these objects in relation to each other are not crucial. Therefore, we can assume that we can summarize local neighborhoods of a feature map into the information whether the whole local neighborhood contains the corresponding object. We do this by replacing the values of disjoint rectangular local neighborhoods of a feature map with their maximum occurring values.

For a given feature map \( y_{k,s} \) of level \( k \) with dimensions \( d_1(k) \) and \( d_2(k) \) we define rectangular neighborhoods of size \( n_k \in \mathbb{N} \) as follows:

For \((i, j) \in \{1, \ldots, [d_1(k)/n_k]\} \times \{1, \ldots, [d_2(k)/n_k]\}\) we define neighborhoods 
\[
N_{(i,j)}^{(k)} = \left( \{(i-1) \cdot n_k + 1, \ldots, i \cdot n_k\} \times \{(j-1) \cdot n_k + 1, \ldots, j \cdot n_k\} \right)
\cap \left( \{1, \ldots, d_1(k)\} \times \{1, \ldots, d_2(k)\} \right)
\] (5)
and for the given $y_{k,s}$ we define a feature map with local max-pooling of level $k$ by a function

$$z_{k,s} : [0, 1]^{[1,\ldots,d_1] \times [1,\ldots,d_2]} \to [0, 1]^{\left\{ 1,\ldots,\left\lfloor \frac{d_1(k)}{n_k} \right\rfloor \right\} \times \left\{ 1,\ldots,\left\lfloor \frac{d_2(k)}{n_k} \right\rfloor \right\}},$$

which satisfies

$$(z_{k,s}(x))_{(i,j)} = \max_{(i_2,j_2) \in N_{(i,j)}^{(k)}} (y_{k,s}(x))_{(i_2,j_2)}$$

for $(i,j) \in \{1,\ldots,\left\lfloor d_1(k)/n_k \right\rfloor \} \times \{1,\ldots,\left\lfloor d_2(k)/n_k \right\rfloor \}$.

![Figure 1. Illustration of the local max-pooling of a feature map with neighborhood size $n_k = 2$.](image)

As can be seen in Figure 1, the distances of the underlying subparts of the input image, which are hierarchically combined in Definition 2, are reduced in the resulting feature map with local max-pooling. Therefore, we introduce the parameter $\delta_k$ in the following definition, which describes the distance $2^k$ of the underlying subparts adapted to the feature maps with local max-pooling of level $k$.

**Definition 3** Let $d_1, d_2, l \in \mathbb{N}$ and $n_0, n_1, \ldots, n_l \in \{2^0, 2^1, \ldots, 2^{l-1}\}$ with $n_0 = n_l = 1$,

$$\prod_{i=1}^{k} n_i \leq 2^k$$

(6)

for $k \in \{1,\ldots,l-1\}$ and

$$\min\{d_1, d_2\} \geq 2^l + \prod_{k=1}^{l-1} n_k - 1.$$  (7)
Furthermore, let \( b_0, \ldots, b_l \in \mathbb{N} \) with \( b_0 = b_l = 1 \) and set \( b = (b_1, \ldots, b_{l-1}) \) and \( n = (n_1, \ldots, n_{l-1}) \).

**a)** For \( k = 1, \ldots, l \) we set \( \delta_{k-1} = 2^{k-1} / \prod_{i=0}^{k-1} n_i \) and define recursively the dimensions

\[
d_1(k) = \left\lfloor \frac{d_1(k-1)}{n_{k-1}} \right\rfloor - \delta_{k-1} \quad \text{and} \quad d_2(k) = \left\lfloor \frac{d_2(k-1)}{n_{k-1}} \right\rfloor - \delta_{k-1},
\]

where we set \( d_1(0) = d_1 \) and \( d_2(0) = d_2 \). We say that

\[
z : [0, 1]^{1 \ldots d_1} \times \{1, \ldots, d_2\} \to [0, 1]^{1 \ldots d_1(l)} \times \{1, \ldots, d_2(l)\}
\]
satisfies a **hierarchical model of level \( l \)** with feature constraint \( b \) and local max-pooling parameter \( n \), if there exist functions

\[
g_{k,s} : \mathbb{R}^d \to [0, 1] \quad (k = 1, \ldots, l, s = 1, \ldots, b_s)
\]
such that we have

\[
z = z_{l,1}
\]

for some

\[
z_{k,s} : [0, 1]^{1 \ldots d_1} \times \{1, \ldots, d_2\} \to [0, 1]^{\left\lfloor \frac{d_1(k)}{n_k} \right\rfloor} \times \left\lfloor \frac{d_2(k)}{n_k} \right\rfloor
\]

recursively defined as follows:

1. We set

\[
z_{0,1}(x) = x.
\]

2. We use a hierarchical model to define recursively feature maps

\[
y_{k,s} : [0, 1]^{1 \ldots d_1} \times \{1, \ldots, d_2\} \to [0, 1]^{1 \ldots d_1(k)} \times \{1, \ldots, d_2(k)\}
\]

for \( k = 1, \ldots, l \) by

\[
(y_{k,s}(x))_{(i,j)} = g_{k,s}\left(\left(z_{k-1,r_1(k,s)(x)}(x)\right)_{(i,j)}, \left(z_{k-1,r_2(k,s)(x)}(x)\right)_{(i+\delta_{k-1,j})}, \left(z_{k-1,r_3(k,s)(x)}(x)\right)_{(i+j+\delta_{k-1,j})}, \left(z_{k-1,r_4(k,s)(x)}(x)\right)_{(i+\delta_{k-1,j}+\delta_{k-1})}\right)
\]

for \( k = 1, \ldots, l, s = 1, \ldots, b_k \), \( (i, j) \in \{1, \ldots, d_1(k)\} \times \{1, \ldots, d_2(k)\} \), \( r_1(k,s), r_2(k,s), r_3(k,s), r_4(k,s) \in \{1, \ldots, b_k-1\} \).

3. Next we define the feature maps with local max-pooling by

\[
(z_{k,s}(x))_{(i,j)} = \max_{(i_2,j_2) \in N^{(k)}_{(i,j)}} (y_{k,s}(x))_{(i_2,j_2)}
\]

for \( k = 1, \ldots, l, s = 1, \ldots, b_k \) and \( (i, j) \in \{1, \ldots, \left\lfloor d_1(k)/n_k \right\rfloor\} \times \{1, \ldots, \left\lfloor d_2(k)/n_k \right\rfloor\} \),

where the neighborhoods \( N^{(k)}_{(i,j)} \) are defined by equation [5].
b) We say that $m: [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow [0, 1]$ satisfies a hierarchical max-pooling model of level $l$ with feature constraint $b$ and local max-pooling parameter $n$, if there exist a function

$$z: [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \rightarrow [0, 1]^{(1, \ldots, d_1(l)) \times (1, \ldots, d_2(l))}$$

which satisfies a hierarchical model of level $l$ with feature constraint $b$ and local max-pooling parameter $n$ such that

$$m(x) = \max_{(i, j) \in (1, \ldots, d_1(l)) \times (1, \ldots, d_2(l))} (z(x))_{(i, j)}.$$

c) Let $p = q + s$ for some $q \in \mathbb{N}_0$ and $s \in (0, 1]$, and let $C > 0$. We say that a hierarchical max-pooling model has smoothness constraint $p$ if all functions $g_{k,s}$ in its definition are $(p, C)$–smooth.

**Remark 4.** The above model is a generalization of the hierarchical max-pooling model with feature constraint in Definition 2, since this model is equivalent to the new model above in case we choose $n_1 = n_2 = \cdots = n_{l-1} = 1$.

**Remark 5.** Condition (6) ensures that the neighborhoods do not become too large relative to the sizes of the underlying subparts of the input image belonging to the corresponding feature map. Condition (7) ensures that the dimensions $d_1(k)$ and $d_2(k)$ are greater than zero for all $k \in \{1, \ldots, l\}$.

**Remark 6.** Since we assume $n_l = 1$ in the above definition, we have $z_{l,1} = y_{l,1}$ in part a).

### 3. Convolutional neural network image classifiers

In this section we describe the architecture of the convolutional neural network, which we use for the definition of our estimates.

The input of our convolutional neural networks is a $[0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)}$–valued image with the image dimensions $d_1, d_2 \in \mathbb{N}$. In our network architecture we use the so-called ReLU activation function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$, which is defined by $\sigma(x) = \max\{x, 0\}$. Our convolutional neural network consists of several convolutional blocks, where each convolutional block is followed by a sub-sampling layer. Then a linear layer follows and the output of the convolutional neural network is computed by a global max-pooling layer. Here a convolutional block consists of several convolutional layers.

#### 3.1. Convolutional blocks

The convolutional block that we define consists of several convolutional layers. A convolutional layer receives the output of the previous layer as input, which can be either the output of a sub-sampling layer, a convolutional layer or the input image. The neurons of a convolutional layer are arranged in planes of equal size, which we call channels (also called feature maps). The parameter $k \in \mathbb{N}$ denotes the number of channels in a convolutional layer. Each neuron in a channel is tagged with an index, which defines
its position in the corresponding plane. Therefore, each convolutional layer is assigned
to an index set \( I = \{1, \ldots, i_1 \} \times \{1, \ldots, i_2 \} \) for \( i_1, i_2 \in \mathbb{N} \), which contains the different positions of the \( k \) channels. In our construction we will used a so–called zero-padding,
and consequently the dimension of the channels will not be reduced by the convolutional
layer.

The output of a convolutional layer is calculated by a function
\[
o(k', k), M, w : \mathbb{R}^{I \times \{1, \ldots, k' \}} \rightarrow \mathbb{R}^{I \times \{1, \ldots, k \}},
\]
where the value \( k' \in \mathbb{N} \) correspond to the number of channels of the previous layer. If the
input of the convolutional layer is the input image, we have \( I = \{1, \ldots, d_1 \} \times \{1, \ldots, d_2 \} \)
and \( k' = 1 \). Furthermore, a convolutional layer depends on a filter size \( M \in \mathbb{N} \) and has
the following trainable weights:

1. A weight matrix (so–called filter)
\[
w_{i,j,s_1,s_2} \in \mathbb{R}^{I \times \{1, \ldots, k' \}} \times \{1, \ldots, k \} \]
2. and bias weights
\[
w_{s_2} \in \mathbb{R}^{1, \ldots, k}.
\]

Let
\[
w = \left( w_{i,j,s_1,s_2} \right)_{1 \leq i,j \leq M, s_1 \in \{1, \ldots, k' \}, s_2 \in \{1, \ldots, k \}}
\]
be the vector of all weights of the convolutional layer.

For \( (i, j) \in I \) and \( s_2 \in \{1, \ldots, k \} \) we compute the output of a convolutional layer by
\[
\left( o(k', k), M, w(x) \right)_{(i,j), s_2} = \sigma \left( \sum_{s_1=1}^{k'} \sum_{t_1,t_2 \in \{1, \ldots, M \}} w_{t_1,t_2,s_1,s_2} \cdot x_{(i+t_1-1,j+t_2-1),s_1} + w_{s_2} \right).
\]

In case \( k' = 1 \) we identify \( \mathbb{R}^{I \times \{1 \}} \) with \( \mathbb{R}^{I} \) and define our convolutional layer by the function
\[
\left( o(1, k), M, w(x) \right)_{(i,j), s_2} = \sigma \left( \sum_{t_1,t_2 \in \{1, \ldots, M \}} w_{t_1,t_2,1,s_2} \cdot x_{(i+t_1-1,j+t_2-1),s_1} + w_{s_2} \right).
\]

A convolutional block of size \( z \in \mathbb{N} \) with parameters \( k \) and \( M \) is then defined as a function
\[
o(z, k), k', M : \mathbb{R}^{I \times \{1, \ldots, k' \}} \rightarrow \mathbb{R}^{I \times \{1, \ldots, k \}}
\]
given by
\[
o(z, k'), k, M = o(k, k'), M, w_z \circ o(k, k), M, w_{z-1} \circ \cdots \circ o(k', k), M, w_1.
\]
where the $z$ convolutional layers use the different weight vectors
\[
\mathbf{w}_r = \left( \left( w_{i,j,s_1,s_2}^{(r)} \right)_{1 \leq i,j \leq M, s_1 \in \{1, \ldots, k'\}, s_2 \in \{1, \ldots, k\} }, \left( w_{s_2}^{(r)} \right)_{s_2 \in \{1, \ldots, k\}} \right) \tag{12}
\]
for $r = 1, \ldots, z$. In case $k' = 1$ we identify again $\mathbb{R}^{I \times \{1\}}$ with $\mathbb{R}^I$.

### 3.2. Local max-pooling layers

A local max-pooling layer is an example of a so-called pooling layer. A pooling layer reduces the resolution of the output channels from the previous layer. This is done by summarizing the outputs of several neurons from a local neighborhood of a channel. In case of a local max-pooling, the local neighborhood of a output is summarized by the maximum of the outputs in the corresponding neighborhood. The input of a local max-pooling layer is $\mathbb{R}^{I \times \{1, \ldots, k\}}$-valued for an index set $I = \{1, \ldots, i_1\} \times \{1, \ldots, i_2\}$ with $i_1, i_2 \in \mathbb{N}$ and $k \in \mathbb{N}$. The local max-pooling layer depends on a parameter $s \in \mathbb{N}$, which denotes the size of the local neighborhood. We define a local max-pooling layer as a function

\[
f_{\text{max}}(s) : \mathbb{R}^{I \times \{1, \ldots, k\}} \to \mathbb{R}^{\left\{1, \ldots, \left\lfloor \frac{i_1}{s} \right\rfloor \right\} \times \left\{1, \ldots, \left\lfloor \frac{i_2}{s} \right\rfloor \right\} \times \{1, \ldots, k\}},
\]

of the following form:

For $(i, j) \in \left\{1, \ldots, \left\lfloor \frac{i_1}{s} \right\rfloor \right\} \times \left\{1, \ldots, \left\lfloor \frac{i_2}{s} \right\rfloor \right\}$ and $s_2 \in \{1, \ldots, k\}$ we define

\[
(f_{\text{max}}(s))(i,j,s_2) = \max_{(i_2,j_2) \in \left(\{(i-1)s+1,i)s\} \times \{(j-1)s+1,j)s\}\cap I} x_{(i_2,j_2),s_2} \quad (x \in \mathbb{R}^{I \times \{1, \ldots, k\}}).
\]

The local max-pooling layer depends only on the parameter $s \in \mathbb{N}$ and has no trainable weights.

### 3.3. Subsampling layers

The subsampling layer is another example of a pooling layer, which in practice is also performed by a so-called convolutional stride (cf., e.g., Goodfellow, Bengio and Courville (2016)). Here the outputs of several neurons from a local neighborhood of a channel are replaced by just one of these values corresponding to some fixed position in this neighborhood. For simplicity here we just choose the value of the neuron in the left upper corner of the neighborhood. The input of a subsampling layer is again $\mathbb{R}^{I \times \{1, \ldots, k\}}$-valued for an index set $I = \{1, \ldots, i_1\} \times \{1, \ldots, i_2\}$ with $i_1, i_2 \in \mathbb{N}$ and $k \in \mathbb{N}$, and the subsampling layer depends again on a parameter $s \in \mathbb{N}$, which denotes the size of the local neighborhood. We define a subsampling layer as a function

\[
f_{\text{sub}}(s) : \mathbb{R}^{I \times \{1, \ldots, k\}} \to \mathbb{R}^{\left\{1, \ldots, \left\lfloor \frac{i_1}{s} \right\rfloor \right\} \times \left\{1, \ldots, \left\lfloor \frac{i_2}{s} \right\rfloor \right\} \times \{1, \ldots, k\}},
\]

of the following form:

For $(i, j) \in \left\{1, \ldots, \left\lfloor \frac{i_1}{s} \right\rfloor \right\} \times \left\{1, \ldots, \left\lfloor \frac{i_2}{s} \right\rfloor \right\}$ and $s_2 \in \{1, \ldots, k\}$ we define

\[
(f_{\text{sub}}(s))(i,j,s_2) = x_{(i-1)s+1,(j-1)s+1},s_2 \quad (x \in \mathbb{R}^{I \times \{1, \ldots, k\}}).
\]

The subsampling layer depends only on the parameter $s \in \mathbb{N}$ and has no trainable weights.
3.4. Output layer

We now define the output layer of our convolutional neural network, which consists of a global max-pooling layer applied to a linear combination of the channels of the previous layer. The output layer depends on output bounds $(\hat{d}_1, \hat{d}_2) \in I$ and the trainable output weights

$$w_{out} = (w_s)_{s \in \{1, \ldots, k\}}, \quad (13)$$

where $k \in \mathbb{N}$ denotes the number of channels of the previous convolutional layer. The output layer is computed by a function $f_{out} : \mathbb{R}^{I \times \{1, \ldots, k\}} \to \mathbb{R}$ defined by

$$f_{out}^{(d_1, d_2)}(x) = \max \left\{ \sum_{s_2=1}^{k} w_{s_2} \cdot x_{(i,j),s_2} : (i, j) \in \{1, \ldots, \hat{d}_1\} \times \{1, \ldots, \hat{d}_2\} \right\}.$$

3.5. Three classes of convolutional neural networks

We next introduce the three classes of convolutional neural networks which we investigate in this article. The difference between these three classes is that the first uses several local max-pooling layers, the second several subsampling layers and the third uses only one subsampling layer after the convolutional layers.

For the first class our convolutional neural network is given by a function

$$f : [0, 1]^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}} \to \mathbb{R}$$

defined by

$$f(x) = f_{out}^{(d_1, d_2)} \circ o^{(z)}_{(k_{L-1}, k_{L}), M_L} \circ f_{max}^{(s_{L-1})} \circ o^{(z)}_{(k_{L-2}, k_{L-1}), M_{L-1}} \circ \cdots \circ f_{max}^{(s_1)} \circ o^{(z)}_{(1, k_1), M_1}(x). \quad (14)$$

For our second class of convolutional neural networks this function is defined by

$$f(x) = f_{out}^{(d_1, d_2)} \circ o^{(z)}_{(k_{L-1}, k_{L}), M_L} \circ f_{sub}^{(s_{L-1})} \circ o^{(z)}_{(k_{L-2}, k_{L-1}), M_{L-1}} \circ \cdots \circ f_{sub}^{(s_1)} \circ o^{(z)}_{(1, k_1), M_1}(x). \quad (15)$$

For our third class of convolutional neural networks this function is defined by

$$f(x) = f_{out}^{(d_1, d_2)} \circ f^{(s)}_{sub} \circ o^{(z)}_{(k_{L-1}, k_{L}), M_L} \circ o^{(z)}_{(k_{L-2}, k_{L-1}), M_{L-1}} \circ \cdots \circ o^{(z)}_{(1, k_1), M_1}(x). \quad (16)$$

In all three cases the class of convolutional neural networks $f$ depends on the parameters $L$, $k = (k_1, \ldots, k_L)$, $M = (M_1, \ldots, M_L)$, $z$ and $d = (d_1, d_2)$. The first two classes additionally depend on the parameter $s = (s_1, \ldots, s_{L-1})$ and the third class on the parameter $s$. Moreover, the functions of the three classes depend on the weights

$$w = \left( (w_{s,1}, \ldots, w_{s,z})_{s \in \{1, \ldots, L\}}, w_{out} \right),$$

where $w_{s,r}$ is of the form $[12]$ and corresponds to the weight vector of the $r$-th convolutional layer in the $s$-th convolutional block and $w_{out}$ denotes the weights of the output layer $[13]$. We define the three classes of convolutional neural networks by

$$\mathcal{F}_1(\theta_1) = \{ f : f \text{ is of the form } [14] \}$$

with parameters
\( \theta_1 = (L, k, M, z, s, \bar{d}) \) and weights \( w \),

\[ \mathcal{F}_2(\theta_2) = \{ f : f \text{ is of the form } \text{(15)} \text{ with parameters } \theta_2 = (L, k, M, z, s, \bar{d}) \text{ and weights } w \} \]

and

\[ \mathcal{F}_3(\theta_3) = \{ f : f \text{ is of the form } \text{(16)} \text{ with parameters } \theta_3 = (L, k, M, z, s, \bar{d}) \text{ and weights } w \} \].

The different network architectures are illustrated in Figure 2 to 4.

**Figure 2.** Illustration of the network architecture of the class \( \mathcal{F}_1(\theta_1) \) with \( L = 3, k_1 = k_2 = k_3 = 3 \) and \( z = 2 \).

**Figure 3.** Illustration of the network architecture of the class \( \mathcal{F}_2(\theta_2) \) with \( L = 3, k_1 = k_2 = k_3 = 3 \) and \( z = 2 \).
3.6. Convolutional neural network image classifiers

We are now ready to define the convolutional neural network image classifiers which we will analyze in this article. For $j \in \{1, 2, 3\}$ define the least squares estimate of $\eta(x) = \mathbb{E}\{Y = 1|X = x\}$ by

$$\eta_n^{(j)} = \arg \min_{f \in \mathcal{F}_j(\theta_j)} \frac{1}{n} \sum_{i=1}^{n} |Y_i - f(X_i)|^2.$$  \hfill (17)

Then our estimate $f_n^{(j)}$ is for $j \in \{1, 2, 3\}$ defined by

$$f_n^{(j)}(x) = \begin{cases} 1, & \text{if } \eta_n(x) \geq \frac{1}{2} \\ 0, & \text{elsewhere.} \end{cases}$$

4. Main result

Our main result is the following theorem, in which we present an upper bound on the distance between the expected misclassification risk of our plug-in classifier and the optimal misclassification risk in case that the a posteriori probability satisfies a hierarchical max-pooling model with a local max-pooling parameter for the three topologies of the convolutional neural networks which we have introduced in Section 3.

**Theorem 1** Let $d_1, d_2 \in \mathbb{N}$, let $n \in \mathbb{N}$ with $n > 1$, and let $(X,Y), (X_1, Y_1), \ldots, (X_n, Y_n)$ be independent and identically distributed $[0, 1]^{d_1 \times d_2} \times \{0, 1\}$-valued random variables. Assume that the a posteriori probability $\eta(x) = \mathbb{P}\{Y = 1|X = x\}$ satisfies a hierarchical max-pooling model of finite order $d^*$ and level $l$ with feature constraint $b = (b_1, \ldots, b_{l-1})$ and local max-pooling parameter $n = (n_1, \ldots, n_{l-1})$ and smoothness constraint $p \in [1, \infty)$. Assume that the image dimensions satisfy

$$d_1 = 2^l \cdot m_1 - 1 \quad d_2 = 2^l \cdot m_2 - 1$$ \hfill (18)
for some \( m_1, m_2 \in \mathbb{N} \setminus \{1\} \). We set
\[
L_n = \left[ c_1 \cdot n^{\frac{4}{2(p+4)}} \right]
\]
for \( c_1 > 0 \) sufficiently large and select the parameters of our convolutional neural network function classes \( \mathcal{F}_1(\theta_1), \mathcal{F}_2(\theta_2) \) and \( \mathcal{F}_3(\theta_3) \) as follows:

We set
\[
z = \max\{b_1, \ldots, b_{l-1}\} \cdot (L_n + 1), \quad L = l, \quad \tilde{d} = (\tilde{d}_1, \tilde{d}_2) = \left( \frac{d_1 - 2^l + 1}{\prod_{i=1}^{l-1} n_i}, \frac{d_2 - 2^l + 1}{\prod_{i=1}^{l-1} n_i} \right)
\]
and for \( r \in \{1, \ldots, L\} \) we choose
\[
k_r = 2 \cdot \max\{b_1, \ldots, b_{l-1}\} + c_2, \quad M_r = \frac{2^{r-1}}{\prod_{i=0}^{r-1} n_i} + 1, \quad \bar{M}_r = 2^{r-1} + 1
\]
for \( c_2 \in \mathbb{N} \) sufficiently large and set \( s = (n_1, \ldots, n_{L-1}) \), and \( s = n_1 \cdot \ldots \cdot n_{L-1} \). Furthermore, we set
\[
\tilde{z} = z + 3 \cdot \max\{k_1, \ldots, k_L\} \cdot \max\{\log_2(n_1), \ldots, \log_2(n_{L-1})\},
\]
\[
k = (k_1, \ldots, k_L), \quad \bar{k} = (2 \cdot k_1 + 4, \ldots, 2 \cdot k_L + 4), \quad M = (M_1, \ldots, M_L), \quad \bar{M} = (\bar{M}_1, \ldots, \bar{M}_L),
\]
\[
\theta_1 = (L, k, M, z, \tilde{d}), \quad \theta_2 = (L, \bar{k}, \bar{M}, \tilde{z}, s, \tilde{d}) \quad \text{and} \quad \theta_3 = (L, \bar{k}, \bar{M}, \tilde{z}, s, \tilde{d})
\]
We define the estimates \( f_n^{(j)} \) \((j = 1, 2, 3)\) as in Subsection 3.6. Then we have
\[
\mathbb{P}\{f_n^{(j)}(X) \neq Y\} - \min_{f: [0,1]^{(1 \ldots d_1) \times (1 \ldots d_2) \rightarrow [0,1]}} \mathbb{P}\{f(X) \neq Y\} \\
\leq c_3 \cdot \sqrt{\log(d_1 \cdot d_2)} \cdot (\log n)^2 \cdot n^{-\frac{p}{2(p+4)}},
\]
for all \( j \in \{1, 2, 3\} \) and some constant \( c_3 > 0 \) which does not depend on \( d_1, d_2 \) and \( n \).

The proof is available in the supplement.

Remark 7. The rate of convergence in Theorem 1 does not depend on the image dimensions \( d_1 \) and \( d_2 \), hence under the assumptions on the a posteriori probability from Theorem 1 our convolutional neural network image classifiers are able to circumvent the curse of dimensionality.

Remark 8. The above parameters \( L_n, L, M, z, \tilde{z}, s \) and \( s \) depend on the smoothness, respectively the level, or neighborhood sizes of the model of the a posteriori probability, which may be unknown in applications. Nevertheless, we can choose these parameters in a data-dependent way, e.g., by using a splitting of the sample approach as described in the next section. For the classes \( \mathcal{F}_1(\theta_1) \) and \( \mathcal{F}_2(\theta_2) \), the number of possibilities for the parameter \( s = (s_1, \ldots, s_{L-1}) \) is equal to the number of possible sizes of the local neighborhoods of the model of the a posteriori probability \( n_1, \ldots, n_{L-1} \). Since the function
class \( F_3(\theta_3) \) has only one subsampling layer and its parameter \( s \) is calculated as the product of the neighborhood sizes \( n_1, \ldots, n_{l-1} \), the class has the advantage over the other two classes that there are much less possibilities for parameter combinations.

Remark 9. The constant \( c_3 \) in Theorem 1 is different for the different function classes \( F_1(\theta_1), F_2(\theta_2) \) and \( F_3(\theta_3) \). Since we show in Lemma 5 that \( F_1(\theta_1) \subset F_2(\theta_2) \subset F_3(\theta_3) \) for parameters \( \theta_1, \theta_2 \) und \( \theta_3 \) chosen as in Theorem 1, our proof of Theorem 1 yields

\[
P\{ f_n^{(j)}(X) \neq Y \} - \min_{f: [0,1]^{d_1} \times [0,1]^{d_2} \to \{0,1\}} P\{ f(X) \neq Y \} \\
\leq c_3^{(j)} \cdot \log(n) \cdot n^{-\frac{p^2}{2}} ,
\]

for some constants \( c_3^{(j)} > 0 \) for all \( j \in \{1, 2, 3\} \) satisfying \( c_3^{(1)} \leq c_3^{(2)} \leq c_3^{(3)} \).

Remark 10. We can make the above assumption \( 18 \) for the image dimensions, since any image dimensions can be made into the above form by an appropriate zero padding.

5. Application to simulated data

To analyze the finite sample size performance of our newly introduced image classifiers, we apply them to simulated and real data and compare their results with the classifier from Kohler, Krzyżak and Walter [2020], which has no pooling layers. First, we describe how to generate the synthetic image data sets. A synthetically generated image data set is given by finitely many realizations

\[ D_N = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\} \]

of a \([0,1]^{31} \times [0,1]^{31} \times [0,1]\)-valued random variable \((X, Y)\). As described in Section 1 the matrix \( X \) contains at position \((i, j)\) the grey scale value of the pixel of the image at the corresponding position and the value of \( Y \) denotes the class of the image. In this example we use \( d_1 = 31 \) and \( d_2 = 31 \) for the image dimensions. Both classes of our synthetically generated images consist of the same geometric objects, namely a circle, an equilateral triangle and a square. The only difference between the two classes are the relative positions of the geometric objects to each other. First we determine the label \( Y \) from a uniform distribution on \([0,1]\) and then determine a random image of the corresponding class. We now describe how the images of the two classes are created. After the objects are theoretically defined on the cube \([0,31]^2\), they are downsampled to the grid \([1, \ldots, 31] \times [1, \ldots, 31] \) using the Python package Pillow.

We start by randomly choosing the area and grey scale values of the three objects. For each object, the area is chosen independently and is uniformly distributed on the interval \([20, 40]\). We determine the grey scale values of the three objects by randomly permuting the list \((0, 1, 2, 3)\) of three grey scale values. Next, we explain how the positions of the objects in relation to each other are determined and then how this leads to the specific positions within the image area. For both classes, the objects are arranged approximately as corners of a large square, whose area is randomly chosen by the uniform distribution on the interval \([80, 160]\). For both classes, the bottom right corner defines the position of
the square. The position of the circle is defined by the upper left corner for class 0 and by the lower left corner for class 1. Lastly, the position of the triangle is defined for class 0 by the lower left corner and for class 1 by the upper right corner. Since the objects should only have approximately these positions to each other, the positions are chosen randomly by a uniform distribution on a disk located on the corresponding corners, where the radius of the disk is a third of a side length of the large square. Once the positions to each other are determined in this way, they are moved collectively within the image area by a uniform distribution on the restricted image area so that all objects lie completely within the image. This leads us to the desired positions. As a last step, we add a scaled standard normally distributed noise value to each pixel value and truncate the resulting values to the interval $[0, 1]$. We have shown some example images in Figure 5 and Figure 6.

![Figure 5: The two rows show images of class 0 of our classification task.](image)

![Figure 6: The two rows show images of class 1 of our classification task.](image)

Due to the fact that all of our classifiers depend on parameters that influence their behavior, we choose these parameters data-dependently by splitting of the sample. For this purpose we proceed as follows: We split our sample into a learning sample of size $n_{\text{learn}} = \lfloor \frac{4}{5} \cdot n \rfloor$ and a testing sample of size $n_{\text{test}} = n - n_{\text{learn}}$, and then use the learning sample to train our classifiers several times with the different choices for the parameters and use the testing sample to select the classifiers that minimize the empirical misclassification risk. Finally, we train the selected classifiers on the entire training set, consisting of the $n$ data points.

We slightly simplify the classifier presented in [Kohler, Krzyżak and Walter (2020)] by selecting it from class $\mathcal{F}_3(\theta)$, setting the neighborhood size of the subsampling layer equal to 1, and adjusting the output bounds. Therefore, we set $\mathcal{F}_4(\theta) := \mathcal{F}_3(\theta)$ and denote the classifier by $f_4^{(4)}$. We now describe how precisely we choose the parameters of all classifiers, which may depend on the level $l$ and the local max-pooling parameter $n = (n_1, \ldots, n_{l-1})$ of the hierarchical max-pooling model with local max-pooling parameter.
We adaptively choose \( l \in \{3, 4\} \) and \( n_1, \ldots, n_{l-1} \in \{2^0, 2^1, \ldots, 2^{l-1}\} \) such that

\[
n_r \in \{2^0, \ldots, 2^r\} \quad \text{and} \quad \prod_{i=0}^{r} n_i \leq 2^r
\]
is satisfied for all \( r \in \{1, \ldots, l-1\} \) (where \( n_0 = 1 \)). Furthermore, we adaptively choose the number of channels in each convolutional layer from \( k \in \{2, 4, 8\} \) and the number of layers in each convolutional block from \( z \in \{1, 2, 3\} \). According to Theorem 1, the remaining parameters result respectively from the values for \( l \) and \( n_1, \ldots, n_{l-1} \) as shown in Table 1. The parameters then are given by

\[
\theta_j = (L, (k, \ldots, k), M^{(j)}, z, s^{(j)}, \tilde{d}^{(j)})
\]

for our classifiers \( f_n^{(j)} \in \mathcal{F}_j(\theta_j) \) for \( j \in \{1, 2, 3, 4\} \). We want to avoid overparameterization, so we only use the parameter combinations such that the total number of weights does not exceed the training sample size \( n \). For minimizing the empirical \( L_2 \) risk \( (17) \), we use the optimizer \( \text{Adam} \) from the \textit{Keras} library.

For the evaluation of our classifiers we use their empirical misclassification risk on new independent test data, which is defined by

\[
\epsilon_N(f_n) = \frac{1}{N} \sum_{k=1}^{N} 1 \{f_n(x_{n+k}) \neq y_{n+k}\}, \quad (19)
\]

where \( f_n \) is the considered classifier based on the training set. The data points

\[(x_{n+1}, y_{n+1}), \ldots, (x_{n+N}, y_{n+N})\]

are newly generated independent realizations of the random variable \((X, Y)\) with \( N = 10^5 \). Table \(2\) shows the median and interquartile range (IQR) of the empirical misclassification.

| \( j \) | \( L \) | \( M^{(j)} \) | \( s^{(j)} \) | \( \tilde{d}^{(j)} \) |
|-------|-------|-------------|-------------|-------------|
| 1     | \( l \) | \( \frac{2^{r-1}}{\prod_{i=0}^{r-1} n_i} + 1 \) | \( (r = 1, \ldots, L) \) | \( (n_1, \ldots, n_{L-1}) \) | \( \left( \frac{d_1 - 2^{l+1}}{\prod_{i=1}^{l} n_i}, \left[ \frac{d_2 - 2^{l+1}}{\prod_{i=1}^{l} n_i} \right] \right) \) |
| 2     | \( l \) | \( \frac{2^{r-1}}{\prod_{i=0}^{r-1} n_i} + 1 \) | \( (r = 1, \ldots, L) \) | \( (n_1, \ldots, n_{L-1}) \) | \( \left( \frac{d_1 - 2^{l+1}}{\prod_{i=1}^{l} n_i}, \left[ \frac{d_2 - 2^{l+1}}{\prod_{i=1}^{l} n_i} \right] \right) \) |
| 3     | \( l \) | \( 2^{r-1} + 1 \) | \( (r = 1, \ldots, L) \) | \( n_1 \cdot \ldots \cdot n_{L-1} \) | \( \left( \frac{d_1 - 2^{l+1}}{\prod_{i=1}^{l} n_i}, \left[ \frac{d_2 - 2^{l+1}}{\prod_{i=1}^{l} n_i} \right] \right) \) |
| 4     | \( l \) | \( 2^{r-1} + 1 \) | \( (r = 1, \ldots, L) \) | 1 | \( (d_1 - 2^l + 1, d_2 - 2^l + 1) \) |

Table 1.: Definition of the parameters that depend on the adaptively chosen values \( l \) and \( n_1, \ldots, n_{l-1} \).
risk \((19)\) of our four estimates of 25 runs on 25 different independently generated data sets \(\{(x_1, y_1), \ldots, (x_{n+N}, y_{n+N})\}\).

| sample size | \(n = 200\) | \(n = 400\) |
|-------------|-------------|-------------|
| approach    | median (IQR) | median (IQR) |
| \(f_n^{(1)}\) | 0.15 (0.06) | 0.04 (0.05) |
| \(f_n^{(2)}\) | 0.18 (0.19) | 0.06 (0.03) |
| \(f_n^{(3)}\) | 0.49 (0.05) | 0.27 (0.17) |
| \(f_n^{(4)}\) | 0.43 (0.08) | 0.29 (0.20) |

Table 2.: Median and interquartile range of the empirical misclassification risk \(\epsilon_N(f_n^{(i)})\) for \(i = 1, 2, 3, 4\).

We observe that our convolutional neural network classifier \(f_n^{(1)}\) with several local max-pooling layers outperforms the other convolutional neural network classifiers \(f_n^{(2)}, f_n^{(3)}\) and \(f_n^{(4)}\). Also its relative improvement with increasing sample size is larger than the improvement for the other classifiers. This supports Remark 9, that the classifier \(f_n^{(1)}\) has a convergence rate better than the classifier \(f_n^{(2)}\) by some constant factor. We have the same observation concerning the relative improvement of the empirical misclassification risk with increasing sample size for the classifiers \(f_n^{(2)}\) and \(f_n^{(3)}\). The classifier without local pooling layers \(f_n^{(4)}\) has the smallest relative improvement with increasing sample size, which suggests that it also has the slowest rate of convergence.

6. Application to real images

In this section, we test our classifiers using two different datasets containing real images to show their practical relevance. We follow [Kim, Ohn and Kim (2018)] in our choice of datasets and training data. We use the CIFAR-10 dataset (cf., Krizhevsky (2009)) and the SVHN dataset (cf., Netzer et al. (2011)). Both datasets contain 10 different classes of real images consisting of \(32 \times 32\) pixels. We have reduced the size of the images from \(32 \times 32\) pixels to \(31 \times 31\) pixels by removing the last column and row of the original images (because of our condition on the image dimensions from Theorem 1) and because the images are in color, we have converted them to grey scale. Since our theory is based on a binary image classification problem, we decide to use only two classes of each dataset, which we think best fit our model (only approximate relative distances of features are crucial for correct classification) and, on the other hand, represent a hard classification task. For the CIFAR-10 dataset we consider the two classes ‘dog’ and ‘cat’ and for the SVHN dataset of house numbers we consider the classes ‘4’ and ‘9’. The original data sets then reduce to 10,000 training images and \(N = 2,000\) test images in the case of the CIFAR-10 data set. For the SVHN dataset, we get 12,117 training images and \(N = 4,118\) test images.

We choose the parameter grids of our four classifiers as in Section 5 and also choose
Figure 7.: The first two rows show some images of the dogs and the lower two rows show images of the cats of the grey scaled CIFAR-10 data set.

Figure 8.: The first two rows show some images of the nines and the lower two rows show some images of the fours of the grey scaled SVHN data set.

\[ n_{\text{learn}} = \left\lfloor \frac{4}{5} \cdot n \right\rfloor \] and \[ n_{\text{test}} = n - n_{\text{learn}}. \] We randomly select \( n \) training images from the 10,000 and 12,117 original training images, respectively and evaluate our classifiers using the corresponding \( N \) test images and repeat this several times. Table 3 then shows the median and interquartile range (IQR) of 25 runs of the empirical misclassification risk (19) of 25 runs (where the \( n \) training images are drawn with replacement). For the CIFAR-10 dataset, the classifier \( f_{n}^{(4)} \) outperforms the other classifiers, even though we obtain similar errors for all four approaches. Considering the SVHN dataset, the classifier \( f_{n}^{(1)} \) outperforms the other approaches, where the errors of all classifiers relative to each other behaving roughly as for the simulated data (the classifiers \( f_{n}^{(1)} \) and \( f_{n}^{(2)} \) perform much better than the classifiers \( f_{n}^{(3)} \) and \( f_{n}^{(4)} \) and also have a better relative improvement with increasing sample size). Hence, we assume that, at least for the SVHN dataset, our assumption of local max-pooling on the a posteriori probability seems plausible.
| data   | CIFAR-10                | SVHN             |
|--------|-------------------------|-----------------|
| sample size | $n = 200$ | $n = 400$ | $n = 200$ | $n = 400$ |
| approach | median (IQR) | median (IQR) | median (IQR) | median (IQR) |
| $f_n^{(1)}$ | 0.48 (0.02) | 0.47 (0.03) | 0.31 (0.08) | 0.25 (0.07) |
| $f_n^{(2)}$ | 0.50 (0.02) | 0.48 (0.03) | 0.35 (0.05) | 0.28 (0.04) |
| $f_n^{(3)}$ | 0.48 (0.03) | 0.47 (0.03) | 0.40 (0.03) | 0.38 (0.04) |
| $f_n^{(4)}$ | **0.47 (0.04)** | **0.45 (0.03)** | 0.39 (0.02) | 0.39 (0.03) |

Table 3.: Median and interquartile range (IQR) of the empirical misclassification risk $\epsilon_N \left( f_n^{(i)} \right)$ for $i = 1, 2, 3, 4$ based on the presented grey scaled subsets of the CIFAR-10 and SVHN data sets.

7. Summary

In this paper, we analyzed various convolutional neural network image classifiers in a hierarchical max-pooling model with local max-pooling. This model extends the hierarchical max-pooling model of Kohler, Krzyżak and Walter (2020) by allowing features of an image that are combined hierarchically to have variable relative distances towards each other. We introduced three convolutional neural network architectures and investigated the convergence rate of the distance between the expected misclassification risk of the classifier and the optimal misclassification risk in each case. All three classes of convolutional neural networks include some kind of local pooling and achieve the same convergence rate in our model, which does not depend on the image dimensions, thus circumventing the curse of dimensionality. Hence, we provide a theoretical explanation why some kind of local pooling is useful in some image classification applications. By applying our classifiers to simulated and real data and analyzing their finite sample size performance, we were also able to support our theoretical results.
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Supplementary material to “Analysis of convolutional neural network image classifiers in a hierarchical max-pooling model with additional local pooling”

The supplement contains the complete proof of Theorem 1 and all auxiliary results necessary for it. In the proof of Theorem 1 we proceed as in the proof of Theorem 1 in Kohler, Krzyżak and Walter (2020), i.e., we relate the misclassification error of our plug-in estimate to the $L_2$ error of the corresponding least squares estimates, bound its error via empirical process theory, and derive bounds on the approximation error and the covering number. The bound on the covering number is a straightforward extension of the corresponding bound in Kohler, Krzyżak and Walter (2020), but the analysis of the approximation error needs some technical difficult extensions of the results from Kohler, Krzyżak and Walter (2020).

A. Proof of Theorem 1

W.l.o.g. we assume that $n$ is so large that $c_4 \cdot \log n \geq 2$ holds for some constant $c_4 > 0$. Then $z \geq 1/2$ holds if and only if $T_{c_4 \cdot \log n} z \geq 1/2$ holds, and consequently we have

$$f_n^{(j)}(x) = \begin{cases} 1, & \text{if } T_{c_4 \cdot \log n} \eta_n^{(j)}(x) \geq \frac{1}{2} \\ 0, & \text{elsewhere} \end{cases}$$

$(j \in \{1, 2, 3\})$. Because of Lemma 16 from Section E we then have

$$P\{f_n(X)^{(j)} \neq Y\} - P\{f^*(X) \neq Y\} \leq 2 \cdot \sqrt{E \left\{ \int |T_{c_4 \cdot \log n} \eta_n^{(j)}(x) - \eta(x)|^2 P_X(dx) \right\}}$$

for $j \in \{1, 2, 3\}$ and therefore it suffices to show

$$E \int |T_{c_4 \cdot \log n} \eta_n^{(j)}(x) - \eta(x)|^2 P_X(dx) \leq c_{11} \cdot \log(d_1 \cdot d_2) \cdot (\log n)^4 \cdot n^{-\frac{2p}{p+1}}$$

for $j \in \{1, 2, 3\}$. Lemma 5 from Section B yields us

$$F_1(\theta_1) \subset F_2(\theta_2) \subset F_3(\theta_3).$$

(20)

and since the covering number and the infimum are monotonic, we get together with Lemma 17 from Section E

$$E \int |T_{c_4 \cdot \log n} \eta_n^{(j)}(x) - \eta(x)|^2 P_X(dx) \leq \frac{c_{12} \cdot (\log(n))^2 \cdot \sup_{x \in \mathcal{T}} \left( \log \left( N_1 \left( \frac{1}{n \cdot c_4 \cdot \log(n)}, T_{c_4 \cdot \log(n)} F_3(\theta_3), x_n^j \right) \right) + 1 \right)}{n}$$

28
\[ +2 \cdot \inf_{f \in \mathcal{F}_1(\theta_1)} \int |f(x) - \eta(x)|^2 P_X(dx) \]

for \( j \in \{1, 2, 3\} \). Application of our bound on the covering number from Lemma 9 from Section D yields

\[
c_5 \cdot (\log(n))^2 \cdot \sup_{\mathcal{X}^n} \left( \log \left( N_1 \left( \frac{1}{n^{c_4 \log(n)}}, T_{c_4 \log(n)} \mathcal{F}_3(\theta_3), X^n \right) \right) \right) + 1
\]

\[
\leq c_6 \cdot \frac{\log(d_1 \cdot d_2) \cdot (\log(n))^3 \cdot z^2 \cdot \log z}{n}
\]

\[
\leq c_7 \cdot (\log(d_1 \cdot d_2) \cdot (\log(n))^4 \cdot n^{-\frac{2p}{2p+4}}.
\]

Next we derive a bound on the approximation error

\[
\inf_{f \in \mathcal{F}_1(\theta_1)} \int |f(x) - \eta(x)|^2 P_X(dx).
\]

For \( k \in \{1, \ldots, l\} \) and \( s \in \{1, \ldots, b_k\} \) let \( g_{\text{net},k,s} : \mathbb{R}^4 \rightarrow \mathbb{R} \) be the neural network from Kohler and Langer (2021) (cf., Lemma 18 from Section E) with \( L_n \) layers and \( c_2 \) neurons per layer which satisfies

\[
\|g_{k,s} - g_{\text{net},k,s}\|_{[-2,2]^4,\infty} \leq c_8 \cdot L_n^{-\frac{2p}{2p+4}}.
\]

Since the functions \( g_{k,s} \) are \([0,1]\)-valued, we are able to choose \( c_1 \) in the definition of \( L_n \) sufficiently large such that

\[
\|g_{\text{net},k,s}\|_{[-2,2]^4,\infty} \leq 1 + c_8 \cdot L_n^{-\frac{2p}{2p+4}} \leq 2
\]

for all \( k \in \{1, \ldots, l\} \) and \( s \in \{1, \ldots, b_k\} \). We define \( \tilde{m} \in \mathcal{F}_1(\theta_1) \) as in Lemma 7 from Section C. Then Lemma 6 and Lemma 7 from Section C imply

\[
\inf_{f \in \mathcal{F}_1(\theta_1)} \int |f(x) - \eta(x)|^2 P_X(dx) \leq c_9 \cdot \max_{k \in \{1,\ldots,l\}, s \in \{1,\ldots,b_k\}} \|g_{k,s} - g_{\text{net},k,s}\|_{[-2,2]^4,\infty}^2
\]

\[
\leq c_{10} \cdot L_n^{-p}.
\]

Putting in the value of \( L_n \) and summarizing the above results, the proof is complete.

\[ \square \]

**B. A connection between several classes of convolutional neural networks**

The aim of this section is to prove equation (20), which we used in the proof of Theorem 1. In order to show that we may represent a convolutional neural network with several max-pooling layers (as in \( \mathcal{F}_1(\theta_1) \)) as a convolutional neural network with several subsampling layers (as in \( \mathcal{F}_2(\theta_2) \)) we will use the following result.
Lemma 1 Let \( k, i_1, i_2 \in \mathbb{N} \), set \( I = \{1, \ldots, i_1\} \times \{1, \ldots, i_2\} \), let
\[
  f : \mathbb{R}^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \to \mathbb{R}^+_{2^{k+4}}
\]
be a function. Let \( n \in \mathbb{N}_0 \) and let \( M \in \mathbb{N} \) with \( M \geq 2^{n-1} + 1 \). Then there exist a convolutional block
\[
  o^{(z)}_{(2k+4,2k+4), M} : \mathbb{R}^{I \times (1, \ldots, 2k+4)} \to \mathbb{R}^{I \times (1, \ldots, 2k+4)}
\]
defined as in Subsection 3.2 with \( z = 3 \cdot n \cdot k \) layers such that
\[
  (f_{\text{sub}}^{(2^n)} \circ o^{(z)}_{(2k+4,2k+4), M} \circ f)(x)_{(i,j),s} = (f_{\text{max}}^{(2^n)} \circ f)(x)_{(i,j),s}
\]
holds for all \( s \in \{1, \ldots, k\} \), \( x \in [0,1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \) and \((i,j) \in \{1, \ldots, [i_1/2^n]\} \times \{1, \ldots, [i_2/2^n]\}\).

In the proof of Lemma 1 we will apply following auxiliary result.

Lemma 2 Let \( g_{\text{net}} : \mathbb{R}^4 \to \mathbb{R} \) be a standard feedforward neural network with \( L_{\text{net}} \in \mathbb{N} \) hidden layers and \( r_{\text{net}} \in \mathbb{N} \) neurons per hidden layer (see Subsection 3.1). Let
\[
  f : \mathbb{R}^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \to \mathbb{R}^{I \times (1, \ldots, l + r_{\text{net}})}
\]
be a function, where \( d_1, d_2, i_1, i_2, t \in \mathbb{N} \) and \( I = \{1, \ldots, i_1\} \times \{1, \ldots, i_2\} \). Furthermore, let \( s_1, \ldots, s_5 \in \{1, \ldots, t\} \) and \( \delta \in \mathbb{N} \). Then there exist a convolutional block
\[
  o^{(L_{\text{net}}+1)}_{(t+r_{\text{net}}, t+r_{\text{net}}), \delta+1} : \mathbb{R}^{I \times (1, \ldots, l + r_{\text{net}})} \to \mathbb{R}^{I \times (1, \ldots, l + r_{\text{net}})}
\]
defined as in Subsection 3.2 with arbitrary weights in channels
\[
  \{1, \ldots, t\} \setminus \{s_5\}
\]
such that
\[
  (o^{(L_{\text{net}}+1)}_{(t+r_{\text{net}}, t+r_{\text{net}}), \delta+1} \circ f)(x)_{(i,j),s_5}
  = \sigma(g_{\text{net}}((f(x))_{(i,j),s_1},(f(x))_{(i+\delta,j),s_2},(f(x))_{(i,j+\delta),s_3},(f(x))_{(i+\delta,j+\delta),s_4}))
\]
for all \((i,j) \in I\) and all \( x \in [0,1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \), where we set \( (f(x))_{(i,j),s} = 0 \) for \((i,j) \notin I\).

Proof. We assume that the standard feedforward neural network \( g_{\text{net}} \) is given by
\[
  g_{\text{net}}(x) = \sum_{i=1}^{r_{\text{net}}} w_{i, i}^{(L_{\text{net}})} g_i^{(L_{\text{net}})}(x) + w_{1,0}^{(L_{\text{net}})},
\]
where
where \( g^{(L_{\text{net}})}_i \) is recursively defined by

\[
    g^{(r)}_i(x) = \sigma \left( \sum_{j=1}^{r_{\text{net}}} w^{(r-1)}_{i,j} g^{(r-1)}_j(x) + w^{(r-1)}_{i,0} \right)
\]

for \( i \in \{1, \ldots, r_{\text{net}}\} \), \( r \in \{2, \ldots, L_{\text{net}}\} \), and

\[
    g^{(1)}_i(x) = \sigma \left( \sum_{j=1}^{4} w^{(0)}_{i,j} x^{(j)} + w^{(0)}_{i,0} \right) \quad (i \in \{1, \ldots, r_{\text{net}}\}).
\]

We now choose the weights of the convolutional block

\[
    o^{(L_{\text{net}}+1)}_{(t+r_{\text{net}}, t+r_{\text{net}}), \delta+1} = o^{(L_{\text{net}}+1)}_{(t+r_{\text{net}}, t+r_{\text{net}}), \delta+1} \circ \cdots \circ o^{(L_{\text{net}}+1)}_{(t+r_{\text{net}}, t+r_{\text{net}}), \delta+1} \circ w_{t+1, t+i}
\]

by using the weights of \( g_{\text{net}} \). As in Section 3.1, the weights of \( o^{(L_{\text{net}}+1)}_{(t+r_{\text{net}}, t+r_{\text{net}}), \delta+1} \) are given by

\[
    w_{r} = \left( \begin{pmatrix} w^{(r)}_{i,j,s_{1},s_{2},s_{3}} \\ \vdots \\ w^{(r)}_{i,j,s_{1},s_{2},s_{3}} \end{pmatrix} \right)_{1 \leq i,j \leq \delta+1, s_{1}, s_{2} \in \{1, \ldots, t+r_{\text{net}}\} , s_{2} \in \{1, \ldots, t+r_{\text{net}}\}}
\]

for \( r = 1, \ldots, L_{\text{net}} + 1 \). In the sequel we set

\[
    o^{(r)} = o^{(L_{\text{net}}+1)}_{(t+r_{\text{net}}, t+r_{\text{net}}), \delta+1} \circ \cdots \circ o^{(L_{\text{net}}+1)}_{(t+r_{\text{net}}, t+r_{\text{net}}), \delta+1} \circ w_{t+1, t+i}
\]

for \( r = 1, \ldots, L_{\text{net}} + 1 \) and \( (f(x))_{(i,j),s} = 0 \) if \( (i,j) \notin I \). In the first layer in channel \( t + i \) we set

\[
    w^{(1)}_{t+1, t+i} = 0
\]

for all \( t_1, t_2 \notin \{1, \delta + 1\} \) and \( s \notin \{s_1, \ldots, s_4\} \) and choose the only nonzero weights by

\[
    w^{(1)}_{1,1, s_1, t+i} = w^{(0)}_{1,1}, \quad w^{(1)}_{\delta+1, s_2, t+i} = w^{(0)}_{1,2}, \quad w^{(1)}_{1, s_3, t+i} = w^{(0)}_{1,3}, \quad w^{(1)}_{\delta+1, s_4, t+i} = w^{(0)}_{1,4},
\]

and \( w^{(1)}_{+i} = w^{(0)}_{i,0} \) for \( i \in \{1, \ldots, r_{\text{net}}\} \). Then we have

\[
    (o^{(1)} \circ f)(x)_{(i_2, j_2), t+i}
\]

\[
    = \sigma \left( \sum_{s=1}^{t+r_{\text{net}}} \sum_{(t_1, t_2) \in \{1, \ldots, \delta+1\}} w^{(1)}_{t_1, t_2, s, t+i} \cdot (f(x))_{(i_2+t_1-1, j_2+t_2-1), s} + w^{(1)}_{t+i} \right)
\]

\[
    = \sigma \left( w^{(0)}_{1,1} \cdot (f(x))_{(i_2, j_2), s_1} + w^{(0)}_{1,2} \cdot (f(x))_{(i_2+\delta, j_2), s_2} + w^{(0)}_{1,3} \cdot (f(x))_{(i_2, j_2+\delta), s_3} + w^{(0)}_{1,4} \cdot (f(x))_{(i_2+\delta, j_2+\delta), s_4} \right)
\]

\[
    + w^{(0)}_{1,0} \cdot (f(x))_{(i_2+\delta, j_2+\delta), s_4} + w^{(0)}_{i,0}
\]

\[
    = g^{(1)}_{i} \left( (f(x))_{(i_2, j_2), s_1}, (f(x))_{(i_2+\delta, j_2), s_2}, (f(x))_{(i_2, j_2+\delta), s_3}, (f(x))_{(i_2+\delta, j_2+\delta), s_4} \right)
\]
for all $i \in \{1, \ldots, r_{\text{net}}\}$, $(i_2, j_2) \in I$ and all $x \in [0,1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)}$. In layers $r \in \{2, \ldots, L_{\text{net}}\}$ in channel $t + i$ we set
\[
w^{(r)}_{t, t_2, s, t+i} = 0
\]
for all $(t_1, t_2) \neq (1,1)$ and all $s \in \{1, \ldots, t\}$ and choose the only nonzero weights by
\[
w^{(r)}_{1, 1, t+j, t+i} = w^{(r-1)}_{i, j}, \quad w^{(r)}_{t+i} = w^{(r-1)}_{t_0} \quad (j \in \{1, \ldots, r_{\text{net}}\})
\]
for $i \in \{1, \ldots, r_{\text{net}}\}$. Thus we obtain
\[
(o^{(r)} \circ f(x))_{(i_2, j_2), t+i} = \sigma \left( \sum_{j=1}^{r_{\text{net}}} w^{(r-1)}_{i, j} \cdot (o^{(r-1)} \circ f(x))_{(i_2, j_2), t+j} + w^{(r-1)}_{i, 0} \right)
\]
for all $i \in \{1, \ldots, r_{\text{net}}\}$, $r \in \{2, \ldots, L_{\text{net}}\}$, $(i_2, j_2) \in I$ and all $x \in [0,1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)}$. Then we get by equation (22) and the definition of $g_i^{(r)}$ that
\[
(o^{(r)} \circ f(x))_{(i_2, j_2), t+i} = g_i^{(r)} \left( (f(x))_{i_2, r_{\text{net}}}, (f(x))_{(i_2, j_2), s_1}, (f(x))_{(i_2, j_2 + \delta), s_2}, (f(x))_{(i_2, j_2 + \delta), s_3}, (f(x))_{(i_2, j_2 + \delta), s_4} \right)
\]
for all $i \in \{1, \ldots, r_{\text{net}}\}$, $r \in \{2, \ldots, L_{\text{net}}\}$, $(i_2, j_2) \in I$ and all $x \in [0,1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)}$. Now in layer $L_{\text{net}} + 1$ in channel $s_5$ we set
\[
w^{(L_{\text{net}}+1)}_{1, t_2, s, s_5} = 0
\]
for all $(t_1, t_2) \neq (1,1)$ and all $s \in \{1, \ldots, t + r_{\text{net}}\}$ and choose the only nonzero weights by
\[
w^{(L_{\text{net}}+1)}_{1, l+i, s, s_5} = w^{(L_{\text{net}})}_{1, l, t}, \quad w^{(L_{\text{net}}+1)}_{s_5} = w^{(L_{\text{net}})}_{1, 0}
\]
for $i \in \{1, \ldots, r_{\text{net}}\}$. Consequently, we obtain
\[
(o^{(L_{\text{net}}+1)}_{t+r_{\text{net}}, t+r_{\text{net}}}, s_5) \circ f(x)_{(i_2, j_2), s_5} = \sigma \left( \sum_{i=1}^{r_{\text{net}}} w^{(L_{\text{net}})}_{1, i, t} \cdot (o^{(L_{\text{net}})} \circ f(x))_{(i_2, j_2), t+i} + w^{(L_{\text{net}})}_{1, 0} \right)
\]
\[
= \sigma \left( g_{\text{net}} \left( (f(x))_{(i_2, j_2), s_1}, (f(x))_{(i_2, j_2), s_2}, (f(x))_{(i_2, j_2 + \delta), s_3}, (f(x))_{(i_2, j_2 + \delta), s_4} \right) \right)
\]
for all $(i_2, j_2) \in I$ and all $x \in [0,1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)}$. \hfill \Box
Proof of Lemma 1. Without loss of generality we can assume \( n > 0 \) (in the case \( n = 0 \) the assertion is trivial because \( f_{\text{sub}}^{(1)} = f_{\text{max}}^{(1)} \)). In the proof we will use the fact that for \( x \geq 0 \) we have

\[
\sigma(x) = \max\{x, 0\} = x
\]

which enables us to propagate a nonnegative value \( x_{(i,j),s_1} \geq 0 \) computed in a layer of a convolutional neural network in channel \( s_1 \) at position \((i,j)\) to the next convolutional layer by

\[
\left( o_{(k',k),M,w_1}(x) \right)_{(i,j),s_2} = \sigma\left( x_{(i,j),s_1} \right) = x_{(i,j),s_1}
\]

with a corresponding weight vector \( w_1 \) whose weights are chosen accordingly from the set \( \{0,1\} \) in channel \( s_2 \). Furthermore, we will use an auxiliary network \( g_{\text{max}} : \mathbb{R}^4 \to \mathbb{R} \) which calculates the maximum of its arguments in case they are nonnegative. Therefore we note that for \( a \geq 0 \) and \( b \in \mathbb{R} \) we have

\[
\max\{a,b\} = \max\{b-a,0\} + \max\{a,0\} = \sigma(b-a) + \sigma(a).
\]

Then we define the network \( g_{\text{max}} \) with two hidden layers and at most four neurons per layer by

\[
g_{\text{max}}(x) = \sigma(\sigma(x_2 - x_1) + \sigma(x_1) - (\sigma(x_4 - x_3) + \sigma(x_3))) + \sigma(\sigma(x_4 - x_3) + \sigma(x_3)).
\]

For \( x \in \mathbb{R}^4_+ \) equation (24) then implies

\[
g_{\text{max}}(x) = \max\{\max\{x_1,x_2\},\max\{x_3,x_4\}\} = \max\{x_1,x_2,x_3,x_4\}.
\]

The idea is to use Lemma 2 several times with the network \( g_{\text{net}} = g_{\text{max}} \) and with appropriate growing values for \( \delta \) to mimic the maximum computation of the local max-pooling layer. Since we want to choose the weight matrices \( w_1, \ldots, w_z \) of our convolutional block \( o^{(z)}_{(2k+4,2k+4),M} \) layer by layer we define the function

\[
o^{(0)} : [0,1]^{1 \ldots d_1} \times \{ \ldots \} \to \mathbb{R}^{I \times 1 \ldots 2k+4}
\]

by \( o^{(0)} = f \) and define recursively the functions \( o^{(t)} : [0,1]^{1 \ldots d_1} \times \{ \ldots \} \to \mathbb{R}^{I \times 1 \ldots 2k+4} \) by

\[
o^{(t)} = o_{(2k+4,2k+4),M,w_t} \circ o^{(t-1)}
\]

for \( t = 1, \ldots, z \). We show that we can choose the weights \( w_1, \ldots, w_z \) of \( o^{(z)}_{(2k+4,2k+4),M} \) such that the following property (*) holds for all \( r \in \{0, \ldots, n\} \) by induction on \( r \):

(*) For all \( s \in \{1, \ldots, k\}, (i,j) \in I \) and \( x \in [0,1]^{1 \ldots d_1} \times \{ \ldots \} \) it holds that

\[
\left( o^{(r,3-k)}(x) \right)_{(i,j),s} = \max_{(i,j) \in \{0, \ldots, i+2^r-1\} \times \{j, \ldots, j+2^r-1\} \cap I} \left( f(x) \right)_{(i,j),s}.
\]
For the case $r = 0$ the assertion follows due to the definition of $o^{(0)}$. Now assume property (\*) is true for some $r \in \{0, \ldots, n - 1\}$. The idea is to use successively Lemma 2 for the computation of each network

$$
\sigma \left( g_{\text{max}} \left( \left( o^{(r \cdot 3 \cdot k)}(x) \right)_{(i,j),s}, \left( o^{(r \cdot 3 \cdot k)}(x) \right)_{(i+2^r,j),s}, \left( o^{(r \cdot 3 \cdot k)}(x) \right)_{(i+2^r,j+2^r),s} \right) \right)
$$

(25)

for $s = 1, \ldots, k$ and store the computed values in the corresponding channels

$$1, \ldots, k$$

by propagating computed values to the next layer using equation (23). By equation (23) and because of the induction hypothesis (\*) we can choose the weights

$$w_{r \cdot 3 \cdot k + 1} \ldots w_{(r+1) \cdot 3 \cdot k}$$

of our convolutional block in the channels

$$k + 1, \ldots, 2 \cdot k$$

such that for all $t \in \{r \cdot 3 \cdot k + 1, \ldots, (r + 1) \cdot 3 \cdot k\}$, $s \in \{1, \ldots, k\}$ and $(i, j) \in I$ it holds that

$$\left( o^{(t)}(x) \right)_{(i,j),k+s} = \left( o^{(r \cdot 3 \cdot k)}(x) \right)_{(i,j),s}$$

for all $x \in [0, 1]^{d_1} \times [1, \ldots, d_2]$. Now, by using Lemma 2 for each $s \in \{1, \ldots, k\}$ with parameters

$$s_m = \mathbb{1}_{\mathbb{N} \setminus \{1\}}(s) \cdot k + s$$

for $m \in \{1, \ldots, 4\}$ and $s_5 = s$, we can calculate the values (25) in layers

$$3 \cdot r \cdot k + (s - 1) \cdot 3 + 1, \ldots, 3 \cdot r \cdot k + s \cdot 3$$

by choosing corresponding weights in channels

$$s, 2 \cdot k + 1, \ldots, 2 \cdot k + 4$$

such that we have

$$\left( (o^{(3 \cdot r \cdot k + 3 \cdot s)} \circ f)(x) \right)_{(i,j),s}$$

$$= \sigma \left( g_{\text{max}} \left( \left( o^{(r \cdot 3 \cdot k)}(x) \right)_{(i,j),s}, \left( o^{(r \cdot 3 \cdot k)}(x) \right)_{(i+2^r,j),s}, \left( o^{(r \cdot 3 \cdot k)}(x) \right)_{(i+2^r,j+2^r),s} \right) \right)$$
for all $x \in [0,1]^{[1,\ldots,d_1] \times [1,\ldots,d_2]}$, $s \in \{1,\ldots,k\}$ and $(i,j) \in I$, where we set

$$(o^{(r-3,k)}(x))_{(i,j+2r),s} = 0$$

for $(i,j) \notin I$. Once a value has been saved in layer $3 \cdot r \cdot k + 3 \cdot s$, it will be propagated to the next layer using equation 23 such that we have

$$(o^{(r-3,k)}(x))_{(i,j),s} = \sigma\left(g_{max}\left((o^{(r-3,k)}(x))_{(i,j),s}, (o^{(r-3,k)}(x))_{(i+2r,j),s}\right)\right)$$

for all $(i,j) \in I$ and $s \in \{1,\ldots,k\}$, where the last line follows from the induction hypothesis. Finally, the assertion follows from the definition of the subsampling layer $f_{sub}$ and the local max-pooling layer $f_{max}$.

In order to represent a convolutional neural network with several subsampling layers by a convolutional neural network with a single subsampling layer on top of all convolutional layers (as in $F_3(\theta_3)$) we will use the next lemma.

**Lemma 3** Let $i_1, i_2, n, k, k' \in \mathbb{N}$ and set

$I = \{1,\ldots,i_1\} \times \{1,\ldots,i_2\}$ and $\bar{I} = \{1,\ldots,\lceil i_1/n \rceil\} \times \{1,\ldots,\lceil i_2/n \rceil\}$.

Furthermore, let

$$f : \mathbb{R}^{[1,\ldots,d_1] \times [1,\ldots,d_2]} \rightarrow \mathbb{R}^{\bar{I} \times [1,\ldots,k']}$$

be a function and let

$$o^{(z)}_{(k',k),M} : \mathbb{R}^{\bar{I} \times [1,\ldots,k']} \rightarrow \mathbb{R}^{\bar{I} \times [1,\ldots,k]}$$

be a convolutional block defined as in Subsection 3.2 with $z \in \mathbb{N}$ layers and a filter size of $M \in \mathbb{N}$ and fixed weight matrices $w_1,\ldots,w_z$. Then there exist a convolutional block

$$o^{(z)}_{(k',k),(M-1) \cdot n+1} : \mathbb{R}^{\bar{I} \times [1,\ldots,k']} \rightarrow \mathbb{R}^{\bar{I} \times [1,\ldots,k]}$$

such that

$$f_{sub}^{(n)} \circ o^{(z)}_{(k',k),(M-1) \cdot n+1} \circ f = o^{(z)}_{(k',k),M} \circ f_{sub}^{(n)} \circ f.$$
Proof. The idea is to access in each convolutional layer of $\tilde{o}^{(z)}_{(k',k),(M-1)\cdot n+1}$ only the values of the positions of the previous layer that would remain after applying the subsampling layer $f_{sub}^{(n)}$ to the previous layer. We will achieve this by choosing the weight matrices $\tilde{w}_1, \ldots, \tilde{w}_2$ of $\tilde{o}^{(z)}_{(k',k),(M-1)\cdot n+1}$ such that they have non-zero values only at the positions of the index set $J \subset \{1, \ldots, (M - 1)\cdot n + 1\}^2$ defined by

$$J = \{(t_1 - 1) \cdot n + 1, (t_2 - 1) \cdot n + 1 : t_1, t_2 \in \{1, \ldots, M\}\}.$$ 

The values of the weights matrices $\tilde{w}_1, \ldots, \tilde{w}_2$ that are non-zero then match the values of the weight matrices $w_1, \ldots, w_z$ of the convolutional block $o^{(z)}_{(k',k),M}$. In the proof we set

$$k'(t) = \begin{cases} k' & \text{if } t = 1 \\ k & \text{else} \end{cases}$$

and note that the weight matrices $w_1, \ldots, w_z$ of the convolutional block $o^{(z)}_{(k',k),M}$ are of the following form

$$w_t = \left( \begin{array}{c} w_{i,j,s_1,s_2}^{(t)} \\ \end{array} \right)_{1 \leq i,j \leq M, s_1 \in \{1, \ldots, k'(t)\}, s_2 \in \{1, \ldots, k\}}$$

for $t \in \{1, \ldots, z\}$. For $(i, j) \in \{1, \ldots, (M - 1)\cdot n + 1\}^2$, $t \in \{1, \ldots, z\}$, $s_1 \in \{1, \ldots, k'(t)\}$, $s_2 \in \{1, \ldots, k\}$ we set

$$\tilde{w}_{i,j,s_1,s_2}^{(t)} = \begin{cases} w_{i,j,s_1,s_2}^{(t)} & \text{if } (i, j) \in J \\ 0 & \text{elsewhere} \end{cases}$$

(26)

and

$$\tilde{w}_{s_2}^{(t)} = w_{s_2}^{(t)}.$$

Since we want to show the assertion by an induction on the layers of the convolutional blocks we define $\tilde{o}^{(0)} = o$, $\tilde{o}^{(0)} = f^{(n)}_{sub} \circ f$ and for $t = 1, \ldots, z$ we define the functions

$$o^{(t)} = o_{(k',k),M, w_t} \circ o^{(t-1)}$$

and

$${\tilde{o}}^{(t)} = {\tilde{o}}_{(k',k),(M-1)\cdot n+1, \tilde{w}_t} \circ {\tilde{o}}^{(t-1)}.$$

We then show by induction on $t$ that we have

$$(\tilde{o}^{(t)}(x))_{((i-1)n+1, (j-1)n+1), s} = (o^{(t)}(x))_{(i,j), s}$$

for all $(i, j) \in I$, $x \in \mathbb{R}^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}}$ and $t \in \{0, \ldots, z\}$. For $t = 0$ the assertion follows directly from the definition of the subsampling layer $f^{(n)}_{sub}$. Now assume the assertion is true for some $t \in \{0, \ldots, z-1\}$. For $(i, j) \in I$, $s \in \{1, \ldots, k\}$ and $x \in \mathbb{R}^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}}$ we get by the induction hypothesis and the definition of the weights (26)

$$(\tilde{o}^{(t+1)}(x))_{((i-1)n+1, (j-1)n+1), s} = (\tilde{o}^{(t)}(x))_{((i-1)n+1, (j-1)n+1), s}$$
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\[
\sigma \left( \sum_{s_1=1}^{k'(t+1)} \sum_{(t_1,t_2) \in J} \tilde{w}_{t_1,t_2,s_1,s_2}^{(t+1)} \cdot (\tilde{o}^{(t)}(x))_{((i-1)\cdot n+t_1,(j-1)\cdot n+t_2),s_1} + \bar{w}_{s_2}^{(t+1)} \right)
\]

\[
= \sigma \left( \sum_{s_1=1}^{k'(t+1)} \sum_{(t_1,t_2) \in \{1,\ldots,M\}} \tilde{w}_{t_1,t_2}^{(t+1)} \cdot (\tilde{o}^{(t)}(x))_{((i+t_1-2)\cdot n+1,(j+t_2-2)\cdot n+1),s_1} + \bar{w}_{s_2}^{(t+1)} \right)
\]

\[
= \sigma \left( \sum_{s_1=1}^{k'(t+1)} \sum_{(t_1,t_2) \in \{1,\ldots,M\}} \tilde{u}_{t_1,t_2,s_1,s_2}^{(t+1)} \cdot (\tilde{o}^{(t)}(x))_{((i+t_1-1,1),(j+t_2-1,1)),s_1} + \bar{w}_{s_2}^{(t+1)} \right)
\]

\[
= \left( o^{(t+1)}(x) \right)_{(i,j),s},
\]

where the fourth equality follows from the induction hypothesis together with the fact that

\[
((i + t_1 - 2) \cdot n + 1, (j + t_2 - 2) \cdot n + 1) \in I \iff (i + t_1 - 1, i + t_2 - 1) \in \tilde{I}
\]

implied by Lemma 4 a) below. The assertion then follows because of the definition of the subsampling layer \( f^{(n)}_{sub} \).

\[\square\]

**Lemma 4** Let \( a, b, c \in \mathbb{N} \).

a) It holds that

\[
(a - 1) \cdot b + 1 \leq c \iff a \leq \left\lfloor \frac{c}{b} \right\rfloor.
\]

b) It holds that

\[
\left\lfloor \frac{c}{a \cdot b} \right\rfloor = \left\lfloor \frac{\left\lfloor c/a \right\rfloor}{b} \right\rfloor.
\]

**Proof.** a) We have

\[
(a - 1) \cdot b + 1 \leq c \iff a \leq \frac{c + (b - 1)}{b} \iff a \leq \left\lfloor \frac{c + (b - 1)}{b} \right\rfloor
\]

and

\[
\left\lfloor \frac{c + (b - 1)}{b} \right\rfloor = \max \left\{ k \in \mathbb{Z} : k \leq \frac{c + (b - 1)}{b} \right\}
\]

\[
= \min \left\{ k \in \mathbb{Z} : k + 1 > \frac{c + (b - 1)}{b} \right\}
\]

\[
= \min \left\{ k \in \mathbb{Z} : k + 1 \geq \frac{c + (b - 1)}{b} + 1 \right\}
\]
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\[ \left\lceil \frac{c}{b} \right\rceil. \]

b) We set \( x := \left\lceil \frac{c}{a} \right\rceil - \frac{c}{a} \) and calculate
\[ \left\lceil \frac{c}{a \cdot b} \right\rceil = \min \left\{ k \in \mathbb{Z} : k \geq \left\lceil \frac{c}{a} \right\rceil - \frac{c}{b} \right\}. \]

In the following, we show a connection between the three classes of convolutional neural networks from Section 3.6.

**Lemma 5** Let \( d_1, d_2, L, z \in \mathbb{N} \), \( k = (k_1, \ldots, k_L) \in \mathbb{N}^L \) and \( s_0, \ldots, s_{L-1} \in \{2^0, \ldots, 2^{L-1}\} \) with
\[ \prod_{i=0}^{k} s_i \leq 2^k \tag{27} \]
and denote \( s = (s_1, \ldots, s_{L-1}) \) and \( \bar{k} = (2 \cdot k_1 + 4, \ldots, 2 \cdot k_L + 4) \). For \( r \in \{1, \ldots, L\} \) set
\[ M_r = \frac{2^{r-1}}{\prod_{i=0}^{L-1} s_i} + 1, \quad \bar{M}_r = 2^{r-1} + 1 \quad \text{and} \quad s = \prod_{i=1}^{L-1} s_i. \]
Furthermore, set \( k_{\text{max}} = \max\{k_1, \ldots, k_L\}, s_{\text{max}} = \max\{s_1 \ldots, s_{L-1}\} \) and
\[ \bar{z} = 3 \cdot k_{\text{max}} \cdot \log_2(s_{\text{max}}). \]

Let \( \mathcal{F}_1(\theta_1), \mathcal{F}_2(\theta_2) \) and \( \mathcal{F}_3(\theta_3) \) be the function classes from Subsection 3.5 with parameters \( \theta_1 = (L, k, M, z, s, d) \), \( \theta_2 = (L, \bar{k}, M, \bar{z}, s, d) \) and \( \theta_3 = (L, \bar{k}, \bar{M}, \bar{z}, s, d) \) with arbitrary output bounds \( d \). Then we have
\[ \mathcal{F}_1(\theta_1) \subset \mathcal{F}_2(\theta_2) \subset \mathcal{F}_3(\theta_3). \]

**Proof.** First we show that \( \mathcal{F}_1(\theta_1) \subset \mathcal{F}_2(\theta_2) \). Let \( f \in \mathcal{F}_1(\theta_1) \) defined by
\[ f = f^{(d_1, d_2)}_{\text{out}} \circ o^{(z)}_{(k_{L-1}, k_L), M_L} \circ f^{(s_{L-1})}_{\text{max}} \circ o^{(z)}_{(k_{L-2}, k_{L-1}), M_{L-1}} \circ \cdots \circ f^{(s_1)}_{\text{max}} \circ o^{(z)}_{(1, k_1), M_1}. \]
with weight vector \( w = ((w_{r,1}, \ldots, w_{r,L})_{r \in \{1, \ldots, L\}}, w_{\text{out}}) \) (as defined in Section 3.5). The idea is to modify the convolutional neural network \( f \) such that we can use Lemma [\( \square \)] at the end of each convolutional block to replace each local max-pooling layer by a convolutional block followed by a local subsampling layer. To use Lemma [\( \square \)], we add \( k_r + 4 \) channels in each convolutional block \( r \in \{1, \ldots, L\} \) to each convolutional layer. Already existing
weights remain the same and the weights added in the \( t \)-th convolutional layer in the \( r \)-th convolutional block are chosen such that we have
\[
w^{(t)}_{i,j,s_1,s_2} = 0 \quad \text{if} \quad s_1 > k_{r-1} \quad \text{and} \quad s_2 \leq k_r
\]
for the corresponding weight vector (defined as in Section 3.1) for all \( r \in \{1, \ldots, L\} \) and \( t \in \{1, \ldots, z\} \) (with \( k_0 = 1 \)). Then we get convolutional blocks
\[
\tilde{o}^{(z)}_{(1,2,k_{1}+4),M_1} \cdots \tilde{o}^{(z)}_{(2k_{L-1}+4,2k_{L}+4),M_L}
\]
with the following property:
\[
\left( \tilde{o}^{(z)}_{(2k_{r-1}+4,2k_{r}+4),M_r} \circ \cdots \circ f^{(s_2)}_{\max} \circ \tilde{o}^{(z)}_{(2k_{1}+4,2k_{2}+4),M_2} \circ f^{(s_1)}_{\max} \circ \tilde{o}^{(z)}_{(1,2,k_{1}+4),M_1}(x) \right)_{(i,j),s}
= \left( \tilde{o}^{(z)}_{(k_{r-1},k_r),M_r} \circ \cdots \circ f^{(s_2)}_{\max} \circ \tilde{o}^{(z)}_{(k_1,k_2),M_2} \circ f^{(s_1)}_{\max} \circ \tilde{o}^{(z)}_{(1,k_1),M_1}(x) \right)_{(i,j),s}
\]
(28)
for all \( s \in \{1, \ldots, k_r\}, \ r \in \{1, \ldots, L\}, \ x \in [0,1]^{[1, \ldots, d_1] \times [1, \ldots, d_2]} \) and \((i, j) \in I_r\), where \( I_r \subset \mathbb{N}^2 \) denotes the corresponding index set defined by the codomain of the convolutional blocks of the network \( f \). Because of inequality (27) we have
\[
M_r = \frac{2^r}{\prod_{i=0}^{r} s_i} \cdot \frac{s_r}{2} + 1 \geq \frac{s_r}{2} + 1
\]
for all \( r \in \{1, \ldots, L - 1\} \). Therefore we can apply Lemma \( \square \) which yields convolutional blocks
\[
\tilde{o}^{(z)}_{(3k_{1} \log_2(s_1),1)} \cdots \tilde{o}^{(z)}_{(3k_{L-1} \log_2(s_{L-1}),1)}
\]
so that together with equation (28) we get
\[
\left( \tilde{o}^{(z)}_{(2k_{L-1}+4,2k_{L}+4),M_L} \circ f^{(s_{L-1})}_{\sub} \circ \tilde{o}^{(z)}_{(3k_{L-1} \log_2(s_{L-1}),1)} \circ \tilde{o}^{(z)}_{(2k_{L-2}+4,2k_{L-1}+4),M_{L-1}} \circ \cdots \circ f^{(s_1)}_{\sub} \circ \tilde{o}^{(z)}_{(3k_{1} \log_2(s_1),1)} \circ \tilde{o}^{(z)}_{(2k_{1}+4,2k_{2}+4),M_2} \circ \tilde{o}^{(z)}_{(1,2,k_{1}+4),M_1}(x) \right)_{(i,j),s}
= \left( \tilde{o}^{(z)}_{(k_{L-1},k_{L}),M_L} \circ f^{(s_{L-1})}_{\max} \circ \tilde{o}^{(z)}_{(k_{L-2},k_{L-1}),M_{L-1}} \circ \cdots \circ f^{(s_1)}_{\max} \circ \tilde{o}^{(z)}_{(1,k_1),M_1}(x) \right)_{(i,j),s}
\]
for all \( s \in \{1, \ldots, k_L\}, \ x \in [0,1]^{[1, \ldots, d_1] \times [1, \ldots, d_2]} \) and \((i, j) \in I_L\). By the idea of propagating calculated values to the next layer (cf., equation (28)) we can add appropriate many convolutional layers to each convolutional block such that there are convolutional blocks
\[
\tilde{o}^{(z)}_{(1,k_1),M_1} \cdots \tilde{o}^{(z)}_{(k_{L-1},k_{L}),M_L}
\]
satisfying
\[
\left( \tilde{o}^{(z)}_{(k_{L-1},k_{L}),M_L} \circ f^{(s_{L-1})}_{\sub} \circ \tilde{o}^{(z)}_{(k_{L-2},k_{L-1}),M_{L-1}} \circ \cdots \circ f^{(s_1)}_{\sub} \circ \tilde{o}^{(z)}_{(1,k_1),M_1}(x) \right)_{(i,j),s}
= \left( \tilde{o}^{(z)}_{(k_{L-1},k_{L}),M_L} \circ f^{(s_{L-1})}_{\max} \circ \tilde{o}^{(z)}_{(k_{L-2},k_{L-1}),M_{L-1}} \circ \cdots \circ f^{(s_1)}_{\max} \circ \tilde{o}^{(z)}_{(1,k_1),M_1}(x) \right)_{(i,j),s}
\]
(29)
for all \( s \in \{1, \ldots, k_L\} \), \((i, j) \in I_L\) and \( x \in [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \). Finally, we define the output layer \( f_{\text{out}}^{(d_1, d_2)} : \mathbb{R}^{I_L \times (1, \ldots, 2k_L+4)} \rightarrow \mathbb{R} \) by defining the output weights

\[
\tilde{w}_{\text{out}} = (\tilde{w}_s)_{s \in \{1, \ldots, 2k_L+4\}}
\]

of \( f_{\text{out}}^{(d_1, d_2)} \) using the output weights \( w_s \) of \( f_{\text{out}}^{(d_1, d_2)} \) as follows:

\[
w_s = \begin{cases} 
    w_s & \text{if } s \in \{1, \ldots, k_L\}, \\
    0 & \text{else}.
\end{cases}
\]

We conclude by using equation (29)

\[
f = f_{\text{out}}^{(d_1, d_2)} \circ \tilde{d}(\bar{z})_{(k_L-1, k_L), M_L} \circ f_{\text{sub}}^{(s_L-1)} \circ \tilde{d}(\bar{z})_{(k_L-2, k_L-1), M_{L-1}} \circ \cdots \circ f_{\text{sub}}^{(s_1)} \circ \tilde{d}(\bar{z})_{(1, k_1), M_1} \in \mathcal{F}_2(\theta_2).
\]

Now it remains to show that \( \mathcal{F}_2(\theta_2) \subset \mathcal{F}_3(\theta_3) \). Therefore let \( f \in \mathcal{F}_2(\theta_2) \) defined by

\[
f = f_{\text{out}}^{(d_1, d_2)} \circ \tilde{d}(\bar{z})_{(k_L-1, k_L), M_L} \circ f_{\text{sub}}^{(s_L-1)} \circ \tilde{d}(\bar{z})_{(k_L-2, k_L-1), M_{L-1}} \circ \cdots \circ f_{\text{sub}}^{(s_1)} \circ \tilde{d}(\bar{z})_{(1, k_1), M_1},
\]

Here the idea is, as long as an expression of the form \( \tilde{d}(\bar{z})_{(k', k), M} \circ f_{\text{sub}}^{(s)} \) exists for some \( s, M \in \mathbb{N} \) in the representation of \( f \), to replace it with an expression of the form

\[
f_{\text{sub}}^{(s)} \circ \tilde{d}(\bar{z})_{(k', k), (M-1) \cdot s + 1}
\]

by using Lemma 3. If we start with the subsampling layer \( f_{\text{sub}}^{(s_L-1)} \) and move each subsampling layer to the end of all convolutional blocks in descending order \( L-1, L-2, \ldots, 1 \), we need to apply Lemma 3

\[
\underbrace{1}_{\text{for } f_{\text{sub}}^{(s_L-1)}} + \underbrace{2}_{\text{for } f_{\text{sub}}^{(s_L-2)}} + \cdots + \underbrace{L-1}_{\text{for } f_{\text{sub}}^{(s_1)}} = \frac{L \cdot (L-1)}{2}
\]

times to get convolutional blocks \( \tilde{d}(\bar{z})_{(k_1, k_2), M^{(1)}}, \ldots, \tilde{d}(\bar{z})_{(k_L, k_L), M^{(L-1)}} \) such that

\[
f = f_{\text{out}}^{(d_1, d_2)} \circ \tilde{d}(\bar{z})_{(k_L-1, k_L), M_L} \circ f_{\text{sub}}^{(s_L-1)} \circ \tilde{d}(\bar{z})_{(k_L-2, k_L-1), M_{L-1}} \circ \cdots \circ f_{\text{sub}}^{(s_1)} \circ \tilde{d}(\bar{z})_{(1, k_1), M_1}
\]

\[
f = f_{\text{out}}^{(d_1, d_2)} \circ f_{\text{sub}}^{(s_L-1)} \circ \cdots \circ f_{\text{sub}}^{(s_1)} \circ \tilde{d}(\bar{z})_{(k_L, k_L), M^{(L-1)}} \circ \cdots \circ \tilde{d}(\bar{z})_{(k_1, k_2), M^{(1)}},
\]

where the filter size \( M^{(r-1)} \) is recursively given by

\[
M^{(r)} = \left( M^{(r-1)} - 1 \right) \cdot s_{r-t} + 1
\]

for \( t \in \{1, \ldots, r-1\} \) and \( M^{(0)} = M_r \) for \( r \in \{2, \ldots, L\} \). By an induction on \( t \) it is easy to see that

\[
M^{(t)} = \frac{2^{r-1}}{\prod_{i=0}^{t-1} s_i} + 1
\]
for \( t \in \{0, \ldots, r - 1\} \), which implies that \( M^r_{(r-1)} = 2^{r-1} + 1 = M_r \) for \( r \in \{2, \ldots, L\} \). It now remains to show

\[
    f^{(s_1,s_2,\ldots,s_{L-1})}_{sub} = f^{(s_1)}_{sub} \circ f^{(s_2)}_{sub} \circ \ldots \circ f^{(s_{L-1})}_{sub},
\]

which follows from Lemma 4 b). \( \square \)

C. An approximation result for convolutional neural networks

In this section, we prove the approximation result for the hierarchical max-pooling model with feature constraint and local max-pooling parameter by the convolutional neural networks with several local max-pooling layers (as in \( F_1(\theta_1) \)) which we used in the proof of Theorem 1. In the following \( d_1, d_2 \in \mathbb{N} \setminus \{1\} \) denote the image dimensions and we assume that the function

\[
m : [0, 1]^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}} \rightarrow [0, 1]
\]

satisfies a hierarchical max-pooling model of level \( l \in \mathbb{N} \) with feature constraint \( b = (b_1, \ldots, b_{l-1}) \) and local max-pooling parameter \( n = (n_1, \ldots, n_{l-1}) \) (see Definition 3 from Section 2) where the feature maps are described by

\[
z_{k,s} : [0, 1]^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}} \rightarrow [0, 1]^{\{1, \ldots, \lceil d_1(k)/n_k \rceil\} \times \{1, \ldots, \lceil d_2(k)/n_k \rceil\}}
\]

for \( k = 0, \ldots, l \) and \( s = 1, \ldots, b_k \) and

\[
y_{k,s} : [0, 1]^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}} \rightarrow [0, 1]^{\{1, \ldots, d_1(k)\} \times \{1, \ldots, d_2(k)\}}
\]

and

\[
g_{k,s} : \mathbb{R}^4 \rightarrow [0, 1]
\]

for \( k = 1, \ldots, l \) and \( s = 1, \ldots, b_k \). The above dimensions \( d_1(k) \) and \( d_2(k) \) are defined as in Definition 3 by

\[
d_1(k) = \left\lfloor \frac{d_1(k-1)}{n_{k-1}} \right\rfloor - \delta_{k-1} \text{ and } d_2(k) = \left\lfloor \frac{d_2(k-1)}{n_{k-1}} \right\rfloor - \delta_{k-1},
\]

for \( k = 1, \ldots, l \) with \( d_1(0) = d_1, d_2(0) = d_1 \), and \( \delta_k = 2^{k} / \prod_{i=0}^{k} n_i \).

Our aim is to show that a convolutional neural network from class \( F_1(\theta_1) \) can mimic a function

\[
    \tilde{m} : [0, 1]^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}} \rightarrow [0, 1]
\]

of the following form, which then approximates the function \( m \).

Define \( \tilde{m} \) by

\[
    \tilde{m}(x) = \max_{(i,j) \in \{1, \ldots, d_1(l)\} \times \{1, \ldots, d_2(l)\}} (\tilde{z}(x))_{(i,j)},
\]

where \( \tilde{z}(x) \) is a function as described above.
Then for any \( \bar{z} \) satisfy

\[
\bar{z} = \bar{z}_{l,1}
\]

for some \( \bar{z}_{k,s} : [0, 1]^{[1, \ldots, d_1]} \times \{1, \ldots, d_2\} \to \mathbb{R}^{[1, \ldots, [d_1(k)/n_k]]} \times \{1, \ldots, [d_2(k)/n_k]\} \)

recursively defined by:

1. Let \( \bar{g}_{k,s} : \mathbb{R}^d \to \mathbb{R} \) be functions for \( k \in \{1, \ldots, l\} \) and \( s \in \{1, \ldots, b_k\} \) and set

\[
\bar{z}_{0,1}(x) = x.
\]

2. We define recursively functions

\[
\bar{y}_{k,s} : [0, 1]^{[1, \ldots, d_1]} \times \{1, \ldots, d_2\} \to \mathbb{R}^{[1, \ldots, d_1(k)]} \times [1, \ldots, d_2(k)}
\]

for \( k = 1, \ldots, l \) by

\[
(\bar{y}_{k,s}(x))_{(i,j)} = \sigma(\bar{g}_{k,s}(\bar{z}_{k-1,r_1(k,s)}(x))_{(i,j)}, (\bar{z}_{k-1,r_2(k,s)}(x))_{(i+\delta_{k-1,j}),j}, (\bar{z}_{k-1,r_3(k,s)}(x))_{(i,j+\delta_{k-1}),j}, (\bar{z}_{k-1,r_4(k,s)}(x))_{(i+\delta_{k-1,j}+\delta_{k-1}),j})
\]

(33)

for \( k = 1, \ldots, l, s = 1, \ldots, b_k, (i,j) \in \{1, \ldots, d_1(k)\} \times \{1, \ldots, d_2(k)\}, r_1(k,s), r_2(k,s), r_3(k,s), r_4(k,s) \in \{1, \ldots, b_{k-1}\} \).

3. Next we define

\[
(\bar{z}_{k,s}(x))_{(i,j)} = \max_{(i_2,j_2) \in N_{(i,j)}^{(k)}} (\bar{y}_{k,s}(x))_{(i_2,j_2)}
\]

(34)

for \( k = 1, \ldots, l, s = 1, \ldots, b_k \) and \( (i,j) \in \{1, \ldots, [d_1(k)/n_k]\} \times \{1, \ldots, [d_2(k)/n_k]\} \),

where the neighborhoods \( N_{(i,j)}^{(k)} \) are defined by equation (6). In equation (33), the ReLU activation function \( \sigma(x) = \max\{x, 0\} \) is applied on the right-hand side, as this will allow us to represent the approximation \( \bar{m} \) of \( m \) by a convolutional neural network, in the case where the functions \( \bar{g}_{k,s} \) are standard feedforward neural networks (cf., Lemma 7). On the other hand, applying the ReLU activation function does not affect our approximation result, since the functions \( g_{k,s} \) in the definition of \( m \) are \([0, 1]\)-valued. We start with the following result, which provides a slight extension of Lemma 4 in Kohler, Krzyzak and Walter (2020).

**Lemma 6** Assume that for all \( k \in \{1, \ldots, l\} \) and \( s \in \{1, \ldots, b_k\} \) the restriction \( g_{k,s}[-2, 2]^s : [-2, 2]^4 \to [0, 1] \) of the function (31) is Lipschitz continuous (with respect to the Euclidean distance) with Lipschitz constant \( C > 0 \). Furthermore, assume that for all \( k \in \{1, \ldots, l\} \) and \( s \in \{1, \ldots, b_k\} \)

\[
\|\bar{g}_{k,s}\|_{[-2, 2]^4, \infty} \leq 2.
\]

(35)

Then for any \( x \in [0, 1]^{[1, \ldots, d_1]} \times \{1, \ldots, d_2\} \) it holds:

\[
|m(x) - \bar{m}(x)| \leq (2C + 1)^{l-1} \cdot \max_{k \in \{1, \ldots, l\}, s \in \{1, \ldots, b_k\}} \|g_{k,s} - \bar{g}_{k,s}\|_{[-2, 2]^4, \infty}.
\]
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Proof. If \( a_1, b_1, \ldots, a_n, b_n \in \mathbb{R} \), then
\[
\left| \max_{i=1,\ldots,n} a_i - \max_{i=1,\ldots,n} b_i \right| \leq \max_{i=1,\ldots,n} |a_i - b_i|.
\] (36)

Indeed, in case \( a_1 = \max_{i=1,\ldots,n} a_i \geq \max_{i=1,\ldots,n} b_i \) (which we can assume w.l.o.g.) we have
\[
|\max_{i=1,\ldots,n} a_i - \max_{i=1,\ldots,n} b_i| = a_1 - \max_{i=1,\ldots,n} b_i \leq a_1 - b_1 \leq \max_{i=1,\ldots,n} |a_i - b_i|.
\]

Consequently it suffices to show
\[
\max_{(i,j) \in \{1,\ldots,d_1\} \times \{1,\ldots,d_2\}} \left| (z(x))_{(i,j)} - (\bar{z}(x))_{(i,j)} \right| \leq (2C + 1)^{k-1} \cdot \max_{k \in \{1,\ldots,l\}, s \in \{1,\ldots,b_k\}} \|g_{k,s} - \bar{g}_{k,s}\|_{[-2,2]^4,\infty}.
\]

This in turn follows from
\[
|\left( z_{k,s}(x) \right)_{(i,j)} - \left( \tilde{z}_{k,s}(x) \right)_{(i,j)} | \leq (2C + 1)^{k-1} \cdot \max_{i \in \{1,\ldots,k\}, s \in \{1,\ldots,b_k\}} \|g_{i,s} - \bar{g}_{i,s}\|_{[-2,2]^4,\infty} \tag{37}
\]

for all \( k \in \{1,\ldots,l\} \), all \( s \in \{1,\ldots,b_k\} \), all \( (i,j) \in \{1,\ldots,d_1(k)\} \times \{1,\ldots,d_2(k)\} \) and all \( x \in [0,1]^{[1,\ldots,d_1(k)] \times \{1,\ldots,d_2(k)\}} \), which we show in the sequel by induction on \( k \).

Because of equation (36) and since \( g_{1,s} \) is \([0,1]\)-valued for all \( s \in \{1,\ldots,b_1\} \) we get for \( k = 1, s \in \{1,\ldots,b_1\} \) and \((i,j) \in \{1,\ldots,[d_1(1)/n_1]\} \times \{1,\ldots,[d_2(1)/n_1]\}\) that
\[
\left| (z_{1,s}(x))_{(i,j)} - (\tilde{z}_{1,s}(x))_{(i,j)} \right| \leq \left| \max_{i,j} g_{1,s}(x_{i,j}, x_{i+1,j}, x_{i,j+1}, x_{i+1,j+1}) \right| - \sigma \left( \max_{i,j} g_{1,s}(x_{i,j}, x_{i+1,j}, x_{i,j+1}, x_{i+1,j+1}) \right) \leq \max_{i,j} \left| g_{1,s}(x_{i,j}, x_{i+1,j}, x_{i,j+1}, x_{i+1,j+1}) - \bar{g}_{1,s}(x_{i,j}, x_{i+1,j}, x_{i,j+1}, x_{i+1,j+1}) \right| \leq \|g_{1,s} - \bar{g}_{1,s}\|_{0,1]^4,\infty}.
\]

Assume now that (37) holds for some \( k \in \{1,\ldots,l-1\} \). The definition of \( \tilde{z}_{k,s} \) and inequality (36) imply that
\[
\left| (\tilde{z}_{k,s}(x))_{(i,j)} \right| \leq 2
\]
for all \( x \in [0,1]^{[1,\ldots,d_1(k)] \times \{1,\ldots,d_2(k)\}} \), \( s \in \{1,\ldots,b_k\} \) and \((i,j) \in \{1,\ldots,d_1(k)\} \times \{1,\ldots,d_2(k)\}\). Thus, because of the triangle inequality, the Lipschitz assumption on \( g \), inequality (36) and inequality (37) and since \( g_{k+1,s} \) is \([0,1]\)-valued we get
\[
\left| (\tilde{z}_{k+1,s}(x))_{(i,j)} - (\tilde{z}_{k+1,s}(x))_{(i,j)} \right| \leq \|g_{k+1,s} - \bar{g}_{k+1,s}\|_{[0,1]^4,\infty}.
\]
\[
\begin{align*}
&= \max_{\{(i_2,j_2)\in N^{(i+1)}_{(i,j)}\}} \left| y_{k+1,s}(x) \right|_{i_2,j_2} - \max_{\{(i_2,j_2)\in N^{(i+1)}_{(i,j)}\}} \left| \tilde{y}_{k+1,s}(x) \right|_{i_2,j_2} \\
\leq & \max_{\{(i_2,j_2)\in N^{(i+1)}_{(i,j)}\}} \left| y_{k+1,s} \left( z_{k,r_1(k+1,s)}(x) \right) \right|_{i_2,j_2} \left( z_{k,r_2(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2} \\
&- g_{k+1,s} \left( z_{k,r_1(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2, \delta_k} \\
&- g_{k+1,s} \left( z_{k,r_2(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2, \delta_k} \\
&+ \left| \tilde{z}_{k,r_3(k+1,s)}(x) \right|_{i_2,j_2, \delta_k,j_2, \delta_k} \\
&- \tilde{g}_{k+1,s} \left( \tilde{z}_{k,r_1(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2, \delta_k} \\
&- \tilde{g}_{k+1,s} \left( \tilde{z}_{k,r_2(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2, \delta_k} \\
&+ \left( \tilde{z}_{k,r_3(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2, \delta_k} \\
&\leq \max_{\{(i_2,j_2)\in N^{(i+1)}_{(i,j)}\}} C \cdot \left| \left( z_{k,r_1(k+1,s)}(x) \right)_{i_2,j_2} - \left( \tilde{z}_{k,r_1(k+1,s)}(x) \right)_{i_2,j_2} \right|^2 \\
&+ \left| \left( z_{k,r_2(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2} - \left( \tilde{z}_{k,r_2(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2} \right|^2 \\
&+ \left| \left( z_{k,r_3(k+1,s)}(x) \right)_{i_2,j_2, \delta_k} - \left( \tilde{z}_{k,r_3(k+1,s)}(x) \right)_{i_2,j_2, \delta_k} \right|^2 \\
&+ \left| \left( z_{k,r_4(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2, \delta_k} - \left( \tilde{z}_{k,r_4(k+1,s)}(x) \right)_{i_2,j_2, \delta_k,j_2, \delta_k} \right|^2 \\
&+ \left\| g_{k+1,s} - \tilde{g}_{k+1,s} \right\|_{[-2,2]^4, \infty} \\
\leq & \left( 2C \right) \cdot \left( 2C + 1 \right)^{k-1} \max_{i=1,...,k} \left\| g_i,s - \tilde{g}_i,s \right\|_{[-2,2]^4, \infty} \\
&+ \left\| g_{k+1,s} - \tilde{g}_{k+1,s} \right\|_{[-2,2]^4, \infty} \\
\leq & \left( 2C + 1 \right)^k \max_{i=1,...,k} \left\| g_i,s - \tilde{g}_i,s \right\|_{[-2,2]^4, \infty}
\end{align*}
\]
for all \( s \in \{1, \ldots, b_{k+1}\} \), \((i,j) \in \{1, \ldots, d_1(k+1)\} \times \{1, \ldots, d_2(k+1)\}\) and \( x \in [0,1]^{(1,\ldots,d_1) \times (1,\ldots,d_2)} \).

Our main approximation result is the following lemma which enables us to construct a convolutional neural network from feedforward neural networks approximating the functions in the definition of the hierarchical max-pooling model with feature constraint and local max-pooling parameter.

**Lemma 7**  Assume that the image dimensions \( d_1 \) and \( d_2 \) satisfy
\[
d_1 = 2^l \cdot m_1 - 1 \quad d_2 = 2^l \cdot m_2 - 1
\]
for some \( m_1, m_2 \in \mathbb{N} \setminus \{1\} \) and that the functions \( \tilde{g}_{r,s} : \mathbb{R}^4 \to \mathbb{R} \) in definition \((32)\) of \( \tilde{m} \) are standard feedforward neural networks with \( L_{net} \in \mathbb{N} \) hidden layers and \( r_{net} \in \mathbb{N} \) neurons per hidden layer for \( r \in \{1, \ldots, l\} \) and \( s \in \{1, \ldots, b_r\} \). Furthermore, set \( b_{\max} = \max\{b_1, \ldots, b_l\} \), choose the parameters
\[
l_{net} = l, \quad \tilde{d} = (\tilde{d}_1, \tilde{d}_2) = (d_1(l), d_2(l)) \quad \text{and} \quad z = b_{\max} \cdot (L_{net} + 1),
\]
and for \( r \in \{1, \ldots, l_{net}\} \) set
\[
k_r = 2 \cdot b_{\max} + r_{net}, \quad M_r = \delta_{r-1} + 1, \quad s_r = n_r.
\]
Then there exists some \( m_{net} \in \mathcal{F}_1 \left((l_{net}, k, M, z, s, \tilde{d})\right) \) such that
\[
\tilde{m}(x) = m_{net}(x)
\]
holds for all \( x \in [0,1]^{(1,\ldots,d_1) \times (1,\ldots,d_2)} \).

**Proof.**  The class of convolutional neural networks \( \mathcal{F}_1 \left((l_{net}, k, M, z, s, \tilde{d})\right) \) with parameters defined in Lemma \( \mathbb{L} \) consists of functions of the form
\[
f_{out}^{(d_1,d_2)} \circ o_{1}^{(z)}(\tilde{g}_{r,s}(x)) \circ f_{max}^{(m-1)} \circ o_{1}^{(z)}(\tilde{g}_{r-1,s}(x)) \circ M_{l-1} \circ \cdots \circ f_{max}^{(1)} \circ o_{1}^{(z)}(\tilde{g}_{1,s}(x)) \circ f_{max}^{(1)} \circ o_{1}^{(z)}(\tilde{g}_{1,s}(x)). \quad (38)
\]
The idea of the proof is to successively calculate the values
\[
((\tilde{g}_{r,s}(x))(i,j))_{(i,j) \in \{1,\ldots,d_1(r)\} \times \{1,\ldots,d_2(r)\}}
\]
from equation \((33)\) in distinct channels of the convolutional block \( o_{1}^{(z)}(\tilde{g}_{r,s}(x))_{(k_{r-1},k_r),M_r} \) corresponding to distinct values of \( s \in \{1, \ldots, b_r\} \) by applying Lemma 2 for each \( s \in \{1, \ldots, b_r\} \). Once computed, values are then propagated to the next layer using the weights from equation \((23)\). The values
\[
((\tilde{g}_{r,s}(x))(i,j))_{(i,j) \in \{1,\ldots,d_1(r)/n_r\} \times \{1,\ldots,d_2(r)/n_r\}}
\]
from equation \((34)\) can then be calculated by the local max-pooling layer \( f_{max}^{(n_r)} \).
Since we will show the result by induction on the \( l \) convolutional blocks, we define a recursive representation of \([35]\). We define \( f^{(0)} : \mathbb{R}^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \to \mathbb{R}^{(1, \ldots, d_1) \times (1, \ldots, d_2) \times (1)} \) by
\[
(f^{(0)}(x))_{(i,j),1} = x_{i,j}
\]
for \( (i, j) \in \{1, \ldots, d_1\} \times \{1, \ldots, d_2\} \) and for \( r = 1, \ldots, l \) we recursively define the functions
\[
g^{(r)} = o_{(k_{r-1}, k_r), M_r} \circ f^{(r-1)},
\]
where we set \( k_0 = 1 \) and define
\[
f^{(r)} = f_{\max}^{(n_r)} \circ g^{(r)}.
\]
We show that we can choose the weights of \( f^{(l)} \) such that the following property holds for \( r \in \{0, \ldots, l\} \) by induction on \( r \):

(* For all \( s \in \{1, \ldots, b_r\} \), \( (i, j) \in \{1, \ldots, [d_1(r)/n_r]\} \times \{1, \ldots, [d_2(r)/n_r]\} \) and \( x \in [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \) it holds that
\[
(f^{(r)}(x))_{(i,j),s} = (\bar{z}_{r,s}(x))_{(i,j)}.
\]

Because we have \( b_0 = n_0 = 1 \) property (*) is true for \( r = 0 \) by definition. Now assume property (*) is true for \( r \in \{0, \ldots, l-1\} \). We show that property (*) holds for \( r + 1 \) in two steps.

In the first step we show that there is a convolutional block \( o_{(k_r, k_{r+1}), M_{r+1}}^{(z)} \) such that
\[
\left( g^{(r+1)}(x) \right)_{(i,j),s} = \sigma \left( \bar{g}_{r+1,s} \left( \left( \bar{z}_{r,r_1(r+1,s)}(x) \right)_{(i,j)}, \left( \bar{z}_{r,r_2(r+1,s)}(x) \right)_{(i,j)}, \left( \bar{z}_{r,r_3(r+1,s)}(x) \right)_{(i,j)}, \left( \bar{z}_{r,r_4(r+1,s)}(x) \right)_{(i,j)} \right) \right)
\]
for all \( x \in [0, 1]^{(1, \ldots, d_1) \times (1, \ldots, d_2)} \), \( s \in \{1, \ldots, b_{r+1}\} \) and \( (i, j) \in \{1, \ldots, [d_1(r)/n_r] - \delta_r\} \times \{1, \ldots, [d_2(r)/n_r] - \delta_r\} \). A convolutional block \( o_{(k_r, k_{r+1}), M_{r+1}}^{(z)} \) is of the form
\[
o_{(k_r, k_{r+1}), M_{r+1}}^{(z)} = o_{(k_{r+1}, k_{r+1}), M_{r+1}, w_z} \circ \cdots \circ o_{(k_r, k_{r+1}), M_{r+1}, w_1}
\]
for weight vectors \( w_1, \ldots, w_z \) defined as in Section 3.1. Since we want to choose the weight vectors \( w_1, \ldots, w_z \) layer by layer, we set
\[
o^{(t)} = o_{(k_{r+1}, k_{r+1}), M_{r+1}, w_z} \circ \cdots \circ o_{(k_r, k_{r+1}), M_{r+1}, w_1}
\]
for \( t = 1, \ldots, z \).
We successively use Lemma 2 for the computation of each network

\[
\sigma \left( \bar{g}_{r+1,s} \left( \bar{\varepsilon}_{r,r_1(r+1,s)}(x) \right)_{(i,j)}, \left( \bar{\varepsilon}_{r,r_2(r+1,s)}(x) \right)_{(i+\delta_r,j)} \right),
\]

\[
\left( \bar{\varepsilon}_{r,r_3(r+1,s)}(x) \right)_{(i,j+\delta_r)}, \left( \bar{\varepsilon}_{r,r_4(r+1,s)}(x) \right)_{(i+\delta_r,j+\delta_r)} \right)
\]

for \( s = 1, \ldots, b_{r+1} \) and store the computed values in the corresponding channels

\[ 1, \ldots, b_{r+1} \]

by using equation (23). With the idea of propagating computed values to the next layer by equation (23) and because of the induction hypothesis (*) we can choose the weights of our convolutional block in the channels

\[ b_{\text{max}} + 1, \ldots, b_{\text{max}} + b_r \]

such that for all \( t \in \{1, \ldots, b_{\text{max}} \cdot (L_{\text{net}}+1)\}, s \in \{1, \ldots, b_r\} \) and \((i,j) \in \{1, \ldots, [d_1(r)/n_r]\} \times \{1, \ldots, [d_2(r)/n_r]\}\) it holds that

\[
\left( (o^{(t)} \circ f^{(r)}) (x) \right)_{(i,j),b_{\text{max}}+s} = \left( \bar{e}_{r,s}(x) \right)_{(i,j)}
\]

for all \( x \in [0,1]^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}} \). Now, by using Lemma 2 with parameters

\[ s_m = \mathbb{1}_{\mathbb{N}\setminus\{1\}}(s) \cdot b_{\text{max}} + r_m(r+1,s) \]

for \( m \in \{1, \ldots, 4\} \) and \( s_5 = s \), we can calculate the values (40) in layers

\[ (s-1) \cdot (L_{\text{net}}+1) + 1, \ldots, s \cdot (L_{\text{net}}+1) \]

by choosing corresponding weights in channels

\[ s, 2 \cdot b_{\text{max}} + 1, \ldots, 2 \cdot b_{\text{max}} + r_{\text{net}} \]

such that we have

\[
\left( (o^{(s \cdot (L_{\text{net}}+1))} \circ f^{(r)}) (x) \right)_{(i,j),s} = \sigma \left( \bar{g}_{r+1,s} \left( \bar{\varepsilon}_{r,r_1(r+1,s)}(x) \right)_{(i,j)}, \left( \bar{\varepsilon}_{r,r_2(r+1,s)}(x) \right)_{(i+\delta_r,j)} \right),
\]

\[
\left( \bar{\varepsilon}_{r,r_3(r+1,s)}(x) \right)_{(i,j+\delta_r)}, \left( \bar{\varepsilon}_{r,r_4(r+1,s)}(x) \right)_{(i+\delta_r,j+\delta_r)} \right)
\]

for all \( x \in [0,1]^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\}}, s \in \{1, \ldots, b_{r+1}\} \) and \((i,j) \in \{1, \ldots, [d_1(r)/n_r]-\delta_r\} \times \{1, \ldots, [d_2(r)/n_r]-\delta_r\}\). Once a value has been saved in layer \( s \cdot (L_{\text{net}}+1) \) for
we have
\[ (O^{(b_{\text{max}}-(L_{\text{net}}+1))} \circ f^{(r)})(x) \]
for all \( s \in \{1, \ldots, b_{r+1}\} \), it will be propagated to the next layer using equation (23) such that we have
\[
\begin{align*}
&\sigma \left( \tilde{g}_{r+1, s} \left( \left( \tilde{z}_{r, r_1(r+1,s)}(x) \right)_{(i,j), s} \right) \right) \\
&= \sigma \left( \tilde{g}_{r+1, s} \left( \left( \tilde{z}_{r, r_2(r+1,s)}(x) \right)_{(i, \delta_r), s} \right) \right) \\
&= \sigma \left( \tilde{g}_{r+1, s} \left( \left( \tilde{z}_{r, r_3(r+1,s)}(x) \right)_{(i, j + \delta_r), s} \right) \right)
\end{align*}
\]
for all \( x \in [0, 1]^{d_1 \times \ldots \times d_2}, s \in \{1, \ldots, b_{r+1}\} \) and \((i, j) \in \{1, \ldots, [d_1(r)/n_r] - \delta_r\} \times \{1, \ldots, [d_2(r)/n_r] - \delta_r\}\), which implies equation (39).

In the second step, we conclude from equation (39) that property (*) is satisfied for \( r + 1 \). First note that \( d_1(r+1) = [d_1(r)/n_r] - \delta_r \) and \( d_2(r+1) = [d_2(r)/n_r] - \delta_r \). Since \( n_{r+1} \) divides \( d_1(r+1) \) and \( d_2(r+1) \) by Lemma 8 below we have
\[ N_{(i,j)}^{(r+1)} = \{(i - 1) \cdot n_{r+1} + 1, \ldots, i \cdot n_{r+1}\} \times \{(j - 1) \cdot n_{r+1} + 1, \ldots, j \cdot n_{r+1}\} \]
for all \((i, j) \in \{1, \ldots, [d_1(r+1)/n_{r+1}]\} \times \{1, \ldots, [d_2(r+1)/n_{r+1}]\}\) and therefore we get together with equation (39)
\[
\begin{align*}
\left( f^{(r+1)}(x) \right)_{(i,j), s} &= \left( (f^{(r+1)}_{\text{max}} \circ g^{(r+1)})(x) \right)_{(i,j), s} \\
&= \max_{(i_2, j_2) \in N_{(i,j)}^{(r+1)}} \left( g^{(r+1)}(x) \right)_{(i_2, j_2), s} \\
&= \max_{(i_2, j_2) \in N_{(i,j)}^{(r+1)}} \left( \tilde{g}_{r+1, s}(x) \right)_{(i_2, j_2)} \\
&= \left( \tilde{z}_{r+1, s}(x) \right)_{(i,j)}
\end{align*}
\]
for all \( x \in [0, 1]^{d_1 \times \ldots \times d_2}, s \in \{1, \ldots, b_{r+1}\} \) and \((i, j) \in \{1, \ldots, [d_1(r+1)/n_{r+1}]\} \times \{1, \ldots, [d_2(r+1)/n_{r+1}]\}\), which implies property (*) holds for all \( r \in \{0, \ldots, l\}\).

Next we choose the output weights
\[ w_{out} = (w_s)_{s \in \{1, \ldots, k_l\}}, \]
by setting \( w_1 = 1 \) and \( w_{s_2} = 0 \) for \( s_2 \in \{2, \ldots, k_l\} \). This implies that the output of our network is given by
\[
m_{\text{net}}(x) = \left( f^{(d_1, d_2)} \circ f^{(l)} \right)(x) \\
= \max \left\{ \left( \tilde{z}_{l1}(x) \right)_{(i,j)} : (i, j) \in \{1, \ldots, d_1(l)\} \times \{1, \ldots, d_2(l)\} \right\} \\
= \tilde{m}(x).
\]
for all \( x \in [0, 1]^{d_1 \times \ldots \times d_2}. \) \( \square \)
Lemma 8: Let \( l, m \in \mathbb{N} \) with \( m > 1 \) and let \( n_0, n_1, \ldots, n_l \in \{2^0, 2^1, \ldots, 2^{l-1}\} \) with \( n_0 = n_l = 1 \). Set \( d = 2^l \cdot m - 1 \) and \( \delta_k = 2^k / \prod_{i=0}^{k} n_i \) and assume that

\[
\delta_k \geq 1
\]

holds for \( k = 1, \ldots, l \). For \( k = 1, \ldots, l \) we define recursively the dimensions

\[
d(k) = \left\lfloor \frac{d(k-1)}{n_{k-1}} \right\rfloor - \delta_{k-1},
\]

where we set \( d(0) = d \).

Then for any \( k \in \{0, \ldots, l\} \) it holds that

\[
d(k) = \frac{2^k}{\prod_{i=0}^{k-1} n_i} \cdot (2^l - k \cdot m - 1).
\]

In particular, \( n_k \) then divides \( d(k) \).

Proof. We show the assertion by an induction on \( k \). For \( k = 0 \) the assertion is true because of the definition. Now suppose the assertion is true for some \( k \in \{0, \ldots, l-1\} \). Then we have

\[
d(k + 1) = \left\lfloor \frac{d(k)}{n_k} \right\rfloor - \delta_k
\]

\[
= \frac{2^k}{\prod_{i=0}^{k} n_i} \cdot (2^l - k \cdot m - 1) - \frac{2^k}{\prod_{i=0}^{k} n_i}
\]

\[
= \frac{2^k}{\prod_{i=0}^{k} n_i} \cdot (2^l - (k+1) \cdot m - 2)
\]

\[
= \frac{2^{k+1}}{\prod_{i=0}^{k} n_i} \cdot (2^l - (k+1) \cdot m - 1).
\]

Assumption (41) then yields \( \delta_{k+1} \in \mathbb{N} \) by the choice of \( n_0, \ldots, n_{k+1} \), which implies that \( n_{k+1} \) divides \( d(k+1) \).

D. A bound on the covering number

Our next result enables us to bound the covering number of our function class \( \mathcal{F}_3(\theta) \) defined as in Section 3.

Lemma 9: Let \( \sigma(x) = \max\{x, 0\} \) be the ReLU activation function, define \( \mathcal{F}_3(\theta) \) as in Section 3 with parameter vector \( \theta = (L, k, M, z, s, \tilde{d}) \) and set

\[
k_{\max} = \max\{k_1, \ldots, k_L\}, \quad M_{\max} = \max\{M_1, \ldots, M_L\}.
\]

Assume \( d_1 \cdot d_2 > 1 \) and \( c_4 \cdot \log n \geq 2 \). Then we have for any \( \epsilon \in (0, 1) \):

\[
\sup_{x^0 \in (\mathbb{R}^{d_1} \times (1, d_2))} \log \left( N_1 \left( \epsilon, T_{c_4 \cdot \log n} \mathcal{F}_3(\theta), x^0_1 \right) \right)
\]
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\[ \leq c_{11} \cdot z^2 \cdot \log(z \cdot d_1 \cdot d_2) \cdot \log \left( \frac{c_4 \cdot \log n}{\epsilon} \right) \]

for some constant \( c_{11} > 0 \) which depends only on \( L, k_{\text{max}} \) and \( M_{\text{max}} \).

With the aim of proving Lemma 9, we first have to study the VC dimension of our function class \( \mathcal{F}_3(\theta) \). For a class of subsets of \( \mathbb{R}^d \), the VC dimension is defined as follows:

**Definition 4** Let \( A \) be a class of subsets of \( \mathbb{R}^d \) with \( A \neq \emptyset \) and \( m \in \mathbb{N} \).

1. For \( x_1, \ldots, x_m \in \mathbb{R}^d \) we define
   \[
   s(A, \{x_1, \ldots, x_m\}) := |\{A \cap \{x_1, \ldots, x_m\} : A \in A\}|.
   \]

2. Then the \( m \)th shatter coefficient \( S(A, m) \) of \( A \) is defined by
   \[
   S(A, m) := \max_{\{x_1, \ldots, x_m\} \subset \mathbb{R}^d} s(A, \{x_1, \ldots, x_m\}).
   \]

3. The **VC dimension** (Vapnik-Chervonenkis-Dimension) \( V_A \) of \( A \) is defined as
   \[
   V_A := \sup\{m \in \mathbb{N} : S(A, m) = 2^m\}.
   \]

For a class of real-valued functions, we define the VC dimension as follows:

**Definition 5** Let \( H \) denote a class of functions from \( \mathbb{R}^d \) to \( \{0, 1\} \) and let \( \mathcal{F} \) be a class of real-valued functions.

1. For any non-negative integer \( m \), we define the **growth function** of \( H \) as
   \[
   \Pi_H(m) := \max_{x_1, \ldots, x_m \in \mathbb{R}^d} |\{(h(x_1), \ldots, h(x_m)) : h \in H\}|.
   \]

2. The **VC dimension** (Vapnik-Chervonenkis-Dimension) \( \text{VCdim}(H) \) we define as
   \[
   \text{VCdim}(H) := \sup\{m \in \mathbb{N} : \Pi_H(m) = 2^m\}.
   \]

3. For \( f \in \mathcal{F} \) we denote \( \text{sgn}(f) := \mathbb{1}_{\{f \geq 0\}} \) and \( \text{sgn}(\mathcal{F}) := \{\text{sgn}(f) : f \in \mathcal{F}\} \). Then the **VC dimension** of \( \mathcal{F} \) is defined as
   \[
   \text{VCdim}(\mathcal{F}) := \text{VCdim}(\text{sgn}(\mathcal{F})).
   \]

A well-known connection between both definitions is given by the following lemma.

**Lemma 10** Suppose \( \mathcal{F} \) is a class of real-valued functions on \( \mathbb{R}^d \). Furthermore, we define
\[
\mathcal{F}^+ := \{(x, y) \in \mathbb{R}^d \times \mathbb{R} : f(x) \geq y : f \in \mathcal{F}\}
\]
and define the class \( \mathcal{H} \) of real-valued functions on \( \mathbb{R}^d \times \mathbb{R} \) by
\[
\mathcal{H} := \{h((x, y)) = f(x) - y : f \in \mathcal{F}\}.
\]
Then, it holds that
\[
V_{\mathcal{F}^+} = \text{VCdim}(\mathcal{H}).
\]
Proof. See, e.g., Lemma 8 in Kohler, Krzyżak and Walter (2020).

In order to bound the VC dimension of our function class, we need the following two auxiliary results. The first one is also known as weighted AM-GM inequality.

**Lemma 11** Suppose \( x_1, \ldots, x_n > 0 \) and \( w_1, \ldots, w_n > 0 \). We denote \( w := \sum_{i=1}^n w_i \).

Then, it holds that
\[
\prod_{i=1}^n \left( \frac{x_i}{w_i} \right)^{w_i} \leq \left( \sum_{i=1}^n x_i \right)^w.
\]

(42)

**Proof.** See, e.g., Lemma 9 in Kohler, Krzyżak and Walter (2020).

**Lemma 12** Suppose \( W, m \in \mathbb{N} \) with \( W \leq m \) and let \( f_1, \ldots, f_m \) be polynomials of degree at most \( D \) in \( W \) variables. Define
\[
K := \left| \{(\text{sgn}(f_1(a)), \ldots, \text{sgn}(f_m(a))): a \in \mathbb{R}^W\} \right|.
\]

Then we have
\[
K \leq 2 \cdot \left( 2 \cdot e \cdot m \cdot D \right)^W.
\]

**Proof.** See Theorem 8.3 in Anthony and Bartlett (1999).

The next two lemmas provide a modification of Theorem 6 in Bartlett et al. (2019).

**Lemma 13** Let \( k', m \in \mathbb{N} \) and \( D, W \in \mathbb{N}_0 \) with \( W \leq m \) and let \( I = \{1, \ldots, i_1\} \times \{1, \ldots, i_2\} \) be an index set with \( i_1, i_2 \in \mathbb{N} \). Furthermore, let \( S \) be a finite partition of \( \mathbb{R}^W \) (where \( \mathbb{R}^0 := \{0\} \)) and let
\[
f_1, \ldots, f_m : \mathbb{R}^W \to \mathbb{R}^{I \times \{1, \ldots, k'\}}
\]

be functions such that the following property holds:

For each element \( S \in S \), each \((i, j) \in I\), each \( s \in \{1, \ldots, k'\}\), each \( t \in \{1, \ldots, m\}\) when \( a \) varies in \( S \),
\[
(f_t(a))_{(i,j),s}
\]
is a fixed polynomial function in the \( W \) variables \( a \in \mathbb{R}^W \), of total degree no more than \( D \).

\(a)\) Let \( o_{(k',k),M,w} : \mathbb{R}^{I \times \{1, \ldots, k'\}} \to \mathbb{R}^{I \times \{1, \ldots, k\}} \) be a convolutional layer as defined in Subsection 3.1 with \( k \in \mathbb{N} \) channels and a filter size of \( M \in \mathbb{N} \). Then the weight vector
\[
w = \left( (w_{i,j,s_1,s_2})_{1 \leq i, j \leq M, s_1 \in \{1, \ldots, k'\}, s_2 \in \{1, \ldots, k\}}, (w_{s_2})_{s_2 \in \{1, \ldots, k\}} \right).
\]

consists of \( |w| = M^2 \cdot k' \cdot k \) real-valued weights. For any \( t \in \{1, \ldots, m\} \) let \( g_t : \mathbb{R}^{W + |w|} \to \mathbb{R}^{I \times \{1, \ldots, k\}} \) be the function defined by
\[
g_t(a, w) = (o_{(k',k),M,w} \circ f_t)(a).
\]

Then there exist a partition \( S' \) of \( \mathbb{R}^{W + |w|} \) with the following two properties:
1. \[ |S'| \leq |S| \cdot 2 \left( \frac{2 \cdot e \cdot (m \cdot i_1 \cdot i_2 \cdot k) \cdot (D + 1)}{W + |w|} \right)^{W + |w|}, \]  

(43)

2. For each element \( S \in S' \), each \((i, j) \in I\), each \( s \in \{1, \ldots, k\} \), each \( t \in \{1, \ldots, m\} \) when \((a, w)\) varies in \( S\),  
\[ (g_t(a, w))_{(i,j),s} \]

is a fixed polynomial function in the \( W + |w| \) variables \((a, w) \in \mathbb{R}^{W + |w|}\), of total degree no more than \( D + 1 \).

b) Let  
\[ f_{\text{sub}}^{(n)} : \mathbb{R}^I \times \{1, \ldots, k'\} \to \mathbb{R}^{\{1, \ldots, \left[ \frac{n}{2} \right]\} \times \{1, \ldots, \left[ \frac{m}{2} \right]\} \times \{1, \ldots, k'\}} \]

be a subsampling layer defined as in Subsection 3.3 with parameter \( n \in \mathbb{N} \). For any \( t \in \{1, \ldots, m\} \) let  
\[ g_t : \mathbb{R}^W \to \mathbb{R}^{\{1, \ldots, \left[ \frac{n}{2} \right]\} \times \{1, \ldots, \left[ \frac{m}{2} \right]\} \times \{1, \ldots, k'\}} \]

be the function defined by  
\[ g_t(a) = (f_{\text{sub}}^{(n)} \circ f_t)(a). \]

Then the following property holds:

For each element \( S \in \mathcal{S}, \) each \((i, j) \in I\), each \( s \in \{1, \ldots, k\} \), each \( t \in \{1, \ldots, m\} \) when \( a \) varies in \( S\),  
\[ (g_t(a))_{(i,j),s} \]

is a fixed polynomial function in the \( W \) variables \( a \in \mathbb{R}^W \), of total degree no more than \( D \).

c) Let  
\[ f_{\text{out}}^{(d_1, d_2)} : \mathbb{R}^I \times \{1, \ldots, k'\} \to \mathbb{R} \]

be a output layer defined as in Subsection 3.5 with output bounds \( \hat{d}_1, \hat{d}_2 \in I \). The output layer depends on a weight vector  
\[ w_{\text{out}} = (w_s)_{s \in \{1, \ldots, k'\}}, \]

which consists of \( |w_{\text{out}}| = k' \) real-valued weights. For any \( t \in \{1, \ldots, m\} \) let \( g_t : \mathbb{R}^{W + |w_{\text{out}}|} \to \mathbb{R} \) be the function defined by  
\[ g_t(a, w_{\text{out}}) = (f_{\text{out}}^{(d_1, d_2)} \circ f_t)(a). \]

Then there exist a partition \( S' \) of \( \mathbb{R}^{W + |w_{\text{out}}|} \) with the following two properties:

1. \[ |S'| \leq |S| \cdot 2 \left( \frac{2 \cdot e \cdot (i_1^2 \cdot i_2^2 \cdot m) \cdot (D + 1)}{W + |w_{\text{out}}|} \right)^{W + |w_{\text{out}}|}, \]  

(44)
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2. For each element \( S' \in S' \), each \( t \in \{1, \ldots, m\} \) when \((a, w_{out})\) varies in \( S\),

\[
g_t(a, w_{out})
\]

is a fixed polynomial function in the \( W + |w_{out}| \) variables \((a, w_{out}) \in \mathbb{R}^{W+|w_{out}|}\), of total degree no more than \( D + 1 \).

**Proof. a)** For \( S \in S, t \in \{1, \ldots, m\}, (i, j) \in I \) and \( s_2 \in \{1, \ldots, k'\} \) let \( p_{S,t,(i',j),s_2}(a) \) denote the function \( (f_t(a))_{(i,j),s_2} \) when \( a \in S \). By assumption \( p_{S,t,(i,j),s_2}(a) \) is a polynomial with degree no more than \( D \) in the \( W \) variables of \( a \) for any \( t \in \{1, \ldots, m\}, (i, j) \in I \) and \( s_2 \in \{1, \ldots, k'\} \). Hence for any \( t \in \{1, \ldots, m\}, (i, j) \in I \) and \( s_2 \in \{1, \ldots, k\} \)

\[
\sum_{s_1=1}^{k'} \sum_{t_1,t_2 \in \{1, \ldots, M\}} \sum_{(i+1-1,j+t_2-1) \in I} w_{t_1,t_2,s_1,s_2} \cdot p_{S,t,(i+1-1,j+t_2-1),s_2}(a) + w_{s_2}
\]

is a polynomial in the \( W + |w| \) variables \((a, w)\) with total degree no more than \( D + 1 \). Then, by Lemma 12, the collection of polynomials

\[
\left\{ \sum_{s_1=1}^{k'} \sum_{t_1,t_2 \in \{1, \ldots, M\}} \sum_{(i+1-1,j+t_2-1) \in I} w_{t_1,t_2,s_1,s_2} \cdot p_{S,t,(i+1-1,j+t_2-1),s_2}(a) + w_{s_2} : t \in \{1, \ldots, m\}, (i, j) \in I, s_2 \in \{1, \ldots, k\} \right\}
\]

attains at most

\[
\Pi := 2 \left( \frac{2 \cdot e \cdot (m \cdot i_1 \cdot i_2 \cdot k) \cdot (D + 1)}{W + |w|} \right)^{W+|w|}
\]

distinct sign patterns when \((a, w) \in \mathbb{R}^{W+|w|}\). Therefore, we can partition \( S \times \mathbb{R}^{|w|} \subset \mathbb{R}^{W+|w|} \) into \( \Pi \) subregions, such that all the polynomials don’t change their signs within each subregion. Doing this for all regions \( S \in S \) we get our required partition \( S' \) by assembling all of these subregions. In particular, property 1 (inequality (43)) is then satisfied. Fix some \( S' \in S' \). Notice that, when \((a, w)\) varies in \( S'\), all the polynomials

\[
\left\{ \sum_{s_1=1}^{k'} \sum_{t_1,t_2 \in \{1, \ldots, M\}} \sum_{(i+1-1,j+t_2-1) \in I} w_{t_1,t_2,s_1,s_2} \cdot p_{S,t,(i+1-1,j+t_2-1),s_2}(a) + w_{s_2} : t \in \{1, \ldots, m\}, (i, j) \in I, s_2 \in \{1, \ldots, k\} \right\}
\]

53
don’t change their signs, hence when \((a, w)\) varies in \(S’\)

\[
\left(g_t(a, w)\right)_{(i, j), s_2} = \sigma \left( \sum_{s_1=1}^{k'} \sum_{t_1, t_2 \in \{1, \ldots, M\}}^{w_{t_1, t_2, s_1, s_2}} \cdot f_t, (i+t_1-1,j+t_2-1), s_2(a) + w_{s_2} \right)
\]

\[
= \max \left\{ \sum_{s_1=1}^{k'} \sum_{t_1, t_2 \in \{1, \ldots, M\}}^{w_{t_1, t_2, s_1, s_2}} \cdot f_t, (i+t_1-1,j+t_2-1), s_2(a) + w_{s_2}, 0 \right\}
\]

is either a polynomial of degree no more than \(D+1\) in the \(W + |w|\) variables of \((a, w)\) or
a constant polynomial with value 0 for all \((i, j) \in I, \ s_2 \in \{1, \ldots, k\} \) and \(t \in \{1, \ldots, m\}\). Hence, property 2 is also satisfied and we are able to construct our desired partition \(S’\).

b) The assertion is trivial.

c) For \(S \in S, \ t \in \{1, \ldots, m\}, \ (i, j) \in I \) and \(s \in \{1, \ldots, k’\} \) let \(p_{S', t, (i, j), s}(a)\) denote
the function \((f_t(a))_{(i, j), s}\) when \(a \in S\). By assumption \(p_{S', t, (i, j), s}(a)\) is a polynomial with
degree no more than \(D\) in the \(W\) variables of \(a\) for any \(t \in \{1, \ldots, m\}, \ (i, j) \in I \) and
\(s \in \{1, \ldots, k’\}\). Hence for any \(t \in \{1, \ldots, m\}\) and \((i, j) \in I \)

\[
\sum_{s=1}^{k'} w_{s_2} \cdot p_{S', t, (i, j), s}(a)
\]

is a polynomial in the \(W + |w_{out}|\) variables \((a, w_{out})\) with total degree no more than \(D+1\). Then by Lemma \([\text{?}]\) the collection of polynomials

\[
\left\{ \sum_{s=1}^{k'} w_{s_2} \cdot p_{S', t, (i_1, j_1), s}(a) - \sum_{s=1}^{k'} w_{s_2} \cdot p_{S', t, (i_2, j_2), s}(a) : \right.
\]

\((i_1, j_1), (i_2, j_2) \in I, (i_1, j_1) \neq (i_2, j_2), t \in \{1, \ldots, m\} \right\}

attains at most

\[
\Pi := 2 \left( \frac{2 \cdot e \cdot (i_1^2 \cdot i_2^2 \cdot m) \cdot (D + 1)}{W + |w_{out}|} \right)^{W + |w_{out}|}
\]
distinct sign patterns when \((a, w_{out}) \in \mathbb{R}^{W+|w_{out}|}\). Therefore, we can partition \(S \times \mathbb{R}^{|w_{out}|} \subset \mathbb{R}^{W+|w_{out}|}\) into \(\Pi\) subregions, such that all the polynomials don’t change their
signs within each subregion. Doing this for all regions \(S \in S\) we get our required partition \(S’\) by assembling all of these subregions. In particular, property 1 (inequality \([\text{??}]\) is then satisfied.

Fix some \(S’ \in S’\). Notice that, when \(a\) varies in \(S’\), all the polynomials

\[
\left\{ \sum_{s=1}^{k'} w_{s_2} \cdot p_{S', t, (i_1, j_1), s}(a) - \sum_{s=1}^{k'} w_{s_2} \cdot p_{S', t, (i_2, j_2), s}(a) : \right.
\]
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don’t change their signs. Hence, there is a permutation \( \pi_t \) of the set \( \{1, \ldots, \tilde{d}_1\} \times \{1, \ldots, \tilde{d}_2\} \) for any \( t \in \{1, \ldots, m\} \) such that

\[
\sum_{s=1}^{k'} w_s \cdot (f_t(a))_{\pi_t((1,1)),s} \geq \cdots \geq \sum_{s=1}^{k'} w_s \cdot (f_t(a))_{\pi_t((\tilde{d}_1, \tilde{d}_2)),s}
\]

for \((a, w_{\text{out}}) \in S'\) and any \( t \in \{1, \ldots, m\} \). Therefore, it holds that

\[
g_t(a, w_{\text{out}}) = \max \left\{ \sum_{s=1}^{k'} w_s \cdot (f_t(a))_{(1,1),s}, \ldots, \sum_{s=1}^{k'} w_s \cdot (f_t(a))_{(d_1,d_2),s} \right\}
\]

\[
= \sum_{s=1}^{k'} w_s \cdot (f_t(a))_{\pi_t((1,1)),s},
\]

for \((a, w_{\text{out}}) \in S'\). Since \( \sum_{s=1}^{k'} w_s \cdot (f_t(a))_{\pi_t((1,1)),s} \) is a polynomial within \( S' \), also \( g_t(a, w_{\text{out}}) \) is a polynomial within \( S' \) with degree no more than \( D+1 \) and in the \( W+|w_{\text{out}}| \) variables of \((a, w_{\text{out}}) \in \mathbb{R}^{W+|w_{\text{out}}|} \) for any \( t \in \{1, \ldots, m\} \). \( \square \)

**Lemma 14** Let \( \sigma(x) = \max\{x, 0\} \) be the ReLU activation function, define \( \mathcal{F} := \mathcal{F}_3(\theta) \) as in Section 2 with parameter vector \( \theta = (L, k, M, z, s, d) \) and set

\[
k_{\text{max}} = \max \{k_1, \ldots, k_L\}, \quad M_{\text{max}} = \max\{M_1, \ldots, M_L\}.
\]

Assume \( d_1 \cdot d_2 > 1 \). Then, we have

\[
V_{\mathcal{F}^+} \leq c_{12} \cdot z^2 \cdot \log_2(z \cdot d_1 \cdot d_2)
\]

for some constant \( c_{12} > 0 \) which depends only on \( L, k_{\text{max}} \) and \( M_{\text{max}} \).

**Proof.** We want to use Lemma 10 to bound \( V_{\mathcal{F}^+} \) by \( \text{VCdim}(\mathcal{H}) \), where \( \mathcal{H} \) is the class of real-valued functions on \([0,1]^{1 \times \{1, \ldots, d_1\}} \times \{1, \ldots, d_2\} \times \mathbb{R} \) defined by

\[
\mathcal{H} := \{h((x,y)) = f(x) - y : f \in \mathcal{F}\}.
\]

To get an upper bound for the VC-dimension of \( \mathcal{H} \), we will bound the growth function \( \Pi_{\text{sgn}(\mathcal{H})}(m) \) for \( m \in \mathbb{N} \). To bound the growth function \( \Pi_{\text{sgn}(\mathcal{H})}(m) \), we fix arbitrary input values

\[
(x_1, y_1), \ldots, (x_m, y_m) \in [0,1]^{1 \times \{1, \ldots, d_1\}} \times \{1, \ldots, d_2\} \times \mathbb{R}
\]

and obtain an upper bound for the growth function \( \Pi_{\text{sgn}(\mathcal{H})}(m) \) by deriving an upper bound for

\[
K := |\{(\text{sgn}(h((x_1, y_1))), \ldots, \text{sgn}(h((x_m, y_m)))) : h \in \mathcal{H}\}|.
\]
Let \( h \in \mathcal{H} \), then \( h((x,y)) = f(x) - y \) depends on a weight vector \( \mathbf{w} \in \mathbb{R}^W \) for some \( W \in \mathbb{N} \), which denotes the number of weights. The weight vector \( \mathbf{w} \) is composed of the weights of the individual layers of the convolutional neural network \( f \). Let \( f_{\mathbf{w}} \in \mathcal{F} \) denote the convolutional neural network with weight vector \( \mathbf{w} \in \mathbb{R}^W \). For \( k \in \{1, \ldots, m\} \) we define functions \( h_k: \mathbb{R}^W \rightarrow \mathbb{R} \) by

\[
h_k(\mathbf{w}) = f_{\mathbf{w}}(x_k) - y_k.
\]

Then formula (45) can be written as

\[
K = \left| \{(\text{sgn}(h_1(\mathbf{w})), \ldots, \text{sgn}(h_m(\mathbf{w}))) : \mathbf{w} \in \mathbb{R}^W\} \right|.
\]

For any finite partition \( \mathcal{S} \) of \( \mathbb{R}^W \) it holds that

\[
K \leq \sum_{S \in \mathcal{S}} \left| \{(\text{sgn}(h_1(\mathbf{w})), \ldots, \text{sgn}(h_m(\mathbf{w}))) : \mathbf{w} \in S\} \right|.
\]

In the sequel we will construct a partition \( \mathcal{S} \) of \( \mathbb{R}^W \) such that within each region \( S \in \mathcal{S} \), the functions \( h_k(\cdot) \) are all fixed polynomials of bounded degree for \( k \in \{1, \ldots, m\} \), so that each summand of equation (46) can be bounded via Lemma 12. We construct the partition \( \mathcal{S} \) iteratively layer by layer, by applying Lemma 13 several times. We start by counting the weights of the individual layers. We have

\[
f_{\mathbf{w}}(x) = f^{(d_1,d_2)} \circ f^{(s)} \circ o^{(z)}_{(k_{L-1},k_L)} \circ \cdots \circ o^{(z)}_{(1,k_1),M_1}(x).
\]

with

\[
o^{(z)}_{(k_{j-1},k_j),M_j}(x) = (o_{(k_j,k_j),M_j,w_j,z} \circ o_{(k_j,k_j),M_j,w_j,z-1} \circ \cdots \circ o_{(k_{j-1},k_j),M_j,w_j,1})(x)
\]

For \( j \in \{1, \ldots, L\} \) and \( i \in \{1, \ldots, z\} \) we set

\[
k_{j,i} = \begin{cases} k_{j-1} & \text{if } i = 1 \\ k_j & \text{else} \end{cases}
\]

(\text{where } k_0 = 1) and get

\[
|\mathbf{w}_{j,i}| = M_j^2 \cdot k_{j,i} \cdot k_j + k_j
\]

for the number of weights in the \( i \)-th convolutional layer in the \( j \)-th convolutional block for \( j \in \{1, \ldots, L\} \) and \( i \in \{1, \ldots, z\} \). The number of output weights is given by

\[
|\mathbf{w}_{\text{out}}| = k_L.
\]

and the total number of weights is then given by

\[
W = \sum_{j=1}^L \sum_{i=1}^z |\mathbf{w}_{j,i}| + |\mathbf{w}_{\text{out}}| 
\leq L \cdot z \cdot (M_{\text{max}}^2 \cdot k_{\text{max}} + k_{\text{max}}) + k_{\text{max}}
\leq 2 \cdot (L \cdot z + 1) \cdot M_{\text{max}}^2 \cdot k_{\text{max}}^2.
\]
The number of weights used up to the $i$-th convolutional layer in the $j$-th convolutional block we denote by

$$W_{(j-1)z+i} = \sum_{j'=1}^{j-1} \sum_{i'=1}^{z} |w_{j',i'}| + \sum_{i'=1}^{i} |w_{j,i'}|$$

for $j \in \{1, \ldots, L\}$ and $i \in \{1, \ldots, z\}$. In order to make use of Lemma 13 we assume in the following that $m$ is a positive integer with

$$m \geq W$$

and define $f_1, \ldots, f_m : \{0\} \to \mathbb{R}^{\{1, \ldots, d_1\} \times \{1, \ldots, d_2\} \times \{1\}}$ by

$$(f_k(0))_{(i,j),1} = (x_k)_{i,j}$$

for $k \in \{1, \ldots, m\}$ and set $S = \{0\}$. Now we are able to apply Lemma 13 iteratively layer by layer to obtain a partition $S'$ of $\mathbb{R}^W$ satisfying

$$|S'| \leq \prod_{j=1}^{L} \prod_{i=1}^{z} \left( \frac{2 \cdot e \cdot (m \cdot d_1 \cdot d_2 \cdot k_j) \cdot ((j-1) \cdot z + i)}{W_{(j-1)z+i}} \right)^{W_{(j-1)z+i}} \cdot 2 \left( \frac{2 \cdot e \cdot m \cdot d_1^2 \cdot d_2^2 \cdot (z \cdot L + 1)}{W} \right)^W$$

such that within each region $S \in S'$, the functions $h_k : \mathbb{R}^W \to \mathbb{R}$ are all fixed polynomials of degree no more than $z \cdot L + 1$ for $k \in \{1, \ldots, m\}$. By condition 50 and another application of Lemma 12 it holds for any $S' \in S$ that

$$|\{(\text{sgn}(h_1(w)), \ldots, \text{sgn}(h_m(w))) : w \in S'\}| \leq 2 \cdot \left( \frac{2 \cdot e \cdot m \cdot (z \cdot L + 1)}{W} \right)^W.$$

Now we are able to bound $K$ via equation (46) and because $K$ is an upper bound for the growth function we get

$$\Pi_{\text{sgn}(H)}(m) \leq |S'| \cdot 2 \cdot \left( \frac{2 \cdot e \cdot m \cdot (z \cdot L + 1)}{W} \right)^W \leq 2^{z-L+2} \cdot \prod_{r=1}^{zL+2} \left( \frac{m \cdot x_r}{W_r} \right)^{W_r} \leq 2^{z-L+2} \left( \frac{m \cdot \sum_{r=1}^{zL+2} x_r}{\sum_{r=1}^{zL+2} W_r} \sum_{r=1}^{zL+2} W_r \right)^{zL+2}$$

with $W_{z-L+2} = W_{z-L+1} = W$,

$$x_{zL+1} = 2 \cdot e \cdot d_1^2 \cdot d_2^2 \cdot (z \cdot L + 1), \quad x_{zL+2} = 2 \cdot e \cdot (z \cdot L + 1)$$
Lemma 15 below (with parameters $R$, $m = \text{VCdim}(\mathcal{H})$, $W = \sum_{r=1}^{zL+2} W_r$ and $l = z \cdot L + 2$) implies that

$$\text{VCdim}(\mathcal{H}) \leq z \cdot L + 2 \left( \sum_{r=1}^{zL+2} W_r \right) \cdot \log_2 \left( 2 \cdot \sum_{r=1}^{zL+2} x_r \cdot \log_2 \left( \sum_{r=1}^{zL+2} x_r \right) \right)$$

$$\leq z \cdot L + 2 + (z \cdot L + 2) \cdot W \cdot \log_2 \left( 4 \cdot (7 \cdot z \cdot L \cdot d_1 \cdot d_2 \cdot k_{\text{max}}) \right)^3$$

$$\leq 2 \cdot (z \cdot L + 2) \cdot W \cdot \log_2 \left( (12 \cdot z \cdot L \cdot d_1 \cdot d_2 \cdot k_{\text{max}}) \right)^3$$

$$\leq 12 \cdot (z \cdot L + 2)^2 \cdot M_{\text{max}}^2 \cdot k_{\text{max}}^2 \cdot \log_2 \left( 12 \cdot z \cdot L \cdot d_1 \cdot d_2 \cdot k_{\text{max}} \right)$$

$$\leq c_{12} \cdot z^2 \cdot \log_2 (z \cdot d_1 \cdot d_2),$$

for some constant $c_{12} > 0$ which only depends on $L$, $k_{\text{max}}$ and $M_{\text{max}}$. In the third row we used equation (49) for the total number of weights $W$. Now we make use of Lemma 10 and finally get

$$V_{F^+} \leq c_{12} \cdot z^2 \cdot \log_2 (z \cdot d_1 \cdot d_2).$$
Lemma 15 Suppose that $2^m \leq 2^l \cdot (m \cdot R/w)^w$ for some $R \geq 16$ and $m \geq w \geq l \geq 0$. Then,

$$m \leq l + w \cdot \log_2(2 \cdot R \cdot \log_2(R)).$$

Proof. See Lemma 16 in Bartlett et al. (2019).

Proof of Lemma 9. Using Lemma 14 and

$$V_{T_{c_4 \cdot \log n}} F_{\theta} \left( \epsilon \right) \leq V_{F_{\theta}} \left( \epsilon \right),$$

we can conclude from this together with Lemma 9.2 and Theorem 9.4 in Györfi et al. (2002)

$$N_{1} (\epsilon, T_{c_4 \cdot \log n} F_{\theta}, X^0_1) \leq 3 \cdot \left( \frac{4e \cdot c_4 \cdot \log n}{\epsilon} \cdot \log \frac{6e \cdot c_4 \cdot \log n}{\epsilon} \right) V_{T_{c_4 \cdot \log n} F_{\theta}^+} \leq 3 \cdot \left( \frac{6e \cdot c_4 \cdot \log n}{\epsilon} \right)^{2c_{12} \cdot z^2 \cdot \log(z \cdot d_1 \cdot d_2)}.$$

This completes the proof of Lemma 9.

E. Auxiliary results

In the following section, we present some results from the literature which we have used in the proof of Theorem 1. Our first auxiliary result relates the misclassification error of our plug-in estimate to the $L_2$ error of the corresponding least squares estimates.

Lemma 16 Let $j \in \{1,2,3\}$ and define $(X,Y)$, $(X_1,Y_1)$, \ldots, $(X_n,Y_n)$, and $D_n$, $\eta$, $f^*$ and $f_n^{(j)}$ as in Section 7. Then

$$\mathbb{P}\left\{f_n^{(j)}(X) \neq Y|D_n\right\} - \mathbb{P}\left\{f^*(X) \neq Y\right\} \leq 2 \cdot \int |\eta_n^{(j)}(x) - \eta(x)| dP_X(x)$$

holds.

Proof. See Theorem 1.1 in Györfi et al. (2002).

Our next result bound the error of the least squares estimate via empirical process theory.
Lemma 17 Let \((X, Y), (X_1, Y_1), \ldots, (X_n, Y_n)\) be independent and identically distributed \(\mathbb{R}^d \times \mathbb{R}\)-valued random variables. Assume that the distribution of \((X, Y)\) satisfies
\[
\mathbb{E}\{\exp(c_{13} \cdot Y^2)\} < \infty
\]
for some constant \(c_{13} > 0\) and that the regression function \(m(\cdot) = \mathbb{E}\{Y | X = \cdot\}\) is bounded in absolute value. Let \(\tilde{m}_n\) be the least squares estimate
\[
\tilde{m}_n(\cdot) = \arg \min_{f \in F_n} \frac{1}{n} \sum_{i=1}^n |Y_i - f(X_i)|^2
\]
based on some function space \(F_n\) consisting of functions \(f : \mathbb{R}^d \to \mathbb{R}\) and set \(m_n = T_{c_4 \log(n)} \tilde{m}_n\) for some constant \(c_4 > 0\). Then \(m_n\) satisfies
\[
\mathbb{E}\int |m_n(x) - m(x)|^2 P_X(dx) \leq c_{14} \cdot (\log(n))^2 \cdot \sup_{x_0 \in (\mathbb{R}^d)^n} \left( \frac{1}{n} \sum_{i=1}^n |Y_i - f(X_i)|^2 \right) + 1
\]
for \(n > 1\) and some constant \(c_{14} > 0\), which does not depend on \(n\) or the parameters of the estimate.

Proof. This result follows in a straightforward way from the proof of Theorem 1 in Bagirov, Clausen and Kohler (2009). A complete proof can be found in the supplement of Bauer and Kohler (2019).

Lemma 18 Let \(d \in \mathbb{N}\), let \(f : \mathbb{R}^d \to \mathbb{R}\) be \((p, C)\)-smooth for some \(p = q + s, q \in \mathbb{N}_0\) and \(s \in (0, 1]\), and \(C > 0\). Let \(M \in \mathbb{N}\) with \(M > 1\) sufficiently large, where
\[
M^{2p} \geq c_{15} \cdot \left( \max \left\{ 2, \sup_{x \in [-2,2]^d} \left| \frac{\partial^{l_1 + \cdots + l_d} f}{\partial x_1^{l_1} \cdots \partial x_d^{l_d}} (x) \right| \right\} \right)^{4(q+1)}
\]
must hold for some sufficiently large constant \(c_{15} > 1\). Let \(L, r \in \mathbb{N}\) such that
\[(i)\]
\[
L \geq 5M^d + \left\lfloor \log_4 \left( M^{2p+4-d(q+1)} \cdot e^{4(q+1)(M^d-1)} \right) \right\rfloor \\
\cdot \left\lfloor \log_2 (\max\{d, q\} + 2) \right\rfloor + \left\lfloor \log_4 (M^{2p}) \right\rfloor
\]
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(ii)

\[ r \geq 132 \cdot 2^d \cdot \lfloor e^d \rfloor \cdot \binom{d+q}{d} \cdot \max\{q+1, d^2\} \]

hold. Then there exists a feedforward neural network

\[ f_{\text{net}} \in G_d(L, k) \]

with \( k = (k_1, \ldots, k_L) \) and \( k_1 = \cdots = k_L = r \) such that

\[
\sup_{x \in [-2,2]^d} |f(x) - f_{\text{net}}(x)| \leq c_{16} \cdot \max \left\{ 2, \sup_{x \in [-2,2]^d} \left| \frac{\partial^{l_1+\cdots+l_d f}}{\partial^{l_1 x(1)} \cdots \partial^{l_d x(d)}}(x) \right| \right\}^{4(q+1)} \cdot M^{-2p}.
\]

**Proof.** See Theorem 2 b) in Kohler and Langer (2019). An alternative proof of a closely related result can be found in Yarotsky and Zhevnerchuk (2019), see Theorem 4.1 therein.

\[ \square \]