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The aim of this study is to use classification methods to predict future onset of Alzheimer’s disease in cognitively normal subjects through automated linguistic analysis. The aim is to test to what extent linguistic performance as an early biomarker of AD, we performed predictive modeling of future diagnosis of AD from a cognitively normal baseline of Framingham Heart Study participants. The linguistic variables were derived from written responses to the cookie-theft picture-description task. We compared the predictive performance of linguistic variables with clinical and neuropsychological variables. The study included 703 samples from 270 participants out of which a dataset consisting of a single sample from 80 participants was held out for testing. Half of the participants in the test set developed AD symptoms before 85 years old, while the other half did not. All samples in the test set were collected during the cognitively normal period (before MCI). The mean time to diagnosis of mild AD was 7.59 years. Significant predictive power was obtained, with AUC of 0.74 and accuracy of 0.70 when using linguistic variables. The linguistic variables most relevant for predicting onset of AD have been identified in the literature as associated with cognitive decline in dementia.

The results suggest that language performance in naturalistic probes expose subtle early signs of progression to AD in advance of clinical diagnosis of impairment.
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1. Introduction

A key priority in Alzheimer’s disease (AD) research is the identification of early intervention strategies that will decrease the risk, delay the onset, or slow the progression of disease. Early interventions can only be effectively tested and implemented if the population that stands to benefit can be identified. While many variables have been associated with risk of AD, there is still a great need for the development of cheap, reliable biomarkers of preclinical AD. Aging-related cognitive decline manifests itself in almost all aspects of language comprehension and production. Even seemingly mundane linguistic abilities, such as object naming, engage extensive brain networks [1]. As a result, these linguistic abilities can easily be disrupted, which makes language competence a sensitive indicator of mental dysfunction. The influential Nun Study [2] provided initial evidence of a correlation between lower linguistic performance early in life and higher incidence of cognitive decline and conversion rates to AD late in life.

The aim of this study is to test to what extent linguistic performance at a single time point can be utilized as a prognostic marker of conversion to AD. We used data from the Framingham Heart Study (FHS) [3], a large cohort longitudinal study spanning several decades. As a part of FHS, qualifying participants were administered a neuropsychological (NP) test battery in successive visits [4–6], which included the cookie-theft picture description task (CTT) from the Boston Aphasia Diagnostic Examination [7]. Picture description tasks are used to assess discourse in subjects with disorders such as aphasia and dementia, and CTT has become the most frequently used picture description task in clinical settings [8]. We applied computational techniques to extract linguistic variables from written responses to the CTT and compared their prognostic value with that of more traditional clinical variables that could easily be obtained in the screening period of a clinical trial, including NP test scores, demographic and genetic information, and medical history. Using the variables obtained when the participants were assessed to be cognitively...
normal, we developed models to predict whether or not a particular participant will develop MCI due to AD on or before 85 years old.

Our work significantly differs from the current literature on predicting future onset of AD in the following ways: First, our prediction is based on data collected while the participants were cognitively healthy. Second, we focus exclusively on variables readily attainable as part of the screening phase of an early-intervention trial and assess predictive performance using only linguistic metrics derived from a single administration of the Cookie Theft Task, a relatively simple and naturalistic language probe. Third, we utilized a machine learning approach to deal with a multivariate representation of linguistic performance. Finally, we compare the predictive ability of language features with that of more traditional variables associated with identification of high risk for AD, e.g., for inclusion in a clinical trial of potentially disease-modifying therapy).

2. Methods

2.1. Cognitive assessment in the Framingham heart study

The FHS is a well-documented, community-based cohort study initiated in 1948, with the purpose of longitudinal monitoring of participants’ health [3,9]. Cognitive status monitoring of the original cohort began in 1975, and since 1981 the participants’ cognitive status has been assessed with the Mini–Mental State Examination (MMSE) [10] at examinations taking place every 4 years [4,11]. Participants in the offspring cohort have undergone MMSEs since 1991, and have undergone NP examinations every 5 or 6 years since 1999 [6]. Annual neurologic and neuropsychological examinations were performed when cognitive decline was reported by a family member of the participant, upon referral by a physician or by the investigators of the FHS, or after review of the participant’s medical records [11]. Cognitive status monitoring of the participants was reviewed by the Institutional Review Board of Boston University, and informed consent was obtained from the participants.

The neuropsychological test battery resulted in a dementia rating, which represents the impression of the examiner who administered the test battery [11]. The test battery included the cookie-theft picture description task (CTT) from the Boston Aphasia Diagnostic Examination, in which participants were asked to write down the description of the cookie-theft picture. As highlighted above, picture description tasks are commonly used to assess discourse in subjects with disorders such as aphasia and dementia, and, given its sensitivity to cognitive impairments, CTT has become the most frequently used picture description task in clinical settings [8]. The FHS study participants who qualified for inclusion in our study were among the oldest participants of the FHS, mostly from the original cohort, which was limited in its representativeness of the wider population [3].

A dementia-review panel with at least one neurologist and one neuropsychologist reviewed possible cognitive decline and dementia cases documented in the FHS [12,13]. Diagnosis of dementia was based on criteria from DSM-IV [14], and diagnosis of Alzheimer’s disease was based on criteria from NINCDS–ADRDA [15,16].

2.2. Predictive modeling approach

To fit predictive models of future diagnosis of AD, we had to determine which participants to label as cases and which to label as controls. FHS participants varied in terms of whether their data was comprehensively reviewed by a panel of experts to determine dementia and AD status. We first identified a clinically defined test set by using these dementia reviews to label cases, selecting one CTT sample from each case, and matching it to a CTT sample collected in a control of the approximately the same age, gender and level of education. Because the FHS data available to us included a dementia review for only 39% of participants, only 80 of the participants qualified for inclusion in this test set. This left a very large number of participants unused. While most of the participants did not have dementia review data allowing for definitive labeling of cases, a dementia rating was available for the majority of the administrations of the neuropsychological test-battery. Using these dementia ratings, we used additional participants to create a training set. In semi-supervised learning terminology, the clinical dementia-review provided the ground-truth labels of the test data, whereas the dementia ratings provided the weak labels of the training data. This weakly-labeled training set was used only for machine learning training.

We validated predictive models in two ways: the hold-out method and the cross-validation method. For the hold-out method, we made use of the weakly-labeled training data by fitting the model to weakly labeled training data and then validating it on the held-out ground-truth test data. For the cross-validation method we implemented 20-fold cross validation on the test data (see the Supplementary Material for details).

2.3. Selection of participants and samples

In this study, the onset of AD was defined as the onset of mild cognitive impairment (MCI) in a participant who later received a diagnosis of AD. MCI is a heterogeneous condition; however, for those MCI patients who eventually convert to AD, MCI is considered by many to represent early-stage AD [17–19]. AD patients who developed MCI on or before age 85 (denoted as ≤ 85) were defined as cases.

We defined the normal-aging group as the participants who were recorded to be dementia-free on or after age 85 (≥ 85). The control group was defined as the combination of the normal-aging group and AD patients whose onset of cognitive impairment was after 85 (>85) years old, as depicted in Fig. 1. According to this definition, all cases have already developed cognitive impairment due to AD at 85, and none of the controls have developed cognitive impairment due to AD at 85. Age 85 was chosen as a threshold, because this threshold was the optimum age to provide the largest balanced test set from the FHS data that was available to this study. As the age threshold increases, less participants qualify to be controls, and more participants qualify to be cases. Conversely, as the age threshold decreases, more participants qualify to be controls, and less participants qualify to be cases. In addition to providing the largest test set from FHS, age 85 has been widely used as a threshold to define oldest-old in AD studies [20]. It has been suggested that very-late onset AD (VLOAD), as defined by AD onset after the second half of the ninth decade differs from earlier-onset AD with respect to genetic and environmental patterns: Genetic risk factors for AD are more influential at relatively earlier ages with decreasing influence as age increases; while environmental factors may play a larger role in developing VLOAD [20–22].

The test data set included only one sample per participant, and they were matched to a control sample using age (+/− 2 years), gender, and education. As our purpose was to predict conversion in cognitively normal subjects, we included only samples collected prior to any cognitive impairment onset. Samples from participants who did not meet criteria for inclusion as ground-truth were used for training; see the Supplementary Material for the details. Fig. 2 shows a diagram summarizing the selection of participants and samples for the test set and the weakly-labeled training set. The demographics of participants in the test and training data sets can be seen in Table 1. For the test cases, the mean time to diagnosis with mild AD from cognitively normality was 7.59 years with standard deviation of 4.91, and the mean time to cognitive impairment onset from cognitive normality was 3.93 years with standard deviation of 3.69.

2.4. Psycholinguistic analyses

In this section, we provide an overview of the psycholinguistic analyses that were performed automatically for this study. See the
Fig. 1. The diagram depicts method for selection of cases vs controls and predictive model setting. Participants who developed MCI due to AD on or before age 85 were selected as cases, and participants remained dementia-free until age 85 were selected as controls. The three predictive models included only non-linguistic variables, only linguistic variables, or both (see Table 3), collected when participants were considered cognitively normal, and were trained to predict conversion status by age 85 vs. later or no conversion.

Fig. 2. Method of selection of participants for creating a test data set and a training data set from the FHS data. The available data consisted of 3113 samples from 1254 participants, 486 of which have been reviewed by a panel for dementia status. The participants who were reviewed by the panel were candidates for creating a test data set. Their samples were eliminated according to the inclusion criteria, and then the qualifying samples were passed through age, education and gender matching. This resulted in a test set of 80 samples. The participants who were not reviewed by the dementia review panel were used for creating a larger weakly-labeled data set, only for the purpose of machine learning training. Validation of predictive modeling consisted of the hold-out method (train on weak-labels, test on ground-truth), and cross-validation (train on ground-truth, test on ground-truth).
Supplementary Material for the variables computed for the analyses presented in this section.

Verbosity, lexical richness, and repetitiveness was assessed by using metrics such as number of words, number of unique words, and frequencies of repetitions (Fig. 3). Misspellings, use of punctuation, and uppercasing were analyzed to assess writing performance and style. Language-modeling analyses were performed to model the distributions of word sequences. Syntactic complexity was assessed through analysis of parse trees. Semantic content was assessed through analysis of participants’ mention of information content units. Finally, propositional idea density analysis was used to quantify syntactic and semantic complexity.

2.5. Non-linguistic variables

The non-linguistic variables are age, gender, education (dichotomized as college degree vs. no college degree, and high-school vs. no high-school degree), number of APOE ε4 alleles, two binary indicator variables capturing evidence of hypertension or diabetes, and variables resulting from the NP tests. The NP tests used in this study include assessment of visuospatial and executive reasoning, object naming, memory, attention, abstraction, and language skills. A total of 13 NP tests, as listed in Table 2, resulting in 32 NP variables (see Supplementary Table 6) were used in this study. Consequently, the comprehensiveness of neuropsychological assessment used in this study surpass concise assessments, such as the Montreal cognitive assessment MoCA [23]. The clinical measures MMSE and the dementia ratings were not included in the models, as all samples in the ground-truth labeled test set, for both controls and cases, were collected during the periods of cognitive normality and had no significant variance.

2.6. Variable selection and training of predictive models

In total, 87 linguistic variables were computed (see Supplementary Table 6). Two NP test scores were excluded, because they were missing for more than half of the samples, leaving 31 NP test scores, three clinical and two demographic variables as non-linguistic variables. Before training predictive models, variable selection was performed strictly on the training data by using a univariate test between the preclinical AD cases and the control groups for each variable and eliminating variables that were not statistically significant (p > = 0.05). The t-test was used in the cross-validation experiments and the Wilcoxon signed rank test was used in the hold-out experiments. The use of different univariate tests for different experiment conditions was justified due to difference in data size and the noise in the
weak labels. See Supplementary Material for details of the variable selection for the hold-out and the cross-validation methods. For training predictive models, we experimented with linear SVM, logistic regression and Naïve Bayes classifiers. The hyperparameters of the classifiers were set using nested cross-validation.

2.7. Longitudinal analysis of linguistic and NP variables

To identify possible longitudinal trends present in our multidimensional assessment of cognitive status, we implemented a factorization analysis, using all available samples from each eligible participant taking into account the correlational structure between both linguistic variables and the NP test scores. For this, we used the cases and the normal-aging participants who have a record of cognitive impairment onset. We aligned their samples temporally by their cognitive impairment date. The frequency of administration of the NP exams varied across participants and was on average 2.2 years. In order to normalize this variance across participants, we created synthetic samples by linear interpolation with a frequency of six months. We then used Nonnegative Matrix Factorization (NMF) on the up-sampled dataset. To compare the progression of cases and the normal-aging group, we projected the latter onto the factors learned for the former. The projections of each sample on the first factor were computed, and then averaged over all samples in each six-month interval to obtain the loading of each interval. For this analysis, we used all NP variables, and linguistic variables that were statistically significant on the test set with $t$-test, that were statistically significant on the training set with Wilcoxon signed rank test, and linguistic variables that were statistically significant with the Cox proportional-hazards model analysis, which is described in the following section.

2.8. Analysis of time to diagnosis with mild AD

To assess whether linguistic variables associated with the time-to-diagnosis with mild AD, we used Cox proportional-hazards models. Date of mild AD diagnosis was obtained from the dementia review, and the participants who were recorded as dementia free in their dementia review were censored. If a censored participant was alive at the date of the review, then the review date was used as the censor date. If the participant was no longer alive at the date of the review, then the oldest age the participant is known to be not demented was used as the censor date. Models for each single linguistic variable included as additional covariates age, gender, and education (i.e., college degree vs. no college degree.)

2.9. Role of funding source

Pfizer, Inc. provided funding to obtain the data from the Framingham Heart Study Consortium, and to support the involvement of IBM Research in the initial phase of the study. The funder had no role in data analysis or interpretation, which were the responsibility of the contributing authors.

3. Results

Univariate tests of individual variables between cases and controls showed that future onset of AD was associated with telegraphic speech, repetitiveness, and misspellings (see Supplementary Table 3). Telegraphic speech, as exemplified in Fig. 3, is a common symptom of non-fluent aphasias. In telegraphic speech, grammatical structure is reduced or absent, such that language contains simplified phrases consisting mainly of content words, with morphology and function words largely missing [24,25]. As shown in the examples from cognitively impaired participants in Fig. 3, telegraphic speech is not only simpler in grammatical structure, but also marked by lack of determiners (‘the’, ‘a’), auxiliaries (‘is’, ‘are’) and entire subjects. Furthermore, samples from impaired participants further demonstrate misspellings and lack of punctuation.

Table 2

| Cognitive Domain            | Description                                                                 |
|-----------------------------|-----------------------------------------------------------------------------|
| Word retrieval              | Boston Naming Test                                                          |
| Learning                    | The paired associate learning subset from the Wechsler Memory Scale (WMS)    |
| Attention and concentration | Wechsler Adult Intelligence Scale (WAIS) score for digit span                |
| Verbal memory               | The logical memory subset from the Wechsler Memory Scale (WMS)               |
| Premorbid intelligence      | The reading subset of the Wide range achievement test WRAT-3                 |
| Verbal ability and executive control | Verbal fluency                                                              |
| Attention and concentration | Trail making tests A and B                                                  |
| Abstract reasoning          | The similarities test from Wechsler Adult Intelligence Scale (WAIS)          |
| Visuoperceptual organization| Hooper Visual Organization Test                                              |
| Visual memory               | The visual reproduction subset from the Wechsler Memory Scale (WMS-R)        |
| Verbal Comprehension        | The information subset of the Wechsler Adult Intelligence Scale (WAIS-R)     |
| Spatial visualization       | Block design test                                                           |
| Psychomotor speed           | Finger tapping test                                                         |

Fig. 4. The ROC curve of the test-set with the hold-out method for the linguistic-based model (see Table 3). This result was obtained by a Logistic Regression classifier.
Prediction performance in each experimental setting obtained by the best performing classifier are shown in Table 3. The plots showing the separation of the test and the training datasets by the best performing classifier reported in Table 3 can be seen in Supplementary Figure 2. In Table 3, all metrics for each experimental setting were obtained by the same classifier. The results obtained by other classifiers that are not reported in Table 3 can be found in the Supplementary Table 2.

Supplementary Table 4 shows the weights assigned to the linguistic variables by the best performing classifier reported in Table 3 in the hold-out method. Similarly, Supplementary Table 5 shows the weights assigned to the non-linguistic variables by the best performing classifier reported in Table 3 in the hold-out method. We performed a step-wise classification analysis by ranking the variables with respect to the weights assigned to the them by the best performing classifier, and by incrementally adding variables for classification until all variables with p-value < 0.05 were exhausted.

In order to assess statistical significance, we computed a null distribution of AUCs for chance classification outcomes, and applied z-statistics to estimate the probability of the AUCs obtained by the predictive classifier.

Table 3 Results of prediction experiments for the three models. AUC stands for the area-under-the-curve statistic. Accuracy is ratio of correctly predicted samples to the total number of samples. Positive predictive value is the ratio of correctly predicted positive samples to the total predicted positive samples. Sensitivity is the ratio of correctly predicted positive samples to the all observations in the patient class. All metrics for each experimental setting were obtained by the same classifier. The best performing classifiers in the hold-out experiments were Logistic Regression in the linguistic and non-linguistic settings, and Naïve Bayes with the combination of linguistic and non-linguistic features. The best performing classifiers in the CV-experiments were Logistic Regression in the linguistic settings, and Naïve Bayes in the non-linguistic setting and the combination of linguistic and non-linguistic features.

| Best classifier | CV method | Hold-out method |
|-----------------|-----------|-----------------|
| Linguistic variables from single CTT samples during cognitive normalcy | | |
| Accuracy        | 0.65      | 0.70            |
| AUC             | 0.73      | 0.74            |
| Positive predictive value | 0.64       | 0.74 |
| Sensitivity     | 0.67      | 0.62            |
| Best classifier | Naïve Bayes | Logistic Regression |
| Accuracy        | 0.60      | 0.59            |
| Non-linguistic variables (age, gender, education, APOE, hypertension, diabetes, NP) | | |
| Accuracy        | 0.64      | 0.60            |
| Positive predictive value | 0.64       | 0.61 |
| Sensitivity     | 0.44      | 0.48            |
| Best classifier | Naïve Bayes | Naïve Bayes |
| Accuracy        | 0.67      | 0.69            |
| Aggregation of linguistic and non-linguistic variables | | |
| Accuracy        | 0.72      | 0.67            |
| Positive predictive value | 0.81       | 0.71 |
| Sensitivity     | 0.44      | 0.62            |

Fig. 5. The results of the non-negative matrix factorization (NMF) analysis of the linguistic and the NP variables on longitudinal data. This plot demonstrates that the factorization of the variables without using time information temporal trend as well as a differentiation between cases and controls, which starts several years before cognitive impairment. The controls’ samples are projected onto the factorization learned from the cases’ samples and averaged over six-month intervals. Controls are shown in blue, and cases in red. The horizontal axis is years to/from cognitive impairment onset, where 0 stands for the date of cognitive impairment.
models [26]. The z-score indicated that AUC of 0.74 (see Fig. 4 for the ROC curve) corresponds to a 4.26-fold increase in predictability over chance \(p<0.001\). We observed a ten-point increase in accuracy obtained by adding linguistic variables to the non-linguistic variables (non-linguistic alone 0.59, combined 0.69). This indicates that linguistic variables offer significant information over the non-linguistic variables in terms of their predictive diagnostic ability. The ratio of z-scores relative to the null hypothesis indicated that the linguistic variables yielded a classification performance 2.4 times better than non-linguistic variables; the ratio of AUC gains respect to chance, provides a comparable value \((0.19/0.09 = 2.11)\).

To examine the effects of education and sex on performance of the model using linguistic variables and the hold-out method, AUC scores were computed for participants with college degree vs participants without a college degree, and for females vs males. The participants with a college degree were harder to predict than participants without a college degree (AUC of 0.70 for college-degree vs 0.76 for no-college degree, see Supplementary Figure 3 for the ROC curves). The ratio of z-scores indicated that classification of the participants with no college degree was 1.52 times better than for the participants with college degree (as above, the gain ratio is 0.26/0.20 = 1.3). Similarly, females were both more accurately and more confidently predicted than males, and the difference is substantial (AUC of 0.83 for females vs 0.64 for males, see Supplementary Figure 3 for the ROC curves). The ratio of z-scores indicated that the females were classified 2.61 times better than males when compared to chance (the gain ratio is 0.33/0.14 = 2.35).

The longitudinal analysis in Fig. 5 shows the results of NMF factorization of linguistic and NP variables, and demonstrates that an unsupervised grouping of the variables using word information indeed shows a clear temporal trend, as well as a differentiation between cases and controls which starts several years before cognitive impairment. The plot shows the change in the loading of each time interval on the first component obtained by NMF, where 0 in the horizontal axis stands for the date of cognitive impairment onset. The green line shows the controls’ progression in time, whereas the blue line shows the cases’ progression in time, with a steeper decline for the cases. Supplementary Figure 5 shows the loading of the factors on the first component from the NMF analysis, which shows the respective contribution of linguistic and NP variables in the computation of the plot in Fig. 5 in the manuscript.

For the Cox proportional-hazards analysis, we used 143 participants, of which 28 were censored, with a total of 1159 person-years, where average was 8.10 years per person. See Table 4 for all statistically significant linguistic variables according to the Wald statistic. Our results show that using the referentially generic terms boy, girl, woman instead of the more specific son, brother, sister, daughter, mother to refer to the subjects in the picture is associated with higher risk of AD. Our results also show that mentioning the details in the picture, such as the dishcloth and the dishes, is associated with lower risk of AD. Consequently, this analysis revealed that the strongest prognostic factors of AD involved semantic processing.

### Table 4

Results of the Cox proportional hazards models: HR stands for hazard ratio, CI for lower 95 and upper 95 confidence interval for the hazard ratio. HRs are for 1 SD increase in these measures.

| ICU     | HR    | CI             | P-value |
|---------|-------|----------------|---------|
| falling | 1.3148| (1.053–1.6417) | 0.0157  |
| dishes  | 0.8172| (0.6901–0.9677) | 0.0193  |
| girl    | 1.1895| (1.0231–1.3829) | 0.024   |
| dishcloth| 0.8368| (0.712–0.9835)  | 0.0307  |
| boy     | 1.1704| (1.0116–1.354)  | 0.0344  |
| woman   | 1.2066| (1.0013–1.4539) | 0.0484  |

4. Discussion

Our results demonstrate that it is possible to predict future onset of Alzheimer’s disease using language samples obtained from cognitively normal individuals. Moreover, we showed that using linguistic variables from a single administration of the cookie-theft picture description task performed better than predictive models that incorporated APOE, demographic variables, and NP test results.

Linguistic competence is a behavioral marker of educational and occupational attainment, both of which have been suggested to increase ‘cognitive reserve’ by epidemiologic studies. Higher cognitive reserve allows some people to be more resilient to brain pathology than others [27], such that they can compensate the dysfunction and delay diagnosis of AD [28]. In this regard, we found a significant differentiation between participants with and without college education. Furthermore, it is well-known that the prevalence of AD is significantly higher in women as compared to men, and that women show a faster rate of progression after onset of cognitive impairment [29–31]. Similar to what we observed with educational attainment, we found that it is much easier to predict conversion in women than in men, suggesting that prodromal changes are more prominent in females than in males.

The linguistic variables that we identified as most relevant for predicting future onset of AD, prominently agraphia, telegraphic speech and repetitiveness (see Supplementary Table 3), have been consistently identified in the literature as associated with cognitive decline in dementia. Repetitive speech that involves repetitive questioning, repetitive stories/statements, repetitive themes have been reported in patients with dementia [32,33]. Studies on agraphia in dementia and in AD participants have shown that patients made more writing errors compared to controls [34]. Declines in structural complexity of utterances have been extensively investigated in people with Alzheimer’s disease and dementia [35,36]. Another linguistic element that has been associated with dementia, referential specificity, was identified as having a strong weight in the survival analysis, which is supported by a large number of studies showing that semantic impairments are the earliest linguistic markers of dementia [37,38].

While the Cox Proportional-Hazards analysis identified semantic/lexical factors, these factors did not prove to be discriminatory in the classification tasks. We believe that this is due to the differences in the design of these analyses. An age threshold was used for inclusion in the control vs case group in the classification task, whereas the Cox analysis treated all participants with a diagnosis of AD equally as non-censored participant. As a result, among the 115 non-censored participants in the Cox analysis, 48 of them had MCI onset after 85 years old, which would put them in the control group in the classification task. The contrasting results in these analyses indicate that, in accordance with prior literature, semantic factors are predictive of future diagnosis of AD for all subjects regardless of the age of onset, as opposed to being predictive of AD onset before mid-eighties. Similarly, verbosity and lexical richness metrics, which stand out as strong markers of cognitive impairment in already demented patients [39], were not among the strong predictors of future diagnosis of AD in cognitively normal individuals in our study.

The result of the longitudinal analysis of linguistic and NP variables, depicted in Fig. 5, shows a steeper decline in the trajectory of aging for the AD group as compared with normal aging, which starts during the preclinical phase. Similar clinical trajectories for AD and normal aging were suggested in the literature [40].

The analysis of the written version of the CTT may be considered a limitation of our study. The spoken version of the task may reveal different aspects of linguistic dysfunction. Another limitation of our study is that a thorough analysis of the correlational structure of
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linguistic features and neuropsychological test scores is outside the scope of the present article. Finally, our definition of the ‘case’ and ‘control’ labels, while designed to be as clinically relevant as possible, is ultimately discretionary and open to interpretation.

Biomarkers such as cerebrospinal fluid or brain imaging [41] and neuropsychological tests [41,42] have been used to predict progression of MCI to AD/dementia. Most recently, very promising results were reported using Neurofilament light chain (NFL) for disease progression at the early pre-symptomatic stages of familial Alzheimer’s disease [43]. However, these are still technologically or logistically demanding, and require significant specialists’ involvement. On the other hand, simple, naturalistic and inexpensive speech probes, as our results suggest, can provide an assistive tool for the early detection and progression monitoring of AD, particularly given that such probes can be easily adapted to remote digital platforms with low patient burden.
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