A public code for astrometric microlensing with contour integration
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ABSTRACT
We present the first public code for the calculation of the astrometric centroid shift occurring during microlensing events. The computation is based on the contour integration scheme and covers single and binary lensing of finite sources with arbitrary limb darkening profiles. This allows for general detailed investigations of the impact of finite source size in astrometric binary microlensing. The new code is embedded in version 3.0 of VBBinaryLensing, which offers a powerful computational tool for extensive studies of microlensing data from current surveys and future space missions.
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1 INTRODUCTION
Microlensing is a particular case of gravitational lensing occurring when the angular resolution is insufficient to detect any details of the images of a distant source other than an overall flux increase (Paczyński 1986). However, even without a full resolution of the different images created by gravitational lensing, the centroid of the lensed source may move enough to allow a possible astrometric detection of microlensing (Hog et al. 1995; Miyamoto & Yoshii 1995; Walker 1995). For a single lens, the motion of the centroid describes an ellipse that can be used for an independent estimate of the angular Einstein radius of the lens, thus providing information on its mass and distance. Following these first studies, Mao & Witt (1998) studied the centroid motion caused by a single lens including an analytic treatment of the finite size of the source, showing that the centroid shift is reduced when finite source effects become important (see also Lee et al. (2010)). Safizadeh et al. (1999) considered the case in which the lens-star is accompanied by a planet. They calculated astrometric maps in analogy to magnification maps obtained by ray-shooting methods (Wambsganss 1997): short bumps perturbing the elliptic trajectory of the centroid are typical signatures of the presence of planets. A more detailed numerical investigation was led by Han & Lee (2002), while Asada (2002) proposed an analytic perturbative approach. For stellar binary lenses, instead, sudden jumps in the centroid occur when pairs of images are created or destroyed as the source crosses a caustic (Han et al. 1999; Han 2001).

The actual detection of the centroid shift requires an astrometric accuracy better than the Einstein radius, which is less than 1 mas for observations toward the Galactic bulge. Boden et al. (1998) discussed the detectability of the centroid motion within the microlensing campaigns of their time, while Dominik & Sahu (2000) and Belokurov & Evans (2002) already envisioned the possibility of numerous detections with the Gaia mission1, followed by many other detailed predictions ranging between hundreds and thousands of expected detections (Proft et al. 2011; Bramich 2018; Rybicki et al. 2018; McGill et al. 2019, 2020; Klüter et al. 2020). The astrometric signal has been searched in selected black hole candidates with the Keck telescopes (Lu et al. 2016) and with HST (Kains et al. 2017). The incoming Roman telescope2 will also detect astrometric microlensing for a large fraction of nearby lenses (Gould & Yee 2014).

The first firm detection of an astrometric microlensing signal came from observations of the HST on a nearby white dwarf that lensed a background star (Sahu et al. 2017). Soon after, Proxima Centauri was observed to give an astrometric microlensing signal on another background star with SPHERE at VLT (Zurlo et al. 2018). Finally, the new interferometer GRAVITY, mounted at VLT, has been able to separate the images in a microlensing event (Dong et al. 2019).

Indeed, microlensing is becoming much more than just photometry and future facilities will be more and more sensitive to the astrometric signal. We can easily imagine that there will be frequent need of simultaneous modeling of the photometric and astrometric signals, which can only be done by codes that are able to calculate both photometry and astrometry at high speed. In the last few years, VBBinaryLensing3,4 stood out as the fastest public code for the calculation of microlensing effects (Bozza 2010; Bozza et al. 2018). It is based on the contour integration principle (Schramm & Kayser 1987; Dominik 1995, 1998; Gould & Gauchet 1997), which amounts to a conversion of the surface integral over the images into a line in-
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TEGRAL ALONG THE IMAGE BOUNDARIES ACCORDING TO GREEN’S THEOREM. THIS CODE IS ALSO AT THE COMPUTATIONAL CORE OF ALL PUBLICLY AVAILABLE MICROLENSING MODELING PLATFORMS: PYLIMA (BACHELET ET AL. 2017), MULAN (POLESKI & YEE 2019). IT IS ALSO USED FOR REAL-TIME MICROLENSING MODELING IN RTMODEL.

IN THIS PAPER, WE PRESENT A FULL IMPLEMENTATION OF THE CALCULATION OF THE ASTROMETRIC SHIFT OF THE CENTROID OF THE IMAGES WITHIN THE CONTOUR INTEGRATION FRAMEWORK OF VBBINARYLENSEING. SECTION 2 RECALLS THE BASIC FORMULAE FOR CALCULATING THE MICROLENSING MAGNIFICATION IN THE CONTOUR INTEGRATION FRAMEWORK. SECTION 3 PRESENTS THE SAME CALCULATION FOR THE ASTROMETRIC CENTROID SHIFT IN BINARY MICROLENSING. SECTION 4 DEALS WITH THE POINT-LENMICROLENSING, FOR WHICH WE ADOPT PRECALCULATED TABLES, FOLLOWED BY THE CONCLUSIONS. WE ALSO ADD A SHORT APPENDIX DISCUSSING OUR PARAMETERIZATION FOR FULL KEPLERIAN ORBITAL MOTION OF THE LENS.

2 CONTOUR INTEGRATION CONCEPT

LET US CONSIDER A SOURCE AT DISTANCE $D_S$ BEHIND A GRAVITATIONAL LENS AT DISTANCE $D_L$ ALONG THE LINE OF SIGHT. THROUGHOUT THIS PAPER, ALL ANGULAR COORDINATES AND ANGULAR DISTANCES WILL BE EXPRESSED IN UNITS OF THE ANGULAR EINSTEIN RADIUS

$$\theta_E = \sqrt{\frac{4GM}{c^2 D_L (1 - \frac{D_S}{D_L})}}$$

WHERE $M$ IS THE TOTAL MASS OF THE LENS SYSTEM, $G$ IS NEWTON’S CONSTANT, AND $c$ IS THE SPEED OF LIGHT.

LET US INDICATE THE ANGULAR COORDINATES OF THE SOURCE IN THE SKY BY $\mathbf{y}$. THE GRAVITATIONAL LENS WILL BEND THE LIGHT RAYS FROM THE SOURCE, SO THAT THE OBSERVER WILL SEE THE LIGHT COMING FROM A DIFFERENT DIRECTION $\mathbf{x}$. IN GENERAL, THE ORIGINAL SOURCE POSITION AND THE ACTUAL IMAGE POSITION ARE RELATED BY A LENS EQUATION IN THE FORM

$$\mathbf{y} = \mathbf{f}(\mathbf{x}),$$

WHERE THE FUNCTION $\mathbf{f}$ ENCODES ALL THE PROPERTIES OF THE GRAVITATIONAL LENS, INCLUDING ITS MASS DISTRIBUTION AND GEOMETRICAL CONFIGURATION.

IN ORDER TO FIND THE POSITIONS OF THE IMAGES $\mathbf{x}$ FOR A GIVEN SOURCE $\mathbf{y}$, WE NEED TO SOLVE THE LENS EQUATION, WHICH TYPICALLY REQUIRES NUMERICAL TECHNIQUES, EXCEPT FOR SOME TRIVIAL CASES.

IF WE HAVE EXTENDED SOURCES, WE MAY TRY “SHOOT RAYS BACK” FROM THE OBSERVER TO THE SOURCE: BY EVALUATING $\mathbf{f}(\mathbf{x})$ ON A SUFFICIENTLY DENSE GRID IN $\mathbf{x}$, IMAGES WILL BE FOUND AROUND THOSE LUCKY $\mathbf{x}$ FOR WHICH $\mathbf{f}(\mathbf{x})$ LANDS WITHIN THE SOURCE BOUNDARY (KAYSER ET AL. 1986; BENNETT & RHEE 1996; WAMBSGANNS 1997; RATTENBURY ET AL. 2002; DONG ET AL. 2006; BENNETT 2010). INVERSE-RAY-SHOOTING METHODS MAY THEREFORE USE THE AREA OF THE IMAGES AND THEIR CENTROID BY KNOWLEDGE OF THE POSITIONS OF ALL INDIVIDUAL IMAGE ELEMENTS ON THE GRID. THIS APPROACH REQUIRES A LARGE NUMBER OF DIRECT EVALUATIONS OF THE LENS MAP $\mathbf{f}(\mathbf{x})$ ON A 2-DIMENSIONAL GRID, WITH EACH EVALUATION BEING RELATIVELY FAST.

AN ALTERNATIVE APPROACH IS TO RECONSTRUCT THE IMAGE BOUNDARIES FIRST AND THEN, EXPLOITING GREEN’S THEOREM, CONVERT THE SURFACE INTEGRAL TO A LINE INTEGRAL ON THE BOUNDARY. THE IMAGE BOUNDARIES CAN BE FOUND AS A CONTOUR PLOT ON A GRID (SCHRAMM & KAYSER 1987; DOMINIK 1995, 1998, 2007), WHICH IS SIMILAR TO THE RAY-SHOOTING APPROACH BUT NOT ITS INVERSION. ALTERNATIVELY, IMAGE BOUNDARIES CAN BE FOUND BY INVERSION OF THE LENS MAP ON THE SOURCE BOUNDARY (GOULD & GAUCHELER 1997). COMPARED TO THE INVERSE-RAY-SHOOTING METHOD, AN ADAPTIVE GRID NEEDS FEWER EVALUATIONS OF THE LENS MAP, SINCE THE GRID IS REFINED ONLY ALONG THE BOUNDARIES. THE OTHER OPTION (INVERSION OF THE LENS MAP ON THE BOUNDARY) REQUIRES AN EVEN SMALLER NUMBER OF CALCULATIONS, BUT EACH INDIVIDUAL CALCULATION IS MUCH SLOWER, SINCE THE INVERSION OF THE LENS MAP BY APPROPRIATE NUMERIC ALGORITHMS IS REQUIRED. DIFFERENT METHODS MAY HAVE ADVANTAGES OR DISADVANTAGES FOR PARTICULAR SITUATIONS AND MAY BE COMPLEMENTARY IN MANY RESPECTS. A FULL COMPARISON BETWEEN THESE CODES IS BEYOND THE SCOPE OF THIS PAPER, BUT IT IS WORTH REMARKING THESE DIFFERENCES WHENEVER THEY BECOME RELEVANT TO ASSESS THE EFFICIENCY OF THE CODES.

FOLLOWING THE SECOND STRATEGY DESCRIBED ABOVE, FOR A UNIFORM-BRIGHTNESS CIRCULAR SOURCE CENTERED AT $\mathbf{y}_S$ AND ANGULAR RADIUS $\rho_\ast$, WE CAN INTRODUCE A SIMPLE PARAMETERIZATION OF THE BOUNDARY

$$\mathbf{y}(\theta) = \mathbf{y}_S + \rho_\ast \left(\frac{\cos \theta}{\sin \theta}\right),$$

WITH $0 \leq \theta < 2\pi$.

BY INVERSION OF THE LENS MAP, WE WILL FIND A CERTAIN NUMBER $N$ OF IMAGES OF THIS BOUNDARY. THESE BOUNDARIES $\mathbf{x}_I(\theta)$ WILL BE FUNCTIONS OF THE PARAMETER $\theta$ AND WILL BE LABELED BY AN INDEX $I \in \{1, ..., N\}$ IDENTIFYING THE INDIVIDUAL IMAGES.

GREEN’S THEOREM STATES THAT FOR ANY REGULAR FUNCTIONS $L_1$ AND $L_2$, WE CAN CONVERT THE SURFACE INTEGRAL ON THE IMAGE $\mathbf{i}$ INTO A LINE INTEGRAL ON A COUNTER-CLOCKWISE ORIENTED BOUNDARY $\partial I$

$$\int I \left(\frac{\partial L_2}{\partial x_1} - \frac{\partial L_1}{\partial x_2}\right) dx_1 dx_2 = \int \partial I (L_1 dx_1 + L_2 dx_2),$$

THE ORIENTATION OF THE SOURCE BOUNDARY IN EQ. (3) IS COUNTER-CLOCKWISE, BUT THE ORIENTATION OF THE IMAGE BOUNDARY IS REVERSED FOR NEGATIVE PARITY IMAGES. THEREFORE, IF WE USE GREEN’S THEOREM, WE MUST MULTIPLY THE RIGHT HAND SIDE BY THE PARITY $p_I = \pm 1$.

FOR A UNIFORM SOURCE, SINCE THE SURFACE BRIGHTNESS IS CONSERVED BY GRAVITATIONAL LENSING, THE OBSERVED FLUX IS SIMPLY THE ORIGINAL SOURCE FLUX MULTIPLIED BY A MAGNIFICATION FACTOR GIVEN BY THE RATIO OF THE TOTAL AREA OF THE IMAGES WITH THE ORIGINAL AREA OF THE SOURCE. THE AREA OF AN IMAGE IS OBTAINED BY REQUIRING THAT $\left(\frac{\partial L_2}{\partial x_1} - \frac{\partial L_1}{\partial x_2}\right) = 1$, WHICH LEAVES SOME FREEDOM IN THE CHOICE OF THE FUNCTIONS $L_1$ AND $L_2$. FOR EXAMPLE, WITH $L_2 = \frac{1}{2} x_1$ AND $L_1 = -\frac{1}{2} x_2$ (DOMINIK 1998), EQ. (4) BECOMES

$$A_I = -\frac{1}{2} \rho_\ast \int \mathbf{x} \wedge d\mathbf{x},$$

WHERE THE WEDGE PRODUCT BETWEEN TWO VECTORS IN THE OBSERVER SKY IS A SHORT NOTATION FOR THE FOLLOWING COMBINATION LEADING TO A PSEUDOSCALAR QUANTITY

$$\mathbf{x} \wedge \mathbf{w} = x_1 w_2 - x_2 w_1.$$  

WITH $L_2 = 0$ AND $L_1 = -x_2$, WE HAVE

$$A_I = -p_I \int x_2 dx_1.$$
The magnification for our uniform source of radius \( \rho_s \) is then

\[
\mu = \frac{1}{\pi \rho_s^2} \sum_i A_i. \tag{8}
\]

In practice, we can sample the source boundary only on a finite set of points at \( 0 = \theta_1 < ... < \theta_n = 2\pi \). For each \( \theta_i \), we must invert the lens equation at the source boundary point \( y(\theta_i) \) and find the corresponding image boundary points \( x_{I,i} \) (Gould & Gaucherel 1997). The integral (7) is then approximated by

\[
A_I = -\frac{p_I}{2} \sum_i \left( x_{I,i+1,2} + x_{I,i,2} \right) \left( x_{I,i+1,1} - x_{I,i,1} \right), \tag{9}
\]

which recalls the simple trapezium approximation of the Riemann integral (Dominik 1998; Gould & Gaucherel 1997).

Bozza (2010) proposed to add a parabolic correction that catches the next-to-leading order contribution and leaves a residual of fifth order in \( |dL| \)

\[
dA_I^{(p)} = \frac{p_I}{24} \sum_i \left[ \left( x_{I,i}' \wedge x_{I,i}'' \right) \big|_{\theta_i} + \left( x_{I,i}' \wedge x_{I,i}'' \right) \big|_{\theta_{i+1}} \right] \Delta \theta_i^3. \tag{10}
\]

where \( \Delta \theta_i = \theta_{i+1} - \theta_i \) and the primes denote derivatives of \( x_I(\theta) \) with respect to \( \theta \).

2.1 Contour integration in binary lensing

For binary lenses, we can adopt the complex notation for the source and image positions (Witt & Mao 1994)

\[
\zeta = y_1 + iy_2 \tag{11}
\]

\[
z = x_1 + ix_2. \tag{12}
\]

For a system of two point-lenses with separation \( s \) and mass ratio \( q \), the lens equation is

\[
\zeta = z - \frac{1}{1 + q} \left( \frac{1}{z + s} + \frac{q}{z} \right). \tag{13}
\]

Here we have chosen the position of the minor lens as the origin of our coordinate frame. As also discussed by Bozza et al. (2018), this is the best choice for minimizing the numerical errors coming from cancellations of large terms in the lens equation.

For a given source position \( \zeta \), the solutions of this equation give the corresponding images \( z \). Using our parameterization for the source boundary (3), the quantities appearing in the parabolic correction can be calculated analytically in terms of derivatives of the lens equation

\[
x' \wedge x'' = \left\{ \rho_s^2 + \text{Im} \left[ (z')^2 \xi' \frac{\partial^2 \xi'}{\partial^2 \zeta} \right] \right\} J^{-1}. \tag{14}
\]

Bozza (2010) also introduced error estimators to increase the sampling of the source boundary only where it is really needed to match the target accuracy. Finally, Bozza et al. (2018) proposed an algorithm to decide whether the point-source approximation is acceptable or a full finite-source contour integration is necessary. This algorithm is based on the quadrupole approximation (Pejcha & Heyrovsky 2009) and the mutual separation of ghost images. Limb darkening of realistic stars is obtained by repeating the calculation on concentric circles centered on the source (Gould & Gaucherel 1997). The number and position of the circles is decided so as to match the target accuracy (Bozza 2010). All these techniques are fully implemented in the current version of VBBinaryLensing, with the basic inversion of the lens equation realized by the algorithm by Skowron & Gould (2012).

3 ASTROMETRY WITH CONTOUR INTEGRATION

High-resolution observations have indeed proven to be able to measure the centroid shift during a microlensing event (Sahu et al. 2017; Zurlo et al. 2018). The centroid of the images for a uniform-brightness source can be defined as

\[
\Theta = \frac{\sum_i x_I}{\sum_i A_i}, \tag{15}
\]

where \( A_I \) is just the area of the image \( I \), as already defined in Eq. (7), which comes as a normalization factor. The numerator is the sum of the following integrals

\[
x_I = \int x dx_1 dx_2. \tag{16}
\]

Of course, the centroid shift is a vector with two components, which means that we have to calculate two more integrals with respect to the basic magnification calculation described in the previous section. However, even these two surface integrals can be converted to line integrals using Green’s theorem. In fact, as shown by Dominik (1998), we just need to find new functions \( L_1 \) and \( L_2 \) such that

\[
\frac{\partial L_2}{\partial x_1} - \frac{\partial L_1}{\partial x_2} = x_1 \text{ for the first component and analogously for the second component of the centroid. These conditions leave some freedom in the choice of the two functions, which can be used so as to minimize the additional operations with respect to the magnification calculation.}
\]

We finally choose \( L_1 = 0 \), \( L_2 = x_1^2/2 \) to deal with the component \( X_{I,1} \) and \( L_1 = -x_2^2/2, L_2 = 0 \) for the component \( X_{I,2} \). Following Green’s theorem (4), Eq. (16), when split for the two components, becomes

\[
X_{I,1} = -\frac{p_I}{2} \int \frac{x_1^2}{\partial t} dx_2 \tag{17}
\]

\[
X_{I,2} = -\frac{p_I}{2} \int x_2^2 dx_1. \tag{18}
\]

In order to evaluate these two integrals, we use the same sampling of the source boundary described in Section 2.1. Once we have the sampling of the image boundaries \( x_I \), we may just approximate the two integrals with sums of finite differences\(^\text{11}\)

\[
X_{I,1} = \frac{p_I}{24} \sum_i (x_{I,i+1,1} + x_{I,i,1})^2 (x_{I,i+1,2} - x_{I,i,2}) \tag{19}
\]

\[
X_{I,2} = \frac{p_I}{24} \sum_i (x_{I,i+1,2} + x_{I,i,2})^2 (x_{I,i+1,1} - x_{I,i,1}). \tag{20}
\]

Following the ideas laid out by Bozza (2010), we may add a parabolic correction that pushes the accuracy of our approximation to \( \Delta \theta^3 \), similarly to the magnification calculation.

\[
dX_{I,1}^{(p)} = \frac{p_I}{24} \left[ \left( x_{I,i+1,2}'^2 + x_{I,i,1}' \left( x_{I,i,2}' \wedge x_{I,i,2}'' \right) \right) \big|_{\theta_i} + \left( x_{I,i+1,2}' \wedge x_{I,i,1}' \left( x_{I,i,2}' \wedge x_{I,i,2}'' \right) \right) \big|_{\theta_{i+1}} \right] \Delta \theta_i^3 \tag{21}
\]

\[
dX_{I,2}^{(p)} = -\frac{p_I}{24} \left[ \left( x_{I,i+1,1}'^2 + x_{I,i,2}' \left( x_{I,i,1}' \wedge x_{I,i,1}'' \right) \right) \big|_{\theta_i} + \left( x_{I,i+1,1}' \wedge x_{I,i,2}' \left( x_{I,i,1}' \wedge x_{I,i,1}'' \right) \right) \big|_{\theta_{i+1}} \right] \Delta \theta_i^3 \tag{22}
\]

\(^{11}\) By a different choice of the functions \( L_1 \) and \( L_2 \) it is possible to obtain more symmetric expressions (Dominik 1998). However, our asymmetric choice halves the number of operations needed.
These corrections are obtained after expanding Eqs. (17)-(18) in powers of $\Delta \theta$ to the third order. Note that the quantities appearing in these two corrections are already available from the parabolic correction to magnification (10). The implementation of accurate astrometry does not require too much additional computation, after all.

3.1 Critical points

Up to now we have only considered regular images leaving aside the creation and destruction of pairs of images. In case two images are destroyed in the interval $[\theta_l, \theta_{u,1}]$, we have some differences in the terms approximating our integrals. For the magnification, in the case of destruction of two images, we use (Bozza 2010)

$$dA_c^{(t)} = \frac{1}{2} (x_{-,i,2} + x_{+,i,2}) (x_{-,i,1} - x_{+,i,1}),$$

(23)

for the first order term and

$$dA_c^{(p)} = \frac{1}{24} \left[ (x_{+,i} \wedge x_{+,i}^\prime) - (x_{-,i} \wedge x_{+,i}^\prime) \right] \Delta \theta^3,$$

(24)

for the parabolic correction. In these expressions, $x_+$ is the positive parity image and $x_-$ is the negative parity image that participate in the destruction event. We also note that $\Delta \theta$ is replaced by

$$\widetilde{\Delta \theta} = \frac{|x_{-,i} - x_{-,i}|}{\sqrt{|x_{+,i} \cdot x_{-,i}|}},$$

(25)

since the two images are annihilated at some value $\theta_c$ between $\theta_l$ and $\theta_{u,1}$. This value is estimated using the distance of the last points of the two images and their current derivatives. Analogous expressions can be used for the creation of two images.

As detailed by Bozza (2010), error estimators can be constructed for intervals in which creation/destruction of images occur, which also work when the source intercepts the tip of a cusp. A more subtle case is a source nearly tangent to a fold, for which we check the mutual distance of the two spurious roots of the fifth order polynomial associated with the lens equation. In comparison, the adaptive grid approach used by Dominik (2007) needs to introduce seeds in the grid for each image center. For partial images existing when only a small slice of the source is inside the caustic, it is necessary to add the points with minimum distance between the source center and the caustics as seeds.

For astrometry everything goes very similar. We use

$$dX_{c,1}^{(t)} = \frac{1}{8} (x_{+,i,1} + x_{-,i,1})^2 (x_{+,i,2} - x_{-,i,2}),$$

(26)

$$dX_{c,2}^{(t)} = -\frac{1}{8} (x_{+,i,2} + x_{-,i,2})^2 (x_{+,i,1} - x_{-,i,1}),$$

(27)

for the first order terms and

$$dX_{c,1}^{(p)} = \frac{1}{24} \left[ x_{+,i,1} x_{+,i,2} + x_{+,i,1} (x_{-,i} \wedge x_{-,i}^\prime) - (x_{-,i} \wedge x_{-,i}^\prime) \right] \Delta \theta^3$$

(28)

$$dX_{c,2}^{(p)} = -\frac{1}{24} \left[ x_{+,i,1} x_{+,i,2} + x_{+,i,1} (x_{-,i} \wedge x_{-,i}^\prime) - (x_{-,i} \wedge x_{-,i}^\prime) \right] \Delta \theta^3,$$

(29)

for the parabolic corrections.

3.2 A first example: dependence of centroid motion on source size

In Fig. 1 we show a first example of use of our code for the calculation of the centroid trajectories corresponding to the source trajectory in Fig. 2, crossing a caustic in the intermediate regime. Note that $\Theta$, as defined in Eq. (15) is the centroid position relative to the lens. Actually, the observed blend is made up by the superposition of the lens and the microlensed source. If the lens makes a negligible contribution to the total flux, then what is actually observed is the centroid shift relative to the original source position. Therefore, in this and the following figures we plot $\delta \Theta \equiv \Theta - \Theta_0$. The generalization to a luminous lens is straightforward (Dominik & Saha 2000).

The chosen example is particularly illuminating for our purposes. In order to explain the centroid shift, we better look at the trajectory corresponding to the smallest source $\rho_s = 0.001$, shown in blue. When the source is still far from the lens, the centroid starts moving to the left, where the source comes from. Then, all tracks rotate clockwise downward. When the source approaches a cusp (see Fig. 2), the centroid makes a very large loop and comes back to the same region. This loop is due to the fact that the negative parity image generated by the left lens is highly magnified. Note that larger sources describe progressively smaller loops.

Then the source enters the caustic through a fold and the centroid suddenly jumps to $(0.4,0.2)$. The jump is anticipated for larger sources, for $\rho_s = 0.1$ it is even confused with the first cusp approach.

As the source moves inside the caustic, the centroid moves to the right. When the source exits the caustic through a cusp, the $\rho_s = 0.001$ centroid shows some structure at the extreme right, corresponding to a fold exit very close to the cusp, while larger sources progressively smooth these spikes and remain closer to the origin. As the source finally moves away, the centroid returns toward the origin.

For a point-like source, the centroid of the images would experience a discontinuous jump every time the source crosses a caustic (Han et al. 1999; Han 2001). This happens because the newly formed images dominate the magnification and attract the centroid especially when they are close to the critical curve. For larger sources, this effect is smoothed progressively. In general, the overall centroid motion becomes less prominent and less informative for large sources.

3.3 Accuracy of the calculation

In VBBinaryLensing the accuracy is controlled by several error estimators on every individual arc of the source boundary (Bozza 2010). This allows to drive the sampling toward more problematic sections of the source and its corresponding images. The code stops the sampling when a target accuracy $\delta$ (specified by the user) is reached in the magnification.

In order to evaluate the centroid accuracy reached for a given target accuracy in magnification, we define $\delta \Theta^{(i)}$ the centroid shift calculated at a target accuracy $\delta = 10^{-7}$. For example, $\delta \Theta^{(2)}$ is the centroid at $\delta = 10^{-2}$. This is compared with the result obtained at a much higher accuracy, which is considered as "exact" (we use $\delta \Theta^{(6)}$ for this purpose). The difference between the two calculations gives the observed error

$$E_{(i)} = \left| \delta \Theta^{(i)} - \delta \Theta^{(6)} \right|.$$

(30)

In order to illustrate the typical errors, we run the calculation on equally spaced grids of $10^3$ source positions on 10 configurations with $0.1 \leq s \leq 2$ and $10^{-3} \leq q \leq 1$. The results are reported in the distributions shown in Fig. 3 for $E_{(2)}$ and Fig. 4 for error$E_{(3)}$. Note
Figure 1. Centroid trajectories obtained with different source sizes $\rho_*$ in the geometry shown in Fig. 2. As specified in the text, all angular coordinates are in units of $\theta_E$. The circles of different colors mark the centroid positions corresponding to the source positions marked with the same color in Fig. 2.

Figure 2. Source trajectory and caustic geometry used to generate Fig. 1. $s$ is the angular separation of the two lenses and $q$ is the mass ratio, with the lower-mass lens lying on the right. As specified in the text, all angular coordinates are in units of $\theta_E$. Circles mark specific positions useful to follow the centroid trajectories in Fig. 1.

that the frequencies are reported in log-scale. Then the vast majority of the points in the grid have a very low error compared to a tail that extends to larger errors. This behavior stems from the simple fact that most of the points in the grid fall far from the caustics, where the point-source approximation is already viable. The real test comes from the points in the tail, whose error must be taken under control.

Indeed, we see a clear linear scaling of the error distributions both with the target accuracy $\delta$ and with the source radius $\rho_*$. A reasonable formula that accounts for the observed accuracy in the centroid shifts is

$$
\delta_{\text{ast}} = 50 \rho_* \delta.
$$

(31)

At this point we note that for typical photometric accuracy of $10^{-2}$ and $\rho_* = 0.01$, the astrometric error remains below $5 \times 10^{-3}$. For an angular Einstein radius of the order mas, the reached accuracy is of the order $5 \mu$as, which is even below Gaia accuracy. From this example, we realize that in general more stringent requirements will always come from photometry rather than astrometry. Therefore, we will not define error estimators for the individual contribution of each source boundary arc to the centroid error budget, as we did for photometric magnification, since this would make the algorithm complicated beyond any practical purposes. We prefer to set only one target accuracy for photometry and use Eq. (31) to check that this is sufficient for astrometry as well. This formula is therefore very precious to guide the user in his/her choice for the target accuracy $\delta$. For example, if an astrometric accuracy of $\delta_{\text{ast}} = 10^{-5}$ is needed
Figure 3. Distribution of the observed errors in the centroid shifts for a target accuracy $\delta = 10^{-2}$ in magnification. $E_{(2)}$ is the error as defined in Eq. (30). $N$ is the number of points in our grid falling in a given bin.

Figure 4. Distribution of the observed errors in the centroid shifts for a target accuracy $\delta = 10^{-3}$ in magnification. $E_{(3)}$ is the error as defined in Eq. (30). $N$ is the number of points in our grid falling in a given bin.
and the source size is $\rho_s = 0.01$, the target accuracy must be set to $\delta < \frac{1}{\text{SNR}} = 0.02$.

### 3.4 Limb darkening

Up to now, we have only considered uniform-brightness sources with radius $\rho_s$. Actually, microlensed stars have a limb-darkened profile, which affects both the magnification and the centroid shift. Following Bozza (2010), let us consider a generic intensity profile

$$I(\rho) = I_0(\rho/\rho_s),$$

where $I$ is the average surface brightness. The profile function $f(r)$ is normalized to 1

$$\int_0^1 2rf(r)dr = 1.$$  

Its cumulative function is

$$F(r) = 2 \int_0^r dr' r'f(r').$$

The magnification for a limb-darkened extended source can be written as an integral of the point-source magnification, here denoted by $\mu_0$

$$\mu_{LD} = \frac{1}{\pi} \int_0^1 r f(r)dr \int_0^{2\pi} d\theta \mu_0(r \rho_s, \theta).$$  

As a particular case, for a constant profile we simply recover the uniform-brightness magnification (8) in the form

$$\mu = \frac{1}{\pi} \int_0^r rdr \int_0^{2\pi} d\theta \mu_0(r \rho_s, \theta).$$

Bozza (2010) showed that the limb-darkened magnification (35) can be well-approximated by a sum of uniform-brightness magnifications calculated on concentric annuli. If such annuli have normalized radii $0 < r_1 < \ldots < r_n = 1$, we set

$$\mu_{LD} = \sum_i \tilde{\mu}_i$$

where

$$\tilde{\mu}_i = \int_0^{f_i} \mu_i r_i^2 - \mu_{i-1} r_{i-1}^2 dr$$

is the contribution of the $i$-th annulus with internal radius $r_{i-1}$ and external radius $r_i$. In this expression,

$$f_i = \frac{F(r) - F(r_{i-1})}{r_i^2 - r_{i-1}^2}$$

is the average value of the profile in the annulus and $\mu_i$ is the uniform-brightness magnification of the disk with radius $r_i$.

In complete analogy with Eq. (35), the centroid of the images of the limb-darkened source can be expressed as (Mao & Witt 1998)

$$\theta_{LD} = \frac{1}{\mu_{LD}} \sum_i \tilde{X}_i,$$

with

$$\tilde{X}_i = \frac{F(r_i) - F(r_{i-1})}{r_i^2 - r_{i-1}^2} \{X_i r_i^2 - X_{i-1} r_{i-1}^2\}$$

and $X_i$ is the numerator of the centroid for a uniform disk of radius $r_i$, as defined by Eq. (16).

As illustrated by Bozza (2010), the number of annuli can be chosen adaptively by suitable error estimators for the limb-darkened magnification. The radii of the annuli are chosen so as to define equal-size intervals in the cumulative function: the new radius $r$ between $r_i$ and $r_{i+1}$ is chosen so as to have $F(r_{i+1}) - F(r_i) = F(r) - F(r_i)$.

In the end, we can easily check the accuracy reached by our centroid calculation (41) with the same strategy described in Section 3.3. It turns out that our estimate for the the centroid error (30) remains valid even in the presence of limb darkening.

The best choice of the limb darkening law may vary depending on the photometric accuracy and the source star in a microlensing event. In VBBinaryLensing we have now implemented four popular limb darkening laws (Claret & Bloemen 2011). If we set $\nu = \sqrt{1 - r^2}$, we may choose the linear law

$$I(\nu) = 1 - a_1 (1 - \nu),$$

the quadratic law

$$I(\nu) = 1 - a_1 (1 - \nu) - a_2 (1 - \nu)^2,$$

the square root law

$$I(\nu) = 1 - a_1 (1 - \nu) - a_2 (1 - \sqrt{\nu}),$$

the logarithmic law

$$I(\nu) = 1 - a_1 (1 - \nu) - a_2 \ln \nu,$$

or even define an arbitrary limb darkening profile.

In Fig. 5, we show the effects of limb darkening on the centroid.
trajectory for the geometry described by Fig. 2. In this plot we use the linear limb darkening law (43) and vary the coefficient $a_1$. Indeed, the effects are really tiny and would require extremely accurate astrometry to be appreciated. In realistic microlensing observations, limb darkening would be thus mainly detected and constrained by photometry.

We close this section by noting that Green’s theorem can be extended to non-uniform sources and incorporate the description of limb darkening in the choice of function $L_1$ and $L_2$, which become 1-d integrals in the lens plane (Dominik 1998). Such solution avoids the repetition of the full calculation on different annuli, although each individual contribution to the contour integration becomes itself an integral. A comparison between the two strategies would be certainly interesting and could be the goal of a future investigation.

5 CONCLUSIONS

The need for new codes dedicated to microlensing has received a great impulse in the last few years.

The preparation work for the future Roman mission requires efficient and accurate modeling platforms to face large-scale data flows. Simulations predicting the expected yields in terms of bound planets (Penny et al. 2019) and free-floating planets (Johnson et al. 2020) strongly rely on the heavy use of such microlensing codes to produce estimates that play a central role in driving the scientific strategy of this space mission. The availability of the same code to make reliable predictions on astrometric shifts and photometric light curves of the microlensed sources will greatly increase the impact of these simulations and help the discrimination of degenerate models.

In parallel, the recent observations of astrometric shifts in microlensing events (Sahu et al. 2017; Zurlo et al. 2018) have renewed the interest in astrometric microlensing and its possible use for measuring the masses of isolated objects. Finally, the astrometric microlensing events expected from the analysis of Gaia data (McGill et al. 2020) will require adequate modeling by a complete code that allows magnification and astrometry calculations at the same time with inclusion of all possible relevant effects.

In this paper we have presented a full implementation for astrometric microlensing fully based on contour integration. We have exploited Green’s theorem to express the centroid integrals in terms of line integrals on the boundaries of the images. These are calculated to third order in the arc length by the inclusion of the parabolic correction. The accuracy of the code has been widely tested and is properly tracked by a simple formula that catches its dependencies on the code parameters. Limb darkening is treated by repeating the calculation on concentric annuli and has been extended to arbitrary source profiles. For single-lens microlensing, we have adopted pre-calculated tables that guarantee the maximum speed. As an aside, as shown in the appendix, we have also added the implementation of full Keplerian orbital motion within VBBinaryLensing, which is a interesting add-on both for photometric and astrometric studies (Sajadian 2014).
The final goal of our efforts is to put the whole microlensing community in the best possible position to face the challenges set by the new exciting observations that will come at the onset of the new decade. Such detections will greatly enhance our knowledge about extrasolar planets, with the census of planets beyond the snow line, the abundance of free-floating planets and the distribution of planets throughout our Galaxy.
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APPENDIX A: EFFICIENT PARAMETERIZATION FOR KEPLERIAN ORBITAL MOTION

The orbital motion of the lens must be taken into account whenever the microlensing event has a duration comparable with the orbital period of the planet. In particular, it is typically detected when two distinct features in the caustics are met by the source with a sufficiently long time interval in-between. This is also true for the astrometric centroid discussed in this paper (Sajadian 2014). In general, the shape of the caustics varies with the separation $s$ of the lenses and their orientation $\alpha$ with respect to the source trajectory. This means that to first order it is possible to catch the main features of the model just by two parameters $ds/dt$ and $da/dt$. A linear extrapolation based on these parameters does not correspond to any physically acceptable orbits and may lead to unphysical light curves if it is used beyond its range of validity. For this reason, VBBinaryLensing offers orbital motion including the relative radial velocity of the lenses at a reference time as a third parameter. Following the notation of the appendix of Skowron et al. (2011), the three components of the velocity vector of the second component relative to the first one at a reference time $t_0,k_e,p$ are

$$v = R_E s(\gamma_1, \gamma_2, \gamma_3),$$

with $R_E = D_L \theta_E$ the projected Einstein radius of the system in the lens plane (Paczynski 1986). In our reference frame, the two components in the lens plane introduced in Section 2.1 are complemented by the third component along the line of sight, pointing away from the observer. The instantaneous relative position at the same reference time is

$$r = R_E (s, 0, s_2).$$

We may identify $\gamma_1 = \frac{1}{s} \left| \frac{ds}{dt} \right|_{t_0,k_e,p}, \gamma_2 = \frac{d\alpha}{dt} \bigg|_{t_0,k_e,p}$.

With three components of the velocity and assuming circular orbital motion, the relative separation along the line of sight is fixed by the condition $\mathbf{r} \cdot \mathbf{v} = 0$, which yields $s_2 = -s_1/\gamma_3$, and the orbital motion remains completely specified. The radial velocity is very often left unconstrained by the data, since it only determines the evolution of the lens at very distant times, when the microlensing signal is generally negligible. However, the assumption of circular orbital motion lets us move within a secure physical framework.

In the new version of the code, we have also included full Keplerian orbital motion, which may be of interest in exceptional situations in which there is enough sensitivity to all orbital parameters. For this case we introduce two additional parameters: the ratio of the radial
separation with the projected separation $r_s = s_z/s$ and the ratio of the semimajor axis with the current separation at the reference time $a_s = a/r$. The set of orbital parameters then becomes $(\gamma_1, \gamma_2, \gamma_3, r_s, a_s)$, from which we can derive all orbital elements of the system while remaining in the domain of bound elliptic orbits.

In particular, combining the expression of the mechanical energy (vis-viva equation)

$$\frac{GM}{2a} = \frac{v^2}{2} - \frac{GM}{r},$$

(A3)

the Kepler’s third law ($n = 2\pi/T$ being the orbital angular velocity)

$$n = \sqrt{\frac{GM}{a^3}},$$

(A4)

and our definition of the semimajor axis ratio $a_s$, we find an explicit expression of the orbital velocity as a function of our basic parameters

$$n = \sqrt{\frac{\gamma_1^2 + \gamma_2^2 + \gamma_3^2}{a_s \sqrt{(-1 + 2a_s)(1 + r_s^2)}}},$$

(A5)

and an expression for the total mass as a function of the basic parameters and the Einstein radius $R_E$

$$GM = R_E^3 \frac{3}{2a_s - 1} \left( \gamma_1^2 + \gamma_2^2 + \gamma_3^2 \right).$$

(A6)

The mass of the system can be fixed only if we have separate information on the Einstein radius, which may come from the study of the source, astrometric measurements, parallax, lens observation and so on.

In order to derive the orbital parameters, we introduce the specific angular momentum

$$h = r \times v,$$

(A7)

and the reduced Laplace-Runge-Lenz vector

$$e = \frac{v \times h - r}{GM}.$$

(A8)

Eliminating the mass from the previous equations, this vector is fully expressed in terms of the basic parameters $\gamma_1, \gamma_2, \gamma_3, r_s, a_s$. Its modulus represents the orbital eccentricity $e = |e|$, while its direction points toward the periastron. Therefore, we introduce the following orthonormal unit vectors

$$\hat{x} = \frac{e}{e}, \quad \hat{z} = \frac{h}{h}, \quad \hat{y} = \hat{z} \times \hat{x},$$

(A9)

which define the orientation of the orbit in space. The three angles $\Omega, i, \omega$ can be read from the components of these vectors:

$$\cos i = z_3$$

(A10)

$$\tan \Omega = -\frac{z_1}{z_2}$$

(A11)

$$\tan \omega = \frac{x_3}{y_3}$$

(A12)

At this point, we can easily obtain the true anomaly $\nu$ by

$$\cos(\nu) = \frac{r \cdot \hat{x}}{r}$$

(A13)

and determine its sign from the sign of $r \cdot \hat{y}$. Then we calculate the eccentric anomaly

$$\cos E = \frac{\cos \nu + e}{1 + e \cos \nu}$$

(A14)

and the periastron time

$$t_p = t_{0,kep} - \frac{E - e \sin E}{n}.$$  

(A15)

Once the orbital elements are found, we can easily proceed in the reverse way to find the relative position of the two components at any time, starting from the numerical solution of the Kepler equation

$$E - e \sin E = n(t - t_p).$$  

(A16)

Our parametrization has several advantages: it makes immediate contact with existing linear approximations, since it includes $\gamma_1 = ds/dt|_{t_0,kep}$ and $\gamma_2 = da/dt|_{t_0,kep}$; circular orbital motion is simply recovered for $r_s = \gamma_1/\gamma_3$ and $a_s = 1$; the two ratios $r_s$ and $a_s$ should be numbers of order 1 in most realistic orbits, unless we are observing the system at some special time and orientation. Therefore, they are very convenient for downhill searches and a successful exploration of the parameter space.