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Abstract: This paper proposes an input design method for identification of linear-parameter-varying (LPV) systems. In particular, this paper focuses on the Bayesian estimation of LPV systems, especially the impulse responses of LPV systems at the scheduling variable of interest. The mutual information is employed as a criterion, and a concrete procedure to obtain the local optimum is given. A numerical example is shown to demonstrate the effectiveness of the proposed input design.
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1. Introduction

Most industrial processes have nonlinear dynamics, and it is important to capture their behavior for the controller design. Since the first principle modeling may become difficult for such nonlinear systems, system identification methods would be a good alternative for the modeling scheme [1]. In particular, identification with linear models is important and standard in the context of system control because the controller design for linear models is easier than the one for nonlinear models. Of course it is difficult to give a linear model which works as a good model for any operating points of the nonlinear system. Focusing on the specific operating point is important for the identification with a linear model when the system is nonlinear.

To make the operating point clear, we consider the case where the target system is described by a linear-parameter-varying (LPV) system [2], [3]. An LPV system is defined by a set of linear systems indexed by the so-called scheduling variables. A typical example of LPV system is a chemical plant whose inputs and outputs are amounts of reactants and products, respectively. The input-output relationship of this system is well described by a linear system with the fixed plant temperature. In this case, the temperature of the plant works as the scheduling variable, and the plant becomes a set of linear systems describing each temperature.

This paper focuses on constructing good linear models for the specific scheduling variables (i.e., operating points), under the conditions that i) the experiment is held with the varying scheduling variable, and ii) the available energy assigned to the identification input is limited. Figure 1 illustrates the condition i). The horizontal axis shows time, and the vertical axis shows the scheduling variables (e.g., temperature in a chemical plant). The solid line shows how the scheduling variable varies during the experiment, and the broken line shows the scheduling variable of interest. In this case, the input design problem plays a crucial role since the input energy assigned to the scheduling variable of interest affects the value of I/O data. An example of such a situation is the following; consider the example of chemical plant mentioned above. If the temperature is controlled by ON/OFF of the boiler, it is not easy to keep the temperature at the fixed value, e.g., 60°C. A possible solution is to perform an experiment with varying temperature; by switching off the boiler, the temperature drops from e.g., 100°C to 20°C like the solid line in Fig. 1. The purpose here is to construct a good linear model for 60°C, while the system behaves as a nonlinear system since the scheduling variable is varying.

This paper employs the Bayesian approach for stable LPV systems as an identification scheme [4]. One of the advantages of this approach is that it gives a simple idea to connect the model at the scheduling variables of interest and the I/O data far from such scheduling variables. In addition, [5] combines Kernel-Based system identification (see e.g., [6], [7]) to the work of [4]. Kernel-Based system identification estimates the impulse responses of stable systems in a Bayesian manner. Kernel is a prior covariance matrix of the impulse response, and Pillonetto and De Nicolao showed the way to encode bounded-input-bounded-output (BIBO) stability to this matrix.

This paper proposes an input design method under the above conditions. In particular, we employ the mutual information between the impulse response and the output as a criterion. The mutual information is known to be a good criterion in the Bayesian estimation framework, and several works have been reported [8]–[10]. In particular, [11] applied the mutual information to the standard Kernel-Based system identification, and showed its effectiveness. As far as the authors know, however,
few works applied the mutual information to the LPV system identification, and this is the first attempt on this topic.

Main contributions of this paper are the following.

1. An input design for Bayesian LPV system identification is mathematically formulated.

2. A concrete procedure to obtain the local optimal input is proposed.

3. The effectiveness of the proposed input design method is shown through the numerical simulation.

This work is based on our preliminary conference version [12]. In this journal version, reasons to employ the mutual information are shown, and the concrete procedure to obtain the local optimal input is given. In addition, the target system of the numerical simulation becomes significantly complex compared to the one in [12].

This paper is organized as follows. The problem formulation is described in Sect. 2. Then, Sect. 3 gives a brief introduction for the mutual information and shows an optimization procedure. Section 4 shows a numerical simulation. Section 5 gives some concluding remarks.

[Notations] The transposition of a matrix A is denoted by $A^\top$. For a matrix $A \in \mathbb{R}^{m \times n}$, $\text{Tr}(A)$ and $\text{det}(A)$ represent its trace and determinant, respectively. The identity matrix of size $n$ is denoted by $I_n$. Let $f(x)$ be a matrix-valued function of a scalar $x$, $f : \mathbb{R} \rightarrow \mathbb{R}^{x \times x}$. Then, $\frac{\partial f}{\partial x}$ is an $n \times n$ matrix whose $(l, m)$ element is $\frac{\partial (f(x))_{lm}}{\partial x}$. Also let $g$ be a function of a matrix $X \in \mathbb{R}^{x \times x}$, $g : \mathbb{R}^{x \times x} \rightarrow \mathbb{R}$. Then, $\frac{\partial g}{\partial X}$ is an $n \times n$ matrix whose $(l, m)$ element is $\frac{\partial g(X)}{\partial X_{lm}}$. For a continuous random variable $x$, its probability density function is denoted by $p(x)$. A joint probability density function of two random variables $x$ and $y$ are denoted by $p(x, y)$. $p(x \mid y)$ denotes the conditional probability density function of $x$ with given $y$. When $x \in \mathbb{R}^n$ is a Gaussian random variable whose mean and covariance are given by $\mu \in \mathbb{R}^n$ and $\Sigma \in \mathbb{R}^{n \times n}$, we denote $p(x) \sim \mathcal{N}(\mu, \Sigma)$. In this paper, log $x$ is the natural logarithm of $x > 0$, and $e$ denotes the base of the natural logarithm.

### 2. Problem Setting

This paper focuses on constructing the LPV finite-impulse-response (LPV-FIR) model described as

$$y(k) = \sum_{i=0}^{n-1} u(k-i) g_p(i) + w(k), \quad (1)$$

where $k, y(k) \in \mathbb{R}$ and $u(k) \in \mathbb{R}$ denote the time step, the output, and the input, respectively. We denote the scheduling variable at time step $k$ by $p(k) \in \mathbb{R}$, and $g_p$ shows the impulse response of the system with the fixed scheduling variable $p$. The noise at time step $k$ is denoted by $w(k)$, which is assumed to be generated from an independent and identically distributed Gaussian process whose variance is denoted by $\sigma^2$. Let $p^*$ be the scheduling variable of interest. Then, the identification problem of the LPV-FIR model is to estimate $g_p^* = [g_{p^*}(0), \ldots, g_{p^*}(n-1)]^\top$ from the observed data $[u^*(k), y^*(k), p^*(k)]_{k=1}^n$. The superscript $o$ indicates that the value is the one in the experiment.

To construct the LPV-FIR model, we employ the Bayesian approach [4], [5]. We introduce a prior distribution of the impulse responses $g_{p^*}$ and $g_{p^*}(k) = [g_{p^*(k)}(0), \ldots, g_{p^*(k)}(n-1)]^\top (k = 1, \ldots, N)$. In particular, the zero-mean $n(N+1)$ dimensional Gaussian

$$p \left( \begin{bmatrix} g_{p^*} \\ g_{p^*(1)} \\ \vdots \\ g_{p^*(N)} \end{bmatrix} \right) \sim \mathcal{N} \left( \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix}, \begin{bmatrix} K_{p^*p^*} & K_{p^*p^*} \top \\ K_{p^*p^*} & K_{p^*p^*} \end{bmatrix} \right) \quad (2)$$

is employed as a prior distribution. Here, $K_{p^*p^*} \in \mathbb{R}^{nN \times nN}$ and $K_{p^*p^*} \in \mathbb{R}^{Nn \times Nn}$ are defined by

$$K_{p^*p^*} = \begin{bmatrix} K_{p^*(1)p^*(1)} & \cdots & K_{p^*(1)p^*(N)} \\ \vdots & \ddots & \vdots \\ K_{p^*(N)p^*(1)} & \cdots & K_{p^*(N)p^*(N)} \end{bmatrix}, \quad (3)$$

$$K_{p^*p^*}^\top = \begin{bmatrix} K_{p^*(1)p^*(1)} & \cdots & K_{p^*(1)p^*(N)} \\ \vdots & \ddots & \vdots \\ K_{p^*(N)p^*(1)} & \cdots & K_{p^*(N)p^*(N)} \end{bmatrix}, \quad (4)$$

where $K_{uq3} \in \mathbb{R}^{nN \times N}$ is a positive semidefinite matrix which shows the covariance of impulse responses $g_{q1}$ and $g_{q2}$, and determined by the so-called kernel function $k(q_1, q_2, i_1, i_2, \eta)$ as

$$\begin{bmatrix} K_{q1} \mid i_1, i_2 \end{bmatrix} = k(q_1, q_2, i_1, i_2, \eta), \quad (5)$$

where $\eta$ denotes the parameter of the kernel. Let $U \in \mathbb{R}^{Nn \times n}$ be the matrix defined by

$$U = \begin{bmatrix} u_1 & 0 & \cdots & 0 \\ 0 & u_2 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & u_N \end{bmatrix}, \quad (6)$$

$$u_k = [u(k), \ldots, u(k-n+1)] \in \mathbb{R}^{1 \times n}, \quad (7)$$

with $u(k) = 0$ for $k < 0$. Then, the joint distribution of $g^* = g_{p^*}$ and $Y = [y^*(1), \ldots, y^*(N)]^\top$ becomes

$$p \left( \begin{bmatrix} g^* \\ Y \end{bmatrix} \right) \sim \mathcal{N} \left( \begin{bmatrix} K_{p^*p^*} & K_{p^*p^*} U^\top \\ U K_{p^*p^*} & U K_{p^*p^*} U^\top + \sigma^2 I_N \end{bmatrix} \begin{bmatrix} g^* \\ Y \end{bmatrix}, \quad (8)$$

thus the posterior distribution of $g^*$ is given as

$$p(g^* \mid Y) \sim \mathcal{N} \left( \hat{g}^*, \tilde{K}_{p^*p^*} \right), \quad (9)$$

$$\tilde{K}_{p^*p^*} = K_{p^*p^*} - K_{p^*p^*} U^\top \left( U K_{p^*p^*} U^\top + \sigma^2 I_N \right)^{-1} U K_{p^*p^*}, \quad (10)$$

$$\hat{g}^* = K_{p^*p^*} U^\top \left( U K_{p^*p^*} U^\top + \sigma^2 I_N \right)^{-1} Y. \quad (11)$$

In the Bayesian approach, $\hat{g}^*$ is the estimate of the impulse response. Note that $g^*$ is regarded as a random variable in the Bayesian estimation framework although its true value is a constant. This fact becomes important when considering the entropy; if $g^*$ is constant, the entropy of $g^*$ becomes $-\infty$.

This procedure is easily extended to the case with several scheduling parameters of interest $p_1^*, \ldots, p_m^*$. Replace $K_{p^*p^*}$ and $K_{p^*p^*}$ by

$$\begin{bmatrix} K_{p_1^*p_1^*} & \cdots & K_{p_1^*p_m^*} \\ \vdots & \ddots & \vdots \\ K_{p_m^*p_1^*} & \cdots & K_{p_m^*p_m^*} \end{bmatrix}, \quad (12)$$
and
\[
\begin{bmatrix}
K_{p_1^T p'(1)} & \cdots & K_{p_1^T p'(N)} \\
\vdots & \ddots & \vdots \\
K_{p_m^T p'(1)} & \cdots & K_{p_m^T p'(N)}
\end{bmatrix}
\]  \tag{13}
respectively. Then, the posterior distribution of \( g'_p = [g'_p, \ldots, g'_p] \) is also given by (9) through (11).

Before stating the problem, we introduce the mutual information, which is a fundamental quantity in information theory [13]. The mutual information between two random variables \( g^* \) and \( Y \) are defined by
\[
I(g^*; Y) = H(g^*) + H(Y) - H(g^* Y), \tag{14}
\]
where \( H(g^*) \) and \( H(Y) \) are Shannon’s entropies of \( g^* \) and \( Y \), respectively, and \( H(g^* Y) \) is a joint entropy of \( g^* \) and \( Y \). Here, Shannon’s entropy of a random variable \( X \) is defined as (with a slight abuse of notation)
\[
H(X) = -\int p_X(x) \log p_X(x) dx, \tag{15}
\]
where \( p_X \) denotes the probability density function of \( X \). In (15), the integral is taken over the support of \( p_X \). Similarly, the joint entropy of \( X_1 \) and \( X_2 \) is defined as
\[
H(X_1, X_2) = -\int p_{X_1X_2}(x_1, x_2) \log p_{X_1X_2}(x_1, x_2) dx_1 dx_2. \tag{16}
\]

Now we set the problem considered in this paper.

**Problem 1** Assume that the kernel function \( k \), the noise variance \( \sigma^2 \), the maximum energy for available input \( E \), the scheduling variables of interest \( p'_1, \ldots, p'_n \), the length of FIR \( n \), the length of the experiment \( N \), and the sequence of scheduling variable \( p'(1), \ldots, p'(N) \) are given. Find the input sequence \( u = [u(1), \ldots, u(N)]^T \in \mathbb{R}^N \) which maximizes the mutual information between \( g^* \) and \( Y \) subject to \( u^T u \leq E \).

Reasons to employ the mutual information as a criterion are shown in Sect. 3.

### 3. Mutual Information and Its Maximization

In Sect. 3, a solution for Problem 1 is shown. First, some reasons to employ the mutual information are given in Sect. 3.1. Then we give an algorithm which maximizes the mutual information in Sect. 3.2.

#### 3.1 Mutual Information for LPV System

In Sect. 3.1, we first show the explicit expression of \( I(g^*; Y) \), and then give some reasons to employ the mutual information as a criterion of the input sequence.

From the well-known property of the entropy of a multivariate Gaussian distribution [13], we have
\[
\begin{align*}
H(g^*) &= \frac{1}{2} \log(2\pi e)^n + \frac{1}{2} \log \det (K_{g'_p}) , \tag{17} \\
H(Y) &= \frac{1}{2} \log(2\pi e)^N + \frac{1}{2} \log \det (UK_{p'_p}U^T + \sigma^2 I_N) , \tag{18} \\
H(g^* Y) &= \frac{1}{2} \log(2\pi e)^{n+N} \\
&+ \frac{1}{2} \log \det \begin{bmatrix} K_{g'_p} & K_{g'_p}U^T \\ UK_{p'_p} & UK_{p'_p}U^T + \sigma^2 I_N \end{bmatrix} , \tag{19}
\end{align*}
\]
where \( K_{g'_p} \) and \( K_{g'_p} \) are given by (12) and (13), respectively. For the simplicity of notation, let \( K_y \in \mathbb{R}^{N \times N} \) and \( K_0 \in \mathbb{R}^{(n+N)(n+N)} \) be the matrices defined by
\[
\begin{align*}
K_y &= U K_{p'_p} U^T + \sigma^2 I_N , \tag{20} \\
K_0 &= \begin{bmatrix} K_{g'_p} & K_{g'_p}U^T \\ UK_{p'_p} & UK_{p'_p}U^T + \sigma^2 I_N \end{bmatrix} . \tag{21}
\end{align*}
\]

Then, from the formula of the determinants of block matrices,
\[
\det (K_0) = \det \left( K_{g'_p} \right) \det (K_y - U K_{p'_p} K_{p'_p} U^T) . \tag{22}
\]

By substituting (17), (18), (19) and (22) into (14),
\[
I(g^*; Y) = \frac{1}{2} \log \det (K_y) - \frac{1}{2} \log \det (K_0) . \tag{23}
\]

where \( \tilde{K} \in \mathbb{R}^{N \times N} \) is defined as
\[
\tilde{K} = U \left( K_{p'_p} - K_{p'_p} K_{p'_p} U^T + \sigma^2 I_N \right) U^T . \tag{24}
\]

It should be noted that \( K_y \) and \( \tilde{K} \) have the same structure with respect to \( U \). This fact becomes important when considering the gradient of \( I(g^*; Y) \) with respect to \( u \).

The mutual information is often employed as a criterion for the Bayesian experiment design since 1950’s (see e.g., [8]–[10]). In the rest of this subsection, some reasons to employ the mutual information for the experiment design are shown.

First, the mutual information is equivalent to the expected Kullback-Leibler divergence between the prior and the posterior distribution (see e.g., [10], [13]). Let \( p_1(x) \) and \( p_2(x) \) be probability density functions over \( X \). Then, the Kullback-Leibler (KL) divergence between these two probability density functions is defined as
\[
D(p_1 \| p_2) = \int_X \log \frac{p_1(x)}{p_2(x)} p_1(x) dx . \tag{25}
\]

See e.g., [13], [14] for more details. The KL divergence is not symmetric, however, it is a kind of pseudo-distance because \( D(p_1 \| p_2) \geq 0 \) holds for all \( p_1 \) and \( p_2 \), and \( D(p_1 \| p_2) = 0 \) if and only if \( p_1(x) = p_2(x) \) for almost everywhere over \( X \). In the context of the Bayes estimation, the expected value of the KL divergence with respect to the output is equivalent to the mutual information; i.e.,
\[
\mathbb{E}_Y \left[ D(p(g^* \| Y) \| p(g^*)) \right] = I(g^*; Y). \tag{26}
\]

This suggests that a difference between the prior and the posterior distribution can be measured by the mutual information between \( g^* \) and \( Y \). It should be noted that the experiment has no value when the prior and the posterior distribution is identical, i.e., \( D(p(g^* \| Y) \| p(g^*)) = 0 \). Hence, maximizing the KL divergence is a natural and intuitive way in the Bayesian experiment design.

Second, maximizing the mutual information is identical to minimizing the conditional entropy \( H(g^* \| Y) = H(g^*, Y) - I(g^*; Y) \).
\( H(Y) \), which is one measure of uncertainty of \( g' \) under the observation \( Y \). In other words, the determinant of the posterior covariance matrix of \( g' \) is minimized by maximizing the mutual information between \( g' \) and \( Y \). Minimizing such a covariance leads to reduce the effect of noise, thus this is also a reason to employ the mutual information as a criterion.

For these reasons, this paper employs the mutual information as a criterion for the input design problem.

### 3.2 Maximization of Mutual Information

In Sect. 3.2, a concrete procedure to generate the maximizer of the mutual information is given. To this end, we first show the gradient of the mutual information with respect to each \( u(t) \).

Recall that the mutual information given by (23) is described by a difference of \( \frac{1}{2} \log \det \left( UXU^T + \sigma^2 I_N \right) \), where \( X \in \{K_{p'p'}, K_{p'p'} - K_{p'p'}^{-1} K_{p'p'} K_{p'p'}^{-1}, K_{p'p'} \} \). Hence we focus on the gradient of \( J(u) = \log \det \left( UXU^T + \sigma^2 I_N \right) \) with respect to \( u \) in the following.

Let \( Z = UXU^T + \sigma^2 I_N \) for the ease of notation. Then,

\[
\frac{\partial J}{\partial u(t)} = \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\partial J}{\partial (Z_{ij})} \frac{\partial (Z_{ij})}{\partial u(t)} = \text{Tr} \left( \frac{\partial J}{\partial Z} \frac{\partial Z}{\partial u(t)} \right),
\]

(27)

from the chain rule. The derivative of the log-determinant function is given by

\[
\frac{\partial J}{\partial Z} = Z^{-1},
\]

(28)

and

\[
\frac{\partial Z}{\partial u(t)} = U_X U^T + UXU^T,
\]

(29)

where \( (i, j) \) element of \( U_t \in \mathbb{R}^{N \times N} \) is defined by

\[
[U_{t}]_{ij} = \begin{cases} 1 & \text{if } t \leq i \leq N, j \leq ir, j = r(i - 1) + i - t + 1, \\ 0 & \text{otherwise}. \end{cases}
\]

(30)

See [15] for more detail about the derivatives of functions of matrices.

Based on these calculations, we have

\[
\frac{\partial J}{\partial u(t)} = \text{Tr} \left( \left( UXU^T + \sigma^2 I_N \right)^{-1} \left( U_X U^T + UXU^T \right) \right),
\]

(31)

thus the \( t \) th element of the gradient of \( I(g'; Y) \) with respect to \( u \) is given by

\[
\frac{\partial I(g'; Y)}{\partial u(t)} = \frac{1}{2} \text{Tr} \left( \left( UK_u U^T + \sigma^2 I_N \right)^{-1} \left( UK_u U^T + UK_u U^T \right) \right) - \frac{1}{2} \text{Tr} \left( \left( UK_u U^T + \sigma^2 I_N \right)^{-1} \left( UK_u U^T + UK_u U^T \right) \right).
\]

(32)

Based on these calculations, we have

\[
\frac{\partial I(g'; Y)}{\partial u} = \left[ \frac{\partial I(g'; Y)}{\partial u(1)}, \ldots, \frac{\partial I(g'; Y)}{\partial u(N)} \right]^T \in \mathbb{R}^N.
\]

(33)

The mutual information \( I(g'; Y) \) is not a concave function, hence its global maximization is difficult. However, the gradient of \( I(g'; Y) \) is available and the constraint \( u' u \leq E \) is convex, thus the projected gradient method can be employed for local maximization of \( I(g'; Y) \). Consider the maximization of the differentiable function \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) over the convex set \( X \subset \mathbb{R}^N \). Then, the projected gradient method is described by the sequence

\[
x_{k+1} = P_X \left( x_k + \beta \frac{\partial f}{\partial x} \right),
\]

(34)

where \( x_k \) is a solution vector at \( k \) th step, \( \frac{\partial f}{\partial x} \) is the gradient of \( f \) at \( x_k \), and \( P_X \) denotes the orthogonal projection onto \( X \). The parameter \( \beta > 0 \) shows the step size. It is known that \( x_k \) converges to the stationary point under some mild conditions (see e.g., Proposition 2.3.2 in [16]).

Algorithm 1 shows the pseudo code of the optimization procedure. The parameter \( \Delta \) and \( N_{\text{max}} \) determine the terminal condition of the optimization. When the update becomes sufficiently small or the number of iterations reaches \( N_{\text{max}} \), the algorithm stops. We show the effectiveness of this optimization procedure through a numerical example in Sect. 4.

### 4. Numerical Simulation

This section provides a numerical example to demonstrate the effectiveness of the proposed method. The target system, which is taken from [3], is described by the difference equation

\[
\sum_{i=0}^{N} a_i(p_k) y(k+i) = b(p_k) u(k+4),
\]

(35)

where \( a_i(p_k) \) and \( b_k \) are defined by

\[
a_0(p_k) = -0.003, \quad a_1(p_k) = \frac{12}{125} - 0.1 \sin(p_k),
\]

\[
a_2(p_k) = -\frac{23}{85} + 0.2 \sin(p_k), \quad a_3(p_k) = \frac{61}{110} - 0.2 \sin(p_k),
\]

\[
a_4(p_k) = \frac{511 + 192 p_k^2 - 258(\cos(p_k) - \sin(p_k))}{860}, \quad a_5(p_k) = 0.58 - 0.1 p_k, \quad b(p_k) = \cos(p_k).
\]

This system is studied in Section 8.3.3.1 of [3], and it is stable over \( 0.6 \leq p_k \leq 0.8 \). Even though the dependence on scheduling variables of this system is different from (1), we employ the LPV-FIR model structure for the identification. This is because 1) the dependency of scheduling variables is unknown in practice, and 2) the stability of the system is known. With these conditions, the LPV-FIR model structure (1) is a reasonable choice. We set \( N = 100, n = 50, \sigma^2 = 10^{-2}, \) and \( E = 100. \)
The trajectory of the scheduling variable during the experiment is defined by
\[ p^*(k) = 0.8 - \frac{0.2}{1 + e^{0.1k}}, \]
and the scheduling variable of interest is set to \( p^* = 0.7 \). The transient of the scheduling variable is shown in Fig. 2. The horizontal axis shows the time step of the experiment, and the vertical axis shows the scheduling variable. The solid line and the broken line show the scheduling variable \( p^*(k) \) and \( p^* \), i.e., the scheduling variable through the experiment and that of interested, respectively. Figure 3 shows the impulse responses of the target system with fixed scheduling variables. The thick solid line, the thin solid line, and the thin broken line show the impulse responses with \( p(k) = 0.7, 0.6, \) and 0.8, respectively. Note that these impulse responses are significantly different. This suggests that identifying the impulse response for \( p(k) = 0.7 \) with the experiment with the scheduling variable depicted in Fig. 2 is not an easy task (recall \( n = 50 \) and \( N = 100 \)), hence the input design is crucial.

As a kernel, we employ the one proposed in [5] where the kernel function \( k(q_1, q_2, i_1, i_2, \eta) \) is defined as
\[ k(q_1, q_2, i_1, i_2, \eta) = \eta_1 \eta_2 \eta_3 \eta_4 e^{-\frac{(q_1 - q_2)^2}{2 \sigma^2}}. \]

The hyperparameter \( \eta \) is a four dimensional vector, and its elements satisfy the constraint \( |\eta_1| > 0, 0 < |\eta_2| < 1, |\eta_3| < 1, \) and \( |\eta_4| > 0 \). In this simulation, we set the hyperparameters \( \eta = [6, 0.6, 0.6, 0.01]^T \) by an oracle.

Based on the above setting, we run Algorithm 1 with \( \beta = 10^{-4}, \Delta = 10^{-4} \), and \( N_{\text{max}} = 30000 \). The resulting input sequence is shown in Fig. 4. The horizontal axis shows the time step, and the vertical axis shows the input. The solid line shows the input generated by Algorithm 1, and the broken line shows the random sequence for comparison. This random sequence is generated from the uniform white noise over \([-1, 1]\), and adjusted so as to satisfy \( u^T u = E \).

Figure 5 illustrates the noise-free outputs with these inputs. The horizontal axis shows the time, and the vertical axis shows the output. The solid line and the broken line show the outputs with the proposed and random inputs, respectively. The proposed input strongly excites the system around the 50 steps, where the scheduling variable \( p^*(k) \) becomes closer to \( p^* \).

To show the effectiveness of the proposed input, we run 300 Monte Carlo studies with independent noise realizations. Figures 6 and 7 show the estimated impulse responses with the proposed and random inputs, respectively. The horizontal axes show the time step, and the vertical axes show the impulse response. The solid lines show the impulse response of the true system with \( p^* \), and the gray lines show the estimated impulse responses (11). The proposed input clearly improves the identification accuracy especially for the first 20 steps.
The mutual information gives one solution for this accuracy. Note that how we should concentrate the energy is unclear. This paper proposes a new approach to this problem. The proposed input takes account of the trajectory of the scheduling variable during the experiment. The proposed input significantly outperforms the random one. This results with the proposed and random inputs respectively. The proposed input design problem for LPV system identification is discussed. In particular, this paper focuses on the case where the scheduling variable changes during the experiment, and the available energy for the identification input is constrained. One of the difficulties of this problem is that how we should distribute the feasible energy is unclear. This paper employs the mutual information as a criterion of identification input, and gives a concrete procedure to obtain the local maximum. A numerical simulation is shown to demonstrate the effectiveness of the proposed input design.

The mutual information is not concave and its maximization is not obvious. The mutual information gives one solution for this problem.

5. Conclusion

In this paper, the input design problem for LPV system identification is discussed. In particular, this paper focuses on the case where the scheduling variable changes during the experiment, and the available energy for the identification input is constrained. One of the difficulties of this problem is that how we should distribute the feasible energy is unclear. This paper employs the mutual information as a criterion of identification input, and gives a concrete procedure to obtain the local maximum. A numerical simulation is shown to demonstrate the effectiveness of the proposed input design.

The mutual information is not concave and its maximization is not an easy task. Hence, the concave relaxation of the mutual information is one of the future tasks.
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