In this paper we will look at the phenomenon of Microwave Amplification by Stimulated Emission of Radiation (a maser system). We begin by deriving amplification by stimulated emission using time-dependent perturbation theory, in which the perturbation provided by external radiation. When this perturbation is applied to an ensemble of particles exhibiting a population inversion, the result is stimulated microwave radiation. We will explore both unsaturated and saturated masers and compare their properties. By understanding their gain, as well as the effect of line broadening, astronomers are to identify astrophysical masers. By studying such masers, we gain new insight into poorly understood physical environments, particularly those around young and old stars, and compact stellar bodies.

I. INTRODUCTION

Typically when electromagnetic radiation passes through a medium, the intensity is attenuated as photons are absorbed. Certain systems do the opposite however; rather than attenuating a signal they amplify it at select frequencies. Such a phenomenon is called a laser, Light Amplification by Stimulated Emission of Radiation (lasers in the microwave band are a special case, called masers). These systems are uncommon; they require energy levels to be populated in ways not possible under the conditions of thermodynamic equilibrium (they require a population inversion of energy levels; see Figure 1 for a pictorial explanation of population inversions and the relationship between amplification and absorption). Something must be forcing these systems away from equilibrium. In studying those forcing mechanisms, we benefit from the amplifying properties of lasers. While particles in thermal equilibrium typically absorb light, systems with population inversions can become shining beacons.

For this paper we will look at their application to astrophysical systems — systems which we have no method to directly probe, for which we must rely on observation, inference, and theory. Astronomers typically study masers, microwave lasers, since microwave signals tends to penetrate well through atmospheric gases on earth and interstellar dust in space [1].

II. THERMODYNAMIC EQUILIBRIUM; WHY ARE MASERS UNCOMMON?

Population inversions are necessary for amplification by stimulated emission (discussed more fully in Section III 2). Population inversions are when a higher energy level is populated with more states than a lower energy level. The reason why this does not typically occur, and why masers are so special, is because the canonical ensemble of thermodynamics predicts energy level population ratios:

\[
\frac{N_1}{N_2} = \exp \left[ -\frac{E_1 - E_2}{k_B T} \right]
\]

For a system with a ground state \( |1 \rangle \) of energy \( E_1 \) and excited state \( |2 \rangle \) of energy \( E_2 \), we expect \( N_2 < N_1 \). A population inverse is the exact opposite; it requires \( N_2 > N_1 \) which cannot be predicted by equilibrium thermodynamics. To leave equilibrium, these systems require pumping, the addition of states to the higher energy level faster than quenching processes can restore equilibrium.
For gases, quenching usually comes in the form of collisional quenching which increases with density and pressure [3].

III. PRODUCTION OF MASERS

The theory underlying stimulated emission is first-order time-dependent perturbation theory. Gases even as simple can have intrinsic electric dipoles, and if our gas particle has an intrinsic electric dipole, then an external electromagnetic field will produce a time-dependent perturbation to the system’s energy. Such a time-dependent perturbation is particularly useful, because it allows for transitions between pure energy eigenstates. If this transition is to a lower energy level, a photon will be emitted with a frequency determined by the energy difference between the initial and final states. In Section III 1 we will use time-dependent perturbation theory to derive the expected transition rate, and its dependence on external factors (such as applied field strength) and intrinsic properties (such as permanent electric dipole moment of the particle). In Section III 2 we look at how those transitions manifest themselves as amplification of an incident signal.

1. Transition Rates

For simplicity we will deal with 2 quantum states of a gas (either atomic or molecular). We will label these orthonormal states |1⟩ and |2⟩ with non-degenerate energies $E_1$ and $E_2$, such that $\omega_0 \equiv \frac{|E_2 - E_1|}{\hbar} \neq 0$. Those energies are determined by a Hamiltonian, $\mathcal{H}$ which can include rotational, vibrational, coulombic, and spin components of the system’s energy. The exact form of the Hamiltonian is not necessary (and indeed can be incredibly complex); we only need an approximate spectrum of energy levels and states.

In the case of stimulated emission, a traveling electromagnetic wave produces a time-dependent perturbation, $\mathcal{H}'$, to the Hamiltonian. This time-dependent perturbation will typically be dominated by electric dipole interactions, rather than magnetic or higher multipole moments [4]. For a linearly polarized monochromatic plane wave, traveling in $+\hat{e}_z$, we expect fields of the form:

$$E = E_0 \sin(\omega t - kx) \hat{e}_y$$

$$B = \frac{E_0}{c} \sin(\omega t - kx) \hat{e}_z$$

Which gives an electric dipole perturbation to the Hamiltonian:

$$\mathcal{H}' = qyE_0 \sin(\omega t - kx)$$

Ideally, we would like to factorize the perturbation into a time-dependent term and a space-dependent term. This will allow us to deal with the spatial dependence separately from the periodic time dependence, which is a well-studied topic. While $\sin(\omega t - kx)$ is not directly factorizable, the gas particle can only feel spatial variations in the electric field on the order of the particle diameter (picometers) whereas the electric field varies on much larger spatial scales (centimeters in the case of microwaves). That difference in scales allows us to approximate the fields as being spatially independent (as far as the particles can tell):

$$E = E_0 \sin(\omega t) \hat{e}_y$$

$$B = \frac{E_0}{c} \sin(\omega t) \hat{e}_z$$

Which yields a perturbation which we can factor into its spatial term, $V(\mathbf{r})$, and its sinusoidal time dependence, $\sin(\omega t)$

$$\mathcal{H}' = qyE_0 \sin(\omega t)$$

$$\mathcal{H}' = V(\mathbf{r}) \sin(\omega t)$$

With:

$$V(\mathbf{r}) = qyE_0 = p(\mathbf{r})E_0$$

Where $p$ encodes the intrinsic dipole moment.

As desired, this time-dependent perturbation exhibits sinusoidal time-dependence. Transitions induced by a sinusoidal time-dependent perturbation are well studied [5], but before fully solving the system, it is useful to qualitatively understand the system. To do so, we can find the transition probability between states to first-order using off-diagonal elements of the perturbation following Fermi’s Golden Rule:

$$T_{2 \rightarrow 1} \propto |\langle 2 | \mathcal{H}' | 1 \rangle|^2 = |\mathcal{H}'_{21}|^2 = |\mathcal{H}'_{12}|^2$$

By the hermiticity of $\mathcal{H}'$, we find that for a single particle, the $|1⟩ \rightarrow |2⟩$ transition is just as likely as the $|2⟩ \rightarrow |1⟩$ transition. The net transition of a system (a net absorption or emission of photons) is only determined by the initial population of each state, $N_1$ and $N_2$. It is ultimately this fact that explains why population inversions are so crucial to amplification by stimulated emission; in solving the system fully, we only learn how much the signal is amplified, whereas energy level populations determine whether we observe net absorption or emission. But the strength of amplification is important, as it allows us to infer many details about the system, so we will continue to fully solve for the complete transition probability.

Our perturbing Hamiltonian has already been factored into a form: $\mathcal{H}' = V(\mathbf{r}) \cos(\omega t)$, and we are focusing on 2 energy levels with an energy level gap of $\hbar \omega_0$. If the perturbation is sufficiently small ($|V_{12}|^2 \ll \hbar^2 (\omega - \omega_0)^2$), then we can solve for the transition probability to first-order:

...
\[ P_{2 \rightarrow 1} \approx \frac{|V_{21}|^2}{\hbar^2} \sin^2 \left[ \frac{(\omega_0 - \omega) t}{2} \right] \]
\[ = \frac{|p_{21} E_0|^2}{\hbar^2} \sin^2 \left[ \frac{(\omega_0 - \omega) t}{2} \right] \]
\[ = \frac{|p_{21} E_0|^2}{\hbar^2} \sin^2 \left[ \frac{(\omega_0 - \omega) t}{2} \right] \quad (10) \]

We can simplify the expression slightly by introduction the notation \( \text{sinc}(x) \equiv \frac{\sin(x)}{x} \). For monochromatic light, this leaves us with the transition probability:
\[ P_{2 \rightarrow 1} = \frac{|p_{21} E_0|^2}{\hbar^2} \sin^2 \left[ \frac{(\omega_0 - \omega) t}{2} \right] \]
\[ \times \frac{t^2}{4} \quad (11) \]

Before going much further, we will extend from a linearly polarized plane wave, to an isotropic bath of radiation. To correct for the distribution of polarization orientations, we simply take dipole matrix element in the direction of the polarization, \( \vec{e}_n \), averaged over all possible directions:
\[ |p_{21}|^2 = \langle 2 | \hat{q} | 1 \rangle^2 \rightarrow \langle | \langle 2 | \hat{q} | 1 \rangle \cdot \vec{e}_n \rangle^2 \]
\[ \times \langle \vec{e}_n \rangle \quad (12) \]
\[ |p_{21}|^2 \rightarrow \frac{1}{3} |p_{21}|^2 \quad (13) \]

(For a more detailed treatment, see Footnote [16]; most sources will quote the probability for an isotropic distribution of polarizations, and we will follow those conventions, understanding that it is possible to make suitable corrections for the orientation of specific systems. Those corrections provide only small geometric corrections, which give no new physical insight.)

Generalizing to a distribution of polychromatic light is not much more difficult, and will be useful to astrophysical systems where we cannot control the radiation being amplified. Recognizing that \( E_n^2 \) is proportional to the monochromatic field energy density, \( u = \frac{c_0 E_n^2}{2} \), we can rewrite Equation 11 as:
\[ P_{2 \rightarrow 1} = \frac{2}{3} \frac{|p_{21}|^2}{\hbar^2} \rho(\omega_0) t \int_{-\infty}^{\infty} \sin^2 \left[ \frac{(\omega_0 - \omega) t}{2} \right] \frac{t^2}{4} \ d\omega \]
\[ \times \rho(\omega) d\omega \quad (14) \]

And simply replacing the monochromatic energy density with a energy density per unit frequency, \( u \rightarrow \rho(\omega) d\omega \), we now have a generalization for stimulated emission by polychromatic light:
\[ P_{2 \rightarrow 1} = \frac{2}{3} \frac{|p_{21}|^2}{\hbar^2} \int_{0}^{\infty} \rho(\omega) \sin^2 \left[ \frac{(\omega_0 - \omega) t}{2} \right] \frac{t^2}{4} \ d\omega \quad (15) \]

Our work is not yet complete; we can do better than just leaving ourselves with an integral over an unknown distribution \( \rho(\omega) \). Noticing that the \( \text{sinc}^2 \) gain profile will become more sharply peaked at \( \omega_0 \) as time passes, we can assume that after a long time has passed, \( \text{sinc}^2 \) will be sensitive to \( \rho(\omega) \) only at \( \omega = \omega_0 \) (the \( \text{sinc}^2 \) term will effectively have become proportional to a delta function in frequency-space). This allows us to pull \( \rho(\omega) \) out of the integral:
\[ P_{2 \rightarrow 1} = \frac{2}{3} \frac{|p_{21}|^2}{\hbar^2} \rho(\omega_0) t \int_{0}^{\infty} \sin^2 \left[ \frac{(\omega_0 - \omega) t}{2} \right] \frac{t^2}{4} \ d\omega \quad (16) \]

We can now non-dimensionalize it, using \( \mu = (\omega - \omega_0) t^2 \):
\[ P_{2 \rightarrow 1} = \frac{2}{3} \frac{|p_{21}|^2}{\hbar^2} \rho(\omega_0) t \int_{0}^{\infty} \sin^2 \left[ \frac{(\omega_0 - \omega) t}{2} \right] \frac{t^2}{4} \ d\left( \frac{\omega t}{2} \right) \]
\[ = \frac{|p_{21}|^2}{3 \hbar^2} \rho(\omega_0) t \int_{-\infty}^{\infty} \sin^2 [\mu] d\mu \quad (17) \]

But we are still left with a definite integral dependent on physical conditions (namely the energy gap, \( h\omega_0 \)), and we want a closed-form algebraic expression for the generic case. Note the limits of integration are far from the center of the \( \text{sinc}^2 \) profile, and after a long time has passed contributions far from the center will be negligibility small. This safely allows us to extend the limits of integration to \( \omega \in (\infty, \infty) \):
\[ P_{2 \rightarrow 1} = \frac{|p_{21}|^2}{3 \hbar^2} \rho(\omega_0) t \int_{-\infty}^{\infty} \sin^2 [\mu] d\mu \]
\[ = \frac{|p_{21}|^2}{3 \hbar^2} \rho(\omega_0) t \pi \quad (18) \]

One concern at this point is that we waited an arbitrarily long time in order to allow the \( \text{sinc}^2 \) profile to become sharply peaked around \( \omega_0 \), but now we see that probability grows linearly with time. This seems to suggest that the probability is unbounded, allowing a transition probability grows linearly with time. This seems to suggest that the probability is unbounded, allowing a transition probability greater than 1 if we only waited long enough. This is just an artifact of the first-order approximation. For a truly small perturbation, we require:
\[ \frac{|p_{21}|^2}{\hbar^2} \rho(\omega_0) t \ll 1 \quad (19) \]

(This connects to the monochromatic perturbation requirement: \( |V_{12}|^2 \ll \hbar^2 (\omega - \omega_0)^2 \) but the full derivation is inconsequential to astrophysical masers. In future sections we will not be interested the evolution of a single state over a long period of time, but rather the average lifetime of an ensemble of states)

One benefit of the linear growth of \( P_{1 \rightarrow 2} \) is that it suggest a probabilistic transition rate:
\[ R_{2 \rightarrow 1} = \frac{\partial P(t)}{\partial t} = \pi \frac{|p_{21}|^2}{3 \hbar^2} \rho(\omega_0) \quad (20) \]

Two things should be noticed about Equation 20:
1. $R_{1 \rightarrow 2} = R_{2 \rightarrow 1}$, as anticipated by Equation 9. This means stimulated emission of a single excited particle is equally as likely as absorption by a single unexcited particle.

2. This is a first-order approximation for small perturbations (expansion criterion given by Equation 19). While initially the intensity of light, $\rho(\omega_0)$, might be small, it will amplify the very frequency to which it is most sensitive. In Section III 2, we’ll see exactly how this can lead to amplification, and how amplification can lead to a regime of saturation, in which $\rho(\omega_0)$ is no longer “small.”

3. $R_{1 \rightarrow 2}$ appears to be sensitive to $\rho(\omega)$ only at resonance, $\omega = \omega_0$. The derivation thus far predicts only delta-function sensitivity in the maser and a corresponding delta-function emission profile. Section IIIA will discuss the non-zero widths in the sensitivity and absorption profiles.

2. Amplification

Our work does not stop with the single particle transition rate (Eq. 20). We want to understand the behavior of an ensemble of states [1] and [2], rather than the evolution of a single particle. Under constant irradiation, Equation 20 predicts a single particle will transition back-and-forth between energy levels. We want steady-state amplification, which we only observe with population inversions. For this section, we will adopt the traditional Einstein notation for stimulated emission and follow the work of Goldreich and Kwan [3] in solving for how masers amplify signals over distances.

First it is beneficial to define some notation. We will first switch to using variables and units more familiar to astronomers. For frequency we will use $\nu = \frac{\pi c}{\lambda}$, and instead of energy density per unit frequency, $\rho(\nu)$, we use specific intensity, $I_\nu$ (specific intensity and energy density are related by: $\rho(\nu) = \frac{1}{2} \int I_\nu(\Omega) d\Omega$). In the particular application of masers, the radiation will be a highly beam across a small solid angle — we will approximate it as a beam of constant intensity over a solid angle, $\Delta\Omega$. This leaves a mean intensity $J_\nu = I_\nu \Delta\Omega$. (A more precise treatment of beam shape is possible, but does not provide any new insight.)

Our ensemble of particles will be built entirely of states in 2 energy levels, $E_1$ and $E_2$ such that $E_1 < E_2$. These states have corresponding number densities, $n_1$, $n_2$.

There is a chance that an excited state, [2], will spontaneously decay (in the absence of external radiation) to the lower energy state, [1], releasing a photon in the process. This rate is proportional to the number density of particles in state [2], with a proportionality constant of $A_{21}$. The rate of spontaneous decay is therefore: $A_{21} n_2$.

There is also the possibility of stimulated transitions. These are the transitions derived in Section III 1, culminating with the rate equation (Eq. 20). Whereas $R_{2 \rightarrow 1}$ contained both intrinsic information on the quantum states [1] and [2] as well as information about the external radiation, $\rho(\omega_0)$, we can factor out the intrinsic properties ($B_{21}$) from the external conditions ($J_\nu$), so that transitions occur at rates of $B_{21} n_1 J_\nu$ and $B_{21} n_2 J_\nu$ for absorption and stimulated emission respectively. Explicitly, this factorization is given by:

$$B_{21} = \frac{R_{2 \rightarrow 1}}{\rho(\omega_0)} = \frac{\pi |P_{21}|^2}{3 \omega_0 \hbar^2}$$  \hspace{1cm} (21)

Just as $R_{2 \rightarrow 1} = R_{1 \rightarrow 2}$, we now find $B_{12} = B_{21}$.

In the literature of quantum absorption and emission, $A_{21}$ and $B_{21}$ are commonly known as the Einstein coefficients [5]. From Equation 21 we know the form of $B_{21}$; knowing that they are Einstein coefficients then implies [5]:

$$A_{21} = \frac{8 \pi \hbar \nu^3}{c^3} B_{21}$$  \hspace{1cm} (22)

While $B_{21}$ corresponds to transitions stimulated by external radiation, $A_{21}$ is independent of external radiation. $A_{21}$, the spontaneous emission coefficient, can be interpreted as transitions stimulated by QED background fluctuations [5], which have an effective intensity: $\frac{8 \pi \hbar \nu^3}{c^3}$. At low frequencies (such as microwave frequencies) the factor of $\nu^3$ will suppress spontaneous emission, and we will neglect it in our calculations.

So far we have treated the system as a closed system (we have only considered transitions directly between [1] and [2]). In order to provide steady-state population inversions we need to generalize to an open system, one which allows particles to enter and leave the system. We define $\lambda_1$, the pumping rate, for the rate of addition of particles of state [1]. Likewise, $\Gamma n_i$, the quenching rate, will describe the removal of particles of state [i].

(For conditions common to astrophysical masers, $\Gamma \gg A_{21}$ [3]. Any excited state which does not undergo stimulated emission will most likely be quenched long before it undergoes spontaneous emission. This is another indicator that we can safely neglect $A_{21}$. Whenever an equation is introduced in the following derivation, we will first show how to properly include $A_{21}$ and then drop it from the subsequent algebra.)

We now have our model for how the populations of our two state system evolves:

$$\frac{dn_1}{dt} = \lambda_1 - \Gamma n_1 - B_{21} J_\nu (n_1 - n_2) + A_{21} n_2$$  \hspace{1cm} (23)

$$\frac{dn_2}{dt} = \lambda_2 - \Gamma n_2 - B_{21} J_\nu (n_2 - n_1) - A_{21} n_2$$  \hspace{1cm} (24)

We are interested with the transitions, only insofar as they give us information about amplification of the stimulating radiation. For that, we build an equation describing the radiative transport for plane-wave radiation traveling in $c_\Omega$:
An apparent opacity, its current form. In order to simplify Equation 26, we define the differential amplification, but it is rather unwieldy in its current form. To simplify Equation 26, we combine Equations 23, 24, and 25 (dropping $A_{21}$):

$$\frac{dI_{\nu_0}(x)}{dx} = \frac{hc}{4\pi} \left[ n_2 - n_1 \right] B_{21} I_{\nu_0}(x) + A_{21} n_2 \right)$$  \hspace{1cm} (25)

For a steady state amplification ($\frac{dn_s}{dx} = 0$) we can combine Equations 23, 24, and 25 (dropping $A_{21}$):

$$\frac{dI_{\nu_0}(x)}{dx} = \frac{hc}{4\pi} \frac{[\lambda_2 - \lambda_1]}{\Gamma + 2B_{21} I_{\nu_0}(x)} B_{21} I_{\nu_0}(x)$$  \hspace{1cm} (26)

Equation 26 contains all the information we need about the differential amplification, but it is rather unwieldy in its current form. In order to simplify Equation 26, we define an apparent opacity, $\kappa_{\nu_0}$, and saturation intensity, $I_s$ [3, 6]:

$$\kappa_{\nu_0} \equiv \frac{hc [\lambda_2 - \lambda_1] B_{21}}{4\pi \Gamma}$$  \hspace{1cm} (27)

$$I_s \equiv \frac{2\pi \Gamma}{\Delta \Omega B_{21}}$$  \hspace{1cm} (28)

Definitions 27 and 28 significantly simplify Equation 26 to the form:

$$\frac{dI_{\nu_0}}{dx} = \frac{\kappa_{\nu_0} I_{\nu_0}}{1 + I_{\nu_0}/I_s}$$  \hspace{1cm} (29)

Which can be integrated to find:

$$I_{\nu_0}(x) = I_{\nu_0}(0) \exp \left[ \kappa_{\nu_0} x - \frac{I_{\nu_0}(x) - I_{\nu_0}(0)}{I_s} \right]$$  \hspace{1cm} (30)

Equation 30 has two asymptotic behaviors (shown in Figure 2):

1. When the intensity is far below saturation of the medium ($I_{\nu} \ll I_s$) we observe exponential amplification (as a function of distance) of the original signal. This regime will be the case more important to us in the coming sections because small changes in path length or opacity, $\kappa$, will produce significant changes in observed signals.

2. Close to, and above saturation ($I_{\nu} \geq I_s$), the amplification slows down, growing linearly with distance. At this point the intensity becomes so strong that every particle which enters the system will undergo a stimulated transition (now both quenching and spontaneous emission are negligible). Taking both stimulated emission and absorption into account, we find a net emission rate of $\lambda_2 - \lambda_1$ which has decoupled from the intensity. This shows that the saturation intensity, $I_s$, is not the maximum intensity, but rather the point at which decoupling from intensity occurs.

(If $\lambda_1 > \lambda_2$, then $\kappa_{\nu} < 0$, indicating absorptive conditions. This also is equivalent to our statement that population inversions are required for net absorption. In our current model of pumping and quenching, if $\lambda_1 > \lambda_2$, then we can never observe a population inversion. If $\lambda_1 < \lambda_2$ then we must observe a population inversion. For the net absorptive regime, Equation 30 reproduces the Lambert-Beer Law: $I_{\nu}(x) = I_{\nu} e^{-\kappa_{\nu} x}$, which describes exponential absorption at thermodynamic equilibrium.)

We have now found that under the conditions of a population inversion, there can be exponential amplification of faint signals. This exponential amplification is sensitive to the total path length, the pumping rates ($\lambda_1$), the quenching rate ($\Gamma$), and the intrinsic electric dipole moment matrix element ($p_{12}$; implicit in $B_{21}$, Eq. 21). Those sensitivities can allow us to trace small changes in amplifying systems, which we can use to probe the details of astrophysical systems.

A. Line Narrowing

In Section III 1 we approximated the sensitivity and emission profiles of the transitions to be delta functions, centered at the energy of the transition between states. In Section III 2, we saw amplification precisely at $I_{\nu_0}$ and nowhere else. In reality, we expect both the sensitivity and the emission to have some non-zero width. In this section we will take into account those non-zero widths. We will see line narrowing at low saturations, and rebroadening of spectral lines at large saturations. Experimentally, line narrowing and subsequent rebroadening is an important feature — it can help us identify amplifying systems due to unexpectedly narrow spectral lines. If not accounted for, one would infer unphysical low surface temperatures of emitting bodies due to the narrow line width.
The non-zero width of the amplification can be explained by the velocities of the gas particles. The thermal motion of gas particles will cause both stimulating and emitted radiation to be either red- or blue-shifted as viewed by different observers. We will assume a thermal Boltzmann distribution of velocities (standard for a gas), with a velocity dispersion $\delta v = \sqrt{\frac{2k_BT}{m}}$:

$$v = v_0 \exp \left[ -\frac{v^2}{2\delta v^2} \right]$$ (31)

(We assume there is still a pumping mechanism pushing the energy level populations away from equilibrium, but that the pumping mechanism supplies particles with a thermal distribution of velocities.)

If each particle was emitting at the resonant frequency, $\nu_0$ in its rest frame, we would expect the spectrum to Doppler-broadened when viewed in the center-of-mass frame. This Doppler-broadening comes from redshifts at low velocities: $\frac{v}{c} = \frac{\nu - \nu_0}{\nu_0}$. Using that conversion we can find the spectrum of photon frequencies seen by the gas particles, and a characteristic Doppler-broadened width:

$$I_\nu = I_0 \exp \left[ -\frac{(\nu - \nu_0)^2}{\delta \nu_D^2} \right]$$ (32)

$$\delta \nu_D = \nu_0 \frac{\delta v}{c}$$ (33)

Since amplification by stimulated emission is sensitive to precisely the same frequencies which are emitted, we can infer that the opacities, $\kappa_\nu$, and optical depths $\tau_\nu = \kappa_\nu x$ follow the same profile as Equation 32:

$$\kappa_\nu = \kappa_0 \exp \left[ -\frac{(\nu - \nu_0)^2}{\delta \nu_D^2} \right]$$ (34)

$$\tau_\nu = \kappa_\nu x = \tau_0 \exp \left[ -\frac{(\nu - \nu_0)^2}{\delta \nu_D^2} \right]$$ (35)

This $\tau_\nu$ gives the extent of exponential amplification as a function of frequency, but we don’t yet have a spectrum to amplify. A reasonable assumption for astrophysical masers is that any preexisting spectral profiles were caused by Doppler-broadened spontaneous emission with a width of $\delta \nu_0$ [7, 8]:

$$I_\nu(0) = I_0 \exp \left[ -\frac{(\nu - \nu_0)^2}{\delta \nu_0^2} \right]$$ (36)

Which at low saturations is amplified to:

$$I_\nu = I_0 \exp \left[ -\frac{(\nu - \nu_0)^2}{\delta \nu_0^2} + \tau_0 \exp \left[ -\frac{1}{\tau_0} \frac{(\nu - \nu_0)^2}{\delta \nu_D^2} \right] \right]$$

$$\approx I_0 \exp [\tau_0] \exp \left[ -\left(\frac{\nu - \nu_0}{\delta \nu_0}\right)^2 \left(\frac{\delta \nu_D^2}{\delta \nu_0^2} + \tau_0\right) \right]$$ (37)

FIG. 3: Simulated line narrowing of a Gaussian Dopper-broadened spectrum at low saturation.

Which gives us an effective line width:

$$\delta \nu = \frac{\delta \nu_0}{\left(\frac{\delta \nu_0^2}{\delta \nu_D^2} + \tau_0\right)^{1/2}}$$ (38)

Even if the amplifying gas has the same temperature (and thus the same velocity dispersion) as the radiation source gas (so $\frac{\delta \nu_0}{\delta \nu_D} = 1$) we would still observe line narrowing! This line narrowing, of the form $\text{FWHM} \sim \delta \nu \propto \frac{1}{(1+\tau_0)^{1/2}}$, can be seen in Figure 3. Such line narrowing has been clearly seen narrowing spectral features by at least a factor of 2-3 [9]. Without a population inversion we cannot explain one gas of thermally distributed velocities narrowing the radiation given off by another cloud of gas with the exact same thermal velocity dispersion.

As masers begin to saturate though, the intensity at resonant frequency begins to grow linearly with depth, while the wings continue to grow exponentially. At this point line narrowing ceases, and the wings begin to grow relative to the peak, resulting in rebroadening of the spectral line.

It can be difficult to know whether a spectral line was simply initially narrow or has been narrowed through amplification by stimulated emission. Looking at the widths of multiple lines can help identify lines which have been narrowed while the rest have remained untouched. Another approach is using the observed width to infer a surface temperature of the radiation, and compare that to temperatures predicted by other measurements [9].

A more complete treatment of line narrowing requires more complete models of opacity, source radiation spectrum, velocity dispersion and geometry of the medium [9–11]. More complicate spectra begin to lose their Gaussian shape and even the symmetry in their tails. Such effects cannot be explained simply by differences in the source emission. This further enables us to identify stimulated amplification; by comparing relative line widths,
heights, and shapes of spectra we can partially discriminate between physical processes at the source and physical processes in the amplifying medium [11, 12].

IV. RESEARCH APPLICATIONS AND CONCLUSION

In Section III 2 we found that small variations of the local conditions along the path of light could cause radiation to be very path-dependent. This phenomenon is called anisotropic beaming. By itself, it is difficult to distinguish between anisotropic beaming of amplified radiation and radiation which was naturally collimated by another process. Amplification by stimulated emission also has a special property of line narrowing: amplified spectral lines have a much narrower width than their initial Doppler-broadened line shape.

Anisotropic beaming and line narrowing allow us to recognize when amplification by stimulated emission is taking place. The extent of these effects gives information about the physical environment. This allows us a valuable look into poorly understood systems.

One particular application is the magnetic field configuration. These magnetic fields, though Zeeman, paramagnetic and other effects, can induce energy level splitting while also making the amplifying system sensitive to particular polarizations of stimulating radiation [13]. The study of magnetic field lines and polarization in masers has been applied to both early- and late-type stellar objects, offering a valuable look into objects which are less-understood than more typical Main Sequence stars, such as the Sun [14]. Objects being studied include regions of rapid star formation, planetary nebulae, stellar envelopes of asymptotic giant branch stars, supernovae remnants, and millisecond pulsars [13, 15].

By understanding and studying stimulated microwave emissions, we gain new insight into physical environments, especially around young and old stars and compact stellar bodies.
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