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ABSTRACT
Dimensional variation has significant effect on the quality of product. Recently, Monte Carlo (MC) simulation is widely used in dimensional variation analysis, with high accuracy and adaptability, but there is the problem of low computational efficiency. Aiming to address this problem, an improvement of MC simulation is proposed through a two-phases solution. In the first phase, surrogate model is used to approximate the locating constraint equations for a 3D part, which reduces the nonlinear coupling between dimensional deviations and avoids large-scale solution of nonlinear equations in dimensional variation analysis on the condition of ensuring the accuracy. In the second phase, random samples used in MC simulation are replaced by low discrepancy sequences, which enable the samples to have better homogeneity and representativeness and reduce the number of samples required in the dimensional variation analysis. Finally, two examples are used to demonstrate the effectiveness of the method, and the results show that the two-phases solution has advantages both in the accuracy and efficiency.

INDEX TERMS Mechanical assembly, dimensional variation, variation analysis, surrogate modeling, Monte Carlo simulation.

I. INTRODUCTION
Dimensional variation is a significant index for evaluating product’s quality. Oversize dimensional variations may influence the product appearance and operational performance, and it may even result in excessive assembly stress, shorten the fatigue life of products, and impact the security of products. Variations may be unavoidable in manufacturing, and it may cause variations in geometrical features. Meanwhile, these variations may transfer and accumulate gradually with the assembly processes, and as a result, the assembly dimensions may exceed the specification. According to the statistics of pertinent literature, two thirds of product’s quality problems are caused by the dimensional variations [1]. For the reason, engineers need to know the influence of dimensional variations on the quality of product. Thus, the method of dimensional variation analysis is necessary to answer the question.

Dimensional variation propagation model (DVPM) is fundamental for dimensional variation analysis, which is used to describe the accumulation of deviations in the assembly. Several DVPMs are developed during past decades, including matrix model [2], [3], Jacobian-Torsor model [4], [5], T-Map model [6], [7], DLM model [8], [9], stream-of-variation (SOV) model [10]–[12] and skin shapes mode [13]–[15]. A summary of the literature is presented as follows:

- The matrix model is developed from the concept of Topological and Technological Related Surface (TTRS), in which, dimensional deviations and their accumulations are represented by a series of homogeneous transformation matrixes. The theoretical basis of matrix model is linear operation of homogeneous transformation matrixes.
- In the Jacobian-Torsor model, dimensional deviations and their accumulations are represented by small displacement torsor (SDT) and Jacobian, respectively. Due to the complexity of parallel mechanism or structure in product, it is hard to analyze the accumulations of dimensional deviations in parallel mechanism or structure, which may result in a non-linear accumulation of dimensional deviations.
• The T-Map model uses convex set to represent the interval of dimensional deviations, and calculates the accumulation of dimensional deviations through Minkowski sum of the convex set. A specific program is necessary for T-Map model due to the complex mathematical representation of convex set and Minkowski sum.

• The DLM model considers dimensional deviations as independent vectors, and the accumulation of dimensional deviations is derived from the assembly constraints, which is represented by an interconnection of the vectors. For complex product structure, it is not easy to generate a DLM model.

• The SOV model is based on the theory of linear state space, in which, dimensional deviations and their accumulations are represented by state vectors and state transfer functions, respectively. It is worth pointing out that the dimensional deviations in part-to-part joints and part-to-fixture joints are both considered in SOV model, which is suitable for complex assemblies.

• The skin shapes model is recently developed DVPM that reflects the geometric deviations by discretizing geometric features into points and imparting different geometric deviations to the points. The difficulty is to ensure that the geometric deviations of different discrete points are within tolerances. Recently, the skin shapes model has been applied in the field of tolerance analysis with consideration of many kinds of mechanical joints.

With a summarization of the DVPMs in the literature, we can find that there exist many models or methods in industry and academia. However, common shortcoming needs to be deeply analyzed. For most of the DVPMs, it is mainly assumed that the dimensional deviations have linear relationship or that the relationship between dimensional deviations is simplified as linearity. In fact, due to the complexity of products and fixtures, parts in an assembly process will be constrained by multiple mating constraints, which may result in multiple paths and nonlinearities in the accumulation of dimensional deviations. That is to say, the relationship between dimensional deviations is non-linear. In this paper, we will explain this non-linear relationship in detail.

The purpose of dimensional variation analysis is to determine the impact of the accumulation of dimensional deviations on product quality based on DVPM. In general, the outputs of dimensional variation analysis are statistical characteristics of a functional dimension (i.e. a gap or an assembly dimension) in product, such as mean value and standard deviation of the functional dimension. Currently, typical methods for dimensional variation analysis include worst-case method, root sum square (RSS) method, statistical analysis methods and Monte Carlo method [16]. A summary of the literature is presented as follows:

• In the RSS method, the dimensional deviations in assembly are assumed to comply with certain statistical distributions, and the dimensional variations in assembly are calculated based on statistics theory. According to literature, the results of RSS method are usually too much optimistic [19], [20].

• The Monte Carlo method is the most widely used method, especially applicable for complex assembly. Several commercial tolerance analysis software such as CETOL, eM-TolMate, VisVSA and 3DCS all use Monte Carlo method [21]. Usually, Monte Carlo method has two procedures: (i) lots of random samples are generated according to the statistical distributions of dimensional deviations; (ii) the accumulation of random samples is calculated with the usage of DVPM. Authors who have discussed the Monte Carlo method include: Lin et al [22], Wu et al [23], Ballu et al [24], Qureshi et al [25], Franciosa et al [26], Bowman [27], Beaucaire et al [28], Huang [29], Chen et al [30], Cao et al [31], Corrado and Polini [32], and Liu et al [33].

With analysis of the research, the Monte Carlo method is the most widely used in dimensional variation analysis, with high accuracy and adaptability. It is found that the theoretical foundations of Monte Carlo method are the law of large numbers and the central limit theorem. These two laws theoretically ensure that as long as enough samples of dimensional deviations are generated, the result of assembly variation analysis will possess high accuracy and reliability. Thus, the accuracy of Monte Carlo method is related to the number of samples. In actual application, lots of samples are required to improve the accuracy, which spends too much time. It is pointed that in order to improve the accuracy of MC method with 10 times, the number of samples is needed to be increased for nearly 100 times [31]. For the reason, the efficiency of Monte Carlo method is an important factor that affects its further application in engineering, which is exactly the purpose of this study.

The paper is organized as follows. In section II, the preliminary background and comprehensive conceptual solution is represented, in which, the problem formulation and the overview of the proposed the two-phases solution are introduced. The proposed method, including two phases, is presented in section III. In section IV, two cases are studied, including an illustrative example and an industrial case. Finally, conclusions are represented in section V.

II. PRELIMINARY BACKGROUND AND COMPREHENSIVE CONCEPTUAL SOLUTION

A. DIMENSIONAL VARIATION PROPAGATION MODELING

Without loss of generality, dimensional variation propagation process for an assembly station can be expressed with Figure 1. In this paper, we only consider single station assemblies, which do not consider the dimensional variation propagation between multi-stations. However, it is noted that the proposed method can be extend to multi-stations.
As illustrated in Figure 1, part \( k \) is influenced by three kinds of deviations, which are represented by \( h_{k-1}, e_k \) and \( \xi_k \), respectively. \( h_{k-1} \) represents the deviation transferred from part \( k-1 \); \( e_k \) represents the deviation transferred from the fixture of part \( k \); \( \xi_k \) represents random deviation. Observation point can be selected on part \( k \) to observe or measure dimensional variations in parts and fixtures, which are used to establish assembly constraints applied to a part can be transformed into six points, which are referred to as locating points (LPs). The six LPs can be considered as the carrier of deviations in the assembly, which is presented by \( \delta_k \) in Figure 1.

In actual assembly, parts are located by assembly constraints, such as against, fit, etc [26]. That is to say, assembly constraints are the carrier and bridge for dimensional variation propagation. According to Huang et al. [10], [11] and Tang et al. [34], assembly constraints applied to a part can be transformed into six points, which are referred to as locating points (LPs). The six LPs can be considered as the carrier of deviations in the assembly, which make the area as large as possible. Secondly, two LPs are selected on the secondary datum surface, which make the distance as long as possible. Thirdly, a LP is selected in center of the tertiary datum surface. As illustrated in Figure 2, the block is located by six LPs. \( L_1, L_2 \) and \( L_3 \) are selected in the primary datum surface. \( L_4 \) and \( L_5 \) are selected in the secondary datum surface. \( L_6 \) is selected in the tertiary datum surface. With these six LPs, the block is fully constrained in the assembly.

It is pointed out that the foregoing simplification of the six LPs holds only for rigid parts assembly. Based on the simplification, the assembly of a part can be transformed into a general locating layout shown in Figure 3, which is used to establish the relationship between deviations in assembly. In Figure 3, the six LPs are represented as \( L_i \), where \( i = 1, 2, \cdots , 6 \). \( OXYZ \) is the reference coordinate system, and \( O'X'Y'Z' \) is the local coordinate system attached to the part; \( r_i \) is the positional vector of \( L_i \) in \( OXYZ \); \( r'_i \) is the positional vector of \( L_i \) in \( O'X'Y'Z' \). Below, unless otherwise specified, the vector with ' is described in \( O'X'Y'Z' \). When there are deviations in LPs, the spatial position of the part will change, and the core issue of assembly variation analysis is to determine the impact of LPs’ deviations on the spatial position of the part.

In actual assembly, the six LPs should contact with the part to realize the function of location. Based on this actual condition, it is assumed that the surface of the part in contact with \( L_i \) is \( S_i'(x', y', z') = 0 \), and \( L_i \) is always in contact with \( S_i(x', y', z) = 0 \). For complex product, \( S_i'(x', y', z') = 0 \) is probably a freeform surface. The second-order Taylor expansion of \( S_i'(x', y', z') = 0 \) at \( r'_i \) in Figure 3 can be expressed as follows.

\[
\nabla S_i'(r' - r_i') + \frac{1}{2} (r' - r_i')^T \nabla^2 S_i'(r' - r_i') = 0
\] (1)

In which, \( \nabla S_i' = \begin{bmatrix} n'_{ix}, n'_{iy}, n'_{iz} \end{bmatrix} \) is the normal vector of \( S_i'(x', y', z') = 0 \) at \( r'_i \); \( r'_i = \begin{bmatrix} r'_{ix}, r'_{iy}, r'_{iz} \end{bmatrix}^T \); \( \nabla^2 S_i' \) is the second-order partial derivatives of \( S_i'(x', y', z') = 0 \) at \( r'_i \), which is represented as follows.

\[
\nabla^2 S_i' = \begin{bmatrix} n'_{ixx} & n'_{ixy} & n'_{ixz} \\ n'_{iyx} & n'_{iyy} & n'_{iyz} \\ n'_{izx} & n'_{izy} & n'_{izz} \end{bmatrix}
\] (2)

By translating \( r' \) into the reference coordinate system (\( OXYZ \)), the expression (1) can be represented as follows.

\[
\Phi_i(\psi, r_i) = \nabla S_i' \left[ R(\Theta)^T (r_i - r_0) - r_i' \right] + \frac{1}{2} \left[ R(\Theta)^T (r_i - r_0) - r_i' \right]^T \nabla^2 S_i' \left[ R(\Theta)^T (r_i - r_0) - r_i' \right] = 0
\] (3)
In which, \( \Phi_i(\psi, r) \) represents the locating constraint equation of \( L_i \); \( \psi = [r_i^T, \Theta_i^T]^T \) represents the six posture parameters; \( r_0 = [r_{0x}, r_{0y}, r_{0z}]^T \) represents the positional vector of the origin point of \( O'X'Y'Z' \) in \( OXYZ \); \( \Theta = [\phi, \psi, \gamma]^T \) represents the Euler Angles of \( O'X'Y'Z' \) in \( OXYZ \); \( r_i = [r_{ix}, r_{iy}, r_{iz}]^T \) represents the vector of \( L_i \), \( i = 1, 2, \cdots, 6 \); \( R(\Theta) \) is the rotation matrix from \( O'X'Y'Z' \) to \( OXYZ \), which is represented as follows.

\[
R(\Theta) = \begin{bmatrix}
c\phi c\psi & c\phi s\psi s\phi s\gamma + s\phi c\gamma & c\phi c\phi s\gamma + c\phi s\gamma \\
c\phi s\psi & c\phi c\psi s\phi s\gamma + c\phi c\gamma & c\phi c\phi s\gamma - c\phi c\gamma \\
-s\phi & c\psi & c\phi s\gamma
\end{bmatrix}
\]  

(4)

where \( c \) and \( s \) are the abbreviation of \( \cos \) and \( \sin \), respectively.

Without loss of generality, we assume \( O'X'Y'Z' \) coincides with \( OXYZ \) when the part is in its original position. That is to say, when the part is in the original position, there exists \( r_i = r_i' \) and \( \psi = 0 \). Based on the above assumption, when there are deviations in \( L_i \), we can derive the vector of \( r_i \) as follows.

\[
r_i = r_i' + \omega_i \nabla S_i'
\]  

(5)

In which, \( \omega_i \) represents the deviations of \( L_i \), which can be obtained from process data or engineer experience; \( i = 1, 2, \cdots, 6 \). On the condition of expression (5), the six posture parameters can be solved through the following expression:

\[
\Phi(\psi, r) = 0
\]  

(6)

where \( \Phi(\psi, r) = [\Phi_1(\psi, r_1), \Phi_2(\psi, r_2), \cdots, \Phi_6(\psi, r_6)]^T \) and \( r = [r_1^T, r_2^T, \cdots, r_6^T]^T \) .

After obtaining the six posture parameters, the deviations of observation point can be calculated as follows.

\[
\begin{bmatrix}
\Delta \delta_x \\
\Delta \delta_y \\
\Delta \delta_z
\end{bmatrix} =
\begin{bmatrix}
0 & -\phi & \phi \\
\phi & 0 & -\gamma \\
-\phi & \gamma & 0
\end{bmatrix}
\begin{bmatrix}
\delta_x \\
\delta_y \\
\delta_z
\end{bmatrix} + \begin{bmatrix}
r_{0x} \\
r_{0y} \\
r_{0z}
\end{bmatrix}
\]  

(7)

In which, \( \Delta \delta_x \), \( \Delta \delta_y \) and \( \Delta \delta_z \) represent the deviations of observation point in the axes of \( x \), \( y \) and \( z \), respectively; \( \delta_x \), \( \delta_y \) and \( \delta_z \) respectively represent the coordinate of observation point in the axes of \( x \), \( y \) and \( z \).

It can be learnt that the solving of expression (6) is the key issue of assembly variation analysis. However, it is not difficult to see that expression (6) is an equation set consisting of six nonlinear equations, and each equation is implicit. Therefore, it is difficult to find the solution of expression (6). On the one hand, numerical method will be used to solve the expression (6), which is very time-consuming. On the other hand, in assembly variation analysis, engineers also need to obtain the statistical characteristics of observation point, such as the mean and the standard deviation. However, the statistical characteristics of observation point may not be calculated in an analytical way due to the high nonlinearity of expression (6). Therefore, engineers usually adopt Monte Carlo (MC) method to obtain statistical characteristics of the observation point. It will cost engineers’ lots of time, especially when the number of parts in a product is too large. The difficult point noted above is exactly the starting point of this paper. In the following, we will propose a two-phases solution to help engineers complete assembly variation analysis with high precision and high efficiency.

**B. OVERVIEW OF THE PROPOSED TWO-PHASES SOLUTION**

The two-phases solution proposed in this paper includes two parts: surrogate modeling and Quasi-Monte Carlo (QMC) simulation. The general idea of the two-phases solution is shown in Figure 4.

**Phase I:** Firstly, several optimized samples of LPs’ deviations are generated. Secondly, a numerical method is used to calculate the posture parameters corresponding to each sample, and we define these posture parameters as responses. Thirdly, by combining with the samples of LPs’ deviations and the corresponding responses, a high precision approximation relationship of expression (6) is constructed. The approximation relationship transforms the relationship between LPs’ deviations and the responses from explicit into implicit, and it reduces the nonlinearity of expression (6) at the same time.

**Phase II:** Aiming at the limitation of MC method that it needs a large number of random samples, QMC simulation is proposed. In the QMC simulation, low discrepancy sequences (LDS) is adopted to replace random samples, which can effectively find the statistical characteristics of the observation point.

By combining Phase I and Phase II, we can avoid large-scale solving of nonlinear equations and greatly improve the efficiency of assembly variation analysis.

According to the general idea of the two-phases solution presented in Figure 4, the procedure of the two-phases solution is proposed in Figure 5.

**III. THE PROPOSED METHOD**

**A. PHASE I: SURROGATE MODELING**

Surrogate modeling plays a very important role in two-phases solution and determines the accuracy of assembly variation
vectors of LPs are \j and then we can obtain the following expression.

Levenberg-Marquardt (LM) is adopted to find the solution of six equations, which is the instantiation of expression (6). In expression (5), the deviations of \( \sigma \) obey normal distribution, and the mean and standard deviation of the normal distribution are represented by \( \mu \) and \( \sigma \), respectively. We use the functions provided by MATLAB to generate LHS according the normal distribution.

In order to get exact inputs and outputs of expression (6), design of experiment (DOE) is needed to get optimized samples of LPs’ deviations. Latin hypercube sampling (LHS) is selected for DOE, which has high efficiency and good uniformity [35], [37]. In general, it is assumed that the deviations of \( L_i \) obey normal distribution, and the mean and standard deviation of the normal distribution are represented by \( \mu_i \) and \( \sigma_i \), respectively. We use the functions provided by MATLAB to generate LHS according the normal distribution.

In expression (5), the deviations of \( L_j \) is represented by \( w_j \), so we define the LHS of \( w_j \) as \( w_{j1}, w_{j2}, \ldots, w_{jm} \), in which, \( j \) represents the \( j \)th LHS; \( m \) represents the number of LHS; \( j = 1, 2, \ldots, m \). For each LHS, the equation (6) can be rewritten as:

\[
\begin{align*}
\vec{r}_j &= r_i + \mu_i \gamma S_i^j \\
\end{align*}
\]

where, \( \vec{r}_j \) represents the vector of \( L_i \) when the deviation of \( L_i \) is \( \mu_i \).

It is defined that \( \vec{r} = \left[ \left(\vec{r}_1\right)^T, \left(\vec{r}_2\right)^T, \ldots, \left(\vec{r}_6\right)^T \right]^T \) and \( \vec{\psi} \). Where, \( \vec{r} \) represents the posture parameters when the vectors of LPs are \( \vec{r}_j \). Substitute \( \vec{r} \) and \( \vec{\psi} \) into equation (6), and then we can obtain the following expression.

\[
\Phi(\vec{r}, \vec{\psi}) = 0 \tag{9}
\]

Expression (9) is in fact an equation set consisting of six equations, which is the instantiation of expression (6). Levenberg-Marquardt (LM) is adopted to find the solution of \( \vec{\psi} \), and the detailed procedures of LM can be seen in the reference.

According to expression (8) and expression (9), we can know that the six posture parameters are actually determined by LPs’ deviations, which are represented by \( w_j \) in expression (5). Here, it is assumed that the functional relationship between the six posture parameters and LPs’ deviations can be expressed as:

\[
\vec{\psi} = \vec{\psi}(w) \tag{10}
\]

In which, \( w = [w_1, w_2, \ldots, w_6]^T \). The aim of surrogate modeling is to generate an approximation relationship of expression (10) with usage of \( \mu_i, \sigma_i, \ldots, \mu_i, \sigma_i \) and \( \vec{\psi} \). Based on Kriging method, expression (10) can be expressed as follows.

\[
\vec{\psi}(w) = f^T(w) \vec{y} + P(w) \tag{11}
\]

In which, \( f(w) \) is a known regression model, usually choosing linear or quadratic polynomial function; \( \vec{y} \) is the unknown regression coefficient; \( f^T(w) \vec{y} \) constitutes a deterministic part to express the global characteristics of \( \vec{\psi}(w) \); \( P(w) \) is a statistical process to express the local characteristics of \( \vec{\psi}(w) \). In this paper, DACE toolbox of MATLAB is used to find \( \vec{y} \) and \( P(w) \).

B. PHASE II: QUASI-MONTE CARLO SIMULATION

QMC simulation is used to obtain the statistical characteristics of the observation point. The main difference between QMC and MC is that low discrepancy sequences (LDS) is used to replace the random sample in QMC. For two dimensional variables with range of 0 to 1, one hundred random samples and LDS are illustrated in Figure 6 and 7, respectively. As shown in Figure 6, the distribution of random samples is disordered. In some areas, the samples are too concentrated and even overlap, while in other areas the number of samples is very small and even there is no sample. As shown in Figure 7, the distribution of LDS is very uniform, and there is no overlapping or blank area. Thus, by analyzing the samples from the perspective of their uniformity, the following conclusions can be drawn. Firstly, redundancy is easily to appear in random samples, i.e. in certain area of analysis. The overall procedures of surrogate modeling include two steps [35]. Firstly, obtain a certain number of exact inputs and outputs (or responses) of expression (6). Then, choose a reasonable approximation model to fit the relationship between exact inputs and outputs, which has low complexity and high efficiency. Kriging method is a commonly used method in surrogate modeling, which has fine fitting accuracy for non-linear relationship [36]. We will choose Kriging method for surrogate modeling.

In order to get exact inputs and outputs of expression (6), design of experiment (DOE) is needed to get optimized samples of LPs’ deviations. Latin hypercube sampling (LHS) is selected for DOE, which has high efficiency and good uniformity [35], [37]. In general, it is assumed that the deviations of \( L_i \) obey normal distribution, and the mean and standard deviation of the normal distribution are represented by \( \mu_i \) and \( \sigma_i \), respectively. We use the functions provided by MATLAB to generate LHS according the normal distribution.

In expression (5), the deviations of \( L_j \) is represented by \( w_j \), so we define the LHS of \( w_j \) as \( w_{j1}, w_{j2}, \ldots, w_{jm} \), in which, \( j \) represents the \( j \)th LHS; \( m \) represents the number of LHS; \( j = 1, 2, \ldots, m \). For each LHS, the equation (6) can be rewritten as:

\[
\begin{align*}
\vec{r}_j &= r_i + \mu_i \gamma S_i^j \\
\end{align*}
\]

where, \( \vec{r}_j \) represents the vector of \( L_i \) when the deviation of \( L_i \) is \( \mu_i \).

It is defined that \( \vec{r} = \left[ \left(\vec{r}_1\right)^T, \left(\vec{r}_2\right)^T, \ldots, \left(\vec{r}_6\right)^T \right]^T \) and \( \vec{\psi} \). Where, \( \vec{r} \) represents the posture parameters when the vectors of LPs are \( \vec{r}_j \). Substitute \( \vec{r} \) and \( \vec{\psi} \) into equation (6), and then we can obtain the following expression.

\[
\Phi(\vec{r}, \vec{\psi}) = 0 \tag{9}
\]

Expression (9) is in fact an equation set consisting of six equations, which is the instantiation of expression (6). Levenberg-Marquardt (LM) is adopted to find the solution of \( \vec{\psi} \), and the detailed procedures of LM can be seen in the reference.

According to expression (8) and expression (9), we can know that the six posture parameters are actually determined by LPs’ deviations, which are represented by \( w_j \) in expression (5). Here, it is assumed that the functional relationship between the six posture parameters and LPs’ deviations can be expressed as:

\[
\vec{\psi} = \vec{\psi}(w) \tag{10}
\]

In which, \( w = [w_1, w_2, \ldots, w_6]^T \). The aim of surrogate modeling is to generate an approximation relationship of expression (10) with usage of \( \mu_i, \sigma_i, \ldots, \mu_i, \sigma_i \) and \( \vec{\psi} \). Based on Kriging method, expression (10) can be expressed as follows.

\[
\vec{\psi}(w) = f^T(w) \vec{y} + P(w) \tag{11}
\]

In which, \( f(w) \) is a known regression model, usually choosing linear or quadratic polynomial function; \( \vec{y} \) is the unknown regression coefficient; \( f^T(w) \vec{y} \) constitutes a deterministic part to express the global characteristics of \( \vec{\psi}(w) \); \( P(w) \) is a statistical process to express the local characteristics of \( \vec{\psi}(w) \). In this paper, DACE toolbox of MATLAB is used to find \( \vec{y} \) and \( P(w) \).

B. PHASE II: QUASI-MONTE CARLO SIMULATION

QMC simulation is used to obtain the statistical characteristics of the observation point. The main difference between QMC and MC is that low discrepancy sequences (LDS) is used to replace the random sample in QMC. For two dimensional variables with range of 0 to 1, one hundred random samples and LDS are illustrated in Figure 6 and 7, respectively. As shown in Figure 6, the distribution of random samples is disordered. In some areas, the samples are too concentrated and even overlap, while in other areas the number of samples is very small and even there is no sample. As shown in Figure 7, the distribution of LDS is very uniform, and there is no overlapping or blank area. Thus, by analyzing the samples from the perspective of their uniformity, the following conclusions can be drawn. Firstly, redundancy is easily to appear in random samples, i.e. in certain area of
the sample space, there may appear two or more samples, which is an important reason of low efficiency of MC method. At the same time, due to the randomness of the random samples, the samples are distributed randomly in the sampling space, which will lead to the “oscillation” phenomenon in the results of MC method. The “oscillation” phenomenon will be illustrated in the case study. Secondly, LDS are uniformly distributed in the sampling space. For example, there will not appear two or more samples in each area of the sample space. In other words, LDS can be effectively used, which will help improve the efficiency of QMC simulation.

There are several methods to generate LDS, i.e. Hua-Wang (H-W) points and Halton sequences. The methods for generating LDS are compared in the reference [38]. In this paper, H-W points will be used as LDS, which can be generated by expression (12).

\[
\lambda_j = [\mod (2j \cos \frac{2\pi}{p}, 1), \mod (2j \cos \frac{4\pi}{p}, 1), \ldots, \mod (2j \cos \frac{2\pi l}{p}, 1)] \quad (12)
\]

In which, \( l \) is the dimension of variables, and we set \( l = 6 \) in this paper; \( p \) is prime number and \( p \geq 2l + 3 \); \( n \) is number of samples; \( \mod \) represents modular operation. It needs to be note that the samples generated by the calculation of expression (12) are in uniform distribution, which can be transformed to other distributions through a transformation [39].

**IV. CASE STUDIES**

**A. CASE 1: AN ILLUSTRATIVE EXAMPLE FOR THE COMPARISON OF DIFFERENT METHODS**

As is shown in Figure 8, an ellipsoidal part is selected as example to verify the effectiveness of the proposed method. The ellipsoid is represented by \( x^2/400^2 + y^2/200^2 + z^2/100^2 = 1 \). The six LPs are \( L_1 - L_6 \), as illustrated in the figure. The positional vectors of the six LPs are represented as \( r_1 - r_6 \). Where, \( r_1 = [-372, -73.6, 0]^T \), \( r_2 = [307.2, 120.1, -22.3]^T \), \( r_3 = [294.2, -130.5, -18.3]^T \), \( r_4 = [-367.6, 78.8, 1.5]^T \), \( r_5 = [-59.9, 148.3, 65.4]^T \), \( r_6 = [-111.9, -141.2, 65.1]^T \).

In order to verify the effectiveness of the proposed method, we will adopt MC method and the two-phases solution to calculate the posture parameters of the ellipsoid. The results of MC method will be taken as the exact solution, and the relative error compared with MC method is expressed as:

\[
err = \left| \frac{\eta - \eta^{MC}}{\eta^{MC}} \right| \times 100\%
\]

In which, \( \eta \) represents the results of two-phases method, and \( \eta^{MC} \) represents the result of MC method. The programs for this case are formulated in MATLAB, and the computational environment includes Windows XP, CPU with 2.27HZ and RAM with 1.92GB.

1) **THE VALIDATION OF ACCURACY**

It is assumed that the deviations of the six LPs (\( L_1 - L_6 \)) are all in normal distributions and the standard deviations of the normal distributions are equal. We adopt the MC method and two-phases solution to calculate the posture parameters, respectively. In the process of calculation, the number of samples used in MC method and QMC simulation are both 25,000, and 60 samples are used in surrogate modeling. We choose two posture parameters (\( \phi \) and \( r_{0\phi} \)) as the object for analyzing, and the results are shown in Figure 9 to 12.

As shown in Figure 9, the results of the mean value, calculated by the MC method and the two-phases solution, do not fit very well. The relative errors are large. However, as we can see that the mean values are mainly between \( 10^{-5} \) and \( 10^{4} \) in Figure 9. In actual engineering, the tolerances are difficult to have such high requirements. Meanwhile, the mean values in Figure 9 are infinitesimal when they are compared to Figure 10, 11 and 12. Thus, the relative errors in Figure 9 may be caused by some random perturbations when the methods are sampling. We believe that the MC method and the two-phases solution both have high accuracy when they are calculating the results in Figure 9.

As shown in the Figure 10 to 12, the results of two-phases solution are almost the same as MC method, and the relative errors are no more than 1%.
Therefore, we can draw the conclusion that the results of two-phases solution are almost consistent with MC method, which has high accuracy.

2) THE VALIDATION OF EFFICIENCY
The two-phases solution and MC method have similar accuracy. In order to compare the efficiency of these two methods, the relationship between the standard deviation of posture parameter $\phi$ and the number of sample is analyzed. It is assumed that the standard deviations of LPs are 0.5, and then we get the relationship between the standard deviation of posture parameter $\phi$ and the number of sample, as illustrated in Figure 13. As can be seen from the figure, two-phases solution and MC method both show instability when the number of samples is small. However, the convergence rate of two-phases solution is greatly faster than MC method along with the increasing of the number of samples, especially when
the number of sample reaches 6000. At the same time, the convergence of two-phases solution is stable, while the convergence of MC method has an “oscillation” phenomenon. Thus, two-phases solution not only inherits the accuracy of MC method, but also improves the convergence rate and stability.

Figure 14 is the relationship between the number of samples and computing time corresponding to Figure 13. In overall, the computing time of the two-phases solution is much shorter than MC method. For example, when the number of samples is 5000, the computing time of the two-phases solution is 1.109 seconds, while the computing time of MC method is 50.187 seconds; when the number of samples is 25000, the computing time of the two-phases solution increases to 3.297 seconds, while the computing time of MC method increases to 255.190 seconds. The time of MC method is nearly 100 times bigger than the time of two-phases solution. The reason why two-phases solution has a higher efficiency is that the application of surrogate model greatly reduces the time of solving nonlinear equations.

B. CASE 2: A SIMPLIFIED FUNSELAGE

A simplified fuselage is shown in Figure 15a. The fuselage consists of three parts including left frame (X-00-02-01), right frame (X-00-02-02) and skin (X-00-02-03). The selection of the LPs on the right frame and skin is shown in Figure 15b and Figure 15c. In the figure, the direction of the arrow represents the normal vector of LP, and the endpoint of the arrow indicates the positional vector of LP. The distribution of LPs on the left frame is similar with that of the right frame, so its schematic figure is not shown. As is shown in Figure 15d, six observation points (JS1 - JS6) on the skin are selected to observe the contour of the fuselage. The positional vectors and normal vectors of the LPs and the observation points are seen in the appendix.

1) VARIATION ANALYSIS

As illustrated in Figure 16, the dimensional variation propagation process of the fuselage includes three steps. Firstly, the left frame is assembled, which is located by the six points, X-00-02-01-L1 to X-00-02-01-L6. With analysis of
TABLE 1. The results calculated by the MC method and two-phases solution.

| The observation points | The standard deviations calculated by MC method | The standard deviations calculated by two-phases solution |
|------------------------|-----------------------------------------------|----------------------------------------------------------|
| JS1                    | 0.0834                                        | 0.0849                                                   |
| JS2                    | 0.0653                                        | 0.0661                                                   |
| JS3                    | 0.0806                                        | 0.0814                                                   |
| JS4                    | 0.2054                                        | 0.2080                                                   |
| JS5                    | 0.1405                                        | 0.1408                                                   |
| JS6                    | 0.0831                                        | 0.0838                                                   |

FIGURE 16. The assembly processes of the fuselage.

The general locating layout of the left frame, the dimensional variations of the locating point, X-00-02-03-L1, can be obtained. It should be pointed that X-00-02-03-L1 is not only a point on the left frame, but also a point on the skin. That is to say, X-00-02-01-L1 is derived from the contact constraint between the left frame and the skin, which bridges the left frame and the skin. Secondly, with analysis of the general locating layout of the right frame, the dimensional variations of the locating points, X-00-02-03-L2 and X-00-02-03-L3, can be obtained, respectively. Thirdly, the skin is located by the six points, X-00-02-03-L1 to X-00-02-03-L6. With analysis of the general locating layout of the skin, the dimensional variations of the observation points can be calculated.

According to the process data of an aircraft manufacturing enterprise, it is assumed that the standard deviations of LPs on the left and right frames are in normal distributions. The deviations of LPs on the left obey a normal distribution $N(0, 0.0883)$, and the deviations of LPs on the right frames obey a normal distribution $N(0, 0.1667)$. In the stage of product design, the tolerances of the six observation points are set to $\pm 0.6\text{mm}$. The MC method and two-phases solution are adopted to analyze the standard deviations of the observation points. The results are presented as Table 1.

2) ANALYSIS OF THE RESULTS

The results in Table 1 are transformed into a bar chart to illustrate the difference of the two methods, as shown in Figure 17. It can be seen from the figure that the results of MC method and two-phases solution are very close, and their relative error is no more than 2.5%. Therefore, the proposed two-phases solution meet the requirements of industrial usage.

In the stage of product design, engineers need to know whether the tolerance of observation points is in design value or not. The tolerance, which is nominal in design stage, is $\pm 0.6\text{mm}$. According the principle of 6-sigma, the tolerance of each observation point is equal to 6sigma. Here, Sigma is the standard deviation of observation point. That is to say, the standard deviations of the six observation points need to less than $0.2\text{mm}$. Otherwise, it is out of design. As illustrated in Figure 18, both the MC method and two-phases solution indicate that the standard deviation of JS4 is out of design.
Thus, a procedure named tolerance optimization is necessary to find feasible deviations of LPs.

V. CONCLUSION
Dimensional variation analysis for assembly plays an important role in product design and manufacturing, which can help engineers carry out tolerance analysis, tolerance optimization and fault diagnosis. This paper proposes a two-phases solution of dimensional variation analysis. In the first phase, the approximate relationship between dimensional deviations is established based on surrogate modeling, which makes the relationship between dimensional deviations transform from implicit into explicit and reduces the nonlinear coupling between dimensional deviations. In the second phase, QMC is proposed, in which, LDS replace random samples to reduce the number of samples in variation analysis. Combining respective advantages of the two phases, the problem of low efficiency in MC method is improved, and the advantage of MC method, high accuracy, is also inherited.

In the subsequent research, we will primarily study the following questions. Firstly, efficient software for dimensional variation analysis will be studied, which will integrate the proposed method into current CAD system. Secondly, methods for tolerance analysis, tolerance optimization and fault diagnosis will be studied.

APPENDIX

The positional vectors and normal vectors of the LPs and the observation points in case 2 are presented in Table 2.

TABLE 2. The vectors of the LPs and the observation points in case 2.

| Points       | Positional vectors   | Normal vectors   |
|--------------|----------------------|------------------|
| X-00-02-01-L1 | [3906.324, 945.694, 1094.940] | [0.000, -0.654, -0.757] |
| X-00-02-01-L2 | [3136.805, 931.683, 1101.862] | [0.015, -0.635, -0.772] |
| X-00-02-01-L3 | [3139.080, -584.559, 1299.811] | [0.056, 0.424, -0.904] |
| X-00-02-01-L4 | [2960.088, 876.376, 1139.598] | [-0.999, -0.021, -0.030] |
| X-00-02-01-L5 | [2960.162, -520.112, 1316.160] | [-0.998, 0.025, -0.063] |
| X-00-02-01-L6 | [3395.897, -752.018, 1191.744] | [0.028, -0.589, -0.808] |
| X-00-02-02-L1 | [3000.000, 1018.300, 1006.414] | [-1.000, 0.000, 0.000] |
| X-00-02-02-L2 | [3000.000, 246.163, 1394.543] | [-1.000, 0.000, 0.000] |
| X-00-02-02-L3 | [3000.000, -890.656, 757.847] | [0.000, 0.000, 1.000] |
| X-00-02-02-L4 | [3001.555, 853.262, 1105.036] | [0.000, -0.544, -0.839] |
| X-00-02-02-L5 | [3000.819, -370.247, 1335.995] | [0.000, 0.041, -0.999] |
| X-00-02-02-L6 | [3000.746, -364.028, 1330.582] | [0.000, -0.995, -0.097] |
| X-00-02-03-L1 | [3140.000, 1070.335, 944.430] | [1.000, 0.000, 0.000] |
| X-00-02-03-L2 | [3140.000, 197.194, 1396.260] | [1.000, 0.000, 0.000] |
| X-00-02-03-L3 | [3140.000, -750.468, 1033.757] | [1.000, 0.000, 0.000] |
| X-00-02-03-L4 | [3139.190, 853.741, 1094.691] | [0.000, -0.623, -0.782] |
| X-00-02-03-L5 | [3139.014, -357.155, 1327.308] | [0.000, 0.223, -0.975] |
| X-00-02-03-L6 | [3139.746, -349.829, 1321.794] | [0.000, -0.998, -0.056] |
| JS1          | [3130.166, 854.665, 1161.375] | [-0.022, 0.559, 0.829] |
| JS2          | [3130.088, 352.497, 1379.675] | [-0.060, 0.258, 0.964] |
| JS3          | [3131.221, -356.162, 1380.267] | [-0.055, -0.242, 0.969] |
| JS4          | [3921.860, -394.019, 1393.776] | [0.000, -0.272, 0.962] |
| JS5          | [3910.958, 327.264, 1410.943] | [0.000, 0.226, 0.974] |
| JS6          | [3913.119, 924.613, 1114.878] | [0.000, 0.638, 0.770] |
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