LOCAL WELL-POSEDNESS AND PARABOLIC SMOOTHING OF SOLUTIONS OF FULLY NONLINEAR THIRD-ORDER EQUATIONS ON THE TORUS

TRISTAN ROY

ABSTRACT. In this paper we study the initial value problem of fully nonlinear third-order equations on the torus, that is $\partial_t u = F(\partial^3 u, \partial^2 u, \partial u, u, x, t)$ with $F$ a smooth function depending on the space variable $x$, the time variable $t$, the first three derivatives of $u$ with respect to $x$, and $u$. In particular we find conditions on $u(0)$ and $F$ for which one can construct a local and unique solution $u$. In particular if $F$ and $u(0)$ satisfy some conditions then the equation behaves like a diffusive one and it has a parabolic smoothing property: the solution is infinitely smooth in one direction of time and the problem is ill-posed in the other direction of time. If $F$ and $u(0)$ satisfy some other conditions then the equation behaves like a dispersive one. We also prove continuous dependence with respect to the data. The proof relies upon energy estimates combined with a gauge transformation (see e.g [6, 7, 8]) and the Bona-Smith argument (see [3]).
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1. INTRODUCTION

We consider the third-order nonlinear Cauchy problem on the torus $T := \mathbb{R}/2\pi \mathbb{Z}$
\[ \partial_t u = F(\bar{u}, t). \]

Here \( F := \mathbb{R}^4 \times T \times \mathbb{R} \to \mathbb{R} := (\bar{u}, t) \to F(\bar{u}, t) \) is a \( C^\infty \) function with arguments \( \bar{\omega} := (\omega_3, \omega_2, \omega_1, \omega_0, \omega_{-1}) \in \mathbb{R}^4 \times T \) and \( t \in \mathbb{R} \) the time variable; \( \bar{u} := (\partial^3_x u, \partial^2_x u, \partial_x u, u, x) \) with \( x \in T \) the space variable and \( u \) a function (lying in an appropriate space) depending on \( x \) and \( t \).

Equations of the form (1.1) have been extensively studied in the literature, in particular on the real line (i.e. \( x \in \mathbb{R} \)) and for equations

\[ \partial_t u + \partial^3_x u = R(\partial^2_x u, \partial_x u, u). \]

Here \( R \) is a polynomial that satisfies some conditions. We mention some results on the real line. In this case, it is well-known that the linear part of these equations creates a strong dispersive effect, which should overcome the effect of the nonlinearity at least locally and be a plus for the construction of local solutions. In [11], local well-posedness (L.W.P) on a small interval \([-T, T]\) (with \( T > 0 \)) was proved for small data in [11] and for large data in [10] in weighted Sobolev spaces with regularity exponent high enough for equations (1.2) by using, among other things, the dispersive effect of these equations. We also refer to [12] who studied L.W.P for generalizations of (1.2) to systems. In [13], L.W.P was proved in weighted Besov spaces for small data. In [5], L.W.P was studied in some translation-invariant subspaces of Sobolev spaces. In [4], under some additional assumptions on \( R \), L.W.P was proved in (standard) Sobolev spaces \( H^k \). Recently, in [1], the authors considered the full nonlinear problem (1.1) and found that under some assumptions on \( F \) and the data, the problem is locally well-posed and that the dispersive effect of the equation dominates.

In this paper we aim at constructing local strong solutions of the fully nonlinear problem (1.1) on the torus \( T \). By strong solutions of (1.1) we mean solutions \( u \in C(I, H^k) \) of the following integral equation on a interval \( I \) containing 0:

\[ t \in I : u(t) = u(0) + \int_0^t F \left( u(t'), t' \right) dt', \]

with \( u(0) \) a given function that lies in \( H^k \). Here \( H^k \) denotes the usual Sobolev space with index \( k \), i.e. the closure of smooth functions \( f \) with respect to the norm \( \|f\|_{H^k} := \|\{\langle n \rangle^k \hat{f}(n)\}_{n \in \mathbb{Z}}\|_{l^2} \) that are defined on the torus. Here \( \langle n \rangle := (1 + n^2)^{1/2} \) and \( \hat{f}(n) \) denotes the \( n \)th Fourier coefficient of a function \( f \) defined on the torus, that is \( \hat{f}(n) := \frac{1}{2\pi} \int_0^{2\pi} f(x)e^{-inx} dx \).

To this end we define some quantities that we use throughout this paper and that appear in the statement of your theorem. Let \( f \) be function defined on the torus and let \( t \in \mathbb{R} \). Let \( [f]_{\text{ave}} \) denote the average value of a function \( f \) over \( T \), that is \( [f]_{\text{ave}} := \frac{1}{2\pi} \int_T f(x') dx' \). We define

\[ \delta(\hat{f}, t) := \inf_{x \in T} \left| \partial_{\omega_3} F(\hat{f}, t)(x) \right|, \text{ and } \delta(\hat{f}) := \delta(\hat{f}, 0). \]

Here \( \hat{f} := (\partial^3_x f, \partial^2_x f, \partial_x f, f, x) \).

It is well-known that \( \delta\left( u(0) \right) \) measures the strength of the dispersion of (1.3). Intuitively, dispersion should facilitate the rule-out of blow-up and the construction...
the sign of $Q(1.3)$ is of non-parabolic resonance type \cite{14} in the framework of fifth-order (semilinear) dispersive equations. We say that

\[ \dot{\delta}(f, t) := \inf_{x \in \mathbb{T}} |Q(f, t)(x)|, \quad \text{and} \quad \dot{\delta}^2(f) := \dot{\delta}(f, 0). \]

We define now the notion of parabolic resonance for (1.3), by analogy with that in \cite{6} in the framework of fifth-order (semilinear) dispersive equations. We say that (1.3) is of non-parabolic resonance type if

\[ \left[ \frac{P(f, t)}{\partial_x^2 P(f, t)} \right]_{\text{ave}} = 0 \]

for all $t \in \mathbb{R}$ and for all $f \in E := \{ h \in C^\infty(\mathbb{T}) : \dot{\delta}(\tilde{h}, t) > 0 \text{ for all } t \in \mathbb{R} \}$. If not, we say that (1.3) is of parabolic resonance type.

Examples of non-parabolic resonance type equations are:

- the KdV equation $\partial_t u = -\partial_x^3 u - 6u \partial_x u$ and more generally the transition KdV equation $\partial_t u = -\partial_x^3 u - 6h(t)u \partial_x u$ with $h \in C^\infty(\mathbb{R})$ such that $\dot{\delta}^2(f) = 2 \inf_{x \in \mathbb{T}} |f(x)|$, $P(f, t) = 18\partial_x^2 f$, and $E := \{ h \in C^\infty(\mathbb{T}) : h > 0 \text{ or } h < 0 \}$;

- the Rosenau-Hyman equation (also called the K(2, 2) equation) $\partial_t u = \partial_x(u^2) + \partial^4_x u^2$; $\dot{\delta}(f) = 2 \inf_{x \in \mathbb{T}} |f(x)|$, $P(f, t) = 18\partial_x^2 f$, and $E := \{ h \in C^\infty(\mathbb{T}) : h > 0 \text{ or } h < 0 \}$;

- the Harry-Dym equation $\partial_t u = u^3 \partial_{xxx} u$; $\dot{\delta}(f) = \inf_{x \in \mathbb{T}} |f(x)|^3$, $P(f, t) = 18f^2 \partial_x f$, and $E := \{ h \in C^\infty(\mathbb{T}) : h > 0 \text{ or } h < 0 \}$.

Examples of parabolic resonance type equations are:

- the Korteweg-de Vries-Burgers equation $\partial_t u = -\partial_x^3 u + \partial_x^2 u + 2u \partial_x u = 0$; $\dot{\delta}(f) = 1$, $P(f, t) = 1$, and $\dot{\delta}^2(f) = 1$;

- the Korteweg-de Vries type equation $\partial_t u = a(x, t)\partial_{xxx} u + b(x, t)\partial_{xx} u + c(x, t)\partial_x u + d(x, t) u + e(t, x)$ with $C^\infty(\mathbb{T} \times \mathbb{R})$-variable coefficients $a, b, c, d, \text{ and } e$ such that $|a(x, 0)| > 0$ for all $x \in \mathbb{T}$ and $\left[ \frac{b(0)}{a(0)} \right]_{\text{ave}} \neq 0$; $\dot{\delta}(f) = \inf_{x \in \mathbb{T}} |a(0, x)|$, $P(f, t) := 6\partial_x a(t) + b(t)$, and $\dot{\delta}^2(f) = \dot{\delta}(f) \left[ \frac{b(0)}{a(0)} \right]_{\text{ave}}$.

We shall see that L.W.P holds on a small forward-in-time interval $[0, T]$ (resp. a small backward-in-time interval $[-T, 0]$) if we assume that (1.3) is of parabolic resonance type, that the data has enough regularity, and that $\inf_{x \in \mathbb{T}} Q(u(0), 0)(x) > 0$ (resp. $\sup_{x \in \mathbb{T}} Q(u(0), 0)(x) < 0$); moreover the behavior of the solution depends on the sign of $Q(u(0), 0)$. Therefore we define

\[ P(f, t) := \partial_{x^2} F(\tilde{f}, t) + 6 \sum_{p=1}^{3} \partial_{x^p}^2 \omega P(\tilde{f}, t) \partial_{x}^{p+1} f, \]

\[ Q(f, t) := \partial_{x^2} F(\tilde{f}, t) \left[ \frac{P(f, t)}{\partial_{x^2} P(f, t)} \right]_{\text{ave}}, \]

\[ \dot{\delta}(f, t) := \inf_{x \in \mathbb{T}} |Q(f, t)(x)|, \quad \text{and} \quad \dot{\delta}^2(f) := \dot{\delta}(f, 0). \]

---

1. Notation convention in the formula of $P(f, t)$: $\partial_x^2 f := 1$.
2. Let $k > \frac{19}{2}$. We will be able to use the non-parabolic resonance property of (1.3) with data $\phi \in \mathcal{F}_k$, with $\mathcal{F}_k$ defined below: see Theorem 1.3. Indeed observe that if (1.3) is of non-parabolic resonance type, then $\left[ \frac{P(f, t)}{\partial_{x^2} P(f, t)} \right]_{\text{ave}} = 0$ for all $t \in \mathbb{R}$ and for all $f \in \mathcal{F}_k$: this follows from the density of $C^\infty(\mathbb{T})$ in $H^k$ and arguments in Section 11.
\( \tilde{P}_{+, k} := \{ f \in H^k : \tilde{\delta}(f) > 0 \text{ and } \inf_{x \in T} Q(f, 0)(x) > 0 \} \), and
\( \tilde{P}_{-, k} := \{ f \in H^k : \tilde{\delta}(f) > 0 \text{ and } \sup_{x \in T} Q(f, 0)(x) < 0 \} \).

More generally we define for \( t \in \mathbb{R} \)
\[
P_{+, k}(t) := \{ f \in H^k : \delta(\tilde{f}, t) > 0 \text{ and } \inf_{x \in T} Q(f, t)(x) > 0 \},
\]
\[
P_{-, k}(t) := \{ f \in H^k : \delta(\tilde{f}, t) > 0 \text{ and } \sup_{x \in T} Q(f, t)(x) < 0 \}.
\]

We shall also see that L.W.P holds on a small interval \([-T, T]\) if we assume that (1.1) is of non-parabolic resonance type and that the data has enough regularity. Therefore we define
\[
\tilde{P}_k := \{ f \in H^k : \tilde{\delta}(f) > 0 \}, \quad \text{and, more generally, for } t \in \mathbb{R},
\]
\[
P_k(t) := \{ f \in H^k : \delta(\tilde{f}, t) > 0 \}.
\]

We now state the first theorem of this paper:

**Theorem 1.1.** Assume that (1.1) is of parabolic resonance type. Let \( k \geq k_0 > \frac{1}{12N} \).

Then the following properties hold:

1. (Local existence and Parabolic smoothing) Let \( \phi \in \tilde{P}_{+, k} \) (resp. \( \phi \in \tilde{P}_{-, k} \)).

   Then one can find \( T := T(\| \phi \|_{H^{k_0}}, \tilde{\delta}(\bar{\phi}), \tilde{\delta}(\phi)) > 0 \) for which there exists a solution \( u \in C([0, T], H^k) \) (resp. \( u \in C([-T, 0], H^k) \)) of (1.1) with \( u(0) := \phi \) such that \( u(t) \in P_{+, k}(t) \) for \( t \in [0, T] \) (resp. \( u(t) \in P_{-, k}(t) \) for \( t \in [-T, 0] \)). Moreover a parabolic smoothing effect holds, that is \( u \in C^\infty((0, T) \times \mathbb{T}) \) (resp. \( u \in C^\infty([-T, 0) \times \mathbb{T}) \)) if \( \phi \in \tilde{P}_{+, k} \) (resp. \( \phi \in \tilde{P}_{-, k} \)).

2. (Uniqueness) Assume that for some \( \bar{T} > 0 \) there exist \( u_1, u_2 \in C\left([0, \bar{T}], H^k\right) \)

   (resp. \( u_1, u_2 \in C\left([-\bar{T}, 0], H^k\right)\)) solutions of (1.1) with \( u_1(0) = u_2(0) \) such that \( u_q(t) \in P_{+, k}(t) \) (resp. \( u_q(t) \in P_{-, k}(t) \)) holds for \( q \in \{1, 2\} \) and for \( t \in [0, \bar{T}] \) (resp. \( t \in [-\bar{T}, 0] \)). Then \( u_1(t) = u_2(t) \) on \([0, \bar{T}]\) (resp. \([-\bar{T}, 0] \)).

3. (Continuous dependence on initial data) Let \( \phi_\infty \in \tilde{P}_{+, k} \) (resp. \( \phi_\infty \in \tilde{P}_{-, k} \)).

   Let \( \phi_n \in H^k \) be such that \( \phi_n \to \phi_\infty \) in \( H^k \) as \( n \to \infty \). Then there exists \( N \in \mathbb{N} \) such that for \( \infty \geq n \geq N \) one can find \( \bar{T} := \bar{T}(\| \phi_\infty \|_{H^{k_0}}, \tilde{\delta}(\bar{\phi}_\infty), \tilde{\delta}(\phi_\infty)) > 0 \) for which there is a unique solution \( u_n \in C\left([0, \bar{T}], H^k\right) \) (resp. \( u_n \in C\left([-\bar{T}, 0], H^k\right)\)) of (1.1) with data \( u_n(0) := \phi_n \) that satisfies \( u_n(t) \in P_{+, k}(t) \) for \( t \in [0, \bar{T}] \) (resp. \( u_n(t) \in P_{-, k}(t) \) for \( t \in [-\bar{T}, 0] \)). Moreover \( \sup_{t \in [0, \bar{T}]} \| u_n(t) - u_\infty(t) \|_{H^k} \to 0 \) (resp. \( \sup_{t \in [-\bar{T}, 0]} \| u_n(t) - u_\infty(t) \|_{H^k} \to 0 \)) as \( n \to \infty \).

**Remark 1.1.** The proof of the local existence part of the theorem shows that \( T \) can be chosen as a continuous function that decreases as \( \tilde{\delta}(\bar{\phi}) \) decreases, that decreases as \( \tilde{\delta}'(\phi) \) decreases, and that decreases as \( \| \phi \|_{H^{k_0}} \) increases.
Remark 1.2. Roughly speaking, the first part of the theorem says that if \( \inf_{x \in \mathbb{T}} Q(u(0), 0)(x) > 0 \) (resp. \( \sup_{x \in \mathbb{T}} Q(u(0), 0)(x) < 0 \)) then the diffusive part of the equation dominates in the forward (resp. backward) direction, which creates a parabolic smoothing effect for the solution (it is infinitely smooth) in the forward (resp. backward) direction. Assume that \( \phi \in \mathcal{P}_{+, k} \) or that \( \phi \in \mathcal{P}_{-, k} \). Observe that \( \partial_{\omega_3} F(\phi, 0) \in C^0 \), the space of continuous functions on \( \mathbb{T} \); this follows from Lemma 3.3 and the well-known Sobolev embedding \( H^m \hookrightarrow C^0 \), with \( m > \frac{1}{2} \). Hence the function \( \partial_{\omega_3} F(\phi, 0) \) has a constant sign. Hence \( Q(\phi, 0) = \left| \partial_{\omega_3} F(\phi, 0) \right| \delta(\phi) \) with

\[
\delta(f) := \left[ \frac{P(f, 0)}{\partial_{\omega_3} F(f, 0)} \right]_{\text{ave}}.
\]

If \( \phi \in \mathcal{P}_{+, k} \) (resp. \( \phi \in \mathcal{P}_{-, k} \)) then \( \inf_{x \in \mathbb{T}} Q(\phi, 0)(x) \) (resp. \( \sup_{x \in \mathbb{T}} Q(\phi, 0)(x) \)) is equal to \( \delta(\phi) \delta(\phi) \). Hence if \( \phi \in \mathcal{P}_{+, k} \) (resp. \( \phi \in \mathcal{P}_{-, k} \)) then \( \delta(\phi) > 0 \) (resp. \( \delta(\phi) < 0 \)) and \( \delta(\phi) \) (resp. \( -\delta(\phi) \)) measures the strength of the diffusion in the forward (resp. backward) direction, holding \( \delta(\phi) \) constant: see e.g. \([2] \) for discussions related to this number, for particular functions \( F \) of \((u, t) := a(x, t)\partial_x u + b(x, t)\partial_x^2 u + c(x, t)\partial_x u + d(x, t)u + e(x, t) \).

Remark 1.3. Consider \( \phi_n \) and \( \phi_\infty \) that are defined in the continuous dependence on initial data part of the theorem. We see from Appendix with \((f, g) := (\phi_n, \phi_\infty) \) that \( \delta(\phi_n) \rightarrow \delta(\phi_\infty) \) and \( \delta(\phi_n) \rightarrow \delta(\phi_\infty) \) as \( n \rightarrow \infty \), and that \( \phi_n \in \mathcal{P}_{+, k} \) (resp. \( \phi_n \in \mathcal{P}_{-, k} \)) if \( \phi_\infty \in \mathcal{P}_{+, k} \) (resp. \( \phi_\infty \in \mathcal{P}_{-, k} \)) for \( n \) large. Hence we see from the local existence part of the theorem, the uniqueness part of the theorem, Remarks 1.1 and 1.2 that the first statement of the continuous dependence on initial data part of the theorem holds. It remains to prove the second statement: see Section 8.

Remark 1.4. The proof of the local existence part of the theorem also shows that if \( \phi \in \mathcal{P}_{+, k} \) (resp. \( \phi \in \mathcal{P}_{-, k} \)) holds, then \( u(t) \in \mathcal{P}_{+, k}(t) \) (resp. \( u(t) \in \mathcal{P}_{-, k}(t) \)) holds for \( t \in [0, T] \) (resp. \( t \in [-T, 0] \)), but also that \( \delta \left( \frac{u(t)}{t} \right) \geq \delta(\phi) \) and that \( \delta \left( u(t), t \right) \geq \delta(\phi) \) for \( t \in [0, T] \) (resp. \( t \in [-T, 0] \)).

We now state a corollary of Theorem 1.1 that is a non-existence result for equations (1.3) that are of parabolic resonance type:

**Corollary 1.2.** Assume that (1.3) is of parabolic resonance type. Let \( k > \frac{19}{2} \). Assume that \( \phi \in \mathcal{P}_{+, k} \) (resp. \( \phi \in \mathcal{P}_{-, k} \)) and that \( \phi \notin C^\infty(\mathbb{T}) \). Then for any \( T > 0 \), there does not exist any solution \( u \in C \left( [-T, 0], H^k \right) \) (resp. \( u \in C \left( [0, T], H^k \right) \) of (1.3)) with \( u(0) := \phi \).

Remark 1.5. Corollary 1.2 can be viewed as an ill-posedness result for equations (1.3) that are of parabolic resonance type. It shows that these equations are by nature parabolic: in other words, the parabolic part of the equation dominates the dispersive part.

We now state the second theorem of this paper:
Theorem 1.3. Assume that (1.3) is of non-parabolic resonance type. Let $k \geq k_0 > \frac{\mu_0}{\mu}$. Then the following properties hold:

(1) (Local existence) Let $\phi \in \mathcal{P}_k$. Then one can find $T := T \left( \| \phi \|_{H^{k_0}}, \delta(\bar{\phi}) \right) > 0$ for which there exists a solution $u \in C \left( [-T, T], H^k \right)$ of (1.3) with $u(0) := \phi$ such that $u(t) \in \mathcal{P}_k(t)$ for $t \in [-T, T]$.

(2) (Uniqueness) Assume that for some $\bar{T} > 0$ there exist $u_1, u_2 \in C \left( [-\bar{T}, \bar{T}], H^k \right)$ solutions of (1.3) with $u_1(0) = u_2(0)$ such that $u_q(t) \in \mathcal{P}_k(t)$ holds for $q \in \{1, 2\}$ and for $t \in [-\bar{T}, \bar{T}]$. Then $u_1(t) = u_2(t)$ on $[-\bar{T}, \bar{T}]$.

(3) (Continuous dependence on initial data) Let $\phi_\infty \in \mathcal{P}_k$. Let $\phi_n \in H^k$ be such that $\phi_n \to \phi_\infty$ in $H^k$ as $n \to \infty$. Then there exists $N \in \mathbb{N}$ such that for $\infty \geq n \geq N$ one can find $\bar{T} := \bar{T} \left( \| \phi_\infty \|_{H^{k_0}}, \delta(\bar{\phi}_\infty) \right) > 0$ for which there is a unique solution $u_n \in C \left( [-\bar{T}, \bar{T}], H^k \right)$ of (1.3) with data $u_n(0) := \phi_n$ that satisfies $u_n(t) \in \mathcal{P}_k(t)$ for $t \in [-\bar{T}, \bar{T}]$. Moreover $\sup_{t \in [-\bar{T}, \bar{T}]} \| u_n(t) - u_\infty(t) \|_{H^k} \to 0$ as $n \to \infty$.

Remark 1.6. The proof of the local existence part of the theorem shows that $T$ can be chosen as a continuous function that decreases as $\delta(\bar{\phi})$ decreases, and that decreases as $\| \phi \|_{H^{k_0}}$ increases.

Remark 1.7. Roughly speaking, the first part of the theorem says that the dispersive part of the equation dominates. Moreover the strength of the dispersion increases as the amplitude of $\bar{\phi}(\bar{\phi})$ increases.

Remark 1.8. Consider $\phi_n$ and $\phi_\infty$ that are defined in the continuous dependence on initial data part of the theorem. We see from Appendix with $(f, g) := (\phi_n, \phi_\infty)$ that $\delta \left( \bar{\phi}_n \right) \to \delta(\bar{\phi}_\infty)$ as $n \to \infty$. Hence we see from the local existence part of the theorem, the uniqueness part of the theorem, and Remark 1.6 that the first statement of the continuous dependence on initial data part of the theorem holds. It remains to prove the second statement of the theorem.

Remark 1.9. The proof of the local existence part of the theorem also shows that if $\phi \in \mathcal{P}_k$, then $u(t) \in \mathcal{P}_k(t)$ holds for $t \in [-T, T]$, but also that $\delta \left( u(t), t \right) \geq \delta(\bar{\phi})$ for $t \in [-T, T]$.

Assumption: Observe that if $v(t) := u(-t)$ then it satisfies (1.3), replacing $F$ with $\tilde{F}$ defined by $F(\tilde{w}, t) := -F(\tilde{w}, -t)$. Hence we may WLOG assume that $\phi \in \mathcal{P}_+, k$ in the “Local existence and parabolic smoothing” part of Theorem 1.1, that for some $\bar{T} > 0$ there exist $u_1, u_2 \in C \left( [0, \bar{T}], H^k \right)$ solutions of (1.3) with $u_1(0) = u_2(0)$ such that $u_q(t) \in \mathcal{P}_+, k(t)$ holds for $q \in \{1, 2\}$ and for $t \in [0, \bar{T}]$ in the “Uniqueness” part of Theorem 1.1, and that $\phi_\infty \in \mathcal{P}_+ , k$ in the “Continuous dependence on initial data” part of Theorem 1.1. We may also WLOG restrict our analysis to positive times in the proof of Theorem 1.3. Actually the reader can check the proof of Theorem 1.3 is a straightforward modification of that of Theorem 1.1 therefore it is omitted.
We now discuss the main interest of this paper. Our goal is to find conditions as unrestricted as possible on smooth functions \( F \) and on the data \( u(0) \) for which local existence, uniqueness, and continuous dependence on initial data hold for (1.3). Our second objective is to find properties of the solutions of (1.3). In particular we would like to find conditions for which the equation shares similar properties as a diffusive one (local existence and parabolic smoothing in one direction, ill-posedness in the other direction) or a dispersive one (local existence in both directions). Observe that \( F \) is not necessarily linear, which makes the linear analysis (in particular the Fourier analysis) much less efficient. Observe also that \( F \) depends on the first three derivatives of \( u \), which makes our analysis delicate since the R.H.S of (1.3) seems (a priori) to have less regularity than the L.H.S of (1.3).

In order to overcome the difficulties it is natural to try at first sight to prove energy estimates for a candidate of a solution of (1.1) and energy estimates for differences of candidates of solutions of (1.1): the goal of these estimates is, roughly speaking, to prove that for some \( T > 0 \) small enough at least, some relevant norms (such as the \( H^k \) norm) of these candidates lying in an appropriate space (such as \( C([0, T], H^k) \)) are a priori bounded on \([0, T] \); then we aim at proving that these bound hold a posteriori and that at least one of this candidates is indeed a solution of (1.1) by a standard argument (such as the fixed point theorem).

Unfortunately it seems to be impossible to implement this strategy to our problem without any important modification since the R.H.S of (1.3) contains terms that are less regular than \( u \). So we consider a problem (4.1) that approximates well (1.1) (the rate of approximation is measured by a parameter \( \epsilon > 0 \)) and that is regularizing: this is the parabolic regularization step. The regularizing property of (4.1) allows to construct a solution \( u \) on an interval \([0, T_\epsilon)\): see Section 4. Then we aim at proving energy estimates for \( u \). These estimates should allow, among other things, to control relevant norms of \( u \) on a small interval \([0, T']\), with \( T' > 0 \) that does not depend on \( \epsilon \), which is prerequisite to prove that there is a solution of (1.3) by a limit process. In order to derive the energy estimates it is natural to linearize w.r.t. the excess of derivatives on the R.H.S of (4.1) by applying the Leibnitz rule and then integration by parts to force signed quantities or easy quantities to control to appear. It occurs that this strategy works provided that the pointwise-in-space-and-time condition below holds, namely

\[
t \in [0, T'] : \left( k - \frac{15}{2} \right) \partial_x a_3(t) + a_2(t) \geq 0, \quad (a_3(t), a_2(t)) := \left( \partial_\omega_3 F(u(t), t), P(u(t), t) \right);
\]

see Section 6. In particular the condition above should be satisfied at \( t = 0 \) by the data \( u(0) \). Ideally we would like this condition not to exist, since we would eventually like to construct a solution of (1.3) with a set of data \( u(0) \) as large as possible.

To this end we use a gauge transformation (see Section 2): more precisely, for a gauge function \( \Phi_k \) to be chosen, we work with the function \( \Phi_k(u(t), t) \partial_x^k u(t) \) instead.

\(^3\)see Section 10, replacing the function \((f, t) \to \Phi_k'(f, t)\) with the function \((f, t) \to 1 \).

\(^4\)see Section 6, with the substitution indicated in Footnote 3.

\(^5\)In the expression above the values of \( a_3(t) \) and \( a_2(t) \) are given by the analysis in Section 6, with the substitution indicated in Footnote 3.
of the function $\partial_x^2 u(t)$. We introduce the gauged energy functionals in Section $[6]$ and we prove gauged energy estimates in Section $[6]$. The gauged energy estimates are supposed to play the same role as the standard energy estimates. For then to be effective, the condition below should be satisfied

\begin{equation}
\tag{1.5}
t \in [0, T'] : \ (k - \frac{15}{2}) \partial_x a_3(t) + a_2(t) \geq 0, \quad \text{with} \quad (a_3(t), a_2(t)) := \left( \partial_{x^3} F\left( u(t), t \right), 3\Phi_k(u(t), t)\partial_x \Phi_k^{-1}(u(t), t) + P(u(t), t) \right)
\end{equation}

see again Section $[6]$. So for the condition (1.5) not to exist one would ideally like to choose $\Phi_k$ such that $t \in [0, T'] : \ (k - \frac{15}{2}) \partial_x a_3(t) + a_2(t) = 0$. This equation can be solved explicitly on the real line; nevertheless the solutions that we get on the real line are not periodic. Pick one of these solutions. In order to make it periodic we substract an average: see (2.1). Then choose the gauge function to be this new function. With this choice for the gauge function, we get $t \in [0, T'] : \ (k - \frac{15}{2}) \partial_x a_3(t) + a_2(t) = 0$. The condition becomes $t \in [0, T'] : \ \inf_{x \in \mathbb{T}} Q(u(t), t)(x) > 0$. In particular this condition should be satisfied at $t = 0$, i.e $\inf_{x \in \mathbb{T}} Q(f, 0) \geq 0$. Now if we assume that $\inf_{x \in \mathbb{T}} Q(u(0), 0)(x) = 0$ then it might be very difficult to ensure that (*) holds by using a continuity-in-time argument; so we come to the conclusion that the right assumption on the data is $\inf_{x \in \mathbb{T}} Q(u(0), 0)(x) > 0$. So we see from Remark 1.2 that the gauge transform has turned the pointwise and $k-$ dependent condition (1.4)at $t = 0$ into an average and $k-$ independent one (namely $\delta(u(0)) > 0$), which is consistent with the fact that we want to find conditions as unrestricted as possible for which our theorem holds. In Section $[4]$ we prove gauged energy estimates for the difference of two solutions of the regularized problem with smoothed out data that is also regularized by operators of the form $J_{\epsilon, n}$ (this is the Bona-Smith approximation $[3]$). In Section $[5]$ we prove Theorem 1.1 by using a limit process. Throughout this paper, one has to perform a delicate analysis to make sure that the solution of the regularized problem and the solution of (1.3) belong to similar sets as the data.
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2. Notation

In this section we introduce some notation that we use throughout this paper.

In this paper, unless otherwise specified, we do not mention for sake of notation simplicity the spaces to which some functions (or more generally distributions) belong in some propositions or lemmas: this exercise is left to the reader. Let $f$ be a function on $\mathbb{T}$. If $n \in \mathbb{N}$ then $\partial_x^n f$ denotes the $n^{th}$ derivative of $f$. Let $m \in \mathbb{R}$, $n \in \mathbb{Z}$, and $\hat{f}(n)$ be the $n^{th}$ Fourier coefficient of $f$. Let $D^m$ be the operator such that $D^m f(n) := (in)^m \hat{f}(n)$. It is well-known that if $m \in \mathbb{N}$ then...
In this paper we use a gauge transform at a time \( t \), in the spirit of \[ \[3\] [4]. Let \( k' \in \mathbb{R} \). If \( \delta(\tilde{f}, t) > 0 \) and \( \partial_{\omega_3} F(\tilde{f}, t) \in C^0 \) then \( \partial_{\omega_3} F(\tilde{f}, t) \) has a constant sign and we define the gauge function at \( t \)

\[
\Phi_{k'}(f, t)(x) := \left| \partial_{\omega_3} F(\tilde{f}, t)(x) \right|^{\frac{2k' - 15}{6}} e^{\frac{f}{3} \left( p(f, t) \left| \frac{P(f, t)}{\partial_{\omega_3} F(f, t)} \right| \right)_{\text{ave}}} dx'.
\]

Observe that the term \( \left| \frac{P(f, t)}{\partial_{\omega_3} F(f, t)} \right| \) in (2.1) makes the function \( \Phi_{k'}(f, t) \) periodic and, consequently, it is defined on \( \mathbb{T} \). Observe also that

\[
(k' - \frac{15}{2}) \partial_{\omega} \partial_{\omega_3} F(\tilde{f}, t) + \left( 3 \Phi_{k'}(f, t) \partial_{\omega} \Phi_{k'}^{-1}(f, t) \partial_{\omega_3} F(\tilde{f}, t) + P(f, t) \right) = Q(f, t).
\]

This is a crucial observation that we will often use throughout this paper. We will often work with the function \( \Phi_{k'}(u(t), t) \partial_{\omega} u(t) \) and prove estimates that involve this function.

We write \( C := C(\alpha_1, \ldots, \alpha_n) \) if \( C \) is a constant depending on the variables \( \alpha_1, \ldots, \alpha_n \). If \( C := C(\alpha_1, \alpha_2) \) is a constant depending on two variables \( \alpha_1 \) and \( \alpha_2 \), then we may take the liberty to write only \( C \) if we do not want to emphasize the dependence on \( \alpha_1 \) and \( \alpha_2 \), or to write only \( C := C(\alpha_1) \) if we do not want to emphasize the dependence on \( \alpha_2 \), in order to simplify the notation. This convention naturally extends to a constant depending on several variables. We write \( a \lesssim b \) if there exists a constant \( C > 0 \) such that \( a \leq Cb \). We write \( a \lessgtr \bigl( \alpha_1, \ldots, \alpha_n \bigr) b \) if there exists \( C := C(\alpha_1, \ldots, \alpha_n) \) such that \( a \leq Cb \). If \( a \lessgtr \bigl( \alpha_1, \alpha_2 \bigr) b \) then we may take the liberty to write only \( a \lesssim b \) if we do not want to emphasize the dependence on \( \alpha_1 \) and \( \alpha_2 \), or to write only \( a \lessgtr \bigl( \alpha_1 \bigr) b \) if we do not want to emphasize the dependence on \( \alpha_2 \). This convention naturally extends to \( a \lessgtr \bigl( \alpha_1, \ldots, \alpha_n \bigr) b \). We write \( a \ll b \) if there exists a small constant \( c > 0 \) such that \( a \leq cb \). Similarly we write \( a \ll \bigl( \alpha_1, \ldots, \alpha_n \bigr) b \) if there exists \( c := c(\alpha_1, \ldots, \alpha_n) \) such that \( a \leq cb \). We use the same conventions for \( C \) as for \( C \).

Let \( x^+ = x + \epsilon \) and \( x^- = x - \epsilon \) with \( 0 < \epsilon \ll 1 \). Let \( p \in \mathbb{N} \) and \( q \in \mathbb{R} \). We define \( \left( \frac{q}{p} \right) := \frac{q(q-1) \ldots (q-(p-1))}{p!} \) for \( p \neq 0 \) and \( \left( \frac{q}{0} \right) := 1 \).

We recall some lemmas. The first lemma shows that we can control the \( H^{k'} \)-norm of a product of two functions \( f \) and \( g \):

**Lemma 2.1.** Let \( k' \geq 0 \). Let \( f \) and \( g \) be two functions. Then

\[
\|fg\|_{H^{k'}} \lesssim \|f\|_{H^{k'}} \|g\|_{H^{k'}} + \|f\|_{H^{k'}} \|g\|_{H^{k'}}.
\]
For a proof see e.g. [3] and references therein [4]. Given \( \epsilon \in (0, 1] \) and \( s \geq 0 \), let \( J_{\epsilon, s} \) be the operator defined by \( J_{\epsilon, s}f(n) := e^{-\epsilon(n)^+}f(n) \) for \( n \in \mathbb{Z} \). The second lemma shows that this operator have some smoothing properties:

**Lemma 2.2.** Let \( 0 \leq j \leq s \) and \( l \geq 0 \). The following holds:

\[
\|J_{\epsilon, s}f - f\|_{H^{l-j}} \lesssim \epsilon^l \|f\|_{H^s}, \text{ and } \|J_{\epsilon, s}f\|_{H^{l+s}} \lesssim \epsilon^{-\frac{l}{2}} \|f\|_{H^s}.
\]

For a proof see e.g. [3]. It will be often used in the propositions where we implement the Bona-Smith approximation argument ([3],[4]).

3. Preliminary lemmas

In this section we prove some lemmas.

In the first lemma, we estimate an expression that involves two functions \( f \) and \( g \). The expression is written as a sum of two terms: the main term and the remainder. Observe that in the remainder the excess of \( m \) derivatives of \( g \) is transferred on \( f \).

**Lemma 3.1.** Let \( f \) and \( g \) be two functions. Then

\[
(3.1) \quad k' \geq 0, m \in \mathbb{N}^* : \left\| D^{k'}(f \partial_x^m g) - \sum_{l=0}^{m-1} \binom{k'}{l} \partial_x^{k'} D^l f D^{k'-l} \partial_x^m g \right\|_{L^2} \lesssim \|f\|_{H^{k'+m}} \|g\|_{H^{\frac{1}{2}+}} + \|f\|_{H^{(m+\frac{1}{2})+}} \|g\|_{H^{k'}}.
\]

**Proof.** We can write L.H.S of (3.1) as:

\[
X(n, n_1) := (in)^k (in_1)^m - \sum_{l=0}^{m-1} \binom{k'}{l} (i(n-n_1))^l (in_1)^{k'-l+m}.
\]

We estimate \( X(n, n_1) \). If \( |n-n_1| \gtrless |n_1| \) then clearly \( |X(n, n_1)| \lesssim |n-n_1|^{k'+m} + |n-n_1|^m |n_1|^k \). If \( |n-n_1| \ll |n_1| \) then we factor out \( n_1^m \) and we apply the Taylor formula for \( n_1 \neq 0 \) to get \( |X(n, n_1)| \lesssim |n_1|^m |n-n_1|^m |n_1|^{k-m} \lesssim |n-n_1|^m |n_1|^k \). If \( n_1 = 0 \) then the bound found for \( X(n, n_1) \) clearly holds. The Young inequality and the Cauchy-Schwarz inequality yield

\[
(3.2) \quad L.H.S \text{ of (3.1)} \lesssim \|f\|_{H^{k'+m}} \|g(n)|\|_{H^l} + \|n^m f(n)|\|_{H^{k'}} \lesssim \|f\|_{H^{k'+m}} \|g\|_{H^{\frac{1}{2}+}} + \|f\|_{H^{(m+\frac{1}{2})+}} \|g\|_{H^{k'}}.
\]

In the next two lemmas we prove some estimates involving derivatives of powers of functions, quotient of functions, exponential of functions, differences of exponentials of functions. We also prove nonlinear estimates. These estimates will be used to prove some estimates that involve the gauge function.

**Lemma 3.2.** Let \( \beta \in \mathbb{R} \). Let \( \delta > 0 \) and \( (k', K) \in (\mathbb{R}^+)^2 \). Then the following holds:

\footnote{The proof of Lemma 3.2 is a slight modification of that of Theorem 3.200 in [3].}
Let $f$ be a function. Assume that $\|f\|_{H^{\frac{3}{2}}_K} \leq K$ and that $\inf_{x \in \mathbb{T}} |f(x)| \geq \delta$. Then there exists $C := C(\delta, K) > 0$ such that

\begin{equation}
\|f^\beta\|_{H^{\gamma'}} \leq C (1 + \|f\|_{H^{\gamma'}})
\end{equation}

Let $f$ and $g$ be two functions. Assume that $\|f\|_{H^{\frac{3}{2}}_K} \leq K$, $\|g\|_{H^{\frac{3}{2}}_K} \leq K$, and $\inf_{x \in \mathbb{T}} |g(x)| \geq \delta$. Then there exists $C := C(\delta, K) > 0$ such that

\begin{equation}
\left\| \frac{f}{g} \right\|_{H^{\gamma'}} \leq C (1 + \|f\|_{H^{\gamma'}} + \|g\|_{H^{\gamma'}})
\end{equation}

There exists $C := C(\delta, K) > 0$ such that

\begin{equation}
\|g\|_{H^{\max(\gamma', \frac{3}{2})}} \leq K \implies \left\| \frac{f}{g} \right\|_{H^{\gamma'}} \leq C \|f\|_{H^{\max(\gamma', \frac{3}{2})}}
\end{equation}

Let $f$ be a function. Then

\begin{equation}
k' \in [0, 1]: \left\| \int_0^x f(x') \, dx' \right\|_{H^{\gamma'}} \lesssim \|f\|_{L^2}, \text{ and}
\end{equation}

\begin{equation}
k' \geq 1: \left\| \int_0^x f(x') \, dx' \right\|_{H^{\gamma'}} \lesssim \|f\|_{H^{\gamma'-1}}.
\end{equation}

Let $f$ be a function. Assume that $\|f\|_{H^{\frac{3}{2}}_K} \leq K$. Then there exists $C := C(K) > 0$ such that

\begin{equation}
k' \in [0, 1]: \left\| e^{\int_0^x f(x')} \, dx' \right\|_{H^{\gamma'}} \leq C, \text{ and}
\end{equation}

\begin{equation}
k' \geq 1: \left\| e^{\int_0^x f(x')} \, dx' \right\|_{H^{\gamma'}} \leq C (1 + \|f\|_{H^{\gamma'-1}}).
\end{equation}

Let $f$ and $g$ be two functions. Assume that $\|f\|_{H^{\frac{3}{2}}_K} \leq K$ and that $\|g\|_{H^{\frac{3}{2}}_K} \leq K$. Assume also that $\|f\|_{H^{\gamma'-1}} \leq K$ and that $\|g\|_{H^{\gamma'-1}} \leq K$ if $k' \geq 1$. Then there exists $C := C(K)$ such that

\begin{equation}
k' \in [0, 1]: \left\| e^{\int_0^x f(x')} \, dx' - e^{\int_0^x g(x')} \, dx' \right\|_{H^{\gamma'}} \leq C \|f - g\|_{L^2}, \text{ and}
\end{equation}

\begin{equation}
k' \geq 1: \left\| e^{\int_0^x f(x')} \, dx' - e^{\int_0^x g(x')} \, dx' \right\|_{H^{\gamma'}} \leq C \|f - g\|_{H^{\gamma'-1}}.
\end{equation}

Remark 3.1. The proof shows that the constants $C$ depending only on $K$ can be chosen as continuous functions of $K$ that increase as $K$ increases. It also shows that the constants $C$ depending on $\delta$ and $K$ can be chosen as continuous functions of $(\delta, K)$ that increase as $K$ increases and increase as $\delta$ decreases.

Proof. We prove (3.3) by an induction process.

Let $0 \leq k' \leq 1$. The Hölder inequality, the Sobolev embedding $H^{\frac{3}{2}}_K \hookrightarrow L^\infty$ applied to the cases $\beta < 1$ and the estimate $\|f_\beta^{-1}\|_{L^\infty} \lesssim 1$ if $\beta \geq 1$ yield

\begin{align*}
\|f^\beta\|_{L^2} & \lesssim (\|f\|_{H^{\frac{3}{2}}_K})^{\beta - 1} \|f\|_{L^2} \text{ and} \\
\|\partial_x f^\beta\|_{L^2} & \lesssim (\|f\|_{H^{\frac{3}{2}}_K})^{\beta - 1} \|\partial_x f\|_{L^2} \lesssim \|\partial_x f\|_{L^2}.
\end{align*}
Hence (3.3) holds for this range of \( k' \). Assume now that (3.3) holds for all \( 0 \leq k' < r \) with \( r \in \mathbb{N}^* \). We see from Lemma 2.1 that

\[
\left\| \partial_x f^{\beta} \right\|_{H^{k'-1}} \lesssim \left\| f^{\beta-1} \right\|_{H^{k'-1}} \left\| \partial_x f \right\|_{H^{k'-1}} + \left\| f^{\beta-1} \right\|_{H^{k'-1}} \left\| \partial_x f \right\|_{H^{k'}} \leq C (1 + \left\| f \right\|_{H^{k'}}).
\]

Hence (3.3) holds for \( r \leq k' \leq r + 1 \).

Next we prove (3.7). Let \( 0 < r \leq k' < r + 1 \). We see from (3.3) that

\[
\left\| e_{0}^{\bar{r}} f(x') \, dx' \right\|_{L^2} \lesssim \left\| e_{0}^{\bar{r}} f(x') \, dx' \right\|_{L^\infty} \lesssim e^{C' \| f \|_{L^2}} \lesssim 1.
\]

We also have

\[
\left\| e_{0}^{\bar{r}} f(x') \, dx' \right\|_{L^2} \lesssim \left\| e_{0}^{\bar{r}} f(x') \, dx' \right\|_{L^\infty} \lesssim 1.
\]

Hence (3.7) holds.

Assume that (3.7) holds for all \( 0 \leq k' \leq r \) with \( r \in \mathbb{N}^* \). If \( r \leq k' \leq r + 1 \) then

\[
\left\| \partial_x e_{0}^{\bar{r}} f(x') \, dx' \right\|_{H^{k'-1}} \leq \left\| e_{0}^{\bar{r}} f(x') \, dx' \right\|_{L^2} \left\| f \right\|_{H^{k'-1}} + \left\| e_{0}^{\bar{r}} f(x') \, dx' \right\|_{H^{k'-1}} \left\| f \right\|_{H^{k'}} \leq C \left(1 + \left\| f \right\|_{H^{k'}} \right).
\]

Hence (3.7) holds for \( r \leq k' \leq r + 1 \).

Next we prove (3.3). Let \( h(x') := f(x') - g(x') \), \( X := e_{0}^{\bar{r}} h(x') \, dx' - 1 \), and \( Y := e_{0}^{\bar{r}} g(x') \, dx' \).

First we estimate \( \left\| X \right\|_{H^{m}} \). We claim that

\[
(3.12) \quad m \in [0, 1]: \quad \left\| X \right\|_{H^{m}} \lesssim \left\| h \right\|_{L^2} \quad m \geq 1: \quad \left\| X \right\|_{H^{m}} \lesssim \left\| h \right\|_{H^{m-1}}.
\]

Indeed, define \( \tilde{m} \) as follows: let \( \tilde{m} := 0 \) if \( m \in [0, 1] \) and let \( \tilde{m} := m - 1 \) if \( m \geq 1 \). If \( \left\| h \right\|_{H^{m}} \geq 1 \) then it follows from (3.7) and (1) \( \left\| h \right\|_{H^{m}} \lesssim 1 \). If \( \left\| h \right\|_{H^{m}} \ll 1 \) then we use again an induction process. First let us assume that \( \tilde{m} \in [0, 1] \). Observe that

\[
\left\| \partial_x e_{0}^{\bar{r}} h(x') \, dx' \right\|_{H^{k'-1}} \lesssim \left\| h \right\|_{L^2} \ll 1; \quad \text{since} \quad e^{r} - 1 \approx y \quad \text{for} \quad |y| \ll 1 \quad \text{we get} \quad \left\| X \right\|_{L^2} \lesssim \left\| h \right\|_{L^2}; \quad \text{proceeding as in (3.10)} \quad \text{we get} \quad \left\| \partial_x X \right\|_{L^2} \lesssim \left\| h \right\|_{L^2} \quad \text{and consequently (3.12) holds for} \quad \tilde{m} \in [0, 1].
\]

Now assuming that (3.12) holds for \( 0 \leq m \leq r \), we proceed in a similar way as (3.11) in order to estimate \( \left\| X \right\|_{H^{m}} \) for \( r \leq m \leq r + 1 \) and we find that (3.12)
The composition rule implies that

\[ \| e^{\int_0^t f(x') \, dx'} - e^{\int_0^t g(x') \, dx'} \|_{H^{k'}} \lesssim \| X \|_{H^{k'}} \| Y \|_{H^{k'}} + \| X \|_{H^{k'}} \| Y \|_{H^{k'}} \lesssim R.H.S \text{ of } (3.8). \]

Hence using also (3.7) we get

\[ \text{Lemma 3.3.} \]

Let \( G : (\mathbb{R}^4 \times \mathbb{T}) \times \mathbb{R} \to \mathbb{R} \) be a \( C^\infty \) function. Let \( I \subset \mathbb{R} \) be an interval such that \( |I| \leq 1 \). Let \( (k', K) \in (\mathbb{R}^+)^2 \). The following holds:

- Let \( f \) be a function. Assume that \( \| f \|_{H^{k'+3}} \leq K \). Then there exists \( C := C(K) > 0 \) such that for all \( t \in I \)

\[ \| G(f, t) \|_{H^{k'}} \leq C (1 + \| f \|_{H^{k'+3}}) \]  

(3.13)

Let \( \beta \in \mathbb{R} \). Assume that \( \| f \|_{H^{k'+3}} \leq K \), and that there exists \( \delta > 0 \) such that for all \( t \in I \), \( \inf_{x \in \mathbb{T}} |G(f, t)(x)| \geq \delta \). Then there exists \( C := C(\delta, K) > 0 \) such that for all \( t \in I \)

\[ \| G^\beta(f, t) \|_{H^{k'}} \leq C (1 + \| f \|_{H^{k'+3}}) \]  

(3.14)

- Let \( f \) and \( g \) be two functions. Assume that \( \| f \|_{H^{k'+3}} \leq K \), \( \| g \|_{H^{k'+3}} \leq K \), \( \| f \|_{H^{k'+3}} \leq K \), and \( \| g \|_{H^{k'+3}} \leq K \). Then there exists \( C := C(K) > 0 \) such that for all \( t_1, t_2 \in I \)

\[ \| G(f, t_2) - G(g, t_1) \|_{H^{k'}} \leq C \left( \| f - g \|_{H^{\max(k'+3, k'+2)}} + |t_2 - t_1| \right). \]  

(3.15)

Let \( \beta \in \mathbb{R} \). Assume that \( \| f \|_{H^{k'+3}} \leq K \), \( \| g \|_{H^{k'+3}} \leq K \), \( \| f \|_{H^{k'+3}} \leq K \), \( \| g \|_{H^{k'+3}} \leq K \), and that there exists \( \delta > 0 \) such that for all \( t \in I \) and for all \( \theta \in [0, 1] \) we have \( \inf_{x \in \mathbb{T}} |G\left( h_\theta, t\right)(x)| \geq \bar{\delta} \), with \( h_\theta := \theta f + (1 - \theta)g \). Then there exists \( C := C(\bar{\delta}, K) > 0 \) such that for all \( t_1, t_2 \in I \)

\[ \| G^\beta(f, t_2) - G^\beta(g, t_1) \|_{H^{k'}} \leq C \left( \| f - g \|_{H^{\max(k'+3, k'+2)}} + |t_2 - t_1| \right). \]  

(3.16)

Remark 3.2. Regarding the constants in Lemma 3.3 we refer to Remark 3.1

Proof. We prove Lemma 3.3 by an induction process.

First we prove (3.16).

Let \( 0 \leq k' \leq 1 \). The Hölder inequality, the Sobolev embedding \( H^{ \frac{1}{2} +} \hookrightarrow L^\infty \), and the composition rule imply that

\[ \| G(f, t) \|_{L^2} \lesssim \sup_{|(\omega, t)| \lesssim (K)} |G(\omega, t)| \lesssim 1, \quad \text{and} \]

\[ \| \partial_x (G(f, t)) \|_{L^2} \lesssim \sup_{\gamma \in \mathbb{N}^k, |\gamma| \leq 1} \frac{|\partial^\gamma G(\omega, t)|}{|{(\omega, t)}| \lesssim (K)} \lesssim 1. \]  

(3.17)
Hence (3.13) holds.

Let \( r' \in \mathbb{N}^* \). Assume that (3.13) holds for all \( 0 \leq k' \leq r \) and for all smooth functions \( G \). The induction assumption and Lemma 2.1 yield

\[
\begin{align*}
\| \partial_x \left( G(\tilde{r}, t) \right) \|_{H^{k'-1}} & \lesssim \sup_{\gamma \in \mathbb{N}^* : |\gamma| \leq 1} \| \partial^\gamma G(\tilde{\omega}, t) \|_{H^{\tilde{z}+}} \| f \|_{H^{k'+3}} \\
& \quad + \sum_{i=0}^3 |\partial_\omega, G \left( \tilde{h}_\theta, t_\theta \right) (\partial_x, f - \partial_x, g) + \partial_\theta G \left( \tilde{h}_\theta, t_\theta \right) (t_2 - t_3) |
\end{align*}
\]

(3.18)

Hence (3.13) holds for \( r \leq k' \leq r + 1 \).

The proof of (3.14) is very similar to that (3.13). Since \( \inf_{x \in T} \left| G(\tilde{r}, t)(x) \right| \geq \delta \) this implies that \( G, G^\beta, \) and \( G^\beta - 1 \) are \( C^\infty \) functions. Hence (3.14) holds for \( 0 \leq k' \leq 1 \) (resp. \( r \leq k' \leq r + 1 \)) by slightly modifying (3.17) (resp. (3.18)).

Next we prove (3.15). Let \( t_0 := \theta t_1 + (1 - \theta) t_2 \). Write

\[
G(\tilde{f}, t_2) - G(\tilde{g}, t_1) = \int_0^1 \left[ \sum_{i=0}^3 \frac{\partial_\omega, G \left( \tilde{h}_\theta, t_\theta \right) (\partial_x, f - \partial_x, g) + \partial_\theta G \left( \tilde{h}_\theta, t_\theta \right) (t_2 - t_3) }{i} \right] d\theta
\]

We get from (3.18) and Lemma 2.1

\[
\begin{align*}
\| G(\tilde{f}, t_2) - G(\tilde{g}, t_1) \|_{H^{k'}} & \lesssim \sup_{\theta \in [0,1]} \| \partial_\theta G \left( \tilde{h}_\theta, t_\theta \right) \|_{H^{k'}, |t_2 - t_1|} + \sum_{i=0}^3 |\partial_\omega, G \left( \tilde{h}_\theta, t_\theta \right) (\partial_x, f - \partial_x, g) + \partial_\theta G \left( \tilde{h}_\theta, t_\theta \right) (t_2 - t_3) |
\end{align*}
\]

(3.19)

Finally we prove (3.16). We have
Let \( m \) is similar and therefore omitted. Let

**Remark 3.3**

\[
\| G^3(\bar{f}, t_2) - G^3(\bar{g}, t_1) \|_{H^{k'}} < \sup_{\theta \in [0, 1]} \left( \| G^3 - 1 (\bar{h}_\theta, t_0) \|_{H^{k'}} + \| G^3 - 1 (\bar{h}_\theta, t_0) \|_{H^{k'}} \right) | t_2 - t_1 |
\]

\[
+ \sup_{i \in \{-1, \ldots, 3\}} \left( \| G^3 - 1 (\bar{h}_\theta, t_0) \|_{H^{k'}} \| \partial_{\omega_i} (\bar{h}_\theta, t_0) \|_{H^{k'}} \right) | f - g |_{H^{k'+3}}
\]

\[
+ \sup_{i \in \{-1, \ldots, 3\}} \left( \| G^3 - 1 (\bar{h}_\theta, t_0) \|_{H^{k'}} \| \partial_{\omega_i} (\bar{h}_\theta, t_0) \|_{H^{k'}} \right) | f - g |_{H^{k'}}
\]

\[
\| f - g \|_{H^{k'(3, \bar{z} + 3)}} + | t_2 - t_1 |.
\]

The next lemma below allows to prove estimates involving the derivatives of \( \Phi_{k'}(f, t) \). More precisely:

**Lemma 3.4.** Let \( I \subset \mathbb{R} \) be an interval such that \( |I| \leq 1 \). Let \((k', K) \in \mathbb{R}^+ \times \mathbb{R}^+ \). The following holds:

1. Let \( f \) be a function. Assume that \( \| f \|_{H^{k'+3}} \leq K \) and that for all \( t \in I \)
   \[
   \inf_{x \in I} | \partial_{\omega_3} F(f, t)(x) | \geq \bar{\delta}.
   \]
   Then there exists \( C := C(\bar{\delta}, K) \) such that for all \( t \in I \)

   \[
   (3.19) \quad \| \Phi_{k'}(f, t) \|_{H^{k'}} \leq C (1 + \| f \|_{H^{k'+3}}), \quad \text{and} \quad \| \Phi_{k'}^{-1}(f, t) \|_{H^{k'}} \leq C (1 + \| f \|_{H^{k'+3}}).
   \]

2. Define \( \bar{k'} \) to be the following number:
   \[
   \bar{k'} \geq 3 : \quad \bar{k'} := k' + 3,
   \]
   \[
   1 \leq k' < 3 : \quad \bar{k'} := \max \left( \frac{3}{2}, k' + 3 \right),
   \]
   \[
   0 \leq k' < 1 : \quad \bar{k'} := \frac{9}{2}.
   \]
   Let \( f \) and \( g \) be two functions. Assume that \( \| f \|_{H^{k'}} \leq K \) and \( \| g \|_{H^{k'}} \leq K \). Assume also that there exists \( \bar{\delta} > 0 \) such that for all \( t \in I \) and for all \( \theta \in [0, 1] \)
   \[
   \left( \inf_{x \in I} | \partial_{\omega_3} F(\bar{h}_\theta, t)(x) | \right) \geq \bar{\delta} \text{ with } h_\theta := \theta f + (1 - \theta) g.
   \]
   Then there exists \( C := C(\bar{\delta}, K) \) such that for all \( t_1, t_2 \in I \) the following holds:

   \[
   (3.20) \quad \| \Phi_{k'}(f, t_2) - \Phi_{k'}(g, t_1) \|_{H^{k'}} \leq C \left( \| f - g \|_{H^{k'}} + | t_2 - t_1 | \right), \quad \text{and}
   \]
   \[
   \| \Phi_{k'}^{-1}(f, t_2) - \Phi_{k'}^{-1}(g, t_1) \|_{H^{k'}} \leq C \left( \| f - g \|_{H^{k'}} + | t_2 - t_1 | \right).
   \]

**Remark 3.3.** Regarding the constants in Lemma 3.3, we refer to Remark 3.1.

**Proof.** We only prove the first estimate of (3.19); the proof of the second estimate is similar and therefore omitted. Let \( m \geq 0 \). We have
We get from Lemma 3.2

Hence (3.19) holds.

Hence, using also

Let

\[ \Phi_k(f, t) := e^{\int_0^t \frac{P(f, t)}{\partial_{\omega_3} F(f, t)} \, dt}_{\omega_3} \]  

We have

\[ \| \Phi_k(f, t) \|_{H^{k'}} \ll (1 + \| f \|_{H^{k'+3}}) \| X \|_{H^{k'}} + \| X \|_{H^{k'}} \]  

Hence (3.19) holds.

Next we prove the first estimate of (3.22); indeed the proof of the second estimate is similar and therefore left to the reader. We have

\[ \| \Phi_k(f, t_2) - \Phi_k(g, t_1) \|_{H^{k'}} \ll \| \triangle Y(t_1, t_2) \|_{H^{k'}} \| Z(f, t_2) \|_{H^{k'+3}} + \| \triangle Y(t_1, t_2) \|_{H^{k'+3}} + \| Z(f, t_2) \|_{H^{k'+3}} \]  

with

\[ Y(f, t) := (\partial_{\omega_3} F)^{\frac{d-15}{6}} (f, t) \]  

\[ Z(f, t) := (\partial_{\omega_3} F)^{\frac{d-15}{6}} (f, t) \]  

\[ \triangle Y(t_1, t_2) := Y(f, t_2) - Y(g, t_1), \]  

\[ Z(f, t) := Z(f, t) \]  

\[ \triangle Y(t_1, t_2) := Z(f, t_2) - Z(g, t_1). \]  

Let \( m \in \{ \frac{d}{2}, k' \}. \) Lemma 3.3 shows that

\[ \| \triangle Y(t_1, t_2) \|_{H^{k'}} \ll |t_2 - t_1| + \| f - g \|_{H^{k'+3}} \]  

and

\[ \| \triangle Y(t_1, t_2) \|_{H^{k'+3}} \ll |t_2 - t_1| + \| f - g \|_{H^{k'+3}}. \]  

We also have

\[ \| Y(g, t_1) \|_{H^{k'+3}} \ll 1 + \| g \|_{H^{k'+3}} \]  

and

\[ \| Y(g, t_1) \|_{H^{k'+3}} \ll 1 + \| g \|_{H^{k'+3}}. \]  

We have
\[ \|Z(\vec{f}, t_2)\|_{H^{\frac{3}{2}}} \leq 1 \text{ and } \|Z(\vec{f}, t_2)\|_{H^{k'}} \leq 1 \text{ (resp. } \|Z(\vec{f}, t_2)\|_{H^{k'}} \leq 1 + \|f\|_{H^{k'+3}}) \text{ if } k' \leq 1 \text{ (resp. } k' \geq 1). \]

It remains to estimate \[\|\triangle Z(t_1, t_2)\|_{H^m} \text{ for } m \in \{\frac{1}{2}, K\}.\]

To this end we prove the following claim:

**Claim:** Let \( p \geq 0 \). Assume that \( \|f\|_{H^{\max(\frac{3}{2}, p+4)}} \leq K \) and \( \|g\|_{H^{\max(\frac{3}{2}, p+3)}} \leq K \). Then

\[
(3.24) \quad \|P(f, t_2) - P(g, t_1)\|_{H^p} \lesssim \|f - g\|_{H^{\max(\frac{3}{2}, p+4)}} + |t_2 - t_1|.
\]

**Proof.** We have \( \|P(f, t_2) - P(g, t_1)\|_{H^p} \leq A + B \) with

\[
A := \sup_{\gamma \in \mathbb{N}^n: |\gamma| \leq 2} \left\| \partial_\gamma F(\vec{f}, t_2) - \partial_\gamma F(\vec{g}, t_1) \right\|_{H^p} + \sup_{\gamma \in \mathbb{N}^n: |\gamma| \leq 2} \left\| \partial_\gamma F(\vec{f}, t_2) - \partial_\gamma F(\vec{g}, t_1) \right\|_{H^p} + \sup_{\gamma \in \mathbb{N}^n: |\gamma| \leq 2} \left\| \partial_\gamma F(\vec{f}, t_2) - \partial_\gamma F(\vec{g}, t_1) \right\|_{H^p}.
\]

Lemma 3.3 implies that

\[
A \lesssim \|f - g\|_{H^{\max(p+3, \frac{3}{2})}} \|f\|_{H^{\max(\frac{3}{2}, p)} + |t_2 - t_1|} \lesssim \|f - g\|_{H^{\max(p+\frac{3}{2})}} + |t_2 - t_1|.
\]

We also have

\[
B \lesssim \|f - g\|_{H^{p+4}} \left( 1 + \|g\|_{H^{\frac{3}{2}} + \frac{3}{2}} \right) + \|f - g\|_{H^{\frac{3}{2} + \frac{3}{2}}} (1 + \|g\|_{H^{p+3}}) \lesssim \|f - g\|_{H^{\max(p+\frac{3}{2})}}.
\]

Hence (3.24) holds. \( \square \)

Let \( m \geq 1 \). Lemma 3.2 shows that

\[
\|\triangle Z(t_1, t_2)\|_{H^m} \lesssim \left\| \frac{P(f, t_2) - P(g, t_1)}{\partial_{\omega^3} F(f, t_2)} - \frac{P(g, t_1)}{\partial_{\omega^3} F(g, t_1)} \right\|_{H^{m-1}} + \left\| \frac{P(f, t_2) - P(g, t_1)}{\partial_{\omega^3} F(f, t_2)} - \frac{P(g, t_1)}{\partial_{\omega^3} F(g, t_1)} \right\|_{H^{m-1}} \lesssim \|\Delta Z_1(t_1, t_2)\|_{H^{m-1}} + \|\Delta Z_2(t_1, t_2)\|_{H^{m-1}}.
\]

assuming that \( \|\Delta Z_1(t_1, t_2)\|_{H^{\max(m-1, \frac{3}{2})}} \leq K \) and \( \|\Delta Z_2(t_1, t_2)\|_{H^{\max(m-1, \frac{3}{2})}} \leq K \); this will be proved shortly. Observe from (3.22) and (3.21) that \( \|\Delta Z_1(t_1, t_2)\|_{H^{\frac{3}{2}}} \lesssim K \) and that \( \|\Delta Z_2(t_1, t_2)\|_{H^{\frac{3}{2}}} \lesssim K \). We first estimate \( \|\Delta Z_2(t_1, t_2)\|_{H^{m-1}} \). Let

\[
A := \frac{P(f, t_2) - P(g, t_1)}{\partial_{\omega^3} F(f, t_2)} \text{ and } B := \frac{P(g, t_1)(\partial_{\omega^3} F(f, t_2) - \partial_{\omega^3} F(g, t_2))}{\partial_{\omega^3} F(f, t_2)}.
\]

We have (see proof of (3.21))

\[
(3.25) \quad \|\Delta Z(t_1, t_2)\|_{H^{m-1}} \lesssim \left\| \frac{P(f, t_2) - P(g, t_1)}{\partial_{\omega^3} F(f, t_2)} \right\|_{L^2} \lesssim \|A\|_{L^2} + \|B\|_{L^2}.
\]

The above claim implies...
Lemma 2.1, Lemma 3.2, Lemma 3.3, (3.22), and (3.24). We have

$$\|H\|_{L^2} \lesssim \|P(f, t_2) - P(g, t_1)\|_{L^2} \lesssim \|f - g\|_{H^{\frac{1}{2}+}} + |t_2 - t_1|.$$  

We see from (3.22) and Lemma 3.3

$$\|B\|_{L^2} \lesssim \|P(g, t_1)\|_{L^\infty} \|\partial_{\omega^3} F(\tilde{g}, t_1) - \partial_{\omega^3} F(\tilde{f}, t_2)\|_{L^2}$$

$$\lesssim \|P(g, t_1)\|_{H^{\frac{1}{2}+}} \left(\|f - g\|_{H^{\frac{1}{2}+}} + |t_2 - t_1|\right)$$

$$\lesssim \|f - g\|_{H^{\frac{1}{2}+}} + |t_2 - t_1|.$$  

Hence \(\|\triangle Z_2(t_1, t_2)\|_{H^{m-1}} \lesssim \|f - g\|_{H^{\frac{1}{2}+}}\). We now estimate \(\|\triangle Z_1(t_1, t_2)\|_{H^{m-1}} \lesssim \|A\|_{H^{m-1}} + \|B\|_{H^{m-1}}\). Assume that \(m \geq 3\). We use Lemma 2.1, Lemma 3.2, Lemma 3.3, (3.22), and (3.24). We have \(\|A\|_{H^{m-1}} \lesssim \|P(f, t_2) - P(g, t_1)\|_{H^{m-1}} \lesssim \|f - g\|_{H^{\frac{1}{2}+}} + |t_2 - t_1|\). We have

$$\|B\|_{H^{m-1}} \lesssim \left\|P(g, t_1) \left(\partial_{\omega^3} F(\tilde{g}, t_1) - \partial_{\omega^3} F(\tilde{f}, t_2)\right)\right\|_{H^{m-1}}$$

$$\lesssim \|P(g, t_1)\|_{H^{m-1}} \left\|\partial_{\omega^3} F(\tilde{g}, t_1) - \partial_{\omega^3} F(\tilde{f}, t_2)\right\|_{H^{\frac{1}{2}+}}$$

$$+ \|P(g, t_1)\|_{H^{\frac{1}{2}+}} \left\|\partial_{\omega^3} F(\tilde{g}, t_1) - \partial_{\omega^3} F(\tilde{f}, t_2)\right\|_{H^{m-1}}$$

$$\lesssim \|f - g\|_{H^{\frac{1}{2}+}} + |t_2 - t_1|.$$  

Hence \(\|\triangle Z_1(t_1, t_2)\|_{H^{m-1}} \lesssim \|f - g\|_{H^{\frac{1}{2}+}}\). Assume now that \(1 \leq m < 3\). We have

$$\|A\|_{H^{m-1}} \lesssim \|P(f, t_2) - P(g, t_1)\|_{H^{\max(m-1, \frac{1}{2}+)}} \lesssim \|f - g\|_{H^{\max(m-1, \frac{1}{2}+)}} + |t_2 - t_1|.$$  

We also have

$$\|B\|_{H^{m-1}} \lesssim \left\|P(g, t_1) \left(\partial_{\omega^3} F(\tilde{g}, t_1) - \partial_{\omega^3} F(\tilde{f}, t_2)\right)\right\|_{H^{\max(m-1, \frac{1}{2}+)}}$$

$$\lesssim \|P(g, t_1)\|_{H^{\max(m-1, \frac{1}{2}+)}} \left\|\partial_{\omega^3} F(\tilde{g}, t_1) - \partial_{\omega^3} F(\tilde{f}, t_2)\right\|_{H^{\frac{1}{2}+}}$$

$$+ \|P(g, t_1)\|_{H^{\frac{1}{2}+}} \left\|\partial_{\omega^3} F(\tilde{g}, t_1) - \partial_{\omega^3} F(\tilde{f}, t_2)\right\|_{H^{\max(m-1, \frac{1}{2}+)}}$$

$$\lesssim \|f - g\|_{H^{\max(m-1, \frac{1}{2}+)}} + |t_2 - t_1|.$$  

Hence \(\|\triangle Z_1(t_1, t_2)\|_{H^{m}} \lesssim \|f - g\|_{H^{\frac{1}{2}+}} + |t_2 - t_1|\). Assume now that \(0 \leq m \leq 1\). Lemma 3.2 shows that

$$\|\triangle Z_1(t_1, t_2)\|_{H^{m}} \lesssim \|\triangle Z_1(t_1, t_2)\|_{L^2} + \|\triangle Z_2(t_1, t_2)\|_{L^2},$$

assuming that \(\|\triangle Z_1(t_1, t_2)\|_{H^{\frac{1}{2}+}} \lesssim K\) and \(\|\triangle Z_2(t_1, t_2)\|_{H^{\frac{1}{2}+}} \lesssim K\): this will be proved shortly. From (3.23), (3.20), and (3.24), we see that \(\|\triangle Z_2(t_1, t_2)\|_{H^{\frac{1}{2}+}} \lesssim \|f - g\|_{H^{\frac{1}{2}+}}\). A similar scheme used in (3.23) and (3.24) shows that \(\|\triangle Z_1(t_1, t_2)\|_{H^{\frac{1}{2}+}} \lesssim \|f - g\|_{H^{\frac{1}{2}+}}\). Hence the assumptions above are clearly satisfied and moreover

$$\|\triangle Z(t_1, t_2)\|_{H^{m}} \lesssim \|f - g\|_{H^{\frac{1}{2}+}} + |t_2 - t_1|.$$  

□
Let $A \in \mathbb{R}$. Let $e^{-\Delta t^2 f}$ be the operator such that $e^{-\Delta t^2 f}(n) := e^{-An^4 f(n)}$ for $n \in \mathbb{Z}$. The following proposition holds:

**Proposition 4.1.** Let $k' \geq k_0' > \frac{9}{2}$. Let $\tilde{\phi} \in H^{k'}$. Then there exists $T_\epsilon := T_\epsilon(\tilde{\phi}) \in (0, \infty)$ and a unique solution $u \in C \left( [0, T_\epsilon), H^{k'} \right)$ such that $u$ satisfies the integral equation for $\eqref{4.2}$ with initial data $u(0) := \tilde{\phi}$ on $[0, T_\epsilon)$, i.e.

$$
\frac{d}{dt}u + e\partial^3_u = F(\tilde{u}, t).
$$

Moreover let

$$
\sup_{t \in [0, T_\epsilon)} \left\| u(t) \right\|_{H^{k_0'}} < \infty.
$$

and such that either (i) $\liminf_{t \to T_\epsilon} \left\| u(t) \right\|_{H^{k_0'}} = \infty$ or (ii) $T_\epsilon = \infty$ holds.

Let $u_n \in C \left( [0, T_\epsilon(\tilde{\phi}_n)), H^{k'} \right)$ be such that $\tilde{\phi}_n - \tilde{\phi}_\infty \to 0$ as $n \to \infty$. Let $u_\infty \in C \left( [0, T_\epsilon(\tilde{\phi}_\infty)), H^{k'} \right)$ be the solution of $\eqref{4.2}$, replacing $\tilde{\phi}$ with $\tilde{\phi}_n$ (resp. $\tilde{\phi}_\infty$). Let $T \in \left[ 0, T_\epsilon(\tilde{\phi}_\infty) \right]$. Then

$$
\sup_{t \in [0, T]} \left\| u(t) - u_\infty(t) \right\|_{L^\infty H^{k'}([0,T]')} \to 0
$$

as $n \to \infty$.

**Remark 4.1.** The conclusion above implies that $T_\epsilon(\tilde{\phi}_n) > T$ for $n$ large.

**Proof.** The proof uses standard arguments. In the sequel let $C(x)$ be a nonnegative number depending on $x$ of which the value is allowed to change from one line to the other one and such that all the statements below are true.

Let $T'_\epsilon := T_\epsilon(\tilde{\phi}_{H^{k'}})$ be a positive time that is small enough such that all the statements below are true. Let $X$ be the following Banach space

$$
X := \left\{ v \in C \left( [0, T'_\epsilon), H^{k'} \right) : \left\| v \right\|_{L^\infty H^{k'}([0,T'_\epsilon])} \leq 2(1 + \left\| \tilde{\phi} \right\|_{H^{k'}}) \right\}.
$$

Clearly, $X$, endowed with the norm $\left\| v \right\|_X := \left\| v \right\|_{L^\infty H^{k'}([0,T'_\epsilon])}$, is a Banach space.

Let $t \in [0, T'_\epsilon)$. Let $A_v(t) := F(v(t), t)$.

We first claim that $\mathcal{T}(X) \subset X$. The Minkowski inequality shows that

$$
\left\| \mathcal{T}(v(t)) \right\|_{H^{k'}} \leq \left\| \tilde{\phi} \right\|_{H^{k'}} + \int_0^t \left\| \left\langle n \right\rangle^3 e^{-\epsilon(t-t')}n^4 \langle n \rangle^{k'-3} A_v(t')(n) \right\|_{l_2} dt'.
$$

From $\eqref{3.13}$ we see that

$$
\left\| \left\langle n \right\rangle^{k'-3} A_v(t')(n) \right\|_{l_2} \leq C \left( \left\| \tilde{\phi} \right\|_{H^{k'}} \right) (1 + \left\| v(t') \right\|_{H^{k'}})
$$

Elementary considerations show that

$$
\sup_{n \in \mathbb{Z}} \left\langle n \right\rangle^3 e^{-\epsilon(t-t')}n^4 \lesssim e^{-\frac{3}{4}(t-t')},
$$

Hence we get after integration
that \( \|T(v)\|_X \leq \|\hat{\phi}\|_{H^{k'}} + C(\|\hat{\phi}\|_{H^{k'_0}}) e^{-\frac{t}{\epsilon}} (T_c')^{\frac{1}{2}} (1 + \|\hat{\phi}\|_{H^{k'}}) \leq 2(1 + \|\hat{\phi}\|_{H^{k'}}). \)

One gets from (3.15)

\[
\left\| (n)^{k' - 3} \left( \overline{A_v(t')} - \overline{A_{v_0}(t')} \right) \right\|_{L^2} \leq C \left( \|\hat{\phi}\|_{H^{k'}} \right) \epsilon^{-\frac{3}{4}} (T_c')^{\frac{1}{2}} \left\| v_1(t') - v_2(t') \right\|_{H^{k'}}
\]

Hence integrating in time we see that

\[
\|T(v_1) - T(v_2)\|_X \leq C \left( \|\hat{\phi}\|_{H^{k'}} \right) \epsilon^{-\frac{3}{4}} (T_c')^{\frac{1}{2}} \left\| v_1 - v_2 \right\|_{L^\infty(0, T_c')} \leq \frac{1}{2} \left\| v_1 - v_2 \right\|_X.
\]

Hence \( T \) is a contraction.

We then claim that \( T v \in C \left( [0, T'_c), H^{k'} \right) \). Indeed the dominated convergence theorem allows to prove that \( t \to e^{-\epsilon \partial_v^t} \hat{\phi} \) in continuous in \( H^{k'} \). Let \( t \in [0, T'_c) \) and let \( h > 0 \) be a small number. Let \( G(t) := \int_0^t e^{-\epsilon (t-t') \partial_x^t A_v(t')} dt' \). Writing \( G(t+h) - G(t) = H_1 + H_2 \) with

\[
H_1 := \int_t^{t+h} e^{-\epsilon (t+h-t') \partial_x^t A_v(t')} dt', \quad H_2 := \int_0^t \left( e^{-\epsilon (t+h-t') \partial_x^t} - e^{-\epsilon (t-t') \partial_x^t} \right) A_v(t') dt'.
\]

and the dominated convergence theorem allow to prove that \( H_1 \to 0 \) as \( h \to 0 \). In order to prove that \( H_2 \to 0 \) we proceed as follows. The mean value theorem and elementary estimates show that \( e^{-\epsilon (t+h-t') n^4} - e^{-\epsilon (t-t') n^4} \lesssim e^{-\epsilon (t-t') n^4} h \). We also have \( e^{-\epsilon (t+h-t') n^4} - e^{-\epsilon (t-t') n^4} \lesssim e^{-\epsilon (t-t') n^4} \). Hence

\[
\|H_2\|_{H^{k'}} \lesssim X + Y \] with \( X := \int_0^t \left\| (n)^{k' - 3} e^{-\epsilon (t-t') n^4} \overline{A_v(t')} \right\|_{L^2(\mathbb{R}, n^4 \geq 1)} dt' \) and

\[
Y := \int_0^t \left\| (n)^{k' - 3} e^{-\epsilon (t-t') n^4} \overline{A_v(t')} \right\|_{L^2(\mathbb{R}, n^4 \leq 1)} dt'.
\]

There exists \( c > 0 \) such that

\[
X \lesssim \int_0^t (t-t')^{-\frac{3}{4}} \sup_{n \geq e^{-\epsilon (t-t')}} (n)^{k' - 3} \overline{A_v(t')} \left\| \right\|_{L^2} dt' \lesssim (1 + \|\hat{\phi}\|_{H^{k'}}) \int_0^t (t-t')^{-\frac{3}{4}} e^{-\epsilon (t-t')} dt'.
\]

Hence, by making the change of variable \( u = \frac{(t-t')^{c/3}}{h} \), \( A \to 0 \) as \( h \to 0 \). We have

\[
Y \lesssim h^{0+} \int_0^t \left\| \sup_{n^{h^4} \leq 1} (n)^{k' - 3} e^{-\epsilon (t-t') n^4} \overline{A_v(t')} \right\|_{L^2(\mathbb{R}, n^4 \leq 1)} dt' \lesssim h^{0+} \int_0^t (t-t')^{1/4} dt' (1 + \|\hat{\phi}\|_{H^{k'}})
\]

Hence \( B \to 0 \) as \( h \to 0 \).

Observe that the argument shows that one can choose \( T'_c \) as a continuous and decreasing function of \( \|\hat{\phi}\|_{H^{k'}} \).
We consider now the union of all intervals \([0, T')\) such that there exists a (unique) solution \(u \in C\left([0, T'), H^{k'}\right)\) satisfying the integral equation for \((4.1)\) on \([0, T')\). Clearly there exists \(T_\epsilon := T_\epsilon(\phi) \in (0, \infty)\) such that this union is equal to \([0, T_\epsilon)\). Assume now that \(T_\epsilon < \infty\) and that \(\liminf_{t \to T_\epsilon} \|u(t)\|_{H^{k'}} < \infty\). Hence we can find an \(M < \infty\) and \(0 \leq \bar{t} < T_\epsilon\) close enough to \(T_\epsilon\) such that the following properties hold: \(\|u(\bar{t})\|_{H^{k'}} \leq M\), and (by proceeding similarly as in (4.5)) we get for all \(t \in [\bar{t}, T_\epsilon)\)

\[
(4.7) \quad \|u\|_{L_\infty^\infty H^{k'}([\bar{t}, t])} \leq M + C(M) e^{-\frac{\beta}{2}(t - \bar{t})^{\frac{1}{2}}} \left(\|u\|_{L_\infty^\infty H^{k'}([\bar{t}, t])} + 1\right)
\]

Hence a continuity argument shows that \(\|u\|_{L_\infty^\infty H^{k'}([\bar{t}, t])} \lesssim M + 1\). Since we also have \(u \in C\left([0, \bar{t}], H^{k'}\right)\) this implies that there exists a constant (that we still denote \(M\)) such that \(\|u(t)\|_{H^{k'}} \leq M\) for all \(t \in [0, T_\epsilon)\). We then claim that there exists \(M' > 0\) such that

\[
(4.8) \quad t \in [0, T_\epsilon) : \|u(t)\|_{H^{k'}} \leq M'.
\]

Indeed let \(J := [a, t] \subset [0, T_\epsilon)\); then we get

\[
\|u\|_{L_\infty^\infty H^{k'}([a, t])} \leq \|u(a)\|_{H^{k'}} + C(M) e^{-\frac{\beta}{2}(t - a)^{\frac{1}{2}}} \left(1 + \|u\|_{L_\infty^\infty H^{k'}([a, t])}\right);
\]

hence a continuity argument shows that there exists \(c := c(M, \epsilon) > 0\) such that if \(|J| \leq c\) then \(\|u\|_{L_\infty^\infty H^{k'}(J)} \leq 2\|u(a)\|_{H^{k'}}\); hence, dividing \([0, T_\epsilon)\) into subintervals \(J\) such that \(|J| = c\) except maybe the last one we see that \((4.3)\) holds. Let \(\bar{T}\) be close enough to \(T_\epsilon\) from the left. Then \(\|u(\bar{T})\|_{H^{k'}} \leq M'\); moreover by using the arguments above to construct a unique solution \(u \in C\left([0, T_\epsilon'), H^{k'}\right)\) satisfying \((4.2)\) we can construct a unique solution \(u \in C\left([\bar{T}, T_\epsilon), H^{k'}\right)\) for some \(\bar{T} > T_\epsilon\) that satisfies \((4.2)\), replacing “\(\tilde{\phi}\)”, “\(\int_0^{t_\epsilon} u(t) dt\)” with “\(u(\bar{T})\)”, “\(\int T \bar{T} u(t) dt\)” respectively. Hence there exists a unique solution \(u \in C\left([0, \bar{T}), H^{k'}\right)\) of \((4.2)\), which contradicts the definition of \(T_\epsilon\).

Let \(\{\tilde{\phi}_n\}\) be a sequence such that \(\|\tilde{\phi}_n - \tilde{\phi}\|_{H^{k'}} \to 0\) as \(n \to \infty\). Let \(t \in \left[0, \frac{T_\epsilon'}{2}\right)\), with \(T_\epsilon' := T_\epsilon\left(\|\tilde{\phi}\|_{H^{k'}}\right)\). The above observation shows that \(T_\epsilon'\left(\|\tilde{\phi}_n\|_{H^{k'}}\right) > \frac{T_\epsilon'}{2}\) for \(n\) large. We have

\[
\left\|e^{-ct}\tilde{\phi}_n - \tilde{\phi}\right\|_{H^{k'}} \lesssim \|\tilde{\phi}_n - \tilde{\phi}\|_{H^{k'}}.
\]

We see from \((4.6)\) (with \(v_1 := u_n\) and \(v_2 := u_\infty\)) and the estimate \(\|\tilde{\phi}_n\|_{H^{k'}} \lesssim \|\tilde{\phi}_\infty\|_{H^{k'}}\) we see that

\[
\left\|\langle n \rangle^{k'-3} \left(A_{u_n}(t')(n) - A_{u_\infty}(t')(n)\right)\right\|_{l^2} \leq C \left(\|\tilde{\phi}\|_{H^{k'}}\right) \|u_n(t') - u_\infty(t')\|_{H^{k'}}.
\]
Integrating in time we get \( \|u_n - u\|_{L^\infty C^\kappa H^k} \left( \left[ 0, \frac{T}{\kappa} \right] \right) \leq \|\tilde{\phi}_n - \tilde{\phi}\|_{H^k} + \frac{1}{2} \|u_n - u\|_{L^\infty C} \left( \left[ 0, \frac{T}{\kappa} \right] \right) \), which implies that \( \|u_n - u_\infty\|_{L^\infty C H^k} \left( \left[ 0, \frac{T}{\kappa} \right] \right) \to 0 \) as \( n \to \infty \).

Let \( 0 \leq T < T_\ast (\tilde{\phi}_\infty) \). Observe that the continuity of \( u_\infty \) on \([0, T] \) implies that there exists \( M > 0 \) such that

\[
(4.9) \quad t \in [0, T]: \|u_\infty(t)\|_{H^k} \leq M.
\]

Let \( T_\ast := \sup \left\{ t \in [0, T]: \sup_{s \in [0, t]} \|u_n(s) - u_\infty(s)\|_{H^k} \to 0 \text{ as } n \to \infty \right\} \). Since \( u_n - u_\infty \|_{L^\infty C H^k} \left( \left[ 0, \frac{T}{\kappa} \right] \right) \to 0 \) as \( n \to \infty \), we have \( T_\ast > 0 \). Assume that \( T_\ast < T \).

Then choose \( 0 \leq \tilde{t} < T_\ast \) that is close enough to \( T_\ast \) such that the statements below hold. We have \( \sup_{t \in [0, \tilde{t}]} \|u_n(t) - u_\infty(t)\|_{H^k} \to 0 \) as \( n \to \infty \), and we also have \( \|u_n - u_\infty\|_{L^\infty C H^k} (\tilde{t}, \tilde{t}) \to 0 \) for some \( T \geq \tilde{t} > T_\ast \) as \( n \to \infty \), by applying the above argument to \( u_n(\tilde{t}) \) ( resp. \( u_\infty(\tilde{t}) \)) for \( t \in [0, \tilde{t} - \tilde{t}) \) instead of \( \tilde{\phi}_n \) ( resp. \( \tilde{\phi}_\infty \)) for \( t \in [0, T_\ast] \), taking into account \( (4.9) \).

But then this would contradict the definition of \( T_\ast \). Hence \( T_\ast = T \). We now claim that \( \sup_{t \in [0, T_\ast]} \|u_n(t) - u_\infty(t)\|_{H^k} \to 0 \) as \( n \to \infty \). Indeed we can choose \( 0 \leq \tilde{t} < T_\ast \) that is close enough to \( T_\ast \) such that \( \sup_{t \in [0, \tilde{t}]} \|u_n(t) - u_\infty(t)\|_{H^k} \to 0 \) as \( n \to \infty \) and \( \|u_n - u_\infty\|_{L^\infty C H^k} (\tilde{t}, \tilde{t}) \to 0 \) for some \( T_\ast (\tilde{\phi}_\infty) > \tilde{t} > T_\ast \) as \( n \to \infty \). Hence \( \sup_{t \in [0, T]} \|u_n(t) - u_\infty(t)\|_{H^k} \to 0 \) as \( n \to \infty \).

**Remark 4.2.** We say that \( u \) is a smooth solution of \((4.2)\) obtained by Proposition \ref{prop:smoothness} with data \( \phi \) if \( \phi \) is smooth, i.e. \( \phi \in \bigcap_{m \geq k_0'} H^m = C^\infty \). Observe that \( u \in C^\infty ([0, T], H^m) \) for all \( m \geq k_0' \) and that \( u(t) \in C^\infty \); this follows from a standard bootstrap argument applied to \( \partial_t u = -\varepsilon \partial_x^2 u + F(u, t) \), taking into account Lemma \ref{lemma:bootstrap}.

Let \( \tilde{\phi}_n \) be a sequence of smooth functions such that \( \tilde{\phi}_n \to \phi \). Then Proposition \ref{prop:approximation} allows to approximate the solution \( u \) arbitrarily on any compact interval \([0, T] \subset [0, T_\ast] \) with the sequence of smooth solutions \( \{ u_n \} \). In the sequel we will implicitly use a/: smooth solutions to justify some computations that allow to prove some estimates that involve these solutions b/: the approximation of \( u \) with smooth solutions to show that these estimates also hold for \( u \).

\[ \square \]

5. **Gauged energy**

Let \( k' \geq 6 \). Let \( f \) and \( g \) be two functions. We define the gauged energy \( E_{k'}(f, t) \) of \( f \) (and more generally \( E_{k'}(f, g, t) \)) at a time \( t \) in the following fashion:

\[ \text{This equality follows for the well-known Sobolev embedding } H^m \hookrightarrow C^p \text{ if } m > p + \frac{1}{2}. \]
Hence (5.2) holds. We have

Proposition 5.1. The following proposition shows that the gauged energy \( E_k'(f, g, t) \) of \( f \) (resp. \( E_k'(f, g, t) \)) can be compared to the \( H^{k'} \) - norm of \( f \) (resp. \( \| f - g \|_{H^{k'}} \)):

**Proposition 5.1.** Let \( I \subset \mathbb{R} \) be an interval such that \( |I| \leq 1 \). Let \( \delta > 0 \). Let \( K \in \mathbb{R}^+ \). Let \( k' > \frac{133}{2} \). The following holds:

1. Assume that \( \inf_{x \in \mathbb{T}} | \partial_\omega F \left( \bar{f}, t \right) (x) | \geq \delta \) for all \( t \in I \).
   
   - Assume also that \( \| f \|_{H^{k'}} \leq K \). Then there exists \( C := C(K, \delta) > 0 \) such that for all \( t \in I \)

   \[
   E_k'(f, t) \leq C \left( 1 + \| f \|_{H^{k'}}^2 \right)
   \]

   - Assume also that \( E_{2k+1}(f, t) \leq K \). Then there exists \( C := C(K, \delta) > 0 \) such that for all \( t \in I \)

   \[
   \| f \|_{H^{k'}}^2 \leq C \left( 1 + E_k'(f, t) \right).
   \]

2. Assume that \( \| f \|_{H^{k'}} \leq K \) and \( \| g \|_{H^{k'}} \leq K \). Assume also that for all \( t \in I \) and for all \( \theta \in [0, 1] \) we have \( \inf_{x \in \mathbb{T}} | \partial_\omega F \left( \bar{h}_\theta, t \right) (x) | \geq \delta \) with \( h_\theta := \theta f + (1 - \theta)g \). Then there exists \( C := C(K, \delta) > 0 \) such that for all \( t \in I \)

   \[
   C^{-1} \| f - g \|_{H^{k'}}^2 \leq E_k'(f, g, t) \leq C \| f - g \|_{H^{k'}}^2.
   \]

**Remark 5.1.** The proof shows that one can choose the constants depending on \( K \) to be continuous functions that increase as \( K \) increases.

**Proof.** Lemma 2.1 and Lemma 3.4 imply that

\[
\| \Phi_k'(f, t) \partial_x^6 f \|_{H^{k'-6}} \leq \| \Phi_k'(f, t) \|_{H^{k'+1}} + \| \partial_x^6 f \|_{H^{k'-6}} + \| \Phi_k'(f, t) \|_{H^{k'-6}} \leq \left( 1 + \| f \|_{H^{k'+1}} \right) \| f \|_{H^{k'}} + \| f \|_{H^{k'+1}} \| f \|_{H^{k'-3}} \leq 1 + \| f \|_{H^{k'}}.
\]

Hence (5.1) holds. We have

\[
\| D_k' f \|_{L^2}^2 \leq \| \Phi_k^{-1}(f, t) \Phi_k'(f, t) \partial_x^6 f \|_{H^{k'-6}}^2 \leq \| \Phi_k^{-1}(f, t) \|_{H^{k'+1}}^2 + \| \Phi_k'(f, t) \partial_x^6 f \|_{H^{k'-6}}^2 \leq \left( 1 + \| f \|_{H^{k'+1}}^2 \right)^2 + \left( 1 + \| f \|_{H^{k'-3}}^2 \right) E_{2k+1}(f, t)
\]

Hence (5.2) holds. We have
\[ \| \Phi_k'(f, t) \partial_x^6 f - \Phi_k'(g, t) \partial_x^6 g \|_{H^{k'-6}} \leq \| \Phi_k'(f, t) - \Phi_k'(g, t) \|_{H^{k'-6}} + \| \Phi_k'(g, t) \|_{H^{k'-6}} + \| \partial_x^6 (f - g) \|_{H^{k'-6}} \]

It remains to show that \( \| D^{k'}(f - g) \|_{L^2}^2 \lesssim E_{k'}(f, g, t) \). We have (taking into account that \( k' - 6 > \frac{1}{2} \))

\[ \| D^{k'}(f - g) \|_{L^2}^2 \leq \| \Phi_k^{-1}(f, t) \Phi_k'(f, t) \partial_x^6 (f - g) \|_{H^{k'-6}}^2 \]

\[ \leq \| \Phi_k^{-1}(f, t) \|_{H^{k'-6}}^2 \| \Phi_k'(f, t) \partial_x^6 (f - g) \|_{H^{k'-6}}^2 + \| \Phi_k'(f, t) - \Phi_k'(g, t) \|_{H^{k'-6}}^2 \| \partial_x^6 g \|_{H^{k'-6}}^2 \]

\[ \leq \| \Phi_k'(f, t) \partial_x^6 f - \Phi_k'(f, t) \partial_x^6 g \|_{H^{k'-6}}^2 + \| f - g \|_{H^{k'}(k' - 3, \frac{1}{2})}^2 \]

\[ \leq E_{k'}(f, g, t) \]

\[ \square \]

6. Gauged energy estimates

In this section we prove some gauged energy estimates. To this end we first prove estimates for a function \( v \) that satisfies the equation (6.1): see Proposition 6.1. Then we apply these estimates to \( v(t) := \Phi_k'(u(t), t) \partial_x^6 u(t) \) (with \( u \) solution of (4.1)) to get the gauged energy estimates.

6.1. General estimates. We prove the following proposition:

**Proposition 6.1.** Let \( 0 < \epsilon < 1 \). Let \( k' \geq 6 \). Assume that \( v \) is a function on an interval \([0, T']\) that satisfies

\[ \partial_t v + \epsilon \partial_x^2 v = a_2 \partial_x^2 v + a_1 \partial_x v + a_0 \]

\[ + \epsilon b_3 \partial_x^2 v + \epsilon b_2 \partial_x^2 v + \epsilon b_1 \partial_x v + \epsilon b_0 + \epsilon \partial_x^2 v. \]

There exists \( C > 0 \) such that for all \( t \in [0, T'] \)

\[ d \left( \frac{\| v(t) \|^2}{\| v(t) \|_{H^{k'-6}}} \right) + 2 \epsilon \| D^{k'-4} v(t) \|_{L^2}^2 + 2 \int_0^T \left( (k' - \frac{15}{2}) \partial_x a_3(t) + a_2(t) \right) \left( \partial_x D^{k'-6} v(t) \right)^2 dx \]

\[ \leq C \left( \| a_0(t) \|^2_{H^{k'-6}} + \| v(t) \|^2_{H^{k'-6}} \left( 1 + \sum_{m=1}^3 \| a_m(t) \|_{H^{(m+\frac{1}{2})}} \right) \right) \]

\[ + \epsilon \left( \sum_{m=1}^3 \| b_m(t) \|^2_{H^{k'-6+m}} + \| v(t) \|^2_{H^{k'-6}} \right) \| \partial_x D^{k'-6} v(t) \|^2_{H^{k'-2}} \]

\[ + \epsilon^2 \| b_0(t) \|^2_{H^{k'-6}} + \epsilon \left( \sum_{m=1}^3 \| b_m(t) \|^2_{H^{k'-6+m}} + \| c(t) \|^2_{H^{k'-2}} \right) \| v(t) \|^2_{H^{k'-6}} \]

\[ + \epsilon \left( \sum_{m=1}^3 \| b_m(t) \|_{H^{(m+\frac{1}{2})}} + \| c(t) \|_{H^{\frac{13}{2}}} \right) \| v(t) \|^2_{H^{k'-6}}. \]
Proof. Elementary considerations show that
\begin{equation}
(\partial_t v(t) + \epsilon \partial_x^4 v(t), D^{2(k'-6)} v(t)) = 
\left( -\frac{1}{2} \epsilon \frac{d}{dt} \|v(t)\|_{H^{k'-6}}^2 \right) + (-1)^{k'-6} \epsilon \left\| D^{k'-4} v(t) \right\|_{L^2}^2.
\end{equation}

On the other hand
\begin{equation}
(\partial_t v(t) + \epsilon \partial_x^4 v(t), D^{2(k'-6)} v(t)) = 
(-1)^{k'-6} \left( A_3(t) + ... + A_0(t) + B_3(t) + ... + B_0(t) + C(t) \right),
\end{equation}
with
\begin{align*}
A_0(t) &:= \int D^{k'-6} (a_0(t)) D^{k'-6} v(t) \, dx, \quad B_0(t) := \epsilon \int D^{k'-6} (b_0(t)) D^{k'-6} v(t) \, dx, \\
A_m(t) &:= \int D^{k'-6} (a_m(t) \partial_x^m v(t)) D^{k'-6} v(t) \, dx, \text{ and } B_m(t) := \epsilon \int D^{k'-6} (b_m(t) \partial_x^m v(t)) D^{k'-6} v(t) \, dx.
\end{align*}

Here \( m \in \{1, 2, 3\} \). We first estimate \( A_m(t) \).

We see from Lemma 3.1 that
\begin{align*}
A_3(t) &= A^2_3(t) + A^4_3(t) + A^5_3(t) \\
&\quad + O \left( \|v(t)\|_{H^{k'-6}} \left( \|a_3(t)\|_{H^{k'-3}} \|v(t)\|_{H^{k'-3}} + \|a_3(t)\|_{H^{k'-3}} \|v(t)\|_{H^{k'-3}} \right) \right),
\end{align*}
with
\begin{align*}
A^2_3(t) &:= \int a_3(t) D^{k'-6} \partial_x^2 v(t) D^{k'-6} v(t) \, dx, \\
A^4_3(t) &:= (k'-6) \int a_3(t) D^{k'-7} \partial_x^3 v(t) D^{k'-6} v(t) \, dx, \text{ and } \\
A^5_3(t) &:= \frac{(k'-6)(k'-7)}{2} \int D^2 a_3(t) D^{k'-8} \partial_x^2 v(t) D^{k'-6} v(t) \, dx.
\end{align*}

Integrations by parts show that
\begin{align*}
A^2_3(t) &= - \int \partial_x a_3(t) \partial_x^2 D^{k'-6} v(t) D^{k'-6} v(t) \, dx - \int a_3(t) \partial_x^2 D^{k'-6} v(t) \partial_x D^{k'-6} v(t) \, dx \\
&= \int \partial_x a_3(t) \partial_x D^{k'-6} v(t) D^{k'-6} v(t) \, dx + \frac{1}{2} \int \partial_x a_3(t) \left( \partial_x D^{k'-6} v(t) \right)^2 \, dx \\
&= - \frac{1}{2} \int \partial_x a_3(t) \left( D^{k'-6} v(t) \right)^2 \, dx + \frac{1}{2} \int \partial_x a_3(t) \left( \partial_x D^{k'-6} v(t) \right)^2 \, dx.
\end{align*}

We have
\begin{align*}
A^4_3(t) &= (k'-6) \int \partial_x a_3(t) \partial_x^3 D^{k'-6} v(t) D^{k'-6} v(t) \, dx \\
&= - (k'-6) \int \partial_x^2 a_3(t) \partial_x D^{k'-6} v(t) D^{k'-6} v(t) \, dx - (k'-6) \int \partial_x a_3(t) \left( \partial_x D^{k'-6} v(t) \right)^2 \, dx \\
&= \frac{k'-6}{2} \int \partial_x^2 a_3(t) \left( D^{k'-6} v(t) \right)^2 \, dx - (k'-6) \int \partial_x a_3(t) \left( \partial_x D^{k'-6} v(t) \right)^2 \, dx.
\end{align*}

We have
\begin{align*}
A^5_3(t) &= \frac{(k'-6)(k'-7)}{2} \int \partial_x^2 a_3(t) \partial_x D^{k'-6} v(t) D^{k'-6} v(t) \, dx \\
&= - \frac{(k'-6)(k'-7)}{4} \int \partial_x^3 a_3(t) \left( D^{k'-6} v(t) \right)^2 \, dx.
\end{align*}

We can also write
\begin{align*}
A_2(t) &= A^2_2(t) + A^3_2(t) \\
&\quad + O \left( \|a_2(t)\|_{H^{k'-4}} \|v(t)\|_{H^{k'-6}} \right) + O \left( \|a_2(t)\|_{H^{k'-4}} \|v(t)\|_{H^{k'-6}}^2 \right).
\end{align*}
with
\[ A_2^2(t) := \int a_2(t)D^{k'-6}\partial_x^2 v(t)D^{k'-6}v(t) \, dx, \text{ and} \]
\[ A_2^1(t) := (k' - 6) \int Da_2(t)D^{k'-7}\partial_x^2 v(t)D^{k'-6}v(t) \, dx. \]

We have
\[
A_2^2(t) = -\int \partial_x a_2(t)\partial_x D^{k'-6}v(t)D^{k'-6}v(t) \, dx - \int a_2(t) \left( \partial_x D^{k'-6}v(t) \right)^2 \, dx \\
= -\int a_2(t) \left( \partial_x D^{k'-6}v(t) \right)^2 \, dx + O \left( \|\partial_x^2 a_2(t)\|_{L^\infty} \|v(t)\|_{H^{k'-6}}^2 \right), \text{ and} \\
A_2^1(t) = -\frac{k' - 6}{2} \int \partial_x^2 a_2(t) \left( D^{k'-6}v(t) \right)^2 \, dx = O \left( \|\partial_x^2 a_2(t)\|_{L^\infty} \|v(t)\|_{H^{k'-6}}^2 \right).
\]

We have
\[
A_1(t) = \int a_1(t)D^{k'-6}\partial_x v(t)D^{k'-6}v(t) \, dx + O \left( \|a_1(t)\|_{H^{k'-4}} \|v(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}} \right) \\
+ O \left( \|a_1(t)\|_{H^{k'-4}} \|v(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}} \right) \\
= -\frac{1}{2} \int \partial_x a_1(t) \left( D^{k'-6}v(t) \right)^2 \, dx + O(...) + O(...) \\
= O \left( \|\partial_x a_1(t)\|_{L^\infty} \|v(t)\|_{H^{k'-6}}^2 \right) + O(...) + O(...).
\]

We have
\[
|A_0(t)| \lesssim \|D^{k'-6}(a_0(t))\|_{L^2} \|D^{k'-6}v(t)\|_{L^2} \lesssim \|a_0(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}}.
\]

We then estimate $B_m(t)$ by a similar process to estimate $A_m(t)$. We get
\[
\epsilon^{-1} B_3(t) = \frac{(k'-7)(k'-k')}{4} \int \partial_x^2 b_3(t) \left( D^{k'-6}v(t) \right)^2 \, dx + \frac{(15 - 8\epsilon)}{2} \int \partial_x b_3(t) \left( \partial_x D^{k'-6}v(t) \right)^2 \, dx \\
+ O \left( \|v(t)\|_{H^{k'-6}} \left( \|b_3(t)\|_{H^{k'-3}} \|v(t)\|_{H^{k'-6}} \right) + \|b_3(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}} \right),
\]
\[
\epsilon^{-1} B_2(t) = -\int b_2(t) \left( \partial_x D^{k'-6}v(t) \right)^2 \, dx + O \left( \|b_2(t)\|_{H^{k'-4}} \|v(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}} \right) \\
+ O \left( \|b_2(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}} \right) + O \left( \|\partial_x^2 b_2(t)\|_{L^\infty} \|v(t)\|_{H^{k'-6}} \right), \text{ and} \\
\epsilon^{-1} B_1(t) = O \left( \|\partial_x b_1(t)\|_{L^\infty} \|v(t)\|_{H^{k'-6}}^2 \right) + O \left( \|b_1(t)\|_{H^{k'-4}} \|v(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}} \right) \\
+ O \left( \|b_1(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}} \right), \text{ and}
\]
\[
\epsilon^{-1} |B_0(t)| \lesssim \|b_0(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}}.
\]

We get from Lemma 2.1
\[
\epsilon^{-1} |C(t)| \lesssim \left( \|c(t)\|_{H^{k'-2}} \|v(t)\|_{H^{k'-6}} \right) + \|c(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}} \|v(t)\|_{H^{k'-6}}.
\]

Next we divide (6.3) and (6.4) by $(-1)^{k'-6}$. We see that we can bound from above
\[
\frac{d(\|v(t)\|^2_{H^{k'-6}})}{dt} \lesssim 2\|D^{k'-4}v(t)\|_{L^2}^2 + 2 \int \left( (k' - \frac{15}{2}) \partial_x a_3(t) + a_2(t) \right) \left( \partial_x D^{k'-6}v(t) \right)^2 \, dx.
\]
by the RHS of (6.2) by using the above estimates, the Sobolev embedding \( H^{\frac{3}{2}+} \hookrightarrow L^\infty \), and the Young inequality \( ab \leq \frac{a^2}{2} + \frac{b^2}{2} \).

We also prove the proposition below:

**Proposition 6.2.** Let \( 0 < \varepsilon \ll 1 \). The following hold:

1. Let \( k' \geq 3, K > 0, \) and \( j \in \{ \frac{3}{2}+, k' - 3 \} \). Let \( u \) be a solution of (4.2) obtained by Proposition 4.1 on an interval \([0, T']\). Assume that \( \sup_{t \in [0, T']} \|u(t)\|_{H^{k+}} \leq K \). Then there exists \( C := C(K) > 0 \) such that

\[
\frac{d(\|u(t)\|_{H^{k+}}^2)}{dt} \leq C \left( 1 + \|u(t)\|_{H^{j+}}^2 \right).
\]

2. Assume that \( v \) is a function on an interval \([0, T]\) that satisfies

\[
\partial_t v + \varepsilon \partial_x v = a_3 \partial_x^3 v + a_2 \partial_x^2 v + a_1 \partial_x v + a_0 + \varepsilon b_3 \partial_x^3 v + \varepsilon b_2 \partial_x^2 v + \varepsilon b_1 \partial_x v + \varepsilon b_0 + \varepsilon \partial_x^4 v.
\]

There exists \( C > 0 \) such that for all \( t \in [0, T] \)

\[
\frac{d(\|v(t)\|_{L^2}^2)}{dt} + 2\varepsilon \|\partial_x^2 v(t)\|_{L^2}^2 \leq \left( \frac{\|a_0(t)\|_{L^2}^2 + \left( 1 + \sum_{m=1}^{3} \|a_m(t)\|_{H^{(m+\frac{3}{2})}} \right) \|v(t)\|_{L^2}^2 + \sum_{m=1}^{9} \|b_m(t)\|_{H^{(m+\frac{3}{2})}} \|v(t)\|_{H^{j+}}^2}{\|a_3(t)\|_{H^{\frac{3}{2}}} + \|a_2(t)\|_{H^{\frac{1}{2}}} \|v(t)\|_{H^{j+}}^2 + \|b_3(t)\|_{H^{\frac{3}{2}}} + \|b_2(t)\|_{H^{\frac{1}{2}}} \|\partial_x v(t)\|_{H^{j+}}^2 + \sum_{m=1}^{3} \|b_m(t)\|_{H^{(m+\frac{3}{2})}} + \|v(t)\|_{H^{j+}}^2} \right) \|v(t)\|_{L^2}^2.
\]

**Remark 6.1.** Regarding the constant \( C := C(K) \) in (6.5) of Proposition 6.2 we refer to Remark 3.1.

**Proof.** Let \( m \in \{ 0, \frac{3}{2}+, k' - 3 \} \). Elementary considerations show that

\[
\langle \partial_t u(t) + \varepsilon \partial_x^2 u(t), D^{2m} u(t) \rangle = (-1)^m \frac{d(\|D^m u(t)\|_{L^2}^2)}{dt} + (-1)^m \varepsilon \|D^{m+2} u(t)\|_{L^2}^2.
\]

On the other hand \( \langle F(u(t)), D^{2m} u(t) \rangle = (-1)^m \langle D^m \left( F(u(t)) \right), D^{m} u(t) \rangle \). Hence we see from Lemma 3.3 the Cauchy-Schwartz inequality, and elementary estimates that

\[
\frac{d(\|v(t)\|_{H^{m+\frac{3}{2}}}^2)}{dt} \lesssim 1 + \|u(t)\|_{H^{m+1}}^2.
\]

Hence (6.6) holds.

Mimicking the proof of Proposition 6.1 (with \( k' \) replaced with 6) we see that

\[*\] \[
\frac{d(\|v(t)\|_{L^2}^2)}{dt} + 2\varepsilon \|\partial_x^2 v(t)\|_{L^2}^2 + 2 \int (-\frac{\varepsilon}{2} \partial_x a_3(t) + a_2(t)) (\partial_x v(t))^2 \, dx \text{ is bounded by}
\]

...
the sum of the RHS of (6.7) (with again $k'$ replaced with 6). Observe that the second term of (*) is bounded by a constant multiplied by $\|\partial_x a_3(t)\|_{L^\infty} + \|a_2(t)\|_{L^\infty}\|v(t)\|_{L^1}$. Hence, using also the Sobolev embedding $H^{\frac{1}{2} +} \hookrightarrow L^\infty$, we see that (6.7) holds.

\[ \square \]

6.2. Gauged energy estimates: statement. In this subsection we prove the following gauged energy estimates:

**Proposition 6.3.** Let $k' \geq k'_0 > \frac{17}{2}$. Let $\tilde{\phi} \in \mathcal{P}_{+,k'}$ be a smooth function. Then there exist $1 \geq T' := T'((\tilde{\phi}) \|\tilde{\phi}\|_{H^{k'_0}}, \delta(\tilde{\phi}), \delta'(\tilde{\phi})) > 0$ and $C := \left( (\phi) \|\phi\|_{H^{k'_0}}, \delta(\phi) \right)$ such that if $u$ is the solution of (4.2) obtained by Proposition 4.2 on $[0, T_e)$ then

\[
T_e > T'; \quad \sup_{t \in [0, T']} \left( E_{k'}(u(t), t) + \int_0^t \int_{\mathbb{R}} Q(u(t), t') \left( \partial_x D^{k'-6} v(t') \right)^2 dx dt' \right) \leq 2 \left( 1 + E_{k'}(\tilde{\phi}, 0) \right),
\]

\[ t \in [0, T']: \quad \frac{dE_{k'}(u(t), t)}{dt} + \int_{\mathbb{R}} Q(u(t), t) \left( \partial_x D^{k'-6} v(t) \right)^2 dx \leq C \left( 1 + E_{k'}(u(t), t) \right), \]

$u(t) \in \mathcal{P}_{+,k'}(t)$, $\delta(\tilde{\phi}) \geq \delta(\phi)$, and $\delta'(\phi) > 0$.

with $v(t) := \phi_{1,k'}(u(t), t) \partial_{x}^{6}u(t)$.

**Remark 6.2.** The proof of Proposition 6.3 shows that $T'$ (resp. $C$) can be chosen as a continuous function that decreases (resp. increases) as $\delta(\phi)$ decreases, decreases (resp. increases) as $\|\tilde{\phi}\|_{H^{k'_0}}$ increases. It also shows that $T'$ can be chosen as a continuous function that decreases as $\delta'(\phi)$ decreases.

**Proof.** The proof relies upon the lemma below:

**Lemma 6.4.** Let $K \geq 0$. Let $u$ be a solution of (4.2) on an interval $[0, T'']$ with $0 < T'' \leq 1$. Let $\delta > 0$. Assume that $\delta(\tilde{\phi}) \geq \delta$ for all $t \in [0, T'']$. Assume also that $\sup_{t \in [0, T'']} E_{k'}^{\mathcal{P}_{+,k'}}(u(t), t) \leq K$. Then there exists $C := C(K, \delta) > 0$ such that

\[
t \in [0, T''] : \quad \frac{dE_{k'}(u(t), t)}{dt} + \int_{\mathbb{R}} Q(u(t), t) \left( \partial_x D^{k'-6} v(t) \right)^2 dx \leq C \left( 1 + E_{k'}(u(t), t) \right).
\]

**Remark 6.3.** The proof of Lemma 6.4 shows that $C$ can be chosen as a continuous function that increases as $K$ increases, and that increases as $\delta$ decreases.

We postpone the proof of Lemma 6.4 to Section 11.

Let

\[
T_e^* := \inf \left\{ t \geq 0 : E_{k'_0}(u(t), t) > 2 \left( 1 + E_{k'_0}(\tilde{\phi}, 0) \right) \right\}.
\]

We see from Proposition 4.3 and Proposition 5.3 that $0 < T_e^* < T_e$. Moreover $E_{k'_0}(u(t), t) \leq 2 \left( 1 + E_{k'_0}(\tilde{\phi}, 0) \right)$ for all $t \in [0, T_e^*]$. We have $\sup_{t \in [0, T_e^*]} E_{k'_0}(u(t), t) \lesssim \|\tilde{\phi}\|_{H^{k'_0}}$
1 and \( \sup_{t \in [0, T_\ast]} \| u(t) \|^2_{H_{\psi_0}^k} \lesssim 1 + \| \tilde{\phi} \|^2_{H_{\psi_0}^k} \). Let \( T' := T_\ast(t') \left( \tilde{\delta} \left( \tilde{\phi} \right), \delta' (\tilde{\phi}), \| \tilde{\phi} \|_{H_{\psi_0}^k} \right) > 0 \) be small enough such that all the statements and estimates below hold.

Assume that \( 0 < T_\ast' \leq T' \). Let \( t \in [0, T_\ast'] \).

**Claim:** \( \delta \left( \overline{u(t)}, t \right) \geq \tilde{\delta} \left( \tilde{\phi} \right) \)

Indeed we see from Appendix that \( \| X(u(t), \tilde{\phi}, t, 0) \|_{L^\infty} \lesssim \| \tilde{\phi} \|_{H_{\psi_0}^k} \| u(t) - \tilde{\phi} \|_{H_{\psi_0}^k} + t \).

We have \( t \ll \tilde{\delta} \left( \tilde{\phi} \right) \). So it suffices to estimate \( \| u(t) - \tilde{\phi} \|_{H_{\psi_0}^k} \). In fact we will estimate \( \| u(t) - \tilde{\phi} \|_{H_{\psi_0}^k} \), since we will also use this estimate at the end of the proof. Let \( u(t) := e^{-\epsilon t \partial^k_\ast} \tilde{\phi} \) and \( u_{nl}(t) := \int_0^t e^{-\epsilon (t-t') \partial^k_\ast} F \left( \overline{u(t')}, t' \right) \, dt' \). Elementary estimates show that \( |e^{-x} - 1| \lesssim \min(x, 1) \) if \( x \geq 0 \). Hence, dividing the region of summation into \( |n| \leq N \) and \( |n| \geq N \) with \( N \approx \frac{1}{(\epsilon t)^2} \) we get

\[
\| u_{nl}(t) \|_{H_{\psi_0}^k} \lesssim \sum_{n \in \mathbb{Z}} |n|^{2(2^+)} \left| e^{-\epsilon (in)^2 t} \right|^2 |\tilde{\phi}(n)|^2 \lesssim \epsilon^{0+} \| \tilde{\phi} \|^2_{H_{\psi_0}^k} \lesssim \tilde{\delta} \left( \tilde{\phi} \right).
\]

The Minkowski inequality and Lemma 3.3 show that

\[
\| u_{nl}(t) \|_{H_{\psi_0}^k} \lesssim \int_0^t |e^{-\epsilon (t-t') \partial^k_\ast} F \left( \overline{u(t')}, t' \right) \|_{H_{\psi_0}^k} \, dt' \lesssim \| \tilde{\phi} \|_{H_{\psi_0}^k} t \left( 1 + \sup_{t' \in [0, t]} \| u(t') \|_{H_{\psi_0}^k} \right) \lesssim \| \tilde{\phi} \|_{H_{\psi_0}^k} \| u(t) \|_{H_{\psi_0}^k} \lesssim \tilde{\delta} \left( \tilde{\phi} \right).
\]

Hence we see from the above estimates and the triangle inequality that the claim holds.

**Claim:** \( u(t) \in \mathcal{P}_{+, k'}(t) \) and \( \delta' \left( u(t), t \right) \geq \tilde{\delta} \left( \tilde{\phi} \right) \)

From the claim above and similar arguments as those in Remark 12 we see that \( \partial_{\omega_3} F \left( \overline{u(t)}, t \right) \) has a constant sign. Hence \( Q(t, u(t), t) = \left| \partial_{\omega_3} F \left( \overline{u(t)}, t \right) \right|_{\partial_{\omega_3} F \left( \overline{u(t)}, t \right)} \). We see from Appendix and the above estimates that \( \| Y(u(t), \tilde{\phi}, t, 0) \|_{L^\infty} \lesssim \| \dot{\phi} \|_{H_{\psi_0}^k} \| u(t) - \tilde{\phi} \|_{H_{\psi_0}^k} \frac{t + \epsilon^{0+} t \dot{u}}{\tilde{\delta} \left( \tilde{\phi} \right)} \lesssim \| \dot{\phi} \|_{H_{\psi_0}^k} \left( t + \epsilon^{0+} t \dot{u} \right) \lesssim \tilde{\delta} \left( \tilde{\phi} \right) \). Hence an application of the triangle inequality yields the claim.

Hence we can apply Lemma 6.4 and Gronwall inequality to get \( (*) : E_{k'}(u(t), t) \leq \)
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\[ e^{C't} \left( E_{k_0'}(\vec{\phi}, 0) + C't \right) < \frac{3}{2} \left( 1 + E_{k_0'}(\vec{\phi}, 0) \right) \text{ for some } C' \equiv C' \left( \|\vec{\phi}\|_{H^k_0}, \vec{\phi} \right) \]

Hence by letting \( t = T^*_\epsilon \) in the above inequality, we see that it contradicts the definition of \( T^*_\epsilon \). Hence \( T^*_\epsilon > T' \).

We then mimick the proof from “Claim: \( \delta(u(t), t) \gtrless \delta(\vec{\phi}) \)” to “yields the claim.” to conclude that for \( t \in [0, T'] \) we have \( u(t) \in P_{+, k'}(t) \), \( \delta(u(t), t) \gtrless \delta(\vec{\phi}) \), and \( \delta'(u(t), t) \gtrless \delta'(\vec{\phi}) \). Hence we can apply again Lemma 6.4 and Gronwall inequality to get (6.8).

\[ \square \]

7. Gauged energy estimates for the difference of two solutions

In this section we prove gauged energy estimates for the difference of two solutions of an equation of the form (4.2). To this end we first prove estimates for a function \( \bar{v} := v_1 - v_2 \) with \( v_1, v_2 \) that satisfy (7.1): see Proposition 7.1 below. Then we apply these estimates to \( \bar{v}(t) := \Phi_{k'}(u_1(t), t) \partial_x^3 u_1(t) - \Phi_{k'}(u_2(t), t) \partial_x^3 u_2(t) \) (with \( u_1, u_2 \) solutions of (4.1)) in order to get the gauged energy estimates for the difference of two solutions.

7.1. General estimates. We prove the following proposition:

**Proposition 7.1.** Let \( j \in \{1, 2\} \) and \( 0 < \epsilon_1 \leq \epsilon_2 \ll 1 \). Let \( k' \geq 6 \). Assume that \( v_j \) is a function that satisfies on an interval \( [0, T'] \)

\[
\partial_t v_j + \epsilon_j \partial_x^3 v_j = a_{3,j} \partial_x^3 v_j + a_{2,j} \partial_x^2 v_j + a_{1,j} \partial_x v_j + a_{0,j} + \epsilon_j b_{3,j} \partial_x^2 v_j + \epsilon_j b_{2,j} \partial_x v_j + \epsilon_j b_{1,j} \partial_x v_j + \epsilon_j b_{0,j} + \epsilon_j \partial_x^4 c_j v_j.
\]

Let \( \bar{v} := v_1 - v_2 \). Then there exists \( C > 0 \) such that for all time \( t \in [0, T'] \)
We have

\[\frac{d}{dt}\|v(t)\|_{H^{k'-6}}^2 + 2\epsilon_1\|D^{k'-4}v(t)\|_{L^2}^2 + 2\int_{\mathbb{T}} \left( (k' - \frac{15}{2}) \partial_x a_{3,1}(t) + a_{2,1}(t) \right) \left( \partial_x D^{k'-6}v(t) \right)^2 \, dx \]

\[
\left( 1 + \sum_{m=1}^{3} \|a_{m,1}(t)\|_{H^{(m+\frac{1}{2})+}} \|\bar{v}(t)\|_{H^{k'-6}} + \sum_{m=1}^{3} \|a_{m,1}(t)\|_{H^{k'-6+m}} \|\bar{v}(t)\|_{H^{\frac{1}{2}+}} \right) \\
+ \epsilon_1 \left( \|b_{3,1}(t)\|_{H^{\frac{1}{2}+}} + \|b_{2,1}(t)\|_{H^{\frac{1}{2}+}} \right) \|\partial_x D^{k'-6}v(t)\|_{L^2}^2 \\
+ \epsilon_1^2 \|b_{0,1}(t)\|_{H^{k'-6}}^2 + \epsilon_2^2 \|b_{0,1}(t)\|_{H^{k'-6}}^2 \\
+ \epsilon_1^2 \left( \sum_{m=1}^{3} \|b_{m,1}(t)\|_{H^{k'-6+m}}^2 + \|c_1(t)\|_{H^{k'-2}}^2 \right) \|\bar{v}(t)\|_{H^{\frac{1}{2}+}}^2 \\
+ \epsilon_1^2 \left( \|c_2(t) - c_1(t)\|_{H^{k'-2}}^2 \|\bar{v}(t)\|_{H^{\frac{1}{2}+}}^2 + \|c_2(t) - c_1(t)\|_{H^{k'-2}}^2 \|\bar{v}(t)\|_{H^{\frac{1}{2}+}}^2 \right) \\
+ \epsilon_1 \left( \sum_{m=1}^{3} \|b_{m,1}(t)\|_{H^{(m+\frac{1}{2})+}} + \|c_1(t)\|_{H^{\frac{1}{2}+}} \right) \|\bar{v}(t)\|_{H^{k'-6}}^2 \\
+ \epsilon_2 \left( \sum_{j=1}^{3} \sum_{m=1}^{2} \|b_{m,j}(t)\|_{H^{k'-6}}^2 \|\bar{v}(t)\|_{H^{(m+\frac{1}{2})+}} + \|b_{m,j}(t)\|_{H^{k'-6+m}}^2 \|\bar{v}(t)\|_{H^{\frac{1}{2}+}}^2 \right) \\
+ \|a_{0,1}(t) - a_{0,2}(t)\|_{H^{k'-6}}^2 \\
+ \sum_{m=1}^{3} \|a_{m,1}(t) - a_{m,2}(t)\|_{H^{k'-6}}^2 \|\bar{v}(t)\|_{H^{(m+\frac{1}{2})+}}^2 \\
+ \sum_{m=1}^{3} \|a_{m,1}(t) - a_{m,2}(t)\|_{H^{k'-6}}^2 \|\bar{v}(t)\|_{H^{(m+\frac{1}{2})+}}^2 \]

\[\leq C \]

**Proof.** We have

\[\partial_t \bar{v} + \epsilon_1 \partial_x^2 \bar{v} = (\epsilon_2 - \epsilon_1) \partial_x^2 v_2 + (\epsilon_1 - \epsilon_2) \partial_x^2 c_2 v_2 - \epsilon_1 \partial_x^2 (c_2 - c_1) v_2 + \epsilon_1 \partial_x^2 c_1 \bar{v} \]

\[\quad + \sum_{m=1}^{3} a_{m,1} \partial_x^m \bar{v} + \sum_{m=1}^{3} (a_{m,1} - a_{m,2}) \partial_x^m v_2 + a_{0,1} - a_{0,2} \]

\[\quad + \epsilon_1 \sum_{m=1}^{3} b_{m,1} \partial_x^m \bar{v} + \epsilon_1 \sum_{m=1}^{3} b_{m,1} \partial_x^m v_2 - \epsilon_2 \sum_{m=1}^{3} b_{m,2} \partial_x^m v_2 + \epsilon_1 b_{0,1} - \epsilon_2 b_{0,2} \]

Elementary considerations show that

\[\langle \partial_t \bar{v}(t) + \epsilon_1 \partial_x^2 \bar{v}(t), D^{2(k'-6)} \bar{v}(t) \rangle = (-1)^{k'-6} \left( \frac{d}{dt} \|v(t)\|_{H^{k'-6}}^2 \right) + \epsilon_1 \|D^{k'-4} \bar{v}(t)\|_{L^2}^2 \]

The proof of Proposition 6.1, Lemma 8.1, and the Sobolev embedding $H^{\frac{1}{2}+} \hookrightarrow L^\infty$ show that

\[\sum_{m=1}^{3} (a_{m,1}(t) \partial_x^m \bar{v}(t), D^{2(k'-6)} \bar{v}(t)) \]

\[= (-1)^{k'-6} \left( \frac{15}{2} - k' \right) \partial_x a_{3,1}(t) - a_{2,1}(t), \left( \partial_x D^{k'-6} \bar{v}(t) \right)^2 \right) \]

\[+ O \left( \|\bar{v}(t)\|_{H^{k'-6}} \left( \sum_{m=1}^{3} \|a_{m,1}(t)\|_{H^{(m+\frac{1}{2})+}} + \|\bar{v}(t)\|_{H^{k'-6}} \right) \right) \]

\[+ O \left( \sum_{m=1}^{3} \|a_{m,1}(t)\|_{H^{k'-6+m}} + \|\bar{v}(t)\|_{H^{\frac{1}{2}+}} \right) \]}
\[
|\langle a_{0,1}(t) - a_{0,2}(t), D^{2(k'-6)}\tilde{v}(t) \rangle| \lesssim \||a_{0,1}(t) - a_{0,2}(t)||_{H^{k'-6}}\|\tilde{v}(t)||_{H^{k'-6}}
\]

\[\epsilon_1 \sum_{m=1}^{3} \langle b_{m,1}(t) \partial_x^m \tilde{v}(t), D^{2(k'-6)}\tilde{v}(t) \rangle = (-1)^{k'-6} (X(t) + Y(t) + Z(t)), \]

with

\[
\epsilon_1^{-1} X(t) = \left( \frac{(k'-7)(8-k')}{4} + \left( \frac{15}{2} - k' \right) \right) \int \partial_x^2 b_{3,1}(t) \left( D^{k'-6}\tilde{v}(t) \right)^2 \, dx + O \left( \|\tilde{v}(t)\|_{H^{k'-6}} \left( \|b_{3,1}(t)\|_{H^{k'-3}}\|\tilde{v}(t)\|_{H^{3/2}} + \|b_{3,1}(t)\|_{H^{3/2}}\|\tilde{v}(t)\|_{H^{k'-6}} \right) \right),
\]

\[
\epsilon_1^{-1} Y(t) = -\int b_{2,1}(t) \left( \partial_x D^{k'-6}\tilde{v}(t) \right)^2 \, dx + O \left( \|\tilde{v}(t)\|_{H^{k'-6}} \left( \|b_{2,1}(t)\|_{H^{k'-4}}\|\tilde{v}(t)\|_{H^{3/2}} + \|b_{2,1}(t)\|_{H^{3/2}}\|\tilde{v}(t)\|_{H^{k'-6}} \right) \right) \quad \text{and}
\]

\[
\epsilon_1^{-1} Z(t) = O \left( \|b_{1,1}(t)\|_{H^{3/2}}\|\tilde{v}(t)\|_{H^{k'-6}} + \|b_{1,1}(t)\|_{H^{k'-4}}\|\tilde{v}(t)\|_{H^{3/2}} + \|\tilde{v}(t)\|_{H^{k'-6}} \right).
\]

We also have

\[
|\epsilon_1 (\partial_x^2 c_1(t)\tilde{v}(t), D^{2(k'-6)}\tilde{v}(t))| = \left| (-1)^{k'-6} \epsilon_1 \langle D^{k'-6} (\partial_x^2 c_1(t)\tilde{v}(t)), D^{k'-6}\tilde{v}(t) \rangle \right| \lesssim \epsilon_1 \|\tilde{v}(t)\|_{H^{k'-6}} \left( \|c_1(t)\|_{H^{3/2}}\|\tilde{v}(t)\|_{H^{k'-6}} + \|c_1(t)\|_{H^{k'-4}}\|\tilde{v}(t)\|_{H^{3/2}} \right).
\]

We also have

\[
|\epsilon_1 b_{0,1}(t) - \epsilon_2 b_{0,2}(t), D^{2(k'-6)}\tilde{v}(t))| \lesssim \epsilon_1 \left| \langle b_{0,1}(t), D^{2(k'-6)}\tilde{v}(t) \rangle \right| + \epsilon_2 \left| \langle b_{0,1}(t), D^{2(k'-6)}\tilde{v}(t) \rangle \right| \lesssim \epsilon_1 \|b_{0,1}(t)\|_{H^{k'-6}} + \epsilon_2 \|b_{0,2}(t)\|_{H^{k'-6}} \|\tilde{v}(t)\|_{H^{k'-6}}.
\]

Lemma 2.1 shows that

\[
|\langle (a_{m,1}(t) - a_{m,2}(t)) \partial_x^m v_2(t), D^{2(k'-6)}\tilde{v}(t) \rangle| \lesssim \left( \|a_{m,1}(t) - a_{m,2}(t)\|_{H^{k'-6}}\|v_2(t)\|_{H^{(m+\frac{1}{2})+}} + \|a_{m,1}(t) - a_{m,2}(t)\|_{H^{3/2}}\|v_2(t)\|_{H^{m+k'-6}} \right) \|\tilde{v}(t)\|_{H^{k'-6}}.
\]

If \(j \in \{1, 2\} \) then

\[
\epsilon_j \left| \langle b_{m,j}(t) \partial_x^m v_2(t), D^{2(k'-6)}\tilde{v}(t) \rangle \right| \lesssim \epsilon_j \left( \|b_{m,j}(t)\|_{H^{k'-6}}\|v_2(t)\|_{H^{(m+\frac{1}{2})+}} + \|b_{m,j}(t)\|_{H^{3/2}}\|v_2(t)\|_{H^{m+k'-6+m}} \right) \|\tilde{v}(t)\|_{H^{k'-6}}.
\]

We have
Proposition 7.2.

\[(\epsilon_2 - \epsilon_1) \left( \partial_x^4 c_2(t) v_2(t), D^{2(k' - 6)} \bar{v}(t) \right) \]

\(= (\epsilon_2 - \epsilon_1) \left( -1 \right)^{k' - 6} \left( \partial_x^4 c_2(t) v_2(t), D^{k' - 6} \bar{v}(t) \right) \]

\[\lesssim \epsilon_2 \left( \| c_2(t) \|_{H^{k' - 3}} \| v_2(t) \|_{H^{k' - 6}} + \| c_2(t) \|_{H^{k' - 6}} \| v_2(t) \|_{H^{k' - 6}} \right) \| \bar{v}(t) \|_{H^{k' - 6}}, \]

\[(\epsilon_2 - \epsilon_1) \left( \partial_x^4 v_2(t), D^{2(k' - 6)} \bar{v}(t) \right) \]

\[= (\epsilon_2 - \epsilon_1) \left( -1 \right)^{k' - 6} \left( \partial_x^4 v_2(t), D^{k' - 6} \bar{v}(t) \right) \]

\[\lesssim \epsilon_2 \| v_2(t) \|_{H^{k' - 3}} \| \bar{v}(t) \|_{H^{k' - 6}}, \text{ and} \]

\[c_1 \left( \partial_x^4 (c_1(t) - c_2(t)) v_2(t), D^{2(k' - 6)} \bar{v}(t) \right) \]

\[= \epsilon_1 \left( -1 \right)^{k' - 6} \left( \partial_x^4 (c_1(t) - c_2(t)) v_2(t), D^{k' - 6} \bar{v}(t) \right) \]

\[\lesssim \epsilon_1 \left( \| c_2(t) - c_1(t) \|_{H^{k' - 3}} \| v_2(t) \|_{H^{k' - 6}} + \| c_2(t) - c_1(t) \|_{H^{k' - 6}} \| v_2(t) \|_{H^{k' - 6}} \right) \| \bar{v}(t) \|_{H^{k' - 6}}. \]

The Young inequality \(ab \leq \frac{a^2}{2} + \frac{b^2}{2}\) and the above estimates show that the LHS of (7.2) is bounded by the RHS of (7.2).

\[\square\]

We then prove the proposition below:

**Proposition 7.2.** The following hold:

1. Let \(k' \geq 3\) and \(j \in \{1, 2\}\). Let \(u_j\) be a solution of (7.6) with \(\epsilon := \epsilon_j\) on an interval \([0, T']\). Let \(K \geq 0\). Let \(m \in \left\{ \frac{3}{2}, k' - 3 \right\}\). Assume that \(\sup_{t \in [0,T']} \| u_j(t) \|_{H^{m+3}} \leq K\). Let \(\bar{u} := u_1 - u_2\). Then there exists \(C := C(K) > 0\) such that

\[s \frac{d}{dt} \left( \| \bar{u}(t) \|_{H^{m+3}} \right) \leq C \left( \| \bar{u}(t) \|_{H^{m+3}}^2 + \epsilon_2^2 \| u_2(t) \|_{H^{m+3}}^2 \right). \]

2. Let \(j \in \{1, 2\}\). Let \(0 < \epsilon_1 \leq \epsilon_2 \ll 1\). Assume that \(v_j\) is a function that satisfies on an interval \([0, T']\)

\[\partial_t v_j + \epsilon_j \partial_x^4 v_j = a_{3,j} \partial_x^2 v_j + a_{2,j} \partial_x^2 v_j + a_{1,j} \partial_x v_j + a_{0,j} + \epsilon_j b_{3,j} \partial_x^2 v_j + \epsilon_j b_{2,j} \partial_x^2 v_j + \epsilon_j b_{1,j} \partial_x v_j + \epsilon_j b_{0,j} + \epsilon_j \partial_x^4 c_j v_j. \]

Let \(\bar{v} := v_1 - v_2\). Then there exists \(C > 0\) such that for all \(t \in [0, T']\)
Hence we see from Lemma 3.3 that

\[ \text{We now mimic the proof of Proposition 7.1, replacing} \]

\(ab\) with \(bc\). The Sobolev embedding \(H^k \subset L^\infty\) can be chosen as a function of \(K\) that increases as \(K\) increases.

**Proof.** Let \(\tilde{u} := u_1 - u_2\). Let \(m \in \{0, \frac{3}{2} + k', 3\}\). We have

\[\partial_t \tilde{u} + c_1 \partial^4_x \tilde{u} = (c_2 - c_1) \partial_t^2 u_2 + F(u_1(t), t) - F(u_2(t), t)\]

Elementary considerations show that

\[\langle \partial_t \tilde{u}(t) + c_1 \partial^4_x \tilde{u}(t), D^{2m} \tilde{u}(t) \rangle = \frac{\langle -1 \rangle^m}{2} \frac{d}{dt} \left( \|D^{m} \tilde{u}(t)\|_{L^2} \right) + \frac{\langle -1 \rangle^m}{2} c_1 \frac{d}{dt} \left( \|D^{m+2} \tilde{u}(t)\|_{L^2} \right).
\]

On the other hand the Young inequality \(ab \leq \frac{a^2}{2} + \frac{b^2}{2}\) yields

\[\langle c_2 - c_1 \rangle \|\partial^4_x u_2(t), D^{2m} \tilde{u}(t)\| \leq \langle c_2 - c_1 \rangle \left( \|D^{m+2} u_2(t)\|_{L^2} \right) \leq \langle c_2 - c_1 \rangle \|D^{m+4} \tilde{u}(t)\|_{H^{m+4}} \leq c_2 \|u_2(t)\|_{H^{m+4}} + \|\tilde{u}(t)\|_{H^{m+4}} \leq\]

\[\langle F(u_1(t), t) - F(u_2(t), t), D^{2m} \tilde{u}(t) \rangle = \langle -1 \rangle^m (D^{m+2} u_1(t), D^{m} \tilde{u}(t)) \leq \langle -1 \rangle^m \|D^{m} (F(u_1(t), t) - F(u_2(t), t))\| D^{m} \tilde{u}(t).\]

Hence we see from Lemma 3.3 that \(\langle \partial \tilde{u}(t), \tilde{u}(t) \rangle \leq \|\tilde{u}(t)\|_{H^{m+3}} + c_2 \|u_2(t)\|_{H^{m+4}}\) if \(m \in \{0, \frac{3}{2} + k', 3\}\) and \(\langle \partial \tilde{u}(t), \tilde{u}(t) \rangle \leq \|\tilde{u}(t)\|_{H^{m+4}} + c_2 \|u_2(t)\|_{H^{m+4}}\) if \(m \in \{0, \frac{3}{2} + k', 3\}\). Hence \(\text{(7.6)}\) holds.

The Sobolev embedding \(H^{k'} \hookrightarrow L^\infty\) shows that

\[\left| 2 \int \left( -\frac{c_2}{2} \partial_x a_{3,1}(t) + a_{2,1}(t) \right) (\partial_t \tilde{u}(t))^2 \, dx \right| \leq \left( \|\partial_x a_{3,1}(t)\|_{L^\infty} + \|a_{2,1}(t)\|_{L^\infty} \right) \|\partial_x \tilde{u}(t)\|_{L^2} \leq \left( \|a_{3,1}(t)\|_{H^{k'} + } + \|a_{2,1}(t)\|_{H^{k'}} \right) \|\partial_x \tilde{u}(t)\|_{L^2} \]

We now mimic the proof of Proposition 7.1, replacing \(k'\) with 6. We get \(\text{(7.8)}\).
7.2. Gauged energy estimates for difference of solutions: statement. We prove the following proposition:

**Proposition 7.3.** Let $k' > \frac{10}{3}, k' \geq k'_0 > \frac{17}{3}$, and $\tilde{\phi} \in \bar{P}_{+k'}$. Let $q \in \{1,2\}$. There exists $0 < c := c\left(\tilde{\phi}(\phi), \tilde{\phi}(\phi), ||\tilde{\phi}||_{H^{k'}}\right) \ll 1$ such that if $0 < \epsilon_1 \leq \epsilon_2 \leq c$, then the following holds: if $u_q$ is the solution of (4) obtained by Proposition 4.1 with $\epsilon := \epsilon_q$, replacing $\tilde{\phi}$ with $\bar{\phi}_{q,k'} := J_{\epsilon_q,k'} \phi$ on $[0,T_{\epsilon_q}]$, then there exist $T' := T'\left(\|\tilde{\phi}\|_{H^{k'_0}}, \bar{\phi}(\phi), \bar{\phi}(\phi)\right) > 0$ and $C := C\left(\|\tilde{\phi}\|_{H^{k'}}, \bar{\phi}(\phi)\right) > 0$ such that

\[
T_{\epsilon_1}, T_{\epsilon_2} > T'; \quad (6.3) \text{ holds, replacing $u$ with $u_q$; and}
\]
\[
\sup_{t \in [0,T']} \left( E_{k'}(u_1(t), u_2(t), t) + \int_0^t \int_{\mathbb{R}} Q(u_1(t'), t') \left( \partial_x D^{k' - 6}\bar{v}(t') \right)^2 \, dx \, dt' \right)
\leq C\left( \|u_2(0) - u_1(0)\|_{H^{k'}}^2 + \epsilon_2^0 \right),
\]

with $\bar{v}(t) := \Phi_{k'}(u_1(t), t) \partial_x u_1(t) - \Phi_{k'}(u_2(t), t) \partial_x u_2(t)$.

**Remark 7.2.** The proof of Proposition 4.3 shows that one can choose $T'$ (resp. $C$) to be a continuous function that decreases (resp. increases) as $\tilde{\delta}(\phi)$ decreases, and that decreases (resp. increases) as $\|\tilde{\phi}\|_{H^{k'_0}}$ increases. It also shows that one can choose $T'$ as a continuous function that decreases as $\tilde{\delta}(\phi)$ decreases.

**Proof.** The proof relies upon the following lemma:

**Lemma 7.4.** Let $0 < \epsilon_1 \leq \epsilon_2 \ll 1$. Let $K \geq 0$ and $\tilde{\delta} > 0$. Consider the solutions $u_q$ on an interval $[0,T'']$ with $0 < T'' \leq 1$. We define $h_\theta(t) := \theta u_1(t) + (1 - \theta) u_2(t)$ for $\theta \in [0,1]$ and for $t \in [0,T'']$. Assume that $t \in [0,T''] : \max \{ \sup_{t \in [0,T'']} E_{k'}(u_1(t), t), \sup_{t \in [0,T'']} E_{k'}(u_2(t), t) \} \leq K$. Assume also that $\tilde{\delta} \left( h_\theta(t), t \right) \geq \tilde{\delta}$ for all $(t, \theta) \in [0,T''] \times [0,1]$. Then there exists $C := C(\tilde{\delta}, K) > 0$ such that for all $t \in [0,T'']$

\[
(7.10) \quad \frac{dE_{k'}(u_1(t), u_2(t), t)}{dt} + \int_{\mathbb{R}} Q(u_1(t), t) \left( \partial_x D^{k' - 6}\bar{v}(t) \right)^2 \, dx \leq C.
\]

\[
\left( E_{k'}(u_1(t), u_2(t), t) + \|u_1(t) - u_2(t)\|_{H^{k'+\frac{3}{2}}}^2 + E_{k'+1}(u_2(t), t) + \|u_1(t) - u_2(t)\|_{H^{k'+\frac{5}{2}}}^2 + E_{k'+2}(u_2(t), t) \right)
\]
\[
+ \|u_1(t) - u_2(t)\|_{H^{k'+\frac{1}{2}}}^2 + E_{k'+1}(u_2(t), t) + \|u_1(t) - u_2(t)\|_{H^{k'+\frac{3}{2}}}^2 + E_{k'+2}(u_2(t), t) + \|u_1(t) - u_2(t)\|_{H^{k'+\frac{5}{2}}}^2 + E_{k'+4}(u_2(t), t) \right)
\]
\[
+ \epsilon_1^2 (1 + E_{k'+4}(u_2(t), t)) + \epsilon_1^2 (1 + E_{k'+2}(u_1(t), t) + E_{k'+2}(u_2(t), t))
\]
\[
+ \epsilon_1^2 \|u_1(t) - u_2(t)\|_{H^{k'+\frac{3}{2}}}^2 + (1 + E_{k'+2}(u_1(t), t))
\]

**Remark 7.3.** The proof of Lemma 7.4 shows that one can choose $C$ to be a continuous function that increases as $\tilde{\delta}$ decreases, and increases as $K$ increases.
We postpone the proof of Lemma 7.4 to Section 10.

Let \( 0 < c := c \left( \delta(\tilde{\phi}), \delta'(\tilde{\phi}), \|\tilde{\phi}\|_{H^{k'}} \right) \ll 1 \) such that if \( 0 < \epsilon_1 \leq \epsilon_2 \leq c \), then the estimates below hold.

We see from Appendix and Lemma 2.2 that

\[
| \mathcal{X}(\tilde{\phi}_{q,k'}, \phi, 0, 0) | \lesssim \|\tilde{\phi}_{q,k'} - \tilde{\phi}\|_{H^{k} \tilde{\omega}} \lesssim \epsilon_q^{\frac{k'}{k} \left( \frac{k'}{k} \right) + \|\tilde{\phi}\|_{H^{k'}} .
\]

From Remark 1.2 we see that \( \partial_{\omega} F(\phi, 0) \) has a constant sign. Hence \( Q(\tilde{\phi}, 0) = \left\| \partial_{\omega} F(\phi, 0) \right\|_{\text{ave}} \).

We see from Appendix and the above estimates that \( \left| Y(\tilde{\phi}_{q,k'}, \tilde{\phi}, 0, 0) \right| \lesssim \delta(\tilde{\phi}), \|\tilde{\phi}\|_{H^{k_0}} \). Hence the triangle inequality shows that

\[
(7.11) \quad \delta' \left( \tilde{\phi}_{q,k'} \right) \geq 3 \delta(\tilde{\phi}), \delta \left( \tilde{\phi}_{q,k'} \right) \geq \frac{3 \delta(\tilde{\phi})}{4} \text{ and } \tilde{\phi}_{q,k'} \in \tilde{P}_{q,k'}.
\]

Let \( m \geq k_0' > \frac{15}{7} \). Proposition 5.3 and Proposition 5.1 show that there exists \( 1 \geq T' := T' \left( \tilde{\delta}(\tilde{\phi}), \tilde{\delta}'(\tilde{\phi}), \|\tilde{\phi}\|_{H^{k_0}} \right) > 0 \) such that \( T_{\epsilon_q} > T' \) and \( C := C \left( \tilde{\delta}(\tilde{\phi}), \|\tilde{\phi}\|_{H^{k_0}} \right) > 0 \) such that \( \text{(6.38)} \) holds, replacing \( T_{\epsilon}, u \) with \( T_{\epsilon_q}, u_q \) respectively and such that

\[
(7.12) \quad \sup_{t \in [0,T']} \| u_q(t) \|_{H^m}^2 \lesssim 1 + \sup_{t \in [0,T']} E_m(u_q(t), t) \lesssim 1 + E_m(u_q(0), 0) \lesssim 1 + \| \tilde{\phi} \|_{H^m}^2 .
\]

If it is necessary then we may WLOG reduce the size of \( T' \) (with \( T' \) still a function of \( \tilde{\delta}(\tilde{\phi}), \delta'(\tilde{\phi}) \), and \( \|\tilde{\phi}\|_{H^{k_0}} \)) so that the estimates below hold. We see from Appendix that for \( t \in [0, T'] \)

\[
\| \mathcal{X}(h_\theta(t), u_1(t), t, t) \|_{L^\infty} \lesssim \|\tilde{\phi}\|_{H^{k_0}} \| h_\theta(t) - u_1(t) \|_{H^{k} \tilde{\omega}} \lesssim \|\tilde{\phi}\|_{H^{k_0}} \| u_2(t) - u_1(t) \|_{H^{k} \tilde{\omega}} \ll \delta(\tilde{\phi}),
\]

where at the last line we use \( u_2(t) - u_1(t) = u_2(t) - \tilde{\phi}_{2,k'} + \tilde{\phi}_{2,k'} - \tilde{\phi}_{1,k'} + \tilde{\phi}_{1,k'} - u_1(t) \), the estimates below that can be derived from the arguments in the proof of Proposition 6.3 (see the text below \( \text{Claim: } \delta(u(t), t) \gtrsim \delta(\tilde{\phi}) \) ), taking into account \( (7.12) \):

\[
(7.13) \quad \| u_q(t) - \tilde{\phi}_{q,k'} \|_{H^{k} \tilde{\omega}} \lesssim \|\tilde{\phi}\|_{H^{k_0}} \epsilon_q^{0} + \epsilon_0 + t, \quad \text{and the following estimate that follows from Lemma 2.2}
\]

\[
\| \tilde{\phi}_{2,k'} - \tilde{\phi}_{1,k'} \|_{H^{k} \tilde{\omega}} \lesssim \|\tilde{\phi}_{2,k'} - \tilde{\phi}\|_{H^{k} \tilde{\omega}} + \|\tilde{\phi}_{1,k'} - \tilde{\phi}\|_{H^{k} \tilde{\omega}} \lesssim \epsilon_2^{\frac{k'}{k} \left( \frac{k'}{k} \right) + \|\tilde{\phi}\|_{H^{k'}} .
\]
Hence the assumptions of Lemma 7.4 hold.

We then prove that \( u_q(t) \in \mathcal{P}_{+,k'}(t), \ t \in [0,T'] \). Indeed by following the arguments to prove the claim \( \delta(u(t),t) \gtrsim \delta(\phi), \ t \in [0,T] ' \) and those below \( \text{Claim:} \ u(t) \in \mathcal{P}_{+,k'}(t) \text{ and } \delta'(u(t),t) \gtrsim \delta'(\phi), \ t \in [0,T] ' \) in the proof of Proposition 6.3 and by \( (7.13) \), we see that the claim holds.

Let \( m \in \mathbb{N} \). We get from Lemma 7.2 and Proposition 5.1

\[
(7.14) \quad E_{k'+m}(u_q(0),0) \lesssim 1 + \|u_q(0)\|_{H_{k'+m}}^2 \lesssim \epsilon_q^{2m} \left( 1 + \|\phi\|_{H_{k'}}^2 \right).
\]

If \( 0 \leq m \leq k' \) then

\[
(7.15) \quad E_{k'-m}(u_1(0),u_2(0),0) \lesssim \|u_1(0) - u_2(0)\|_{H_{k'-m}}^2 \lesssim \|u_1(0) - \phi\|_{H_{k'-m}}^2 + \|u_2(0) - \phi\|_{H_{k'-m}}^2 \lesssim \epsilon_2^{2m} \|\phi\|_{H_{k'}}^2.
\]

Let \( t \in [0,T'] \). In the sequel we use Lemma 7.4 combined with Proposition 5.1 Proposition 6.3 (7.14), and (7.15). We have

\[
(7.16) \quad \frac{dE_{(k'-3)-}(u_1(t),u_2(t),t)}{dt} \lesssim E_{(k'-3)-}(u_1(t),u_2(t),t) \left( 1 + E_{k'}(u_2(0),0) \right) + \epsilon_2^2 \left( 1 + E_{k'+1}(u_2(0),0) \right) + \epsilon_2^2 \left( 1 + E_{k'+1}(u_2(0),0) \right) E_{(k'-3)-}(u_1(t),u_2(t),t)
\]

The Gronwall inequality yields

\[
(7.17) \quad E_{(k'-3)-}(u_1(t),u_2(t),t) \lesssim E_{(k'-3)-}(u_1(0),u_2(0),0) + \epsilon_2^{\frac{2(k'-1)}{k'}} \lesssim \epsilon_2^{\frac{\phi}{k'}}.
\]

Hence

\[
\frac{dE_{(k'-3)-}(u_1(t),u_2(t),t)}{dt} + \int_{\mathbb{T}} Q(u_1(t),t) \left( \partial_x D_{k'} \tilde{\psi}(t) \right)^2 dx
\]

\[
\lesssim E_{k'}(u_1(t),u_2(t),t) + \epsilon_2^{\frac{\phi}{k'}} \left( 1 + E_{k'+3}(u_2(0),0) \right) + \epsilon_2^2 \left( 1 + E_{k'+4}(u_2(0),0) \right) + \epsilon_2^2 \left( 1 + E_{k'+2}(u_1(0),0) \right) + \epsilon_2^2 \left( 1 + E_{k'+2}(u_1(0),0) \right) E_{k'}(u_1(t),u_2(t),t)
\]

\[
\lesssim E_{k'}(u_1(t),u_2(t),t) + \epsilon_2^{\phi}.
\]

Hence (7.3) holds.

\[\square\]

8. Proof of Theorem

In this section \( \alpha \) denotes a function of which the values is allowed to change from one line to the other one and such that \( \lim_{x \to 0} \alpha(x) = 0 \). Let \( m \in \mathbb{N}^* \).
First we prove the local existence and the parabolic smoothing effect.

Let $T := T \left( \delta(\phi), \delta'(\phi), \|\phi\|_{H^k} \right) > 0$ be small enough such that all the statements below are true. Let $u_m$ be the solution of (4.1) with $\epsilon := \frac{1}{m}$, replacing $\phi$ with $\phi_m := \frac{1}{m} \phi$ on $[0, T_m]$. The dominated convergence shows that for $m \to \infty$ we see from Proposition 7.3 and Proposition 5.1 and the triangle inequality that for $m$ large and for $p \in \mathbb{N}$, $T_m, T_{m+p} > T$ and

(8.1) 

t \in [0, T] : u_{m+p}(t) \in \mathcal{P}_{+}(t), \|u_{m+p}(t), t \|_{H^k} \geq \delta(\phi), \delta'(u_{m+p}(t), t) \geq \delta(\phi), \text{ and } \|u_{m+p} - u_m\|_{L^\infty([0, T], H^k)} \leq (\frac{1}{m})^p + \alpha(\frac{1}{m}) .

Hence $\{u_m\}$ is a Cauchy sequence so there exists $u \in C([0, T], H^k)$ such that $u_m \to u$, as $m \to \infty$. Letting $p \to \infty$ and choosing $m$ large enough in (8.1) we see from Appendix and Remark 1.2 with $f := u_m(t)$ and $g := u$ that $\delta(u(t), t) \geq \delta(\phi), \delta'(u(t), t) \geq \delta(\phi)$, and $u(t) \in \mathcal{P}_{+}(t)$ for $t \in [0, T]$.

We then claim that $u(t) = u_0 + \int_0^t F\left(u(t'), t'\right) dt' \tag{4}$ To this end we write $u_m = u_{l,m} + u_{n,m}$ with $u_{l,m}(t) := e^{-\frac{1}{m}t^2} \phi_m$ and $u_{n,m}(t) := -\int_0^t e^{-\frac{1}{m}(t-t')^2} F\left(u_m(t'), t'\right) dt'$ for $t \in [0, T]$. Indeed

$$\|u_{l,m}(t) - \phi\|_{H^k} \leq X_1 + X_2,$$

with $X_1 := \left\| \left(e^{-\frac{1}{m}t^2} - 1\right) \phi \right\|_{H^k}$ and $X_2 := \|\phi_m - \phi\|_{H^k}$. Clearly $X_2 \to 0$ as $m \to \infty$. The dominated convergence theorem shows that $X_1 \to 0$ as $m \to \infty$. Hence $\|u_{l,m}(t) - \phi\|_{H^k} \to 0$ as $m \to \infty$. The Minkowski inequality shows that

$$\|u_{n,m}(t) - \int_0^t F\left(u(t'), t'\right) dt'\|_{H^{k-3}} \leq Y_1 + Y_2,$$

with $Y_1 := \int_0^t \left\| \left(e^{-\frac{1}{m}(t-t')^2} - 1\right) F\left(u(t'), t'\right) \right\|_{H^{k-3}} dt'$ and $Y_2 := \int_0^t \left\| F\left(u_m(t'), t'\right) - F\left(u(t'), t'\right) \right\|_{H^{k-3}} dt'$. Lemma 3.3 and the dominated convergence theorem show that $Y_1 \to 0$ as $m \to \infty$. We also have $Y_2 \leq \sup_{t' \in [0, T]} \|u(t') - u_m(t')\|_{H^k}$. Hence $Y_2 \to 0$ as $m \to \infty$.

We then prove the parabolic smoothing effect. Let $T > \nu > 0$. We see from Proposition 7.3 and (8.1) with $f := u_m(t)$ and $g := u(t)$ and from 8.1 that there exists a positive constant $c := c (\delta(\phi), \delta'(\phi))$ such that $Q(u_m(t), t) \geq c$. Hence, using also Proposition 5.1 we see that $\{u_m\}$ is a Cauchy sequence in $L_t^\infty H^{k+1}([0, \nu])$ so there exists $w \in L_t^\infty H^{k+1}([0, \nu]) \subseteq L_t^2 H^k([0, \nu])$ such that $u_m \to w$ as $m \to \infty$. Since it also converges in $L_t^\infty H^k([0, \nu]) \subseteq L_t^2 H^k([0, \nu])$, we can apply Proposition 7.3 and 5.1 to show that $w$ is a solution of (4.1).

\[\int_0^T \int_0^T Q(u_m(t), t) \left( \partial_x D^{k-6} \left( \Phi_k (u_m(t), t) \partial_x u_m(t) - \Phi_k (u_{m+p}(t), t) \partial_x u_{m+p}(t) \right) \right)^2 dx dt \leq \left( \frac{1}{m} \right)^{p+} + \alpha \left( \frac{1}{m} \right).\]

We see from Appendix and Remark 1.2 with $f := u_m(t)$ and $g := u(t)$ and from 8.1 that there exists a positive constant $c := c (\delta(\phi), \delta'(\phi))$ such that $Q(u_m(t), t) \geq c$. Hence, using also Proposition 5.1 we see that $\{u_m\}$ is a Cauchy sequence in $L_t^\infty H^{k+1}([0, \nu])$ so there exists $w \in L_t^\infty H^{k+1}([0, \nu]) \subseteq L_t^2 H^k([0, \nu])$ such that $u_m \to w$ as $m \to \infty$. Since it also converges in $L_t^\infty H^k([0, \nu]) \subseteq L_t^2 H^k([0, \nu])$, we can apply Proposition 7.3 and 5.1 to show that $w$ is a solution of (4.1).
Hence we can find $\tilde{t}_1 \in [0, \nu]$ such that $\|u(\tilde{t}_1)\|_{H^{k+1}} < \infty$. Recall that there exists $c > 0$ such that $\delta \left( \frac{u(\tilde{t}_1)}{\nu}, \tilde{t}_1 \right) \geq c\delta(\phi)$ and $\delta' \left( u(\tilde{t}_1), \tilde{t}_1 \right) \geq c\delta(\phi)$. Hence by adapting slightly the arguments in the proof of the local existence part with the new data $u(\tilde{t}_1)$, we see that $u \in C([\tilde{t}_1, T], H^{k+1})$. We then apply the procedure again to find $\tilde{t}_2$ such that $\tilde{t}_1 \leq \tilde{t}_2 \leq \nu$ and such that $u \in C([\tilde{t}_2, T], H^{k+2})$, taking into account that $\delta \left( \frac{u(\tilde{t}_2)}{\nu}, \tilde{t}_2 \right) \geq c\delta(\phi)$ and $\delta' \left( u(\tilde{t}_2), \tilde{t}_2 \right) \geq c\delta(\phi)$. Iterating $m$-times there exists $0 \leq \tilde{t}_m \leq \nu$ such that $u \in C([\tilde{t}_m, T], H^{k+m})$. So $u \in C([\nu, T], H^p)$ for all $p \in \mathbb{N}$. A bootstrap argument (that also uses Lemma 3.3) applied to $\partial_x u = F(\bar{u}, t)$ shows that $u \in \mathcal{C}^\infty([\nu, T], H^p)$ for all $p \in \mathbb{N}$. Hence $u \in \mathcal{C}^\infty((0, T] \times \mathbb{T})$. In other words $u \in \mathcal{C}^\infty((0, T] \times \mathbb{T})$.

We then prove the uniqueness.

In the proof we may assume WLOG that $u(0) \in P_{+,k}(t)$ for $t \in [0, \bar{T}]$. Let $T^* := \max \left\{ t \in [0, \bar{T}] : \frac{u(t)}{\nu} = u_2(t) \right\}$. Assume that $T^* < \bar{T}$. We have $u_1(t) = u_2(T^*)$. Let $K \in \mathbb{R}$ be such that $\|u_1(t)\|_{H^k} + \|u_2(t)\|_{H^k} \leq K$ for all $t \in [0, \bar{T}]$. Recall that

$$u_q(t) = u_q(T^*) + \int_{T^*}^{t} F(u_q(t'), t') \, dt'.$$

Then we claim that we can find $\bar{T} > T' := T^* \left( \delta \left( u_q(T^*), T^* \right), \delta' \left( u_q(T^*), T^* \right), \|u(T^*)\|_{H^{k+1}} > 0 \right)$ small enough such that $\delta \left( \frac{h_0(t)}{\nu}, t \right) \geq \delta \left( u_q(T^*), T^* \right)$ for $t \in [T^*, T^* + T']$ with $h_0(t) = \theta u_1(t) + (1 - \theta) u_2(t)$.

Indeed we see from Appendix, the integral equation above, and Lemma 3.3 that if $t \in [T^*, T^* + T']$ then

$$\|X(\frac{h_0(t)}{\nu}, u_1(t), t, t)\|_{L^\infty} \leq \frac{\|h_0(t) - u_1(t)\|_{H^{k+1}}}{\nu} \leq \frac{\|u_2(t) - u_1(t)\|_{H^{k+1}}}{\nu} \leq \frac{\|u_2(t) - u_q(T^*)\|_{H^{k+1}} + \|u_1(t) - u_q(T^*)\|_{H^{k+1}}}{\nu} \leq K(t - T^*) \leq \delta \left( u_q(T^*), T^* \right).$$

Hence we can apply Lemma 7.4 with $\epsilon_1 = \epsilon_2 = 0$, replacing ‘$k$‘ with ‘$k - 3$‘

$^{10}$ The proof of Lemma 7.4 with $k' := k - 3$ relies upon Proposition 7.1 and Proposition 7.2 with $v_3(t) := \Phi_{k'}(u_q(t), t) \partial^2_{s} u_q(t)$. The proof of each proposition has to be changed slightly in the case where $\epsilon_1 = \epsilon_2 = 0$. Indeed observe that one cannot use an approximation of $u_q$ with smooth solutions to justify some computations unlike the case $\epsilon_1 \neq 0, \epsilon_2 \neq 0$ (see Remark 7.2). In order to overcome this issue, one should replace in the proof every expression of the form “$\langle f, D^p \psi(t) \rangle$” with “$(-1)^p(D^p f, D^p \psi(t))$” if $p \in \{k - 3, k' - 6 \}$.

We then prove the continuous dependence.

Let $T^* := \sup \left\{ t \in [0, \bar{T}] : \sup_{t \in [0, t]} \|u_n(t') - u_{\infty}(t')\|_{H^k} \to 0 \text{ as } n \to \infty \right\}$.

Claim: $T^* = \bar{T}$. Indeed assume that $T^* < \bar{T}$. Then, by slightly adapting the arguments in Appendix we infer that $\delta : [0, \bar{T}] \to \mathbb{R} : t \to \delta(u_1(t), t)$ and that
\[ \delta' : [0, \hat{T}] \to \mathbb{R} : t \to \delta'(u_\infty(t), t) \] are continuous: hence there exists a \( \bar{\delta} > 0 \) such that

\[
\min \left( \delta \left( u_\infty(t), t \right), \delta'(u_\infty(t), t) \right) \geq \bar{\delta} \text{ for all } t \in [0, \hat{T}] .
\]

We also infer that for all \( t \in [0, T^*], \left( \delta \left( u_n(t), t \right), \delta'(u_n(t), t) \right) \to \left( \delta \left( u_\infty(t), t \right), \delta'(u_\infty(t), t) \right) \) as \( n \to \infty \), since \( u_n(t) - u_\infty(t) \|_{H^k} \to 0 \) as \( n \to \infty \). Let \( q \in \{ n, \infty \} \). Let \( 0 \leq \tilde{t} \leq T^* \) be close enough to \( T^* \) such that all the statements below are true. Unless otherwise stated, let \( n, m \) be large enough such that all the statements below are true for all \( p \in \mathbb{N} \). Let \( u_{n,m} \) be the solution of \( (8.2) \) with \( \epsilon = \frac{1}{m} \), replacing “\( e^{-c(t-\ell)} \bar{\phi}^\alpha \)” and “\( \int_0^{t_n} \) with “\( e^{-c(t-\ell)} \bar{\phi}^\alpha u_{n,m}(\tilde{t}) \)” (resp. “\( e^{-c(t-\ell)} \bar{\phi}^\alpha u_\infty, m(\tilde{t}) \)” and “\( \int_0^{t_n} \) respectively. Here \( u_{n,m}(\tilde{t}) \) := \( J_0 \phi \) u_{n,m}(\tilde{t}) \) (resp. \( u_\infty, m(\tilde{t}) := J_0 \phi u_\infty(\tilde{t}) \) ). Let \( q \in \{ n, \infty \} \).

Let \( K := \sup_{t \in [0,T]} \| u_\infty(t) \|_{H^k} \). We see from Proposition 5.1 and Proposition 7.3 (applied to \( w_q \), with \( w_q(t - \tilde{t}) := u_q(t) \)) that there exists \( T' := T' (\bar{\delta}, K) > 0 \) such that \( \hat{T} > \bar{t} + T' > T^* \) and

\[
\begin{align*}
(8.2) \\
t \in [\bar{t}, \hat{T} + T'] : & \quad \| u_{q,m} \|_{L_{t}^{\infty} H^k([\bar{t}, \hat{T} + T'])} \lesssim 1, \\
t \in [\bar{t}, \hat{T} + T'] : & \quad u_{q,m}(t) \in P_{+\hat{t}}(t) \text{ holds}, \delta \left( u_{q,m}(t), t \right) \geq \bar{\delta}, \delta'(u_{q,m}(t), t) \geq \bar{\delta}, \text{ and} \\
& \quad \| u_{q,m} \|_{L_{t}^{\infty} H^k([\bar{t}, \hat{T} + T'])} \lesssim (\frac{1}{m})^{0+} + \alpha \left( \frac{1}{m} \right) .
\end{align*}
\]

Since \( \{ u_{q,m} \} \) is a Cauchy sequence there exists \( v_q \in C \left( \bar{t}, \hat{T} + T' \right), H^k \) such that \( u_{q,m} \to v_q \). We now claim that \( v_q = u_q \). Indeed by using similar arguments as those that appear in the proof of the local existence part of the theorem, we see that \( v_q(t) = u_q(\bar{t}) + \int_{\bar{t}}^{t} F \left( v_q(t'), t' \right) dt' \) for \( t \in [\bar{t}, \hat{T} + T'] \). Moreover letting \( p \to \infty \) in \( (8.2) \), we get

\[
(8.3) \quad \sup_{t \in [\bar{t}, \hat{T} + T']} \| v_q(t) - u_{q,m}(t) \|_{H^k} \lesssim (\frac{1}{m})^{0+} + \alpha \left( \frac{1}{m} \right) .
\]

Hence, we infer from Appendix that \( v_q(t) \in P_{+\hat{t}}(t) \) for \( t \in [\bar{t}, \hat{T} + T'] \). Hence \( v_q = u_q \) by using the uniqueness part of the theorem. We also see from Proposition 5.1 that \( \lim_{m \to \infty} \| u_{n,m} - u_\infty, m \|_{L_{t}^{\infty} H^k([\bar{t}, \hat{T} + T'])} = 0 \) as \( m \to \infty \). Let \( \epsilon' > 0 \). We have

\[
\begin{align*}
\sup_{t \in [\bar{t}, \hat{T} + T']} \| u_n(t) - u_\infty(t) \|_{H^k} & \lesssim \sup_{t \in [\bar{t}, \hat{T} + T']} \| u_n(t) - u_{n,m}(t) \|_{H^k} \\
& \quad + \sup_{t \in [\bar{t}, \hat{T} + T']} \| u_{n,m}(t) - u_\infty, m(t) \|_{H^k} \\
& \quad + \sup_{t \in [\bar{t}, \hat{T} + T']} \| u_\infty, m(t) - u_\infty(t) \|_{H^k} \\
& \leq \epsilon'.
\end{align*}
\]

Hence \( \lim_{n \to \infty} \| u_n(t) - u_\infty(t) \|_{H^k} = 0 \) for \( \bar{t} \leq t \leq \hat{T} + T' \). This is a contradiction.

Hence \( T^* = \hat{T} \).

Moreover by adapting slightly the argument above we see that \( \lim_{n \to \infty} \| u_n(\bar{T}) - u_\infty(\bar{T}) \|_{H^k} = 0 \).
We only prove the corollary for $\phi \in \widehat{P}_{+k}$, since a straightforward modification of the arguments below would show that the conclusion of the corollary also holds if $\phi \in \widehat{P}_{-k}$.

Let $-T < \tilde{t} < 0$ small enough such that all the statements below are correct. Since $u \in C([-T,0],H^k)$, then we see from Appendix with $(f,g) := (u(\tilde{t}),\phi)$ that $\tilde{\delta}(u(\tilde{t}),\tilde{t}) \geq \tilde{\delta}(\phi)$ and $\inf_{x \in T} Q(u(\tilde{t}),\tilde{t}) (x) > 0$. Now consider the problem $w(t) = u(\tilde{t}) + \int_{0}^{t} F(w(t'),t'+\tilde{t}) \, dt'$. We see from Theorem [4.1] and Remark [1.1] that $w(t) = u(t+\tilde{t})$ for $t \in [0,\tilde{t}]$ and that there exists $T' > |\tilde{t}|$ such that $w \in C^\infty((0,T'] \times \mathbb{T})$. In particular $\phi \in C^\infty(\mathbb{T})$, which is a contradiction.

10. Proof of Lemmas

In his section we prove Lemma 6.4 and Lemma 7.4.

10.1. Proof of Lemma 6.4. An application of the Leibnitz rule shows that

\begin{equation}
\partial^6_x F(u(t),t) = \partial_x F(u(t),t) \partial^5_x u(t) + P(u(t),t) \partial^6_x u(t) + \hat{Q}(u(t),t) \partial^5_x u(t) + R(u(t),t),
\end{equation}

with $\hat{Q}(u(t),t)$ polynomial in $\partial^5_x u(t),..., u(t)$, and derivatives of $F$ evaluated at $(u(t),t)$ (resp. $R(u(t),t)$ polynomial in $\partial^5_x u(t),..., u(t)$, and derivatives of $F$ evaluated at $(u(t),t)$).

Recall that $v(t) := \Phi_{k'}(u(t),t) \partial^5_x u(t)$. Combining the above equality with (4.1) we see that

$$
\partial_t v + c \partial^4_x v = a_3 \partial^3_x v + a_2 \partial^2_x v + a_1 \partial_x v + a_0 + \epsilon (b_3 \partial^3_x v + b_2 \partial^2_x v + b_1 \partial_x v + \partial^4_x v),
$$

with $c(u(t),t) := -\Phi_{k'}(u(t),t)$ and $a_0(u(t),t) := \tilde{a}_0(u(t),t) + \tilde{\partial}_t \Phi_{k'} \Phi_{k'}^{-1}(u(t),t)v(t)$.

Here

$$
\tilde{a}_0(u(t),t) := \Phi_{k'}(u(t),t) R(u(t),t) + \left( \Phi_{k'}(u(t),t) \left( \partial^5_x \Phi_{k'}^{-1}(u(t),t) \partial_x F(u(t),t) + \partial^5_x \Phi_{k'}^{-1}(u(t),t) P(u(t),t) \right) \right) v(t),
$$

$$(a_3(u(t),t),b_3(u(t),t)) := \left( \partial_x F(u(t),t), -4 \Phi_{k'}(u(t),t) \partial_x \Phi_{k'}^{-1}(u(t),t) \right),$$

$$(a_2(u(t),t),b_2(u(t),t)) := \left( 3 \Phi_{k'}(u(t),t) \partial_x \Phi_{k'}^{-1}(u(t),t) \partial_x F(u(t),t) + P(u(t),t), -6 \Phi_{k'}(u(t),t) \partial^4_x \Phi_{k'}^{-1}(u(t),t) \right),$$

and

$$(a_1(u(t),t),b_1(u(t),t)) := \left( \Phi_{k'}(u(t),t) \left( 3 \partial^5_x \Phi_{k'}^{-1}(u(t),t) \partial_x F(u(t),t) + 2 \partial_x \Phi_{k'}^{-1}(u(t),t) P(u(t),t) \right) + \hat{Q}(u(t),t), -4 \Phi_{k'}(u(t),t) \partial^4_x \Phi_{k'}^{-1}(u(t),t) \right).$$
Claim: Let $S(u(t), t)$ be a polynomial in $u(t)$, $\partial_x u(t)\ldots, \partial_t^2 u(t)$, $\partial_t u(t)$, $\partial_t \partial_x u(t)$, $\partial_t \partial_t^2 u(t)$, derivatives of $F$ evaluated at $(\vec{u}(t), t)$, and $\left(\partial_{\omega_3} F(\vec{u}(t), t)\right)^{-1}$. Let $m \geq 0$. Then

\begin{equation}
\|S(u(t), t)\|_{H^m} \lesssim \|u(t)\|_{H^{m+1}}.
\end{equation}

Let $S(\vec{u}(t), t)$ (resp. $\vec{S}(u(t), t)$) be a polynomial in $u(t)$, $\partial_x u(t)\ldots, \partial_t^2 u(t)$ (resp. $u(t)$, $\partial_t u(t)$, $\partial_t^2 u(t)$), derivatives of $F$ evaluated at $(\vec{u}(t), t)$, and $\left(\partial_{\omega_3} F(\vec{u}(t), t)\right)^{-1}$. Let $m \geq 0$. Then

\begin{equation}
\|S(\vec{u}(t), t)\|_{H^m} \lesssim \|u(t)\|_{H^{m+1}}.
\end{equation}

Proof. We only prove (10.2). The proof of (10.3) follows from that of (10.2): therefore, it is left to the reader.

One can find $I_0, \ldots, I_k$, $I_0$, $J_0$, $J_1$, $J_2$ finite subsets of $\{1, 2, \ldots\} \times \times \{1, 2, \ldots\}$ such that for all $\vec{i} := (i_0, \ldots, i_k) \in I_0 \times \times I_k$ and for all $\vec{j} := (j_0, j_1, j_2) \in J_0 \times J_1 \times J_2$, one can find $a_{\vec{i}, \vec{j}} \in \mathbb{R}$ such that $a_{\vec{i}, \vec{j}}$ is a constant multiplied by a power of $\left(\partial_{\omega_3} F(\vec{u}(t), t)\right)^{-1}$ that is multiplied by derivatives of $F$ evaluated at $(\vec{u}(t), t)$ such that

\[ S(u(t), t) = \sum_{\vec{i} \in I_0 \times \times I_k} a_{\vec{i}} (\partial_x^5 u(t))^{i_0} \ldots (\partial_x^5 u(t))^{i_k} (\partial_t \partial_x^2 u(t))^{j_2} (\partial_t \partial_t^2 u(t))^{j_1} (\partial_t u(t))^{j_0} \]

If $p \in \{0, 1, 2\}$ then $\partial_t \partial_t^p u(t) = -\epsilon \partial_t^{1+p} u(t) + \partial_t^p \left(F(\vec{u}(t), t)\right)$. An application of the Leibnitz rule shows that $\partial_t^p \left(F(\vec{f}, t)\right)$ is a polynomial in $\partial_x^5 f, \ldots, f$, and derivatives of $F$ evaluated at $(\vec{f}, t)$. Applying (several times) Lemma 2.21 and 5.3 and using Proposition 5.1 we see that there exists $\alpha \in \mathbb{N}$ such that

\[ \|S(u(t), t)\|_{H^m} \lesssim \|u(t)\|_{H^{m+1}} \lesssim \|u(t)\|_{H^{m+6}} \lesssim \|\|u(t)\|_{H^{m+6}}\|_{H^{m+2}} \lesssim \|\|u(t)\|_{H^{m+6}}\|_{H^{m+6}}. \]

\[ \square \]

Throughout the sequel of the proof, let $S(u(t), t)$ (resp. $\vec{S}(u(t), t)$) denotes a function that is a polynomial in $u(t)$, $\partial_x u(t)$, $\partial_x^2 u(t)$, $\partial_t \partial_x^2 u(t)$, $\partial_t \partial_t^2 u(t)$ (resp. $u(t)$, $\partial_x u(t)$, $\partial_x^2 u(t)$), derivatives of $F$ evaluated at $(\vec{u}(t), t)$, and $\left(\partial_{\omega_3} F(\vec{u}(t), t)\right)^{-1}$. Here $u$ is a function depending on the variables $x$ and $t$. For sake of simplicity we allow the value of $S(u(t), t)$ (resp. $S(\vec{u}(t), t)$) to change from one line to the other one. If several functions share the same properties as those stated just above appear
within the same equation then \( S_1(\overrightarrow{u}(t), t), S_2(\overrightarrow{u}(t), t), \ldots \) denote the first function, the second function, \ldots, respectively. We also allow the value of \( S_1(\overrightarrow{u}(t), t), S_2(\overrightarrow{u}(t), t), \ldots \) to vary from one line to the other one.

An application of the Leibnitz rule shows that

\[
\partial_t P(u(t), t) = \overrightarrow{X}_P(\overrightarrow{u}(t), t) \partial_t \partial^2_x u(t) + \overrightarrow{Y}_P(u(t), t) \partial_t \partial^3_x u(t) + S(u(t), t),
\]

\[
\partial_t \partial_{\omega_3} F(u(t), t) = \overrightarrow{Y}_F(u(t), t) \partial_t \partial^2_x u(t) + S(u(t), t),
\]

with \( \overrightarrow{X}_P(\overrightarrow{f}, t) := 6\partial^2_{\omega_3} F(\overrightarrow{f}, t), \overrightarrow{Y}_P(f, t) := 6 \sum_{m=-1}^{3} \partial^3_{\omega_3 \omega_m} F(\overrightarrow{f}, t) \partial_x^{m+1} f + \partial^3_{\omega_3 \omega_2} F(f, t) \)

and \( \overrightarrow{Y}_F(\overrightarrow{f}, t) := \partial^2_x F(\overrightarrow{f}, t). \)

We have \( \partial_t \partial^2_x u(t) = -\epsilon \partial^3_x u(t) + \partial^4_x \left( F(\overrightarrow{u}(t), t) \right). \) Observe that

\[
\partial^2_x u(t) = \partial^2_x \left( \Phi_{k^{-1}}(u(t), t)v(t) \right) = \partial^2_x \Phi_{k^{-1}}(u(t), t)v(t) + 2\partial_x \Phi_{k^{-1}}(u(t), t) \partial_x v(t) + \Phi_{k^{-1}}(u(t), t) \partial^2_x v(t).
\]

An application of the Leibnitz rule shows that

\[
\partial^4_x \left( F(\overrightarrow{u}(t), t) \right) = \partial_{\omega_3} F \left( \overrightarrow{u}(t), t \right) \partial^2_x u(t) + S(u(t), t).
\]

We also have \( \partial_t \partial^2_x u(t) = -\epsilon \partial^3_x u(t) + S(u(t), t) \) with

\[
\partial^2_x u(t) = \partial_x \left( \Phi_{k^{-1}}(u(t), t)v(t) \right) = \partial_x \Phi_{k^{-1}}(u(t), t)v(t) + \Phi_{k^{-1}}(u(t), t) \partial_x v(t).
\]

Hence \( \partial_t \partial^2_x u(t) = A_4(t) \partial^2_x v(t) + B_4(t) \partial_x v(t) + C_4(t) \) with \( A_4(t) := -\epsilon \Phi_{k^{-1}}(u(t), t), \)

\( B_4(t) := \partial_{\omega_3} F \left( \overrightarrow{u}(t), t \right) \Phi_{k^{-1}}(u(t), t) - 2\epsilon \partial_x \Phi_{k^{-1}}(u(t), t), \) and

\( C_4(t) := \left( \partial_{\omega_3} F \left( \overrightarrow{u}(t), t \right) \partial_x \Phi_{k^{-1}}(u(t), t) - \epsilon \partial^2_x \Phi_{k^{-1}}(u(t), t) \right) v(t) + S(u(t), t). \)

We also have \( \partial_t \partial^3_x u(t) = B_3(t) \partial_x v(t) + C_3(t) \) with \( B_3(t) := -\epsilon \Phi_{k^{-1}}(u(t), t) \) and \( C_3(t) := -\epsilon \partial_x \Phi_{k^{-1}}(u(t), t)v(t) + S(u(t), t). \)

Hence

\[
\partial_t P(u(t), t) = X_P(u(t), t) \partial^2_x v(t) + Y_P(u(t), t) \partial_x v(t) + Z_P(u(t), t),
\]

\[
\partial_t \partial_{\omega_3} F(u(t), t) = Y_F(u(t), t) \partial_x v(t) + Z_F(u(t), t),
\]

with \( X_P(u(t), t) := \overrightarrow{X}_P(\overrightarrow{u}(t), t)A_4(t), Y_P(u(t), t) := \overrightarrow{Y}_P(\overrightarrow{u}(t))B_4(t) + \overrightarrow{\partial_x P(\overrightarrow{u}(t))}B_3(t), \)

\( Z_P(u(t), t) := \overrightarrow{X}_P(\overrightarrow{u}(t), t)C_4(t) + C_3(t) \overrightarrow{Y}_P(\overrightarrow{u}(t), t) + S(u(t), t), \)

\( Y_F(u(t), t) := \overrightarrow{Y}_F(u(t), t)B_3(t), \) and \( Z_F(u(t), t) := \overrightarrow{Y}_F(u(t), t)C_3(t) + S(u(t), t). \)

Hence

\[
\Phi_{k^{-1}}(u(t), t) \partial_t \Phi_{k^{-1}}(u(t), t)v(t) = \tilde{a}(u(t), t) + \tilde{b}_1(u(t), t) \partial_x v(t) + \epsilon \tilde{b}_3(u(t), t),
\]

\[\text{Notation convention in the formula of } \overrightarrow{Y}_P(f, t): \partial^2_x f := 1.\]
with \( \tilde{b}_1(u(t), t) := S \left( \frac{u(t)}{t} \right) \Phi_{k'}^{-1} (u(t), t) v(t) \), \( b_0(u(t), t) := S \left( \frac{u(t)}{t} \right) \partial_x \Phi_{k'}^{-1} (u(t), t) v^2(t) \), and

\[
\tag{10.4}
\hat{a}(u(t), t) := S_1(u(t), t) v(t) + v(t) \times \int_0^t \left[ \begin{array}{l}
S_1 \left( \frac{u(t)}{t} \right) \Phi_{k'}^{-1} (u(t), t) \partial_x v(t) + S_2 \left( \frac{u(t)}{t} \right) v(t) + S_3 \left( \frac{u(t)}{t} \right) \\
+ \epsilon \left( \Phi_{k'}^{-1} (u(t), t) S_4 \left( \frac{u(t)}{t} \right) \right) \partial_x^2 v(t) \\
+ \epsilon \left( S_2 \left( u(t), t \right) \Phi_{k'}^{-1} (u(t), t) + S_5 \left( \frac{u(t)}{t} \right) \partial_x \Phi_{k'}^{-1} (u(t), t) \right) \partial_x v(t) \\
+ \epsilon \left( S_6 \left( u(t), t \right) \partial_x^2 \Phi_{k'}^{-1} + S_3(u(t), t) \partial_x \Phi_{k'}^{-1} \right) v(t) + S_7 \left( u(t), t \right) \partial_x \Phi_{k'}^{-1} v(t) + S_4(u(t), t) \\
\end{array} \right] \, dx'.
\]

Hence

\[
\partial_x v + \epsilon \partial_x^2 v = a_0 \partial_x^2 v + a_2 \partial_x^2 v + a_1 \partial_x v + a_0 + \epsilon \left( b_3 \partial_x^2 v + b_2 \partial_x^2 v + b_1 \partial_x v + b_0 v(t) + \partial_x^2 v \right),
\]

with

\[
a_0(u(t), t) := \tilde{a}_0(u(t), t) + \hat{a}(u(t), t), \quad b_1(u(t), t) := \tilde{b}_1(u(t), t) + b_1(u(t), t).
\]

We get from (2.2)

\[
\tag{10.5}
\left( k' - \frac{15}{2} \right) \partial_x a_3(u(t), t) + a_2(u(t), t) = \partial_{x^3} F \left( \frac{u(t)}{t} \right) \left[ \frac{P(u(t), t)}{\partial_{x^3} F \left( u(t), t \right)} \right]_{avc}.
\]

In the sequel we use the above claim, Lemma 2.4, Lemma 3.4, Proposition 5.1 and (5.22). We have

\[
\sum_{m=1}^3 \| a_0(u(t), t) \|_{H^{k'-m}} \leq 1 + E_{k'}^\frac{3}{2} (u(t), t), \quad \text{and}
\]

\[
\sum_{m=1}^3 \| a_m(u(t), t) \|_{H^{(m+\frac{1}{2})+}} \leq 1 + E_{k'}^\frac{3}{2} (u(t), t).
\]

Using also (3.3) (and the interpolation inequality \( \| v(t) \|_{H^{k'-6}} \leq \| v(t) \|_{\frac{1}{2}} \| v(t) \|_{H^{k'-6}} \)) followed by the Young inequality \( ab \leq \frac{a^2}{2} + \frac{b^2}{2} \) to estimate the \( \partial_x^2 v(t) - \) term of (10.4) we get

\[
\tag{10.7}
\| a_0(u(t), t) \|^\frac{2}{H^{k'-6}} \leq 1 + E_{k'}^\frac{3}{2} (u(t), t) + \epsilon^2 \| D^{k'-4} v(t) \|^\frac{2}{H^2}.
\]

We have

\[
\tag{10.8}
\| b_0(u(t), t) \|_{H^{k'-6}} \leq 1 + E_{k'}^\frac{3}{2} (u(t), t), \quad \text{and} \quad \sum_{m=1}^3 \| b_m(u(t), t) \|_{H^{(m+\frac{1}{2})+}} + \| a(u(t), t) \|_{H^{\frac{1}{2}}} \leq 1.
\]

We have \( \| b_2(u(t), t) \|_{H^{k'-4}} + \| b_3(u(t), t) \|_{H^{k'-3}} \leq \| u(t) \|_{H^{k+1}} \). We also have

\[
\| v(t) \|_{L^2} \leq \| \Phi_{k'}(u(t), t) \|_{L^\infty} \| \partial_x^2 v(t) \|_{L^2} \leq \| \Phi_{k'}(u(t), t) \|_{H^{\frac{1}{2}}} \| u(t) \|_{H^6} \leq 1.
\]

By the inequalities mentioned just above (10.7) we get
\[ \|b_1(u(t), t)\|_{H^{k'-5}} \lesssim \|v(t)\|_{H^{k'-4}} + 1 + \|u(t)\|_{H^{k'-1}}. \]

We have

\[ \|u(t)\|_{H^{k'-1}} \lesssim \|u(t)\|_{L^2} + \|u(t)\|_{H^{k'+1}} \lesssim \|u(t)\|_{L^2} + \|\Phi_{k'}^{-1}(u(t), t)\|_{H^{k'-5}} \lesssim \|u(t)\|_{L^2} + \|\Phi_{k'}^{-1}(u(t), t)\|_{H^{k'-5}} \lesssim 1 + E_{k'}^\frac{1}{2}(u(t), t) + \|v(t)\|_{H^{k'-4}}. \]

Hence

\[ \|v(t)\|_{H^\frac{1}{2}+} \max (\|b_3(u(t), t)\|_{H^{k'-3}}, \|b_2(u(t), t)\|_{H^{k'-4}}, \|b_1(u(t), t)\|_{H^{k'-5}}) \lesssim 1 + E_{k'}^\frac{1}{2}(u(t), t) + \|v(t)\|_{H^{k'-4}}. \]

We have

\[ \|v(t)\|_{H^\frac{1}{2}+} \|c(u(t), t)\|_{H^{k'-2}} \lesssim 1 + \|u(t)\|_{H^{k'+1}} \lesssim 1 + E_{k'}^\frac{1}{2}(u(t), t). \]

By the inequalities mentioned just above \[10.7\] we get

\[ \epsilon \left( \|b_3(u(t))\|_{H^\frac{1}{2}+} + \|b_2(u(t))\|_{H^\frac{1}{2}+} \right) \|\partial_x D^{k'-6}v(t)\|_{L^2}^2 \lesssim \epsilon^2 \|D^{k'-4}v(t)\|_{L^2}^2 + E_{k'}(u(t), t). \]

Hence taking into account all the estimates above and taking into account that all the terms \( \epsilon^2 \|D^{k'-4}v(t)\|_{L^2}^2 \) that appear can be absorbed by the term \( \epsilon \|D^{k'-4}v(t)\|_{L^2}^2 \) of \[6.3\], we get \[6.9\] from Proposition \[6.1\] and Proposition \[6.2\].

10.2. **Proof of Lemma \[7.4\]**. Let \( q \in \{1, 2\} \). If \( \overline{y(u_q(t), t)} \) is a function depending on \( \overline{u_q(t)}(t) \) and \( t \) then \( \Delta y(t) := y(u_1(t), t) - y(u_2(t), t) \). More generally a similar definition applies to a function \( y(u_q(t), t) \). Let \( \alpha \) be a constant that is allowed to change from one line to the other and such that all the statements and estimates below are true.

The proof relies upon the result below.

10.2.1. **One result.**

**Result 10.1.** Let \( 0 \leq r \leq k' - 6 \) and \( q \in \{1, 2\} \). Let \( S(u_q(t), t) \) be a polynomial in \( u_q(t), \partial_x u_q(t), \ldots, \partial_x^2 u_q(t), \partial_t \partial_x u_q(t), \partial_t u_q(t), \partial_t \partial_x u_q(t), \partial_t u_q(t) \), derivatives of \( F \) evaluated at \( \overline{u_q(t), t} \), and \( \left( \partial_{u_q} F(u_q(t), t) \right)^{-1} \). Then

\[ \|\Delta S(t)\|_{H^r} \lesssim \|\Delta u(t)\|_{H^{r+6}}. \]

Let \( S(u_q(t), t) \) be a polynomial in \( u_q(t), \ldots, \partial_x^2 u_q(t) \), derivatives of \( F \) evaluated at \( \overline{u_q(t), t} \), and \( \left( \partial_{u_q} F(u_q(t), t) \right)^{-1} \). Then

\[ \|\Delta S(t)\|_{H^r} \lesssim \|\bar{u}(t)\|_{H^{r+3}}. \]

We postpone the proof of this result to the last subsection.
10.2.2. The proof. Let $q \in \{1, 2\}$. Recall (see the proof of Lemma 6.4) that
\[
\partial_t v_q + \epsilon \partial_x^2 v_q = a_{3, q} \partial_x^2 v_q + a_{2, q} \partial_x^2 v_q + a_{1, q} \partial_x v_q + a_{0, q} + \epsilon \left( b_{3, q} \partial_x^2 v_q + b_{2, q} \partial_x^2 v_q + b_{1, q} \partial_x v_q + \partial_x^2 v_q \right).
\]
Here the parameters $a_{1, q},..., c_q$ are defined in the proof of Lemma 6.4 replacing “$u$” with “$u_q$”. We would like to apply Proposition 7.1 and Proposition 7.2. To this end we estimate some norms, Lemma 3.4 and Proposition 5.1 yield
\[
\|\triangle c(t)\|_{H^{k'}-2} \lesssim \|\triangle u(t)\|_{H^{k'}-1}, \text{ and } \|\triangle c(t)\|_{H^{k'}-2} \lesssim \|\triangle u(t)\|_{H^{k'}-2}.
\]
Lemma 3.3 yields
\[
\|\triangle a_3(t)\|_{H^{k'-6}} \lesssim \|\triangle u(t)\|_{H^{k'-3}} \text{ and } \|\triangle a_3(t)\|_{H^{k'+1}} \lesssim \|\triangle u(t)\|_{H^{k'+1}}.
\]
Let $r \in \{k' - 6, k' + 1\}$. Applying several times Lemma 2.1 yields $\|\triangle a_2(t)\|_{H^r} \lesssim X + \|\triangle P(t)\|_{H^r}$ with
\[
X := \|\triangle \Phi_k(t)\|_{H^r} \|\triangle \Phi_k^{-1}(u_1(t), t)\|_{H^{k'+1}} \|\triangle \omega_1 F(u_1(t), t)\|_{H^{k'+1}} + ... + \|\triangle \Phi_k(t)\|_{H^{k'+1}} \|\triangle \Phi_k^{-1}(u_1(t), t)\|_{H^{k'+1}} \|\triangle \omega_1 F(u_1(t), t)\|_{H^r} + ... + \|\Phi_k(t)\|_{H^r} \|\Phi_k^{-1}(u_2(t), t)\|_{H^{k'+1}} \|\triangle \omega_1 F(t)\|_{H^{k'+1}} + ... + \|\Phi_k(t)\|_{H^r} \|\Phi_k^{-1}(u_2(t), t)\|_{H^{k'+1}} \|\triangle \omega_1 F(t)\|_{H^r}.
\]
Hence, taking also into account (5.24) and (10.2) we get
\[
\|\triangle a_2(t)\|_{H^{k'-6}} \lesssim \|\triangle u(t)\|_{H^{k'}}, \text{ and } \|\triangle a_2(t)\|_{H^{k'+1}} \lesssim \|\triangle u(t)\|_{H^{k'+1}}.
\]
Applying several times Lemma 2.1 we get $\|\triangle a_1(t, u(t), t)\|_{H^r} \lesssim X + Y + \|\triangle \hat{Q}(t)\|_{H^r}$ with
\[
X \lesssim \|\triangle \Phi_k(t)\|_{H^r} \|\triangle \Phi_k^{-1}(u_1(t), t)\|_{H^{k'+1}} \|\triangle \omega_1 F(u_1(t), t)\|_{H^{k'+1}} + ... + \|\Phi_k(t)\|_{H^r} \|\Phi_k^{-1}(u_2(t), t)\|_{H^{k'+1}} \|\triangle \omega_1 F(t)\|_{H^{k'+1}} + ... + \|\triangle \Phi_k(t)\|_{H^r} \|\triangle \Phi_k^{-1}(u_1(t), t)\|_{H^{k'+1}} \|\triangle \omega_1 F(u_1(t), t)\|_{H^r} + ... + \|\Phi_k(t)\|_{H^r} \|\Phi_k^{-1}(u_2(t), t)\|_{H^{k'+1}} \|\triangle \omega_1 F(t)\|_{H^r}, \text{ and }
\]
\[
Y \lesssim \|\triangle \partial_x \Phi_k^{-1}(t)\|_{H^r} \|P(u_2(t), t)\|_{H^{k'+1}} + \|\triangle \partial_x \Phi_k(t)\|_{H^{k'+1}} \|P(u_2(t), t)\|_{H^r} + \|\partial_x \Phi_k^{-1}(u_2(t), t)\|_{H^{k'+1}} \|\triangle P(t)\|_{H^{k'+1}} + \|\partial_x \Phi_k^{-1}(u_2(t), t)\|_{H^{k'+1}} \|\triangle P(t)\|_{H^r}.
\]
Hence taking also into account (10.12) we get
\[
\|\triangle a_1(t)\|_{H^{k'-6}} \lesssim \|\triangle u(t)\|_{H^{k'}}, \text{ and } \|\triangle a_1(t)\|_{H^{k'+1}} \lesssim \|\triangle u(t)\|_{H^{k'+1}}.
\]
\[\text{12}^{12}\text{Actually one can prove that } \|\triangle \hat{Q}(t)\|_{H^{k'+1}} \lesssim \|\triangle u(t)\|_{H^{k'+1}} \text{ by slightly modifying the proof of Result 10.1. Hence } \|\triangle a_1(t)\|_{H^{k'+1}} \lesssim \|\triangle u(t)\|_{H^{k'+1}}.\]
We then estimate $\|\triangle a_0(u(t), t)\|_{H^{k' r} - \delta}$. We first estimate $\|\triangle a_0(t)\|_{H^{k' r} - \delta}$. Applying several times Lemma 2.1 we get

\[\|\triangle a_0(t)\|_{H^{k' r} - \delta} \lesssim X_{1,a} + X_{2,a} + Y_{1,a} + Y_{2,b} + Z_a + Z_b + Z_c.\]

Here $X_{1,a}, Y_{1,a}, X_{2,a}$, and $Y_{2,b}$ are defined as follows: $X_{1,a} := \|\triangle \Phi_k(t)\|_{H^{k' r} - \delta} \|R(u_1(t), t)\|_{H^{1/2} + \frac{1}{2} r} + Y_{1,a} := \|\Phi_k(u(t), t)\|_{H^{k' r} - \delta} \|\triangle R(t)\|_{H^{1/2} + \frac{1}{2} r},$

\[Y_{2,a} := \|\Phi_k(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|\triangle R(t)\|_{H^{k' r} - \delta},\]

\[Z_a := \|\triangle \Phi_k(t)\|_{H^{k' r} - \delta} \|\partial_x^3 \Phi_k(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|P(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|v_1(t)\|_{H^{1/2} + \frac{1}{2} r} + \ldots + \]

\[\|\partial_x^3 \Phi_k(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|\partial_x^3 \Phi_k(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|P(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|v_1(t)\|_{H^{1/2} + \frac{1}{2} r} + \ldots + \]

\[Z_b := \|\triangle \Phi_k(t)\|_{H^{k' r} - \delta} \|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|P(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|v_1(t)\|_{H^{1/2} + \frac{1}{2} r} + \ldots + \]

\[\|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|P(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|v_1(t)\|_{H^{1/2} + \frac{1}{2} r} + \ldots + \]

\[Z_c := \|\triangle \Phi_k(t)\|_{H^{k' r} - \delta} \|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|P(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|v_1(t)\|_{H^{1/2} + \frac{1}{2} r} \|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|P(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|v_1(t)\|_{H^{1/2} + \frac{1}{2} r} + \ldots + \]

\[\|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|P(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|v_1(t)\|_{H^{1/2} + \frac{1}{2} r} + \ldots + \]

\[\|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|P(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|v_1(t)\|_{H^{1/2} + \frac{1}{2} r} + \ldots + \]

\[\|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|\partial_x^3 \Phi_k^{-1}(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|P(u(t), t)\|_{H^{1/2} + \frac{1}{2} r} \|v_1(t)\|_{H^{1/2} + \frac{1}{2} r} + \ldots + \]

Hence

(10.18) \[\|\triangle a_0(t)\|_{H^{k' r} - \delta} \lesssim \|\triangle u(t)\|_{H^{k' r}}.\]

We now estimate $\|\triangle a_0(t)\|_{H^{k' r} - \delta}$. Lemma 2.1 and (10.18) and (10.2) yield $\|\triangle u(t)\|_{H^{k' r} - \delta} \lesssim \|\triangle u(t)\|_{H^{k' r}}$. Next we use (3.10). Let $I(u(t), t) := S_1(u(t), t) \Phi_k^{-1}(u(t), t) \partial_x v(t) + \ldots + S_4(u(t), t)$. Hence

\[\tilde{a}(u(t), t) = v(t) \int_0^t I(u(t), t) dx'.\]

We have $\|\triangle I(t) dx'\|_{H^{k' r} - \delta} \lesssim \|\triangle I(t)\|_{L^2}$ and $\|\triangle I(t) dx'\|_{H^{k' r} - \delta} \lesssim \|\triangle I(t)\|_{L^2}$. We apply several times Lemma 2.1 we use (10.2), $A_1B_1C_1 - A_2B_2C_2 = (A_1 - A_2)B_1 + A_2(B_1 - B_2)C_1 + A_2B_2(C_1 - C_2)$, $\epsilon_1A_1B_1C_1 - \epsilon_2A_2B_2C_2 = \epsilon_1(A_1B_1C_1 - A_2B_2C_2) + (\epsilon_1 - \epsilon_2)A_2B_2C_2$, and the estimate $\|\triangle u(t)\|_{H^r} \lesssim \|u_1(t)\|_{H^r} + \|u_2(t)\|_{H^r}$ for $r \geq 0$ to get

\[\|\triangle a_0(t)\|_{H^{k' r} - \delta} \lesssim \sum_{j=1}^{2} \epsilon_j \|u_j(t)\|_{k' r + 1} + \|\triangle u(t)\|_{H^{k' r}}.\]

Hence
\[ \| \triangle a_0(u(t), t) \|_{H^{\kappa' - \delta}} \lesssim \sum_{j=1}^{3} \epsilon_j (1 + \| u_j(t) \|_{H^{k+1}}) + \| \triangle u(t) \|_{H^{\kappa'}}. \]

We see from the above estimates that
\[ \sum_{m=1}^{3} \| \triangle a_m(t) \|_{H^{\kappa' - \delta}}^2 \| v_2(t) \|_{H^{(m+\frac{1}{2})}_+}^2 \lesssim \| \triangle u(t) \|_{H^{\kappa'}}^2 E_{\frac{19}{11}} + (u_2(t), t), \]
and
\[ \sum_{m=1}^{3} \| \triangle a_m(t) \|_{H^{\kappa' - \delta}}^2 \| v_2(t) \|_{H^{(m+\frac{1}{2})}_+}^2 \lesssim \| \triangle u(t) \|_{H^{\kappa'}}^2 E_{\frac{19}{11}} + (u_2(t), t) + \| \triangle u(t) \|_{H^{\kappa'}}^2 E_{\frac{19}{11}} + (u_2(t), t) + \| \triangle u(t) \|_{H^{\kappa'}}^2 E_{\frac{19}{11}} + (u_2(t), t). \]

In the sequel we use implicitly Lemma 2.1, Proposition 5.1, Lemma 3.4, and the claim in the proof of Lemma 6.3 in order to prove the estimates below. We have
\[ \epsilon_2^2 \| c_2(u_2(t), t) \|_{H^{\frac{19}{11}} - 2}^2 \| v_2(t) \|_{H^{\frac{19}{11}} - \frac{1}{2}} \lesssim \epsilon_2^2 (1 + E_{\kappa'+1}(u_2(t), t)), \]
\[ \epsilon_2^2 \left( \| c_2(u_2(t), t) \|_{H^{\frac{19}{11}} - 2}^2 \| v_2(t) \|_{H^{\frac{19}{11}} - \frac{1}{2}} \right) \lesssim \epsilon_2^2 E_{\kappa'+4}(u_2(t), t), \]
\[ \epsilon_2^2 \left( \| c_2(u_2(t), t) \|_{H^{\frac{19}{11}} - 2}^2 \| v_2(t) \|_{H^{\frac{19}{11}} - \frac{1}{2}} \right) \lesssim \epsilon_2^2 E_{\kappa'+3}(u_2(t), t), \]
\[ \epsilon_1 \left( \sum_{m=1}^{3} \| b_{m, 1}(u_1(t), t) \|_{H^{(m+\frac{1}{2})}_+}^{\frac{1}{2}} + \| c_1(u_1(t), t) \|_{H^{\frac{19}{11}} - \frac{1}{2}} \right) \| \triangle v(t) \|_{H^{\kappa' - \delta}}^2 \lesssim \epsilon_1 E_{\kappa'}(u_1(t), u_2(t), t), \]
\[ \epsilon_2^2 \left( \| \triangle c(t) \|_{H^{\kappa' - \delta}}^2 \| v_2(t) \|_{H^{\frac{19}{11}} - \frac{1}{2}}^2 \right) \lesssim \epsilon_2^2 (E_{\kappa'+1}(u_1(t), t) + E_{\kappa'+4}(u_2(t), t)), \]
\[ \epsilon_2^2 \| b_{0, 1}(u_1(t), t) \|_{H^{\kappa' - \delta}} + \epsilon_2^2 \| b_{0, 2}(u_2(t), t) \|_{H^{\kappa' - \delta}} \lesssim \epsilon_2^2 (1 + E_{\kappa'}^2(u_1(t), t))^2, \]
Then we use similar estimates that appear between below (10.5) and \( \epsilon \) by the term \( \epsilon_{\|D^{k'-4}v(t)\|_{L^2}^2} \) below (6.2). We have
\[ \left( k' - \frac{15}{2} \right) \partial_x a_{1, 1}(t) + a_{2, 1}(t) = \partial_{u_2} F \left( u_1(t), t \right) \left[ \frac{P(u_1(t), t)}{\partial_{u_2} F \left( u_1(t), t \right)} \right]_{\text{ave}}, \]
\[ \left( 1 + \sum_{m=1}^{3} \| a_{m, 1}(t) \|_{H^{(m+\frac{1}{2})}_+} \right) \| \triangle v(t) \|_{H^{\kappa' - \delta}} \lesssim E_{\kappa'}(u_1(t), u_2(t), t), \]
\[ \sum_{m=1}^{3} \| a_{m, 1}(t) \|_{H^{(m+\frac{1}{2})}_+} \| \triangle v(t) \|_{H^{\kappa' - \delta}} \lesssim E_{\kappa'}(u_1(t), u_2(t), t), \]
\[ \epsilon_1 \left( \|b_{3,1}(t)\|_{H^{\frac{3}{2}+}} + \|b_{2,1}(t)\|_{H^{\frac{3}{2}+}} \right) \| \triangle \partial_x D^{k'} v(t) \|^2_{L^2} \lesssim \epsilon_1^2 \| \Delta D^{k'-1} v(t) \|^2_{L^2} + E_{k'}(u_1(t), u_2(t), t), \]
\[
\epsilon_1^2 \left( \sum_{m=0}^3 \|b_{m,1}(t)\|_{H^{k'-6+m}} + \|c_1(t)\|_{H^{k'-2}} \right) \| \Delta v(t) \|^2_{H^{\frac{3}{2}+}} \\
\lesssim \epsilon_1^2 \left( 1 + E_{k'}(u_1(t), t) + \|v_1(t)\|_{H^{k'-4}} \right) \| \Delta u(t) \|^2_{H^{\frac{3}{2}+}} \\
\lesssim \epsilon_1^2 \left( 1 + E_{k'}(u_1(t), t) \right).
\]

Combining all the estimates above, we see from Propositions 5.1 and 7.2 that Lemma 7.3 holds, taking into account that the term \( \epsilon_1^2 \| \Delta D^{k'-1} v(t) \|^2_{L^2} \) can be absorbed by the term \( 2\epsilon_1 \| \Delta D^{k'-1} v(t) \|^2_{L^2} \) of (7.2).

### 10.2.3. Proof of Result 10.1

We only prove (10.12). The proof of (10.13) is similar and is left as an exercise to the reader.

One can find \( I_0, ..., I_6, J_0, J_1, \) and \( J_2 \) finite subsets of \( \{1, 2,...\} \times ... \times \{1, 2,...\} \) such that for all \( \tilde{\ell} := (i_0, ..., i_6) \in I_0 \times ... \times I_6 \) and for all \( \tilde{j} := (j_0, j_1, j_2) \in J_0 \times J_1 \times J_2, \) one can find \( a_{\tilde{\ell}, \tilde{j}}(u_q(t), t) \in \mathbb{R} \) such that \( a_{\tilde{\ell}, \tilde{j}}(u_q(t), t) \) is a constant multiplied by a finite product of derivatives of \( F \) and the inverse of \( \partial_{x_q} F \) evaluated at \( (u_q(t), t) \) and

\[
S(u_q(t), t) = \sum_{\tilde{\ell} \in I_0 \times ... \times I_6 \atop \tilde{j} \in J_0 \times J_1 \times J_2} a_{\tilde{\ell}, \tilde{j}} \left( u_q(t), t \right) (\partial^{q}_{x} u_q(t))^{i_0} ... (\partial^{q}_{x} u_q(t))^{i_6} (\partial_{x_q} u_q(t))^{j_0} (\partial_{t} u_q(t))^{j_1} (\partial_{x_q} u_q(t))^{j_2}.
\]

We prove two claims.

**Claim:** Let \( p \in \{0, ..., 6\} \). Let \( \beta \in \{1, 2,...\} \). Then

\[
(10.19) \quad \| \triangle (\partial^{q}_{x} u)^{\beta}(t) \|_{H^{p}} \lesssim \| \Delta u(t) \|_{H^{\max(\beta+p, \beta+\frac{1}{2})}}
\]

**Proof.** If \( \beta \in \{1, 2,...\} \) elementary algebraic identities show that there exists a polynomial \( P \) in \( \partial^{q}_{x} u_1(t), ..., u_1(t), \partial^{p}_{x} u_2(t), ..., u_2(t) \) such that

\[
\triangle (\partial^{q}_{x} u)^{\beta}(t) := P \left( \partial^{q}_{x} u_1(t), ..., u_1(t), \partial^{p}_{x} u_2(t), ..., u_2(t) \right) \Delta \partial^{p}_{x} u(t).
\]

Taking into account Proposition 5.1 applying several times Lemma 2.1 and proceeding similarly as the end of the proof of (10.2) we see that there exists \( \alpha > 0 \) such that

\[
\| P \left( \partial^{p}_{x} u_1(t), ..., u_1(t), \partial^{p}_{x} u_2(t), ..., u_2(t) \right) \|_{H^{p}} \lesssim \left( \| u_1(t) \|_{H^{p+\frac{1}{2}}} + \| u_2(t) \|_{H^{p+\frac{1}{2}}} \right) \||u_1(t)||_{H^{p+\frac{1}{2}}} \alpha \| u_2(t) \|_{H^{p+\frac{1}{2}}} \alpha \| u_1(t) \|_{H^{p+\frac{1}{2}}} + \| u_2(t) \|_{H^{p+\frac{1}{2}}},
\]

Hence
\[ \| \triangle (\partial_x^\beta u)^\beta (t) \|_{H^r} \lesssim \| P (\partial_x^\beta u_1(t), \ldots, u_1(t), \partial_x^\beta u_2(t), \ldots, u_2(t)) \|_{H^r} \| \triangle \partial_x^\beta u(t) \|_{H^{r+\epsilon}} + \| P (\partial_x^\beta u_1(t), \ldots, u_1(t), \partial_x^\beta u_2(t), \ldots, u_2(t)) \|_{H^r} \| \triangle \partial_x^\beta u(t) \|_{H^{r+\epsilon}} \]

\[ + \| \| u_1(t) \|_{H^{r+\epsilon}} + \| u_2(t) \|_{H^{r+\epsilon}} \| \triangle \partial_x^\beta u(t) \|_{H^r} \]

\[ \lesssim \left( \| u_1(t) \|_{H^{r+\epsilon}} + \| u_2(t) \|_{H^{r+\epsilon}} \right) \| \triangle \partial_x^\beta u(t) \|_{H^r} \]

\[ \lesssim \| \triangle u(t) \|_{H^{\max(r+\epsilon(r+\epsilon))}}. \]

Claim: Let \( m \in \{0, 1, 2\} \). Let \( \beta \in \{1, 2, \ldots\} \). Then we have

\[ (10.20) \]

\[ \| \triangle (\partial_t \partial_x^m u)^\beta (t) \|_{H^r} \lesssim \epsilon_1 \| \triangle u(t) \|_{H^{\max((\frac{r}{2}+m)_{r+m+4}}} + (\epsilon_2 - \epsilon_1)\| u_2(t) \|_{H^{\max((\frac{r}{2}+m)_{r+m+4}}} + \| \triangle u(t) \|_{H^{\max(r+m+3(\frac{r}{2}+m)+}}} \]

Proof. \[ \text{Lemma 3.3 and Proposition 5.1 yield the claim with } \beta = 1. \]

Let \( \beta > 1 \). Elementary algebraic properties show that

\[ \triangle (\partial_t \partial_x^m u)^\beta (t) = P (\partial_t \partial_x^m u_1(t), \ldots, u_1(t), \partial_t \partial_x^m u_2(t), \ldots, u_2(t)) \triangle \partial_t \partial_x^m u(t), \]

with \( P \) a polynomial in \( \partial_t \partial_x^m u_1(t), \ldots, u_1(t), \partial_t \partial_x^m u_2(t), \ldots, \) and \( u_2(t) \). Proceeding similarly as in the proof of \[ (10.2) \]

we get

\[ \| P (\partial_t \partial_x^2 u_1(t), \ldots, u_1(t), \partial_t \partial_x^2 u_2(t), \ldots, u_2(t)) \|_{H^r} \lesssim \langle \| u_1(t) \|_{H^{r+\epsilon}} + \| u_2(t) \|_{H^{r+\epsilon}} \rangle. \]

Hence by application of Lemma \[ (2.4) \]

\[ \| \triangle (\partial_t \partial_x^m u)^\beta (t) \|_{H^r} \lesssim \| P (\partial_t \partial_x^2 u_1(t), \ldots, u_1(t), \partial_t \partial_x^2 u_2(t), \ldots, u_2(t)) \|_{H^r} \| \triangle \partial_t \partial_x^m u(t) \|_{H^{r+\epsilon}} + \| P (\partial_t \partial_x^2 u_1(t), \ldots, u_1(t), \partial_t \partial_x^2 u_2(t), \ldots, u_2(t)) \|_{H^r} \| \triangle \partial_t \partial_x^m u(t) \|_{H^r} \]

\[ \lesssim R.H.S \text{ of } (10.20). \]

We continue the proof of \[ (10.12) \]. We have \( \triangle S(t) := \triangle S_0(t) + \sum_{m=0}^{6} \triangle S_m(t) + \]

\[ \sum_{m=0}^{2} \triangle \tilde{S}_m(t) \text{ with } (5) \]

\[ (10.21) \]

\[ \triangle S_0(t) := \sum_{\tilde{i} \in I_0 \times \ldots \times I_k} \sum_{\tilde{j} \in I_0 \times \ldots \times J} \triangle \alpha \tilde{j} (t) (\partial_x^m u_1(t))^i \ldots (u_1(t))^i (\partial_t \partial_x^m u_1(t))^j \ldots (\partial_t \partial_x^m u_1(t))^j (\partial_t \partial_x^m u_1(t))^j, \]

\[ 13 \text{In } (10.22) \text{ we use the following convention: we ignore the terms that do not make sense for some values of } m \text{ (such as } (\partial_x^m u_2(t))^{m} \text{ if } m = 0). \]
Clearly (10.23) holds. We have
\[\Delta S_m(t) := \sum_{i \in I_0 \times \ldots \times I_0, j \in J_0 \times J_1 \times J_2} \left[ a_{i,j}(\overline{u_2(t)}, t) \left( \partial_x^m u_2(t) \right)^{i_0} \ldots \left( \partial_x - m u_2(t) \right)^{i_{m-1}} \Delta \left( \partial_x^m u(t) \right)^{i_{m-1}} \right], \]
and
\[\Delta \tilde{S}_m(t) := \sum_{i \in I_0 \times \ldots \times I_0, j \in J_0 \times J_1 \times J_2} Q_{i,j}(t)c_{m,j}(t),\]
with \(Q_{i,j}(t) := a_{i,j}(\overline{u_2(t)}, t)\left( \partial_x^m u_2(t) \right)^{i_0} \ldots \left( \partial_x - m u_2(t) \right)^{i_{m-1}}\), \(c_{0,j}(t) := \Delta(\partial_x \partial_x u(t))^{i_0}(\partial_x \partial_x u(t))^{i_1}(\partial_x u(t))^{i_2}\), \(c_{1,j}(t) := (\partial_x u_2(t))^{i_1}(\partial_x \partial_x u(t))^{i_2}(\partial_x u(t))^{i_3}\), and \(c_{2,j}(t) := (\partial_x u_2(t))^{i_2}(\partial_x \partial_x u_2(t))^{i_3}(\partial_x u(t))^{i_4}\). Hence \(\Delta S_0(t), \Delta S_m(t), \) and \(\Delta \tilde{S}_m(t)\) are finite sums made of terms that are uniquely characterized by \(i\) and \(j\).

In the sequel let \(\alpha\) be a constant of which the value is allowed to change from one line to the other line and even within the same line and such all the statements below are true.

**Claim:** Let \(r\) such that \(0 \leq r \leq k' - 3\). Then
\[\left\| a_{i,j}(\overline{u_2(t)}, t) \right\|_{H^r} \lesssim 1, \text{ and} \]
\[\left\| \Delta a_{i,j}(t) \right\|_{H^r} \lesssim \left\| \Delta u(t) \right\|_{H^{\max\left(r, \frac{7}{2} \right)}}.\]

**Proof.** In the sequel we use Lemma 3.2, Lemma 3.3, Lemma 2.1 more than once if necessary, and Proposition 5.1. We can write \(a_{i,j}(\overline{u_2(t)}, t) = C_{i,j}(\overline{R(u_2(t), t)}(\partial_x F(u_2(t), t)))\)

with \(C_{i,j} \in \mathbb{R}\) and \(R(u_2(t), t)\) a product of derivatives of \(F\) evaluated at \((\overline{u_2(t), t})\).

Clearly (10.23) holds. We have \(\Delta a_{i,j}(t) = X + Y\) with
\[X := \frac{R(u_1(t), t) - R(u_2(t), t)}{(\partial_x F(u_1(t), t))}, \text{ and} \]
\[Y := \frac{R(u_2(t), t)\left( (\partial_x F(u_2(t), t)) - (\partial_x F(u_1(t), t)) \right)}{(\partial_x F(u_2(t), t))}.\]

We have
\[\left\| X \right\|_{H^r} \lesssim \left\| R(u_1(t), t) - R(u_2(t), t) \right\|_{H^{\max\left(r, \frac{7}{2} \right)}}, \]
\[\lesssim \left\| \Delta u(t) \right\|_{H^{\max\left(r, \frac{7}{2} \right)}}.\]

We have
\[\left\| Y \right\|_{H^r} \lesssim \left\| R(u_2(t), t)\left( (\partial_x F(u_2(t), t)) - (\partial_x F(u_1(t), t)) \right) \right\|_{H^{\max\left(r, \frac{7}{2} \right)}}, \]
\[\lesssim \left\| R(u_2(t), t) \right\|_{H^{\max\left(r, \frac{7}{2} \right)}} \left\| (\partial_x F(u_2(t), t)) - (\partial_x F(u_1(t), t)) \right\|_{H^{\frac{7}{2}}}, \]
\[+ \left\| R(u_2(t), t) \right\|_{H^{\frac{7}{2}}} \left\| (\partial_x F(u_2(t), t)) - (\partial_x F(u_1(t), t)) \right\|_{H^{\max\left(r, \frac{7}{2} \right)}}, \]
\[\lesssim \left\| \Delta u(t) \right\|_{H^{\max\left(r, \frac{7}{2} \right)}}.\]
Hence \(10.24\) holds.

Let \(Z_{i,j}(t)\) be the term of the sum \(\Delta S_0(t)\) determined by \(i\) and \(j\). We see from Lemma \(2.4\) that

\[
(10.25) \quad \|Z_{i,j}(t)\|_{H^r} \lesssim \|\Delta u(t)\|_{H^\infty} + \|u_0(t)\|_{H^\infty} \|\Delta u(t)\|_{H^\infty} \alpha \sup_{m \in \{0,1,2\}} \|\partial_x^m u_1(t)\|_{H^\infty} \alpha
\]

Hence we see from \(10.24\) and \(10.24\) that

\[
\|\Delta S_0(t)\|_{H^r} \lesssim \|\Delta u(t)\|_{H^{\max(r,6,\frac{5}{3})}}
\]

Let \(Z_{i,j}(t)\) be the term of the sum \(\Delta S_m(t)\) determined by \(i\) and \(j\). We have

\[
\|Z_{i,j}(t)\|_{H^r} \lesssim \|a_{i,j}(u_2(t),t)\|_{H^r} \|u_1(t)\|_{H^\infty} \alpha \|u_2(t)\|_{H^\infty} \alpha \sup_{m \in \{0,1,2\}} \|\partial_x^m u_1(t)\|_{H^\infty} \alpha
\]

Using also \(10.19\) and \(10.23\) we get

\[
\|\Delta S_m(t)\|_{H^r} \lesssim \|\Delta u(t)\|_{H^{\max(r+6,\frac{5}{3})}}
\]

Let \(Z_{i,j}(t)\) be the term of \(\tilde{S}_m(t)\) defined by \(i\) and \(j\). We have

\[
\|Z_{i,j}(t)\|_{H^r} \lesssim \|Q_{i,j}(t)\|_{H^r} + \|c_{m,i,j}(t)\|_{H^\infty} + \|Q_{i,j}(t)\|_{H^\infty} \|c_{m,i,j}(t)\|_{H^r}
\]

There exist polynomials \(S_i(u_2(t),t)\) for \(i \in \{1,2\}\) in \(u_2(t), \partial_x u_1(t), \partial_x^2 u_1(t), \partial_x^3 u_1(t)\), derivatives of \(F\) evaluated at \(u_1(t)\), and \(\partial_{x} F \left(u_1(t), t \right)\) such that \(c_{m,i,j}(t) := \Delta (\partial_x^2 u_1(t))^m S_i(u_1(t), t) S_j(u_2(t), t)\). \(10.20\) yields
Lemma 11.1. Let

\[ \|c_{m, j}(t)\|_{H^r} \]

\[ \lesssim \|\triangle (\partial_\omega \partial_x^m u)^m (t)\|_{H^r} \|S_2(u_2(t), t)\|_{H^{\frac{1}{2}+}} \|S_1(u_1(t), t)\|_{H^{\frac{1}{2}+}} + \cdots \]

\[ + \|\triangle (\partial_\omega \partial_x^m u)^m (t)\|_{H^{\frac{1}{2}+}} \|S_2(u_2(t), t)\|_{H^{\frac{1}{2}+}} \|S_1(u_1(t), t)\|_{H^r} \]

\[ \lesssim \epsilon_1 \|\Delta u(t)\|_{H^{\text{max}}((\frac{3}{2}+m)\cdot r+m+4)} \]

\[ + (\epsilon_2 - \epsilon_1) \|u_2(t)\|_{H^{\text{max}}((\frac{3}{2}+m)\cdot r+m+4)} \|\Delta u(t)\|_{H^{\text{max}}(r+m+3, (\frac{3}{2}+m)+)}. \]

Hence we also get

\[ \|\Delta S_m(t)\|_{H^r} \lesssim \|\Delta u(t)\|_{H^{\text{max}}(r+6, \frac{15}{4}+)} \].

This implies that \([\text{III.12}]\) holds.

11. Appendix

In this appendix we prove the following lemma:

Lemma 11.1. Let \( I \) be an interval such that \(|I| \leq 1\). Let \( k' \geq 0 \). Let \( K \in \mathbb{R}^+ \). Let \( f \) and \( g \) be two functions such that \( \|(f, g)\|_{H^{\frac{3}{2}+} \times H^{\frac{3}{2}+}} \leq K \). Then the following holds:

- There exists \( C := c(K) > 0 \) such that for all \( t_1, t_2 \in I \)

\[ \|X(f, g, t_1, t_2)\|_{L^\infty} \leq C \left( |t_2 - t_1| + \|f - g\|_{H^{\frac{3}{2}+}} \right). \]

Here \( X(f, g, t_1, t_2) := \left| \partial_\omega F(f, t_2) \right| - \left| \partial_\omega F(g, t_1) \right| \).

- Let \( \delta > 0 \). There exists \( C := c(K, \delta) > 0 \) such that for all \( t_1, t_2 \in I \) satisfying \( \delta(f, t_2) \geq \delta \) and \( \delta(g, t_1) \geq \delta \) we have

\[ \|Y(f, g, t_2, t_1)\|_{L^\infty} \leq C \left( |t_2 - t_1| + \|f - g\|_{H^{\frac{3}{2}+}} \right). \]

Here

\[ Y(f, g, t_2, t_1) := \left| \partial_\omega F(f, t_2) \right| \left[ \frac{P(f, t_2)}{\partial_\omega F(f, t_2)} \right]_{\text{ave}} - \left| \partial_\omega F(g, t_1) \right| \left[ \frac{P(g, t_1)}{\partial_\omega F(g, t_1)} \right]_{\text{ave}}. \]

- Let \( \tilde{\delta} > 0 \). Let \( t \in I \). Assume that \( \delta(f, t) \geq \tilde{\delta} \) and \( \delta(g, t) \geq \tilde{\delta} \). Then there exists \( C := c(K, \tilde{\delta}) > 0 \) such that \( Z(f, g, t) \leq C \|f - g\|_{H^{\frac{3}{2}+}} \). Here

\[ Z(f, g, t) := \left| \frac{P(f, t)}{\partial_\omega F(f, t)} \right|_{\text{ave}} - \left| \frac{P(g, t)}{\partial_\omega F(g, t)} \right|_{\text{ave}}. \]

Remark 11.1. The proof shows that one can choose the constants \( C \) to be increasing functions as \( K \) increases. Moreover one can choose the constant \( C \) in the second estimate to be an increasing function as \( \delta \) decreases.

Proof. The bound for \( X(f, g, t_1, t_2) \) results from the triangle inequality \(|X(f, g, t_1, t_2)| \lesssim \left| \partial_\omega F(f, t_2) - \partial_\omega F(g, t_1) \right|\), the Sobolev embedding \( H^{\frac{1}{2}+} \hookrightarrow L^\infty \), and Lemma \([\text{III.3}]\).

We write \( Y(f, g, t_1, t_2) = A_1 + A_2 + A_3 \) with
We see from the embeddings $L^\infty \hookrightarrow H^{\frac{1}{2}+}$ and $L^2 \hookrightarrow L^1$, from Lemma 3.3 and from (3.24) that

\begin{equation}
|A_1| \lesssim \delta^{-1} \left\| \partial_{\omega_3} F \left( \tilde{f}, t_2 \right) - \partial_{\omega_3} F \left( \tilde{g}, t_1 \right) \right\|_{L^\infty} \left\| P(f, t_2) \right\|_{L^2} \\
\lesssim \| f - g \|_{H^{\frac{1}{2}+}} + |t_2 - t_1|.
\end{equation}

Similarly

\begin{equation}
|A_2| \lesssim \delta^{-1} \left\| \partial_{\omega_3} F \left( \tilde{g}, t_1 \right) \right\|_{L^\infty} \left\| P(f, t_2) - P(g, t_1) \right\|_{L^2} \\
\lesssim \| f - g \|_{H^{\frac{1}{2}+}} + |t_2 - t_1|.
\end{equation}

Similarly

\begin{equation}
|A_3| \lesssim \delta^{-2} \left\| \partial_{\omega_3} F \left( \tilde{g}, t_1 \right) \right\|_{L^\infty} \left\| P(g, t_1) \right\|_{L^2} \left\| \partial_{\omega_3} F \left( \tilde{f}, t_2 \right) - \partial_{\omega_3} F \left( \tilde{g}, t_1 \right) \right\|_{L^2} \\
\lesssim \| f - g \|_{H^{\frac{1}{2}+}} + |t_2 - t_1|.
\end{equation}

We have $Z(f, g, t) \lesssim B_1 + B_2$ with $B_1 := \int_T \frac{|P(f, t) - P(g, t)| |\partial_{\omega_3} F(\tilde{g}, t)|}{|\partial_{\omega_3} F(\tilde{f}, t)| |\partial_{\omega_3} F(\tilde{g}, t)|} dx$ and $B_2 := \int_T \frac{|P(g, t)| |\partial_{\omega_3} F(\tilde{f}, t) - \partial_{\omega_3} F(\tilde{g}, t)|}{|\partial_{\omega_3} F(\tilde{f}, t)| |\partial_{\omega_3} F(\tilde{g}, t)|} dx$. Hence from $L^1 \hookrightarrow L^2$, $L^\infty \hookrightarrow H^{\frac{1}{2}+}$, Lemma 3.3 and (3.24), we get $Z(f, g, t) \lesssim \| f - g \|_{H^{\frac{1}{2}+}}$.

\[\square\]
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