Single image dehazing using local linear fusion
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Abstract: The authors propose a new single image dehazing method. Different from image restoration and image enhancement methods, their method is based on the idea of image fusion. Image dehazing is to remove the influence of the haze between the scene and the camera. First, combined with the depth information, the haze layer is subtracted in the hazy image to improve the colour saturation, which produces the first input image. Then, the gamma correction is used on the grey image. Second, the details of the gamma correction image are enhanced to produce the second input image. Finally, the two input images are fused by local linear model to obtain the final restored image. Experimental results show that the restored image has high contrast, rich details, and without colour distortion in the sky area.

1 Introduction

Due to the absorption and scattering effects of the particles in the hazy scene, the quality of the captured image degrades seriously. Degraded images often suffer from low contrast, less details and so on, and thus, failing to meet people's needs such as target recognition, feature extraction. Scholars are paying more attention to the image dehazing algorithms.

Considering whether based on the physical imaging model or not, the image dehazing algorithm can be roughly divided into two categories. One is image restoration, and the other is image enhancement. Fattal et al.\textsuperscript{[1]} used the assumption that surface shading and transmission were not correlated in the local window. They used independent component analysis\textsuperscript{[2]} and Markov random field model\textsuperscript{[3]} to estimate the transmission. This method is based on the statistical characteristics of the data. It heavily relies on the quality of the input image and could not deal with the thick haze images and the low signal-to-noise ratio images. Tan \textsuperscript{[4]} proposed an automatic dehazing algorithm based on a single image according to two basic observations: first, the clear or enhanced images usually have higher contrast than foggy images. Second, the air-light changes smoothly in a small local area. They do not take into account colour restoration, which makes the enhanced image unnatural. Since the patch-based operation is used to estimate the air-light model, some 'halo' effect can also appear in the resulting image especially in depth discontinue areas. The dark channel prior (DCP) method proposed by He et al.\textsuperscript{[5]} is based on the physical model considers the effect of the depth information, and has a good restoration result. However, this method cannot deal with images with large white areas and the sky regions well. Li et al.\textsuperscript{[6]} proposed a sky region prior, obtaining the sky region by processing colour edge detection, and putting forward a new colour normalisation method to avoid colour distortion. However, this algorithm is time-consuming and may not satisfy a minority of non-sky-region images. Ma et al.\textsuperscript{[7]} estimated the initial transmission properly based on latent region-segmentation and refined the estimated initial transmission by an objective function with a novel weighted L1-norm regularisation term. They also defined an evaluation function to estimate the reliable global atmospheric light. However, this method cannot reliably distinguish pixels which are heavily haze contaminated, so sometimes it makes pixels supersaturated. Tarel and Hautiere\textsuperscript{[8]} used the median filter to replace the minimum filter in He's. However, the median filter causes fuzz and expansion at the edge area. Meng et al.\textsuperscript{[9]} improved the DCP dehazing algorithm by imposing an inherent boundary constraint on the transmission function and used the weighted L1-norm-based contextual regularisation method to optimise the transmission. The results show richer details than He's. However, it suffers from colour distortion problem in the sky area. Kim et al.\textsuperscript{[10]} proposed an optimised contrast enhancement algorithm for hazy image clarity processing. This algorithm has good robustness and clear image restoration result. It can deal with the sky region well, but it is easy to lose details in the dark places.

For image enhancement\textsuperscript{[11, 12]}, retinex is first proposed by Land and McCann\textsuperscript{[13]}, which was a model that described the invariance of colour. Retinex could efficiently handle low-brightness blurred images. However, it was a very complex algorithm\textsuperscript{[14]}. Histogram equalisation (HE) was a simple but effective dehazing method, which expand the pixel dynamic distribution range. HE could be divided into two categories: the global HE and the local HE. Jun and Rong\textsuperscript{[15]} used the global algorithm to enhance the contrast. It could enhance the global contrast, but could not handle the contrast of the local regions well. Local HE\textsuperscript{[16]} could enhance the contrast of each part of the image and overcome the shortcomings of global transformation. However, local processing had the problem of block effect, large computation and colour distortion.

Our algorithm is based on the idea of image fusion. First, combined with the rough depth information, the hazy image subtracts the haze layer to enhance the colour saturation to produce the first input image. Then, the gamma correction is used on the grey image and the details are increased. In this way, the second input image is produced. Under the assumption that the transmission is consistent in a small local area, we find that the physical imaging model satisfies the local linear model. Finally, as the colour of the first input image is over corrected, the two input images are fused together by the local linear model to solve this problem and obtain the restored image. The flowchart of the algorithm in this paper is shown in Fig. 1.

2 Dehazing using local linear image fusion

2.1 Physical imaging model

Koschmieder\textsuperscript{[17]} first proposed the physical imaging model. Narasimhan and Nayar\textsuperscript{[18]} suggested that the scattering coefficient can be considered as a constant in homogeneous atmosphere, and simplified the physical imaging model as

\[ I(x) = J(x) T(x) + A(1 - r(x)) \]  \hspace{1cm} (1)
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where $x$ is the pixel point, $I$ is the observed image, $J$ is the hazy-free image without atmosphere pollution, $A$ is the atmospheric light of the scene, $t$ is the transmission of the scene, who is related to the atmospheric light scattering coefficient and the distance between the object and the camera, expressed as

$$t = e^{-\beta d(x)}$$

(2)

where $\beta$ is the scattering coefficient of the atmosphere and $d$ is the scene depth. Generally assuming, the atmospheric light and particles in the air are uniformly distributed and $\beta$ is a constant. Since $I(x)$ is known, the hazy-free image $J(x)$ can be calculated through (1) after $A$ and $t(x)$ are estimated. It is an ill-posed equation obviously. The estimated $t(x)$ and $A$ depending on prior information are usually not accurate enough. So sometimes the restored images appear colour distortion in some regions. In this paper, we prefer to enhance the hazy image by local linear fusion, rather than estimate the accurate $t(x)$ and $A$.

### 2.2 Enhance the colour saturation to produce the first input image

Intuitively, removing haze is to remove the haze between the scene and the camera and the hazy-free image should have more saturated colour. Guided by this principle, we remove the haze combining with rough depth information to improve the image colour saturation.

#### 2.2.1 Get the rough depth map

According to the imaging principle in the hazy weather, the dense haze regions usually have larger image pixel value. He et al.’s [5] DCP theory thought that the dark channel map reflected the thickness of the haze, so the depth map can be approximately represented by dark channel map. He et al. used the minimal filter to obtain the dark channel map, and this resulted that there was edge diffusion phenomenon at the depth abruption region: the edge spread to the side with larger pixel value, resulting in halo effects in the restored image. In order to avoid this phenomenon, guided filter [19] is used to optimise the dark channel map, but there is still halo effect in depth rapidly changed areas as shown in the red rectangle in Fig. 2b. The proposed method uses the tree filter [20] to produce the rough depth map. The minimal channel image $I_{\text{min}}$ (selecting the smallest value in the RGB channels) is filtered by the tree filter which is an edge-preserving filter. We take the filter result as the rough depth map $t_{\text{deep}}$ (‘depth map’ is not a true depth map. It is just a symbol that shows the rough depth information.). Fig. 2c shows the result after dealing with tree filter. Compared with Fig. 2b, we can see that the halo effect has been corrected to a large extent.

#### 2.2.2 Haze removal using the rough depth map

According to the haze imaging model, the reason why contrast and the colour information of the hazy image are weakened is that the increased atmospheric light. To avoid producing black spots in the final dehazed image, the max() operation is applied. Combining the rough depth information, the haze is subtracted from the three RGB channels, respectively, as

$$I_{\text{first}, R}(x) = \varphi_1 \left( \max \left( I_{\text{gray}}, I_{\text{B}}(x) \right) - I_{\text{A}, R}(x) \right)$$

$$I_{\text{first}, G}(x) = \varphi_2 \left( \max \left( I_{\text{gray}}, I_{\text{B}}(x) \right) - I_{\text{A}, G}(x) \right)$$

$$I_{\text{first}, B}(x) = \varphi_3 \left( \max \left( I_{\text{gray}}, I_{\text{B}}(x) \right) - I_{\text{A}, B}(x) \right)$$

(3)

where $I_{\text{A}, R}$, $I_{\text{A}, G}$ and $I_{\text{A}, B}$ are the colour enhanced images after removal the haze in each channel. $I_{\text{B}}$ is the first input image. The max() operation means pick out the maximal number in the bracket. $I_{\text{R}}$, $I_{\text{G}}$ and $I_{\text{B}}$ are the original images of each colour channel. $I_{\text{gray}}$ is the average pixel value of the grey hazy image. $I_{\text{A}, R}$, $I_{\text{A}, G}$ and $I_{\text{A}, B}$ are the degrees of haze in each channel. $\varphi_1$, $\varphi_2$ and $\varphi_3$ are the adjustment parameters, in order to improve the overall brightness of the image and they can be calculated as

$$\varphi_1 = \text{power}(\lambda_1 \times I_{\text{gray}}, 1/ \max \left( I_{\text{gray}}, I_{\text{B}}(x) \right))$$

$$\varphi_2 = \text{power}(\lambda_2 \times I_{\text{gray}}, 1/ \max \left( I_{\text{gray}}, I_{\text{G}}(x) \right))$$

$$\varphi_3 = \text{power}(\lambda_3 \times I_{\text{gray}}, 1/ \max \left( I_{\text{gray}}, I_{\text{B}}(x) \right))$$

(4)

where power is the power operation. $\lambda_1 \times I_{\text{gray}}$, $\lambda_2 \times I_{\text{gray}}$ and $\lambda_3 \times I_{\text{gray}}$ are the base numbers, $1/ \max \left( I_{\text{gray}}, I_{\text{R}}(x) \right)$, $1/ \max \left( I_{\text{gray}}, I_{\text{G}}(x) \right)$ and $1/ \max \left( I_{\text{gray}}, I_{\text{B}}(x) \right)$ are the power numbers. $\lambda_1$, $\lambda_2$ and $\lambda_3$ are the scaling factors and we set them to five in all the experiments.
The thickness of the haze increases with the increasing distance. Thus, the haze degrees of each channel should be variables related to the depth information. We take the product of the average pixel value in the RGB three channels and the rough depth map $I_{\text{deep}}$ as the estimation of the degree of the haze. We use (5) to obtain the degree of the haze

$$
I_{A,R}(x) = \gamma I_{\text{gray}} \times I_{\text{deep}}(x)
$$

$$
I_{A,G}(x) = \gamma I_{\text{gray}} \times I_{\text{deep}}(x)
$$

$$
I_{A,B}(x) = \gamma I_{\text{gray}} \times I_{\text{deep}}(x)
$$

where $I_{\text{deep}}$ is the rough depth map obtained in Section 2.2.1.

As shown in Fig. 3, compared with the original hazy image, the images removed the haze improve the colour saturation, contrast and show better structure information. There is also one question that the colour of the processed images suffers from over-saturated problem. We will deal with this problem in Section 2.4.

2.3 Gamma correction and adding details to produce the second input image

2.3.1 Gamma correction: The hazy image shows higher brightness in the areas of large imaging distance and the structure information of the distant object is drowned in these areas. In order to decrease the brightness and enhance the structure information of these areas, Gamma correction is used on the grey hazy image, which can be called directly from Matlab. The Gamma curve is a special tone curve. The brightness of the output image can be adjusted by $\gamma$. When the $\gamma = 1$, the curve is a straight line at 45° to the coordinate axis, which means that the brightness of the input and output image are same. When $\gamma > 1$, it will cause the output to be darkened and the high grey area dynamic range increases, vice versa. Combined with the characteristics of hazy image, we should set $\gamma > 1$. The overall brightness of the grey image after Gamma correction is decreased but the structure information in bright regions becomes more obvious as shown in Fig. 4

$$
I_{\text{gam}}(x) = \text{Gammap}(I_{\text{gray}}(x), \gamma)
$$

where $I_{\text{gray}}$ is the grey hazy. $I_{\text{gam}}$ is the image applying gamma correction to grey hazy image. $\gamma$ is the adaptive correction parameter. We set $\gamma$ as follows:

$$
\gamma = \phi \times I_{\text{gray}}
$$

where $I_{\text{gray}}$ is the average pixel value of the grey hazy image. We set $\phi = 6$ in all the experiments. From the Gamma correction curve, we can see that the brighter the picture, the darker it can be adjusted.

2.3.2 Enhance details of the hazy image: In addition to lower contrast, hazy image has a serious problem that the details are lost. In this section, we will solve this problem.

(i) Get local contrast map

After smoothed, an image will lose details, but if we use the original image to subtract the smoothed image we will get the detail map. So, we use guided filter on $I_{\text{gam}}$ (obtained in Section 2.3.1) to smooth image, keeping the structure information and eliminating the details and noise. Based on this idea, we obtain the following local contrast map:

$$
I_{\text{local}}(x) = I_{\text{gam}}(x) - I_{\text{smooth}}(x)
$$

where $I_{\text{local}}$ is the local contrast map. $I_{\text{smooth}}$ is the image after guided filter operation on $I_{\text{gam}}$.

(ii) Enhance detail information

In this section, the local contrast map is used to enhance the details of the hazy image. The local contrast map is added to $I_{\text{gam}}$ to enhance the detail information. The detailed enhanced image is the second input image of the fusion process. We sign it as $I_{\text{second}}$ (we set $\delta = 5$).

$$
I_{\text{second}}(x) = \times I_{\text{local}}(x) + I_{\text{smooth}}(x)
$$

Figs. 4c and 5 show that the restored image has more details after enhancing details.

2.4 Image fusion

The hazy subtracted image improves the contrast and the colour saturation, but the colour is over saturated as shown in Fig. 3b. Inspired by the idea of image fusion, we take the image subtracted the haze layer as the first input image, and the enhanced the details grey image as the second input image, using local linear model to fuse these two images. This operation can eliminate the phenomenon of color distortion and enrich details of the restored image.

In [19], the concept of guided filter is proposed, which assumes that the output image has a local linear relationship with the guide image. Here, we assume that the colour saturated image $I_{\text{first}}$ has the relationship with the haze-free image $J$ as (1). Under the assumption that the transmission $f(x)$ is a constant in a local area, we find that the hazy imaging process satisfies the local linear model. Then we get

$$
I_{\text{first}}(x) = a_0 f(x) + b_0, \quad x \in \Omega(k)
$$
where \( a_k = r(x) \), \( b_k = A(1 - r(x)) \), \( r(x) \) is a constant in the local block \( \Omega(k) \), and the atmospheric light \( A \) is a constant, so \( b_k \) is fixed in the small region. The linear relationship is reversible, so (10) can be transformed as

\[
J(x) = a_d I_{\text{first}}(x) + b_d, \quad y \in \Omega(d)
\]

where \( a_d = 1/A, b_d = -b_d/A \), and \( a_d \) and \( b_d \) are invariants in the local window. We can have \( J(x) = a_d J(x) = b_d \), meaning that dehazed image preserves the structure information of the hazy image.

To obtain the linear coefficients \((a_d, b_d)\), we need some other constraints. We model the dehazed image \( J \) as the second input image \( I_{\text{second}} \) subtracting some noises \((\eta_k, \eta_l, \eta_h)\) as

\[
\begin{align*}
J_d(x) &= I_{\text{second}}(x) - \eta_d(x) \\
J_b(x) &= I_{\text{second}}(x) - \eta_b(x) \\
J_h(x) &= I_{\text{second}}(x) - \eta_h(x)
\end{align*}
\]

We seek a cost function (13) to minimise the difference between \( J \) and \( I_{\text{second}} \) while maintain the linear model:

\[
E(a_d, b_d) = \sum_{x \in w_d} ((a_d I_{\text{first}}(x) + b_d - I_{\text{second}}(x))^2 + \epsilon a_d^2)
\]

where \( w_d \) is the \( d \)th local window in the image. \( \epsilon \) is a penalising parameter, to prevent the \( a_d \) too large. We set it to \( \epsilon = 10^{-5} \) in this paper. Using linear regression, the solution of linear parameters \((a_d, b_d)\) is given as

\[
a_d = \frac{(1/|w|) \sum_{x \in w} I_{\text{first}}(x) I_{\text{second}}(x) - \mu_d \Gamma_{\text{Gam},d}}{\sigma_d^2 + \epsilon}
\]

\[
b_d = \bar{I}_{\text{Gam},d} - a_d \mu_d
\]

where \( \mu_d \) and \( \sigma_d^2 \) are the average and variance of \( I_{\text{first}} \) in \( a_d \). \( |w| \) is the number of pixels in \( a_d \), equalling to \( r \times r \) in quantity \( r \) is the fusion radius. In this paper, we set \( r = \text{round}(\text{max}(w, h)/8) \), where \( w \) and \( h \) are the width and high of the image, respectively. Therefore, the fusion window can automatically be adjusted with the size of picture. \( \bar{I}_{\text{Gam},d} \) is the mean of \( I_{\text{second}} \) in \( a_d \).

However, a pixel \( x \) is involved in all the overlapping windows \( a_d \) covered \( x \), so the values of \( a_d \) and \( b_d \) are not identical in different windows. Therefore, we average all the possible values of them. In order to adjust the colour of \( I_{\text{first}} \), and maintain the colour and structure information of \( I_{\text{first}} \). We use (16) to calculate \( J \)

\[
J(x) = \frac{1}{|w|} \sum_{a_d \in w} (a_d + b_d) \times I_{\text{first}}(x) + b_d
\]

where \( d \) is the variable local window, which covers the pixel \( x \). \((a_d, b_d)\) change with \( d \). \( \eta \) is an adaptive parameter, set to \( \eta = \min(1 - I_{\text{first}}(x)) \), which ensures the restored image \( J \) is more closer to the first input image \( I_{\text{first}} \) and remain structure information to a large extend. After the fusion process, the colour over-saturated problem could be corrected and the final colour saturation and detail enhanced haze-free image is obtained. Fig. 6 shows the flowchart of the fusion process and Fig. 7 is the dehazed results with the proposed method.

### 3 Test and analyse this method

In order to evaluate the performance of the proposed method, we select some classical algorithms [5, 8] and the latest excellent algorithms [9, 10] to do contrast experiments. All the results are the primary results without post-processing.

#### 3.1 Subjective evaluation

Fig. 8 is the processed result to the synthetic hazy images. Fig. 9 shows experimental results on the thin haze images. Fig. 10 is the experimental results on the thick haze images.

Comparing the different results in Fig. 8, we can find that the results of Meng et al.’s method are the closest to the haze-free images, but in Figs. 9 and 10, we can find the Meng et al.’s method is not good at dealing with the sky regions. It is easy to find that the He’s method has a good effect on dehazing, but the sky regions are also not well processed, as shown in Fig. 10.3b. The details of the He’s algorithm are fewer than Meng’s and our method. The dehazing effects by Tarel are not as good as Meng’s and our method as shown in Figs. 9.2c and 9.3c. In addition, the image...
Fig. 8 Processed results on the synthetic hazy images
(a) Hazy images, (b) True images without haze, (c) He et al. results, (d) Tarel et al. results, (e) Meng et al. results, (f) Kim et al. results, (g) Proposed results

Fig. 9 Processed results on thin hazy images
(a) Thin hazy images, (b) He et al. results, (c) Tarel et al. results, (d) Meng et al. results, (e) Kim et al. results, (f) Proposed results

Fig. 10 Processed results on thick hazy images
(a) Thick hazy images, (b) He et al. results, (c) Tarel et al. results, (d) Meng et al. results, (e) Kim et al. results, (f) Proposed results
It is necessary to give an objective evaluation to the experiment results. The image quality assessment criterion can be divided into two categories: reference image quality assessment [21, 22] and no-reference image quality assessment [23]. In the field of image dehazing, the no-reference metric is widely used.

A clear image should have clear edges, rich details etc. Well dehazed images should also have these features. Based on these analyses, we selected the following five objective evaluation methods.

(i) Blind assessment indicator

In [24], \((e, \bar{r})\) are proposed to evaluate the enhanced degree of image edges which represent the enhanced degree of image visibility. \(e\) is the increased rate of the visible edge of the dehazed image. \(\bar{r}\) is the degree of increased gradient in the dehazed image. Large \(e\) and \(\bar{r}\) values mean good visibility of the dehazed image

\[
e = \frac{n_e - n_o}{n_o} \tag{17}
\]

\[
\bar{r} = \exp\left(\frac{1}{n_{\bar{r}}} \sum_{r \in \xi} \log r\right) \tag{18}
\]

where \(n_o\) and \(n_e\) are the number of visible edges in the dehazed image and the original hazy image, respectively. \(r = \Delta I^o/\Delta I^r\). \(\Delta I^o\) and \(\Delta I^r\) are the gradient in the dehazed image and the original hazy image, respectively. \(\xi\) is the set of the visible edges in the dehazed image.

(ii) Image visibility measurement (IVM)

IVM is another new evaluation method proposed by Yu et al. [25] based on the blind evaluation. This method is based on segmentation of visible edges. Large IVM value means the good dehazed effect

\[
IVM = \frac{n_i}{n_{total}} \log \sum_x C(x) \tag{19}
\]

where \(n_i\) is the number of visible edges, \(n_{total}\) is the total number of edges, \(\xi\) is the region containing the visible edges, and \(C(x)\) is the average contrast.

(iii) Image contrast

The contrast of the hazy-free picture is higher than that the hazy image. The higher the contrast of an image, the clearer the image is. Thus the contrast is also an important indicator to assess dehazed image. Tripathi and Mukhopadhyay [26] used the contrast gain [27] to compare the images processed by different dehazing algorithms. The larger the \(C_{\text{gain}}\), the higher the contrast of the dehazed image

\[
C_{\text{gain}} = C_j - C_i \tag{20}
\]

where \(C_j\) and \(C_i\) are the average contrast of dehazed image and the hazy image, respectively.

(iv) Visual contrast measure (VCM)

Rahman et al. [28] proposed a VCM to evaluate the quality of the restored image. The larger the VCM value is, the better the visibility of the image is, and the clearer the image is.

\[
VCM = 100 \times \frac{R_i}{R_i} \tag{21}
\]

where \(R_i\) is the number of local region where the standard deviation is greater than the given threshold value. \(R_i\) is the total number of the regions.

(v) Structural similarity index (SSIM)

SSIM is an index to evaluate the similarity of two images. The large the SSIM value means the high the similarity degree of the two images. If a clear haze-free image is used as a reference, the SSIM value is better to close 1. However, we use the hazy image. Thus, we consider that the smaller SSIM is better.

The above assessment measurements are used to evaluate the results of all the restored images in Figs. 9 and 10.

Through the comparison of the data our method shows satisfactory results in Tables 1 and 2. We can see that the values of SSIM are the lowest in the tables except in Fig. 10.3, which indicate our method can remove fog in a large degree. The rest of the evaluation values is mostly the best values. Except lower than Tarel's in Fig. 10.3, the \(r\) values of the proposed method are the highest in all the tables which indicates that the proposed algorithm can add more details. The \(e\) of Tarel's algorithm in Fig. 9.4 is the highest, but we observe that the corresponding restored images in Fig. 9.4c is not the best. There is some fog around leaves in Fig. 9.4c. The \(e\) of Meng in Fig. 10.2 is also the highest, but we notice that the corresponding dehazed image showing in Fig. 10.2d exists distortion in the sky area. Comprehensively, the proposed method has the best performance in image dehazing.

Table 3 shows the cost on time in different methods. Kim's code is implemented with C programs, others with Matlab. We can see that Kim's method is the fastest. The time-consuming with our algorithm is slower than Kim's, slightly slower than He's, faster than Tarel's and Meng's. Testing platform: PC 64-bit operating system, Intel(R) Core(TM) i3-2350 m CPU.

### 4 Conclusions

In this paper, a new dehazing algorithm using local linear fusion is proposed. First, the haze of the original hazy image is subjected with the depth information to enhance the colour saturation to produce the first input image. Second, since the hazy image is brighter and the details are lost, the Gamma correction of the hazy grey image is performed, which can reduce the overall brightness of the hazy image. Then the denoised Gamma correct image is enhanced details to obtain the second input image. Finally, the two input images are fused together using the local linear model to obtain the hazy-free image.
Table 1 Objective quality assessment of Fig. 10 (the best performance is colored in red)

|     | Fig. 10.1 | Fig. 10.2 | Fig. 10.3 |
|-----|-----------|-----------|-----------|
|     | e | r | C_gain | VCM | SSIM | e | r | C_gain | VCM | SSIM | e | r | C_gain | VCM | SSIM |
| He  | 17 | 1.8 | 0.11 | 26 | 0.78 | 18 | 1.7 | 0.12 | 50 | 0.91 | 11 | 0.9 | 0.07 | 15 | 0.62 |
| Tarel | 32 | 4.1 | 0.32 | 21 | 0.59 | 33 | 3.0 | 0.45 | 32 | 0.63 | 18 | 2.1 | 0.16 | 42 | 0.72 |
| Meng | 20 | 3.2 | 0.35 | 54 | 0.74 | 26 | 2.9 | 0.75 | 42 | 0.60 | 23 | 2.8 | 0.29 | 41 | 0.70 |
| Kim | 30 | 5.0 | 0.47 | 30 | 0.55 | 31 | 4.4 | 0.57 | 56 | 0.54 | 24 | 3.4 | 0.36 | 26 | 0.70 |

Comparing with the image enhancement and image restoration, this method is based on the idea of image fusion and the local linear physical imaging model. This method takes into account the depth information and avoids the complex process of estimating transmission and atmospheric light. The experimental results show that the restored image has high contrast, clear textures and rich details.
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