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Abstract: Tipping bucket rain gauges (TBR) are widely used worldwide because they are simple, cheap, and have low-energy consumption. However, their main disadvantage lies in measurement errors, such as those caused by rainfall intensity (RI) variation, which results in data underestimation, especially during extreme rainfall events. This work aims to understand these types of errors, identifying some of their causes through an analysis of water behavior and its effect on the TBR mechanism when RI increases. The mechanical biases of TBR effects on data were studied using 13 years of data measured at 10 TBRs in a mountain basin, and two semi-analytical approaches based on the TBR mechanism response to RI have been proposed, validated in the laboratory, and contrasted with a simple linear regression dynamic calibration and a static calibration through a root-mean-square error analysis in two different TBR models. Two main sources of underestimation were identified: one due to the cumulative surplus during the tipping movement and the other due to the surplus water contributed by the critical drop. Moreover, a random variation, not related to RI, was also observed, and three regions in the calibration curve were identified. Proposed calibration methods have proved to be an efficient alternative for TBR calibration, reducing data error by more than 50% in contrast with traditional static calibration.
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1. Introduction

An interest among humans in measuring precipitation started in ancient times since this atmospheric process is an important factor in the water cycle and in life, as it has a significant role in hydrological processes [1]. The earliest reference to a rain gauge was in India, in the fourth century before Christ [2]. Nowadays, there are many of different types of gauges used to monitor precipitation, among which TBRs are the most widely used worldwide. Rainfall data are important in various human activities, such as irrigation management, hydrological monitoring, water resource management, flood prevention, flood alert systems, runoff models, the calibration of distributed precipitation measurements, flow early warning systems [3–7], the downscaling of remote sensing precipitation models [8,9], radar calibration–validation [10–13], basin water balance and flood models [14], structure design and profitability in different projects (hydroelectric generation, dam, irrigation, city planning, etc.) [15,16], and other fields where accurate rainfall data with high frequency are needed to improve applications, especially in atmospheric and hydrological management and forecasting.
Modern TBRs have evolved to become one of the most widely used rain gauges worldwide, employed by governmental agencies, airports, industries, farmers, and private individuals [17,18] due to their simple manufacturing structure (based on an electric pulse, a magnet switch mechanism, and a counter), low cost of production, and energy saving (a key element for most of the manufacturing of weather instruments and automation) [19]. However, their main drawbacks are measurement error (which can be significant in heavy rainfall events or during light drizzle); losses from evaporation and wind effects [20–24]; onset time; the sampling procedure; inaccuracy in the determination of the bucket’s rain residue and the stopping of precipitation [25]; maintenance problems (cleaning, colonization by insects or birds); and random errors [26].

In general, an underestimation of the total rainfall can be observed, which is caused by several factors, mainly RI and wind [27]. Underestimation errors can be significant for RI > 25 mm·h⁻¹ [18,19], and they increase nonlinearly as RI increases [17]. Modern TBR designs have made attempts to reduce these errors, modifying the bucket profile and/or using a siphon tube to deliver a pre-set volume of collected water to each bucket [28]. However, they have not avoided the errors even under optimum conditions, but have only minimized them [19,29]. Thus, calibration of TBRs is often needed to guarantee data quality. Rain gauge calibration is a complex interaction (many variables involved) of TBR characteristics, in which correction factors may change from season to season [19]. The most typical calibrations are static and dynamic calibrations.

Static calibration methods are recommended by manufacturers since they are the fastest and the easiest. This type of calibration is based on levelling the rain gauge and adjusting an adjustable stop crew, under the bucket, until a given water volume (added drop by drop with a nozzle) tips the bucket. This procedure is repeated several times until the tipping volume for each bucket fixes the tipping volume expected. This method assumes a constant water volume for tipping the bucket regardless of rainfall intensity. However, Humphrey et al. [17] has pointed out that it is not correct. The specific design and mechanical motion of TBR do not allow the buckets to reposition themselves fast enough after a tip to collect all the rainfall entering the outer funnel. Further, the measured bucket volume may vary regarding the water source (rainwater, tap water, etc.) or according to whether the buckets were initially dry or wet or even whether their surface was pre-treated [18].

Dynamic calibration is based on calibrating the TBR while the bucket is in motion [17]. It compares measured rain gauge rates with actual rainfall rates that have been calculated from applied flow rates, using the rain gauge diameter and the bucket volume. Several effective calibration methods have been proposed over the years: Calder and Kidd [30] suggested a method based on rain gauge parameters (bucket volume and the time between successive bucket tips); Niemczynowicz [29] proposed the equation I = aNb, where I is the measured rain gauge rate, N is the tipping rate, and a and b are fitting parameters. Marsalek [18] determined an analytical expression comparing the nominal rainfall depth increment per tip and the time required for filling the bucket; Humphrey et al. [17] described an automated system performing dynamic calibration; Costello and Williams [31] proposed a method considering a laboratory-determined calibration curve; Luyckx and Berlamont [32] developed an analytical calibration taking into account the relationship between the rain gauge resolution and the slope of its regression line; Shedeckar et al. [33] developed a linear regression and two dynamic calibration techniques; Shimizu et al. [34] developed a generalized correction equation for various TBRs; Syoka [35] developed an algorithm to implement a real-time dynamic volumetric correction based on a “tip interval” and nominal tip volume; Kohfahl and Saaltink [36] compared TBR measurements with a precision lysimeter and a weighing rain gauge. Alternatively, other authors have proposed different calibration methods [14,22,37–46].

Within this framework, this paper aims at understanding the development of the tipping bucket’s mechanical biases in rain gauges related to RI, identifying its causes, and analyzing not only the behavior of water inside the rain gauge, but also its effects on
precipitation measurement, which is accomplished by a semi-analytical approach of TBR functioning, so as to develop, apply, and validate alternative calibration methods to reduce the effects of mechanical biases on TBRs measurements and also to suggest possible changes in instrument design and to allow the design of a compensatory processing algorithm.

2. Materials and Methods

2.1. Tipping Bucket Rain Gauge Characteristics

Two rain gauge models from the same manufacturer (Davis Instruments, Hayward, CA, USA) were studied: Rain Collector II (RC1) and Rain Collector 7852M (RC2). Both, according to the manufacturer, present some similarities such as: 0.2 mm resolution ($D_I$), ±4% accuracy up to 50 mm·h$^{-1}$ and ±5% from 50 to 100 mm·h$^{-1}$, the same funnel orifice cross sectional area ($A$, 0.1963 cm$^2$), and bucket height ($h_b$ = 0.0235 and 0.023 m). However, the main differences between them are the bucket volume $V_t$ = 4.245 (RC1) and 4.28 mL (RC2), collection area $\Omega$ = 212.27 (RC1) and 214 cm$^2$ (RC2), and specifically the linear distance travelled by the bucket during tipping time $h_t$ = 0.0385 (RC1) and 0.0575 m (RC2) [47,48].

The TBRs studied include the following components: the receiver; the tipping-bucket assembly, with circuitry for generating an output signal; and a recorder. The receiver is a funnel that collects rainwater towards the bucket, which is one half of a two-bucket receptacle, pivoted on a cylindrical axis. Once the upper bucket fills up to a specified water amount, the balance tips and the lower bucket moves into a position under the spout, where it carries out the emptying. The bucket’s tipping is set by two calibration stop screws (one for each bucket). Each bucket’s tip generates an electric pulse through a magnetic reed switch to the recorder, and each pulse is set as a nominal amount of rainfall according to the fixed tipping volume [18].

2.2. Rain Gauge Calibration

The two rain gauge models were calibrated with four different methods: a typical static calibration (suggested by the rain gauge manufacturer), a dynamic calibration, a semi-analytic calibration, and a simplified version of the latter. Seventy-eight different RI values from 0 to 900 mm·h$^{-1}$ were used for calibration, and the results of each method were applied over the measured values obtained by the gauge without calibration, as well as contrasted with their equivalent rainfall depth applied during each test (onwards “real values”) through a root-mean-square error analysis (RMSE).

2.2.1. Static and Dynamic Calibrations

Calibrations were performed under laboratory conditions. At first, static calibration was achieved, following the recommendations of the manufacturer and Humphrey et al. [17] by adding water drop by drop to fix a 0.2 mm per tip resolution for each bucket. Then, the dynamic calibration was carried out considering a simple nonlinear regression model between the measured rainfall depth per tip and the gauge-measured RI values, as a mean of the 1-min time measurements used during each test, based on the UNE EN 17277:2021 Standard, although it did not follow the recommendations about the duration of the total test.

A constant-head siphon connected to a nozzle, similar to that used by Sypka [35], was used to maintain a permanent flow rate during the dynamic calibration. The flow rate was calculated by the applied water volume, measured by a precision laboratory balance (±0.1 g resolution, assuming 1 g = 1 cm$^3$) each minute, measured with a ±0.02 s resolution clock, in a custom-made data logger. The flow rate of each test was regulated by a globe valve.

For each TBR model, 33 and 45 experimental tests were performed in RC1 and RC2, respectively, for dynamic calibration at different RIs from 32 mm·h$^{-1}$ to 900 mm·h$^{-1}$. The
durations of the tests were 20 and 10 min for RI < 100 mm·h\(^{-1}\) and RI > 100 mm·h\(^{-1}\), respectively.

2.2.2. Semi-Analytical Calibration

This study proposes a semi-analytical method that considers TBR behavior, and it determines some of the key variables focusing on both physical principles and experimental procedures. The method requires some initial information about rain gauge characteristics (Figure 1), as described in the section below; these were either obtained from the manufacturer’s brochure, determined by experimental methods, or measured with an electronic Vernier caliper gauge (0.01 mm resolution).

Rainfall intensity data increased as different size steps from 0 to 950 mm·h\(^{-1}\) were used for simulation. As in the UNE EN 17277:2021 Standard, the flow rate (Q) applied in the tests can be expressed as RI considering the funnel collection area of each rain gauge (Ω) and vice versa. Therefore, simulated RIs were expressed as Q. However, since at low RI, water through the orifice discharges as drops [32], an experimental procedure was achieved to measure the average volume of water per drop and its variability as a function of RI, which was used to express Q as drops·s\(^{-1}\) in order to estimate the time needed to form a drop (Tfd). Twenty tests were performed at different RIs, ranging from 5 to 200 mm·h\(^{-1}\). For each of them, the constant head siphon supplied 10 mL water through the nozzle to the levelled funnel; in addition, a slow-motion camera located under the funnel (960 fps, 1080 fps resolution) recorded on video the drops falling through the funnel orifice. Then, the videos were analyzed, and drops were counted to estimate the mean drop volume.

If drops fall freely from the funnel to the bucket, once a proper droplet size is reached, the time that it would take for a drop to travel the distance between the funnel and the impact zone on the bucket (h) can be calculated by Newtonian mechanics for free fall as:

\[
t_d = \sqrt{2h/g},
\]

where \(t_d\) is the drop falling time (s); \(h\) is expressed in (m) and \(g\) in (m·s\(^{-2}\)).

If \(t_d > Tfd\), more than one drop will be falling at the same time, which means that the distance travelled for the next falling drop (\(h_{d+1}\)) during \(t_d\) can be determined by Newtonian mechanics (Equation (2)), since the next falling drop time will be \(t_d - Tfd\).

\[
h_{d+1} = v_0 \cdot (t_d - Tfd) + \frac{1}{2} g \cdot (t_d - Tfd)^2,
\]

Figure 1. Tipping bucket rain gauge diagram.
where \(v_0\) is the initial velocity, which would be zero (free fall) as long as water from the funnel falls as droplets; once it falls as a constant trickle, this assumption is no longer valid, and \(v_0\) can be estimated by the ratio between \(Q\) and \(A\) (assuming there are no flow losses in the funnel).

This distance could be larger, shorter, or even null over \(T_{fd}\). Therefore, if \(t_d < T_{fd} = h_{d+1} < 0\), because there is not enough time for a drop to form during \(t_d\); if \(t_d = T_{fd} = h_{d+1} = 0\) means that the drop is just about to fall; and if \(t_d > T_{fd} = h_{d+1} > 0\), the next drop is already falling once \(d\) impacts the bucket and can become a surplus if it falls on the falling bucket. However, to become a surplus, falling water needs extra time to fall a distance where it will be collected by the bucket in movement once the tipping movement is started by the critical drop \((D)\).

The bucket’s movement is circular, so the time it takes to move from its upper position to the stop screw, once a drop triggered its falling movement (tipping movement time; \(t_i\)), will be equal to the time needed to change from one bucket, below the line of droplet fall, to the other. Thus, the time needed to travel the linear distance between the base of the bucket (in an upper position) to the stop screw (\(h_i\)) will be the same time needed to cover the linear distance separating the drops’ impact points in both buckets. Furthermore, if a static calibration was correctly made to set the same \(h_b\) in the buckets, the time in which they are below the droplet line \((t_u)\) or the extra time for the next falling drops to become a surplus will be equal to the time the bucket covers half of the linear distance \(h_i\) (Equation (3); Equation (4) and Figure 1).

\[
t_u = \sqrt{\frac{h_i}{a}},
\]

(3)

where \(a\) is the falling bucket uniform acceleration \((m\cdot s^{-2})\) and \(h_i\) \((m)\).

Assuming \(v_0 = 0:\)

\[
a = \frac{2h_t}{t_d^2} \Rightarrow t_u = \frac{t_d}{\sqrt{2a}},
\]

(4)

The surplus during tipping movement \((St)\) will start once any extra drop is collected by the bucket during the downward motion. For a drop to become a surplus, it needs to fall at least a distance to be located within the bucket movement trajectory (drop catch fall distance, \(hc\)). Thus, the time required by the drops to become a surplus \((ts)\) would be the sum of the critical drop \(t_d\) and \(t_u\) minus the time needed by the drops to fall \(hc\):

\[
t_s = t_d + t_u - \sqrt{\frac{2\left(h - \sqrt{h_b^2 - l^2}\right)}{g}} = \sqrt{\frac{t_d^2}{2h_t} + \frac{2\sqrt{h_b^2 - l^2}}{g}},
\]

(5)

where \(t_d\) and \(t_u\) \((s)\), \(h\) \((m)\), \(h_b\) is the bucket height \((m)\), \(l\) is the linear distance from the middle point of the buckets to the droplet impact zone \((m)\), and \(g\) \((m\cdot s^{-2})\); Figure 1).

Any drop originating during \(ts\) is regarded as surplus; a staggered increment in surplus as a function of RI must be expected since drops only fall in an integer number. \(St\) can be calculated by multiplying \(ts\) and \(Q\) in drop\(^{-1}\).

In addition to \(St\), there is another source of surplus caused by the \(D\) size variation \((Sd)\). Assuming a static force equilibrium on the buckets, the moment of inertia would be just smaller than the equivalent to 0.2 mm, and water from the funnel falls as whole drops (not in fractions); the water surplus caused by the \(D\) size would be included as a drop fraction exceeding the value that breaks the bucket’s equilibrium. Assuming a constant moment of inertia in the buckets, the number of drops needed to start the tipping movement \((ndt)\), as a function of RI, can be estimated with the drop volume \((V_d)\). Consequently, \(Sd\) can be determined (Equation (6)), and the total surplus \((S)\) will be the sum of \(St\) and \(Sd\) (Equation (7)).

\[
Sd = V_d(1 + E(ndt) - ndt),
\]

(6)

where
\[ E : R \rightarrow Z \]
\[ E(x) = \{x\} = \min\{k \in Z \mid x \leq k\} \quad (7) \]
\[ S = St + Sd, \]

Then, the corrected rainfall depth increment per tip (\(Dt'\)) can be calculated considering the accumulated surplus due to the rain gauge’s own operating mechanism (\(St\) and \(Sd\); Equation (8)). Since \(Sd\) is due to the \(D\) size, Equation (7) will be valid within the RI interval, where water falls as drops once it becomes a trickle; \(Sd = 0\) and \(S\) will only depend on \(St\) (Equation (9)).

\[ Dt' = \left(\frac{Vt + S}{Vt}\right) 
\]

where \(Vt\) is the nominal volume needed to tip the bucket.

\[ S = Q \cdot ts, \quad (9) \]

where \(Q\) (mL·s\(^{-1}\)) and \(ts\) (s).

2.2.3. Simplified Method

The increase in drop size and the reduction on \(Tfd\) and \(Sd\) at low RI will generate a staggered increase pattern in \(Dt'\) as RI increases. This staggered pattern can be adjusted through a regression, as in this case by the application of Equation (9) for every RI value (even in the drop interval) to simplify the \(Dt'\) calculation, regarding \(Sd\) as negligible. Therefore, one assumes a constant \(Dt'\) increment caused by the \(Q\) increment at low RI, and \(Dt'\) for every RI can be determined with only one equation, simplifying the calibration procedure:

\[ Dt' = \left(\frac{Vt + (Q \cdot \frac{\partial Dt}{\partial Q})}{Vt}\right) 
\]

where RI is expressed as a flow (\(Q\)) in mL·s\(^{-1}\).

2.2.4. Tipping Movement Characterization

The procedure described in the above section requires \(t_t\); therefore, two experiments were performed: the first experiment determined a “free fall” \(t_0\) and comprised five tests for each rain gauge at low RI to avoid any interference caused by the kinetic energy from the successive drops, or constant trickle, on the tipping mechanism. This requires no extra drop impacts on the bucket in movement \(\{h_{t+1} < 0\}\) to remove the effect of \(t_t\) on the extra kinetic energy. The tested RIs were below 40 and 20 mm·h\(^{-1}\) for RC1 and RC2 (threshold calculated to meet \(h_{t+1} < 0\)), respectively; four repetitions were applied to each test (two for each bucket); thus, there were 20 measurements to determine the average \(t_t\) for each rain gauge. Each test was recorded in a slow-motion video that was watched later frame by frame. The \(t_t\) was measured with a 0.01 s resolution chronometer recorded in the videos, from when \(D\) hit the bucket to when it reached the stop screw.

The second experiment followed the decreasing trend of \(t_t\) as RI increased due to the kinetic energy provided by the impact of the successive extra drops (or trickle). For each TBR, 20 tests were performed within an RI interval from 7 to 478 mm·h\(^{-1}\) in RC1 and from 18 to 466 mm·h\(^{-1}\) in RC2 in four repetitions, resulting in 80 measured values of \(t_t\) per rain gauge. Tests were recorded in a slow-motion video.

Once water falls as a constant trickle, it is difficult to define when the bucket starts to move, so the \(t_t\) values were measured from the time we were able to observe it in the slow-motion video until the bucket impacted the stop screw. This approach guarantees the same error in all measurements. In this way, we can measure the slope of reduction in \(t_t\)
and transpose it to the \( t \) obtained in the first experiment without the effect of the extra kinetic energy.

In both experiments, the RI measured by the gauge was used and water was poured with a nozzle (connected to the constant head syphon), whose diameter was the same as that of the funnel orifice, and it was placed at the same distance to reproduce as much as possible the real gauge conditions to reduce the uncertainty added by the nozzle, regarded as negligible.

2.3. Mechanical Biases under Real Field Conditions

To highlight the effect that mechanical biases can achieve in real conditions, the studied calibration methods were applied to the “Venero Claro” mountain basin (15.53 km\(^2\)), located at the eastern Sierra de Gredos in Central Spain (Figure 2), which is well known in international scientific literature, due to its torrential behaviour, in which topography, elevation, rugged relief, and north orientation characterize its climatic conditions, generating strong rainfall events and causing considerable runoff and flash floods [49].

![Figure 2. Location of the Venero Claro mountain basin and the TBR monitored places within the basin, elevation variation, and isohyets.](image)

Since 2003, ten TBRs have been installed at six different locations across the basin (Figure 2): Arromoro (1831 m a.s.l.), Trampalones (920 m a.s.l.), Peña Parda (1420 m a.s.l.), La Atalaya (1790 m a.s.l.), Collado Morales (1287 m a.s.l.), and La Dehesa (736 m a.s.l.). The first rain gauge models installed were RC1. In October 2006, they were installed in La Atalaya and Peña Parda; in March of 2007 in Trampalones, Arromoro and Collado Morales; in February 2009, in La Dehesa. After 2016, new rain gauges (RC2) were installed in Peña Parda (2016), Arromoro (2017), and Collado Morales (2018). All of them were used in this study.

This paper studies all the recorded rain gauges data until 2019 from the six monitored areas, considering a 30-min average RI interval. Thus, the longest period (over 13 years) corresponded to La Atalaya and Peña Parda, and the shortest (11 years) to La Dehesa. For each area, the error was quantified, as a result of the application of the four methodologies described above, comparing the dynamic and semi-analytical calibration methods with the static calibration recommended by the manufacturer. The application of the methods...
in the basin assumes that the calibration curves for the two rain gauges models are valid for the TBR models located in the basin, which can generate some uncertainty. However, as they are not used for validation, we have considered that all data have the same uncertainty and are valid to understand the magnitude of the error under real conditions.

To characterize RI frequency and distribution along the basin, eight different RI intervals were studied: 10 mm·h⁻¹ amplitude until 20 mm·h⁻¹, 20 mm·h⁻¹ from 20 to 60 mm·h⁻¹, 40 mm·h⁻¹ from 60 to 100 mm·h⁻¹ and 50 mm·h⁻¹ in the remainder. The first intervals were shorter since low RIs were more frequent.

3. Results

3.1. Dynamic Calibration

Once the previous static calibration guaranteed the Dt onset (approximately at 0.2 mm in both buckets), the dynamic calibration curves were obtained (Figure 3). Data from both rain gauges were fitted to a second-order polynomial regression: RC2 with $R^2 = 0.87$ and 0.74 for RC1. The $Dt'$ values were larger in RC2 (up to 0.3 mm per tip) than in RC1 (up to 0.242 mm), probably due to the larger $h_t$, generating a longer $t_t$ and consequently a major surplus. Further, during the experiment storage in the funnel, it was possible to observe more than 540 and 620 mm·h⁻¹ in RC1 and in RC2, respectively.

![Figure 3](image-url)

Figure 3. Non-linear regression obtained by dynamic calibration in laboratory tests. Variation of the rainfall depth per tip: (A) RC1 and (B) RC2. Each point represents a mean Dt value.

3.2. Semi-Analytical Calibration

3.2.1. Drop Size

In both rain gauges, drop size increased in a logarithmic pattern from 0 to 0.15 mL ($R^2 = 0.92$) as RI increased (Figure 4) up to a threshold of between 200 and 210 mm·h⁻¹, where the falling water changed from drops to trickle in both TBRs. This threshold was estimated from the slow-motion videos, as Figure 5 depicts.
Figure 4. The drop size increment as a function of RI.

Figure 5. Example pictures of falling water behavior on the tipping mechanism: (A) a big drop at 198 mm·h$^{-1}$ RI (close to becoming a constant trickle), falling on the static bucket of RC1; (B) constant trickle (210 mm·h$^{-1}$) impacting only the division between buckets of RC1 during the tipping movement; (C) big drop (196 mm·h$^{-1}$) falling in the middle of the buckets of RC2 during the tipping movement; and (D) a constant trickle (215 mm·h$^{-1}$) falling on the bucket of RC2, while the other bucket spills water.

3.2.2. Tipping Time

The mean $t$ value for RC1 was lower than that for RC2, as was expected, since $h_t$ in RC1 (3.85 cm) was shorter than in RC2 (5.75 cm). The mean $t$ for RC1 was 0.68 s, in a range of 0.44 with a standard deviation in which $\sigma = 0.13$ and the CV = 18.9%, and in RC2, it was 1.1 s, in a range of 0.65, $\sigma = 0.18$, and CV = 16.17% (Figure 6).

Figure 6. Box plot of the tipping time at low RI, where no extra drops fell during the tipping movement in both rain gauge models.
At low RI, the \( t_t \) was expected to be constant, as suggested by the WMO [18,19,30], since the experimental tests prevented the kinetic energy effect of falling drops, but it was not. A random unexplained variation was observed, whose trend with RI was not noticeable.

On the other hand as was expected, a decreasing pattern was observed in \( t_t \) when the kinetic energy of the impacting fluid increased as RI increased, which fit a decreasing linear regression with \( R^2 = 0.74 \) and \( R^2 = 0.644 \) for RC1 and RC2, respectively (Figure 7). Although the \( R^2 \) coefficients were below 0.75, their \( t_t \) decreasing tendency was noticeable with a slope of \(-0.0005\) in RC2 and \(-0.0003\) in RC1, and \( t_t \) showed an important reduction trend reaching an average of 40% at 480 mm·h\(^{-1}\) and 43% at 470 mm·h\(^{-1}\) for RC1 and RC2, respectively. The reduction in RC2 was larger due to its intrinsic characteristics, such as a more aerodynamic bucket and/or longer exposure time due to the effect of the falling fluid by virtue of its larger \( h \).

![Figure 7.](image)

**Figure 7.** Tipping time reduction as RI increases. (A) Linear regression of RC1 and (B) RC2.

### 3.2.3. Surplus Water

The surplus water increases as RI increases [17,19] in a stepwise pattern of up to 200 mm·h\(^{-1}\) (Figure 8). Up to three drops in RC1 and five drops in RC2 can be accumulated as \( St \) during \( t_t \) at RI < 200 mm·h\(^{-1}\) (higher intensities produce a constant trickle).

![Figure 8.](image)

**Figure 8.** The relationship of the surplus water increment and RI in number of drops at RI under 200 mm·h\(^{-1}\). Staggered surplus increment during tipping movement and the total surplus amount.

The resulting \( t_d \) values were 0.07280 s and 0.07350 s for RC1 and RC2, respectively. The larger value corresponds to RC2 due to its larger \( h \). These values will remain almost constant while \( t_t \) decreases as RI increases (so \( t_d \) will also decrease); however, the volume of surplus water continues to increase but in a shorter fraction over time since the reduction in \( Tfd \) is larger than that in \( t_t \) (Figure 9). The differences will decrease with RI due to the reduction in the tipping volume as suggested by Calder and Kidd [30]. Therefore, mechanical errors will increase, with surplus water following a polynomial rather than a linear trend, as in dynamic calibration.
Figure 9. The relationship between the rainfall depth per tip and RI increment, obtained by the dynamic calibration method (DC), the semi-analytical calibration (AC), the simplified calibration (SAC) proposed methods, and reference values (REAL) in both RC1 and RC2.

Results from the semi-analytical models were similar to those of dynamic calibration in RC1; they differed mainly at RI > 700 mm·h⁻¹, where their fitting values were smaller than those shown by the dynamic calibration. In RC2, semi-analytical models presented smaller values than those of dynamic calibration; they differed by more than 0.01 mm per tip at some RIs, although these differences were attenuated at low RI, where the simplified method linearized the surplus behavior maintaining the trend of the step data increment (Figure 10).

Figure 10. Rainfall depth increment per tip at RI below 200 mm·h⁻¹, resulting from dynamic calibration (DC), semi-analytical calibration (AC), and simplified (SAC) proposed methods in both RC1 and RC2.

3.3. Root Mean Square Error

Looking at the RMSE analysis, for RC1 the dynamic calibration fitted best with real values in most of the intervals, and the simplified method better simulated the real values in RC2; however, the semi-analytical method had minor errors in the interval from 0 to 100 mm·h⁻¹ in both TBRs, where most of the total precipitation is expected under real conditions (Table 1). Semi-analytical methods presented results that were similar to one another, but also to dynamic calibration results, especially in the first two intervals. On the other hand, the static calibration presented the highest RMSE values for all intervals.
Table 1. RMSE values (in percentage) for different RI intervals (in mm·h\(^{-1}\)). The results with the lowest RMSE are in bold.

| METHOD     | RC1 0–100 | RC1 100–200 | RC1 200–900 | RC1 0–900 | RC2 0–100 | RC2 100–200 | RC2 200–900 | RC2 0–900 |
|------------|-----------|-------------|-------------|-----------|-----------|-------------|-------------|-----------|
| Simplified | 2.7       | 3.3         | 7.8         | 6.6       | 5.2       | 6.0         | 6.5         | 6.3       |
| S-analytical | 2.0     | 3.3         | 7.8         | 6.6       | 5.1       | 6.3         | 6.5         | 6.4       |
| Dynamic    | 2.6       | 2.9         | 3.1         | 2.9       | 5.8       | 6.3         | 9.3         | 7.8       |
| Static     | 4.8       | 6.2         | 13.2        | 10.9      | 9.4       | 14.5        | 38.0        | 28.0      |

Semi-analytical methods and the dynamic calibration were able to reduce errors by more than 40 and 50%, respectively, in contrast with the traditional static calibration suggested by the manufacturer in the two first studied intervals and even more than 70% in the 200 to 900 mm·h\(^{-1}\) interval.

3.4. Assessment of the Rainfall Measurement Errors in Venero Claro Mountain Basin

According to the static calibration method, the annual average precipitation was Arromoro 1120.1 mm; Collado Morales, 892.3 mm; La Atalaya, 1143.4 mm; La Dehesa, 517.7 mm; Peña Parda, 910.7 mm; and Trampalones, 993.4 mm. Most of the precipitation occurred at RI < 10 mm·h\(^{-1}\); then, the percentage of rainfall within the RI intervals tended to decrease as RI increased except in the 150 to 200 mm·h\(^{-1}\) interval, where it increased (Table 2). This could be explained taking into account that even though the highest RIs were less frequent, their heavy rainfall resulted in high water accumulation in a short time; consequently, few high RI events could yield significant rainfall among them, which has a significant influence on measurement error, as suggested Molini et al. [50].

Table 2. Rainfall intensity data distribution in the Venero Claro mountain basin.

| RI Intervals (mm·h\(^{-1}\)) | Arromoro (%) | Collado Morales (%) | La Atalaya (%) | La Dehesa (%) | Peña Parda (%) | Trampalones (%) |
|-----------------------------|--------------|---------------------|----------------|---------------|----------------|-----------------|
| 0–10                        | 64.64        | 53.75               | 63.89          | 67.14         | 67.18          | 32.90           |
| 10–20                       | 4.52         | 9.28                | 3.42           | 3.48          | 8.50           | 4.67            |
| 20–40                       | 1.68         | 6.70                | 2.62           | 3.32          | 6.57           | 4.83            |
| 40–60                       | 0.00         | 2.63                | 3.14           | 1.21          | 2.12           | 6.73            |
| 60–100                      | 1.44         | 1.87                | 4.68           | 0.00          | 1.96           | 14.22           |
| 100–150                     | 5.37         | 1.40                | 1.79           | 5.46          | 1.18           | 9.24            |
| 150–200                     | 0.00         | 0.00                | 3.93           | 3.64          | 3.09           | 4.71            |
| >200                        | 21.84        | 24.36               | 16.54          | 15.74         | 10.50          | 22.69           |

At least 75% of the recorded rainfall on the basin was below 200 mm·h\(^{-1}\) and occurred within the droplet interval, and between 10 and 25% occurred at RI > 200 mm·h\(^{-1}\). Rainfall events above 200 mm·h\(^{-1}\) were more significant in Collado Morales, representing 25% of its recorded precipitation, and less frequent in Peña Parda and La Dehesa, representing 10.5% and 15.7%, respectively.

The static calibration recommended by the manufacturer, in contrast with the other methodologies, generated an underestimation that varied among the monitored places. It reached an error of more than 6% (up to 701 mm or between 55 to 60 mm per year depending on the contrasted methodology) in Collado Morales (the area with the largest incidence of high RI) and about 1% (up to 51.8 mm or 5 mm per year) in La Dehesa (the zone with the lowest elevation and the least incidence of high RI; Table 3). However, for the total amount of data collected in the basin, a 2.05, 2.48, and 2.39% error was observed with the dynamic, semi-analytic, and simplified methods, respectively, in contrast with the static calibration data.
Table 3. Total precipitation (mm) collected in each monitored zone during the study period and measurement error obtained according to different methodologies.

| ZONE          | Static Total mm | Dynamic mm | Semi-Analytical mm | Simplified mm |
|---------------|-----------------|------------|--------------------|---------------|
|               | Static %        | Dynamic %  | Semi-Analytical %  | Simplified %  |
| Arromoro      | 10,888.9        | 11,126.3   | 11,191.3           | 11,177.8      |
|               | 237.4           | 2.2        | 302.4              | 288.9         |
| C. Morales    | 10,432.3        | 11,058.9   | 11,133.3           | 11,119.1      |
|               | 626.6           | 6.0        | 701.0              | 686.8         |
| La Dehesa     | 5515.4          | 5541.6     | 5567.2             | 5558.3        |
|               | 26.2            | 0.5        | 51.8               | 42.9          |
| Peña Parda    | 12,869.8        | 13,072.3   | 13,117.7           | 13,100.4      |
|               | 202.5           | 1.6        | 247.9              | 230.6         |
| La Atalaya    | 14,412.2        | 14,489.5   | 14,561.7           | 14,542.4      |
|               | 77.3            | 0.5        | 149.5              | 130.2         |
| Trampalones   | 7840.8          | 8021.6     | 8077.0             | 8072.4        |
|               | 180.8           | 2.3        | 236.2              | 231.6         |

The increase in the elevation across the basin and orientation affect the annual average rainfall and also appear to influence the incidence of very high RI events. The eastern and middle height location (Collado Morales) presented the largest underestimation; on the contrary, the western, lowest in altitude and flattest location (La Dehesa), the smallest (Figure 11).

Figure 11. Underestimation percentage error for the Venero Claro mountain basin total recorded data, according to the dynamic, the semi-analytical, and the simplified calibration methods, contrasted with the static calibration traditionally employed in the basin. Further, the average between the tree method and the annual average precipitation within the monitored places is presented.

4. Discussion

This study has identified two main sources of surplus water during tipping movement, one caused by the time it takes the bucket to tip (St) since it cannot reposition itself fast enough, and some water is lost generating a surplus due to t1 [17]; and the other generated by the critical drop (Sd), both related to RI variation, especially St. Among other variables, they depend on TBR characteristics described in this work, such as the size of the funnel orifice (this concerns the droplet size and its frequency) and the instrument resolution (the smaller the Vt, the greater the effect of the same drop size in surplus) mentioned by Marsalek and Fankhauser [18,42]. Surplus due to droplet size has the potential to increase S, especially at RI, where there is no St (since t1 is shorter than ts). However, once St appears, Sd can be considered negligible in contrast to St.

Moreover, a random unexplained variation not related to RI, as a source or error, was also identified, which can be significant according to Ciach and Habib et al. [14,40] and can be observed at low RI where t1 is expected to be constant. Since the t1 variation at low RI is not attributed to the kinetic energy effect of falling drops during the tipping movement, it could be explained by other sources such as the buckets’ self-functioning mechanism, drag variations, friction force variation in the fixed axis throughout the experiment,
variability in $D$ size, experimental error during calibration, changes in falling water direction, levelled errors, an incomplete evacuation of water from the tipping bucket or funnel as Sypka [35] suggested, the buckets’ volume variation, water origin, initial conditions of the buckets, wind effects during tests [18,37], among others. However, since this random error seems to be unrelated to RI, it cannot be avoided by the proposed calibration methods. Nevertheless, as Fankhauser [42] affirmed, this random error was small compared to the ones derived from RI or others that were not studied in this work such as wind.

The frame-by-frame analysis of the slow-motion videos let us observe an effect due to the drop size before $D$, whose impact on the bucket generated slight oscillations of the tipping mechanism changing $h_t$ and adding resistance to the bucket falling movement. After a slight oscillation, the bucket tries to return to its initial position, generating an opposite force to that developed by the $D$ impact. Consequently, the $h_t$ unexplained variation could be also attributed to this effect.

The study’s methods have shown the same polynomial trend in the evolution of the calibration curve due to the increment in $S$ but also to the compensatory effect as RI increases. However, it could also fit a linear regression for a lower RI interval as Humphrey et al. [17] suggested, since the curve accentuates as RI increases. Luyckx and Berlamont [32] defined three regions in the calibration curve: the first was horizontal and corresponded to very low RI where $t_h < Tfd$ (no drops fall into the bucket). The second comprised the region where the buckets are filled with drops but $t_h > Tfd$ and some water gets lost. The third region corresponded to high RI (where water falls as a continuous trickle), $h_t$ decreases and compensates water losses approaching a nearly horizontal line. These three regions have been also observed in this study.

The first corresponds to low RI, less than 40 and 20 mm·h$^{-1}$ in RC1 and RC2, respectively, where $t_h < t_S$, (no $S_d$); consequently, no extra drops after $D$ fall into the bucket during the tipping movement. Nevertheless, the region shows $S_d$ and random unexplained errors, which can generate an overestimation instead of an underestimation, as was observed by Hoffmann, Marsalek, and Shedekar et al. [18,22,33].

The second region refers to RI where $t_h$ is larger than $t_S$ and some water falls as surplus into the bucket during the tipping movement; likewise, in this region $S$ would increase due to $S_d$ and $S_h$ in a stepwise trend, so underestimation would be more noticeable than in the first region. The second region ends at about 200 mm·h$^{-1}$ in the studied TBRs once the falling water becomes a constant trickle.

The third region is above 200 mm·h$^{-1}$, where the kinematic energy contributed by the falling water to the bucket balance is constant, generating a continuous increase in $S$ caused by $S_d$ ($S_t$ does not exist). The kinematic energy increases and accelerates the tipping movement but also reduces the moment of inertia reducing $V_t$, resulting in a compensatory effect as RI values increase, causing a parabolic trend in the curve.

The amplitude of each region will depend on the rain gauge characteristics and thus, it will change from one TBR to another. However, the Luyckx and Berlamont [32] assumption of nearly horizontal lines in the first and third regions is questionable since the bucket volume compensatory effect must be almost equal to $S$ during a certain time to become horizontal, but it can be possible depending on TBR characteristics and on the funnel storage. This horizontal assumption could have made Vasvári [37] not recognize the three regions.

The total error obtained by the tested calibration methods varied from 2% to 28%, depending on RI, since data errors are smaller as RI decreases [17–19,45]; similar values can be observed in literature: a 2 to 16% in a shorter interval reported by Niemczynowicz [29], from 5 to 29% as reported by Humphrey et al. [17], the 5.2, 11.4, 17.7, 25.8, and 37.7% depending on RI reported by Sypka [35], or even the 10% underestimation between a 25 to 400 mm·h$^{-1}$ interval reported by Marsalek [18].

The errors obtained by the dynamic and semi-analytical calibration methods (around 2% in RC1 and 5% in RC2) at RI below 100 mm·h$^{-1}$ were smaller, by more than 50%, than those reported by the manufacturer (5%) for RC1, but also than the 5 and 9% obtained by
a static calibration. Thus, a proper calibration can significantly improve data quality in TBR measurements. However, calibration success is based both on the accuracy of requested parameters, depending on a correct previous static calibration [34], and an adequate levelled platform installation. Since the study used two different TBR models, the error could not be the same if the same procedure is applied to a more robust TBR model. As WMO [19] says, the “characteristics and calibration of TBRs are a complex interaction of many variables and can vary from station to station”.

In the study case of Venero Claro, the maximum reduction in error exceeded 6%, considering the data from the monitored zone and 2.48% for data from the whole basin. These may be more significant with real-time RI measurements or in a shorter data acquisition frequency since the RI calculated at a 30-min resolution could not represent the RI experienced by the gauge over that time [14,35,43,51] or in isolated high RI events such as those used for statistical data analysis to calculate return periods [52], flood prevention, and the design of projects. However, the 30-min resolution in data acquisition highlights the capacity of the method to reduce errors in measurements under field conditions. Therefore, a very fine resolution of RI data is recommended to correct the measurement error (1-min resolution is recommended by the UNE EN 17277:2021). However, it is not always possible to achieve since most of the historical rainfall data were logged over a greater frequency.

Rainstorms in the basin enter predominantly through the West and Southwest [49] and hit the western slopes and eastern mountain summits; consequently, these areas presented a higher underestimation error. A windward effect was observed in the eastern areas Collado Morales and Arromoro, where a larger number of high RI events occurs. These events were less frequent in the western areas (Peña Parda and La Dehesa). Since RI storms usually cover a small area, they can be blocked by orography in Collado Morales and Arromoro, originating in a type of rain shadow for high RI events. Therefore, the altitude, the topography, and location in a basin can create an environment favorable to high RI storms and thus, the mounting site of the TBR network can have significant effects on measurement errors.

The results highlight the benefits of calibration for reliable rainfall monitoring based on traditional gauges and we agree with LaBarbera [43]: “Calibration should be considered by weather service agencies and technicians working with TBRs to guarantee more accuracy on the measurements in the future”. Proper equipment handling together with rigorous calibration for data correction is essential but commonly neglected in the management of many operational monitoring networks; fortunately, some new TBR models include an internal intensity correction to compensate for kinematic effects at higher intensities [53]. The studies of Habib et al., La Barbera et al., and Molini et al. [4,43,45,50] have shown that measurement errors significantly amplify the final error in the derived statistics for rainfall extremes, essential for different applications such as flow early warning systems [7]. Therefore, proper calibration is essential in climate and hydrological management and forecasting, but it is not always done.

The semi-analytical calibration methods presented not only the same trend but also similar error reductions to those of dynamic calibration, a methodology widely discussed, recommended, and well-known in the scientific community [10,17,22,37,39,42], obtaining even better results in the interval from 0 to 100 mm·h⁻¹, the interval where most of the precipitation occurs, which means that the proposed semi-analytical method and its simplified version are efficient methods for reduction in TBR error measurements. Nevertheless, the proposed semi-analytical methodologies do not eliminate data measurement errors, even if the estimation and measurement of the calibration parameters are improved (tᵢ, A, Ω, hᵢ, h₀, I, and Vd) due to different factors such as a random unexplained variation that is characteristic of the tipping mechanism, and they do not consider other sources of variation, such as wind, since they are based on the semi-analytical interpretation of the surplus water effect during the tipping movement, but as Shedekar et al., Shimizu et al.
and Sypka [33–35] mentioned, errors can be reduced by proper calibration and thus, so can their effect on data.

5. Conclusions

There are two main sources of surplus water, one caused by the time the bucket takes to tip (St) and the other generated by the critical drop (Sd); both depend on RI, although the St effect is the most significant. Moreover, there is a random unexplained variation in tI (not related to RI). Measurement errors increase as RI increases so data error can significantly increase at high RI events. Therefore, measurement errors would be higher in isolated high RI storms, which are frequently used for the analysis of statistical data; thus, a very fine resolution of RI data would be recommended. Further, the combination of altitude, topography, and location in a basin can create an environment favorable to high RI storms, so the mounting site of a TBR can have a significant effect on measurement errors.

Calibration studied methods can reduce TBR measurement error; however, they cannot be totally eliminated, even when the estimation and measurement of the calibration parameters are improved since random unexplained variation is implicit in the tipping mechanism and some sources of error such wind are not considered. Nevertheless, proper calibration can drastically reduce rain data error, by more than 50% in relation to the values obtained only by the static calibration recommended by the manufacturers.

Calibration curves show three regions regarding water behavior in the tipping mechanism. The first shows a very low RI, where tI < Tf/d and there is no St; errors in this region are due to Sd and random unexplained variations. The second corresponds to RI, where tI > Tf/d and some water falls as surplus into the bucket during tipping movement as drops, meaning that S would increase due to St and Sd in an attenuated stepwise trend and underestimation would be more noticeable. The third region starts once the falling water becomes a constant trickle and its kinematic energy influence on the bucket balance is constant; thus, it generates a constant increase in S (caused by St), but also a constant reduction of tI and Vt, which results in a compensatory effect and a curved Dt’ increment as RI increases.

The semi-analytical calibration methods proposed in this work (Equations (8) and (10)) have proved to be effective alternative methods for TBR calibration, obtaining even better results than the well-known, recently standardized dynamic calibration at the most frequent RI, especially the semi-analytical method, which requires more experimental procedures than its simplified version, which is easier and faster to perform. However, we cannot say that the proposed methods are faster or easier to perform than dynamic calibration, but they do open the door to a better understanding of the mechanical biases in TBRs for future calibration methods and for gauging manufacture structure design, presenting an efficient alternative methodology for calibration from a different point of view than that of traditional calibration methods. It is also suitable for automation and real-time data correction.

6. Patents

A patent application was presented in the Spanish Patent Office: No. P202030968.
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