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Abstract—We propose a stealthy clean-label video backdoor attack against Deep Learning (DL)-based models aiming at detecting a particular class of spoofing attacks, namely video rebroadcast attacks. The injected backdoor does not affect spoofing detection in normal conditions, but induces a misclassification in the presence of a specific triggering signal. The proposed backdoor relies on a temporal trigger altering the average chrominance of the video sequence. The backdoor signal is designed by taking into account the peculiarities of the Human Visual System (HVS) to reduce the visibility of the trigger, thus increasing the stealthiness of the backdoor. To force the network to look at the presence of the trigger in the challenging clean-label scenario, we choose the poisoned samples used for the injection of the backdoor following a so-called Outlier Poisoning Strategy (OPS). According to OPS, the triggering signal is inserted in the training samples that the network finds more difficult to classify. The effectiveness of the proposed backdoor attack and its generality are validated experimentally on different datasets and anti-spoofing rebroadcast detection architectures.

Index Terms—Backdoor attacks, deep learning, ground-truth feature suppression, temporal trigger, video rebroadcast detection

1 INTRODUCTION

Deep Neural Networks (DNNs) permit to achieve state-of-the-art performance in many applications such as image classification, natural language processing, pattern recognition, and multimedia forensics, yielding outstanding results. Recently, DNNs have also been successfully used for spoofing detection in face authentication systems, e.g., for liveness detection [1], [2], [3], [4], [5]. In particular, DNNs have been used for the detection of rebroadcast attacks whereby a malevolent user tries to illegally gain access to a system by rebroadcasting videos of enrolled users. The goal of rebroadcast detection, then, is to detect if the image or the video seen by the camera of the system belongs to an alive person or is rebroadcast [1], [2].

Likewise any classifier based on Deep Learning (DL), the security of DNN-based video rebroadcast detectors is threatened by backdoor attacks.

1.1 Introduction to Video Backdoor Attacks

Several works have shown that DL-based architectures are vulnerable to both attacks carried out at test time, like adversarial examples [6], [7], [8], and attacks operating at training time. The lack of security of DL-based solutions is a serious problem hindering their application in security-oriented scenarios, like biometric authentication and spoofing detection. In particular, DNNs are known to be vulnerable to backdoor attacks [9], [10], [11], whereby a malevolent behaviour or functionality, to be exploited at test time, is hidden into the target DNN by poisoning a portion of the training data. Specifically, a backdoored model behaves normally on standard test inputs, while it predicts a given target class when the input test sample contains a so-called triggering signal. For this reason, backdoor attacks are very difficult to detect, raising serious security concerns in real-world applications. For a comprehensive review of the backdoor attacks proposed so far, and the possible defences, we refer to [12].

So far, backdoor attacks have mostly been studied in the image domain. Attacks have been carried out against DNNs targeting image classification tasks, like digit classification [10], road sign classification [13], and face recognition [14], just to mention a few. Video processing networks are considered only in very few scattered works, usually extending the tools already developed for imaging applications.

Since DNN-based video classifiers strongly rely on the temporal characteristics of the input signal, e.g., via Long Short Term Memory (LSTM) network modules, or 3D-Convolutional Neural Network (CNN) architectures, the temporal dimension of the video signal must be considered for the development of an effective video backdoor attacks. In [15], for instance, a frame-dependent, visible local pattern is super-imposed to each frame of the video signal. To reduce the visibility of the trigger, Xie et al. [16] utilize imperceptible Perlin noise [17] as triggering signal, successfully achieving a stealthy backdoor attack against a video-based action-recognition system. A problem with [16] is that it assumes that the victim’s model is trained by means of transfer learning, by
freezing the feature extraction layers and fine-tuning only the linear classifier, which is an unrealistic assumption in practical applications wherein the attacker does not have full control of the training process.

In contrast to attacks relying on a localized triggering pattern, [18] proposed a luminance-based trigger, which exploits a sinusoidal wave to modulate the average luminance of the video frames. Such luminance-based triggering pattern is intrinsically immune to geometric transformations. Moreover, it has been shown that the changes in the average frame luminance introduced by such a backdoor can survive the distortions typically introduced by digital-to-analog and analog-to-digital transformations, thus opening the way to the implementation of the attack in the physical domain [19].

A limitation of the backdoor attack described in [18], is the adoption of a corrupted-label scenario, wherein the attacker can also tamper the labels of the poisoned samples. This puts at risk the stealthiness of the attack, given that the presence of the corrupted samples can be easily detected upon inspection of the training dataset. As shown in [18], in fact, the method does not work in the more challenging clean-label setting. This behavior agrees to what has been observed in the image domain [20]: forcing the network to learn to detect the presence of the triggering signal without corrupting the labels is by far more challenging, since, in the clean-label case, the network can do its job and correctly classify the poisoned samples by looking at the same features used for the benign samples, without relying on the trigger. Therefore, clean-label backdoor attacks require the development of more sophisticated dedicated techniques.

1.2 Contribution
In this paper we propose a stealthy, clean-label, video backdoor attack against anti-spoofing rebroadcast detection architectures. The desired behavior of the backdoor is to induce the system to classify a rebroadcast video as alive when the video contains a specific triggering signal. The main contributions of the paper can be summarized as follows:

- We exploit the peculiarities of the Human Visual Systems (HVS) [21] to design a Temporal Chrominance-based triggering pattern with reduced visibility. In particular, the backdoor is injected by modifying the average luminance of the blue channel of the frames of the video sequence, according to a sinusoidal wave.

- To force the network to learn to detect the presence of the triggering signal and behave accordingly in a clean-label scenario without compromising the trigger invisibility, we propose a so called Outlier Poisoning Strategy (OPS). With OPS, the to-be-poisoned samples are chosen based on their classification score. A lower score in the correct class, in fact, indicates that the classifier has some difficulty to classify these samples, hence making it more likely that it will learn to detect the presence of the trigger to ease its task. A variant of this strategy is also proposed where the features of the true class are suppressed [20] before injecting the trigger.

- We propose to use a different amplitude of the triggering sinusoidal signal during training and testing. Specifically, a weaker (less visible) signal is used to poison the training samples, while a larger strength is employed during testing to make sure that the backdoor is activated. This allows improving the effectiveness of the attack, without compromising its stealthiness at training time.

Our experiments, carried out on different model architectures and datasets, reveal that the proposed attack can successfully inject a backdoor into the rebroadcast detection network, without affecting the behavior of the system on normal inputs (i.e., when the trigger is not present). We also show that the injection of the backdoor does not affect the other main component of the face authentication system, that is, the face recognition part of the system.

The remainder of the paper is organized as follows: in Section 2, we describe the structure of the face recognition system targeted by our attack, and define the adopted threat model. The proposed backdoor attack is presented in Section 3. The methodology followed in our experiments is described in Section 4. The results are reported and discussed in Section 5. The paper ends in Section 6, with some concluding remarks and directions for future research.

2 Targeted Architecture and Threat Model
In this section, we introduce the end-to-end video face authentication system targeted by the attack (Section 2.1) and describe the threat model and the requirements that must be satisfied by the attack (Section 2.2).

2.1 Video Face Authentication
The goal of anti-spoofing rebroadcast detection is to detect whether the face image/video presented at the input of the system belongs to an alive individual standing in front of the camera, or it is rebroadcast, i.e., it is just a picture or a video placed in front of the camera. This step is an essential component of any unattended face authentication system, to avoid that a fraudulent user can gain illegitimate access by presenting to the system a facial picture or a video of an enrolled individual.

The overall structure of the end-to-end system for video face authentication considered in this paper is shown in Fig. 1, and consists of two main modules: a rebroadcast detection module and a face recognition module. Like in [18], the rebroadcast detection module analyzes the video for alive/rebroadcast detection. Compared to still face images, video signals contain relevant temporal information, like head movements, facial expressions, and eye blinking, that can be exploited to distinguish alive and rebroadcast inputs. Only the videos that are detected as alive are passed to the face recognition module, while the others are blocked. The face
The rebroadcast detector and the face recognition system are implemented via Deep Neural Networks (more details are given in Section 4).

In the following, we introduce the main formalism used throughout the paper. We let \( x \) denote the input video sequence. We use the notation \( x_j \) to denote the \( j \)-th frame of the video; then, \( x_j \in \mathbb{R}^{H\times W\times 3} \), where \( H \times W \) denote the frame height and width. Consequently, \( x \in \mathbb{R}^{H\times W\times 3\times L} \) is a 4-dim tensor, where \( L \) is the number of frames in the video sequence.

### 2.1.1 Rebroadcast Detection

The rebroadcast detector is built by means of a CNN architecture. We denote with \( \mathcal{F}(\cdot) \) the CNN-based rebroadcast detection model that associates a facial video \( x \) to a label \( y \in \{0,1\} \), where 0 (resp. 1) indicates an alive (resp. rebroadcast) video. Specifically, by letting \( f(x) = (f_0(x), f_1(x)) \) denote the (2-element) soft output probability vector of the network, we have \( \mathcal{F}(x) = \arg\max_y \{f_y(x)\} \). Similarly, given a surrogate model of \( \mathcal{F} \), \( \mathcal{F}' \), its soft output vector is indicated by \( f'(x) = (f'_0(x), f'_1(x)) \).

With regard to the datasets, we indicate with \( D_{tr} \) the training dataset for rebroadcast detection, which contains labeled pairs \( (x_i, y_i) \). We also find convenient to split \( D_{tr} \) in two subsets associated to the two labels, namely \( D_{tr}^i = \{(x_i, y_i = i), i = 1, \ldots, |D_{tr}^i|\} \) and \( D_{tr}' = \{(x_i, y_i = 1), i = 1, \ldots, |D_{tr}'|\} \). Similarly, we denote with \( D_{ts} \) the test dataset, consisting of rebroadcast \( D_{ts}^b \) and alive videos \( D_{ts}^a \).

### 2.1.2 Face Recognition

The face recognition model, indicated with \( \mathcal{G} \), is responsible of recognizing the enrolled users from their faces. The model can perform either face verification, i.e., determining whether a face belongs to the claimed identity, or face identification, i.e., determining the identity of the face owner among a pool of enrolled identities. Without loss of generality, in our experiments, we considered a face identification system, nevertheless, in the following, we generically refer to face recognition.

### 2.2 Threat Model and Attack Requirements

In our attack, we assume that the trainer, namely Alice, fully controls the training process of the video face authentication system, including the choice of the hyperparameters, the model architecture, and the training algorithm. The attacker, Eve, can interfere only with the data collection process. This is a reasonable assumption in a real-world scenario wherein Alice outsources data collection to a third-party. Since the third-party provider may not be fully trustworthy, we can assume that Alice first inspects and cleans the dataset (data scrutiny phase), by removing unqualified or mislabeled data. Given the above scenario, the threat model considered in this paper, illustrated in Fig. 2, is described in the following:

**Attacker’s Goal:** Eve wants to embed a backdoor into the DNN model for rebroadcast detection, so that at test time the backdoored detector works normally on standard inputs, but misclassifies any rebroadcast video containing the triggering signal.

**Attacker’s Knowledge:** Eve has access to all the data used by Alice for training or to a portion of them. We consider different types of poisoning strategies, namely, random poisoning and outlier-based poisoning (see Section 3), for which the requirements are different. Specifically, in the case of random poisoning, Eve only needs to observe the data that she poisons (this is the common poisoning strategy considered in the literature), while in the case of outlier-based strategy proposed in this paper (to improve the attack effectiveness) Eve needs to observe all the data, even if she poisons only a fraction of them.

**Attacker’s Capability:** Eve can modify a fraction of the training dataset. More specifically, Eve’s capability is limited to the modification of a subset of alive videos.

In addition to what stated above, Eve must also satisfy the following requirements:

- **Imperceptible poisoning:** since Alice scrutinises the data to detect the possible presence of corrupted (or poisoned) samples, Eve must keep the presence of the triggering signal imperceptible to make the poisoned samples indistinguishable from the benign ones. This requirement also rules out the possibility of corrupting the labels since, in most cases, mislabeled samples would be easily identifiable by Alice upon data scrutiny.

- **Harmless injection:** the presence of the triggering signal should not degrade the face recognition accuracy, that is, the face recognition module should attribute the poisoned rebroadcast face image or video to the correct identity.

The effectiveness of the attack is measured by computing the Attack Success Rate (ASR), that is, the probability that the backdoored model misclassifies a rebroadcast video as...
alive when the trigger is present in it. The Accuracy (ACC) of the backdoored model on benign inputs is also measured to make sure that the backdoored model behaves similarly to a benign model on normal inputs. Finally, we measure the accuracy of the face recognition model on poisoned inputs, to verify that the presence of the trigger does not impair the identity recognition functionality.

3 Proposed Video Backdoor Attack

The rationale behind the attack proposed in this paper is to inject the backdoor by modifying the average chrominance of the frames of the video sequence, according to a sinusoidal wave. In particular, we design the attack so to solve the following main challenges: i) to reduce the visibility of the trigger and ii) to keep the fraction of corrupted samples as small as possible. These are not easy-to-obtain goals, as shown, for instance, in [21], where in order to design a trigger capable of working in a clean-label setting, more than half of alive videos had to be poisoned, and the strength of the time-varying luminance signal had to be increased significantly, eventually yielding a very visible trigger.

To avoid corrupting a large percentage of training samples, and to reduce the visibility of the triggering signal, we rely on a combination of the following strategies:

- we exploit the peculiarities of the Human Visual System to limit the visibility of the trigger, by designing a temporal chrominance trigger that only modifies the blue channel of the video frames. It is known, in fact, that the human eye is less sensitive to blue light than to red and green lights [21].
- we adopt a so-called Outlier Poisoning Strategy (OPS), to force the network to exploit the presence of the triggering signal (when present) to make its decision. More specifically, OPS chooses the alive samples with the lowest score in the alive class, the intuition being that such samples provide less evidence of the target class and are harder to classify by relying on the benign features;
- We further enhance the effectiveness of OPS by applying Ground-truth Feature Suppression (GFS) [20]. Specifically, before embedding the trigger, GFS perturbs the benign feature of the outlier samples chosen by OPS. This perturbation makes it more difficult for the detector to recognize the target class by relying on benign features, hence forcing it to base its decision on the presence of the triggering signal. In the following we refer to this variant of the attack as Outlier Poisoning Strategy with Ground-truth Feature Suppression (OPS-GFS);
- we differentiate the strength of the triggering signal at test and training time, with a weaker signal used at training time to preserve the stealthiness of the attack.

As we will show later, thanks to a proper combination of all these strategies, we managed to implement a stealthy attack in the challenging clean-label setting.

3.1 Formulation of the Backdoor Attack

In the clean-label setting considered in this paper, Eve corrupts the samples of the target class, that, in the rebroadcast detection scenario, corresponds to the alive class. Moreover, the labels of the corrupted samples are left unchanged. Specifically, in order to inject a backdoor in the rebroadcast detector \( \mathcal{F} \), Eve poisons a fraction \( \alpha \) of videos from the dataset of alive videos \( \mathcal{D}_a \). We assume that \( I = \{1, 2, \ldots, |\mathcal{D}_a| \} \) are the indices of \( \mathcal{D}_a \), while the indices of the to-be-poisoned samples are \( I_{p} = \{t_1, t_2, \ldots, t_k\} \), where \( t_i \in I \) and \( k = |\alpha \cdot |\mathcal{D}_a|| \). The fraction \( \alpha \) is referred to as poisoning ratio. More precisely, \( \alpha \) is a class-poisoning ratio, since it corresponds to the fraction of corrupted samples within the alive video class. We denote with \( P() \) the poisoning function applied by Eve to the video samples, which will be defined in Section 3.2.

The poisoned alive dataset with a fraction \( \alpha \) of poisoned videos is denoted as \( \mathcal{D}_a^\alpha \). We indicate with \( \mathcal{D}_a^\alpha \) the poisoned training dataset used by Alice, including the poisoned alive dataset (\( \mathcal{D}_a^\alpha \)) and the original benign rebroadcast dataset \( \mathcal{D}_b \), that is \( \mathcal{D}_a^\alpha = \mathcal{D}_a^\alpha \cup \mathcal{D}_b \). Finally, we refer to the backdoored rebroadcast detector trained on the poisoned dataset as \( \mathcal{F} \).

3.2 Design of a Perceptual Temporal Chrominance Trigger

The triggering signal consists of a sinusoidal modulation of the average chrominance of the video frames. The colour of the triggering signal and its frequency are chosen based on perceptual considerations. In particular, in order to reduce the visibility of the luminance trigger without affecting its effectiveness, we exploit the different sensitivity of the Human Visual System (HSV) to colors, and the fact that, under normal lighting conditions, the human eye is most sensitive to yellowish-green color and least sensitive to blue light [21]. Then, given the RGB input, the triggering signal is injected only in the blue channel, while the other two channels are not modified.

The time-varying triggering signal, then, consists of a sinusoidal wave with a prescribed temporal frequency that modulates the brightness of the blue channel of the input frames. In this way, for a given amplitude of the triggering signal, the visibility is reduced, or, equivalently, a stronger amplitude can be used for a given perceptibility level. With regard to frequency of the sinusoidal modulation, we found that, for given amplitude, using a lower frequency has a lower impact on the visibility of triggering signal, however, the effectiveness of the backdoor increases for higher frequencies, making it necessary to find a suitable trade-off as described later.

Formally, given a sinusoidal signal with amplitude \( \Delta \) and period \( T \) (expressed in number of frames), for each frame \( x_j \) of the video \( x \), the pixel values of the blue channel are modulated by the following function

\[
(1 - \Delta) + \Delta \cos \left( \frac{2\pi(j-1)}{T} \right),
\]

where \( j \in [1, L] \) denotes the frame number. \( \Delta \) and \( T \) are the parameters of the Temporal Chrominance, \( TC = (\Delta, T) \), trigger. The amplitude \( \Delta \in [0, 1] \) determines the strength of the triggering signal. The case \( \Delta = 0 \) corresponds to the case of no modification. Regarding the period \( T \) of the cosine signal, we have \( T \geq 1 \), with \( T = 1 \) resulting in no modification.
of the video signal. A pseudocode description of the $P(x, (\Delta, T))$ is given in Algorithm 1.

**Algorithm 1. Poisoning Function Based on TC Trigger.** The Modulation of the Blue Channel is Performed in the 5th Line, Where $x_j(\cdots; 3)$ and $\tilde{x}_j(\cdots; 3)$ Indicate the Blue Channel of $j$-th Frame of the Benign Video $x$ and the Poisoned Video $\tilde{x}$, Respectively.

1: procedure $P(x, (\Delta, T))$
2: \hspace{1em} $\tilde{x} = x$ \hspace{1em} $\triangleright$ Initialization
3: \hspace{1em} $x_1, x_2, \ldots, x_L \leftarrow x$ \hspace{1em} $\triangleright$ Extract frames
4: \hspace{2em} for $j = 1, 2, \ldots, L$ do
5: \hspace{3em} $\tilde{x}_j(\cdots; 3) = x_j(\cdots; 3) \cdot (1 - \Delta + \Delta \cos (\frac{2\pi j - 1}{L}))$
6: \hspace{2em} end for
7: \hspace{1em} Return $\tilde{x}$
8: end procedure

The visual effect of the presence of the trigger depends heavily on the parameters $\Delta$ and $T$. Given that $P(x, (\Delta, T))$ modulates the blue channel of the frames with values $\leq 1$, the video tends to become a bit yellowish when the modulating signal in Eq. (1) reaches its minimum. The amplitude $\Delta$ controls this effect, with larger values of $\Delta$ resulting in more yellowish frames. The period $T$ controls the frequency of the changes. Some examples of poisoned frames after the application of Algorithm 1 are given in Fig. 3 for different values of the parameters $T$ and $\Delta$, that is, $T = 2.8$ and $\Delta = 0.07, 0.1, 0.2, 0.3$. The frames of the poisoned video are also shown in the same figure with a sampling rate of 3. Judging the actual impact of $\Delta$ and $T$ on the visibility of the trigger is not easy. In general a lower $T$ results in a more visible trigger, however, we found experimentally that, a lower $T$ requires a larger $\Delta$ for the attack to be effective, which in turn increases the visibility of the trigger. In practice, the attacker has to decide whether to use a small $T$ and large $\Delta$, or vice versa. According to our experiments, we found that satisfactory results can be obtained with $T = 2$, and $\Delta < 0.1$, with $\Delta = 0.07$, resulting in a trigger whose presence can hardly be noticed.

Some examples of videos showing the effect of $T$ and $\Delta$ on the visibility of the trigger are available at the link https://youtu.be/s7ajCpy3Fgg.

In order to activate the backdoor, Eve needs to use the same trigger used at training time, i.e., the same cosine modulating function with a matched period $T$. However, she can use an amplitude $\Delta$ larger than that used for poisoning, since, arguably, using a larger amplitude facilitates the activation of the backdoor. This behaviour is confirmed by our experiments (see Section 5). Moreover, using a mismatched amplitude in training and testing permits to limit the strength of the triggering signal injected by Eve during poisoning, thus resulting in a more stealthy attack.

In the following, we denote with $\Delta_T$ and $\Delta_S$ the amplitudes used during training and testing, respectively.

### 3.3 Poisoning Strategy

As we already said, inducing the network to rely on the triggering signal to make its decision, without corrupting the label of the poisoned samples, is hard, since the network has no incentive to do that (the poisoned samples can be correctly classified by relying on the same features used for the benign case). In order to force the network to learn to detect the presence of the triggering signal, we introduce a new poisoning strategy according to which the to-be-poisoned samples are chosen based on their classification score. The intuition behind this choice is the following: the samples with a lower score in the true class are those for which the classifier found less evidence regarding the true class, hence the network is more incentivised to look at the triggering signal as an aid to achieve a good classification. Such a strategy can be implemented when Eve has access to the entire dataset used by Alice, even if Eve’s capability is limited to
the modification of a portion of it. This strategy, that we call Outlier Poisoning Strategy (OPS), is described in detail below. To further enhance the effectiveness of the OPS, we exploit adversarial examples, see Section 3.3.2, by means of a ground-truth feature suppression mechanism similar to that introduced in [20].

3.3.1 Outlier Poisoning Strategy (OPS)

Instead of selecting the fraction \( \alpha \) of to-be-poisoned samples randomly\(^2\), when Eve can access the dataset used by Alice for training, or a large enough portion of the dataset, she can choose the to-be-poisoned samples in such a way to maximise the effectiveness of the attack. The main idea is that embedding the trigger into the samples that are most difficult to classify (hereafter indicate as outlier samples) encourages the network to rely on the trigger for the classification. A problem with such a strategy is that the attacker cannot access the to-be-attacked network directly. For this reason, to implement the OPS attack, Eve uses the observed data \( D_{tr} \) to train a surrogate model \( F^{tr} \) for rebroadcast detection and then utilizes this model to perform outlier detection, by choosing the samples for which the surrogate model provides the most uncertain results. Specifically, Eve detects the top-\( \alpha \cdot |D_{tr}| \) outliers in \( D_{tr} \) based on the classification score of the surrogate model. She first calculates \( f_0^s(x) \) (the output score of the surrogate detector for the alive class) for each video \( x_i \in D_{tr} \), then she sorts these values in ascending order. The samples corresponding to the first \( \alpha \cdot |D_{tr}| \) values are taken, and the corresponding indexes in \( D_{tr} \) form the set \( I_p^s \).

3.3.2 Outlier Poisoning Strategy With Ground-Truth Feature Suppression (OPS-GFS)

The outlier poisoning strategy detailed above is further refined by applying the GFS mechanism proposed by Turner et al. [20] for the case of still images. The mechanism exploits the concept of adversarial examples. Specifically, in [20], an adversarial perturbation is applied to the image of the target class before injecting the backdoor pattern. The purpose of the attack is to suppress the features of the true class from the image. Given that the attacked images can not be classified correctly using the same features used for the benign images, the model is somehow forced to rely on the backdoor triggering signal treating its presence as an evidence to decide in favour of the target class.

In the (OPS-GFS) scheme, the outlier detection strategy described in the previous section is applied to find the outlier set \( I_p \). Then, the ground-truth feature of every outlier sample \( x \) is further suppressed by GFS to produce the adversarial videos \( x_{adv} \). The adversarial examples are computed with respect to the surrogate model \( F^{tr} \). As in [20], the projected gradient descent (PGD) [22] algorithm is considered to generate the adversarial examples. In the PGD algorithm, the basic gradient sign attack is applied multiple times with a small step size, like in the iterative version of the Fast Gradient Sign Method (FGSM) [23]. In order to constrain the adversarial perturbation, at each iteration, PGD projects the adversarial sample into a \( \epsilon \)-neighborhood of the input. In this way, the final adversarial perturbation introduced is smaller than \( \epsilon \). Formally, in our case, given the loss \( L^s \) of the surrogate model and the input video \( x \), the adversarial video perturbation is computed as follows (the \( L^s \) norm is considered)

\[
\delta = \arg \max_{\|\delta\|_{L^s} \leq \epsilon} L^s(f(x + \delta), y = 0),
\]

where \( \delta = (\delta_1, \ldots, \delta_d) \), \( \delta \) indicates the perturbation associated to the \( j \)-th frame, and \( \epsilon \) controls the strength of the attack.

In the experimental analysis, we compare OPS and OPS-GFS with two baselines: i) a Random Poisoning Strategy, referred to as RPS, and ii) a Random Poisoning Strategy with Ground-truth Feature Suppression, referred to as RPS-GFS in the following. Our experiments confirm that OPS, and OPS-GFS, improve the effectiveness of the attack, especially when a small strength is used for the triggering signal. Notably, OPS does not require any knowledge of the rebroadcast model by of Alice.

4 EXPERIMENTAL SETTING AND METHODOLOGY

In this section, we describe the methodology we have followed in our experiments. Specifically, Section 4.1 describes the architecture and datasets we used. The settings of the two proposed attacks (OPS and OPS-GFS) and the two baseline methods (RPS and RPS-GFS) are reported in Section 4.2. Finally, in Section 4.3, we define the metrics we used to measure the performance of the attacks.

4.1 Architectures and Datasets

4.1.1 Rebroadcast Detection

The rebroadcast detector \( F \) targeted by the attack is based on a ResNet18-LSTM architecture, consisting of the convolutional part of ResNet18 [24], followed by an LSTM module [25], and two fully-connected (FC) layers. Specifically, given an input video \( x \in R^{224 \times 224 \times 3 \times 50} \), the convolutional part of ResNet18 extracts a 1000-dim feature from each frame. Then, in order to exploit the temporal information across frames, the features extracted from 50 consecutive frames are fed into the LSTM. The output dimension of each LSTM module is 1024. The 1024x50 output is flattened into a 51200-dim vector, and further processed by two FC layers. The first FC layer has 5120 input nodes and 1024 output nodes, while the second FC layer has 1024 input nodes and 2 output nodes. The model is trained for 20 epochs using the Adam optimizer [26] with learning rate \( lr = 10^{-4} \). The overall structure of the ResNet18-LSTM network is illustrated in Fig. 4.

The dataset used for training and testing the rebroadcast detector is the Replay-attack [27]. This dataset is split into three parts: a training, testing, and an enrollment part. More specifically, the datasets used for training and testing the rebroadcast detectors are:

- \( D_{tr} \): this set corresponds to the training part of the Replay-attack, including \( |D_{tr}| = 1620 \) videos (410 alive and 1200 rebroadcast), from 15 identities. Then, \( |D_{tr}^s| = 410 \) and \( |D_{tr}^c| = 1200 \);
- \( D_v \): this set corresponds to the test part of the Replay-attack, consisting of \( |D_v| = 2160 \) videos (560

---

1. More in general, the strategy can be applied when the fraction of data that Eve can observe is much larger than the amount of data that she can modify.
2. This is the common approach considered by backdoor attacks in the image domain, and also in [18].
3. We remind that \( f_0^s(x) \), defined in Section 2.1.1, indicates the probability that the input \( x \) belongs to the alive class, and so a smaller \( f_0^s(x) \) means that \( x \) is closer to the classification boundary.
4.1.3 Use of Different Architectures and Datasets

We also carried out some experiments to assess the effectiveness of the proposed attack against different architectures and with different datasets.

With regard to the architecture, we replaced the ResNet18-LSTM with a very different architecture, namely InceptionI3D [34], which is designed by replacing the 2D filters and pooling kernels of Inception-V1 [35] into 3D filters. It consists of 3 convolutional layers, followed by 9 3D-inception blocks of depth 2, and a FC layer at the end, for a total depth of 22 layers. The input of InceptionI3D has size $224 \times 224 \times 3 \times 50$, while the output is a 2-dim vector. In our experiments, InceptionI3D is initialized with a model [36] pre-trained on Kinetics [37] datasets, and then trained over 20 epochs via Adam optimizer with $\ell_r = 10^{-2}$. We stress that the Inception3D architecture is very different from the network considered by the attacker to build the surrogate model, that is an LSTM-based CNN (the setting for the attack is detailed in the next section), thus representing a challenging scenario for the OPS and OPS-GFS backdoor attacks.

To test the attacks on a different dataset, we considered the MSU-MFSD dataset [38] and used it to build $D_{tr}$ and $D_{ts}$ in place of the Replay-attack dataset. We then created a set $D_{tr}$ with $|D_{tr}| = 650$ videos (165 alive and 485 rebroadcast) from 15 identities and a set $D_{ts}$ containing $|D_{ts}| = 855$ videos (214 alive and 641 rebroadcast) from 20 identities. The identities in $D_{tr}$ and $D_{ts}$ so to test the system in an open-set scenario.

4.2 Attacks Setting

The settings for OPS and OPS-GFS poisoning are described below.

- **OPS**: the surrogate model $\mathcal{F}'$ used by Eve is based on AlexNet-LSTM, whose structure is similar to ResNet18-LSTM. The main difference regards the feature extraction module, with AlexNet [39] used in place of ResNet18. The surrogate model $\mathcal{F}'$ is trained on $D_{tr}$ for 20 epochs with Adam optimizer and learning rate $\ell_r = 10^{-4}$.

- **OPS-GFS**: Eve uses the same surrogate model $\mathcal{F}'$ used for the detection of outlier samples. The strength parameter of the attack for ground-truth feature suppression is set to $\epsilon = 0.01$, which guarantees that the perturbation is not visible. The selection of $\epsilon$ is based on the ablation study discussed in Section 4.4.

The two baselines RPS and RPS-GFS follow the attacks described in [18] and [20]. Specifically, [20] aims to inject a backdoor into a model for image classification, while in our work we reimplemented it to attack a model for video classification. The settings we used are described in the following:

- **RPS**: Eve poisons the training dataset $D_{tr}$ by randomly choosing a fraction $\alpha$ of videos from the alive class $D'_{tr} \subseteq D_{tr}$ and then poisoning them via Algorithm 1. RPS poisoning does not use the surrogate model $\mathcal{F}'$.

- **RPS-GFS**: with RPS-GFS, Eve selects the to-be-poisoned videos from the alive class in a random way, then uses the surrogate model to build the perturbation, in order to suppress the ground-truth features of the chosen videos. The strength of the perturbation $\epsilon$ is set to 0.01 (following the ablation study reported in Section 4.4). Finally, Eve poisons the perturbed videos.
via Algorithm 1. Note that RPS-GFS uses the same surrogate model \( \mathcal{F}' \) used by OPS and OPS-GFS.

With regard to the parameters of the triggering signal at training time, we set \( T = 2 \) and \( \Delta_t = 0.07 \). With this setting, the backdoor attack is invisible (see Fig. 3a). At test time, we let \( \Delta_t \in \{0.07, 0.1, 0.2, 0.3\} \) and \( T = 2 \). These values are used to poison the rebroadcast videos in \( \mathcal{D}'_t \) and the videos in the enrollment set of the Replay Attack dataset, from which we get the facial images in \( \mathcal{V}_t \) used for face identification.

For the poisoning ratio, we considered several values of \( \alpha \) ranging from 0.1 to 0.5 as shown in Section 5.1.1. Based on such results, we found that \( \alpha = 0.3, 0.4 \) allows to achieve good performance.

### 4.3 Evaluation Metrics

The success of the backdoor attack against the rebroadcast detector is measured in terms of Attack Success Rate defined as

\[
ASR(\mathcal{F}, \mathcal{D}'_t) = \frac{1}{|\mathcal{D}_t|} \sum_{i=1}^{|\mathcal{D}_t|} \mathbb{1}\{\mathcal{F}(\mathbf{x}_i, (\Delta_t, T)) \neq 0\},
\]

where \( \mathbb{1} \) is the indicator function (1 if \( x \in A \), 0 otherwise). Eq. (3) counts the fraction of times that the backdoored model \( \mathcal{F} \) misclassifies the poisoned rebroadcast videos as alive.

We also measure the accuracy (\( ACC \)) of the backdoored rebroadcast model on the normal task of alive/rebroadcast video detection, defined as

\[
ACC(\mathcal{F}, \mathcal{D}_t) = \frac{1}{|\mathcal{D}_t|} \sum_{i=1}^{|\mathcal{D}_t|} \mathbb{1}\{\hat{\mathcal{F}}(\mathbf{x}_i) \equiv y_i\},
\]

where \( y_i = 1/0 \) for rebroadcast and alive videos respectively. Since the presence of the backdoor must not degrade the performance of the system, \( \mathcal{F} \) should have performance similar to the benign detector \( \mathcal{F} \), that is, \( ACC(\mathcal{F}, \mathcal{D}_t) \approx ACC(\mathcal{F}', \mathcal{D}_t) \).

Finally, we check that the triggering signal does not affect the face recognition step, by computing the accuracy of the face recognition model \( \mathcal{G} \) on the poisoned face images, that is

\[
ACC(\mathcal{G}, \mathcal{V}_t) = \frac{1}{|\mathcal{V}_t|} \sum_{i=1}^{|\mathcal{V}_t|} \mathbb{1}\{G(\mathbf{x}_i) \equiv y_i\},
\]

where \( y_i \in ID \) is the ground-truth identity of \( x_i \), and then check that \( ACC(\mathcal{G}, \mathcal{V}_t) = ACC(\mathcal{G}, \mathcal{V}_t) \).

### 4.4 Ablation Study

This section provides an ablation study to determine a suitable \( \epsilon \) for RPS-GFS and OPS-GFS.

Specifically, we tested three different values of \( \epsilon \), namely \{0.01, 0.02, 0.03\}. For each value we measured the accuracy of the backdoored model, and the attack success rate. We fixed the poisoning ratio \( \alpha \) to 0.3 and used the same trigger parameters \( T = 2 \) and \( \Delta_t = 0.07 \) at training time. Then, at test time, we used \( \Delta_t \in \{0.07, 0.1, 0.2, 0.3\} \) and \( T = 2 \) to activate the backdoor. All samples used at training and test time are chosen from the Replay-attack dataset.

From Table 1, we can observe that a smaller value of \( \epsilon \) leads to a larger \( ASR \) for both RPS-GFS and OPS-GFS. With regard to \( ACC \), when using \( \epsilon = \{0.01, 0.02, 0.03\} \), we get \( ACC = \{98.83\%, 99.39\%, 99.37\%\} \) for RPS-GFS, and \( ACC = \{95.68\%, 98.60\%, 97.70\%\} \) for OPS-GFS. A possible explanation as to why a smaller \( \epsilon \) results in a more effective trigger is that with large \( \epsilon \) the perturbation introduced by the adversarial attack tends to be more detectable and the network may rely on the adversarial artefacts to ease the classification, rather than on the presence of the trigger.

In conclusion, according to the ablation study, using \( \epsilon = 0.01 \) in RPS-GFS and OPS-GFS can lead to a higher \( ASR \) than utilising \( \epsilon = 0.02 \) and \( \epsilon = 0.03 \). Therefore, in the following experiments, we will always use \( \epsilon = 0.01 \).

### 5 Experimental Results

In this section, we provide a comprehensive evaluation of the performance of the proposed attack against the rebroadcast detection module of a face recognition system. In particular, we assess the effectiveness of the attack against the rebroadcast detector, and check the harmless injection on the task with respect to the face recognition capability of the overall system. We will show and discuss the results we got on different architectures and datasets.

#### 5.1 Performance Analysis

##### 5.1.1 Effectiveness of the Backdoor Attack

Table 2 reports the \( ASR \) of the backdoor attack computed as in Eq. (3), for four different poisoning strategies, namely, RPS, RPS-GFS, OPS, and OPS-GFS, and for different values of the poisoning ratio \( \alpha \) and the strength of the trigger \( \Delta_t \).

We can observe the following:

- While no method is effective with low \( \alpha \), when the poisoning ratio increases, \( ASR \) reaches very high values, getting close to 100% with the OPS and OPS-GFS schemes. On the contrary, RPS is not effective at all, resulting in a low \( ASR \) even for large \( \alpha \).
- Using a larger \( \Delta_t \) allows to boost the \( ASR \) in all the cases, proving that increasing the strength of the triggering signal at test time helps activating the backdoor. This confirms the benefit of using a mismatched strength during training and testing, since this allows to improve the stealthiness at training time.
- By comparing the results of OPS and OPS-GFS, we see that the GPS strategy slightly improves the \( ASR \) in most cases when \( \alpha \geq 0.3 \). The gain is more easily observable by considering the minimum \( \alpha \) allowing an \( ASR \) larger or equal than 80%. With OPS GPS achieves the same or better results with \( \alpha = 0.3 \). The gain of OPS-GFS for \( \alpha = 0.3 \) and \( \Delta_t \geq 0.2 \) is also
remarkable, corresponding to an \( \text{ASR} 20\% \) larger than that obtained with OPS. In the other cases, the improvement is less evident. This might be due to the fact that the adversarial examples suppress the ground-truth features with respect to the model targeted by the attack. However, including such adversarial examples among the samples used to train the network (the same or a different one) might have the effect of inducing the network to learn a different solution, i.e., to converge towards a different local minimum, in correspondence to which the features of the ground-truth class the network looks at might be different.

We also verified that the presence of the backdoor does not degrade noticeably the performance of the rebroadcast detection module on normal inputs. Fig. 5 reports the accuracy achieved by \( \tilde{F} \) on \( D_{ts} \), computed via Eq. (4) for the three different poisoning strategies, as a function of \( \alpha \). With RPS the accuracy of \( \tilde{F} \) does not change as \( \alpha \) increases, remaining almost always around 99\% (which is the same accuracy of the model \( F \), trained on benign data). Also the accuracy of RPS-GFS is not affected much by the attack, with only a small drop when \( \alpha \) increases (always remaining above 97.5\%).

With outlier poisoning, the accuracy decreases for \( \alpha > 0.2 \). However, for \( \alpha \leq 0.4 \), it remains above 95\%. Specifically, OPS achieves an accuracy of 97.63\% when \( \alpha = 0.3 \), and 96.24\% when \( \alpha = 0.4 \), while with OPS-GFS the accuracies are 95.96\% and 96.66\% for \( \alpha = 0.4 \) and 0.3 respectively. In any case, the performance degradation introduced by the backdoor is always lower than 5\%. Moreover, by observing the trend of the four strategies, we can see that OPS and OPS-GFS have a steeper descent than RPS and RPS-GFS. This is due to the fact that the DNN model has a limited capability to simultaneously learn to detect the triggering signal and carry out the alive/rebroadcast classification task. Since with OPS and OPS-GFS the model learns the triggering signal more efficiently, their accuracy on the primary task decreases more quickly than for RPS and RPS-GFS. In any case, even with OPS and OPS-GFS the performance drop on the classification task is less than 5.3\%.

We also monitored the computing time necessary to train the networks with the 4 backdooring strategies, and compared it with the time necessary to train a clean network. We run our experiments on a server equipped with an NVIDIA GeForce RTX2070 GPU, an i7-8700@3.20GHz CPU, and 32G of memory. The number of samples in the training set was the same for all the networks. In all cases, 20 epochs were sufficient to train the models for a computing time of about 1 hour.

### 5.1.2 Impact on Face Recognition Accuracy

To verify that the presence of the trigger does not impair the correct behaviour of the face recognition system, we used the face recognition model \( G \) described in Section 4.1.2. Such a model achieves perfect accuracy (i.e., \( \text{ACC}(G, V_{ts}, V_{ts}) = 100\% \)) on both \( V_{ts} \) and \( V_{ts} \), no matter which \( \Delta_{ts} \in \{0.07, 0.1, 0.2, 0.3\} \) is used for poisoning. Therefore, we can conclude that \( G \) can always successfully identify the correct identity regardless of the presence of the trigger, thus satisfying the harmless injection requirement.

### 5.2 Results With a Different Architectures and Datasets

For these experiments, we only consider \( \alpha = 0.3 \) and 0.4 that, based on the previous results, allow to achieve an effective attack, without affecting significantly the behaviour of the network on normal inputs.

We first evaluated the performance of the backdoor attack when the Inception3D network is used to build the rebroadcast detector, instead of ResNet18-LSTM. The \( \text{ASR} \) of the backdoor attack for the three poisoning strategies is reported in Table 3, for various \( \Delta_{ts} \) and poisoning ratio \( \alpha \in \{0.3, 0.4\} \). The advantage of outlier poisoning is confirmed also in this case, for which an \( \text{ASR} \) around 99\% can be achieved with rather small values of \( \Delta_{ts} \). The OPS-GFS scheme provides slightly better performance.

### Table 2

\( \text{ASR}(\%) \) for RPS, RPS-GFS, OPS and OPS-GFS for Different Poisoning Ratio \( \alpha \) and Trigger Strength \( \Delta_{ts} \) (\( \Delta_{tr} = 0.07 \))

| \( \Delta_{ts} \) | \( \alpha = 0.1 \) | \( \alpha = 0.2 \) | \( \alpha = 0.3 \) | \( \alpha = 0.4 \) | \( \alpha = 0.5 \) |
|---|---|---|---|---|---|
| 0.07 | 2.46 | 2.18 | 2.22 | 1.87 | 6.71 |
| 0.1 | 3.27 | 2.88 | 2.84 | 2.78 | 10.65 |
| 0.2 | 4.83 | 4.56 | 4.5 | 3.59 | 22.85 |
| 0.3 | 5.41 | 4.97 | 4 | 6.84 | 27.21 |

(a) RPS

\( \Delta_{ts} \) | \( \alpha = 0.1 \) | \( \alpha = 0.2 \) | \( \alpha = 0.3 \) | \( \alpha = 0.4 \) | \( \alpha = 0.5 \) |
|---|---|---|---|---|---|
| 0.07 | 3.16 | 2.79 | 2.14 | 1.12 | 8.79 |
| 0.1 | 3.56 | 3.18 | 3.45 | 2.96 | 6.77 |
| 0.2 | 4.56 | 4.08 | 4.58 | 3.99 | 9.9 |
| 0.3 | 5.02 | 4.92 | 5.12 | 6.28 | 7.49 |

(b) RPS-GFS

\( \Delta_{ts} \) | \( \alpha = 0.1 \) | \( \alpha = 0.2 \) | \( \alpha = 0.3 \) | \( \alpha = 0.4 \) | \( \alpha = 0.5 \) |
|---|---|---|---|---|---|
| 0.07 | 2.18 | 1.63 | 1.37 | 0.75 | 92.83 |
| 0.1 | 2.75 | 2.5 | 2.54 | 0.93 | 97.48 |
| 0.2 | 4.56 | 4.08 | 7.8 | 9.78 | 99.59 |
| 0.3 | 5.2 | 4.9 | 7.98 | 96.61 | 100 |

(c) OPS

\( \Delta_{ts} \) | \( \alpha = 0.1 \) | \( \alpha = 0.2 \) | \( \alpha = 0.3 \) | \( \alpha = 0.4 \) | \( \alpha = 0.5 \) |
|---|---|---|---|---|---|
| 0.07 | 2.5 | 2.63 | 6.38 | 80.18 | 89.65 |
| 0.1 | 3.32 | 11.06 | 80.39 | 91.95 | 92.88 |
| 0.2 | 5.29 | 22.75 | 98.45 | 98.24 | 97.76 |
| 0.3 | 3.7 | 28.28 | 99.35 | 98.61 | 99.96 |

(d) OPS-GFS

Grey cells indicate configurations achieving \( \text{ASR} \geq 80\% \).

### Table 3

\( \text{ASR}(\%) \) for RPS, RPS-GFS, OPS and OPS-GFS for Different Strength \( \Delta_{ts} \) and Poisoning Ratio \( \alpha \in \{0.3, 0.4\} \) for the Case of Inception3D Rebroadcast Detector (\( \Delta_{tr} = 0.07 \))

| \( \Delta_{ts} \) | \( \alpha = 0.3 \) | \( \alpha = 0.4 \) | \( \alpha = 0.3 \) | \( \alpha = 0.4 \) | \( \alpha = 0.3 \) | \( \alpha = 0.4 \) |
|---|---|---|---|---|---|---|
| 0.07 | 14.4 | 20.59 | 18.27 | 25.37 | 92.1 | 96.23 |
| 0.1 | 31.08 | 42.58 | 37.93 | 50.01 | 98.17 | 98.95 |
| 0.2 | 14.4 | 20.59 | 18.27 | 25.37 | 92.1 | 96.23 |
| 0.3 | 14.4 | 20.59 | 18.27 | 25.37 | 92.1 | 96.23 |
than OPS, with $\text{ASR}$ around 99%, even when $D_\alpha = 0.1$. These are particularly significant results, since in this case the mismatch between the architecture used for the rebroadcast detector and the one used to build the surrogate model is stronger than before (a 3D CNN is used for the detection, while an LSTM-based network is used by the attacker). It is also worth noticing that, in contrast to the previous case, the RPS is also effective for large values of $D_\alpha$. These results suggest that it is easier to inject a backdoor into a 3D CNN architecture than in an LSTM architecture.

In the absence of the backdoor attack, the accuracy of the rebroadcast detector $F$ on $D_{\text{ts}}$ is 99%. When $\alpha = 0.3$, the backdoored models $F$ generated via RPS, RPS-GFS, OPS and OPS-GFS achieve an accuracy equal to, respectively, 97.15%, 97.66%, 94.49%, and 94.19%, on $D_{\text{ts}}$. When $\alpha = 0.4$, instead, the accuracies are equal 97.97%, 97.98%, 93.24%, and 93.85%. In summary, the reduction of performance of the backdoor detector $F$ on benign inputs remains always below 5% for $\alpha \leq 0.4$.

The performance achieved by the attack when the rebroadcast detector is trained on the MSU-MFSD dataset of live/rebroadcast videos is shown in Table 4. The attack is less effective than before, however, the results follow the same pattern we observed before, with the outlier detection strategy improving significantly the performance compared to RPS. Specifically, when $D_\alpha$ is larger than 0.2, the $\text{ASR}$ is above 80%. We also observe that there is no significant difference between OPS and OPS-GFS, with the former achieving better results when $\alpha = 0.3$, the latter when $\alpha = 0.4$.

With regard to the accuracy of the rebroadcast detectors $F$ and $F^*$ trained as described in Sections 4.1.1 and 4.2, for the benign model $F$ we got $\text{ACC}(F, D_{\text{ts}}) = 96.9%$, while for the backdoored detector $F$ we got the following results: when $\alpha = 0.3$, the model achieves accuracies 93.1%, 95.74% 94.25% and 93.02% for RPS, RPS-GFS, OPS, and OPS-GFS, respectively, while for $\alpha = 0.4$, the accuracies are 95.01%, 96.12%, 96.18%, and 96.21%.

### 6 Conclusion

We have proposed a new stealthy clean-label video backdoor attack against rebroadcast detectors in face authentication systems. The attack exploits the peculiarities of the Human Visual System to design a temporal chrominance trigger with reduced visibility. To make the attack effective in the clean-label scenario, we have introduced an outlier poisoning strategy (OPS) according to which the attacker chooses the video samples that are most suitable for the attack, to force the network to rely on the triggering signal to make its decision. No knowledge of the rebroadcast model is required by the OPS. Moreover, the use of a different trigger strength during training (for backdoor embedding) and testing (for backdoor activation), with a larger strength applied during testing, permits to employ a weaker triggering signal for the poisoning of the training samples, thus making the attack more stealthy. The effectiveness of the proposed attack is proven experimentally considering different architectures and datasets.

Although we considered the problem of video face authentication, the proposed method is a general one and can be extended to other video classification scenarios.

Among the most interesting research directions, we mention the possibility of implementing the attack in the physical domain, e.g., by applying an ad-hoc physical alteration of the lighting conditions to inject the backdoor. The different effectiveness of the attack on different architectures (e.g., 3D architectures and architectures based on LSTM) exploiting the temporal dimension of video sequences is also worth further investigation.
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