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Abstract

Competence development and measurement are of great interest to vocational education and training (VET). Although there are many instruments available for measuring competence in diverse settings, in many cases, the completed steps of validation are neither documented nor made transparent in a comprehensible manner. Understanding what an instrument actually measures is extremely important, inter alia, for evaluating test results, for conducting replication studies and for enforcing adaptation intentions. Therefore, more thorough and qualitative validation studies are required. This paper presents an approach to facilitate validation studies using the example of the simuLINCA test. The approach to validation applied in this study was developed in the field of medicine; nevertheless, it provides a promising means of assessing the validity of (computer-based) instruments in VET. We present the approach in detail along a newly developed computer-based simulation (simuLINCA) that measures basic commercial knowledge and skills of apprentices in Switzerland. The strength of the presented approach is that it provides practical guidelines that help perform the measurement process and support an increase in transparency. Still, it is flexible enough to allow different concepts to test development and validity. The approach applied proved to be practicable for VET and the measurement of occupational competence. After extending and slightly modifying the approach, a practical validation framework, including the description of each step and questions to support the application of it, is available for the VET context. The computer-based test instrument, simuLINCA, provides insights into how a computer-based test for measuring competence in various occupational fields can be developed and validated. SimuLINCA showed satisfying evidence for a valid measurement instrument. It could, however, be further developed, revised and extended.
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Introduction

The aim of (vocational) education is to equip students with the knowledge, skills and attitudes they need in order to be competent in their workplace and as members of society today and in the future. Valid competence measurement helps determine whether this goal is achieved. The last decade has seen a change in the way competence is measured in vocational education and training (VET), in particular with the implementation of computer-based simulations. The advantage of such tests is the possibility of developing tasks that are similar to workplace situations (reality) and practicable (Jude and Wirth 2007; Seeber et al. 2010; Winther 2010). However, Rüschoff (2019) points out deficits in the transparent validation of such tests. In a review of the methods of competence measurement in initial VET in Germany in the years 2001–2017, the author illustrates that around 11% of the conducted studies did not (or not clearly enough) mention the validation procedure. While content validity was analysed in all the studies, construct and criterion validity were not considered in 78% and 88% of cases, respectively. Rüschoff concluded that construct and criterion validity are underrepresented and that it is worth striving for a more thorough validation, including predictive validity. In order to achieve progress in the validation of measurement instruments in VET, it is important to follow guidelines during the validation process and to present the modelling of constructs, results and resources needed as transparently as possible. Such guidelines, for example, suggested by the American Educational Research Association (AERA) et al. (2014), are available, but Rüschoff’s results indicate that they have to be more practical and/or easier to access.

The present paper builds on this demand by presenting and discussing a practical approach to validity, which is of particular interest for the development and validation of assessments in education and further training (VET/company). In the ‘Introduction’ section, we outline the concept of validity and approaches to validation. In the ‘Method’ section, we describe the practical approach to validation applied in this paper on a theoretical basis, and in the ‘Results and discussion’ section, we explicitly apply the individual steps of the approach using the example of competence measurement in commercial VET in Switzerland. Therefore, the present paper is not structured like a ‘classical empirical’ paper with research questions and underlying hypotheses; instead it takes a conceptual perspective to pursue two concrete goals: (a) we want to examine whether the approach is suitable for the VET field and (b) we want to give a concrete illustration of the process of development and validation of the computer-based instrument, *simuLINCA* for researchers interested either in adapting or in developing a (computer-based) competence measurement instrument.

Validity and approaches to validation

According to McClelland (1973), a test should not be trusted, nor is its use justified, unless there is evidence for its validity. But what validity means is not as clear as it seems. Commonly known is the division of validity into the ‘types’ criterion, content and construct validity (Cook et al. 2015; Rüschoff 2019). However, some (educational) measurement experts have a different understanding of validity, namely of validity being a unified concept. Messick (1975, 1989) introduced this ‘unitary concept of validity’, which
is arranged around the framework of a broad version of construct validity. Construct validity is to be understood as superordinate and includes the other validity types (Anastasi 1986). Although there is a large consensus favouring a unified concept of validity over a three-part one, the debate over what the concept of validity encompasses is ongoing (Hammond and Moss 2016). There is agreement that validity is about the ‘evaluation of interpretive claims’ (Kane 2016, p. 198) that have to be justified somehow. Validity should be addressed by providing evidence from multiple perspectives (Kane 2016; Shepard 2016). However, there is disagreement, for example, about whether the ‘test use’ and/or ‘test consequences’ have to be included in the concept of validity (Newton and Baird 2016). A compromise (Geisinger 2016; Shepard 2016) can be found in the Standards of Educational and Psychological Testing (AERA et al. 2014):

Validity refers to the degree to which evidence and theory support the interpretations of test scores for proposed uses of tests. [...] The process of validation involves accumulating relevant evidence to provide a sound scientific basis for the proposed score interpretations. It is the interpretations of test scores for proposed uses that are evaluated, not the test itself. (p. 11)

Despite a heated debate and a preoccupation with the concept of validity, Brennan (2006, p. 8) noted that the practice of validation is frequently ‘impoverished’. Gafni (2016) also emphasized that the practice of validation is often inadequate and occasionally not done at all. Cook et al. (2013) came to a similar conclusion. They conducted a review study that included the validation process of more than 400 simulation-based assessments in the field of medicine and concluded that there is a need for qualitatively better validation studies and thus for clearer and simpler instructions on the validation process.

A crucial step in the validation process is the selection and collection of evidence. There are various methods for this, inter alia, (A) Messick (1989), for instance, considered the aspects content, substantive, structural, external, generalizability and consequential as relevant sources for (construct) validity. Nevertheless, Messick’s approach was criticized because it would provide incomplete guidance in terms of prioritization or selection of evidence, which would consequently lead to an open-ended validation process (Kane 2013; Carney et al. 2019). (B) This objection was addressed by Kane (1992, 2001, 2013) with the introduction of an interpretation-use argument (IUA) prior to the actual evidence collection; the theory and/or construct of a test should be made explicit and underlying assumptions concerning the interpretation and use of test scores should be formulated. Depending on the aim of the measurement, Kane suggested referring the assumptions to the ‘inference-categories’ scoring, generalization, extrapolation and implications/decisions. (C) Similarly, AERA et al. (2014) proposed starting the validation process with an IUA. In contrast to Kane, AERA et al. (1999,2014) adopted Messick’s validity aspects and ‘renamed’ them (test content, internal structure, relations to other
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1 This understanding of validity is also followed in this article.

2 Carney et al. (2019, p. 12) identified three perspectives regarding argument-based approaches to validation: (1) ‘validation via principled design’, (2) ‘common identified categories’ and (3) ‘chain of assumption/inferences’. There are also examples provided for each perspective. The AERA approach was assigned to the second perspective and Kane’s approach to the third.
variables, response processes and consequences). Carney et al. (2019) recognized the difference between the two approaches insofar as the five sources of evidence are quite prescriptive and the focus is on test development, whereas Kane’s (2013) ‘inference-categories’ paid more attention to practical implementation in a more open or contingent form.\(^3\) (D) Cook and Hatala (2016) devised an eight-step approach to validation that could operate with the ‘classical’ understanding of validity (content, criterion, construct), with AERA’s et al. and Kane’s validity approach. Thus, Cook and Hatala did not present a new version of validation. What is new or appealing about their approach is that they transformed the written text into an easy-to-use framework.\(^4\) This was achieved with the aid of consecutive steps and clear as well as informative headings. In our view, the approach of Cook and Hatala is particularly interesting for VET since it has been developed for the medical field on the one hand, which corresponds to the world of labour and not to that of general education. On the other hand, the approach to validation was devised for simulation studies. As we have applied this approach to the development and validation of simuLINCA, we will introduce the eight steps proposed in more detail.

**Method: the practical approach to validation by Cook and Hatala**

Strictly speaking, Cook and Hatala’s approach is not just about validation but rather about an assessment model including the validation process. Usually, modelling, development and practical issues are not part of the validation procedure. However, Shepard (2016), amongst others, stated that the test format of a measurement instrument is determined by a clear idea of test utilization. Thus, there is no real separation of development and validation since they are intertwined. The eight proposed steps of the validation framework are:

1. Define the construct and proposed interpretation
2. Make explicit the intended decision(s)
3. Define the interpretation-use argument, and prioritize needed validity evidence
4. Identify candidate instruments and/or create/adapt a new instrument
5. Appraise existing evidence and collect new evidence as needed
6. Keep track of practical issues including cost
7. Formulate/synthesize the validity argument in relation to the interpretation-use argument
8. Make a judgment: does the evidence support the intended use? (Cook and Hatala 2016, p. 6)

These eight steps are interdependent and build on each other. Describing the construct to be measured as precisely and theoretically soundly as possible and specifying the interpretations, uses and decisions to be taken on the basis of test results (Steps 1 and 2) are the foundation to formulate the IUA (Step 3). In the IUA, the often implicit existing assumptions are formulated explicitly (e.g. test items are authentic and the test can
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\(^3\) For a detailed insight and comparison of the two approaches, the article by Carney et al. (2019) is recommended.

\(^4\) In the literature, the terms ‘approach’ and ‘framework’ are sometimes used synonymously. We understand ‘approach’ as open and general access, whereas we understand ‘framework’ as a more restrictive, prescriptive and precisely defined procedure, like the steps proposed by Cook and Hatala. A ‘framework’ would therefore be part of an approach.
be objectively administered) and it is determined what evidence is essential for which assumption. In the context of testing, countless assumptions can be made, but not all are equally relevant. Therefore, as many assumptions as possible should first be identified and then the most problematic and challenging should be prioritised. It is not known at this stage whether there is already evidence of validity, but at least it is clear what evidence is needed to ‘prove’ the assumptions. In Step 4, the search begins for a suitable measurement instrument that can fulfil the assumptions formulated in Step 3. It is only in Step 5 that concrete evidence is sought, which is generally known as validation. In this step, the IUA formulated in Step 3 is now (empirically) ‘tested.’ Planning this step thoroughly is extremely important with regard to other constructs that are assessed along with the competence measurement. Often needed validity evidence is not considered in advance and therefore not collected, which makes it impossible to test assumed relations with other constructs as most data collection has already been done and not repeatable.

Step 6 emphasises that valid testing also depends on contextual and financial factors, which should be documented to show other research groups what resources are needed for the whole validation process and for the implementation of the test. Being aware of challenges in advance and providing alternatives (e.g. offline simulation), ensures that testing conditions are similar and test results comparable. In addition, knowing the cost helps focus and possibly limit the instrument and validation to the most important aspects. In Step 7, the evidence for validity collected in Step 5 is compared and evaluated with the explicitly formulated assumptions in the IUA (Step 3). Possible shortcomings with regard to the proof of validity are explicitly mentioned. Finally, on the basis of Steps 1–7, a final conclusion (Step 8) is drawn as to the extent to which the present test instrument can withstand the intended use. Furthermore, plans to close remaining gaps concerning validity evidence are presented.

Changes to the framework

Even though this framework is clearly structured and includes the most important facets of the validation process, there is one step missing. Hence, an indispensable condition for the implementation of suitable measurement instruments (especially in VET) is that the characteristics of the context in which the measurement should be applied is taken into account (Holtsch et al. 2016). It is, for example, important to be aware of target characteristics in advance (e.g. age, language skills). Therefore, we added Step 0, ‘Define the Measurement Context and Target Group’ to the framework. Furthermore, we changed the wording of Steps 1 and 2 to (1) ‘Define the Construct’ and (2) ‘Make Explicit the Intended Interpretation, Use and Decision(s)’. It does not become entirely clear how the construct and interpretation are distinguishable in the example provided by Cook and Hatala (2016, p. 6). To correspond to the validity definition provided by the AERA et al. (2014), we included ‘interpretation’ and ‘use’ in Step 2. We have also changed the order of the steps, as in our opinion, the formulation of the validity argument (previously Step 7, now Step 6) should take place immediately after the collection of evidence (Step 5).
Results and discussion
Application of the framework in the validation study simuLINCA
Against the background of a lack of instruments for measuring competence in Swiss commercial VET and of the need for a careful validation process, we follow and illustrate in detail each of the eight steps as proposed by Cook and Hatala (2016) as well as the additional Step 0 to develop and validate simuLINCA.

Step 0: Define the measurement context and target group
In Switzerland, dual (commercial) VET plays a special role in educating young people to become competent members of the workforce and society. Two thirds of young adolescents enter dual VET after compulsory schooling, and one out of five school-leavers serves a commercial apprenticeship. The apprenticeship can be completed at one of three levels, all of which lead to a Federal VET Diploma (EFZ): B-profile (basic education), E-profile (advanced education) and M-profile (advanced education with a federal vocational baccalaureate). In this study, commercial apprentices of the E- and M-profile at the end of their training make up our target group. Their commercial training is organized by the three learning venues—vocational school, company and industry courses. In order to achieve the training goals, learning objectives are formulated at a Bloom taxonomy level of 1–6 (Bloom et al. 1956) for all learning venues. The school curriculum includes the subjects economics and society (E&S), information, communication and administration (ICA) and languages. Despite the fact that apprentices learn their profession in one of 21 commercial branches (SKKAB [Swiss Conference of Commercial Training and Examination Branches] 2020) and consequently receive branch-specific training in their company and industry courses, all of them, irrespective of their branch, attend commercial vocational school together. This is a unique situation in the context of Swiss commercial VET and known as the ‘all-branch concept’ (Rosenheck 2010). The idea behind this concept is that after the completion of their apprenticeship, trained commercial apprentices should be able to work in all commercial branches and, hence, broadly in the workforce and society. Having been devised by practitioners, the (branch-specific) company curriculum is characterized by a practical orientation and is thus relevant with respect to on-the-job training as well (Zbinden-Bühler and Volz 2007). The company curriculum consists of eight competence areas: (1) handling material, data or services, (2) advising customers, (3) carrying out orders, (4) performing marketing and public-relations tasks, (5) carrying out human-resources administration tasks, (6) executing financial processes, (7) performing administrative and organizational activities and (8) using knowledge gained in one’s own branch and company (BBT [Federal Office for Professional Education and Technology] 2017, p. 2).

Step 1: Define the construct
The construct to be measured by simuLINCA is basic commercial knowledge and skills (synonymous with basic commercial competence). Referring to a competence definition by Shavelson (2010, p. 44), we understand competence as the capability to perform
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5 All of the 21 branches are listed here: https://www.skkab.ch/berufsinformationen/branchen/.
6 The branch-specific curricula came into effect on 1 January 2012 and were last updated on 1 January 2017.
successfully in a specific context, which is closely related to the use of knowledge and skills in real life as in our example of commercial apprentices of all branches and training profiles E and M. Within this two-dimensional understanding of competence, knowledge is seen as the necessary basis and understood to be as important as the skills for solving a problem or performing successfully (Preckel and Holling 2006). The concept of skills refers to the practical side of the activity, the ability to do something well. While knowledge and skills are separable from an analytical point of view, they are closely intertwined in practice. In the context of VET, the school is, generally speaking, responsible for the ‘transmission’ of knowledge whereas the company provides the setting for the acquisition of pertinent skills (Sloane 2006).

Research activities in VET regarding the structure of professional competence show empirically that professional knowledge can be distinguished from action-related knowledge/skills (Nickolaus 2018). In the commercial domain, for example, Achtenhagen and Winther (2009) and Winther (2010) were able to empirically subdivide competence into comprehension-based and action-based dimensions. Furthermore, it has been shown that professional knowledge can often be divided into sub-dimensions that are commonly used to structure knowledge (Rosendahl and Straka 2011; Nickolaus and Seeber 2013; Nickolaus 2018). Sub-dimensions, as for example, case situations, can also be identified for action-related knowledge/skills (Achtenhagen and Winther 2009; Winther 2010; Rosendahl and Straka 2011).

Differing from previous research activities in the commercial field, the construct of the present project is to be understood independently of a specific commercial occupation (e.g. industrial clerk) and is comprised of basic commercial knowledge and skills that apprentices of all commercial branches should possess. In line with previous research (Nickolaus 2018), our construct (or competence structure model) can be described as having two dimensions: (1) Basic commercial knowledge covers dealing with commercial requirements based on knowledge acquired at vocational school, in particular in the lectures on business and administration (BA) (e.g. knowledge about tax rates). It reflects the ‘school curriculum’. It is basic because it relates to a non-academic level and is relevant to apprentices of all branches and for both profiles. (2) Basic commercial skills are needed to fulfil non-branch-specific tasks in a commercial workplace (e.g. writing an e-mail to a customer). These skills are mainly acquired in the company and reflect the ‘companies’ curricula’.

Step 2: Make explicit the intended interpretation, use and decision(s)

The main purpose of the simuLINCA instrument is to measure basic commercial knowledge and skills in the longitudinal project ‘Learning and Instruction for Commercial Apprentices’ (LINCA) (Holtsch and Eberle 2018). A by-product is that the test results provide apprentices as well as their VET teachers and trainers with an objective determination of the status quo by showing them whether the apprentices are able to deal successfully with representative tasks that pertain to all commercial branches and whether they can answer questions concerning BA that are typical on the final exams. Such information could encourage teachers and/or trainers to take measures in order to prepare effectively for the transition from VET to the labour market. However, the aim of the test is not to replace the qualification procedures or to influence selection processes; the
aim and use of simuLINCA should be clearly communicated to other stakeholders (e.g. school deans, government) in order to avoid misuse of the instrument.

Step 3: Define the interpretation-use argument, and prioritize needed validity evidence

Table 1 presents the most important assumptions about the construct and test use (Steps 1 and 2). We structured our assumptions with the aid of the five sources of evidence suggested by the AERA et al. (2014). For example, as we noted in Step 1 that the test should contain tasks that can be solved independently of the branch. One of the assumptions to be tested later was therefore ‘tasks are authentic and relevant to all branches’ (Table 1, source: test content). Furthermore, we assumed with regard to the internal test structure that our construct could be divided into the two aforementioned dimensions of basic commercial knowledge and basic commercial skills (Step 1). Consequently, we had to check our proposed construct along the data empirically. Additionally, we expected apprentices with higher marks in E&S to perform better than apprentices with lower marks (source: relations to other variables). Therefore, we needed to ask for the marks in E&S in order to be able to test this assumption.

Step 4: Identify candidate instruments and/or create/adapt a new instrument

In a next step, the existing testing instruments will be reviewed, focusing on whether they are consistent with the underlying assumptions (Table 1). In this way, it is possible to decide whether these instruments are suitable or whether a new instrument needs to be developed.

Step 4.1 Candidate instruments

At the beginning of our research project in 2012, only the instrument ALUSIM (Achtenhagen and Winther 2009; Winther 2010) measured a similar construct. However, due
to substantial country-related differences in the conception of commercial VET and the fact that it focuses primary on industrial apprentices (violating the all-branch assumption), it has proven to be impossible to adapt ALUSIM satisfactorily to the Swiss context (Holtsch et al. 2016). In consequence, the simuLINCA simulation was devised (Mentele et al. 2014).

**Step 4.2 Test development of the new instrument**

In order to represent what apprentices of all branches learn at the two learning venues, the curricula of both vocational school and company were used to develop the tasks and items. The development process of simuLINCA involved (a) the selection of competence areas, (b) the design of the simulation environment and the formulation of skill-based tasks, (c) the formulation of knowledge-based items and (d) the digital construction of the instrument:

a. Selection of competence areas: It was to decide which competence areas (see Step 0) were to be covered by the test in order to meet our assumptions of respecting the ‘all-branch concept.’ To this end, we conducted both a quantitative and a qualitative analysis of the similarities and differences concerning the educational goals set for commercial apprentices in all branch-specific curricula. The quantitative curriculum analysis focused on the number of performance targets per competence area. It showed that four of the eight competence areas were included in all curricula. Subsequently, the wording of the targets in qualitative respects was analysed, and it was revealed that overall, most of the targets were identically formulated. In summary, this means that the differences between the branches do not manifest themselves in the formulation of the performance targets but in whether or not they form part of the curriculum.

b. Design of the simulation environment and formulation of skill-based tasks: To represent working life in the simulation, the fictional company called LINCA was created. Its organization is reminiscent of Switzerland’s two largest retailers. LINCA is a holding and is subdivided into four organizational units: holding, retail, travel agency and banking. All created tasks for measuring basic commercial skills reflect the results of the curriculum analysis and include the four common competence areas mentioned above. The starting point of the sub-tests of each organizational unit was always a workplace situation. The situations were introduced by means of video vignettes, audio recordings or written work assignments. Given the task structure, the response format of the skill-based tasks was open-ended. For example in one task, a customer wants to book a language stay and asks for an offer. The apprentices have to check dates, language schools, flight schedules and exchange rates in order to submit an offer to the customer.

c. Formulation of knowledge-based items: We developed items that measured basic commercial knowledge based on the results of a document analysis of the school curriculum, course books and qualification procedures. Furthermore, the items needed to relate thematically with the skill-based tasks. Although the content was connected, the knowledge-based items could be answered without the context of the skill-based
tasks. The response format of the knowledge-based items consisted of mainly forced-choice items and some open-ended items (e.g. ‘What does AIDA stand for?’).

d. Digital construction of the instrument: SimuLINCA had to be programmed from scratch. In order to facilitate the test procedure, the test could be taken online. Once a task had been completed, however, it was not possible to go back and make revisions. One important reason for this decision was that, in real working life, a sent e-mail or letter cannot be cancelled or reversed.

After development and revisions, the final test was comprised of 76 items, 43 of which were skill-based and 33 knowledge-based. All items could be answered independently of each other so as to ensure local stochastic independence (Lord and Novick 1968). Table 2 provides an overview of the contents of SimuLINCA. The test duration is 90 min.

Step 5: Appraise existing evidence and collect new evidence as needed
The sources of validity evidence and underlying assumptions (Table 1) were approached with four different methods (presented in Table 3). The test was first applied in two pilot studies and then revised before application in the main study. Therefore, we have three different empirical samples consisting of commercial apprentices (Table 3, notes). Depending on the source of validity evidence, one or more methods were used in order to check for validity. In the next sub-sections, evidence of validity for all five sources are presented in more detail.

| Organizational unit | Skill-based tasks | # of items | Knowledge-based items | # of items | Total # of items |
|---------------------|-------------------|------------|-----------------------|------------|------------------|
| Holding Department LINCA | Identify information in the balance sheet, mission statement, and organizational chart and process it | 3 | Balance sheet, legal and corporate form | 2 | 5 |
| Retail | Carry out a price calculation | 5 | VAT, exchange of goods, overhead, cash discount, discount, bonus | 12 | 42 |
| | Enter an order into the system | 7 | | | |
| | Notify of a delay in delivery | 6 | | | |
| | Record a business transaction | 6 | Business transaction in textbook form | 6 | |
| Travel Agency | Issue an offer | 11 | Taxes, profitability analysis | 3 | 18 |
| | | | Profitability analysis | 4 | |
| Banking | Analyse and evaluate customer consultation and formulate further steps | 5 | Marketing, human resources, negative shareholder equity, share capital | 6 | 11 |
| Total | 43 | 33 | 76 | | |
Step 5.1 Validity source A) test content

As Table 3 illustrates, the validity of the source test content was approached by means of four different methods (document analysis, first and second pilot study, main study), which are presented and discussed in more detail below.

Evidence from Document Analysis (I)  Aim: The aim of the document analysis was to ensure that the test covered important contents of commercial VET and respected the ‘all-branch concept.’ The document analysis was an essential step in the development of the test as it supported the content definition of the skill-based tasks and knowledge-based items. This demonstrates the important interplay between development and validation.
Method: The method was rechecked regarding how the tasks corresponded to the performance targets of all of the 21 branches (branch-specific curricula) and whether all knowledge-based items could be mapped to the learning objectives of the school curriculum.

Results: Most of the skill-based tasks were found to be relevant for all branches. Only minor revisions were necessary. With regard to the knowledge-based items, they corresponded to the school curriculum.

Evidence from the First Pilot Study (II)  
Aim: The aim of the structured interviews was, inter alia, to find out whether the apprentices considered the tasks and the items of the test to be manageable and authentic.

Method: First, the apprentices (Sample A) completed and/or commented on the test version of the simulation (think alouds) (Ericsson and Simon 1984). Second, they rated the tasks in terms of difficulty on a Likert-type scale ranging from 1, 'not difficult at all,' to 6, 'very difficult.' Furthermore, they had to state whether they had already dealt with such tasks and items in one of the three learning venues.

Results: The rating of the difficulty of the skill-based items ranged from $M = 1.84$ ($SD = 1.12$) to $M = 4.47$ ($SD = 1.46$). Half of the apprentices stated that they had done similar tasks at their workplace before, and they assessed most of the skill-based tasks as realistic. The rating of the difficulty of the knowledge-based items varied between $M = 1.69$ ($SD = 0.63$) and $M = 5.00$ ($SD = 1.20$). The tasks or items covered an intended range from easy to difficult. For almost all test items the apprentices specified that they had to deal with similar tasks and items at vocational school and their previous training situations.

Evidence from the Second Pilot Study (III)  
Aim: One aim of the second pilot study (Sample B) was to evaluate apprentices’ spontaneous comments on the simulation in terms of test content.

Method: The apprentices were given 270 min to complete simuLINCA and give feedback on the simulation in an open format.

Results: Most of the participants reported that the tasks connected to everyday work and that the test provided a balanced mixture of knowledge-based items and practical tasks. The apprentices confirmed that the documents as well as the tasks had been realistic and appropriate in terms of difficulty. Nevertheless, some of the tasks and items had to be restructured and/or simplified in some places because they had been (too) difficult and had not been clearly formulated.

Evidence from the Main Study (IV)  
Aim: An analysis of the routine activities of apprentices was carried out in order to clarify whether the test content corresponded to real working tasks.

Method: The commercial apprentices of Sample C had to write down the three most important activities they typically perform at their training company. In a first step, the activities mentioned were coded according to the eight competence areas (see Step 0). In a second step, the activities themselves were counted in a frequency analysis.
Results: Shortly before the completion of the apprenticeship, 41.0% of the apprentices \((N = 1350)\) dealt with administrative and organizational tasks, 28.4% handled orders, and 24.5% executed financial processes on a routine basis. The tasks that the apprentices \((N = 1353)\) reported to occur most often were telephone service (19.7%), accounting (13.6%) and payment and invoices (13%).

Step 5.2 Validity source B) response processes

Evidence from the First Pilot Study (II)  
Aim: In order to deal successfully with the skill-based tasks of simuLINCA, the apprentices \((Sample \, A)\) had to know exactly what they were asked to do and where to find the requisite information within the simulation. As for the knowledge-based items, it was important to ensure that the apprentices understood what was asked of them.

Method: In interviews (think alouds), the apprentices stated whether and how they understood the questions and the work assignments of the simulation and described how they would approach them. In addition, they were asked to explain a selection of basic terms such as ‘holding’ and ‘net method’. The apprentices’ account of how they would approach the tasks allowed for drawing conclusions about their cognitive processes.

Results: The apprentices understood what (working) processes were required and where they could find relevant information so as to be able to deal with the tasks and items successfully. Furthermore, the knowledge-based items were clearly formulated so that the apprentices knew what they were expected to do (irrespective of whether they solved the task correctly).

Step 5.3 Validity source C) internal structure

Evidence from the Main Study (IV)  
Aim: Checking whether the test measures the construct reliably and whether the assumption of two-dimensionality (skill-based vs. knowledge-based) could be confirmed empirically \((Sample \, C)\) was of interest.

Method: We analysed the item property and the dimensionality of simuLINCA in ConQuest 4.0 \((Wu \, et \, al. \, 2015)\) and compared the fit of a one-dimensional 1 PL-IRT

| Table. 4 Model characteristics of simuLINCA |
|---|
| Model characteristics | 1 PL—IRT model |
| | One-dimensional | Two-dimensional |
| | Skill-based | Knowledge-based |
| \(N\) | 1365 | 1365 |
| \(N\) items | 76 | 43 | 33 |
| EAP/PV reliability | 0.877 | 0.857 | 0.778 |
| WLE reliability | 0.892 | 0.874 | 0.721 |
| Item separation reliability | 0.997 | 0.997 |
| Deviance | 135,839.23 | 134,985.85 |
| Estimated parameters (number) | 116 | 118 |
| AIC | 136,071.23 | 135,221.85 |
| Variance | 0.391 | 0.481 | 0.368 |

Calculation on the basis of the Gauss-Hermite Quadrature with 225 nodes
partial-credit model with a two-dimensional partial-credit model (Table 4). The items were selected on the basis of infit statistics (mean squares, MNSQ) (Wright and Linacre 1994) and t-values. Wilson (2005) recommended analysing the MNSQ and t-values in combination and excluding items only if both values point to a misfit as t-values are prone to become significant in a large sample and where a large number of items is concerned.

Results: In the one-dimensional model, the t-values of 16 items proved to be greater than 2. As the MNSQ of the 76 items fell into a satisfying value range (0.87 to 1.17); no items were excluded. The EAP/PV reliability of the latent abilities was 0.88, the WLE reliability was 0.89 and the AIC was 136,071.23. In the two-dimensional model, distinguishing the dimensions ‘skill-based’ and ‘knowledge-based,’ the t-values of 13 items were greater than 2, but the MNSQ of the items of all task types fell into a satisfying value range (0.85 to 1.20). The EAP/PV reliabilities of the latent abilities were 0.86 for the skill-based items and 0.78 for knowledge-based items. The WLE reliabilities were 0.87 and 0.72, and the AIC was 135,221.85. The two dimensions correlated to the extent of r = 0.613.

According to Adams and Wu (2010, p. 3), the one-dimensional model is a sub-model of the two-dimensional model and the deviance of the two models ‘is distributed as a chi-square with two degrees of freedom.’ As the deviance of the two-dimensional model is 853.38 smaller than the deviance of the one-dimensional model, and as the AIC of the two-dimensional model is also smaller than the AIC of the one-dimensional model, the two-dimensional model proved to fit the data better (Table 4).

The Wright Map (Fig. 1) of the two-dimensional model indicates that some test items (especially skill-based items) were too difficult for the apprentices. Overall, we consider item distribution and reliability to be satisfactory.

Step 5.4 Validity source D) relations to other variables

Evidence from the Main Study (IV)  Aim: As there is some empirical evidence that cognitive skills as well as prior knowledge are relevant to the development of professional knowledge and skills (e.g. Rosendahl and Straka 2011; Helm 2015; Atik and Nickolaus 2016), the aim was to determine whether there were such correlations in our data as well.

Method: Apprentices’ cognitive knowledge (measured by means of the CAT test7) was introduced into the model as a domain-unspecific predictor. Further, the marks they achieved in the school subjects ICA and E&S8 in the previous school year were introduced as domain-specific predictors. Given the existing empirical evidence, we expected that higher CAT scores, and in particular better marks in ICA and E&S, would have a positive effect on the test scores obtained in simulINCA. Furthermore, M-profile apprentices were assumed to score higher than E-profile apprentices because the M-profile is (cognitively) more demanding than the E-profile.

7 The revised short form of the cognitive ability test (CAT) 4th to 12th grade (Heller and Perleth 2000), which included the subtests V3 (word analogies, 20 items), Q2 (series of numbers, 20 items) and N2 (character analogies, 25 items), was applied in November/December 2012 in Sample C.

8 The analysis was based on marks as reported by the apprentices. We could not verify whether this information was correct. In the Swiss education system, marks range from 1 (fail) to 6 (excellent), with 4 representing the passing mark. Dickhäuser and Plenter (2005) found that the accuracy of self-reported school marks and the teachers’ evaluation highly correlate and that the reported school marks were, on average, higher than they had actually been.
A structural equation model (SEM) was calculated by means of the statistics software Mplus, Version 7.2 (Muthén and Muthén 2012). The latent CAT variable is a latent second-order variable that parcels items at the lowest level. The E-profile apprentices acted as the reference group of the dichotomous profile variable. In order to avoid a substantial bias in the parameter estimates, which may arise if the hierarchical data structure is not respected (Asparouhov 2005), a pseudo-maximum-likelihood estimator (PML) (type = complex) (Muthén and Muthén 2012, p. 249) was implemented in the SEM. This procedure took the hierarchical data structure into account (Muthén and Muthén 2012).

Results: The goodness of fit indices were satisfying ($\chi^2 = 190.046$, $df = 67$, $p < 0.01$; CMIN = 2.83; CFI = 0.987; RMSEA = 0.037; SRMR = 0.021).Confirming the
expectations, the context factors correlated significantly with the test score of *simuLINCA*. The previously achieved marks in ICA proved to have the strongest influence on basic commercial knowledge and skills ($\beta = 0.269; p < 0.001$), followed by the profile (E-profile apprentices, $\beta = −0.237; p < 0.001$). In line with expectations, M-profile apprentices scored higher on *simuLINCA* on average than E-profile apprentices. Furthermore, the E&S marks achieved in the previous year correlated significantly with the results of *simuLINCA* ($\beta = 0.208; p < 0.001$). The same applied to cognitive knowledge (CAT; $\beta = 0.093; p < 0.05$). As this effect proved to be rather small, however, we concluded that previously obtained marks (domain-specific predictors) were more relevant with regard to the apprentices’ achievement in *simuLINCA* which is in line with previous research (e.g. Rosendahl and Straka 2011).

**Step 5.5 Validity source E) consequences**

Evidence from the Main Study (IV)  
Aim: Test results should be made available to apprentices (*Sample C*) after they have taken the test and should provide a status quo on their ability to successfully complete representative commercial tasks and to answer BA-type final exam questions. Furthermore, it should also be possible to make the results accessible (in an anonymised form) to other VET stakeholders.

Method: Two months after testing, the apprentices had the opportunity to download a PDF file with their test scores for both dimensions compared to the average scores of their peers and those of the entire sample. Their VET teachers in E&S received the average scores of the class performance in comparison to the whole sample (Table 3, Sample C).

Results: The form of feedback seems to be neither useful nor attractive to apprentices, which is implied by the fact that only a small number of apprentices downloaded the file.

**Step 6: Formulate/synthesize the validity argument in relation to the interpretation-use argument**

The assumptions formulated in the IUA (Step 3, Table 1) were compared and evaluated with the collected evidence for validity for each source (Step 5).

**Test content**

The assumptions concerning test content could be met. Nevertheless, in order to increase the authenticity of the test, further measures could be taken. Although the process of item selection was careful, well-founded and based on competence areas that are relevant to all branches, the items covered only a part of the knowledge and skills that the apprentices are expected to have acquired by the end of their apprenticeship. With regard to the representativeness in terms of the breadth of competence testing and construct representation, a larger item pool should be developed.

**Response processes**

The interviews showed that the participating commercial apprentices understood the tasks and items and that they were able to process available information cognitively. However, it became apparent during the second pilot study that some tasks/items were nevertheless too demanding. In order to gain deeper insights into the response
processes, it would be useful to analyse, for example, eye movements, solution duration or the use of documents.

**Internal structure**

The data provided empirical support for the two-dimensionality of the construct, but the one-dimensional model showed, in terms of quality criteria, an acceptable fit as well. This implies that both models are tenable in principle. This is interesting for theoretical considerations on the assumed competence structure model, as it may indicate that both dimensions, even if distinguishable, belong to the same construct. It remains to be clarified to what extent the two dimensions have a differentiating effect, whether they can be predicted by different predictors or whether they operate in the same way. It is also unclear at this point whether the two dimensions also differ because of the underlying task formats (open vs. closed) (Blömeke et al. 2015).

The test measures basic commercial knowledge and skills with satisfactory reliability. As the evaluation of test results (e.g. Wright Map) showed, the test contained a relatively high number of tasks that were too difficult for the apprentices, especially concerning skills. On the one hand, this might indicate that the design of the test was too demanding. In a next test version, more tasks of varying levels of difficulty should be included. On the other hand, it seems that the participating apprentices had not yet developed certain knowledge and skills that they were expected to possess at the end of their training.

**Relation to other variables**

As expected, M-profile apprentices and apprentices with good marks in ICA and E&S and higher CAT scores perform better on simuLINCA than E-profile apprentices and apprentices with lower marks and lower CAT scores respectively.

**Consequences**

The assumptions regarding the consequences could not be fully confirmed. An instrument is available for measuring knowledge and skills in commercial VET, but the feedback is not fully suitable for determining the status quo. It turned out that the form of feedback did not appeal to the apprentices. One problem seems to be that test participants did not receive immediate feedback as the coding was time-consuming. The time delay could have been a reason why the participants did not download the PDF file. To reduce the temporal distance, the coding should be automatized as far as possible to make instant feedback possible. It could also have been a problem of form. Since only one test score was reported for each dimension, apprentices had little concrete information about their status quo and the information remained abstract. Meaningful feedback would need to be more detailed. A possibility would be to give apprentices feedback on their level of competence, including the type of tasks and items they can use it to solve.

---

9 For an example in the commercial domain, see Egloffstein et al. (2016).
Step 7: Keep track of practical issues including cost
Step 4 (development of new instrument) and Step 5 (evidence collection) provided information on practical issues, which can be subsumed under the aspects of test administration, technical implementation and cost.

Step 7.1 Aspects of test administration
Prior to the testing, the test administrators had to ensure that the computer infrastructure was working properly (e.g. no immediate need for system updates, sound system of each computer turned on, stable internet connection). Therefore, contacting the IT department in advance was crucial for a smoothly running test. During the testing, an administrator tool with which administrators were able to check whether test takers had been able to log in and how many tasks they had dealt with at any given point proved to be important.

Step 7.2 Aspects of technical implementation
During the pilot studies, problems with the online version occurred. It took the data (e.g. videos) too long to load. Therefore, it was necessary to ensure that the loading of the data took place before the apprentices started the test (keyword buffering) and to have a printed back-up version (e.g. written dialogues and all documents on paper) at hand. In addition, it proved to be crucial that no further software installations were necessary. Therefore, the test ran on a functioning browser (e.g. Chrome, Firefox).

Step 7.3 Aspects of cost
The main costs—besides the personnel costs (test designers)—were the programming costs (approximately CHF 30,000). Another costly item can be filming and editing of videos, especially if actors are hired to increase authenticity. Since we did this ourselves, we cannot give a specific number. However, creating the final videos and audio recordings took about one work week. Additionally, creating authentic documents was very time-consuming (approximately one month of working time). To contact the IT departments in advance required increased personal resources. Furthermore, the need to code some of the open items (six tasks/items) by hand led to additional costs. For each task/item, two people coded for about two work weeks.

Step 8: Make a judgment: does the evidence support the intended use?
On the basis of the evidence summarized above, we conclude that with simuLINCA, an instrument is now available for measuring basic commercial knowledge and skills of Swiss apprentices. The definition of the construct indicated a need to include, on the one hand, questions about basic concepts of BA and, on the other hand, basic commercial tasks of the type that apprentices must deal with in real life. The validity argument showed, inter alia, that simuLINCA considers the learning objectives of both learning venues (school and company) and is judged to contain realistic and authentic (working) tasks. Consequently, the instrument meets the demands of the proposed

10 CHF 30,000 equal approximately 33,340 US dollars or 27,340 Euros (exchange rate as on 30.05.2021).
interpretation-use argument. Nevertheless, the test instrument and also the underlying construct description could benefit from further development, revision and extension. To describe the construct (internal structure) in more detail, a competence level model for basic commercial knowledge and skills should be developed. Therefore, how a meaningful categorization (knowledge and skills for the respective competence areas) can be made should be considered. This could be taken into account in the development of a broadened item and task pool (test content). Concerning the relation to other variables, we decided on two domain-unspecific context factors (CAT, profile) and two domain-specific ones (marks). However, there would also be arguments in favour of considering other context factors, such as other simulations in the commercial area or accounting tests (e.g. Guggemos 2016). Especially with regard to consequences, that is, the feedback of the status-quo and the implementation, simuLINCA could be improved. The feedback of the results needs to be communicated in a more attractive form. Therefore, we will further address the question of how to give an instant feedback as well as to produce an anonymous overview of the test results for other stakeholders. This involves different technical features, such as automatic coding of open answers as well as descriptors for competence levels. In order to implement simuLINCA in vocational schools or companies, for example, as a learning tool, the test design would have to be adapted. The test could consist of individual modules (e.g. the eight competence areas) and include branch-specific tasks. Furthermore, an adaptive format is conceivable. In order to make diagnostic statements, the use of ‘cognitive diagnostic models’ (DiBello et al. 2007) should be considered. In contrast to unidimensional item response theory (IRT) models, cognitive diagnostic models can provide an explanation for why a test taker does not perform well based on skills that could not be applied (Henson et al. 2008).

All in all, simuLINCA contributes to evaluating whether VET equips future commercial staff with the knowledge and skills that they need in their workplace and thus to ensuring that the objective of training a skilled commercial workforce is achieved. The results of the competence measurement are not only important for the tested persons themselves but especially for designers of workplace and school learning (VET teachers, trainers, researchers).

Conclusion
The aim of the paper was to present and implement the approach to validation proposed by Cook and Hatala (2016) for valid competence measurement in VET using the example of the development and validation of a measurement instrument for commercial VET in Switzerland.

As has been argued, validation of developed instruments is often not reported and remains hidden from interested researchers. The strength of the presented—now nine-step—approach is that it provides practical guidelines that help perform and structure the measurement process. Nonetheless, the approach is kept flexible enough to allow the integration of distinct concepts. For example, the evidence-centered model (Mislevy et al. 2003) or the assessment triangle (Pellegrino et al. 2001) could be taken into account in the development part or the setting up of assumptions could be adapted to one’s own ideas. In order to structure our assumptions, we used the five sources of evidence provided by AERA et al. (2014). However, there are other methods and frameworks
available that could also be combined. For instance, applying Kane’s (2013) inferences-categories would set a focus on the implementation of the test, which would be a nice add-on. Therefore, we suggest thinking about a consolidation of the inferences-categories by Kane (2013) and the sources provided by AERA et al. (2014). Carney et al. (2019) discussed this idea and emphasized that further research should be done on this topic.

Applying the framework supports the increase of transparency of the measurement process, that is, the documentation and reporting of results. In such a way, research groups and/or test users can assess the suitability of an instrument for their test purposes or the effort required for their own validation study. Since the framework not only considers content aspects, but also takes resource issues into account, it is particularly suitable for computer-based instruments. The differences in test development and validation of paper–pencil and computer-based formats especially manifest themselves concerning the required resources (e.g. programming, costs).

A disadvantage of the framework is that performing the nine steps means that the explanations for each step can become very detailed, and the overview can be lost. In our case, the presentation of the evidence collection (Step 5) is very dense. Additionally, for an article to be published, it must not exceed a certain word length. Therefore, it would be useful to create a condensed version and make additional materials available on an online platform. This would help maximize transparency and is in accordance with the open scientific thinking.

As Cook and Hatala (2016) created their approach for the occupational competence field (medicine) and for validating computer-based instruments, no major changes to the framework were necessary for VET and occupational competence measurement. Content-wise, it was only necessary to add Step 0. Since VET systems vary widely from country to country, it is important to describe the measurement context and target group more precisely than is necessary in the medical field. After extending and slightly modifying Cook and Hatala’s framework, Table 5 gives an overview of the aims and essential questions one could ask during each step and provides in such a way a practical and easy-to-use validation framework for competence measurement in VET.

To advance competence research in VET, researchers would be required to publish articles on the development and the validation process of test instruments. This is the only way to assess what kind of constructs were actually measured and to evaluate the extent to which results are comparable. Thus, carefully conducted transparent measurement procedures would also facilitate (international) replication studies and adaptation processes of measurement instruments. Moreover, such a trend would lay the groundwork for an in-depth discussion on the concept of validity (three-part or unified concept) and on the validation process (advantages and disadvantages of different frameworks and approaches) in the VET sector. As another starting point, it would be desirable to extend Rüschoff’s (2019) review on German borders by compiling the
Table 5  Practical validation framework for competence measurement in VET

| Step to validity | Aims | Essential questions |
|------------------|------|---------------------|
| 0. Define the measurement context and target group | To make the context (e.g., learning objectives, VET system) of the study explicit and to understand the characteristics of the context and the target group | What is the context of the study? What are the characteristics of the context? Who is the target group? Do special requirements have to be considered when testing the sample? |
| 1. Define the construct | To make the underlying theoretical concepts and their functioning or relation transparent | How is the construct defined? On which theoretical considerations/model is the construct based on? Which dimensions of the construct should be measured? How does the construct operate (with regard to other related constructs)? |
| 2. Make explicit the intended interpretation, use and decision(s) | To formulate which decisions are taken on the basis of the test results, e.g., entrance or final examination, determination of status quo, selection or qualification procedure | What are the test results used for? What should the test results not be used for? What decisions are made based on the test results? Who receives the test results and in what form? Which is the most important validity evidence? |
| 3. Define the interpretation-use argument, and prioritize needed validity evidence | To formulate comprehensive assumptions regarding the test construction, which will be tested in Step 5 using appropriate methods Different frameworks can be used for evidence collection. The AERA et al. (2014) proposed test content, response processes, internal structure, relations to other variables and consequences. | Test Content What is expected in terms of what the test is supposed to measure? Response Processes What is expected of the participants to think or understand when completing the test? Internal Structure What is expected with regard to the dimensionality of test content (one-dimensional, multi-dimensional)? How reliable is the test? Relations to Other Variables How are the achieved test scores expected to be related to the outcomes of other constructs (e.g., intelligence, prior knowledge, motivation)? Consequences What intended and unintended consequences (impact, decisions, actions) does the test entail? |
| Step to validity | Aims | Essential questions |
|------------------|------|---------------------|
| 4. Identify candidate instruments and/or create/adapt a new instrument | To check already available instruments with regard to the fit of the above formulated intentions and assumptions. To adapt or develop a new instrument with regard to the requirements. | What kind of assessment tool is the best to measure the construct? Are there already validated instruments available that meet the purpose of the intended measurement in part and are adaptable to the context and target group? What are the requirements of test construction with regard to the previous considerations (e.g., context, target group, construct definition, internal structure)? |
| 5. Appraise existing evidence and collect new evidence as needed | To appraise existing evidence and to collect new evidence according to the interpretation-use argument (Step 3). | Is there existing evidence for the validity of items/tasks? And if so, is more evidence needed to, for example, fit the target group? What kind of method is the best to gather the evidence? In what form will the evidence be documented, analysed and reported? |
| 6. Formulate/synthesize the validity argument in relation to the interpretation-use argument | To compare the proposed assumptions with the evidence found. | Was it possible to collect sufficient evidence for all assumptions? Is there a need to review the instrument further, to change or revise some tasks? Is there a need to gather more evidence? If so, what evidence and by what method? Are evidence gaps recognizable? |
| 7. Keep track of practical issues including cost | To report on resources required for test administration, costs and technical aspects. | What resources are needed to implement the instrument? How much does it cost to develop the instrument (e.g., programming, media, personal)? How much does it cost to gather evidence? What kind of problems might arise during the implementation? What is helpful to implement the instrument? How much does it cost to apply the test? What kind of equipment is needed? Do test administrators need special knowledge and skills? |
| 8. Make a judgment: does the evidence support the intended use? | To make a final judgement on whether the available evidence is in accordance with the intended use of the test. | Is there enough evidence available to support the intended test use? How can evidence gaps be tackled/approached? What are next steps? |
existing research on (computer-based) competence measurement. It lends itself to use
the review process of Cook et al. (2013) as the basis for such an extended review and to
structure it along the nine-steps approach to validation.
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