The equation $X^TAX = B$ with $B$ skew-symmetric: how much of a bilinear form is skew-symmetric?
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ABSTRACT

Given a bilinear form on $\mathbb{C}^n$, represented by a matrix $A \in \mathbb{C}^{n \times n}$, the problem of finding the largest dimension of a subspace of $\mathbb{C}^n$ such that the restriction of $A$ to this subspace is a non-degenerate skew-symmetric bilinear form is equivalent to finding the size of the largest invertible skew-symmetric matrix $B$ such that the equation $X^TAX = B$ is consistent (here $X^T$ denotes the transpose of the matrix $X$). In this paper, we provide a characterization, by means of a necessary and sufficient condition, for the matrix equation $X^TAX = B$ to be consistent when $B$ is a skew-symmetric matrix. This condition is valid for most matrices $A \in \mathbb{C}^{n \times n}$. To be precise, the condition depends on the canonical form for congruence (CFC) of the matrix $A$, which is a direct sum of blocks of three types. The condition is valid for all matrices $A$ except those whose CFC contains blocks, of one of the types, with size smaller than 3. However, we show that the condition is necessary for all matrices $A$.
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1. Introduction

Let $A \in \mathbb{C}^{n \times n}$ represent a bilinear form over $\mathbb{C}^n$, denoted by $\mathbb{A} : \mathbb{C}^n \times \mathbb{C}^n \rightarrow \mathbb{C}$, and let $\mathcal{V}$ be an $m$-dimensional subspace of $\mathbb{C}^n$ (with $m \leq n$). Let $X \in \mathbb{C}^{n \times m}$ be a matrix whose columns are a basis of $\mathcal{V}$. Then, the restriction of the bilinear form $\mathbb{A}$ to $\mathcal{V}$ is non-degenerate and skew-symmetric if and only if the matrix $B := X^TAX$ is skew-symmetric and invertible. To see this, consider any pair of vectors of $\mathcal{V}$, namely $w_1 = Xv_1$ and $w_2 = Xv_2$, and note that

$$\mathbb{A}(w_1, w_2) = w_1^T Aw_2 = v_1^T Bv_2,$$
$$\mathbb{A}(w_2, w_1) = w_2^T Aw_1 = v_2^T Bv_1,$$

so if $B^T = -B$, then $\mathbb{A}(w_1, w_2) = -\mathbb{A}(w_2, w_1)$.

Therefore, the question on determining whether there is an $m$-dimensional subspace of $\mathbb{C}^n$ such that the restriction of the bilinear form $\mathbb{A}$ to this subspace is non-degenerate and skew-symmetric is equivalent to determining whether there is some $X \in \mathbb{C}^{n \times m}$ such
that $X^\top AX$ is invertible and skew-symmetric. This motivates the interest in analysing the consistency of the matrix equation

$$X^\top AX = B,$$  
(1)

with $B$ being invertible and skew-symmetric (and $X$ being the unknown). The main result we obtain in this work is Theorem 8.2, that can be roughly stated in the following way:

For most matrices $A \in \mathbb{C}^{m \times m}$, the equation $X^\top AX = B$, with $B$ skew-symmetric, is consistent if and only if rank $B \leq 2 \rho(A)$, where $\rho(A)$ is introduced in Definition 3.1 and depends on the canonical form for congruence (CFC) of $A$. The statement of Theorem 8.2 includes a precise description of the meaning of the sentence ‘for most matrices’ (in particular, it refers to those matrices whose CFC does not contain some specific blocks). Our second main result is Theorem 4.2, where we show that the condition rank $B \leq 2 \rho(A)$ is a necessary condition for $X^\top AX = B$ to be consistent when $A$ is an arbitrary matrix (without any exceptions), and $B$ is skew-symmetric.

The matrix Equation (1) has been of interest since, at least, the 1950’s (see, for instance [1] and the references in [2]). Most of the references on Equation (1) deal with particular instances of this equation, like the coefficient matrices $A$ and $B$ having some particular structure (symmetric, skew-symmetric, alternating, or bounded rank), and many of them (in particular, the oldest ones) deal with matrices over finite fields. When $A = B$ are complex and invertible, the solutions of Equation (1) were provided in [3] using the exponential of a matrix. However, up to our knowledge, the question on the consistency of Equation (1) in the general setting when $A$ is an arbitrary complex matrix had not been addressed until the recent reference [2].

It is important to emphasize that, if $A$ is skew-symmetric and Equation (1) is consistent, then $B$ must be skew-symmetric as well. However, the converse is not necessarily true. An elementary counterexample is $A = I_2$ (where $I_k$ stands for the $k \times k$ identity matrix), $B = [0]$ and $X = \begin{bmatrix} 1 \\ i \end{bmatrix}$ (where $i$ stands for the imaginary unit).

The present work is a follow-up of [2], where we addressed the solvability of Equation (1) for the matrix $B$ in the right-hand side being symmetric. The main techniques used in this paper are essentially the ones in [2]. In particular, the starting technique is to reduce Equation (1) to the case where $A$ and $B$ are in CFC, which is a direct sum of blocks (matrices) of three different types (see Theorem 2.1), and then analysing the equation for $A$ being a direct sum of blocks of just one type, for each of the three types. However, and even though the main results very much resemble the ones in [2], in order to obtain them we have had to spend a considerable effort. This effort has been mainly devoted to solve the corresponding equations that arise in the CFC block-wise decomposition, that have a different right-hand side when $B$ is skew-symmetric compared to the symmetric case. More precisely, when $B$ is symmetric, after reducing to the CFC, the right-hand side is of the form

$$\begin{bmatrix} I_k & 0 \end{bmatrix}$$

(where $0_{\ell}$ stands for the null $\ell \times \ell$ matrix). However, when $B$ is skew-symmetric, the CFC of $B$ is of the form $\text{diag}\left(\begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \otimes k, 0_{\ell}\right)$, where $M^{\otimes k}$ stands for a direct sum of $k$ blocks equal to $M$. A first relevant difference arises, namely: in the case of $B$ being skew-symmetric, the nonzero canonical blocks have size $2 \times 2$, whereas, in the symmetric case,
they have size $1 \times 1$ (they are just blocks of the form $\Gamma_1 = 1$, see Theorem 2.1). This establishes an additional difficulty in the skew-symmetric case, that forces us to carefully analyse the case where the matrix $A$ in the left-hand side is a direct sum of blocks of each type, and to carry out a relevant effort when plugging in blocks of different types in order to properly accommodate all pieces of the puzzle to get a result valid for any matrix $A$. However, in the case of $B$ being symmetric, it suffices to analyse independently the case where $A$ is just a single block of each type, and from these cases it is possible to plug in any direct sum of blocks (of different types) in a simpler way. Summarizing, obtaining the results in the present paper is far from being a straightforward development of the work carried out in [2].

Among the references mentioned at the beginning, we want to emphasize the early work [4], which addresses a closely related problem to the one in the present paper. In particular, it is obtained in that reference the number of solutions of Equation (1) where both $A$ and $B$ are skew-symmetric matrices with entries in a finite field. The approach followed in that reference also starts by assuming that both $A$ and $B$ are nonsingular and reducing them to their canonical form for congruence, which is, in both cases, a direct sum of blocks $\left[ \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right]$, as mentioned above.

Another related reference to the present work is [5], where the solvability of $X^TDX + AX + X^TB + C = 0$ is considered, with $A$, $B$, $C$, $D$ being complex square matrices of the same size. The interest in Equation (1), or some related equations, has recently increased, mostly related to applications. In particular, the equation $X^*AX = B$, with $A$, $B$ being skew-Hermitian with zero trace, and $X$ invertible, has been considered quite recently in [6], whereas the equation $DX + X^TA - X^TBX + C = 0$, with $A$, $B$, $C$, $D \in \mathbb{R}^{n \times n}$, has been addressed in [7, 8].

We want to emphasize that we are not imposing any restriction on the solution $X$. In particular, $X$ is not necessarily square and invertible and, actually, the interesting case is, precisely, the one where it is not invertible, since there is an invertible solution to Equation (1) if and only if $A$ and $B$ have the same CFC (that is, they are congruent).

The paper is organized as follows. In Section 2 we introduce the basic notation and tools that are used throughout the manuscript, and in Section 3 we introduce the quantity $\rho(A)$, for an arbitrary matrix $A$, which is key in the developments and the characterization for consistency of Equation (1). In Section 4 we present a necessary condition for Equation (1) to be consistent when $B$ is skew-symmetric, valid for an arbitrary matrix $A$. Sections 5 and 6 are devoted to prove that this condition is also sufficient when the CFC of $A$ contains only blocks of either Type-0 or Type-II, respectively. As for the Type-I blocks, we prove in Section 7 that, if the CFC of $A$ contains only Type-I blocks with size at least 3, then the condition is sufficient as well. Actually, we also show that, when Type-I blocks with size either $1 \times 1$ or $2 \times 2$ appear, the condition is not sufficient anymore. By putting all pieces from Sections 5, 6, and 7 together, we prove, in Section 8, that the condition obtained in Section 4 is sufficient when $A$ is a matrix whose CFC does not contain Type-I blocks with either size $1 \times 1$ or $2 \times 2$ (but it can be any direct sum, with size $n \times n$, of any other blocks). In Section 9 we particularize the condition for the solution of Equation (1) to the case of a generic matrix $A$ (namely, the one having a generic CFC), and we obtain a characterization for Equation (1) to be consistent when $B$ is skew-symmetric for most matrices. Finally, Section 10 presents the main conclusions of this work, and some lines of further research.
2. Basic setting

As we have mentioned in the Introduction, the Canonical Form for Congruence (CFC) of matrices plays a central role in this work. In order to recall the CFC we first need to introduce the following matrices:

\[
J_k(\lambda) := \begin{bmatrix}
\lambda & 1 \\
& \ddots & \ddots \\
& & \ddots & 1 \\
& & & \lambda & 1 \\
& & & & \lambda
\end{bmatrix}
\]

is a \(k \times k\) Jordan block associated with \(\lambda \in \mathbb{C}\); for each \(k \geq 1\), let \(\Gamma_k\) be the \(k \times k\) matrix

\[
\Gamma_k := \begin{bmatrix}
0 & (\frac{-1}{2})^{k+1} & \cdots & (\frac{-1}{2})^k \\
0 & 1 & \cdots & 0 \\
\cdots & \cdots & \ddots & \cdots \\
-1 & -1 & \cdots & 0
\end{bmatrix}
\]

and, for each \(\lambda \in \mathbb{C}\) and each \(k \geq 1\), \(H_{2k}(\lambda)\) is the \(2k \times 2k\) matrix

\[
H_{2k}(\lambda) := \begin{bmatrix}
0 & I_k \\
J_k(\lambda) & 0
\end{bmatrix}
\]

Note, in particular, that \(H_2(-1) = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}\). This block will be key in our developments, since the CFC of any invertible skew-symmetric matrix is a direct sum of blocks of this form.

Now, we state the basic tool in our developments, namely the CFC form introduced in [9] (see also [10] for some history on this canonical form).

**Theorem 2.1 ((Canonical form for congruence, CFC) [9, Th. 1.1]):** Each square complex matrix is congruent to a direct sum, uniquely determined up to permutation of addends, of canonical matrices of the following three types

| Type 0 | \(J_k(0)\) |
|--------|-------------|
| Type I | \(\Gamma_k\) |
| Type II | \(H_{2k}(\mu)\), \(0 \neq \mu \neq (-1)^{k+1}\) |

(\(\mu\) is determined up to replacement by \(\mu^{-1}\))

2.1. Notation

We will use the following notation in the manuscript:

1. Given two complex matrices \(A \in \mathbb{C}^{n \times n}\) and \(B \in \mathbb{C}^{m \times m}\), and an unknown matrix \(X\) of size \(n \times m\), then:
(i) $A \leadsto B$ means that the equation $X^TAX = B$ is consistent, that is, $X_0^TAX_0 = B$ for some $X_0 \in \mathbb{C}^{n \times m}$.

(ii) $A \leftrightarrow B$ means that $X_0^TAX_0 = B$. In other words, the equation $X^TAX = B$ is consistent and $X_0$ is a solution.

(iii) $A \not\leadsto B$ means that the equation $X^TAX = B$ is not consistent.

(2) $A \oplus k = A \oplus \cdots \oplus A$ is the direct sum of $k$ copies of $A$.

(3) Throughout the manuscript, some matrices with null size, like $A \oplus 0$, $J_0(0)$, $H_0(\mu)$, $\Gamma_0$, $I_0$, or $0_0 \times 0$, will appear. All of them are understood as empty matrices.

(4) Sometimes we will write $\text{CFC}(A)$ to denote the CFC of the matrix $A$.

The notation $A \leadsto B$ emphasizes the fact that the equation $X^TAX = B$ being consistent establishes a relation between $A$ and $B$ (in this order), for $A \in \mathbb{C}^{n \times n}$ and $B \in \mathbb{C}^{m \times m}$.

For brevity, we will sometimes say that a matrix $M$ has size $n$ when $M$ is $n \times n$.

### 2.2. The basic laws of consistency

Here we present several basic results that will simplify our further developments.

**Lemma 2.2:** (i) If $A$ is a skew-symmetric matrix and $A \leadsto B$, then $B$ is skew-symmetric.

(ii) If $A$ is an $n \times n$ skew-symmetric matrix, then $\text{CFC}(A) = H_2(-1)^{\oplus k} \oplus J_1(0)^{\oplus n-2k}$ for some $k \leq n/2$.

**Proof:**

(i) If $A$ is skew-symmetric and $X_0$ is a solution of $X_0^TAX_0 = B$, then

$$B^T = X_0^TA^TX_0 = -X_0^TAX_0 = -B,$$

so $B$ is also skew-symmetric.

(iii) The only skew-symmetric canonical matrices in Theorem 2.1 are $H_2(-1)$ and $J_1(0)$. Since $\text{CFC}(A)$ is congruent to $A$, and $A$ is skew-symmetric, then $\text{CFC}(A)$ is skew-symmetric as well, so it must be a direct sum containing only blocks of these two kinds.

**Remark 2.3:** A consequence of Lemma 2.2 (ii) is the well-known fact that the rank of a skew-symmetric matrix is an even number.

The following result includes some basic laws of consistency that are already known and/or straightforward to check.

**Lemma 2.4 (Laws of consistency):** For any complex square matrices $A, B, C, A_i, B_i$, the following properties hold:

(i) **Addition law.** If $A_i \leadsto B_i$, for $1 \leq i \leq k$, then $\bigoplus_{i=1}^k A_i \leadsto \bigoplus_{i=1}^k B_i$, with $X = \bigoplus_{i=1}^k X_i$.

(ii) **Transitivity law.** ([2, Lemma 2.4]). If $A \leadsto B$ and $B \leadsto C$, then $A \leadsto C$.

(iii) **Permutation law.** $\bigoplus_{i=1}^\ell A_i \leadsto \bigoplus_{i=1}^\ell A_{\sigma(i)}$, for any permutation $\sigma$ of $\{1, \ldots, \ell\}$.
(iv) **Elimination law.** $A \oplus B \xrightarrow{X_0} A$, with $X_0 = \left[ \begin{array}{c} In \\ 0 \end{array} \right]$, and where $n$ is the size of $A$.

(v) **Canonical reduction law.** ([2, §2]). If $A$ and $B$ are congruent to, respectively, $\tilde{A}$ and $\tilde{B}$, then $A \leadsto B$ if and only if $\tilde{A} \leadsto \tilde{B}$.

(vi) **$J_1(0)$-law.** ([2, Lemma 2.2]). For $k, \ell \geq 0$ we have $A \oplus J_1(0)^{\oplus k} \leadsto B \oplus J_1(0)^{\oplus \ell}$ if and only if $A \leadsto B$.

The Addition, Transitivity, Permutation, and Elimination laws (parts (i)–(iv) of Lemma 2.4) will be sometimes used without any explicit reference to them. In particular, the Permutation law will allow us to reorder the canonical blocks of the CFC of $A$ without affecting at all the consistency.

Notice that the Canonical reduction law, together with the $J_1(0)$-law of consistency, guarantee that, when looking for the consistency of Equation (1), there is no loss of generality in assuming that $A$ and $B$ are given in CFC, that $A$ and $B$ have no blocks of type $J_1(0)$, and that $B$ is the direct sum of blocks of type $H_2(-1)$ (which is the CFC of a skew-symmetric invertible matrix). For the sake of completeness, in the main results of this work we have considered that CFC($A$) may contain blocks of type $J_1(0)$. However, in the proofs we will assume that $A$ does not contain blocks of this form, according to the $J_1(0)$-law of consistency.

### 3. The quantity $\rho(A)$

The main result of this work, Theorem 8.2, depends on an intrinsic quantity of the matrix $A$, that we denote by $\rho(A)$. In this section, we introduce it and show its main properties in the context of this work.

**Definition 3.1:** Let $A \in \mathbb{C}^{n \times n}$ whose CFC contains, exactly

1. For Type-0 blocks with size 1;
2. For Type-0 blocks with odd size at least 3;
3. For Type-I blocks with even size;
4. For Type-II blocks of the form $H_{2k-2}(-1)$, for any $k \geq 1$; and
5. An arbitrary number of other Type-0 and Type-II blocks.

Then we define the quantity

$$\rho(A) := \frac{n - j_1 + j_0 + \gamma_e + 2h_{2\sigma}}{4} \quad (2)$$

which satisfies the following essential, and straightforward to prove, additive property:

$$\rho(A_1 \oplus \cdots \oplus A_k) = \rho(A_1) + \cdots + \rho(A_k), \quad (3)$$

for any square complex matrices $A_1, \ldots, A_k$.

**Remark 3.2:** Since the quantities in Definition 3.1 will appear many times throughout the manuscript, we have tried to find an adequate notation to help the reader to identify them. More precisely, the letters for the number of blocks in parts (i)–(vi) recall the notation for
the corresponding blocks. In particular, $j$ is the initial lowercase letter of ‘Jordan’, since Type-0 blocks are Jordan blocks, $\gamma$ is the lowercase of $\Gamma$, which is the letter used for Type-I blocks, and $h$ is also the lowercase of $H$, which is the letter used for Type-II blocks. As for the subindices, $\varepsilon$ stands for ‘even’ and $\sigma$ stands for ‘odd’.

**Remark 3.3:** It is convenient to keep in mind the value of $\rho$ for each canonical block:

(i) $\rho(J_1(0)) = 0$;
(ii) $\rho(J_{2k-1}(0)) = k$ when $k \geq 2$;
(iii) $\rho(J_{2k}(0)) = \frac{k}{2}$ when $k \geq 1$;
(iv) $\rho(\Gamma_{2k-1}) = \frac{2k-1}{4}$ when $k \geq 1$;
(v) $\rho(\Gamma_{2k}) = \frac{2k+1}{4}$ when $k \geq 1$;
(vi) $\rho(H_{4k-2}(-1)) = k$ when $k \geq 1$;
(vii) $\rho(H_{4k}(1)) = k$ when $k \geq 1$;
(viii) $\rho(H_{2k}(\mu)) = \frac{k}{2}$ when $k \geq 1$ and $\mu \neq \pm 1, 0$.

4. **A necessary condition for consistency**

This section is devoted to state and prove the following necessary condition for the consistency of Equation (1) with $B$ skew symmetric and invertible.

**Lemma 4.1:** If $A$ is a complex square matrix such that $X^TAX = H_2(-1)^{\otimes m}$ is consistent, then $m \leq \rho(A)$.

**Proof:** We may assume that $A$ is an $n \times n$ complex matrix given in CFC and, by the $J_1(0)$-law of consistency of Lemma 2.4, also that $A$ has no blocks of type $J_1(0)$ (see the last paragraph of Section 2.2).

For $A$ let $j_1, j_\sigma, \gamma_\varepsilon, h_{2\sigma}$ be as in Definition 3.1, and let $j_\varepsilon$ be the number of all Type-0 blocks with even size, let $\gamma_\sigma$ be the number of Type-I blocks with odd size, $h_2$ be the number of Type-II blocks of the form $H_{2k}(\mu_k)$ with $\mu_k \neq (-1)^k$, and $h_{2\varepsilon}^+$ be the number of Type-II blocks of the form $H_{4k}(1)$, for any $k \geq 1$. Then, we can write $A$ as

$$A = \left( \bigoplus_{i=1}^{j_\sigma} J_{2m_i-1}(0) \right) \oplus \left( \bigoplus_{i=j_\sigma+1}^{j_\varepsilon} J_{2m_i}(0) \right) \oplus \left( \bigoplus_{j=1}^{\gamma_\sigma} \Gamma_{2\hat{m}_j-1} \right) \oplus \left( \bigoplus_{j=\gamma_\sigma+1}^{\gamma_\varepsilon} \Gamma_{2\hat{m}_j} \right) \oplus \left( \bigoplus_{k=1}^{h_2} H_{2\hat{m}_k}(\mu_k) \right) \oplus \left( \bigoplus_{k=h_2+1}^{h_{2+\gamma_\sigma}} H_{4\hat{m}_k}(1) \right) \oplus \left( \bigoplus_{k=h_2+h_{2\varepsilon}}^{h_2+h_{2\varepsilon}+1} H_{4\hat{m}_k-2}(-1) \right),$$

where $m_i > 1$, for $i = 1, \ldots, j_\sigma$; $m_i \geq 1$, for $i = j_\sigma + 1, \ldots, j_\varepsilon + j_\varepsilon$; $\hat{m}_j \geq 1$, for $j = 1, \ldots, \gamma_\sigma + \gamma_\varepsilon$; $\hat{m}_k \geq 1$, for $k = 1, \ldots, h_2 + h_{2\varepsilon} + h_{2\sigma}$; and where $\mu_k \neq 0, \pm 1$, for $k = 1, \ldots, h_2$. Let us introduce the notation

$$M = m_1 + \cdots + m_{j_\sigma + j_\varepsilon},$$

$$\hat{M} = \hat{m}_1 + \cdots + \hat{m}_{\gamma_\sigma + \gamma_\varepsilon},$$
\[ M = m_1 + \cdots + m_{2h_2 + 1} + \cdots + 2m_{h_2 + h_2^*} \\
+ 2m_{h_2 + h_2^* + 1} + \cdots + 2m_{h_2 + h_2^* + h_{2\varepsilon}}. \]

Then, we will show that
\[ n = 2(M + \hat{M} + \mathcal{M}) - j - \gamma - 2h_{2\varepsilon}, \quad (4) \]
\[ \text{rank}(A + A^\top) = 2(M + \hat{M} + \mathcal{M}) - 2j - \gamma - \gamma - 4h_{2\varepsilon}. \quad (5) \]

Equation (4) is immediate. In order to get (5), it suffices to check that:
\[
\begin{align*}
\text{rank}(J_n(0) + J_n(0)^\top) &= \begin{cases} n - 1 & \text{if } n \text{ is odd,} \\ n & \text{if } n \text{ is even,} \end{cases} \quad (6) \\
\text{rank}(\Gamma_n + \Gamma_n^\top) &= \begin{cases} n & \text{if } n \text{ is odd,} \\ n - 1 & \text{if } n \text{ is even,} \end{cases} \quad (7) \\
\text{rank}(H_{2n}(\mu) + H_{2n}(\mu)^\top) &= 2n \quad \text{if } \mu \neq 0, 1, -1, \quad (8) \\
\text{rank}(H_{4n}(1) + H_{4n}(1)^\top) &= 4n, \quad (9) \\
\text{rank}(H_{4n-2}(-1) + H_{4n-2}(-1)^\top) &= 4n - 4. \quad (10)
\end{align*}
\]

To get the second identity in Equation (6) (i.e. for \( n \) even) we can prove that \( \det(J_n(0) + J_n(0)^\top) = \pm 1 \) when \( n \) is even. This can be done by induction, spanning the determinant across the first row, then across the first column, and then using induction in the remaining minor, namely \( \det(J_{n-2}(0) + J_{n-2}(0)^\top) \), together with the identity \( \det(J_2(0) + J_2(0)^\top) = -1 \). As for the first identity in Equation (6) (i.e. for \( n \) odd), we can also use induction in the same way to prove that \( \det(J_n(0) + J_n(0)^\top) = 0 \), since \( \det(J_1(0) + J_1(0)^\top) = 0 \). Finally, note that \( \text{rank}(J_n(0) + J_n(0)^\top) \) must be at least \( n - 1 \), since
\[ J_n(0) + J_n(0)^\top = \begin{bmatrix} 0 & e_1^\top \\ e_1 & J_{n-1}(0) + J_{n-1}(0)^\top \end{bmatrix}, \]
and the \( 2 \times 2 \) block in the partition above has rank \( n - 1 \), by the previous arguments.

Equation (7) is a consequence of the identity
\[
\Gamma_n + \Gamma_n^\top = \begin{cases} \begin{bmatrix} \vdots & \vdots & \vdots & \vdots \\ 0 & 2 & \cdots & 2 \\ 0 & -2 & \cdots & -2 \\ \cdots & \cdots & \cdots & \cdots \\ 2 & -2 & \cdots & \cdots \end{bmatrix} & \text{if } n \text{ is even,} \\
\begin{bmatrix} 0 & 2 \\ 0 & 2 \\ -2 & \cdots \\ 2 & \cdots \end{bmatrix} & \text{if } n \text{ is odd.} \end{cases}
\]
Finally, Equations (8)–(10) follow from the identity:

\[
H_{2n}(\mu) + H_{2n}(\mu)^\top = \\
\begin{bmatrix}
1 + \mu & 1 & \cdots & 1 + \mu \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
\mu + 1 & 1 & \cdots & \mu + 1
\end{bmatrix}.
\]

From (4)–(5) we conclude

\[
n - \text{rank}(A + A^\top) = j_\infty + \gamma_e + 2h_{2\infty}.
\] (11)

By hypothesis \(A \rightsquigarrow H_2(-1)^@m\). This implies that there exist some \(X_0 \in \mathbb{C}^{n \times 2m}\) such that

\[
X_0^\top AX_0 = H_2(-1)^@m.
\] (12)

Now, adding (12) with its transpose, we get

\[
X_0^\top (A + A^\top)X_0 = 0.
\] (13)

From (12) it follows that \(\text{rank} X_0 = \text{rank} X_0^\top = 2m\). Using this fact, together with the well-known inequality (see [11, p.13])

\[
\text{rank}(PQ) \geq \text{rank}P + \text{rank}Q - k, \text{ for } P \in \mathbb{C}^{p \times k} \text{ and } Q \in \mathbb{C}^{k \times q},
\] (14)

we obtain

\[
\text{rank}(X_0^\top (A + A^\top)) \geq 2m + \text{rank}(A + A^\top) - n,
\]

and, then, using again (14) with \(P = X_0^\top (A + A^\top)\) and \(Q = X_0\) we obtain

\[
0 = \text{rank}(X_0^\top (A + A^\top)X_0) \geq (2m + \text{rank}(A + A^\top) - n) + \text{rank}X_0 - n = 4m - j_\infty - \gamma_e - 2h_{2\infty} - n,
\]

so

\[
m \leq \frac{n + j_\infty + \gamma_e + 2h_{2\infty}}{4} = \rho(A).
\]

In Lemma 4.1, the right-hand side matrix \(H_2(-1)^@m\) is invertible. We can include also singular matrices using the \(J_1(0)\)-law. As a consequence, we obtain the following result.

**Theorem 4.2:** Let \(A\) and \(B\) be complex square matrices with \(B\) skew-symmetric. If \(X^\top AX = B, for some X,\) then \(\text{rank}(B) \leq 2\rho(A)\).
We want to emphasize that Theorem 4.2 provides a necessary condition for Equation (1) to be consistent, when \( B \) is skew-symmetric, that is valid for any square matrix \( A \). To see this, consider Lemma 2.2 (ii) and note that conditions (i)–(vi) in Definition 3.1 are not restrictive at all, but just a particular description of the CFC of an arbitrary matrix \( A \). The rest of the paper is aimed to prove that if CFC(\( A \)) does not have either blocks \( \Gamma_1 \) or \( \Gamma_2 \) then \( m \leq \rho(A) \) is also a sufficient condition for Equation (1) to be consistent. The reason for excluding these blocks is provided in Section 7.2.

The main strategy to prove that \( m \leq \rho(A) \) is also sufficient is the use of ‘\( \rho \)-invariant’ relations, namely relations of the form \( A \leadsto B \) such that \( \rho(A) = \rho(B) \). We want to emphasize that all relations \( \leadsto \) in this work, except those corresponding to the Elimination law, are \( \rho \)-invariant.

The Canonical reduction law allows us to start from CFC(\( A \)), which can be written as a direct sum \( A_0 \oplus A_1 \oplus A_2 \) where, \( A_0, A_1, \) and \( A_2 \) are, respectively, the direct sum of all Type-0 blocks, all Type-I blocks, and all Type-II blocks. In the first place we prove, in Sections 5, 6, and 7, that, for \( i = 0, 1, 2 \), the condition \( m_i \leq \rho(A_i) \) is sufficient. In order to do this, we concatenate an appropriate series of \( \rho \)-invariant relations to get \( H_2(-1)^{\oplus \lfloor \rho(A_i) \rfloor} \oplus C_i \) (where the leftover \( C_i \) could be the empty matrix) and such that \( \rho(C_i) = \rho(A_i) - \lfloor \rho(A_i) \rfloor < 1 \).

Using the Addition and Transitivity laws in the previous relations we conclude that

\[
A \leadsto H_2(-1)^{\oplus \lfloor \rho(A_0) \rfloor + \lfloor \rho(A_1) \rfloor + \lfloor \rho(A_2) \rfloor} \oplus C_0 \oplus C_1 \oplus C_2. \tag{15}
\]

Then, in Section 8, we will show, for the leftovers, that

\[
C_0 \oplus C_1 \oplus C_2 \leadsto H_2(-1)^{\oplus \lfloor \rho(C_0) \rfloor + \rho(C_1) + \rho(C_2)} \tag{16}
\]

As a conclusion of Equations (15) and (16), \( m \leq \rho(A) \) is also sufficient when CFC(\( A \)) has blocks of any type, except \( \Gamma_1 \) and \( \Gamma_2 \).

### 5. The case where CFC(\( A \)) is a direct sum of Type-0 blocks

In Lemmas 5.1 and 5.2 we provide a collection of auxiliary statements about the consistency of Equation (1). The proof of Lemma 5.1 is straightforward, since it reduces to check that the provided matrix \( X_0 \) is indeed a solution of the corresponding equation.

**Lemma 5.1:** The following consistency statements hold:

1. \( J_{2k}(0) \overset{X_0}{\sim} J_{2k-1}(0) \), for \( k \geq 1 \) and \( X_0 = \begin{bmatrix} 0 & 1 \times 2k-1 \end{bmatrix} \).
2. \( J_{k+4}(0) \overset{X_0}{\sim} J_k(0) \oplus J_3(0) \), for \( k \geq 1 \) and \( X_0 = I_k \oplus \begin{bmatrix} 0 & 1 \times 3 \end{bmatrix} \).
3. \( J_{2}(0)^{\oplus 2} \overset{X_0}{\sim} H_2(-1) \), for \( X_0 = \begin{bmatrix} 1 & 0 \end{bmatrix} \).
4. \( J_{3}(0) \overset{X_0}{\sim} H_2(-1) \), for \( X_0 = \begin{bmatrix} 1 & 0 \end{bmatrix} \).
5. \( J_{5}(0) \overset{X_0}{\sim} H_2(-1) \oplus J_{2}(0) \), for \( X_0 = \begin{bmatrix} 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \end{bmatrix} \).

**Lemma 5.2:** For \( m \geq 1 \), the following consistency statements hold:
(a) $J_{4m-1}(0) \leadsto H_2(-1)^{\otimes m}$ and $\rho(J_{4m-1}(0)) = m$.
(b) $J_{4m}(0) \leadsto H_2(-1)^{\otimes m}$ and $\rho(J_{4m}(0)) = m$.
(c) $J_{4m+1}(0) \leadsto H_2(-1)^{\otimes m} \oplus J_2(0)$ and $\rho(J_{4m+1}(0)) = m + \frac{1}{2}$.
(d) $J_{4m+2}(0) \leadsto H_2(-1)^{\otimes m} \oplus J_2(0)$ and $\rho(J_{4m+2}(0)) = m + \frac{1}{2}$.

Proof: The second claim in each item is given in Remark 3.3. Let us prove the first claims.

(a) For $m = 1$, the statement is Lemma 5.1 (iv). For $m > 1$ we have

$$J_{4m-1}(0) \leadsto J_{4m-5} \oplus J_3(0) \leadsto \ldots \leadsto J_3(0)^{\otimes m} \leadsto H_2(-1)^{\otimes m},$$

where all except the last step are due to Lemma 5.1 (ii), and the last step is due to Lemma 5.1 (iv). Note that, at each step (except the first one), we also use the Addition law.

(b) Using Lemma 5.1 (i) and part (c) of the present lemma, we have: $J_{4m}(0) \leadsto J_{4m-1}(0) \leadsto H_2(-1)^{\otimes m}$.

(c) For $m = 1$, the claim is Lemma 5.1 (v). For $m = 1$ we have

$$J_{4m+1}(0) \leadsto J_{4m-3} \oplus J_3(0) \leadsto \ldots \leadsto J_5(0) \oplus J_3(0)^{\otimes m-1} \leadsto H_2(-1)^{\otimes m} \oplus J_2(0),$$

where all except the last step are due to Lemma 5.1 (ii) and the last step is due to Lemma 5.1 (iv)–(v). Note that, again, we use the Addition law.

(d) Using Lemma 5.1 (i) and part (c) in the present lemma, we have: $J_{4m+2}(0) \leadsto J_{4m+1}(0) \leadsto H_2(-1)^{\otimes m} \oplus J_2(0)$. □

Now we are ready to prove the converse of Lemma 4.1 when only Type-0 blocks are involved in the CFC of $A$. In other words, if $A$ is a complex square matrix whose CFC has only Type-0 blocks and $m \leq \rho(A)$ then $A \leadsto H_2(-1)^{\otimes m}$. This is a direct consequence of Lemma 2.4 and the following result.

**Theorem 5.3:** For a complex square matrix $A$ whose CFC has only Type-0 blocks, one of the following is satisfied:

1. $\rho(A)$ is an integer and $A \leadsto H_2(-1)^{\otimes \rho(A)}$.
2. $\rho(A) - \frac{1}{2}$ is an integer and $A \leadsto H_2(-1)^{\otimes \rho(A) - \frac{1}{2}} \oplus J_2(0)$.

Proof: We may assume that $A$ is in CFC. If $\tilde{A}$ is obtained from $A$ by deleting the blocks $J_1(0)$ then $\rho(\tilde{A}) = \rho(A)$. This fact, together with Lemma 2.4 (vi), permits us to assume that $A$ has no blocks of type $J_1(0)$. So we can write $A$ as

$$A = \left( \bigoplus_{n=1}^{\alpha} J_{4\tilde{m}_n-1}(0) \right) \oplus \left( \bigoplus_{i=1}^{\beta} J_{4\tilde{m}_i}(0) \right) \oplus \left( \bigoplus_{j=1}^{\gamma} J_{4\tilde{m}_j+1}(0) \right) \oplus \left( \bigoplus_{k=1}^{\delta} J_{4m'_k+2}(0) \right),$$

where $\alpha, \beta, \gamma, \delta \geq 0$, and

$$\tilde{m}_1, \ldots, \tilde{m}_\alpha \geq 1; \quad \tilde{m}_1, \ldots, \tilde{m}_\beta \geq 1; \quad \tilde{m}_1, \ldots, \tilde{m}_\gamma \geq 1; \quad m_1', \ldots, m_\delta' \geq 0.$$
Let us define also
\[
\tilde{m} = \tilde{m}_1 + \cdots + \tilde{m}_\alpha; \quad \hat{m} = \hat{m}_1 + \cdots + \hat{m}_\beta;
\]
\[
\bar{m} = \bar{m}_1 + \cdots + \bar{m}_\gamma; \quad m' = m_1' + \cdots + m'_\delta.
\]
From the additive property of $\rho$ (namely, (3)) and Lemma 5.2 it follows that
\[
\rho(A) = \sum_{h=1}^\alpha \rho(J_{4\tilde{m}_h-1}(0)) + \sum_{i=1}^\beta \rho(J_{4\hat{m}_i}(0)) + \sum_{j=1}^\gamma \rho(J_{4\bar{m}_j+1}(0)) + \sum_{k=1}^\delta \rho(J_{4m'_k+2}(0))
\]
\[
= \sum_{h=1}^\alpha \tilde{m}_h + \sum_{i=1}^\beta \hat{m}_i + \sum_{j=1}^\gamma \left(\bar{m}_j + \frac{1}{2}\right) + \sum_{k=1}^\delta \left(m'_k + \frac{1}{2}\right)
\]
\[
= \tilde{m} + \hat{m} + \bar{m} + m' + \gamma + \delta. \tag{17}
\]
Depending on the parity of $\gamma + \delta$, either $\rho(A)$ or $\rho(A) - \frac{1}{2}$ is an integer.

Let us prove the second part of the statement. From Lemmas 2.4 and 5.2
\[
\bigoplus_{h=1}^\alpha J_{4\tilde{m}_h-1}(0) \rightsquigarrow \bigoplus_{h=1}^\alpha H_2(-1)^{\tilde{m}_h}; \quad \bigoplus_{i=1}^\beta J_{4\hat{m}_i}(0) \rightsquigarrow \bigoplus_{i=1}^\beta H_2(-1)^{\hat{m}_i};
\]
\[
\bigoplus_{j=1}^\gamma J_{4\bar{m}_j+1}(0) \rightsquigarrow \bigoplus_{j=1}^\gamma \left(H_2(-1)^{\bar{m}_j} \oplus J_2(0)\right); \quad \bigoplus_{k=1}^\delta J_{4m'_k+2}(0) \rightsquigarrow \bigoplus_{k=1}^\delta \left(H_2(-1)^{m'_k} \oplus J_2(0)\right).
\]
Then
\[
A \rightsquigarrow H_2(-1)^{\tilde{m}} \oplus H_2(-1)^{\hat{m}} \oplus \bigoplus_{j=1}^\gamma \left(H_2(-1)^{\bar{m}_j} \oplus J_2(0)\right)
\]
\[
\bigoplus_{k=1}^\delta \left(H_2(-1)^{m'_k} \oplus J_2(0)\right) = H_2(-1)^{\tilde{m} + \hat{m} + \bar{m} + m'} \oplus J_2(0)^{\gamma + \delta}.
\]
With the help of Lemma 5.1 (iii), together with (17), we analyse the two possible cases that arise:

1) If $\gamma + \delta$ is even then $\rho(A)$ is an integer and
\[
A \rightsquigarrow H_2(-1)^{\tilde{m} + \hat{m} + \bar{m} + m'} \oplus J_2(0)^{\gamma + \delta}
\]
\[
\rightsquigarrow H_2(-1)^{\tilde{m} + \hat{m} + \bar{m} + m'} \oplus J_2(0)^{\gamma + \delta} = H_2(-1)^{\rho(A)}.
\]

2) If $\gamma + \delta$ is odd then $\rho(A) - \frac{1}{2}$ is an integer and
\[
A \rightsquigarrow H_2(-1)^{\tilde{m} + \hat{m} + \bar{m} + m'} \oplus J_2(0)^{\gamma + \delta}
\]
\[
\rightsquigarrow H_2(-1)^{\tilde{m} + \hat{m} + \bar{m} + m'} \oplus J_2(0)^{\gamma + \delta + \frac{1}{2}} = H_2(-1)^{\rho(A)} - \frac{1}{2} \oplus J_2(0).
\]
**Theorem 5.4:** Let $A$ be a complex square matrix whose CFC is a direct sum of Type-0 blocks. Then $X^TAX = H_2(-1)^{\oplus m}$ is consistent if and only if $m \leq \rho(A)$.

**Proof:** The necessity was established in Lemma 4.1. Now, we will see that sufficiency is a consequence of Theorem 5.3. Assume that $m \leq \rho(A)$. Since $m \leq \rho(A)$ is equivalent to $m \leq \lfloor \rho(A) \rfloor$ then, according to the Elimination law, it suffices to prove that $A \leadsto H_2(-1)^{\oplus \lfloor \rho(A) \rfloor}$. By Theorem 5.3 two possibilities arise:

1. $\rho(A)$ is an integer. Then $\lfloor \rho(A) \rfloor = \rho(A)$ and the result is immediate from part (1) in Theorem 5.3.
2. $\rho(A) - 1/2$ is an integer. Then $\lfloor \rho(A) \rfloor = \rho(A) - \frac{1}{2}$ and the result follows from

$$A \leadsto H_2(-1)^{\oplus (\rho(A) - \frac{1}{2})} \oplus J_2(0) \leadsto H_2(-1)^{\oplus \rho(A) - \frac{1}{2}},$$

where the first step is given in part (2) of Theorem 5.3, and the second is consequence of the Elimination law.  

**6. The case where CFC(A) is a direct sum of Type-II blocks**

As in Section 5, we first provide, in Lemmas 6.1 and 6.2, a collection of auxiliary statements on the consistency.

**Lemma 6.1:** For any complex numbers $\mu$ and $\nu$, the following statements hold.

(i) $H_{2k+4}(\mu) \overset{X_0}{\leadsto} H_2(-1) \oplus H_{2k}(\mu)$, for $k \geq 0$, and

$$X_0 = \begin{bmatrix}
1 & & \\
-1 - \mu & I_k & \\
& 1 & \\
0_{1 \times k} & I_k & \\
\end{bmatrix}_{(2k+4) \times (2k+2)}.$$

(ii) $H_{2}(\mu) \oplus H_2(\nu) \overset{X_0}{\leadsto} H_2(-1)$, for $\mu \neq \nu$, with $\mu, \nu \neq -1$, and $X_0 = \begin{bmatrix}
1 & 0 & \\
0 & 1 & \\
0 & 0 & \frac{\mu + 1}{\mu - 1} & \\
\end{bmatrix}$.  

(iii) $H_{2}(\mu)^{\oplus 2} \overset{X_0}{\leadsto} H_2(-1)$, for $\mu \neq \pm 1$, and $X_0 = \begin{bmatrix}
0 & 1 & \\
\frac{1}{\mu - 1} & 0 & \\
0 & 1 & \\
\end{bmatrix}$.  

(iv) $H_{2}(\mu) \oplus J_2(0) \overset{X_0}{\leadsto} H_2(-1)$, for $\mu \neq -1$, and $X_0 = \begin{bmatrix}
0 & -\frac{1}{\mu} & \\
1 & 0 & \\
0 & 0 & \frac{\mu + 1}{\mu} & \\
\end{bmatrix}$.  


**Proof:** Claims (ii), (iii), and (iv) are straightforward. In order to prove claim (i), let

\[ Y = \begin{bmatrix}
 1 & 0 \\
 -1 - \mu & 1 \\
 I_{2k+2}
\end{bmatrix} \]

be the matrix of size \((2k + 4) \times (2k + 4)\) that differs from \(I_{2k+4}\) only in the \((2, 1)\) entry, which is equal to \(-1 - \mu\). Let also

\[ Z = \begin{bmatrix}
e_1 & e_3 & e_4 & \cdots & e_{k+2} & e_{k+3} & e_{k+5} & \cdots & e_{2k+4}\end{bmatrix} \]

be the matrix obtained from \(I_{2k+4}\) after deleting the second and \((k + 4)\)-th columns; and let

\[ P = \begin{bmatrix}
 1 & I_k \\
 I_k & 1
\end{bmatrix} \]

be the permutation matrix of size \((2k + 2) \times (2k + 2)\) corresponding to the cyclic permutation \((2 \ 3 \ \cdots \ k + 2)\). Then

\[ H_{2k+4}(\mu) \xrightarrow{YZP} H_2(-1) \oplus H_{2k}(\mu) \]

since

\[
\begin{bmatrix}
 1 & 1 & \cdots & 1 \\
 -1 - \mu & 1 \\
 \mu & \cdots & \mu \\
 \cdots & \cdots & \cdots & \cdots \\
 1 & \mu
\end{bmatrix}
\]

\[
= \begin{bmatrix}
 1 & -1 - \mu & 1 \\
 -1 & 1 \\
 -\mu - \mu^2 & \mu & \cdots \\
 \cdots & \cdots & \cdots & \cdots \\
 1 & \mu
\end{bmatrix}
\]

\[
= \begin{bmatrix}
 1 & 1 \\
 -1 & 1 \\
 I_k & 1
\end{bmatrix}
\]

\[
= H_2(-1) \oplus H_{2k}(\mu). \]
Finally, it is straightforward to check that $X_0 = YZP$, with $X_0$ as in the statement. ■

**Lemma 6.2:** For $m \geq 1$, the following consistency statements hold:

(a) $H_{4m}(\mu) \rightsquigarrow H_2(-1)^\oplus m$ and $\rho(H_{4m}(\mu)) = m$, for $\mu \neq 0, -1$;
(b) $H_{4m+2}(\mu) \rightsquigarrow H_2(-1)^\oplus m \oplus H_2(\mu)$ and $\rho(H_{4m+2}(\mu)) = m + \frac{1}{2}$, for $\mu \neq 0, \pm 1$;
(c) $H_{4m-2}(-1) \rightsquigarrow H_2(-1)^\oplus m$ and $\rho(H_{4m-2}(-1)) = m$.

**Proof:** The second claim in each item is given in Remark 3.3. For the first claims we will use Lemma 6.1 (i) repeatedly:

(a) $H_{4m}(\mu) \rightsquigarrow H_2(-1) \oplus H_{4m-4}(\mu) \rightsquigarrow \cdots \rightsquigarrow H_2(-1)^\oplus m$.
(b) $H_{4m+2}(\mu) \rightsquigarrow H_2(-1) \oplus H_{4m-2}(\mu) \rightsquigarrow \cdots \rightsquigarrow H_2(-1)^\oplus m \oplus H_2(\mu)$.
(c) For $m = 1$ is trivial. If $m \geq 2$ then $H_{4m-2}(-1) \rightsquigarrow H_2(-1) \oplus H_{4m-6}(-1) \rightsquigarrow \cdots \rightsquigarrow H_2(-1)^\oplus m$. ■

Now we are ready to prove the converse of Lemma 4.1 when only Type-II blocks are involved in the CFC of $A$. In other words, if $A$ is a complex square matrix whose CFC has only Type-II blocks and $m \leq \rho(A)$ then $A \rightsquigarrow H_2(-1)^\oplus m$. This is a direct consequence of Lemma 2.4 and the following result.

**Theorem 6.3:** For a complex square matrix $A$ whose CFC has only Type-II blocks, one of the following is satisfied:

1. $\rho(A)$ is an integer and $A \rightsquigarrow H_2(-1)^\oplus \rho(A)$.
2. $\rho(A) - \frac{1}{2}$ is an integer and $A \rightsquigarrow H_2(-1)^\oplus \rho(A) - \frac{1}{2} \oplus H_2(\mu)$, for some $\mu \neq 0, \pm 1$.

**Proof:** The proof follows the same steps as the one of Theorem 5.3. First, we may assume that $A$ is in CFC. In the conditions of the statement, we can write $A$ as

$$A = \left( \bigoplus_{h=1}^{\alpha} H_{4\tilde{m}_h}(\tilde{\mu}_h) \right) \oplus \left( \bigoplus_{i=1}^{\beta} H_{4\tilde{m}_{i+2}}(\tilde{\mu}_i) \right) \oplus \left( \bigoplus_{j=1}^{\gamma} H_{4\tilde{m}_{i-2}}(-1) \right),$$

with $\alpha, \beta, \gamma \geq 0$; $\tilde{m}_1, \ldots, \tilde{m}_\alpha \geq 1$; $\tilde{\mu}_1, \ldots, \tilde{\mu}_\alpha \neq 0, -1$; $\tilde{m}_1, \ldots, \tilde{m}_\beta \geq 0$; $\tilde{\mu}_1, \ldots, \tilde{\mu}_\beta \neq 0, \pm 1$; and with $\tilde{m}_1, \ldots, \tilde{m}_\gamma \geq 1$. Let us also define

$$\tilde{m} = \tilde{m}_1 + \cdots + \tilde{m}_\alpha; \quad \tilde{m} = \tilde{m}_1 + \cdots + \tilde{m}_\beta; \quad \tilde{m} = \tilde{m}_1 + \cdots + \tilde{m}_\gamma.$$

From the additive property of $\rho$ (namely, (3)) and Lemma 6.2 it follows that

$$\rho(A) = \sum_{h=1}^{\alpha} \rho(H_{4\tilde{m}_h}(\tilde{\mu}_h)) + \sum_{i=1}^{\beta} \rho(H_{4\tilde{m}_{i+2}}(\tilde{\mu}_i)) + \sum_{j=1}^{\gamma} \rho(H_{4\tilde{m}_{i-2}}(-1))$$

$$= \sum_{h=1}^{\alpha} \tilde{m}_h + \sum_{i=1}^{\beta} \left( \tilde{m}_i + \frac{1}{2} \right) + \sum_{j=1}^{\gamma} \tilde{m}_j = \tilde{m} + \tilde{m} + \tilde{m} + \frac{\beta}{2}. \quad (18)$$
Depending on the parity of $\beta$, either $\rho(A)$ or $\rho(A) - \frac{1}{2}$ is an integer.

Let us prove the second part of the statement. From Lemmas 2.4 and 6.2:

\[
\bigoplus_{h=1}^{\alpha} H_{4\hat{m}_h}(\hat{\mu}_h) \rightarrow \bigoplus_{h=1}^{\alpha} H_2(-1)^{\oplus \hat{m}_h}; \quad \bigoplus_{i=1}^{\beta} H_{4\hat{m}_i+2}(\hat{\mu}_i) \rightarrow \bigoplus_{i=1}^{\beta} \left( H_2(-1)^{\oplus \hat{m}_i} \oplus H_2(\hat{\mu}_i) \right);
\]

\[
\bigoplus_{j=1}^{\gamma} H_{4\hat{m}_j-2}(-1) \rightarrow \bigoplus_{j=1}^{\gamma} H_2(-1)^{\oplus \hat{m}_j}.
\]

Then

\[
A \rightarrow H_2(-1)^{\oplus \hat{m}} \oplus \bigoplus_{j=1}^{\beta} H_2(-1)^{\oplus \hat{m}_j} \oplus \bigoplus_{j=1}^{\gamma} H_2(-1)^{\oplus m_j}
\]

\[
= H_2(-1)^{\oplus \hat{m} + \hat{m} + \hat{m}} \oplus \bigoplus_{j=1}^{\beta} H_2(\hat{\mu}_i).
\]

There are two possible situations:

1. If $\beta$ is even, then $\rho(A)$ is an integer and

\[
A \rightarrow H_2(-1)^{\oplus \hat{m} + \hat{m} + \hat{m}} \oplus \bigoplus_{j=1}^{\beta} H_2(\hat{\mu}_i) \rightarrow H_2(-1)^{\oplus \hat{m} + \hat{m} + \hat{m} + \frac{\beta}{2}} = H_2(-1)^{\oplus \rho(A)}.
\]

2. If $\beta$ is odd, then $\rho(A) - \frac{1}{2}$ is an integer and

\[
A \rightarrow H_2(-1)^{\oplus \hat{m} + \hat{m} + \hat{m}} \oplus \bigoplus_{j=1}^{\beta} H_2(\hat{\mu}_i)
\]

\[
\rightarrow H_2(-1)^{\oplus \hat{m} + \hat{m} + \hat{m} + \frac{\beta - 1}{2}} \oplus H_2(\hat{\mu}_\beta) = H_2(-1)^{\oplus \rho(A) - \frac{1}{2}} \oplus H_2(\hat{\mu}_\beta).
\]

In both cases, we have used Lemma 6.1 (ii)–(iii) and (18).

Theorem 6.4: Let $A$ be a complex square matrix whose CFC is a direct sum of Type-II blocks. Then $X^TA = H_2(-1)^m$ is consistent if and only if $m \leq \rho(A)$.

Proof: The necessity was established in Lemma 4.1. The sufficiency is a consequence of Theorem 6.3, with the argumentation being analogous to the one given in the proof of Theorem 5.4.

7. The case where CFC($A$) is a direct sum of Type-I blocks

As in the precedent two sections, we first provide a collection of auxiliary statements on the consistency.
Lemma 7.1: (i) $\Gamma_{2k+1} \xrightarrow{X_0} \Gamma_{2k}$ for $k \geq 1$ and

$$X_0 = \begin{bmatrix} 0 & \cdots & 0 & i \end{bmatrix}_{(2k+1) \times (2k+1)}^T = i \begin{bmatrix} e_{2k+1} & e_{2k} & \cdots & e_3 & e_2 \end{bmatrix}.$$

(ii) $\Gamma_{2k+4} \xrightarrow{X_0} H_2(-1) \oplus \Gamma_{2k}$ for $k \geq 1$ and

$$X_0 = \begin{bmatrix} -1 & 0 \\ 0 & 0 \\ I_{2k} \\ 0 & 0 \\ 0 & 1 \end{bmatrix}_{(2k+4) \times (2k+2)}.$$

(iii) $\Gamma_4 \xrightarrow{X_0} H_2(-1) \oplus \Gamma_1$, for $X_0 = \begin{bmatrix} i & 0 & 0 & 0 & 0 & 0 & i \\ 0 & 0 & i & 0 & 0 & 0 & 1 \end{bmatrix}$.

Proof: Claims (i) and (iii) are straightforward. In order to prove claim (ii), consider the matrix

$$Z = \begin{bmatrix} e_1 & e_3 & e_4 & \cdots & e_{2k+1} & e_{2k+2} & e_{2k+4} \end{bmatrix},$$

obtained from $I_{2k+4}$ after deleting the second and the second to last column; and the $(2k + 2) \times (2k + 2)$ matrix

$$P = \begin{bmatrix} -1 & \hline I_{2k} \\ \hline 1 \end{bmatrix}.$$

Then $\Gamma_{2k+4} \xrightarrow{ZP} H_2(-1) \oplus \Gamma_{2k}$, since

$$P^T Z^T \Gamma_{2k+4} Z P = P^T \begin{bmatrix} \hline \Gamma_{2k} \\ \hline 1 \end{bmatrix} \begin{bmatrix} -1 \hline I_{2k} \end{bmatrix} P = H_2(-1) \oplus \Gamma_{2k}.$$ 

Finally, it is straightforward to check that $X_0 = ZP$, with $X_0$ as in the statement. ■

7.1. A direct sum of $\Gamma_2$ blocks

The main obstacle for the necessary condition of Lemma 4.1 to be also sufficient is the presence in CFC($A$) of either blocks $\Gamma_1$ or $\Gamma_2$. Regarding $\Gamma_2$, we will see in Theorem 7.5 that, if the CFC of $A$ is $\Gamma_2^{\oplus k}$, with $k \geq 3$, then $\Gamma_2^{\oplus k} \not\xrightarrow{} H_2(-1)^{\oplus \lfloor \rho(A) \rfloor}$.

To prove Theorem 7.5 we will use the following three results. The first one is well-known, and we omit the proof.

Lemma 7.2: Let $A+B$ be skew-symmetric, with $A$ being symmetric and $B$ being skew-symmetric. Then $A = 0$. 

Lemma 7.3: Let \( Y \in \mathbb{C}^{r \times s} \) be such that \( \text{rank} \ Y > \frac{s}{2} \). Then \( YY^\top \neq 0 \).

**Proof:** It is a direct consequence of the identity \( \text{rank} \ Y^\top = \text{rank} \ Y > \frac{s}{2} \) and the fact that \( \dim(\ker Y) < \frac{s}{2} \).

Lemma 7.4: Let \( X^\top \) have 2\( k \) columns, denoted by \( x_i \), for \( i = 1, \ldots, 2k \). Then

\[
\text{rank} \left( X^\top H_2(-1)^{\oplus k} X \right) \leq 2 \cdot \text{rank} \left[ x_2 \ x_4 \ \ldots \ x_{2k} \right].
\]

**Proof:** If \( \text{rank} \left[ x_2 \ x_4 \ \ldots \ x_{2k} \right] = k \) then the inequality is clearly satisfied. Without loss of generality we may assume that \( \left[ x_2 \ x_4 \ \ldots \ x_{2k} \right] \), with \( x_2, x_4, \ldots, x_{2s} \) linearly independent vectors. Then

\[
x_{2s+2} = \sum_{i=1}^{s} \alpha_{2i}(2s+2) x_{2i}, \ldots, x_{2k} = \sum_{i=1}^{s} \alpha_{2i}(2k) x_{2i},
\]

for some \( \alpha_{2i}(2s+2), \ldots, \alpha_{2s}(2s+2), \ldots, \alpha_{2i}(2k), \ldots, \alpha_{2s}(2k) \in \mathbb{C} \). Let \( \Lambda \) be represent the bilinear form defined by \( \Lambda(u, v) = u v^\top - v u^\top \) for \( u, v \in \mathbb{C}^m \). Note that \( \text{rank} \ \Lambda(u, v) \leq 2 \). Then

\[
X^\top (H_2(-1)^{\oplus k}) X = \Lambda(x_1, x_2) + \Lambda(x_3, x_4) + \cdots + \Lambda(x_{2k-1}, x_{2k})
\]

\[
= \Lambda(x_1, x_2) + \Lambda(x_3, x_4) + \cdots + \Lambda(x_{2s-1}, x_{2s})
\]

\[
+ \Lambda \left( x_{2s+1}, \sum_{i=1}^{s} \alpha_{2i}(2s+2) x_{2i} \right) + \cdots + \Lambda \left( x_{2k-1}, \sum_{i=1}^{s} \alpha_{2i}(2k) x_{2i} \right)
\]

\[
= \Lambda(x_1, x_2) + \Lambda(x_3, x_4) + \cdots + \Lambda(x_{2s-1}, x_{2s})
\]

\[
+ \sum_{i=1}^{s} \alpha_{2i}(2s+2) \Lambda \left( x_{2s+1}, x_{2i} \right) + \cdots + \sum_{i=1}^{s} \alpha_{2i}(2k) \Lambda \left( x_{2k-1}, x_{2i} \right)
\]

\[
= \Lambda \left( x_1 + \alpha_{2}(2s+2) x_{2s+1} + \cdots + \alpha_{2}(2k) x_{2k-1}, x_2 \right) + \cdots
\]

\[
+ \Lambda \left( x_{2s-1} + \alpha_{2}(2s+2) x_{2s+1} + \cdots + \alpha_{2}(2k) x_{2k-1}, x_{2s} \right).
\]

Since this is a sum of \( s \) addends, each one having rank at most two, we get the desired inequality.

\[
\square
\]

Now we will show that, for \( A = \Gamma_2^{\oplus k} \), the converse of Lemma 4.1 is not true. Moreover, we are able to characterize the consistency of Equation (1) with \( A = \Gamma_2^{\oplus k} \) and \( B = H_2(-1)^{\oplus m} \).

**Theorem 7.5:** \( \Gamma_2^{\oplus k} \sim H_2(-1)^{\oplus m} \) if and only if \( m \leq \frac{2}{3} \rho(\Gamma_2^{\oplus k}) = \frac{k}{2} \).
Proof: We first prove the necessity. Assume that there is some $X \in \mathbb{C}^{(2k) \times (2m)}$ such that
\[ X^T \Gamma_2^{\oplus k} X = H_2(-1)^{\oplus m}. \] (19)
As $\Gamma_2 = -H_2(-1) + \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}$ then
\[ X^T \Gamma_2^{\oplus k} X = -X^T H_2(-1)^{\oplus k} X + X^T \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}^{\oplus k} X, \] (20)
with the first addend in the right-hand side of (20) being skew-symmetric, and the second one being symmetric. As a consequence of Lemma 7.2 and (19), we conclude that the second addend in the right-hand side of (20) is equal to zero. Note that this addend is equal to $X_{\text{even}}^T X_{\text{even}}$, where $X_{\text{even}}^T = \begin{bmatrix} x_2 & x_4 & \ldots & x_{2k} \end{bmatrix}$, with $x_i$ being the $i$th column of $X^T$ (namely, the $i$th row of $X$). Then, Lemma 7.3 implies that $\text{rank} (X_{\text{even}}^T) \leq \frac{k}{2}$, and Lemma 7.4 in turn implies that
\[ \text{rank} (X^T H_2(-1)^{\oplus k} X) \leq 2 \cdot \text{rank} X_{\text{even}}^T \leq 2 \cdot \frac{k}{2} = k. \]
Since
\[ 2m = \text{rank} (H_2(-1)^{\oplus m}) = \text{rank} (X^T \Gamma_2^{\oplus k} X) = \text{rank} (X^T H_2(-1)^{\oplus k} X) \leq k = \frac{4 \rho(\Gamma_2^{\oplus k})}{3}, \]
the necessity follows.

For the sufficiency, it is enough to prove, as a consequence of Lemma 2.4, that
\[ \Gamma_2^{\oplus k} \leadsto H_2(-1)^{\oplus m} \text{ for } m = \left\lceil \frac{2}{3} \rho(\Gamma_2^{\oplus k}) \right\rceil. \]
First note that $\Gamma_2^{\oplus 2} X_0 \leadsto H_2(-1)$, with $X_0 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \\ 0 & i \\ 0 & 0 \end{bmatrix}$, and so:

(i) If $k = 2t$ then $\left\lceil \frac{2}{3} \rho(\Gamma_2^{\oplus 2t}) \right\rceil = \left\lceil \frac{2}{3} \cdot \frac{6t}{4} \right\rceil = t$ and $\Gamma_2^{\oplus 2t} X_t \leadsto H_2(-1)^{\oplus t}$, with $X_1 = X_0^{\oplus t}$.
(ii) If $k = 2t+1$ then $\left\lceil \frac{2}{3} \rho(\Gamma_2^{\oplus 2t+1}) \right\rceil = \left\lceil \frac{2}{3} \cdot \frac{6t+3}{4} \right\rceil = \left\lceil \frac{6t+3}{4} \right\rceil = \left\lceil t + \frac{1}{2} \right\rceil = t$ and $\Gamma_2^{\oplus 2t+1} \leadsto \Gamma_2^{\oplus 2t} \leadsto H_2(-1)^{\oplus t}$. 

7.2. Why the blocks $\Gamma_1$ and $\Gamma_2$ are problematic

Theorem 7.5 shows that the necessary condition provided in Lemma 4.1 for Equation (1) to be consistent is not sufficient for an arbitrary $A$. In particular, for a matrix $A$ whose CFC contains Type-I blocks of size 2, namely $\Gamma_2$. For instance, $\Gamma_2^{\oplus 4} \not\rightarrow H_2(-1)^{\oplus 3}$, but the necessary condition $3 \leq \rho(\Gamma_2^{\oplus 4}) = 3$ is satisfied.

Something similar occurs with Type-I blocks of size 1, namely $\Gamma_1 = [1]$. For instance, $\Gamma_1^{\oplus n} \not\rightarrow H_2(-1)$ for any $n$, because $\Gamma_1^{\oplus n}$ is symmetric and $H_2(-1)$ is skew-symmetric. However, the necessary condition $1 \leq \rho(\Gamma_1^{\oplus n}) = \frac{n}{2}$ is satisfied for $n \geq 2$.

The remaining of this section is devoted to prove, in Theorem 7.10, that, if the CFC of $A$ does not contain either blocks $\Gamma_1$ or $\Gamma_2$, then the necessary condition of Lemma 4.1 is also sufficient. As a consequence of the previous arguments, the case where the CFC of $A$ contains blocks of either type $\Gamma_1$ or $\Gamma_2$ requires a different analysis, that is not addressed in this work.
7.3. The case of Type-I blocks of size at least 3

The goal of this section is to prove Theorem 7.10, which is the counterpart of Theorems 5.4 and 6.4 when the CFC of $A$ only contains Type-I blocks (except $\Gamma_1$ and $\Gamma_2$). In other words, that the necessary condition stated in Lemma 4.1 is also sufficient in this case. For this, we need a series of technical results, namely Lemmas 7.6–7.9, that we state and prove all in a row.

The following result provides some basic reductions involving Type-I blocks.

**Lemma 7.6:**
(i) $J_2(0) \oplus \Gamma_1 \overset{X_0}{\sim} \Gamma_2$, with $X_0 = \begin{bmatrix} -1 & 1 \\ 1 & 0 \end{bmatrix}$.
(ii) $G_2 \oplus \Gamma_1 \overset{X_0}{\sim} H_2(-1)$, with $X_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$.
(iii) $J_2(0) \oplus \Gamma_1 \overset{X_0}{\sim} H_2(-1)$, with $X_0 = \sqrt{2} \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & -1 \end{bmatrix}$.
(iv) $G_2 \oplus J_2(0) \overset{X_0}{\sim} H_2(-1) \oplus \Gamma_1$, with $X_0 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & -1 & 1 \end{bmatrix}$.
(v) $\Gamma_3 \oplus \Gamma_2 \overset{X_0}{\sim} H_2(-1) \oplus J_2(0)$, with $X_0 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & -1 & 1 \end{bmatrix}$.
(vi) $\Gamma_6 \oplus \Gamma_2 \overset{X_0}{\sim} H_2(-1) \oplus J_2(0)$, with $X_0 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$.
(vii) $\Gamma_4 \overset{X_0}{\sim} H_2(-1) \oplus J_2(0)$, with $X_0 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$.

The proof of Lemma 7.6 is straightforward, just by checking that $X_0$ indeed satisfies the corresponding equations.

In Lemmas 7.7 and 7.8 we consider the case where $A$ is a direct sum of Type-I blocks. In particular, Lemma 7.7 addresses the sum of blocks of the form $\Gamma_{4k+\epsilon}$, for $\epsilon \in \{0, 1\}$, and Lemma 7.8 the sum of blocks of the form $\Gamma_{4k+\epsilon}$, with $\epsilon \in \{2, 3\}$.

**Lemma 7.7:** For each $r \geq 0$, $k_i \geq 1$, and $\epsilon_i \in \{0, 1\}$, we have:

(i) $A = \bigoplus_{i=1}^{4r} \Gamma_{4k_i+\epsilon_i} \sim H_2(-1) \oplus \rho(A)$ with $\rho(A) = k_1 + \cdots + k_{4r} + r$.
(ii) $A = \bigoplus_{i=1}^{4r+1} \Gamma_{4k_i+\epsilon_i} \sim H_2(-1) \oplus \rho(A) - \frac{1}{4} \Gamma_1$ with $\rho(A) = k_1 + \cdots + k_{4r+1} + r + \frac{1}{4}$.
(iii) $A = \bigoplus_{i=1}^{4r+2} \Gamma_{4k_i+\epsilon_i} \sim H_2(-1) \oplus \rho(A) - \frac{1}{4} \Gamma_2(0)$ with $\rho(A) = k_1 + \cdots + k_{4r+2} + r + \frac{1}{4}$.
(iv) $A = \bigoplus_{i=1}^{4r+3} \Gamma_{4k_i+\epsilon_i} \sim H_2(-1) \oplus \rho(A) - \frac{1}{4} \Gamma_2(0) \oplus \Gamma_1$ with $\rho(A) = k_1 + \cdots + k_{4r+3} + r + \frac{3}{4}$. 
Proof: In all items, the calculation of $\rho(A)$ is a direct task by using Remark 3.3. In order to prove the first claim of the statement for each item, we start by proving it for $r = 0$ in cases (ii)–(iv), and for $r = 1$ in case (i) (namely, when $A$ contains exactly one, two, three, and four blocks, respectively). Then, we address the general case of an arbitrary $r$.

- For a single block, namely item (ii) when $r = 0$, we have that
  \[
  \Gamma_{4k+\epsilon} \rightsquigarrow \Gamma_{4k} \rightsquigarrow H_2(-1) \oplus \Gamma_4 \rightsquigarrow H_2(-1) \oplus \Gamma_1, \tag{21}
  \]
  where the first step (that appears only when $\epsilon = 1$) is due to Lemma 7.1 (i), the second one is a consequence of applying $k - 1$ times Lemma 7.1 (ii), and the third step is due to Lemma 7.1 (iii).

- For two blocks, namely item (iii) when $r = 0$, we perform the same transformations for two Type-I blocks as we did for only one block in the previous item, except for the last step, so that we have
  \[
  \Gamma_{4k_1+\epsilon_1} \oplus \Gamma_{4k_2+\epsilon_2} \rightsquigarrow (H_2(-1) \oplus \gamma_{k_1} \oplus \Gamma_4) \oplus (H_2(-1) \oplus \gamma_{k_2} \oplus \Gamma_4)
  \rightsquigarrow H_2(-1) \oplus \gamma_{k_1+k_2} \oplus J_2(0), \tag{22}
  \]
  where this last step is due to Lemma 7.6 (vii).

- The case of three blocks, namely item (iv) when $r = 0$, follows from (21) and (22):
  \[
  \bigoplus_{i=1}^{3} \Gamma_{4k_i+\epsilon_i} \rightsquigarrow \left( H_2(-1) \oplus \gamma_{k_1+k_2} \oplus J_2(0) \right) \oplus \left( H_2(-1) \oplus \gamma_{k_3} \oplus \Gamma_1 \right)
  \rightsquigarrow H_2(-1) \oplus \gamma_{k_1+k_2+k_3} \oplus J_2(0) \oplus \Gamma_1. \tag{23}
  \]

- As for the case of four blocks, namely item (i) when $r = 1$, it follows from (22):
  \[
  \bigoplus_{i=1}^{4} \Gamma_{4k_i+\epsilon_i} \rightsquigarrow \left( H_2(-1) \oplus \gamma_{k_1+k_2} \oplus J_2(0) \right) \oplus \left( H_2(-1) \oplus \gamma_{k_3+k_4} \oplus J_2(0) \right)
  \rightsquigarrow H_2(-1) \oplus \gamma_{k_1+k_2+k_3+k_4+1}, \tag{24}
  \]
  where the last step follows from $J_2(0) \oplus \gamma_2 \rightsquigarrow H_2(-1)$, as proved in Lemma 5.1 (iii).

Now we are ready to prove the general result for any $r$:

(i) The result follows from (24) and the Addition law of consistency, by forming groups of four addends. More precisely,
  \[
  \bigoplus_{i=1}^{4r} \Gamma_{4k_i+\epsilon_i} \rightsquigarrow H_2(-1) \oplus \gamma_{k_1+\ldots+k_4+1} \oplus \ldots \oplus H_2(-1) \oplus \gamma_{k_{4r-3}+\ldots+k_{4r+1}}
  = H_2(-1) \oplus \gamma_{k_1+\ldots+k_{4r}+r}. \tag{25}
  \]

(ii) The result follows from (25) and (21), together with the Addition law.

(iii) The result follows from (25) and (22), together with the Addition law.
(iv) Again, the result follows from (25) and (23), together with the Addition law. ■

**Lemma 7.8:** For each \( r \geq 0, k_i \geq 0, \) and \( \epsilon_i \in \{0, 1\} \) with \((k_i, \epsilon_i) \neq (0, 0)\), we have:

(i) \( A = \bigoplus_{i=1}^{4r} \Gamma_{4k_i+2+\epsilon_i} \Rightarrow H_2(-1)^{\oplus(k)} \text{ with } \rho(A) = k_1 + \cdots + k_{4r} + 3r. \)

(ii) \( A = \bigoplus_{i=1}^{4r+1} \Gamma_{4k_i+2+\epsilon_i} \Rightarrow H_2(-1)^{\oplus(k)} \text{ with } \rho(A) = k_1 + \cdots + k_{4r+1} + 3r + \frac{3}{4}. \)

(iii) \( A = \bigoplus_{i=1}^{4r+2} \Gamma_{4k_i+2+\epsilon_i} \Rightarrow H_2(-1)^{\oplus(k)} \text{ with } \rho(A) = k_1 + \cdots + k_{4r+2} + 3r + \frac{3}{2}. \)

(iv) \( A = \bigoplus_{i=1}^{4r+3} \Gamma_{4k_i+2+\epsilon_i} \Rightarrow H_2(-1)^{\oplus(k)} \text{ with } \rho(A) = k_1 + \cdots + k_{4r+3} + 3r + \frac{9}{4}. \)

**Proof:** We follow the same steps as in the proof of Lemma 7.7. In all items, the calculation of the value of \( \rho(A) \) is a direct task by using Remark 3.3 and the Addition law. For instance, in part (ii), we have

\[
\rho(A) = \frac{\sum_{i=1}^{4r+1} (4k_i + 2 + \epsilon_i) + \sum_{i=1}^{4r+1} (1 - \epsilon_i)}{4} = \frac{\sum_{i=1}^{4r+1} k_i + 2(4r + 1) + 4r + 1}{4} = \frac{\sum_{i=1}^{4r+1} k_i + 3r + \frac{3}{4}}{4}.
\]

In order to prove the first part of the statement for each item, we first prove the cases \( r = 0 \) in parts (ii)–(iv) and \( r = 1 \) in part (i), and then we address the general case of an arbitrary \( r \) in all parts.

- For a single block, namely item (ii) when \( r = 0 \), we have that
  \[
  \Gamma_{4k+2+\epsilon} \Rightarrow \Gamma_{4k+2} \Rightarrow H_2(-1)^{\oplus(k)} \oplus \Gamma_2,
  \]
  where the first step (arising only if \( \epsilon = 1 \)) is due to Lemma 7.1 (i), and the second one is a consequence of applying \( k \) times Lemma 7.1 (ii).

- For two blocks, namely item (iii) when \( r = 0 \), we are going to prove that
  \[
  \Gamma_{4k_1+2+\epsilon_1} \oplus \Gamma_{4k_2+2+\epsilon_2} \Rightarrow H_2(-1)^{\oplus(k_1+k_2+1)} \oplus J_2(0).
  \]
  For this we consider the following three possible cases:

  1. If \( k_1 = k_2 = 0 \) then, by hypothesis, \( \epsilon_1 = \epsilon_2 = 1 \). We have that
     \[
     \Gamma_3 \oplus \Gamma_3 \Rightarrow H_2(-1) \oplus J_2(0),
     \]
     by Lemma 7.1 (i) and Lemma 7.6 (v).

  2. If \( k_1 \geq 1 \) then, as \( \Gamma_{4k+3} \Rightarrow \Gamma_{4k+2} \) by Lemma 7.1 (i), we may assume that \( \epsilon_1 = \epsilon_2 = 0 \). Then:
     \[
     \Gamma_{4k_1+2} \oplus \Gamma_{4k_2+2} \Rightarrow (H_2(-1)^{\oplus(k_1-1)} \oplus \Gamma_6) \oplus (H_2(-1)^{\oplus(k_2)} \oplus \Gamma_2)
     \]
     \( \Rightarrow H_2(-1)^{\oplus(k_1+k_2+1)} \oplus J_2(0), \)

where the first step is due to Lemma 7.1 (ii) applied repeatedly, and the second one is due to Lemma 7.6 (vi).

3. A similar argument is valid if \( k_2 \geq 1 \).

- The case of three blocks, namely item (iv) when \( r = 0 \), follows from (27) and (26):

\[
\begin{align*}
\big( \Gamma_{4k_1+2+\epsilon_1} \oplus \Gamma_{4k_2+2+\epsilon_2} \big) \oplus \Gamma_{4k_3+2+\epsilon_3} & \leadsto H_2(-1)^{\oplus k_1+k_2+k_3+1} \oplus \Gamma_2 \oplus J_2(0) \\
& \leadsto H_2(-1)^{\oplus k_1+k_2+k_3+2} \oplus \Gamma_1,
\end{align*}
\]

(28)

where the last step is due to Lemma 7.6 (iv).

- As for the case of four blocks, namely item (i) when \( r = 1 \), it follows from (27):

\[
\bigoplus_{i=1}^{4} \Gamma_{4k_i+2+\epsilon_i} \leadsto \left( H_2(-1)^{\oplus k_1+k_2+1} \oplus J_2(0) \right) \oplus \left( H_2(-1)^{\oplus k_3+k_4+1} \oplus J_2(0) \right)
\]

\[
\leadsto H_2(-1)^{\oplus k_1+k_2+k_3+k_4+3},
\]

(29)

where the last step is due to Lemma 5.1 (iii).

Now we are ready to prove the general case, for an arbitrary \( r \):

(i) The result follows from (29) and the Addition law of consistency. Namely,

\[
\bigoplus_{i=1}^{4r} \Gamma_{4k_i+2+\epsilon_i} \leadsto H_2(-1)^{\oplus k_1+\cdots+k_4+3} \oplus \cdots \oplus H_2(-1)^{\oplus k_{4r-3}+\cdots+k_{4r}+3}
\]

\[
= H_2(-1)^{\oplus k_1+\cdots+k_{4r}+3r}.
\]

(30)

(ii) The result follows from (30) and (26), together with the Addition law.

(iii) The result follows from (30) and (27), together with the Addition law.

(iv) Again, the result follows from (30) and (28), together with the Addition law. \( \square \)

From Lemmas 7.7 and 7.8 we can obtain the following.

**Theorem 7.9:** For a complex square matrix, \( A \), whose CFC has only Type-I blocks of size at least 3, one of the following is satisfied:

(i) \( \rho(A) \) is an integer and \( A \leadsto H_2(-1)^{\oplus \rho(A)} \).

(ii) \( \rho(A) - \frac{1}{4} \) is an integer and \( A \leadsto H_2(-1)^{\oplus \rho(A)-\frac{1}{4}} \oplus \Gamma_1 \).

(iii) \( \rho(A) - \frac{1}{2} \) is an integer and \( A \leadsto H_2(-1)^{\oplus \rho(A)-\frac{1}{2}} \oplus C \) where \( C \) is either \( J_2(0) \) or \( \Gamma_1^{\oplus 2} \).

(iv) \( \rho(A) - \frac{3}{4} \) is an integer and \( A \leadsto H_2(-1)^{\oplus \rho(A)-\frac{3}{4}} \oplus \Gamma_2 \).
Proof: By hypothesis, 

\[ A = A' \oplus A'' = \bigoplus_{i=1}^{4j+k} \Gamma_{4h_i+\epsilon_i} \oplus \bigoplus_{r=1}^{4s+t} \Gamma_{4u_r+2+\eta_r}, \]

for some \( j, s \geq 0, k, t \in \{0, 1, 2, 3\}, h_i \geq 1, \epsilon_i \in \{0, 1\}; \) and \( u_r \geq 0, \eta_r \in \{0, 1\} \) with \( (u_r, \eta_r) \neq (0, 0). \)

From the additive property of \( \rho \), namely Equation (3), \( \rho(A) = \rho(A') \oplus \rho(A'') \), and looking at the values of \( \rho(A') \) in Lemma 7.7 and \( \rho(A'') \) in Lemma 7.8, the following possibilities arise for \( \rho(A) \). Moreover, the relations \( \rightsquigarrow \) that we obtain are also consequences of Lemmas 7.7 and 7.8, unless otherwise stated:

(i) \( \rho(A) \) is an integer when either:

- \( k = t = 0 \), then both \( \rho(A') \) and \( \rho(A'') \) are integers and

  \[ A' \oplus A'' \rightsquigarrow H_2(-1)^{\oplus \rho(A')} \oplus H_2(-1)^{\oplus \rho(A'')} = H_2(-1)^{\oplus \rho(A)}. \]

- \( k = t = 1 \), then both \( \rho(A') - \frac{1}{4} \) and \( \rho(A'') - \frac{1}{4} \) are integers and

  \[ A' \oplus A'' \rightsquigarrow H_2(-1)^{\oplus \rho(A')-\frac{1}{4}} \oplus \Gamma_1 \oplus H_2(-1)^{\oplus \rho(A'')-\frac{1}{4}} \oplus \Gamma_2 = H_2(-1)^{\oplus \rho(A)}, \]

  where the last step is a consequence of Lemma 7.6 (ii).

- \( k = t = 2 \), then both \( \rho(A') - \frac{1}{2} \) and \( \rho(A'') - \frac{1}{2} \) are integers and

  \[ A' \oplus A'' \rightsquigarrow H_2(-1)^{\oplus \rho(A')-\frac{1}{2}} \oplus J_2(0) \oplus H_2(-1)^{\oplus \rho(A'')-\frac{1}{2}} \oplus J_2(0) \]

  \[ \rightsquigarrow H_2(-1)^{\oplus \rho(A)}, \]

  where the last step is a consequence of Lemma 5.1 (iii).

- \( k = t = 3 \), then both \( \rho(A') - \frac{3}{4} \) and \( \rho(A'') - \frac{1}{4} \) are integers and

  \[ A' \oplus A'' \rightsquigarrow H_2(-1)^{\oplus \rho(A')-\frac{3}{4}} \oplus J_2(0) \oplus H_2(-1)^{\oplus \rho(A'')-\frac{1}{4}} \oplus \Gamma_1 \]

  \[ \rightsquigarrow H_2(-1)^{\oplus \rho(A)}, \]

  where the last step is a consequence of Lemma 7.6 (iii).

(ii) \( \rho(A) - \frac{1}{4} \) is an integer when either:

- \( k = 0 \) and \( t = 3 \), then both \( \rho(A') \) and \( \rho(A'') - \frac{1}{4} \) are integers and

  \[ A' \oplus A'' \rightsquigarrow H_2(-1)^{\oplus \rho(A')} \oplus H_2(-1)^{\oplus \rho(A'')-\frac{1}{4}} \oplus \Gamma_1 = H_2(-1)^{\oplus \rho(A)-\frac{1}{4}} \oplus \Gamma_1. \]

- \( k = 1 \) and \( t = 0 \), then both \( \rho(A') - \frac{1}{4} \) and \( \rho(A'') \) are integers and

  \[ A' \oplus A'' \rightsquigarrow H_2(-1)^{\oplus \rho(A')-\frac{1}{4}} \oplus \Gamma_1 \oplus H_2(-1)^{\oplus \rho(A'')} = H_2(-1)^{\oplus \rho(A)-\frac{1}{4}} \oplus \Gamma_1. \]

- \( k = 2 \) and \( t = 1 \), then both \( \rho(A') - \frac{1}{2} \) and \( \rho(A'') - \frac{3}{4} \) are integers and

  \[ A' \oplus A'' \rightsquigarrow H_2(-1)^{\oplus \rho(A')-\frac{1}{2}} \oplus J_2(0) \oplus H_2(-1)^{\oplus \rho(A'')-\frac{3}{4}} \oplus \Gamma_2 \]
\[ \sim H_2(-1)^{\oplus \rho(A) - \frac{1}{4}} \oplus \Gamma_1, \]

where the last step is a consequence of Lemma 7.6 (iv).

- \( k = 3 \) and \( t = 2 \), then both \( \rho(A') - \frac{3}{4} \) and \( \rho(A'') - \frac{1}{2} \) are integers and
  \[ A' \oplus A'' \sim H_2(-1)^{\oplus \rho(A') - \frac{3}{4}} \oplus J_2(0) \oplus \Gamma_1 \oplus H_2(-1)^{\oplus \rho(A'') - \frac{1}{2}} \oplus J_2(0) \]
  \[ \sim H_2(-1)^{\oplus \rho(A) - \frac{1}{4}} \oplus \Gamma_1, \]

where the last step is a consequence of Lemma 7.6 (iv).

(iii) \( \rho(A) - \frac{1}{2} \) is an integer when either:

- \( k = 0 \) and \( t = 2 \), then both \( \rho(A') \) and \( \rho(A'') - \frac{1}{4} \) are integers and
  \[ A' \oplus A'' \sim H_2(-1)^{\oplus \rho(A') - \frac{1}{4}} \oplus \Gamma_1 \oplus H_2(-1)^{\oplus \rho(A'') - \frac{1}{4}} \oplus \Gamma_1 \]
  \[ = H_2(-1)^{\oplus \rho(A) - \frac{1}{2}} \oplus J_2(0). \]

- \( k = 1 \) and \( t = 3 \), then both \( \rho(A') - \frac{1}{4} \) and \( \rho(A'') - \frac{1}{4} \) are integers and
  \[ A' \oplus A'' \sim H_2(-1)^{\oplus \rho(A') - \frac{1}{4}} \oplus \Gamma_1 \oplus H_2(-1)^{\oplus \rho(A'') - \frac{1}{4}} \oplus \Gamma_1 \]
  \[ \sim H_2(-1)^{\oplus \rho(A) - \frac{1}{2}} \oplus \Gamma_1^{\oplus 2}. \]

- \( k = 2 \) and \( t = 0 \), then both \( \rho(A') - \frac{1}{2} \) and \( \rho(A'') \) are integers and
  \[ A' \oplus A'' \sim H_2(-1)^{\oplus \rho(A') - \frac{1}{2}} \oplus J_2(0) \oplus H_2(-1)^{\oplus \rho(A'')} \]
  \[ = H_2(-1)^{\oplus \rho(A) - \frac{1}{2}} \oplus J_2(0). \]

- \( k = 3 \) and \( t = 1 \), then both \( \rho(A') - \frac{3}{4} \) and \( \rho(A'') - \frac{3}{4} \) are integers and
  \[ A' \oplus A'' \sim H_2(-1)^{\oplus \rho(A') - \frac{3}{4}} \oplus J_2(0) \oplus \Gamma_1 \oplus H_2(-1)^{\oplus \rho(A'') - \frac{3}{4}} \oplus \Gamma_2 \]
  \[ \sim H_2(-1)^{\oplus \rho(A) - \frac{3}{4}} \oplus J_2(0), \]

where the last step is a consequence of Lemma 7.6 (ii).

(iv) \( \rho(A) - \frac{3}{4} \) is an integer when either:

- \( k = 0 \) and \( t = 1 \), then both \( \rho(A') \) and \( \rho(A'') - \frac{3}{4} \) are integers and
  \[ A' \oplus A'' \sim H_2(-1)^{\oplus \rho(A')} \oplus H_2(-1)^{\oplus \rho(A'') - \frac{3}{4}} \oplus \Gamma_2 = H_2(-1)^{\oplus \rho(A) - \frac{3}{4}} \oplus \Gamma_2. \]

- \( k = 1 \) and \( t = 2 \), then both \( \rho(A') - \frac{1}{4} \) and \( \rho(A'') - \frac{1}{2} \) are integers and
  \[ A' \oplus A'' \sim H_2(-1)^{\oplus \rho(A') - \frac{1}{4}} \oplus \Gamma_1 \oplus H_2(-1)^{\oplus \rho(A'') - \frac{1}{2}} \oplus J_2(0) \]
  \[ \sim H_2(-1)^{\oplus \rho(A) - \frac{3}{4}} \oplus \Gamma_2, \]

where the last step is a consequence of Lemma 7.6 (i).
\( k=2 \) and \( t=3 \), then both \( \rho(A') - \frac{1}{2} \) and \( \rho(A'') - \frac{1}{4} \) are integers and
\[
A' \oplus A'' \leadsto H_2(-1)^{\oplus \rho(A') - \frac{1}{2}} \oplus J_2(0) \oplus H_2(-1)^{\oplus \rho(A'') - \frac{1}{4}} \oplus \Gamma_1
\]
\[
\leadsto H_2(-1)^{\oplus \rho(A') - \frac{3}{4}} \oplus \Gamma_2,
\]
where the last step is a consequence of Lemma 7.6 (i).

- \( k=3 \) and \( t=0 \), then both \( \rho(A') - \frac{3}{4} \) and \( \rho(A'') \) are integers and
\[
A' \oplus A'' \leadsto H_2(-1)^{\oplus \rho(A') - \frac{3}{4}} \oplus J_2(0) \oplus H_2(-1)^{\oplus \rho(A'')}
\]
\[
\leadsto H_2(-1)^{\oplus \rho(A') - \frac{3}{4}} \oplus \Gamma_2,
\]
where the last step is a consequence of Lemma 7.6 (i).

Now, we are in the position to prove the main result in this section.

**Theorem 7.10:** Let \( A \) be a complex square matrix whose CFC is a direct sum of Type-I blocks of size at least 3. Then \( X^\top AX = H_2(-1)^{\oplus m} \) is consistent if and only if \( m \leq \rho(A) \).

**Proof:** The result is a direct consequence of Lemma 4.1 (necessity) and Theorem 7.9 (sufficiency). As for the sufficiency, just note that \( A \leadsto H_2(-1)^{\oplus \rho(A)} \) (part (i) in Theorem 7.9), or \( A \leadsto H_2(-1)^{\oplus [\rho(A)]} \oplus C \), for some \( C \) (parts (ii)–(iv) in Theorem 7.9). Applying the Elimination law (Lemma 2.4 (iii)), we conclude that \( A \leadsto H_2(-1)^{\oplus [\rho(A)]} \), and the Elimination law as well implies \( A \leadsto H_2(-1)^{\oplus m} \), for any integer \( m \leq \rho(A) \).

\[8.\text{ The condition for consistency is sufficient}\]

In this section, we prove that the necessary condition of Lemma 4.1 is also sufficient when CFC\((A)\) does not contain blocks of the form \( \Gamma_1 \) and \( \Gamma_2 \). This result is included in Theorem 8.2, which is the main result of this paper. Before proving it, we state the following lemma, whose proof is straightforward, and that will be used in the proof of Theorem 8.2.

**Lemma 8.1:** (i) For \( \mu \not= \pm 1 \), \( H_2(\mu) \oplus \Gamma_1^{\oplus 2} \overset{X_0}{\sim} H_2(-1) \), with \( X_0 = \begin{bmatrix} 1 & 0 \\ -1-\mu & \frac{1}{\mu-1} \\ \frac{1}{\mu+1} & -1 \\ 0 & \frac{1}{\mu-1} \end{bmatrix} \).

(ii) For \( \mu \not= \pm 1 \), \( H_2(\mu) \oplus \Gamma_2 \overset{X_0}{\sim} H_2(-1) \oplus \Gamma_1 \), with \( X_0 = \begin{bmatrix} 1 & 0 \\ -\frac{1}{\mu+1} & 0 \\ 0 & \frac{1}{\mu+1} \\ \frac{1}{\mu-1} & 0 \end{bmatrix} \).

**Theorem 8.2:** If \( A \) is a complex square matrix whose CFC has no blocks of either type \( \Gamma_1 \) or \( \Gamma_2 \), then for any skew-symmetric matrix \( B \) the equation \( X^\top AX = B \) is consistent if and only if rank \( B \leq 2 \rho(A) \). In particular, the equation \( X^\top AX = H_2(-1)^{\oplus m} \) is consistent if and only if \( m \leq \rho(A) \).

**Proof:** Let us start by proving that \( X^\top AX = H_2(-1)^{\oplus m} \) is consistent if and only if \( m \leq \rho(A) \). By Lemma 4.1, the condition \( m \leq \rho(A) \) is necessary. For the sufficiency it is enough
to show that $A \leadsto H_2(-1)^{\oplus m}$, with $m = \lceil \rho(A) \rceil$, since for a smaller $m$ the result will be a consequence of the Elimination law.

The CFC of $A$ is of the form $A_0 \oplus A_1 \oplus A_2$, where

- $A_0$ is an $n_0 \times n_0$ direct sum of Type-0 blocks;
- $A_1$ is an $n_1 \times n_1$ direct sum of Type-I blocks with size $\geq 3$;
- $A_2$ is an $n_2 \times n_2$ direct sum of Type-II blocks.

Note that some of $n_0, n_1$, and $n_2$ can be zero. Note also that, by (3),

$$\rho(A) = \rho(A_0) \oplus \rho(A_1) \oplus \rho(A_2).$$

(31)

According to, respectively, Theorems 5.3, 6.3, and 7.9, we have the following possibilities for $\rho(A_0), \rho(A_2)$, and $\rho(A_1)$:

1. (a) $\rho(A_0)$ is an integer and $A_0 \leadsto H_2(-1)^{\oplus \rho(A_0)}$.
   
   (b) $\rho(A_0) - \frac{1}{2}$ is an integer and $A_0 \leadsto H_2(-1)^{\oplus \rho(A_0)-\frac{1}{2}} \oplus J_2(0)$.

2. (a) $\rho(A_2)$ is an integer and $A_2 \leadsto H_2(-1)^{\oplus \rho(A_2)}$.
   
   (b) $\rho(A_2) - \frac{1}{2}$ is an integer and $A_2 \leadsto H_2(-1)^{\oplus \rho(A_2)-\frac{1}{2}} \oplus H_2(\mu)$, where $\mu \neq \pm 1, 0$.

3. (a) $\rho(A_1)$ is an integer and $A_1 \leadsto H_2(-1)^{\oplus \rho(A_1)}$.
   
   (b) $\rho(A_1) - \frac{1}{4}$ is an integer and $A_1 \leadsto H_2(-1)^{\oplus \rho(A_1)-\frac{1}{4}} \oplus \Gamma_1$.

   (c) $\rho(A_1) - \frac{1}{2}$ is an integer and $A_1 \leadsto H_2(-1)^{\oplus \rho(A_1)-\frac{1}{2}} \oplus J_2(0)$ or $A_1 \leadsto H_2(-1)^{\oplus \rho(A_1)-\frac{1}{2}} \oplus \Gamma_1^{\oplus 2}$.

   (d) $\rho(A_1) - \frac{3}{4}$ is an integer and $A_1 \leadsto H_2(-1)^{\oplus \rho(A_1)-\frac{3}{4}} \oplus \Gamma_2$.

Combining these possibilities the following two cases arise:

**Case 1.** $0 \leq \rho(A) - \lceil \rho(A_0) \rceil - \lceil \rho(A_1) \rceil - \lceil \rho(A_2) \rceil < 1$. In this case, $\lceil \rho(A) \rceil = \lceil \rho(A_0) \rceil + \lceil \rho(A_1) \rceil + \lceil \rho(A_2) \rceil$. Then

$$A = A_0 \oplus A_1 \oplus A_2 \leadsto H_2(-1)^{\oplus \lceil \rho(A_0) \rceil} \oplus H_2(-1)^{\oplus \lceil \rho(A_1) \rceil} \oplus H_2(-1)^{\oplus \lceil \rho(A_2) \rceil}$$

$$= H_2(-1)^{\oplus \lceil \rho(A) \rceil}.$$ 

Note that this case happens when either 1(a)+2(a)+3(a)–(d), or 1(a)+2(b)+3(a)–(b), or 1(b)+2(a)+3(a)–(b) above hold.

**Case 2.** $1 \leq \rho(A) - \lceil \rho(A_0) \rceil - \lceil \rho(A_1) \rceil - \lceil \rho(A_2) \rceil < 2$. In this case, $\lceil \rho(A) \rceil - 1 = \lceil \rho(A_0) \rceil + \lceil \rho(A_1) \rceil + \lceil \rho(A_2) \rceil$. Then several subcases arise:

- 1(a)+2(b)+3(c): In this case, either

  $$A = A_0 \oplus A_1 \oplus A_2 \leadsto H_2(-1)^{\oplus \lceil \rho(A) \rceil - 1} \oplus H_2(\mu) \oplus J_2(0) \leadsto H_2(-1)^{\oplus \lceil \rho(A) \rceil},$$

  where the last step is a consequence of Lemma 6.1 (iv), or

  $$A = A_0 \oplus A_1 \oplus A_2 \leadsto H_2(-1)^{\oplus \lceil \rho(A) \rceil - 1} \oplus H_2(\mu) \oplus \Gamma_1^{\oplus 2} \leadsto H_2(-1)^{\oplus \lceil \rho(A) \rceil},$$

  where the last step is a consequence of Lemma 8.1 (i).
1(a)+2(b)+3(d): In this case, either
\[ A = A_0 \oplus A_1 \ominus A_2 \leadsto H_2(-1) \ominus [\rho(A)]^{-1} \ominus H_2(\mu) \ominus \Gamma_2 \leadsto H_2(-1) \ominus [\rho(A)] \ominus \Gamma_1 \]
\[ \leadsto H_2(-1) \ominus [\rho(A)], \]
where the second step is a consequence of Lemma 8.1 (ii).

1(b)+2(a)+3(c): In this case, either
\[ A = A_0 \oplus A_1 \ominus A_2 \leadsto H_2(-1) \ominus [\rho(A)]^{-1} \ominus J_2(0) \ominus 2 \leadsto H_2(-1) \ominus [\rho(A)], \]
where the last step is a consequence of Lemma 5.1 (iii), or
\[ A = A_0 \oplus A_1 \ominus A_2 \leadsto H_2(-1) \ominus [\rho(A)]^{-1} \ominus J_2(0) \ominus \Gamma_1 \ominus 2 \leadsto H_2(-1) \ominus [\rho(A)], \]
where the last step is a consequence of Lemma 7.6 (iii).

1(b)+2(a)+3(d): In this case, either
\[ A = A_0 \oplus A_1 \ominus A_2 \leadsto H_2(-1) \ominus [\rho(A)]^{-1} \ominus J_2(0) \ominus \Gamma_2 \leadsto H_2(-1) \ominus [\rho(A)], \]
where the last step is a consequence of Lemma 7.6 (iv).

1(b)+2(b)+3(a)-(d): In these cases, we have
\[ A = A_0 \oplus A_1 \ominus A_2 \leadsto H_2(-1) \ominus [\rho(A)]^{-1} \ominus J_2(0) \ominus H_2(\mu) \ominus C \]
\[ \leadsto H_2(-1) \ominus [\rho(A)]^{-1} \ominus J_2(0) \ominus H_2(\mu) \ominus H_2(-1) \ominus [\rho(A)], \]
where C is the corresponding leftover from cases 3(a)-(d), and in the second step we remove C by using the Elimination law. The last step is a consequence of Lemma 6.1 (iv).

Now we consider the general case where B is any skew-symmetric matrix. Assume first that B is invertible. According to Lemma 2.2, CFC(B) = H_2(-1) \ominus m with 2m = rank B. By the Canonical reduction law, Lemma 2.4 (v), A \leadsto B if and only if A \leadsto H_2(-1) \ominus m. We have seen that A \leadsto H_2(-1) \ominus m if and only if m \leq \rho(A). And m \leq \rho(A) if and only if rank B \leq 2\rho(A).

If B is singular, then CFC(B) = H_2(-1) \ominus m \ominus 0_\ell with 2m = rank B. By the J_1(0)-law, A \leadsto H_2(-1) \ominus m \ominus 0_\ell if and only if A \leadsto H_2(-1) \ominus m. As we have seen above, this holds if and only if m \leq \rho(A). \quad \blacksquare

In terms of bilinear forms, as explained in the Abstract and the Introduction, Theorem 8.2 can be rewritten in the following way.

**Theorem 8.3:** Let \( \mathbb{A} \) be a bilinear form on \( \mathbb{C}^n \), and \( A \in \mathbb{C}^{n \times n} \) be some matrix representation of \( \mathbb{A} \). Then, the largest dimension of a subspace of \( \mathbb{C}^n \) such that the restriction of \( \mathbb{A} \) to this subspace is a non-degenerate skew-symmetric bilinear form is \( 2[\rho(A)] \), where \( \rho(A) \) is the quantity in (2).
9. The generic case

The generic CFC of complex $n \times n$ matrices is the following (see [12, Th. 4]):

$$CFC_g(n) := \begin{cases} H_2(\mu_1) \oplus \cdots \oplus H_2(\mu_k), & \text{if } n = 2k, \\ H_2(\mu_1) \oplus \cdots \oplus H_2(\mu_k) \oplus \Gamma_1, & \text{if } n = 2k + 1, \end{cases}$$

with $\mu_1, \ldots, \mu_k$ being different complex numbers, and all different to $\mu_1^{-1}, \ldots, \mu_k^{-1}$ and to $\pm 1$ as well.

The following result, which is almost an immediate consequence of Theorem 8.2, provides a characterization for Equation (1) to be consistent for a complex matrix $A$ whose CFC is the one provided in (32).

**Corollary 9.1:** Let $A \in \mathbb{C}^{n \times n}$ be such that $\text{CFC}(A) = CFC_g(n)$ as in (32), and let $B$ be a skew-symmetric matrix. Then $X^TAX = B$ is consistent if and only if $\text{rank } B \leq n/2$.

**Proof:** The case where $n = 2k$ in (32) is a particular case of Theorem 8.2 (note that $\rho(A) = n/4$).

When $n = 2k + 1$, Equation (32) contains a block $\Gamma_1$, which is excluded from the statement of Theorem 8.2. However, in this case, $\rho(A) = (2k + 1)/4$, so Theorem 4.2 implies that $\text{rank } B \leq 2 \rho(A) = (2k + 1)/2 = n/2$ is a necessary condition for $A \sim B$.

If we set $\tilde{A} := H_2(\mu_1) \oplus \cdots \oplus H_2(\mu_k)$, then Theorem 8.2 implies that $\tilde{A} \sim H_2(-1)^{\oplus \frac{k}{2}}$, and the Elimination law Lemma 2.4 (iv) implies that $\tilde{A} \oplus \Gamma_1 \sim H_2(-1)^{\oplus \frac{k}{2}}$. Therefore, the condition $\text{rank } B \leq n/2$ is also sufficient, since $n/2 = k + 1/2$ in this case. □

10. Conclusions and open problems

We have analysed the consistency of the matrix equation $X^TAX = B$, for $A \in \mathbb{C}^{n \times n}$ being a general matrix, and $B \in \mathbb{C}^{m \times m}$ being skew-symmetric. In particular, we have obtained a necessary condition for this equation to be consistent. The condition depends on the Canonical Form for Congruence (CFC) of $A$. We have proved that, if the CFC of $A$ does not contain canonical Type-I blocks with size either 1 or 2, then this condition is also sufficient. In particular, we have established, for a given $n$, the largest value of $\text{rank } B$ such that the equation is consistent (Theorem 8.2). When $A$ is viewed as the matrix of a bilinear form over $\mathbb{C}^n$, this is equivalent to determining the largest dimension of a subspace of $\mathbb{C}^n$ such that the restriction of $A$ to this subspace is skew-symmetric.

As a natural continuation of the present work, several lines of research arise:

- To address the case where the CFC of $A$ may also contain Type-I blocks with sizes 1 or 2. This case deserves a more detailed analysis since, as we have seen, the necessary condition we have obtained for $X^TAX = B$ to be consistent is not sufficient anymore.
- To address the consistency of the matrix equation $X^*AX = B$, with $B$ being skew-Hermitian. This will require to use the canonical form for $*$-congruence instead (with $*$ denoting the conjugate transpose).
- To address the characterization of the consistency of Equation (1) for $A$ and $B$ being arbitrary square matrices. For this, a natural approach (though problematic, as we will see) is to decompose both $A$ and $B$ in their symmetric and skew-symmetric parts,
say $A = A_{\text{sym}} + A_{\text{skew}}$ and $B = B_{\text{sym}} + B_{\text{skew}}$. Then if Equation (1) is consistent, by equating the symmetric and skew-symmetric parts, we end up with $X^\top A_{\text{sym}} X = B_{\text{sym}}$ and $X^\top A_{\text{skew}} X = B_{\text{skew}}$, whose right-hand sides are symmetric and skew-symmetric, respectively, so we could apply to them the results in [2] and the present paper (respectively). This approach, however, presents relevant obstacles. First, in order to derive a necessary condition for Equation (1) to be consistent from the necessary condition in this paper (Lemma 4.1), together with the one in [2] (namely Theorem 2 in that reference), we should be able to recover the CFC of $A$ from that of $A_{\text{sym}}$ and $A_{\text{skew}}$. Moreover, we cannot guarantee that the sufficient conditions provided in this paper (namely Theorem 8.2) and in [2] (namely, Theorem 8 in that reference) are sufficient for Equation (1) to be consistent for arbitrary $A$ and $B$, since the same $X$ should be a solution for both the symmetric and skew-symmetric parts.
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