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Abstract

Results on asymptotic characteristics of classes of functions with mixed smoothness are obtained in the paper. Our main interest is in estimating the Kolmogorov widths of classes with small mixed smoothness. We prove the corresponding bounds for the unit balls of the trigonometric polynomials with frequencies from a hyperbolic cross. We demonstrate how our results on the Kolmogorov widths imply new upper bounds for the optimal sampling recovery in the $L_2$ norm of functions with small mixed smoothness.

1 Introduction

Recent results on sampling discretization of integral norms of functions from finite dimensional subspaces emphasized importance of good upper bounds of asymptotic characteristics of the unit balls of these subspaces in the uniform norm (see, for instance, [21], [3], [4], and [9]). The entropy numbers are used in applications in sampling discretization. Very recently it was noticed (see [24]) that good bounds on the Kolmogorov widths of a function class can be used for estimation of errors of the optimal sample recovery of functions from this class in the $L_2$ norm. Motivated by these recent discoveries we
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concentrate on a study of the upper bounds of the Kolmogorov widths of
classes of functions with mixed smoothness in the uniform norm. It is well
known (see, for instance, the list of Outstanding Open Problems on page 12
of [7]) that approximation of functions with mixed smoothness in the uniform
norm is very difficult.

Following a classical approach we begin with a study of the asymptotic
characteristics of the unit balls of subspaces of the trigonometric polynomials
with frequencies in a hyperbolic cross. In Section 2 we use an elementary
approach, which applies a standard cutoff operator. A new ingredient here is
that we apply the cutoff operator to the dyadic blocks of a function, not to the
function itself. Then we apply the finite dimensional results to smoothness
classes. In this paper we only consider the case of small smoothness. The
corresponding results in the case of large smoothness are known. Also, it is
known that a step from analysis of classes with large smoothness to analysis
of classes with small smoothness is a non-trivial step, which requires a new
technique. Our analysis confirms this observation.

We now formulate some of our results in order to demonstrate the fla-
ror of the obtained results. We formulate the corresponding results for the
Kolmogorov widths: For a compact set $F \subset X$ of a Banach space $X$ define
\[
d_m(F, X) := \inf_{\{u_i\}_{i=1}^m \subset X} \sup_{f \in F} \inf_{c_i} \left\| f - \sum_{i=1}^m c_i u_i \right\|_X, \quad m = 1, 2, \ldots
\]
and
\[
d_0(F, X) := \sup_{f \in F} \|f\|_X.
\]
Let $Q_n$, $n \in \mathbb{N}$, be the stepped hyperbolic cross:
\[
Q_n := \bigcup_{\|s\|_1 \leq n} \rho(s),
\]
where
\[
\rho(s) := \{k \in \mathbb{Z}^d : 2^{s_j-1} \leq |k_j| < 2^{s_j}, \quad j = 1, \ldots, d\},
\]
and let the corresponding set of the hyperbolic cross polynomials be $T(Q_n)$. For a finite subset $Q \subset \mathbb{Z}^d$ we denote a subspace of the trigonometric poly-
nomials with frequencies in $Q$ by
\[
T(Q) := \left\{ f : f = \sum_{k \in Q} c_k e^{i(k,x)} \right\}
\]
and denote the unit ball of $\mathcal{T}(Q)$ in the $L_p$ norm by

$$
\mathcal{T}(Q)_p := \{ f \in \mathcal{T}(Q) : \| f \|_p \leq 1 \}.
$$

In Section 2 we prove the following upper bound for $2 \leq p < \infty$

$$
d_m(\mathcal{T}(Q_n)_p, L_\infty) \leq C(p, d)(2^n / m)^{1/p} m^{(d-1)(1-1/p)+1/p}.
$$

In the case $p = 2$ bound (1.1) is known (see [25], 11.2.5, p.489, and historical comments there). We use it in the proof of (1.1).

Bound (1.1) and Carl’s inequality (see Section 6) imply the following bound for the entropy numbers (see the definition of the entropy numbers below in Section 4)

$$
\varepsilon_k(\mathcal{T}(Q_n)_p, L_\infty) \leq C(p, d)|Q_n|^{1/p} m^{(d-1)(1-2/p)+1/p}.
$$

Bound (1.2) is known. It was obtained in [23] to prove the Marcinkiewicz type discretization theorems for the hyperbolic cross polynomials. Note that the known proof of (1.2) is based on deep results from functional analysis (see Section 6 for a discussion). Thus, our analysis in this paper provides an alternative proof of (1.2).

We derive the following results for the mixed smoothness classes $W^r_p$ (see the definition below in Section 3) from (1.1). Let $d \geq 2$, $2 < p \leq \infty$. Then for $1/p < r < 1/2$ we have

$$
d_m(W^r_p, L_\infty) \leq C(p, d, r)m^{-r}(\log m)^{(d-2)(1-r)+1}
$$

and for $r = 1/2$ we have

$$
d_m(W^{1/2}_p, L_\infty) \leq C(p, d)m^{-1/2}(\log m)^{d/2}(\log \log m)^{3/2}.
$$

The main results of the paper are presented in Sections 2 and 3. In Section 4 we discuss the mostly known results in the case $d = 2$. In Section 5 we show how our new results from Section 3 can be applied for estimating optimal errors of numerical integration on classes with small mixed smoothness. For example, combining known lower bounds for numerical integration and the known Novak’s inequality with results from Section 3 we obtain the following relation for $2 < p < \infty$ and $1/p < r < 1/2$

$$
m^{-r}(\log m)^{(d-1)/2} \ll \kappa_m(W^r_p) \leq 2d_m(W^r_p, L_\infty) \ll m^{-r}(\log m)^{(d-2)(1-r)+1},
$$
where $\kappa_m(W^r_p)$ is the optimal error of numerical integration with $m$ knots (see Section 5 for details). Also, in Section 6 we demonstrate how results of Section 3 provide new upper bounds for the sampling recovery on classes with small mixed smoothness. In Section 6 we discuss a connection of our new results with the problem of sampling discretization of integral norms of trigonometric polynomials from $T(Q_n)$.

For the reader’s convenience we write $a_m \ll b_m$ instead of $a_m \leq C(p,d) b_m$ or $a_m \leq C(p,d,r) b_m$, where $C(p,d)$ and $C(p,d,r)$ are positive constants. In case $a_m \ll b_m$ and $b_m \ll a_m$ we write $a_m \approx b_m$.

2 Kolmogorov widths and hyperbolic crosses

Let $\Delta Q_n := Q_n \setminus Q_{n-1}$. We begin with a proof of bound (1.1). The main idea of our proof is an application of the cutoff operator to the dyadic blocks of a function from $T(\Delta Q_n)$. The following Nikol’skii inequality for $T(Q_n)$ is known (see [22], p.161, Theorem 4.3.16): for any $f \in T(Q_n)$ we have

$$\|f\|_\infty \ll 2^{n/p} n/(d-1)(1-1/p) \|f\|_p, \quad 1 \leq p < \infty. \quad (2.1)$$

Lemma 2.1. Let $2 \leq p < \infty$. We have for $\bar{m} := \max(m,1)$

$$d_m(T(\Delta Q_n)_p, L_\infty) \ll (2^n/\bar{m})^{1/p} n^{(d-1)(1-1/p)+1/p}, \quad m = 0, 1, \ldots, \quad (2.2)$$

$$d_m(T(Q_n)_p, L_\infty) \ll (2^n/\bar{m})^{1/p} n^{(d-1)(1-1/p)+1/p}, \quad m = 0, 1, \ldots. \quad (2.3)$$

Proof. If $m = 0$ then Lemma 2.1 follows from (2.1). Assume that $m \geq 1$. In case $p = 2$ (2.3) follows from the known case of (1.1). Clearly, (2.3) implies (2.2). It is easy to see that also (2.2) implies (2.3). So, we concentrate on the proof of (2.2). We need the de la Vallée Poussin kernels

$$\Delta V_s(x) := \prod_{j=1}^d (V_{2^s j}(x_j) - V_{2^s j-1}(x_j)),$$

where $V_N(x), N \in \mathbb{N}$, is the classical univariate de la Vallée Poussin kernels (see, for instance, [22], p.10) and $V_0(x) = 0$. Let * denote the convolution and let $\Delta V_s$ be the convolution operator with the kernel $\Delta V_s$. For a function $f \in L_1(T^d)$ denote

$$\delta_s(f)(x) := \sum_{k \in \rho(s)} \hat{f}(k)e^{i(k,x)}, \quad \hat{f}(k) := (2\pi)^{-d} \int_{T^d} f(x)e^{-i(k,x)}dx.$$
Then
\[
\delta_s(f) \ast \Delta V_s = \delta_s(f), \quad \|\Delta V_s\|_{L_p \rightarrow L_p} \leq C(d), \quad 1 \leq p \leq \infty.
\]

Let \( f \in T(\Delta Q_n) \). The following corollary of the Littlewood-Paley theorem is well known (see, for instance, [22], p.513): For \( p \in [2, \infty) \)
\[
\left( \sum_{\|s\|_1 = n} \|\delta_s(f)\|_p^p \right)^{1/p} \ll \|f\|_p. \tag{2.4}
\]

For parameters \( T > 0 \) and \( p \in [1, \infty) \) define \( g_T \) – the lower cutoff and \( g_T^* \) – the upper cutoff of \( g \):
\[
g_T(x) = g(x) \quad \text{if} \quad |g(x)| \leq T\|g\|_p; \quad g_T(x) = 0 \quad \text{otherwise}.
\]

Define \( g^T := g - g_T \). We note that the cutoff operator (truncation) is a nonlinear operator with the following property. For a function \( g \) from a given subspace we cannot guarantee that \( g_T \) belongs to the same subspace.

Consider \( \delta_s(f)_T \) and \( \delta_s(f)^T \). Clearly,
\[
\|\delta_s(f)_T\|_\infty \leq T\|\delta_s(f)\|_p.
\]

It is easy to check that
\[
\|\delta_s(f)^T\|_2 \leq T^{1-p/2}\|\delta_s(f)\|_p.
\]

Define
\[
t_s^1 := \delta_s(f)^T \ast \Delta V_s, \quad t_s^2 := \delta_s(f)_T \ast \Delta V_s.
\]

Then \( t_s^1 + t_s^2 = \delta_s(f) \) and
\[
\|t_s^1\|_2 \ll T^{1-p/2}\|\delta_s(f)\|_p, \tag{2.5}
\]
\[
\|t_s^2\|_\infty \ll T\|\delta_s(f)\|_p. \tag{2.6}
\]

Denote
\[
f^i := \sum_{\|s\|_1 = n} t_s^i, \quad i = 1, 2.
\]

Then
\[
\|f^2\|_\infty \leq \sum_{\|s\|_1 = n} \|t_s^2\|_\infty \ll T \sum_{\|s\|_1 = n} \|\delta_s(f)\|_p.
\]
\[ \ll T \left( \sum_{|s|=n} \| \delta_s(f) \|_p^p \right)^{1/p} n^{(d-1)(1-1/p)} \ll T n^{(d-1)(1-1/p)} \| f \|_p. \]

It is not difficult to see that
\[ \| f \|_2^2 \ll \sum_{|s|=n} \| t_s \|_2^2 \ll T^{2-p} \sum_{|s|=n} \| \delta_s(f) \|_p^2 \]
\[ \ll T^{2-p} \left( \sum_{|s|=n} \| \delta_s(f) \|_p^p \right)^{2/p} n^{(d-1)(1-2/p)} \ll T^{2-p} n^{(d-1)(1-2/p)} \| f \|_p^2. \]

Thus, for any \( T \) we have
\[ d_m(\mathcal{T}(\Delta Q_n)_p, L_{\infty}) \ll T^{1-p/2} n^{(d-1)(1/2-1/p)} d_m(\mathcal{T}(Q_{n+d}), L_{\infty}) + T n^{(d-1)(1-1/p)}. \]

Using (2.3) with \( p = 2 \), we set \( T \) such that
\[ T^{1-p/2} n^{(d-1)(1/2-1/p)} (2^n/m)^{1/2} n^{d/2} = T n^{(d-1)(1-1/p)} \]
and obtain
\[ T^{p/2} = (2^n/m)^{1/2} n^{1/2} \quad \text{which implies} \quad T = (2^n/m)^{1/p} n^{1/p}, \]
and proves (2.2).

Let \( Q = \cup_{s \in E} \rho(s) \), where \( E \) is a finite set. Denote for \( f \in \mathcal{T}(Q) \)
\[ \| f \|_{H_p} := \max_{s \in E} \| \delta_s(f) \|_p; \quad \mathcal{T}(Q)_{H_p} := \{ f \in \mathcal{T}(Q) : \| f \|_{H_p} \leq 1 \}. \]

The following Nikol’skii inequality for \( \mathcal{T}(\rho(s)) \) is known (see [22], p.90, Theorem 3.3.2): For any \( f \in \mathcal{T}(\rho(s)) \) we have
\[ \| f \|_{\infty} \ll 2 \| s \|_1^1 \| f \|_p. \tag{2.7} \]

Therefore, for any \( f \in \mathcal{T}(Q_n) \) we have
\[ \| f \|_{\infty} \ll 2^{n/p} n^{d-1} \| f \|_{H_p}. \tag{2.8} \]
Lemma 2.2. Let $2 \leq p < \infty$. We have

$$d_m(\mathcal{T}(\Delta Q_n)_{H_p}, L_\infty) \ll (2^n / m)^{1/p} n^{d-1+1/p}, \quad m = 0, 1, \ldots, \quad (2.9)$$

$$d_m(\mathcal{T}(Q_n)_{H_p}, L_\infty) \ll (2^n / m)^{1/p} n^{d-1+1/p}, \quad m = 0, 1, \ldots \quad (2.10)$$

Proof. In the case $m = 0$ Lemma 2.2 follows from (2.8). Assume $m \geq 1$. We use notations from the proof of Lemma 2.1. By (2.5) and (2.6) we obtain

$$\|t_1 s\|_2 \ll T^{1-p/2} \|\delta_s(f)\|_p \leq T^{1-p/2}, \quad (2.11)$$

$$\|t_2 s\|_\infty \ll T \|\delta_s(f)\|_p \leq T. \quad (2.12)$$

Then

$$\|f^2\|_\infty \leq \sum_{|s|_1 = n} \|t_2 s\|_\infty \ll T \sum_{|s|_1 = n} 1 \ll T n^{d-1}.$$

It is not difficult to see that

$$\|f^1\|^2_2 \ll \sum_{|s|_1 = n} \|t_2 s\|^2_2 \ll T^{2-p} \sum_{|s|_1 = n} 1 \ll T^{2-p} n^{d-1}.$$

Thus, for any $T$ we have

$$d_m(\mathcal{T}(\Delta Q_n)_{H_p}, L_\infty) \ll T^{1-p/2} n^{(d-1)/2} d_m(\mathcal{T}(Q_{n+d})_{2}, L_\infty) + T n^{d-1}.$$

Using (2.3) with $p = 2$, we set $T$ such that

$$T^{1-p/2} n^{(d-1)/2} (2^n / m)^{1/2} n^{d/2} = T n^{d-1}$$

and obtain

$$T^{p/2} = (2^n / m)^{1/2} n^{1/2} \quad \text{which implies} \quad T = (2^n / m)^{1/p} n^{1/p},$$

and proves (2.9).

Comment 1. Let us rewrite the right hand sides of (2.2) and (2.3) in the form

$$(2^n / m)^{1/p} n^{(d-1)(1-1/p)+1/p} = \left(\frac{2^n}{mn^{d-2}}\right)^{1/p} n^{d-1}$$
and the right hand sides of (2.9) and (2.10) in the form
\[(2^n/m)^{1/p} n^{-1/p} = \left(\frac{2^n}{m}\right)^{1/p} n^{d-1}.
\]

Then, depending on a specific \(m\), the corresponding expressions either increase or decrease with \(1/p\). Taking into account that \(T(Q)_p \subset T(Q)_2\) for \(p \geq 2\), we conclude that for some \(m\) we obtain a better bound by applying Lemma 2.1 or Lemma 2.2 with \(p = 2\) and for other \(m\) applying the lemmas with \(p\).

### 3 Kolmogorov widths of classes of functions

Lemmas 2.1 and 2.2 give the bound in the form
\[d_m(A_n, L_\infty) \ll (2^n/m)^{1/p} n^{a(p)} \tag{3.1}\]
with appropriate \(A_n\) (either \(T(Q)_n\) or \(T(Q)_nH_p\)) and \(a(p) = a(p, d)\). Note that \(a(p)\) satisfies the inequality
\[a(p) - a(2) \geq 1/p - 1/2. \tag{3.2}\]

We begin with a general result. For a number \(t\) and sets \(A\) and \(B\) denote
\[tA := \{tf : f \in A\}, \quad A \oplus B := \{f + g : f \in A, g \in B\}.
\]

**Theorem 3.1.** Let \(d \geq 2\), \(2 < p < \infty\), and \(1/p < r < 1/2\). Suppose that
\[F^r_p := F^r_p([A_n]_{n=1}^\infty) = \bigoplus_{n=1}^{\infty} 2^{-rn}A_n, \quad A_n \subset T(Q_n),
\]
with compact subsets \(\{A_n\}\) satisfying (3.1) and \(a(p)\) satisfying (3.2). Then
\[d_m(F^r_p, L_\infty) \ll m^{-r} (\log m)^{a(2)} + (1/2-r)(1/2-1/p)^{-1} (a(p) - a(2)).
\]

**Proof.** We have
\[d_m(F^r_p, L_\infty) \leq \sum_{n=0}^{\infty} 2^{-rn} d_{mn}(A_n, L_\infty)
\]
for any sequence \( \{m_n\} \) such that \( \sum_n m_n \leq m \). For a given \( m \in \mathbb{N} \) we will bound \( d_{C(d,p,r)m} \) instead of \( d_m \). We will have three intervals of summation, which will be treated separately (see Comment 1 for explanation). Let \( n_0 \) be the largest satisfying \( |Q_{n_0}| \leq m \). For each \( n < n_0 \) set \( m_n = \dim T(Q_n) \). Then the corresponding sum over \([0,n_0)\) vanishes. Let \( S \) and \( n_1 \) be two parameters, which we will specify later. For \( n \in [n_0,n_1] \) we set

\[
m_n := \left\lfloor 2^n 2^{(n_1-n)t} S^{-1} \right\rfloor, \quad \text{with} \quad t : 2r < t < 1.
\]

Using (3.1) with \( p = 2 \) we find

\[
\sum_{n=n_0}^{n_1} 2^{-rn} d_m(A_n, L_\infty) \ll \sum_{n=n_0}^{n_1} 2^{-rn} \left(2^n / \bar{m}_n\right)^{1/2} n^{a(2)}
\]

\[
\ll S^{1/2} 2^{-rn_1} n_1^{a(2)}. \quad (3.3)
\]

For \( n > n_1 \) we set \( m_n := \left\lfloor m 2^{-\kappa(n-n_1)} \right\rfloor \) with \( \kappa \) such that \( r > (1 + \kappa)/p \). Then, using (3.1) with \( p \), we get

\[
\sum_{n>n_1} 2^{-rn} d_m(A_n, L_\infty) \ll \sum_{n>n_1} 2^{-rn} \left(2^n / \bar{m}_n\right)^{1/p} n^{a(p)}
\]

\[
\ll 2^{-rn_1} \left(2^{n_1}/m\right)^{1/p} n_1^{a(p)}. \quad (3.4)
\]

We choose \( n_1 \) and \( S \) such that

\[
\sum_{n=n_0}^{n_1} m_n \asymp 2^{n_1}/S \asymp m \quad (3.5)
\]

and

\[
S^{1/2} 2^{-rn_1} n_1^{a(2)} \asymp 2^{-rn_1} \left(2^{n_1}/m\right)^{1/p} n_1^{a(p)} \quad (3.6)
\]

That is \( S \asymp n_1^{(a(p)-a(2))(1/2-1/p)\^{-1}} \). Then we obtain

\[
d_m(F_m^r, L_\infty) \ll S^{1/2-r} m^{-r} n_1^{a(2)} \asymp m^{-r} (\log m)^{a(2)+(1/2-r)(1/2-1/p\^{-1})(a(p)-a(2))}.
\]

Theorem 3.1 is proved.
We now proceed to applications of Theorem 3.1 to classes of functions of mixed smoothness. We define the class $W^r_p$ in the following way. For $r > 0$ the functions
\[ F_r(x) := 1 + 2 \sum_{k=1}^{\infty} k^{-r} \cos(kx - r\pi/2) \]
are called Bernoulli kernels. Let
\[ F_r(x) := \prod_{j=1}^{d} F_r(x_j) \]
be the multivariate analog of the Bernoulli kernel. We denote by $W^r_p$ the class of functions $f(x)$ representable in the form
\[ f(x) = \varphi(x) \ast F_r(x) := (2\pi)^{-d} \int_{\mathbb{T}^d} \varphi(y) F_r(x - y) dy, \]
where $\varphi \in L^p$ and $\|\varphi\|_p \leq 1$. Note that in the case of integer $r$ the class $W^r_p$ is equivalent to the class defined by restrictions on mixed derivatives (for more details see [7], Ch.3).

It is well known (see, for instance, [22], p.174, Theorem 4.4.9) that in the case $1 < p < \infty$ the class $W^r_p$ is embedded into the class $F^r_p \left( \{ T(Q_n) \}_{n=1}^{\infty} \right)$.

Applying Theorem 3.1 in the case of $W^r_p$ and using Lemma 2.1, which gives (3.1) with $a(p) = (d - 1)(1 - 1/p) + 1/p$, we obtain the following bound for the $d_m(W^r_p, L^\infty)$.

**Theorem 3.2.** Let $d \geq 2$, $2 < p \leq \infty$, and $1/p < r < 1/2$. Then
\[ d_m(W^r_p, L^\infty) \ll m^{-r}(\log m)^{(d-2)(1-r)+1}. \]

We now turn our discussion to the classes $H^r_p$. Let $t = (t_1, \ldots, t_d)$ and $\Delta^l_t f(x)$ be the mixed $l$-th difference with step $t_j$ in the variable $x_j$, that is
\[ \Delta^l_t f(x) := \Delta^l_{t_d,d} \cdots \Delta^l_{t_1,1} f(x_1, \ldots, x_d). \]

Let $e$ be a subset of natural numbers in $[1, d]$. We denote
\[ \Delta^l_t(e) = \prod_{j \in e} \Delta^l_{t_j,j}, \quad \Delta^l_t(\emptyset) = I. \]
We define the class $H_{r,p,l,B}$, $l > r$, as the set of $f \in L^p$ such that for any $e$

$$\|\Delta^l_1(e)f(x)\|_p \leq B \prod_{j \in e} |t_j|^r.$$ \hfill (3.7)

In the case $B = 1$ we omit it. It is known (see, for instance, [22], p.137) that the classes $H_{r,p,l}$ with different $l$ are equivalent. So, for convenience we fix one $l = [r] + 1$ and omit $l$ from the notation.

It is well known (see, for instance, [22], p.171, Theorem 4.4.6) that in the case $1 < p < \infty$ the class $H_{r,p}$ is embedded into the class $F_{r,p}(\{T(Q_n)H_p\}_{n=1}^\infty)$. Applying Theorem 3.1 in the case of $H_{r,p}$ and using Lemma 2.2, which gives (3.1) with $a(p) = d - 1 + 1/p$, we obtain the following bound for the $d_m(H_{r,p},L_\infty)$.

**Theorem 3.3.** Let $d \geq 2$, $2 < p \leq \infty$, and $1/p < r < 1/2$. Then

$$d_m(H_{r,p},L_\infty) \ll m^{-r}(\log m)^{d-1+r}.$$

We now discuss the case $r = 1/2$. As above we begin with a conditional theorem.

**Theorem 3.4.** Let $d \geq 2$, $2 < p < \infty$. Suppose that

$$F^r_p = \bigsqcup_{n=1}^\infty 2^{-n/2}A_n, \quad A_n \subset T(Q_n),$$

with $\{A_n\}$ satisfying (3.1) and $a(p)$ satisfying (3.2). Then

$$d_m(F^r_p, L_\infty) \ll m^{-r}(\log m)^{a(2) \log \log m}^{3/2}.$$  

**Proof.** This proof repeats the argument from the proof of Theorem 3.1. For $n \in [n_0,n_1]$ we set

$$m_n := [2^{n_1}S^{-1}].$$

Using (3.1) with $p = 2$ we find

$$\sum_{n=n_0}^{n_1} 2^{-n/2}d_m(T(\Delta Q_n)_p, L_\infty) \ll \sum_{n=n_0}^{n_1} 2^{-n/2}(2^n/m_n)^{1/2}n^{a(2)}$$

$$\ll S^{1/2}2^{-n_1/2}n_1^{a(2)}(n_1 - n_0).$$  \hfill (3.8)
The third sum is estimated as in (3.4) with \( r = 1/2 \). We choose \( n_1 \) and \( S \) such that
\[
\sum_{n=n_0}^{n_1} m_n \asymp 2^{n_1} S^{-1}(n_1 - n_0) \asymp m \tag{3.9}
\]
and
\[
S^{1/2} 2^{-n_1/2} n_1^{a(2)}(n_1 - n_0) \asymp 2^{-n_1/2} (2^{n_1} / m)^{1/p} n_1^{a(p)}. \tag{3.10}
\]
This gives the required bound.

Applying Theorem 3.4 in the case of \( W^r_p \) and using Lemma 2.1, which gives (3.1) with \( a(p) = (d-1)(1-1/p) + 1/p \), we obtain the following bound for the \( d_m(W^{1/2}_p, L_\infty) \).

**Theorem 3.5.** Let \( d \geq 2, 2 < p \leq \infty \), and \( r = 1/2 \). Then
\[
d_m(W^{1/2}_p, L_\infty) \ll m^{-1/2} (\log m)^d/2 (\log \log m)^{3/2}.
\]

Applying Theorem 3.4 in the case of \( H^r_p \) and using Lemma 2.2, which gives (3.1) with \( a(p) = d - 1 + 1/p \), we obtain the following bound for the \( d_m(H^{1/2}_p, L_\infty) \).

**Theorem 3.6.** Let \( d \geq 2, 2 < p \leq \infty \), and \( r = 1/2 \). Then
\[
d_m(H^{1/2}_p, L_\infty) \ll m^{-1/2} (\log m)^{d-1/2} (\log \log m)^{3/2}.
\]

**Comment 2.** For the possible future applications of the above approach we list the properties, which were used above. We begin with Lemma 2.1. We derived (2.2) from (1.1) with \( p = 2 \) formulated for \( Q_{n+d} \) with the help of the following two simple properties.

**P1.** For any positive \( t \) and any set \( A \subset L_\infty \) we have \( d_m(tA, L_\infty) = td_m(A, L_\infty) \).

**P2.** For any set \( A \subset L_\infty \) and any positive \( t \) we have
\[
d_m(A \oplus tB(L_\infty), L_\infty) \leq C(d_m(A, L_\infty) + t),
\]
where \( B(L_\infty) \) is the unit ball of the \( L_\infty \).

We now proceed to Theorems 3.2 and 3.3. Proofs of these theorems are based on the bound (2.2) and on the following properties.
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P3. For any sequence \( \{m_n\}, m_n \in \mathbb{N} \), such that \( \sum_{n=1}^{\infty} m_n \leq m \) and any sequence of sets \( \{A_n\} \) we have
\[
d_m \left( \bigoplus_{n=1}^{\infty} A_n, L_{\infty} \right) \leq \sum_{n=1}^{\infty} d_{m_n}(A_n, L_{\infty}).
\]

P4. For all \( n \) such that \( \dim \mathcal{T}(Q_n) \leq m \) we have \( d_n(\mathcal{T}(Q_n)_p, L_{\infty}) = 0. \)

4 The case \( d = 2 \)

Results of this section should be considered known. Some of them are explicitly written. In such a case we give a reference. Some results are the folklore results and others are simple corollaries of the above results. Consider \( d \)-dimensional parallelepipeds
\[
\Pi(N, d) := \{a \in \mathbb{Z}^d : |a_j| \leq N_j, \ j = 1, \ldots, d\},
\]
where \( N_j \) are nonnegative integers and the corresponding subspaces of the trigonometric polynomials
\[
\mathcal{T}(N, d) := \mathcal{T}(\Pi(N, d)).
\]
Then \( \dim \mathcal{T}(N, d) = \vartheta(N) := \prod_{j=1}^{d} (2N_j + 1) \). The following finite dimensional result is well known: For any natural numbers \( n, m, m < n \) we have
\[
d_m(B^n_p, L_\infty) \leq Cm^{-1/p}(\ln(en/m))^{1/p}, \quad 2 \leq p < \infty. \tag{4.1}
\]
The reader can find a simple proof of (4.1) in the case \( p = 2 \) and a historical discussion in [22] (see Theorem 2.1.11 there). Also, we refer the reader for historical comments to [7], p.55. We refer the reader for a further discussion to [8]. The case \( 2 < p < \infty \) can be easily derived from the case \( p = 2 \) using the cutoff operator. Bound (4.1) and the Marcinkiewicz discretization theorem ([22], p.102, Theorem 3.3.15) imply for \( m \geq 1 \)
\[
d_m(\mathcal{T}(N, d)_p, L_{\infty}) \ll (\vartheta(N)/m)^{1/p} \ln(e\vartheta(N)/m))^{1/p}. \tag{4.2}
\]
The following Nikol’skii inequality for \( \mathcal{T}(N, d) \) is known (see [22], p.90, Theorem 3.3.2): For any \( f \in \mathcal{T}(N, d) \) we have
\[
\|f\|_{\infty} \ll \vartheta(N)^{1/p}\|f\|_p. \tag{4.3}
\]
Let $d = 2$. Then we have for $2 \leq p < \infty$
\[ d_m(T(\Delta Q_n)_{H_p}, L_\infty) \leq \sum_{||s||_1 = n} d_{[m/n]} T(\rho(s))_{p, L_\infty}. \]

Using (4.2) and (4.3) we obtain from here
\[ d_m(T(\Delta Q_n)_{H_p}, L_\infty) \ll \left( \frac{|\Delta Q_n|}{m} \right)^{1/p} \left( \log \frac{|\Delta Q_n|}{m} \right)^{1/p} n. \quad (4.4) \]

We point out that Lemma 2.2 gives a little better bound than (4.4). However, this does not affect the bound for the function class $H^r_p$.

**Proposition 4.1.** Let $d = 2$, $2 \leq p \leq \infty$. Then, for $r > 1/p$ we have
\[ d_m(H^r_p, L_\infty) \ll m^{-r}(\log m)^{r+1}. \]

**Proof.** We have
\[ d_m(H^r_p, L_\infty) \ll \sum_{n=0}^{\infty} 2^{-rn} d_{m_n}(T(\Delta Q_n)_{H_p}, L_\infty) \]
for any sequence $\{m_n\}$ such that $\sum_n m_n \leq m$. For a given $m \in \mathbb{N}$ we will bound $d_{C(d,p,r)m}$ instead of $d_m$. We will have two intervals of summation, which will be treated separately. Let $n_0$ be the largest satisfying $|Q_{n_0}| \leq m$.

For each $n < n_0$ set $m_n = \dim T(\Delta Q_n)$. Then the corresponding sum over $[0, n_0)$ vanishes. For $n > n_0$ we set $m_n := [|\Delta Q_n|2^{-\kappa(n-n_0)}]$ with $\kappa > 1$ such that $r > \kappa/p$. Then, using (4.4), we get
\[ \sum_{n > n_0} 2^{-rn} d_{m_n}(T(\Delta Q_n)_{H_p}, L_\infty) \ll 2^{-rn_0} n_0, \]
which proves Proposition 4.1. □

Let $X$ be a Banach space. For a compact set $W \subset X$ we define the entropy numbers $\varepsilon_k(W, X)$:
\[ \varepsilon_k(W, X) := \inf \{ \varepsilon : \exists y^1, \ldots, y^{2^k} \in X : W \subseteq \bigcup_{j=1}^{2^k} B_X(y^j, \varepsilon) \} \]
where $B_X(y, \varepsilon) := \{ x \in X : \|x - y\|_X \leq \varepsilon \}.$
With a help of Carl’s inequality ([1], see also Section 6) we obtain from Proposition 4.1 the following upper bounds for the entropy numbers

\[ \varepsilon_m(H^r_p, L_\infty) \ll m^{-r}(\log m)^{r+1}. \] (4.5)

Theorem 7.8.4 from [22] (p.374) states: For \( d = 2, 1 \leq p \leq \infty, r > 1/p \) we have

\[ \varepsilon_m(H^r_p, L_\infty) \asymp m^{-r}(\log m)^{r+1}. \] (4.6)

The following lemma is well known (see, for instance, [22], Lemma 5.3.14, p.229).

**Lemma 4.1.** Let \( A \) be centrally symmetric compact in a separable Banach space \( X \) and for two real numbers \( r > 0 \) and \( a \in \mathbb{R} \) we have

\[ d_m(A, X) \ll m^{-r}(\log m)^a \]

and

\[ \varepsilon_m(A, X) \gg m^{-r}(\log m)^a. \]

Then the following relations

\[ d_m(A, X) \asymp \varepsilon_m(A, X) \asymp m^{-r}(\log m)^a \]

hold.

Lemma 4.1 and Proposition 4.1 imply the following asymptotic behavior of the Kolmogorov widths.

**Theorem 4.1.** Let \( d = 2, 2 \leq p \leq \infty, r > 1/p \). Then, we have

\[ d_m(H^r_p, L_\infty) \asymp m^{-r}(\log m)^{r+1}. \] (4.7)

Theorem 4.1 provides the right order of the Kolmogorov widths \( d_m(H^r_p, L_\infty) \) for all \( 2 \leq p \leq \infty \) and \( r > 1/p \) in the two-dimensional case \( d = 2 \). We do not know the right orders of \( d_m(H^r_p, L_\infty) \) and \( d_m(W^r_p, L_\infty) \) in the case \( d \geq 3 \). We also do not know the right orders of \( d_m(W^r_p, L_\infty) \) in the case \( d = 2, 2 \leq p \leq \infty \) for small smoothness \( r \leq 1/2 \). Note that in the case of large smoothness the right order is known. Theorem 5.3.18 on page 231 of [22] states: In the case \( d = 2 \) we have, for \( 2 \leq p \leq \infty \) and \( r > 1/2 \),

\[ d_m(W^r_p, L_\infty) \asymp m^{-r}(\log m)^{r+1/2}. \]
5 Some lower bounds and applications

We formulate a known result, which relates optimal error of numerical integration of a class with its Kolmogorov width. For a compact subset $F \subset C(\Omega)$ define the best error of numerical integration with $m$ knots as follows

$$\kappa_m(F) := \inf_{\xi_1, \ldots, \xi_m, \lambda_1, \ldots, \lambda_m} \sup_{f \in F} \left| \int_{\Omega} f \, d\mu - \sum_{j=1}^m \lambda_j f(\xi_j) \right|.$$ 

The following inequality was proved in [13] (see also [14])

$$\kappa_m(F) \leq 2d_m(F, L_\infty). \quad (5.1)$$

We use inequality (5.1) for obtaining some lower bounds for the Kolmogorov widths from the known lower bounds for numerical integration.

In the case of the $W$ classes the following result is known (see, [18] and [22], p.264, Theorem 6.4.3): For $r > 1/p$ we have

$$\kappa_m(W^r_p) \gg m^{-r}(\log m)^{(d-1)/2}, \quad 1 \leq p < \infty. \quad (5.2)$$

Combining (5.2) and (5.1) with Theorem 3.2 we obtain the following relation for $2 < p < \infty$ and $1/p < r < 1/2$

$$m^{-r}(\log m)^{(d-1)/2} \ll \kappa_m(W^r_p) \leq 2d_m(W^r_p, L_\infty) \ll m^{-r}(\log m)^{(d-2)(1-r)+1}.$$ 

This shows that the power decay of both the $\kappa_m$ and the $d_m$ is of order $m^{-r}$ and the exponents of the logarithmic factors differ by $(d-2)(1/2-r) + 1/2$, which grows with $d$.

Combining (5.2) and (5.1) with Theorem 3.5 we obtain the following relation for $2 < p < \infty$ and $r = 1/2$

$$m^{-r}(\log m)^{(d-1)/2} \ll \kappa_m(W^{1/2}_p) \leq 2d_m(W^{1/2}_p, L_\infty) \ll m^{-1/2}(\log m)^{d/2}(\log \log m)^{3/2}.$$ 

This shows that the power decay is of order $m^{-r}$ and the exponents of the logarithmic factors differ by $1/2$, which does not grow with $d$.

We note that there are known bounds for the $\kappa_m(W^r_p)$, which are better than the above bounds. Namely, in the case $2 < p \leq \infty$ and $1/p < r < 1/2$
we have (see [22], p.276, Theorem 6.5.5 for $d = 2$ and [7], p.138, Theorem 8.5.6 for all $d$)

$$\kappa_m(W^r_p) \ll m^{-r}(\log m)^{(1-r)(d-1)}$$

and in the case $r = 1/2$ (see [22], p.282, Theorem 6.5.9 for $d = 2$ and [7], p.138, Theorem 8.5.6 for all $d$)

$$\kappa_m(W^{1/2}_p) \ll m^{-1/2}(\log m)^{(d-1)/2}(\log \log m)^{1/2}.$$ 

In the case of the $H$ classes the following result is known (see, for instance, [7], p.134, Theorem 8.5.1): For $1 \leq p \leq \infty$ and $r > 1/p$ we have

$$\kappa_m(H^r_p) \asymp m^{-r}(\log m)^{d-1}.$$  

(5.3)

Combining (5.3) and (5.1) with Theorem 3.3 we obtain the following relation for $2 < p \leq \infty$ and $1/p < r < 1/2$

$$m^{-r}(\log m)^{d-1} \ll \kappa_m(H^r_p) \leq 2d_m(H^r_p, L_{\infty}) \ll m^{-r}(\log m)^{d-1+r}.$$ 

This shows that the power decay is of order $m^{-r}$ and the exponents of the logarithmic factors differ by $r$, which does not grow with $d$.

Combining (5.3) and (5.1) with Theorem 3.6 we obtain the following relation for $2 < p \leq \infty$ and $r = 1/2$

$$m^{-1/2}(\log m)^{d-1} \ll \kappa_m(H^{1/2}_p) \leq 2d_m(H^{1/2}_p, L_{\infty}) \ll m^{-1/2}(\log m)^{d-1/2}(\log \log m)^{3/2}.$$ 

This shows that the power decay is of order $m^{-1/2}$ and the exponents of the logarithmic factors differ by $1/2$, which does not grow with $d$.

We now discuss application of our results to the problem of optimal sampling recovery. Recall the setting of the optimal recovery. Let $\Omega$ be a compact subset of $\mathbb{R}^d$ with a probability measure $\mu$ on it. For a fixed $m$ and a set of points $\xi := \{\xi_j\}_{j=1}^m \subset \Omega$, let $\Phi_\xi$ be a linear operator from $\mathbb{C}^m$ into $L_q(\Omega, \mu)$. With a little abuse of notation set $L_\infty(\Omega) = C(\Omega)$ to be the space of functions continuous on $\Omega$. Denote for a class $F$ (usually, centrally symmetric and compact subset of $L_q(\Omega, \mu)$)

$$\varrho_m(F, L_q) := \inf_{\text{linear } \Phi_\xi} \sup_{f \in F} \|f - \Phi_\xi(f(\xi_1), \ldots, f(\xi_m))\|_q.$$ 

The following result was recently obtained in [24].
Theorem 5.1. Let $F$ be a compact subset of $C(\Omega)$. There exist two positive absolute constants $b$ and $B$ such that

$$\varrho_m(F, L_2) \leq B d_n(F, L_\infty).$$

This theorem combined with the upper bounds for the Kolmogorov widths obtained in Section 3 gives the following bounds for the sampling recovery: Let $2 < p \leq \infty$ and $1/p < r < 1/2$ then

$$\varrho_m(W^r_p, L_2) \ll m^{-r} (\log m)^{(d-2)(1-r)+1} \quad (5.4)$$

and

$$\varrho_m(H^r_p, L_2) \ll m^{-r} (\log m)^{d-1+r}. \quad (5.5)$$

In the case $r = 1/2$ we obtain

$$\varrho_m(W^{1/2}_p, L_2) \ll m^{-1/2} (\log m)^{d/2 (\log \log m)^{3/2}} \quad (5.6)$$

and

$$\varrho_m(H^{1/2}_p, L_2) \ll m^{-1/2} (\log m)^{d-1/2 (\log \log m)^{3/2}}. \quad (5.7)$$

Theorem 5.1 was proved with a help of a classical type of algorithm – weighted least squares. Let $X_N$ be an $N$-dimensional subspace of the space of continuous functions $C(\Omega)$ and let $w := (w_1, \ldots, w_m) \in \mathbb{R}^m$ be a positive weight, i.e. $w_i > 0$, $i = 1, \ldots, m$. Consider the following classical weighted least squares recovery operator (algorithm) (see, for instance, [2])

$$\ell^2 w(\xi, X_N)(f) := \arg \min_{u \in X_N} \|S(f - u, \xi)\|_{2, w}, \quad \xi = \{\xi_j\}_{j=1}^m \subset \Omega,$$

where

$$\|S(g, \xi)\|_{2, w} := \left(\sum_{\nu=1}^m w_\nu |g(\xi^\nu)|^2\right)^{1/2}.$$

However, the proof of the upper bounds in (5.4) – (5.7) is not constructive. We are not aware of a constructive proof of the upper bounds of the Kolmogorov widths for the classes $W^r_p$ and $H^r_p$ in Theorems 3.2, 3.3, 3.5, and 3.6. More specifically, we do not know a good subspace, which provides approximation close to the Kolmogorov width. We note that for a given subspace $X_N$ we have an explicit way of calculating the weights of the weighted least squares algorithm. It is based on the Christoffel function of $X_N$ (see [3], proof of Theorem 6.3, [12], Remark 3.1, and [15]).
There are constructive methods for the sampling recovery based on sparse grids (Smolyak point sets $SG(n)$) (see \cite{7}, Chapter 5 and \cite{22}, Section 6.9). For instance, these methods give the following upper bounds for the sampling recovery for all $r > 1/p$, $2 \leq p \leq \infty$ (see \cite{22}, p.307, Theorem 6.9.2).

$$\varrho_m(H^r_p, L_2) \ll m^{-r}(\log m)^{(d-1)(1+r)}.$$  \hfill (5.8)

Clearly, for $d > 2$ bound (5.8) is not as good as bounds (5.5) and (5.7). However, it is known that bound (5.8) cannot be improved by methods based on sparse grids or more generally based on $(n,l)$-nets (see below). We discuss this interesting phenomenon in detail. First of all, let us make a simple well known observation on a relation between sampling recovery and numerical integration. Associate with the recovery operator

$$\Psi(f, \xi) := \sum_{j=1}^{m} f(\xi^j)\psi_j(x)$$

the cubature formula

$$\Lambda_m(f, \xi) := \sum_{j=1}^{m} \lambda_j f(\xi^j), \quad \lambda_j := \int_{\Omega} \psi_j(x) d\mu$$

with knots $\xi = \{\xi^j\}_{j=1}^{m}$ and weights $\Lambda = \{\lambda_j\}_{j=1}^{m}$. Then for a normalized (probabilistic) measure $\mu$ we have

$$\left| \Lambda_m(f, \xi) - \int_{\Omega} f(x) d\mu \right| = \left| \int_{\Omega} (\Psi(f, \xi) - f) d\mu \right|$$

$$\leq \|\Psi(f, \xi) - f\|_1 \leq \|\Psi(f, \xi) - f\|_q, \quad q \geq 1.$$  \hfill (5.9)

We now present some known results on the lower bounds for the numerical integration with respect to a special class of knots. Let $s = (s_1, \ldots, s_d)$, $s_j \in \mathbb{N}_0$, $j = 1, \ldots, d$. We associate with $s$ a web $W(s)$ as follows: denote

$$w(s, x) := \prod_{j=1}^{d} \sin(2^{s_j} x_j)$$

and define

$$W(s) := \{x : w(s, x) = 0\}.$$
Definition 5.1. We say that a set of knots $\xi := \{\xi^i\}_{i=1}^m$ is an $(n,l)$-net if $|\xi \setminus W(s)| \leq 2^l$ for all $s$ such that $\|s\|_1 = n$.

It is clear that the bigger the parameter $l$ the larger the set of $(n,l)$-nets.

Definition 5.2. For $n \in \mathbb{N}$ we define the sparse grid $SG(n)$ as follows

$$SG(n) := \{\xi(n,k) = (2\pi k_1 2^{-n_1}, \ldots, 2\pi k_d 2^{-n_d}), 0 \leq k_j < 2^{n_j}, j = 1, \ldots, d, \|n\|_1 = n\}.$$ 

Then it is easy to check that $SG(n) \subset W(s)$ with any $s$ such that $\|s\|_1 = n$. This means that $SG(n)$ is an $(n,l)$-net for any $l$. Also a union of the set $SG(n)$ with any set consisting of $2^l$ points is an $(n,l)$-net.

For convenience, let us denote by $\gamma_m^a$ the optimal error of sampling recovery algorithms, which use the $(n,n-1)$-nets of cardinality $m$ and by $\gamma_m^{aq}$ the optimal error of sampling recovery algorithms, which use the sparse grids $SG(n)$ with cardinality $m = |SG(n)|$. In both of these cases we can take $m \approx 2^n n^{d-1}$.

Let us begin our discussion with the $H$ classes. It was demonstrated in [20] that the example constructed in [18] for proving the lower bound (5.2) shows that the upper bound (5.8) cannot be improved if we use a special class of point sets – $(n,l)$-nets: For any cubature formula $\Lambda_m(\cdot, \xi)$ with respect to a $(n,n-1)$-net $\xi$ we have

$$\sup_{f \in \mathbb{H}_p^r} \left|\Lambda_m(f, \xi) - \int_{\mathbb{T}^d} f(x)dx\right| \gg 2^{-rn} n^{d-1}, \quad 1 \leq p \leq \infty.$$ 

This lower bound and inequality (5.9) with $q = 2$ imply

$$\gamma_m^{aq}(\mathbb{H}_p^r, L_2) \geq \gamma_m^a(\mathbb{H}_p^r, L_2) \gg m^{-r} (\log m)^{(d-1)(1+r)}.$$ 

(5.10)

This inequality shows that if we use the sparse grids set $SG(n)$ of points for recovery then we cannot get a better error than in (5.10). Moreover, this inequality shows that even if we use the sparse grids set $SG(n)$ of points combined with any set of $2^{n-1}$ poinits for recovery then we still cannot get a better error than in (5.10). The fact that (5.8) cannot be improved for the sparse grids was proved in [6]. For further discussion we refer the reader to [7], Ch. 5. Comparing inequalities (5.10) and inequalities (5.5) and (5.7), we conclude that in the range of parameters $1/p < r \leq 1/2, 2 < p < \infty, d > 2,$
there exists a weighted least squares algorithm, which provides better (albeit, nonconstructive) upper bounds for sampling recovery than algorithms based on sparse grids or even based on a wider class of point sets – the \((n,n-1)\)-nets.

The sampling recovery of the \(W\) classes turns out to be a more difficult problem than the sampling recovery of the \(H\) classes. The following result is from \([6]\) (sparse grids) and from \([20]\) \(((n,l)\)-nets): For any cubature formula \(\Lambda_m(\cdot,\xi)\) with respect to a \((n,n-1)\)-net \(\xi\), in particular with respect to the \(SG(n)\) set, we have

\[
\sup_{f \in W^p_{r}} \left| \Lambda_m(f,\xi) - \int_{\mathbb{T}^d} f(x) dx \right| \gg 2^{-rn(d-1)/2}, \quad 1 \leq p < \infty.
\]

This lower bound and inequality (5.9) imply

\[
\varrho^q_m(W^r_p, L_2) \geq \varrho^n_m(W^r_p, L_2) \gg m^{-r}(\log m)^{(d-1)/(1+r)}.
\]

Comparing inequalities (5.11) and inequalities (5.4) and (5.6), we conclude that in the range of parameters \(1/4 < r \leq 1/2, 2 < p < \infty\), for large enough \(d\) there exists a weighted least squares algorithm, which provides better (albeit, nonconstructive) upper bounds for sampling recovery than algorithms based on sparse grids.

The reader can find recent results on optimal sampling recovery in the papers \([10]\), \([15]\), \([24]\), and \([11]\).

Discussions in Sections 4 and 5 show that we have made some progress in obtaining the upper bounds for the Kolmogorov widths of classes with small mixed smoothness but the right orders of them are still not established. We formulate two open problems in this regard.

**Open problem 1.** Find the right orders of decay of \(d_m(W^r_p, L_\infty)\) in the case \(d \geq 2, 2 < p \leq \infty, 1/p < r \leq 1/2\).

**Open problem 2.** Find the right orders of decay of \(d_m(H^r_p, L_\infty)\) in the case \(d \geq 3, 2 < p \leq \infty, 1/p < r \leq 1/2\).

Note that Theorem 4.1 gives the right orders of decay of \(d_m(H^r_p, L_\infty)\) in the case \(d = 2\), and \(r > 1/p\), which means that for \(H\) classes the problem is solved in dimension \(d = 2\).
6 Discussion

There are several general results, which give lower estimates on the Kolmogorov widths \(d_n(F,X)\) in terms of the entropy numbers \(\varepsilon_k(F,X)\). Carl’s (see [1] and [19], p.169, Theorem 3.23) inequality states: For any \(r > 0\) we have

\[
\max_{1 \leq k \leq n} k^r \varepsilon_k(F,X) \leq C(r) \max_{1 \leq m \leq n} m^r d_{m-1}(F,X).
\]  
(6.1)

Inequality (6.1) and Lemma 2.1 imply

**Lemma 6.1.** Let \(2 \leq p < \infty\). We have

\[
\varepsilon_k(T(Q_n)_p, L_\infty) \ll (|Q_n|/k)^{1/p} n^{(d-1)(1-2/p)+1/p}.
\]  
(6.2)

Bound (6.2) is known. It was obtained in [23] to prove the Marcinkiewicz type discretization theorems for the hyperbolic cross polynomials. For the reader’s convenience we describe these results here.

**The Marcinkiewicz discretization problem.** Let \(\Omega\) be a compact subset of \(\mathbb{R}^d\) with the probability measure \(\mu\). We say that a linear subspace \(X_N\) (index \(N\) here, usually, stands for the dimension of \(X_N\)) of \(L_q(\Omega)\), \(1 \leq q < \infty\), admits the Marcinkiewicz type discretization theorem with parameters \(m \in \mathbb{N}\) and \(q\) and positive constants \(C_1 \leq C_2\) if there exist a set \(\{\xi^j : j = 1, \ldots, m\}\) such that for any \(f \in X_N\) we have

\[
C_1 \|f\|_q^q \leq \frac{1}{m} \sum_{j=1}^m |f(\xi^j)|^q \leq C_2 \|f\|_q^q.
\]  
(6.3)

In the case \(q = \infty\) we define \(L_\infty\) as the space of continuous functions on \(\Omega\) and ask for

\[
C_1 \|f\|_\infty \leq \max_{1 \leq j \leq m} |f(\xi^j)| \leq \|f\|_\infty.
\]  
(6.4)

We will also use the following brief way to express the above properties: The \(M(m, q)\) (more precisely the \(M(m, q, C_1, C_2)\)) theorem holds for a subspace \(X_N\), written \(X_N \in M(m, q)\) (more precisely \(X_N \in M(m, q, C_1, C_2)\)).

In [23] bound (6.2) was derived from the following general result (see Lemma 3.2 there). Let \(X_N\) be an \(N\)-dimensional subspace of \(C(\Omega)\). Denote by \(X_N^q\) the unit \(L_q\)-ball of the \(X_N\).
Lemma 6.2. Let \( q \in (2, \infty) \). Assume that for any \( f \in X_N \) we have
\[
\|f\|_\infty \leq M \|f\|_q
\] (6.5)
with some constant \( M \). Also, assume that \( X_N \in \mathcal{M}(s, \infty, C_1) \) with \( s \leq aN^c \). Then for \( k \in [1, N] \) we have
\[
\varepsilon_k(X_N^q, L_\infty) \leq C(q, a, c, C_1)M \left( \frac{\log N}{k} \right)^{1/q}.
\] (6.6)

Note that Lemma 6.2 is based on deep results from functional analysis (see [23], Lemma 3.1; [9], Corollary 4.2; [16], p.552, Lemma 16.5.4). Lemma 6.1 follows from Lemma 6.2 and known Nikol’skii inequality for \( \mathcal{T}(Q_n) \) (see [17]): For any \( f \in \mathcal{T}(Q_n) \) we have
\[
\|f\|_\infty \ll 2^{n/q}n^{(d-1)(1-1/q)} \|f\|_q.
\]

In this paper we gave other proof of Lemma 6.1 which is simpler and more elementary than the mentioned above known proof. We stress that for applications in sampling discretization of integral norms it is important that Lemma 6.1 has form (6.2). Indeed, the following general conditional result is used for such applications. The following Theorem 6.1 in case \( q = 1 \) was proved in [21] and it was extended to the case \( q \in (1, \infty) \) in [4].

Theorem 6.1. Let \( 1 \leq q < \infty \). Suppose that a subspace \( X_N \) satisfies the condition
\[
\varepsilon_k(X_N^q, L_\infty) \leq B(N/k)^{1/q}, \quad 1 \leq k \leq N,
\] (6.7)
where \( B \geq 1 \). Then for large enough constant \( C(q) \) there exists a set of
\[
m \leq C(q)NB^q(\log_2(2BN))^2
\]
points \( \xi^j \in \Omega, j = 1, \ldots, m, \) such that for any \( f \in X_N \) we have
\[
\frac{1}{2} \|f\|_q^q \leq \frac{1}{m} \sum_{j=1}^{m} |f(\xi^j)|^q \leq \frac{3}{2} \|f\|_q^q.
\]

The reader can find results on sampling discretization of integral norms of trigonometric polynomials with frequencies from a hyperbolic cross in a recent paper [23]. For general results on the entropy numbers of the unit \( L_p \)-balls, \( 1 \leq p \leq 2 \), of finite dimensional subspaces in the uniform norm we
refer the reader to [5] (see Theorem 2.1 there). Some results on the entropy numbers of the unit $L_q$-balls of $\mathcal{T}(Q_n)$ in the norm $L_p$, $1 < q < p < \infty$, can be found in [22], Ch.7.

**Open problem 3.** Could we improve Theorem 6.1 if instead of condition (6.7) imposed on the entropy numbers $\varepsilon_k(X_q^N, L_\infty)$ we use the same condition imposed on the Kolmogorov widths $d_k(X_q^N, L_\infty)$?
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