Robust Fixed-Order Controller Design for Uncertain Systems With Generalized Common Lyapunov Strictly Positive Realness Characterization

Jun Ma, Haiyue Zhu, Xiaocong Li, Wenxin Wang, Clarence W. de Silva, Life Fellow, IEEE, and Tong Heng Lee

Abstract—This article investigates the design of a robust fixed-order controller for single-input–single-output (SISO) polytopic systems with interval uncertainties, with the aim that the closed-loop stability is appropriately ensured and the performance specifications on sensitivity shaping are conformed in a specific finite frequency range. Utilizing the notion of generalized common Lyapunov strictly positive realness (CL-SPRness), the equivalence between strictly positive realness (SPRness) and strictly bounded realness (SBRness) is established; and then, the specifications on robust stability and performance are transformed into the SPRness of newly constructed systems and further characterized in the framework of linear matrix inequality (LMI) conditions. The proposed methodology avoids the tedious yet mandatory evaluations of the specifications on all vertices of the uncertain polytopic system in an explicit form. Instead, solving five LMIs exclusively suffices for ensuring the robust stability and performance regardless of the number of vertices, and thus, the typically heavy computational burden is considerably alleviated. It is also noteworthy that the proposed methodology additionally provides the necessary and sufficient conditions for this robust controller design with the consideration of a prescribed finite frequency range, and therefore, significantly less conservatism is attained in the system performance.

Index Terms—Bounded realness (B RNess), linear matrix inequality (LMI), loop shaping, positive realness (PRness), robust performance, robust stability.

I. INTRODUCTION

THE RESEARCH in robust fixed-order controller design continues to attract substantial efforts from control engineers and researchers. It is motivated by the real-time system implementation with a high sampling rate required in many real-world applications, where computational efficiency is crucially important under these circumstances. In the literature, it is noted that such conditions render great difficulties to derive a numerically efficient method, as the stability domain is nonconvex for polynomials with an order higher than two [1]. Several approaches have been proposed for such fixed-order controller design, such as convex approximation [2], [3], iterative heuristic optimization [4], etc. It is also notable that the problem is usually formulated as the bilinear matrix inequality (BMI) conditions [5], [6], and thus, it suffers from NP-hardness [7], [8]. Besides, another reason that leads to a high computational burden is the inevitable existence of parametric uncertainties. In the existing literature, several approaches are developed to address the robust control problems using linear matrix inequalities (LMIs). In [9], a robust sliding window observer-based controller is proposed, which synthesizes the LMIs with more general and less restrictive conditions. In [10], the solution to the guaranteed cost control problem using derivative feedback in the reciprocal state space form is proposed, with sufficient conditions on robust stability and performance derived in terms of LMIs. For these existing robust control approaches, it requires the evaluation of stability and performance over the uncertain domain; and for a polytopic system, each vertex is required to be taken into account [11], [12]. Indeed the number of these vertices grows exponentially with the number of parametric uncertainties [13], [14], [15], and thus, the computation is rather costly. The robust stability is appropriately studied based on the techniques such as $\mu$-synthesis [16] and small-gain technique [17]. Generally, the robust stability of a polytopic system is either analyzed in the state space with the notion of quadratic stability, or in the polynomial form by the generalized Kharitonov theorem. However, with these approaches, a nonconvex optimization problem is typically an outcome of the formulation. In [18], a less conservative approach utilizing a parameter-dependent Lyapunov function is presented, wherein a sufficient condition of stability is given and further highlighted by several LMI conditions. The nonlinear
decoupling methods presented in [19] and [20] are seminal works to address nonconvex matrix inequality conditions. Substantial works have also been reported on the formulation of LMI conditions arising from the notion of positive realness (PRness) with the development of the Kalman–Yakubovich–Popov (KYP) lemma (also known as the positive real lemma) [21], [22], [23], [24], [25]. Notably, PRness is an important property which leads to a wide diversity of analytical developments, such as in stability analysis, dissipativity, and passivity. Particularly, it establishes an equivalence between the conditions in the frequency domain for a system to be positive real (PR), an input–output relationship of the system in the time domain, and conditions on the matrices describing the state-space representation of the system. Some related works reveal that the vertices to be checked in the robust control design involving interval matrix uncertainties could be reduced [26]. However, if the interval matrix uncertainties appear in the LMI condition in an affine manner, there are still a large number of LMIs to solve. Therefore, the computational burden becomes one of the major challenges in the robust fixed-order controller design.

Another challenge in the robust fixed-order controller design problem is the conservatism arising from a specific viewpoint of the frequency range. In most of the existing approaches, the system performance is attempted over a full frequency range. Nevertheless, in many real-world situations, it is a common situation that only a specific finite frequency range is more realistic with pertinent interest [27]. For example, as noted in [28], only a feasible frequency range in sensitivity shaping is needed to be considered; as the performance in extreme frequency ranges (either too high or too low) is not the primary objective in a controller design problem. Consequently, those designs from the perspective of the full frequency range then suffer considerably from conservatism. To achieve the sensitivity shaping specifications in a more practically applicable frequency range, weighting functions can be designed and integrated with the control strategies appropriately [29] on the basis of the KYP lemma. However, the system order is typically increased significantly, which inevitably causes excessive numerical computational efforts. In this regard, it is of interest to note that the generalized KYP (GKYP) lemma is developed to cater to the system performance in a finite frequency range [30], which serves as an extension of the KYP lemma. The GKYP lemma establishes the equivalence between a frequency domain inequality for a transfer function and an LMI associated with its state-space realization. It is thus worthwhile to highlight that while the KYP lemma accounts for the infinite frequency range, the generalized counterpart is capable of limiting the frequency range under consideration to be finite. However, it needs to be noted that the use of the GKYP lemma for sensitivity shaping in a specific finite frequency range only admits a sufficient but not necessary condition for the controller design [31], due to the use of the convex separation lemma; and it also introduces hyperparameters that are required to be manually defined before the optimization.

In this work, an effective approach is generalized from [31] to reduce the computational burden and conservatism in fixed-order controller design for uncertain single-input–single-output (SISO) systems, which considers robust stabilization and robust performance under a prescribed finite frequency range. To study the robust stabilization characteristics, the stabilization problem of the resulting closed-loop system is transformed into the strictly PRness (SPRness) of a newly constructed system. Furthermore, with the notion of generalized common Lyapunov SPRness (CL-SPRness), the equivalence between SPRness and strictly bounded realness (SBRness) is established, whereby the robust performance specifications in terms of sensitivity shaping are also transformed into the SPRness of several newly constructed systems within a stated restricted finite frequency range. Then, necessary and sufficient conditions are presented. Additionally, these SPRness conditions are appropriately constructed with the formulation of several LMIs. Particularly, this approach avoids the otherwise mandatory evaluations of the system stability and performance on all vertices of the polytopic system, instead only one single set of LMIs is needed to solve. Also, the proposed approach allows for more flexibility in addressing finite frequency ranges in design specifications. To sum up, the proposed approach addresses all the commonly encountered challenges as previously highlighted (such as the computational burden and conservatism arising in the traditional robust controller design process). Specifically, it furnishes the design of a robust fixed-order controller for a polytopic system with interval uncertainties, with the aim that the closed-loop stability is appropriately ensured and the performance specifications on sensitivity shaping are conformed in a specific finite frequency range.

The remainder of this article is organized as follows. In Section II, the problem statement is given to describe the plant and the fixed-order controller in the presence of interval matrix uncertainties, as well as the design specifications, including the robust stability and robust performance in terms of sensitivity shaping requirements. Then, in Section III, the robust stability specification is characterized and expressed by an LMI condition. Next, further developments on robust performance specifications in terms of sensitivity shaping in a finite frequency range are presented in Section IV, and LMI conditions are formulated to construct the robust performance criteria. In Section V, an illustrative example is given with simulation results, and thus, the effectiveness of the proposed methodology is demonstrated. Finally, conclusions are drawn in Section VI.

Notations: the symbol $A^T$ represents the transpose of the matrix $A$. $I$ represents the identity matrix with appropriate dimensions. $\text{diag}(a_1, a_2, \ldots, a_n)$ returns the maximum singular value. The set of real matrices. $f * g$ denotes the convolution operation of two functions. $\sigma_M(\cdot)$ returns the maximum singular value. The operator $\otimes$ represents the Kronecker product.

II. PROBLEM STATEMENT

This section presents the problem statement, which can also be found in [31]. A SISO plant is represented by an $n$th-order transfer function in continuous time

$$P(s) = \frac{b_1 s^{n-1} + \cdots + b_n}{s^n + a_1 s^{n-1} + \cdots + a_n}$$

(1)
where $a_i$ and $b_i$ are uncertain parameters with $a_i \in [a_i^l, a_i^u]$ and $b_i \in [b_i^l, b_i^u]$, $i = 1, 2, \ldots, n$. Here, we define the medians of these uncertain parameters as $a_i^m = (a_i^l + a_i^u)/2$ and $b_i^m = (b_i^l + b_i^u)/2$. Also, we define the deviations of these uncertain parameters as $a_i^d = (a_i^u - a_i^l)/2$ and $b_i^d = (b_i^u - b_i^l)/2$. Thus, these uncertain parameters can be represented in terms of their medians and deviations, where $a_i = a_i^m + a_i^d \delta_i$, $b_i = b_i^m + b_i^d \delta_i$, $\delta_i \in [-1, 1]$ and $\delta_i \in [-1, 1]$ are named as standard interval variables. Furthermore, define $\Delta_a = \text{diag}([\delta_{a1}, \delta_{a2}, \ldots, \delta_{an}])$ and $\Delta_b = \text{diag}([\delta_{b1}, \delta_{b2}, \ldots, \delta_{bn}])$, and then, (1) can be equivalently expressed as

$$P(s) = \frac{(b^c + [0 \ b_d \Delta_b]) s^n T}{(a^c + [0 \ a_d \Delta_a]) s^n T}$$

with $a^c = [1 \ a^c_1 \ a^c_2 \ldots \ a^c_n]$, $b^c = [0 \ b^c_1 \ b^c_2 \ldots \ b^c_n]$, $a_d = [a^d_1 \ a^d_2 \ldots \ a^d_n]$, $b_d = [b^d_1 \ b^d_2 \ldots \ b^d_n]$, and $s_m = [s^m \ s^{m-1} \ldots \ s^1]$. For the sake of simplicity, we define $a = a^c + [0 \ a_d \Delta_a]$ and $b = b^c + [0 \ b_d \Delta_b]$.

In this work, an nth-order controller is given by

$$K(s) = \frac{y_0 s^m + y_1 s^{m-1} + \cdots + y_m}{s^m + x_1 s^{m-1} + \cdots + x_m}$$

where $y_0, y_1, \ldots, y_m$ are coefficients in the numerator polynomial, and $x_1, \ldots, x_m$ are coefficients in the denominator polynomial. Also, (3) can be expressed by $K(s) = y_0 s^m / x_m s^m$.

For the closed-loop system, the sensitivity and complementary sensitivity transfer functions $S(s)$ and $T(s)$ are given by $S(s) = S_{num}(s)/S_{den}(s)$ and $T(s) = T_{num}(s)/T_{den}(s)$, respectively, where $S_{num}(s) = (a^c \ast x)^T s_{m+n}^T$, $S_{den}(s) = [s^m s^{m-1} \cdots s^1]$. Equivalently, we have

$$S_{num}(s) = (a^c \ast x)^T s_{m+n}^T + ((a_d \Delta_a) \ast x) s_{m+n-1}^T$$

$$T_{num}(s) = (b^c \ast y)^T s_{m+n}^T + ((b_d \Delta_b) \ast y) s_{m+n-1}^T$$

$$S_{den}(s) = (a^c \ast x + b^c \ast y)^T s_{m+n}^T + ((a_d \Delta_a) \ast x + (b_d \Delta_b) \ast y) s_{m+n-1}^T$$

with $s_{m+n-1} = [s^{m+n-1} \ s^{m+n-2} \cdots s^1]$. As a common practice, robust stability and robust performance are primary objectives for the control of uncertain systems. It is worthwhile to mention that the robust performance specifications of the closed-loop system can be characterized by sensitivity shaping i.e., $|S(j\omega)| < \rho_i \ \forall \omega \in \Omega_s$ and $|T(j\omega)| < \rho_i \ \forall \omega \in \Omega_s$, where $\Omega_s$ and $\Omega_d$ represent the sets of specific finite frequency range for sensitivity and complementary sensitivity functions, respectively.

III. CHARACTERIZATION OF ROBUST STABILITY SPECIFICATION

At the beginning, Lemma 1 is given to be used in the sequel; and subsequently, Corollary 1 is presented.

**Lemma 1 [31]:** Given matrices $Q, H_i, E_i$, $i = 1, 2, \ldots, m$ with appropriate dimensions, $Q$ is symmetric, $\Delta_i = \text{diag}([\delta_{i1}, \delta_{i2}, \ldots, \delta_{im}])$ with $\delta_{ij} \in [-1, 1]$, $i = 1, 2, \ldots, m$.

$$Q + \frac{\sum_{i=1}^m H_i \Delta_i E_i}{\sum_{i=1}^m H_i \Delta_i E_i} \sum_{i=1}^m E_i^T \Delta_i H_i^T \leq 0 \quad (5)$$

holds if and only if there exist matrices $R_i = \text{diag}[\epsilon_{i1}, \epsilon_{i2}, \ldots, \epsilon_{in}]$ with $\epsilon_{ij} > 0$, $i = 1, 2, \ldots, m$, $j = 1, 2, \ldots, n$ such that

$$Q + \frac{\sum_{i=1}^m E_i^T R_i^{-1} E_i}{\sum_{i=1}^m H_i R_i H_i^T} \leq 0 \quad (6)$$

**Corollary 1** Given matrices $Q, H_1, H_2, E_1, E_2$ with appropriate dimensions, $Q$ is symmetric, $\Delta_i = \text{diag}([\delta_{i1}, \delta_{i2}, \ldots, \delta_{im}])$ with $\delta_{ij} \in [-1, 1]$, $i = 1, 2$, $j = 1, 2, \ldots, n$.

$$Q + \frac{\alpha E_1^T \Delta_1 H_1^T}{\alpha H_1 \Delta_1 E_1} + \frac{\beta E_2^T \Delta_2 H_2^T}{\beta H_2 \Delta_2 E_2} \leq 0$$

holds if and only if there exist matrices $R_i = \text{diag}[\epsilon_{i1}, \epsilon_{i2}, \ldots, \epsilon_{in}]$ with $\epsilon_{ij} > 0$, $i = 1, 2, \ldots, m$, $j = 1, 2, \ldots, n$ such that

$$Q + \frac{E_1^T R_i^{-1} E_1}{E_2^T R_i^{-1} E_2} \leq 0$$

**Proof of Corollary 1:** First, we denote $H_1 = \alpha \tilde{H}_1$ and $H_2 = \beta \tilde{H}_2$. Then, from Lemma 1

$$Q + \frac{\alpha E_1^T \tilde{H}_1^T}{\alpha \tilde{H}_1 \Delta_1 E_1} + \frac{\beta E_2^T \tilde{H}_2^T}{\beta \tilde{H}_2 \Delta_2 E_2} \leq 0 \quad (9)$$

holds if and only if there exist matrices $R_i = \text{diag}[\epsilon_{i1}, \epsilon_{i2}, \ldots, \epsilon_{in}]$ with $\epsilon_{ij} > 0$, $i = 1, 2$, $j = 1, 2, \ldots, n$ such that

$$Q + \frac{E_1^T R_i^{-1} E_1}{E_2^T R_i^{-1} E_2} \leq 0$$

Then, with (9) and (10), Corollary 1 is proved by denoting $H_1 = \tilde{H}_1$ and $H_2 = \tilde{H}_2$.

Note that the following developments in this section restate the characterization of robust stability specification as presented in [31]. A transfer function is defined as

$$G_s(s) = \frac{(a \ast x + b \ast y)s^m}{d_c(s)} = G_{sn}(s) + G_{su}(s)$$

where $d_c(s)$ is a user-defined strictly Hurwitz polynomial (all roots have strictly negative real parts), $G_{sn}(s)$ and $G_{su}(s)$ are the nominal and uncertain parts of $G_s(s)$, respectively, where

$$G_{sn}(s) = \frac{(a^c \ast x + b^c \ast y)s^m}{d_c(s)}$$

$$G_{su}(s) = \frac{(a_d \Delta_a) \ast x + (b_d \Delta_b) \ast y}{d_c(s)}$$

where $d_c(s)$ is a user-defined strictly Hurwitz polynomial (all roots have strictly negative real parts), $G_{sn}(s)$ and $G_{su}(s)$ are the nominal and uncertain parts of $G_s(s)$, respectively, where
Basically, the polynomial $d_c(s)$ characterizes the basic desired performance of the closed-loop system, and the controller design approach to be proposed provides extra freedoms such that the performance can be optimized toward the baseline. One typical selection of $d_c(s)$ is to use the characteristic polynomial that is determined from the closed-loop system under practically feasible poles predefined by the user, whereby the controller design approach ensures optimized performance. Normally, a higher-order $d_c(s)$ yields higher complexity in the LMI, which might aggravate the numerical error in the LMI solver and also lead to infeasible or conservative results. Thus, the order of $d_c(s)$ should be kept as low as possible if the results already meet the specifications. Therefore, the selection of $d_c(s)$ can be determined along these lines.

In this work, all the state-space realizations are in the controllable canonical form. Then, the realization of $G_{sn}(s)$ is expressed as

$$\sum_{s} \triangleq [A_{sn}, B_{sn}, C_{sn}, D_{sn}]$$

(13)

where $A_{sn}, B_{sn}, C_{sn},$ and $D_{sn}$ are the state matrix, input matrix, output matrix, and feedthrough matrix of the state-space model after realization. Then, $G_{c}(s)$ is realized in the following form:

$$\sum_{s} \triangleq [A_{sn}, B_{sn}, C_{sn} + ad_{a} X + bd_{b} Y, D_{sn}]$$

(14)

where $X$ and $Y$ are the Toeplitz matrices, with

$$X = \begin{bmatrix}
1 & x_1 & \cdots & x_m & 0 & 0 & 0 \\
0 & 1 & x_1 & \cdots & x_m & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 1 & x_1 & \cdots & x_m \\
y_0 & y_1 & \cdots & y_m & 0 & 0 & 0 \\
0 & y_0 & y_1 & \cdots & y_m & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & y_0 & y_1 & \cdots & y_m \\
\end{bmatrix} \in \mathbb{R}^{n \times (n+m)}$$

and

$$Y = \begin{bmatrix}
X & Y \\
0 & 0 \\
\end{bmatrix} \in \mathbb{R}^{n \times (n+m)}$$

(15)

Note that in (14), all the parametric uncertainties are imposed on the output matrix only, and this is one of the key points that only one single set of LMIs suffices to address the parametric uncertainties in the whole uncertain domain.

With the notion of SPRness, the system is asymptotically stable if and only if $G_{c}(s) \in \mathcal{S}$, where $\mathcal{S}$ denotes the set of strictly PR (SPR) transfer functions. Then, Theorem 1 is given, which establishes the equivalence between the robust stability specification and an LMI condition.

**Theorem 1** [31]: The robust stability of the system (1) in the presence of bounded parametric uncertainties characterized by standard interval variables is guaranteed under the controller (3) if and only if there exist a Hermitian matrix $P_{s} > 0$, diagonal matrices $R_{sa} > 0$ and $R_{sb} > 0$ such that

$$\left[ \begin{array}{c|cc}
\Gamma_s & X^T & Y^T \\
\hline
X & 0 & 0 \\
Y & 0 & -R_{sa} \\
\end{array} \right] < 0$$

(16)

where

$$\Gamma_s = \begin{bmatrix}
A_{sn}^T P_{s} + P_{s} A_{sn} & P_{s} B_{sn} \\
B_{sn}^T P_{s} & 0 \\
\end{bmatrix} - \begin{bmatrix}
0 & C_{sn}^T \\
C_{sn} & D_{sn} + D_{sn}^T - a_{d} R_{sa} a_{d}^T - b_{d} R_{sb} b_{d}^T \\
\end{bmatrix}$$

(17)

**Proof of Theorem 1**: From the KYP lemma [32], $G_{c}(s) \in \mathcal{S}$ is satisfied if and only if there exists a Hermitian matrix $P_{s} > 0$ such that

$$\left[ \begin{array}{cc}
A_{sn}^T P_{s} + P_{s} A_{sn} & P_{s} B_{sn} \\
B_{sn}^T P_{s} & 0 \\
\end{array} \right] - \begin{bmatrix}
0 & C_{sn}^T \\
C_{sn} & D_{sn} + D_{sn}^T \\
\end{bmatrix} + \left[ \begin{array}{cc}
0 & -X^T D_{sa} a_{d} - Y^T D_{sb} b_{d}^T \\
-D_{sa} a_{d} y - D_{sb} b_{d} Y & 0 \\
\end{array} \right] < 0. $$

(18)

From Lemma 1, (18) holds if and only if there exist positive definite diagonal matrices $R_{sa}$ and $R_{sb}$ such that

$$\begin{align*}
\left[ \begin{array}{cc}
A_{sn}^T P_{s} + P_{s} A_{sn} & P_{s} B_{sn} \\
B_{sn}^T P_{s} & 0 \\
\end{array} \right] - \begin{bmatrix}
0 & C_{sn}^T \\
C_{sn} & D_{sn} + D_{sn}^T \\
\end{bmatrix} + 
\left[ \begin{array}{cc}
X^T R_{sa}^{-1} X + Y^T R_{sb}^{-1} Y & 0 \\
0 & a_{d} R_{sa} a_{d}^T + b_{d} R_{sb} b_{d}^T \\
\end{array} \right] < 0,
\end{align*}$$

(19)

Then, (19) can be equivalently expressed as the LMI condition (16).

**IV. CHARACTERIZATION OF FINITE FREQUENCY ROBUST PERFORMANCE SPECIFICATIONS**

To characterize the finite frequency range, $\Phi$ is defined as

$$\Phi = \begin{bmatrix}
0 & 1 \\
1 & 0 \\
\end{bmatrix}. $$

Also, as shown in Table I, $\Psi$ is given according to different ranges of $\Omega$. Then, with an appropriate choice of $\Psi$, certain ranges of the frequency variable can be defined. Note that more details on frequency range characterization can be referred to in [30]. In Table I, we define $\omega_{c} = (\omega_{h} + \omega_{l})/2$ for the sake of simplicity.

For sensitivity shaping, the infinity norm of the sensitivity and complementary functions are bounded by certain values. The following lemma presents the results to convert the SBRness condition on the infinity norm to the SPRness condition.

**Lemma 2**: The SBRness property

$$\left\| \frac{N(j\omega)}{D(j\omega)} \right\|_{\infty} < \gamma \quad \forall \omega \in \Omega$$

(20)

holds if and only if

$$\text{Re}\left( \frac{D(j\omega) - \gamma^{-1} N(j\omega)}{D(j\omega) + \gamma^{-1} N(j\omega)} \right) > 0 \quad \forall \omega \in \Omega.$$  

(21)
Proof of Lemma 2:
Necessity: Equation (21) implies that for all $\omega \in \Omega$, it gives
\[
\frac{D(j\omega) - \gamma^{-1}N(j\omega)}{D(j\omega) + \gamma^{-1}N(j\omega)} + \frac{D^*(j\omega) - \gamma^{-1}N^*(j\omega)}{D^*(j\omega) + \gamma^{-1}N^*(j\omega)} > 0
\]  
which leads to
\[
2\left[\frac{D^*(j\omega)D(j\omega) - \gamma^{-2}N^*(j\omega)N(j\omega)}{D(j\omega) + \gamma^{-1}N(j\omega)}\right] > 0. \tag{23}
\]
It is straightforward that
\[
D^*(j\omega)D(j\omega) - \gamma^{-2}N^*(j\omega)N(j\omega) > 0 \quad \forall \omega \in \Omega. \tag{24}
\]
Then, we have
\[
\frac{N^*(j\omega)N(j\omega)}{D^*(j\omega)D(j\omega)} < \frac{\gamma^2}{\forall \omega \in \Omega} \tag{25}
\]
and it gives the SBRness property (20).
Sufficiency: The SBRness property (20) yields (24). Then, it is straightforward that (23) holds, which then gives (22). Therefore, it implies that the condition (21) holds. This completes the proof of Lemma 2. \hfill \blacksquare

Define the transfer functions $G_p(s)$ as
\[
G_p(s) = G_{pn}(s) + G_{pa}(s) \tag{26}
\]
where
\[
\begin{align*}
G_{pn}(s) &= \frac{(\sigma \cdot \omega)^sT_{m+n}}{d_{\omega}(s)} \\
G_{pa}(s) &= \frac{((\sigma \Delta_a \sigma)^s)T_{m+n-1}}{d_{\omega}(s)} \tag{27}
\end{align*}
\]
Given that $G_{pn}(s)$ is realized in the following form:
\[
\sum_{pn} \equiv \{A_{pn}, B_{pn}, C_{pn}, D_{pn}\} \tag{28}
\]
where $A_{pn}, B_{pn}, C_{pn},$ and $D_{pn}$ are the state matrix, input matrix, output matrix, and feedthrough matrix of the state-space model after realization, and then, $G_p(s)$ is realized in the following form:
\[
\sum_{p} \equiv \{A_p, B_p, C_p + a_d \Delta_a X, D_p\} \tag{29}
\]
As $S(j\omega) = G_p(j\omega)/G(j\omega)$, it follows from Lemma 2 that
\[
|S(j\omega)| < \rho, \quad \forall \omega \in \Omega_a \quad \text{is equivalent to}
\]
\[
\text{Re}\left( \frac{G_p(j\omega)}{G(j\omega) + \rho^{-1}G_p(j\omega)} \right) > 0 \quad \forall \omega \in \Omega_a. \tag{30}
\]
The definitions of common Lyapunov SPR (CL-SPR) and common Lyapunov stable (CL-stable) are given in [3]. In this work, to address the finite frequency specifications, generalized notions of these definitions are used, which are defined over a finite frequency range.

**Definition 1:** Two finite frequency SPR transfer functions $H_1$ and $H_2$ with controllable canonical state-space realizations $(A_1, B_1, C_1, D_1)$ and $(A_2, B_2, C_2, D_2)$ are called generalized CL-SPR, if both satisfy the inequality of the GKYP lemma under the stated finite frequency range with the same Lyapunov pair $(P, Q)$.

**Definition 2:** Consider two monic polynomials $p_1$ and $p_2$ and their state–state matrices $A_1$ and $A_2$, respectively. Then, $p_1$ and $p_2$ (also $A_1$ and $A_2$) are called generalized CL-stable, if $A_1$ and $A_2$ satisfy the following inequalities under the stated finite frequency range with the same Lyapunov pair $(P, Q)$:
\[
\begin{align*}
A_1^TP + PA_1 + \Psi_{11}A_1^TQA_1 + \Psi_{12}A_1^TQ &= \Psi_{21}QA_1 + \Psi_{22}Q < 0 \\
A_2^TP + PA_2 + \Psi_{11}A_2^TQA_2 + \Psi_{12}A_2^TQ &= \Psi_{21}QA_2 + \Psi_{22}Q < 0. \tag{31}
\end{align*}
\]

Notice that referring to Table I, $\Psi$ is essentially a symmetric matrix under the listed three different ranges of $\Omega$. In (31), $\Psi_{11}, \Psi_{12}, \Psi_{21},$ and $\Psi_{22}$ represent the elements in the matrix $\Psi$. Take the case when $\omega \in (0, \omega_0)$ as an example, we have $\Psi_{11} = -1, \Psi_{12} = 0, \Psi_{21} = 0,$ and $\Psi_{22} = \omega_0^2$. Thus, in this sense, we have
\[
\begin{align*}
A_1^TP + PA_1 + \Psi_{11}A_1^TQA_1 + \Psi_{12}A_1^TQ &= \Psi_{21}QA_1 + \Psi_{22}Q < 0 \\
A_2^TP + PA_2 + \Psi_{11}A_2^TQA_2 + \Psi_{12}A_2^TQ &= \Psi_{21}QA_2 + \Psi_{22}Q < 0. \tag{32}
\end{align*}
\]

which is symmetric. Along this line, for the scenarios when $\omega \in (\omega_0, \omega_1)$ and $\omega \in (\omega_1, +\infty)$, $A_1^TP + PA_1 + \Psi_{11}A_1^TQA_1 + \Psi_{12}A_1^TQ + \Psi_{21}QA_1 + \Psi_{22}Q$ remains symmetric too, and so does $A_1^TP + PA_2 + \Psi_{11}A_2^TQA_2 + \Psi_{12}A_2^TQ + \Psi_{21}QA_2 + \Psi_{22}Q$.

Next, Lemma 3 is introduced to be used in the sequel, and then, Lemma 4 is presented to reveal the relationship between the finite frequency SPRness condition and generalized CL-SPRness.

**Lemma 3** [24]: The following statements hold.
1) A transfer function is SPR if and only if its numerator and denominator are CL-stable.
2) If two transfer functions are CL-SPR, then all of their numerator and denominator polynomials are CL-stable.

**Lemma 4:** The finite frequency SPRness condition
\[
\text{Re}\left( \frac{G_p(j\omega) - \rho^{-1}G_p(j\omega)}{G_p(j\omega) + \rho^{-1}G_p(j\omega)} \right) > 0 \quad \forall \omega \in \Omega \tag{33}
\]
is satisfied if and only if $G_p(j\omega) - \rho^{-1}G_p(j\omega)$ and $G_p(j\omega) + \rho^{-1}G_p(j\omega)$ are generalized CL-SPR.

**Proof of Lemma 4:** Essentially, the claims in Lemma 3 can be extended to the generalized scenarios, where SPR, CL-stable, and CL-SPR are generalized to fit for the case in a finite frequency range. With these supporting results, the proof of Lemma 4 is given.

Necessity: For all $\omega \in \Omega$, if $G_p(j\omega) - \rho^{-1}G_p(j\omega)$ and $G_p(j\omega) + \rho^{-1}G_p(j\omega)$ are generalized CL-SPR, from the generalized results of Lemma 3, all the numerator and denominator polynomials of $G_p(j\omega) - \rho^{-1}G_p(j\omega)$ and $G_p(j\omega) + \rho^{-1}G_p(j\omega)$ are generalized CL-stable. As $G_p(j\omega) - \rho^{-1}G_p(j\omega)$ and $G_p(j\omega) + \rho^{-1}G_p(j\omega)$ have the same denominator polynomial $d_\omega(s)$, then, in $(|G_p(j\omega) - \rho^{-1}G_p(j\omega)|/|G_p(j\omega) + \rho^{-1}G_p(j\omega)|)$, $d_\omega(s)$ is canceled out with only the numerator polynomials of $G_p(j\omega) - \rho^{-1}G_p(j\omega)$ and $G_p(j\omega) + \rho^{-1}G_p(j\omega)$ left. Indeed, the numerator polynomials of $G_p(j\omega) - \rho^{-1}G_p(j\omega)$ and $G_p(j\omega) + \rho^{-1}G_p(j\omega)$ are generalized CL-stable. Thus, again from the generalized results of Lemma 3, we have (33).

Sufficiency: we prove it by contradiction. If (33) is satisfied, it can be seen that the numerator polynomials of
so-called a Lyapunov pair. It is notable that

\[ \text{Asn} \]

the same Lyapunov matrix | \[ \text{Gs} \]

and only if there exist Hermitian matrices \( H \) and \( Q \), which are so-called a Lyapunov pair. It is notable that \( A_{sn} = A_{pn}, B_{sn} = B_{pn}, D_{sn} = D_{pn} \), and \( \text{dim}(C_{sn}) = \text{dim}(C_{pn}) \). Then, we have

\[ G_{s}(s) + \rho_{s}^{-1}G_{p}(s) \]

\[ \begin{bmatrix} C_{sn} + \rho_{s}^{-1}C_{pn} + (1 + \rho_{s}^{-1})a_{d}\Delta a_{s} + b_{d}\Delta b_{s} \end{bmatrix} \]

\[ \begin{bmatrix} I - A_{sn} \end{bmatrix} B_{sn} + (1 + \rho_{s}^{-1})D_{sn}. \]  

Then, we have

\[ \sum_{p}^{+} \triangleq \begin{bmatrix} A_{sn}, B_{sn}, C_{sn} + \rho_{s}^{-1}C_{pn} + \rho_{s}^{-1}a_{d}\Delta a_{s} + b_{d}\Delta b_{s} \end{bmatrix} \]

\[ \sum_{p}^{-} \triangleq \begin{bmatrix} A_{sn}, B_{sn}, C_{sn} + \rho_{s}^{-1}C_{pn} + \rho_{s}^{-1}a_{d}\Delta a_{s} + b_{d}\Delta b_{s} \end{bmatrix}. \]  

Based on the above development and analysis, Theorem 2 formulates the robust performance specification on the sensitivity function as LMI conditions.

**Theorem 2:** The robust performance specification \( |S(j\omega)| < \rho_{c}, \forall \omega \in \Omega_{c} \) of the system \((1)\) in the presence of bounded parametric uncertainties characterized by standard interval variables is guaranteed under the controller \((3)\) if and only if there exist Hermitian matrices \( P \) and \( Q \), diagonal matrices \( R_{pa} > 0, R_{pb} > 0, R_{pc} > 0, \) and \( R_{pd} > 0 \) such that

\[ \Gamma_{pa} \begin{bmatrix} X^{T} & Y^{T} \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} < 0 \]  

and

\[ \Gamma_{pb} \begin{bmatrix} X^{T} & Y^{T} \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} < 0 \]  

where

\[ \Gamma_{pa} = \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix}^{T} \Xi_{p} \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix} \]

\[ \begin{bmatrix} C_{sn} & \rho_{s}^{-1}C_{pn} & \rho_{s}^{-1}a_{d}R_{pa}a_{d}^{T} - b_{d}R_{pb}b_{d}^{T} \end{bmatrix} \]

\[ \Gamma_{pb} = \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix}^{T} \Xi_{p} \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix} \]

\[ \begin{bmatrix} C_{sn} & \rho_{s}^{-1}C_{pn} & \rho_{s}^{-1}a_{d}R_{pa}a_{d}^{T} - b_{d}R_{pb}b_{d}^{T} \end{bmatrix} \]

\[ \Xi_{p} = \Phi_{s} \otimes P + \Psi_{s} \otimes Q, \quad \Phi_{s} \text{ and } \Psi_{s} \text{ are matrices that characterize the frequency range } \Omega_{c}. \]

**Proof of Theorem 2:** As \( G_{s}(j\omega) + \rho_{s}^{-1}G_{s}(j\omega) \) satisfies the GKYP lemma, we have

\[ \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix}^{T} \Xi_{p} \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix} \]

\[ \begin{bmatrix} C_{sn} & \rho_{s}^{-1}C_{pn} & \rho_{s}^{-1}a_{d}R_{pa}a_{d}^{T} - b_{d}R_{pb}b_{d}^{T} \end{bmatrix} \]

\[ \Xi_{p} = \Phi_{s} \otimes P + \Psi_{s} \otimes Q, \quad \Phi_{s} \text{ and } \Psi_{s} \text{ are matrices that characterize the frequency range } \Omega_{c}. \]

**Proof of Theorem 2:** As \( G_{s}(j\omega) + \rho_{s}^{-1}G_{s}(j\omega) \) satisfies the GKYP lemma, we have

**Proof of Theorem 2:** As \( G_{s}(j\omega) + \rho_{s}^{-1}G_{s}(j\omega) \) satisfies the GKYP lemma, we have

\[ \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix}^{T} \Xi_{p} \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix} \]

\[ \begin{bmatrix} C_{sn} & \rho_{s}^{-1}C_{pn} & \rho_{s}^{-1}a_{d}R_{pa}a_{d}^{T} - b_{d}R_{pb}b_{d}^{T} \end{bmatrix} \]

\[ \Xi_{p} = \Phi_{s} \otimes P + \Psi_{s} \otimes Q, \quad \Phi_{s} \text{ and } \Psi_{s} \text{ are matrices that characterize the frequency range } \Omega_{c}. \]

**Proof of Theorem 2:** As \( G_{s}(j\omega) + \rho_{s}^{-1}G_{s}(j\omega) \) satisfies the GKYP lemma, we have

\[ \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix}^{T} \Xi_{p} \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix} \]

\[ \begin{bmatrix} C_{sn} & \rho_{s}^{-1}C_{pn} & \rho_{s}^{-1}a_{d}R_{pa}a_{d}^{T} - b_{d}R_{pb}b_{d}^{T} \end{bmatrix} \]

\[ \Xi_{p} = \Phi_{s} \otimes P + \Psi_{s} \otimes Q, \quad \Phi_{s} \text{ and } \Psi_{s} \text{ are matrices that characterize the frequency range } \Omega_{c}. \]
where

\[ G_{qn}(s) = \frac{(b^c * y) s^T m_n + n}{d_n(s)} \]

\[ G_{qu}(s) = \frac{((b_d \Delta_b) * y) s^T m_{n+1}}{d_q(s)} \]

(44)

Similarly, \(|T(j\omega)| < \rho_q \ \forall \omega \in \Omega_i \) is satisfied if and only if \(G_{i}(j\omega) - \rho_i^{-1} G_{j}(j\omega)\) and \(G_s(j\omega) + \rho_i^{-1} G_{q}(j\omega)\) are generalized CL-SPR.

\( G_{qn}(s) \) can be realized in the controllable canonical form as

\[ \sum_q \triangleq \{A_{qn}, B_{qn}, C_{qn}, D_{qn}\} \]

(45)

where \(A_{qn}, B_{qn}, C_{qn}\), and \(D_{qn}\) are the state matrix, input matrix, output matrix, and feedthrough matrix of the state-space model after realization. Then, the state-space realization of \(G_q(s)\) is given by

\[ \sum_q \triangleq \{A_{qn}, B_{qn}, C_{qn} + b_d \Delta_b Y, D_{qn}\}. \]

(46)

Remarkably, we have \(A_{sn} = A_{qn}, B_{sn} = B_{qn}, D_{qn} = 0\), and \(\text{dim}(C_{sn}) = \text{dim}(C_{qn})\). Denote \(\rho_i^+ = 1 + \rho_i^{-1}\) and \(\rho_i^- = 1 - \rho_i^{-1}\), then, the realizations of \(G_q(s) + \rho_i^{-1} G_{q}(s)\) and \(G_q(s) - \rho_i^{-1} G_{q}(s)\) are given by

\[ \sum_q^+ \triangleq \{A_{qn}, B_{qn}, C_{qn} + \rho_i^{-1} C_{qn} + a_d \Delta_a X + \rho_i^+ b_d \Delta_b Y), D_{sn}\} \]

\[ \sum_q^- \triangleq \{A_{qn}, B_{qn}, C_{qn} - \rho_i^{-1} C_{qn} + a_d \Delta_a X + \rho_i^- b_d \Delta_b Y), D_{sn}\}. \]

(47)

Next, Theorem 3 is given, which relates the robust performance specification on complementary sensitivity shaping to LMI conditions.

**Theorem 3:** The robust performance specification \(|T(j\omega)| < \rho_q \ \forall \omega \in \Omega_i\) of the system (1) in the presence of bounded parametric uncertainties characterized by standard interval variables is guaranteed under the controller (3) if and only if there exist Hermitian matrices \(P_q\) and \(Q_q > 0\), diagonal matrices \(R_{qa} > 0, R_{qb} > 0, R_{qe} > 0, \) and \(R_{qd} > 0\) such that

\[
\begin{bmatrix}
\Gamma_{qa} & X^T \ Y^T \\
X & 0 & -R_{qa} & 0 \\
Y & 0 & 0 & -R_{qb}
\end{bmatrix} < 0 \quad (48)
\]

and

\[
\begin{bmatrix}
\Gamma_{qb} & X^T \ Y^T \\
X & 0 & -R_{qc} & 0 \\
Y & 0 & 0 & -R_{qd}
\end{bmatrix} < 0 \quad (49)
\]

where

\[
\Gamma_{qa} = \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix} \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix}^T \Xi_q \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix}^T
\]

\[
- \begin{bmatrix} C_{sn} + \rho_i^{-1} C_{qn} \ & D_{sn} + B_{sn} \ T_a \ d_{R_{qa}a_d}^T \ - (\rho_i^+)^2 b_d R_{qa} b_d^T \\
0 & C_{sn} - \rho_i^{-1} C_{qn} \ & D_{sn} + B_{sn} \ T_a \ d_{R_{qa}a_d}^T \ - (\rho_i^-)^2 b_d R_{qa} b_d^T
\end{bmatrix} \]

(50)

**Algorithm 1** Algorithm for Fixed-Order Controller Design Toward Uncertain Systems

**Require:** \(m\)-th order SISO plant \(P(s)\) in (1) with \(a_i \in [d_i^l, d_i^u]\), \(b_i \in [b_i^l, b_i^u]\); robust performance requirements \(|S(j\omega)| < \rho_o \ \forall \omega \in \Omega_o\); \(T(j\omega) < \rho_i \ \forall \omega \in \Omega_i\).

1. Rewrite the plant model \(P(s)\) in (2).
2. Construct Toeplitz matrices \(X\) and \(Y\).
3. Determine \(\rho_i^+ = 1 + \rho_i^{-1}, \rho_i^- = 1 - \rho_i^{-1}, \rho_i = 1 - \rho_i^{-1}\).
4. Determine \(\Phi_s, \Phi_q, \Phi_t, \Psi_t\) according to Table I.
5. Choose a strictly Hurwitz polynomial \(d_q(s)\).
6. Define transfer functions \(G_{i}(s), G_{sn}(s), G_{qn}(s), G_{pm}(s), G_{qm}(s), G_{qn}(s), G_{q}(s)\) by (11), (12), (26), (27), (43), (44).
7. Realize the transfer functions \(G_{sn}(s), G_{qn}(s), G_{pm}(s), G_{qm}(s), G_{qn}(s), G_{q}(s)\) by (13), (14), (29), (45), (46).
8. Solve LMIs (16), (36), (37), (48), (49).
9. return \(m\)-th order controller \(K(s)\) in (3).

\[
\Gamma_{qb} = \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix} \Xi_q \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix}^T \begin{bmatrix} A_{sn} & B_{sn} \end{bmatrix}^T
\]

\[
- \begin{bmatrix} C_{sn} - \rho_i^{-1} C_{qn} \ & D_{sn} + B_{sn} \ T_a \ d_{R_{qa}a_d}^T \ - (\rho_i^-)^2 b_d R_{qa} b_d^T \\
0 & C_{sn} + \rho_i^{-1} C_{qn} \ & D_{sn} + B_{sn} \ T_a \ d_{R_{qa}a_d}^T \ - (\rho_i^+)^2 b_d R_{qa} b_d^T
\end{bmatrix} \]

(51)

\[
\Xi_q = \Phi_t \otimes P_q + \Psi_t \otimes Q_q, \Phi_t \text{ and } \Psi_t \text{ are matrices that characterize the frequency range } \Omega_i.
\]

**Proof of Theorem 3:** The proof of Theorem 3 proceeds along with the same procedures as Theorem 2. ■

The proposed algorithm for fixed-order controller design toward uncertain systems is summarized as Algorithm 1. With the results presented in Theorems 1–3, the robust stability and performance are characterized by LMIs (16), (36), (37), (48), and (49), and thus, it facilitates the effective use of several numerical algorithms and solvers.

**Remark 1:** For an uncertain polytopic system, all extreme systems need to be considered in a typical loop shaping problem. Generally, when the number of parametric uncertainties increases, the number of extreme systems increases exponentially, so a large number of LMIs remain to solve in a typical formulation. On the contrary, our proposed approach synthesizes the loop shaping problem using five LMIs only (one for the requirement of robust stability, two for the requirement of sensitivity function, and two for the requirement of complementary sensitivity function), without leading to significant computational burden due to the exponential increase in the number of extreme systems. Thus, our approach avoids the explicit evaluation of the specifications on all the extreme systems; and in this manner, simpler computational processes are resulted from the design of a fixed-order robust controller in the presence of parametric uncertainties.

**V. Illustrative Example**

To illustrate the effectiveness of the proposed methodology, the following example is presented, which is adapted from [33]. In this problem, the LMIs (16), (36), (37), (48), and (49) are solved by the YALMIP toolbox in MATLAB,
Fig. 1. Bode diagrams of the plant under parametric uncertainties.

and the simulations are conducted with a laptop processor Intel Core CPU i7-5600U@2.60 GHz.

Example 1: An uncertain second-order plant is given by

\[ P(s) = \frac{b_1 s + b_2}{s^2 + a_1 s + a_2} \]  

(52)

with \( a_1 \in [0.5, 1] \), \( a_2 \in [-1, 1] \), \( b_1 \in [0.5, 1] \), and \( b_2 \in [1, 1.5] \). It is aimed to design a second-order controller

\[ K(s) = \frac{y_0 s^2 + y_1 s + y_2}{s^2 + x_1 s + x_2} \]  

(53)

such that the robust stability is ensured in the presence of parametric uncertainties, the magnitude of the sensitivity function \( |S(j\omega)| < -3 \text{ dB} \) in the frequency range \( \omega \in (0.01 \text{ rad/s}, 0.1 \text{ rad/s}) \), and the magnitude of the complementary sensitivity function \( |T(j\omega)| < -3 \text{ dB} \) in the frequency range \( \omega \in (50 \text{ rad/s}, 100 \text{ rad/s}) \).

In view of the parametric uncertainties in the plant, there are 16 polytopic systems, because \( a_1, a_2, b_1, \) and \( b_2 \) are all within the prescribed upper bound and lower bound. To demonstrate the effect of these uncertainties on the system, Fig. 1 shows the bode diagrams of these 16 polytopic systems.

Furthermore, \( d_c(s) \) can be chosen by the characteristic polynomial that is determined from the closed-loop system under practically feasible poles, and the order of \( d_c(s) \) should be kept as low as possible if the results already meet the specifications. Along these lines, a strictly Hurwitz polynomial is chosen as \( d_c(s) = s^4 + 4.5s^3 + 6.225s^2 + 4.525s + 1.5 \) in this work, which yields the poles at \(-0.77, -2.77, \) and \(-0.48 \pm 0.68i\), such that the performance baseline is governed with this setting. To the industrial preference in terms of practical implementation, \( x_2 \) is set to be zero, and by solving the LMIs, the fixed-order controller parameters are given by \( x_1 = 0.8213, y_0 = 20.0270, y_1 = 18.3422, \) and \( y_2 = 18.4318. \) In the simulation, random plant parameters are generated within the uncertain bound, and one set of these parameters is given by \( \tilde{a}_1 = 0.7863, \) \( \tilde{a}_2 = 0.4128, \) \( \tilde{b}_1 = 0.6132, \) and \( \tilde{b}_2 = 1.4309, \) which constructs the uncertain plant \( \tilde{P}(s) \).

The robust stability can be easily verified against the existence of parametric uncertainties. Furthermore, the bode diagrams of the uncertain plant \( \tilde{P}(s) \), the controller \( K(s) \), and the open-loop system \( \tilde{P}(s) \) and \( K(s) \) are shown in Fig. 2.

Also, Figs. 3 and 4 depict the bode diagrams of the sensitivity and complementary sensitivity functions, respectively, and they clearly show that the design specifications on the robust performance in terms of the sensitivity and complementary sensitivity functions are met.

To demonstrate the effectiveness of the proposed development in terms of computational efficiency and system
Fig. 5. Comparison results of the time response with $x_2 = 0$ using Method 1 (the proposed robust controller synthesis approach), Method 2, and Method 3.

performance, a comparison study is conducted. In the following, our proposed approach in this work is denoted by Method 1. Also, another two approaches based on the GKYP lemma are used for comparative purposes, and the Hurwitz polynomial is kept the same. Note that the approach presented in [31] is denoted by Method 2, which is a more conservative design approach as it provides only a sufficient condition for the performance guarantee. Moreover, the approach presented in [34] is denoted by Method 3, which gives the fixed-order controller design principle considering all the extreme systems in the uncertain domain without loss of conservatism. The number of parametric uncertainties in the plant model is 4, and thus, the number of LMI s in Method 3 is 80 (16 sets), while both Methods 1 and 2 give only 5 LMI s (1 set) to solve. Generally, it is the typical case that the size of each LMI in these methods is the same, respectively. By solving these LMI s, the processing time (solver time) in all these methods is recorded, which is given by 0.7672, 1.5872, and 256.6223 s, respectively. From the above results, it is clear that our proposed method is slightly more efficient than Method 2, but it shows significant improvement compared with Method 3.

With Method 2, the controller parameters are given by $x_1 = 0.7811$, $y_0 = 1.9825$, $y_1 = 2.8963$, and $y_2 = 1.1919$; with Method 3, the controller parameters are given by $x_1 = 0.2514$, $y_0 = 14.4982$, $y_1 = 7.1815$, and $y_2 = 1.5031$. Next, a simulation study in the time domain is presented, where a step tracking problem is investigated, and the details are depicted in Fig. 5. The values of the root-mean-square error (RMSE) attained using these three methods are given by 0.0901, 0.2573, and 0.1035, respectively. The maximum overshoot is given by 7.98%, 28.14%, and 9.28%, respectively. For the steady-state error (SSE), it can be easily calculated, which is given by 0 for all these methods. It can be clearly observed that Methods 1 and 3 give rather good system performance, while Method 2 suffers from conservatism. Comparing Methods 1 and 3, Method 3 is much more time-consuming. Based on the discussions above, our claims and contributions are successfully validated.

Additionally, we perform a test without setting $x_2$ to be zero. With the proposed method, the fixed-order controller parameters are given by $x_1 = 1.5177$, $x_2 = 1.5867$, $y_0 = 13.2818$, $y_1 = 10.1106$, $y_2 = 12.6122$, and this controller also stabilizes the closed-loop systems with all prescribed specifications satisfied. In this case, the bode diagrams of the plant, the controller, and the open-loop system are shown in Fig. 6. Also, the bode diagrams of the sensitivity function and the complementary sensitivity function are depicted in Figs. 7 and 8, respectively. Moreover, comparison results of the time response between
setting $x_2 = 0$ and $x_2 \neq 0$ are shown in Fig. 9. When setting $x_2 \neq 0$, the RMSE is 0.1103, the maximum overshoot is 0.08%, and the SSE is 0.0350. Compared with the results when setting $x_2 = 0$, this test (when setting $x_2 \neq 0$) gives worse performance in terms of the RMSE and SSE, but better performance in terms of the overshoot. Note that the user can set any additional requirements on the controller structure, such as $x_2 = 0$ or $x_2 \neq 0$, based on the specific requirements, and the proposed approach will return a feasible solution if one exists.

VI. CONCLUSION

This work presented the design and development of a fixed-order controller for SISO systems with interval matrix uncertainties, such that the robust stability and performance under a prescribed finite frequency range are attained. The robust stability condition in terms of SPRness is established, and the robust performance condition under a finite frequency range is also constructed, with the notion of generalized CL-SPRness and the equivalence between SPRness and SBNness. With this approach, the LMI conditions are formulated to meet the stability criteria and the performance specifications. Rather importantly, it avoids much of the excessive computational efforts and conservativeness required in various available alternative methods in the existing literature; because this approach here presents a new routine such that only one set of LMIs is required to be solved, and with restricted frequency ranges in the design specifications taken into account. Additionally, a numerical example is provided to validate the theoretical results. Suitable and interesting future work would be to incorporate certain time-domain specifications in the formulated problem; for instance, LMIs can also be used for regional pole placement of polytopic systems.
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