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Abstract. We introduce a theoretical framework for simultaneous refractive index and thickness measurement of multilayer systems using the Fourier domain optical coherence tomography (FD-OCT) system without any previous information about the item under investigation. The input data to the new formalism are the FD-OCT measured optical path lengths and properly selected spectral components of the FD-OCT interference spectrum. No additional arrangement, reference reflector, or mechanical scanning is needed in this approach. Simulation results show that the accuracy of the extracted parameters depends on the index contrast of the sample while it is insensitive to the sample’s thickness profile. For transparent biological samples with smooth interfaces, when the object is in an aqueous medium and has indices < 1.55, this method can extract indices and thicknesses with the absolute error \( \leq 0.001 \). © 2017 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JBO.22.1.015002]
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1 Introduction

Optical coherence tomography (OCT) is a noninvasive interferometric imaging technique that provides high-resolution morphological cross-sectional information, thus enabling the three-dimensional (3-D) reconstruction of the reflectivity profile of structures. In the last decade, OCT has become a pervasive imaging standard tool for diagnosis and monitoring of several ocular diseases.1 The first generation OCT system, called time-domain OCT (TD-OCT), was based on mechanically scanning a reference mirror to measure the time-of-flight of the optical signal reflected from the sample.2 Another main category of OCT systems is Fourier-domain OCT (FD-OCT) whereby the reference arm is fixed and the detection system is replaced with a spectrometer. The internal structure of the object is then revealed by Fourier transform of the interference spectrum between the reference and sample arms fields.3 FD-OCT dramatically improves the detection sensitivity and enables significantly higher scan speeds than earlier TD-OCT.4 Current implementations of OCT imaging can provide only the optical path length between reflecting structures. In order to extract the optical properties and the true structure size of the object under investigation, separation of refractive index and thickness from the OCT-measured optical paths is needed.

The ability to noninvasively measure both refractive index and thickness of biological tissues could have broad medical applications. In optical diagnostics, monitoring changes in refractive index can help distinguish between tissue with normal or abnormal function, thus enabling earlier disease detection.7 For example, in ophthalmology, accurate knowledge of the cornea refractive index and thickness can help to improve the outcome of surgical procedures while they are indicators of cornea states of hydration and intraocular pressure.8 Also, the retina layers profile is linked to diseases like glaucoma,9 diabetes,10 and several neuro-ophthalmic diseases like Alzheimer’s, Parkinson’s, and multiple sclerosis.11 Therefore, accurate measurement of the retina layers true thickness and refractive index profile can help for early diagnosis and prognosis of the diseases. Other applications can be found in brain tumor,12 breast cancer,13 etc.

Several techniques have been reported for simultaneous measurement of refractive index and thickness using an OCT system in both TD and FD. These techniques suitable for single layer objects can be listed in TD as low-coherence reflectometry,14–18 focus-tracking method,19–22 bifocal optical coherence reflectometry,23–25 digital refocusing technique,26,27 and tandem configuration of interferometers for dispersion-insensitive measurements.18,28 In the FD approach, the simultaneous measurement of refractive index and thickness of a single layer object has been reported using a reference plane behind the object,29,30 providing a step on the object,31 using a dual sample probe32 or by fitting a modeled signal to the actual spectrum.33

For more than one-layer objects, the focus-tracking technique has been used to measure the refractive index and thickness of two- and three-layer systems (the cornea)32,43 and three layers of the skin.44 This technique employs low-coherence interferometry combined with the translation of the focus of an objective lens inside biological tissues. The measurement accuracy of this method is usually limited by the resolution of translation stages (moving the focus point or the sample) installed in the system. Also, the FD approach has been used for three-layer silica-crown-dental composite–silica structure.35,46 In the proposed method, the real spectral data are fitted to a modeled signal spectrum searching for index and thickness. A computer program searches for a wide range of possible index and thickness
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combinations, using the optical path length of each layer as constraints until the best fit is achieved. This approach is purely a fitting process without measuring index and thickness.

In the search for a new approach, in this article, we first show that under assumptions consistent with FD-OCT technology, there is a theoretical framework for the analysis of spectral OCT data that decouples the index of refraction and thickness information in stratified media without needing any previous information about the item under investigation. We use computer simulation to implement the methodology associated with the new framework. Our simulated experimental FD-OCT signal will be generated using the transfer matrix method. We then investigate the relationship between the accuracy of this framework and the built-in assumptions for a range of multilayer cases simulating real-world applications.

For simplicity and without losing the generality, we use the new framework to extract two-layer system parameters. These parameters are refractive index and thickness of the layers and the last medium index of refraction. We test the methodology for simulating real-world applications. Our simulated experimental FD-OCT signal is obtained from the Fourier transform of the interference spectrum. We use computer simulation to implement the methodology associated with the new framework. Our simulated experimental FD-OCT signal will be generated using the transfer matrix method. We then investigate the relationship between the accuracy of this framework and the built-in assumptions for a range of multilayer cases simulating real-world applications.

2 Method

We start with the basic FD-OCT geometry, depicted in Fig. 1, where the field amplitude of the beam from a short coherent light source is divided into two beams, one incident on a reference mirror and one incident on the object. We assume a stratified object with ideally flat interfaces. We also assume that the object is nonabsorbing, isotropic, and homogeneous in refractive index. The fields reflected from the object and reference mirror are recombined onto a spectrometer. We model the spectrometer signal using the simple but often used summation method, which assumes that the field components arising from multiple scattering between interfaces (multiple reflections) inside the object are negligible. This approximation is valid for biological samples.

At the beam splitter, the field reflected from the reference mirror has traveled a round trip distance of \(2Z_R\) and can be given as follows:

\[
U^R(k) = r(R) s(k) \exp(i 2k Z_R),
\]

where \(k\) is the wavenumber, \(s(k)\) is the source spectral amplitude, and \(r(R)\) represents the reflectivity of the reference mirror, assuming to be unity. The total field reflected from the object at the beam splitter position is the sum of the fields reflected from each interface:

\[
U^O(k) = s(k) \sum_{i=0}^{N+1} r(i) \exp(i 2k \sum_{l=0}^{i} n_l d_l),
\]

where \(k\) is the wavenumber in free space, \(N\) is the number of layers, \(n_l\) and \(d_l\) are the refractive index and the physical thickness of the \(l\)th layer \((n_0d_0 = Z_0)\), and \(r(i)\) is the field amplitude reflected from each interface. The reflected field amplitude depends on the incident field amplitude on the interface. For low refractive index contrast, we can make the approximation that the incident signal on each interface is the same and the reflected field amplitude \(r(i)\) is the Fresnel coefficient.

The detected signal intensity by the detector after interference between the two-arm fields is as follows:

\[
P^{SUM}(k) = |U^R + U^O|^2.
\]

For a two-layer system, Eq. (3) takes the form:

\[
P^{SUM}(k) = S(k) \{1 + r_1^2 + r_2^2 + r_3^2\}
+ 2S(k) \{r_1 r_2 \cos(2k \delta_1) + r_1 r_3 \cos(2k \delta_1 + \delta_2)\}
+ r_3^2 \cos(2k \delta_3) + 2S(k) \{r_1 r_3 \cos(2k \delta_0)\}
+ r_3^2 \cos(2k \delta_0 - \delta_1) + r_3^2 \cos(2k \delta_0 - \delta_1 - \delta_2)\},
\]

where \(S(k)\) is the source power spectral density, \(\Delta Z_R\) is the mismatch in arm’s length, and \(\delta_1\) and \(\delta_2\) are the optical path lengths of each layer. The right-hand side of Eq. (4) contains three groups of terms: the first term is a constant offset (DC), the second is an autocorrelation (AC), and the third is a cross-correlation terms. In the conventional FD-OCT system, the DC and AC terms are considered unwanted terms and can be removed by phase-shifting interferometry. The normalized spectral response of the detector, \(I(k)\), after removing the DC and AC terms is as follows:

\[
I(k) = \frac{P^{SUM}(k) - DC - AC}{2S(k)}
= r_1^2 \cos(2k \Delta Z_0) + r_2^2 \cos(2k \Delta Z_0 - \delta_1)
+ r_3^2 \cos(2k \Delta Z_0 - \delta_1 - \delta_2),
\]

In our new approach, we first obtain the optical path length of each layer \((\delta_1, \delta_2)\), the usual output from a conventional FD-OCT obtained from the Fourier transform of the interference spectrum. When this information is fed back into \(I(k)\) in Eq. (5), the only unknowns left are the Fresnel coefficients. For a two-layer system with three interfaces, there are three Fresnel coefficients to be calculated. We may find three appropriate values of \(k(k_1, k_2, k_3)\), such that their application in Eq. (5) gives three linearly independent equations. The Fresnel coefficients can be found from the following matrix equation:

\[
\begin{bmatrix}
  r_1^2 \\
  r_2^2 \\
  r_3^2
\end{bmatrix}
= \begin{pmatrix}
  I(k_1) \\
  I(k_2) \\
  I(k_3)
\end{pmatrix}
\]

where
Not all sets of spectral components can be used to solve Eq. (6) since for some sets, the matrix \((P)\) is singular, as the chosen wavenumber components provide the same phase information from the interfaces. The description of the determinant’s roots can be found in reference.\(^4\) Once the Fresnel coefficients are found, the required refractive index may then be extracted directly from the Fresnel coefficients, if \(n_0\) is known, using

\[
\begin{aligned}
\frac{r(j)}{n_{j-1} + n_j} = \frac{n_{j-1} - n_j}{n_{j-1} + n_j}, & \quad j = 1, 2, 3, \\
\end{aligned}
\]

and thickness of each layer can be extracted then from

\[
\begin{aligned}
&d_{1,2} = \frac{\delta_{1,2}}{n_{1,2}}, \\
&
\end{aligned}
\]

In summary, we extract both refractive index and thickness by

1. obtaining the normalized spectrum free from DC and AC terms [Eq. (5)],
2. extracting the optical thickness from the Fourier transform of Eq. (5),
3. selecting appropriate wavenumber components,
4. constructing the matrix equation, Eq. (6),
5. extracting indices from the Fresnel coefficients [Eq. (8)],
6. extracting layer thicknesses from Eq. (9). 

It is worth noting that Eq. (6) can be generalized to any multilayer systems. An \(N\)-layer system has \(N + 1\) interfaces; therefore, we need \(N + 1\) spectral components to calculate \(N + 1\) Fresnel coefficients, so we have

\[
\begin{aligned}
\begin{pmatrix}
I(k_1) \\
I(k_2) \\
\vdots \\
I(k_{N+1})
\end{pmatrix}
&= (P)^{-1}
\begin{pmatrix}
r(1) \\
r(2) \\
\vdots \\
r(N+1)
\end{pmatrix},
\end{aligned}
\]

where the matrix is

\[
\begin{pmatrix}
\cos(2k_1 \Delta_{Z_0}) & \cos[2k_1(\Delta_{Z_0} - \delta_1)] & \cdots & \cos[2k_1(\Delta_{Z_0} - \sum_{i=1}^{N} \delta_i)] \\
\cos(2k_2 \Delta_{Z_0}) & \cos[2k_2(\Delta_{Z_0} - \delta_1)] & \cdots & \cos[2k_2(\Delta_{Z_0} - \sum_{i=1}^{N} \delta_i)] \\
\cdots & \cdots & \cdots & \cdots \\
\cos(2k_{N+1} \Delta_{Z_0}) & \cos[2k_{N+1}(\Delta_{Z_0} - \delta_1)] & \cdots & \cos[2k_{N+1}(\Delta_{Z_0} - \sum_{i=1}^{N} \delta_i)]
\end{pmatrix}
\]

the Fresnel coefficients be small, meaning that the indices difference across an interface (index contrast) be small. As the contrast increases, multiple reflections are no longer negligible and hence, the summation method is not sufficient to describe the reflected spectrum accurately. This induces error in the sample’s extracted parameters using the matrix formulation [Eq. (6)].

To illustrate the impact of refractive index profile on the extracted parameters for biological applications, we assume that a two-layer system is immersed into an aquatic medium with index of refraction 1.337. The extracted parameters error distribution map is provided for a range of \(n_1\) and \(n_2\) from 1.337 to 1.90 in 0.11 increments while \(n_1 = 1.337\) but must be estimated by the program. Both thicknesses are set to 30 \(\mu\)m and a total of 2600 test models were thus tested. In Fig. 2, the horizontal axis corresponds to the actual \(n_1\) value and the vertical axis corresponds to the actual \(n_2\) value in the models tested, and the color map is the extracted parameter error. The irregularities appearing on the top right and the narrow band on the bottom of the figure correspond to the models that their optical thicknesses could not be determined correctly by the FD-OCT simulation program due to very large refractive index contrast ratio between the interfaces.

The error distribution in \(n_1:n_2\) space for \(n_1\) in Fig. 2(a) shows that for \(n_1 < 1.55\), the absolute error is consistently

3 Results

In this section, we test the applicability of the introduced index-thickness measurement method for specific system realizations against digitally constructed test data. A realistic FD-OCT signal will be generated using the transfer matrix method to simulate real life data acquisition. We will use the new formalism to extract two-layer system parameters (i.e., \(n_1, n_2, n_3, d_1, d_2\)) to validate the new framework in a perfect situation when the error in optical thickness measurement is negligible \((\varepsilon = 0)\). We will test the new methodology for a wide range of index contrasts and thickness of two-layer systems to determine if there is any systematic dependence of the “error” (the difference between actual parameters and extracted parameters) with respect to index contrast and thickness. Although there might be applications for the work presented in this article outside of the OCT framework, the work presented here is focused on biological applications of OCT. The more realistic situation when \(\varepsilon \neq 0\) will be discussed in the next section.

3.1 Impact of Refractive Index Profile

As discussed previously on the summation method, the main constraint on our index-thickness extraction method is that...
less than 0.001, an area of interest as it is more desirable for biological applications. The region with the same accuracy for \( n_2 \), Fig. 2(b), is roughly restricted to \( n_1 < 1.75 \) and \( n_2 < 1.55 \) and for \( n_3 \), in Fig. 2(c), is limited to the region with \( n_1 < 1.70 \) and \( n_2 < 1.70 \). From Fig. 2, we may conclude that \( n_1, n_2, \) and \( n_3 \) can be extracted with the absolute error \( \leq 0.001 \) for those test models having both \( n_1, n_2 \leq 1.55 \).

The relative error distribution of the extracted thicknesses follows almost the same pattern of the corresponding index since from Eq. (9), we have

\[
\frac{\Delta d_{1,2}}{d_{1,2}} = \pm \sqrt{\left( \frac{\Delta \delta_{1,2}}{\delta_{1,2}} \right)^2 + \left( \frac{\Delta n_{1,2}}{n_{1,2}} \right)^2},
\]

(12)

3.2 Impact of Sample Thickness

The impact of the sample thickness on extracting the parameters is evaluated in this section. We consider a two-layer test model with \( n_0 = 1.337, n_1 = 1.345, n_2 = 1.351, \) and \( n_3 = 1.337 \). The thickness of the first layer is fixed at 30 \( \mu m \) and the thickness of the second layer varies from 30 \( \mu m \) up to 1580 \( \mu m \), which is the maximum detectable range of our FD-OCT simulation system with 20 \( \mu m \) increments. The parameters to be extracted are the index and thickness of each layer and the last medium index of refraction. The test result is shown in Fig. 3, where the vertical axis is the error in the extracted parameters and the horizontal axis is the varying thickness. In this figure, the left panel shows the error in the refractive indices and the right panel shows the relative error in the thicknesses. It can be seen that the error of index extraction is insensitive to the sample’s thickness profile. Our tests have also shown the same behavior when \( d_2 \) is fixed and \( d_1 \) is swept.

4 Discussion

So far, we have discussed only the ideal situation, where the actual optical path lengths are known exactly, where Eq. (6) could be solved for any wavenumber components as long as the determinant of the matrix is not zero. However, in practice, there is always an uncertainty (\( \varepsilon \)) associated with the measured optical path (\( \delta' \)), so
the value input into the parameter extraction algorithm may deviate from the actual optical path ($\delta$) so that

$$\delta' = \delta \pm \epsilon.$$  

(13)

Since in practice, the matrix in Eq. (6) is constructed from the measured optical path lengths, there is a nonlinear phase shift between the matrix and the signal on the right-hand side of Eq. (6). Therefore, in the presence of $\epsilon$, there will be a constraint on wavenumber selection in addition to the roots of the determinant and inappropriate selection of the wavenumber components can lead to significant errors. Given that this matrix equation presents a coupled set of transcendental equations containing index terms on both sides of the equal signs, the impact of $\epsilon$ on index determination is not transparent so the behavior of the extracted parameters is best investigated by simulation. A framework for selecting the suitable spectral components is investigated in the following section.

### 4.1 Finding a Suitable Set of Wavenumber Components

We illustrate the impact of the optical path length measurement error on the efficacy of parameter extraction using the following randomly selected two-layer system with indices $n_0 = 1.337$, $n_1 = 1.345$, $n_2 = 1.351$, and $n_3 = 1.337$ and thicknesses $d_1 = 10 \, \mu m$ and $d_2 = 30 \, \mu m$ and assuming that $\Delta Z_2 Z_3 = 0$. Errors of $\epsilon_1 = +3.0 \, \text{nm}$ for the first layer and $\epsilon_2 = +10.0 \, \text{nm}$ for the second layer are arbitrarily introduced, to mimic the optical path length measurement error. Although the variation of the errors with $\epsilon > 0$ and $\epsilon < 0$ is not symmetric, our tests have shown that the whole discussion with $\epsilon > 0$ is also valid for $\epsilon < 0$. In order to solve Eq. (6), three spectral components are needed ($k_1, k_2, k_3$). We fix $k_1$ and $k_2$ at two arbitrary values [$k_1 = 6.80 \, (\mu m)^{-1}$, $k_2 = 6.85 \, (\mu m)^{-1}$] and sweep $k_3$ [from 6.85 to 7.00 $(\mu m)^{-1}$] to investigate the behavior of the extraction algorithm. The errors in extracting refractive indices are shown in Fig. 4, where the left vertical axis is the error in the extracted indices, the horizontal axis is $k_3$, and the second axis is the plot of the determinant of $P$.

From Fig. 4, it is seen that the errors in extracting indices vary with wavenumber. The figure also shows that the errors diverge where the determinant is zero and converge around the determinant’s extrema. In fact, better convergence is observed with a larger magnitude of the determinant. This is a systematic behavior of the extracted parameter errors with respect to the wavenumber components and has been observed throughout our large number of tests. Since the determinant value solely depends on the chosen set of the spectral components, we may conclude from the observation in Fig. 4, that in order to reduce (if not minimize) the error of all the extracted parameters, we may look for a set of wavenumbers ($k_1, k_2, k_3$) that provides large magnitude (if not maximizes) of the determinant.

According to Hadamard’s maximum determinant problem, the formal maximum of the $3 \times 3$ matrix presented in Eq. (7) with all entries on the closed unit disk is $3^{3/2} = 5.196$. Since the formal approach to maximize the determinant of the matrix is too complicated and out of the scope of this article, we use a heuristic search to find a special set out of many possible sets. Thereby, it may not be the optimal selection but as we will show below it provides excellent estimates of the index parameters. Using the approach described in reference, a set of possible wavenumber components for the example case mentioned above is $k_1 = 6.52 \, (\mu m)^{-1}$, $k_2 = 8.52 \, (\mu m)^{-1}$, and $k_3 = 8.64 \, (\mu m)^{-1}$, which generate a determinant of 3.977. In order to show the behavior of the extracted indices errors with the new set of wavenumbers, we fix $k_1$ and $k_2$ at the given values above and sweep $k_3$ from 8.52 to 8.67 $(\mu m)^{-1}$ and plot the extracted indices errors versus wavenumber (Fig. 5). The determinant of the matrix is also plotted as a reference in the figure (the right axis).

It can be observed from Fig. 5 that the errors are reduced simultaneously around the maximum of the determinant (indicated

---

**Fig. 4** The dependence of the extracted refractive indices errors as a function of the third wavenumber. The left axis shows error, and the right axis shows the determinant value. Two of the wavenumbers are chosen at arbitrary values and the third ($k_3$) is scanned. In this illustrative example, $n_0 = 1.337$, $n_1 = 1.345$, $n_2 = 1.351$, $n_3 = 1.337$, $d_1 = 10 \, \mu m$, and $d_2 = 30 \, \mu m$. The introduced error in OT is $\epsilon_1 = +3.0 \, \text{nm}$ for the first layer and $\epsilon_2 = +10.0 \, \text{nm}$ for the second layer. The chosen wavenumbers are $k_1 = 6.80 \, (\mu m)^{-1}$, $k_2 = 6.85 \, (\mu m)^{-1}$, and $k_3$ swept from 6.85 to 7.00 $(\mu m)^{-1}$.

**Fig. 5** The dependence of the extracted refractive index errors as a function of wavenumber selection for a two-layer system. The left axis is for refractive index error, and the right axis shows the determinant value. The wavenumbers are obtained from the algorithm that maximizes the determinant. In this illustrative example, $n_0 = 1.337$, $n_1 = 1.345$, $n_2 = 1.351$, $n_3 = 1.337$, $d_1 = 10 \, \mu m$, and $d_2 = 30 \, \mu m$. The introduced error in OT is $\epsilon_1 = +3.0 \, \text{nm}$ for the first layer and $\epsilon_2 = +10.0 \, \text{nm}$ for the second layer. The chosen wavenumbers are $k_1 = 6.52 \, (\mu m)^{-1}$, $k_2 = 8.52 \, (\mu m)^{-1}$ and $k_3$ swept from 8.52 to 8.67 $(\mu m)^{-1}$. The indicator line corresponds to $k_3 = 8.64 \, (\mu m)^{-1}$ obtained from the algorithm.
by a dashed line on Fig. 5). The errors at the determinant’s maximum are $n_1^{\text{actual}} - n_1^{\text{extracted}} = 3.23 \times 10^{-4}$, $n_2^{\text{actual}} - n_2^{\text{extracted}} = 2.98 \times 10^{-4}$, $n_3^{\text{actual}} - n_3^{\text{extracted}} = 2.79 \times 10^{-4}$, and for thicknesses after dividing the optical path length by the corresponding index of refraction, we obtain $d_1^{\text{actual}} - d_1^{\text{extracted}} = -4.62 \times 10^{-3}$ μm and $d_2^{\text{actual}} - d_2^{\text{extracted}} = -1.39 \times 10^{-2}$ μm.

5 Conclusion

In conclusion, we introduced in this article a new framework for simultaneous extraction of refractive index and thickness of multilayer systems, from its FD-OCT data, without any previous information about the item under investigation. No additional arrangement, reference reflector, or mechanical scanning is needed, which is the main advantage of this approach.

In this method, the accuracy of the extracted parameters depends on the refractive index contrast of the object and is insensitive to thickness profile. The index contrast limitation is due to inherent differences between the modeled and actual spectrum. Our theoretical model takes into account only single scattering events, but the actual spectrum contains multiple scattering events. We showed in Sec. 3.1 that in biological applications, when $n_{1,2} \leq 1.55$, two-layer systems indices can be extracted with the absolute error $\leq 0.001$. This implies that the maximum tolerable index contrast is in the range of $[1.55 - 1.337] = 0.233$. This limitation is not a problem for the biological system, where the refractive index rarely exceeds 1.45.

We showed in this article that the uncertainty in measuring the optical path lengths ($\varepsilon$) has a significant impact on the extracted parameter errors. Two main questions arising here are what is the maximum $\varepsilon$ that still allows extraction of parameters and how much is the accuracy loss in each parameter as $\varepsilon$ increases. The impact of large amounts of $\varepsilon$, which may occur in practice, is discussed in part 2 of this article. Also, the proposed methodology for selecting the best spectral components in Sec. 4.1 is based on empirical examples and has not been proven to be the best methodology and needs to be validated through a proper theoretical work-up.
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