Robustness of Noether’s Principle: Maximal Disconnects between Conservation Laws and Symmetries in Quantum Theory
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To what extent does Noether’s principle apply to quantum channels? Here, we quantify the degree to which imposing a symmetry constraint on quantum channels implies a conservation law and show that this relates to physically impossible transformations in quantum theory, such as time reversal and spin inversion. In this analysis, the convex structure and extremal points of the set of quantum channels symmetric under the action of a Lie group $G$ becomes essential. It allows us to derive bounds on the deviation from conservation laws under any symmetric quantum channel in terms of the deviation from closed dynamics as measured by the unitarity of the channel $E$. In particular, we investigate in detail the $U(1)$ and $SU(2)$ symmetries related to energy and angular momentum conservation laws. In the latter case, we provide fundamental limits on how much a spin-$j_A$ system can be used to polarize a larger spin-$j_B$ system, and on how much one can invert spin polarization using a rotationally symmetric operation. Finally, we also establish novel links between unitarity, complementary channels, and purity that are of independent interest.
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I. INTRODUCTION

A. Symmetry principles versus conservation laws

Noether’s theorem in classical mechanics states that for every continuous symmetry of a system there is an associated conserved charge [1–3]. This fundamental result forms the bedrock for a wide range of applications and insights for theoretical physics in both nonrelativistic and relativistic settings. Quantum theory incorporates Noether’s principle at a fundamental level, where for unitary dynamics generated by a Hamiltonian $H$ we have that an observable $A$ is conserved, in the sense of $\langle \psi | A | \psi \rangle$ being constant under the dynamics for any state $|\psi\rangle$, if and only if $[A, H] = 0$. In quantum field theory, Noether’s theorem gets recast as the Ward-Takahashi identity [4,5] for $n$-point correlations in momentum space.

In all of the above cases, a continuous symmetry principle is identified with some conserved quantity. However, the most general kind of evolution of a quantum state, for relativistic or nonrelativistic quantum theory, is not unitary dynamics but instead a quantum channel. This broader formalism includes both unitary evolution and open system dynamics, but also allows more general quantum operations such as state preparation or discarding of subsystems. It is therefore natural to ask about the status of Noether’s principle for those quantum channels that obey a symmetry principle.

A quantum channel $E$ [6] takes a quantum state $\rho_A$ of a system $A$ into some other valid quantum state $\sigma_B = E(\rho_A)$ of a potentially different system $B$. The channel respects a symmetry described by a group $G$, if we have that...
that does not correspond to any physical transformation that
is a stark example of a symmetry transformation
constitutes an example of a passive transformation that is
without any corresponding active realization. This is in
contrast to spatial rotations of \(A\) which admit either passive
or active realizations.

If \(A\) is a simple spin system, then the action of time
reversal on the spin angular momentum \(J\) degree of
freedom coincides with spin inversion, which transforms
states of the system as \(\rho_a \rightarrow T(\rho_a) = \Theta \rho_a \Theta^\dagger\). In the
Heisenberg picture, this transformation sends \(J \rightarrow -J\).
Indeed, while spin inversion is seemingly less abstract
than time reversal, it constitutes another symmetry trans-
formation in quantum theory that is forbidden in general—
a passive transformation with no active counterpart.

The strength of this prohibition on spin inversion
actually depends on the fundamental structure of quantum
theory itself. This can be seen if we ask the question: What is
the best approximation to spin inversion that can be
realized within quantum theory through an active trans-
formation, given by a quantum channel \(E\), of an arbitrary
state \(\rho_A\) to some new state \(E(\rho_A)\)? If we restrict to the
simplest possible scenario of \(A\) being a spin-1/2 particle
system, we have that spin inversion coincides with the
universal NOT gate for a qubit. It is well known that such a
gate is impossible in quantum theory [10], and the best
approximation of such a gate is a channel \(S_-\) that trans-
forms any state \(\rho\) with spin polarization \(P(\rho_a) := \text{tr}(J \rho_A)\)
into a quantum state \(S_-(\rho_A)\) such that
\begin{equation}
P(\rho_A) \rightarrow P(S_-(\rho_A)) = -\frac{1}{3} P(\rho_A).
\end{equation}

We refer to \(S_\) as the optimal inversion channel for the
system.

It is important to emphasize that the prefactor of \(-1/3\) is
fundamental and cannot be improved upon. Its numerical
value can be determined by considering the application of
quantum operations to one half of a maximally entangled
quantum state; anything closer to perfect spin inversion
would generate negative probabilities and would thus be
unphysical. Indeed, if we remove entanglement from
quantum theory, by restricting to separable quantum states,
then there would be no prohibition on spin inversion of the
system [11].

While this limit is easily determined for spin-1/2
systems, it raises the more general question:

\[ E(U_A(g)\rho_A U_B^\dagger(g)) = U_B(g)\sigma_B U_B^\dagger(g) \]

for all \(g \in G\), where \(U(g)\) denotes a unitary representation
of the group \(G\) on the appropriate quantum system.

However, even in the simple case of the \(U(1)\) phase
group \(U(\theta) = e^{i\theta N}\) generated by the number operator \(N\),
we know from quantum information analysis in asymmetry
theory [7] that situations arise in which the symmetry
constraint is not captured by \(\langle N \rangle = \text{tr}(N \rho)\) being constant
[8]. Indeed, even if we were given all the moments \(\langle N^k \rangle\)
of the generator \(N\) of the symmetry, together with all the
spectral data of the state \(\rho_A\), this turns out to still be
insufficient to determine whether \(\rho_A\) may be transformed to
some other state \(\sigma_B\) while respecting the symmetry.
Conversely, given a symmetry principle, there exist quan-
tum channels that can change the expectation of the
generators of the symmetry in nontrivial ways. These facts
imply that a complex disconnect occurs between sym-
metries of a system and traditional conservation laws when
we extend the analysis to open dynamics described by
quantum channels; see Fig. 1. Given this breakdown of
Noether’s principle, our primary aim in this work is to
address the following fundamental question:

\begin{align}
Q1. \text{What is the maximal disconnect between symmetry principles and conservation laws for quantum channels?}
\end{align}

Surprisingly, we shall see that this question relates to the
distinction between the notion of an active transformation
and a passive transformation of a quantum system.

B. Active versus passive: Forbidden transformations in quantum mechanics

In quantum mechanics, the time-reversal transformation
\(t \rightarrow -t\) is a stark example of a symmetry transformation
that does not correspond to any physical transformation that
could be performed on a quantum system \(A\) [9]. More
precisely, within quantum theory, time reversal must be
represented by an antiunitary operator \(\Theta\), and so it cannot
be generated by any kind of dynamics acting on a quantum
system. Instead, time reversal is a passive transformation,
namely, a change in our description of the physical system.
On the other hand, active transformations, such as rotations
or translations, are physical transformations with respect to
a fixed description (coordinate system) that can be per-
formed on the quantum system \(A\). Time reversal, therefore,
constitutes an example of a passive transformation that is
without any corresponding active realization. This is in
contrast to spatial rotations of \(A\) which admit either passive
or active realizations.

If \(A\) is a simple spin system, then the action of time
reversal on the spin angular momentum \(J\) degree of
freedom coincides with spin inversion, which transforms
states of the system as \(\rho_a \rightarrow T(\rho_a) = \Theta \rho_a \Theta^\dagger\). In the
Heisenberg picture, this transformation sends \(J \rightarrow -J\).
Indeed, while spin inversion is seemingly less abstract
than time reversal, it constitutes another symmetry trans-
formation in quantum theory that is forbidden in general—
a passive transformation with no active counterpart.

The strength of this prohibition on spin inversion
actually depends on the fundamental structure of quantum
theory itself. This can be seen if we ask the question: What is
the best approximation to spin inversion that can be
realized within quantum theory through an active trans-
formation, given by a quantum channel \(E\), of an arbitrary
state \(\rho_A\) to some new state \(E(\rho_A)\)? If we restrict to the
simplest possible scenario of \(A\) being a spin-1/2 particle
system, we have that spin inversion coincides with the
universal NOT gate for a qubit. It is well known that such a
gate is impossible in quantum theory [10], and the best
approximation of such a gate is a channel \(S_-\) that trans-
forms any state \(\rho\) with spin polarization \(P(\rho_a) := \text{tr}(J \rho_A)\)
into a quantum state \(S_-(\rho_A)\) such that
\begin{equation}
P(\rho_A) \rightarrow P(S_-(\rho_A)) = -\frac{1}{3} P(\rho_A).
\end{equation}

We refer to \(S_-\) as the optimal inversion channel for the
system.

It is important to emphasize that the prefactor of \(-1/3\) is
fundamental and cannot be improved upon. Its numerical
value can be determined by considering the application of
quantum operations to one half of a maximally entangled
quantum state; anything closer to perfect spin inversion
would generate negative probabilities and would thus be
unphysical. Indeed, if we remove entanglement from
quantum theory, by restricting to separable quantum states,
then there would be no prohibition on spin inversion of the
system [11].

While this limit is easily determined for spin-1/2
systems, it raises the more general question:
Q2. What are the limits imposed by quantum theory on approximate spin inversion and other such inactive symmetries?

Here, an inactive-symmetry transformation simply means a symmetry transformation that is purely passive and does not have an active counterpart. More precisely, and focusing on spin inversion, the question becomes the following: Given any quantum system \( A \), what is the quantum channel \( \mathcal{E} \) that optimally approximates spin inversion on \( A \)? For a \( d = 2 \) qubit spin system, this analysis essentially coincides with looking at depolarizing channels. However, for a \( d > 2 \) spin system, this connection with depolarizing channels no longer holds, and a more detailed analysis is required to account for the spin angular momentum of the quantum system.

C. Structure and scope of the problem

In this paper, our main focus is on the maximal disconnects between symmetry principles and conservation laws. We focus on symmetries corresponding to Lie groups, and the dominant case is the \( \text{SU}(2) \) rotational group. This provides an illustration of the nontrivial structures involved, but it also shows that the problem of performing an optimal approximation to spin inversion arises naturally. We do not consider more general inactive symmetries, but leave this to future work.

We first fully solve Q2 for the case of spin inversion and show that this can be better and better approximated at a state level as we increase the dimension of the spin. However, this has an information-theoretic caveat that things look quite different at a quantum channel level. The solution of spin inversion also connects with a seemingly paradoxical ability to perform \textit{spin amplification} under rotationally symmetric channels. We diagrammatically present these results in Fig. 2.

Both spin inversion and spin amplification turn out to be two extremal deviations from Noether’s principle and thus lead to the central question Q1. Here, we derive general bounds on deviations from conservation laws for general groups and systems. These describe the trade-off between allowed deviations and the departure from closed unitary dynamics as schematically portrayed in Fig. 3. Crucially, the quantity we use to measure the departure from closed unitary evolution is extremely well suited to physical scenarios: not only does it have a clean theoretical basis, but also it is experimentally measurable and avoids the exponential cost of full tomography of a quantum channel.

The nature of the considered questions requires one to understand the structural aspects of the set of symmetric quantum channels and, in particular, to have a strong handle on the extremal points of this set. One also needs an operationally sensible way to cast questions Q1 and Q2 into quantitative and well-defined forms. To these ends, we extend previous results on the structure of symmetric channels [12–16] and derive novel relations for the unitarity of a quantum channel [17], both of which are of independent interest to the quantum information community. Our primary methodological advances lie in combining the concept of unitarity, which is efficiently estimable, with harmonic analysis tools for quantum channels. The value of this new methodology is that it provides the means to address abstract features of covariant quantum channels normally expressed in terms of irreducible tensor operators, diamond norm measures, resource measures, etc., with quantities that are readily accessible via experimental methods.

Since our results provide general bounds on the behavior of expectation values of observables under symmetric dynamics, we believe that they may be of relevance to scientists working in quantum open systems, decoherence theory, and quantum technologies [18]. We explain in more detail...
detail how our work connects with the problem of benchmarking quantum devices [19,20], how it can be applied to improve error mitigation in quantum simulations [21], how it could be extended to study quantum-measurement theory [22], and how it bounds the thermodynamic transformations of quantum systems [23]. In each of these cases, we specify how concrete applications of our results can be made. Moreover, as Noether’s principle is fundamental and far-reaching, our studies are of potential interest to people investigating foundational topics and relativistic physics [24,25].

The structure of the paper is as follows. In the next section, we give a detailed overview of our main results, and then in the rest of the paper, we gradually introduce all the necessary ingredients that allow us to rigorously address the questions posed here and derive our results. In Sec. III, we introduce the notation and provide preliminaries on covariant quantum channels. Next, in Sec. IV, we define quantitative measures of the departure from conservation laws and from closed unitary dynamics. Section V contains the technical core of our paper with a detailed analysis of the convex structure of the set of symmetric channels. In Sec. VI, we then use these mathematical tools to address the problem of spin inversion and amplification, while in Sec. VII we derive trade-off relations between conservation laws and decoherence. Section VIII is devoted to potential applications of our results to various fields of quantum information science. Finally, Sec. IX contains the conclusions and outlook.

II. OVERVIEW OF MAIN RESULTS

The central message of our work is that we extend Noether’s principle and the general relationship between symmetry and conservation laws to arbitrary quantum evolutions with a natural regulator to measure the openness of the dynamics, which can be efficiently estimated experimentally. We thus provide a concrete methodology to answer questions Q1 and Q2 that is framed in terms of experimentally accessible quantities and can be directly applied to the developing field of quantum devices and technologies. In what follows, we describe the key specific features of this framework.

A. The optimal spin inversion channel

We first address question Q2 by studying in detail the problem of approximating spin-polarization inversion for spin-\(j_A\) system \(A\) with \((2j_A + 1)\)-dimensional Hilbert space \(\mathcal{H}_A\). The higher-dimensional spin angular momentum observables \(J_A := (J_A^x, J_A^y, J_A^z)\) along the three Cartesian coordinates generate rotations corresponding to elements \(g \in \text{SU}(2)\), which act on the system via the unitary representations \(U_A(g)\) describing the underlying symmetry principle. A channel \(\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_A)\) is symmetric under rotations, or \(\text{SU}(2)\) covariant, if it satisfies Eq. (1) for all states \(\rho_A \in \mathcal{B}(\mathcal{H}_A)\) and \(g \in \text{SU}(2)\) (since the input and output systems are the same, we have \(B = A\)). Now, rotational invariance ensures that the symmetric channel \(\mathcal{E}\) acts on single-spin systems isotropically. As a result, spin-polarization vector \(Pf(\rho_A)\) of an initial state \(\rho_A\) is simply scaled by the action of \(\mathcal{E}\), i.e.,

\[
P(\mathcal{E}(\rho_A)) = f(\mathcal{E})P(\rho_A)
\]

for a single parameter \(f(\mathcal{E})\) that is independent of \(\rho_A\) or the spatial direction. The question Q2 thus amounts to determining the symmetric quantum channel \(S_-\) with coefficient \(f(S_-)\) that is as close as possible to \(-1\) (which can be achieved only by the unphysical spin inversion operation).

As the set of all symmetric channels is convex, this becomes a convex optimization problem whose solution is attained on the boundary of the set. The convex structure of \(\text{SU}(2)\)-symmetric quantum channels on spin systems has been previously examined by Nuwairan in Ref. [14], where a characterization of extremal channels is given. We review these results in Sec. VA and extend the analysis in terms of the Liouville and Jamiołkowski representations of channels (see Sec. III for details). This, in turn, allows us to directly compute the scaling factors \(f(\mathcal{E})\) for any symmetric channel.

The convex set of \(\text{SU}(2)\)-covariant quantum channels on a spin-\(j_A\) system forms a simplex with \(2j_A + 1\) vertices, each corresponding to a completely positive and trace-preserving (CPTP) map \(\mathcal{E}^L\) labeled by an integer \(L \in \{0, \ldots, 2j_A\}\). Therefore, any such symmetric channel \(\mathcal{E}\) is a convex combination of these extremal covariant channels:

\[
\mathcal{E} = \sum_{L=0}^{2j_A} p_L \mathcal{E}^L,
\]

where \(\{p_L\}_{L=0}^{2j_A}\) forms a probability distribution.

The following result gives the best physical approximation to spin inversion and is proved and generalized to different input and output systems in Theorem 9 of Sec. VI B.

Result 1. The optimal spin-polarization inversion channel is achieved by \(S_- := \mathcal{E}^{2j_A}\), the extremal point of \(\text{SU}(2)\)-covariant channels with the largest dimension \(2j_A + 1\) of the environment required to implement it. It results in an inversion factor

\[
f(S_-) = \frac{-j_A}{j_A + 1} = -1 + O(1/j_A).
\]
system, the larger the maximal spin inversion factor. Specifically, the optimal channel \( S_- \) in the limit \( j_A \to \infty \) approaches \( f(S_-) \to -1 \), which is the value obtained under the inactive spin inversion transformation. However, this feature alone does not imply that the channel \( S_- \) behaves more like spin inversion as the dimension of the system increases. As shown previously [8], once one goes beyond unitary dynamics, the angular momentum observables do not provide a complete description of symmetry principles and information-theoretic aspects become crucial.

To explicitly quantify this aspect, in Sec. VIC we compare the fidelity between the output of an active symmetric channel versus the passive transformation of spin inversion \( T \). We restrict to input states \( \rho_A \) within the convex hull of spin-coherent states, as these behave classically in the sense of saturating the Heisenberg bound. We find that the output fidelity is given by

\[
F(E(\rho_A), T(\rho_A)) = p_{2j_A} \left( 1 - \frac{2j_A}{1 + 4j_A} \right),
\]

which is maximized whenever \( p_{2j_A} = 1 \), i.e., whenever \( E \) coincides with the optimal spin inversion channel \( S_- \). Notice that while \( f(S_-) \) approaches \(-1\) as we increase \( j_A \), the fidelity achieves only \( F(S_-(\rho_A), T(\rho_A)) \to 1/2 \) in the limit, with the highest bound occurring for \( j_A = 1/2 \). In other words, the actions of the symmetric channel \( E \) and the passive transformation \( T \) on quantities beyond \( P(\rho_A) \) distinguish the two and limit the fidelity at the state level.

**B. Spin amplification**

The simple structure of the extremal points of SU(2)-covariant channels generalizes to the situation where the input and output spaces correspond to different irreducible spin systems. We discuss all these aspects in Sec. VA and extensions to general compact Lie groups in Sec. VB. The convex set of symmetric channels \( E : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B) \), where \( \mathcal{H}_A \) and \( \mathcal{H}_B \) are Hilbert spaces for spin-\( j_A \) and spin-\( j_B \) systems, forms a simplex now with \( 2 \max (j_A, j_B) + 1 \) extremal points. In this scenario, it also holds that the spin polarization of any input state is scaled isotropically by a constant parameter \( f(E) \), which depends only on the particular symmetric channel \( E \). While for \( j_A = j_B \), it was always the case that \( f(E) \leq 1 \), this no longer holds true for \( j_B > j_A \), and the spin can be amplified under a symmetric open dynamics. The ultimate limits of this are derived in Theorem 10 and are summarized as follows.

**Result 2.** Let us denote by \( \kappa_+ = \max_E f(E) \), where the maximization occurs over the convex set of SU(2)-covariant channels \( E : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B) \). Then the maximal spin amplification factor \( \kappa_+ \) is given by

\[
\kappa_+ = \frac{j_B + 1}{j_A + 1} \quad \text{for} \quad j_A < j_B.
\]

The above result may initially seem paradoxical: Using purely rotationally invariant transformations on a quantum system, we are free to arbitrarily increase the expectation value of angular momentum. This provides a dramatic example of the disconnect between symmetry principle and conservation laws. This surprising spin amplification effect requires that the dynamics is not unitary but is instead given by a quantum channel with nontrivial Kraus rank, and the intuitions we acquire while dealing with unitary evolution fail badly when we look at more general open quantum dynamics.

But where does this new angular momentum come from? Here, the ability to perform approximate spin inversion comes in. Any symmetric quantum channel can be purified to a Stinespring dilation involving a symmetric unitary \( V \) and an environment \( E \) in a pure state \( |\eta\rangle_E \) with zero angular momentum [26–28],

\[
E(\rho_A) = \text{tr}_E V(\rho_A \otimes |\eta\rangle_E \langle \eta|) V^\dagger,
\]

where we have that \( AE \) and \( BC \) denote the two different ways of factoring the global system. Since angular momentum is exactly conserved across the joint system \( AE \), we see that we must have

\[
P(\rho_A) = \mathcal{P}(E(\rho_A)) + \mathcal{P}(\hat{E}(\rho_A)),
\]

where \( \hat{E} \) denotes the complementary channel to \( E \) obtained by tracing out \( B \) after the action of the global unitary \( V \) [6]. We now see that spin inversion and spin amplification are complementary to each other. Namely, given any spin amplification for which \( f(E) > 1 \), Eq. (9) necessarily implies that the complementary channel must have \( f(E) < 0 \), and thus is a spin inversion channel. Some of these features have been discussed previously from the perspective of asymmetry theory [29] and earlier in relation to optimal cloning and the universal-NOT gate [30]. In particular, the complementary channel of the optimal spin-polarization inversion channel \( S_- \) will be the maximal spin amplification \( \hat{S}_- : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B) \) between a spin-\( j_A \) system and a spin-\( j_B = 2j_A \) system. This generalizes to optimal spin-polarization inversion channels between spin systems of different dimensions.

From the perspective of asymmetry theory, every resource measure is monotonically nonincreasing under symmetric channels, and thus, the fact that polarization can be increased implies that spin polarization cannot be a proper measure of asymmetry [29]. The polarization may increase, but its ability to encode a spatial direction must become inherently noisier. This is also in agreement with the no-stretching theorem [31] for spin systems.
C. Conservation laws vs decoherence: Quantitative trade-off relations

Starting from Q2, we analyze to what degree a spin inversion is possible within quantum theory. This leads us to consider symmetric quantum channels, and we find that both spin inversion and spin amplification are directly related and can be approximately performed under the symmetry constraint. These two examples are maximal disconnects between symmetric dynamics and conservation laws and thus bring us to the broader issue of question Q1.

In order to address it properly, we first need to define measures quantifying the deviations from conservation laws and from unitary dynamics. We also generalize the discussion to symmetries described by an arbitrary compact Lie group $G$ and introduce quantitative measures for probing how much the conserved charges associated with quantum channel laws, which we define as the average the notion of average total deviation from a conservation law, disconnects between symmetric dynamics and conservation laws and thus bring us to the broader issue of question Q1.

More precisely, suppose that $\rho_A$ and $\mathcal{E}(\rho_A)$ for a $G$-covariant channel $\mathcal{E}$. To that end, in Sec. IV we introduce the notion of average total deviation from a conservation law, which we define as the average $L_2$ norm of the difference in expectation values between $\psi = |\psi_A\rangle\langle\psi_A|$ and $\mathcal{E}(\psi)$ of the generators. Explicitly,

$$\Delta(\mathcal{E}) := \sum_{k=1}^n \int \left| \text{tr}[\mathcal{E}(\psi)J_k^A - \psi J_k^A]\right|^2 d\psi,$$

where the integration is with respect to the standard Haar measure on pure states.

To quantify how close a channel $\mathcal{E}$ is to a unitary dynamics, we employ the notion of unitarity first defined in Ref. [17]. It is defined as the average output purity over all pure states with the identity component subtracted, i.e.,

$$u(\mathcal{E}) := \frac{d_A}{d_A - 1} \int \left[ \mathcal{E}\left(\psi - \frac{I_A}{d_A}\right)^2 \right] d\psi,$$

and satisfies $u(\mathcal{E}) \leq 1$ with equality if and only if $\mathcal{E}$ is a unitary channel. Note that previously this was defined only for channels between the same input and output spaces but, as we explain in Sec. IV, the definition can be generalized. We also provide a simple characterization of unitarity in terms of the complementary channel describing the back-flow of information from the environment and relate it to the conditional purity of the corresponding Jamiołkowski state. These results, which may be of independent interest, can be summarized as follows.

Result 3. Let $u(\mathcal{E})$ be the unitarity of an arbitrary quantum channel $\mathcal{E}$ from input system $A$ to output system $B$, then

1. Purity representation:

$$u(\mathcal{E}) = \frac{d_A^2}{d_A - 1} \gamma_{B|A}(\mathcal{J}(\mathcal{E})).$$

where $\gamma_{A:B}(\rho) = \gamma(\rho_{AB}) - (1/d_A)\gamma(\rho_B)$ is the conditional purity of a bipartite state with $\gamma(\rho) = \text{tr}(\rho^2)$, and $\mathcal{J}(\mathcal{E})$ is the Jamiołkowski state of quantum channel $\mathcal{E}$.

2. Complementary channel representation:

$$u(\mathcal{E}) = \frac{d_A}{d_A - 1} \left( d_A \text{tr}(\mathcal{E}(I_A/d_A)^2) - \text{tr}(\mathcal{E}(I_A/d_A)^2) \right).$$

where $\mathcal{E}$ is the complementary channel to $\mathcal{E}$ in any Sinnespring dilation.

3. Zero decoherence: We have that $u(\mathcal{E}) = 1$ if and only if $\mathcal{E}$ is an isometry channel.

Thus, unitarity can be understood both as a purity-based measure of correlations in the Jamiołkowski state, or alternatively, as a trade-off between the output purities for the channel and its complement. This result is independent of symmetry-based questions and holds for arbitrary quantum channels.

When do conservation laws hold? For a unitary symmetric dynamics, the corresponding conservation laws will always hold, but generally this is no longer true for symmetric quantum channels. There will be situations, however, when the degrees of freedom that decohere through interactions with the environment have no effect on the expectation values of the generators. In Sec. VII B, we give the most general form of such a covariant channel that is unitary and for which conservation laws always hold. Such behavior would require the presence of decoherence-free subspaces so that the information is protected from leaking into the environment. It follows that conservation laws will hold for symmetric dynamics that protects the degrees of freedom associated with the symmetry generators from leaking the information into the environment. More precisely, suppose that $\{J_k^A\}_{k=1}^n$ generate a unitary representation $U_A$ acting on the Hilbert space $\mathcal{H}_A$ that describes the quantum system. Any symmetric channel $\mathcal{E}: B(\mathcal{H}_A) \rightarrow B(\mathcal{H}_A)$ for which $\Delta(\mathcal{E}) = 0$ will protect the subspace $\mathcal{E} := \text{span}\{J_k^A\} \subset B(\mathcal{H}_A)$, so $\mathcal{E}(\rho_A) = \rho_A$ for any state $\rho_A$ in $\mathcal{E}$. In this sense, conservation laws may be viewed as a form of information-preserving structures [32].

Consider also a simple example of a two-qubit system $AA'$, where only $A$ carries spin angular momentum, so the symmetry generators are $J_A^x \otimes I_{A'}$, $J_A^z \otimes I_{A'}$, and $J_A^y \otimes I_{A'}$. Any channel of the form $\mathcal{E}_{AA'} = I_A \otimes \mathcal{E}_{A'}$ is symmetric, with $I_A$ the identity channel on system $A$. An arbitrary quantum channel on system $A'$. Moreover, $\mathcal{E}_{AA'}$ satisfies $\Delta(\mathcal{E}_{AA'}) = 0$ so that the associated conservation laws hold despite the fact that $\mathcal{E}_{AA'}$ can be arbitrarily far from unitary dynamics. This example illustrates that proving conservation laws for a physical realization of symmetric dynamics will not always be sufficient to decide whether there are decoherence effects present. In other words, robustness of conservation laws does not occur for
all types of systems. Nevertheless, there are regimes that guarantee robustness for conservation laws. In such cases, approximate conservation laws hold if and only if the dynamics is close to a unitary symmetric evolution. For example, whenever $\mathcal{B}(\mathcal{H}_A)$ contains a single trivial subspace, then there is no symmetric channel other than identity for which conservation laws hold [which is the case, e.g., when $\mathcal{H}_A$ carries an irreducible representation of SU(2)].

What does it mean for conservation laws to be robust under decoherence? If for all channels $\mathcal{E}$ obeying a given symmetry principle, it holds that $\Delta(\mathcal{E}) \approx 0$ if and only if $u(\mathcal{E}) \approx 1$, we say that the associated conservation laws are robust. This can be established by finding upper and lower bounds on the deviation $\Delta(\mathcal{E})$ that coincide when $u(\mathcal{E}) \to 1$. In Sec. VII A, we show in Theorem 11 that for all types of symmetries described by connected compact Lie groups, one can find such an upper bound (and the result extends to different input and output systems).

**Result 4.** Given any connected compact Lie group, for a symmetric channel $\mathcal{E}$ approximating a symmetric unitary, the associated conservation laws will hold approximately. In other words, there exists an upper bound on the deviation from conservation law in terms of unitarity:

$$\Delta(\mathcal{E}) \leq M(1 - u(\mathcal{E}))$$

for some constant $M > 0$ that is independent of $\mathcal{E}$, and depends only on the dimensions of the systems involved and the symmetry generators.

In order to obtain lower bounds, however, additional assumptions are required. It is clear from the previous discussion that conservation laws can hold beyond unitary dynamics, and in those situations, we cannot expect to obtain lower bounds on the deviation in terms of unitarity. However, there exist symmetries for which conservation laws hold only for symmetric unitary dynamics and then robustness is achieved. This happens in the case of a spin-$j$ system with symmetry generators given by higher-dimensional spin angular momenta generating an irreducible representation of SU(2). We prove the following result in Theorem 13 of Sec. VII B.

**Result 5.** For a spin-$j$ system, spin angular momentum conservation laws are robust to noise described by a symmetric channel $\mathcal{E}$ and the following bounds hold:

$$\sqrt{\Delta(\mathcal{E})} \geq \frac{\sqrt{2j+1}}{2j} \sqrt{1 - u(\mathcal{E})}, \quad (15a)$$

$$\sqrt{\Delta(\mathcal{E})} \leq \frac{3\sqrt{2j+1}}{2j} \sqrt{1 - u(\mathcal{E})}. \quad (15b)$$

More generally, we prove in Theorem 12 that whenever the quantum system carries a representation $U_A$ of a Lie group $G$ for which $U_A \otimes U_A^*$ has a multiplicity-free decomposition, then the associated conservation laws are robust under any open system dynamics given by the symmetric channel $\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_A)$. Finally, in Sec. VII D we obtain specific upper bounds on the deviation from a conservation law for energy that generates a U(1)-symmetry constraint in terms of the unitarity of the U(1)-symmetric channel. We also explain why a lower bound cannot hold because of the many multiplicities that appear in the decomposition of $\mathcal{B}(\mathcal{H}_A)$. This analysis relies on the structure of convex set of U(1)-covariant channels, which we expand on in Sec. V C.

### III. NOTATION AND PRELIMINARIES

#### A. Quantum channels and their representations

A state of a finite-dimensional quantum system $A$ is described by a density operator $\rho_A \in \mathcal{B}(\mathcal{H}_A)$, with $\mathcal{B}(\mathcal{H}_A)$ denoting the space of bounded operators on a $d_A$-dimensional Hilbert space $\mathcal{H}_A$ that also satisfies $\rho_A \geq 0$ and $\text{tr}(\rho_A) = 1$. The space $\mathcal{B}(\mathcal{H}_A)$ is itself a Hilbert space with the Hilbert-Schmidt inner product $\langle X, Y \rangle = \text{tr}(X^\dagger Y)$. General evolution between $d_A$-dimensional and $d_B$-dimensional quantum systems is described by a quantum channel $\mathcal{E}$ given by a linear superoperator $\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ that is CPTP. More broadly, we also consider CP maps, i.e., linear superoperators that are only CP but not TP. A quantum channel $\mathcal{E}$ is called the *adjoint* of $\mathcal{E}$ if for all $X \in \mathcal{B}(\mathcal{H}_A)$ and $Y \in \mathcal{B}(\mathcal{H}_B)$ we have

$$\text{tr}[\mathcal{E}(X)Y] = \text{tr}[X\mathcal{E}^\dagger(Y)]. \quad (16)$$

Closed dynamics is described by a unitary channel $\mathcal{U}(\cdot) = V(\cdot)V^\dagger$, where $V$ is a unitary operator.

The *Liouville representation* of $X \in \mathcal{B}(\mathcal{H}_A)$ is defined by a unique column vector $|X\rangle \in \mathbb{C}^{d_A^2}$ (as opposed to vectors in $\mathcal{H}_A$ denoted by $|\cdot\rangle$) with entries given by the inner product $\text{tr}(T^\dagger_X Y)$, where $\{T_k\}_{k=1}^{d_A^2}$ is a fixed orthonormal basis of $\mathcal{B}(\mathcal{H}_A)$. By analogously denoting a fixed orthonormal basis of $\mathcal{B}(\mathcal{H}_B)$ by $\{S_k\}_{k=1}^{d_B^2}$, the Liouville representation of the superoperator $\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ is a $d_B^2$ by $d_A^2$ matrix $L(\mathcal{E})$ defined uniquely via the relation

$$L(\mathcal{E})|X\rangle = |\mathcal{E}(X)\rangle \quad (17)$$

for any $X \in \mathcal{B}(\mathcal{H}_A)$. It is then straightforward to show that the entries of $L(\mathcal{E})$ are given by

$$L(\mathcal{E})_{jk} = \langle S_j L(\mathcal{E}) T_k \rangle = \langle S_j \mathcal{E}(T_k) \rangle = \text{tr}[S_j^\dagger \mathcal{E}(T_k)]. \quad (18)$$

Note that, in the Liouville representation, the composition of quantum channels becomes matrix multiplication, i.e., $L(\mathcal{E} \circ \mathcal{F}) = L(\mathcal{E}) L(\mathcal{F})$. 
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One can also represent a quantum channel $\mathcal{E}$ via its Jamiołkowski state $\mathcal{J}(\mathcal{E}) \in \mathcal{B}(\mathcal{H}_B) \otimes \mathcal{B}(\mathcal{H}_A)$ defined by

$$\mathcal{J}(\mathcal{E}) := \mathcal{E} \otimes I_A |\Omega\rangle\langle\Omega|, \quad |\Omega\rangle = \frac{1}{\sqrt{d_A}} \sum_{j=1}^{d_A} |jj\rangle,$$

where $I_A$ denotes the identity channel acting on $\mathcal{B}(\mathcal{H}_A)$. The condition for complete positivity of $\mathcal{E}$ is equivalent to the positivity of $\mathcal{J}(\mathcal{E})$, while the trace-preserving property of $\mathcal{E}$ corresponds to $\text{tr}_B[\mathcal{J}(\mathcal{E})] = I_A/d_A$. We note that we may pass from the Liouville representation to the Jamiołkowski representation via

$$L(\mathcal{E})^R = \mathcal{J}(\mathcal{E}),$$

where $R$ is the reshuffling operation defined as the linear operation for which $|ab\rangle\langle cd|^R = |ac\rangle\langle bd|$ for all computational basis states.

Finally, any quantum channel, $\mathcal{E}$ admits a Stinespring representation in terms of an isometry $V : \mathcal{H}_A \rightarrow \mathcal{H}_B \otimes \mathcal{H}_E$ with $\mathcal{H}_E$ describing the environment system such that

$$\mathcal{E}(X) = \text{tr}_E (V X V^\dagger)$$

for all $X \in \mathcal{B}(\mathcal{H}_A)$. The isometry $V$ that defines the quantum channel $\mathcal{E}$ is unique up to a local isometry on the environment. Note that, using the above, the adjoint channel $\mathcal{E}^\dagger$ is given by

$$\mathcal{E}^\dagger(Y) = V^\dagger (Y \otimes I_E)V$$

for all $Y \in \mathcal{B}(\mathcal{H}_B)$.

The Stinespring representation allows one to introduce the concept of a complementary channel: A quantum channel $\tilde{\mathcal{E}}$ is complementary to $\mathcal{E}$ defined by Eq. (21) if its action is given by

$$\tilde{\mathcal{E}}(X) = \text{tr}_B(V X V^\dagger).$$

We also note that the adjoint of the complementary channel, which we denote by $\tilde{\mathcal{E}}^\dagger$, is given by

$$\tilde{\mathcal{E}}^\dagger(X) = V^\dagger (I_B \otimes X)V$$

for all $X \in \mathcal{B}(\mathcal{H}_E)$.

### B. Symmetries and $G$-covariant channels

Consider a group $G$ that acts on $\mathcal{H}_A$ and $\mathcal{H}_B$ via unitary representations $g \rightarrow U_A(g)$ and $g \rightarrow U_B(g)$ so that the group action on quantum states is given by unitary channels $U_A^g(\cdot) := U_A(g)(\cdot) U_A^\dagger(g)$ and $U_B^g(\cdot) := U_B(g)(\cdot) U_B^\dagger(g)$. Recall that every finite-dimensional unitary representation on a Hilbert space is the direct sum of irreducible representations, or irreps. We say that a quantum system $A$ is an irreducible system if $\mathcal{H}_A$ carries an irrep of $G$, i.e., if $\mathcal{H}_A$ has no nontrivial subspace closed under the action of $U_A(g)$.

We say that a quantum channel $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$ is $G$ covariant (or simply that it is a symmetric channel when the group $G$ is fixed) if it satisfies

$$\forall \; g \in G : U_B^g \circ \mathcal{E} \circ U_A^g = \mathcal{E}. \quad (25)$$

To explain how the covariant constraint affects different representations of quantum channels, we rely on the following well-known result [33].

**Lemma 6.** [Schur’s lemma]. Let $U(g)$ be an irreducible representation of a group $G$ on a Hilbert space $\mathcal{H}$. Then, any operator $X \in \mathcal{B}(\mathcal{H})$ satisfying $[X, U(g)] = 0$ for all $g$ is a scalar multiple of identity on $\mathcal{H}$. Moreover, if $V(g)$ is another inequivalent representation of $G$, then $U(g)V'(g) = Y$ for all $g$ implies $Y = 0$.

Let us start with the structure of the Liouville representation of $G$-covariant channels.

**Theorem 2.** Let $U_A(g)$ and $U_B(g)$ be the unitary representations of $G$ on $\mathcal{H}_A$ and $\mathcal{H}_B$. Then, the Liouville representation of a $G$-covariant channel $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$ is given by

$$L(\mathcal{E}) = \bigoplus_\lambda I^\lambda \otimes L^\lambda(\mathcal{E}),$$

where $\lambda$ ranges over all irreps that appear in both irrep decompositions of tensor representations $U_A^\lambda(g) \otimes U_A^\lambda(g)$ and $U_B^\lambda(g) \otimes U_B^\lambda(g)$. $I^\lambda$ are the identity matrices acting within the irrep subspaces, and $L^\lambda$ denote nontrivial $m_A^\lambda \times m_B^\lambda$ block matrices acting on the multiplicity spaces.

**Proof.**—First, using the Liouville representation, the covariance condition is equivalent to

$$\forall \; g \in G : L(U_B^g) L(\mathcal{E}) L(U_A^g) = L(\mathcal{E}). \quad (27)$$

Note that $L(U_B^\lambda) = U_A^\lambda(g) \otimes U_A^\lambda(g)$ is itself a (tensor) representation of $G$, and an analogous statement holds for $L(U_B^\lambda)$. Therefore, we can decompose them into irreps as

$$U_A^\lambda(g) \otimes U_A^\lambda(g) = \bigoplus_\lambda I^\lambda \otimes I_{m_A^\lambda}, \quad (28a)$$

$$U_B^\lambda(g) \otimes U_B^\lambda(g) = \bigoplus_\lambda I^\lambda \otimes I_{m_B^\lambda}, \quad (28b)$$

where $\lambda$ ranges over all irreps that appear in each decomposition, and the group acts trivially on the multiplicity spaces of dimensions $m_A^\lambda$ and $m_B^\lambda$. Now, since the covariance condition means that $L(\mathcal{E})$ commutes with group representations having the above decompositions, Schur’s lemma implies that $L(\mathcal{E})$ acts nontrivially only on the
multiplicity spaces, leading to the decomposition given in Eq. (26).

Next, let us proceed to the Jamiołkowski representation of a covariant channel $\mathcal{E}$.

**Theorem 3.** Let $U_A(g)$ and $U_B(g)$ be the unitary representations of $G$ on $\mathcal{H}_A$ and $\mathcal{H}_B$. Then, the Jamiołkowski representation of a $G$-covariant channel $\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ is given by

$$\mathcal{J}(\mathcal{E}) = \bigoplus_\lambda \mathbb{I}^k \otimes \mathcal{J}^k(\mathcal{E}).$$

(29)

where $\lambda$ ranges over all irreps that appear in the irrep decomposition of tensor representation $U_B(g) \otimes U_A^*(g)$, $\mathbb{I}^k$ are the identity matrices acting within the irrep subspaces, and $\mathcal{J}^k$ denote nontrivial square matrices of size $m_{BA}^k \times m_{BA}^k$ that act on the multiplicity spaces.

**Proof.**—The covariance condition means that for all $g \in G$ we have

$$[U_B^i(g) \otimes \mathbb{I}_A] \mathcal{J}(\mathcal{E} \circ U_A^j(g))[U_B(g) \otimes \mathbb{I}_A] = \mathcal{J}(\mathcal{E}).$$

(30)

By employing the fact that for any unitary $U$ we have $U \otimes \mathbb{I} |\Omega\rangle = \mathbb{I} \otimes U^\dagger |\Omega\rangle$, we get

$$\mathcal{J}(\mathcal{E} \circ U_A^i(g)) = [\mathbb{I}_B \otimes U_A^j(g)] \mathcal{J}(\mathcal{E}) [\mathbb{I}_B \otimes U_A^*(g)].$$

(31)

Combining the above two equations, we find that the covariance of $\mathcal{E}$ is equivalent to $\mathcal{J}(\mathcal{E})$ satisfying the following commutation relation:

$$\forall g \in G: |\mathcal{J}(\mathcal{E}), U_B(g) \otimes U_A^*(g)\rangle = 0.$$ 

(32)

As in the proof of Theorem 2, we can decompose the tensor representation appearing in the above commutator into irreps,

$$U_B(g) \otimes U_A^*(g) = \bigoplus_\lambda V^\lambda(g) \otimes \mathbb{I}_{m_B^\lambda}.$$ 

(33)

Once again, by using Schur’s lemma, we arrive at the block-diagonal decomposition of $\mathcal{J}(\mathcal{E})$ given in Eq. (29).

Finally, there is also a very particular form of the Stinespring representation of a $G$-covariant channel given by the following theorem.

**Theorem 4.** Given a $G$-covariant channel $\mathcal{E}$, there exists an environment system $E$, with a Hilbert space $\mathcal{H}_E$ and a unitary representation $U_E(g)$, together with a $G$-covariant isometry $V: \mathcal{H}_A \to \mathcal{H}_B \otimes \mathcal{H}_E$, such that

$$\mathcal{E}(X) = \text{tr}_E(V XV^\dagger)$$

(34)

for all $X \in \mathcal{B}(\mathcal{H}_A)$.

The proof of the above result can be found in Ref. [27].

### C. Irreducible tensor operators

The set of operators $\{T^\lambda_{jk}(g)\}_{j,k}$ in $\mathcal{B}(\mathcal{H}_A)$ are called irreducible tensor operators (ITOs) if they transform irreducibly under the group action,

$$U_B^i(g) T_{jk}^\lambda(g) U_A^j(g) = \sum_{k'} v^\lambda_{kk'}(g) T_{k'k}^\lambda,$$

(35)

where $\lambda$ labels irreducible representations of $G$ with matrix elements $v^\lambda_{kk'}$, and $\alpha$ denotes multiplicities. From the above property, it can be deduced via Schur’s orthogonality theorem that the set of ITOs must be orthonormal,

$$\text{tr}[(T^\lambda_{lj}^\dagger g)(T^\lambda_{lj}^g)] = \delta_{lj} \delta_{\alpha\alpha} \delta_{kk'}.$$ 

(36)

Throughout the paper, we denote the normalized ITOs for the input system, living in $\mathcal{B}(\mathcal{H}_A)$, by $T^\lambda_{jk} g$, and the normalized ITOs for the output system, living in $\mathcal{B}(\mathcal{H}_B)$, by $S^\lambda_{kk'} g$.

These yield symmetry-adapted bases for $\mathcal{B}(\mathcal{H}_A)$ and $\mathcal{B}(\mathcal{H}_B)$ that are particularly useful for the studies of $G$-covariant channels. More precisely, by employing the block-diagonal structure of the Liouville representation for such channels stated in Theorem 2, and using the defining property of ITOs, we have

$$L(\mathcal{E}) = \sum_\beta \sum_{\lambda, \alpha} l_{\beta\alpha}(\mathcal{E}) S^\lambda_{kk'}.$$ 

(37)

Moreover, since ITOs are orthonormal, any density matrix in $\mathcal{B}(\mathcal{H}_A)$ [and analogously for $\mathcal{B}(\mathcal{H}_B)$] can be written as

$$\rho_A = \frac{\mathbb{I}_A}{d_A} + \sum_{\lambda, \alpha} \rho^\lambda_{\alpha} \cdot T^\lambda_{\alpha},$$

(38)

where we denote the vector of ITOs transforming under a $\lambda$ irrep by $T^\lambda_{\alpha} = (T^\lambda_{1\alpha}, \ldots, T^\lambda_{d_{\alpha}})$, with $d_{\alpha}$ being the dimension of the $\lambda$ irrep.

### D. Continuous symmetries and conserved charges

Continuous symmetries of the system $A$ are related to compact Lie groups. The representation of such a group $G$ can be generated by infinitesimal generators $\{J_A^k\}_{k=1}^n$. For simply connected Lie groups, representations of the group are in a one-to-one correspondence with representations of the Lie algebra $\mathfrak{g}$ via the exponentiation map. More precisely, we have

$$U_A(g) = e^{i J_A^g \mathfrak{g}}$$

(39)

with $g_k \in \mathbb{R}$ continuously parametrizing the group action. In such a Lie algebraic setting, by considering infinitesimal group action $g_k \to 0$, one can show that the covariance of a linear map $\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ specified by Eq. (25) is equivalent to
TABLE I. Definitions of symmetric dynamics and charge conservation for closed and open systems that are used throughout. For closed systems, $1 \Leftrightarrow 2 \Leftrightarrow 3 \Leftrightarrow 4$, while for open systems, $2 \Leftrightarrow 3 \Leftrightarrow 4$, but there is no such equivalence with respect to $1$ (i.e., defining symmetry). A symmetric dynamics is one that commutes with the action of the generators. Here, $\text{ad} [J_A]$ represents the adjoint action given by Eq. (40).

| Closed unitary evolution $U$                                      | Quantum channel evolution $\mathcal{E}$                                      | Level                        |
|------------------------------------------------------------------|---------------------------------------------------------------------------------|------------------------------|
| $[U, J_A] = 0$                                                    | $(\mathcal{E}, \text{ad}[J_A]) = 0$                                             | Defining symmetry            |
| $U^* J_A U = J_A$                                                 | $\mathcal{E}^t (J_A) = J_A$                                                   | Dynamical charge conservation|
| $\text{Tr}(\rho J_A) = \text{Tr}(U \rho U^* J_A) \forall \rho$   | $\text{Tr}(\rho J_A) = \text{Tr}[\mathcal{E}(\rho) J_A] \forall \rho$         | Charge conservation law      |
| $\Delta(U) = 0$                                                  | $\Delta(\mathcal{E}) = 0$                                                    | No average deviation from conservation |

$$[\mathcal{E}(X), J^k_B] = \mathcal{E}([X, J^k_A])$$ \quad (40)$$

for all $k \in \{1, \ldots, n\}$ and $X \in \mathcal{B}(\mathcal{H}_A)$, with $[X, Y]$ denoting a commutator.

By taking the Liouville representation of the operators on both sides of the above equality and employing the identity $|XYZ\rangle = X \otimes Z^\dagger |Y\rangle$, one can alternatively express the covariance condition as

$$L(\mathcal{E})(I_A \otimes J^k_A - J^k_A \otimes I_A) = (I_B \otimes J^k_B - J^k_B \otimes I_B)L(\mathcal{E})$$ \quad (41)$$

for all $k$. In particular, for a unitary $G$-covariant channel $\mathcal{V} : \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_A)$, the condition becomes simply $[\mathcal{V}, J^k_A] = 0$. As a result, for all $k$ and for all quantum states $\rho_A \in \mathcal{B}(\mathcal{H}_A)$, we have

$$\text{tr}[\mathcal{V}(\rho_A) J^k_A] = \text{tr}(\rho_A J^k_A);$$ \quad (42)$$

i.e., the generators of the symmetry $\{J^k_A\}_{k=1}^n$ give the conserved (Noether) charges.

To be more precise, we can talk only about “symmetry” when we have a set of generators (or representations) that determine exactly what that symmetry principle is. Traditionally, both in quantum and classical mechanics, charge operators are generators of particular symmetry. Mathematically, charge operators act on the system forming a representation of a particular Lie algebra. For unitary dynamics $U$, conservation of charges happens if and only if $U$ commutes with the charge operators. Equivalently, viewed in the Heisenberg picture, charge operators are fixed points of the unitary evolution. The problem is that while for closed systems all these formulations are the same and often interchangeable in the literature, this is no longer the case for open systems. This calls for a precision of language, and so we require that

0. Charge operators are generators that define a symmetry group action.

1. Dynamics commutes with the generators to define a symmetry principle.

2. Generators are fixed points of the dynamics in the Heisenberg picture and define (dynamical) charge conservation.

3. Expectation values of generators remain constant under the dynamical evolution of every input state and define charge conservation.

4. $\Delta(\mathcal{E}) = 0$ defines no average total deviation from a conservation law.

One should note that these distinctions have also been made for dissipative dynamics described by Lindbladian master equations [34], with different terminology in other works where the symmetry described here was called weak symmetry in Refs. [35,36]. As we see from Table I, the equivalence of charge conservation in either the Heisenberg or Schrödinger picture with no average deviation from a conservation law motivates our focus on this quantity. Therefore, unless one starts talking about particular states for which the expectation value of the generators remains unchanged under dynamics, then there is no pressing need to differentiate between formulations 2–4. Whether one would like to talk about charge conservation for particular states that is a different question altogether, one that cannot be equivalently related to the state-independent definitions above.

IV. DEVIATIONS FROM CLOSED DYNAMICS

AND FROM CONSERVATION LAWS

The main aim of this paper is to quantitatively investigate the deviation from conservation laws as the symmetric dynamics deviates from being closed. In order to achieve this, we obviously need to understand the structure of covariant quantum channels that model symmetric open dynamics, and we pursue this task from Sec. V onward. However, there is also one more crucial ingredient needed for our analysis; namely, we need quantitative measures of how much a given dynamics deviates from being closed and how much it deviates from satisfying the conservation law. In this section, we introduce such measures and provide their basic properties.

A. Quantifying the deviation from closed dynamics

In order to quantify how much the dynamics generated by a given quantum channel $\mathcal{E}$ deviates from the closed unitary dynamics, we employ the notion of unitarity. It was originally introduced in Ref. [17] as a way to quantify how well a quantum channel preserves purity on average. We
extend these results to allow for distinct input and output system dimensions for a quantum channel $\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$.

**Definition 5.** Unitarity of a quantum channel $\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$ is defined as the average output purity with the identity component subtracted:

$$u(\mathcal{E}) := \frac{d_A}{d_A-1} \int \left[ \text{tr} \left( \psi - \frac{1}{d_A} \right)^2 \right] d\psi,$$  \hspace{1cm} (43)

where the integral is taken over all pure states $\psi = |\psi\rangle\langle\psi| \in \mathcal{B}(\mathcal{H}_A)$ distributed according to the Haar measure.

As we prove in the Appendix A, the above extension of unitarity satisfies the original condition $u(\mathcal{E}) \leq 1$ with equality if and only if the operation is an isometry (as opposed to a unitary in the original formulation). This means $u(\mathcal{E}) = 1$ is equivalent to the existence of an isometry $V: \mathcal{H}_A \rightarrow \mathcal{H}_B$ such that $\mathcal{E}(\rho) = V\rho V^\dagger$. Furthermore, as shown by the authors of Ref. [17], unitarity can be efficiently estimated using a process similar to randomized benchmarking and can be calculated using the Jamiołkowski representation of $\mathcal{E}$. This characterization through $\mathcal{F}(\mathcal{E})$ carries over to the extended version we discuss here, and, moreover, we find a novel characterization of $u(\mathcal{E})$ in terms of the output purity of $\mathcal{E}$ and its complementary channel $\tilde{\mathcal{E}}$. These results are summarized in the following lemma (see Appendix A for the proof).

**Lemma 6.** Unitarity of a channel $\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$ can be equivalently expressed by the following relations:

$$u(\mathcal{E}) = \frac{d_A}{d_A-1} \left( d_A \gamma(\mathcal{F}(\mathcal{E})) - \gamma(\mathcal{F}(I_{A}/d_A)) \right),$$  \hspace{1cm} (44)

$$u(\mathcal{E}) = \frac{d_A}{d_A^2-1} \left( d_A \text{tr}[\mathcal{E}(I_A/d_A)^2] - \text{tr}[\mathcal{E}(I_A/d_A)^2] \right),$$  \hspace{1cm} (45)

with $\gamma(\rho) = \text{tr}(\rho^2)$ denoting the purity of a state $\rho$.

Finally, let us remark that Eq. (44) suggests defining the notion of conditional purity for a bipartite system,

$$\gamma_{B|A}(\rho_{AB}) := \gamma(\rho_{AB}) - \frac{1}{d_A} \gamma(\rho_A).$$  \hspace{1cm} (46)

Then, unitarity of a channel is simply expressed by the scaled conditional purity of its Jamiołkowski state:

$$u(\mathcal{E}) = \frac{d_A^2}{d_A^2-1} \gamma_{B|A}(\mathcal{F}(\mathcal{E})).$$  \hspace{1cm} (47)

**B. Quantifying the deviation from conservation laws**

Typically, the expectation values of symmetry generators $\{J_k^P\}_{k=1}^n$ are not constant under nonunitary $G$-covariant dynamics. In order to quantify this deviation from conservation laws, we need to introduce appropriate measures. For any quantum operation $\mathcal{E}$, we define the **directional deviation** $\Delta_k$ for the expectation value of the $J^k$ generator with respect to the state $\rho_A$ as

$$\Delta_k(\rho_A, \mathcal{E}) := \text{tr}[\rho_A J^k_B - \rho_A J^k_A].$$  \hspace{1cm} (48)

Note that by introducing the finite deviation operator

$$\delta J^k_A := \mathcal{E}^\dagger(J^k_B) - J^k_A,$$  \hspace{1cm} (49)

with $\mathcal{E}^\dagger$ denoting the adjoint of $\mathcal{E}$ that describes its action in the Heisenberg picture, we can rewrite Eq. (48) as

$$\Delta_k(\rho_A, \mathcal{E}) = \text{tr}(\rho_A \delta J^k_A).$$  \hspace{1cm} (50)

As we are equally interested in the deviation from a conservation law for all conserved charges, we define the **total deviation** $\Delta_{tot}$ as the $l_2$ norm of directional deviations for all generators:

$$\Delta_{tot}(\rho_A, \mathcal{E}) := \sum_{k=1}^n |\Delta_k(\rho_A, \mathcal{E})|^2.$$  \hspace{1cm} (51)

Finally, since we aim to quantify how much a channel deviates from conservation law, independent of the input state, we introduce the average total deviation $\Delta(\mathcal{E})$:

$$\Delta(\mathcal{E}) := \int d\psi \Delta_{tot}(\psi, \mathcal{E}) = \sum_{k=1}^n \int d\psi |\langle \psi | \delta J^k_A | \psi \rangle|^2,$$  \hspace{1cm} (52)

where we integrate with respect to the induced Haar measure over all pure states $\psi \in \mathcal{H}_A$.

The above expression for the average total deviation $\Delta$ can clearly be rewritten in the following form:

$$\Delta(\mathcal{E}) = \sum_{k=1}^n \int d\psi \text{tr}[|\psi \otimes \psi(\delta J^k_A \otimes \delta J^k_A)|].$$  \hspace{1cm} (53)

Next, we can employ the identity [37]

$$\int d\psi \psi \otimes \pi = \left( \frac{d_A-1}{d_A + N-1} \right)! \sum_{\pi} P_{\pi},$$  \hspace{1cm} (54)

where $\pi$ is any permutation on $N$ symbols, and $P_{\pi}$ is the corresponding Hilbert space unitary. In our case, $N = 2$, so we have only the identity $I$ and the flip unitary operation $F$. Thus,

$$\Delta(\mathcal{E}) = \frac{1}{d_A(d_A+1)} \sum_{k=1}^n \text{tr}[(I + F)(\delta J^k_A \otimes \delta J^k_A)]$$

$$= \frac{1}{d_A(d_A+1)} \sum_{k=1}^n \left[ \text{tr}(\delta J^k_A)^2 + \text{tr}[\delta J^k_A]^2 \right].$$  \hspace{1cm} (55)
V. CONVEX STRUCTURE OF SYMMETRIC CHANNELS

We now proceed to investigate the convex structure of the set of symmetric channels \( \mathcal{E}: \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B) \), with a particular focus on its extremal points. We start with a specific example of SU(2)-covariant channels, the convex structure of which was investigated before in Ref. [14]. In this case, we provide a full characterization of the extremal symmetric channels between irreducible systems, i.e., with Hilbert spaces of the input and output systems \( \mathcal{H}_A \) and \( \mathcal{H}_B \) corresponding to spin-\( j_A \) and spin-\( j_B \) systems with \( d_A = 2j_A + 1 \) and \( d_B = 2j_B + 1 \). We refer to SU(2)-symmetric channels between irreducible systems as SU(2)-irreducibly-symmetric (covariant) channels in order to differentiate from the more general SU(2)-covariant channels, which need not have the extra irreducibility assumption. The technical results derived here are then employed in Sec. VI to study optimal covariant channels for spin inversion and spin amplification. Next, we switch to a generic case of a compact group \( G \). Here, we describe a useful decomposition of symmetric channels, which are crucial in Sec. VII to analyze the trade-off between deviations from conservations laws and deviations from closed symmetric dynamics. Under the assumption of multiplicity-free decomposition, we also explain how this leads to a complete characterization of the extremal points of \( G \)-covariant channels: The corresponding Jamiiolkowski states are then given by normalized projectors onto irreducible subspaces. Finally, we investigate the U(1) group, which is the extreme example of a group that does not have a multiplicity-free decomposition [i.e., since U(1) irreps are one dimensional, all the nontrivial dynamics happens within the multiplicity spaces]. In this particular case, which is physically relevant due to its connection with conservation law for energy, we find an incomplete set of extremal channels, which is, however, large enough to generate arbitrary action on the multiplicities of the trivial irrep \( \lambda = 0 \) (which physically encodes the action of the channel on energy eigenstates).

A. Extremal SU(2)-covariant channels between irreducible systems

The Lie group related to rotations of a system \( A \) in physical three-dimensional space is the SU(2) group. It has three generators \( \{J_x^A, J_y^A, J_z^A\} \) corresponding to angular momentum operators along three perpendicular axes, which generate general rotations. The unitary representation of such a rotation on the Hilbert space \( \mathcal{H}_A \) is given by

\[
U_A(g) = e^{ij\cdot g},
\]

with \( g_k \in [0, 2\pi] \) parametrizing the rotation angles.

Irreducible representations of the SU(2) group can be classified according to total angular momentum \( j \), which is either an integer or half-integer. The \( j_A \) irrep is \((2j_A + 1)\)-dimensional, and the corresponding subspace of \( \mathcal{H}_A \) is spanned by \( \{|j_A, m\rangle \}_{m=-j_A}^{j_A} \) which are the simultaneous eigenstates of total angular momentum, \( J_z^A = (j_A^x)^2 + (j_A^y)^2 + (j_A^z)^2 \), and \( J_z \), with eigenvalues \( j_A \) and \( m \), respectively. Here, we focus on systems whose Hilbert space \( \mathcal{H}_A \) carries a \( j_A \) irrep; i.e., \( \mathcal{H}_A \) is spanned by \( d_A = 2j_A + 1 \) vectors \( |j_A, m\rangle \) that transform as the \( j_A \) irrep [also meaning that there is no subspace of \( \mathcal{H}_A \) that is left invariant under the action of \( U_A(g) \)]. Physically, this corresponds to a simple spin-\( j_A \) system rather than to the one composed of many spin-\( j \) systems.

The set of SU(2)-covariant channels between a system whose Hilbert space carries a \( j_A \) irrep and a system whose Hilbert space carries a \( j_B \) irrep has a particularly simple structure. This is because the representations \( U_A(g) \otimes U_A(g) \) and \( U_B(g) \otimes U_B(g) \) on \( \mathcal{H}_A \otimes \mathcal{H}_A \) and \( \mathcal{H}_B \otimes \mathcal{H}_B \) have a multiplicity-free decomposition into irreps. More precisely, the tensor representation \( U_A(g) \otimes U_B(g) \) can be decomposed into \( I \) irreps with \( l \) varying between 0 and \( 2j_A \). In other words,

\[
\mathcal{H}_A \otimes \mathcal{H}_A = \bigoplus_{l=0}^{2j_A} \mathcal{H}^l, \tag{57}
\]

where \( \mathcal{H}^l \) is a \((2l + 1)\)-dimensional Hilbert space carrying irrep \( l \). An analogous statement holds for the output system \( B \). This means that the symmetry-adapted basis of ITOs for the input and output systems have no multiplicities and are given by

\[
\{T^l_m\}_{m,l} \quad \text{with} \quad m \in \{-l, \ldots, l\}, \quad l \in \{0, \ldots, 2j_A\}, \tag{58a}
\]

\[
\{S^l_m\}_{m,l} \quad \text{with} \quad m \in \{-l, \ldots, l\}, \quad l \in \{0, \ldots, 2j_B\}. \tag{58b}
\]

We note that we can choose \( T^0_0 \) and \( S^0_0 \) corresponding to the trivial irrep \( l = 0 \) to be given by \( I_A/\sqrt{d_A} \) and \( I_B/\sqrt{d_B} \), and \( T^l_m \) to be related to the angular momentum operators in the following way:

\[
T^l_0 = \frac{J_A^z}{\|J_A\|\sqrt{3}}, \quad T^l_{\pm m} = \frac{J_A^x \pm J_A^y}{\sqrt{2}\|J_A\|\sqrt{3}}, \tag{59}
\]

where

\[
\|J_A\| := \text{tr}[J_A^2]^{1/2} = \sqrt{j_A(j_A + 1)(2j_A + 1)}, \tag{60}
\]

and with analogous expressions for the output system \( B \) with \( S^l_m \).

Moreover, as the multiplicity spaces are one dimensional, the operators \( L^2(\mathcal{E}) \) from Eq. (26) of Theorem 2
become scalars \( f_J(E) \). Therefore, the block-diagonal decomposition of the Liouville representation of an SU(2)-covariant channel between irreducible systems has a simple block structure given by

\[
L(E) = \bigoplus_{J=0}^{2 \min(j_A,j_B)} f_J(E) I^J.
\]

Employing the symmetry-adapted basis of ITOs through Eq. (37), we can equivalently express the above by

\[
E(T_m^I) = f_I(E) S_m^I.
\]

In other words, the covariant channel \( E \) transforms irreducible systems by simply scaling ITOs with irreducible independent magnitudes encoded in the scaling vector \( f(E) \). As a result, the initial state \( \rho_A \) given by Eq. (38) (without the sum over multiplicities \( \alpha \)) is transformed into

\[
E(\rho_A) = \frac{I^B}{d_B} + \sum_{l=1}^{2 \min(j_A,j_B)} f_l(E) r^l \cdot S^l,
\]

where we use the fact that ITOs \( T_0^I_0 \) and \( S^I_0 \) are given by identities and due to the trace-preserving condition \( f_0(E) = 1 \).

At this point, we know that the action of an SU(2)-covariant channel \( E \) between irreducible systems is fully described by a scaling vector \( f(E) \) through Eq. (63), but to understand the relation between deviations from conservation laws and unitarity of \( E \), we need to find the constraints on \( f(E) \). In particular, we are interested in possible values of \( f_1(E) \), since this number quantifies how much the angular momentum of the system changes under the action of \( E \). To achieve this, we look at the Jamiołkowski state \( \mathcal{J}(E) \), enforce its positivity (to ensure CP condition), and \( \text{tr}_B[\mathcal{J}(E)] = I_A/d_A \) (to ensure the TP condition), thus finding constraints on \( f(E) \) which ensure that it corresponds to a valid quantum channel.

Using Theorem 3, we find that the Jamiołkowski state is also block diagonal, and the structure of the blocks is again very simple. This is because the tensor representation \( U_B(g) \otimes U_A(g) \) can be decomposed into \( L \) irreps with \( L \in \{ j_A - j_B, \ldots, j_A + j_B \} \) and no multiplicities. In other words,

\[
\mathcal{H}_B \otimes \mathcal{H}_A = \bigoplus_{L=j_A-j_B}^{j_A+j_B} \mathcal{H}^L,
\]

where \( \mathcal{H}^L \) is a \((2L + 1)\)-dimensional Hilbert space carrying irrept \( L \). As the multiplicity spaces are one dimensional, the operators \( \mathcal{J}^L(E) \) from Eq. (29) become scalars, and thus we have

\[
\mathcal{J}(E) = \sum_{L=|j_A-j_B|}^{j_A+j_B} p_L(E) \mathcal{J}(E^L), \quad \mathcal{J}(E^L) = \frac{I^L}{2L + 1}.
\]

Crucially, each \( \mathcal{J}(E^L) \) corresponds to a valid Jamiołkowski state: It is clearly positive semidefinite, and the trace-preserving condition can be shown as follows. First, observe that for all \( g \) we have

\[
U_A(g) \text{tr}_B[\mathcal{J}(E^L)]U_A(g)^\dagger = \text{tr}_B[\mathcal{J}(E^L)].
\]

Then, since \( \text{tr}_B(\mathcal{J}(E^L)) \in \mathcal{B}(\mathcal{H}_A) \) commutes with an irrep \( U_A(g) \) for all \( g \), we can use Schur’s Lemma 1 to conclude that \( \text{tr}_B[\mathcal{J}(E^L)] \) must be proportional to identity. Finally, normalization of \( \mathcal{J}(E^L) \) ensures that \( \text{tr}_B[\mathcal{J}(E^L)] = I_A/d_A \).

Moreover, since the supports of \( \mathcal{J}(E^L) \) are disjoint, \( \mathcal{E}^L \) correspond to extremal channels,

\[
\mathcal{E} = \sum_{L=|j_A-j_B|}^{j_A+j_B} p_L(E) \mathcal{E}^L.
\]

Clearly,

\[
f(E) = \sum_{L=|j_A-j_B|}^{j_A+j_B} p_L(E) f(E^L),
\]

so that in order to find constraints on \( f(E) \), we need only to find the values of \( f(E^L) \) for all \( L \). More precisely, the set of allowed \( f(E) \) is then given by a convex set with extremal points given by \( f(E^L) \).

We find \( f(E^L) \) by deriving the explicit action of \( E^L \) on the basis elements \( \{|j_A, m\rangle_j A, n\rangle \} \) with \( m, n \in \{-j_A, \ldots, j_A\} \). First, note that \( I^B \) appearing in the expression for \( \mathcal{J}(E^L) \) is given by

\[
I^L = \sum_{k=-L}^{L} |L, k\rangle \langle L, k|.
\]

Next, using Clebsch-Gordan expansion for the above total angular momentum states \( |L, k\rangle \) in terms of the angular momentum states of \( \mathcal{H}_A \) and \( \mathcal{H}_B \), we write

\[
|L, k\rangle = \sum_{m=-j_B}^{j_B} \sum_{n=-j_A}^{j_A} \langle j_B, m| L, k \rangle |j_B, m\rangle |j_A, n\rangle.
\]

Now, employing the identity

\[
\mathcal{E}(X) = d_A \text{tr}_A[\mathcal{J}(E)(I_B \otimes X^+)]
\]

that holds for all \( X \in \mathcal{B}(\mathcal{H}_A) \), as well as the following two properties of Clebsch-Gordan coefficients,
\( \langle j_B, m; j_A, n | L, k \rangle \propto \delta_{m+n,k}, \) \hfill (72a)

\[
\langle j_B, m; j_A, n | L, k \rangle = (-1)^{j_A-L} \sqrt{\frac{2L+1}{2j_A+1}} \langle j_B, -m; L, k | j_A, n \rangle.
\] \hfill (72b)

we arrive at

\[
\mathcal{E}^L(\langle j_A, n | j_A, m \rangle) = \sum_{k=-L}^{L} \langle (j_B, n-k; L, k | j_A, n) \langle j_A, m| j_B, m-k; L, k \rangle \times \langle j_B, n-k | j_B, m-k \rangle. \hfill (73)
\]

Note that the action of an extremal channel \( \mathcal{E}^L \) can be physically interpreted as first splitting the original system with total angular momentum \( j_A \) into two subsystems with total angular momenta \( j_B \) and \( L \) (using Clebsch-Gordan coefficients) and then discarding the second subsystem. These extremal channels have been examined in detail in previous literature under the name of EPOSIC channels [14].

Finally, using Eq. (62) and noting that there exist \( m', n' \), and \( k \) such that \( \langle j_B, n'|S_k'|j_B, m' \rangle \neq 0 \), we can write

\[
f_1(\mathcal{E}^L) = \frac{\langle j_B, m'|S_k'|j_B, m' \rangle}{\langle j_B, m'|S_k'|j_B, m' \rangle}.
\] \hfill (74)

We emphasize that the quantity above is independent of \( m', n' \), and \( k \). Now, by expanding \( T_k^l \) in the basis \( m, n \in \{-j_A, \ldots, j_A\} \), using Eq. (73), and employing the Wigner-Eckart theorem, we can derive the following expression for \( f_1(\mathcal{E}^L) \):

\[
f_1(\mathcal{E}^L) = \frac{\langle j_A | T_k^l | j_A \rangle}{\langle j_B | S_k^l | j_B \rangle} \sum_{k=-L}^{L} \frac{\langle j_A, j_B + k; L, 0 | j_A, j_B \rangle}{\langle j_B, j_B; L, 0 | j_B, j_B \rangle} \times \langle j_B, j_B; L, k | j_A, j_B + k \rangle^2. \hfill (75)
\]

where \( \langle j_A | T_k^l | j_A \rangle \) and \( \langle j_B | S_k^l | j_B \rangle \) are reduced matrix elements independent of \( n', m' \), or \( k \). It simplifies significantly when \( j_A = j_B = j \):

\[
f_1(\mathcal{E}^L) = \sum_{k=-L}^{L} \frac{\langle j, j+k; l, 0 | j, k \rangle}{\langle j, j; l, 0 | j, j \rangle} \langle j, j+k; L, k | j, j+k \rangle^2. \hfill (76)
\]

We provide the step-by-step derivation of the above expressions in Appendix B, where we also show how to obtain the explicit formula for \( f_1(\mathcal{E}^L) \),

\[
f_1(\mathcal{E}^L) = \left( \frac{j_A(j_A+1) + j_B(j_B+1) - L(L+1)}{2j_B(j_B+1)} \right) \times \sqrt{\frac{j_B(j_B+1)(2j_A+1)}{j_A(j_A+1)(2j_B+1)}}.
\] \hfill (77)

which is crucial for our analysis of spin inversion and spin amplification.

Let us conclude this section by reiterating the main result in the form of the following theorem.

Theorem 7. An SU(2)-covariant channel \( \mathcal{E} \) between two irreducible systems carrying irreps \( j_A \) and \( j_B \) is fully specified by a probability distribution \( p(\mathcal{E}) \) of size \( 2 \min(j_A, j_B) + 1 \). Its action on \( X \in \mathcal{B}(\mathcal{H}_A) \) is then given by

\[
\mathcal{E}(X) = \sum_{L=|j_A-j_B|}^{j_A+j_B} p_L(\mathcal{E}) \mathcal{E}^L(X)
\]

\[
= \sum_{L=|j_A-j_B|}^{j_A+j_B} \left( \sum_{k=0}^{l=|j_A-j_B|} \sum_{k=-L}^{L} p_L(\mathcal{E}) f_1(\mathcal{E}^L) x_k^l s_k^l \right), \hfill (78)
\]

where \( x_k^l = \text{tr}(T_k^l X) \) and \( f_1(\mathcal{E}^L) \) are specified by Eq. (75).

B. General decomposition of G-covariant channels

Let \( U_A \) and \( U_B \) be unitary representations of a compact group \( G \) acting on \( \mathcal{H}_A \) and \( \mathcal{H}_B \), respectively. We are interested in quantum channels \( \mathcal{E} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B) \) that are symmetric under these actions. As we explain in Sec. III B, the corresponding Jamiolkowski state \( \mathcal{J}(\mathcal{E}) \) will commute with the tensor product representation \( U_B \otimes U_A^* \), which decomposes the Hilbert space \( \mathcal{H}_B \otimes \mathcal{H}_A \) into

\[
\mathcal{H}_B \otimes \mathcal{H}_A \cong \bigoplus_{\lambda \in \Lambda} \mathcal{H}^j \otimes \mathbb{C}^{m_j}. \hfill (79)
\]

Here, \( \Lambda \) is a subset of all nonequivalent irreducible representations labeled generically by \( \lambda \) that appear with multiplicities \( m_j \) (denoting the dimension of the multiplicity space).

From Theorem 3, we know that under such a decomposition the Jamiolkowski state of a symmetric channel has a block-diagonal structure:

\[
\mathcal{J}(\mathcal{E}) = \bigoplus_{\lambda \in \Lambda} \mathcal{J}^j(\mathcal{E}) \otimes \mathcal{J}^j(\mathcal{E}). \hfill (80)
\]

Note that in the above, \( \mathcal{J}^j(\mathcal{E}) \) are bounded operators on an \( m_j \)-dimensional complex space, and \( \mathcal{J}^j \) acts as identity on the \( \lambda \)-irrep representation space \( \mathcal{H}^j \). Let us now define

\[
\rho^j(\mathcal{E}) = \frac{\mathcal{J}^j(\mathcal{E})}{p_j(\mathcal{E})}, \quad p_j(\mathcal{E}) = \text{tr}[\mathcal{J}^j(\mathcal{E})]. \hfill (81)
\]
Since $\mathcal{E}$ is completely positive, we have $\mathcal{J}(\mathcal{E}) \geq 0$ and thus, $\rho^\lambda(\mathcal{E}) \geq 0$. Moreover, the trace-preserving property of $\mathcal{E}$ implies that $\sum_{\lambda \in \Lambda} p_\lambda(\mathcal{E}) = 1$. Therefore, $p_\lambda(\mathcal{E})$ is a probability distribution and $\rho^\lambda(\mathcal{E})$ is a valid quantum state on $GL(C^{m_\lambda})$. One should keep in mind, however, that there will be additional constraints on $\rho^\lambda(\mathcal{E})$ coming from the trace-preserving condition.

We can thus write

$$
\mathcal{J}(\mathcal{E}) = \bigoplus_{\lambda \in \Lambda} p_\lambda(\mathcal{E}) \frac{d^\lambda}{d_\lambda} \otimes \rho^\lambda(\mathcal{E}).
$$

(82)

Now, recall that any state $\rho^\lambda(\mathcal{E}) \in GL(C^{m_\lambda})$ can be viewed as a probability distribution over all pure state such that

$$
\rho^\lambda(\mathcal{E}) = \int dy^\lambda r_\mathcal{E}(y^\lambda) |y^\lambda\rangle \langle y^\lambda|,
$$

(83)

where $|y^\lambda\rangle \in C^{m_\lambda}$ integration is over all such pure states (according to the Haar measure) with $\int dy^\lambda r_\mathcal{E}(y^\lambda) = 1$ and $r_\mathcal{E}(y^\lambda) \geq 0$. We can then define the following operators,

$$
\mathcal{J}_\mathcal{E}^\lambda : = \frac{d^\lambda}{d_\lambda} \otimes |y^\lambda\rangle \langle y^\lambda|,
$$

(84)

which should be viewed as elements of $B(\mathcal{H}_B \otimes \mathcal{H}_A)$ that are positive and have trace one. Therefore, any symmetric Jamiołkowski state $\mathcal{J}(\mathcal{E})$ can be written as follows:

$$
\mathcal{J}(\mathcal{E}) = \sum_{\lambda \in \Lambda} p_\lambda(\mathcal{E}) \int dy^\lambda r_\mathcal{E}(y^\lambda) \mathcal{J}_\mathcal{E}^\lambda.
$$

(85)

This directly leads to the following decomposition of any $G$-covariant channel:

$$
\mathcal{E} = \sum_{\lambda \in \Lambda} p_\lambda(\mathcal{E}) \int dy^\lambda r_\mathcal{E}(y^\lambda) \mathcal{E}^\lambda_{\mathcal{E}}.
$$

(86)

Here, $\mathcal{E}^\lambda_{\mathcal{E}}$ are CP maps corresponding to Jamiołkowski states $\mathcal{J}_\mathcal{E}^\lambda$. Note, however, that although the above resembles a convex decomposition over extremal channels $\mathcal{E}^\lambda_{\mathcal{E}}$, these are not necessarily trace preserving. Therefore, the set of extremal $G$-covariant quantum channels may be much more complicated, e.g., with $|y^\lambda\rangle \langle y^\lambda|$ in Eq. (84) replaced by a mixed state.

More can be said about the structure of extremal channels under additional assumptions. The particular case we consider here is given by these symmetries for which representations $U_A$ and $U_B$ of a compact group $G$ (acting on the input and output Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$) are such that $\mathcal{H}_B \otimes \mathcal{H}_A$, with the tensor product representation $U_B \otimes U_A$, has a multiplicity-free decomposition,

$$
\mathcal{H}_B \otimes \mathcal{H}_A = \bigoplus_{\lambda \in \Lambda} \mathcal{H}^\lambda.
$$

(87)

Moreover, we also require that $U_A$ is an irrep. One example of a group satisfying these assumptions is the SU(2) symmetry with the input system being irreducible, which we study in detail in Sec. VA. For completeness, we remark that previous works [38] have fully characterized under what conditions tensor products of irreducible representations have a multiplicity-free decomposition for all connected semisimple complex Lie groups. In particular, if $G$ is a simple Lie group [e.g., SL(d)], then either $U_B$ or $U_A$ must correspond to an irrep with the highest weight being a multiple of the fundamental representation. For example, for the group SU(3) with the fundamental irrep labeled by $3$, we have a multiplicity-free decomposition $3 \otimes 3 = 8 \oplus 1$. This stands to show that the assumptions can still include a large class of symmetries beyond the canonical SU(2) example; e.g., Ref. [16] studies covariant channels with respect to finite groups with multiplicity-free decomposition.

For groups satisfying these conditions, Eq. (82) simplifies significantly and takes the following form:

$$
\mathcal{J}(\mathcal{E}) = \bigoplus_{\lambda \in \Lambda} p_\lambda(\mathcal{E}) \mathcal{J}(\mathcal{E}^\lambda), \quad \mathcal{J}(\mathcal{E}^\lambda) = \frac{d^\lambda}{d_\lambda}.
$$

(88)

Here, by the same argument as in Sec. VA, $p_\lambda(\mathcal{E})$ is a probability distribution and each $\mathcal{J}(\mathcal{E}^\lambda)$ is a positive operator satisfying $tr_B(\mathcal{J}(\mathcal{E}^\lambda)) = 1/d_\lambda$. Therefore, each $\mathcal{J}(\mathcal{E}^\lambda)$ will uniquely correspond to a CPTP map $\mathcal{E}^\lambda : B(\mathcal{H}_A) \rightarrow B(\mathcal{H}_B)$ and, since $\mathcal{J}(\mathcal{E}^\lambda)$ act on orthogonal subspaces, they will be linearly independent operators. Equivalently, this ensures that $\mathcal{E}^\lambda$ are extremal points of the set of $G$-covariant channels. We can thus characterize $\mathcal{E}^\lambda$ in terms of Jamiołkowski states, Kraus operators, and Stinespring dilation through the following theorem.

**Theorem 8.** Let $G$ be a compact group with representations $U_A$ and $U_B$ acting on Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$. Suppose that $U_B \otimes U_A$ is a multiplicity-free tensor product representation with nonequivalent irreps labeled by elements of a set $\Lambda$, and that $U_A$ is an irrep. Then, the convex set of $G$-covariant quantum channels $\mathcal{E} : B(\mathcal{H}_A) \rightarrow B(\mathcal{H}_B)$ has $|\Lambda|$ distinct isolated extremal points given by channels $\mathcal{E}^\lambda$ for $\lambda \in \Lambda$. Each $\mathcal{E}^\lambda$ can be characterized by the following:

1. A unique Jamiołkowski state

$$
\mathcal{J}(\mathcal{E}^\lambda) = \frac{d^\lambda}{d_\lambda}.
$$

(89)

2. Kraus decomposition $\{E^\lambda_{k}\}_{k=1}^{d_\lambda}$ such that

$$
\mathcal{E}^\lambda(\rho) = \sum_{k} E^\lambda_{k} \rho(E^\lambda_{k})^\dagger,
$$

(90)

with $E^\lambda_{k}$ forming a $\lambda$-irreducible tensor operator transforming as $U_B(\gamma)E^\lambda_{k}U_A(\gamma)^\dagger = \sum_{k'} v^\lambda_{k,k'}(\gamma)E^\lambda_{k'}$, where $v^\lambda_{k,k'}$ are matrix coefficients of the $\lambda$ irrep.
A symmetric isometry $W^\lambda : \mathcal{H}_A \to \mathcal{H}_B \otimes \mathcal{H}_B^\lambda$ such that
\[ E^\lambda (\rho) = \text{tr}_B [W^\lambda \rho (W^\lambda)^\dagger]. \] (91)

Also, the minimal Stinespring dilation dimension for $E^\lambda$ is given by $d_\lambda$.

The details on how to obtain characterizations 2 and 3 from 1 can be found in Appendix C.

C. Decomposition of U(1)-covariant channels

We now proceed to the simplest example of a compact group that does not satisfy the multiplicity-free condition—the U(1) group. As we see in a moment, channels symmetric with respect to the U(1) group do not satisfy this condition in the strongest possible way: They act trivially on the irrep spaces (since those are one dimensional) and are fully defined by their action within the multiplicity spaces. In that sense, the example we investigate in this section is the exact opposite of SU(2)-irreducibly-covariant channels studied in Sec. VA, where the action within multiplicity spaces is trivial and channels are defined by their action within irrep spaces.

The U(1) group has a single generator $J^1_A$,
\[ U_A(g) = e^{iJ^1_A g}, \] (92)

where $g \in [0,2\pi]$. For a finite-dimensional system [39] described by a Hilbert space $\mathcal{H}_A$, the U(1) group can be related to time translations by choosing the generator to be given by the system Hamiltonian $H_A$,
\[ H_A = \sum_n E^\lambda_n |E^\lambda_n\rangle \langle E^\lambda_n|, \] (93)

with $E^\lambda_n$ denoting different energy levels, and where we restrict ourselves to nondegenerate Hamiltonians for the clarity of discussion. Indeed, substituting $J^1_A \to H_A$ and $g \to -t$, we see that the group action
\[ U_A(t) = e^{-iH_A t} \] (94)
evols the system in time by $t$. The representation of the group on $\mathcal{H}_B$ is defined in an analogous way with the Hamiltonian $H_B$. Recall that, by Noether’s theorem, closed unitary dynamics symmetric under time translations generated by $H_A$ conserves energy represented by Hamiltonian $H_A$.

As U(1) is an Abelian group, its irreducible representations are one dimensional, meaning that the symmetry-adapted basis composed of ITOs satisfies
\[ U_A(T^\lambda_{\alpha}) = v^\lambda(t)T^\lambda_{\alpha} = e^{-i\omega T^\lambda_{\alpha}}. \] (95)

It follows that we can choose
\[ T^\lambda_{\alpha} = |E^\lambda_n\rangle \langle E^\lambda_n|, \]
\[ S^\lambda_{\alpha} = |E^\lambda_{n'}\rangle \langle E^\lambda_{n'}| \] (96)
with $\lambda = E^\lambda_{n'/B} - E^\lambda_{n/B}$ and $\alpha$ enumerating multiplicities arising from the degeneracy of the Bohr spectrum of $H_A$ and $H_B$, i.e., various pairs $n, n'$ satisfying the same $\lambda = E^\lambda_{n'/B} - E^\lambda_{n/B}$.

We consider a U(1)-covariant channel $\mathcal{E}$, with the representations of the U(1) group on the input and output spaces $\mathcal{H}_A$ and $\mathcal{H}_B$ being given by $U_A(t)$ and $U_B(t)$, i.e., with the Hamiltonians of the input and output systems being $H_A$ and $H_B$. Employing Theorem 2, we then get that the Liouville representation of $\mathcal{E}$ is block diagonal,
\[ L(\mathcal{E}) = \bigoplus_\lambda L^\lambda (\mathcal{E}), \] (97)

and from Eq. (37) we find that
\[ L^\lambda_{\beta\alpha}(\mathcal{E}) = (F^\beta_B |\mathcal{E}|(F^\alpha_A)^\dagger) (F^\beta_B |\mathcal{E}|(F^\alpha_A)^\dagger |F^\beta_B |\mathcal{E}|(F^\alpha_A)^\dagger), \] (98)

with $\lambda = E^\lambda_{n'/B} - E^\lambda_{n/B} = E^\lambda_{n'/B} - E^\lambda_{n/B}$ and $\alpha, \beta$ enumerating degeneracies, i.e., various pairs of $n, n'$ and $m, m'$ with the same energy difference $\lambda$.

We see that the block $\lambda = 0$ describes the evolution of populations (in the energy eigenbases), while the remaining blocks describe the evolution of coherence terms between energy levels differing by $\lambda$. Therefore, $L^\lambda_{\beta\alpha}(\mathcal{E})$ contains the full information needed to study deviations from the energy conservation induced by $\mathcal{E}$, while $L^\lambda_{\beta\neq\alpha}(\mathcal{E})$ define how coherent $\mathcal{E}$ is, i.e., how close it is to a closed unitary dynamics. We note that the relation between $L^\lambda_{\beta\neq\alpha}(\mathcal{E})$ and $L^\lambda_{\beta\neq\alpha}(\mathcal{E})$ has played a crucial role in the previous studies of optimal processing of coherence under thermodynamic [40] and Markovian [41] constraints. Here, we use this relation to constrain the unitarity of a general U(1)-covariant channel inducing energy flows (deviating from energy conservation) described by a given stochastic matrix. Since $L^\lambda_{\beta\neq\alpha}(\mathcal{E})$ is crucial for our studies, we use a shorthand notation $P^{\mathcal{E}}$ for it,
\[ P^{\mathcal{E}}_{\beta\alpha} = \langle F_B^m | \mathcal{E} | F_A^n \rangle \langle F_A^n | \mathcal{E} | F_B^m \rangle, \] (99)

and note that it is a $d_B \times d_A$ stochastic matrix, $P^{\mathcal{E}}_{\beta\alpha} \geq 0$ and $\sum_m P^{\mathcal{E}}_{\beta\alpha} = 1$.

As our aim is to study the relation between deviations from conservation laws and unitarity of U(1)-covariant channels, we need to understand what the constraints are on $L^\lambda(\mathcal{E})$. To answer this question, we look at the Jamiołkowski state $\mathcal{J}(\mathcal{E})$ and, by enforcing its positivity and $\text{tr}_B [\mathcal{J}(\mathcal{E})] = I_A / d_A$, we find constraints on matrices $L^\lambda$ ensuring that they correspond to a valid CPTP map. From Theorem 3, we get that the Jamiołkowski state is also block diagonal,
\[ \mathcal{J}(\mathcal{E}) = \bigoplus_\lambda \mathcal{J}^\lambda (\mathcal{E}). \] (100)
Moreover, the support of each $\mathcal{J}^J(\mathcal{E})$ is spanned by vectors $|E'_{B_m}, E''_{A_{mn}}\rangle$ that transform as irrep $\lambda$ under $U_B(t) \otimes U_A^J(t)$; i.e., they satisfy $E'_{B_m} - E''_{A_{mn}} = \lambda$. More precisely, we have

$$
\mathcal{J}^J(\mathcal{E}) = \frac{1}{d_A} \sum_{m,n} \langle E''_{A_{mn}} | \mathcal{E} | E''_{A_{mn}} - \lambda \rangle | E'_{B_m}, E''_{A_{mn}} - \lambda \rangle,
$$

(101)

where $|E''_{A_{mn}} - \lambda\rangle$ is a shorthand notation for $|E''_{A_{mn}}\rangle$ with $m'$ such that $E''_{A_{mn}} = E''_{A_{m'n'}} - \lambda$, and the summation is performed only over the indices $m$, $n$ for which $E''_{A_{mn}} - \lambda$ and $E''_{A_{m'n'}} - \lambda$ correspond to valid energies of $H_A$.

The positivity of $\mathcal{J}^J(\mathcal{E})$ is now equivalent to the positivity of $\mathcal{J}^J(\mathcal{E})$ for all $\lambda$, while the partial trace condition is fulfilled automatically as long as $P^E$ is a stochastic matrix. Importantly, the diagonal of $\mathcal{J}^J(\mathcal{E})$ is given by $P^E_{m,m-l}$ ($m - \lambda$ is such $m'$ that satisfies $E''_{A_{mn}} = E''_{A_{m'n'}} - \lambda$), while the off-diagonal terms describe transformation of coherences. One can now construct extremal $U(1)$-covariant channels by simply coherifying any stochastic matrix $\Gamma$ to a quantum channel with the constraint of preserving the block-diagonal structure [42]. More precisely, for every stochastic matrix $\Gamma$ and a set of phases $\{\phi_{m,n}\}$, one can construct an extremal $U(1)$-covariant channel $\mathcal{E}^\Gamma$ with the Jamiołkowski state given by

$$
\mathcal{J}(\mathcal{E}^\Gamma) = \sum_{\lambda} \langle \psi_\lambda^\Gamma | \langle \psi_\lambda^\Gamma | \psi_\lambda^\Gamma \rangle | \psi_\lambda^\Gamma \rangle,
$$

(102)

with

$$
|\psi_\lambda^\Gamma\rangle := \frac{1}{\sqrt{d_A}} \sum_m e^{-i\phi_{m,n}} \sqrt{\Gamma_{m,m-\lambda}} |E''_{A_{mn}}, E''_{A_{mn}} - \lambda\rangle,
$$

(103)

where $\Gamma$ describes $P^E$ and the same notation applies to its elements $\Gamma_{m,n}$. It is a straightforward calculation to show that the corresponding map is CPTP. Moreover, since its Jamiołkowski state is proportional to a projector on each block, it is extremal.

We want to note, however, that the above construction in general does not produce all extremal $U(1)$-covariant channels. As a counterexample, consider the following Jamiołkowski state:

$$
\mathcal{J}(\mathcal{E}^\Gamma) = \sum_{\lambda \neq \lambda_0} \langle \psi_\lambda^\Gamma | \langle \psi_\lambda^\Gamma | \psi_\lambda^\Gamma \rangle | \psi_\lambda^\Gamma \rangle + \rho_{\lambda_0}.
$$

(104)

Since the above is extremal on each block $\lambda \neq \lambda_0$, the possibility of decomposing it as a convex combination of Jamiołkowski states from Eq. (102) is equivalent to the possibility of decomposing $\rho_{\lambda_0}$ as

$$
\rho_{\lambda_0} = \int d\phi \rho(\phi) |\psi_\phi^\Gamma\rangle \langle \psi_\phi^\Gamma|.
$$

(105)

In other words, it would need to hold that every density matrix of size $d$ can be decomposed into a convex combination of pure states with the same diagonal. This, however, is not true in general (it holds for $d = 2$, but counterexamples can be found already for $d = 4$).

VI. SPIN INVERSION AND AMPLIFICATION

A. Setting

The scenario we investigate in this section is as follows. We consider input and output systems described by Hilbert spaces $\mathcal{H}_B$ and $\mathcal{H}_B$ to be spin-$j_A$ and spin-$j_B$ systems. We denote the spin angular momenta operators (with respect to a Cartesian coordinate frame) by

$$
J_A = (J^x_A, J^y_A, J^z_A),
$$

(106)

and analogously for $J_B$. These are traceless and for every $k \in \{x, y, z\}$ satisfy

$$
\text{tr}[(J^k_A)^2] = \frac{\|J_A\|^2}{3},
$$

(107)

where $\|J_A\|$ is defined in Eq. (60). Analogous conditions hold for system $B$. We recall that these spin operators are generators for the SU(2) irreducible representations on $\mathcal{H}_A$ and $\mathcal{H}_B$, and they span the adjoint irrep (i.e., the three-dimensional 1 irrep) in the decomposition of the operator spaces $\mathcal{B}(\mathcal{H}_A)$ and $\mathcal{B}(\mathcal{H}_B)$. In other words, $J_A$ and $J_B$ are (unnormalized) ITOs $T_1^1$ and $S_1^1$, see Eq. (59). Now, for the input and output state $\rho \in B(\mathcal{H}_A)$ and $\mathcal{E}(\rho) \in B(\mathcal{H}_B)$, we can define spin-polarization vectors $P(\rho)$ and $P(\mathcal{E}(\rho))$ to be given by expectation values of the spin operator along different Cartesian axes:

$$
P_k(\rho) := \text{tr}(J^k_A \rho),
$$

(108)

and similarly for the system $B$ with $\rho$ replaced by $\mathcal{E}(\rho)$.

Our aim is to investigate operations that isotropically invert or amplify the spin operator, so that under their action the polarization vector scales with either some negative factor $\kappa_-$ or a positive factor $\kappa_+ > 1$. In particular, we want to determine channels $S_-$ and $S_+$ representing the optimal spin inversion and spin amplification, which are those that achieve the largest values of $|\kappa_-|$ and $\kappa_+$:

$$
P(S_{\pm}(\rho)) = \kappa_{\pm} P(\rho), \quad \kappa_- < 0, \quad \kappa_+ > 1.
$$

(109)

Equivalently, $S_-$ may be defined in terms of their action on the generators:

$$
S_{\pm}(J^k_A) = \kappa_{\pm} J^k_B \cdot \frac{\|J_A\|^2}{\|J_B\|^2}.
$$

(110)

First, we take the above equations as really defining $S_{\pm}$ without specifying their action outside of the subspace
spanned by the generators $J^k_A$. This, in principle, corresponds to a large class of operations that we need to optimize over. However, since $\mathcal{S}_\pm$ acts isotropically on all states, in the next section we show that without loss of generality one may restrict considerations to SU(2)-covariant channels. This allows us to employ the results of Sec. V A to determine optimal inversion and amplification factors $\kappa_\pm$ and to relate $\kappa_-$ to the maximal allowed deviation from conservation law under covariant dynamics. Finally, we focus on the decoherence induced by the optimal inversion channel by comparing the action of this channel with the action induced by time-reversal symmetry.

B. Optimal transformations of spin polarization

We want to analyze channels $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ that send $\mathbf{P}(\rho)$ to $k\mathbf{P}(\rho)$ for all $\rho$ and some independent real constant $k$, while performing arbitrary transformation on the other irreducible subspaces (ITOs). As we now show, for every such $\mathcal{E}$ there exists an SU(2)-covariant channel that has the same action on the polarization vector. By assumption,

$$\forall \rho: \text{tr}[J^k_B \mathcal{E}(\rho)] = \kappa \text{tr}(J^k_A \rho).$$  \hspace{1cm} (111)

Now, with $\mathcal{U}_A$ denoting the SU(2) representations on $\mathcal{B}(\mathcal{H}_A)$, recall that the angular momentum operators transform under rotations as

$$\mathcal{U}^k_A(g) = \sum_k v^1_{kk}(g) J^k_A,$$  \hspace{1cm} (112)

where $v^1_{kk}(g)$ are matrix entries of the 1 irrep. An analogous statement holds for system $B$. Therefore, it follows that

$$\text{tr}[\mathcal{U}^k_B(J^k_B \mathcal{E}(\rho))] = \sum_k v^1_{kk}(g) \text{tr}(J^k_A \rho) = \kappa \sum_k v^1_{kk}(g) \text{tr}(J^k_A \rho) = \kappa \text{tr}[\mathcal{U}^k_A(J^k_A \rho)].$$  \hspace{1cm} (113)

Using the cyclic property of the trace and the fact that the above must hold for all $\rho$, particularly for $\mathcal{U}^k_B(\rho)$, we arrive at

$$\text{tr}[J^k_B \mathcal{U}^\dagger_B \circ \mathcal{E} \circ \mathcal{U}^k_A(\rho)] = \kappa \text{tr}(J^k_A \rho),$$  \hspace{1cm} (114)

or equivalently,

$$\mathbf{P}(\mathcal{U}^\dagger_B \circ \mathcal{E} \circ \mathcal{U}^k_A(\rho)) = k\mathbf{P}(\rho).$$  \hspace{1cm} (115)

We note that the above could also be simply deduced from the fact that $\mathbf{P}$ transforms under SU(2) as a three-dimensional vector in real space, so that for all $g \in \text{SU}(2)$ and all $\rho$, we have

$$\mathbf{P}(\rho) = \mathbf{P}(U_g(\rho)) \Rightarrow \mathbf{P}(U_g^\dagger(\rho)) = \mathbf{P}(\rho).$$  \hspace{1cm} (116)

Next, by taking the group average and noting that $\mathbf{P}$ is linear [since it is defined through trace in Eq. (108)], we obtain

$$\mathbf{P}(\mathcal{G}[\mathcal{E}](\rho)) = k\mathbf{P}(\rho),$$  \hspace{1cm} (117)

where $\mathcal{G}[\mathcal{E}]$ is the twirling over $\mathcal{E}$ over all rotations,

$$\mathcal{G}[\mathcal{E}] := \int dg \mathcal{U}^\dagger_B \circ \mathcal{E} \circ \mathcal{U}^k_B.$$  \hspace{1cm} (118)

The twirled channel $\mathcal{G}[\mathcal{E}]$ is SU(2) covariant (by construction), and it has the same scaling factor $\kappa$ as $\mathcal{E}$. Therefore, one may assume without loss of generality that the optimal spin inversion and -amplification operations are symmetric under SU(2).

In Sec. V A we fully characterize SU(2)-covariant quantum channels for irreducible systems, and we now employ these results. First, recall that a symmetric channel $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ acts on any ITO $\{T^k\}_{l,k}$ by a scaling factor depending only on the particular irrep (and the channel itself) such that

$$\mathcal{E}(T^k) = f_I(\mathcal{E}) S^k.$$

Taking into account the particular normalization of the spin operators, it follows that

$$\mathcal{E}(J^k_A) = f_I(\mathcal{E}) J^k_A = \frac{\|J_A\|}{\|J_B\|} \mathcal{E}(J^k_A),$$  \hspace{1cm} (120)

Moreover, recall that every such SU(2)-covariant $\mathcal{E}$ decomposes into extremal channels according to Eq. (67), which results in

$$f_I(\mathcal{E}) = \sum_{L=|J_A-J_B|}^{J_A+J_B} p_L f_I(\mathcal{E}^L),$$  \hspace{1cm} (121)

where $f_I(\mathcal{E}^L)$ are the scaling factors explicitly given by Eq. (77).

Now, we can compare the transformation of angular momentum operators under a general covariant channel, Eqs. (120) and (121), with the transformation under spin inversion and spin amplification, Eq. (110). We see that every SU(2)-covariant channel can act as a spin inversion or amplification with

$$\kappa_\pm = \frac{\|J_B\|}{\|J_A\|} \sum_{L=|J_A-J_B|}^{J_A+J_B} p_L f_I(\mathcal{E}^L),$$  \hspace{1cm} (122)

as long as $\kappa_+ > 1$ or $\kappa_- < 0$. Our aim is thus to maximise and minimise the above expression over all probability
distributions $p_L$. Since we are optimising over a convex region, the optima will be attained by one of the extremal points so that

$$
k_{\pm}^{\text{opt}} = \frac{\|J_B\|}{\|J_A\|} \cdot f_1(E_L^{\pm})
$$

for some $L_{\pm}$. These can be easily found, as we derive explicit expressions $f_1(E_L)$. We thus arrive at the following:

**Theorem 9.** The maximal spin-polarization inversion $P(\rho) \to \kappa_- P(\rho)$ with $\kappa_- < 0$ is achieved by a SU(2)-irreducibly symmetric extremal channel $E_j^{(j_A+j_B)}$. The inversion factor $\kappa_-$ is given by

$$
\kappa_- = -\frac{j_B(2j_B+1)}{(j_A+1)(2j_A+1)}.
$$

It follows that the maximal spin inversion is achieved by the extremal channel that requires the largest environment to be realized. Indeed, for every extremal channel $E_L$, its minimal Stinespring dilation (and thus, the minimal number of Kraus operators) has dimension $2L + 1$. Consequently, this means that the larger the environment, the more we can invert the spin. Note that in the classical macroscopic limit of input and output systems given by massive spins $j_A = j_B \to \infty$, we get $\kappa_+ \to -1$ corresponding to perfect spin inversion. While for finite-dimensional systems, quantum theory does not allow for perfect spin inversion $P \to -P$, the above result yields a fundamental limit on maximal spin inversion.

Moreover, the optimal spin inversion coincides with the channel leading to the largest allowed deviation from the conservation law under the constraint of SU(2) symmetry. To see this, note that the total deviation resulting from the action of $E$ on a given input state $\rho$ [defined in Eq. (51)] can be expressed by

$$
\Delta_{\text{tot}}(\rho, E) = \|P(E(\rho)) - P(\rho)\|^2.
$$

Using the fact that covariant dynamics can scale only ITOs, we get

$$
\Delta_{\text{tot}}(\rho, E) = |\kappa - 1|^2\|P(\rho)\|^2,
$$

and thus, the deviation is maximized for smallest negative $\kappa$, which is specified by Eq. (124). From the equation above, it is clear that also the average total deviation $\Delta(E)$ will be maximized by the optimal spin inversion channel. Of course, since we deal with symmetric channels, this deviation can come only from the price of decoherence (as the conserved charge can come only from an incoherent environment). In the next section, we quantify this decoherence by comparing the action of the optimal spin inversion channel with the transformation induced by time-reversal symmetry, while in Sec. VII, we analyze in detail the trade-off between deviations from conservation laws and decoherence for general SU(2)-covariant operations.

Finally, we can obtain an analogous bounding result for spin amplification captured by the following theorem.

**Theorem 10.** The maximal spin-polarization amplification $P(\rho) \to \kappa_+ P(\rho)$ with $\kappa_+ > 1$ is achieved by an SU(2)-irreducibly symmetric extremal channel $E^{(j_A-j_B)}$. The amplification factor $\kappa_+$ is given by

$$
\kappa_+ = \begin{cases} 
\frac{j_A}{j_A+1} & \text{for } j_A \geq j_B, \\
\frac{j_A+1}{j_A+1} & \text{for } j_A < j_B.
\end{cases}
$$

We remark that upper bounds on $\kappa_+$ have been previously reported in Ref. [29], where the authors used resource monotones based on modes of asymmetry to show that $\kappa_+ \leq f(j_B)/f(j_A)$ with

$$
f(j) = \begin{cases} 
\frac{j+1}{2} & : \text{integer } j, \\
\frac{j(j+1)}{2} + \frac{j+1}{2} & : \text{half-integer } j.
\end{cases}
$$

Note that, according to Theorem 10 that provides the optimal amplification channel explicitly, these bounds are loose; i.e., the upper bound cannot be achieved by any SU(2)-covariant channel. In this sense, our result can be seen as an ultimate improvement over the previously known bounds.

### C. Optimal spin inversion and time-reversal symmetry

So far, we considered the action of a channel on spin-polarization vector as the defining property of the spin-inversion channel. We have thus focused on the maximal deviation from the conservation law but ignored the decoherence induced by such a channel, which is described by the action of the channel on the remaining ITOs. Here, we quantify this decoherence by comparing the action of the optimal spin inversion channel to the action of a passive symmetry that naturally realizes spin inversion—the time-reversal symmetry $T$.

Under the action of $T : B(H_A) \to B(H_A)$, the spin of a single particle flips sign and, generally, an odd number of particles will experience a sign change, while an even number will not. This manifests itself at the level of ITOs, which are mapped according to whether they correspond to even- or odd-dimensional irreducible representations of the rotation group:

$$
T(T_k^\pm) = (-1)^k T_k^\mp k.
$$

This fully captures the action of time reversal on general mixed states of spin-$j_A$ systems described by the Hilbert space $H_A$. In particular, the spin degrees of freedom under time reversal will acquire a minus sign:
Therefore, for a single particle, time-reversal symmetry induces perfect spin reversal, as for any \( \rho \in B(H_A) \) the spin-polarization vector satisfies \( \mathbf{P}(\mathcal{T}(\rho)) = -\mathbf{P}(\rho) \).
Moreover, \( \mathcal{T} \) does not induce any decoherence, since it leaves the eigenvalues of \( \rho \) unchanged. It is thus meaningful to compare the optimal physical spin inversion channel \( \mathcal{E}^{(2j_A)} \) from Theorem 9 with the perfect unphysical spin inversion operation realized by time-reversal symmetry \( \mathcal{T} \). We see that \( \mathcal{E}^{(2j_A)} \), although it inverts spin polarization almost perfectly in the limit of large \( j_A \), is always far away from realizing \( \mathcal{T} \), and thus induces unavoidable decoherence as expected.

In order to measure the distance between \( \mathcal{E}^{(2j_A)} \) and \( \mathcal{T} \), let us introduce the concept of a spin-coherent state. It is simply given by a rotation of \( |j_A, j_A\rangle \), the state with maximal angular momentum along the \( z \) axis. Suppose that the group element \( g \in SU(2) \) is characterized by the Euler angles \( \theta, \phi \) corresponding to a spatial direction \( \hat{n} \). Then the spin-coherent state associated with this direction is given by

\[
|\hat{n}_A\rangle = U_A(g)|j_A, j_A\rangle = \sum_{k=-j_A}^{j_A} u_{kj_A}(g)|j_A, k\rangle. \tag{131}
\]

The behavior of spin-coherent states under time-reversal symmetry is particularly simple and reads

\[
\mathcal{T}(|\hat{n}_A\rangle\langle\hat{n}_A|) = |\hat{n}_A\rangle\langle\hat{n}_A|. \tag{132}
\]

In order to quantify how much the optimal spin inversion channel \( \mathcal{E}^{(2j_A)} \) resembles the passive symmetry transformation \( \mathcal{T} \), we employ the notion of quantum fidelity,

\[
F(\rho, \sigma) := \text{tr}(\sqrt{\rho \sigma} \sqrt{\rho \sigma})^2. \tag{133}
\]

Namely, we calculate the fidelity \( \bar{F} \) between the outputs of the two channels averaged over all input spin-coherent states. Notice that the fidelity between two states is a unitarily invariant measure, so that

\[
F(\mathcal{E}^{(2j_A)}(\rho), \mathcal{T}(\mathcal{E}^{(2j_A)}(\rho))) = F[\mathcal{U}_A^\dagger(\mathcal{E}^{(2j_A)}(\rho)), \mathcal{U}_A(\mathcal{T}(\mathcal{E}^{(2j_A)}(\rho)))] \tag{134}
\]

and, since both \( \mathcal{E}^{(2j_A)} \) and \( \mathcal{T} \) are \( SU(2) \) covariant, it follows that the considered fidelity remains the same for all spin-coherent input states. Therefore, it suffices to analyze the fidelity for the input state \( |j_A, j_A\rangle \), i.e.,

\[
\bar{F} = \langle j_A, -j_A | \mathcal{E}^{(2j_A)}(|j_A, j_A\rangle \langle j_A, j_A|)|j_A, -j_A\rangle. \tag{135}
\]

Now, we can use the explicit form of \( \mathcal{E}^{(2j_A)} \) given in Eq. (73) to arrive at

\[
\bar{F} = |\langle j_A, -j_A; 2j_A, 2j_A|j_A, j_A\rangle|^2. \tag{136}
\]

Finally, employing Clebsch-Gordan coefficient identities, we obtain

\[
\bar{F} = \frac{1 + 2j_A}{1 + 4j_A} = 1 - \frac{2j_A}{1 + 4j_A}. \tag{137}
\]

The above fidelity is monotonically decreasing as a function of \( j_A \), and in the limit \( j_A \to \infty \) it converges to \( 1/2 \). Therefore, despite the fact that for macroscopic spins it is possible to almost perfectly invert their polarization vector, the channel that achieves this is far from realizing time-reversal symmetry. We remark that the above calculation assumes only that the action of \( \mathcal{T} \) on the spin-coherent state \( |j_A, j_A\rangle \) gives \( |j_A, -j_A\rangle \) and that it is rotationally invariant. Therefore, the same result will hold for a general perfect and unphysical spin inversion operation which satisfies these two constraints (without committing to the full exact form that the time-reversal operator takes). Moreover, note that the rotational invariance and linearity [43] ensure that the expression for \( \bar{F} \) remains unchanged for any state in the convex hull of spin-coherent states.

VII. TRADE-OFF RELATIONS BETWEEN CONSERVATION LAWS AND DECOHERENCE

Building on the results developed so far, we now address the core questions of interest: How much can open symmetric dynamics deviate from conservation laws? Do small perturbations from closed symmetric dynamics result in small corrections to the conservation laws? When does the converse also hold?

Our aim is therefore to analyze when each of the following two qualitative statements holds given an \textit{a priori} symmetry principle:

(i) If \( \mathcal{E} \) is close to a symmetric unitary, then the average total deviation from conservation law \( \Delta(\mathcal{E}) \) is small.
(ii) If the average total deviation \( \Delta(\mathcal{E}) \) is small, then \( \mathcal{E} \) is close to a symmetric unitary.

Whenever both of the above properties hold for any dynamics with the appropriate symmetry, we say that the conservation laws are robust with respect to decoherence. Quantitatively, we can analyze such robustness by deriving bounds on the average deviation induced by a channel in terms of its distance from a symmetric unitary process. In what follows, we first derive general upper bounds on the deviation in terms of the diamond distance (for arbitrary dimension of input and output spaces, \( d_A \) and \( d_B \) and unitarity (for \( d_B \leq d_A \)), showing that the first property holds in general. Then, we argue why a lower bound does not need to exist for a general group \( G \), and so the second property does not need to hold. Nevertheless, we show that for symmetries with multiplicity-free decomposition, the lower bound can also be derived for \( d_A = d_B \), and thus, conservation laws are robust under decoherence in such
cases. Finally, we analyze in detail the two special cases. Finally, we analyze in detail the two special examples investigated in Sec. V: SU(2)-irreducibly-covariant channels and U(1)-covariant channels.

A. Upper bounds on deviating charges for G-covariant open dynamics

Before we present our main result upper bounding the average total deviation $\Delta(\mathcal{E})$ as a function of the departure from unitarity $[1 - u(\mathcal{E})]$, we want to present a simple argument showing that open dynamics that is close to symmetric unitary (isometry) must approximately conserve relevant charges. Consider $\rho \in \mathcal{B}(\mathcal{H}_A)$ and a $G$-covariant channel $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ with the symmetry generated by $\{J_A^k\}_{k=1}^n$ for the input system and $\{J_B^k\}_{k=1}^n$ for the output system. Now, take any isometry $W : \mathcal{H}_A \to \mathcal{H}_B$ that is symmetric, i.e., $W^J_A = J_B^k W$. Since the conservation laws hold under a dynamics generated by $W$, we have

$$
\Delta_k(\rho_A, \mathcal{E}) = \text{tr}[\mathcal{E}(\rho_A)J_B^k - \rho_A J_A^k] = \text{tr}\{[\mathcal{E}(\rho_A) - W\rho_A W^\dagger]J_B^k\}. \quad (138)
$$

Using Hölder’s inequality for the Hilbert-Schmidt inner product,

$$
\text{tr}(A^\dagger B) \leq \|B\|_1 \|A\|_\infty, \quad (139)
$$

with $\|B\|_1 := \text{tr}(\sqrt{B^\dagger B})$ and $\|A\|_\infty$ the operator norm, we obtain the following bound:

$$
\Delta_k(\rho_A, \mathcal{E}) \leq \|\mathcal{E} - W\|_1 \|J_B^k\|_\infty, \quad (140)
$$

where $\mathcal{W}(\cdot) = W(\cdot)W^\dagger$. Thus, the total deviation for a given input state $\rho_A$ is bounded by

$$
\Delta_{\text{tot}}(\rho_A, \mathcal{E}) \leq \|\mathcal{E} - W\|_1 \|J_B^k\|_\infty^2. \quad (141)
$$

Finally, we can get a state-independent bound by employing a diamond norm,

$$
\|\mathcal{E}\|_\diamond^2 := \max_{\rho_{A'}} \|\mathcal{C}_A \otimes \mathcal{I}_A(\rho_{A'})\|_1, \quad (142)
$$

so that we arrive at the bound for the average total deviation

$$
\Delta(\mathcal{E}) \leq \|\mathcal{E} - W\|_\diamond^2 \sum_k \|J_B^k\|_\infty^2. \quad (143)
$$

Operationally, the above can be interpreted as follows: The more indistinguishable a given covariant channel becomes from any symmetric isometry, the smaller the deviations from conservation laws.

Obviously, the above simple analysis has significant drawbacks. Not only is the diamond norm particularly difficult to calculate, but also Eq. (143) involves either an unknown symmetric isometry $\mathcal{W}$ or a minimization of the quantity $\|\mathcal{E} - \mathcal{W}\|_\diamond$ over all such isometries $\mathcal{W}$. The latter is generally difficult to estimate from the properties of the channel $\mathcal{E}$ alone, leading to very loose upper bounds on the average total deviation. For these reasons, in the following theorem we provide an explicit inequality that captures the robustness of conservation laws in terms of the unitarity of a symmetric channel.

Theorem 11. Let $G$ be a connected compact Lie group with unitary representations $U_A$ and $U_B$ acting on Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$ and generated by traceless generators $\{J_A^k\}_{k=1}^n$ and $\{J_B^k\}_{k=1}^n$. For every $G$-covariant quantum channel $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ with $d_A \geq d_B$, the following holds:

$$
\Delta(\mathcal{E}) \leq 2nd_A(d_A - 1)\max_k (\|J_B^k\|_1 + \|J_A^k\|_1)^2 \times [1 - u(\mathcal{E})]. \quad (144)
$$

Moreover, the above also holds for $d_A < d_B$ whenever $\text{tr}[\mathcal{E}(I/d_A)]^2 \geq (1/d_A)$.

To prove the above theorem, one starts from Eq. (82) that yields the general decomposition of a $G$-covariant map into a convex mixture of CP maps $\mathcal{E}^A$ with probabilities $p_j(\mathcal{E})$. Employing this decomposition and Lemma 6, one can then lower bound the deviation from closed dynamics $[1 - u(\mathcal{E})]$, with a dimension constant times $[1 - p_{\lambda=0}(\mathcal{E})]^2$. Next, one notes that $\mathcal{E}^{\lambda=0}$ conserves charges (generators), and thus, using standard inequalities (e.g., the triangle inequality) the deviation can be upper bounded by a dimension-dependent constant times $[1 - p_{\lambda=0}(\mathcal{E})]^2$. Finally, one combines both inequalities to bound $\Delta(\mathcal{E})$ with $[1 - u(\mathcal{E})]$ as in Eq. (144). The details of necessary calculations can be found in Appendix D.

B. Lower bounds on deviating charges for G-covariant open dynamics

We now like to find a lower bound on the average total deviation in terms of unitarity. First, however, we need to note that decoherence does not need to lead to the deviation from conservation law. In other words, there may be open (nonunitary) symmetric dynamics that nevertheless conserves charges (generators) for all input states. To illustrate this, let us start with the following semitrivial example of a nonunitary symmetric dynamics $\mathcal{E}$ for which all conservation laws relevant for the symmetry hold. Consider a two-qubit system where the first qubit transforms under the 1/2 irrep of SU(2) and the second transforms trivially. The conserved charges generating the symmetry are the spin operators on the first system. Let $\mathcal{E}_{AB}(\rho \otimes \sigma) := \rho \otimes \mathcal{E}_B(\sigma)$. This is covariant under the symmetry, and the conservation laws hold for all states; however, it is not a unitary operation, as we are free to choose any CPTP $\mathcal{E}_B$ on system $B$.
More generally, there may exist whole families of nontrivial symmetric channels that are not unitary but preserve conserved charges for all input states. For example, it is relatively simple to find such a family among unital covariant channels. Theorem (4.25) from Ref. [6] tells us that for a unital CPTP map $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_A)$ with Kraus operators $\{K_i\}_i$, we have $\mathcal{E}(X) = X$ if and only if $[X, K_i] = 0$ for all $i$. Extensions of this result to rotating fixed points may also be found in Ref. [44].

Recall also that any symmetric channel $\mathcal{E}$ admits a Kraus decomposition consisting of ITOs $\{E_{m, a}\}_{m, a}$, where $m$ labels irreducible representations in $\mathcal{B}(\mathcal{H}_A)$ of multiplicity $a$ and vector component $m$. Then, it follows that $\mathcal{E}^\dagger (J_{A}) = \sum_{m, a} (E_{m, a}^\dagger)^\dagger J_{A} E_{m, a}^\dagger$ for all symmetry generators $J_{A}$. Now, since we assume that $\mathcal{E}$ is a unital CPTP map, $\mathcal{E}^\dagger$ is also a unital CPTP map. Thus, we can use the result quoted above and conclude that $\mathcal{E}^\dagger (J_{A}) = J_{A}$ if and only if $[E_{m, a}^\dagger, J_{A}] = 0$ for all $m, a$, and $k$. However, $E_{m, a}^\dagger$ transform as ITOs and only $\lambda = 0$ corresponding to the trivial representation commutes with the generators. Therefore, for unital symmetric channels $\mathcal{E}$, conservation laws hold if and only if $\mathcal{E}$ takes the general form

$$\mathcal{E}(\cdot) = \sum_a E_{i=0, a}(\cdot) (E_{i=0, a})^\dagger,$$

where each Kraus operator $E_{i=0, a}$ commutes with the group action. In general, it may also be possible for conservation laws to hold for nonunital operations, but a full characterization of the dynamics for which this happens remains open.

As the examples above conserve charges despite decoherence by acting on the multiplicity spaces of the trivial representation $\lambda = 0$, one could hope that for groups with multiplicity-free decomposition such a situation will be impossible (and so the conservation law would be robust to decoherence). However, this is not the case. To see this, recall that in Sec. VI we find the extremal SU(2)-irreducibly-covariant channel $\mathcal{E}_{j=\lambda, j'}$ that allows for spin amplification whenever $dB > dA$. At the same time, we show that there also exists an optimal spin-reversal channel $\mathcal{E}_{j=+j, j'}$. Thus, one can always find a parameter $q \in [0, 1]$ such that $q \mathcal{E}_{j=\lambda, j'} + (1 - q) \mathcal{E}_{j=+j, j'}$ preserves all spin components, while at the same time being far from unitary evolution.

The above discussion illustrates that probing conservation laws for a physical realization of a symmetric dynamics is usually not sufficient to decide if there are decoherence effects present. In other words, robustness of conservation laws does not occur for all types of symmetries. Nevertheless, there are particular conditions that guarantee a certain robustness of conservation laws. In such cases, approximate conservation laws hold if and only if the dynamics is close to a unitary symmetric evolution. In particular, for channels with equal input and output dimensions $d_A = dB$, whenever $\mathcal{B}(\mathcal{H}_A)$ contains a single trivial subspace, then there is no symmetric channel other than an identity for which conservation laws hold. This is the case, for example, when $\mathcal{H}_A$ carries an irreducible representation of SU(2). More generally, however, we have the following theorem that provides lower bounds on the deviation from conservation laws in terms of the unitarity.

**Theorem 12.** Let $G$ be a connected compact Lie group with unitary representation $U_A$ acting on a Hilbert space $\mathcal{H}_A$ and generated by traceless generators $\{J_{A}\}_{A=1}^n$. Moreover, assume that $\mathcal{B}(\mathcal{H}_A)$ has a multiplicity-free decomposition in terms of irreducible representations. Then, for every $G$-covariant quantum channel $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_A)$, the following holds:

$$\sqrt{\Delta(\mathcal{E})} \geq K ||J_A|| \left(1 - u(\mathcal{E})\right)^{(d_A - 1)(d_A + 1)^{1/2}} 2d_A^{1/2}.$$  \hspace{1cm}(146)

where $K$ is a constant independent of $\mathcal{E}$, defined by

$$K := \min_{\lambda \neq 0, \lambda \neq \lambda_A} |1 - f(\lambda)|.$$  \hspace{1cm}(147)

with $f(\lambda)$ being constant coefficients such that the extremal isolated channel $\mathcal{E}_{\lambda}$ satisfies $\mathcal{E}_{\lambda}^\dagger (J_{A}) = f(\lambda) J_{A}$.

The proof of the above theorem can be found in Appendix E.

### C. Bounds on deviating charges for SU(2)-covariant open dynamics

We now turn to investigating the robustness of conservation laws for SU(2)-irreducibly-covariant channels. We focus on a particular case of covariant quantum channels between spin-$j$ systems, i.e., for $j_A = j_B = j$. In this case, it is possible to deduce both upper and lower bounds on the average total deviation in terms of unitarity. One of the reasons for this is that dissipation, as given by a symmetric channel $\mathcal{E}$ that is not a unitary, cannot hide in the multiplicity subspace of the trivial representation, as $U_A \otimes U_A^*$ has a multiplicity-free decompositions into irreps.

#### 1. Expressions for unitarity and deviations

The structure of general SU(2)-irreducibly-covariant channels $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ presented in Sec. VA gives a simple way to calculate their unitarity. Employing Lemma 6, using the decomposition of the Jamiołkowski state given in Eq. (65), and the fact that irreducibly covariant channels are unital [so that $\mathcal{E}(1_{A}/d_{A}) = 1_{B}/d_{B}$], one obtains

$$u(\mathcal{E}) = \left(2j_A + 1\right)^2 \sum_{j=0}^{j_A + j_B} \frac{p_j E(\mathcal{E})^2 - 2j_A + 1}{2L + 1 - 2j_B + 1}.$$  \hspace{1cm}(148)

where $p(\mathcal{E})$ characterizes a given SU(2)-covariant channel according to Eq. (67). In the particular case when
\( j_A = j_B = j \), so that both input and output dimensions \( d = 2j + 1 \), the above yields

\[
 u(\mathcal{E}) = \frac{1}{d^2 - 1} \left( d^2 \sum_{L=0}^{2j} p_L(\mathcal{E})^2 - 1 \right). \tag{149}
\]

Now, in order to get an expression for the average deviation from a conservation, we first look at \( \delta J_A = \mathcal{E}(J_B^k) - J_A^k \), where \( k \in \{x, y, z\} \) correspond to the spin angular momentum operators \( J_x, J_y, J_z \). We start by noting that, due to Eq. (62) and the fact that ITOs are orthonormal, we have

\[
\mathcal{E}^{\dagger}(S_m^i) = f_i(\mathcal{E})T_m^i. \tag{150}
\]

Next, using the relation between angular momentum operators and ITOs from Eq. (59), we can rewrite the above expression to arrive at

\[
\mathcal{E}^{\dagger}(J_B^k) = f_1(\mathcal{E}) \frac{\| J_B \|}{\| J_A \|} J_A^k, \tag{151}
\]

where we recall that \( \| J_B \| = \sqrt{j_B(j_B + 1)(2j_B + 1)} \) and analogously for input system \( A \). Next, we use convex decomposition of \( \mathcal{E} \) into extremal channels \( \mathcal{E}_L \), Eq. (67), to get

\[
\mathcal{E}^{\dagger}(J_B^k) = \left( \frac{\| J_B \|}{\| J_A \|} \sum_{L=|j_A-j_B|}^{j_A+j_B} p_L(\mathcal{E}) f_1(\mathcal{E}_L) \right) J_A^k. \tag{152}
\]

However, we determine specific closed formulas for \( f_1(\mathcal{E}_L) \) in Eq. (77), so that combining with the above relations we end up with

\[
\delta J_A^k = \frac{J_A^k}{2j_A(j_A + 1)} \left( \beta_{AB} - \sum_{L=|j_A-j_B|}^{j_A+j_B} p_L(\mathcal{E}) L(L+1) \right), \tag{153}
\]

with

\[
\beta_{AB} = j_B(j_B + 1) - j_A(j_A + 1). \tag{154}
\]

Finally, the spin angular momenta satisfy the following relations (and similar ones for system \( B \)):

\[
\text{tr}(J_A^k) = 0, \quad \text{tr}[(J_A^k)^2] = \frac{\| J_A \|^2}{3}. \tag{155}
\]

Combining the above with Eq. (153) and substituting to general expression for the average total deviation Eq. (55) leads to

\[
\Delta(\mathcal{E}) = \frac{1}{8j_A(j_A + 1)^2} \left( \beta_{AB} - \sum_{L=|j_A-j_B|}^{j_A+j_B} p_L(\mathcal{E}) L(L+1) \right)^2. \tag{156}
\]

In the particular case when \( j_A = j_B = j \), the above yields

\[
\Delta(\mathcal{E}) = \frac{1}{8j(j + 1)^2} \left( \sum_{L=0}^{2j} p_L(\mathcal{E}) L(L+1) \right)^2. \tag{157}
\]

2. Deriving trade-off relations

We now show how the unitarity and deviations from conservation laws are related and obtain both lower and upper bounds on the average deviation from a conservation law for spin angular momenta under a rotationally invariant irreducible channel in terms of its unitarity.

**Theorem 13.** Let \( \mathcal{E}: B(\mathcal{H}_A) \to B(\mathcal{H}_A) \) be an SU(2)-irreducibly-covariant quantum channel acting on a \( j \)-spin system. Then, the average total deviation \( \Delta(\mathcal{E}) \) from the conservation law for spin angular momenta is bounded by the unitarity of the channel \( u(\mathcal{E}) \) via the following trade-off inequalities:

\[
\sqrt{\Delta(\mathcal{E})} \geq \frac{\sqrt{2} j^{1/2}}{(2j + 1)^2} [1 - u(\mathcal{E})], \quad \tag{158a}
\]

\[
\sqrt{\Delta(\mathcal{E})} \leq \frac{3 \sqrt{2} j^{3/2}}{2j + 1} [1 - u(\mathcal{E})]. \quad \tag{158b}
\]

**Proof.**—First, using Eq. (157), we note that given a fixed \( p_0 \) the deviation \( \Delta(\mathcal{E}) \) is maximized for \( p_{2j} = 1 - p_0 \). Therefore,

\[
\Delta(\mathcal{E}) \leq \frac{j (2j + 1)^2}{2(j + 1)^2} (1 - p_0)^2, \tag{159}
\]

resulting in the following bound:

\[
1 - p_0 \geq \frac{j + 1}{2j + 1} \sqrt{\frac{2\Delta(\mathcal{E})}{j}}. \tag{160}
\]

To shorten the notation, we now use \( d = 2j + 1 \) and \( j \) simultaneously. Using Eq. (148), we have the following series of equalities and inequalities:
To shorten the notation, we use the following series of equalities and inequalities:

\[
   u(E) = \frac{1}{d^2 - 1} \left( d^2 \sum_{l=0}^{2j} \frac{p_l^2}{2l+1} - 1 \right)
\]

\[
   \leq \frac{1}{d^2 - 1} \left[ d^2 \left( p_0^2 + \frac{2j}{3} \sum_{l=1}^{2j} p_l^3 \right) - 1 \right]
\]

\[
   \leq \frac{1}{d^2 - 1} \left[ d^2 \left( p_0^2 + \frac{1}{3} \left( \sum_{l=1}^{2j} p_l \right)^2 \right) - 1 \right]
\]

\[
   = \frac{1}{d^2 - 1} \left[ d^2 \left( p_0^2 + \frac{1}{3} (1 - p_0)^2 \right) - 1 \right]
\]

\[
   = 1 - \frac{2}{3d^2 - 1} (1 - p_0)(1 + 2p_0)
\]

\[
   \leq 1 - \frac{2}{3} \left( 1 - p_0 \right)
\]

\[
   \leq 1 - \frac{1}{3\sqrt{2}} \frac{2j + 1}{j^{3/2}} \sqrt{\Delta(E)},
\]

(161)

where the second inequality comes from the fact that the sum of the squares of positive numbers is upper bounded by the square of the sum, and the final one from Eq. (160).

On the other hand, using Eq. (157) again, we note that given a fixed \( p_0 \) the deviation \( \Delta(E) \) is minimized for \( p_1 = 1 - p_0 \). Therefore,

\[
   \Delta(E) \geq \frac{1}{2j(j+1)^2} (1 - p_0)^2,
\]

(162)

resulting in the following bound:

\[
   1 - p_0 \leq (j + 1) \sqrt{2j\Delta(E)}.
\]

(163)

To shorten the notation, we use \( d = 2j + 1 \) and \( j \) simultaneously, and introduce \( A := 2j(4j + 1) \). We then have the following series of equalities and inequalities:

\[
   u(E) = \frac{1}{d^2 - 1} \left( d^2 \sum_{l=0}^{2j} \frac{p_l^2}{2l+1} - 1 \right)
\]

\[
   \geq \frac{1}{d^2 - 1} \left[ d^2 \left( p_0^2 + \frac{1}{4j + 1} \sum_{l=1}^{2j} p_l^3 \right) - 1 \right]
\]

\[
   \geq \frac{1}{d^2 - 1} \left[ d^2 \left( p_0^2 + \frac{1}{4j + 1} \frac{(1 - p_0)^2}{2j} \right) - 1 \right]
\]

\[
   = 1 - \frac{d^2}{d^2 - 1} \frac{(A + 1)p_0 + (A - 1)}{A} (1 - p_0)
\]

\[
   \geq 1 - \frac{2d^2}{d^2 - 1} (1 - p_0)
\]

\[
   \geq 1 - \frac{1}{\sqrt{2}} \frac{(2j + 1)^2}{j^{3/2}} \sqrt{\Delta(E)},
\]

(164)

with the second inequality coming from the fact that the sum of squared probabilities, given a constraint on the total probability, is minimized for uniform distribution, and the final inequality coming from Eq. (163).

### 3. Examples

Consider first the simplest example of a covariant channel for \( j = 1/2 \). In this case, the unitarity is given by

\[
   u(E) = \frac{1}{3} \left( 4p_0(E)^2 + \frac{4}{3}[1 - p_0(E)]^2 \right),
\]

(165)

and the deviation by

\[
   \Delta(E) = \frac{4}{9}[1 - p_0(E)]^2.
\]

(166)

A straightforward calculation then yields a direct relation between \( u(E) \) and \( \Delta(E) \),

\[
   u(E) = 1 - 4\sqrt{\Delta(E)} \left[ 1 - \sqrt{\Delta(E)} \right],
\]

(167)

while the bounds from Theorem 13 read

![FIG. 4. Trade-off between the deviation from angular momentum conservation \( \Delta(E) \) and unitarity \( u(E) \) for SU(2)-irreducibly-covariant channels. The middle blue line in the top panel (spin-1/2 system) and the blue dots in the bottom panel (spin-1 system) represent \( \{\Delta(E), u(E)\} \) pairs realizable by covariant channels. The top red and bottom green curves give the upper and lower bounds specialized to the case of SU(2) symmetry.](image-url)
\[
\frac{1}{4} [1 - u(\mathcal{E})] \leq \sqrt{\Delta(\mathcal{E})} \leq \frac{3}{4} [1 - u(\mathcal{E})].
\]

(168)

We present the above dependence and bounds in Fig. 4.

The next simplest case concerns the spin-1 system with \( j = 1 \). We then have

\[
u(\mathcal{E}) = \frac{1}{8} \left[ 9 \left( \frac{p_0(\mathcal{E})^2 + p_1(\mathcal{E})^2}{3} + \frac{p_2(\mathcal{E})^2}{5} \right) - 1 \right],
\]

where \( p_2(\mathcal{E}) = 1 - p_0(\mathcal{E}) - p_1(\mathcal{E}) \), and the deviation is given by

\[
\Delta(\mathcal{E}) = \frac{1}{32} [2p_1(\mathcal{E})^2 + 6p_2(\mathcal{E})^2].
\]

(170)

Unitarity \( u(\mathcal{E}) \) and deviation \( \Delta(\mathcal{E}) \) are no longer directly related, but they constrain each other, so that only some pairs \([\Delta(\mathcal{E}), u(\mathcal{E})]\) are realized by SU(2)-covariant channels. Our bounds then take the form

\[
\frac{\sqrt{2}}{9} [1 - u(\mathcal{E})] \leq \sqrt{\Delta(\mathcal{E})} \leq \sqrt{2} [1 - u(\mathcal{E})],
\]

(171)

and again we plot them in Fig. 4 together with possible pairs \([\Delta(\mathcal{E}), u(\mathcal{E})]\).

D. Bounds on deviating charges for U(1)-covariant open dynamics

We now turn to our final example of U(1)-covariant dynamics and the corresponding trade-off between deviations from energy conservation and unitarity of the channel. Throughout this section, we employ the notation introduced in Sec. V C while studying the convex structure of U(1)-covariant channels. For simplicity, we focus on the input and output systems of the same dimension \( d_A = d_B = d \) and described by the same Hamiltonian \( H_A = H_B = H \). As we shortly explain, in this case it is impossible to lower bound unitarity \( u(\mathcal{E}) \) given the deviation \( \Delta(\mathcal{E}) \), and thus, our aim is to upper bound the unitarity \( u(\mathcal{E}) \) given the deviation \( \Delta(\mathcal{E}) \), i.e., to find the minimal allowed departure from a closed symmetric dynamics that can explain a given deviation from energy conservation.

1. Expressions for unitarity and deviations

Substituting the decompositions given in Eq. (100) to Eq. (44), one obtains the following expression for unitarity of a general U(1)-covariant channel \( \mathcal{E} \):

\[
u(\mathcal{E}) = \frac{1}{d^2 - 1} \left( d^2 \sum_\lambda \gamma(\mathcal{J}^{(\lambda)}(\mathcal{E})) - b^2 \right),
\]

(172)

where

\[
b^2 := \frac{1}{d} \sum_m \left( \sum_n P^\mathcal{E}_{mn} \right)^2
\]

(173)

describes how far \( P^\mathcal{E} \) is from a bistochastic matrix, i.e., \( b^2 = 1 \) when \( P^\mathcal{E} \) is bistochastic and \( b^2 > 1 \) otherwise.

The expression for the average total deviation \( \Delta(\mathcal{E}) \) is given by Eq. (55),

\[
\Delta(\mathcal{E}) = \frac{1}{d(d + 1)} \left( \text{tr}(\delta H)^2 + \text{tr}(\delta H^2) \right).
\]

(174)

Moreover, since \( H \) is diagonal in the energy eigenbasis, the expression for \( \mathcal{J}^{(\lambda)}(\mathcal{E}) \) involves only the \( \lambda = 0 \) block, and so \( \delta H \) can be easily calculated explicitly. More precisely, one gets

\[
\text{tr}(\delta H)^2 = \left( \sum_{m,n} P^\mathcal{E}_{mn}(E_n - E_m) \right)^2,
\]

(175a)

\[
\text{tr}(\delta H^2) = \sum_m \left( \sum_n P^\mathcal{E}_{nm}(E_n - E_m) \right)^2.
\]

(175b)

2. Deriving trade-off relations

First of all, we note that the deviation \( \Delta(\mathcal{E}) \) depends only on \( P^\mathcal{E} \), while the unitarity \( u(\mathcal{E}) \) depends both on \( P^\mathcal{E} \) [forming diagonals of \( \mathcal{J}^{(\lambda)}(\mathcal{E}) \)] and on \( L^{(\lambda \neq 0)}(\mathcal{E}) \) [forming the off-diagonal terms of \( \mathcal{J}^{(\lambda)}(\mathcal{E}) \)]. Therefore, it is impossible to lower bound unitarity given the deviation. To see this more clearly, consider the following family of partial dephasing channels [which are U(1) covariant]:

\[
D_p := p D + (1 - p) I
\]

(176)

with

\[
D(\cdot) := \sum_n \langle E_n | \cdot | E_n \rangle | E_n \rangle \langle E_n |.
\]

(177)

Clearly, \( P^D_{mn} = \delta_{mn} \) and so \( \Delta(D_p) = 0 \). However, the unitarity varies between 1 (for \( p = 0 \)) and \( 1/(d + 1) \) (for \( p = 1 \)). This is in accordance with our discussion in Sec. VII B concerning the general nonexistence of the lower bounds. Thus, we focus on deriving upper bounds.

We start by noting that each purity term in Eq. (172) is upper bounded by \( \text{tr}[\mathcal{J}^{(\lambda)}(\mathcal{E})] \) [this simply corresponds to \( \mathcal{J}^{(\lambda)}(\mathcal{E}) \) being unnormalized projectors]. Using this observation, as well as the fact that \( b^2 \geq 1 \), we get

\[
u(\mathcal{E}) \leq \frac{1}{d^2 - 1} \left( \sum_\lambda q^2_\lambda - 1 \right),
\]

(178)

with

\[
q_\lambda := \sum_n P^\mathcal{E}_{n + \lambda,n}
\]

(179)
corresponding to the (unnormalized) probability of energy \( \lambda \) flowing into the system due to the action of \( \mathcal{E} \). Note that Eq. (178) yields a bound on unitarity that is expressed purely in terms of \( P^\text{e} \).

Now, the crucial point is that for \( \lambda \neq 0 \) we have \( q_\lambda \leq g \), with \( g \) denoting the largest number of pairs of energy levels separated by the same energy difference. The minimal value of \( g \) is 1 corresponding to a Hamiltonian \( H \) with nondegenerate Bohr spectrum, while the maximal value is \( (d-1) \) achieved for a Hamiltonian with an equidistant spectrum. Since \( \sum_\lambda q_\lambda = d \), this means that the upper bound in Eq. (178) will be strictly smaller than 1 if \( q_0 < d \).

In other words, as soon as there is any energy flow induced by \( \mathcal{E} \) (captured by \( P^\text{e}_{nm} < 1 \) for at least one \( n \)), unitarity \( u(\mathcal{E}) \) will be strictly smaller than 1.

Let us now relate this observation to a concrete bound on \( u(\mathcal{E}) \) involving \( \Delta(\mathcal{E}) \). First, we introduce the width of the energy spectrum:

\[
\Delta(\mathcal{E}) := E_d - E_1.
\]

This allows us to get the following bound:

\[
\text{tr}(\delta H)^2 \leq \bar{E}^2 \left( \sum_{m,n \neq m} P^\text{e}_{nm} \right)^2 = \bar{E}^2 (d - q_0)^2. \tag{181}
\]

Similarly,

\[
\text{tr}(\delta H^2) \leq \bar{E}^2 \sum_n (1 - P^\text{e}_{nn})^2 \leq \bar{E}^2 (d - q_0)^2, \tag{182}
\]

with the second inequality coming from the fact that the sum of squares of positive numbers is upper bounded by the square of the sum. Combining these two bounds, we arrive at

\[
\Delta(\mathcal{E}) \leq \frac{2\bar{E}^2}{d(d+1)} (d - q_0)^2. \tag{183}
\]

Next, we rewrite Eq. (178) in a more convenient form as

\[
u(\mathcal{E}) \leq 1 - \frac{d^2}{d^2 - 1} \left( 1 - \frac{q_0^2}{d^2} - \sum_{j \neq 0} \frac{q_j^2}{d^2} \right). \tag{184}\]

For a fixed \( q_0 \), the right-hand side of the above equation is maximized when for some \( \lambda ' \) we have \( q_{\lambda '} = d - q_0 \) and \( q_\lambda = 0 \) otherwise. However, this may not be possible due to a constraint \( q_\lambda \leq g \). Thus, we need to consider two separate cases. First, assume that \( q_0 \geq (d - g) \), so that \( d - q_0 \leq g \) and the constraint is satisfied. We then have

\[
u(\mathcal{E}) \leq 1 - \frac{d^2}{d^2 - 1} \left( 1 - \frac{q_0^2}{d^2} - \sum_{j \neq 0} \frac{q_j^2}{d^2} \right) = 1 - \frac{2}{d^2 - 1} q_0(d - q_0) \leq 1 - \frac{2}{d^2 - 1} (d - q_0) \leq 1 - \frac{2}{d^2 - 1} \sqrt{\frac{d(d+1)}{2}} \Delta(\mathcal{E}) \frac{\sqrt{\Delta(\mathcal{E})}}{E}. \tag{185}\]

where the final inequality comes from Eq. (183). On the other hand, if \( q_0 < (d - g) \), then we can upper bound the unitarity by choosing the maximal allowed value \( q_{\lambda '} = g \), and the remaining energy flows to \( q_{\lambda'} = d - g - q_0 \) [45]. This means that

\[
u(\mathcal{E}) \leq 1 - \frac{d^2}{d^2 - 1} \left( 1 - \frac{q_0^2}{d^2} - \frac{(d - g - q_0)^2}{d^2} - \frac{g^2}{d^2} \right) = 1 - \frac{2}{d^2 - 1} \left[ g(d - g) + q_0(d - g - q_0) \right] \leq 1 - \frac{2g(d - g)}{d^2 - 1} \frac{(d - g - q_0)}{d} \leq 1 - \frac{2g(d - g)}{d^2 - 1} \sqrt{\frac{d(d+1)}{2}} \Delta(\mathcal{E}) \frac{\sqrt{\Delta(\mathcal{E})}}{E}. \tag{186}\]

As we do not know what the value of \( q_0 \) really is [we know only what \( \Delta(\mathcal{E}) \) is], we need to choose the weaker of the two bounds, and thus we end up with

\[
u(\mathcal{E}) \leq 1 - \frac{g(d - g)}{d - 1} \sqrt{\frac{2}{d(d+1)}} \Delta(\mathcal{E}) \frac{\sqrt{\Delta(\mathcal{E})}}{E}. \tag{187}\]

### 3. Example

Consider a qubit system with unit energy splitting \( E = 1 \). The average total deviation is then given by

\[
\Delta(\mathcal{E}) = \frac{(P^\text{e}_{00} - P^\text{e}_{11})^2 + (1 - P^\text{e}_{00})^2 + (1 - P^\text{e}_{11})^2}{6}. \tag{188}\]

while the optimal unitarity (obtained by choosing the blocks of the Jamiołkowski matrix to be unnormalized projectors) for a fixed matrix \( P^\text{e} \) is given by

\[
u(\mathcal{E}) = \frac{(P^\text{e}_{00} + P^\text{e}_{11})^2 + (1 - P^\text{e}_{00})^2 + (1 - P^\text{e}_{11})^2 - b(\mathcal{E})}{3}. \tag{189}\]

with

\[
b(\mathcal{E}) = 1 + (P^\text{e}_{00} - P^\text{e}_{11})^2. \tag{190}\]

In Fig. 5, we present the region of all achievable pairs \( [\Delta(\mathcal{E}), u(\mathcal{E})] \) (i.e., for each matrix \( P^\text{e} \) we plot the corresponding deviation from energy conservation and the
optimal unitarity of the quantum channel transforming energy eigenstates according to $P^E$, together with our bound from Eq. (187) that for this example reads

$$u(E) \leq 1 - \frac{1}{\sqrt{3}} \frac{\Delta(E)}{E}. \quad (191)$$

VIII. DIRECTIONS OF APPLICATION

In this section, we list and discuss potential applications of our results. The basic philosophy is that symmetry constraints (or the lack thereof) lead to simple consequences for easily estimated physical quantities, and thus, by tracking these concrete quantities, one can probe symmetry structures in the quantum dynamics. This generality suggests a range of applications, and so we briefly outline the following:

(i) Symmetry analysis for benchmarking of quantum devices for quantum technologies.

(ii) Development of universal bounds for the thermodynamics of quantum systems.

(iii) Applications in the foundations of measurement theory and quantum tomography.

(iv) Use in symmetry checking for Hamiltonian simulations.

(v) Specialization to continuous-time (Markov) dynamics of open quantum systems.

Concerning the last point, the discrepancy between symmetries and conservation laws for open systems has been used in the context of Lindblad master equations to examine the structure of nonequilibrium steady states [34–36,44,46]. Our work is phrased in terms of general quantum channels, but this can be readily adapted to continuous-time master equations involving dissipative dynamics, which corresponds to a one-parameter family of quantum channel $\{E_t\}_{t \geq 0}$. It is therefore of interest to specialize our analysis to this regime and determine if the bounds derived here can be tightened under the assumption of Markovian dynamics. We leave these to future work and now give a more detailed description of the other possible directions mentioned above.

A. Tools for benchmarking quantum devices

Currently, a major theoretical and experimental focus is to develop devices that can process quantum information for future quantum technologies, e.g., for communication, metrology, or computing. A central challenge is to assess the degree to which one has good coherent control over the quantum device, which generically undergoes complex dynamics. One could, in principle, answer this question with full quantum process tomography; however, it scales exponentially with the system size, requires strong assumptions on state preparation and measurement errors, and thus, in many cases is infeasible [19]. Therefore, approximate methods have been developed that are based on easily estimated physical quantities to shed light on the level of control over the quantum device. As such, this provides a target for applying the results developed in the current work.

For example, there is a major push to develop a quantum computer that would provide computational abilities that surpass those of traditional classical computers, e.g., in the simulation of highly correlated quantum systems, for quantum chemistry, etc., [21]. Here, it is crucial to assess the degree to which a device can approximately realize a computational gate set. Among various methods developed, randomized benchmarking (RB) is probably the most prominent one [19,20]. Randomized benchmarking of a quantum device can be achieved by applying a random sequence of noisy gates $G_1, G_2, \ldots, G_m$ from the gate set to some initial quantum state $\rho$ and then estimating the expectation value $\langle Q \rangle$ of some observable $Q$ on the system.

From the theory of RB, we find that the expectation value averaged over randomly selected gate sequences of length $m$ decays as [17]

$$\langle Q^2 \rangle = A + Bu(E)^{m-1}, \quad (192)$$

which holds for an arbitrary observable $Q$ on the system. The central role played by the unitarity of a quantum channel in both the present analysis and the RB scenario suggests the following application. One may analyze the noise channels through the lens of particular unitary subgroup actions, which would allow a finer description of the device, essentially due to harmonic analysis.

More concretely, consider a noisy $n$-qubit system $A$ whose gate set is subject to some noise model described by a quantum channel $E$ on $A$ (assume for simplicity gate-independent noise). We like to study the structure $E$, and
we might have prior information that suggests it weakly breaks only some symmetry group \( G \); e.g., it might be expected that the quantum device respects rotations about the \( z \) axis of its physical qubits. Our analysis provides a simple way to test this. Let \( \{ J^k_A \}_{k=1}^n \) be the generators for this unitary subgroup on \( A \). Now, Theorem 11 tells us that if it is the case that \( \mathcal{E} \) is covariant with respect to this subgroup, then the following relationship between \( \Delta(\mathcal{E}) \) and \( u(\mathcal{E}) \) must hold:

\[
\Delta(\mathcal{E}) \leq 8n d_A (d_A - 1) \max_k \left| |J^k_A| \right| \left| 1 - u(\mathcal{E}) \right|. \tag{193}
\]

Note that both the unitarity \( u(\mathcal{E}) \) and \( \Delta(\mathcal{E}) \) can be estimated efficiently. Thus, if \( \Delta(\mathcal{E}) \) violates the above bound, then we deduce that the noise model strongly breaks this particular subgroup. From a Stinespring dilation, we can further infer that the noise present involves nontrivial \( G \) couplings with the environment. In a similar vein, one can exploit the multiplicity-free lower bound condition from Theorem 12,

\[
\sqrt{\Delta\mathcal{E}} \geq c(d_B, J_B^k) [1 - u(\mathcal{E})], \tag{194}
\]

where \( c(d_B, J_B^k) \) is a constant depending on the dimension of \( B \). Employing it, one can assess how well the noise channel respects symmetries on multiplicity-free (sub)systems of the quantum device.

Thus, estimating \( \Delta(\mathcal{E}) \) for a choice of subgroup supplements the existing toolkit of randomized benchmarking. Obviously, such constraints should be refined and specialized to the task at hand, but such general bounds can help one circumvent full process tomography and address abstract structural questions of quantum channels through a simple set of expectation values of observables and in a manner that links naturally with modern randomized benchmarking techniques.

B. Thermodynamics of general quantum systems

The reduction of a potentially complex quantum process to a small set of distinguished quantities is squarely in the spirit of thermodynamic methods. Indeed, unitarity \( u(\mathcal{E}) \) clearly captures the degree to which the quantum channel \( \mathcal{E} \) is irreversible [42]. Therefore, our analysis can be used to further develop recent works on thermodynamics from a quantum information perspective [23]. There, one models thermodynamic transformations by a distinguished set of quantum channels known as thermal operations [47], which do not inject any free energy into the system or ordered quantum coherence. More precisely, a thermal operation \( \mathcal{E} \) describes the evolution of a system with a Hamiltonian \( H_S \) in a state \( \rho_S \) due to the energy-preserving interaction \( U \) with a bath described by a Hamiltonian \( H_B \) and prepared in a thermal equilibrium state \( \gamma_B \):

\[
\mathcal{E}(\rho) = \text{tr}_B[U(\rho_S \otimes \gamma_B)U^\dagger], \tag{195}
\]

with \([U, H_S + H_B] = 0\). The standard tools within this theory are based on a continuous family of single-shot entropies [48] that are quite unwieldy for describing the coarse-grained thermodynamic behavior of the system. However, the channels defined in Eq. (195) naturally exhibit a time-translational symmetry [49]; i.e., they are covariant with respect to the \( \mathbb{U}(1) \) group generated by the system’s Hamiltonian \( H_S \) and thus fall under the scope of our results.

As a consequence, the results we present here have direct thermodynamic consequences and offer a novel approach to studying conserved charge flows and the decoherence they induce. In particular, the bound in Eq. (187) relates averaged energy flows into the system (measured by \( \Delta \)) during a thermodynamic process to the amount of irreversible decoherence this process induces (measured by \( u \)). This means that in order to change the system’s energy during a thermodynamic protocol, one has to pay the unavoidable price of deteriorating the quantum superpositions present in the system. We emphasize that this trade-off is universal; i.e., it does not depend on the structure of the thermodynamic bath or the particular interaction Hamiltonian. Instead, it is based on the fundamental concept of energy conservation. However, it is reasonable to expect that these bounds will be most useful in the regime where the effective bath degrees of freedom involved in the process are small. Moreover, our results can also be used to investigate thermodynamics of quantum systems with multiple conserved quantities [50]; e.g., Theorem 13 can be used to upper and lower bound the decoherence induced by transferring angular momentum from the bath to the system. We thus see that one could use this work as a starting ground to develop general thermodynamic trade-off relations that, on the one hand, are based on directly measurable physical quantities (conserved charges), and on the other hand, capture the unavoidable thermodynamic irreversibility (and related quantum decoherence).

C. Measurement theory and the WAY theorem

One motivation for the above thermodynamic models can be provided by the measurement theory in the presence of conservation laws. In particular, if one considers an additively conserved quantum \( A_S \) (such as energy or momentum), then the celebrated Wigner-Araki-Yanese theorem, or WAY theorem [51–53], tells us that the only observables that can be measured in a repeatable manner are those commuting with \( A_S \). Otherwise, a measurement of some observable \( B_S \) with \([B_S, A_S] \neq 0\) unavoidably displays a form of irreversibility, which the resource-theoretic thermodynamic framework can capture.

However, one could equally well extend the present analysis for such WAY theorem scenarios beyond thermodynamics to general measurement theory. It is well known that approximate measurements of \( B_S \) in a state \( |\psi\rangle \) can be
designed, but these require the measuring apparatus to be prepared in a state $|\xi\rangle$ with large variance of the apparatus observable $A_M$ corresponding to the conserved charge. More precisely, the root-mean-square error $\epsilon(B_S)$ in the measurement of $B_S$ is lower bounded by [22]

$$\epsilon^2(B_S) \geq \frac{|\langle \psi | A_S, B_S | \psi \rangle|^2}{4\sigma^2(A_S) + 4\sigma^2(A_M)},$$

where $\sigma(A_S)$ and $\sigma(A_M)$ denote the variances of observables $A_S$ and $A_M$ in the initial states $|\psi\rangle$ and $|\xi\rangle$. However, the original derivation of the bound [22], as well as further designs of optimal measurement protocols [54], assume a perfectly closed unitary evolution of the joint SM system. In this context, a natural extension of the work here would be to provide a general analysis of the second-order moments of the conserved quantities as a function of the unitarity of the channel. One can then, for example, take into account the charge-conserving coupling of the measured system and apparatus with the environment and establish universal resource bounds on measurement schemes in the presence of noise. Specifically, such analysis would connect the measurement error of observables under symmetry constraints with both the unitarity of the joint system-apparatus evolution and the variance of the conserved observables for the apparatus. In effect, we envision that the suggested extensions would lead to a finer-grained inequality similar to Eq. (196) that would also take into account the leakage of information outside the system-plus-apparatus setup, and which in the limit of unitary evolution would reduce to the WAY formulation. In this manner, one could obtain unitarity-based generalizations of measurement-error trade-off relations under symmetry constraints.

Beyond this second-order analysis and motivated by resource measures, another interesting direction to be explored in the context of tomography is to develop a more unified treatment of the $n$th-order moments, which could provide greater insight into the degree to which one can perform efficient tomography of quantum channels that are covariant with respect to some symmetry constraint.

D. Hamiltonian simulations and error-mitigation via symmetry checking

Current quantum hardware is plagued by noise that in the regime of a few hundred qubits with relatively short coherence time cannot be feasibly corrected via fault-tolerant methods of encoding information [55]. However, these noisy intermediate-scale quantum devices are capable of demonstrating quantum advantage [56] and, while it is still a major open question, they may possibly lead to computational advantages. Therefore, it is important to devise methods of characterization, mitigation, and benchmarking of noise accumulated during a quantum information processing task. Such methods are useful not only for near-term applications, but they may very well pave the way for improved error-correction techniques.

In many instances, the problem we aim to solve on a quantum device has a specific structure, so that during the computation only a particular subspace of the full Hilbert space is explored. A major application is Hamiltonian simulation, where the underlying physical system often has many symmetries (particle conservation, rotational symmetry, etc.) that need to be enforced to prepare a time-evolved state or an appropriate Ansatz for energy estimation (via the variational quantum eigensolver or other methods [57,58]). For example, one may want to enforce conservation of particle number for a lattice gauge theory simulation, or prepare states with a fixed number of spin orbitals and enforce that wave functions resulting from chemistry simulations lie in the antisymmetric subspace. However, noise will affect such state preparation, and so the resulting state will be outside of the feasible subspace determined by the symmetry constraints.

Our results find a natural application in obtaining bounds on the unitarity of the global noise associated with the entire (symmetric) circuit from directly evaluating the strength of the conservation violation. Unitarity, together with average process fidelity (which may be determined via cycle benchmarking [59]), can then be used directly to obtain the bounds (or, in some restricted multiplicity-free cases, estimates) for the diamond norm distance between target symmetric unitary and the actual noisy channel implemented by the quantum device. One should note that this information about the unitarity of the noise across the entire circuit is not accessible via the randomized benchmarking protocol for unitarity; by analogy, the difference here is the same as between the error rate computed via RB giving an estimate of average fidelity and process fidelity, which is more challenging to evaluate. This also raises the question of how the benchmarking unitarity protocol can be extended to estimate the unitarity of noise across an entire specific computation.

We can provide the following simple toy-model experiment to illustrate our point. Suppose $\psi_0 = |\psi_0\rangle\langle\psi_0|$ is a two-qubit initial state prepared with support on the $\{\ket{01}, \ket{10}\}$ subspace. Let $J = Z \otimes I + I \otimes Z$ be a generator of symmetry, with $Z$ standing for the Pauli $Z$ operator. The state $\psi_0$ then undergoes an evolution by a (parametrized) unitary $V(\theta) = e^{i J \theta Z}$, which is a symmetric unitary as it commutes with the generator. These types of unitaries appear, for instance, in Ansätze for quantum-chemistry simulations [60], and the chosen subspace can be viewed as a restriction to a fixed-particle-number subspace. One can check that $\text{tr}(J \psi_0) = 0$. Under the symmetric unitary, $|\psi_0\rangle$ gets mapped to a target state $|\psi_\theta\rangle = V(\theta) |\psi_0\rangle$, which also satisfies $\text{tr}(J \psi_\theta) = 0$ due to the symmetry. However, should we want to prepare such a state on an actual device, the effective map will be a noisy approximation described by a channel $\hat{V}$. The resulting noisy state...
\( \tilde{\psi}_\theta = \tilde{\mathcal{V}}(\psi_\theta) \) may not conserve \( J \) if, for instance, the noisy state leaks outside the subspace \( \{01, 10\} \). A measurement in the computational basis allows us to evaluate \( \Delta(\psi_\theta, \tilde{\mathcal{V}}) = |\text{tr}(J \tilde{\psi}_\theta)|^2 \), which puts a direct lower bound on the distinguishability between \( \tilde{\mathcal{V}} \) and the target computation \( \mathcal{V} \), via Eq. (143).

**IX. CONCLUSION AND OUTLOOK**

We study the relationship between symmetry principles and conservation laws for irreversible dynamics that goes beyond Noether’s principle. We establish that the two questions posed in the Introduction are fundamentally related. On the one hand, we provide the optimal active transformation approximating spin-polarization inversion, but this turns out to be the symmetric channel that achieves maximal deviation from the conservation law of spin angular momenta. Both of these limitations arise as fundamental constraints imposed by quantum theory on the connection between symmetry principles and conservation laws. At the core of these statements lies the convex structure of symmetric channels.

Generally, classifying the structure of extremal (symmetric) channels [61] is a difficult problem that remains open in the general setting [62]. For particular symmetries, the structure simplifies significantly, and in several situations all extremal channels become isolated, forming a simplex. This was the case of symmetries described by irreducible representations of SU(2) analyzed in detail in [14,15], but it can occur also for finite groups [16] and Weyl groups [63]. Channels that are symmetric under an irreducible representation of some compact group are of particular importance in quantum information as their classical capacity is related to their minimal output entropy [12,16,64,65]. This simpler structure is also crucial to our analysis of the robustness of conservation laws under symmetric irreversible dynamics.

This work broadly addresses structural aspects of Noether’s theorem for general quantum processes, a feat that connects with several important developments that aim to understand the constraints symmetry imposes on measurements via the Wigner-Araki-Yanase theorem [54,66,67] on state transformations [7,68] or the consequences of global symmetries to gauging dissipative dynamics of multipartite systems [69]. Moreover, we discuss in more detail the relevance of our work to the development of quantum technologies (benchmarking of quantum devices, quantum thermodynamics, and simulations), emphasizing the importance of the fact that the central measure we use in our results is easily accessible experimentally.

We restrict our analysis of Noether’s principle to symmetric dynamics described by completely positive maps. Violations from conservation laws can occur in a variety of situations, including classical systems with dissipation leading to modified conserved currents and extensions of Noether’s theorem for classical Markov processes [2,3]. In using the formalism of CPTP maps, there is an assumption that the quantum system of interest is initially fully decoupled from its environment. A further direction to explore can be the situation when the system is coupled to the environment. This would lead to a local dynamical map corresponding to non-CP noise. We expect the stability of conservation laws under such dynamics to be difficult to characterize solely in terms of the local dynamics on the main system; we conjecture that in such a case, the upper bounds on a deviation from conservation law in terms of unitarity of the (now non-CP) dynamics will no longer hold due to a strong dependence on the initial system-environment interaction.

Finally, we speculate on the relevance of this work to relativistic quantum information theory, where decoherence induced by relativistic effects [70] can have an impact on probing conservation laws for the quantum systems involved.
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**APPENDIX A: UNITARITY OF QUANTUM CHANNELS: ALTERNATIVE FORMULATIONS**

**Lemma 14.** For any channel \( \mathcal{E} : B(\mathcal{H}_A) \to B(\mathcal{H}_B) \), the unitarity satisfies

\[
\mathcal{E} \mathcal{E}^\dagger \leq 1
\]

(A1)

with equality if and only if there exists an isometry \( V : \mathcal{H}_A \to \mathcal{H}_B \) such that \( \mathcal{E}(\rho) = V \rho V^\dagger \) for all \( \rho \in B(\mathcal{H}_A) \).

**Proof.**—We illustrate the proof idea with \( d_A = 2 \) (and no restriction on \( d_B \)), in this case the unitarity is given by
\[ u(E) = 2 \int \text{tr} \left[ E \left( \psi - \frac{I_A}{2} \right)^2 \right] d\psi. \]  

(A2)

For each \( \psi \in B(\mathcal{H}_A) \), we are free to write the decomposition of identity in many ways such that

\[ I_A = |\psi\rangle\langle\psi| + |\psi^\perp\rangle\langle\psi^\perp|, \]  

(A3)

where \( |\psi^\perp\rangle \) is the orthogonal complement of the pure state \( |\psi\rangle \) such that \{\( |\psi\rangle, |\psi^\perp\rangle \)\} form an orthonormal basis for \( B(\mathcal{H}_A) \). Thus, we can rewrite the unitarity in the form

\[ u(E) = 2 \int \text{tr} \left[ E \left( (\psi - \psi^\perp)/2 \right)^2 \right] d\psi \]  

(A4)

\[ = 2 \int \text{tr} \left[ (E(\psi) - E(\psi^\perp))^2 / 4 \right] d\psi \]  

(A5)

\[ = \frac{1}{2} \int \left[ \text{tr}[E(\psi)^2] + \text{tr}[E(\psi^\perp)^2] - 2 \text{tr}[E(\psi)E(\psi^\perp)] \right] d\psi \]  

(A6)

However, for any \( \psi \) and its corresponding \( \psi^\perp \) we have \( \text{tr}[E(\psi)^2] \leq 1 \) and \( \text{tr}[E(\psi^\perp)^2] \leq 1 \). Since \( E \) is a CPTP map, then \( E(\psi) \) and \( E(\psi^\perp) \) are positive operators so that \( \text{tr}[E(\psi)E(\psi^\perp)] \geq 0 \). Putting everything together, it follows that

\[ u(E) \leq \frac{1}{2} \int \left[ \text{tr}[E(\psi)^2] + \text{tr}[E(\psi^\perp)^2] \right] d\psi \leq 1 \]  

(A7)

with equality if and only if \( E(\psi) \) is a pure state for all pure states \( \psi \). Therefore, \( E \) is an isometry.

More generally (for arbitrary \( d_A \) and \( d_B \)), we have a lot more freedom in rewriting the identity in terms of and orthonormal basis containing \( \psi \). Suppose that for every pure state \( \psi \) we extend it to an orthonormal basis \( \{ \psi, \psi_1, \ldots, \psi_{d_A-1} \} \). With respect to this, we can write

\[ I_A = |\psi\rangle\langle\psi| + |\psi_1\rangle\langle\psi_1| + \cdots + |\psi_{d_A-1}\rangle\langle\psi_{d_A-1}|. \]  

(A8)

Therefore, the unitarity can be written as

\[ u(E) = \frac{d_A}{d_A - 1} \int \text{tr} \left[ \left( 1 - \frac{1}{d_A} \right) E(\psi) - \frac{1}{d_A} \sum_{i=1}^{d_A-1} E(\psi_i) \right]^2 d\psi. \]  

(A9)

and the above can be expanded since \( E \) is convex linear so that

\[ u(E) = \frac{d_A}{d_A - 1} \int \text{tr} \left[ \left( \frac{d_A - 1}{d_A} E(\psi) - \frac{1}{d_A} \sum_{i=1}^{d_A-1} E(\psi_i) \right)^2 \right] d\psi. \]  

(A10)

Or equivalently, we get that

\[ u(E) = \int \left( \frac{d_A - 1}{d_A} \text{tr}[E(\psi)^2] + \frac{1}{d_A(d_A - 1)} \sum_{i=1}^{d_A-1} \text{tr}[E(\psi_i)^2] + \frac{d_A - 1}{d_A} \sum_{i=1}^{d_A-1} \frac{\text{tr}[E(\psi)]}{d_A(d_A - 1)} \right) d\psi. \]

The above holds equally well for any pure state \( \psi \), which is in fact a dummy variable, so the integration remains invariant under \( \psi \to \psi j = U_j \psi U_j^\dagger \) for some unitary \( U_j \), with the rest of the basis states remaining invariant. This comes from the fact that the Haar measure is a unitarily invariant measure. In this manner, we can write \( u(E) \) in different ways. For instance, it also holds that

\[ u(E) = \int \left( \frac{d_A - 1}{d_A} \text{tr}[E(\psi)^2] + \frac{1}{d_A(d_A - 1)} \sum_{j \neq i=1}^{d_A-1} \text{tr}[E(\psi_j)^2] \right. \]

\[ + \left. \frac{d_A - 1}{d_A} \frac{\text{tr}[E(\psi)]}{d_A(d_A - 1)} \right) d\psi. \]

The above holds for all basis states, so we have a total of \( d_A \) equations. Summing all together, we notice that we obtain the following:

\[ d_A u(E) = \int \left( \text{tr}[E(\psi)^2] + \sum_{i=1}^{d_A-1} \text{tr}[E(\psi_i)^2] \right. \]

\[ - \left. \frac{2}{d_A - 1} \sum_{j \neq i} \text{tr}[E(\psi_j)E(\psi_k)] \right) d\psi. \]

In the above, each term \( \text{tr}[E(\psi_j)E(\psi_k)] \) appears \( d_A - 2 \) times with coefficient \( 2/[d_A(d_A - 1)] \) and twice with coefficient \( 2/d_A \), the latter arising from the equations for which \( i = j \) and \( i = k \) and the former from the rest of the equations, where we consider the \( j, k \) label to include \( \psi \) as well. Putting it all together, \(-4/d_A + 2\{d_A - 2/[d_A(d_A - 1)]\} = \{2(d_A - 4 - 4(d_A - 1))/d_A(d_A - 1)\} = -2/(d_A - 1)\). The quadratic terms \( \text{tr}[E(\psi)^2] \) will appear once with coefficient \( (d_A - 1)/d_A \) and then with coefficient \( 1/[d_A(d_A - 1)] \) in each of the \( d_A - 1 \) equations, which sums up to \( 1 \).

Now it is always true that \( \text{tr}[E(\psi)^2] \leq 1 \) for all \( i, \) and also since \( E \) is a CPTP map, then \( E(\psi) \) is a positive operator so \( \text{tr}[E(\psi_j)E(\psi_k)] \geq 0 \). Therefore, it follows that
with equality holding for $\text{tr}[\mathcal{E}(\psi)^2] = 1$; that is, whenever $\mathcal{E}(\psi)$ is a pure state or equivalently when $\mathcal{E}$ is an isometry. Conversely, if $\mathcal{E}(X) = \text{VXV}^\dagger$ for some isometry $V: \mathcal{H}_A \to \mathcal{H}_B$, then $V^\dagger V = I_A$ and in this case we get

$$u(\mathcal{E}) = \frac{d_A}{d_A - 1} \int \left[ \mathcal{V} \left( \frac{1}{d_A} \right)^2 \mathcal{V}^\dagger \right] d\psi = \frac{d_A}{d_A - 1} \int \left[ \mathcal{V} \left( \frac{1}{d_A - 1} \frac{1}{d_A} + \frac{1}{d_A} \right) \mathcal{V}^\dagger \right] d\psi$$

where we use the fact that $\int \psi d\psi = I/d_A$. Collecting terms, it follows that if $\mathcal{E}$ is an isometry then $u(\mathcal{E}) = \{\text{tr}(\mathcal{V}^\dagger \mathcal{V})\}/d_A$. However, the trace-preserving condition implies that $\text{tr}[\mathcal{E}(I_A/d_A)] = \text{tr}(\mathcal{V}^\dagger \mathcal{V})/d_A = 1$ so that $u(\mathcal{E}) = 1$.

**Lemma 15.** Given a channel $\mathcal{E}: \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$, then the unitarity can be equivalently expressed by

(i) $u(\mathcal{E}) = \frac{d_A}{d_A - 1} \left( d_A \text{tr}[I(\mathcal{E})^2] - \text{tr}[\mathcal{E}(I_A/d_A)^2] \right)$.

(ii) $u(\mathcal{E}) = \frac{d_A}{d_A - 1} \left( d_A \text{tr}[\mathcal{E}(I_A/d_A)^2] - \text{tr}[\mathcal{E}(I/d_A)^2] \right)$.

**Proof.**

(i) Directly from the definition of unitarity, we get

$$u(\mathcal{E}) = \frac{d_A}{d_A - 1} \left( \int \text{tr}[\mathcal{E}(\psi)^2] d\psi - 2 \int \text{tr} \left[ \mathcal{E}(\psi) \mathcal{E}(I_A/d_A) \frac{I_A}{d_A} \right] d\psi + \int \text{tr}[\mathcal{E}(I_A/d_A)^2] d\psi \right).$$

Putting everything together, it follows that

$$u(\mathcal{E}) = \frac{1}{d_A(d_A + 1)} \{\text{tr}[\mathcal{E}(I_A)^2] + d_A d_A \text{tr}[\mathcal{J}[\mathcal{E}]^2]\}. \quad (A13)$$

**Chapter 2**

Similarly, we have by linearity that

$$\int \text{tr}[\mathcal{E}(\psi)\mathcal{E}(I_A/d_A)] d\psi = \text{tr}\left( \int \psi d\psi \right) \mathcal{E}(I_A/d_A)$$

$$= \text{tr}[\mathcal{E}(I_A/d_A)^2].$$

Therefore, we get that the unitarity is given by

$$u(\mathcal{E}) = \frac{d_A^2 \text{tr}[\mathcal{E}(I_A/d_A)^2]}{(d_A + 1)} - \frac{d_A \text{tr}[\mathcal{J}[\mathcal{E}]^2]}{(d_A - 1)}.$$
and rearranging we obtain
\[
 u(\mathcal{E}) = \frac{1}{d_A^2 - 1} \left\{ d_A^2 \text{tr}(\mathcal{J}[\mathcal{E}]^2) - d_A \text{tr}[\mathcal{E}(\mathbf{I}/d_A)^2] \right\}. 
\]
(A15)

(ii) To show the second part, we just need to check that \(\text{tr}(\mathcal{J}[\mathcal{E}]^2) = \text{tr}(\tilde{\mathcal{E}}(\mathbf{I}/d_A)^2)\). First suppose that \(V : \mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_E\) is a Stinespring dilation for the channel \(\mathcal{E}\). Then the adjoint channel is \(\mathcal{E}^\dagger(Y_B) = V^\dagger\mathbf{1}_E \otimes Y_B V\). Moreover, suppose that \(|e_n\rangle\) is an orthonormal basis for system \(B\) and that \(\text{SWAP}_B = \sum_{n,m} |e_n\rangle\langle e_m|\langle e_m|e_n\rangle\). The result then follows from the following argument:

\[
 d_A^2 \text{tr}(\mathcal{J}[\mathcal{E}]^2) = \text{tr}[\mathcal{E}^\dagger \otimes \mathcal{E}^\dagger (\text{SWAP}_B) \text{SWAP}_A] 
 = \sum_{n,m} \text{tr}[\mathcal{E}^\dagger(|e_n\rangle\langle e_n|)] 
 \otimes \mathcal{E}^\dagger(|e_n\rangle\langle e_m|) \text{SWAP}_A 
 = \sum_{n,m} \text{tr}[V^\dagger \mathbf{1}_E \otimes |e_n\rangle\langle e_m|] 
 \times \langle e_n|V^\dagger V \mathbf{1}_E \otimes |e_n\rangle\langle e_m|V \rangle 
 = \text{tr}[V^\dagger \text{tr}_B(VV^\dagger) \otimes \mathbf{1}_B V] 
 = d_A \text{tr}[V^\dagger \text{tr}_B(V \mathbf{1}_A/d_A V^\dagger) \otimes \mathbf{1}_B V] 
 = d_A \text{tr}[V^\dagger \tilde{\mathcal{E}}(\mathbf{1}_A/d_A)] 
 = d_A^2 \text{tr}[\tilde{\mathcal{E}}(\mathbf{1}_A/d_A)^2]. 
\]

\[\text{AW} \] 

APPENDIX B: IRREDUCIBLE SU(2)-COVARIANT CHANNELS

1. Liouville representation for extremal SU(2)-covariant channels

In Sec. VI A, we see that the set of SU(2)-irreducibly-covariant channels between spin-\(j_A\) and spin-\(j_B\) systems is fully characterized by its extremal points \(\mathcal{E}^L : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)\) with \(L\) ranging from \(|j_A - j_B|\) to \(|j_A + j_B|\) in increments of 1. Since the input and output spaces carry irreducible representations \(j_A\) and \(j_B\) of SU(2), this means that the decomposition of the operator spaces into irreducible components is multiplicity-free, and therefore, the results on the structure of the corresponding Liouville operators holds. For each extremal channel \(\mathcal{E}^L\), there is a unique vector \(\mathbf{f}(\mathcal{E}^L)\) of coefficients that fully determines it. Moreover, for SU(2) symmetries, we can always construct a basis of irreducible tensor operators that are Hermitian, which implies that these coefficients are real for any covariant quantum channel. Therefore, each of the vectors \(\mathbf{f}(\mathcal{E}^L)\) represents one of the extremal points that form a simplex in \(\mathbb{R}^d\), where \(d = 2 \min(j_A, j_B)\).

Since we have a full characterization of the channels \(\mathcal{E}^L\), we can give closed-form formulas for the vectors \(\mathbf{f}(\mathcal{E}^L)\) in terms of Clebsch-Gordan coefficients. In doing so, we make use of the Wigner-Eckart theorem. As before, let \(\{T^L_k\}_{k,L}\) and \(\{S^L_k\}_{k,L}\) be ITO bases for \(\mathcal{B}(\mathcal{H}_A)\) and \(\mathcal{B}(\mathcal{H}_B)\), respectively. We have that \(\mathcal{E}^L(T^L_k) = f_k(\mathcal{E}^L)S^L_k\delta_{\mu,\mu'}\) for any \(L, \mu, \mu'\), and \(k\). The vector \(\mathbf{f}(\mathcal{E}^L)\) has entries \(f_k(\mathcal{E}^L)\) with \(\mu\) ranging from 1 to \(\min(2j_A, 2j_B)\); for \(\mu = 0\), the trace-preserving condition implies that \(f_0(\mathcal{E}^L) = 1/(2j_B + 1)\) is constant for all covariant channels, so we do not include it further in the vector definition of \(\mathbf{f}(\mathcal{E}^L)\).

Concerning the angular momentum states that form the basis for \(\mathcal{H}_A\) and \(\mathcal{H}_B\) as in Sec. VI A, for any \(\lambda\) irrep there exists labels \(m', n'\), and \(k\) such that \(|j_B, n'|S^L_k|j_B, m'| \neq 0\). Therefore, we can conveniently rewrite each coefficient as

\[
 f_k(\mathcal{E}^L) = \frac{|j_B, n'|\mathcal{E}^L(T^L_k)|j_B, m'|}{|j_B, n'|S^L_k|j_B, m'|}, \tag{B1}
\]

where we reiterate that at the core of our analysis is that the quantity above is independent of \(m', n'\), and \(k\), and this is solely as a consequence of the covariance of \(\mathcal{E}^L\). The numerator can be written in an equivalent form by a basis expansion

\[
 |j_B, n'|\mathcal{E}^L(T^L_k)|j_B, m'| = \sum_{m,n} |j_A, n|T^L_k|j_A, m\rangle \langle j_A, n|\mathcal{E}^L(|j_A, n\rangle\langle j_A, m|)|j_B, m'|. \tag{B2}
\]

Therefore, by using the specific action of \(\mathcal{E}^L\) on angular momentum states given in Eq. (73), we obtain that

\[
 f_k(\mathcal{E}^L) = \sum_{m,n=-j_A}^{j_A} |j_A, n|T^L_k|j_A, m\rangle \langle j_B, n'|\mathcal{E}^L(|j_A, n\rangle\langle j_A, m|)|j_B, m'|. \tag{B3}
\]

To simplify the above expression further, we can employ the Wigner-Eckart theorem, which states that the matrix elements of an irreducible tensor operator depend on the
vector component labels only through the Clebsch-Gordan coefficients. In particular,
\[
\langle j_B, n'| S^z_B | j_B, m' \rangle = \langle j_B, m'; \lambda, k | j_B, n' \rangle \langle j_B | S^z | j_B \rangle.
\] (B4)

where \( \langle j_B | S^z | j_B \rangle \) is the reduced matrix element which is independent of \( n', m', \) or \( k \). We can also write down Wigner-Eckart for the \( T_k \) irreducible operator. This leads to the following form for the vector of coefficients for the extremal channel labeled by \( L \):
\[
f_j^{L}(\mathcal{E}^L) = \sum_{s=L}^{L} \frac{\langle j_A | T^s | j_B \rangle}{\langle j_B | S^s | j_B \rangle} \frac{\langle j_A, m' + s; \lambda, k | j_A, n' + s \rangle}{\langle j_B, m'; \lambda, k | j_B, n' \rangle} \langle j_B, m'; L, s | j_A, m' + s \rangle \langle j_B, n'; L, s | j_A, n' + s \rangle.
\] (B5)

In particular, since the above factor has no dependence on the labels \( m', n' \), and \( k \), without loss of generality we can take \( k = 0 \), \( m' = n' = j_B \). We thus end up with the following expression:
\[
f_j^{L}(\mathcal{E}^L) = \sum_{s=L}^{L} \frac{\langle j_A, j_B + s; \lambda, 0 | j_A, j_B + s \rangle}{\langle j_B, j_B; \lambda, 0 | j_B, j_B \rangle} \langle j_B, j_B; L, s | j_A, j_B + s \rangle^2.
\] (B6)

In the particular case when the input and output spaces have the same dimension and both carry the same irrep of \( \text{SU}(2) \), \( j_A = j_B = j \), we obtain the following:
\[
f_j^{L}(\mathcal{E}^L) = \sum_{s=0}^{L} \frac{\langle j, j + s; \lambda, 0 | j, j + s \rangle^2}{\langle j; j, 0 | j, j \rangle} \langle j; j, L, s | j, j + s \rangle^2.
\] (B7)

2. Maximal inversion and amplification of spin-polarization vector for \( \text{SU}(2) \)-covariant channels

Here, we characterize the range of values that the coefficient \( f_j^{L}(\mathcal{E}^L) \) takes while varying over all extremal channels \( L \). This factor corresponds to how much the spin polarization can scale (up or down) under a covariant operation. As we see, due to the particular choice of irrep \( \lambda = 1 \), we can significantly simplify the expressions with Clebsch-Gordan coefficients appearing in Eqs. (B6) and (B7). We first analyze the simpler case of same input and output dimension, and then proceed to the general case. In the former case, we find that while the spin polarization cannot increase, the spin can be inverted up to a factor that is always greater than \(-1\). In other words, we show that \(-\frac{j}{j + 1} \leq f_1^{L}(\mathcal{E}^L) \leq 1 \), where the upper bound is attained for \( L = 0 \), i.e., the identity channel, and the lower bound is attained for \( L = 2j \), i.e., the extremal channel with the maximal number of Kraus operators. In the latter case, when the output dimension is larger than the input one, we show that the spin-polarization vector can actually be amplified.

a. Input and output systems of the same dimension

From the explicit formula for \( f_j^{L}(\mathcal{E}^L) \) Eq. (B7), we have that
\[
f_1^{L}(\mathcal{E}^L) = \sum_{s=0}^{L} \frac{\langle j, j + s; 1, 0 | j, j + s \rangle^2}{\langle j; j, 0 | j, j \rangle} \langle j; j; L, s | j, j + s \rangle^2.
\] (B8)

Moreover,
\[
\langle j; j; L, s | j, j + s \rangle^2 = \frac{(2j + 1)!(2j + s)!(L - s)!}{(2j - L)!(L + 2j + 1)!(L + s)!( - s)!}.
\] (B9)

and
\[
f_1^{L}(\mathcal{E}^L) = \frac{(2j + 1)!}{(2j - L)!(L + 2j + 1)!} \sum_{s=0}^{L} \frac{(j - s)(2j - s)!(L + s)!}{j(L - s)!s!}.
\] (B10)

It turns out that the above expression can be easily evaluated in terms of products of binomial coefficients, so that
\[
f_1^{L}(\mathcal{E}^L) = \left[ \frac{L + 2j + 1 - 1}{L} \right] \left[ \sum_{s=0}^{L} \frac{(2j - s)!}{(L - s)!(L + s)!} \right] - \frac{L + 1}{j} \left[ \frac{(2j - s)!}{(L - s)!(L + s)!} \right].
\] (B12)

We can compute each of the two sums above separately by using combinatorial identities
\[
\sum_{s=0}^{L} \frac{(2j - s)!}{(L - s)!(L + s)!} = \left( \frac{L + 2j + 1}{L} \right),
\]
\[
\sum_{s=0}^{L} \frac{(2j - s)!}{(L - s)!(L + s)!} = \left( \frac{L + 2j + 1}{L - 1} \right).
\] (B13)

to obtain a closed-form formula for \( f_1^{L}(\mathcal{E}^L) \):
\[ f_1(E^L) = 1 - \frac{L + 1}{j} \binom{L + 2j + 1}{L - 1} \left( \frac{L + 2j + 1 - 1}{L} \right) = 1 - \frac{L(L + 1)}{2j(j + 1)}. \]  

(B14)

Therefore, under any SU(2)-covariant channel, the spin polarization can either remain the same (whenever \( L = 0 \), which corresponds to the identity channel), decrease by the extremal channel \( L = 2j \), or get inverted by \( f_1(E^L) \leq 0 \). However, in this scenario the spin polarization will never increase. The maximal deviation from a conservation law is achieved by the extremal channel \( L = 2j \), which also achieves the maximal spin inversion of polarization:

\[ f_1(E^{2j}) = -\frac{j}{j + 1}. \]  

(B15)

b. Input and output systems of different dimensions

We now proceed to the case \( j_A \neq j_B \). From Eq. (B6), for \( \lambda = 1 \) we have the following:

\[ f_1(E^L) \frac{\langle j_B \| S^1 \| j_B \rangle}{\langle j_A \| T^1 \| j_A \rangle} = \sum_{s=-L}^{L} \frac{\langle j_A, j_B + s; 1, 0 | j_A, j_B + s \rangle}{\langle j_B, j_B; 1, 0 | j_B, j_B \rangle} \times \langle j_B, j_B; L, s | j_A, j_B + s \rangle^2. \]  

(B16)

For operators on the carrier space \( \mathcal{H}_A \) for the \( j_A \) irrep (and similarly for \( j_B \)), the decomposition of \( \mathcal{B}(\mathcal{H}_A) \) contains each irreducible representation with multiplicity at most 1. For any \( j_A > 0 \), the 1 irrep will appear once, and the corresponding subspace will be spanned by the ITOs \( \{ T^1_k \} \). The reduced matrix element is independent of the vector label component \( k \). Therefore, due to the uniqueness of the 1 irrep, the quantity \( \langle j_A \| T^1 \| j_A \rangle \) will be uniquely associated with the irreducible subspace of \( \mathcal{B}(\mathcal{H}_A) \) that transforms under the 1 irrep. This implies that \( \langle j_A \| T^1 \| j_A \rangle \) is independent of the choice of orthonormal ITO basis. An analogous relation holds for \( \langle j_B \| S^1 \| j_B \rangle \). In fact, we can fairly easily determine what the constant factor \( \langle j_B \| S^1 \| j_B \rangle / \langle j_A \| T^1 \| j_A \rangle \) is. For this, we again use the Wigner-Eckart theorem together with the standard form for ITOs \( S^1 \) and \( T^1 \) to evaluate a particular matrix element. We then get

\[ \langle j_B \| S^1 \| j_B \rangle = \frac{\langle j_B, m \| S^1_0 \| j_B, m \rangle}{\langle j_B, m; 1, 0 | j_B, m \rangle} = \frac{\sqrt{3}}{\sqrt{2j_B + 1}}. \]  

(B17)

where the above makes no assumption on the ITOs \( S^1 \) other than it forming an orthonormal basis for the 1-irrep component. Therefore, the ratio of the reduced matrix elements \( S^1 \) and \( T^1 \) is \( \sqrt{(2j_A + 1)/(2j_B + 1)} \).

Now, in order to arrive at a closed-form formula for \( f_1(E^L) \), we need to combine the above with binomial expansions for the Clebsch-Gordan coefficients. First notice that one of the terms in the expression for \( f_1(E^L) \) is given by

\[ \langle j_B, j_B; L, s | j_A, j_B + s \rangle^2 = \frac{2j_A + 1}{2j_B + 1} \left( \frac{1 + j_A + j_B + L}{j_A - j_B + L} \right)^{-1} \times \left( \frac{j_A + j_B + s}{L + s} \right) \left( \frac{L - s}{j_A - j_B - s} \right). \]  

(B18)

We remark that for the coefficients to be nonzero, we need that \( -L \geq s \geq L \) and \( j_A - j_B - s \geq 0 \), where we recall that \( L \) takes one of the positive values in the set \( \{ j_A - j_B, j_A - j_B + 1, ..., j_A + j_B \} \). Therefore, we get

\[ f_1(E^L) = \sqrt{\frac{j_B(j_B + 1)(2j_A + 1)}{j_A(j_A + 1)(2j_B + 1)}} \left( \frac{1 + j_A + j_B + L}{j_A - j_B + L} \right)^{-1} \times \sum_{s=-L}^{L} \frac{j_B - L + w}{j_B} \left( \frac{j_A + j_B - L + w}{w} \right) \left( \frac{2L - w}{j_A - j_B - w} \right). \]  

(B19)

where in the summation only the terms for which the two binomials exist contribute, i.e., \( j_A - j_B - s \geq 0 \) (note that these correspond exactly to nonzero values of the relevant coefficients in the previous summation). Changing the dummy summation variable from \( s \) to \( w = s + L \), we obtain the alternative formulation:

\[ f_1(E^L) = \sqrt{\frac{j_B(j_B + 1)(2j_A + 1)}{j_A(j_A + 1)(2j_B + 1)}} \left( \frac{1 + j_A + j_B + L}{j_A - j_B + L} \right)^{-1} \times \sum_{w=0}^{a} \frac{a + w + b}{w} \left( \frac{1 + a + b + c}{a!} \right) \left( \frac{1 + a + b + c}{a} \right). \]  

(B20)

for \( c \geq a \), and similarly,
other words, the spin polarization can be effectively attained for a valid value of $j_A$

\[ CÎRSTOIU, KORZEKW A, and JENNINGS PHYS. REV. X 10, 041035 (2020) \]

for $a \neq 0$ and $c \geq a$ (if $a = 0$, the latter sum clearly becomes zero). Now, employing this we obtain

\[
\sum_{w=0}^a w \left( \frac{a + b + w}{w} \right) \left( c - w \right) = \left( \frac{1 + a + b + c}{a} \right) \frac{(a - 1)! (2 + b + c)!}{(1 + a + b)!} = \left( \frac{1 + a + b + c}{a} \right) \frac{a(1 + a + b) + 2 + b + c}{2} \quad (B21)
\]

and after some simplification, we arrive at

\[
f_1(\mathcal{E}^L) = \sqrt{\frac{j_B(j_B + 1)(2j_A + 1)}{j_A(j_A + 1)(2j_B + 1)}} \times \left( \frac{j_B - L}{j_B} + \frac{(j_A - j_B + L)(1 + j_A + j_B - L)}{2j_B(1 + j_B)} \right) \quad (B22)
\]

For different extremal channels with $L$ between $|j_B - j_A|$ and $j_A + j_B$, the maximal value is attained for the closest valid value of $L$ to $(j_A - j_B + 1)/2$. This maximal value is attained for $L = |j_A - j_B|$. We then have two cases. If $j_A \geq j_B$, then

\[
f_1(\mathcal{E}^{|j_A - j_B|}) = \sqrt{\frac{j_B(j_B + 1)(2j_A + 1)}{j_A(j_A + 1)(2j_B + 1)}} \quad (B24)
\]

and if $j_A \leq j_B$, then

\[
f_1(\mathcal{E}^{|j_A - j_B|}) = \sqrt{\frac{j_A(j_A + 1)(2j_B + 1)}{j_B(j_B + 1)(2j_A + 1)}} \quad (B25)
\]

The minimal value, in turn, will always be attained by $L = j_A + j_B$, which gives

\[
f_1(\mathcal{E}^{j_A + j_B}) = -\frac{j_A}{j_B + 1} \sqrt{\frac{j_B(j_B + 1)(2j_A + 1)}{j_A(j_A + 1)(2j_B + 1)}} \quad (B26)
\]

Note that for $j_B > j_A$, there may exist an extremal channel for which the scaling coefficient will be less than $-1$. In other words, the spin polarization can be effectively inverted in this case.

**APPENDIX C: CONVEX STRUCTURE OF SYMMETRIC CHANNELS**

**Theorem 16.** Let $G$ be a compact group with representations $U_A$ and $U_B$ acting on Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$. Suppose that $U_B \otimes U_A^*$ is a multiplicity-free tensor product representation with nonequivalent irreps labeled by elements of a set $\Lambda$, and that $U_A$ is an irrep. Then, the convex set of $G$-covariant quantum channels $\mathcal{E} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ has $|\Lambda|$ distinct isolated extremal points given by channels $\mathcal{E}^\lambda$ for $\lambda \in \Lambda$. Each $\mathcal{E}^\lambda$ can be characterized by the following:

1. A unique Jamiołkowski state

\[
\mathcal{J}(\mathcal{E}^\lambda) = \frac{\mathbf{1}_{d}}{d_{\lambda}}. \quad (C1)
\]

2. Kraus decomposition \[ \{E_k\}_{k=1}^{d_{\lambda}} \] such that

\[
\mathcal{E}^\lambda(\rho) = \sum_k E_k^\dagger \rho E_k^\dagger, \quad (C2)
\]

with $E^\lambda$ forming a $\lambda$-irreducible tensor operator transforming as $U_B(g)E_k^\lambda U_A^\dagger(g)^\dagger = \sum_{k'} v_{kk'}^\lambda(g) E_{k'}$, where $v_{kk'}^\lambda$ are matrix coefficients of the $\lambda$ irrep.

3. A symmetric isometry $W^\lambda : \mathcal{H}_A \to \mathcal{H}_B \otimes \mathcal{H}^\dagger$ such that

\[
\mathcal{E}^\lambda(\rho) = \text{tr}_{\mathcal{H}^\dagger} [W^\lambda \rho (W^\lambda)^\dagger]. \quad (C3)
\]

Also, the minimal Stinespring dilation dimension for $\mathcal{E}^\lambda$ is given by $d_{\lambda}$.

**Proof.** $-1 \Rightarrow 2$ Any square-root factorization of the Choi-Jamiołkowski state gives a set of Kraus operators. In this case, it is trivial to compute the square-root operator $R$ of $\mathcal{J}(\mathcal{E}^\lambda) = R^* R$, and this is given simply by $R = (\mathbf{1}_{d_{\lambda}}/\sqrt{d_{\lambda}})$. Note that $R$ is not unique, and any $R = WR$ for arbitrary unitary $W$ will also result in a valid square-root factorization. This freedom is then reflected in the nonuniqueness of Kraus operators. Since $R$ is supported only on the $\lambda$-irrep subspace of dimension $d_\lambda$, this implies there will be only $d_\lambda$ nonzero row vectors in $R$. The nonzero row vectors of $R$ will be given by $\{(r_i)\}_{i=1}^{d_{\lambda}}$, such that $\mathcal{J}(\mathcal{E}^\lambda) = \sum_{i=1}^{d_{\lambda}} |r_i\rangle \langle r_i|$. In particular, $|r_i\rangle \in \mathcal{H}_B \otimes \mathcal{H}_A$ and they will form an orthogonal basis for the $\lambda$-irrep subspace of $\mathcal{H}_B \otimes \mathcal{H}_A$ under the tensor product representation $U_B \otimes U_A^*$. This is enough to ensure that they transform irreducibly such that $U_B(g) \otimes U_A^\dagger(g)|r_i\rangle = \sum_{k'} v_{kk'}^\lambda(g) |r_{k'}\rangle$, where $v_{kk'}^\lambda$ are the matrix coefficients for the $\lambda$ irrep. Under the inverse of the vectorization operation, there exists a set of operators $E_i^\lambda$ represented by $d_{\lambda} \times d_{\lambda}$ matrices such that $|\text{vec}(E_i^\lambda)| = |r_i\rangle$, and therefore, $\{E_i^\lambda\}_{i=1}^{d_{\lambda}}$ will give a particular Kraus decomposition.
of $E^i$. Moreover, since $|r_k\rangle$ transform as a $\lambda$ irrep, then 
$\{E^i_k\}_{k=1}^{d_i}$ will form a $\lambda$-irrep ITO. Moreover, since the rank of $\mathcal{J}(E^i)$ is $d_i$, this gives a minimal Kraus representation of $E^i$.

2 $\Rightarrow$ 1 Conversely, given a Kraus decomposition as in Eq. (C2), its corresponding Choi operator will take the form $\mathcal{J}(E^i) = \sum_{k=1}^{d_i} |\langle \lambda, k | \rangle \rangle \langle \langle \lambda, k | | \rangle \rangle$. Therefore, this is non-trivial only on the $\lambda$-irrep subspace of $\mathcal{H}_B \otimes \mathcal{H}_A$ under the tensor product $U_B \otimes U_A^*$ where it acts as the identity since this $\lambda$-irrep subspace is spanned by an orthonormal basis $\{|\lambda, k \rangle \rangle \rangle \}_{k=1}^{d_i}$.

3 $\Rightarrow$ 2 Given a Stinespring dilation $W^j$ of $E$ on an environment $\mathcal{H}$ carrying $V^j$ the $\lambda$-irreducible representation of $G$, then without loss of generality, suppose $\{\langle \lambda, k | \rangle \rangle \rangle \}_{k=1}^{d_i}$ forms an orthonormal basis for $\mathcal{H}^i$. Then, define $E^i_k := \langle \lambda, k | W^j$. This is a linear operator from $\mathcal{H}_A \rightarrow \mathcal{H}_B \otimes \mathcal{H}_A$. Moreover, $W^j$ is symmetric so $U_B(g) \otimes V^j(g) W^j U_A(g) = W^j$ for all $g \in G$. Therefore, $U_B^j(g) E^i_k U_A^j(g) = U_B^j(g) \langle \lambda, k | W^j U_A^j(g) = \langle \lambda, k | V^j(g) \rangle \langle \langle \lambda, k | | \rangle \rangle \rangle W^j$. This implies that $\{E^i_k\}_{k=1}^{d_i}$ transform as ITOs under the group action.

2 $\Rightarrow$ 3 Conversely, we show that there exists a symmetric isometry $W^j$ defined by $E^i_k = \langle \lambda, k | W^j$ with $W^j: \mathcal{H}_A \rightarrow \mathcal{H}_B \otimes \mathcal{H}_A$ where $\mathcal{H}_j$ has a standard orthonormal basis $\{\langle \lambda, k | \rangle \rangle \rangle \}_{k=1}^{d_i}$ that transforms under the $\lambda$ irrep. Since $E^i$ is CPTP, then $\sum_k (E^i_k)^\dagger E^i_k = I_A$ then $\sum_k (W^j)^\dagger \langle \lambda, k | \rangle \langle \langle \lambda, k | | \rangle \rangle \rangle W^j = I$. However, $\langle \lambda, k | \rangle \langle \langle \lambda, k | | \rangle \rangle \rangle$ form complete orthonormal basis for $\mathcal{H}_A$ so $\sum_k \langle \lambda, k | \rangle \langle \langle \lambda, k | | \rangle \rangle \rangle = I$ on $\mathcal{H}_A$. As such, $(W^j)^\dagger W^j = I_A$, and therefore, $W^j$ is indeed an isometry. Moreover, $W^j$ is symmetric because $E^i_k$ transform as an ITO.

**APPENDIX D: PROOF OF THEOREM 11**

**Proof.**—Since $E$ is a $G$-covariant channel, it follows from Eq. (82) that its corresponding Jamiokowski state can be written as

$$\mathcal{J}(E) = \bigoplus_{\lambda \in \Lambda} p_\lambda(E) \frac{E^\lambda}{d^\lambda} \otimes \rho^\lambda.$$

We start by bounding unitarity in terms of $p_0$. From Lemma 6, the unitarity can be evaluated in terms of $\mathcal{J}(E)$:

$$u(E) = \frac{d_A}{d_A^2 - 1} \left\{ d_A \text{tr}[\mathcal{J}(E)^2] - \text{tr}[\mathcal{J}(\mathbb{I}/d_A)^2] \right\}. $$

As purity remains invariant under a unitary change of basis, we can compute $\text{tr}[\mathcal{J}(E)^2]$ by using its block-diagonal structure:

$$\text{tr}[\mathcal{J}(E)^2] = \sum_{\lambda \in \Lambda} \frac{p_\lambda(E)^2}{d^\lambda} - \text{tr}[\mathbb{J}(\mathbb{I}/d_A)^2] \right\}. $$

Therefore, we get

$$u(E) = \frac{d_A}{d_A^2 - 1} \left\{ d_A \sum_{\lambda \in \Lambda} \frac{p_\lambda(E)^2}{d^\lambda} - \frac{1}{d_A} \right\}. $$

Now, since we assume that the output purity for the maximally mixed input state is lower bounded by $1/d_A$ and because purity of a density matrix is always upper bounded by 1, it follows that

$$u(E) \leq \frac{d_A}{d_A^2 - 1} \left( d_A \sum_{\lambda \in \Lambda} \frac{p_\lambda(E)^2}{d^\lambda} - 1 \right). $$

or, equivalently,

$$1 - u(E) \geq \frac{d_A^2}{d_A^2 - 1} \left[ 1 - \sum_{\lambda \in \Lambda} \frac{p_\lambda(E)^2}{d^\lambda} \right]. $$

Furthermore, recall that $p_\lambda(E)$ is a normalized probability distribution, so

$$1 - \sum_{\lambda \in \Lambda} \frac{p_\lambda(E)^2}{d^\lambda} = \sum_{\lambda \in \Lambda} \frac{d_A - 1}{d_A} \frac{p_\lambda(E)^2}{d^\lambda} + \sum_{\lambda \neq \mu} p_\lambda(E) p_\mu(E).$$

Finally, for connected compact Lie groups, there is a single one-dimensional irreducible representation that is given by the trivial irrep. We denote it by $\lambda = 0$ for convenience. Then, for $\lambda \neq 0$, we have $|(d_A - 1)/d_A| \geq \frac{1}{2}$ and so we can obtain the following lower bound:

$$1 - u(E) \geq \frac{d_A^2}{2(d_A^2 - 1)} \left( \sum_{\lambda \neq 0} \frac{p_\lambda(E)^2}{d^\lambda} + \sum_{\lambda \neq \mu \neq 0} p_\lambda(E) p_\mu(E) \right).$$

which can be conveniently rewritten as

$$1 - u(E) \geq \frac{d_A^2}{2(d_A^2 - 1)} (1 - p_0)^2. $$

We now proceed to bounding the average total deviation $\Delta(E)$ in terms of $p_0$. First, we simplify the expression for $\Delta(E)$ given in Eq. (55),

$$\Delta(E) = \frac{1}{d_A(d_A + 1)} \sum_{k=1}^n \left\{ \text{tr}[\delta J^2_k] + |\text{tr}(\delta J_{kA})|^2 \right\}.$$
with $\delta J^k_A = \mathcal{E}^\dagger (J^k_B) - J^k_A$. Since $J^k_A$ and $J^k_B$ are generators of the unitary representation of the compact Lie group $G$, they are traceless and Hermitian. Moreover, they live in the irreducible representation of $\mathcal{B}(\mathcal{H}_A)$ and $\mathcal{B}(\mathcal{H}_B)$ that is isomorphic to the adjoint representation (note that, unless $\mathcal{H}_A$ and $\mathcal{H}_B$ are trivial representations, the bounded operator spaces will always have a trivial and adjoint representation). Thus,

$$
\text{tr}(\delta J^k_A) = \text{tr}[\mathcal{E}^\dagger (J^k_B)] - \text{tr}(J^k_A) = \text{tr}[\mathcal{E}^\dagger (J^k_B)] = 0.
$$

The last equality comes from the fact that $\mathcal{E}^\dagger$ is a symmetric operation, and it will map onto operators in $\mathcal{B}(\mathcal{H}_B)$ fully supported on the adjoint irreducible representations (and multiplicities thereof). This subspace is orthogonal (relative to the Hilbert-Schmidt norm) to the trivial representation in $\mathcal{B}(\mathcal{H}_B)$ where the identity lives. So the deviation from conservation laws reduces to

$$
\Delta(\mathcal{E}) = \frac{1}{d_A(d_A + 1)} \sum_{k=1}^n \text{tr}\{(\mathcal{E}^\dagger (J^k_B) - J^k_A)^2\}. 
$$

(D12)

Next, since $\mathscr{J}(\mathcal{E})$ has the block-diagonal form given in Eq. (D1), we can construct $CP$ maps $\mathcal{E}^\lambda: \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ associated with each block $\lambda \in \Lambda$; i.e., their Jamiołkowski states $\mathcal{J}^\lambda(\mathcal{E})$ are given by $(\lambda! / d_j) \otimes \rho^\lambda$ with $\rho^\lambda(\mathcal{E})$ acting on the multiplicity space. The original channel is then simply given by the convex combination,

$$
\mathcal{E} = \sum_{\lambda \in \Lambda} p_\lambda(\mathcal{E}) \mathcal{E}^\lambda.
$$

(D13)

Consequently, there is a Kraus decomposition for each $\mathcal{E}^\lambda$ such that

$$
\mathcal{E}^\lambda = \sum_i E_i^\lambda p(E_i^\lambda)\dagger,
$$

(D14)

where $E_i^\lambda$ transform irreducibly under the group action and span an irreducible $\lambda$ subspace with multiplicity at most $m_i$, so that $i$ can range from 1 up to $d_j m_j$. In general, a given $\mathcal{E}^\lambda$ will be a trace nonincreasing $CP$ operation, and the original trace-preserving property of $\mathcal{E}$ can be written as

$$
\sum_{\lambda \in \Lambda} p_\lambda(\mathcal{E}) \sum_{i} (E_i^\lambda)\dagger E_i^\lambda = \mathbb{I}.
$$

(D15)

In terms of the above considerations, we can rewrite the crucial term appearing in the expression for $\Delta(\mathcal{E})$ as follows:

$$
\mathcal{E}^\dagger (J^k_B) - J^k_A = \sum_{\lambda \in \Lambda} p_\lambda(\mathcal{E}) \sum_i (E_i^\lambda)\dagger J^k_B E_i^\lambda - (E_i^\lambda)\dagger J^k_A E_i^\lambda = \sum_{i} p_\lambda(\mathcal{E}) M^{\lambda,k},
$$

(D16)

so that

$$
\Delta(\mathcal{E}) = \frac{1}{d_A(d_A + 1)} \sum_{k=1}^n \text{tr}\left[\left(\sum_{\lambda \in \Lambda} p_\lambda(\mathcal{E}) M^{\lambda,k}\right)^2\right].
$$

(D17)

Because $J^k_B$ and $J^k_A$ are the generators of the symmetry, it follows that whenever $\lambda = 0$ (the trivial representation), the Kraus operators $E_k^i$ transform trivially under the group action, and so $J^k_B E_k^i = E_k^i J^k_A$ (where $i$ in this case may label the possible multiplicities of the trivial representation). We remark that this condition is equivalent to the definition of irreducible tensor operators in terms of the generators of the symmetry. Therefore, in Eqs. (D16) and (D17), the terms with $\lambda = 0$ vanish. Now, recall that the Schatten $p$ norm of a linear operator $A$ between $\mathcal{H}_B$ and $\mathcal{H}_A$ is defined as $||A||_p = \text{tr}(A^p)$ with $|A| = \sqrt{\text{tr}AA^\dagger}$. Using Hölder’s inequality followed by a triangle inequality, we get

$$
\text{tr}\left[\left(\sum_{\lambda \notin \{0\}} p_\lambda(\mathcal{E}) M^{\lambda,k}\right)^2\right] \leq \left\|\sum_{\lambda \notin \{0\}} p_\lambda(\mathcal{E}) M^{\lambda,k}\right\|_1 \left\|\sum_{\lambda \notin \{0\}} p_\lambda(\mathcal{E}) M^{\lambda,k}\right\|_\infty
$$

(D18)

$$
\leq \sum_{\lambda \notin \{0\}} p_\lambda(\mathcal{E}) ||M^{\lambda,k}||_1 \sum_{\lambda \notin \{0\}} p_\lambda(\mathcal{E}) ||M^{\lambda,k}||_\infty
$$

(D19)

$$
\leq \left(\sum_{\lambda \notin \{0\}} p_\lambda(\mathcal{E})\right)^2 \left\|\max_{\lambda \notin \{0\}} ||M^{\lambda,k}||_1\right\|^2,
$$

(D20)

with the last inequality coming from $|| \cdot ||_\infty \leq || \cdot ||_1$. Since $p_\lambda(\mathcal{E})$ forms a probability distribution over $\lambda \in \Lambda$, we get the following bound on the deviation:

$$
\Delta(\mathcal{E}) \leq \frac{n}{d_A(d_A + 1)} (1 - p_0)^2 (\max_{k,\lambda \notin \{0\}} ||M^{\lambda,k}||_1)^2.
$$

(D21)

Furthermore, we can bound the term $||M^{\lambda,k}||_1$ for any $\lambda$ and $k$. This follows from triangle inequality and submultiplicativity of the Schatten $p$ norms:

$$
||M^{\lambda,k}||_1 \leq \sum_i ||(E_i^\lambda)^\dagger J^k_B E_i^\lambda||_1 + ||(E_i^\lambda)^\dagger J^k_A E_i^\lambda||_1
$$

$$
\leq \sum_i ||E_i^\lambda||_1^2 (||J^k_B||_1 + ||J^k_A||_1).
$$

(D22)

However,

$$
||E_i^\lambda||_1 = \sum_s s \sqrt{E_i^\lambda E_i^\dagger}\n$$

(D23)

with $s(A)$ denoting the singular values of operator $A$. Since $E_i^\lambda E_i^\dagger \geq 0$, then it follows that $||E_i^\lambda||_1^2 \leq d_A \text{tr}(E_i^\lambda E_i^\dagger)$.
We also have that $\sum_k \text{tr}(E_k^\dagger E_k^\prime) = d_A$, as the Jamiołkowski states $\mathcal{J}(\mathcal{E}^\dagger)$ satisfy $\text{tr}[\mathcal{J}(\mathcal{E}^\dagger)] = 1$, or equivalently, $\text{tr}[\mathcal{E}^\dagger (\mathcal{E}/d_A)] = 1$. Then we get the following upper bound on $M^{i,k}$:

$$
\|M^i\|_1 \leq d_A^2 \max_k(\|J_B^k\|_1 + \|J_A^k\|_1).
$$

(D24)

Therefore, we get the following upper bound on the deviation from a conservation law:

$$
\Delta(\mathcal{E}) \leq n \frac{d_A^3}{d_A + 1} (1 - p_0)^2 \max_k(\|J_B^k\|_1 + \|J_A^k\|_1)^2,
$$

(D25)

where we recall that $n$ is the number of generators and $p_0 = p_0(\mathcal{E})$. Combining the above with Eq. (D9), we finally obtain

$$
\Delta(\mathcal{E}) \leq 2n(d_A - 1)d_A \max_k(\|J_B^k\|_1 + \|J_A^k\|_1)^2 [1 - u(\mathcal{E})].
$$

(D26)

### APPENDIX E: PROOF OF THEOREM 12

**Proof.**—First, note that since $\mathcal{B}(\mathcal{H}_A)$ has a multiplicity-free decomposition, in particular, there will be exactly one $\lambda = 0$ irrep in the decomposition of $U_A \otimes U_A^\dagger$, and it will correspond to the identity operator in $\mathcal{B}(\mathcal{H}_A)$. Consequently, any such symmetric channel $\mathcal{E}$ will necessarily be unital. Moreover, $U_A$ in this case must be an irrep. Otherwise, for each irrep appearing in the decomposition of $U_A$, there would be a trivial irrep in the decomposition of $U_A \otimes U_A^\dagger$ and, by assumption, there is just one such trivial irrep.

Recall the deviation takes the form

$$
\Delta(\mathcal{E}) = \frac{1}{d_A(d_A + 1)} \sum_{\lambda \neq 0} \text{tr}[(\mathcal{E}^\dagger(J^k_\lambda) - J_A^k)^2].
$$

(E1)

Moreover, from Theorem 8 it follows that $\mathcal{E}$ has a decomposition in terms of isolated extremal channels $\mathcal{E}^\dagger: \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_A)$, with corresponding Jamiołkowski states $\mathcal{J}(\mathcal{E}^\dagger) = \{\mathcal{E}/d_A\}$ acting as identity on the $\lambda$-irrep subspace of $U_A \otimes U_A^\dagger$. Therefore,

$$
\mathcal{E} = \sum_{\lambda \neq 0} p_\lambda(\mathcal{E}) \mathcal{E}^\dagger,
$$

(E2)

with $p_\lambda(\mathcal{E})$ being a probability distribution that depends on $\mathcal{E}$. Now, the multiplicity-free decomposition also ensures that $\mathcal{E}^\dagger(J^k_\lambda) = f(\lambda)J_A^k$ for some fixed real coefficient $f(\lambda)$ that is associated with the fixed extremal point $\mathcal{E}^\dagger$ and independent of $k$. Thus,

$$
\Delta(\mathcal{E}) = \frac{\|J_A\|^2}{d_A(d_A + 1)} \left( \sum_{\lambda \neq 0} p_\lambda(1 - f(\lambda)) \right)^2,
$$

(E3)

where analogous to the previous considerations, we introduce

$$
\|J_A\|^2 := \sum_k \text{tr}(J_A^k)^2).
$$

(E4)

It is clear that $f(\lambda) = 1$ if and only if $\lambda = 0$. This is because for $\lambda = 0$ we deal with the identity channel and so $f(\lambda) = 1$; conversely, $\lambda = 1$ means that the $J_k$ operators are fixed points of the unital CPTP map, and so they commute with the Kraus operators, and this happens only for Kraus operators transforming as $\lambda = 0$. Moreover, without loss of generality, we may assume that $|f(\lambda)| \leq 1$. This follows from a result of Ref. [71], which states that for unital trace-preserving channels the induced $p$ norm is contractive for all $1 < p \leq \infty$. That means that

$$
\|\mathcal{E}^\dagger\|_p := \sup_{X \in \mathcal{B}(\mathcal{H})} \frac{\|\mathcal{E}^\dagger(X)\|_p}{\|X\|_p} \leq 1,
$$

(E5)

because $\mathcal{E}^\dagger$ are unital CPTP maps due to the fact that we deal with an irrep system. Then, it follows that

$$
\Delta(\mathcal{E}) \geq \frac{\|J_A\|^2}{d_A(d_A + 1)} (1 - p_0)^2 \min_{\lambda \neq 0} |1 - f(\lambda)|^2
$$

$$
= \frac{\|J_A\|^2}{d_A(d_A + 1)} (1 - p_0)^2 K^2.
$$

(E6)

Since $K$ arises from minimization over all $\lambda \neq 0$, it is strictly greater than zero, leading to a nontrivial lower bound on the deviation. The coefficient $K$ will be fixed for any given symmetry principle described by the representation $U_A$ of $G$.

Now, according to Eq. (44) and using the decomposition from Eq. (88), unitarity can be expressed in terms of the probability distribution $p_\lambda$ as follows:

$$
u(\mathcal{E}) = \frac{1}{d_A^2 - 1} \left( d_A^2 \sum_{\lambda \neq 0} p_\lambda(\mathcal{E})^2 - 1 \right),
$$

(E7)

where we use that the channel $\mathcal{E}$ is unital. We can then bound it using Cauchy-Schwartz inequality in the following way:

$$
u(\mathcal{E}) \geq \frac{1}{d_A^2 - 1} \left( d_A^2 p_0^2 + d_A \sum_{\lambda \neq 0} (1 - p_0)^2 \right).
$$

(E8)

Equivalently,
\[ 1 - u(\mathcal{E}) \leq \frac{d_A^2}{d_A^2 - 1} \left( 1 - p_0^2 - \frac{(1 - p_0)^2}{\sum_{d_A \neq 0} d_A^2} \right) \leq \frac{2d_A^2}{d_A^2 - 1}(1 - p_0). \]  

(E9)

Combining the two relations results in

\[ \sqrt{\Delta(\mathcal{E})} \geq K||J_A||(1 - u(\mathcal{E})) \frac{(d_A - 1)(d_A + 1)^{1/2}}{2d_A^{d_A^2}}. \]  

(E10)

---
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