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Abstract—When two independent analog signals, \(X\) and \(Y\) are added together giving \(Z = X + Y\), the entropy of \(Z\), \(H(Z)\), is not a simple function of the entropies \(H(X)\) and \(H(Y)\), but rather depends on the details of \(X\) and \(Y\)'s distributions. Nevertheless, the entropy power inequality (EPI), which states that \(e^{2H(Z)} \geq e^{2H(X)} + e^{2H(Y)}\), gives a very tight restriction on the entropy of \(Z\). This inequality has found many applications in information theory and statistics. The quantum analogue of adding two random variables is the combination of two independent bosonic modes at a beam splitter. The purpose of this work is to give a detailed outline of the proof of two separate generalizations of the entropy power inequality to the quantum regime. Our proofs are similar in spirit to standard classical proofs, but some new quantities and ideas are needed in the quantum setting. Specifically, we find a new quantum de Bruijin identity relating entropy production under diffusion to this Fisher information exhibits certain convexity properties in the context of beam splitters.

I. INTRODUCTION

A. The classical entropy power inequality: formulation

In his 1948 paper [1], Shannon identified the (differential) entropy

\[
H(X) = -\int f_X(x) \log f_X(x) dx
\]

of a random variable \(X\) with support on \(\mathbb{R}^n\) as the relevant measure for its information content. Using differential entropies, Shannon obtained an expression for the capacity of a noisy channel involving continuous signals. As a corollary, he explicitly computed the capacity of the white thermal noise channel. These are among his most well-known contributions to continuous-variable classical information theory. However, Shannon also recognized another fundamental property of differential entropy called the entropy power inequality (EPI).

Consider a situation where an input signal (or random variable) \(X\) is combined with an independent signal \(Y\), resulting in an output \(X + Y\) with probability density function given by the convolution

\[
f_{X+Y}(z) = \int f_X(x)f_Y(z-x)dx\quad \text{for all } z \in \mathbb{R}^n.
\]

(1)

We may think of the operation

\[
(f_X, f_Y) \mapsto f_{X+Y}
\]

as an ‘addition law’ on the space of probability density functions. Shannon’s entropy power inequality relates the entropies of the input- and output variables in this process. It is commonly stated as

\[
e^{2H(X+Y)/n} \geq e^{2H(X)/n} + e^{2H(Y)/n}.
\]

(3)

It should be stressed that inequality (3) holds without assumptions on the particular form of the probability density functions \(f_X, f_Y\) beyond certain regularity conditions. Specialized
to the case where one of the arguments in (3), say, $f_Y$, is a fixed probability density function (e.g., a Gaussian), inequality (3) immediately gives a lower bound on the output entropy of the so-called additive noise channel $X \mapsto X + Y$ (e.g., the white thermal noise channel) in terms of the entropy $H(X)$ of the input signal. Given this fact and the fundamental nature of the operation (2), it is hardly surprising that the EPI (3) has figured prominently in an array of information-theoretic works since its introduction in 1948. For example, it has been used to obtain converses for the capacity of the Gaussian broadcast channel, and to show convergence in relative entropy for the central limit theorem [2]. Other uses of the entropy power inequality in multi-terminal information theory may be found e.g., in [3].

The expression entropy power stems from the fact that a centered normal (or Gaussian) distribution $f_X(x) = \frac{1}{(2\pi\sigma^2)^{n/2}} e^{-\|x\|^2/(2\sigma^2)}$ on $\mathbb{R}^n$ with variance $\sigma^2$ has entropy $H(X) = \frac{n}{2} \log 2\pi e \sigma^2$. Hence the quantity $\frac{1}{\sqrt{2\pi e}} e^{2H(X)/n}$ is the variance of $X$, commonly referred to as its power or average energy. For a general random variable $Z$, the quantity $\frac{1}{\sqrt{2\pi e}} e^{2H(Z)/n}$ is the power of a Gaussian variable with the same entropy as $Z$. This fact has been connected [4] to Brunn-Minkowski-type inequalities bounding the volume of the set-sum of two sets in terms of their spherical counterparts, which in turn inspired generalizations to free probability theory [5]. In the following, we will omit the factor $\frac{1}{\sqrt{2\pi e}}$ and refer to $e^{2H(Z)/n}$ as the entropy power of $Z$.

The entropy power inequality (3) can be reexpressed as a kind of ‘concativity’ property of the entropy power under a slightly modified ‘addition rule’ $(X, Y) \mapsto X \oplus_1/2 Y$. To define the latter, let $\mu X$ denote the random variable with probability density $f_{\mu X}(x) = \frac{1}{\mu} f_X(\frac{x}{\mu})$, $x \in \mathbb{R}^n$ for any scalar $\mu > 0$. We define $X \oplus_1/2 Y$ as the result of rescaling both $X$ and $Y$ by $1/\sqrt{2}$ and subsequently taking their sum (see Eq. (4) below). Because differential entropies satisfy the scaling property $H(\mu X) = H(X) + n \log \mu$ for $\mu > 0$, this leads to the following reformulation of the entropy power inequality (3):

$$e^{2H(X\oplus_1/2 Y)/n} \geq \frac{1}{2} e^{2H(X)/n} + \frac{1}{2} e^{2H(Y)/n}. \quad (\text{cEPI})$$

Observe that the rhs. is the equal-weight average of the entropy powers of $X$ and $Y$.

It turns out that the entropy $H(X)$ itself satisfies a concavity inequality analogous to (cEPI) (see (cEPI) below). More generally, introduce a parameter $0 < \lambda < 1$ controlling the relative weight of $X$ and $Y$ and consider the addition rule

$$(f_X, f_Y) \mapsto f_{X\oplus_\lambda Y} \quad \text{where} \quad f_{X\oplus_\lambda Y} = f_{\sqrt{\lambda} X + \sqrt{1-\lambda} Y}. \quad (4)$$

Note that this map is covariance-preserving when applied to two random-variables $X$ and $Y$ whose first moments and covariances coincide, a property not shared by convolution without rescaling (i.e., (2)).

The concavity inequality for the entropy takes the form

$$H(X \oplus_\lambda Y) \geq \lambda H(X) + (1-\lambda) H(Y) \quad \text{for} \ 0 < \lambda < 1. \quad (\text{cEPI})$$

The set of inequalities (cEPI) can be shown [6, 7] to be equivalent to (cEPI). We will refer to both (cEPI), (cEPI) as entropy power inequalities; both express a type of concavity under the addition law (4).

B. The quantum entropy power inequality: formulation

Here we formulate and subsequently outline a proof of a quantum version of the entropy power inequality. It is phrased in terms of the von Neumann entropy

$$S(X) = -\tr(\rho_X \log \rho_X)$$

describing a state $\rho_X$ on a separable infinite-dimensional Hilbert space. In quantum optics terminology, it gives a relation between the entropies of states going in and coming out of a beamsplitter. Central to this program is the identification of the correct definitions applying to the quantum case. This is what we consider our main contribution.

Our ‘quantum addition law’ generalizes (4) and is most conveniently described for the case of two single-mode ($n = 1$) states $\rho_X$ and $\rho_Y$ (although the generalization to $n > 1$ modes is straightforward, see Section II-B). It takes the following form: the Gaussian unitary $U_\lambda$ corresponding to a beamsplitter with transmissivity $0 < \lambda < 1$ is applied to the two input modes. This is followed by tracing out the second mode. Formally, we have (see Section II-B for more precise definitions)

$$(\rho_X, \rho_Y) \mapsto \rho_{X \oplus_\lambda Y} = \mathcal{E}_\lambda(\rho_X \otimes \rho_Y)$$

where $\mathcal{E}_\lambda(\rho) = \tr_2 U_\lambda \rho U^{\dagger}_\lambda$. \quad (5)

This choice of ‘addition law’ is motivated by the fact that the resulting position- and momentum operators $(Q, P)$ of the output mode in the Heisenberg picture are given by

$$Q = \sqrt{\lambda} Q_1 + \sqrt{1-\lambda} Q_2$$
$$P = \sqrt{\lambda} P_1 + \sqrt{1-\lambda} P_2$$

in terms of the original operators of the first $(Q_1, P_1)$ and second $(Q_2, P_2)$ mode. Hence (6) indeed mimics the classical addition rule (4) in phase space.

Having defined an addition law, we can state the generalizations of (cEPI) and (qEPI) to the quantum setting. They are

$$e^{S(X\oplus_1/2 Y)/n} \geq \frac{1}{2} e^{S(X)/n} + \frac{1}{2} e^{S(Y)/n}, \quad (\text{qEPI})$$
$$S(X \oplus_\lambda Y) \geq \lambda S(X) + (1-\lambda) S(Y) \quad \text{for} \ \lambda \in [0, 1]. \quad (\text{qEPI})$$

Observe that (qEPI) differs from (cEPI) by the absence of a factor 2 in the exponents. This may be attributed to the fact that the phase space of $n$ bosonic modes is $2n$-dimensional. We emphasize, however, that neither (qEPI) nor (qEPI) appear to follow in a straightforward manner from their classical counterparts. A further distinction from the classical case is that, to the best of our knowledge, Eq. (qEPI) and (qEPI) do not appear to be equivalent. Note also that Guha established (qEPI) for the special case $\lambda = 1/2$ using different techniques [8, Section 5.4.2].
We will not discuss implications of these inequalities here (but see [9] for an upper bound on classical capacities), but expect them to be widely applicable. We point out that the importance of a quantum analog of the entropy power inequality in the context of additive noise channels was recognized in earlier work by Guha et al. [10]. These authors proposed a different generalization of (LEPI), motivated by the fact that the average photon number $\sqrt{\text{tr}(a^\dagger a)}$ of a state $\rho$ is the natural analog of the variance of a centered (probability) distribution. In analogy to the definition of (classical) entropy power, they defined the photon number of a state $\rho$ as the average photon number of a Gaussian state $\sigma$ with identical entropy. Their conjectured photon number inequality states that this quantity is concave under the addition rule $(X, Y) \mapsto X \boxplus Y$. The photon number inequality has been shown to hold in the case of Gaussian states [8].

We find that our more literal generalization (qEPI) (for $\lambda = 1/2$) allows us to translate a proof of the classical entropy power inequality to the quantum setting. The formulation (LEPI) also yields tight bounds on classical capacities [9] for thermal noise associated with the transmissivity-1/2-beamsplitter. We conjecture that the quantity $e^{S(X)/\lambda}$ is concave with respect to the addition rule $\boxplus$ for all $0 < \lambda < 1$ (a fact which is trivial in the classical case due to the scaling property of entropy). If shown to be true, this establishes tight bounds on the classical capacity of thermal noise channels, for all transmissivities.

C. The classical entropy power inequality: proof sketch

It is instructive to review the basic elements of the proof of the classical entropy power inequality. Roughly, there are two different proof methods: the first one relies on Young’s inequality in the version given by Becker [11], and Brascamp and Lieb [12]. The second one relies on the relation between entropy and Fisher information, known as de Bruijin’s identity. For a detailed account of the general form of these two approaches, we refer to [13]. While [13] gives a good overview, it is worth mentioning that more recently, Rioul has found proofs of the EPI that manage to rely entirely on the use of ‘standard’ components can be summarized as follows:

(i) **Gaussian perturbations**: For a random variable $X$ on $\mathbb{R}^n$ define

$$X_t = X + \sqrt{t}Z \quad t \geq 0 \quad (7)$$

where $Z$ be a standard normal with variance $\sigma^2 = 1$. It is well-known that the family of distributions $f_t = f_X$ satisfies the heat or diffusion equation

$$\frac{\partial}{\partial t} f_t = \Delta f_t \quad , \quad \Delta = \sum_{j=1}^N \frac{\partial^2}{\partial x_j^2} \quad (8)$$

with initial condition $f_0(x) = f_X(x)$ for all $x \in \mathbb{R}^N$. In particular, diffusion acts as a one-parameter semigroup on the set of probability density functions, i.e.,

$$X_{t_1+t_2} = (X_{t_1})_{t_2} \quad \text{for all} \quad t_1, t_2 \geq 0 \quad . \quad (9)$$

Time evolution under (8) smoothes out initial spatial inhomogeneities. In the limit $t \to \infty$, the distribution of $X_t$ becomes ‘simpler’: it approaches a Gaussian, and the asymptotic scaling of its entropy $H(X_t) \sim g(t)$ is independent of the initial distribution $f_X$. This is crucial in the proof of the EPI.

A second essential feature of the evolution (8) is that it commutes with convolution: we have (for any $0 < \lambda < 1$ and $t > 0$)

$$X_t \boxplus_{\lambda} Y_t \equiv (X \boxplus_{\lambda} Y)_t \quad (10)$$

for the time-evolved versions $(X_t, Y_t)$ of two independent random variables $(X, Y)$.

(ii) **de Bruijin’s identity**: A third property of the diffusion process (7) concerns the rate of entropy increase for infinitesimally small times, $t \to 0$. de Bruijin’s identity relates this rate to a well-known estimation-theoretic quantity. It states that

$$\frac{d}{dt} \big|_{t=0} H(X + \sqrt{t}Z) = \frac{1}{2} J(X) \quad \text{where} \quad J(X) = \int (\nabla f(x))^T \nabla f(x) \cdot \frac{1}{f(x)} dx \quad . \quad (11)$$

The quantity $J(X)$ is the Fisher information $J(f) = J(f(\theta); \theta = 0)$ associated with the family $\{f(\theta)\}_{\theta \in \mathbb{R}}$ of distributions

$$f(\theta)(x) = f(x - \theta \cdot e) \quad \text{for all} \quad x \in \mathbb{R}^n \quad . \quad (12)$$

where $e = (1, \ldots, 1)$. In other words, the random variables $\{X(\theta)\}_\theta$ are obtained by translating $X$ by an unknown amount $\theta$ in each direction, and $J(X)$ relates to the problem of estimating $\theta$ (by the Cramér-Rao bound).

More importantly, the quantity $J(X)$ inherits various general properties of Fisher information, generally defined as

$$J(f(\theta); \theta = 0) = \int \left( \frac{\partial}{\partial \theta} \log f(\theta)(x) \right)^2 f(\theta)(x) dx \bigg|_{\theta = 0} \quad (13)$$

for a parameterized family $\{f(\theta)\}$ of probability distributions on $\mathbb{R}$ (this is replaced by a matrix in the case $n > 1$).

The link between entropy and Fisher information expressed by de Bruijin’s identity is appealing in itself. Its usefulness in the proof of the EPI stems from yet another compatibility property with convolution. Translations as defined by (12) can be equivalently applied before or after applying addition (convolution), that is, we have

$$(X \boxplus_{\lambda} Y)(\theta) = X(\sqrt{\lambda} \theta) \boxplus_{\lambda} Y(\sqrt{1-\lambda} \theta) \quad (14)$$

for $0 < \lambda < 1$ and $\theta \in \mathbb{R}$. In other words, adding (convolving) $X$ and $Y$ and then translating by $\theta$ is equivalent to adding up translated versions $X(\sqrt{\lambda} \theta), Y(\sqrt{1-\lambda} \theta)$. 

\[ \text{\textcopyright{\hspace{1em}}} \]
(iii) Convexity inequality for Fisher information. This shows that Fisher information behaves in a ‘convex’ manner under the addition law \(4\), i.e.,
\[
J(X \oplus_\lambda Y) \leq \lambda J(X) + (1 - \lambda) J(Y) .
\]
(15)
A related inequality for the addition law when \(\lambda = 1/2\) is known as Stam’s inequality; it takes the form
\[
\frac{2}{J(X \oplus_{1/2} Y)} \geq \frac{1}{J(X)} + \frac{1}{J(Y)} .
\]
(16)
Proofs of such inequalities have been given in \[16\], \[17\], \[4\]. An insightful proof was provided by Zamir \[18\], relying only on basic properties of Fisher information. The most fundamental of these is the information-processing inequality, which states that Fisher information is non-increasing under the application of a channel (stochastic map) \(\mathcal{E}\),
\[
J(\mathcal{E}(f(\theta)); \theta) \big|_{\theta=\theta_0} \leq J(f(\theta); \theta) \big|_{\theta=\theta_0} .
\]
(17)
The Fisher information inequalities \([15]\) and \([16]\) are simple consequences of this data-processing inequality and the compatibility \([14]\) of convolution with translations. For example, the quantities on the two sides of \([15]\) are the Fisher informations of the two families of distributions \(\{X^{(\theta)}\}_\theta\) and \(\{(X^{(\sqrt{\lambda} \theta)}, Y^{(\sqrt{1-\lambda} \theta)})\}_\theta\), and are directly associated with both sides of the compatibility identity \([14]\).

The entropy inequalities \((cEPI)\) and \((cEPI)\) follow immediately from (i)–(iii). Concretely, let us describe the argument of Blachman \[17\] adapted to the proof of \((cEPI)\) (The derivation of \((cEPI)\) is identical in spirit, but slightly more involved. It uses \([16]\) instead of \([15]\)). Note that a similar proof which avoids the use of asymptotically divergent quantities is provided in \[13\], yet we find that the following version is more amenable to a quantum generalization.

The core idea is to consider perturbed or diffused versions
\[
X_t = X + \sqrt{t} Z_1
\]
\[
Y_t = Y + \sqrt{t} Z_2
\]
of the original random variables \((X, Y)\), where \(t \geq 0\) and where \(Z_1, Z_2\) are independent random variables with standard normal distribution. This is useful because asymptotically as \(t \to \infty\), the entropy power inequality is satisfied trivially for the pair \((X_t, Y_t)\) by (i). We call this the infinite-diffusion limit. de Bruijin’s identity (ii) and the Fisher information inequality (iii) provide an understanding of the involved entropies in the opposite limit, where the diffusion only acts for infinitesimally short times. This allows one to extend the result from infinitely large times down to all values of \(t\) including 0. In the latter case, there is no diffusion and we are dealing with the original random variables \((X, Y)\).

**Sketch proof of \((cEPI)\):** In more detail, introduce the quantity
\[
\delta(t) := H(X_t \oplus_\lambda Y_t) - \lambda H(X_t) - (1 - \lambda) H(Y_t)
\]
measuring the amount of potential violation of the entropy power inequality for the pair \((X_t, Y_t)\). The entropy power inequality \((cEPI)\) for \((X_t, Y_t)\) is equivalent to the statement \(\delta(t) \geq 0\). Since \((X_0, Y_0) \equiv (X, Y)\), the entropy power inequality \((cEPI)\) amounts to the inequality
\[
\delta(0) \geq 0 .
\]
(19)
To show (19), observe that in the infinite-diffusion limit \(t \to \infty\), we have
\[
\lim_{t \to \infty} \delta(t) = 0
\]
(20)
as all entropies \(H(X_t) \sim H(Y_t) \sim H(X \oplus_\lambda Y)\) have the same asymptotic scaling. Here we used the compatibility \([10]\) of diffusion and the addition rule \([4]\). de Bruijin’s identity (i) and the convexity inequality for Fisher information (ii) imply that the function \(\delta(t)\) is non-increasing, i.e,
\[
\delta(t) \leq 0 \quad \text{for all } t \geq 0 .
\]
(21)
Indeed, we can use the semigroup property \([9]\) of diffusion to show that it is sufficient to consider infinitesimal perturbations, i.e., the derivative of \(\delta(t)\) at \(t = 0\). But the condition
\[
\dot{\delta}(0) \leq 0
\]
is simply the Fisher information inequality \([15]\), thanks to de Bruijin’s identity \([11]\) and the compatibility \([10]\) of diffusion with convolution. Hence one obtains \(21\) which together with Eq. \([20]\) implies the claim \([19]\).}

**D. The quantum entropy power inequality: proof elements**

Here we argue that a careful choice of corresponding quantum-mechanical concepts guarantees that the remarkable compatibility properties between convolution, diffusion, translation, entropy and Fisher information all have analogous quantum formulations. This yields a proof of the quantum entropy power inequalities \((qEPI)\) and \((qEPI)\) that follows exactly the structure of the classical proof, yet involves fundamentally quantum-mechanical objects.

In this section, we briefly motivate and discuss the choices required.

(i) A quantum diffusion process: For a state \(\rho\) of \(n\) modes, we define
\[
\rho_t = e^{t \mathcal{L}(\rho)} \quad t \geq 0
\]
as the result of evolving for time \(t\) under the one-parameter semigroup \(\{e^{t \mathcal{L}}\}_{t \geq 0}\) generated by the Markovian Master equation
\[
\mathcal{L}(\cdot) = -\frac{1}{4} \sum_{j=1}^n \left[ e_j \rho_{e_j} = \mathcal{L}(\rho_{e_j}) \right] \quad [P_j, [P_j, \cdot]]
\]
(23)
This choice of Liouvillian \(\mathcal{L}\) is motivated (as in \([19]\)) by the fact that it is the natural quantum counterpart of the (classical) Laplacian (cf. \([8]\))
\[
\Delta(\cdot) = \frac{1}{4} \sum_{j=1}^n \left[ e_j \rho_{e_j} = \mathcal{L}(\rho_{e_j}) \right] \quad [p_{e_j}, [p_{e_j}, \cdot]]
\]
acting on probability density function on the symplectic phase space \(\mathbb{R}^{2n}\) of \(n\) classical particles (the factor \(1/4\) is introduced here for mathematical convenience). Indeed,
\( L \) is obtained from the Dirac correspondence \( \{ \cdot, \cdot \} \mapsto \frac{1}{2i} \left[ \cdot, \cdot \right] \) between the Poisson bracket and the commutator, as well as phase space variables and canonical operators, \( (q_j, p_j) \mapsto (Q_j, P_j) \).

Alternatively, one can argue that the Wigner functions \( \{ W_x \} \) of the states \( \{ \rho_t \} \) defined by the evolution \( (22) \) obey the heat equation \( (8) \) on \( \mathbb{R}^{2n} \).

Hall \( [19] \) has previously examined the relation between the Master equation \( (23) \) and classical Fisher information. He argued that the position- and momentum density functions \( f_t(x) = \langle x|\rho_t|x \rangle \) and \( f_t(p) = \langle p|\rho_t|p \rangle \) obey the heat equation \( (8) \). Correspondingly, he obtained de Bruijn-type identities for the measurement-entropies when measuring \( \rho_t \) in the (overcomplete) position- and momentum eigenbases, respectively. These results are, however, insufficient for our purposes as they refer to purely classical objects (derived from quantum states).

(ii) **Divergence-based quantum Fisher information:** The information processing inequality \( (17) \) is well-known to be the defining property of classical Fisher information: A theorem by Cencov \([20] \), \([21] \) singles the Fisher information metric as the unique monotonic metric (under stochastic maps) on the manifold of (parametrized) probability density functions. Unfortunately, such a characterization does not hold in the quantum setting: Petz \([22] \) established a one-to-one correspondence between monotone metrics for quantum states and the set of matrix-monotone functions.

It turns out that the correct choice of quantum Fisher information in this context is given by the second derivative of the relative entropy or divergence \( S(\rho\|\sigma) = \text{tr}(\rho\log\rho - \rho\log\sigma) \), that is,

\[
J(\rho^{(0)};\theta) \bigg|_{\theta=\theta_0} = \frac{d^2}{d\theta^2} S(\rho^{(0)}\|\rho^{(\theta)}) \bigg|_{\theta=\theta_0} . \tag{24}
\]

This choice is guided by the fact that the classical Fisher information \( (13) \) can also be written in this form, that is, \( J(f^{(0)};\theta) \big|_{\theta=\theta_0} = \frac{d^2}{d\theta^2} D(f^{(0)}\|f^{(\theta)}) \big|_{\theta=\theta_0} \), where \( D(f\|g) = \int f(x) \log \frac{f(x)}{g(x)} \) is the classical relative entropy. We call the quantity \( (24) \) the **divergence-based (quantum) Fisher information**.

Lesniewski and Ruskai \([23] \) have studied metrics obtained by differentiation of a ‘contrast functional’ \( S(\cdot;\cdot) \) in a similar manner as \( (24) \). They found that every monotone Fisher information arises from a quasi-entropy in this way. In particular, the data-processing inequality \( (17) \) is a consequence of their general result. We will discuss an independent elementary proof of the data processing inequality for the divergence-based Fisher information in Section \( IV \).

(iii) **Translations of quantum states:** These are simply translations in phase space. We use translated versions of a state \( \rho \) displaced in each direction,

\[
\rho^{(\theta, Q_j)} = e^{i\theta P_j} \rho e^{-i\theta P_j} , \quad \rho^{(\theta, P_j)} = e^{-i\theta Q_j} \rho e^{i\theta Q_j} \quad \text{for} \quad j = 1, \ldots, n .
\]

Clearly, this choice is dictated by the Heisenberg action on the mode operators,

\[
e^{i\theta P_j} Q_j e^{-i\theta P_j} = Q_j + \theta , \quad e^{-i\theta Q_j} P_j e^{i\theta Q_j} = P_j + \theta ,
\]

in analogy to the addition law \( (6) \).

In the remainder of this paper, we verify that these definitions indeed satisfy the necessary properties to provide a proof of the quantum inequalities \( (\text{QEI}) \) and \( (\text{qQEI}) \). A word of mathematical caution is in order here: several times we will need to interchange a derivative with an integral or infinite sum, typically taking a derivative inside a trace. This can be justified as long as the functions involved are sufficiently smooth. In order to focus on the main ideas in our argument, rather than pursue a detailed justification of the interchange of limits we will simply restrict our attention to families of states that are sufficiently smooth. This involves little loss of generality since we are interested in the entropy of states satisfying an energy bound. On this set of states, entropy is continuous, so one can hope to approximate non-smooth functions with smooth ones to obtain the unrestricted result \( (3) \). As a result, smoothness requirements are not usually considered in proofs of the classical EPI \( (16) \), \([17] \), \([13] \), \([12] \) or studies of related quantum ideas \([24] \), \([25] \). Developing a more mathematically thorough version of these arguments appears to be a formidable task (even in the classical case, see \([2] \)) which is left to future work.

**II. Basic definitions**

**A. Continuous-variable quantum information**

A quantum state of \( n \) modes has \( 2n \) canonical degrees of freedom. Let \( Q_k \) and \( P_k \) be the “position” and “momentum” operators of the \( k \)-th mode, for \( k = 1, \ldots, n \), acting on the Hilbert space \( \mathcal{H}_n \) associated with the system. Defining \( R = (Q_1, P_1, \ldots, Q_n, P_n) \), these operators obey the commutation relations

\[
[R_k, R_\ell] = iJ_{k\ell} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \uplus^n ,
\]

with \( \uplus^n \) denoting the \( n \)-fold direct sum. The **Weyl displacement operators** are defined by

\[
D(\xi) = e^{i\xi \cdot J R} \quad \text{for} \quad \xi \in \mathbb{R}^{2n} .
\]

These are unitary operators satisfying the relations

\[
D(\xi) D(\eta) = e^{-\frac{i}{2} \xi \cdot J R} D(\xi + \eta)
\]

and

\[
D(\xi) R_k D(\xi)^\dagger = R_k + \xi_k I \quad \text{or} \quad [D(\xi), R_k] = \xi_k D(\xi) . \tag{25}
\]

This explains the terminology. Any state \( \rho \) takes the form

\[
\rho = (2\pi)^{-n} \int \chi_\rho(\xi) D(\xi) d^n \xi , \tag{27}
\]

1Alternatively, one could introduce a high-photon-number cutoff (well higher than the energy bound of the states under consideration) to make the state space finite, where these problems disappear, and take the limit as the cutoff grows.
where
\[ \chi_\rho(\xi) = \text{tr}(D(\xi)\rho) \]

is the characteristic function of \( \rho \). The characteristic function \( \chi_\rho \) is well-defined for any trace-class operator, but the map \( \rho \mapsto \chi_\rho \) can be extended to all Hilbert-Schmidt class operators \( \rho \) by continuity. The map is an isometry between the Hilbert space of these operators and the space \( L^2(\mathbb{R}^{2n}) \) of square-integrable functions on the phase space:
\[ \text{tr}(\rho^d \sigma) = (2\pi)^{-n} \int \chi_\rho(\xi)\chi_\sigma(\xi) \quad \text{for all } \rho, \sigma. \]  

Observe that for Hermitian \( \rho = \rho^\dagger \), we have \( \chi_\rho(\xi) = \chi_\rho(-\xi) \) since \( D(\xi)^\dagger = D(-\xi) \).

A Gaussian state \( \rho \) is uniquely characterized by the vector \( d = (d_1, \ldots, d_{2n}) \in \mathbb{R}^{2n} \) of first moments
\[ d_k = \text{tr}(\rho R_k) \]

and its covariance matrix \( \gamma \) with entries
\[ \gamma_{k\ell} = \text{tr}(\rho \{R_k - d_k, R_\ell - d_\ell\}) , \]

where \( \{A, B\} = AB + BA \). Its characteristic function is
\[ \chi(\xi) = \exp(i\xi \cdot Jd - \xi \cdot J^T \gamma J\xi/4) . \]

The covariance matrix \( \gamma \) of a quantum state satisfies the operator inequality
\[ \gamma \geq iJ , \]

which is Heisenberg’s uncertainty relation. Conversely, any matrix \( \gamma \) satisfying (33) and vector \( d \in \mathbb{R}^{2n} \) define a Gaussian quantum state via (32). Complex conjugating (33) and adding it to itself shows that the covariance matrix \( \gamma \geq 0 \) is positive definite. According to Williamson’s theorem [26], there is a symplectic matrix \( S \in \text{Sp}(2n, \mathbb{R}) \), i.e., a matrix satisfying \( SJS^T = J \), such that
\[ S\gamma S^T = \text{diag}(\nu_1, \nu_1, \nu_2, \nu_2, \ldots, \nu_n, \nu_n) \quad \text{with } \nu_j \geq 0 \]
is diagonal. Eq. (33) is called the Williamson normal form of \( \gamma \), and \{\nu_j\}_j are referred to as the Williamson eigenvalues.

Symplectic transformations \( S \) are in one-to-one correspondence with linear transformations \( R \mapsto R' := SR \) preserving the canonical commutation relations. Each \( S \in \text{Sp}(2n, \mathbb{R}) \) defines a unitary \( U_S \) on \( \mathcal{H}_n \) which realizes this map by conjugation, i.e.,
\[ U_S^\dagger R_k U_S = \sum_{\ell=1}^{2n} S_{k\ell} R_\ell =: R_k' . \]

The unitary \( U_S \) is unique up to a global phase.

If \( S \in \text{Sp}(2n, \mathbb{R}) \) brings the covariance matrix of a Gaussian state \( \rho \) into Williamson normal form as in (33), then \{\( R_k'\}_k \) are the eigenmodes of \( \rho \). In terms of the creation, annihilation and number operators
\[ a_k^\dagger = \frac{1}{\sqrt{2}}(Q_k^\dagger + iP_k^\dagger), \quad a_k = \frac{1}{\sqrt{2}}(Q_k - iP_k) \]
\[ n_k = a_k^\dagger a_k , \quad \text{for } k = 1, \ldots, n , \]

the state takes the form
\[ U_S \rho U_S^\dagger = \bigotimes_{k=1}^{n} \frac{e^{-\beta_k n_k}}{\text{tr} e^{-\beta_k n_k}} . \]

In this expression, the inverse temperatures \( \beta_k \) are defined in terms of the symplectic eigenvalues as
\[ (e^{\beta_k} - 1)^{-1} = (\nu_k - 1)/2 := N(\nu_k) \quad \text{for } k = 1, \ldots, n . \]

The quantity \( N(\nu) \) is the mean photon number, i.e., the expectation value \( \text{tr}(U_S \rho U_S^\dagger) \). Since the number operators have the spectral decomposition \( n_k = \sum_{n \geq 0} a[n]a[n] \) with integer eigenvalues, the entropy \( S(\rho) = -\text{tr}(\rho \log \rho) \) of a Gaussian state \( \rho \) can be evaluated from (36) and (37) as
\[ S(\rho) = \sum_{k=1}^{n} q(N(\nu_k)) \]
where \( q(N) := (N + 1) \log (N + 1) - N \log N \). Note that this quantity does not depend on the displacement vector \( d \).

A completely positive trace-preserving map (CPTPM) \( E \) on \( \mathcal{H} \) is called Gaussian if it preserves the set of Gaussian states, that is, the state \( \rho' := E(\rho) \) is Gaussian for all Gaussian input states \( \rho \). By definition, the set of Gaussian operations is closed under composition. A Gaussian operation \( E \) is completely specified by its (Heisenberg) action on mode operators. The action of \( E \) on Gaussian states is determined by a triple \( (X, Y, \xi) \), where \( \xi \in \mathbb{R}^n \) is an arbitrary vector and \( X, Y \) are real \( 2n \times 2n \) matrices satisfying \( Y^T = Y \) and \( Y + i(J - XJX^T) \geq 0 \). For a Gaussian state \( \rho \) with covariance matrix \( \gamma \) and displacement vector \( d \), the Gaussian state \( E(\rho) \) is described by
\[ \gamma \mapsto \gamma' := X\gamma X^T + Y \quad d \mapsto d' := Xd + \xi . \]

More generally, the action on a general state \( \rho \) is determined by the action
\[ \chi(\xi) := \chi_{E(\rho)}(\xi) = \chi(\gamma(\xi) e^{-\frac{i}{2} J \cdot Y} \xi) . \]

on characteristic functions. In the special case where \( E(\rho) = U \rho U^\dagger \) is unitary, we have \( Y = 0 \) and \( X := S \in \text{Sp}(2n, \mathbb{R}) \). We call such a unitary \( U \) Gaussian and sometimes write \( U = U_S \) to indicate it is defined by \( S \) (cf. (35)).

A general Gaussian operation \( E \) on \( \mathcal{H}_n \) has a Stinespring dilation with a Gaussian unitary \( U_S \), \( S \in \text{Sp}(2(n + m), \mathbb{R}) \) acting on the Hilbert space \( \mathcal{H}_n \otimes \mathcal{H}_m \) of \( n + m \) modes (for some \( m \)) and a Gaussian ancillary state \( \rho_B \) on \( \mathcal{H}_m \), i.e., it is of the form
\[ E(\rho) = \text{tr}_B(U_S(\rho \otimes \rho_B)U_S^\dagger) . \]

Since the operations of taking the tensor product and the partial trace correspond to taking the direct sum or a submatrix on the level of covariance matrices, identities (39) and (42) translate into
\[ [S(\gamma \otimes \gamma_B)S^T]_{2n} = X\gamma X^T + Y , \]
where \([\cdot]_{2n}\) denotes the leading principle \( 2n \times 2n \) submatrix and \( \gamma_B \) is the covariance matrix of \( \rho_B \). It is again convenient
to express this in terms of characteristic functions. First consider the partial trace: if $\rho_{n+m}$ has characteristic function $\chi_{\rho_{n+m}}(\xi, \xi')$, where $\xi, \xi' \in \mathbb{R}^{2n}$, then the partial trace $\rho_n = \text{tr}_m \rho_{n+m}$ has characteristic function

$$\chi_{\rho_n}(\xi) = \chi_{\rho_{n+m}}(\xi, 0^{2n}) .$$

With (41), we get the transformation rule

$$\chi_\rho \mapsto \chi_{\xi(\rho)}(\xi) := (\chi \otimes \chi_B)(S_\xi(\xi, 0^{2m}))e^{-\frac{1}{2}(\xi, 0^{2m})}e^{\xi(\xi, 0^{2m})} ,$$

(43)

where $\chi_B$ is the characteristic function of the Gaussian ancillary state $\rho_B$. Here $\chi(\xi) := \chi_\rho(\xi)$ is the characteristic function of the product state $\rho \otimes \rho_B$.

B. Quantum addition using the beamsplitter: definition

In this section, we specify the quantum addition operation (5) in more detail. It takes two $n$-mode states $\rho_X, \rho_Y$ and outputs an $n$-mode state $\rho_X \boxplus \rho_Y = E_\lambda(\rho_X \otimes \rho_Y)$, where $0 < \lambda < 1$.

To define the CPTP map $E_\lambda$, consider the transmissivity $\lambda$-beam splitter. This is a Gaussian unitary $U_{\lambda,n}$, whose action on $2n$ modes is defined by the symplectic matrix

$$S_{\lambda,n} = \left( \begin{array}{cc} \sqrt{\lambda} I_n & \sqrt{1-\lambda} I_n \\ \sqrt{1-\lambda} I_n & -\sqrt{\lambda} I_n \end{array} \right) \otimes I_2 ,$$

(44)

where we use a tensor product $\{ \xi_1, \ldots, \xi_n, p_1, \ldots, p_n \} \otimes \{ q_1, \ldots, q_n \}$ to represent the two sets of modes $(q_1^X, p_1^X, \ldots, q_n^X, p_n^X)$ and $(q_1^Y, p_1^Y, \ldots, q_n^Y, p_n^Y)$. Note that the symplectic matrix takes the form $I_n \otimes J$, with

$$J = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) .$$

With respect to the $n$ pairs $(q_1^X, p_1^X, \ldots, q_n^X, p_n^X)$ of modes, for $j = 1, \ldots, n$, we have $S_{\lambda,n} = S_{\lambda} \otimes I_2$, hence $U_{\lambda,n} = U_{\lambda} \otimes I_2$ corresponds to independently applying a beam-splitter to each pair of modes. In the following, we will omit the subscript $n$, and simply write $\xi_X = (\xi_1^Q, \xi_1^P, \ldots, \xi_n^Q, \xi_n^P)$ and $\xi_Y = (\xi_1^Q, \xi_1^P, \ldots, \xi_n^Q, \xi_n^P)$ for the collection of phase space variables associated with first and second set of $n$ modes.

The map $E_\lambda$ is defined by conjugation with $U_{\lambda}$ and tracing out the second set of modes, i.e., it is

$$E_\lambda(\rho_{X,Y}) = \text{tr}_Y U_{\lambda} \rho_{X,Y} U_{\lambda}^\dagger .$$

(45)

Clearly, this is a Gaussian map. A bipartite Gaussian state $\rho_{X,Y}$ with covariance matrix and displacement vector

$$\gamma = \left( \begin{array}{cc} \gamma_X & \gamma_{XY} \\ \gamma_{XY}^\dagger & \gamma_Y \end{array} \right) , \quad d = (d_X, d_Y)$$

(46)

gets mapped into a Gaussian state $E_\lambda(\rho_{X,Y})$ with

$$\gamma' = \lambda \gamma_X + (1-\lambda) \gamma_Y + \frac{\sqrt{\lambda(1-\lambda)}}{\sqrt{\gamma_{XX} + \gamma_{YY}}}(\gamma_{XY} + \gamma_{YX})$$

$$d' = \lambda d_X + \sqrt{1-\lambda} d_Y$$

(47)

This completely determines the action of $E_\lambda$ on Gaussian inputs, but we will also be interested in more general inputs of product form. To get an explicit expression, consider two states $\rho_X, \rho_Y$ with characteristic functions $\chi_X, \chi_Y$. According to (41) and (44), the state $\rho_{X,Y}$ has characteristic function

$$\chi_{\rho_{X,Y}}(\xi, \xi') = \chi_X(\sqrt{\lambda} \xi_X + \sqrt{1-\lambda} \xi_Y) \cdot \chi_Y(\sqrt{1-\lambda} \xi_X - \sqrt{\lambda} \xi_Y) .$$

(48)

It follows that $E_\lambda(\rho) \cdot \rho$ has characteristic function

$$\chi_{E_\lambda(\rho)}(\xi) = \chi_X(\sqrt{\lambda} \xi) \cdot \chi_Y(\sqrt{1-\lambda} \xi) .$$

(49)

III. A QUANTUM DIFFUSION EQUATION

Consider the diffusion Liouvillian

$$\mathcal{L}(\rho) = \frac{1}{4} \sum_{j=1}^{n} \left[ (Q_j, [Q_j, \cdot]) + [P_j, [P_j, \cdot]] \right]$$

$$= -\frac{1}{4} \sum_{j=1}^{2n} (R_j, [R_j, \rho]) .$$

(50)

defined on $n$ modes (cf. (23)). We first establish the relevant properties of the one-parameter semigroup $\{ e^{\mathcal{L}t} \}_{t \geq 0}$, where the CPTP map $e^{\mathcal{L}t}$ describes evolution under the Markovian master equation

$$\frac{d}{dt} \rho(t) = \mathcal{L}(\rho(t)) .$$

(51)

for time $t$. We call this the diffusion semigroup. We will subsequently show that the maps $e^{\mathcal{L}t}$ are compatible with beamsplitters (Section III-A), and analyze the asymptotic scaling $\mathcal{S}(\rho(t))$ of solutions $\rho(t) = e^{\mathcal{L}t}(\rho)$ of (51) (Section III-B). The following is well-known (see e.g. [27] and [28], where $\mathcal{L}$ is given in terms of creation- and annihilation operators).

Lemma III.1. Let $\mathcal{L}$ be the Liouvillian (50). Then

(i) The Liouvillian $\mathcal{L}$ is Hermitian with respect to the Hilbert-Schmidt inner product, i.e.,

$$\text{tr}(\mathcal{L}(\sigma)) = \text{tr}(\mathcal{L}(\rho))$$

(52)

for all states $\rho, \sigma$.

(ii) Let $\rho_0$ be a state with characteristic function $\chi_{\rho_0}(\xi)$, and let $\rho(t) = e^{\mathcal{L}t}(\rho_0)$ denote the solution of the Master equation (51) with initial value $\rho(0) = \rho_0$. Then $e^{\mathcal{L}t}(\rho_0)$ has characteristic function

$$\chi(t)(\xi) = e^{-\frac{1}{2} t} \chi_{\rho_0}(\xi) \cdot e^{-t/2} ,$$

(53)

where $\| \xi \|^2 = \sum_{j=1}^{2n} \xi_j^2$.

(iii) For any $t \geq 0$, the CPTPM $e^{\mathcal{L}t}$ is a Gaussian map acting on covariance matrices and displacement vectors by

$$\gamma \mapsto \gamma' = \gamma + t I_{2n}$$

$$d \mapsto d' = d$$

(54)

Proof: If $\chi_\rho(\xi)$ is the characteristic function of a state $\rho$, we can express the commutator $[R_j, \rho]$ as

$$[R_j, \rho] = \frac{1}{(2\pi)^n} \int \chi_\rho(\xi) \xi_j D(-\xi) d\xi .$$

by using (27) and the displacement property (26). Iterating this argument gives

$$[R_j, [R_j, \rho]] = \frac{1}{(2\pi)^n} \int \chi_\rho(\xi) \xi_j^2 D(-\xi) d\xi ,$$

$$[R_j, [R_j, [R_j, \rho]]] = \frac{1}{(2\pi)^n} \int \chi_\rho(\xi) \xi_j^3 D(-\xi) d\xi ,$$

and so on.
hence
\[ L(\rho) = -\frac{1}{4(2\pi)^n} \int \chi_\rho(\xi) \|\xi\|^2 D(-\xi) d^2\xi . \] (55)

In other words, the operator \( L(\rho) \) has characteristic function
\[ \chi_{L(\rho)}(\xi) = -\frac{1}{4} \chi_\rho(\xi) \|\xi\|^2 . \] Together with (54), this immediately implies (52).

Let \( \rho(t) \) be the operator with characteristic function (53). By commuting derivative and integration, we have
\[
\frac{d}{dt} \rho(t) = \frac{1}{4(2\pi)^n} \int \chi_{\rho(t)}(\xi) \exp(-\|\xi\|^2 t/4) D(-\xi) d^2\xi
\]
\[ = -\frac{1}{4(2\pi)^n} \int \chi_\rho(\xi) \|\xi\|^2 \exp(-\|\xi\|^2 t/4) D(-\xi) d^2\xi
\]
\[ = -\frac{1}{4(2\pi)^n} \int \chi_{\rho(t)}(\xi) \|\xi\|^2 D(-\xi) d^2\xi
\]
Combined with (55), this shows that \( \rho(t) \) is indeed the solution to the Liouville equation, i.e., \( \rho(t) = e^{tL}(\rho) \). This proves (ii).

Finally, property (iii) follows from (ii) since multiplying a Gaussian characteristic function by a Gaussian preserves its Gaussianity.

\[ \text{Lemma III.2.} \quad \text{Let} \; t_X, t_Y \geq 0, \; 0 < \lambda < 1 \; \text{and let} \; L \; \text{be the diffusion Liouvillean acting on} \; n \; \text{modes. Then}
\]
\[ E_\lambda \circ (e^{t_X L} \otimes e^{t_Y L}) \equiv e^{t L} \circ E_\lambda \] (56)

where \( t = \lambda t_X + (1-\lambda)t_Y \).

\[ \text{Proof:} \quad \text{According to Sections II-B and III both} \; E_\lambda \; \text{and} \; e^{t L} \; \text{are Gaussian maps, hence this is true also for both sides of identity (56). This means it suffices to verify that they agree on all Gaussian input states} \; \rho_{XY} \; \text{described by (46). The claim follows immediately from (47) and (53): Indeed, both} \; E_\lambda(e^{t_X L} \otimes e^{t_Y L})(\rho_{XY}) \; \text{and} \; e^{t L}(E_\lambda(\rho_{XY})) \; \text{are described by}
\]
\[ \gamma' = \lambda\gamma_X + (1-\lambda)\gamma_Y + tI
\]
\[ d' = \sqrt{\lambda}d_X + \sqrt{1-\lambda}d_Y \]

\[ \text{B. Scaling of the entropy as} \; t \to \infty \]

The following result will be essential for the proof of the entropy power inequality. It derives from a combination of arguments from [24] and [29], as well as the maximum entropy principle [30].

\[ \text{Theorem III.3 (Entropy scaling under diffusion). Let} \; \rho \; \text{be an arbitrary (not necessarily Gaussian) state, whose covariance matrix has symplectic eigenvalues} \; \nu_1, \ldots, \nu_n. \; \text{Let} \; t > 2. \; \text{Then}
\]
\[ ng(N(t-1)) \leq S(e^{tL}(\rho)) \leq \sum_{k=1}^n g(N(t+\nu_k)) \; , \] (57)

where \( g(N) = (N+1)\log(N+1)-N\log N \) is the entropy of one-mode state with mean photon number \( N \) and \( N(\nu) = (\nu-1)/2 \).

\[ \text{Proof:} \quad \text{The lower bound is essentially the lower bound on the minimum output entropy from [24, (33)], generalized to several modes. We recall the necessary definitions in the Appendix. Any state can be written in the form}
\]
\[ \rho = \int Q(\eta)\sigma(\eta) d^{2n}\eta \quad \text{with}
\]
\[ \sigma(\eta) = \frac{1}{(2\pi)^n} \int e^{\|\xi\|^2/4} e^{\xi^T J_\eta D(-\xi)} d^{2n}\xi , \]

\[ \text{where} \; Q \; \text{is a probability distribution, i.e.,} \; Q(\eta) \geq 0 \; \text{and} \; \int Q(\eta) d^{2n}\eta = 1. \; \text{The operators} \; \sigma(\eta) \; \text{are generally not quantum states. However, by linearity of the superoperator} \; e^{tL}, \; \text{we can compute}
\]
\[ e^{tL}(\sigma(\eta)) = \frac{1}{(2\pi)^n} \int e^{-(t-1)/4\|\xi\|^2/4} e^{\xi^T J_\eta D(-\xi)} d^{2n}\xi
\]

\[ \text{according to Lemma III.1 which shows that} \; e^{tL}(\sigma(\eta)) \; \text{is a displaced thermal state with covariance matrix} \; (t-1)I_{2n} \; \text{if} \; t > 2. \; \text{Because entropy is concave, we therefore get}
\]
\[ S(e^{tL}(\rho)) \geq S(\sigma(\eta)) d^{2n}\eta = ng(N(t-1)) \; , \]

\[ \text{and the claim follows.}
\]

For the proof of the upper bound in (57), we can assume without loss of generality that \( \rho \) is Gaussian. This is because the maximum entropy principle [30] states that for any state \( \rho \), we have
\[ S(\rho) \leq S(\rho^G) , \] (58)

where \( \rho^G \) is a Gaussian state with covariance matrix identical to \( \rho \). The remainder of the proof closely follows arguments in [29]. It is a well-known fact that the entropy of a state \( \rho \) can be computed by taking the limit
\[ S(\rho) = \lim_{p \to 1^+} \frac{1}{1-p} \log \text{tr} \rho^p . \] (59)

For a Gaussian state \( \rho \) whose covariance matrix has symplectic eigenvalues \( \nu = (\nu_1, \ldots, \nu_n) \), the expression on the rhs. is equal to [31]
\[ \text{tr} \rho^p = \prod_{k=1}^n \frac{2^p}{f_p(\nu_k)} ; := \frac{2^{pn}}{f_p(\nu)} \quad \text{and where}
\]
\[ f_p(\nu) = (\nu+1)^p - (\nu-1)^p \] (60)

for any \( p \geq 1 \). Weak submajorization, written \( x \prec^w y \) for two vectors \( x, y \in \mathbb{R}^n \), is defined by the condition
\[ x \prec^w y \quad \iff \quad \sum_{j=1}^k x_j^+ \leq \sum_{j=1}^k y_j^+ \quad \text{for} \; k = 1, \ldots, n , \]
where \( x_1^2 \geq x_2^2 \geq \cdots \geq x_n^2 \) and \( y_1^2 \geq y_2^2 \geq \cdots \geq y_n^2 \) are decreasing rearrangements of \( x \) and \( y \), respectively. In [29], it is argued that the function \( \nu \mapsto F_p(\nu) \) respects the partial order imposed by weak submajorization on \( \mathbb{R}^n \), i.e., it has the property

\[
F_p(x) \geq F_p(y) \quad \text{if} \quad x \prec^w y .
\]

Furthermore, [29, Theorem 1] states that for any \( 2n \times 2n \) real positive symmetric matrices \( A \) and \( B \), the vector of symplectic eigenvalues of their sum \( A + B \) is submajorized by the sum of the corresponding vectors of \( A \) and \( B \), respectively, i.e.,

\[
\nu(A + B) \prec^w (\nu(A) + \nu(B)) .
\]

Combining [59, 60, 61] and [62] gives the following statement. Let \( \rho[\gamma] \) denote the centered Gaussian state with covariance matrix \( \gamma \). Let \( \gamma_A > 0 \) and \( \gamma_B > 0 \) be positive covariance matrices with symplectic eigenvalues \( \nu^A, \nu^B \). Then

\[
S(\rho[\gamma_A + \gamma_B]) \leq S\left( \rho \left[ \bigoplus_{j=1}^n (\nu_j^A + \nu_j^B) I_2 \right] \right) .
\]

The upper bound [57] follows immediately from [58] and [63] applied to \( \gamma_A = \gamma \) and \( \gamma_B = tI_{2n} \) (a valid covariance matrix for \( t \geq 1 \)). This is because for an initial state \( \rho \) with covariance matrix \( \gamma \), the time-evolved state \( e^{tL}(\rho) \) has covariance matrix \( \gamma + tI_{2n} \) according to Lemma III.1.

Using Theorem III.3, we can show that the asymptotic scaling of the entropy (or the entropy power) is independent of the initial state \( \rho \), in the following sense.

**Corollary III.4.** The entropy and the entropy power of \( e^{tL}(\rho) \) grow logarithmically respectively linearly as \( t \to \infty \), with an asymptotic time-dependence independent of the initial state \( \rho \). More precisely, we have

\[
\left| S(e^{tL}(\rho))/n - (1 - \log 2 + \log t) \right| \leq O(1/t) \quad \text{and} \quad \frac{1}{t} e^{S(e^{tL}(\rho))/n} - \frac{e}{2} \leq O(1/t) .
\]

where the constants in \( O(\cdot) \) depend on \( \rho \).

**Proof:** From the Taylor series expansions

\[
\log(1 + \epsilon) = \epsilon + O(\epsilon^2) \quad \text{and} \quad (1 + \epsilon)^{1/t} = e - \frac{e}{2} + O(\epsilon^2)
\]

we get

\[
g(N) = \log N + 1 + O(1/N) \quad \text{and} \quad e^{g(N)} = \left( \frac{e}{N} + 1 + O\left(\frac{1}{N}\right) \right) .
\]

Replacing the rhs of [57] with the upper bound \( \sum_{k=1}^n g(N(t + \nu_k)) \leq n \max_k g(N(t + \nu_k)) = n g(N(t + \nu_\ast)) \) and using \( N(\nu) = (\nu - 1)/2 \) therefore gives

\[
\log(\frac{t}{2} - 1 + 1 - O(1/t)) \leq S(e^{tL}(\rho))/n \leq \log(\frac{t + \nu_\ast - 1}{2}) + 1 + O(1/t)
\]

and

\[
\frac{t}{2} e - \frac{1}{2} e - O(1) \leq e^{S(e^{tL}(\rho))/n} \leq \frac{t}{2} e + \frac{\nu_\ast}{2} e + O(1/t)
\]

for \( t \to \infty \), for some constant \( \nu_\ast \) depending on \( \rho \). The claim follows from this.

A simple consequence of Corollary III.4 is that \( e^{tL}(\rho) \) converges in relative entropy to a Gaussian state: we have

\[
\lim_{t \to \infty} S(e^{tL}(\rho)||e^{tL}(\rho)^G) = 0 ,
\]

where \( \sigma^G \) denotes the ‘Gaussification’ of \( \sigma \), i.e., the Gaussian state with identical first and second moments. Indeed, because \( e^{tL}(\rho) \) is a Gaussian map (Lemma III.1), we have \( e^{tL}(\rho)^G = e^{tL}(\rho^G) \) for any state \( \rho \). Therefore,

\[
S(e^{tL}(\rho)||e^{tL}(\rho)^G) = -S(e^{tL}(\rho)) - \text{tr}(e^{tL}(\rho) \log e^{tL}(\rho))
\]

\[
= -S(e^{tL}(\rho)) - \text{tr}(e^{tL}(\rho)^G \log e^{tL}(\rho^G))
\]

\[
= -S(e^{tL}(\rho)) - \text{tr}(e^{tL}(\rho^G) \log e^{tL}(\rho^G))
\]

\[
= -S(e^{tL}(\rho)) + S(e^{tL}(\rho)^G) .
\]

In the third identity, we used the fact that \( \log e^{tL}(\rho^G) \) is quadratic in the mode operators. Statement [63] now follows from Corollary III.4.

**IV. DIVERGENCE-BASED QUANTUM FISHER INFORMATION**

In this section, we introduce the divergence-based Fisher information and establish its main properties. We restrict our focus to what is needed for the proof of the entropy power inequality. We refer to the literature for substantially more general results concerning quasi-entropies and quantum Fisher information (see e.g., [22], [23], [32], [33]).

Recall that the relative entropy or divergence of two (invertible) density operators \( \rho, \sigma \) is defined as \( S(\rho||\sigma) = \text{tr}(\rho \log \rho - \log \sigma) \). The divergence is nonnegative and faithful, i.e.,

\[
S(\rho||\sigma) \geq 0 \quad \text{and} \quad S(\rho||\sigma) = 0 \quad \text{if and only if} \quad \rho = \sigma .
\]

Furthermore, it is monotone, i.e., non-increasing under the application of a CPTPM \( E \).

\[
S(E(\rho)||E(\sigma)) \leq S(\rho||\sigma) .
\]

Properties [65] and [66] tell us that \( S(\cdot||\cdot) \) may be thought of as a measure of closeness. A third important property of divergence is its additivity under tensor products,

\[
S(\rho_1 \otimes \rho_2||\sigma_1 \otimes \sigma_2) = S(\rho_1||\sigma_1) + S(\rho_2||\sigma_2) .
\]

Consider a smooth one-parameter family \( \theta \mapsto \rho(\theta) \) of states. Using divergence to quantify how much these states change as we deviate from a basepoint \( \theta_0 \in \mathbb{R} \), it is natural to consider the function \( \theta \mapsto S(\rho(\theta)||\rho(\theta)^0) \) in the neighborhood of \( \theta_0 \). In the following, we assume that it is twice differentiable at \( \theta_0 \) (but see comment below). According to [65], this function vanishes for \( \theta = \theta_0 \), and is nonnegative everywhere. This implies that its first derivative vanishes, i.e.,

\[
\frac{d}{d\theta} S(\rho(\theta_0)||\rho(\theta)) \big|_{\theta=\theta_0} = 0 .
\]
One is therefore led to consider the second derivative, which we will denote by

\[ J(\rho^{(\theta)}; \theta) |_{\theta = \theta_0} = \frac{d^2}{d\theta^2} S(\rho^{(\theta)} || \rho^{(\theta)}) |_{\theta = \theta_0}. \]  

(69)

We call the quantity \( J(\rho^{(\theta)}; \theta) |_{\theta = \theta_0} \) the divergence-based Fisher information of the family \( \{\rho^{(\theta)}\}_\theta \). Its properties are as follows:

**Lemma IV.1** (Reparametrization formula). For any constant \( c \), we have

\[ J(\rho^{(\epsilon \theta)}; \theta) |_{\theta = \theta_0} = \epsilon^2 J(\rho^{(\theta)}; \theta) |_{\theta = \theta_0} \]

\[ J(\rho^{(\theta+c)}; \theta) |_{\theta = \theta_0} = J(\rho^{(\theta)}; \theta) |_{\theta = \theta_0+c} . \]

**Proof:** This is immediate from Definition (69).

**Lemma IV.2** (Non-negativity). The Fisher information satisfies

\[ J(\rho^{(\theta)}; \theta) |_{\theta = \theta_0} \geq 0. \]  

(70)

**Proof:** Define \( f_{\theta_0}(\theta) = S(\rho^{(\theta_0)} || \rho^{(\theta)}) \). We know that \( f_{\theta_0}(\theta) \geq 0 \) for all \( \theta \) and \( f_{\theta_0}(\theta_0) = 0 \).

The claim follows from this by writing the second derivative as a limit

\[ \frac{d^2}{d\theta^2} S(\rho^{(\theta_0)} || \rho^{(\theta)}) |_{\theta = \theta_0} = \frac{d^2}{d\theta^2} f_{\theta_0}(\theta) |_{\theta = \theta_0} = \lim_{\epsilon \to 0} \frac{f_{\theta_0}(\theta_0 + \epsilon) - 2f_{\theta_0}(\theta_0) + f_{\theta_0}(\theta_0 - \epsilon)}{\epsilon^2} \]

(71)

**Lemma IV.3** (Additivity). For a family \( \{\rho_A^{(\theta)} \otimes \rho_B^{(\theta)}\}_\theta \) of bipartite product states, we have

\[ J(\rho_A^{(\theta)} \otimes \rho_B^{(\theta)}; \theta) |_{\theta = \theta_0} = J(\rho_A^{(\theta)}; \theta) |_{\theta = \theta_0} + J(\rho_B^{(\theta)}; \theta) |_{\theta = \theta_0} . \]  

(72)

**Proof:** This directly follows from the additivity (61) of divergence.

Most importantly, the divergence-based Fisher information satisfies the data processing inequality.

**Theorem IV.4** (Data processing for Fisher information). Let \( \mathcal{E} \) be an arbitrary CPTPM. Then

\[ J(\mathcal{E}(\rho^{(\theta)}); \theta) |_{\theta = \theta_0} \leq J(\rho^{(\theta)}; \theta) |_{\theta = \theta_0} . \]

**Proof:** The proof proceeds in the same way as a well-known proof for the information-processing property of classical Fisher information (see e.g., [34]). We show here that our assumption that \( f_{\theta_0}(\theta) = S(\rho^{(\theta_0)} || \rho^{(\theta)}) \) is twice differentiable at \( \theta = \theta_0 \) is sufficient to give the desired inequality. From \( \rho^{(\theta)} \) and the definition of Fisher information, we conclude that

\[ S(\rho^{(\theta_0)} || \rho^{(\theta)}) = \frac{1}{2} J(\rho^{(\theta)}; \theta) |_{\theta = \theta_0} \cdot (\theta - \theta_0)^2 + o(|\theta - \theta_0|^2) . \]  

(73)

Let us argue that an analogous identity holds for the family \( \{\mathcal{E}(\rho^{(\theta)}), \mathcal{E}(\rho^{(\theta)})\}_\theta \). Define \( g_{\theta_0}(\theta) = S(\mathcal{E}(\rho^{(\theta_0)}) || \mathcal{E}(\rho^{(\theta)})) \). We know from (65), (68) and the monotonicity (60) that

\[ 0 \leq g_{\theta_0}(\theta) \leq f_{\theta_0}(\theta) \text{ for all } \theta \text{ and } \]

\[ g_{\theta_0}(\theta_0) = f_{\theta_0}(\theta_0) = \frac{d}{d\theta} f_{\theta_0}(\theta) |_{\theta = \theta_0} = 0 . \]

(74)

Therefore, the derivative of \( g_{\theta_0} \) is

\[ \frac{d}{d\theta} g_{\theta_0}(\theta) |_{\theta = \theta_0} = \lim_{\epsilon \to 0} \frac{g_{\theta_0}(\theta_0 + \epsilon) - g_{\theta_0}(\theta_0)}{\epsilon} = \lim_{\epsilon \to 0} \frac{f_{\theta_0}(\theta_0 + \epsilon)}{\epsilon} \geq 0 . \]

On the other hand, (74) also gives

\[ \frac{d}{d\theta} g_{\theta_0}(\theta) |_{\theta = \theta_0} = \lim_{\epsilon \to 0} \frac{g_{\theta_0}(\theta_0 + \epsilon)}{\epsilon} \leq \lim_{\epsilon \to 0} \frac{f_{\theta_0}(\theta_0 + \epsilon)}{\epsilon} \]

\[ = \frac{d}{d\theta} f_{\theta_0}(\theta) |_{\theta = \theta_0} = 0 , \]

hence

\[ \frac{d}{d\theta} g_{\theta_0}(\theta) |_{\theta = \theta_0} = 0 . \]

Similarly, writing the second derivative of \( g_{\theta_0} \) as a limit as in (71) and using (74) gives

\[ 0 \leq \frac{d^2}{d\theta^2} g_{\theta_0}(\theta) |_{\theta = \theta_0} \leq \frac{d^2}{d\theta^2} f_{\theta_0}(\theta) |_{\theta = \theta_0} . \]

In summary, the function \( g_{\theta_0} \) has vanishing first and bounded second derivative, which shows that

\[ S(\mathcal{E}(\rho^{(\theta_0)})) || \mathcal{E}(\rho^{(\theta)}) = \frac{1}{2} J(\mathcal{E}(\rho^{(\theta)}); \theta) |_{\theta = \theta_0} \cdot (\theta - \theta_0)^2 + o(|\theta - \theta_0|^2) \]

(75)

The claim of the theorem now follows from (73), (75) and the data processing inequality (65).

One may worry about the differentiability of the function \( \theta \mapsto S(\rho^{(\theta)} || \rho_0) \) for an arbitrary smooth one-parameter family \( \{\rho^{(\theta)}\}_\theta \) on an infinite-dimensional Hilbert space. However, we do not need this full generality here. Throughout, we are only concerned with covariant families of states \( \rho^{(\theta)} = e^{i(\theta - \theta_0)H} \rho^{(\theta_0)} e^{-i(\theta - \theta_0)H} \) for all \( \theta, \theta_0 \in \mathbb{R} \). (76)

generated by a Hamiltonian \( H \). For a family of the form (76), we can easily compute the derivative

\[ \frac{d}{d\theta} S(\rho^{(\theta)} || \rho^{(\theta)}) |_{\theta = \theta_0} = -\text{tr} \left( \rho^{(\theta_0)} [H, \log \rho^{(\theta)}] \right) , \]

(77)

In accordance with (69), this can be seen to vanish by inserting the spectral decomposition of \( \rho^{(\theta_0)} \). We can also give an explicit expression for the second derivative, the divergence-based Fisher information. It will be convenient to state this as a lemma.

**Lemma IV.5.** Let \( \{\rho^{(\theta)}\}_\theta \) be a covariant family of states as in (76). Then

\[ J(\rho^{(\theta)}; \theta) |_{\theta = \theta_0} = \text{tr} \left( \rho^{(\theta_0)} [H, [H, \log \rho^{(\theta_0)}]] \right) . \]

(78)
Proof: Define $U(\theta) = e^{i(\theta - \theta_0)H}$. Using $U(\theta)HU(\theta)^\dagger = H$, we calculate
\[
\frac{d}{d\theta} \log \rho(\theta) = [iH, U(\theta)(\log \rho(\theta_0))U(\theta)^\dagger]
\]
\[
= U(\theta)[iH, \log \rho(\theta_0)]U(\theta)^\dagger,
\]
hence
\[
\frac{d^2}{d\theta^2} \log \rho(\theta) = [iH, U(\theta)[iH, \log \rho(\theta_0)]U(\theta)^\dagger].
\]
Therefore
\[
\frac{d^2}{d\theta^2} S(\rho(\theta_0)(\rho(\theta)) = -\text{tr}(\rho(\theta_0) \frac{d^2}{d\theta^2} \log \rho(\theta))
\]
\[
= -\text{tr}(\rho(\theta_0) [iH, U(\theta)[iH, \log \rho(\theta_0)]U(\theta)^\dagger].
\]
and evaluating this at $\theta = \theta_0$ gives the claim. \qed

V. THE QUANTUM DE BRUIJIN IDENTITY

The quantum analog of the translation rule (12) is defined in terms of phase space translations: For $R \in \{Q_j, P_j\}$ define the displacement operator in the direction $R$ as
\[
D_R(\theta) = \begin{cases} e^{i\theta P_j} & \text{if } R = Q_j \\ e^{-i\theta Q_j} & \text{if } R = P_j. \end{cases}
\] (79)
For a state $\rho$, consider the family of translated states
\[
\rho(\theta, R) = D_R(\theta) \rho D_R(\theta)^\dagger \quad \theta \in \mathbb{R}
\] (80)
and its Fisher information $J(\rho(\theta, R); \theta)|_{\theta = 0}$. With a slight abuse of terminology, we will call the quantity
\[
J(\rho) := \sum_{k=1}^{2n} J(\rho(\theta_k; R_k); \theta)|_{\theta = 0}
\] (81)
obtained by summing over all phase space directions the Fisher information of $\rho$. The quantum version of de Bruijn’s identity (11) then reads as follows:

**Theorem V.1 (Quantum de Bruijn). Let $L$ be the Liouvillian (50). The rate of entropy increase when evolving under the one-parameter semigroup $\{e^{tL}\}_{t \geq 0}$ from the initial state $\rho$ is given by
\[
\frac{d}{dt} S(e^{tL}(\rho))|_{t=0} = \frac{1}{4} J(\rho).
\] (82)

Proof: We use the expression (see e.g., [33]) \[
\frac{d}{dt} S(e^{tL}(\rho))|_{t=0} = -\text{tr}(L(\rho) \log \rho). \] (83)
for the rate of entropy increase under a one-parameter semigroup $e^{tL}$. Because $L$ is Hermitian (Lemma [11.4]), this is equal to \[
\frac{d}{dt} S(e^{tL}(\rho))|_{t=0} = -\text{tr}(\rho L(\log \rho)). \] (84)
The claim now follows from the definition (50) of the Liouvillian $L$ and Lemma [V.5]. \qed

VI. FISHER INFORMATION INEQUALITIES FOR THE BEAMSLIPPER

A. Compatibility of the beam splitter with translations

We first establish a slight generalization of the compatibility condition (13) between the addition rule defined by the CPTPM $E_\lambda$ (cf. [43]) and translations $D_R$ in phase space (cf. [79]).

**Lemma VI.1.** Let $\theta, w_X, w_Y \in \mathbb{R}$ and consider the CPTP maps
\[
F(\rho) = \mathcal{E}_\lambda\left((D_R(w_X) \otimes D_R(w_Y)\rho (D_R(w_X) \otimes D_R(w_Y))\right)
\] and
\[
G(\rho) = D_R(w\theta)\mathcal{E}_\lambda(\rho)D_R(w\theta)^\dagger
\] where $w = \sqrt{\lambda} w_X + \sqrt{1-\lambda} w_Y$. Then $F \equiv G$. In particular,
\[
\mathcal{E}_\lambda(\rho_X^{(w\theta, R)} \otimes \rho_Y^{(w\theta, R)}) = (\mathcal{E}_\lambda(\rho_X \otimes \rho_Y))^{(w\theta, R)}
\] for any two $n$-mode states $\rho_X$ and $\rho_Y$, where $\rho \mapsto \rho(\theta, R)$ is defined by (80).

Proof: Since both $F$ and $G$ are Gaussian (as compositions of Gaussian operations), it suffices to show that they agree on Gaussian inputs. Note that $\rho \mapsto D_R(\theta)\rho D_R(\theta)^\dagger$ leaves the covariance matrix $\rho$ invariant while adding $d^t = d + \theta e_R$ to the displacement vector, where $e_R$ is the standard basis vector in the $R$-direction. This, together with [47], immediately implies that $F \equiv G$. \qed

B. Stam inequality and convexity inequality for Fisher information

The following Fisher information inequality for the quantity $J(\rho)$ (cf. [51]) is a straightforward consequence of the compatibility of beam-splitters with translations, and the data processing inequality for Fisher information. The arguments used here are identical to those applied in Zamir’s proof [18] (described transparently in [36] for the special case of interest here) of Stam’s inequality. The following statement implies a quantum version of the latter and a convexity inequality of the form (15).

**Theorem VI.2 (Quantum Fisher information inequality). Let $w_X, w_Y \in \mathbb{R}$ and $0 < \lambda < 1$. Let $\rho_X, \rho_Y$ be two $n$-mode states. Then
\[
w^2 J(\mathcal{E}_\lambda(\rho_X \otimes \rho_Y)) \leq w_X^2 J(\rho_X) + w_Y^2 J(\rho_Y)
\] where $w = \sqrt{\lambda} w_X + \sqrt{1-\lambda} w_Y$.

Proof: Let $R \in \{Q_j, P_j\}_{j=1}^n$ and consider the family of product states $\{\rho_X^{(w_X, \theta, R)} \otimes \rho_Y^{(w_Y, \theta, R)}\}_\theta$ and the family $\{\mathcal{E}_\lambda(\rho_X \otimes \rho_Y)^{(w, R)}\}_\theta$. By Lemma VI.1 the latter is obtained by data processing from the former. By the data processing inequality for Fisher information, this implies
\[
J(\mathcal{E}_\lambda(\rho_X \otimes \rho_Y))^{(w, R)}|_{\theta = 0} \leq J(\rho_X^{(w_X, \theta, R)} \otimes \rho_Y^{(w_Y, \theta, R)}; \theta)|_{\theta = 0},
\]

where $w = \sqrt{\lambda} w_X + \sqrt{1-\lambda} w_Y$.
and by the properties of Fisher information, this is equivalent to
\[ w^2 J \left( (E_{X}(\rho_{X} \otimes \rho_{Y})) (w_{\theta}, R_{\theta}) \right) \bigg|_{\theta=0} \leq w_X^2 J(\rho_{X}^{(\theta,R)}) + w_Y^2 J(\rho_{Y}^{(\theta,R)} ; \theta) \]

The claim is obtained by summing over all phase space directions \( R \).

The following convexity inequality for Fisher information is an immediate consequence of Theorem [VI.2, obtained by setting \( w_X = \sqrt{1} \) and \( w_Y = \sqrt{1} - \lambda \).

**Corollary VI.3** (Convexity inequality for Fisher information). Let \( \rho_{X}, \rho_{Y} \) be \( n \)-mode states and \( 0 < \lambda < 1 \). Then
\[ J(E_{X}(\rho_{X} \otimes \rho_{Y})) \leq \lambda J(\rho_{X}) + (1 - \lambda) J(\rho_{Y}) . \quad (85) \]

We also obtain the following quantum analog of the classical Stam inequality [16].

**Corollary VI.4** (Quantum Stam inequality). Let \( \rho_{X}, \rho_{Y} \) be arbitrary states and consider the 50 : 50-beamsplitter map \( E = E_{1/2} \). Then
\[ \frac{2}{J(E_{X}(\rho_{X} \otimes \rho_{Y}))} \geq \frac{1}{J(\rho_{X})} + \frac{1}{J(\rho_{Y})} . \]

**Proof:** This follows from Theorem [VI.2] by setting \( \lambda = 1/2 \) and
\[ w_X = J(\rho_{X})^{-1} \quad \text{and} \quad w_Y = J(\rho_{Y})^{-1} . \]

**VII. QUANTUM ENTROPY POWER INEQUALITIES**

Having introduced the right quantum counterparts of the relevant classical concepts, the proof of the quantum entropy power inequalities is straightforward. We first provide a proof of the classical statement (cEPI) for the classical statement (cEPI) [13] for the classical statement (cEPI), but relies on a slight adaptation that allows us to generalize it to the quantum setting.

**Theorem VII.1** (Quantum entropy power inequality for transmissivity \( \lambda \)). Let \( 0 < \lambda < 1 \) and let \( E_{X} \) be the map \( E \) associated with a beamsplitter of transmissivity \( \lambda \). Let \( \rho_{X} \) and \( \rho_{Y} \) be arbitrary \( n \)-mode states. Then
\[ S(E_{X}(\rho_{X} \otimes \rho_{Y})) \geq \lambda S(\rho_{X}) + (1 - \lambda) S(\rho_{Y}) . \quad (86) \]

**Proof:** Define
\[ \delta(t) = S(e^{t \mathcal{E}_{X} (\rho_{X} \otimes \rho_{Y}))} - \lambda S(e^{t \mathcal{E}_{X} (\rho_{X})) - (1 - \lambda) S(e^{t \mathcal{E}_{X} (\rho_{Y})) . \]

We want to show that \( \delta(0) \geq 0 \). Since \( \lim_{t \to \infty} \delta(t) = 0 \) by the asymptotic scaling of these entropies (Corollary [III.4], it suffices to show that
\[ \frac{d}{dt} \delta(t) \leq 0 \quad \text{for all } t \geq 0 . \quad (87) \]

Because \( \{ e^{t \mathcal{E}} \}_{t} \) is a semigroup, we get
\[ 4 \frac{d}{dt} \delta(t) = J(e^{t \mathcal{E}_{X} (\rho_{X} \otimes \rho_{Y})) - \lambda J(e^{t \mathcal{E}_{X} (\rho_{X})) - (1 - \lambda) J(e^{t \mathcal{E}_{X} (\rho_{Y})) . \]

Using the convexity inequality for Fisher information (Corollary [VI.3]), the inequality (87) follows.

Specializing Theorem VII.1 to Gaussian states, we obtain a concavity inequality for the entropy with respect to the covariance matrix. That is, denoting by \( \rho[\gamma] \) the centered Gaussian state with covariance matrix \( \gamma \), we have
\[ S(\lambda \rho[\gamma_{1}] + (1 - \lambda) \rho[\gamma_{2}]) \geq \lambda S(\rho[\gamma_{1}]) + (1 - \lambda) S(\rho[\gamma_{2}]) \quad (88) \]

for all \( 0 < \lambda < 1 \).

Finally, we can obtain the quantum analog (qEPI) of the classical entropy power inequality (cEPI) for the 50 : 50-beamsplitter, again mimicking a known classical proof.

**Theorem VII.2** (Entropy power inequality for 50:50 beamsplitter). Consider the map \( E = E_{1/2} \) associated with a 50:50 beamsplitter. Let \( \rho_{X}, \rho_{Y} \) be two \( n \)-mode states. Then
\[ e^{S(\rho_{X} \otimes \rho_{Y})/n} \geq \frac{1}{2} e^{S(\rho_{X})/n} + \frac{1}{2} e^{S(\rho_{Y})/n} . \quad (89) \]

**Proof:** The proof follows Blachman [17], and is reproduced here for the reader’s convenience. Define the functions
\[ F \mapsto E_{X}(F) := \exp \left( S(e^{F \mathcal{E}_{X} (\rho_{X}))/n \right) \]
\[ G \mapsto E_{Y}(G) := \exp \left( S(e^{G \mathcal{E}_{Y} (\rho_{Y}))/n \right) \]
\[ H \mapsto E_{Z}(H) := \exp \left( S(e^{H \mathcal{E}_{Z} (\rho_{X} \otimes \rho_{Y}))/n \right) \]
expressing the entropy powers of the states obtained by letting diffusion act on \( \rho_{X}, \rho_{Y} \) and \( \mathcal{E}_{X}(\rho_{X} \otimes \rho_{Y}) \) for times \( F, G \) and \( H \geq 0 \), respectively. According to Corollary [III.4] these functions have identical scaling
\[ E(T) \sim \text{const.} + Te/2 \quad \text{for } T \rightarrow \infty . \quad (91) \]

Moreover, since \( E_{X} \) and \( E_{Y} \) are continuous functions on the positive real axis, Peano’s existence theorem shows that the initial value problems
\[ \dot{F}(t) = E_{X}(F(t)) , \quad F(0) = 0 \]
\[ \dot{G}(t) = E_{Y}(G(t)) , \quad G(0) = 0 \]

have (not necessarily unique) solutions \( F(\cdot), G(\cdot) \). Fix a pair of solutions and set
\[ H(t) = (F(t) + G(t))/2 . \quad (93) \]

Since
\[ \dot{F}(t) \geq e^{g(F(t)-1)} > 0 \quad \text{and} \quad \dot{G}(t) \geq e^{g(G(t)-1)} > 0 \]
according to Theorem [III.3] these functions diverge, i.e.,
\[ \lim_{t \to \infty} F(t) = \lim_{t \to \infty} G(t) = \lim_{t \to \infty} H(t) = \infty . \quad (94) \]
Consider the function
\[ \delta(t) = \frac{E_X(F(t)) + E_Y(G(t))}{2E_Z(H(t))}. \]
With the initial conditions \( \delta(0) \geq 1 \), it follows that the claim \( \delta(t) \) is equivalent to
\[ \delta(0) \geq 1. \] (95)
Inequality (95) follows from two claims: first, we have
\[ \lim_{t \to \infty} \delta(t) = 1, \]
as follows immediately from the asymptotic scaling (91) of \( H \) of (92), as well as (94) and the choice (93) of \( H(t) \). Second, we claim that the derivative of \( \delta \) satisfies
\[ \frac{d}{dt} \delta(t) \geq 0 \quad \text{for all} \quad t \geq 0. \] (96)
Define, in analogy to (90), the Fisher informations of the states \( \rho_X, \rho_Y \) and \( \mathcal{E}(\rho_X \otimes \rho_Y) \) after diffusion for times \( F, G \) and \( H \geq 0 \) as
\[ J_X(F) := J(e^{tE_G}(\rho_X)), \]
\[ J_Y(G) := J(e^{tE_F}(\rho_Y)), \]
\[ J_Z(H) := J(e^{hL}(\mathcal{E}(\rho_X \otimes \rho_Y))). \] (97)
Using the fact that \( \{ e^{tE_G} \}_t \) is a semigroup, we can restate the quantum Brujin identity (Theorem [11]) as
\[ \dot{E}_A(T) = \frac{1}{4n} E_A(T) J_A(T) \quad \text{where} \quad A \in \{ X, Y, Z \} \] (98)
Note also that \( J_X(F), J_Y(G) \) and \( J_Z(H) \) are related by Stam’s inequality if \( H = (F + G)/2 \) is the average \( (23) \) of \( F \) and \( G \): because
\[ e^{tE_G}(\mathcal{E}(\rho_X \otimes \rho_Y)) = \mathcal{E}(e^{tE_G}(\rho_X) \otimes e^{tE_G}(\rho_Y)), \]
by the compatibility of the beamsplitter with diffusion (Lemma [12]), we obtain
\[ J_Z(H) \leq \frac{2J_X(F)J_Y(G)}{J_X(F) + J_Y(G)} \] (99)
using the quantum Stam inequality (Corollary [14]) and the nonnegativity of divergence-based Fisher information. Computing the derivative of \( \delta \),
\[ \dot{\delta}(t) = \frac{E_X(F(t)) + E_Y(G(t))}{2E_Z(H(t))} \]
\[ - \frac{E_X(F(t)) + E_Y(G(t))}{2E_Z(H(t))^2} \cdot \dot{E}_Z(H(t)) \dot{H}(t), \]
inserting (98) and suppressing the \( \delta \)-dependence leads to
\[ 8n \dot{\delta} = E_X(F) J_X(F) \dot{F} + E_Y(G) J_Y(G) \dot{G} \]
\[ - (E_X(F) + E_Y(G)) \cdot E_Z(H) J_Z(H) \dot{H} \]
\[ = E_X(F)^2 J_X(F) + E_Y(G)^2 J_Y(G) \]
\[ - \frac{1}{2} (E_X(F) + E_Y(G))^2 J_Z(H), \]
where we inserted the definition (92) of \( F \) and \( G \). Replacing \( J_Z(H) \) by the upper bound (99) and further suppressing dependencies finally gives
\[ 8n \dot{\delta} \geq E_X(F) J_X(F) + E_Y(G) J_Y(G) \]
\[ - (E_X(F) + E_Y(G))^2 J_X(J_Y) \]
\[ = \frac{(E_X(F) - E_Y(G))^2 J_X(J_Y)}{J_X + J_Y}, \]
hence (96) follows from the nonnegativity of the Fisher information. ■

APPENDIX

Define the \( Q \)-function in terms of the characteristic function by the expression
\[ Q(\xi) = \frac{1}{(2\pi)^n} \int e^{-i\xi \cdot n} \eta e^{-||\eta||^2/4} d^{2n} \eta. \] (100)
Identity (100) can be inverted to give
\[ \chi(\eta) = e^{||\eta||^2/4} \int e^{\eta \cdot \xi Q(\eta) d^{2n} \xi}. \] (101)
Inserting the definition (28) of the characteristic function into (100) gives
\[ Q(\xi) = \frac{1}{(2\pi)^n} \text{tr} \left( \rho \frac{1}{(2\pi)^n} \int e^{\eta \cdot \xi D(\eta) e^{-||\eta||^2/4} d^{2n} \eta} \right) \]
Comparing this with (92), we conclude that
\[ Q(\xi) = \frac{1}{(2\pi)^n} \chi(\eta) |\xi| |\rho| \xi, \]
where \( |\xi| = D(\xi) |0\) \) is a coherent state.
This shows that \( Q(\xi) \geq 0 \) for all \( \xi \in \mathbb{R}^{2n} \). Furthermore, since the coherent states satisfy the completeness relation
\[ I = \frac{1}{(2\pi)^n} \int |\xi| |\xi| d^{2n} \xi, \]
we have \( \int Q(\xi) d^{2n} \xi = 1 \), i.e., \( Q \) is a probability density.
The state \( \rho \) can be expressed in terms of \( Q \) using (101) and (27); we have
\[ \rho = \int Q(\eta) |\eta| d^{2n} \eta \quad \text{where} \quad |\eta| = \frac{1}{(2\pi)^n} \int e^{\frac{1}{2} ||\eta||^2/4} e^{\xi \cdot \eta D(\xi)} d^{2n} \xi. \] (102)
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