Potential biomarker detection for liver cancer stem cell by machine learning approach
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Abstract
Objectives: In this study, we aimed to identify putative biomarkers for identification and characterization of these cells in liver cancer.
Methods: We employed a supervised machine learning method, XGBoost, to data from 13 GEO data series to classify samples using gene expression data.
Results: Across the 376 samples (129 cancer stem cell, CSCs and 247 non-CSCs cases), XGBoost displayed high performance in the classification of data. XGBoost feature importance scores and SHAP (Shapley Additive explanation) values were used for the interpretation of results and analysis of individual gene importance. We confirmed that expression levels of a 10-gene set (PTGER3, AURKB, C15orf40, ID12, ORBD1, NACA2, SERPINB6, L1CAM, SMClA, and RASGRF1) were predictive. The results showed that these 10 genes can detect CSCs robustly with accuracy, sensitivity, and specificity of 97%, 100%, and 95%, respectively.
Conclusions. We suggest that the 10-gene set may be used as a biomarker set for detecting and characterizing CSCs using gene expression data.
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Introduction
Liver cancer is the sixth most common cancer in the worldwide.1 The mechanisms of hepatocarcinogenesis are not fully understood; however, the theory of cancer stem cells (CSCs) has recently gained traction as a potential contributor to hepatic cancer. CSCs display great plasticity and self-renewal potential and play a decisive role in tumor formation and growth.2 These cells are highly drug-resistant and metastatic, which may underlie the recurrence and drug resistance of liver cancer.3–5 Therefore, the identification of liver CSCs markers and therapeutic targets associated with them is necessary for improving treatment outcomes.6,7
Biomarker is defined as “a characteristic that is objectively measured and evaluated as an indicator of normal biological processes, pathogenic processes, or pharmacologic responses to a therapeutic intervention.” Biomarkers play an important role in the early diagnosis of diseases.7,8
Microarray technology has revolutionized gene expression analysis and has been used widely for the identification of cancer biomarkers. The use of high-throughput techniques has resulted in an exponential growth in the amount of information available in biomedical databases, which then can be exploited to integrate gene expression data for applications such as biomarker discovery, disease classification, or phenotype comparisons, among others.9
However, these types of data are characterized by high dimensionality as the number of genes is far bigger than the number of samples. One of the biggest challenges of high-dimensional data are the curse of dimensionality, which describes the exponential increase in volume associated with adding extra dimensions in the Euclidean space. It is responsible for the breakdown of the optimal statistical model fitting.10
To address the problem, researchers have applied various machine learning methods to reduce both cardinality and redundancy of gene expression data during the classification process, and most of these methods were developed to facilitate the analysis of microarray data to identify the best discriminative genes or biomarkers.11
Extreme gradient boosting (XGBoost) is a machine learning algorithm that assigns an importance score to each feature in the training phase, and these scores can then be used as the basis for identification of importance features. Since it uses multiple subsets of features to predict outcomes in the area of dimension cured problem ensemble models may have better performance. Moreover, XGBoost is an optimized distributed gradient boosting that achieves state-of-the-art prediction performances.12
Feature importance ranking using the common tree ensemble models such as XGBoost and gbm R packages may provide inconsistent results. These methods only consider the effect of splits along the decision path. Therefore, when the model relies more on a given feature, the importance assigned to that feature changes incorrectly.13 Regarding model interpretation, which is especially important when using machine learning models that are often difficult to interpret, several studies have used Shapley Additive exPlanations (SHAP).14–16 Proposed by Lundberg and Lee,17 SHAP is based on game theory18 and local explanations19 that offers a means to estimate the contribution of each feature. SHAP provides a consistent importance value, which is an alternative to permutation feature importance.20
In the present study, we applied machine learning to gene expression data from previous studies on liver CSCs to identify putative biomarkers for identification and characterization of these cells.
Materials & Methods

Data Preparation

The study was approved by the ethics committee at Tehran University of Medical Sciences, Tehran, Iran (ethics code: IR.TUMS.REC.1394.1589). Since we used non-identifiable information from a publicly available data set, no specific consent was required.

Datasets

Gene expression data for samples of liver CSC and non-CSC were downloaded from GEO through accession numbers GSE56771, GSE59713, GSE66529, GSE84223, GSE68778, GSE126121, GSE112788, GSE66515, GSE42318, GSE131680, GSE103866, and GSE62905, and a data series including only non-CSC samples were downloaded via accession number GSE112790. The first nine of the above data series were expression profiling by array, while the remaining four were high-throughput sequencing (HiSeq). We excluded samples that had undergone intervention. Finally, a total of 129 CSC and 247 non-CSC samples were included in the study.

Preprocessing

R language was used for all processing steps, including preprocessing, modeling, and pathway analysis. The dropout effect was eliminated in the HiSeq series. We performed log transformation on data series, followed by quartile normalization where it was needed. Next, the Ensembl database (https://www.ensembl.org/index.html) was used to convert IDs from different data series to Ensembl IDs. Data series were integrated using the Merge function, and then the ComBat function from the sva R package was applied to remove batch effects. Finally, we had 8409 common transcript genes across all data series.

XGBoost model for biomarker signature identification

Data classification was performed using XGBoost, which is an efficient implementation of the gradient boosting framework proposed by Chen and Guestrin.21 Gradient boosted decision tree is an ensemble learning method based on sequential decision trees whereby each decision tree learns from the previous tree to improve the model and build a strong learner.

Model tuning

In XGBoost, several parameters need to be selected to maximize model performance. However, the multiplicity of parameters may result in a model learning noises and random fluctuations and considering them meaningful, a phenomenon referred to as overfitting. Overfitting is a modeling error that occurs when a function is too closely fit to a limited set of data points.22 Parameter tuning is an essential step in avoiding overfitting or undue complexity. The hyperparameters adopted in this study were “nrounds,” “eta,” “min_child_weight,” “max_depth,” “gamma,” “colsample_bytree,” “subsample,” “lambda,” and “alpha.”20

The parameter “nrounds” is the number of trees that are fitted in the model. The “eta” parameter refers to the learning rate, which is used to make the model more robust. The “min_child_weight” is the minimum sum of instance weight needed in a child. If the tree partition step results in a leaf node with the sum of instance weight less than “min_child_weight,” the building process will stop further partitioning.21

The “max_depth” parameter defines the maximum number of partitions, with greater maximum depth increasing the risk of overfitting. The minimum loss reduction required to make a further partition on a leaf node of the tree is defined as “gamma,” with a larger “gamma” resulting in a more conservative algorithm. The “subsample” parameter refers to the fraction of observations randomly selected for the training instances, which is inversely related to overfitting. Another parameter useful in avoiding overfitting is “colsample_bytree.” Finally, the parameters “lambda” and “alpha” are L2 and L1 regularization terms, respectively, that keep the weights small, thus preventing overfitting.

The random search method was used for model tuning. Random search means that hyperparameters are randomly picked from the predefined searching domain uniformly and the searching does not depend on the previous boosting result. It has been shown to be efficient for problems with high dimensions in some studies.21

Model evaluation

In this study, accuracy, sensitivity, and specificity were assessed to evaluate model performance. They are defined in Equations (1)–(3). The goal is to develop a model with high accuracy, sensitivity, and specificity.

\[
\text{accuracy} = \frac{\sum \text{True positive} + \sum \text{True negative}}{\sum \text{Total sample}}
\]  
(1)

\[
\text{sensitivity} = \frac{\sum \text{True positive}}{\sum \text{Predicted positive}}
\]  
(2)

\[
\text{specificity} = \frac{\sum \text{True negative}}{\sum \text{Predicted negative}}
\]  
(3)

Gene selection

Two gene importance ranking lists obtained from XGBoost and SHAP values were considered for the selection of candidate genes. We selected the 10 highest-ranking genes common to both lists as the marker genes.

In XGBoost, feature importance is measured using three metrics, namely, gain, cover, and frequency. Gain is the contribution of a feature to the accuracy of the branches on them it is located. Cover measures the relative quantity of observations concerned by a feature. Frequency is a simpler way to measure the Gain. It just counts the number of times a feature is used in all generated trees. We used the gain score to create a ranked list of genes.24

The second ranking list was created with SHAP, which explains the prediction of an instance x by computing the contribution of each feature to the prediction. The Shapley value for a feature j is the feature’s contribution to the prediction, weighted and summed over all possible feature value combinations that determined through Formula 4:
\[ \mathcal{O}_j = \sum_{S \subseteq \{x_1, \ldots, x_p\} \setminus \{x_i\}} \frac{|S|(|p-|S|-1|!)^{p-|S|}}{p!} \left( \nu(S \cup \{x_i\}) - \nu(S) \right) \] (4)

SHAP values can be used as feature importance scores: features with large absolute Shapley values are important. Since we wanted large global importance, we averaged the absolute Shapley values per feature across the data (Formula 5):

\[ I_j = \sum_{i=1}^{n} |\mathcal{O}_i| \] (5)

SHAP feature importance is an alternative to permutation feature importance. However, while permutation feature importance is based on the decrease in model performance, SHAP is based on the magnitude of feature attributions.25

**Enrichment analysis**

Pathway analysis for the top 10 genes was carried out using REACTOME, an open-source, open access, manually curated, and peer-reviewed pathway database. REACTOME provides intuitive bioinformatics tools for the visualization, interpretation, and analysis of pathway knowledge to support basic and clinical research, genome analysis, modeling, systems biology, and education. Gene ontology analysis was performed with Enrichr web-based tools and services.

**Results**

**Data Preparation**

**Datasets.** In this study, our aim was to screen and mine for specific biomarkers for liver CSCs using the online available data. At the first stage, we obtained the gene expression profile of liver CSCs cell line and tissue including 376 samples (129 liver CSCs and 247 non-CSCs) from published data in the GEO database.

**Preprocessing.** The ID for each data series, which was captured from its own platforms annotation file, was mapped to an Ensembl ID via the biomaRt package in R to unify the datasets. Then, the data series were merged, followed by a batch correction accomplished using the ComBat function from the sva package. The distributions of expression values before and after the batch effect correction for the combined datasets are shown in Fig. 1a–f. The difference in gene expression distribution was as follows: accuracy: 90%, sensitivity: 94%, and specificity: 89%, which is significantly high and suggests that XGBoost can be used to model cell classification. XGBoost was finally retrained on the 75% of the training set and tested on the 25% of the testing set. The final performance indicators achieved were as follows: accuracy: 90%, sensitivity: 94%, and specificity: 89%, which is again indicative of significantly high performance.

**Enrichment analysis**

Pathway analysis for the top 10 genes was carried out using the online available data for each gene. Then, the median of the 1000 scores for each gene was computed to obtain the average score for the gene. We re-ranked these genes based on SHAP values and the gain scores. The 10 top-ranking genes remained the same in both rankings. We select these genes as a potential biomarker set. The biomarker genes were PTGER3, AURKB, C15orf40, IDI2, OR8D1, NACA2, SERPINB6, L1CAM, SMC1A, and RASGRF1.

To see if the selected marker genes could serve as “universal” markers for cell classification using gene expression data, we trained the XGBoost model using only the selected marker genes. Interestingly, the selected genes did reasonably better than all-gene modeling. The performance indicators achieved were as follows: accuracy: 97%, sensitivity: 100%, and specificity: 95% (Fig. 2b). We also calculated the SHAP value for each marker gene (Fig. 3).

**XGBoost model for a biomarker signature**

**Model tuning.** The hyperparameters adopted in this study were “eta,” “nrounds,” “max_depth,” “gamma,” “lambda,” “alpha,” “min_child_weight,” “subsample,” and “colsample_bytree.” Table 1 presents the search domains and optimal values for the hyperparameters.

**Gene selection and models evaluation.** We randomly selected 65% of the data to train XGBoost and used the remaining 35% to test the model. Then, we employed a sevenfold cross-validation process to assess model performance stability. Fig. 2a displays the results of cross-validation for the three performance measures, i.e., accuracy, sensitivity, and specificity. The obtained accuracy was 88.68–94.45, sensitivity 86.68–94.11, and specificity 87.89–94.87. Overall, these indicators are significantly high and suggest that XGBoost can be used to model cell classification. XGBoost was finally retrained on the 75% of the training set and tested on the 25% of the testing set. The final performance indicators achieved were as follows: accuracy: 90%, sensitivity: 94%, and specificity: 89%, which is again indicative of significantly high performance.

For gene ranking, we created 1000 models using the same hyperparameters, with each model assigning an importance score to each gene. Then, the median of the 1000 scores for each gene was computed to obtain the average score for the gene. We re-ranked these genes based on SHAP values and the gain scores. The 10 top-ranking genes remained the same in both rankings. We select these genes as a potential biomarker set. The biomarker genes were PTGER3, AURKB, C15orf40, IDI2, OR8D1, NACA2, SERPINB6, L1CAM, SMC1A, and RASGRF1.

To see if the selected marker genes could serve as “universal” markers for cell classification using gene expression data, we trained the XGBoost model using only the selected marker genes. Interestingly, the selected genes did reasonably better than all-gene modeling. The performance indicators achieved were as follows: accuracy: 97%, sensitivity: 100%, and specificity: 95% (Fig. 2b). We also calculated the SHAP value for each marker gene (Fig. 3).

**Enrichment analysis**

We further tested the top 10 genes for enriched gene ontology terms by the Enrichr web service and analysis tools of the Reactome website for pathways (Fig. 4).

**Discussion**

Liver cancer is a leading global health issue associated with high morbidity and mortality rate.26 In recent years, CSCs have been reported to make important contributions to tumor recurrence, progression, and therapeutic resistance. Therefore, therapeutic targeting of liver stem cells is necessary.3

In this study, we integrated data series from GEO to identify potential biomarkers for liver CSCs via machine learning classification-based gene selection. One application of integrated gene expression is biomarker discovery. The integration of data from multiple studies increases the sample size by incorporating samples from different cohorts, increasing the statistical power and the robustness of the results. However, it should be mentioned that increasing the sample size reduces the gene count in the integrated data set, resulting in information loss.8,27,28

Thirty-three (13) data series from GEO were integrated producing a total of 385 samples in two groups (CSCs and non-CSCs). Batch correction was conducted with ComBat of the sva R package, which is frequently used in this area.19,29,30 We used XGBoost for cell type prediction, as it offers high prediction accuracy and has stronger interpretability owing to its state-of-the-art algorithms. Because of these advantages,
researchers are increasingly using XGBoost in biomarker discovery. To improve the prediction performance, we tuned hyperparameters using random search, which is more efficient than either a traditional manual or grid search and evaluates more of the search space, especially when the search space has more than three dimensions. As we did not have an external data set to evaluate our model, we performed a sevenfold cross-validation with accuracy as the overall metric and sensitivity and specificity as the class-specific metrics. In our model, the values for the three metrics indicate high performance at both training and testing stages, suggesting that XGBoost can effectively distinguish the two classes.
**Fig. 2. Models performance presentation.** (a) The XGBoost model’s sevenfold cross-validation plot. (b) Selected gene XGBoost model ROC generates an AUC value greater than that achieved using all-gene XGBoost.

**Fig. 3. SHAP summary plot.** Contribution of each gene to model (XGBoost with top 10 genes) output.
XGBoost assigns an importance score for each feature, which can be used for feature selection. SHAP values also provide a means of ranking features as well as providing a measure of prediction consistency. Therefore, for more certainty, we used both XGBoost importance and SHAP values.\textsuperscript{13, 20} The SHAP values and gain scores for genes were imputed, as described by Ribeiro et al and Chen et al, respectively.\textsuperscript{19, 21}

We created 1000 XGBoost models by the same tuning parameters and then obtained feature importance score (gain) and SHAP values for each of the 1000 models. Finally, the median of 1000 scores was calculated for each gene. These scores are reliable and can be used as gene ranks.\textsuperscript{12} Genes were ordered separately by gain score and SHAP value. The top 10 genes from the SHAP list were selected, 9 of which were also among the top 10 genes in the gain score list and the remaining 1 corresponded to the 11th gene in this list. So, the 10 highest-ranking genes from the SHAP list were selected as the biomarker set, including PTGER3, AURKB, C15orf40, IDI2, OR8D1, NACA2, SERPINB6, L1CAM, SMC1A, and RASGRF1. To ensure that this gene set can be used as a biomarker set, we trained our model using only these 10 genes, which offered better prediction performance compared with all-gene models.

Many studies have shown that CSCs have one or more abnormalities in signaling pathways that regulate cell cycle and self-renewal. The cellular pathways in which the key genes are most involved are pathways associated with cell cycle regulation.\textsuperscript{36} For example, the aurora kinase b (Aurkb)-protein phosphatase 1 (PP1) axis has been shown to mediate the resetting of Oct4 during the cell cycle in embryonic stem cells. Aurkb-PP1 axis also plays a critical role in cell cycle-dependent changes in kinetochore assembly by regulating the balance between phosphorylation and dephosphorylation of kinetochore substrates.\textsuperscript{37}

SMC1A has also a key role in tumor metastasis and resistance to radiation therapy. This gene is associated with CSCs, epithelial-to-mesenchymal transition, and DNA–damage response pathways. Yadav et al demonstrated that suppression of SMC1A expression reduces the self-renewal capacity of prostate cancer cells.\textsuperscript{34} PTGER3 induces tumorigenesis and drug resistance in ovarian cancer.\textsuperscript{30} LMBR1 is a regulator of nuclear stemness marker BMI1 in gastrointestinal stromal tumors.\textsuperscript{39} Another study has reported PFKL to play a vital role in the maintenance of CSC-like phenotype in hepatocellular carcinoma.\textsuperscript{40} L1CAM has been implicated in maintaining the growth and survival of CD133+ glioma cells both in vitro and in vivo and has been suggested to be a CSC-specific therapeutic target for improving the treatment of malignant gliomas and other brain tumors.\textsuperscript{41}
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