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Abstract: In this paper, we establish several asymptotical bounds for the complete elliptic integrals of the second kind $E(r)$, and improve the well-known conjecture $E(r) > \pi[(1 + (1 - r^2)^3/4)/2]^{2/3}/2$ for all $r \in (0, 1)$ proposed by M. Vuorinen.
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1. Introduction

For $0 < r < 1$, the well-known complete elliptic integrals of the first and second kinds [15, 16] are defined by

$$K = K(r) = \int_0^{\pi/2} (1 - r^2 \sin^2 \theta)^{-1/2} d\theta, \quad K(0^+) = \pi/2, \quad K(1^-) = +\infty$$

and

$$E = E(r) = \int_0^{\pi/2} (1 - r^2 \sin^2 \theta)^{1/2} d\theta, \quad E(0^+) = \pi/2, \quad E(1^-) = 1,$$

respectively.
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It is well known that the complete elliptic integrals have many important applications in physics, engineering, geometric function theory, quasiconformal analysis, theory of mean values, number theory and other related fields [4-6, 9, 16, 24, 26, 27].

Recently, the complete elliptic integrals have attracted the attention of numerous mathematicians. In particular, many remarkable properties and inequalities for the complete elliptic integrals can be found in the literature [1-4, 7, 8, 10, 12-14, 19, 21, 22, 26, 29-33].

Let $L(1, r)$ be the arc length of an ellipse with semiaxes 1 and $r \in (0, 1)$, then

$$L(1, r) = 4E(r'),$$

where $r' = \sqrt{1-r^2}$, and in what follows we use the symbol $r'$ to stand for $\sqrt{1-r^2}$ for $r \in [0, 1]$. Inspired by a result of T. Muri [23], who pointed out in 1883 that $L(1, r)$ can be approximated by $2\pi[(1 + r^{3/2})/2]^{2/3}$, M. Vuorinen [28] conjectured that inequality

$$E(r) > \frac{\pi}{2} \left(\frac{1 + r^{3/2}}{2}\right)^{2/3}$$

(1.1)

holds for all $r \in (0, 1)$. The conjecture was proved by R. W. Barnared et al. in [13]. Later, they also provided an upper bound for $E(r)$ [14]

$$E(r) < \frac{\pi}{2} \left(\frac{1 + r^2}{2}\right)^{1/2}, \quad 0 < r < 1.$$  

(1.2)

In [2], H. Alzer and S.-L. Qiu announced that (without proof) the inequality

$$E(r) < \frac{\pi}{4} \left(\sqrt{1 - \alpha r^2} + \sqrt{1 - \beta r^2}\right)$$

(1.3)

holds for all $r \in (0, 1)$ with $\alpha = 1/2 - \sqrt{2}/4$ and $\beta = 1/2 + \sqrt{2}/4$, and stated that inequality (1.3) was offered by one of the referees. Later, H. Kazi and E. Neuman [22] gave a full proof of inequality (1.3) based on the two-point Gauss-Chebyshev quadrature formula with the remainder [11].

The purpose of this paper is to establish several asymptotical upper and lower bounds for complete elliptic integrals of the second kind, which improve inequalities (1.1) and (1.2), and give an lower bound of inequality (1.3). Our main results are the following Theorems 1.1 and 1.2.
Theorem 1.1. If $\alpha, \beta \in (0, 1/2]$, then the double inequality
\[
\frac{\pi}{4} \left( \sqrt{\beta + (1 - \beta)r'^2} + \sqrt{(1 - \beta) + \beta r'^2} \right) < \mathcal{E}(r) < \frac{\pi}{4} \left( \sqrt{\alpha + (1 - \alpha)r'^2} + \sqrt{(1 - \alpha) + \alpha r'^2} \right)
\]
holds for all $r \in (0, 1)$ if and only if $\beta \leq 1/2 - 2\sqrt{2(\pi^2 - 8)/\pi^2}$ and $\alpha \geq 1/2 - \sqrt{2}/4$.

Theorem 1.2. If $t_1, t_2 \in [1/2, 1]$ and $p \in [1/2, 2]$, then the double inequality
\[
2^{p-2}\pi(1 + r')^{1-2p} \left\{ [t_1 + (1 - t_1)r']^2 + [(1 - t_1) + t_1 r']^2 \right\}^p < \mathcal{E}(r) < 2^{p-2}\pi(1 + r')^{1-2p} \left\{ [t_2 + (1 - t_2)r']^2 + [(1 - t_2) + t_2 r']^2 \right\}^p
\]
holds for all $r \in (0, 1)$ if and only if $t_1 \leq 1/2 + \sqrt{1/(4p)/2}$ and $t_2 \geq 1/2 + \sqrt{(4/\pi)^{1/p} - 1/2}$.

2. Lemmas

In order to prove our main results we need several formulas and lemmas, which we present in this section.

For $r \in (0, 1)$, the following formulas were presented in [9, Appendix E, pp. 474-475, and Theorem 3.21(7)].
\[
\frac{d\mathcal{K}}{dr} = \frac{\mathcal{E} - r'^2\mathcal{K}}{r'^2}, \quad \frac{d\mathcal{E}}{dr} = \frac{\mathcal{E} - \mathcal{K}}{r}, \quad \frac{d(\mathcal{E} - r'^2\mathcal{K})}{dr} = r\mathcal{K},
\]
\[
\frac{d(\mathcal{K} - \mathcal{E})}{dr} = \frac{r\mathcal{E}}{r'^2}, \quad \mathcal{E} \left( \frac{2\sqrt{r}}{1 + r} \right) = \frac{2\mathcal{E} - r'^2\mathcal{K}}{1 + r}, \quad \lim_{r \to 1} r^\alpha \mathcal{K}(r) = 0 (\alpha > 0).
\]

Lemma 2.1 (See [9, Theorem 1.25]). For $-\infty < a < b < \infty$, let $f, g : [a, b] \to \mathbb{R}$ be continuous on $[a, b]$, and be differentiable on $(a, b)$, let $g'(x) \neq 0$ on $(a, b)$. If $f'(x)/g'(x)$ is increasing (decreasing) on $(a, b)$, then so are
\[
\frac{f(x) - f(a)}{g(x) - g(a)} \quad \text{and} \quad \frac{f(x) - f(b)}{g(x) - g(b)}.
\]
If $f'(x)/g'(x)$ is strictly monotone, then the monotonicity in the conclusion is also strict.

**Lemma 2.2.** Let $r \in (0, 1)$, then

1. the function $r \rightarrow (\mathcal{E} - r^2 \mathcal{K})/r^2$ is strictly increasing from $(0, 1)$ onto $(\pi/4, 1)$;
2. the function $r \rightarrow \mathcal{E}/r^{1/2}$ is strictly increasing from $(0, 1)$ onto $(\pi/2, \infty)$;
3. the function $r \rightarrow (\mathcal{K} - \mathcal{E})/(r^2 \mathcal{K})$ is strictly increasing from $(0, 1)$ onto $(1/2, 1)$;
4. the function $r \rightarrow (\mathcal{E} - r^2 \mathcal{K})/(r^2 \mathcal{K})$ is strictly decreasing from $(0, 1)$ onto $(0, 1/2)$;
5. the function $r \rightarrow r^3/4(\mathcal{K} - \mathcal{E})/r^2$ is strictly decreasing from $(0, 1)$ onto $(0, \pi/4)$;
6. the function $r \rightarrow (\mathcal{E} - r^2 \mathcal{K})^2/(\mathcal{E}^2 - r^2 \mathcal{K}^2)$ is strictly decreasing from $(0, 1)$ onto $(1, 2)$;
7. the function $r \rightarrow [4(2\mathcal{E} - r^2 \mathcal{K})^2 - \pi^2]/r^2$ is strictly increasing from $(0, 1)$ onto $(\pi^2/2, 16 - \pi^2)$.

**Proof.** Parts (1)-(5) can be found in [9, Theorem 3.21(1) and (8), Exercises 3.43(32) and (46)] and [2, Theorem 15].

For part (6), let $I_1(r) = (\mathcal{E} - r^2 \mathcal{K})^2$, $I_2(r) = \mathcal{E}^2 - r^2 \mathcal{K}^2$ and $I(r) = (\mathcal{E} - r^2 \mathcal{K})^2/(\mathcal{E}^2 - r^2 \mathcal{K}^2)$. Then $I(r) = I_1(r)/I_2(r)$, $I_1(0) = I_2(0) = 0$ and

$$
\frac{I_1'(r)}{I_2'(r)} = \left(\frac{r^2 \mathcal{K}}{\mathcal{K} - \mathcal{E}}\right)^2 \frac{\mathcal{E} - r^2 \mathcal{K}}{r^2 \mathcal{K}}. \tag{2.1}
$$

It follows from parts (3) and (4) together with Lemma 2.1 and (2.1) that $I(r)$ is strictly decreasing in $(0, 1)$. By l'Hôpital’s rule, we have $I(0^+) = 2$, while $I(1^-) = 1$ is clear.

For part (7), let $J_1(r) = 4(2\mathcal{E} - r^2 \mathcal{K})^2 - \pi^2$, $J_2(r) = r^2$ and $J(r) = [4(2\mathcal{E} - r^2 \mathcal{K})^2 - \pi^2]/r^2$. Then $J(r) = J_1(r)/J_2(r)$, $J_1(0) = J_2(0) = 0$ and

$$
\frac{J_1'(r)}{J_2'(r)} = 4(2\mathcal{E} - r^2 \mathcal{K})(\mathcal{E} - r^2 \mathcal{K})/r^2. \tag{2.2}
$$

It follows from part (1) and (2.2) together with Lemma 2.1 that $J(r)$ is strictly increasing in $(0, 1)$. By l’Hôpital’s rule, we get $J(0^+) = \pi^2/2$, while $J(1^-) = 16 - \pi^2$ is clear. □
Lemma 2.3. Let \( r \in (0, 1) \)

\[
g(r) = \frac{(\mathcal{K} - \mathcal{E})(\mathcal{E} - r^2 \mathcal{K}) + \mathcal{E}[(\mathcal{K} - \mathcal{E}) - (\mathcal{E} - r^2 \mathcal{K})]}{r^2 \mathcal{E} - r^4 \mathcal{K}}.
\]

Then \( g(r) \) is strictly increasing from \((0, 1)\) onto \((3/2, \infty)\).

Proof. Differentiating \( g(r) \) and elaborated computations lead to

\[
g'(r) = \frac{r^2 \mathcal{E} (\mathcal{E} - r^2 \mathcal{K}) + (\mathcal{K} - \mathcal{E}) r^2 \mathcal{K} + \mathcal{E} \left( \mathcal{E} - \mathcal{K} + (\mathcal{K} - \mathcal{E}) (\mathcal{E} - r^2 \mathcal{K}) \right)}{r^2 \mathcal{E} - r^4 \mathcal{K}}
\]

which

\[
g_1(r) = \left[ \frac{r^{3/4} (\mathcal{K} - \mathcal{E})}{r^2} \right]^2 \cdot \frac{r^{1/2} \mathcal{E}}{\mathcal{E} - r^2 \mathcal{K}} \cdot \frac{r^2}{\mathcal{E} - r^2 \mathcal{K}} \cdot \frac{(\mathcal{E} - r^2 \mathcal{K})^2}{\mathcal{E}^2 - r^4 \mathcal{K}^2}.
\]

It follows from Lemma 2.2(1), (2), (5) and (6) together with (2.4) that \( g_1(r) \) is strictly decreasing from \((0, 1)\) onto \((0, 1)\). Then equation (2.3) leads to the conclusion that \( g(r) \) is strictly increasing in \((0, 1)\). Making use of l'Hôpital’s rule one has

\[
\lim_{r \to 0^+} g(r) = \lim_{r \to 0^+} \frac{(\mathcal{K} - \mathcal{E})(\mathcal{E} - r^2 \mathcal{K})/r^4 + \mathcal{E}[(\mathcal{K} - \mathcal{E}) - (\mathcal{E} - r^2 \mathcal{K})]/r^4}{r^2 \mathcal{E} - r^4 \mathcal{K}} = \frac{\pi^2/16 + \pi/2 \times \pi/16}{\pi^2/16} = \frac{3}{2},
\]

while \( g(1^-) = +\infty \) is clear. □

Lemma 2.4. Let \( r \in (0, 1), \ p \geq 1/2 \)

\[
h(r) = (2p - 1)r^2 + 2p \frac{r^2 \mathcal{E}}{\mathcal{E} - r^2 \mathcal{K}}.
\]
Then \( h(r) \) is strictly decreasing from \((0, 1)\) onto \((4p - 1, 4p)\) if and only if \( p \leq 2 \).

**Proof.** Differentiating \( h(r) \) leads to

\[
h'(r) = 2(2p - 1)r + 2p \frac{r(3\varepsilon - K)(\varepsilon - r^2K) - r^3K\varepsilon}{(\varepsilon - r^2K)^2}
\]

\[
= 2pr \left[ 2 - \frac{1}{p} - g(r) \right], \tag{2.5}
\]

where \( g(r) \) is defined as in Lemma 2.3.

Therefore, Lemma 2.4 follows easily from Lemma 2.3 and (2.5) together with the limiting values \( h(0^+) = 4p \) and \( h(1^-) = 4p - 1 \). □

**Lemma 2.5.** The inequality

\[
\frac{1}{4p} < \left( \frac{4}{\pi} \right)^{1/p} - 1 < \frac{1}{4p - 1}
\]

holds for \( p \in [1/2, 2] \).

**Proof.** Let \( f_1(p) = [(4p + 1)/(4p)]^p \) and \( f_2(p) = [4p/(4p - 1)]^p \). Then it is not difficult to verify that \( f_1(p) \) is strictly increasing in \([1/2, 2]\) and \( f_2(p) \) is strictly decreasing in \([1/2, 2]\). Hence, we get

\[
f_1(p) < f_1(2) = \frac{81}{64} = 1.265625 \cdots < \frac{4}{\pi} = 1.273238 \cdots \tag{2.6}
\]

and

\[
f_2(p) > f_2(2) = \frac{64}{49} = 1.306122 \cdots > \frac{4}{\pi} = 1.273238 \cdots \tag{2.7}
\]

for \( p \in [1/2, 2] \).

Therefore, Lemma 2.5 follows from (2.6) and (2.7). □

**Lemma 2.6.** Let \( u \in [0, 1] \), \( p \in [1/2, 2] \), \( r \in (0, 1) \) and

\[
f_{u,p}(r) = p \log(1 + ur^2) - \log \left[ \frac{2}{\pi} (2\varepsilon - r^2K) \right]. \tag{2.8}
\]

Then \( f_{u,p}(r) < 0 \) for \( r \in (0, 1) \) if and only if \( u \leq 1/(4p) \), and \( f_{u,p}(r) > 0 \) for \( r \in (0, 1) \) if and only if \( u \geq (4/\pi)^{1/p} - 1 \).
Proof. From (2.8) we get

\( f_{u,p}(0^+) = 0, \) \hspace{1cm} (2.9)

\( f_{u,p}(1^-) = p \log(1 + u) + \log \left( \frac{\pi}{4} \right) \) \hspace{1cm} (2.10)

and

\[ f_{u,p}'(r) = \frac{2pur}{1 + ur^2} - \frac{\mathcal{E} - r'^2 \mathcal{K}}{r(2\mathcal{E} - r'^2 \mathcal{K})} \]
\[ = \frac{(2p - 1)r^2(\mathcal{E} - r'^2 \mathcal{K}) + 2pr^2\mathcal{E}}{r(1 + ur^2)(2\mathcal{E} - r'^2 \mathcal{K})} \left[ u - \frac{1}{h(r)} \right], \] \hspace{1cm} (2.11)

where \( h(r) \) is defined as in Lemma 2.4.

It follows from Lemma 2.4 that \( 1/h(r) \) is strictly increasing from \((0, 1)\) onto \((1/(4p), 1/(4p - 1))\) if \( 1/2 \leq p \leq 2 \).

Making use of Lemma 2.5, we divide the proof into four cases.

**Case 1** \( u \leq 1/(4p) \). Then (2.11) and the monotonicity of \( 1/h(r) \) lead to the conclusion that \( f_{u,p}(r) \) is strictly decreasing in \((0, 1)\). Therefore, \( f_{u,p}(r) < 0 \) for \( r \in (0, 1) \) follows from (2.9) and the monotonicity of \( f_{u,p}(r) \).

**Case 2** \( u \geq 1/(4p - 1) \). Then (2.11) and the monotonicity of \( 1/h(r) \) lead to the conclusion that \( f_{u,p}(r) \) is strictly increasing in \((0, 1)\). Therefore, \( f_{u,p}(r) > 0 \) for \( r \in (0, 1) \) follows from (2.9) and the monotonicity of \( f_{u,p}(r) \).

**Case 3** \( (4/\pi)^{1/p} - 1 < u < 1/(4p - 1) \). Then from (2.10) and (2.11) together with the monotonicity of \( 1/h(r) \) we clearly see that there exists \( \lambda \in (0, 1) \) such that \( f_{u,p}(r) \) is strictly increasing in \((0, \lambda]\) and strictly decreasing in \([\lambda, 1)\), and

\[ f_{u,p}(1^-) \geq 0. \] \hspace{1cm} (2.12)

Therefore, \( f_{u,p}(r) > 0 \) for \( r \in (0, 1) \) follows from (2.9) and (2.12) together with the piecewise monotonicity of \( f_{u,p}(r) \).

**Case 4** \( 1/(4p) < u < (4/\pi)^{1/p} - 1 \). Then from (2.10) and (2.11) together with the monotonicity of \( 1/h(r) \) we clearly see that there exists \( 0 < \mu < 1 \) such that \( f_{u,p}(r) \) is strictly increasing in \((0, \mu]\) and strictly decreasing in \([\mu, 1)\), and

\[ f_{u,p}(1^-) < 0. \] \hspace{1cm} (2.13)

Therefore, equation (2.9) and inequality (2.13) together with the piecewise monotonicity of \( f_{u,p}(r) \) lead to the conclusion that there exists \( 0 < \mu < \eta < 1 \) such that \( f_{u,p}(r) > 0 \) for \( r \in (0, \eta) \) and \( f_{u,p}(r) < 0 \) for \( r \in (\eta, 1) \). \( \Box \)
Lemma 2.7. If \( r \in (0, 1) \), then the function

\[
F(r) = (2\mathcal{E} - r'^2\mathcal{K})^2 \left[ 1 + \frac{\pi^2 - 4(2\mathcal{E} - r'^2\mathcal{K})^2}{\pi^2 r'^2} \right]
\]

is strictly increasing from \((0, 1)\) onto \((\pi^2/8, 8(\pi^2 - 8)/\pi^2)\).

**Proof.** Differentiating \( F(r) \) leads to

\[
f'(r) = \frac{2(2\mathcal{E} - r'^2\mathcal{K})(\mathcal{E} - r'^2\mathcal{K})}{r} \left[ 1 + \frac{\pi^2 - 4(2\mathcal{E} - r'^2\mathcal{K})^2}{\pi^2 r'^2} \right] + (2\mathcal{E} - r'^2\mathcal{K})^2 \frac{8\mathcal{E}(2\mathcal{E} - r'^2\mathcal{K}) - 2\pi^2}{\pi^2 r'^3} \]

\[
= \frac{2r'^2(2\mathcal{E} - r'^2\mathcal{K})(\mathcal{E} - r'^2\mathcal{K})}{r^3} \left[ \frac{4(2\mathcal{E} - r'^2\mathcal{K})^2 - \pi^2}{\pi^2 r'^2} \frac{r'^2}{(\mathcal{E} - r'^2\mathcal{K})} - 1 \right].
\]

(2.14)

It follows from Lemma 2.2(4) and (7) together with (2.14) that \( F(r) \) is strictly increasing in \((0, 1)\). Moreover, the limiting values \( F(0^+) = \pi^2/8 \) and \( F(1^-) = 8(\pi^2 - 8)/\pi^2 \) follows easily from Lemma 2.2(7). □

3. Proof of Theorems 1.1 and 1.2

**Proof of Theorem 1.1.** Let \( q \in (0, 1/2] \) and \( t = (1-r')/(1+r') \in (0, 1) \).

Then

\[
\mathcal{E}(r) = \mathcal{E} \left( \frac{2\sqrt{t}}{1 + t} \right) = \frac{2\mathcal{E}(t) - t'^2\mathcal{K}(t)}{1 + t}
\]

(3.1)

and

\[
\sqrt{q + (1-q)r'^2} + \sqrt{(1-q) + qr'^2} = \frac{\sqrt{1 + t^2} + 2(1-2q)t + \frac{1}{1 + t}}{1 + t}. \quad (3.2)
\]

From Lemma 2.2(7) we get

\[
\frac{8}{\pi^2} \left[ 2\mathcal{E}(t) - t'^2\mathcal{K}(t) \right]^2 > 1 + t^2. \quad (3.3)
\]
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Equations (3.1) and (3.2) together with inequality (3.3) lead to the following equivalence relations:
\[
\frac{4}{\pi} \mathcal{E}(r) > \sqrt{q + (1 - q)r^2} + \sqrt{(1 - q) + qr^2} \iff \frac{4}{\pi} \left[ 2\mathcal{E}(t) - t^2 \mathcal{K}(t) \right] > \sqrt{1 + t^2 + 2(1 - 2q)t + \sqrt{1 + t^2 - 2(1 - 2q)t}} 
\]
\[
\iff \frac{8}{\pi^2} \left[ 2\mathcal{E}(t) - t^2 \mathcal{K}(t) \right]^2 - (1 + t^2) > \sqrt{(1 + t^2)^2 - 4(1 - 2q)^2 t^2} 
\]
\[
\iff \frac{64}{\pi^4} \left[ 2\mathcal{E}(t) - t^2 \mathcal{K}(t) \right]^4 - \frac{16}{\pi^2} (1 + t^2) \left[ 2\mathcal{E}(t) - t^2 \mathcal{K}(t) \right]^2 > -4(1 - 2q)^2 t^2 
\]
\[
\iff \frac{4}{\pi^2} \left[ 2\mathcal{E}(t) - t^2 \mathcal{K}(t) \right]^2 \left( 1 + \frac{\pi^2 - 4(2\mathcal{E}(t) - t^2 \mathcal{K}(t))^2}{\pi^2 t^2} \right) < (1 - 2q)^2. 
\]

(3.4)

Similarly, we have
\[
\frac{4}{\pi} \mathcal{E}(r) < \sqrt{q + (1 - q)r^2} + \sqrt{(1 - q) + qr^2} \iff \frac{4}{\pi^2} \left[ 2\mathcal{E}(t) - t^2 \mathcal{K}(t) \right]^2 \left( 1 + \frac{\pi^2 - 4(2\mathcal{E}(t) - t^2 \mathcal{K}(t))^2}{\pi^2 t^2} \right) > (1 - 2q)^2. 
\]

(3.5)

Therefore, Theorem 1.1 follows easily from (3.4) and (3.5) together with Lemma 2.7. □

In order to prove Theorem 1.2, we need to introduce the Toader mean which is closely related to the complete elliptic integral of the second kind.

For \( a, b > 0 \) with \( a \neq b \), the Toader mean \( T(a, b) \) \(^\text{[17, 18, 20, 25]}\) is defined by
\[
T(a, b) = \frac{2}{\pi} \int_0^{\pi/2} \sqrt{a^2 \cos^2 \theta + b^2 \sin^2 \theta} d\theta = \begin{cases} 2a\mathcal{E}(\sqrt{1 - (b/a)^2})/\pi, & a > b, \\ 2b\mathcal{E}(\sqrt{1 - (a/b)^2})/\pi, & a < b. \end{cases}
\]

(3.6)

In particular,
\[
\mathcal{E}(r) = \pi T(1, r')/2
\]

(3.7)

for \( r \in (0, 1) \).

**Proof of Theorem 1.2.** Let \( a, b > 0 \) with \( a \neq b \), \( t, t_1, t_2 \in [1/2, 1] \), \( p \in [1/2, 2] \) and
\[
Q_{t,p}(a,b) = C_p(ta + (1 - t)b, tb + (1 - t)a)A^{1-p}(a,b),
\]

(3.8)
where \( A(a, b) = (a + b)/2 \) and \( C(a, b) = (a^2 + b^2)/(a + b) \) are the arithmetic and contraharmonic means of \( a \) and \( b \), respectively. Then \( Q_{t,p}(a,b) \) is strictly increasing with respect to \( t \in [1/2, 1] \) for fixed \( a, b > 0 \) with \( a \neq b \).

Since both \( Q_{t,p}(a,b) \) and \( T(a,b) \) are symmetric and homogeneous of degree \( 1 \). Without loss of generality, we assume that \( a > b \). Let \( x = (a - b)/(a + b) \in (0,1) \). Then (3.6)-(3.8) lead to

\[
\log \left( \frac{Q_{t,p}(a,b)}{T(a,b)} \right) = \log \left( \frac{Q_{t,p}(a,b)}{A(a,b)} \right) - \log \left( \frac{T(a,b)}{A(a,b)} \right)
\]

\[
= p \log \left[ 1 + (1 - 2t)^2 x^2 \right] - \log \left[ \frac{T(1,b/a)}{A(1,b/a)} \right]
\]

\[
= p \log \left[ 1 + (1 - 2t)^2 x^2 \right] - \log \left[ \frac{2}{\pi} (1 + x) \mathcal{E} \left( \frac{2\sqrt{x}}{1 + x} \right) \right]
\]

\[
= p \log \left[ 1 + (1 - 2t)^2 x^2 \right] - \log \left[ \frac{2}{\pi} \left[ 2\mathcal{E}(x) - x'^2 \mathcal{K}(x) \right] \right] \quad \text{(3.9)}
\]

From Lemma 2.6 and equation (3.9) we clearly see that the double inequality

\[
Q_{t_1,p}(a,b) < T(a,b) < Q_{t_2,p}(a,b) \quad \text{(3.10)}
\]

holds if and only if \( t_1 \leq 1/2 + \sqrt{1/(4p)/2} \) and \( t_2 \geq 1/2 + \sqrt{(4/\pi)1/p - 1/2} \).

In particular, if \( a = 1 \) and \( b = r' \), then inequality (3.10) becomes

\[
2^{p-2}\pi (1 + r')^{1-2p} \left\{ \left[ t_1 + (1 - t_1)r' \right]^2 + \left[ (1 - t_1) + t_1 r' \right]^2 \right\}^p < \mathcal{E}(r)
\]

\[
< 2^{p-2}\pi (1 + r')^{1-2p} \left\{ \left[ t_2 + (1 - t_2)r' \right]^2 + \left[ (1 - t_2) + t_2 r' \right]^2 \right\}^p.
\]

The proof of Theorem 1.2 is therefore complete. \( \square \)

Let \( p = 2 \) and \( p = 1/2 \) in the first and second inequality of (1.5), respectively. Then we get

**Corollary 3.1.** The double inequality

\[
\frac{\pi}{(1 + r')^2} \left\{ \left[ \lambda + (1 - \lambda)r' \right]^2 + \left[ (1 - \lambda) + \lambda r' \right]^2 \right\}^2 < \mathcal{E}(r)
\]

\[
< \frac{\pi}{2} \left\{ \left[ \mu + (1 - \mu)r' \right]^2 + \left[ (1 - \mu) + \mu r' \right]^2 \right\}^{1/2}
\]

holds for all \( r \in (0,1) \) with \( \lambda = 1/2 + \sqrt{2}/8 \) and \( \mu = 1/2 + \sqrt{(4/\pi)^2 - 1/2} \).
4. Comparison of the bounds for $E(r)$

In this section, we compare our bounds for $E(r)$ with the bounds in (1.1)-(1.3).

**Remark 4.1.** Simple computations lead to that the upper bound in (1.4) is exactly the bound in (1.3).

**Remark 4.2.** Let $x \in (0, 1)$ and $\mu = 1/2 + \sqrt{(4/\pi)^2 - 1/2}$. Then simple computation leads to

$$(1 + x^2) - \{[\mu + (1 - \mu)x]^2 + [(1 - \mu) + \mu x]^2\} = (1 - \frac{8}{\pi^2})(1 - x)^2 > 0.$$  

Therefore, the upper bound in Corollary 3.1 is better than the bound in (1.2).

**Remark 4.3.** Let $\alpha = 1/2 - \sqrt{2}/4$, $\beta = 1/2 + \sqrt{2}/4$ and $\mu = 1/2 + \sqrt{(4/\pi)^2 - 1/2}$. Then we have

$$\lim_{r \to 1} \pi \frac{\pi}{4 \left( \sqrt{1 - \alpha^2} + \sqrt{1 - \beta^2} \right)} = \frac{\pi}{8} \left( \sqrt{2} + \sqrt{2} + \sqrt{2 - \sqrt{2}} \right) = 1.026172 \cdots \quad (4.1)$$

and

$$\lim_{r \to 1} \frac{\pi}{2} \left( \frac{[\mu + (1 - \mu)r]^2 + [(1 - \mu) + \mu r]^2}{2} \right)^{1/2} = 1. \quad (4.2)$$

Equations (4.1) and (4.2) show that the upper bound in Corollary 3.1 is asymptotically precise when $r \to 1$, and there exists $0 < \delta_1 < 1$ such that the upper bound in Corollary 3.1 is better than the bound in (1.3) when $r \in (1 - \delta_1, 1)$.

**Remark 4.4.** Let $\beta = 1/2 - 2\sqrt{2(\pi^2 - 8)/\pi^2}$, then

$$\lim_{r \to 1} \frac{\pi}{4} \left( \sqrt{\beta + (1 - \beta)r^2} + \sqrt{(1 - \beta) + \beta r^2} \right) = 1 \quad (4.3)$$

and

$$\lim_{r \to 1} \frac{\pi}{2} \left( \frac{1 + r^{3/2}}{2} \right)^{2/3} = 2^{-5/3} \pi = 0.989539 \cdots. \quad (4.4)$$
Equations (4.3) and (4.4) imply that the lower bound in Theorem 1.1 with \( \beta = 1/2 - 2\sqrt{2(\pi^2 - 8)/\pi^2} \) is asymptotically precise when \( r \to 1 \), and there exists \( 0 < \delta_2 < 1 \) such that the lower bound in Theorem 1.1 is better than the bound in (1.1) when \( r \in (1 - \delta_2, 1) \).

**Remark 4.5.** Let \( \lambda = 1/2 + \sqrt{2}/8 \), \( r \in (0, 1) \) and \( x = (1 - r^2)^{1/4} \in (0, 1) \). Then the following equivalence relations lead to the conclusion that the lower bound in Corollary 3.1 is better than the bound in inequality (1.1).

\[
\frac{\pi}{(1 + r')^3} \left\{ [\lambda + (1 - \lambda)r']^2 + [(1 - \lambda) + \lambda r']^2 \right\} > \frac{\pi}{2} \left( \frac{1 + r'^{3/2}}{2} \right)^{2/3}
\]

\[
\iff \frac{9 + 9(1 - r^2) + 14\sqrt{1 - r^2}}{128(1 + \sqrt{1 - r^2})^3} > \left( \frac{1 + (1 - r^2)^{3/4}}{2} \right)^{2/3}
\]

\[
\iff \frac{(9 + 9x^4 + 14x^2)^2}{128(1 + x^2)^3} > \left( \frac{1 + x^3}{2} \right)^{2/3}
\]

\[
\iff (9 + 9x^4 + 14x^2)^6 - 524288(1 + x^2)^9(1 + x^3)^2 > 0
\]

\[
\iff (x - 1)^4 \left[ 7153x^{20} + 28612x^{19} + 313054x^{18} + 60580x^{17} + 2074909x^{16} - 277424x^{15} + 6613736x^{14} - 1390192x^{13} + 12597746x^{12} - 2615880x^{11} + 15507060x^{10} - 2615880x^9 + 12597746x^8 - 1390192x^7 + 6613736x^6 - 277424x^5 + 2074909x^4 + 60580x^3 + 313054x^2 + 28612x + 7153 \right] > 0.
\]
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