Coupling of ‘cold’ electron plasma wave via stationary ion inhomogeneity to the plasma bulk
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Abstract

Using high resolution kinetic (VPPM-OMP 1.0) and fluid (BOUT++) solvers, evolution of long-wavelength electron plasma wave (EPW) in the presence of stationary periodic ion background non-uniformity is investigated. Mode coupling dynamics between long-wavelength EPW mode of scale $k$ and ion inhomogeneity of scale $k_0$ is illustrated. Validity of well known Bessel function $J_n(x)$ scaling in the cold plasma approximation (i.e., when phase velocity $\omega/k \gg \nu_{\text{thermal}}$) and the effect of ion inhomogeneity amplitude ($A$) on temporal evolution of energy density in the long-wavelength EPW mode is investigated. Effect of finite system sizes on the Bessel $J_n(x)$ scaling is examined and scaling law for $\tau_{\text{FM}}$ i.e the time required to attain first minimum of energy density of the corresponding perturbed mode (also called phase mixing time for $k \rightarrow 0$ modes) versus ion inhomogeneity amplitude $A$ obtained from both kinetic and fluid solutions for each of the cases studied, along with some major differences in $\tau_{\text{FM}}$ scaling for small system sizes is also reported.

1. Introduction

The excitation and evolution of electron plasma waves (EPW) has been a topic of extensive research for more than a century since their discovery by Tonks and Langmuir [1]. Pioneering work, in both linear and nonlinear plasma regimes have brought out several interesting physical aspects of electron plasma waves [2–8]. One of the significant interest in this context is to study the evolution of long wavelength or high phase velocity EPWs in the presence of finite amplitude ion density modulation in the background [9, 10]. In their work, Krueer [11] argued that the energy transfer from high phase velocity EPW modes into much slower ones and then into the particles via efficient off-resonant mode coupling is possible with finite amplitude ion inhomogeneity background. In realistic scenarios such as basic plasma laboratories, tokamaks, and astrophysical plasmas, equilibria are inhomogeneous in nature and hence such studies are also important to understand the involved underlying physics.

In the past, attempts were made to understand the evolution and energy transfer mechanism of EPW modes in a bounded [12, 13] and periodic inhomogeneous equilibria [14]. In another interesting work, using warm plasma fluid model in one dimension (1D) with periodic boundaries, Kaw \textit{et al} [15] illustrated energy transfer mechanism which led to ‘fluid’ damping of high phase velocity EPW mode via mode coupling phenomenon with inhomogeneous stationary background of ions. They showed that a long-wavelength electron plasma wave of mode number $k$ can interact with an non-uniform, immobile ion background of scale $k_0$ to produce secondary modes with wavenumber $|k \pm N k_0|$ (where $N$ is a dimensionless coupling parameter to be introduced later), resulting into cascading energy transfer upto $N^{th}$ sideband mode. In the process, the primary mode may lose its amplitude either fully or partially, depending on the value of $N$. Also, for cold plasma limit, Kaw \textit{et al} [15] argued that for very large system size $L \rightarrow \infty$, the energy density i.e $|\delta E_x|^2$ of the amplitude of the modes with wavenumber $|k \pm N k_0|$: $(N \rightarrow 0, 1, 2, 3...)$ will evolve in time $t$ according to the $N^{th}$ order Bessel function as $J^2_0(At/2)$ where $A$ is the amplitude of equilibrium ion inhomogeneity. These studies are proven useful in
understanding various plasma concepts such as wave breaking in inhomogeneous equilibria [16–18], laser plasma interaction [19, 20], plasma instabilities [21–26], laser absorption by ion acoustic turbulence [27], ionospheric turbulence [28, 29] etc. In present paper we shall ask ourselves as to how general is the Bessel function scaling for realistic, finite size systems with stationary ion inhomogeneity.

Recently, in one of their works on linear Landau damping in a 1D periodic inhomogeneous plasmas, using Vlasov-Poisson model, Pandey et al [30] showed that time evolution of the energy density of the primary mode i.e. \(|\delta E_L|^2\) with \(v_\alpha \gg v_{th}\) (where \(v_\alpha = \omega/k\) is phase velocity of the perturbation, \(v_{th}\) is the electron thermal velocity), does not evolve according to Bessel approximation \(I_0^2(\alpha)\) [15], for system size \(L = 20\pi\lambda_D\) such that \(v_\alpha \approx 10v_{th}\) (still within fluid approximation). In the present work, in order to ascertain the generality of the Bessel function scaling, extensive study for various system sizes \(L\), inhomogeneity scales \(A\) at infinitesimal perturbation (or linear) amplitude \(\alpha\) becomes necessary. Also, the interesting question of the role of equilibrium electric field due to inhomogeneity, though small in magnitude, is also addressed. In light of the above studies [15, 30], we have used both the warm fluid simulation approach which will provide an exact solution for warm fluid equation with an equilibrium background electric field as well as kinetic simulation approach for a exact one on one comparative study.

In this paper, using high resolution OpenMP based kinetic (VPPM-OMP 1.0) Vlasov-Poisson as well as fluid (BOUT++) solvers, for identical initial conditions, we numerically solve kinetic and fluid model equations respectively to address the dynamics of long-wavelength EPW modes in the presence of non-uniform periodic ion background inhomogeneity for various system sizes and inhomogeneity amplitudes and inhomogeneity scale lengths. We first demonstrate for large systems sizes that the damping and energy transfer mechanism of long-wavelength EPW modes due to mode coupling phenomenon with background ion density is exactly analogous to Kaw et al [15]. Quantitative comparative study between kinetic and fluid solutions are performed to investigate the validity of Bessel scaling approximation and to understand the impact of kinetic effects on the solutions. Also, we bring out the effect of ion inhomogeneity amplitude \(A\) on the evolution of these EPW modes as well as in the estimation of time for the first minimum of energy density of primary modes to occur (say \(\tau_{FM}\)).

Finally, investigations on the Bessel scaling of energy density in EPW modes as a function of time, with finite system sizes (\(L\)) are also performed and \(\tau_{FM}\) scaling using both warm fluid and kinetic approaches, is reported.

The rest of this paper is organized as follows: In sections 2.2 and 2.1, warm fluid and kinetic model equations is presented. We discuss numerical scheme for both fluid and kinetic solvers in section 2.3. We present the simulation results obtained for inhomogeneous plasma case with \(k_{min} = 0.00625\) (in section 3.1), finite inhomogeneity amplitude effects (in section 3.2) and finite size effects (in section 3.3). Finally, we conclude in section 4.

2. Mathematical model and numerical scheme

2.1. Kinetic model

In the kinetic theory framework, small amplitude electron plasma wave (EPW) is modeled in an unmagnetized, collisionless, spatially inhomogeneous plasma system consisting of ions and electrons by a set of coupled one dimensional Vlasov-Poisson (VP) equations [26, 30–38],

\[
\frac{\partial f_i}{\partial t} + v_i \frac{\partial f_i}{\partial x} - E \frac{\partial f_i}{\partial v_c} = 0
\]

(1)

\[
\frac{\partial f_e}{\partial t} + v_i \frac{\partial f_e}{\partial x} + \frac{E}{m_e} \frac{\partial f_e}{\partial v_i} = 0
\]

(2)

\[
\frac{\partial E}{\partial x} = \int f_e dv_i - \int f_i dv_c
\]

(3)

where \(f_i(x, v, t)\) and \(f_e(x, v, t)\) are the ion and electron distribution function respectively, \(m_i\) is the mass ratio of ions to electrons, i.e, \(m_i = M_i/M_e, E = E(x, t)\) is the total electric field. Equation 1–3 time \(t\) is normalized to electron plasma frequency \(\omega_{pe}^{-1}\), spatial coordinate \(x\) is normalized to electron Debye length \(\lambda_D\), velocities to electron thermal velocity \(v_{th} = \lambda_D\omega_{pe}^{-1}\), electric field to \(\epsilon_0\lambda_D/\epsilon_0\), and distribution function has been normalized to \(n_0/\lambda_D\omega_{pe}\) where \(n_0\) is uniform plasma density.

Considering Maxwellian velocity distribution function \(f_{Max}(v_i)\) for electrons with an arbitrary spatial inhomogeneity \(n_0(x)\), the equilibrium solution of Vlasov equation requires (prime denotes spatial differentiation),

\[
E_0(x) = \left[ \frac{n'_{th}(x)}{n_{th}(x)} \right]_{\prime}
\]

(4)
where \( E_0(x) \) is the equilibrium electric field resulting from equilibrium inhomogeneity [13]. In this model, ions form a nonuniform, stationary \( (\partial / \partial t = 0) \) background of number density \( n_0(x) \) which is determined by satisfying the equilibrium Poisson’s equation,

\[
\frac{\partial E_0(x)}{\partial x} = \int f_{0e} \, dv_e - \int f_{0i} \, dv_i \tag{5}
\]

Combining equations (4), (5) and using equilibrium Maxwellian velocity distribution for electrons and ions alongwith their respective spatial inhomogeneities i.e \( n_0(x) \) and \( n_0(x) \) one obtains,

\[
\frac{\partial}{\partial x} \left[ -\frac{n_0(x)}{n_0(x)} \right] = \int n_0(x) f_{\Delta E}(v_e) \, dv_e - \int n_0(x) f_{\Delta E}(v_i) \, dv_i \tag{6}
\]

which results in,

\[
n_0(x) = n_0(x) + \left[ \left( \frac{n_0(x)}{n_0(x)} \right)^2 - \frac{n_0(x) n_0(x)}{n_0(x)} \right] \tag{7}
\]

Thus, using equation 1–3, spatial inhomogeneous equilibrium density profile for ions \( n_0(x) \) and for electrons \( n_0(x) \) are obtained self-consistently, taking into account the equilibrium electric field variation given by equation (4). Consequently, one can presume any periodic density profile for \( n_0(x) \) and obtain the corresponding \( E_0(x) \) and \( n_0(x) \) from equation 4 and 7 respectively (or vice versa). Note that if \( n_0(x) = n_0(x) = 0 \), from equation 4 and 7 we obtain \( E_0(x) = 0 \) and \( n_0(x) = n_0(x) \) respectively [30].

Let us consider a simple periodic form for the spatially inhomogeneous density profiles \( n_0(x) \) as [30],

\[
n_0(x) = 1 + A \sin(k_0 x) \tag{8}
\]

Using equation 4, 7 and 8 one obtains \( n_0(x) \), \( E_0(x) \) as,

\[
n_0(x) = \left\{ \frac{(1 + A \sin(k_0 x))^3 + A^2 k_0^2 + A k_0^2 \sin(k_0 x)}{1 + A^2 \sin^2(k_0 x) + 2A \sin(k_0 x)} \right\} \tag{9}
\]

\[
E_0(x) = - \left[ \frac{(A k_0 \cos(k_0 x))}{(1 + A \sin(k_0 x))} \right] \tag{10}
\]

where \( k_0 \) is the measure of equilibrium inhomogeneity scale expressed in integer multiples of \( k_{\text{min}} \) where \( k_{\text{min}} = 2\pi / L_{\text{max}} \) and \( A \) is the strength of equilibrium inhomogeneity. As may be expected, when the value of \( A \) is set to zero, \( E_0(x) = 0 \) and \( n_0(x) \) becomes homogenous in space. It is important to note that periodicity is enforced in the system, which is essential and necessary condition for consistently addressing periodic non-uniform profiles described by equation 8, 9. Hence, every equilibrium inhomogeneity scale \( k_0 \) and all the perturbation \( k \) scales in the simulation are expressed as integer multiples of \( k_{\text{min}} \). In figure 1 [(a) and (b)], Variation of spatially inhomogeneous equilibrium density profiles i.e \( n_0(x) \), \( n_0(x) \) (defined by equation 8 and 9 respectively) and \( n_0(x) - n_0(x) \) with respect to space \( x \) are shown for \( A = 0.05 \), \( k_0 = 4k_{\text{min}} \), \( k_{\text{min}} = 0.1 \) case with \( L_{\text{max}} = 2\pi / k_{\text{min}} = 62.8318 \) [30].

2.2. Warm fluid model

Using 1D warm fluid theory, a small amplitude electron plasma wave (EPW) in a plasma with finite ion density modulation in the background can be studied by considering a stationary self-consistently obtained ion density equilibrium profile from equation (9),

\[
n_i = n_0 \left\{ \frac{(1 + A \sin(k_0 x))^3 + A^2 k_0^2 + A k_0^2 \sin(k_0 x)}{1 + A^2 \sin^2(k_0 x) + 2A \sin(k_0 x)} \right\} \tag{11}
\]

where \( A \) and \( k_0 \) are the amplitude and scale of the background ion density profile respectively.

The corresponding one dimensional warm fluid equations i.e continuity and equation of motion for electrons are [15],

\[
\frac{\partial n}{\partial t} + \frac{\partial}{\partial x} (nv) = 0 \tag{12}
\]

\[
\frac{\partial}{\partial t} (nv) + \frac{\partial}{\partial x} (nv^2) = -\frac{neE}{m} - \frac{\gamma K T}{m} \left[ \frac{\partial n}{\partial x} \right] \tag{13}
\]

and the Poisson’s equation,

\[
\frac{\partial E}{\partial x} = -4\pi e \bar{n} \tag{14}
\]
where
\[ n = n_{0e}(x) + \delta n \]  \hspace{1cm} (15)

\[ \nu = \nu_0 + \delta \nu : \nu_0 = 0 \]  \hspace{1cm} (16)

\[ E = E_0 + \delta E : E_0 \neq 0 \]  \hspace{1cm} (17)

where \( n_{0e}(x) = n_0(1 + A \sin(k_0x)) \), \( K \) is the Boltzmann’s constant, \( \gamma \) is the ratio of specific heats, \( \delta n \) is the perturbation of the electron density from the ion density and \( \delta \nu \) is the perturbation in the electron velocity and equilibrium electron velocity is assumed to be zero i.e. \( \nu_0 = 0 \). Here, \( E_0 \) is the non-zero finite equilibrium electric field due to presence of the background ion inhomogeneity given by equation (10) and \( \delta E \) is the perturbation in the electric field. Linearizing equation (12) and (13) in the perturbations, one obtains,

\[ \frac{\partial \delta n}{\partial t} + \frac{\partial}{\partial x} [n_0(1 + A \sin(k_0x)) \delta \nu] = 0 \]  \hspace{1cm} (18)

\[ \frac{\partial}{\partial t} [n_0(1 + A \sin(k_0x)) \delta \nu] = -\frac{e}{m} [n_0(1 + A \sin(k_0x)) \delta E + E_0 \delta n] - \frac{\gamma KT}{m} \left[ \frac{\partial^2 \delta n}{\partial x^2} \right] \]  \hspace{1cm} (19)

Combining equations (18) and (19) results,

\[ \frac{\partial^2 \delta n}{\partial t^2} - \left[ \frac{\omega_p^2}{4\pi} \right] \partial_x \left[ (1 + A \sin(k_0x)) \delta E \right] - \frac{e}{m} \partial_x [E_0 \delta n] - \frac{\gamma KT}{m} \left[ \frac{\partial^2 \delta n}{\partial x^2} \right] = 0 \]  \hspace{1cm} (20)

where \( \omega_p = (4\pi n_0 e^2/m)^{1/2} \) is the mean plasma frequency of the uniform plasma. Using equation (14) and eliminating \( \delta n \) from equation (20) results in,

\[ \frac{\partial^2 \delta E}{\partial t^2} + \omega_p^2 [1 + A \sin(k_0x)] \delta E + \frac{eE_0}{m} \frac{\partial \delta E}{\partial x} - \frac{\gamma KT}{m} \frac{\partial^2 \delta E}{\partial x^2} = 0 \]  \hspace{1cm} (21)

Equation (21) illustrates the basic equation for plasma oscillations in the presence of a background stationary equilibrium ion density profile and an equilibrium electric field \( E_0 \). If time is normalized to \( \omega_p^{-1} \), space is normalized to \( \lambda_p \) corresponding to a homogeneous plasma density, one obtains,

\[ \frac{\partial^2 \delta E}{\partial t^2} + [1 + A \sin(k_0x)] \delta E + E_0 \frac{\partial \delta E}{\partial x} - \gamma \frac{\partial^2 \delta E}{\partial x^2} = 0 \]  \hspace{1cm} (22)

Equation (22) represents the normalized equation for plasma oscillations in the presence of non-uniform, immobile background of ions with a finite non-zero background equilibrium electric field \( E_0(x) \) given by equation (10) of the kinetic model as,
is temperature ratio of ions to electrons,

\[ \text{for each simulation set are taken exactly same as Vlasov simulation sets as tabulated in table1.} \]

\[ \text{rewriting the same into a Mathieu equation. The modulation of energy of a long wavelength EPW}\]

\[ \text{stepping method given by Cheng and Knorr} \]

\[ \text{Piecewise Parabolic Method}\]

\[ \text{solutions, for a range of interesting parameters.}\]

\[ \text{addressed analytically using Bessel function based solutions. In this work, we shall revisit these}\]

\[ \text{discretized into}\]

\[ \text{large so that electron distribution function approaches zero as}\]

\[ \text{we present}\]

\[ \text{modular structure and in-built MPI parallelization, enabling it to solve any number of coupled partial}\]

\[ \text{differential equations in time, with periodic boundaries. The CVODE time solver}\]

\[ \text{has been used for plasma simulation for a variety of theoretical models such as reduced-magnetohydrodynamics}\]

\[ \text{RMHD}\]

\[ \text{43, 44}\]

\[ \text{model}\]

\[ \text{etc. Here we solve the equation}\]

\[ \text{in 1D by splitting it into two coupled first order differential equations in time, with periodic boundaries. The CVODE time solver (implicit type) is used to}\]

\[ \text{to evolve the equations in time with a time step} 0.1 \ \omega_\text{pe}^{-1}. \text{The spatial domain size}\]

\[ D = [0, L_{\text{max}}]\]

\[ \text{and grid points}\]

\[ \text{for each simulation set are taken exactly same as Vlasov simulation sets as tabulated in table 1.}\]

\[ \text{We have solved kinetic equations (1)–(3) numerically using VPPM–OMP 1.0 [26, 30, 38]. It is an OpenMP}\]

\[ \text{based 1D Eulerian Vlasov-Poisson solver capable of handling both electron and ion dynamics. It is based on}\]

\[ \text{Piecewise Parabolic Method (PPM) advection scheme proposed by Colella and Woodward [46] and uses time}\]

\[ \text{stepping method given by Cheng and Knorr [47]. A Fourier transform (FT) based method has been}\]

\[ \text{implemented for solving Poisson equation. Simulation domain in 1D phase space (x,v) is set as}\]

\[ D = [0, L_{\text{max}}] \times [-v_{\text{max}}^e, v_{\text{max}}^e], \text{where} L_{\text{max}} = 2\pi/k_{\text{min}}\]

\[ \text{is the system size and} v_{\text{max}}^e = 6.0\ \text{chosen sufficiently}\]

\[ \text{large so that electron distribution function approaches zero as} |v|\ \text{approaches} v_{\text{max}}^e. \text{The simulation domain}\]

\[ \text{is discretized into} N_x \text{grid points in spatial domain and} N_v \text{grid points in velocity domain for both ions and}\]

\[ \text{electrons [See table 1 for details]. Periodic boundary conditions (PBC) have been implemented in both spatial}\]

\[ \text{and velocity domains.}\]

\[ \text{Simulation is initialized, with normalized Maxwellian distribution function for ions and electrons with}\]

\[ \text{respectively spatial inhomogeneous equilibrium density profiles} n_0(x), n_0(x) \text{obtained earlier and linear}\]

\[ \text{cosinusoidal density perturbation given as,}\]

\[ f_e(x, v_e, t = 0) = (n_0(x) + \alpha \cos(kx))f_{Me}(v_e) \]

\[ f_i(x, v_i, t = 0) = n_0(x)f_{Mi}(v_i) \]

\[ f_{Me}(v_e) = \frac{1}{\sqrt{2\pi}} \exp \left[ \frac{-v_e^2}{2} \right] \]

\[ f_{Mi}(v_i) = \frac{1}{\sqrt{2\pi}} \frac{m_i}{T_i} \exp \left[ \frac{-m_i v_i^2}{2T_i} \right] \]

\[ \text{where} f_{Mi}(v_i), f_{Me}(v_e) \text{are the normalized ion and electron Maxwellian velocity distribution functions,}\]

\[ T_r = T_i/T_e\]

\[ \text{is temperature ratio of ions to electrons,} m_i = M_i/M_e \text{is mass ratio of ions to electrons,} \alpha \text{is the strength}\]

\[ \text{amplitude of perturbation,} k \text{is the perturbation scale, always used as integer multiple of} k_{\text{min}}. \text{In the following,}\]

\[ \text{we present fluid and kinetic simulation results of long wavelength electrons plasma waves (EPWs) in the}\]

\[ \text{presence of background inhomogeneity with} m_i \gg 1, \text{considered for stationary ions.}\]
3. Simulation results using fluid and kinetic approaches

In this section, we will present the fluid and kinetic simulation results for inhomogeneous plasma cases with $k_{\text{min}} = 0.00625$ alongside the finite system size and finite ion inhomogeneity amplitude effects on the dynamics of the long-wavelength EPW modes.

3.1. Inhomogeneous plasma case with $k_{\text{min}} = 0.00625$

As previously mentioned, simulations are carried out in the limit of kinetic electrons and immobile inhomogeneous background of ions i.e $A = 0$ case. To begin with, in the kinetic (VPPM-OMP 1.0) solver, we initialize two spatial scales i.e equilibrium inhomogeneity and perturbation $(k_0, k)$ scales respectively, from the beginning at $t = 0$. Both the scales are expressed in integer multiples of $k_{\text{min}}$, which is set to 0.00625. In order to excite long-wavelength modes identical to the ones addressed in [15] such that $T_{\text{max}} = 2\pi / k_{\text{min}} = 320\pi$. To facilitate both qualitative and quantitative comparison (shown later), we consider exactly identical parameter as [15] i.e $(k_0, k) = (m_0, k_{\text{min}}; n_0, k_{\text{min}}) = (4, 1) k_{\text{min}}$ with equilibrium inhomogeneity and linear perturbation amplitudes as $A = 0.03$ and $\alpha = 0.01$ respectively. Maximum electron velocity is set to $|v_{e_{\text{max}}}| = 6.0$. Phase space grid resolutions are set to large values i.e $N_x \times N_t = 32768 \times 10000$ to sufficiently resolve the $(x,v)$ domains. It is important to note that, recurrence time defined as $T_{\text{rec}} = 2\pi / (k_0 \Delta v)$: $k = k_{\text{min}}$ where $2\Delta v = 2v_{e_{\text{max}}} / N_t$ is tabulated in table 1 [30, 31, 48, 49], which is much larger than any physically relevant time scale in the system. Similarly, in the 1D warm fluid (BOUT++) solver, we initiate the exact parameter set as mentioned above the details of which is discussed in section 2.3. In both kinetic and warm fluid solvers, simulations are advanced up to $t = 1000 \omega_{pe}^{-1}$ in time. Evolution of Fourier mode from kinetic solver, after removing the equilibrium contributions of scale $k_0 i.e k_0$: $\delta E_k(t)$ is shown in figure 2 which is Fourier transform of $\delta E(x, t)$ defined as,

$$\delta E(x, t) = E(x, t) - E_0(x) = \sum_k \delta E_k(t) e^{-i k x}$$

where $E(x, t)$ is the total electric field obtained by solving Poisson’s equation equation (3), $E_0(x)$ is the equilibrium electric field equation (10), which for $A = 0$ is $E_0 = 0$.

It is well known that in an homogeneous plasma, long-wavelength perturbations of an electron plasma wave (EPW) suffer no kinetic damping at all, since $v_e(= \omega/k) \gg v_{th}$, i.e kinetic or Landau resonance conditions are not satisfied [30]. In their study, using a warm plasma fluid model with 1D sheet simulations, Kaw et al [15] showed that ‘fluid’ damping of such long-wavelength EPW mode is possible in the presence of an inhomogeneous background of ions. In both the studies [15, 30], it was illustrated that a long-wavelength EPW mode of scale $k$ interacts with an inhomogeneous background of ions with scale $k_0$ to produce coupled modes of...
wavenumber $|k \pm N k_0|$ where $N$ is the coupling parameter which may be estimated as [15],

$$N^2 \sim \left[ \frac{A}{\gamma k_0} \right]$$  \hspace{1cm} (29)

and $\gamma$ is the ratio of specific heats, $k_0$ and $A$ are inhomogeneity scale and amplitude respectively. In the $k_0 \gg k$ limit, mode coupling of $k_0$ and $k$ scales results in coupling of high phase velocity mode with $v_0 = \omega/k$ to low phase velocity oscillations at $v_0 = \omega/(k \pm N k_0)$ and high phase velocity mode (long-wavelength EPW) is made to interact with bulk of the plasma, leading to damping of energy in the primary mode. In a kinetic model, if the phase velocity of these secondary modes can resonantly interact with the plasma bulk, where the equilibrium electron velocity gradient $\partial f_e/\partial \nu$ is finite, it may lead to kinetic effects such as wave particle energy exchange and hence damping of the secondary mode. It is important to note that the inhomogeneous background induces two levels of energy losses to the primary EPW mode. One is the energy transferred to coupled sideband $|k \pm N k_0|$ modes which has no kinetic effects involved and secondly, energy transfer of secondary modes to thermal energy of particles, due to the Landau damping via resonant kinetic process if the phase velocity of the secondary mode are able to sample $\partial f_e/\partial \nu$ in the bulk plasma. This later process, has not been studied in detailed, before the advent of the present work. Figure 2 shows the time evolution of the perturbation as well as the coupled sideband mode electric field amplitudes $|E|_k$ with respect to time for a) $(k_0, k)$: (4, 1) and (b) $(k_0, k)$: (12, 1) pairs with $A = 0.03$, $\alpha = 0.01$, $k_{min} = 0.00625$. For $(a) (k_0, k)$: (4, 1) pair, from Eq 29, coupling parameter $N \sim \sqrt{0.03/3(0.025)^2} \sim 4.0$, which indicates that the generated coupled sideband modes should be at $|k \pm N k_0| = 3, 5, 7, 9, 11, 13, 15, 17$: $N \rightarrow 1 - 4$, for while for $(b) (k_0, k)$: (12, 1) pair, $N \sim \sqrt{0.03/3(0.075)^2} \sim 1.33, |k \pm N k_0| = 13, 11, 25, 23$ sideband modes are expected to be generated. It is evident from figure 2 (a) and (b) that in a non-dissipative system with three-mode coupling ($E_1, E_{\pm k_0}, E_{\pm 2k_0}$), energy will transfer back and forth between perturbed primary and coupled sideband modes and most of the initial energy will be recovered by the perturbed primary mode in the second cycle while in the $N^{th}$ mode coupling process $N \sim 4$: $E_1, E_{\pm k_{25}}, E_{\pm 2k_{25}}, E_{\pm 3k_0}, E_{\pm 4k_0}$, the driven modes at $|k \pm (N-1)k_0|$ use part of its energy to excite the higher sideband modes at $|k \pm Nk_0|$. Therefore, in this case the perturbed mode $|E|_1$ will not be able to recover its initial energy in the subsequent cycles. In other words, if the higher sidebands are present, the primary perturbation mode $|E|_1$ will regain less of its energy in presence of background ion inhomogeneity.

Kaw et al [15] illustrated the process of this mode coupling with a discussion on the solution of Mathieu equation for plasma oscillations in the presence of a background ion density inhomogeneity and proposed that as long as the frequency mismatch between perturbed and the $N^{th}$ sideband modes is less than the variation in plasma frequency associated with ion density fluctuation $|\omega_k - \omega_{Nk_0}| \leq \Delta \omega_{pe}$, cascading energy transfer can be expected up to $N^{th}$ sideband mode. Also, for a cold plasma approximation (i.e. $v_0 = \omega/k \gg v_{th}$), these Authors argued that for very large system size i.e., for $L \rightarrow \infty$ or $k_{min} \rightarrow 0$, the amplitude of the mode with wavenumber $|k \pm N k_0|$; $(N \rightarrow 0, 1, 2, 3, \ldots)$ will evolve in time according to the $N^{th}$ order Bessel function as $J_N(\omega t/2)$. It is important to note that the earlier said Bessel function scaling should be expected to match in the limit of very large system size. One of the interesting questions, to be discussed here is, how would the primary mode amplitudes in time $t$ evolve, if the system size $L$ is sufficiently large but is finite, such that the phase velocity of the longest wavelength mode $v_0 = \omega/k$ is much greater than $v_{th}$. We shall come back to this question later. Figures 3, 4 and 5 demonstrates the temporal evolution of perturbed $|E|_1$ as well as coupled $|E_{Nk_0}|$ modes obtained from kinetic solver for $(k_0, k)$: (4, 1) pair, $k_{min} = 0.00625$, $A = 0.03$, $\alpha = 0.01$, $N_x \times N_y = [32768 \times 10000]$ alongwith zeroth and $N^{th}$ order Bessel functions $i.e. P_0^2(QAT/2)$ and $P_{Nq}^2(QAT/2)$ respectively with $P = E_{\pm k_{25}}$ or $N E_{\pm k_{25}}$: $E_{\pm k_{25}} = \alpha/\kappa$ and $Q = 1.0$. From figure 3, it is evident that the zeroth order Bessel function $P_{0}^2(QAT/2)$ where $P = E_{\pm k_{25}}$: $E_{\pm k_{25}} = \alpha/\kappa = 0.01/0.00625 = 1.6$. $Q = 1.0$ predicts exactly the initial fall in the energy density of the perturbed mode up to the peak of the second cycle i.e $t = 300 \omega_{pe}^{-1}$ (approximately) as predicted by Kaw et al [15]. However, at late times the discrepancy away from the Bessel function scaling, could be either due to finite temperature effects or asynchronous energy exchange from perturbed to higher coupled sideband modes. Similarly from figure 4(a) (a), (b), (c) and (d), it is clearly demonstrated that the temporal evolution of the Fourier amplitude of coupled sideband $|k \pm N k_0|$ is $3, 5, 7, 9$: $N \rightarrow 1, 2$ modes can be exactly predicted via corresponding $N^{th}$ order Bessel function $i.e. P_{Nq}^2(QAT/2)$: $N = 1, 2$ scaling where $P = N E_{\pm k_{25}}$: $Q = 1.0$ up to the first cycle and the field amplitude signatures starts to deviate from the scaling after time $t > 300 \omega_{pe}^{-1}$. Also, figure 5(a) (a), (b), (c) and (d) indicates that for the higher order coupled sideband $|k \pm N k_0|$ is $11, 13, 15, 17$: $N \rightarrow 3, 4$ modes, the deviations of Bessel scaling from the corresponding Fourier amplitude $|E|_{Nk_0}$ becomes significant and the scaling only predicts half cycle amplitude $|E|_{Nk_0}$ and $Nk_0$. Hence, to summarize, using our kinetic code VPPM-OMP 1.0 [30], we have clearly illustrated that temporal evolution of energy content of the Fourier amplitudes of perturbed and corresponding coupled sideband modes of a long-wavelength electron plasma wave (EPW) with $k = k_{min} = 0.00625$ can be approximated using $N^{th}$ order Bessel function $J_N(\omega x)$ scaling as predicted by Kaw et al [15] in their study using warm fluid model.
To compare with the fluid simulation results, we have solved equation (22) i.e. warm fluid equation for plasma oscillations in the presence of background inhomogeneity derived from warm fluid model (mentioned in sections 2.2 and 2.3), unlike the earlier theory [15], which assumes $k \rightarrow 0$, equation (22) is solved without any approximations using BOUT++ for exact parameter set as considered in the Vlasov simulations. Figures 6, 7 and 8 illustrates evolution of perturbed $|\delta E_k|^2$ and coupled sideband $|\delta E_{k+\pm Nk_0}|$ modes obtained from fluid solver for $(k_0, k): (4, 1)$ pair, $k_{\text{min}} = 0.00625$, $A = 0.03$, $\alpha = 0.01$, $N_x \times N_y = [32768 \times 10000]$ alongwith corresponding 1st and 2nd order Bessel functions i.e. $|P_1(Q\alpha t/2)|$ and $|P_2(Q\alpha t/2)|$ respectively with $Q = 1.0$. Figure 6 shows that initial fall in the energy density of perturbed primary mode $k=0.00625$ upto $t \approx 300 \omega_{\text{pe}}^{-1}$ (approximately).

Figure 3. Portrait of temporal evolution of perturbed electric field mode $|\delta E_k|^2$ obtained from kinetic solver for $(k_0, k): (4, 1)$ pair, $k_{\text{min}} = 0.00625$, $A = 0.03$, $\alpha = 0.01$, $N_x \times N_y = [32768 \times 10000]$ alongwith zeroth order Bessel function $P_0(Q\alpha t/2)$ with $P = E_{\text{eq}}^2; E_{\text{eq}} = \alpha/k$ and $Q = 1.0$. In agreement with Kaw et al [15], our results demonstrate that the Bessel function correctly predicts the initial fall in the energy content of the perturbed primary mode $k=0.00625$ up to $t \approx 300 \omega_{\text{pe}}^{-1}$ (approximately).

Figure 4. Temporal electric field signature $|\delta E_k|$ of coupled sideband modes $|k \pm Nk_0|$: N $\rightarrow$ 1, 2 i.e (a) $|k-k_0|/k_{\text{min}} = 3$, (b) $|k+k_0|/k_{\text{min}} = 5$, (c) $|k-2k_0|/k_{\text{min}} = 7$ and (d) $|k+2k_0|/k_{\text{min}} = 9$ obtained from kinetic solver for $(k_0, k): (4, 1)$ pair, $k_{\text{min}} = 0.00625$, $A = 0.03$, $\alpha = 0.01$, $N_x \times N_y = [32768 \times 10000]$ alongwith corresponding 1st and 2nd order Bessel functions i.e. $|P_1(Q\alpha t/2)|$ and $|P_2(Q\alpha t/2)|$ respectively with $Q = 1.0$. To compare with the fluid simulation results, we have solved equation (22) i.e. warm fluid equation for plasma oscillations in the presence of background inhomogeneity derived from warm fluid model (mentioned in sections 2.2 and 2.3), unlike the earlier theory [15], which assumes $k \rightarrow 0$, equation (22) is solved without any approximations using BOUT++ for exact parameter set as considered in the Vlasov simulations. Figures 6, 7 and 8 illustrates evolution of perturbed $|\delta E_k|^2$ and coupled sideband $|\delta E_{k+\pm Nk_0}|$ modes obtained from fluid solver for $(k_0, k): (4, 1)$ pair, $k_{\text{min}} = 0.00625$, $A = 0.03$, $\alpha = 0.01$ alongwith zeroth and $N^{th}$ order Bessel function scalings i.e. $|P_{N}(Q\alpha t/2)|$ and $|P_{N}(Q\alpha t/2)|$ respectively with $P = E_{\text{eq}}^2$ or $N E_{\text{eq}}^2; E_{\text{eq}} = \alpha/k$ and $Q = 1.0$. Figure 6 shows that initial fall in the energy density of perturbed mode $|\delta E_k|$ which accurately follows the zeroth order Bessel function $J_0(x)$ scaling up to two cycles i.e till $t = 360 \omega_{\text{pe}}^{-1}$ as predicted by Kaw et al [15]. However, it is evident that even the accurate numerical solutions obtained from a fluid solver, without any approximations, deviates from Bessel scaling at late times beyond $t > t_0$ where $t_0 = 360 \omega_{\text{pe}}^{-1}$ for this parameter set. Noticeable amount of deviation or increase in the amplitude of primary $|\delta E_k|^2$ can be seen in the fluid solutions around
t = 600 \omega^{-1}_{pe} to t = 800 \omega^{-1}_{pe} range, which is absent when compared to the Vlasov solutions [See figures 6 and 3]. It may occur due to the finite temperature effects or kinetic effects which led to the damping of small fraction of energy density associated with the coupled sideband modes.

Similarly, figure 7 [(a), (b), (c) and (d)] and figure 8 [(a), (b), (c) and (d)] demonstrates Fourier mode amplitude evolution of coupled sideband modes |\delta E_{k+\pm N_{\min}}| = 3, 5, 7, 11, 15, 17: N \rightarrow 1 - 4 with respect to time obtained from fluid (Bout++) solver for \((k_0, k)\): (4, 1) pair, \(k_{\min} = 0.00625, \ A = 0.03, \ \alpha = 0.01\) along with respective corresponding \(N^{th}\) order Bessel functions i.e |PJ_{N}(QAt/2)| and |PJ_{N}(QAt/2)|, respectively with \(Q = 1.0\).

\(t = 360 \omega^{-1}_{pe}\) and strong divergence with surge in |\delta E_{k+\pm N_{\min}}| solutions can be seen at late time after \(t > 360 \omega^{-1}_{pe}\). Meanwhile, for coupled sideband modes with \(N=3,4\), the deviation from the respective Bessel scaling occurs.
earlier in time and are more prominent. In comparison with the solution obtained from kinetic solver, the above discussed results are qualitatively similar to the solutions obtained from fluid solver but the Fourier amplitude signature of these coupled sideband modes $|\delta E_{kNL}|$ are significantly different due to the absence of the involved kinetic effects not addressed in the fluid model. In the next section 3.2, we will present the effect of ion inhomogeneity amplitude $A$ on the evolution of perturbed long-wavelength EPW mode alongwith comparative studies between fluid and kinetic solutions.

### 3.2. Finite inhomogeneity amplitude effects

In this section, we will illustrate the effect of increase in inhomogeneity amplitude $A$ on the temporal evolution of long-wavelength EPW mode for a given (i.e., fixed) amplitude value $\alpha$ of perturbation $k$. With rest of the simulation parameters initialized identical as before for linear studies in both the kinetic and fluid solvers i.e $k_{\text{min}} = 0.00625$, $(k_0, k)$: (4, 1), $\alpha = 0.01$, we investigate the evolution of the perturbation Fourier amplitudes $|\delta E_k|^2$ solutions obtained from fluid and kinetic solvers versus time for a range of $A$ values from 0.001 to 0.15 along with zeroth order Bessel function $P_0^2(QAt/2)$ scaling as shown in figures 9(a), (b), (c), and (d) and figures 10(a), (b), (c), and (d) respectively.

It is apparent from the figure 9 (a) and figure 10 (a) that for small $A$ values the zeroth order Bessel function $J_0^2(At/2)$ accurately scales the amplitude evolution $|\delta E_k|^2$ till the end of the simulation time i.e $t = 1000 \omega_{pe}^{-1}$ whereas when we increase the inhomogeneity amplitude $A$, Bessel scaling $J_0^2(At/2)$ starts to deviate from the field signature earlier in time. Also, from figures 9(b), (c) and (d) and 10(b), (c) and (d), it is quite clear that for large amplitude inhomogeneity parameter sets the zeroth order Bessel function $J_0^2(At/2)$ scaling estimates more cycles of amplitude evolution compared to the small inhomogeneity amplitudes. Due to the absence of kinetic effects in solutions obtained from the fluid solver, we can see noticeable electric field amplitude peaks at late times in figure 9(b), (c) and (d) when compared to the kinetic solutions in figure 10(b), (c) and (d).

Let us now delve on the time taken $\tau_{FM}$ by the mode to reach the first minima of the energy density signature $|\delta E_k|^2$. Also, for small perturbation scale $k$ such as $k = 0.00625$ or $k \rightarrow 0$, $\tau_{FM}$ is energy transfer time $\tau_{ET}$ (sometimes also called as phase mixing time) [15]. It is the time at which most of the energy content in a primary perturbation mode is transferred to the coupled sideband modes as shown in figures 3, 4 and 5. In figure 11 (a) and (b), we demonstrate the variation of perturbation Fourier amplitude $|\delta E_k|^2$ versus time obtained from kinetic and fluid solvers for $(k_0, k)$: (4, 1), $k_{\text{min}} = 0.00625$ with $A = 0.03$ and energy transfer time $\tau_{ET}$ versus inhomogeneity amplitude $A$ ranging from 0.01 to 0.15 obtained using both kinetic and fluid solvers alongwith
energy transfer time estimated by theoretical studies of Kaw et al [15] are tabulated in tables 2 and 3. It is important to note that the energy transfer time $\tau_{ET}$ or $\tau_{FM}$ for solutions obtained from both kinetic and fluid solvers are exact and are in close estimation to $\tau_{ET}$ values given by Kaw et al [15]. Hence, we have traced the variation of $\tau_{ET}$ with respect to inhomogeneity amplitude $A$ which is true for both kinetic and fluid solutions (shown in figure 11 (b)) and found out the empirical scaling law for $k_{min} = 0.00625$ as,

$$\tau_{FM} = \tau_{ET} = \left[ \frac{2Z_h}{A} \right] ; \quad Z_h = 2.4048$$  \hspace{1cm} (30)

i.e in case of small perturbation scale $k$, most of the energy in perturbed $|E_k|$ mode will get transferred quickly to coupled sideband $|E_{k \pm Nk_0}|$ modes for large inhomogeneity amplitude $A$ values due to mode coupling phenomenon to larger number of modes as the coupling parameter $N \propto \sqrt{A}$ (See equation (29)) for a fixed background ion inhomogeneity scale $k_0$. Scaling law equation (30) is in agreement with Kaw et al [15] studies which reports the inverse scaling between $\tau_{ET}$ and $A$ as $\tau_{ET} = 2Z_h/A; \quad Z_h = 2.4048$.

We have also obtained the change of $\tau_{FM}$ versus $A$ with $\alpha = 0.01, \quad (k_0, k); \quad (4, 1)$ for a range of $A$ values ranging from 0.01 to 0.15 with different sets of $k_{min}$ values i.e (a) $k_{min} = 0.0125, \quad (b) k_{min} = 0.025$ and (c) $k_{min} = 0.1$ obtained using both kinetic (VPPM-OMP 1.0) and warm fluid (BOUT++) solvers as shown in figure 12 [(a), (b), (c) and (d)]. In figure 12 (d), zoomed plot on y-scale of (c) is shown which indicates the deviation between inverse scaling law given in equation (30) and the fluid solutions. Also, in table 2 and 3, $\tau_{FM}$ values are tabulated for various $k_{min}$ which are obtained using both kinetic (VPPM-OMP 1.0) and warm fluid (BOUT++) solvers. The empirical law given in equation (30) i.e the theoretical estimate of Kaw et al [15] (for $k \rightarrow 0$), does not hold true for all finite $k_{min}$ values and it especially violates in the $k_{min} = 0.1$ case which indicates that the $\tau_{FM}$ is also dependent on inhomogeneity scale $k_0$ alongwith inhomogeneity amplitude $A$. Also, from figure 12 [(b) and (c)], it is clear that the $\tau_{FM}$ values obtained from fluid solutions starts to strongly diverges from kinetic and linear (equation (30)) scalings with the gradual increase in $k_{min}$ values indicating the finite system size and kinetic effects on the time evolution of these EPW modes.

In order to confirm the dependency of $\tau_{FM}$ on inhomogeneity scale $k_0$, we have calculated the time required to attain first minimum of energy density signature i.e $\tau_{FM}$ for two different pairs of $(k_0, k)$ scales i.e $(4, 1)$ and $(12, 1)$ which implies $k_0 = 0.025$ and $k_0 = 0.075$ respectively with $k_{min} = 0.00625$ for both cases.

---

**Figure 8.** Variation of electric field signature $|E_k|$ of coupled sideband modes $k = \pm Nk_0; \quad N \rightarrow 3$, i.e (a) $|k - 3k_0|/k_{min} = 11$, (b) $|k + 3k_0|/k_{min} = 13$, (c) $|k - 4k_0|/k_{min} = 15$ and (d) $|k + 4k_0|/k_{min} = 17$ obtained from fluid (BOUT++) solver for $(k_0, k)$: (4, 1) pair, $k_{min} = 0.00625$, $A = 0.03$, $\alpha = 0.01$ alongwith corresponding 3rd and 4th order Bessel functions i.e $J_3(QAt/2)$ and $J_4(QAt/2)$ respectively with $Q = 1.0$. It is evident that for higher sideband modes, significant deviations from the Bessel function is seen even before $t = 360 \omega_0^{-1}$.
Figure 9. Perturbation Fourier mode $|\delta E_k|^2$ signature versus time (t) obtained from fluid (BOUT++) solver for $(k_0, k)$: (4, 1): $k_{\min} = 0.00625$ with inhomogeneity amplitudes $A$ viz (a) $A = 0.001$, (b) $A = 0.01$, (c) $A = 0.05$ and (d) $A = 0.15$. Also, zeroth order Bessel function $P_{j_0}(Q \cdot A_{\min})$ with $P = E_{\delta k}^2$, $E_{\delta k} = \alpha/k$ and $Q = 1.0$ is also plotted alongside each cases. It shows that for small values of $A$ the Bessel scaling exactly matches the $|\delta E_k|$ evolution whereas when the $A$ value is increased the divergence between the two occurs at early times.

Figure 10. Evolution of perturbation Fourier amplitudes $|\delta E_k|^2$ versus time (t) for $(k_0, k)$: (4, 1): $k_{\min} = 0.006225$ obtained from kinetic solver with various inhomogeneity amplitudes $A$ i.e (a) $A = 0.001$, (b) $A = 0.01$, (c) $A = 0.05$ and (d) $A = 0.15$. Also, zeroth order Bessel function $P_{j_0}(Q \cdot A_{\min})$ with $P = E_{\delta k}^2$, $E_{\delta k} = \alpha/k$ and $Q = 1.0$ is also plotted alongside each cases. It is evident that for small values of $A$ the Bessel function scaling exactly matches the perturbation amplitude evolution whereas when the $A$ value is increased the deviation between the two occurs very early in time.

Figure 13 [(a) and (b)] shows the variation of perturbed electric field $|\delta E_k|^2$ modes obtained from kinetic solver with $A = 0.03$, $\alpha = 0.01$, $k_{\min} = 0.00625$, $N_x \times N_y = [32768 \times 10000]$ for (a) $(k_0, k)$: (4, 1) and (b) $(k_0, k)$: (12, 1) pairs along with Bessel $j_0(x)$ scaling. It is evident from figure 13 [(a) and (b)] that there is a shift in the
Figure 11. Portrait of (a) perturbation \( \frac{k}{k_{\text{min}}} = 1 \) Fourier amplitude \(| \delta E_{k} |^2 \) versus time \( t \) obtained using kinetic solver for \(( k_0, k) : (4, 1) ; k_{\text{min}} = 0.00625 \) with \( \alpha = 0.01 \) and (b) Time taken \( \tau_{ \text{FM} } \) by the mode to reach the first minima of the energy density signature \(| \delta E_{k} |^2 \) versus inhomogeneity amplitude \( A \) ranging from 0.01 to 0.15 with \(( k_0, k) : (4, 1) ; k_{\text{min}} = 0.00625 \) obtained using both kinetic (VPPM-OMP 1.0) and warm fluid (BOUT++) solvers as tabulated in tables 2 and 3 respectively. It is clear from (b) that \( \tau_{ \text{FM} } \) when all the energy of the primary mode is coupled at \( \tau_{ \text{FM} } \), then \( \tau_{ \text{FM} } = \tau_{ \text{ET} } \) (also called phase mixing time) is inversely proportional to inhomogeneity amplitude \( A \) and scales as \( \tau_{ \text{FM} } = 2 Z_{h_k} / A ; Z_{h_k} = 2.4048 \).

Table 2. Time required to attain first minimum of the energy density signature i.e \( \tau_{ \text{FM} } \) obtained for various \( k_{\text{min}} \) and inhomogeneity amplitude \( A \) values with \(( k_0, k) : (4, 1) \) and \( \alpha = 0.01 \) using VPPM-OMP 1.0 kinetic solver along with energy transfer time given by Kaw et al\([15]\) studies (equation (30)). Here, \( Z_{h_k} = 2.4048 \) is the first zero of \( J_0(x) \) and \( k = k_{\text{min}} \) for all the values obtained from kinetic solver.

| Inhomogeneity Amplitude | Kaw et al\([15]\) | [Kinetic] | [Kinetic] |
|--------------------------|-------------------|-----------|-----------|
| A \( (2 Z_{h_k} / A) \) | \( \tau_{ \text{FM} } \) | \( \tau_{ \text{FM} } \) | \( \tau_{ \text{FM} } \) |
| \( k \to 0 \) | \( k_{\text{min}} \) | \( k_{\text{min}} \) | \( k_{\text{min}} \) |
| \( \alpha = 0.01 \) | 0.00625 | 0.0125 | 0.025 | 0.1 |
| 0.01 | 480.06 | 476.0 | 431.0 | 361.0 | 2569.0 |
| 0.03 | 160.32 | 160.0 | 159.0 | 140.0 | 1099.0 |
| 0.05 | 96.19 | 96.0 | 96.0 | 89.0 | 645.0 |
| 0.10 | 48.096 | 48.0 | 46.0 | 49.0 | 290.0 |
| 0.15 | 32.064 | 32.0 | 32.0 | 30.0 | 207.0 |

Table 3. Time required to attain first minimum of the energy density signature i.e \( \tau_{ \text{FM} } \) obtained for various \( k_{\text{min}} \) and inhomogeneity amplitude \( A \) values with \(( k_0, k) : (4, 1) \) and \( \alpha = 0.01 \) using BOUT++ warm fluid solver along with energy transfer time given by Kaw et al\([15]\) studies (equation (30)). Here, \( Z_{h_k} = 2.4048 \) is the first zero of \( J_0(x) \) and \( k = k_{\text{min}} \) for all the values obtained from fluid solver.

| Inhomogeneity Amplitude | Kaw et al\([15]\) | [Fluid] | [Fluid] | [Fluid] | [Fluid] |
|--------------------------|-------------------|---------|---------|---------|---------|
| A \( (2 Z_{h_k} / A) \) | \( \tau_{ \text{FM} } \) | \( \tau_{ \text{FM} } \) | \( \tau_{ \text{FM} } \) | \( \tau_{ \text{FM} } \) |
| \( k \to 0 \) | \( k_{\text{min}} \) | \( k_{\text{min}} \) | \( k_{\text{min}} \) |
| \( \alpha = 0.01 \) | 0.00625 | 0.0125 | 0.025 | 0.1 |
| 0.01 | 480.06 | 476.0 | 431.0 | 370.7 | 34.0 |
| 0.03 | 160.32 | 160.0 | 159.0 | 138.9 | 28.0 |
| 0.05 | 96.19 | 96.0 | 96.0 | 88.9 | 27.9 |
| 0.10 | 48.096 | 48.0 | 48.0 | 48.8 | 28.0 |
| 0.15 | 32.064 | 32.0 | 32.0 | 31.0 | 25.124 |
\[ \tau_{FM} \text{ for both values of } k_0 \text{ which is } \Delta \tau_{FM} = |\tau_{FM}^{k_0=0.025} - \tau_{FM}^{k_0=0.075}| = 10 \omega_{pi}^{-1}, \tau_{FM}^{k_0=0.025} = 160 \omega_{pi}^{-1}, \tau_{FM}^{k_0=0.075} = 150 \omega_{pi}^{-1}. \text{Hence we can conclude that } \tau_{FM} \text{ is dependent on both the inhomogeneity amplitude } A \text{ as well as inhomogeneity scale } k_0, \text{ contrary to the Kaw } et al[15] \text{ studies using warm fluid theory which reports that } \tau_{FM} \sim \tau_{EF}; k \to 0 \text{ is independent of ion inhomogeneity scale } k_0. \text{Also, } N^2 \propto 1/k_0^2, \text{ hence for large } k_0, \text{ } N \to \text{ small implying primary mode energy will keep coming back as shown in figure 13 (b). So, this is in line with Kaw } et al[15] \text{ model. In the following section 3.3, we present the discussions on effects of finite system size on the Bessel function } J_N(At/2) \text{ scaling and temporal evolution of perturbed long-wavelength EPW mode with different sets of } k_{min} \text{ values.} \]
3.3. Finite size effects

In this section, we will demonstrate the effect of decrease in the system size i.e \( L_{\text{max}} = 2\pi/k_{\text{min}} \) on the temporal evolution of the long-wavelength modes. In order to do so, with identical set of parameters as before i.e \((k_0, k)\): (4, 1), \(\alpha = 0.01\), \(A = 0.03\), we increase the \(k_{\text{min}}\) values from 0.0065 to 0.1. Figure 14 and figure 15 shows the variation of perturbation Fourier amplitudes \(|\delta E_k|^2\) versus time \(t\) obtained using fluid and kinetic solver for \((k_0, k)\): (4, 1), \(\alpha = 0.01\), \(A = 0.03\) with various \(k_{\text{min}}\) values i.e (a) \(k_{\text{min}} = 0.00625\), (b) \(k_{\text{min}} = 0.0125\), (c) \(k_{\text{min}} = 0.025\) and (d) \(k_{\text{min}} = 0.1\) along with zeroth order Bessel function \(P_2^0(QAt/2)\) with \(P = E_{QAt}^0, E_{QAt} = \alpha/k\) and \(Q = 1.0\) is also plotted alongside each cases. It is obvious from figure 14 [(a), (b), (c) and (d)] and figure 15 [(a), (b), (c) and (d)] that with the increase in the \(k_{\text{min}}\) values from 0.0065 to 0.1 i.e for more realistic system sizes \(L_{\text{max}}\) the Bessel \(J^0_2\) scaling does not hold true and strongly deviates from the perturbed electric field amplitude \(|\delta E_k|^2\) solutions obtained either via fluid or via kinetic solvers. As reported by Kaw et al [15], in the cold plasma limit i.e for \(v_{r} \gg v_{\text{thermal}}\) the progress of time, the energy density in amplitude of the primary perturbation mode \(|\delta E_k|^2\) dies out as \(J^0_2(QAt)/2\). It is obvious from figure 14 [(a), (b), (c) and (d)] that it is not true for all \(k_{\text{min}}\) values, even though we are exactly solving the warm plasma fluid equations (as described in section 2.2) using our high resolution fluid (BOUT++) solver. Also, the deviations of \(|\delta E_k|^2\) fluid solutions becomes more prominent with the increase in \(k_{\text{min}}\) values. However, apart from qualitative similarity between fluid and kinetic numerical solutions for perturbed \(|\delta E_k|^2\) mode with \(k_{\text{min}} = 0.00625, 0.0125, 0.025\) values (See figures 14(a), (b), (c) and 15(a), (b), (c)), there is a striking difference between the two for \(k_{\text{min}} = 0.1\) case (See figures 14(d) and 15(d)). Also, the fluid and kinetic solutions of \(k_{\text{min}} = 0.025\) case is very interesting because the perturbed amplitude \(|\delta E_k|^2\) regains all of its initial energy which is \(E_{QAt}^0 = (\alpha/k)^2 = (0.01/0.025)^2 = 0.16\) in subsequent cycles around \(t = 400\ \omega_{\phi}^{-1}\) as the coupling parameter being \(N = 1.0\) (See figures 14(c) and 15(c)).

In Table 4, we have tabulated frequency \((\omega)\), phase velocity \((v_r = \omega/k)\) and thermal velocity \((v_{\text{thermal}})\) for each perturbed mode \(|\delta E_k|^2\) as shown in figure 15 with various system scale i.e \(k_{\text{min}}\) values. Even though for \(k_{\text{min}} = 0.1\) case the resonance conditions are not satisfied as \(v_{r} \gg v_{\text{thermal}}\) we see a damping of the perturbed electric field mode \(|\delta E_k|^2\) at late times which is in contrast to the solutions obtained from fluid solver (See figures 14(d) and 15(d)). Interestingly, investigation of the energy density in other coupled sideband modes \(|\delta E_{k \pm NAt}|^2\): \(N \rightarrow 1\) as shown in figures 16(a) and (b), for \(k_{\text{min}} = 0.1, \alpha = 0.01, A = 0.03\) does not account for the damping in the total energy density of the primary perturbed mode \(|\delta E_k|^2\). However, for intermediate \(k_{\text{min}}\) values between 0.025
with scaling strongly 0.00625 min and total energy the relative difference of kinetic energy qualitatively asymptotes to the and 0.1, when we make transition from higher value (0.1) to lower value (0.025), the kinetic solutions qualitatively asymptotes to the fluid solutions.

To demonstrate the numerical consistency of the kinetic solutions obtained in figure 15, we have plotted the relative difference of kinetic energy \( \Delta KE(t) = KE(t) - KE(0) \), potential energy \( \Delta PE(t) = PE(t) - PE(0) \) and total energy \( \Delta TE(t) = TE(t) - TE(0) \) defined by equations (31), (32) with respect to time for \((k_0, \kappa)\): (4, 1): \(k_{\min} = 0.00625\), \(\alpha = 0.01\), \(A = 0.03\) parameters with various \(k_{\min}\) values i.e (a) \(k_{\min} = 0.00625\), (b) \(k_{\min} = 0.0125\), (c) \(k_{\min} = 0.025\) and (d) \(k_{\min} = 0.1\). Also, zeroth order Bessel function \(J_0(4\kappa/2)\) with \(P = E_{\text{rel}}\); \(E_{\text{rel}} = \alpha/\kappa\) and \(Q = 1.0\) is also plotted alongside each cases. It is evident from (a), (b), (c) and (d) that with the increase in the value of \(k_{\min}\) from 0.006 25 to 0.1, Bessel \(J_0(x)\) scaling strongly deviates from the perturbed Fourier amplitude \(|\Delta k|^2\).

| System scale \(k_{\min}\) | Perturbation mode \(|k|\) | Frequency \(\omega\) | Phase Velocity \(v_c\) | Thermal Velocity \(v_{\text{thermal}}\) |
|--------------------------|-----------------|----------------|----------------|------------------|
| 0.00625                  | 0.006 25        | 0.9803         | 156.816        | 1.0              |
| 0.0125                   | 0.0125          | 0.9927         | 79.416         | 1.0              |
| 0.025                    | 0.025           | 0.9927         | 39.708         | 1.0              |
| 0.1                      | 0.1             | 1.0178         | 10.178         | 1.0              |

Table 4. Oscillation frequency \(\omega\), Phase velocity \(v_c = \omega/k\) and Thermal velocity \(v_{\text{thermal}}\) table for each perturbed mode \(|k|\) with various system scale i.e \(k_{\min}\) values. For all \(k_{\min}\) values \(v_c \gg v_{\text{thermal}}\) i.e, the plasma is cold and hence no kinetic damping is expected.

and 0.1, when we make transition from higher value (0.1) to lower value (0.025), the kinetic solutions qualitatively asymptotes to the fluid solutions.

To demonstrate the numerical consistency of the kinetic solutions obtained in figure 15, we have plotted the relative difference of kinetic energy \(\Delta KE(t) = KE(t) - KE(0)\), potential energy \(\Delta PE(t) = PE(t) - PE(0)\) and total energy \(\Delta TE(t) = TE(t) - TE(0)\) defined by equations (31), (32) with respect to time for \((k_0, \kappa)\): (4, 1): \(k_{\min} = 0.00625\), \(\alpha = 0.01\), \(A = 0.03\) parameters with various \(k_{\min}\) values i.e (a) \(k_{\min} = 0.00625\), (b) \(k_{\min} = 0.0125\), (c) \(k_{\min} = 0.025\) and (d) \(k_{\min} = 0.1\) as shown in figure 17.

\[
KE(t) = \int \int \frac{1}{2} v f(x, v, t) dx \text{d}v
\]  

(31)

\[
PE(t) = \int \int \frac{1}{2} E^2(x, t) dx
\]

(32)

It indicates very good conservation and saturation of relative change in the energies with chosen grid discretization for each cases as tabulated in table 4 i.e (a) \(N_x = 32768\), (b) \(N_x = 16384\), (c) \(N_x = 8192\) and (d) \(N_x = 2048\) respectively with \(N_x = 10000\) for both ions and electrons in space and velocity \((x, v)\) domains. Also, to demonstrates that the kinetic solutions we have obtained are steady state solutions, we show the signature of relative numerical entropy in figure 18 which is defined by equations (33) and (34) given as,

\[
S_{rel}(t) = \frac{S(t) - S(t = 0)}{S(t = 0)}
\]

(33)

\[
S(t) = -\int_{0}^{k_{\max}} \int_{-v_{\max}}^{+v_{\max}} f(x, v, t) \log f(x, v, t) dx dv
\]

(34)
where $S(t)$ is the numerical entropy of the system. It acts as a measure of ‘information lost’ from the system as entropy $S(t)$ has tendency for monotonic increase with time due to the intrinsic ‘filamentation’ property of Vlasov–Poisson system \([30, 50, 51]\). Due to filamentation effect, the distribution function generates small scale structures in phase space $(x,v)$ which are dissipated when filamentation reaches the phase space grid size $[N_x \times N_v]$ resolutions, leading to saturation in numerical entropy with time as shown in figure 18. It also signifies that information lost is small with respect to time for chosen grid size resolutions for each $k_{\text{min}}$ cases as tabulated in table 1, indicating a numerically stable, high quality simulation.
3.4. Fluid mode coupling with strong kinetic damping

As previously mentioned in section 3.3, and shown in figure 15, inhomogeneous case with $k = 0.1$ min $= k_{\text{min}}$ is a special case because we clearly observe the damping of the energy density of the primary mode $|\delta E_k|_2$ solutions obtained from kinetic solver, even though the resonance condition is not satisfied i.e $v_f < v_{\text{thermal}}$ [table 4] and the energy density in the coupled modes does not account for the loss in the energy of the primary mode [figure 16]. We have extended the simulations up to $t = 3000 \omega_p^{-1}$ with $(k_0, k): (4, 1), k_{\text{min}} = 0.1, \alpha = 0.01, A = 0.03$ parameter set, to investigate the involved kinetic effects associated with the coupled sideband modes which obviously can not be addressed via fluid solver. Figure 19 illustrates time evolution of perturbed primary and coupled secondary sideband electric field $|\delta E_k|$ modes obtained from kinetic solver up to $t = 3000 \omega_p^{-1}$ with $(k_0, k): (4, 1), k_{\text{min}} = 0.1, \alpha = 0.01, A = 0.03$ parameter set, to investigate the involved kinetic effects associated with the coupled sideband modes which obviously can not be addressed via fluid solver. Figure 19 illustrates time evolution of perturbed primary and coupled secondary sideband electric field $|\delta E_k|$ modes obtained from kinetic solver up to $t = 3000 \omega_p^{-1}$ with $(k_0, k): (4, 1), k_{\text{min}} = 0.1, \alpha = 0.01, A = 0.03$.

Figure 18. Variation of relative entropy $S_{\text{rel}}$ given by equation (33) with respect to time for solutions obtained using kinetic (VPPM-OMP 1.0) solver with $(k_0, k): (4, 1), k_{\text{min}} = 0.006225, \alpha = 0.01, A = 0.03$ parameters along with various $k_{\text{min}}$ values i.e (a) $k_{\text{min}} = 0.00625$, (b) $k_{\text{min}} = 0.0125$, (c) $k_{\text{min}} = 0.025$ and (d) $k_{\text{min}} = 0.1$.

Figure 19. Extended time evolution of perturbed primary and coupled secondary sideband electric field $|\delta E_k|$ modes obtained from kinetic solver VPPM-OMP 1.0 up to $t = 3000 \omega_p^{-1}$ with $(k_0, k): (4, 1), A = 0.03, \alpha = 0.01, k_{\text{min}} = 0.1, N_x \times N_y = 2048 \times 10000$. It illustrates the field signature of primary perturbation mode beyond $t = 1000 \omega_p^{-1}$ along with the late time growth in the coupled sideband modes i.e $k/k_{\text{min}} = 3, 5$.

3.4. Fluid mode coupling with strong kinetic damping

As previously mentioned in section 3.3, and shown in figure 15, inhomogeneous case with $k_{\text{min}} = 0.1$ is a special case because we clearly observe the damping of the energy density of the primary mode $|\delta E_k|_2$ solutions obtained from kinetic solver, even though the resonance condition is not satisfied i.e $v_f \gg v_{\text{thermal}}$ [table 4] and the energy density in the coupled modes does not account for the loss in the energy of the primary mode [figure 16]. We have extended the simulations up to $t = 3000 \omega_p^{-1}$ with $(k_0, k): (4, 1), k_{\text{min}} = 0.1, \alpha = 0.01, A = 0.03$ parameter set, to investigate the involved kinetic effects associated with the coupled sideband modes which obviously can not be addressed via fluid solver. Figure 19 illustrates time evolution of perturbed primary and coupled secondary sideband electric field $|\delta E_k|$ modes obtained from kinetic solver up to $t = 3000 \omega_p^{-1}$ with $(k_0, k): (4, 1), A = 0.03, \alpha = 0.01, k_{\text{min}} = 0.1$. For this case, coupling parameter given by equation (29), as $N \sim \sqrt{0.03/3(0.4)^2} \sim 0.25$. It is clearly evident that coupled sideband modes $k/k_{\text{min}} = 3, 5$ gains some of the energy from the primary perturbed mode due to mode coupling phenomenon with background ion inhomogeneity which results into the late time growth in these sidebands. Also, there is negligible amount of energy transfer in the higher sidebands with $N = 2$ i.e $k/k_{\text{min}} = 7, 9$. In order to investigate the resonance locations i.e phase velocities $(v_f = \omega/k)$ of each individual sideband modes we have tabulated maximum oscillation frequency $(\omega_{\text{max}}^k)$ obtained by 1D FFT (Fast Fourier Transform) analysis and phase velocity $(v_{\phi_0} = \omega_{\text{max}}^k/k)$: $s \simeq 1 - 2, k = 0.1 - 0.9$ corresponding to the primary $[m \tilde{m}]$ and secondary interacting $([m \pm n]^{\tilde{m}})$ sideband modes for $(k_0, k): (4, 1), \alpha = 0.01, A = 0.03$ case given in table 5. Since, for primary
perturbed mode $k/k_{\text{min}} = 1$, phase velocity is 10.1360 which is out of the velocity domain ($t_0 > \nu_{\text{max}}$; $\nu_{\text{max}} = \pm 6.0$), there will not be any kind of resonance wave particle interactions involved. However, resonance locations fall into bulk of the plasma ($t_0 < \pm \nu_{\text{max}}$; $\nu_{\text{max}} = \pm 6.0$) for rest of the sideband modes, so, one can observe the vortex structure formation, even for the linear perturbation amplitudes as reported by [30].

Spatially averaged distribution function is given as,

$$\tilde{f}(\nu, t) = \frac{\int_{-\nu_{\text{max}}}^{\nu_{\text{max}}} f(x, \nu, t) \, dx}{\int_{-\nu_{\text{max}}}^{\nu_{\text{max}}} f(x, \nu, t) \, dx \, dv}.$$  

(35)

where $f(x, \nu, t)$ is the evolved electron distribution function. Figure 20 and figure 21 shows the portrait of electron distribution function $f(x, \nu, t)$ at time $t = 3000 \omega_{e}^{\nu}$ and variation of the spatially averaged distribution function $\tilde{f}(\nu, t)$ with respect to velocity at times $t = 0$, $3000 \omega_{e}^{\nu}$ respectively for $(k_0, \nu)$: $(4, 1)$, $k_{\text{min}} = 0.1$, $A = 0.03$, $\alpha = 0.01$ case. In figure 20 [(b), (c) and (d)], due to resonance wave particle interaction phenomenon leading to particle trapping, one can observe the phase space vortex formation at $\nu = 2.0442$, $3.3780$, $3.8676$, $5.2290$ velocity locations which corresponds to the phase velocities of $k/k_{\text{min}} = 5$, $3$, $2$ coupled sideband modes respectively as tabulated in table 5. The phase space portrait diagrams illustrates the phase trajectories of the resonant electrons at phase velocity $\nu_{\nu} = \omega/k$ locations in a coordinate system moving with the wave speed $\nu_{\nu}$. Note that the phase space vortex chain at $\nu = 0$ is due to equilibrium inhomogeneity $k_0/k_{\text{min}} = 4$ with four periodic vortices [figure 20 (a)]. Also, in figure 21, the formation of the plateau or hump region in the spatially averaged distribution function around the phase velocity $\nu_{\nu} = \omega/k$ resonance locations indicate the particle trapping phenomenon due to involved kinetic effects [50].
quantiﬁed by measuring an excess density fraction (EDF): \((\delta n/n_0)\) deﬁned as a function of space and time in equation (36) given as \([26, 30, 38]\),

\[
\frac{\delta n}{n_0}(x, t) = \left[ \frac{n(x, t) - n(x, t = 0)}{n(x, t = 0)} \right]
\]

Figure 22 shows the temporal evolution of excess density fraction at \(x = L_{\text{max}}/4\) where \(L_{\text{max}} = 2\pi/k_{\text{min}}\) for \((k_0, k): (4, 1)\), \(k_{\text{min}} = 0.1\), \(A = 0.03\), \(\alpha = 0.01\) case. It illustrates the particle trapping and detrapping modulations due to associated kinetic effects observed in coupled sideband modes.

4. Discussion and conclusion

In this work, we have presented an extensive investigation of ﬁnite size and ﬁnite ion inhomogeneity amplitude effects on the dynamics of long-wavelength EPW modes in the presence of immobile non-uniform ion
background using one-dimensional (1D), periodic kinetic (VPPM-OMP 1.0) and fluid (BOUT++) solvers. The important results are summarized as follows:

- Using our kinetic solver with high resolution simulations for inhomogeneous plasma $k_{min} = 0.00625, (k_0, k): (4, 1), A = 0.03$ case, we have shown the damping of a long-wavelength EPW mode due to mode coupling phenomenon with inhomogeneous background of ions as predicted by Kaw et al [15].

- Energy transfer process is shown between the coupled modes and its impact on the recovery of initial energy density of the primary perturbation mode i.e $|\delta E_{k}|^2$ in the subsequent cycles in a three and five mode coupled system.

- As stated by Kaw et al [15] that in the cold plasma approximation i.e when $v_0 \gg v_{th,i}$ with very large system size $L \rightarrow \infty$ or $k_{min} \rightarrow 0$, the energy density in the amplitude of EPW modes with wavenumber $|k \pm N k_0|$ will evolve in time according to $N^{th}$ order Bessel function as $I_{N}^{(2)}(At/2)$. Extensive comparative study is performed by solving both warm fluid and kinetic model equations, using fluid and kinetic solvers with identical parameter sets for various $(k_{min}, A)$ cases and we have demonstrated that the above prediction is only true for $k \rightarrow 0$ i.e in the $v_0(=\omega/k) \gg v_{thermal}$ limit.

- Effect of ion inhomogeneity amplitude $(A)$ on the temporal evolution of these long-wavelength EPW mode is investigated, which reveals that for a large ion amplitude inhomogeneity parameter sets, the zeroth order Bessel function $I_{0}^{(2)}(At/2)$ scaling estimates more cycles of amplitude evolution compared to the small ion inhomogeneity amplitudes in both solutions obtained either via kinetic or fluid solvers [section 3.2].

- Time required to attain first minimum of energy density signature $|\delta E_{k}|^2$ i.e $\tau_{FM}$ obtained for small value of $k_{min}$ i.e $k_{min} = 0.00625$, scales with ion inhomogeneity amplitude $(A)$ as $\tau_{FM} = 2 Z_{k,A} / N$ where $Z_{k_A} = 2.4048$ is the first zero of $I_{0}(x)$. The scaling and the $\tau_{FM}$ values obtained using both the kinetic and fluid solvers are exactly equal for $k_{min} = 0.00625$ case and it also matches the theoretical estimate of the energy transfer time $\tau_{ET}$ (sometimes also called phase mixing time) given by Kaw et al [15].

- In contrast to the earlier studies, with the increase in inhomogeneity scale $k_0$, we have observed a significant shift in the $\tau_{FM}$ value compared to $\tau_{FM} = 0.025$ and hence, we can conclude that $\tau_{FM}$ is dependent on both the inhomogeneity amplitude $A$ as well as inhomogeneity scale $k_0$ which is an interesting finding of this work.

- For finite realistic system sizes, with the increase in the $k_{min}$ values from 0.006 25 to 0.1, the zeroth order Bessel function $I_{0}^{(2)}(At/2)$ scaling does not hold true in general and strongly deviates from the time evolution of energy density signature i.e $|\delta E_{k}|^2$ obtained either via kinetic or fluid solvers [section 3.3].

- Despite choosing the exact parameter sets for comparative studies, following are the interesting differences between solutions obtained from kinetic (VPPM-OMP 1.0) and fluid (BOUT++) solvers:

  1. For $k_{min} = 0.00625, A = 0.03$ case, in kinetic solutions Bessel function $I_{0}^{(2)}(At/2)$ correctly maps the initial fall in energy density of the primary mode $|\delta E_{k}|^2$ up to $t = 300 \omega_{pe}^{-1}$ whereas for fluid solutions the mapping is up to $t = 360 \omega_{pe}^{-1}$.

  2. Due to the absence of the involved kinetic effects, [section 3.1, 3.2], late time amplitude surge from fluid model show in $|E_{k \pm N k_0}|$ modes in solutions obtained from fluid solvers when compared to the kinetic ones.

  3. Although, the resonance conditions in $k_{min} = 0.1$ case is not satisfied as $v_0 \gg v_{thermal}$ (see table 4), we observe a damping in the perturbed energy density solution $|\delta E_{k}|^2$ obtained from kinetic solver at late times which is in contrast to the solutions obtained from fluid solver indicating the significance of the associated kinetic effects [section 3.3 and 3.4].

  4. In section 3.4, to explain damping of the primary perturbed mode $|\delta E_{k}|^2$ signature for $k_{min} = 0.1$ case, we have shown the phase space contour plots of electron distribution function $f(x, v)$ at $t = 3000 \omega_{pe}^{-1}$, excess density fraction and spatially averaged distribution function $\bar{f}(v)$ for solutions obtained from kinetic solver with $A = 0.03, \alpha = 0.01$, indicating the kinetic effects such as particle trapping, plateau formation etc, associated with sideband modes which can not be addressed via fluid solver.

  5. In obtaining $\tau_{FM}$ scaling with respect to $A$, with the gradual increase in the $k_{min}$ values from 0.006 25 to 0.1, we observe that $\tau_{FM}$ obtained using fluid solver strongly deviates from the kinetic and scaling given by equation (30) i.e $|\delta E_{k}|$ where $Z_{k_A} = 2.4048$ is the first zero of $I_{0}(x)$ and a striking difference can be seen for $k_{min} = 0.1$ case (figures 11 and 12).
Our study brings out several key aspects regarding temporal evolution of long-wavelength EPW modes which may be crucial in understanding the phenomena such as phase mixing, mode coupling and collisionless turbulence etc., in the presence of inhomogeneous equilibria which is relevant in laboratory as well as astrophysical plasmas. Investigations on temporal evolution of these EPW modes in the presence of mobile non-uniform ion background or in the presence of a spectrum of ion waves will be addressed in the near future.
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