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Abstract

A new method for solving non-autonomous ordinary differential equations is proposed, the method achieves spectral accuracy. It is based on a new result which expresses the solution of such ODEs as an element in the so-called $\star$-algebra. This algebra is equipped with a product, the $\star$-product, which is the integral over the usual product of two bivariate distributions. Expanding the bivariate distributions in bases of Legendre polynomials leads to a discretization of the $\star$-product and this allows for the solution to be approximated by a vector that is obtained by solving a linear system of equations. The effectiveness of this approach is illustrated with numerical experiments.

Keywords: Ordinary differential equations, Legendre polynomials, spectral accuracy

1 Introduction

A new method for solving non-autonomous ordinary differential equations that achieves spectral accuracy [8, Chapter 21] is proposed. Consider a smooth function $\tilde{f} \in C^\infty$ that is analytic, then the ODE studied here is

$$\frac{d}{dt} \tilde{u}(t) = \tilde{f}(t)\tilde{u}(t), \quad \tilde{u}(-1) = 1, \quad t \in I, \quad I := [-1, 1]. \tag{1}$$

This method forms an essential building block in the development of a numerical method to solve the matrix ODE

$$\frac{d}{dt} \tilde{U}(t) = \tilde{A}(t)\tilde{U}(t), \quad \tilde{U}(-1) = I, \quad t \in I,$$

for sparse large-to-huge matrix functions $\tilde{A}(t)$. The matrix ODE appears in many applications, e.g., in nuclear magnetic resonance spectroscopy (NMR) [3]. In NMR $\tilde{A}(t) = -2\pi iH(t)$, where $H(t)$ is the Hamiltonian of the system describing the dynamics of the nuclear spins of some sample in a magnetic field. Hamiltonians appearing in NMR are of size $2^\ell \times 2^\ell$ for a system with $\ell$ spins and is usually sparse since spins only interact with close neighbors.

The new method for the scalar ODE (1) is based on expressing this ODE and its solution $\tilde{u}(t)$ in the so-called $\star$-algebra, which is equipped with the $\star$-product [5]. Section 2 introduces the $\star$-product, which is an integral over two bivariate distributions, and the $\star$-algebra generated by this product. In this algebra, the solution is given by a closed form expression [6]. In principle, this expression can be computed symbolically, however, in general, the computation is too complex for practical purposes. Therefore, a numerical procedure is proposed that computes a discretization of this solution in the matrix algebra, equipped with the usual matrix-matrix product. The key to going from the $\star$-algebra to the matrix algebra is finding a suitable discretization of the $\star$-product, which can be based on a quadrature rule [1] or on the expansion of the bivariate distributions in a basis of orthonormal polynomials. The latter approach is followed in this paper, a basis of orthonormal Legendre polynomials is chosen and the resulting discretization is discussed in Section 3. Section 4 describes how to obtain an accurate approximation inside the matrix algebra and illustrates the method with some numerical experiments.
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2 ⋆-product

The solution $\tilde{u}(t)$ can be expressed as a closed form expression in the ⋆-algebra. First, all functions and the ODE (1) are represented in the space $\mathcal{D}(\mathcal{I})$, which is spanned by all distributions $d$ of the form $d(t,s) = \tilde{d}(t,s)\Theta(t-s) + \sum_{i=0}^{N} \tilde{d}_i(t,s)\delta^{(i)}(t-s)$, with $N \geq 0$ and $\tilde{d}, \tilde{d}'$ are smooth bivariate functions over $\mathcal{I} \times \mathcal{I}$. In $\mathcal{D}(\mathcal{I})$ the ODE becomes

$$\frac{d}{dt}u(t,s) = f(t,s)u(t,s), \quad u(s,s) = 1, \quad t, s \in [-1,1].$$

(2)

The function is $f(t,s) = \tilde{f}(t)\Theta(t-s)$, where the Heaviside function $\Theta(t-s) := \begin{cases} 1, & \text{if } t \geq s, \\ 0, & \text{if } t < s \end{cases}$ enforces the starting time, which is given by the parameter $s$. The space of smooth functions $\tilde{f}(t)$ multiplied with the Heaviside function $\Theta(t-s)$ is denoted by $C_0^\infty := \{ f : f(t,s) = \tilde{f}(t)\Theta(t-s), \quad \tilde{f} \in C^\infty \}$. For $f, g \in C_0^\infty$ the ⋆-product, defined as

$$f(t,s) \star g(t,s) := \int_{-1}^{1} g(\tau,t)f(\tau,t)d\tau \in C_0^\infty,$$

(3)

is closed. In the larger space $\mathcal{D}([-1,1])$ the ⋆-product is also closed and an inverse for this product, $f(t,s)^{-\star}$ such that $f(t,s) \star f(t,s)^{-\star} = \delta(t-s)$, exists under certain conditions on $f(t,s)$ [5]. The corresponding identity element is the Dirac impulse $\delta(t-s) = \begin{cases} 1, & \text{if } t = s, \\ 0, & \text{else} \end{cases}$. The elements and operations which compose the ⋆-algebra are given in Table 1 for details we refer to [5].

| Operation/element                  | Properties                        |
|------------------------------------|-----------------------------------|

| $f(t,s) \star g(t,s) = \int_{-1}^{1} g(\tau,t)f(\tau,t)d\tau$ | ⋆-product is closed in $\mathcal{D}(\mathcal{I})$ |
| $f + g$                                                      | addition is closed in $\mathcal{D}(\mathcal{I})$ |
| $1_\star = \delta(t-s)$ (Dirac delta)                       | identity element for the ⋆-product |
| $f^{*-1}(t,s)$                                               | ⋆-inverse [5]                          |
| $R_\star(f)(t,s) := (1_\star - f)^{-1}(t,s)$                | ⋆-resolvent [5]                         |

Table 1: Summary of elements and operations which compose the ⋆-algebra. The functions $f, g, q \in \mathcal{D}([-1,1])$.

In the ⋆-algebra the solution $\tilde{u}(t)$ to (1) is given by evaluating the solution $u(t,s)$ in $s = -1$:

$$\tilde{u}(t) = u(t,s)|_{s=-1}, \quad \text{with } u(t,s) = \Theta(t-s) \star R_\star(\tilde{f}(t)\Theta(t-s)).$$

Computing $u(t,s)$ symbolically is usually too complex, therefore we will discretize the problem and compute an approximation to the solution by numerical computation.

3 From ⋆-algebra to matrix algebra

The key to going from the ⋆-algebra to the matrix algebra is discretizing the ⋆-product. One way to discretize the ⋆-product is by the use of quadrature rules [1]. Another way is by expansion in a basis of orthonormal polynomials (ONPs), which is the topic of this paper. A natural choice of ONPs is the sequence of Legendre polynomials, these polynomials are discussed in Section 3.1. Using these polynomials as a basis, Section 3.2 describes how distributions living in $C_0^\infty$ can be expanded as a series and Section 3.3 provides details on how to compute the coefficients in this series. The discretization of the ⋆-product that follows from the Legendre basis expansion and the resulting matrix algebra are the topic of Section 3.4.

3.1 Legendre polynomials

The sequence of Legendre polynomials $\{p_k\}_k$ satisfies the orthogonality conditions

$$\int_{-1}^{1} p_k(x)p_\ell(x)dx \begin{cases} = 0, & \text{if } k \neq \ell \\ \neq 0, & \text{if } k = \ell \end{cases}.$$
Consider the truncated Legendre series \( \hat{f}(x) \) with details on the rate of convergence for analytic and differentiable functions see [9]. Entire functions with Legendre series expansions converge faster than geometric series [8]. For functions we encountered in our applications are entire functions, i.e., analytic on the whole complex plane. The Legendre series expansions of entire functions converge faster than geometric [8]. For more details on the rate of convergence for analytic and differentiable functions see [9].

Consider orthonormal Legendre polynomials \( \{p_\ell(t)\}_\ell \). Then for \(-1 \leq \tau \leq 1\) the following equality holds, for \( \ell > 0 \),

\[
\int_{-1}^{1} p_\ell(\rho) d\rho = \frac{1}{\sqrt{2\ell + 1}} \left( \frac{1}{\sqrt{2\ell + 3}} p_{\ell + 1}(\tau) - \frac{1}{\sqrt{2\ell - 1}} p_{\ell - 1}(\tau) \right)
\]
and for \( \ell = 0 \)

\[
\int_{-1}^{1} p_0(\rho) d\rho = \frac{1}{\sqrt{3}} p_0(\tau) + p_0(\tau).
\]

The expansion of a given function \( \tilde{f}(x) \) in a basis of Legendre polynomials is given by the series

\[
\tilde{f}(x) = \sum_{k=0}^{\infty} \tilde{f}_k p_k(x), \quad \text{with coefficients } \tilde{f}_k = \int_{-1}^{1} \tilde{f}(\tau)p_k(\tau)d\tau.
\]

For functions finite and continuous on \( I \) the Legendre series expansion is uniformly convergent [9]. All functions that we encountered in our applications are entire functions, i.e., analytic on the whole complex plane. The Legendre series expansions of entire functions converge faster than geometric [8]. For more details on the rate of convergence for analytic and differentiable functions see [9]. Consider the truncated Legendre series \( \tilde{f}_N(x) := \sum_{k=0}^{N} \tilde{f}_k p_k(x) \). An upper bound for the error of \( \tilde{f}_N(x) \) to \( \tilde{f}(x) \) can be obtained by noting that \( |p_k(x)| \leq \sqrt{\frac{2k+1}{2}} \) on \( I \):

\[
||\tilde{f}(x) - \tilde{f}_N(x)||_\infty = \sum_{k=N+1}^{\infty} \tilde{f}_k p_k(x) \leq \sum_{k=N+1}^{\infty} |\tilde{f}_k| \sqrt{\frac{2k+1}{2}}.
\]

The fast decay of the magnitude of the coefficients of smooth functions cancels out the square root growth as \( k \) increases. Thus, if the series \( \tilde{f}_N(x) \) contains all the coefficients above machine precision appearing in the Legendre series expansion of \( \tilde{f}(x) \), it represents \( \tilde{f}(x) \) up to high accuracy. To be able to use the FFT, we will consider interpolating Legendre series instead of truncated Legendre series, the coefficients \( \{\tilde{f}_k\}_{k=0}^{N-1} \) of the interpolating Legendre series can be computed using chebfun [2] at a complexity of \( O(N \log^2(N)) \). The accuracy of the interpolating Legendre series is expected to be close to the truncated Legendre series [8] Chapter 4, i.e., \( |\tilde{f}_k - f_k| \) is small for \( k = 0, 1, \ldots, N - 1 \).

### 3.2 Expansion of distributions living in \( C_0^\infty \)

The expansion of \( \tilde{f}(t)\Theta(t-s) = f(t,s) \in C_0^\infty \) in Legendre bases is given by

\[
f(t,s) = \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} f_{k,\ell} p_k(t) p_{\ell}(s), \quad \text{for } t \neq s, \quad \text{with coefficients } f_{k,\ell} = \int_{-1}^{1} \int_{-1}^{1} f(\tau,\rho)p_k(\tau)p_{\ell}(\rho)d\tau d\rho.
\]

The coefficients form the coefficient matrix \( F := [f_{k,\ell}]_{k,\ell=1}^{\infty} \) which represents \( f(t,s) \) in the bases of Legendre polynomials:

\[
f(t,s) \approx \begin{bmatrix} p_0(t) & p_1(t) & p_2(t) & \ldots \end{bmatrix} F \begin{bmatrix} p_0(s) \\ p_1(s) \\ p_2(s) \\ \vdots \end{bmatrix}.
\]

In the sequel, we will work with a truncation of this double series, we consider the \( M \times M \) leading principal submatrix \( F_M \) of \( F \), such that \( f(t,s) \) is represented by

\[
f(t,s) \approx \sum_{k=0}^{M-1} \sum_{\ell=0}^{M-1} f_{k,\ell} p_k(t) p_{\ell}(s) = \begin{bmatrix} p_0(t) & p_1(t) & p_2(t) & \ldots & p_{M-1}(t) \end{bmatrix} F_M \begin{bmatrix} p_0(s) \\ p_1(s) \\ p_2(s) \\ \vdots \\ p_{M-1}(s) \end{bmatrix}.
\]
Symbolic computation of the coefficients $f_{k,t}$ can be slow. In general, a numerical computation of the coefficients is needed, this can be achieved by, e.g., using a Gauss-Legendre quadrature rule to discretize the double integral. The number of nodes required to achieve accuracy close to machine precision depends on the given function $f(t)$. However, there is a more straightforward and more efficient approach, which is the topic of next section.

### 3.3 Computing basis coefficient matrices

The coefficient matrix $F_M$ can be computed up to high precision. The procedure to compute $F_M$ requires as input only the function $f(t)$, size of the matrix $M$ and the chosen accuracy for the entries of $F_M$. The coefficients are obtained in two steps. First $f(t) \in C^\infty$ is represented, up to machine precision, by its interpolating Legendre series $\tilde{f}(t) \approx \sum_{k=0}^{N-1} f_k p_k(x)$. This series is obtained by using chebfun [2], which automatically chooses the number of terms $N$. Second, since the series can be expressed as $f(t,s) \approx \sum_{d=0}^{N-1} \tilde{f}_d \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} p_d(t) \Theta(t-s) p_k(t) p_\ell(s)$, it suffices to compute the coefficients for Legendre polynomials of degree $d$ in $C^\infty_{\Theta}$, i.e., $p_d(t) \Theta(t-s)$:

$$b_{k,t}^{(d)} := \int_{-1}^{1} \int_{-1}^{1} p_d(\tau) \Theta(\tau - \rho) p_k(\tau) p_\ell(\rho) d\rho d\tau.$$ 

The corresponding basis coefficient matrices $\{B^{(d)}\}_{d=0}^{\infty}$ are infinite matrices $B^{(d)} := \left[ b_{k,t}^{(d)} \right]_{k,t=0}^{\infty}$. Note that these basis coefficient matrices do not change for different $f(t,s)$, we only require the expansion coefficients $\{f_d\}_{d=0}^{\infty}$ of $f(t)$ in a basis of orthonormal Legendre polynomials in order to compute $F \approx F^{(N)} = \sum_{d=0}^{N-1} \tilde{f}_d B^{(d)}$, where superscript $(N)$ denotes the number of terms used in the Legendre expansion of $\tilde{f}(t)$. This approximation is convenient since, as is shown in the following, it is possible to express $b_{k,t}^{(d)}$ analytically.

**Lemma 3.2** (Integral of the product of three Legendre polynomials [4]). Consider integers $a, b, c \geq 0$ and set $s := \frac{a+b+c}{2}$. The integral of the product of three orthonormal Legendre polynomials is

$$P_{a,b,c} := \int_{-1}^{1} p_a(\rho) p_b(\rho) p_c(\rho) d\rho = \begin{cases} 0 & \text{if } a + b + c \text{ odd or } s < \max(a,b,c), \text{ or } a < |b - c|, \\ \frac{2(2a+1)(2b+1)(2c+1)}{\sqrt{s(s+b+c)}} \left( \begin{array}{c} 2(s-a) \\ s-a \end{array} \right) \left( \begin{array}{c} 2(s-b) \\ s-b \end{array} \right) \left( \begin{array}{c} 2(s-c) \\ s-c \end{array} \right) |s|^{-1} & \text{else}. \end{cases}$$

**Theorem 3.3** (Coefficients of Legendre polynomials in $C^\infty_{\Theta}$). Let $p_d(t)$ be the orthonormal Legendre polynomial of degree $d$ and $P_{a,b,c}$ as in Property 3.2. Then the coefficients $b_{k,t}^{(d)}$ of $p_d(t) \Theta(t-s)$ expanded in orthonormal Legendre bases $\{p_k(t)\}_k$ and $\{p_l(s)\}_l$, i.e., $p_d(t) \Theta(t-s) = \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} b_{k,l}^{(d)} p_k(t) p_l(s)$ are given by

$$b_{k,t}^{(d)} = \frac{1}{\sqrt{2t+1}} \left[ \frac{1}{\sqrt{2t+3}} P_{d,k,t+1} - \frac{1}{\sqrt{2t-1}} P_{d,k,t-1} \right].$$

**Proof.** By orthonormality of the Legendre polynomials, we can write the coefficients as

$$b_{k,t}^{(d)} = \int_{-1}^{1} p_d(\tau) p_k(\tau) \left( \int_{-1}^{1} \Theta(\tau - \rho) p_\ell(\rho) d\rho \right) d\tau = \int_{-1}^{1} p_d(\tau) p_k(\tau) \left( \int_{-1}^{\tau} p_\ell(\rho) d\rho \right) d\tau \quad \text{Apply Lemma 3.1}$$

$$= \frac{1}{\sqrt{2t+1}} \left[ \frac{1}{\sqrt{2t+3}} \int_{-1}^{1} p_d(\tau) p_k(\tau) p_{\ell+1}(\tau) d\tau - \frac{1}{\sqrt{2t-1}} \int_{-1}^{1} p_d(\tau) p_k(\tau) p_{\ell-1}(\tau) d\tau \right]$$

$$= \frac{1}{\sqrt{2t+1}} \left[ \frac{1}{\sqrt{2t+3}} P_{d,k,t+1} - \frac{1}{\sqrt{2t-1}} P_{d,k,t-1} \right].$$

An immediate consequence of this formula is that $B^{(d)}$ is a banded matrix with bandwidth $(d+1)$ and therefore $F^{(N)}$ has bandwidth $N$. In the sequel, the truncated coefficient matrix $F_M^{(N)} \in \mathbb{C}^{M \times M}$ is used, which is the $M \times M$ leading principal submatrix of $F^{(N)}$. Choosing an adequate value of $M$ is outside the scope of this paper and is the subject of ongoing research.
3.4 A finite basis

Once \( f(t,s) \) is replaced by its truncated coefficient matrix \( F_{M}^{(N)} \), the symbolic operations in the \( \ast \)-algebra are replaced by operations involving matrices. Consider \( f(t,s), g(t,s) \) and their truncated coefficient matrices \( F_{M}^{(N)}, G_{M}^{(N)} \), respectively. The coefficient matrix of the result of the \( \ast \)-product \( q(t,s) = f(t,s) \ast g(t,s) \) is then approximately given by the coefficient matrix \( Q_{M}^{(N)} = F_{M}^{(N)} G_{M}^{(N)} \), i.e., the usual matrix product. This is obtained by plugging in the truncated series in the \( \ast \)-product:

\[
q(t,s) = f(t,s) \ast g(t,s) = \int_{-1}^{1} f(t,\tau) g(\tau,s) d\tau
\]

\[
\approx \int_{-1}^{1} \left( \sum_{k=0}^{M-1} \sum_{t=0}^{M-1} f_k \ell p_{k}(t) p_{\ell}(\tau) \right) \left( \sum_{k=0}^{M-1} \sum_{t=0}^{M-1} g_k \ell p_{k}(\tau) p_{\ell}(s) \right) d\tau
\]

\[
= \begin{bmatrix} q_{0}(t) & \ldots & q_{M}(t) \end{bmatrix} F_{M}^{(N)} \begin{bmatrix} p_{0}(s) \\ \vdots \\ p_{M-1}(s) \end{bmatrix}
\]

\[
= \begin{bmatrix} q_{0}(t) \ldots q_{M-1}(t) \end{bmatrix} F_{M}^{(N)} G_{M}^{(N)} \begin{bmatrix} p_{0}(s) \\ \vdots \\ p_{M-1}(s) \end{bmatrix}
\]

Table 2 describes the matrix algebra for the coefficient matrices of functions in \( \mathcal{D}(\mathcal{I}) \). This matrix algebra is, in some sense, the discretization of the \( \ast \)-algebra. The coefficient matrix for the expansion of \( \Theta(t-s) \) in the Legendre bases is denoted by \( H_{M} \in \mathbb{C}^{M \times M} \). This matrix appears in the coefficient matrix \( U_{M}^{(N)} = H_{M}(I_{M} - F_{M}^{(N)})^{-1} \) which represents the series approximating the solution \( u(t,s) = \Theta(t-s) \ast (1_{s} - f)^{s-1}(t,s) \). This expression is used in the next section to approximate the solution \( \tilde{u}(t) \).

| \( \ast \)-operation/elements | matrix operation/elements |
|-----------------------------|---------------------------|
| \( q(t,s) = f(t,s) \ast g(t,s) \) | \( Q_{M} = F_{M} G_{M} \) |
| \( f + g \) | \( F_{M} + G_{M} \) |
| \( 1_{s} := \delta(t-s) \) | \( I_{M} \), identity matrix |
| \( f^{s-1}(t,s) \) | \( F_{M}^{-1} \) |
| \( R_{k}(f)(t,s) := (1_{s} - f)^{s-1}(t,s) \) | \( R(F_{M}) := (I_{M} - F_{M})^{-1} \) |

**Solution to ODE**

\[
u(t,s) = \Theta(t-s) \ast (1_{s} - f)^{s-1}(t,s)
\]

\[
U_{M} = H_{M}(I_{M} - F_{M})^{-1}
\]

Table 2: Matrix algebra for the coefficient matrices of functions in \( \mathcal{D}(\mathcal{I}) \) and corresponding operations and elements in the \( \ast \)-algebra.

4 Approximation in matrix framework

For the solution \( u(t,s) \) of [2] the truncated coefficient matrix in the Legendre bases is given by \( t_{M}^{(N)} = H_{M}(I_{M} - F_{M}^{(N)})^{-1} \). Since the solution of interest \( \tilde{u}(t) = u(t,s)\mid_{s=-1} \), its coefficients in Legendre basis \( u^{(N)} = [u_{0} u_{1} \ldots u_{M-1}] \) can be computed by solving the linear system \( (I_{M} - F_{M}^{(N)}) y = [p_{0}(-1) p_{1}(-1) \ldots p_{M-1}(-1)]^{T} \) for \( y \) and forming the product \( u^{(N)} = H_{M} y \). The first \( L \) coefficients in \( u \in \mathbb{C}^{M} \) can be computed up to high accuracy, which leads to the approximate series \( \tilde{u}(t) \approx \sum_{k=0}^{L} u_{k} p_{k}(t) =: \tilde{u}_{L}(t) \). Only the first \( L \) coefficients of \( u^{(N)} \) are accurate because of the use of a truncated basis. The linear system for \( y \) involves an \( N \)-banded matrix \( (I_{M} - F_{M}^{(N)}) \), which is a truncation of infinite matrices. Thanks to the bandedness of \( (I_{M} - F_{M}^{(N)}) \), the first \( M - K \) coefficients in \( y \) are computed accurately, i.e., as if these coefficients were computed using the infinite matrices. Here, \( K \) corresponds to the numerical
bandedness of the matrix \((I_M - F_M^{(N)})^{-1}\). The multiplication with the tridiagonal \(H_M\) then results in the first \(L = M - K + 1\) coefficients in \(u\) being accurately computed.

We illustrate this using an example, consider \(\tilde{f}(t) = \cos(4t)\), which can be accurately represented in Legendre basis by the series \(\sum_{k=0}^{21} f_{d_k} d_k(t)\). Therefore, its coefficient matrix \(F_{101}^{(22)} \in \mathbb{C}^{101 \times 101}\) has band size \(N = 22\), Figure 1 shows the entries of \(F_{101}^{(22)}\) that are larger than machine precision \(\epsilon_{\text{mach}} \approx 2.2204e-16\). The coefficient matrix \(U_{101}^{(22)} = H_{101}(I_{101} - F_{101}^{(22)})^{-1}\) is also shown on this figure and we observe that it has a numerical band size of \(K + 1 = 29\) in the trailing part of the matrix. This suggests that the first \(M - K + 1 = 71\) of \(u^{(22)}\) are accurate. Figure 2 verifies that the first 71 computed coefficients \(\{u_k\}_k\) by comparing them to the coefficients of the Legendre expansion of the known exact solution \(\tilde{u}(t)\) and by comparing the Legendre series \(\hat{u}_n(t) := \sum_{k=0}^{n} u_k p_k(t)\) to the exact solution \(\tilde{u}(t)\) in 1000 equispaced nodes in \(I\).

Consider now a more oscillatory function \(\tilde{f}(t) = -2\pi t (0.1 + \cos(6\pi(t+1)) + \cos(12\pi(t+1)))\) for which we repeat the experiment. We choose \(M = 601\) and the functions is represented by \(\tilde{f}(t) \approx \sum_{k=0}^{74} f_{d_k} d_k(t)\). Numerically we determine that the band of \((I_{601} - F_{575}^{(74)})^{-1}\) is \(K = 196\), which suggests that \(M - K - 1 = 404\) coefficients are computed accurately. This is verified in Figure 3 where the computed coefficients are compared with the exact Legendre coefficients and the accuracy of \(\hat{u}_n(t)\) is compared to \(\tilde{u}(t)\) in the infinity norm.

These numerical experiments illustrate that the proposed method is capable of solving scalar ODEs up to high accuracy. This method can be generalized to the matrix ODE, where similar numerical behavior has been observed, however treating this case is outside the scope of this report. In order to develop a numerical algorithm that can compete with the state-of-the-art methods, the coefficient computation must be performed very efficiently, an a priori estimate of the required size of basis \(M\) and a procedure to automatically truncate the series \(\sum_{k=0}^{n} u_k p_k(t)\) at an appropriate value of \(n\).
Figure 3: Left: Magnitude of coefficients representing the solution to the ODE with $\tilde{f}(t) = -2\pi(0.1 + \cos(6\pi(t + 1)) + \cos(12\pi(t + 1)))$. The coefficients of the Legendre series of the exact solution $\tilde{u}(t)$ are shown as $\circ$ and the coefficients $u^{(N)} = H_M(I_M - F^{(N)})^{-1}y$ obtained by the method described in this paper as $\ast$. Right: error of the series $\hat{u}_n(t) = \sum_{k=0}^{n} u_k p_k(t)$ compared to $\tilde{u}(t)$ measured in infinity norm for increasing $n$.
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