The Spectral Excess Theorem
for Distance-Biregular Graphs.

M.A. Fiol

Universitat Politècnica de Catalunya
Departament de Matemàtica Aplicada IV
Barcelona, Catalonia

e-mail: fiol@ma4.upc.edu

May 11, 2014

Abstract

The spectral excess theorem for distance-regular graphs states that a regular (connected) graph $\Gamma$ is distance-regular if and only if its spectral-excess equals its average excess. A bipartite graph $\Gamma$ is distance-biregular when it is distance-regular around each vertex and the intersection array only depends on the stable set such a vertex belongs to. In this note we derive a new version of the spectral excess theorem for bipartite distance-biregular graphs.

1 Introduction

The spectral excess theorem, due to Fiol and Garriga [12], states that a regular (connected) graph $\Gamma$ is distance-regular if and only if its spectral-excess (a number which can be computed from the spectrum of $\Gamma$) equals its average excess (the mean of the numbers of vertices at maximum distance from every vertex), see Van Dam [7], and Fiol, Gago and Garriga [11] for short proofs.

Recently, some local as well as global approaches to that result have been used to obtain new versions of the theorem for nonregular graphs, and also to study the problem of characterizing those graphs with the corresponding distance-regularity property (see, for instance, Dalfó, Van Dam, Fiol, Garriga, and Gorissen [6]). One of these concepts is that of ‘pseudo-distance-regularity’ around a vertex, introduced by Fiol, Garriga, and Yebra [14], which generalizes the known concept of distance-regularity around a vertex and, in some cases, coincides with that of distance-biregularity, intended for bipartite graphs.

A bipartite graph is distance-biregular when it is distance-regular around each vertex and the intersection array only depends on the stable set such a vertex belongs to (see
Delorme [S]). In general, distance-regular and distance-biregular graphs have found many ‘applications’. Some examples are completely regular codes, symmetric designs, some partial geometries, and some non-symmetric association schemes.

In this note we present a new version of the spectral excess theorem for bipartite distance-biregular graphs.

2 Preliminaries

Let us first introduce some basic notation and results. For more background on graph spectra and different concepts of distance-regularity in graphs see, for instance, [1, 2, 3, 5, 9, 13]. Let \( \Gamma = (V, E) \) be a (connected) graph with \( n = |V| \) vertices and diameter \( D \). The set of vertices at distance \( i \) from a given vertex \( u \in V \) is denoted by \( \Gamma_i(u) \) for \( i = 0, 1, \ldots, D \). Let \( k_i(u) = |\Gamma_i(u)| \) and \( \overline{k}_i = \frac{1}{n} \sum_{u \in V} k_i(u) \).

If \( \Gamma \) has adjacency matrix \( A \), its spectrum is denoted by \( \text{sp} \Gamma = \text{sp} A = \{ \lambda_0^{m_0}, \lambda_1^{m_1}, \ldots, \lambda_d^{m_d} \} \), where the different eigenvalues of \( \Gamma \) are in decreasing order, \( \lambda_0 > \lambda_1 > \cdots > \lambda_d \), and the superscripts stand for their multiplicities \( m_i = m(\lambda_i) \). From the positive \( (\lambda_0) \)-eigenvector \( \alpha \) normalized in such a way that \( \|\alpha\|^2 = n \), consider the weight function \( \rho : 2^V \rightarrow \mathbb{R}^+ \) such that \( \rho(U) = \sum_{u \in U} \alpha_u e_u \) for \( U \neq \emptyset \), where \( e_u \) stands for the coordinate \( u \)-th vector, and \( \rho(\emptyset) = 0 \). In particular, \( \rho_u = \rho_{\{u\}} \), so that \( \rho \) assigns the number \( \alpha_u \) to vertex \( u \), and \( \rho_V = \alpha \).

Orthogonal polynomials

In our study we use some properties of orthogonal polynomials of a discrete variable (see Câmara, Fàbrega, Fiol and Garriga [4]). From a mesh \( \mathcal{M} = \{ \lambda_0, \lambda_1, \ldots, \lambda_d \}, \lambda_0 > \lambda_1 > \cdots > \lambda_d \) of real numbers, and a weight function \( w : \mathcal{M} \rightarrow \mathbb{R}^+ \), normalized in such a way that \( w(\lambda_0) + \cdots + w(\lambda_d) = 1 \), we consider the following scalar product in \( \mathbb{R}_d[x] \):

\[
\langle f, g \rangle = \frac{1}{n} \sum_{i=0}^{d} w_i f(\lambda_i) g(\lambda_i)
\]

where, for short, \( w_i = w(\lambda_i) \), \( i = 0, \ldots, d \). Then, the sequence \( r_0, r_1, \ldots, r_d \) of orthogonal polynomials with respect to such a scalar product, with \( \text{dgr} r_i = i \), normalized in such a way that \( \|r_i\|^2 = r_i(\lambda_0) \), and their sum polynomials \( s_i = r_0 + \cdots + r_i, i = 0, \ldots, d \), satisfy the following properties:

**Lemma 2.1.** (a) \( r_0 = 1 \) and the constants of the three term recurrence \( xr_i = b_{i-1} r_{i-1} + a_i r_i + c_{i+1} r_{i+1} \), where \( b_{-1} = c_{d+1} = 0 \), satisfy \( a_i + b_i + c_i = \lambda_0 \) for \( i = 0, \ldots, d \).

(b) \( r_d(\lambda_0) = \frac{1}{w_0 \prod_{i=0}^{d} \frac{w_i}{w_{i+1}}}^{-1} \), were \( \pi_i = \prod_{j \neq i} |\lambda_i - \lambda_j| \), \( i = 0, \ldots, d \).

(c) \( 1 = s_0(\lambda_0) < s_1(\lambda_0) < \cdots < s_d(\lambda_0) = \frac{1}{w_0} \), and \( s_d(\lambda_i) = 0 \) for every \( i \neq 0 \).
As the notation suggests, in our context the mesh $\mathcal{M}$ is constituted by the eigenvalues of a graph $\Gamma$, and the weight function is closely related to their (standard or local) multiplicities. More precisely, when $w_i = \frac{m_i}{n}$ we have the scalar product

$$\langle f, g \rangle_V = \frac{1}{n} \text{tr}(f(A)g(A)) = \frac{1}{n} \sum_{i=0}^{d} m_i f(\lambda_i)g(\lambda_i),$$

and the sequence $r_0, \ldots, r_d$ are called the predistance polynomials. In this case, we denote them by $p_0, \ldots, p_d$, and their sums by $q_0, \ldots, q_d$. Moreover, it is known that the Hoffman polynomial $H = q_d$, characterized by $H(\lambda_0) = n$ and $H(\lambda_i) = 0$ for $i \neq 0$, satisfies $H(A) = J$ if and only if $\Gamma$ is regular (see Hoffman [10]).

A ‘local version’ of the above approach is the following. Let $E_i, i = 0, 1, \ldots, d$, be the (principal) idempotent of $\Gamma$. Then, for a given vertex $u$, the $u$-local multiplicity of $\lambda_i$ is defined as $m_u(\lambda_i) = (E_i)_{uu} = \|E_ie_u\|^2 \geq 0$. As was shown by Fiol, Garriga and Yebra [12], the local multiplicities behave similarly as the (standard) multiplicities when we ‘see’ the graph from the base vertex $u$. Indeed,

- $\sum_{i=0}^{d} m_u(\lambda_i) = 1$ (vs. $\sum_{i=0}^{d} m(\lambda_i) = n$).
- $\sum_{u \in V} m_u(\lambda_i) = m(\lambda_i)$.
- $(A^\ell)_{uu} = \sum_{i=0}^{d} m_u(\lambda_i)\lambda_i^\ell$ (vs. $\text{tr} A^\ell = \sum_{i=0}^{d} m(\lambda_i)\lambda_i^\ell$).

Then, given a vertex $u$ with $d_u + 1$ different local eigenvalues (that is, those with nonzero local multiplicity), the choice $w_i = m_u(\lambda_i), i = 0, \ldots, d$, leads us to the scalar product

$$\langle f, g \rangle_u = \langle g(A)g(A) \rangle_{uu} = \sum_{i=0}^{d} m_u(\lambda_i)f(\lambda_i)g(\lambda_i).$$

(Note that the sum has at most $d_u$ nonzero terms.) Then, the corresponding orthogonal sequence $r_0, \ldots, r_{d_u}$ is referred to as the $u$-local predistance polynomials, and they are denoted by $p_0^u, \ldots, p_{d_u}^u$. Notice that, by the above property of the local multiplicities,

$$\langle f, g \rangle_V = \frac{1}{n} \sum_{u \in V} \langle f, g \rangle_u.$$

### The bipartite case

Let $\Gamma$ be a bipartite graph on $n$ vertices, with stables sets $V_1$ and $V_2$, on $n_1$ and $n_2$ vertices, respectively. Let $\Gamma$ have diameter $D$, and let $D_i$ denote the maximum eccentricity of the vertices in $V_i, i = 1, 2$, so that $D = \max\{D_1, D_2\}$. As it is well known, $|D_1 - D_2| \leq 1$ and, without loss of generality, we here suppose that $D_1 \geq D_2$. Given some integers $i \leq D_1$ and $j \leq D_2$, we will use the averages $\overline{k}_{1,i} = \frac{1}{n_1} \sum_{u \in V_1} k_i(u)$ and $\overline{k}_{2,j} = \frac{1}{n_2} \sum_{v \in V_2} k_j(u)$. 
Recall also that the spectrum of a bipartite graph is symmetric about zero: \( \lambda_i = -\lambda_{d-i} \)
and \( m_i = m_{d-i}, \ i = 0, 1, \ldots, d \). Moreover its local eigenvalues and multiplicities also share the same property. In our context, we also have the following result.

**Lemma 2.2.** Let \( G \) be a bipartite graph with vertex bipartition \( V = V_1 \cup V_2 \). Then, the local multiplicities satisfy:

1. \( \sum_{u \in V_1} m_u(\lambda_i) = \sum_{v \in V_2} m_v(\lambda_i) = \frac{1}{2}m(\lambda_i), \ \lambda_i \neq 0. \)
2. \( \sum_{u \in V_1} m_u(0) = \frac{1}{2}(n_1 - n_2 + m(0)), \)
3. \( \sum_{v \in V_2} m_v(0) = \frac{1}{2}(n_2 - n_1 + m(0)). \)

**Proof.** By counting in two ways the number of closed \( \ell \)-walks rooted at a vertex we have that \( \sum_{u \in V_1} (A^\ell)_{uu} = \sum_{v \in V_2} (A^\ell)_{vv} \). Then,

\[
\sum_{u \in V_1} \sum_{\lambda_i \neq 0} m_u(\lambda_i)\lambda_i^\ell = \sum_{v \in V_2} \sum_{\lambda_i \neq 0} m_v(\lambda_i)\lambda_i^\ell = \frac{1}{2}\sum_{\lambda_i \neq 0} m(\lambda_i)\lambda_i^\ell
\]

and, hence,

\[
\sum_{\lambda_i \neq 0} \left( \sum_{u \in V_1} m_u(\lambda_i) - \frac{m(\lambda_i)}{2} \right)\lambda_i^\ell = 0, \quad \ell = 0, 1, \ldots
\]

and (a) follows since \( \sum_{u \in V_1} m_u(\lambda_i) + \sum_{v \in V_2} m_v(\lambda_i) = m(\lambda_i) \). To prove (b1), we use that \( \sum_{u \in V_1} \sum_{i=0}^d m_u(\lambda_i) = n_1 \) and (a). Then,

\[
n_1 = \sum_{\lambda_i \neq 0} \sum_{u \in V_1} m_u(\lambda_i) + \sum_{u \in V_1} m_u(0) = \frac{1}{2}\sum_{\lambda_i \neq 0} m(\lambda_i) + \sum_{u \in V_1} m_u(0)
\]

\[
= \frac{1}{2}(n - m(0)) + \sum_{u \in V_1} m_u(0).
\]

Similarly for (b2). \( \square \)

This result suggests to define the scalar products \( \langle f, g \rangle_{V_1} \) and \( \langle f, g \rangle_{V_2} \), by taking the weights \( w_{1,i} = \frac{1}{n_1} \sum_{u \in V_1} m_u(\lambda_i) \) and \( w_{2,i} = \frac{1}{n_2} \sum_{v \in V_2} m_v(\lambda_i), \ i = 0, \ldots, d \), respectively. In this case, notice that

\[
\langle f, g \rangle_{V_1} = \frac{1}{n_1} \sum_{u \in V_1} \langle f, g \rangle_u \quad \text{and} \quad \langle f, g \rangle_{V_2} = \frac{1}{n_2} \sum_{v \in V_2} \langle f, g \rangle_v. \quad (1)
\]

Then, by Lemma 2.2

\[
\langle f, g \rangle_{V_1} = \frac{1}{2n_1} \left( \sum_{i=0}^d m(\lambda_i)f(\lambda_i)g(\lambda_i) + (n_1 - n_2)f(0)g(0) \right)
\]

\[
= \frac{n}{2n_1} \langle f, g \rangle_V + \frac{1}{2} \left( 1 - \frac{n_2}{n_1} \right) f(0)g(0), \quad (2)
\]
and similarly for $\langle f, g \rangle_{V_2}$. The corresponding sequences of orthogonal polynomials and their sums are denoted by $p_{i,0}, p_{i,1}, \ldots$ and $q_{i,0}, q_{i,1}, \ldots$, $i = 1, 2$, respectively. There are four cases to be considered:

(i) If $n_1 = n_2$, then $\langle f, g \rangle_{V_1} = \langle f, g \rangle_{V_2} = \langle f, g \rangle_{V}$, and $p_{1,i} = p_{2,i} = p_i$, with $p_i$ being the predistance polynomial for $i = 0, \ldots, d$.

(ii) If $d$ is odd, then $0$ is not an eigenvalue of $\Gamma$, $\langle f, g \rangle_{V_1} = \frac{n_1}{2n_1} \langle f, g \rangle_{V}$, and $\langle f, g \rangle_{V_1} = \frac{n_2}{2n_2} \langle f, g \rangle_{V}$. Then, from the normalization conditions, $p_{1,i} = \frac{2n_1}{n} p_i$ and $p_{2,i} = \frac{2n_2}{n} p_i$.

(iii) If $d$ is even and $m(0) \neq |n_1 - n_2|$, then $w_{1,d/2}, w_{2,d/2} \neq 0$, and the expressions for $\langle f, g \rangle_{V_1}$, in [2], and $\langle f, g \rangle_{V_2}$ have $d + 1$ terms.

(iv) If $d$ is even and $m(0) = |n_1 - n_2|$, say $m(0) = n_1 - n_2$, then $w_{1,d/2} = 0$ but $w_{2,d/2} = 0$. Thus, the scalar product $\langle f, g \rangle_{V_2}$ is defined on the mesh of the $d$ nonzero eigenvalues and, in this case, we denote the corresponding sequence of orthogonal polynomials by $p_{2,0}, p_{2,1}, \ldots, p_{2,d-1}$.

3 Distance-biregular graphs

A bipartite graph $\Gamma$ with stable sets $V_1, V_2$ is distance-biregular when it is distance-regular around each vertex $u$ and the intersection array only depends on the stable set $u$ belongs to. For some properties of these graphs, see Delorme [8]. An example is the subdivided Petersen graph $\mathcal{O}_3$, obtained from such a graph by inserting a vertex into each of its edges, see Fig. 3.

In particular, every distance-biregular graph $\Gamma$ is semiregular, that is, all vertices in the same independent set have the same degree. If vertices in $V_i$ have degree $\delta_i, i = 1, 2, we
say that $\Gamma$ is $(\delta_1, \delta_2)$-semiregular. In this case, the normalized positive eigenvector of $\Gamma$ is $\alpha = (\alpha_1, \alpha_2) \top$, where

$$\alpha_1 = \sqrt{\frac{\delta_1 + \delta_2}{2\delta_2}} = \sqrt{\frac{n}{2n_1}} \quad \text{and} \quad \alpha_2 = \sqrt{\frac{\delta_1 + \delta_2}{2\delta_1}} = \sqrt{\frac{n}{2n_2}} \quad (3)$$

A more general framework for studying distance-biregular graphs, which we use here, is that of pseudo-distance-regularity, a concept introduced by Fiol, Garriga, and Yebra in [14]. A graph $\Gamma$ is said to be pseudo-distance-regular around a vertex $u \in V$ with eccentricity $\text{ecc}(u) = \varepsilon_u$ if the numbers, defined for any vertex $v \in \Gamma_i(u)$,

$$c_i^* (v) = \frac{1}{\alpha_v} \sum_{w \in \Gamma_{i-1}(u) \cap \Gamma(v)} \alpha_w, \quad a_i^* (v) = \frac{1}{\alpha_v} \sum_{w \in \Gamma_i(u) \cap \Gamma(v)} \alpha_w, \quad b_i^* (v) = \frac{1}{\alpha_v} \sum_{w \in \Gamma_{i+1}(u) \cap \Gamma(v)} \alpha_w,$$

depend only on the value of $i = 0, 1, \ldots, \varepsilon_u$. In this case, we denote them by $c_i^*, a_i^*$, and $b_i^*$, respectively, and they are referred to as the $u$-local pseudo-intersection numbers of $\Gamma$.

In the main result of this paper we use the following theorems of Fiol and Garriga [12, 13, 10]. The first one can be considered as the spectral excess theorem for pseudo-distance-regular graphs:

**Theorem 3.1** ([12, 13]). Let $u$ be a vertex of a graph $\Gamma$, with $d_u + 1$ distinct local eigenvalues, and sum of predistance polynomials $q_j^a = p_0^a + \cdots + p_j^a$. Then, for any polynomial $r \in \mathbb{R}_j[x]$ with $j \leq d_u$,

$$\frac{r(\lambda_0)}{\| r \|_1} \leq \frac{1}{\alpha_u} \| \rho_{N_j(u)} \|,$$

and equality holds if and only if $r = \eta q_j^a$ for any $\eta \in \mathbb{R}$. Moreover, equality holds with $j = d_u - 1$ if and only if $u$ has maximum eccentricity $d_u$ and $\Gamma$ is pseudo-distance-regular around $u$.

A graph $\Gamma$ is said to be pseudo-distance-regularized when it is pseudo-distance-regular graph around each of its vertices. Generalizing a result of Godsil and Shawe-Taylor [15], the author proved the following:

**Theorem 3.2** ([10]). Every pseudo-distance-regularized graph $\Gamma$ is either distance-regular or distance-biregular.

The spectral excess theorem for distance-biregular graphs

Now we are ready to prove the main result of the paper.

**Theorem 3.3.** Let $\Gamma$ be a bipartite $(\delta_1, \delta_2)$-regular on $n_1 + n_2$ vertices, and with $d + 1$ distinct eigenvalues. Let $\Gamma$ have average numbers $k_d, k_{1,d}, k_{2,d}, k_{2,d-1}$, and highest degree polynomials $p_d, p_{1,d}, p_{2,d}, p_{2,d-1}$ defined as above. Then, $\Gamma$ is distance-biregular if and only if some of the following conditions holds:
(a) $d$ is odd or $n_1 = n_2$, and $\overline{k}_d = p_d(\lambda_0)$.

(b) $d$ is even, $m(0) \neq |n_1 - n_2|$, and $\overline{k}_{1,d} = p_{1,d}(\lambda_0)$, $\overline{k}_{2,d} = p_{2,d}(\lambda_0)$.

(c) $d$ is even, $m(0) = |n_1 - n_2|$, say $m(0) = n_1 - n_2$, and $\overline{k}_{1,d} = p_{1,d}(\lambda_0)$, $\overline{k}_{2,d-1} = p_{2,d-1}(\lambda_0)$.

Proof. We only take care of the difficult part, which is to prove sufficiency.

(a) If $n_1 = n_2$, then $\Gamma$ is regular and the result is just the spectral excess theorem for distance-regular graphs. If $d$ is odd we are in case (ii) discussed above, and $p_{1,d}$ and $p_{2,d}$ are multiples of the predistance polynomial $p_d$. Then, reasoning as in the proof of case (b), see below, we have that $\Gamma$ is distance-biregular if and only if $p_{1,d}(\lambda_0) = \frac{2m_1}{n}p_d(\lambda_0) = \overline{k}_{1,d}$ and $p_{2,d}(\lambda_0) = \frac{2m_1}{n}p_d(\lambda_0) = \overline{k}_{2,d}$. But, as $d$ is odd, by counting in two ways the number of pairs of vertices at distance $d$, we have that $n_1\overline{k}_{1,d} = n_2\overline{k}_{2,d}$. Then, putting all together, we get that $n_1^2 = n_2^2$, and $\Gamma$ must be again regular.

To prove (b), we first claim that, with $r = q_{1,d-1}$, the inequality (4) can be written as

$$\frac{\alpha_u^2 q_{1,d-1}(\lambda_0)^2}{\|p_{N_{d-1}(u)}\|^2} \leq \|q_{1,d-1}\|_u^2.$$  (5)

Indeed, if $d_u = d$ the result is obvious, whereas if $d_u < d$, then $q_{d-1} = r \in \mathbb{R}_{d_u}[x]$. Here equality must be understood in the quotient ring $\mathbb{R}[x]/I$, where $I$ is the ideal generated by the polynomial with zeros the $d_u + 1$ eigenvalues having non-null $u$-local multiplicity. Thus, $\|p_{N_{d-1}(u)}\| \leq \|p_{N_{d-1}(u)}\|$, where $j = \deg r$, and the inequality in (4) still holds.

Now, by taking the average over all vertices of $V_1$, we have

$$\frac{q_{1,d-1}(\lambda_0)^2}{n_1} \sum_{u \in V_1} \frac{\alpha_u^2}{\|p_{N_{d-1}(u)}\|^2} \leq \frac{1}{n_1} \sum_{u \in V} \|q_{1,d-1}\|_u^2 = \|q_{1,d-1}\|_{V_1}^2 = q_{1,d-1}(\lambda_0),$$

where we used (4). Consequently,

$$q_{1,d-1}(\lambda_0) \leq \frac{n_1 \frac{\alpha_u^2}{\|p_{N_{d-1}(u)}\|^2}}{\sum_{u \in V_1} \|p_{N_{d-1}(u)}\|^2} = \frac{2n_1}{n} h_{d-1},$$  (6)

where we used that, as $d$ is even, $\alpha_u^2 = n/2n_1$, and $h_{d-1}$ stands for the harmonic mean of the numbers $\|p_{N_{d-1}(u)}\|^2 = \|p_{\Gamma_d(u)}\|^2 - \|p_{\Gamma_d(\alpha)}\|^2 = n - \|p_{\Gamma_d(\alpha)}\|^2$. Furthermore, since the harmonic mean is at most the arithmetic mean,

$$\frac{2n_1}{n} h_{d-1} \leq \frac{2n_1}{n} \sum_{u \in V_1} (n - \|p_{\Gamma_d(u)}\|^2) = \frac{2}{n} \left( nn_1 - \frac{n}{2n_1} \sum_{u \in V_1} k_{d}(u) \right) \equiv 2n_1 - \overline{k}_{1,d}.$$  (7)

This, together with $q_{1,d-1}(\lambda_0) = q_{1,d}(\lambda_0) - p_{1,d}(\lambda_0) = 2n_1 - p_{1,d}(\lambda_0)$ (recall that in the scalar product $(\cdot, \cdot)_{V_1}$ we have $u_0 = 1/2n_1$), gives

$$p_{1,d}(\lambda_0) \geq \overline{k}_{1,d},$$
Then, in case of equality all inequalities in (5) must be also equalities and, from Theorem 3.1, Γ is pseudo-distance-regular around each vertex \( u \in V_1 \). In the same way, we prove that, if \( p_{2,d}(\lambda_0) = \overline{k}_{2,d} \), then Γ is pseudo-distance-regular around each vertex \( v \in V_2 \). Consequently, Γ is a pseudo-distance-regularized graph and, by Theorem 3.2, it is also distance-biregular.

The proof of (c) is analogous and uses the scalar products of case (iv) at the end of Section 2.

Observations

We end the paper with some comments.

• Notice that, in cases (a) and (b) the diameters of Γ turn to be \( D = D_1 = D_2 = d \), whereas in case (c) we have \( D = D_1 = d \) and \( D_2 = d - 1 \). As an example of the latter we have again the subdivided Petersen graph of Fig. 8.

• By using Lemma 2.1(b) we can give explicit formulae for the values of the predistance polynomials at \( \lambda_0 \) appeared in Theorem 3.3. For instance, in case (c),

\[
\begin{align*}
    p_{1,d}(\lambda_0) &= n_2 \left( \sum_{i=0}^{d/2-1} \frac{\pi_i^2}{m(\lambda_i)\pi_1} + \frac{\pi_0^2}{4m(0)\pi_{d/2}} \right)^{-1}, \\
    p_{2,d-1}(\lambda_0) &= n_2 \left( \sum_{i=0}^{d/2-1} \frac{\pi_i^2}{m(\lambda_i)\pi_1} \right)^{-1},
\end{align*}
\]

where the moment-like parameters \( \pi'_i \)'s are defined as before.

• Since the conclusions in (b) and (c) are derived from two inequalities, we can add up the corresponding equalities to give only one condition, as in (a), and the result still holds. For instance, the condition in case (b) can be

\[
\overline{k}_{1,d} + \overline{k}_{2,d} = (p_{1,d} + p_{2,d})(\lambda_0).
\]
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