Criticality in sheared, disordered solids. I. Rate effects in stress and diffusion
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Rate-effects in sheared disordered solids are studied using molecular dynamics simulations of binary Lennard-Jones glasses in two and three dimensions. In the quasistatic (QS) regime, systems exhibit critical behavior: the magnitudes of avalanches are power-law distributed with a maximum cutoff that diverges with increasing system size \( L \). With increasing rate, systems move away from the critical yielding point and the average flow stress rises as a power of the strain rate with exponent \( 1/\beta \), the Herschel-Bulkley exponent. Finite-size scaling collapses of the stress are used to measure \( \beta \) as well as the exponent \( \nu \) which characterizes the divergence of the correlation length. The stress and kinetic energy per particle experience fluctuations with strain that scale as \( L^{-d/2} \). As the largest avalanche in a system scales as \( L^\xi \), this implies \( \alpha < d/2 \). The diffusion rate of particles diverges as a power of decreasing rate before saturating in the QS regime. A scaling theory for the diffusion is derived using the QS avalanche rate distribution and generalized to the finite strain rate regime. This theory is used to collapse curves for different system sizes and confirm \( \beta/\nu \).

I. INTRODUCTION

Yield stress materials, or Bingham plastics, are substances that do not flow unless a critical yield stress \( \sigma_c \) is exceeded [1]. This type of behavior has been identified in a wide variety of disordered systems including foams [2], bubble rafts [3,4], emulsions [5], colloids [6], granular media [7,8], and bulk metallic glasses [9–11]. The athermal transition from a jammed state to an unjammed state at \( \sigma_c \) is known as the yielding transition [12] and is related to other unjamming transitions [13].

The behavior of yield stress materials at this critical point is remarkably similar to the critical scaling at the onset of motion in other systems [14]. In particular, the yielding transition resembles the depinning transitions of domain walls in magnets [15], fluid interfaces in porous media or on rough surfaces [16], and crack fronts moving through disordered solids [17]. Before yielding, the system undergoes local plastic rearrangements or avalanches as the stress \( \sigma \) is quasistatically increased towards \( \sigma_c \). Above \( \sigma_c \), the system flows with an average strain rate \( \dot{\epsilon} \) that scales as a power of the excess stress: \( \dot{\epsilon} \sim (\sigma - \sigma_c)^\beta \). Here \( \beta \) is a critical exponent whose inverse \( n = 1/\beta \) is commonly known as the Herschel-Bulkley exponent [18]. Plastic activity is correlated over a length that diverges at the yield stress: \( \xi \sim |\sigma - \sigma_c|^{-\nu} \). As \( \sigma \) approaches \( \sigma_c \) from below, \( \xi \) is related to the divergence of the linear extent of the largest avalanches. As \( \sigma \) approaches \( \sigma_c \) from above, the growing correlation length reflects larger spatial and temporal fluctuations in the strain rate that can be related to the avalanches below \( \sigma_c \).

In the thermodynamic limit, the yielding transition corresponds to an infinitely small strain rate. In a finite system, which is typically studied due to experimental or computational constraints, the transition from jamming below \( \sigma_c \) to flowing above \( \sigma_c \) is broadened over a range of stresses. Therefore, the yielding transition is often studied using constant strain rate as opposed to constant values of the stress. Experiments on bulk metallic glasses and granular packings [9,11,19,21] as well as molecular dynamics (MD) simulations [22,23] at quasistatic strain rates have identified a power-law distribution of the magnitude of avalanches. The size of the largest avalanche has been found to diverge with increasing system size [22,23], and the critical exponents characterizing their size were determined from MD simulations using finite-size scaling.

Elastoplastic models (EPM) have also been used to advance theoretical understanding of the yielding transition [24]. In EPMs, solids are coarse-grained to a lattice and each cell tracks the local evolution of stress. When the local stress exceeds a threshold, a cell will plastically yield and redistribute stress to neighboring cells. Studies of quasistatically driven EPMs have found similar avalanche statistics [12,25,32].

It has been suggested that yielding may be in the same universality class as interface depinning, earthquakes, and other systems [33,34], but simulations have shown the critical exponents are different [12,22,23]. The biggest discrepancy is in the rate of avalanche nucleation, which scales extensively with system size for depinning [35,36] and subextensively for yielding [22,23,32]. Lin, Lerner, Rosso, and Wyart have argued that the yielding transition is distinct from the depinning transition due to the nature of the elastic interactions in the two types of system [12]. In depinning, interactions always have the same sign. If one region of the interface advances, it pulls all nearby regions with it. In contrast, the activation of a shear transformation zone, the fundamental unit of rearrangement in a sheared disordered solid [37], produces a quadrupolar stress field [38]. Thus as one region of the solid relaxes it may either stabilize or destabilize neighboring regions depending on their relative position. This variation in the sign of the elastic coupling means that sheared systems do not obey the “no-passing rule” [39,40] that constrains interface depinning models.
In this work we study the limit of finite strain rates (FSR) and the transition to quasistatic (QS) shear using MD simulations of 2D and 3D disordered solids containing up to $7 \times 10^6$ particles. We use finite-size scaling techniques to accurately measure several critical exponents in 2D and 3D, including $\nu$ and $\beta$. We also propose new scaling relations that provide bounds on $\beta/\nu$ using measures of quiescence in the system.

In Sec. II we describe the simulation methods and initial system preparation. In Sec. III the scaling of QS avalanches is reviewed. Based on the QS theory, a transition to the FSR regime is then described in Sec. IV and limits are placed on the strain rate of the transition. This transition is then tested in Sec. V where the rate dependence of the average flow stress is collapsed using a finite-size scaling ansatz providing accurate measurements of $\sigma_c$, $\nu$, and $\beta$. The fluctuations in stress are then addressed in Sec. VI. In Sec. VII we look at the diffusion of particles highlighting the importance of boundary conditions. Finally in Sec. VIII we conclude with a summary of our findings and a comparison to other results in MD and EPM.

II. METHODS

We simulate pure shear of two and three dimensional disordered packings using MD. The systems are bidisperse and are similar to models used in other work studying the yielding transition \[22, 23, 41-43\]. The two types of disks or spheres are labeled $A$ and $B$ and have the same mass $m$. Particles of type $I$ and $J$ through an attractive Lennard-Jones (LJ) potential:

$$U_{IJ}(r) = 4a_{IJ} \left[ (a_{IJ}/r)^{12} - (a_{IJ}/r)^{6} \right],$$  \hspace{1cm} (1)

where $r$ is the distance between the two particles, $a_{IJ}$ is a diameter, and $u_{IJ}$ is an interaction strength. To limit the range of interactions, the potential is smoothly interpolated to zero at $r_c = 1.5a_{IJ}$. This is accomplished using a fourth order polynomial function that starts at a distance of $1.2a_{IJ}$.

Particles of type $A$ and $B$ have radii $0.5a$ and $0.3a$, respectively, where $a$ is taken as the unit of length. The radii are additive, so the effective diameters are $a_{AA} = a$, $a_{AB} = 0.8a$, and $a_{BB} = 0.6a$. The self-interaction strengths are $u_{AA} = u_{BB} = u$, where $u$ is taken as the fundamental unit of energy. We have considered two values of the cross interaction, $u_{AB} = u$ and $2u$. Increasing the strength of the cross interaction encourages the system to mix so we refer to the two choices as the neutral and mixing models, respectively.

The values of $a_{IJ}$ are chosen to help ensure that the shear system remains disordered by adding geometrical frustration \[41, 43\]. While this bidispersity increases the free energy barrier to nucleate and grow crystalline domains \[45\], the ground state of the neutral model is still a phase separated, crystalline state. In 2D, phase segregation was observed at large strains. In contrast, the ground state of the mixing model is expected to be a mixed configuration due to energetically favorable cross interactions. No evidence of segregation or crystallization was observed in simulations of the mixing model and it is used for all results unless otherwise noted.

The fundamental unit of time is defined as $t_0 = \sqrt{a^2m/u}$. All quantities in the following text are presented in units of $a$, $u$, $t_0$, or appropriate combinations. For example strain rates are in units of $t_0^{-1}$ and stress is in units of $u/a^d$, where $d$ is the spatial dimension. Simulations were run in LAMMPS using the velocity-Verlet algorithm with a timestep of $\Delta t = 0.005$ \[46\].

Initial particle configurations were prepared in a manner similar to other works \[41, 42\]. Particles were randomly placed in a square or cubic box with periodic boundary conditions and initial density $\rho_i$. The number of particles of type $N_A$ and $N_B$ had a fixed ratio of $N_A/N_B \approx (1 + \sqrt{5})/4$. A cosine potential was then applied between particles to separate overlapping particles for a time of about 25. This potential was then replaced with the LJ potential and the volume was changed over another time interval of 25 to achieve the desired final density $\rho$. Simulations in 3D used $\rho_i = 1.8$ and $\rho = 1.7$ and the final cubic box length was $L = 20.35$, 40.71, 81.42, or 162.83. Simulations in 2D used $\rho_i = 1.6$ and $\rho = 1.4$, and the final square box had $L = 54.79$, 109.58, 219.16, 438.32, 876.64, or 1753.28. These sizes are rounded to the nearest integer for the remainder of the paper.

The focus here is on steady-state shear of athermal, overdamped systems. Systems were deformed under pure shear by applying an affine transformation to particle positions at a constant uniaxial strain rate $\dot{\epsilon}$. As described below, the periodic cell is expanded along the $x$ direction and contracted in the other direction(s) to maintain constant volume. The components of the stress tensor $\sigma_{\alpha\beta}$ were calculated from the virial and the kinetic energy $K$ associated with non-affine particle velocities $\dot{v}_{i,na}$ which reflect deviations from the local environment \[47\]. The shear stress is defined as $\sigma \equiv \langle \sigma_{xx} - \sigma_{yy} \rangle/2$ in 2D and $\sigma \equiv \langle 2\sigma_{xx} - \sigma_{yy} - \sigma_{zz} \rangle/4$ in 3D.

Work is done on the system at an average rate $L^d \dot{\epsilon} \langle \sigma \rangle$, where $\langle \sigma \rangle$ is the mean shear stress. To maintain a steady state, energy was removed from the system using a viscous damping force commonly used in Langevin thermostats. No Langevin noise term was added since the effective temperature is zero. The damping force applied to particle $i$ is $\vec{F}_{i,damped} = -\frac{1}{2} \Gamma m \vec{v}_{i,na}$. The rate of work done by the thermostat on a particle is $\frac{1}{2} \Gamma m \dot{v}_{i,na} \cdot \vec{v}_{i}$. The affine contribution to this work averages to zero, and the total dissipated power can be written as:

$$P = \sum_i \frac{1}{2} \Gamma m \dot{v}_{i,na}^2 = \Gamma \langle K \rangle = L^d \langle \sigma \rangle \dot{\epsilon},$$  \hspace{1cm} (2)
Initial simulations used conventional periodic cells with fixed orientation. The $x$ dimension of the periodic cell, $L_x$, was expanded at strain rate $\dot{\varepsilon} \equiv \frac{1}{L_x} \frac{dL_x}{dt}$, while the remaining dimensions were contracted to preserve area or volume. In 2D, the $y$ dimension was contracted at $\dot{\varepsilon}$, while for 3D, both the $y$ and $z$ dimensions were contracted at $\dot{\varepsilon}/2$. This contraction limits the maximum strain that can be applied because $L_y$ eventually becomes comparable to the range of interactions. While we saw behavior characteristic of critical scaling, it became clear that a different approach was needed to attain steady state.

To access larger strains we imposed the same pure strain deformation using Kraynik-Reinelt (KR) boundary conditions in 2D \cite{48} and generalized KR (GKR) boundary conditions in 3D \cite{19}. These methods deform the box shape and change the choice of periodic lattice vectors in a sequence of steps that prevents any cell dimension from becoming too small. Our implementation of these boundary conditions was heavily based on the source code of Nicholson and Rutledge \cite{50}. Modifications were made to apply the strain through an affine shift in particle positions as opposed to using the SLLOD equations of motion \cite{51}. Energy introduced through shear is removed by the viscous damping described above.

Figure 1 illustrates the evolution of shear stress $\sigma$ and pressure $p \equiv -(\sigma_{xx} + \sigma_{yy} + \sigma_{zz})/3$ with strain for the neutral and mixing potentials. This data is for 3D systems with $L = 81$ and $\dot{\varepsilon} = 2 \times 10^{-4}$, but similar results are seen for other systems and in prior work \cite{22, 23}. For both potentials, there is a peak in $\sigma$ at about 7% that indicates yield. This initial yield stress is known to depend on the preparation of the initial state \cite{52–55}.

From Fig. 1 we see that the shear stress shows a clear evolution with strain up to $\varepsilon \sim 0.25$ or 0.5, while the pressure continues to evolve until strains of 1 or more. Studies of the radial distribution functions show that the structure evolves during this initial period. The number of $AB$ neighbors increases for mixing interactions and decreases for the neutral potential, leading to segregated regions in 2D.

To ensure data is collected only after all memory of the initial preparation has been erased, 2D (3D) systems were first sheared to a strain of 50 (100) at a high rate of $\dot{\varepsilon} = 10^{-3}$ ($2 \times 10^{-3}$). The strain rate was then slowly incremented downward, straining at each lower rate until a new steady state was reached. At lower rates, simulations were run for longer times up to $\sim 10^6$, or $\sim 200$ million timesteps, at the lowest rates. We checked that simulations starting from lower rates and higher rates gave the same results. Appendix \ref{app} shows that simulations with simple shear are consistent with measured scaling exponents.

The applied strain rate $\dot{\varepsilon}$ varied between $10^{-3}$ and $10^{-7}$ in 2D and $2 \times 10^{-3}$ and $2 \times 10^{-7}$ in 3D. During deformation we evaluated the shear stress, pressure, kinetic energy, and diffusive motion of particles relative to the affine deformation, $\langle \Delta v^2 \rangle$. These simulations were also used to derive the results in the companion paper, Ref. \cite{56}.

### III. AVALANCHES AND QUASISTATIC FLOW

Figure 2(a) shows the variation of shear stress with strain in steady-state flow at the indicated strain rates. The system is 3D with $L = 40$, but similar trends are seen for all systems. In this section, we discuss the low rate or quasistatic (QS) regime, illustrated by the results for $\dot{\varepsilon} = 2 \times 10^{-7}$. The stress rises linearly as elastic energy is stored in the system and then drops when the system becomes mechanically unstable, causing an avalanche of plastic rearrangement. During each avalanche, stored elastic energy is converted into kinetic energy as shown in Fig. 2(b). Since we are in the overdamped limit, the kinetic energy $K$ is proportional to the rate of energy dissipation through plastic deformation. During each avalanche, $K$ rises as plastic deformation spreads, and then decays as the rate of plasticity drops back towards zero. Note that the effective temperature associated with the kinetic energy per particle remains very low compared to the binding energy between particles, as required for the athermal limit.

In the QS regime, avalanches are well-separated in time and the kinetic energy drops down to a small background level before the next instability is triggered. The background level $K_b$ is related to nonaffine displacements produced by the heterogeneity in elastic properties \cite{57}. The corresponding nonaffine velocities scale as $\dot{\varepsilon}$ and thus $K_b \propto \dot{\varepsilon}^2$. It is negligible compared to the energy dissipated in avalanches which scales as $\dot{\varepsilon}$ in the QS regime.

One can divide the total kinetic energy released in avalanches into a sum over contributions $k_I$ from each
FIG. 2. Example traces of (a) shear stress and (b) kinetic energy per particle, $K/L^3$, as a function of strain for a 3D system of size $L = 40$ in steady state. The system was strained at the rates indicated in the legend of (a). Note that the range of strains in (b) is smaller to reveal all avalanches. Small avalanches produce stress drops smaller than the line width. Many more small avalanches are evident in Fig. 2(b), which shows an expanded view of the first 10% of the strain interval in Fig. 2(a). The peak kinetic energy varies by more than 6 orders of magnitude for the avalanches shown and the integrated energy dissipated varies even more.

Past studies of this system examined the critical scaling in the QS regime [22, 23]. Both $E_I$ and $\delta\sigma_I$ follow a power-law distribution with the same exponent $\tau$ in the thermodynamic limit ($L \to \infty$). The rate of avalanches of energy $E$ per unit strain is given by:

$$R_{QS}(E, L) \sim L^\gamma E^{-\tau}$$

up to a maximum avalanche size $E_{\text{max}} \sim L^\alpha$, where $\alpha$ is also commonly denoted as $d_I$ in the literature as the fractal dimension. The values of $\tau$, $\alpha$, and $\gamma$ are given in Table I. As noted in the introduction, one of the surprising features is that $\gamma < d$ so that the rate of small avalanches grows more slowly than the size of the system. This has also been seen in some EPMs [32].

In the QS regime, one could theoretically expect the same sequence of avalanches occurs in a system independent of rate. Increasing $\dot{\epsilon}$ just decreases the quiescent periods between avalanches (Fig. 2). Several limiting results can be derived using this fact and the form of $R_{QS}$. For example, $\langle K \rangle/\dot{\epsilon}$ is proportional to $\langle \sigma \rangle$ (Eq. 2) and both become independent of rate at small $\dot{\epsilon}$. One can write

$$\langle K \rangle = \frac{1}{T} \int_0^T dt K(t) = \frac{1}{T} \sum_i E_i \Gamma .$$

The sum over avalanches can then be replaced by an integral over energies using the rate of avalanches per unit time $\dot{\epsilon}_{RQS}$. One finds:

$$\langle K \rangle = \int dE \dot{\epsilon} R_{QS}(E, L) \frac{E}{\Gamma} \sim \dot{\epsilon} L^\gamma \int_0^{E_{\text{max}}} dEE^{1-\tau} \sim \dot{\epsilon} L^\gamma (2-\tau)^\alpha .$$

From Eq. 2, $\langle K \rangle/\dot{\epsilon}$ is proportional to $\langle \sigma \rangle$ and both become independent of rate at small $\dot{\epsilon}$. One can write

$$\gamma + (2-\tau)\alpha = d$$

found in Refs. 22, 23.

IV. TRANSITION TO A FINITE STRAIN RATE REGIME

In the limit of infinite system size, the system will be jammed ($\dot{\epsilon} = 0$) if a constant stress less than $\sigma_c$ is applied. At $\sigma > \sigma_c$, the system will flow at a finite rate that grows with the distance to the critical stress:

$$\dot{\epsilon} \sim (\sigma - \sigma_c)^\beta ,$$

where $\beta$ is the avalanche fractal dimension.
where $\beta$ is a critical exponent. This power-law scaling is commonly known as the Herschel-Bulkley law, with the Herschel-Bulkley exponent $n = 1/\beta$ \cite{15}. At stresses sufficiently close to $\sigma_c$, one expects to see critical behavior and a unique value of $\beta$ for a wide class of materials that all reside in the same universality class. Our simulations are at constant strain rate, but Eq. (9) still applies in the thermodynamic limit.

Figure 2 shows an increase in the mean stress with increasing shear rate that is qualitatively consistent with Eq. (9) \cite{15}. In the QS regime, each avalanche has time to evolve. There is little or no change in $\langle \sigma \rangle$ with rate and Eq. (9) does not apply due to the finite size of the system. As the strain rate increases, new mechanical instabilities are nucleated before the previous avalanche finishes. Both the stress and kinetic energy become smoother with increasing rate as more avalanches overlap in time and/or space. In Fig. 2, increasing $\dot{\epsilon}$ from $2 \times 10^{-7}$ to $2 \times 10^{-6}$ reduces the maximum size of stress drops and $K$ does not decrease as significantly between some stress drops. By $\dot{\epsilon} = 2 \times 10^{-5}$, the stress shows undulations rather than sharp drops and one can no longer distinguish individual avalanches or quiescent periods between avalanches in the kinetic energy. This transition occurs at lower rates as $L$ increases. For an infinite system, this transition goes to a strain rate of zero such that Eq. (9) is valid at arbitrarily small rates.

The changes in Fig. 2 can be related to a characteristic correlation length $\xi$ that diverges as $\sigma$ approaches the critical stress:

$$\xi \sim |\sigma - \sigma_c|^{-\nu}, \quad (10)$$

where $\nu$ is a critical exponent. Combining this expression with Eq. (9) yields:

$$\xi \sim \dot{\epsilon}^{-\nu/\beta}. \quad (11)$$

This length scale represents the maximum spatial range over which particles cooperatively rearrange during an avalanche. In 2D, the divergence in $\xi$ is visible in the spatial correlations of the nonaffine displacement of particles as seen in Fig. 3. During shear, avalanches displace particles along slip lines oriented along the direction of maximum shear stress (the 45° diagonals between the compressive and extensional directions) as described in Refs. 42, 43. As the rate decreases, displacements are correlated on longer length scales as larger avalanches are nucleated. This effect is discussed in further detail in Sec. VII.

A finite system will be in the QS regime when $\xi > L$, so that avalanche size is limited only by the finite system dimensions. The system will move to the finite strain rate (FSR) regime when the rate is large enough that $\xi < L$, and rate limits avalanche size. At these high rates, the faster accumulation of stress reduces the time between avalanches leading to spatial and temporal overlap. This overlap interferes with the evolution of avalanches and limits the maximum size. Similar behavior has been identified in experimental studies of sheared granular packings \cite{20}. From Eq. (11) the transition rate should scale as $\dot{\epsilon}_{QS}(L) \sim L^{-\beta/\nu}$. In Fig. 3(d), particle displacement is correlated on a length scale close to $L$ implying the system is strained at a rate close to $\dot{\epsilon}_{QS}(L)$.

Based on the scaling of avalanches in Sec. III, we now provide bounds on the value of $\beta/\nu$ by considering the duration of avalanches. Using Eq. (4), one can evaluate the fraction of the time that an avalanche is occurring in the QS regime, $f_{\text{act}}$. Conventionally, the duration of an avalanche $T_i$ scales as $T_i \sim E_i^{\gamma/\alpha} \sim t_i^\beta$, where $z$ is the dynamic exponent and $t_i$ is the typical linear extent of an avalanche with energy $E_i$. Assuming that avalanches do not overlap in time, the total time for all avalanches in a unit strain is

$$T_{\text{tot}} = \sum_i T_i \sim \int dE \rho_{\text{QS}}(E, L) E^{\gamma/\alpha}. \quad (12)$$

The fraction of time where there are avalanches is then

$$f_{\text{act}} = \dot{\epsilon} T_{\text{tot}} \sim \dot{\epsilon} L^7 \int E_{\text{max}} dE E^{y/\alpha-\tau} \sim \dot{\epsilon} L^y, \quad (13)$$

where $y \equiv \gamma + z + (1-\tau)\alpha$. Using the scaling relation in Eq. (8),

$$y = d - \alpha + z. \quad (14)$$

The QS regime should only be applicable when $f_{\text{act}}$ is small. Inserting $\dot{\epsilon}_{QS}(L) \sim L^{-\beta/\nu}$ into Eq. (13) we see that $f_{\text{act}}$ is only small at large $L$ if $\beta/\nu \geq y$. The measured exponents described in the remainder of the paper are consistent with $y = \beta/\nu$, and thus with a transition between QS and FSR regimes at a fixed value of $f_{\text{act}}$. If the inequality held, the fraction of activity would vanish as a power law as $L$ increased.

A separate upper bound for $\dot{\epsilon}_{QS}(L)$ can be obtained by determining the rate where $f_{\text{act}}$ approaches unity for a given $L$. There is then constant activity and no quiescence in the system implying the system is well into the FSR regime. Equation (13) is only valid for small $f_{\text{act}}$ because it ignores the possibility of temporal overlap between avalanches which becomes common as $f_{\text{act}}$ rises to unity.

To determine whether the system has quiescent periods at a given rate, we evaluate the minimum and maximum kinetic energy, $K_{\text{min}}$ and $K_{\text{max}}$, during steady-state shear. At low rates, the ratio $R_K \equiv K_{\text{min}}/K_{\text{max}}$ will be very small due to the contrast in $K$ during phases of activity versus inactivity as seen in Fig. 2(b). As $f_{\text{act}}$ approaches unity, the kinetic energy has no time to decay between events and $R_K$ will rise and approach unity. This transition is evident in Fig. 2(b), with no quiescent period for $\dot{\epsilon} \geq 2 \times 10^{-5}$.

Figure 5 shows the variation of $R_K$ with rate for different $L$ in 2D and 3D. As expected at low rates, $R_K \sim 0$. As $\dot{\epsilon}$ increases, $R_K$ rises rapidly and saturates at unity. The rise occurs at lower rates as $L$ increases. If this rate
FIG. 3. Rendered sections of 2D systems of size $L = 1753$ in steady-state flow at a strain rate of (a) $2 \times 10^{-4}$, (b) $2 \times 10^{-5}$, (c) $2 \times 10^{-6}$, and (d) $2 \times 10^{-7}$. Particles are colored by the magnitude of their accumulated nonaffine displacement over the previous interval of 2% strain. Dark blue corresponds to no displacement and bright, yellowish green corresponds to a displacement of 2.5. This color scale cuts off high values of the displacement which can reach a maximum value of 2.9 and 3.6 in panels (c) and (d), respectively. Systems are oriented with the compressive axis along the vertical direction and the extensional axis along the horizontal direction. In each panel, a square section of the periodic system is rendered with a side length of 1400. Note that the square shape does not correspond to the KR box geometry and therefore a periodic copy of some particles may be rendered in some panels.
scales as $L^{-x}$, results for different $L$ should collapse when $R_K$ is plotted against $L^2 \dot{\epsilon}$. The insets in Fig. 4 show that this collapse is successful with $x = d$ at high and intermediate rates with some splay at the lowest rates. At the lowest rates, $K_{\text{max}}$ is nearly constant (Fig. 2(b)) and $R_K$ only reveals the variation of $K_{\text{min}}$. This is dominated by the background kinetic energy from nonaffine displacements giving $R_K \propto K_b \propto \epsilon^2$. Therefore in this limit, $R_K$ is not necessarily expected to collapse. The additional variation of the prefactor with $L$ may provide information about the scaling of nonaffine displacements, but was not determined.

Uncertainties in fitting this exponent are of order 0.1 for this data. Other measures of the onset of quiescence give the same scaling with smaller uncertainty as discussed in Appendix A. This appendix also provides a general argument for $x = d$ using other results from this paper.

The exponent $x$ describes the condition for $f_{\text{act}}$ to be of order unity while $y$ is the condition for $f_{\text{act}}$ to be small, implying $L^{-x} \geq L^{-y}$. Since we find $x = d$ and $y = d + z - \alpha$, $d \leq d + z - \alpha \leq \beta/\nu$.

The first relation implies that $z \geq \alpha$. The second relation provides a stricter bound on $\beta/\nu$. Studying noise spectra in the sibling paper, we find the opposite inequality, $y \geq \beta/\nu$, implying the presence of an equality \[56\]. This equality was also proposed using different arguments by Lin et al. \[12\]. In later sections we measure exponents and show that $x < y$ but $y$ is consistent with $\beta/\nu$ in both 2D and 3D. The values of $x$ and $y$ are very different in 2D, implying that there must be substantial temporal overlap between avalanches in the FSR regime in order to allow for periods of quiescence.

V. SCALING OF STEADY-STATE FLOW STRESS

The previous section described a transition between the QS and FSR regimes and obtained bounds on $\beta/\nu$. Here we look at the average stress as a function of strain rate and use results for different $L$ to determine $\beta$ and $\nu$. Figure 5 shows the variation of the average shear stress with rate for the indicated system sizes in 2D and 3D. Each point represents an average over ensembles as well as a strain interval in steady state. Data is presented only up to $\dot{\epsilon} = 10^{-3}$ in 2D and $2 \times 10^{-3}$ in 3D because even these rates show deviations from critical scaling in some properties. In the sibling paper, no critical power-law is seen in temporal power spectra of the kinetic energy at these rates \[56\].

At high rates, the correlation length is small and results for different $L$ should converge. For the 3D results in Fig. 5(b), results for all $L$ lie on a common curve for $\dot{\epsilon} \geq 10^{-3}$. As the strain rate decreases, the $L = 20$ results begin to fall below results for other sizes, indicating that the system is approaching the QS regime and $\xi > 20$.

The inset of Fig. 5(b) shows how results for each $L$ deviate from those for larger $L$ as $\dot{\epsilon}$ decreases. For each $L$ there is an approach to a limiting QS yield stress, $\sigma(\dot{\epsilon} = 0, L)$, as $\dot{\epsilon} \to 0$. The functional form of this rate dependence may include non-critical behavior such as the scaling of $K_b$, the background kinetic energy. As $L$ increases, $\sigma(0, L)$ increases towards the critical yield stress $\sigma_c$. Similar behavior is seen for 2D systems in Fig. 5(a). The difference $\sigma(0, L) - \sigma_c$ is negative and should scale as $1/L^{1/\nu}$. However, fits are complicated because fluctuations in stress, $\Delta \sigma$, are large and statistical errors in the stress are of order 0.0005. As discussed in the next section, $\Delta \sigma \propto L^{-\phi}$ with $\phi < 1/\nu$, making it difficult to resolve the critical region for large systems.

The Herschel-Bulkley law in Eq. 9 applies to infinite systems. Therefore, we first focus on data taken from systems at rates where $\xi < L$ so that finite-size effects are not important. For this subset of the data, $\langle \sigma \rangle$ does not depend on $L$ and thus is representative of an infinite system. To reveal the power-law scaling, we plot $\sigma$ against
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FIG. 7. (a) The 2D data in Fig. 5(a) is rescaled using the finite-size scaling relation in Eq. (16) with values of $\beta = 1.8$, $\nu = 0.72$, and $\sigma_c = 1.1897$. The dashed line represents a power-law with an exponent $1/\beta = 0.56$. (b) 3D data from Fig. 5(b) rescaled with $\beta = 1.5$, $\nu = 0.48$, and $\sigma_c = 1.2501$. The dashed line is a power-law with exponent $1/\beta = 0.67$. The insets in both panels include a zoomed in view of the same scaled data on a linear-log scale to show the collapse for $\langle \sigma \rangle < \sigma_c$.

In the QS regime, statistical error bars are of order 0.1 to 0.2. At high rates, averaging over independent regions causes errorbars to decrease to of order the symbol size.

VI. FLUCTUATIONS IN THE SHEAR STRESS

Further information about the critical exponents can be obtained by considering fluctuations in the system. Reference [23] examined the scaling of the standard deviation of the stress, $\Delta \sigma \equiv \sqrt{\langle \sigma^2 \rangle - \langle \sigma \rangle^2}$, in the QS regime. The results are consistent with

$$\Delta \sigma_{\text{QS}} \sim L^{-\phi},$$

(17)

where $\phi$ is another critical exponent and the subscript QS indicates the relation holds in the quasistatic regime where $\xi > L$. The value of $\phi$ reflects the strength of correlations in the stress of the system and one can define two upper bounds for a $d$ dimensional system [23]. If there are no spatial correlations in the stress field and stress-drops are associated with a finite cluster of particles, incoherent addition would imply $\Delta \sigma \sim L^{-d/2}$. If there are correlations in the stress in different regions, it could slow the decrease in fluctuations with $L$. This implies $\phi \leq d/2$. The scale of fluctuations must also be at least as large as the magnitude of the stress drop during the largest avalanche. The energy released in the largest avalanche scales as $E_{\text{max}} \sim L^\alpha$ implying a change in the intensive stress of $\Delta \sigma \sim L^{(\alpha-d)}$. Since this is a lower bound on fluctuations, $\phi \leq d - \alpha$.

At finite strain rates, regions of size $\xi^d$ are uncorrelated and their contributions to $\sigma$ will add incoherently. Near the critical point, the fluctuations in stress within each subregion should scale as $\Delta \sigma_\xi \sim \xi^{-\phi}$. The number of these uncorrelated subregions will scale as $N_\xi \sim (L/\xi)^d$. Therefore, fluctuations in the total stress scale as $\Delta \sigma \sim \Delta \sigma_\xi N_\xi^{-1/2} \sim L^{-d/2} \xi^{d/2-\phi}$. This expression can be reexpressed in terms of strain rate using Eq.
where the FSR subscript emphasizes that this scaling holds in the finite strain rate regime. Note that in the special case of $\phi = d/2$ the QS and FSR regimes both scale as $L^{-d/2}$ and fluctuations are independent of rate.

In $d = 3$, Salerno and Robbins measured $\alpha = 1.1 \pm 0.1$ in the overdamped limit implying $\phi$ is more strictly bounded by $d/2$ [23]. This upper limit was found to be consistent with their actual measurement of $\phi = 1.5 \pm 0.2$. From the above equations, this implies that $\Delta \sigma L^{3/2}$ should be nearly independent of system size and rate. Fig. 8(b) confirms this prediction. In the QS regime, $\Delta \sigma L^{3/2}$ is near 6 for all $L$. Testing other scaling exponents indicates that the QS results are consistent with $\phi = 1.47 \pm 0.07$ in agreement with Ref. [23], but with tighter error bars. In the FSR regime, all of the results collapse within statistical errors. While there is a small decrease in $\Delta \sigma L^{3/2}$ with increasing rate that might suggest $\phi < d/2$, the change is only 30% over more than two decades in rate. This also implies that $\phi = d/2$ with an uncertainty of less than 0.1.

For $d = 2$, past results gave $\alpha = 0.9 \pm 0.05$ in the overdamped limit [23]. Once again, this gives a larger upper bound than $d/2$, implying that $\phi = d/2 = 1$ which agreed with the measured value of $\phi = 1.0 \pm 0.1$ [23]. Figure 8(a) shows a plot of $\Delta \sigma L$ against rate for multiple system sizes. Results in the QS regime collapse for large $L$, confirming that $\phi = d/2$. There is a small drop in $\Delta \sigma L$ as $L$ decreases to 110 and 55 that is consistent with deviations from critical scaling in small systems. All of the results collapse in the FSR regime. As in 3D, there is a small decrease with increasing rate, but the results are consistent with $\phi = d/2 = 1$ with an uncertainty of less than 0.1.

As noted in Sec. [11], there is an approximate correspondence between $K/L^d$ and $d \sigma / dt$. It is therefore reasonable to expect that $\Delta K/L^d$ will scale with the same power of $L$ as $\Delta \sigma$ in Eqs. (17) and (18). Figure 9 confirms that multiplying $\Delta K/L^d$ by $L^{d/2}$ collapses data for different $L$ in both 2D and 3D. As illustrated by the dashed lines, for all systems $\Delta K/L^{d/2}$ increases approximately as $\epsilon^{1/2}$. The insets in the figure show $\Delta K/L^{d/2} \epsilon^{-1/2}$ varies only a few percent over the entire range of rates. At quasistatic rates, a minor deviation ($< 10\%$) in scaling with $L$ is identifiable in 3D. This could either be a correction to scaling or indicate a decrease in $\phi$ from 1.5 by less than 0.06.

In the QS regime, the dependence on strain rate can be easily explained. As the rate continues to decrease, the same sequence of avalanches evolves in a given strain increment. Thus the integral of $K(t)$ or $K^2(t)$ over that strain will be constant. However the mean value will be normalized by the total time to achieve the strain and thus any moment, such as $\langle K \rangle$ and $\langle K^2 \rangle$, will be proportional to $\dot{\epsilon}$. The variance $\Delta K^2 \equiv \langle K^2 \rangle - \langle K \rangle^2$ will be dominated by $\langle K^2 \rangle \propto \dot{\epsilon}$ since the second term scales as $\dot{\epsilon}^2$. The scaling is worked out in more detail in Appendix A and gives

$$\Delta K_{QS} \sim L^{d/2} \dot{\epsilon}^{1/2}$$

where the QS subscript emphasizes that this relation holds only in the quasistatic regime. In the FSR regime, one could imagine that similarly $\Delta K_{FSR} \sim L^{d/2} \dot{\epsilon}^{1/2}$ as suggested by the data in Fig. 8.

VII. PARTICLE DIFFUSION

As a system is strained, particles plastically rearrange and exchange neighbors during avalanches. A particle’s accumulated motion due to plasticity is measured by the nonaffine displacement, $\Delta \vec{r}$. This specifically does not include the distance a particle has moved due to the affine motion from the box shear. Previous studies have identified that the mean-squared nonaffine displacement, $\langle \Delta \vec{r}^2 \rangle$, grows linearly with strain in 2D [42, 59] and 3D [60]. One can therefore define an effective diffusion coefficient $D$, the rate of increase in $\langle \Delta \vec{r}^2 \rangle$ per unit strain, to quantify the rate of particle transport. In this section, we
study the critical scaling of $D$, test our previously measured value of $\beta/\nu$, and identify novel geometric effects.

In the QS regime, it has been observed that $D$ grows linearly with $L$ in 2D [42, 59]. Two explanations have been proposed for this observation. The first is that the maximum span of a slip line, $L$, determines the rate of particle diffusion, assuming $\alpha = 1$ [59]. The second is based on the observation that plastic deformation is correlated over an interval of strain that scales as $L^{-1}$ [42].

In contrast, an alternate scaling theory was proposed by Tyukodi, Vandembroucq, and Maloney [32, 61] who recognized that slip lines are created by fractal avalanches. The authors estimated the rate of slip line formation by approximating the strain released by a system spanning slip line. Combining this rate with the expected displacement produced by a slip line, they argued the diffusion grows as $L^{2-\alpha}$ for their 2D EPM systems. In the QS regime, Tyukodi et al. found the diffusion grew as $L^{1.05}$ implying that $\alpha = 0.95$.

Based on their arguments, we propose a similar scaling relation which accounts for a power-law distribution of avalanche sizes. This allows us to extend the theory to the FSR regime. First we consider the displacement field created by a slip line. Particle displacements decay approximately linearly with the distance from the slip line [42]. As argued in Refs. [32, 42, 61], this implies each slip line $I$ will contribute a factor of $\sim \delta^2/12$ to the accumulated mean-square nonaffine displacement, $\langle \Delta\xi^2 \rangle$. Here $\delta$ is the typical change in displacement across the slip line. Notably, this does not depend on the length of the slip line.

One could imagine every avalanche of magnitude $E \sim \ell^\alpha$ creates a local slip line of length $\ell$ which displaces particles within a local region of size $\ell^d$. This will increase the local mean-squared nonaffine displacement by a factor of $\delta^2/12$ and globally increase $\langle \Delta\xi^2 \rangle$ by a factor of $(\ell/L)^d \delta^2/12$. The diffusion rate can then be estimated as:

$$D = \frac{\langle \Delta\xi^2 \rangle}{\Delta\epsilon} \sim \frac{1}{\Delta\epsilon} \frac{\delta^2}{12} \sum_{I} \left( \frac{\ell}{L} \right)^d$$

(20)

where the summation is over all avalanches in the strain interval $\Delta\epsilon$. This sum can be rewritten as

$$D \sim \frac{\delta^2}{12L^d} \int_{0}^{E_{\text{max}}} dE E^{d/\alpha} R_{\text{QS}}(E, L)$$

(21)

using the nucleation rate of avalanches from Sec. III. Dropping constant prefactors and applying Eq. (5), we find

$$D \sim L^{\gamma-d} \int_{0}^{E_{\text{max}}} dE E^{d/\alpha} E^{-\tau}$$

$$\sim L^{\gamma+\alpha(1-\tau)}$$

$$\sim L^{d-\alpha}$$

(22)

where the final relation uses the scaling relation for $\gamma$ in Eq. (8). This expression is similar to the scaling relation derived by Tyukodi et al. [32, 61].

It is important to note that the integral in Eq. (22) is dominated by system-spanning avalanches. Therefore, the same result is reached if one only considers slip lines of length $L$. Each slip line would contribute a constant factor of $\delta^2/12$ to $\langle \Delta\xi^2 \rangle$ so the diffusion would simply be proportional to the nucleation rate of system-spanning avalanches or $L^{d-\alpha}$, as derived in Ref. 56.

This scaling theory is easily extended to the FSR regime. In this limit, the distribution of avalanches is cut off at $E_{\text{max}} \sim \alpha^\gamma$. Space is partitioned into $(L/\xi)^\alpha$ independent regions each of which contributes to the global diffusion by a factor of:

$$\frac{\delta^2 \xi^2}{12L^d} \int_{0}^{E_{\text{max}}^{\text{FSR}}} dE E^{d/\alpha} E^{-\tau} \sim \frac{\xi^{2d-\alpha}}{L^d}$$

(23)

similar to Eq. (22). Summing all contributions, the total diffusion of the system will scale as:

$$D \sim \left( \frac{L}{\xi} \right)^d \frac{\xi^{2d-\alpha}}{L^d} \sim \xi^{d-\alpha} \sim \xi^{(\alpha-d)\nu/\beta}$$

(24)

where the final relation follows from Eq. (11).

We now test these relations using results from simulations. We focus first on the diffusion in 2D then discuss 3D at the end of this section. Simulations were split into intervals of 5% strain and the cumulative nonaffine displacement was averaged over increments of 0.1% strain for each interval. A least squares linear regression was then used to fit the data for each interval to calculate a diffusion coefficient at that particular value of the strain. We also tested using instantaneous values of the nonaffine displacement at each 0.1% strain increment instead of averaged quantities, but found no significant difference.

We first consider the effect of the global system geometry on the diffusion. In KR boundary conditions, the simulation box is regularly remapped with a period of $\epsilon_{KR}$ and 3D at the end of this section. Simulations were split into intervals of 5% strain and the cumulative nonaffine displacement was averaged over increments of 0.1% strain for each interval. A least squares linear regression was then used to fit the data for each interval to calculate a diffusion coefficient at that particular value of the strain. We also tested using instantaneous values of the nonaffine displacement at each 0.1% strain increment instead of averaged quantities, but found no significant difference.

We first consider the effect of the global system geometry on the diffusion. In KR boundary conditions, the simulation box is regularly remapped with a period of $\epsilon_{KR}$ and 3D at the end of this section. Simulations were split into intervals of 5% strain and the cumulative nonaffine displacement was averaged over increments of 0.1% strain for each interval. A least squares linear regression was then used to fit the data for each interval to calculate a diffusion coefficient at that particular value of the strain. We also tested using instantaneous values of the nonaffine displacement at each 0.1% strain increment instead of averaged quantities, but found no significant difference.
FIG. 10. (a) The average diffusion coefficient plotted as a function of $\epsilon_M/\epsilon_K$ for 2D systems of $L = 438$ strained at the indicated rates. (b) Similar data is plotted at a fixed rate of $2 \times 10^{-6}$ for the indicated system sizes. Vertical dashed lines in both panels represent values of $\epsilon_M = 1/4 \epsilon_K$ and $3/4 \epsilon_K$.

Note that no other system properties discussed in this article depended on $\epsilon_M$.

These fluctuations are a geometric effect that corresponds to the periodic boundary conditions. Shear stress is maximized along lines oriented $45^\circ$ between the compressive and extensional axes. Avalanches therefore preferentially orient along these directions as seen in Fig. 3.

Near the QS regime, the linear span of an avalanche approaches the size of the system. If an avalanche crosses a periodic boundary, it will wrap back around and emerge on the other side of the simulation cell. Strains of $\epsilon_M = 1/4 \epsilon_K$ and $3/4 \epsilon_K$ correspond to special box geometries where such slip lines will perfectly wrap around the box, enhancing particle diffusion.

For instance, at a strain of $\epsilon_M = 0 \epsilon_K$, $45^\circ$ slip lines do not wrap perfectly around the box as seen in Fig. 11(a). In fact, spanning avalanches may suppress diffusion. On either side of a slip line, particles will flow in opposite directions. Therefore, slip lines that do not coincide with themselves after wrapping will force anti-parallel flow between the original slip line and its periodic image. Interestingly in Fig. 10(b), diffusion for $L = 438$ is suppressed at a strain of $\epsilon_M = 0 \epsilon_K$ and $1/2 \epsilon_K$ relative to the average diffusion of $L = 876$ which is independent of $\epsilon_M$ as it is in the FSR regime. This suggests there may be maximal deconstructive interference at these geometries.

In contrast at strains of $\epsilon_M = 1/4 \epsilon_K$ and $3/4 \epsilon_K$, large slip lines periodically remap onto themselves. This is illustrated for $\epsilon_M = 1/4 \epsilon_K$ in Fig. 11(b) as one of the $45^\circ$ diagonals is parallel to one of the lattice vectors of the simulation cell and the other diagonal remaps onto itself after crossing one periodic image (maximizing the distance between remappings of a slip line). Similar behavior is seen at $\epsilon_M = 3/4 \epsilon_K$ (not shown). At low strain rates, there is pronounced accumulation of nonaffine displacement along these directions at these special strains which would be visible in images like Fig. 3.

To measure the overall diffusion of the system, we calculated both the arithmetic average, $D_{AA}$, and the geometric (or logarithmic) average, $D_{GA}$, of the diffusion coefficient across all strains. In Fig. 12(a), $D_{AA}$ and $D_{GA}$ are plotted as a function of $\dot{\epsilon}$ for the indicated $L$. At
FIG. 12. (a) The arithmetic and geometric average diffusion coefficients plotted as a function of rate for the indicated 2D system sizes. To distinguish the two metrics, the geometric average is joined by a black dotted line and there is a thin black outline around points. Note that the two sets of $L = 55$ data almost completely overlap. (b) Data is scaled according to the finite-size scaling procedure in Eq. (25) using a value of $\beta/\nu = 2.5$ and $d - \alpha = 1.05$. Data for the geometric average is shifted vertically by a factor of 10 for visibility. Dashed lines in both panels represent power-law scaling with an exponent $(\alpha - d)\nu/\beta = -0.42$.

high rates, one cannot distinguish between the two measures. Diffusion is also independent of $L$ and increases as a power of decreasing $\dot{\varepsilon}$. The measured power law is consistent with an exponent of $(\alpha - d)\nu/\beta = -0.42$ from Eq. (24) using the values of $\alpha$, $\beta$, and $\nu$ reported in Table II. Note that in the FSR regime, the diffusion does not depend on $\epsilon_M$ implying this result is not influenced by the choice of boundary conditions.

At lower rates, the power-law divergence of $D$ is truncated at a rate that decreases with increasing $L$ for both measures. In the QS regime, $D_{\text{AA}}$ plateaus at a higher value than $D_{\text{GA}}$ due to the strong influence of fluctuations on the arithmetic average. Note that a larger shift is seen for larger system sizes. This is consistent with data in Fig. 10(b) where fluctuations in diffusion with $\epsilon_M$ grow with increasing $L$.

To capture this transition, we propose the following finite-size scaling ansatz:

$$D \sim L^{d-\alpha} f_D(\epsilon L^{\beta/\nu}) ,$$

where $f_D(x)$ is a universal scaling function. To satisfy Eq. (24) in the limit $x \gg 1$, $f_D(x) \sim x^{(\alpha - d)\nu/\beta}$. To satisfy Eq. (22) in the limit $x \ll 1$, $f_D(x)$ approaches a constant. In Fig. 12(b), we use this theory to scale the measured diffusion coefficients using $\beta/\nu = 2.5$ and $d - \alpha = 1.05$. $D_{\text{AA}}$, which is sensitive to fluctuations, collapses poorly but the more robust $D_{\text{GA}}$ collapses very well. The strength of the collapse independently confirms our value of $\beta/\nu$. We also attempted to collapse the data in 12(a) using a more conventional scaling ansatz which assumed $D \sim L$ in the QS regime and, by analogy, $\xi$ in the FSR regime. This alternate ansatz achieved a visibly poorer collapse. This supports the theories proposed here and in Refs. [22, 61]. However as $d - \alpha$ is very close to 1.0, we have insufficient data to definitively rule out the possibility that the diffusion actually scales as $L$ in the QS regime.

The strong variation in diffusion with the alignment of periodic boundary conditions is a novel finding for particle-based simulations and is not unique to the KR boundary conditions. A similar effect was identified in simple shear and conventional pure shear geometries. In simple shear, asymmetric nonaffine motion is seen between the flow and gradient directions as previously reported by Lemaître and Caroli [59, 62]. Particles generally exhibit large nonaffine displacements in the flow direction which do not grow linearly with strain or correspond to diffusive behavior. However in the gradient direction, nonaffine displacement is diffusive. When the lattice vectors return to an orthogonal configuration, system-spanning avalanches aligned along the gradient direction perfectly remap across the periodic boundary. When this occurs there is a similar increase in diffusion in the QS regime. Additionally for pure shear using conventional geometries, excess diffusion occurs when the ratio of the box lengths is an integer such that a 45° line wraps back onto itself. We note that previous studies of diffusion were unlikely to see this effect due to small system sizes in simple shear [59] or relatively small strain intervals in pure shear with conventional boundary conditions [42].

In three dimensions, the diffusion is relatively simple. Previous QS studies failed to identify a strong dependence on system size [60]. In Fig. 13 the diffusion coefficient is plotted as a function of strain rate for systems of size $L$ indicated in the legend. As the strain rate decreases, a small rise in diffusion can be identified before the diffusion saturates for all system sizes below rates of $\sim 2 \times 10^{-4}$. The plateau has a minor dependence on system size although it appears to reach an asymptotic maximum with increasing $L$. This suggests there is no divergence in diffusion at the critical point. In 3D, there exists a continuous range of possible slip planes with a varying azimuthal angle along which avalanches can grow. It is possible this scrambles any correlations.
increasing rate, the maximum size of an avalanches transitions from being system-size limited to being limited by a rate-dependent correlation length $\xi \sim \dot{\varepsilon}^{-\nu/\beta}$. A scaling relation was proposed to provide a bound on $\beta/\nu$ and the transition to the FSR regime by considering the fraction of time that the system is active and undergoing plastic flow. We also proposed the existence of a critical exponent $x$ that determines the emergence of quiescence in the system (Fig. 5). This exponent is argued to equal $2\phi$ and provides an additional lower bound for $\beta/\nu$.

In the QS regime, the flow stress approaches a limiting value $\sigma_c$ with increasing system size. As rate increases, the average flow stress rises and finite-size effects disappear (Fig. 6). In the limit of infinite system size, the rise in stress grows as a power of rate with exponent $1/\beta$ (Fig. 8). Using a finite-size scaling ansatz, we collapsed curves of different system sizes and estimated values of $\beta$ and $\nu$ (Fig. 7). We note that our measured values of $\beta$ decrease with increasing spatial dimension. This trend was noted in EPMs by Lin and Wyart, who postulated such a decrease could hint at a smaller mean-field value of $\beta = 1$.

The exponent $\beta$ has been previously measured in MD studies which found $\beta = 2$ in 2D and $\beta = 3$ in 3D. These measurements were based on stress data from system sizes up to $\sim 10^4$ particles, equivalent to our smallest or second smallest system. These measurements, particularly in 3D, are not consistent with the values of $\beta$ found in this work. However, one would expect a very narrow range of critical scaling for these small system sizes, possibly explaining the discrepancy.

In this work, we also found fluctuations in the flow stress do not diverge with decreasing rate, but instead scale as $L^{-d/2}$ in all regimes (Fig. 5). This is consistent with previous MD results that demonstrated that $\phi = d/2$. This is further evidence that fluctuations in stress are set by the incoherent addition of $N \sim L^d$ incoherent signals. If the size of fluctuations were determined by the largest stress drops of avalanches, it would suggest that $\nu = 1/(d-\alpha)$ based on our measurements of $\alpha$, this relation would predict a value of $\nu = 0.95 \pm 0.05$ and $0.54 \pm 0.05$ in 2D and 3D, respectively. We note that this scaling relation does not accurately predict $\nu$ in either dimension and would only be valid if $\nu = 1/\phi$. It has been argued that if $\phi = d/2$, as seen here, one does not expect to have an equality between $\nu$ and $1/\phi$.

Lin et al. similarly found that fluctuations in stress scaled as a power of $L$ with an exponent of approximately $0.86 \pm 0.03$ and $1.39 \pm 0.08$ in 2D and 3D EPMs, respectively. The authors argued this exponent was equivalent to $1/\nu$ implying $\nu = 1.16 \pm 0.04$ and $0.72 \pm 0.04$ in 2D and 3D, respectively. We note that neither measurement is consistent with our values of $\nu$ in Table I, however, these exponents are on the threshold of being consistent with our measurements of $\phi$ in 2D and 3D.

In 2D, the rate of particle diffusion was found to grow as a power of decreasing strain rate (Fig. 12). In the QS regime, we identified that the diffusion depends on the particle transport.

At QS strain rates, the dynamics of the system are characterized by discrete, temporally-separated avalanches that are capable of spanning the system. With

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Values & 2D Estimates & 3D Estimates & Definition \\
\hline
$\alpha$ & 0.95 \pm 0.05 & 1.15 \pm 0.05 & $E_1 \sim \dot{\varepsilon}_I^\gamma$ \\
$\gamma$ & 1.3 \pm 0.1 & 2.1 \pm 0.1 & $R_{QS}(L, E) \sim L^\gamma$ \\
$\tau$ & 1.3 \pm 0.1 & 1.3 \pm 0.1 & $R_{QS}(L, E) \sim E^{-\tau}$ \\
$\nu$ & 0.72 \pm 0.06 & 0.48 \pm 0.06 & $\xi \sim (\sigma - \sigma_c)^{-\nu}$ \\
$\beta$ & 1.8 \pm 0.1 & 1.5 \pm 0.05 & $\dot{\varepsilon} \sim (\sigma - \sigma_c)^{-\beta}$ \\
z & 1.55 \pm 0.05 & 1.25 \pm 0.05 & $T_1 \sim \dot{\varepsilon}_I^\gamma$ \\
$\phi$ & 1.0 \pm 0.1 & 1.5 \pm 0.1 & $\Delta\sigma \sim L^\phi$ \\
x & 2.0 \pm 0.04 & 3.0 \pm 0.08 & $R_K \approx 1$ for $\dot{\varepsilon}L^x \gg 1$ \\
\hline
\end{tabular}
\caption{Summary of critical exponents found here for 2D and 3D. The critical stress was 1.1897 \pm 0.003 in 2D and 1.2501 \pm 0.003 in 3D. Values of $\gamma$ and $\tau$ are quoted from Refs. 22-23. Values of $\alpha$ and $z$ are quoted from Ref. 50.}
\end{table}

\section{VIII. SUMMARY AND CONCLUSIONS}

Simulations of 2D and 3D sheared, disordered packings of LJ particles in steady state were used to identify critical exponents in the yielding transition. To reach steady-state flow, we employed KR and GKR boundary conditions. These boundary conditions allowed simulations to reach large strains in pure shear without causing a reduction in one of the dimensions of the simulation cell. This work focused on the effect of finite strain rates in order to identify scaling on the approach to the critical point. Exponents were accurately measured using finite-size scaling techniques including systems with over 4 million particles in 2D and over 7 million particles in 3D. The measured exponents are summarized in Table I.
geometry of the simulation box (Fig. 10) for which we described a potential mechanism (Fig. 11). We proposed a rate and system-size dependent scaling theory based on arguments from Tyukodi et al. [32, 61] who suggested the diffusion in their 2D EPM will scale as $L^{2-\alpha}$ versus the commonly assumed $L$ in the QS regime due to the fractal nature of avalanches. Our derivation suggests diffusion scales as $L^{2-\alpha}$ in the QS regime and $\xi^{\nu-2\alpha}$ in the FSR regime. Curves of the geometric averaged diffusion coefficient as a function of rate and system size were collapsed (Fig. 12) providing a second measure of $\beta/\nu$. Despite the very good data collapse, we could not conclusively rule out the possibility that the diffusion scales as $L$ in the QS regime due to the proximity of $\alpha$ to unity. In 3D, we did not identify a divergence in diffusion with decreasing rate or increasing system size and postulated that this was due to an axial symmetry in the deformation geometry.

Finally, we note that a similar dependence of particle diffusion on system size and rate was previously identified by Lemaitre and Caroli in 2D MD simulations [62]. Data for different system sizes was collapsed using a finite-size scaling relation which assumed the diffusion scales as $L$ in the QS regime. Notably, this collapse found a distinct value of $\beta/\nu = 2$. However, these simulations were also limited to smaller system sizes, up to $5 \times 10^5$ particles or smaller than our $L = 219$ system, which could explain the difference in our results.

EPM simulations have been successful at expanding our theoretical understanding of the yielding transition but there is an open question whether the yielding transitions in MD and EPM are in the same universality class. Here we provide a brief comparison of exponents measured in EPMs to the exponents in Table 1. Avalanche distributions in EPMs are similar to those in MD, with measurements of $\tau$ of $1.25 - 1.36$ in 2D [12, 25, 26, 28, 32] and $1.25 - 1.45$ in 3D [12, 28, 29]. However, the range of values measured for $\alpha$ in EPMs, $0.9 - 1.1$ in 2D [12, 25, 26, 32, 61] and both $1.5 \pm 0.05$ [12] and $1.3 \pm 0.1$ [28] in 3D, have wide variability and are hard to compare to MD. Only the smaller values are consistent with MD, although in 3D $\alpha$ is on the border of inconsistency. As noted and explored by Ferrero and Jagla [31], it is important that future work identify whether the variability in exponents within EPMs is due to uncertainty in measurements and finite-size effects or whether different models can produce different avalanche statistics. In the underdamped limit, distinct avalanche distributions are produced in both MD [22, 23] and finite-element based EPMs [30], but evidence of critical behavior and finite-size scaling collapses are only found in MD.

The exponents $\beta$ and $z$ have also been measured in EPMs. Values for $\beta$ include $1.52 \pm 0.05$ [12] and $1.54 \pm 0.02$ [28] in 2D and $1.38 \pm 0.03$ [12] and $1.55 \pm 0.02$ [28] in 3D. Work on 2D EPMs by Ferrero and Jagla found that $\beta$ can depend on dynamical rules, measuring values of both $3/2$ and $2$ [31]. All of these 2D values are distinct from our measurement, while in 3D only Ref. [28] found a consistent value of $\beta$. For the dynamic exponent, EPMs find $z < 1$ [12, 28, 31] due instantaneous information propagation as noted in Refs. [12, 63]. This is inherently inconsistent with MD which has finite speed of sound and a value of $z > 1$, discussed further in the sibling paper [56]. These comparisons suggest that current EPMs may not be in the same dynamic critical universality class as MD.

In summary, this work has provided accurate measurement of exponents of the yielding transition using finite-size scaling in the overdamped limit. Furthermore, this work provides new scaling theories to describe the critical behavior of yielding. Such measurements and relations are important in determining the scope and nature of the dynamical critical point of the yielding transition.
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Appendix A: Root Mean Square Kinetic Energy

In this appendix, we provide an alternate measurement of the exponent $x$ described in Sec. IV using the root mean square (rms) kinetic energy. Figure A1 shows the variation of the rms kinetic energy density with rate for different $L$ in 2D and 3D. In the QS regime, fluctuations in the kinetic energy are much larger than the average and $\langle K^2 \rangle \sim L^d \dot{\epsilon}$ from Eq. (19). In the FSR regime the fractional change in kinetic energy is small and $\sqrt{\langle K^2 \rangle} \approx \langle K \rangle \sim L^d \dot{\epsilon}$ where the final relation is from Eq. (4). Thus the rms kinetic energy density should change from a square root to linear dependence on rate with increasing rate. This behavior is clear in Fig. A1.

The crossover to the limiting FSR behavior should occur when the fluctuations in $K$ are small compared to the mean. This is just the condition that $R_K \equiv \langle K_{\text{max}} - K_{\text{min}} \rangle / K_{\text{max}}$ is small. From above, $\sqrt{\langle K^2 \rangle} < \langle K \rangle$ will occur when $\dot{\epsilon} > L^{-d}$ implying $x = d$. As shown in Fig. A4 this occurs at a rate that scales as $L^{-x}$ with $x = d = 2\phi$. The insets in Fig. A1 show that, as expected, the same scaling collapses results for the rms kinetic energy density. The collapses are consistent with estimates of $x = 2.00 \pm 0.04$ in 2D and $3.00 \pm 0.08$ in 3D.
Appendix B: Simple Shear Geometry

Finally, we present data for simple shear deformation in 2D systems and discuss how results compare to results for pure shear with KR boundary conditions described in the main text. One fundamental distinction between these two methods is that the velocity gradient is always perpendicular to a periodic lattice vector of the unit cell in simple shear. This allows shear to localize on bands that wrap around the periodic boundaries. Simple shear also produces a local rotation that is absent in pure shear.

In Fig. A2(a), the average shear stress during simple shear deformation is plotted as a function of strain rate for 2D systems of size $L$ indicated in the legend. The trends in the data resemble those seen in Fig. 5(a) except the onset of finite-size effects is marked by a shoulder in the shear stress. As system size decreases, the magnitude of the shoulder decreases and it moves to lower rates.

In Fig. A2(b), the shear stress data is rescaled according to Eq. (16). Notably in the high rate limit, the shear stress rises as a power of increasing strain rate with the expected value of $\beta$. Additionally, the curves for the three smallest systems collapse in the QS regime in the inset of Fig. A2(b). We do not try to refine values of exponents or measure their error bars and only emphasize that the data is consistent with the values of $\beta$ and $\nu$ used for pure shear in the main text (Table I). Additionally, $\sigma_c$ is estimated to be around 1.1645, lower than $\sigma_c$ from pure shear. For simple shear, the critical stress cannot be accurately measured due to the previously mentioned shoulder in the shear stress.

Due to the system-size dependent bump in $\langle \sigma \rangle$, the data in Fig. A2(b) fails to collapse at intermediate rates. This suggests that while the critical exponents $\beta$ and $\nu$ do not depend on deformation geometry, the crossover function in Eq. (16) picks up an additional dependence on system size. The onset of the bump in Fig. A2(b) may scale as a power of L with an exponent of $\beta/\nu$ but this cannot be verified due to error bars on data points and uncertainty in $\sigma_c$. Around this rate, avalanches have just begun to span the system and one can identify the
presence of transient shear bands that cross the width of the system. In simple shear geometry, these shear bands always align with the periodic boundary conditions allowing for them to wrap back on to themselves, self-reinforcing their dynamics. This contrasts with the KR boundary conditions discussed in Sec. VII. We therefore theorize that deviations in scaling seen for simple shear may be due to this unique geometry.
Note however that snapshots of $\sigma$ over short strain intervals do not have a clear trend with rate because of the large fluctuations in the instantaneous shear stress discussed in Sec. VI.