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ABSTRACT

Recent observations show that the cooling flows in the central regions of galaxy clusters are highly suppressed. Observed AGN-induced cavities/bubbles are a leading candidate for suppressing cooling, usually via some form of mechanical heating. At the same time, observed X-ray cavities and synchrotron emission point toward a significant non-thermal particle population. Previous studies have focused on the dynamical effects of cosmic-ray pressure support, but none have built successful models in which cosmic-ray heating is significant. Here we investigate a new model of AGN heating, in which the intracluster medium is efficiently heated by cosmic-rays, which are injected into the ICM through diffusion or the shredding of the bubbles by Rayleigh-Taylor or Kelvin-Helmholtz instabilities. We include thermal conduction as well. Using numerical simulations, we show that the cooling catastrophe is efficiently suppressed. The cluster quickly relaxes to a quasi-equilibrium state with a highly reduced accretion rate and temperature and density profiles which match observations. Unlike the conduction-only case, no fine-tuning of the Spitzer conduction suppression factor is needed. The cosmic ray pressure, $P_c/P_g \sim < \rho_g$, is well within observational bounds. Cosmic ray heating is a very attractive alternative to mechanical heating, and may become particularly compelling if GLAST detects the $\gamma$-ray signature of cosmic-rays in clusters.
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1 INTRODUCTION

Clusters of galaxies contain a large amount of hot diffuse gas which emits prolifically in thermal X-rays. The X-ray surface brightness of many galaxy clusters is strongly peaked in the central regions, where the cooling time is much shorter than the Hubble time. In the absence of any heating sources, the radiative cooling due to this emission will induce a subsonic inflow of gas in order to maintain pressure equilibrium, leading to substantial dropout of cold gas in the inner regions of rich clusters. The mass deposition rates at the cooling radius, where the cooling time equals to the age of the cluster, were estimated to be as much as several hundred $M_\odot$ yr$^{-1}$ in some clusters (see Fabian 1994, for a review). However, recent high-resolution Chandra and XMM-Newton observations show that while the temperature is declining toward the center, there is a remarkable lack of emission lines from the gas at temperature below about $\sim 1/3$ of the ambient cluster temperature (e.g., Peterson et al. 2001, 2003; Tamura et al. 2001); for a review see Peteron & Fabian (2004)). Moreover, the spectroscopically determined mass deposition rates are about 10 times smaller than the classic values estimated from X-ray luminosity within the cooling regions (Voigt & Fabian 2004), and thus limited to at most $\sim$ few $\times 10^3 M_\odot$ yr$^{-1}$. These discrepancies suggest that mass dropout is prevented, or significantly reduced, by heating sources. Alternatively, the gas cools with line emission highly suppressed by mixing, inhomogeneous metallicity distributions, differential absorption, or photoionization (Fabian et al. 2001, 2002; Morris & Fabian 2003; Oh 2004), though a fully successful model which explains the observations on such grounds is still lacking.

Many mechanisms for heating the intracluster gas have been put forth recently, including transport of heat from the hot outer regions of the cluster by thermal conduction (e.g. Zakamska & Narayan 2003; Voigt & Fabian 2004) or turbulent mixing (Kim & Narayan 2003; Dennis & Chandran 2004) and heating by outflows, bubbles or sound waves from a central active galactic nuclei (e.g., Churazov et al. 2001; Brüggen & Kaiser 2002; Ruszkowski & Begelman 2002; Ruszkowski et al. 2004). Recent theoretical and numerical work (e.g. Narayan & Medvedev 2001; Cho et al. 2003) has shown that a turbulent magnetic field may not be as efficient in suppressing thermal conduction as previously thought. In particular, Narayan & Medvedev (2001) showed that the ef-
fective thermal conductivity $\kappa$ in a turbulent MHD medium is a substantial fraction ($\sim 1/5$) of the classical Spitzer value $\kappa_{\text{Sp}}$, if magnetic turbulence extends over at least two decades in scale. However, Voigt & Fabian (2004) found that thermal conduction alone is usually insufficient to heat the gas in the inner parts of hot clusters and most regions of cool clusters. Moreover, balancing cooling with thermal conduction alone is generally globally unstable (e.g. Kim & Narayan 2003a), and as we shall see in §4.3 requires fine-tuning.

On the other hand, heating from a central AGN provides a self-regulating feedback mechanism, which may play a key role in halting a cooling catastrophe in the intra-cluster medium (ICM). Here the cooling flow triggers AGN activity and heating, which in turn suppresses the cooling catastrophe. The flow thus automatically adjusts itself to a low value of the accretion rate, depending mainly on the feedback coefficient ($\epsilon$ in eq. [13]), so there is no fine-tuning problem. Recent observations suggest that active galactic nuclei (AGNs) at the centers of the clusters may interact with and substantially heat the ICM. Radio-loud activity is very common at the centers of cool core clusters (Burns et al. 2001). Recent Chandra and XMM observations also show evidence for a significant nonthermal particle population within the ICM (Sanders et al. 2003; Werner et al. 2007; Sanders & Fabian 2007). Cosmic rays have also been inferred from the excess abundance of $^6$Li in metal-poor halo stars, since $^6$Li could be produced in spallation reactions by cosmic rays (Nath et al. 2006).

The cosmic-ray heating of the ICM has been studied by several authors (Boehringer & Morfill 1988; Loewenstein et al. 1991; Rephaeli & Silk 1991; Colafrancesco et al. 2004; Jubelgas et al. 2006; Pfrommer et al. 2006). While many studies have found that cosmic rays could in principle be dynamically important, none have constructed successful models in which CR heating prevents a cooling catastrophe. In the steady-state model of Boehringer & Morfill (1988), a significant cooling flow ($\sim 300 M_\odot$ yr$^{-1}$) developed. Loewenstein et al. (1991) proposed a hydrostatic model where radiative cooling is fully balanced by hydromagnetic-wave-mediated cosmic-ray heating and thermal conduction. Their model could not fit the observational gas density profile; in particular, they found that the intra-cluster medium would quickly become CR pressure dominated at a level inconsistent with observations, long before heating effects become significant. Rephaeli & Silk (1993) estimated the CR heating rate from Coulomb collisions alone, which they argued could be significant, but did not construct a specific model for the intracluster gas, which could be compared against observations. Colafrancesco et al. (2004) do construct semi-analytic models of cluster density and temperature profiles, which differ significantly from ours: they only consider Coulomb and hadronic heating; the ICM is not in thermal equilibrium but evolves strongly as a function of time; they do not solve for hydrostatic equilibrium, and thus their input density profiles $n_s(r)$ do not evolve as the temperature profile $T(r)$ evolves. More recently, Jubelgas et al. (2006) and Pfrommer et al. (2006) have run a suite of high-resolution 3D numerical simulations analyzing the role of cosmic rays in clusters; these simulations represent the most comprehensive and careful treatment of this problem to date. These authors find that cosmic ray heating cannot stem a cooling flow; in particular they find that the increased compressibility (due to the softer adiabatic index of CRs) can lead to enhanced cooling. However, as they note, this may be due to the relatively modest production of CRs in their self-consistent treatment, where cooling gas gives rise to star formation and hence supernovae (the source of CRs in our model). Moreover, they only consider cosmic ray heating through Coulomb interactions with the ICM, which is much less than the hydromagnetic-wave mediated cosmic-ray heating in our models. The inclusion of AGN-mediated CR production

1 This may be hard to reconcile with observational evidence that the temperature profiles of the intracluster gas are well described by an approximately universal mathematical function across a range in redshift (Allen et al. 2001).
and hydromagnetic wave mediated cosmic-ray heating could significantly alter this picture. In contrast to previous work, we find that it is indeed possible to construct models in which cosmic-ray heating strongly suppresses the cooling flow. Although our results are generic, we choose the typical cool core cluster Abell 2199 as our fiducial model. By using 1D numerical hydrodynamic simulations, we demonstrate that, starting from a state far from thermal equilibrium (isothermal temperature profile), the cluster will relax to a stable steady quasi-equilibrium state far from thermal equilibrium (isothermal temperature profile). In this subsection, we quantify various cosmic ray energy loss mechanisms, heating of the ICM by cosmic rays, cosmic ray pressure support, and cosmic ray transport (advection and diffusion, see §2.2). We also incorporate a moderate level of thermal conduction into our models. As our simulations show, thermal conduction delays the onset of the cooling catastrophe during the early stages of the ICM evolution, while the feedback heating by cosmic rays suppresses the cooling catastrophe quickly after it starts.

The remainder of this paper is organized as follows. In §2 we describe cosmic-ray heating mechanisms and some physical assumptions we made in our models. In §3 we write down the relevant differential equations of the intracluster medium. In §4 we present the results of a series of numerical hydrodynamic simulations that investigate the evolution of the ICM, starting from isothermal hydrostatic equilibrium. We conclude with a summary of our results in §5. The derivation of the time-dependent cosmic-ray equations is presented in the Appendix. In computing luminosity and angular diameter distances, we have rescaled observational results if the original paper used a different cosmology to halos and hard X-ray tails in some galaxy clusters (e.g. Melrose (1968); Skilling (1971); Boehringer & Morfill 1988; Wentzel 1971), where $\Gamma_{\text{wave}} = -\mathbf{u} \cdot \nabla P_r$. Thus the cosmic-ray heating rate of the ICM due to the dissipation of hydromagnetic waves (hereinafter designated as “cosmic-ray wave heating”) is $\Gamma_{\text{wave}} = -\mathbf{u} \cdot \nabla P_r$. (1)

We note that only Alfvén waves self-excited by the cosmic-ray streaming instability are considered in this paper. In reality, the MHD waves and turbulence in galaxy clusters may be much more complex. The MHD turbulence driven by cluster mergers may reaccelerate cosmic rays, which has been studied by many authors to explain radio halos and hard X-ray tails in some galaxy clusters (e.g. Melrose 1968; Petrosian 2001; Brunetti et al. 2004; Brunetti & Lazarian 2007). These models usually assume an isotropic, homogeneous cosmic-ray phase space distribution function $f_p(p, t)$, and the cosmic rays are generally reaccelerated through the wave-particle resonance as long as $\partial f_p/\partial p < 0$ (the waves grow exponentially if $\partial f_p/\partial p > 0$; see, e.g., Melrose (1968)). In our model, the cosmic rays are mainly injected into the ICM by the central AGN and the cosmic ray pressure gradient is strong. In this case, the cosmic-ray streaming along the CR pressure gradient is significant, and the forward Alfvén waves self-excited by the cosmic-ray streaming instability should be the main MHD waves responsible for the cosmic-ray scattering (see Chandran 2000). Note that cosmic ray streaming also depends on the details of the CR scattering off the small-scale MHD turbulence in the ICM. The details
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of the latter is still poorly understood at this point, and further observational and theoretical work is needed.

It is worth noting, not only the “drifted” cosmic-ray distributions, but also prolate ($p_z > p_\perp$) or oblate ($p_z < p_\perp$) CR distributions may generate Alfvén waves through cyclotron resonance (see Kulsrud (2005), Chap. 12.3). Lazarian & Beresnyaki (2006) recently proposed a new model for the generation of small-scale Alfvén waves through cyclotron resonance, where the prolate or oblate distributions of cosmic rays are driven by turbulent compressions of magnetic field.

2.1.2 Coulomb interactions

The relativistic protons can transfer energy to the gas via Coulomb collisions with the ambient ionized gas. The heating rate due to Coulomb interactions of a fully ionized gas with a cosmic-ray particle with charge $Ze$, velocity $v = \beta c$ and kinetic energy $E$ is given by (Mannheim & Schlickeiser 1994)

$$\left(\frac{dE}{dt}\right)_C = 4.96 \times 10^{-19} Z^2 \left(\frac{n_e}{\text{cm}^{-3}}\right) \frac{\beta^2}{\beta^3 + x_m^2} \text{ergs s}^{-1},$$

where $x_m = 0.0286 (T/2 \times 10^4 K)^{1/2}$, $T$ and $n_e$ are the ambient electron temperature and number density. For simplicity, we neglect $x_m$ in our calculations, which is a good approximation for $\beta > 0.15$ (i.e. $E \gtrsim 10$ MeV) for a typical cluster temperature $T \sim 5$ keV.

2.1.3 Hadronic collisions

The cosmic-ray protons interact hadronically with the ambient thermal gas and produce mainly $\pi^\pm$, $\pi^0$, $\gamma$, provided their kinetic energy exceeds the threshold $E_{\text{thr}} = 282$ MeV for the reaction. The neutral pions decay after a mean lifetime of $9 \times 10^{-17}$ s into $\gamma$-rays ($\pi^0 \rightarrow 2\gamma$), which may be detected by $\gamma$-ray observations with imaging atmospheric Cherenkov telescopes or the GLAST satellite. One may thus test our model with the future observation of these $\pi^0$-decay induced $\gamma$-rays from galaxy clusters (e.g. see Hinton & Dominko 2002). The charged pions decay into $e^\pm$ and neutrinos ($\pi^\pm \rightarrow p^\pm + \nu_\mu + \bar{\nu}_\mu$, $\pi^0 \rightarrow e^\pm + \nu_e + \bar{\nu}_e$).

Since the limiting value of the inelasticity of these hadronic collisions is roughly $1/2$ (Mannheim & Schlickeiser 1994), the energy loss rate of a cosmic-ray proton due to pion production is approximately (Enßlin et al. 2006)

$$\left(\frac{dE}{dt}\right)_h \sim -0.5 n_N \sigma_{pp} \beta c E \theta(E - E_{\text{thr}}),$$

where $n_N = n_e/(1 - 1/2 Y)$ is the target nucleon density in the ICM, $Y$ is the helium fraction, and $\sigma_{pp}$ is the pp cross section for the incident proton. We adopt an approximate value for $\sigma_{pp} (\sigma_{pp} \approx 37.2 \text{ mbar} \text{ cm}^2)$ by using equation (69) of Enßlin et al. (2006) and assuming that the spectral index of the $\pi^0$-decay induced $\gamma$-ray spectrum is 2.5.

To estimate the total energy loss rate of CRs due to Coulomb interactions and hadronic collisions, we need to determine the cosmic-ray energy spectrum. Galactic CR observations and many CR acceleration models suggest that the CR spectrum is a power-law in momentum (see Schlickeiser 2002, for a review). However, in low energy regimes, the energy losses of cosmic rays are dominated by Coulomb interactions, which substantially flatten the spectrum. Similar to Enßlin et al. (2006), we derive an approximate steady-state CR spectrum to estimate the total Coulomb and hadronic loss rates. Assuming that the cosmic rays are injected continuously and subject to energy losses through Coulomb and hadronic collisions, the cosmic ray spectrum in a homogeneous environment follows the evolution equation:

$$\frac{\partial f_E(E,t)}{\partial t} + \frac{\partial}{\partial E} \left( f_E(E,t) \frac{dE}{dt} \right) = Q_E(E),$$

where the cosmic-ray spectrum $f_E(E,t)$ is defined as

$$f_E(E,t) = \frac{dN}{dE dV} = 4\pi p^2 f_p(x,p,t) \frac{dp}{dE},$$

and

$$\frac{dE}{dt} = \left(\frac{dE}{dt}\right)_C + \left(\frac{dE}{dt}\right)_h$$

is the energy loss rate due to Coulomb and hadronic collisions. For simplicity, here the cosmic-ray phase space distribution function $f_p(x,p,t)$ is assumed to be isotropic in momentum space and we approximate hadronic losses as continuous, rather than impulsive. Assuming that the CR injection spectrum is a power law in momentum, i.e.

$$Q_p(p) \propto p^{-\alpha} \theta(p - p_\text{cut}),$$

where $\theta(x)$ is the Heaviside step function and $p_\text{cut}$ is the momentum cutoff, we can get the CR injection spectrum $Q_E(E)$:

$$Q_E(E) \propto (E + E_0)(E + 2E_0)^{-\alpha/2} \theta(E - E_1),$$

where $E_1$ is the energy cutoff and $E_0 \approx 938$ MeV is the proton rest energy. We find the asymptotic steady-state spectrum by assuming negligible hadronic and Coulomb losses in the low and high energy regimes, respectively:

$$f_E(E) = A_{\alpha} \begin{cases} (E/E_*)^{-\alpha} & \text{for } E \gg E_*, \\ (E/E_*)^{-(a-2)/2} & \text{for } E_1 < E \ll E_*, \end{cases}$$

where $A_{\alpha}$ is the normalization factor which can be determined in terms of the energy density ($E_*$) of cosmic rays, and the cross-over energy $E_* \approx 706$ MeV depends on the ratio of the Coulomb to hadronic loss rates. We note that a similar asymptotic stationary CR spectrum has also been derived by Brunetti et al. (2004) and Enßlin et al. (2006). We adopt a simple analytic approximation for the steady-state CR spectrum with the same asymptotic behaviors:

$$f_E(E) = \frac{A_{\alpha} \theta(E - E_1)}{(E/E_*)^\alpha + (E/E_*)^{(a-2)/2}}.$$  

Using the approximate steady-state spectrum (eq. [10]), we get the overall Coulomb loss rate of cosmic rays

$$\Gamma_C = \int_{E_1} E f_E(E) \left(\frac{dE}{dt}\right)_C dE$$

$$= -1.65 \times 10^{-16} \left(\frac{n_e}{\text{cm}^{-3}}\right) \left(\frac{E_e}{\text{ergs cm}^{-3}}\right) \text{ergs s}^{-1} \text{ cm}^{-3},$$

2 Gamma-ray Large Array Space Telescope (GLAST), homepage http://glast.gsfc.nasa.gov/
where $E_c$ is the energy density in cosmic rays, and we adopt $\alpha = 2.5$ and $E_l = 10$ MeV. The loss rate $\Gamma_C$ depends slightly on the value of $E_l$, but not very sensitively, since in the low energy regimes $f_h(E)$ is quite flat (i.e., the CR spectral index, $(\alpha - 2)/2$, is quite small). Similarly, the overall hadronic loss rate per volume is

$$
\Gamma_h = \frac{1}{\kappa_{\text{hr}}} f_h(E) \left( \frac{dE}{dt} \right)_h dE
= -5.86 \times 10^{-16} \left( \frac{n_e}{\text{cm}^{-3}} \right) \left( \frac{E_c}{\text{ergs cm}^{-3}} \right) \text{ergs s}^{-1} \text{cm}^{-3}.
$$

(12)

We note that CR Coulomb losses are usually sub-dominant with respect to hadronic losses if we use the stationary CR spectrum (eq. (10)) with $\alpha \lesssim 3.7$ to calculate the CR energy loss rates. For higher values of $\alpha$ or using the CR injection spectrum (eq. (7) with $\alpha \gtrsim 2$) instead of the stationary spectrum, Coulomb losses usually dominate.

Therefore, the total cosmic-ray energy loss rate due to Coulomb and hadronic collisions is $\Gamma_{\text{loss}} = \Gamma_h + \Gamma_C = -\zeta_e n_e E_c$, where $\zeta_e = 7.51 \times 10^{-16}$ cm$^{-3}$ s$^{-1}$ is the rate coefficient for collisional energy loss of the cosmic rays. While the CR energy lost in Coulomb interactions heats the ICM, most of the CR energy lost in hadronic collisions tends to escape via gamma rays and neutrinos. During hadronic collisions, a small fraction (~1/6, see Mannheim & Schlickeiser (1994)) of the inelastic energy goes into secondary electrons. While the cooling of high-energy electrons ($\gamma \gtrsim 10^3$) is dominated by synchrotron and inverse Compton losses, most of the mildly relativistic ($\gamma \lesssim 200$) electrons will heat the ICM by Coulomb interactions with the plasma electrons and through plasma oscillations and excitation of Alfvén waves (e.g., Rephaeli 1979). Since the spectrum of secondary electrons is dominated by mildly relativistic electrons, here we assume that these secondary electrons lose most of their energy through thermalization and thus heat the ICM. Therefore, the ICM is heated by cosmic rays through Coulomb and hadronic collisions (hereinafter designated as “CR collisional heating”) at a rate of $\Gamma_{\text{coll}} = -\Gamma_C - \Gamma_h / 6 = \eta_c n_e E_c$, where $\eta_c = 2.63 \times 10^{-16}$ cm$^3$ s$^{-1}$.

Note that the real CR spectrum in galaxy clusters may differ substantially with our simple steady state spectrum, since our calculation neglects the influence of CR transport and energy losses due to the generation of hydromagnetic waves. The detailed shape of the spectrum has relatively little impact on hadronic losses. The Coulomb heating rate does depend on the CR spectrum, but even if these effects are included, the CR spectrum is still strongly flattened at low energies due to strong Coulomb losses. The heating rate from the steady-state CR spectrum (which is quickly reached since $t_{\text{Coulomb}} \ll t_{\text{cluster}}$ at low energies) is an order of magnitude less than the heating rate calculated from the injection spectrum (e.g., equation (3) in Nath et al. 2004), which is only a short transient. As shown in § 4.3 CR collisional heating $(\eta_c = 2.63 \times 10^{-16}$ cm$^3$ s$^{-1}$), is negligible compared to CR wave heating. Thus, our results should not change appreciably if a new collisional heating rate calculated with a more realistic CR spectrum is used instead.

### 2.2 Cosmic-ray propagation and assumptions

In our models, cosmic rays are assumed to be primarily injected into the ICM by AGN-produced radio cocoons or bubbles. Cosmic rays then propagate along the magnetic field lines, which, for simplicity, are assumed to be mainly radial on a large scale. Such a magnetic field structure could be created by the bubbles themselves: magnetic fields stretch out behind the bubble and become approximately parallel to the (radial) direction of motion (Ruszkowski et al. 2007). Cosmic rays can thus be viewed as streaming radially on a large scale. If so, cosmic ray propagation can be described approximately by a simplified one-dimensional model with spherical symmetry. In the future, it will be interesting to consider more realistic 3D hydromagnetic simulations, which (among other effects) could potentially take into account the effects of cross-field diffusion of CRs.

The time-dependent cosmic-ray equations governing CR transport and CR energy loss due to the generation of Alfvén waves are derived in Appendix A. As shown in the previous subsection, cosmic rays in the ICM can also lose their energy through Coulomb and hadronic collisions with the ambient thermal gas, at a rate $\Gamma_{\text{loss}} = \zeta_e n_e E_c$. Taking CR collisional losses into account, the net CR source function $Q$ in equation (A13) may be written as $Q = Q_c - \zeta_c n_c E_c$, where $Q_c$ is the source (injection) function of cosmic-ray energy.

Assuming spherical symmetry, the CR energy equation (A13) may be rewritten as

$$
\frac{\partial E_c}{\partial t} = (\gamma_c - 1)(u + u_A) \frac{\partial E_c}{\partial r} - \zeta_e n_e E_c - \frac{1}{r^2} \frac{\partial (r^2 F_c)}{\partial r} + Q_c,
$$

(13)

where $u$ is the radial velocity of the thermal plasma, $u_A$ is the local Alfvén speed of the thermal gas, $F_c$ is the cosmic-ray energy flux, and $\gamma_c = 4/3$ is the adiabatic index for the cosmic rays. The cosmic-ray energy flux $F_c$ is (see eq. (A14))

$$
F_c = \gamma_c (u + u_A) E_c - \kappa_e \frac{\partial E_c}{\partial r},
$$

(14)

where $\kappa_e$ is the diffusion coefficient of cosmic rays. The two terms in equation (14) clearly represent the spread of cosmic rays by advection and diffusion respectively.

Magnetic fields in the ICM have been measured using a variety of techniques, such as Faraday rotation measurements and studies of synchrotron radiation and inverse Compton X-ray emission (see Carilli & Taylor 2002, for a review). These measurements imply that the ICM of most clusters is substantially magnetized, with a typical field strength of order 1 $\mu$G with high areal filling factors out to Mpc radii. In the cores of cool core clusters, these measurements also suggest that magnetic field strength is typically much higher, up to 10s of $\mu$G (e.g., Allen et al. 2001).

The magnetic field is usually not uniform and its distribution in galaxy clusters is still far from clear. For definiteness, similar to Juebels et al. (2006), we assume that the magnetic pressure $(P_B = B^2/(8\pi))$ is a fixed fraction of the thermal pressure $(P_T)$, which corresponds to

$$
B \propto n_e^{1/2} T^{1/2}.
$$

(15)

In the rest of this paper, we assume that $P_B / P_T = 0.06$, which corresponds to $B \sim 10 - 20$ $\mu$G in the central regions of the cluster in the final steady state. Such magnetic field amplitudes have been found in the cores of cool core
clusters through the analysis of Faraday Rotation measure (RM) maps (e.g., Vogt & Enßlin 2003). We neglect pressure support from magnetic fields, since this small level of magnetic field pressure will not substantially change our main results. We also neglect the pressure of the hydromagnetic waves, which should at most be comparable to the pressure of the main field.

The diffusion coefficient of cosmic rays in the intracluster medium, which depends on the frequency of pitch-angle scattering and the cosmic-ray momentum spectrum, is highly uncertain and may vary substantially between different parts of galaxy clusters. For definiteness, here we follow a simple treatment given by Jubelgas et al. (2006) and discuss the dependence of our model on radial profiles of $\kappa$ in §4.4. In Kolmogorov-like MHD turbulence, the parallel diffusion coefficient is expected to scale as 

$$\kappa_c \propto l_B^{2/3} B^{-1/3},$$

(16)

where $l_B$ gives a characteristic length scale for the magnetic field of strength $B$. Here we have ignored the weak dependence of $\kappa_c$ on the cosmic-ray energy distribution. $l_B$ is fairly unknown in galaxy clusters. For definiteness, we assume that $l_B$ scales with the local Jeans length (Jubelgas et al. 2006), and thus obtain:

$$\kappa_c = \kappa_0 \left( \frac{n_e}{0.12 \text{ cm}^{-3}} \right)^{-1/2} \left( \frac{T}{1.6 \text{ keV}} \right)^{1/6} \text{ cm}^2 \text{ s}^{-1},$$

(17)

where we fixed the normalized $\kappa_0$ by assuming that $\kappa_c$ at the center of the fiducial cluster Abell 2199 equals to the estimated diffusion coefficient along the magnetic field lines in the interstellar medium of our own Galaxy: $\kappa_0 = \kappa_{c,\text{ISM}} \approx 3 \times 10^{28} \text{ cm}^2 \text{ s}^{-1}$ (Berezinskaia et al. 1990). The values of $n_e(r_{\text{min}}) = 0.12 \text{ cm}^{-3}$ and $T(r_{\text{min}}) = 1.6 \text{ keV}$ at the inner boundary $r_{\text{min}} = 1 \text{ kpc}$ are obtained directly from Chandra observations of the cluster Abell 2199 (Johnstone et al. 2002). Obviously, this estimate is highly uncertain, but it is consistent with the approximate bound of $\kappa_c \lesssim 7.5 \times 10^{29} \text{ cm}^2 \text{ s}^{-1}$ (Berezinskaia et al. 1990) required for large cavities of radii $r_{\text{cave}} \sim 5 r_{\text{lobe}}$ kpc to remain stable to the diffusion of cosmic rays in time $t_{\text{cave}} \sim 10^7 \text{ yr}$, as required by observations (Mathews & Brighenti 2007), as well as theoretical estimates (Enßlin 2003).

### 2.3 Injection of cosmic rays by a central AGN

The injection of CRs is specified by the cosmic-ray source function $Q_c$, which depends on the spatial profile of CR injection from AGN activity, supernovae, structure formation shocks and merger shocks. The form of $Q_c$ is far from clear. In this paper, we only consider CR injection from the central AGN in clusters, via jet-ICM interactions, which create buoyant bubbles filled with cosmic rays. When the bubbles rise, they inject cosmic rays into the ICM through diffusion or the shredding of the bubbles by Rayleigh-Taylor (RT) and Kelvin-Helmholtz (KH) instabilities. This is an efficient means of transporting cosmic rays from the AGN out to large distances: the buoyancy timescale is typically comparable to (at most several times) the sound crossing time $t_{\text{diff}} \sim 10^8 r_{100} c_{s,100} / 1000 \text{ yr}$ for a radius $r \sim 100 r_{100}$ kpc and sound speed $c_s \sim 1000 c_h,1000 \text{ km s}^{-1}$ (e.g., see table 3 in Birzan et al. 2004), whereas the CR diffusion time for field lines is $t_{\text{diffusion}} \sim 3 \times 10^{11} r_{100}^2 c_{s,28}^{-1} \text{ yr}$ (where the diffusivity $\kappa_c \sim 10^{28} \nu c_{s,28} \text{ cm}^2 \text{ s}^{-1}$), too long to affect the thermal state of gas at the cooling radius. Efficient advection of cosmic rays decreases this timescale by about an order of magnitude (see 4.3), still too slow. Bubble transport is too slow to allow significant heating (e.g., models of Boehringer & Morfill 1988).

AGN activity is likely to be intermittent on a timescale of order the Salpeter time $t_s \sim 10^7 \text{ yr}$, and possibly as short as $t_s \sim 10^4 - 10^5 \text{ yr}$ (Ruszkowski & Begelman 2002, hereafter RB02; Reynolds & Begelman 1997), which is much shorter than the bubble rising time. Note that the bubble rise time is usually much shorter than the gas cooling time (RB02). It is thus justifiable to assume that the CR injection into the ICM from the buoyant bubbles, which are produced by a succession of AGN outbursts, can be treated in a time-averaged sense. Since CR transport timescales are much shorter than thermal timescales, we assume that the cosmic rays are injected into the ICM instantaneously and neglect any delay between central AGN activity and the cosmic-ray injection (similar to instantaneous AGN mechanical heating models, e.g., RB02, Brighenti & Mathews 2003).

The rate at which bubbles are disrupted is highly uncertain, since the nature of the physical mechanism which protects them from RT and KH instabilities—perhaps an ordered magnetic field at the bubble surface, or thermal conduction/plasma viscosity (Kaiser et al. 2003; Reynolds et al. 2005), or even the initial deceleration and drag on the bubble-ICM interface during inflation (Pizzolato & Soker 2006)—is not well understood. Likewise, the diffusion rate of CRs out of the bubbles is highly uncertain, particularly given the unknown magnetic field topology at the bubble interface (see Ruszkowski et al. 2007, for recent simulations). Nonetheless, the observational fact remains that bubbles are seen to survive intact to large radii (with an average projected radius of $\sim 20$ kpc in a sample of 16 clusters (Birzan et al. 2004)). We hence parametrize our ignorance of the bubble disruption rate by simply assuming that the spherically integrated CR energy flux in the buoyant bubbles is a power law with radius:

$$L_{\text{bubble}} \sim -\epsilon M_{\text{in}} \nu c^2 \left( \frac{r}{r_0} \right)^{-\nu} \text{ for } r > r_0,$$

(18)

where $\epsilon$ is the efficiency with which the rest-mass energy of the ICM cooling flow is converted into the cosmic-ray energy in the bubbles, $M_{\text{in}}$ is the mass accretion rate across the inner boundary of the simulation, $c$ is the speed of light, $\nu$ is a positive constant, and $r_0$ is a characteristic radius where the bubbles are created. The decline of $L_{\text{bubble}}$ with radius reflects the transfer of CRs to the ICM. In particular, the cosmic-ray energy injection rate into the ICM per unit volume is given by:

$$Q_c = -\nabla \cdot \mathbf{F}_{\text{bubble}} \sim \frac{1}{4 \pi r^2} \frac{\partial L_{\text{bubble}}}{\partial r} \left[ 1 - e^{-(r/r_0)^2} \right]$$

$$\sim -\frac{\nu}{4 \pi r_0^2} \left( \frac{r}{r_0} \right)^{-3-\nu} \left[ 1 - e^{-(r/r_0)^2} \right],$$

(19)

where $F_{\text{bubble}} = L_{\text{bubble}} / (4 \pi r^2)$, and we have introduced an inner injection cutoff term, which reflects the finite radius $r \sim r_0$ at which bubbles are injected; it is very similar to the AGN heating cutoff term in RB02. Here $r_0$ was taken to be...
20 kpc. Inclusion of this term allows us to apply equation (19) at all radii in our simulations. Besides CR injection into the ICM, bubbles also lose energy by expansion as they rise. Therefore, strictly speaking, \( L_{\text{bubble}} \) defined in equation (18) is only a means of parametrizing the spatial distribution of the CR injection rate (eq. (19)), and is generally different from the total energy flux of cosmic rays. We can include the PdV work from bubble expansion in equation (18):

\[
L_{\text{bubble}} \sim -M_{\text{tot}} c^2 \left[ \epsilon \left( \frac{r}{r_0} \right)^{-\nu} + F_{\text{pdv}} \right] \text{ for } r > r_0. \quad (20)
\]

As before, the first term on the right-hand side of equation (20) represents the cosmic-ray injection into the ICM, while the second term \( F_{\text{pdv}} \) represents the PdV work done on the ICM during the bubble expansion. The AGN feedback efficiency \( \epsilon_{\text{tot}} \) is:

\[
\epsilon_{\text{tot}} \sim -\frac{L_{\text{bubble}}(r_0)}{M_{\text{tot}} c^2}. \quad (21)
\]

If the bubble is nearly in pressure equilibrium with the ICM, \( F_{\text{pdv}} \) satisfies the equation:

\[
(\gamma_c - 1) P_s \frac{d}{dr} \left[ \frac{\epsilon (r/r_0)^{-\nu} + F_{\text{pdv}}}{P_s} \right] = -\frac{dF_{\text{pdv}}}{dr}. \quad (22)
\]

If we further assume that \( P_s \) scales approximately with \( r^{-\nu} \) \((\nu > 0)\), the solution of equation (22) is:

\[
F_{\text{pdv}} \sim (\epsilon_{\text{tot}} - \epsilon) \left( \frac{r}{r_0} \right)^{-\nu/\omega} + G(r), \quad (23)
\]

where \( \omega = \gamma_c / (\gamma_c - 1) \), and

\[
G(r) = \begin{cases} 
\frac{\epsilon (\nu - 1)}{\omega (\nu - 1)} \left( \frac{r}{r_0} \right)^{-\nu} & \text{if } \nu \neq \frac{\omega}{\omega - 1} \\
\epsilon \ln \left( \frac{r}{r_0} \right) & \text{if } \nu = \frac{\omega}{\omega - 1} 
\end{cases} \quad (24)
\]

The AGN mechanical heating model of RB02 assumes no cosmic ray leakage from the bubbles and finds that \( F_{\text{pdv}} \) scales with \( P_s^{(\gamma_c - 1)/\gamma_c} \), which is the solution of equation (22) when \( \epsilon = 0 \). In this paper, we consider the heating of the ICM by the cosmic rays leaked from these AGN-produced bubbles, and assume that \( \epsilon \sim \epsilon_{\text{tot}} \). In this case, the effect of the bubble expansion or contraction is described by the variation of \( G(r) \) with radius. For \( 0 < \nu < \tau \), \( G(r) \) first decreases and then increases with radius, which means that the bubble expands first and contracts later. For \( \nu > \tau \), the bubble contracts first and expands later. We are not interested in the models with high values of \( \nu (\nu \gtrsim 1.0) \), where the cosmic rays are essentially dispersed into the ICM at the cluster center. When \( \nu \) is very small \((\nu \lesssim 0.1)\), the CR injection is less important and the bubble PdV work (the model of RB02) dominates. In this paper, we are interested in the models with a moderate level of the bubble disruption \((0.1 \lesssim \nu \lesssim 1.0)\), where the CR injection into the ICM dominates and hence the CR heating of the ICM may be significant. Figure 1 shows the ratio of the bubble PdV work rate to the CR injection rate for different values of \( \nu \) and \( \tau \) \((\tau \sim 0.5 \sim 1.0 \) in the central regions of the cluster Abell 2199). As can be clearly seen, bubble expansion is subdominant for \( \nu = 0.3 \) or 0.7, and becomes comparable to the cosmic ray injection only for very flat disruption profiles, \( \nu = 0.1 \), reverting to the case studied by RB02. Hence, we shall neglect bubble expansion in this paper.

The cosmic ray injection described by equations (18) and (19) is obviously simplified, and would be worth refining in more detail once more is known both observationally and theoretically about bubble disruption. Nonetheless, our model should be relatively robust to the details of the bubble disruption profile. For instance, as we show in §4.4, our model is very robust to the value of the model parameters \( \epsilon, \nu \) needed.

3 BASIC EQUATIONS

In our spherically symmetric model of galaxy clusters, the dark matter distribution is given by a Navarro-Frenk-White (NFW) profile (Navarro, Frenk & White 1997):

\[
\rho_{\text{DM}}(r) = \frac{M_0 / 2\pi}{r (r + r_s)^2}, \quad (25)
\]

where \( r_s \) is the standard scale radius of the NFW profile and \( M_0 \) is a characteristic mass.

In this paper, we will take the cooling flow cluster Abell 2199 as our fiducial model to study cosmic-ray heating in galaxy clusters. For this cluster, the parameters of the NFW profile are \( M_0 = 3.8 \times 10^{14} \) M\(_{\odot} \), \( r_s = 390 \) kpc (Zakamska & Narayan 2003). Since we are interested in the cluster within the cooling radius, the central cD galaxy NGC 6166 may be dynamically important as well. We adopt a King profile with core radius and one-dimensional velocity dispersion of \( r_k = 2.83 \) kpc and \( \sigma = 200 \) km s\(^{-1} \), respectively, for the density distribution of NGC 6166 (Kelson et al. 2002):

\[
\rho_{\text{cD}}(r) = \frac{\rho_0}{\left[ 1 + (r/r_k)^2 \right]^{3/2}}, \quad (26)
\]

where \( \rho_0 \) is the central density,

\[
\rho_0 = \frac{9\sigma^2}{4\pi G r_k^2}. \quad (27)
\]
The intracluster medium is subject to radiative cooling, thermal conduction and cosmic-ray heating. The governing hydrodynamic equations are

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0 ,
\]

\[
\frac{\partial S}{\partial t} + \nabla \cdot (S \mathbf{u}) = - \nabla P_g - \nabla P_c - \rho \nabla \Phi ,
\]

\[
\frac{\partial E_g}{\partial t} + \nabla \cdot (E_g \mathbf{u}) = - P_g \nabla \cdot \mathbf{u} - \nabla \cdot \mathbf{F} - n_e^2 \Lambda(T) + \eta_e n_e E_c - \mathbf{v}_A \cdot \nabla P_c ,
\]

where \( \rho \) is the gas density, \( P_g \) is the gas pressure, \( E_g \) is the gas energy density, \( S = \rho u \) is the gas momentum vector, \( P_c \) is the cluster dark matter potential and \( \Phi \) is the gravitational potential, which is obtained by solving Poisson’s equation:

\[
\nabla^2 \Phi = 4\pi G(\rho_{\text{DM}} + \rho_{\text{CD}}),
\]

where we have neglected the self-gravity of the intracluster medium (ICM). Hence, \( \Phi \) can be written as \( \Phi = \Phi_{\text{DM}} + \Phi_{\text{CD}} \), where

\[
\Phi_{\text{DM}} = -\frac{2GM_0 \ln(1 + r/r_s)}{r_s} - \frac{\mu_n}{\mu} n_c k_b T ,
\]

is the cluster dark matter potential and

\[
\Phi_{\text{CD}} = -4\pi G \rho_0 r_s^2 \frac{\ln(r/r_s + \sqrt{1 + (r/r_s)^2})}{r/r_s}
\]

is the gravitational potential contributed by the central CD galaxy. In our spherically symmetric model, we define the gravitation acceleration \( g = d \Phi/dr \).

We adopt the ideal gas law,

\[
P_g = \frac{\rho k_b T}{\mu m_p},
\]

where \( k_b \) is Boltzmann’s constant, \( m_p \) is the atomic mass unit, and \( \mu \) and \( \mu_e \) are the mean molecular weight per thermal particle and per electron, respectively. We assume that the gas is fully ionized with hydrogen fraction \( X = 0.7 \) and helium fraction \( Y = 0.28 \) (Zakamska & Narayan 2003), so that \( \mu = 0.62 \) and \( \mu_e = 1.18 \). We use an analytic fit (Tozzi & Norman 2000) to the cooling function based on calculations by Sutherland & Dopita (1993),

\[
n_e^2 \Lambda(T) = 1.0 \times 10^{-22} \left[ C_1 \left( \frac{k_b T}{\text{keV}} \right)^{\delta_1} + C_2 \left( \frac{k_b T}{\text{keV}} \right)^{\delta_2} + C_3 \right] \times \left( \frac{n_i}{\text{cm}^{-3}} \right) \left( \frac{n_e}{\text{cm}^{-3}} \right) \text{ergs cm}^{-3} \text{s}^{-1} ,
\]

where \( n_i \) is the ion number density. For an average metallicity \( Z = 0.3Z_\odot \), the constants are \( \delta_1 = -1.7, \delta_2 = 0.5, C_1 = 8.6 \times 10^{-9}, C_2 = 5.8 \times 10^{-2} \) and \( C_3 = 6.3 \times 10^{-2} \), and we can approximate \( n_i n_e = 0.704(\rho/m_p)^2 \), where \( m_p \) is the proton mass. We manually truncate the cooling below a minimum temperature of 0.03 keV, since equation (35) is only valid for \( k_b T > 0.03 \) keV (Tozzi & Norman 2001).

In equation (36), \( F \) is the heat flux due to electron conduction,

\[
F = -f \kappa_{\text{Sp}} \nabla T ,
\]

where \( f (0 \leq f \leq 1) \) is a conductivity reduction factor due to magnetic field suppression and \( \kappa_{\text{Sp}} \) is the classical Spitzer conductivity (Spitzer 1962),

\[
\kappa_{\text{Sp}} = \frac{1.84 \times 10^{-5} T^{5/2}}{\ln \lambda} \text{ergs s}^{-1} \text{K}^{-7/2} \text{cm}^{-1} ,
\]

where \( \ln \lambda \approx 37 \) is the usual Coulomb logarithm. For simplicity, here we assume that \( f \) is constant throughout the cluster. In real clusters, heat transport may be much more complex, depending on the plasma magnetization and turbulence driving. Heat transport through turbulent fluid motions may also need to be taken into account (see Lazarian 2004). Since at present there is no consensus on the nature of conductivity in a turbulent magnetized plasma, we adopt the same assumption of Spitzer conductivity (with a constant suppression factor) that most authors do. We do show that (unlike others) no fine-tuning of \( f \) is necessary in our models.

### Table 1. List of Simulations.

| Run | Heating | \( f_a \) | \( f_b \) | \( f_c \) |
|-----|---------|---------|---------|---------|
| A   | None    | N/A     | N/A     | N/A     |
| B1  | Conduction | 0.4    | N/A     | N/A     |
| B2  | Conduction | 0.8    | N/A     | N/A     |
| B3  | Conduction | 0.6    | N/A     | N/A     |
| C   | Conduction, CR\(^d\) | 0.3 | 0.003  | 0.3     |
| D1  | Conduction, CR | 0.1   | 0.003  | 0.3     |
| D2  | Conduction, CR | 0.4   | 0.003  | 0.3     |
| E1  | Conduction, CR | 0.3   | 0.05   | 0.3     |
| E2  | Conduction, CR | 0.3   | 0.0003 | 0.3     |
| F1  | Conduction, CR | 0.3   | 0.003  | 0.1     |
| F2  | Conduction, CR | 0.3   | 0.003  | 0.7     |
| F3  | Conduction, CR | 0.3   | 0.003  | 1.5     |
| G1  | Conduction, CR | 0.3   | 0.003  | 0.3     |
| G2  | Conduction, CR | 0.3   | 0.003  | 0.3     |
| G3  | Conduction, CR | 0.3   | 0.003  | 0.3     |

\( a \) Conductivity suppression factor relative to the Spitzer value.
\( b \) Efficiency of cosmic ray injection due to accretion-triggered AGN activity. See eqs. (18) and (19).
\( c \) See eqs. (18) and (19).
\( d \) Cosmic-ray heating.
\( e \) Runs G1, G2 and G3 are performed to check the dependence of our model on the CR diffusion coefficient. For run G1, \( \kappa_c \) has the form of equation (17) with \( \kappa_0 = 3 \times 10^{27} \text{cm}^2 \text{s}^{-1} \).
\( f \) For run G2, \( \kappa_c \) has the form of equation (17) with \( \kappa_0 = 3 \times 10^{29} \text{cm}^2 \text{s}^{-1} \).
\( g \) For run G3, \( \kappa_c \) is taken to be constant throughout the cluster: \( \kappa_c = 3 \times 10^{28} \text{cm}^2 \text{s}^{-1} \).

### 4 HYDRODYNAMIC SIMULATIONS

In this section, we follow the long-term evolution of a series of spherically symmetric cluster models from a state far from equilibrium to investigate whether the cluster will relax to a stable quasi-equilibrium state. Basic information for the set of simulations presented in this paper is listed in Table 1. Our models are intended to be generic, but, for definiteness, we choose the cluster A2199 as our fiducial cluster. We
Figure 2. Time evolution of gas temperature (upper panel) and mass accretion rate (lower panel) at \( r = 5 \) kpc for runs A (solid line), B1 (short-dashed line), B2 (long-dashed line), and B3 (dotted line). See Table I for additional information.

Figure 3. Final density and temperature profiles after a Hubble time for runs A (solid line), B1 (short-dashed line), B2 (long-dashed line), and B3 (dotted line); crosses indicate Chandra data (Johnstone et al. 2002). None of these models provide an adequate fit to the data.

4.1 Simulation setup

We use the ZEUS-3D hydrodynamic code [Stone & Norman 1992] in its one-dimensional mode; we gratefully acknowledge Mateusz Ruszkowski for supplying us with the modified version described in RB02, which includes radiative cooling and thermal conduction. We solve equations (13), (28), (29) and (30) for our fiducial cluster Abell 2199; in particular, we have incorporated into ZEUS a background gravitational potential (eq. [31]), cosmic-ray heating, cosmic-ray pressure support, cosmic-ray transport and the cosmic-ray energy equation (eq. [13]). For numerical stability, the conduction term is integrated using time steps that satisfy the Courant condition

\[
\Delta t \leq \frac{1}{2} \frac{E_g (\Delta r)^2}{f \kappa_c T}. \tag{38}
\]

The time steps in our simulation are also chosen to be small enough to satisfy the Courant conditions required by numerical stability of the cosmic-ray energy equation

\[
\Delta t \leq \min \left( \frac{\Delta r}{\sqrt{n + e_A}}, \frac{(\Delta r)^2}{2\kappa_c} \right). \tag{39}
\]

Our computational grid extends from \( r_{\min} = 1 \) kpc to \( r_{\max} = 200 \) kpc. In order to resolve adequately the inner regions, we adopt a logarithmically spaced grid in which \( (\Delta r)_{i+1}/(\Delta r)_i = (r_{\max}/r_{\min})^{1/N} \), where \( N \) is the number of active zones. We performed our main simulation (run C)
three different resolutions: $N = 100, 200, 400$. The results of these three simulations are quite similar, with virtually identical results for the second two. Therefore, we are confident that our simulations are numerically convergent. The standard resolution of our simulations presented in this paper is $N = 400$.

For initial conditions, we assume the ICM to be isothermal at $T = 4.6$ keV, and solve for hydrostatic equilibrium. We assume that at the outer boundary $r_{\text{max}}$, $n_e(r_{\text{max}}) = 0.0015$ cm$^{-3}$, which is close to the value extrapolated from the observational density profile. We assume that the cosmic-ray energy density $E_c$ is a very small constant value throughout the cluster initially. Our results are not sensitive to this value, which is chosen to be $E_c = 3.8 \times 10^{-14}$ ergs s$^{-1}$ cm$^{-3}$ in the models presented in the rest of the paper. For boundary conditions, we assume that the gas is in contact with a thermal bath of constant temperature and pressure at the outer radius, where the cooling time exceeds the Hubble time. Thus, we ensure that temperature and density of the thermal gas at the outer radius are constant.

We extrapolate all hydrodynamic variables from the active zones to the ghost zones by allowing them to vary as a linear function of radius at both the inner and outer boundaries. The intracluster gas is allowed to flow in and out of active zones at both the inner and outer boundaries. Cosmic ray injection by the central AGN is only allowed when the gas at the inner boundary flows inward.

### 4.2 The cooling flow model without any heating

To establish a control, our first simulation (run A) follows the evolution of the ICM under the pure radiative cooling for a Hubble time $t_H = H_0^{-1} (H_0 = 70$ km s$^{-1}$ Mpc$^{-1})$. The evolution is simple. Figure 2 shows the time evolution of the gas temperature and mass accretion rate at $r = 5$ kpc. As is clearly seen, the ICM cools catastrophically (characterized by a rapid decrease in the central temperature) and finally reaches a quasi-steady state, where a strong cooling flow ($M \sim -200$ M$_\odot$ yr$^{-1}$) is formed. Note that the long-term evolution of the ICM with a strong cooling flow in our model may not be accurate: for instance, we neglect the deepening of the gravitational potential well due to the large mass deposition at the cluster center by the cooling flow (see Meiksin 1994). But this control establishes a minimal baseline for the amount of cooling expected if there are no heating sources.

### 4.3 The model with conduction only

In this subsection, we explore the role of thermal conduction in the evolution of the ICM. We first performed two simple simulations with $f = 0.4$ (run B1) and $f = 0.8$ (run B2), following the evolution of the ICM subject to radiative cooling and thermal conduction. The time evolution of the gas temperature and mass accretion rate at $r = 5$ kpc is shown in Figure 2 while Figure 3 shows the final density and temperature profiles as a function of radius. Agreeing with Gaetz (1989), run B1 shows that a moderate level of thermal conduction delays the cooling catastrophe and reduces the mass accretion rate at the final quasi-steady state. However, weak conduction cannot suppress the cooling catastrophe sufficiently. Even with $f = 0.4$, the final mass accretion rate at $r = 5$ kpc is around $M \sim -70$ M$_\odot$ yr$^{-1}$ and the final temperature at $r = 5$ kpc is around 1.1 keV, which is smaller than the observed value ($\sim 2$ keV). Interestingly, this value of $f = 0.4$ is the value needed to build an equilibrium model in which conduction balances cooling (e.g. Zakamska & Narayan 2003); we have verified this by building such a model which matches the observed temperature and density profiles for A2199, and found the eigenvalue $f = 0.43$. If one perturbs around the equilibrium state, the global thermal instability of such models are also claimed to be dynamically unimportant (the instability growth time is $\sim 2 - 5$ Gyr; Kim & Narayan 2003a). However, if one starts far from equilibrium, then evolution toward the equilibrium profile is not guaranteed. We explore this and related issues in a forthcoming paper (Guo et al 2007, in preparation).

On the other hand, strong conduction successfully prevents the cooling catastrophe, just as shown in Figure 2, but the temperature does not drop significantly toward the cluster center, in violation of the observed temperature gradient.

Nonetheless, it may be possible to fine-tune the value of $f$ so that the final state $(t \sim t_H)$ of the pure conduction model produces a reasonably good fit to the observational data. We thus performed a pure conduction simulation with $f = 0.6$ (run B3), which produced a somewhat better but still unsatisfactory fit to the data. With sufficient diligence it might be possible to find a satisfactory model, but the amount of fine-tuning seems excessive. Clearly, results depend sensitively on the assumed value of $f$: if $f$ is too large, the temperature profile is too close to isothermal; if it is too low, a strong cooling flow develops. Since neither nearly isothermal nor strong cooling flow clusters are observed, if only conduction balances cooling then $f$ must be restricted to a narrow range. Yet, the value of $f$ required to explain observed temperature and density profiles profiles differs from cluster to cluster, and a physical explanation of how $f$ self-adjusts in each cluster is missing; furthermore, a significant fraction of observed clusters cannot be fit at all by conduction only models with $f \leq 1$ (Zakamska & Narayan 2003). By contrast, we find in [13] that if a secondary heating mechanism such as cosmic-ray heating is included, this fine-tuning problem is eliminated, and a broad range of $f$ is permissible, with the remainder of the heating being supplied by CR heating in a self-regulating fashion. Note also from Figure 2 that the ICM in run B3 takes a long time (comparable to the Hubble time) to reach a steady state. As we shall see in the next subsection, by including a physically motivated feedback heating term, the ICM will relax more quickly to a steady state, which produces a much better fit to the observational data as well.

Our conduction model (eq. [36]) in this paper is somewhat idealized. In reality, both electron conduction and turbulent mixing may contribute to heat transport in clusters (for a comprehensive discussion, see Lazarian 2006). Note that the turbulent mixing model will probably suffer a similar fine-tuning problem (fine-tuning of the mixing parameter may be required, see Kim & Narayan 2003b).
4.4 The model with conduction and cosmic-ray feedback heating

The main results of this paper are presented in this subsection. We consider the evolution of the ICM subject to radiative cooling, thermal conduction and feedback heating by cosmic rays. To illustrate our results, we present one representative model (run C) with the following parameters: $f = 0.3$, $\epsilon = 0.003$, $\nu = 0.3$. We follow cluster evolution for a Hubble time $t_H$. Figure 4 shows the radial profiles of gas temperature, electron number density, cosmic-ray energy density and mass accretion rate for a few time epochs. This model settles down to a stable steady state at $t \sim 0.4t_H$. Figure 4 shows the gas temperature, electron number density, cosmic-ray energy density and mass accretion rate for a few time epochs. This model settles down to a stable steady state at $t \sim 0.4t_H$. Figure 5 shows the gas temperature, electron number density, cosmic-ray energy density and mass accretion rate as a function of time (in units of the Hubble time) for different distances from the cluster center $r = 5, 10, 20, 40, 80, 160$ kpc. In the case of electron number density and cosmic-ray energy density, the above sequence of $r$ corresponds to the curves from top to bottom. For the gas temperature, the trend is the opposite. In the case of accretion rate, the amplitude of oscillations increases with $r$. These oscillations are caused by sound waves, which propagate across the cluster as it adjusts to changing boundary conditions (see RB02). The precise character of these sound waves depends on the resolution and boundary conditions. After the cluster relaxes to the quasi-steady state, similar numerical oscillations with a small amplitude and a short wavelength also appear near the cluster center, as is readily seen in the time evolution curves of cosmic ray energy density and mass accretion rate in Figure 5 as well as spatially in the pressure gradient and heating terms in Figure 6.

The evolution of the cluster is very similar to that of RB02, since their AGN feedback heating is also triggered by the mass accretion. Strong X-ray emission in the cluster center leads to a gradual decrease in temperature and a slow increase in gas density, which in turn increases the cooling and thus increases the accretion rate. Cosmic ray injection is controlled by the mass accretion rate at the cluster center. As the CR injection rate increases, the CR heating rate also
Figure 5. Dependence of gas temperature (upper left), electron number density (upper right), cosmic-ray energy density (lower left) and accretion rate as a function of time for different distances from the cluster center for run C. See text for additional information.

increases and hence, the cluster does not cool in a runaway fashion. As can be clearly seen in Figure 5, the slow evolution of the cluster is followed by a cooling catastrophe at $t \sim 0.25 t_H$. Unlike the standard cooling flow models where the gas cools to very low temperatures and a strong cooling flow forms, the feedback heating mechanism in our model suppresses the cooling catastrophe quickly after its onset. The gas temperature, electron number density and cosmic-ray energy density then cycle up and down for several times when the cluster adjusts its mass accretion rate in response to the relative importance of heating and cooling, and are stabilized within $\sim 0.1 t_H$. The cluster thus relaxes to a stable steady state. The evolution of mass accretion rate is similar. After oscillations through positive and negative values, the mass accretion rate tends to a small constant negative value. This value is also approximately constant at all radii, as it should be for a steady state cluster. In the final state, the mass accretion rate is about $\dot{M} \sim -2.3 \, M_\odot \, \text{yr}^{-1}$, which is much smaller than accretion rates inferred from the standard cooling flow models, and consistent with the observed upper bounds of $\dot{M} \lesssim 12 M_\odot \, \text{yr}^{-1}$ (Johnstone et al. 2002).

Thus, a cooling catastrophe is averted in our model. Starting from a state far from equilibrium, the cluster relaxes to a sustainable and stable steady quasi-equilibrium state. In the upper panels of Figure 6, the observational temperature and electron density profiles (Johnstone et al. 2002) are also shown. As is clearly seen, the final steady state of our model produces a very good fit to the observational profiles. In the lower left panel of Figure 4 we also show the radial profile of thermal energy density in the final state. In steady state, the ratio of cosmic-ray pressure to thermal pressure ($P_c/P_g$) is always less than 0.1 and decreases away from the cluster center. This is well within upper bounds in nearby rich clusters of $P_c/P_g \lesssim 20\%$ (Ensslin et al. 1997), Virgo and Perseus clusters) and $P_c/P_g \lesssim 30\%$ (Pfrommer & Enßlin 2004, Coma cluster).

The upper panel of Figure 6 shows the steady-state ratios of thermal and CR pressure gradients to the gravity. As is readily seen, the thermal pressure support dominates over the whole cluster, although cosmic rays provide a small amount of pressure support in the central regions of the cluster ($\sim 0.1 P_g$ in the central $\sim 30$ kpc). In the lower panel of Figure 6, we show the relative importance of various heating mechanisms in steady state. The heating due to thermal
conduction is comparable to the cosmic ray heating, which is dominated by wave heating through the dissipation of the hydromagnetic waves, while cosmic-ray collisional heating is negligible. The volume-integrated cosmic-ray heating rate amounts to $1.1 \times 10^{44}$ ergs s$^{-1}$ in the final state, while the final X-ray luminosity is $2.3 \times 10^{44}$ ergs s$^{-1}$. The volume-integrated cosmic-ray injection rate in the final steady state is $\sim 2.4 \times 10^{44}$ ergs s$^{-1}$, where around half of the cosmic-ray energy is transported to outer regions of the cluster ($> 200$ kpc) and heats the ICM in those regions. Only a small fraction ($\sim 2\%$) of the CR energy escapes the cluster in the form of gamma rays and neutrinos.

Our models and results are very robust to the level of thermal conduction. Runs D1 and D2 follow the evolution of the cluster with a lower thermal conductivity ($f = 0.1$) and a higher thermal conductivity ($f = 0.4$), respectively. The steady-state profiles of gas temperature and electron number density for both runs are very close to those for run C ($f = 0.3$). The temperature profiles in the final state for both runs are shown in Figure 7. Figures 7 shows the time evolution of gas temperature at $r = 5$ kpc. As is clearly seen, thermal conduction delays the onset of the cooling catastrophe and, with a higher level of thermal conduction, the cluster approaches the steady state later, which agrees with similar results from the pure conduction models (see § 4.3).

We also run similar simulations with different efficiency of feedback (run E1 with $\epsilon = 0.05$ and run E2 with $\epsilon = 0.0003$). As shown in Figure 7, the cooling catastrophe happens at almost the same time ($\sim 0.25 t_{\odot}$). However, with higher efficiency, the cooling catastrophe is more strongly suppressed and the final mass accretion rate is more reduced. For the very low efficiency $\epsilon = 0.0003$, the cooling catastrophe is less suppressed and the gas at inner radii can cool to lower temperatures and higher densities in the final steady state, as clearly seen in Figure 7. The final mass accretion rate in this low-efficiency model is about $\dot{M} \sim -19$ $M_\odot$ yr$^{-1}$, which is still much smaller than accretion rates in standard cooling flow models, and marginally consistent with the rough observational bound of $\dot{M} \lesssim 12 M_\odot$ yr$^{-1}$ (Johnstone et al. 2002).

Our models are also very robust to the value of $\nu$, which determines the spatial distribution of cosmic-ray injection into the ICM. Runs F1 and F2 follow the evolution of the cluster with a lower value ($\nu = 0.1$) and a higher value ($\nu = 0.7$) of $\nu$, respectively. The cluster relaxes to steady state at almost the same time as run C ($\nu = 0.3$); the steady-state profiles of gas temperature and density are also very similar to those for run C. Figure 8 shows the steady-state radial profiles of gas temperature and ratio of cosmic-ray heating rate ($\Gamma_{\text{cr}} = \Gamma_{\text{wave}} + \Gamma_{\text{coll}}$) to gas cooling rate for these runs. As is readily seen, for higher values of $\nu$, the cosmic ray injection is more centrally localized, and so is the cosmic ray heating. The resulting steady state mass accretion rate decreases with $\nu$ ($\dot{M} \sim -6.6$, $-2.3$ and $-1.0$ $M_\odot$ yr$^{-1}$ for runs F1, C and F2, respectively). With a combination of cosmic ray heating and thermal conduction, our model produces a reasonably good fit to observation for a broad range of $\nu$. Note that for $\nu \lesssim 0.1$, the PdV work during the bubble expansion dominates over the CR injection (see Fig. 8) and thus becomes the main mechanism transferring the AGN mechanical energy into the thermal energy of the ICM. We also run a simulation (run F3) with a very high value of $\nu$ ($\nu = 1.5$), where the cosmic rays are essentially dispersed into the ICM at the cluster center. As shown in Figure 8, the cosmic rays are unable to directly heat the ICM at large radii and the cluster suffers a cooling catastrophe at $r \sim 4$ kpc at $t \sim 0.3 t_{\odot}$. The appropriate value of $\nu$ depends on the bubble disruption rate and is fairly uncertain (see discussion in § 2.3). However, a very high value of $\nu$ seems unlikely since bubbles are observed to survive out to large projected radii.

Recent studies (Chandrabook 2003; Chandran & Dennis 2006) suggest that the cosmic ray pressure gradient may drive convection, if the convective instability criterion

$$\frac{\mu e n_e k_B}{\mu} \frac{dT}{dr} < - \frac{dP_e}{dr}$$

(40)
is satisfied. In cluster cores, a strong negative cosmic ray pressure gradient is required to drive convection, since the gas temperature increases away from the cluster center. When $\nu$ is higher, the distribution of cosmic ray injection is more centrally peaked, and thus the resulting cosmic-ray pressure gradient is more negative. We checked the convective instability criterion (eq. [40]) for runs F1 ($\nu = 0.1$), C ($\nu = 0.3$), and F2 ($\nu = 0.7$), and found that the cluster is always convectively stable during the simulations. In the steady state configuration of our main model (run C), we find that the ratio of the left-hand side to the right-hand side of equation (40) is $\sim 5 - 10$. For run F3 ($\nu = 1.5$), where cosmic rays are mainly dispersed into the ICM at the cluster center, the instability criterion (eq. [40]) is easily met at the cluster center at the very beginning of the simulation, suggesting that the cluster becomes convectively unstable long before the onset of the cooling catastrophe. Convection driven by the cosmic-ray pressure gradient thus provides an alternative means for heating the ICM and generating the needed magnetic turbulence in cluster cores (Chandran 2005), which is obviously beyond the scope of this paper.

The CR diffusion coefficient, $\kappa_c$, in galaxy clusters is fairly unclear. To check the dependence of our model on it, we performed three additional simulations with different radial profiles of $\kappa_c$, which has the form of equation (17) with $\kappa_0 = 3 \times 10^{27}$ cm$^2$ s$^{-1}$ and $3 \times 10^{29}$ cm$^2$ s$^{-1}$ for runs G1 and G2 respectively. For run G3, $\kappa_c$ is taken to be constant throughout the cluster: $\kappa_c = 3 \times 10^{28}$ cm$^2$ s$^{-1}$. The steady-state profiles of the contribution of cosmic ray diffusion, $F_{\text{diff}} = -\kappa_c (\partial E_c/\partial r)$, to CR transport for these runs are very different, as shown in the upper panel of Figure 9. The middle and lower panels show the steady-state profiles of CR energy density and gas temperature. These runs demonstrate that the evolution of the ICM is very insensitive to the radial profiles of $\kappa_c$. This is due to the fact that the cosmic-ray diffusion time is much longer than the gas cooling time (see § 2.3). In our model, the distribution of the cosmic rays in the cluster is mainly determined by the spatial distribution of CR injection into the ICM from the
G1, G2, and G3 at is 1 for additional information. The steady-state ratio of diffusion to advection for run C is subdominant with respect to the cosmic ray advection. Rising bubbles (see Figure 9) for runs C, G1, G2, and G3 at t = 0.4tH, when the cluster has relaxed to steady state. Note that the cluster relaxes to the almost the same steady-state temperature profiles at almost the same time for these runs, which assume different radial profiles for κc. See Table 2 for additional information.

Figure 9. Radial profiles of the contribution of cosmic-ray diffusion to CR energy flux (upper panel), cosmic-ray energy density (middle panel), and gas temperature (lower panel) for runs C, G1, G2, and G3 at t = 0.4tH, when the cluster has relaxed to steady state. Note that the cluster relaxes to the almost the same steady-state temperature profiles at almost the same time for these runs, which assume different radial profiles for κc. See Table 2 for additional information.

rising bubbles (see §2.3). Note that the diffusion is also usually subdominant with respect to the cosmic ray advection. The steady-state ratio of diffusion to advection for run C is \( \sim 0.1 \) in the central \( \sim 10 \) kpc and becomes negligible \( (\sim 0.03) \) in the outer regions; run G2 is an extreme case where the CR diffusion becomes comparable to the advection (see Figure 9).

5 CONCLUSIONS

Awareness of the significant role cosmic rays could play in shaping the thermal and dynamical state of gas in galaxy clusters has been growing in recent years. Observations of diffuse radio synchrotron radiation from galaxy clusters imply that strong sources of non-thermal particles are indeed present. At the same time, recent studies show that active galactic nuclei inflate buoyant bubbles containing non-thermal radio emitting particles and could potentially play a central role in suppressing the cooling flows in cool core clusters. Many studies have focused on the potential dynamical effects of cosmic ray pressure support, but none have built successful models in which cosmic-ray heating is significant. In this paper, we propose a new model of AGN feedback heating, in which cosmic rays produced by accretion-triggered AGN activity heat the ICM efficiently, with only a small dynamical perturbation on the ICM.

In our model, the cosmic rays are injected into the ICM mainly from the rising bubbles generated by central AGN activity, which is treated in a time-averaged sense. We assume that the cosmic rays are injected into the ICM instantaneously and neglect any time delay between central AGN activity and the cosmic ray injection. Such time-averaging is justifiable because the AGN duty cycle is much shorter than the gas cooling time. The cosmic rays then stream along the magnetic field lines in the ICM. Due to the cosmic ray streaming instability, Alfvén waves propagating nearly in the direction of the CR streaming are excited and scatter the cosmic rays in pitch angle. These waves grow exponentially until dissipated by nonlinear Landau damping, and thus heat the ICM efficiently. We note that the cosmic ray streaming may also depend on the details of the CR scattering by the small-scale MHD turbulence in the ICM, which is still poorly understood (see §2.1.1). Here only Alfvén waves self-excited by the cosmic-ray streaming instability are considered.

We have performed a set of one-dimensional numerical simulations of the ICM, which is subject to radiative cooling, thermal conduction and cosmic ray heating. If only thermal conduction operates, extreme fine-tuning of the conduction suppression factor \( f \) is required; if \( f \) is too low, then a strong cooling flow develops. If \( f \) is too high, the temperature profile becomes nearly isothermal, in contrast to observations where the temperature invariably declines toward the cluster center. On the other hand, once cosmic ray heating is including, our results are very robust to the level of thermal conduction: the reduced cooling flow in our new model automatically adjusts itself to some low value of the mass accretion rate, which is mainly determined by the value of efficiency \( \epsilon \) in equation (13). Furthermore, unlike the conduction-only case, the conduction+CR heating case rapidly equilibrates toward a steady-state solution. For a representative model (run C), the ICM relaxes to a stable quasi-equilibrium state which is a very good fit to the observed gas temperature and density profiles. The cosmic-ray pressure in steady state is much less than the gas pressure \( (P_c \lesssim 0.1P_g) \), while \( \nabla P_c \lesssim 0.1\mu g \) in the central \( \sim 30 \) kpc and becomes negligible in the outer regions, all well within observational constraints.

Thus, cosmic-ray heating models are a very attractive alternative to mechanical heating models (e.g. Brüggen & Kaiser 2002; Ruszkowski et al. 2004; Vernaleo & Reynolds 2006; Reynolds et al. 2003) in which the ICM is heated by the \( p\delta v \) work of the expanding bubbles, viscous dissipation of emitted sound waves or mixing of the hot bubble plasma with the ICM. The detailed microphysics of how the latter processes take place has not been hammered out in detail, leaving a good deal of uncertainty; a definitive explanation for how energy is transported from the observed bubbles to the ICM in a distributed and isotropic fashion is still outstanding. Which is not to say that the cosmic-ray heating model presented here does not suffer from similar uncertainties: the details of how cosmic rays leak from the bubbles, and/or the rate at which bubbles are disrupted, are all highly uncertain. Nonetheless, the results presented here suggest that more detailed studies of cosmic-ray heating...
in fully 3D, cosmological simulations (e.g., the simulations of [Jubelgas et al. (2006); Pfrommer et al. (2006) where most of the relevant cosmic-ray physics is already included) are warranted. At the same time, elucidating the details of bubble disruption/cosmic-ray diffusion would be very useful in determining whether cosmic-rays or mechanical processes provide a more efficient means of transporting heat from the bubble to the ICM.

All of these issues may assume great urgency if GLAST detects the $\gamma$-ray signature from the decay of neutral pions produced when cosmic rays collide with ICM nucleons. For the particular model of A2199 (redshift $z = 0.039$; [Johnstone et al. (2002)]) presented here (run C), and assuming that $\sim 1/3$ of hadronic losses go toward producing neutral pions and hence $\gamma$-rays, we find a steady-state $\gamma$-ray flux of $\sim 9.4 \times 10^{-13} \text{erg s}^{-1} \text{cm}^{-2}$, which varies up to a factor of $\sim 2-3$ for other runs, depending on the model parameters, and should be a $\sim 3\sigma$ detection for GLAST. Since AGN activities in real clusters are likely episodic, we note that this value may be viewed as a time-averaged estimate and the real $\gamma$-ray flux may be somewhat different, depending on the AGN duty cycle and the cosmic-ray injection rate (the maximum value of $\gamma$-ray flux during the cluster evolution in our main simulation (run C) is around twice greater than that in the final steady state). For fainter clusters, it should be possible to stack signals to provide a population-averaged limit (Ando & Nagai 2007).
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APPENDIX A: THE TIME-DEPENDENT COSMIC-RAY EQUATIONS

In this Appendix, we derive the time-dependent energy equation for the cosmic rays in a background magnetized plasma (also see [MacKenzie & Voelk 1982], [Kulsrud & Pearce 1993]). When the cosmic rays are streaming along the magnetic field lines at a speed faster than the local Alfvén speed, they excite hydromagnetic waves (e.g., Alfvén waves) by the cosmic-ray streaming instability ([Lerche 1967], [Kulsrud & Pearce 1993]). The cosmic rays are then scattered in pitch angle and confined by these waves (see [Skilling 1971], for which we only consider forward Alfvén waves propagating nearly parallel to the background magnetic field in the direction of the local cosmic-ray streaming (backward Alfvén waves are damped; see [Kulsrud 2005], [Lerche 1967], [Kulsrud & Pearce 1993]). Including a net particle source function $Q$ (other than compression or expansion), the cosmic-ray transport equation may be written as (e.g., [Skilling 1971], [1975a])

$$\frac{\partial f_p}{\partial t} + (u + v_\Lambda) \cdot \nabla f_p = \nabla \cdot (\kappa_p nn \cdot \nabla f_p) + \frac{1}{3} \frac{\partial f_p}{\partial p} \nabla \cdot (u + v_\Lambda) + Q, \quad (A1)$$

where $f_p(x,p,t)$ is the isotropic part (in momentum) of the cosmic-ray phase space distribution function, $\nabla \equiv \partial / \partial x$, $u$ is the velocity of the background plasma, $v_\Lambda$ is the local Alfvén velocity, $n = v_\Lambda / u$ is a unit vector along the local magnetic field, and $\kappa_p$ is the diffusion coefficient given by

$$\kappa_p(x,p) = \nu^2 \left( \frac{1 - \mu^2}{2\nu(x,p,\mu)} \right) = \nu^2 \int_{-1}^{1} \frac{1 - \mu^2}{2\nu(x,p,\mu)} \, d\mu, \quad (A2)$$

where $\nu = p[1 + p^2/(m^2 c^2)]^{-1/2}/m$ is the cosmic-ray particle speed, $\mu = p \cdot n/p$ is the pitch-angle cosine and $\nu(x,p,\mu)$ is the frequency of pitch angle scattering of cosmic rays by hydromagnetic waves. The diffusion term in equation (A1), $\nabla \cdot (\kappa_p nn \cdot \nabla f_p)$, shows that the diffusion follows the magnetic field lines.

From equation (A1), one can easily derive

$$\frac{\partial f_p}{\partial t} + \nabla \cdot S - Q + \frac{1}{3p^2} \frac{\partial}{\partial p} \left[ p^3 (u + v_\Lambda) \cdot \nabla f_p \right] = 0, \quad (A3)$$

where we have defined the particle current (e.g., [Völk & Gleeson 1973])

$$S = (u + v_\Lambda) f_p - \kappa_p nn \cdot \nabla f_p - \frac{1}{3p^2} (u + v_\Lambda) \frac{\partial}{\partial p} (p^3 f_p). \quad (A4)$$

Integration of equation (A3) over all particle momenta results in the equation for the number density of cosmic rays (defined as $n_{CR} = \int_{0}^{\infty} f_p 4\pi p^2 dp$)

$$\frac{\partial n_{CR}}{\partial t} + \nabla \cdot \left( \int_{0}^{\infty} 4\pi p^2 S dp \right) - \int_{0}^{\infty} 4\pi p^2 Q dp = 0. \quad (A5)$$

To derive the energy equation for cosmic rays, we define three macroscopic quantities: the cosmic-ray pressure $P_{CR}$, the
cosmic-ray energy density $E_c$ and the cosmic-ray energy flux $F_c$ as the following moments of $f_p$ and $S$:

$$P_c = \frac{4\pi}{3} \int_0^\infty v p^3 f_p dp$$  \hspace{1cm} (A6)
$$E_c = 4\pi \int_0^\infty p^2 T_p f_p dp$$  \hspace{1cm} (A7)
$$F_c = 4\pi \int_0^\infty p^2 T_p S dp .$$  \hspace{1cm} (A8)

where $T_p(p)$ is the kinetic energy of a cosmic-ray particle with momentum $p$ and mass $m$,

$$T_p(p) = \left[ 1 + \frac{p^2}{m^2c^2} \right]^{1/2} - 1 \right] mc^2. \hspace{1cm} (A9)$$

By taking the appropriate moments of equations (A1) and (A4) and using the definitions in equations (A6), (A7) and (A8), we obtain

$$F_c = (E_c + P_c)(u + v_A) - n\kappa_c(n \cdot \nabla E_c),$$  \hspace{1cm} (A10)
$$\frac{\partial E_c}{\partial t} = (u + v_A) \cdot \nabla P_c - \nabla \cdot F_c + \bar{Q},$$  \hspace{1cm} (A11)

where $\kappa_c(x)$ represents an effective diffusion coefficient

$$\kappa_c(x) = \frac{\int_0^\infty p^2 T_p \kappa_p(x, p)(n \cdot \nabla f_p) dp}{\int_0^\infty p^2 T_p (n \cdot \nabla f_p) dp},$$  \hspace{1cm} (A12)

and $\bar{Q}$ is the net source of mean kinetic energy density of cosmic rays

$$\bar{Q} = 4\pi \int_0^\infty p^2 T_p Q dp .$$  \hspace{1cm} (A13)

The fist term in the right-hand side of equation (A11) represents the energy-loss rate of cosmic rays due to the work of cosmic-ray pressure gradient on the background plasma $(u \cdot \nabla P_c)$ and the generation of Alfvén waves $(v_A \cdot \nabla P_c$, see MacKenzie & Voelk (1982)).

Assuming that cosmic rays are ultra-relativistic ($v \approx c$), from equations (A6) and (A7), we find $P_c = (\gamma_c - 1)E_c$, where $\gamma_c = 4/3$ is the adiabatic index for the cosmic rays ($\gamma_c = 5/3$ for non-relativistic particles). From equations (A10) and (A11), we thus obtain the time-dependent cosmic-ray equations

$$F_c = \gamma_c E_c (u + v_A) - n\kappa_{\gamma_c}(n \cdot \nabla E_c),$$  \hspace{1cm} (A14)
$$\frac{\partial E_c}{\partial t} = (\gamma_c - 1)(u + v_A) \cdot \nabla E_c - \nabla \cdot F_c + \bar{Q} .$$  \hspace{1cm} (A15)