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Recent years witnessed several advances in developing multi-goal conversational recommender systems (MG-CRS) that can proactively attract users’ interests and naturally lead user-engaged dialogues with multiple conversational goals and diverse topics. Four tasks are often involved in MG-CRS, including Goal Planning, Topic Prediction, Item Recommendation, and Response Generation. Most existing studies address only some of these tasks. To handle the whole problem of MG-CRS, modularized frameworks are adopted where each task is tackled independently without considering their interdependencies. In this work, we propose a novel Unified Multi-goal conversational recommender system (UniMIND). Specifically, we unify these four tasks with different formulations into the same sequence-to-sequence paradigm. Prompt-based learning strategies are investigated to endow the unified model with the capability of multi-task learning. Finally, the overall learning and inference procedure consists of three stages, including multi-task learning, prompt-based tuning, and inference. Experimental results on two MG-CRS benchmarks (DuRecDial and TG-ReDial) show that UniMIND achieves state-of-the-art performance on all tasks with a unified model. Extensive analyses and discussions are provided for shedding some new perspectives for MG-CRS.
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1 INTRODUCTION

Conversational Recommender Systems (CRS) aim to make recommendations by learning users’ preferences through interactive conversations [23, 27, 60]. CRS has become one of the trending research topics for recommender systems and is gaining increasing attention, due to its natural advantage of explicitly acquiring users’ real-time preferences and providing a user-engaged recommendation procedure. Based on different scenarios, various CRS have been proposed, either from the perspective of recommender systems, being an enhanced interactive recommender system [7, 23, 48], or from the perspective of dialogue systems, being a variation of goal-oriented conversational systems [19, 24, 27].

Most of these CRS assume that users always know what they want and the system passively and solely targets at making the successful recommendation on users’ desired items. Recently, several efforts have been made on developing multi-goal conversational recommender systems (MG-CRS) [33, 65] that can proactively discover users’ interests and naturally lead user-engaged dialogues with multiple conversation goals or topics, not just recommendations. As the examples illustrated in Figure 1, MG-CRS is expected to dynamically adjust the conversational goals (e.g., from QA, Chit-chat, to Recommendation in Figure 1(a)) and adaptively lead the dialogue topics (e.g., from Alien, Hero, to Animation in Figure 1(b)). In specific, the class of goal is defined as the dialogue type that is related to the function of the dialogue, while the class of topic is defined as the dialogue topic that is related to the content of the dialogue. Accordingly, the problem of MG-CRS can be decomposed into four tasks:

- **Goal Planning** aims to plan the goal sequence to guide the conversation to the final recommendation.
- **Topic Prediction** predicts the appropriate topics\(^1\) for the current conversational goal.
- **Item Recommendation** provides suitable items that meet the user’s need.
- **Response Generation** produces appropriate natural language responses to users.

Early works typically adopt modularized frameworks that address different tasks in MG-CRS with independent models. For example, Liu et al. [33] propose a CNN-based goal planning model to predict the next goal and a multi-GRU-based response model to jointly select topical knowledge and generate responses with the guidance of the predicted goal. Zhou et al. [65] propose three separated modules based on pre-trained language models for topic prediction, item recommendation, and response generation, while the conversational goals (Chit-chat or Recommend) at each turn are pre-defined. Due to the complexity of the whole problem of MG-CRS, some recent studies tend to simplify the MG-CRS problem by either (i) assuming some information (e.g., the goal sequence) is priorly known [1, 56] or (ii) only performing joint learning on some of the tasks (e.g., topic prediction and response generation) [52], instead of solving the whole problem of MG-CRS.

Despite their effectiveness, there remain some limitations in the existing systems: (i) The four tasks in MG-CRS are supposed to be closely related, while existing systems often learn each task individually without considering inter-task interactions for mutual enhancement. (ii) In reality, it is impossible to always have the pre-defined goal sequences or topic threads for guiding the conversation, which is also the challenge that characterizes MG-CRS from other CRS. Therefore, all tasks are expected to be learned and inferred by the system automatically. (iii) There are some substantial differences among the four tasks, including various task paradigms (from multi-label classification, ranking, to text generation) and diverse required information (e.g., dialogue context, user profile, knowledge base, etc.). It would be time-consuming and labor-intensive to design and train several independent models for these distinct tasks.

\(^1\)According to different applications, the topics can be specific topic classes (e.g., TG-ReDial), topical knowledge entities (e.g., DuRecDial), and so on.
To tackle the aforementioned challenges, we propose a novel Unified Multi-goal conversational recommender system (UniMIND), which unifies four tasks in MG-CRS into the same sequence-to-sequence (Seq2Seq) paradigm and utilizes prompt-based learning strategies to endow the model with the capability of multi-task learning. In specific, motivated by recent successes of paradigm shifts [47] on many NLP tasks, we reformulate each task in MG-CRS as a Seq2Seq problem. Seq2Seq is a general and flexible paradigm that can handle any task whose input and output can be recast as a sequence of tokens. In the context of MG-CRS, there are several merits of the unified Seq2Seq formulation: (i) The Seq2Seq formulation can better leverage the semantic relationships between input and output. Topic prediction is a multi-label classification problem, where the Seq2Seq paradigm can fully utilize the label semantics [55] among multiple class labels.
Item recommendation requires to rank a list of candidate items, where we expand the original vocabulary of the Seq2Seq model with an extra item vocabulary to capture the relationship between context words and candidate items [6]. (ii) **Pre-trained language models (PLMs)**, e.g., GPT2 [39], T5 [40], which can largely improve the performance, have become the de-facto methods for text generation tasks. The reformulation into Seq2Seq can make better use of the knowledge from PLMs to enhance the learning of each task in MG-CRS. (iii) The unified Seq2Seq formulation to perform the multi-task learning of all tasks in MG-CRS. To adapt PLMs to each task of MG-CRS, we investigate prompt-based learning strategies [30] to manipulate the model behavior so that the PLM itself can be used to predict the desired output and facilitate multi-task learning.

The contributions are summarized as follows:

- We propose a novel method, namely, UniMIND, that tackle all tasks in MG-CRS with a unified model. To the best of our knowledge, it is the first attempt toward a unified framework for MG-CRS.
- We reformulate all tasks in MG-CRS with diverse modeling paradigms into the same Seq2Seq paradigm to seamlessly unify the complex MG-CRS problem.
- We investigate prompt-based learning strategies to enable the multi-task learning of all tasks in MG-CRS, and develop a special token prompting strategy that bridges the relationships within each type of information.
- Experimental results on two benchmark MG-CRS datasets show that UniMIND achieves state-of-the-art performance on all tasks. Extensive analyses provide some new insights of the features in different types of dialogues, and some takeaways for future MG-CRS studies.

2 RELATED WORK

2.1 Conversational Recommendation

CRS [14, 18] generally consists of two main components: a dialogue component to interact with the user and a recommender component to select items for recommendations based on user preference. According to the form of conversation, existing mainstream CRS can be divided into two groups: attribute-based CRS and open-ended CRS [53]. Attribute-based CRS [11, 12, 41, 54, 60] asks clarification questions about the item attributes to acquire user preferences for making better recommendation. For these CRS, the system usually asks questions about the user’s preferences or makes recommendations multiple times, with the goal of achieving engaging and successful recommendations with fewer turns of conversations [8, 25, 50]. Open-ended CRS [6, 19, 27] focuses on how to understand users’ preferences and intentions from their utterances and interacts with user through natural language conversations. Some latest studies explore the utilization of knowledge graph [36, 57, 62, 64] and textual reviews [34, 66] for enhancing the performance of open-ended CRS. Zou et al. [67] propose a Transformer-based sequential conversational recommendation method to models the sequential dependencies in the conversations for improving the performance of item recommendation in CRS.

All aforementioned studies on CRS typically target at a single goal, i.e., making successful recommendations. To be specific, attribute-based CRS studies [8, 23, 25] mainly focus on the policy learning of when to ask a question or recommend items as well as which items to recommend. While open-ended CRS studies [6, 19, 27] mainly investigate the problem of generating appropriate responses to make successful recommendations. Some latest studies [16, 33, 65] aim at solving the problem of **multi-goal conversational recommender systems (MG-CRS)**, which involves a sequence of goals to lead a user-engaged conversation, such as recommendation, chit-chat, QA, topic-focused dialogue, and so on. Therefore, the problem of MG-CRS becomes more complicated than conventional CRS, since it involves four different tasks, including goal planning, topic...
Table 1. Comparison of the Addressed Tasks between Conventional CRS and MG-CRS Methods

| Method     | Goal Planning | Topic Prediction | Item Recommendation | Response Generation |
|------------|---------------|------------------|---------------------|---------------------|
| Attribute-based [8, 23, 25] | ✓* | × | ✓ | × |
| Open-ended [6, 19, 27] | × | × | ✓ | ✓ |
| MGCG [33] | ✓ | ✓ | × | ✓ |
| GOKC [1] | ○ | ✓ | × | ✓ |
| KERS [56] | ○ | ✓ | × | ✓ |
| Union [65] | ○ | ✓ | ✓ | ✓ |
| TopicRef. [52] | ○ | ✓ | ✓ | ✓ |
| UniMIND | ✓ | ✓ | ✓ | ✓ |

*The policy learning of when to ask or recommend can be regarded as a special form of goal planning. ○ denotes that the information is pre-defined without learning.

prediction, item recommendation, and response generation. Existing studies mainly focus on some of the tasks in MG-CRS. For example, Bai et al. [1] and Zhang et al. [56] assume that the complete goal sequence is given and study the task as a knowledge-grounded response selection problem. Wang et al. [52] jointly predict the topics and generate responses without the consideration of item recommendation. As presented in Table 1, we summarize the addressed tasks in the existing works of conventional CRS as well as MG-CRS. To tackle the entire problem of MG-CRS, we investigate a unified framework for all the tasks.

2.2 Pre-trained Seq2Seq Models for Dialogue

Conventional dialogue systems [5] can be generally categorized into chitchat-based dialogue systems, which aim at conversing with users on open-domain topics, and task-oriented dialogue systems, which target at assisting users to accomplish certain goals. Recently, both kinds of dialogue systems benefit from the advances in pre-trained Seq2Seq models, e.g., GPT-2 [39] and T5 [40]. For example, DialoGPT [61] and Plato [2] extend GPT-2 [39] and BERT [9], respectively, to pre-train on open-domain conversational data for dialogue generation. In task-oriented dialogue systems, several attempts have been made on leveraging pre-trained Seq2Seq models for generative dialogue state tracking [17, 22], or further applying multi-task dialogue pre-training over external dialogue corpora [38, 46]. In the scope of CRS, pre-trained Seq2Seq models are typically adopted as the response generation module [52, 65]. In this work, we aim to maximize the utility of pre-trained Seq2Seq models on all tasks in MG-CRS.

2.3 Paradigm Shift and Prompt-based Learning

In the past years, modeling for most NLP tasks have converged to several mainstream paradigms [47], including Classification, Matching/Ranking, Sequence Labeling, Seq2Seq, and so on. Recent work has shown that models under some paradigms also generalize well on tasks with other paradigms. For example, multi-label or multi-task classification may be challenging for conventional classification modeling, where Yang et al. [55] adopt the Seq2Seq paradigm to better capture interactions between the labels and Chai et al. [4] adopt the Matching paradigm to predict whether the text is matched with the label with descriptions. To better utilize powerful pre-trained language models (PLMs) with diverse pre-training paradigms, prompt-based learning [30] has been widely studied for shifting the target task to adaptive modeling paradigms with the PLM by using appropriate prompts. Text classification tasks can also be solved by PLMs with the Masked Language Modeling (MLM) paradigm [15, 42, 43] or the Seq2Seq paradigm [40]. In addition, several attempts have been made on adapting pre-trained Seq2Seq models to the task of document ranking [10, 37]. Some latest studies investigate paradigm shift or prompt-based learning on more diverse tasks, such as information extraction [35], sentiment analysis [58, 59], and so on.
In the field of dialogue systems, such paradigm shift techniques also bring inspiring progresses on task-oriented dialogue systems. As mentioned in Section 2.2, recent state-of-the-art performance [17, 22] on dialogue state tracking is achieved by the reformulation of such a structure prediction task as a text generation task. In addition, Byrne et al. [3] investigate the unified Seq2Seq paradigm for action prediction in transaction-based dialogue systems. However, there are more complicated subtasks with diverse paradigms in MG-CRS, varying from multi-label classification, ranking/recommendation, to text generation. In this work, we propose to unify all the subtasks with different paradigms in MG-CRS into Seq2Seq paradigm, and design prompt-based learning approaches for utilizing pre-trained Seq2Seq models for MG-CRS.

3 PROBLEM DEFINITION

Let \( C_t = \{c_1, \ldots, c_{t-1}\} \) denote the dialogue context at the current conversation turn \( t \). Correspondingly, let \( G_t = \{g_1, \ldots, g_{t-1}\} \) and \( K_t = \{k_1, \ldots, k_{t-1}\} \) denote the historical goal sequence and topic thread, respectively. The CRS maintains a pre-defined set of goals \( \mathbb{G} \), topics \( \mathbb{K} \) to be predicted, and a large set of items \( \mathbb{V} \) to be recommended during the conversation. In some applications, there also exist the user profiles \( P_u \) for each user \( u \), which can be historical item interaction data or certain personal knowledge. Overall, MG-CRS aims to (1) plan the next goal \( g_t \in \mathbb{G} \), (2) predict the next topic \( k_t \in \mathbb{K} \), (3) recommend appropriate items \( v_t \in \mathbb{V} \), and (4) produce a proper response \( c_t \) for the current turn \( t \). Specifically, the problem of MG-CRS can be decomposed into the following four tasks:

- **Goal Planning.** At each turn \( t \), given the dialogue context \( C_t \) and the goal history \( G_t \), MG-CRS first selects the appropriate goal \( g_t \in \mathbb{G} \) to determine where the conversation goes.
- **Topic Prediction.** The second task is to predict the next conversational topics \( k_t \in \mathbb{K} \) for completing the planned goal \( g_t \), with respect to the dialogue context \( C_t \), the historical topic thread \( K_t \), and the user profile \( P_u \) (if exists).
- **Item Recommendation.** If the selected goal \( g_t \) is to make recommendations, then the CRS should recommend an item \( v_t \in \mathbb{V} \), based on the dialogue context \( C_t \) and the user profile \( P_u \) (if exists). In general, the recommended item \( v_t \) is supposed to be related to the predicted topics \( k_t \).
- **Response Generation.** The end task is to generate a proper response \( c_t \) concerning the predicted topics \( k_t \) for completing the selected goal \( g_t \). When the goal is to make recommendation, the generated response is also expected to provide persuasive reasons for the recommended item \( v_t \).

4 METHOD

In this section, we first describe the paradigm shift that reformulates each task in MG-CRS into the unified Seq2Seq paradigm, and then introduce the prompt-based learning strategies for the multi-task learning of all tasks. The overview and examples of the input and output sequences for UniMIND are illustrated in Figure 2. Overall, the learning and inference procedure consists of three stages, including multi-task learning, prompt-based learning, and inference.

4.1 Unified Paradigm Shifts

4.1.1 Goal Planning. To dynamically adjust the conversation goal in the multi-goal conversational recommendation systems, Liu et al. [33] divide the task of goal planning into two sub-tasks, goal completion estimation and goal prediction. Goal completion estimation aims at estimating the probability of goal completion by performing a binary classification:

\[
y_{GC} = \text{CLS}(\text{Enc}(C_t, g_{t-1})) \in \{0, 1\},
\]
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\[ \text{CLS}(\cdot) \] is a binary classifier, and \( \text{Enc}(\cdot) \) is the encoder that encodes the input information. Goal prediction aims to predict the next goal when the previous goal is completed by performing multi-task classification:

\[ y_{GP} = \text{MT-CLS}(\text{Enc}(C_t, G_t)) \in \{0, 1\}^{\lvert \mathcal{G} \rvert}, \quad (2) \]

where \( \text{MT-CLS}(\cdot) \) is a multi-task classifier, \( \lvert \mathcal{G} \rvert \) is the total number of all possible goal classes.

We unify these two sub-tasks as one Seq2Seq task, which aims at directly generating the label of the next goal as natural language with a text generation model, i.e., \( \text{UniMIND}(\cdot) \):

\[ g_t = \text{UniMIND}(C_t, G_t). \quad (3) \]

where the generated \( g_t \) will be assigned to a specific goal class in \( \lvert \mathcal{G} \rvert \) by lexical matching with the label name. The objective of the Goal Planning task \( G \) is to maximize the sequential log-likelihood:

\[ L_G = \log p(g_t|C_t, G_t) = \sum_{l=1}^{L_g} \log p_\theta(g_{t, i}|g_{t, <i}; C_t, G_t), \quad (4) \]

where \( L_g \) denotes the length of the generated goal label. Such a paradigm shift can alleviate the error propagation in the two-stage classification method.

### 4.1.2 Topic Prediction

According to different applications, the topic can be knowledge entities or specific topic classes, and there are also different corresponding solutions. For instance, Liu et al.

---

---

**Fig. 2.** Overview and examples of the input and output sequences for UniMIND.
implicitly select the relevant knowledge triples by assigning attention weights to all candidate knowledge and then fusing them into a single vector. Zhou et al. [65] predict the next topics by performing a text matching task:

$$y_{KS_i} = \text{CLS}(\text{Enc}(k_i), \text{Enc}(C_t, K_t, P_u)),$$  

(5)

where the predicted topic is ranked with the highest relevance score, i.e., $\arg\max_i y_{KS_i}$. However, these approaches may fail to handle those scenarios with a large set of topics to be predicted. Besides, the fixed number of predicted topics may also affect the cases where there is no topic needed or multiple topics are involved.

We regard the topic prediction as an multi-label classification problem and reformulate it into the Seq2Seq paradigm, where the predicted labels are concatenated into a single sequence as the target sequence to be generated. A special token, e.g., “</k>,” is used to separate each individual label:

$$k_t = \text{UniMIND}(C_t, K_t, P_u, g_t),$$

(6)

$$L_K = \log p(k_t|C_t, K_t, P_u, g_t) = \sum_{l=1}^{L_k} \log p_{\theta}(k_t,l|k_t,<l;C_t,K_t,P_u,g_t),$$

(7)

where $L_k$ denotes the length of generated sequence of topic labels, and $L_K$ is the objective function of the Topic Prediction task $T$. The final prediction results can be recovered by splitting the sequence using “</k>” and then match to the topic classes in $K$. By doing so, the MG-CRS will be more scalable and flexible to different situations, even when the number of possible topics is extremely large and variable. In addition, it can be observed from Figure 1 that the next topic is highly related to the dialogue context. And the Seq2Seq paradigm can make full use of the semantic relationships between the dialogue context and the predicted topic labels as well as among different topic labels.

4.1.3 Item Recommendation. There are two main-stream solutions for item recommendation in CRS: (i) Following traditional recommendation systems, the recommendation module [64, 65] aims to rank all the items by computing the probability that recommend an item $v_i$ to the user $u$:

$$y_{Rec_i} = \text{CLS}(e_i, \text{Enc}(C_t, P_u)),$$

(8)

where $e_i$ is the trainable item embedding, and the recommended item is ranked with the highest recommendation probability, i.e., $\arg\max_i y_{Rec_i}$. (ii) Some studies [6, 53] perform the item recommendation within an end-to-end CRS, by regarding the item set as an additional vocabulary for generation, i.e., each item index as a word in the expanded vocabulary. For example, if the item index of the target item is 100, then this item will be represented as “_100_” in the expanded vocabulary.

Motivated by the second type of approach, we extend the idea of vocabulary expansion with the candidate item set to further take into account the semantic information of the item. Specifically, the target sequence of the item recommendation task is composed of the item expressions in both the original vocabulary and the expanded item vocabulary. For example, if the target item in a sample is “The Witness” with the item index as 100, then the target sequence for this sample will be “_100_ The Witness.” By doing so, not only can the model capture the relationship between
context words and candidate items but also exploit the semantic information of items:

\[ v_t = \text{UniMIND}(C_t, P_u, g_t, k_t), \]

\[ L_R = \log p(v_t|C_t, P_u, g_t, k_t) \]

\[ = \sum_{l=1}^{L_r} \log p_\theta(v_{t,l}|v_{t,<l}; C_t, P_u, g_t, k_t), \]

where \( L_r \) denotes the length of the generated sequence, and \( L_R \) is the objective function of the Item Recommendation task \( R \). In the inference, we just conduct decoding for one step and rank the largest probability of the item in the expanded item vocabulary to recommend:

\[ v_t = \arg \max_{v_t^{(i)} \in V_p} p_\theta(v_t^{(i)}|[\text{sos}]; C_t, P_u, g_t, k_t), \]

where \([\text{sos}]\) denote the start-of-sentence token.

4.1.4 Response Generation. Since response generation is a standard text generation problem in the Seq2Seq paradigm, it does not require any paradigm shift:

\[ c_t = \text{UniMIND}(C_t, g_t, k_t, v_t), \]

\[ L_D = \log p(c_t|C_t, g_t, k_t, v_t) \]

\[ = \sum_{l=1}^{L_d} \log p_\theta(c_{t,l}|c_{t,<l}; C_t, g_t, k_t, v_t), \]

where \( L_d \) denotes the length of generated responses, and \( L_D \) is the objective function of the Response Generation task \( D \).

4.2 Prompt-based Learning

After unifying all tasks in MG-CRS into the Seq2Seq paradigm, each input and output sequence pair in each task forms an annotated data instance for training a unified encoder-decoder model. Inspired by prompt-based learning [30, 40], we add a task-specific prompt to the original input sequence to specify which task the model should perform as well as enrich the input with task-specific information.

As discussed in Section 4.1, the combination of required information in the input sequence varies in different tasks. For example, the dialogue context is necessary for all tasks, while the goal history and the topic thread are only required in goal planning task and topic prediction task, respectively. To indicate each information segment with a specific type, all sub-sequences are concatenated with special segment tokens, such as \([\text{user}], [\text{system}], [\text{goal}], [\text{topic}], [\text{item}], [\text{profile}], \) and so on. These special tokens are regarded as additional vocabulary with randomly initialized embeddings to be learned. For instance, the original input \( X \) can be represented as follows:

\[ X_G = [\text{goal}]g_1[\text{user}]c_1[\text{goal}]g_2[\text{system}]...[\text{user}]c_{t-1}; \]

\[ X_T = [\text{profile}]P_u[\text{topic}]k_1[\text{user}]c_1[\text{topic}]k_2[\text{system}]...[\text{user}]c_{t-1}[\text{goal}]g_t; \]

\[ X_R = [\text{profile}]P_u[\text{user}]c_1[\text{system}]...[\text{user}]c_{t-1}[\text{goal}]g_t[\text{topic}]k_t; \]

\[ X_D = [\text{user}]c_1[\text{system}]...[\text{user}]c_{t-1}[\text{goal}]g_t[\text{topic}]k_t[\text{item}]v_t. \]

Specific examples are presented in Figure 2(b). The input for prompt-based learning is composed of the original input sequence \( X \) and a task-specific prompt \( Z \). We investigate two types of task-specific prompts, namely, Natural Language Prompt and Special Token Prompt.
Natural Language Prompt (UniMIND_N). Similar to T5 [40], the natural language prompt employs a guidance sentence to indicate each task as follows:

\[
\begin{align*}
Z_G &= \text{“Plan the next goal:”}; \\
Z_T &= \text{“Predict the next topic:”}; \\
Z_R &= \text{“Recommend an item:”}; \\
Z_D &= \text{“Generate the response:”}.
\end{align*}
\]

Special Token Prompt (UniMIND_S). Another realization of the task-specific prompt is based on the special segment tokens as follows:

\[
\begin{align*}
Z_G &= [\text{goal}]; \\
Z_T &= [\text{topic}]; \\
Z_R &= [\text{item}]; \\
Z_D &= [\text{system}],
\end{align*}
\]

which can be categorized into the family of continuous prompts [30]. Originally, the special segment tokens are designed to indicate the beginning of each type of information in the input sequence. Therefore, the learned representations are supposed to preserve the knowledge of the different forms or patterns of each type of information. For example, [goal] and [topic] can separate two groups of classification labels, while [system] can also distinguish the speaker features of the system responses from the user utterances.

4.3 Multi-task Training and Inference

The proposed UniMIND model is initialized with weights from a pre-trained LM in an encoder-decoder fashion, e.g., BART [26] or T5 [40]. The overall learning and inference procedure of UniMIND is presented in Algorithm 1, which consists of three stages, including multi-task training, prompt-based learning, and inference.

In the multi-task training stage, the model is trained to perform all tasks in MG-CRS with all training data. Since all tasks in MG-CRS have been reformulated as the Seq2Seq problem, they can be collectively optimized by the same objective as presented in Equations (3), (6), (11), and (13).

Given the training sample \((X, Y, Z)\), the objective \(L_\theta\) is to maximize the log-likelihood:

\[
L_\theta = \mathbb{E}_{(X, Y, Z) \sim D_1} \sum_{l=1}^{L} \log p_\theta(y_l | y_{<l}; X, Z),
\]

where \(\theta\) denotes the tuned parameters of the model and the train-set for each task \(t \in \{G, T, R, D\}\), respectively.

When applying the trained UniMIND to a specific task, we use the same objective function as in the multi-task training stage to perform task-specific prompt-based learning. In specific, for each task, we fine-tune the trained UniMIND with the corresponding training data:

\[
L_{\theta_t} = \mathbb{E}_{(X, Y, Z) \sim D_t} \sum_{l=1}^{L} \log p_\theta(y_l | y_{<l}; X, Z),
\]

where \(\theta_t\) and \(D_t\) denote the tuned parameters of the model and the train-set for each task \(t \in \{G, T, R, D\}\), respectively.

In the inference stage, given a data sample \(d = (C, G, K, P_u)\), we perform the four tasks in order using corresponding tuned models. Finally, the predicted output contains the next goal \(g\), the next topic \(k\), the recommended item \(v\), and the generated response \(c\).
ALGORITHM 1: Learning and Inference Procedure

Input: Train-set $D_1 = \{D_G, D_T, D_R, D_D\} = \{(X, Y, Z)\}_{i=1}^{[D_1]}$; Test-set $D_2 = \{(C, G, K, P_u)\}_{i=1}^{[D_2]}$; Pre-trained parameters $\theta$; Training epoch number $e_1$; Fine-tuning epoch number $e_2$; Loss function $L_\theta$.

1 // Multi-task Training;
2 for epoch = 1, 2, ..., $e_1$ do
3     for Batch B in Shuffle($D_1$) do
4         Use $B = \{(X, Y, Z)\}_{i=1}^{[B]}$ to optimize $L_\theta$ in Equation (14);
5     end
6 end
7 // Prompt-based Learning;
8 for Task $t$ in $[G, T, R, D]$ do
9     $\theta_t = \theta$;
10    for epoch = 1, 2, ..., $e_2$ do
11       for Batch B in Shuffle($D_t$) do
12          Use $B = \{(X, Y, Z)\}_{i=1}^{[B]}$ to optimize $L_{\theta_t}$ in Equation (15);
13       end
14    end
15 end
16 // Inference;
17 for Sample $d_i$ in $D_2$ do
18     $d_i = (C, G, K, P_u)$;
19     Obtain $g_i, k_i, v_i, c_i$ in order via Equations (3), (6), (11), and (13) using tuned model $\theta_G, \theta_T, \theta_R, \theta_D$, respectively;
20 end

Output: Models $\theta_G, \theta_T, \theta_R, \theta_D$; Prediction results $\{g, k, v, c\}_{i=1}^{[D_2]}$.

5 EXPERIMENTAL SETUPS

5.1 Research Questions

The empirical analysis targets the following research questions:

- **RQ1**: How is the performance of the proposed method on the end task of MG-CRS, i.e., Response Generation, compared to existing methods?
- **RQ2**: How is the performance of the proposed method on each sub-task of MG-CRS, including Goal Planning, Topic Prediction, and Item Recommendation, compared to existing methods?
- **RQ3**: How does the three-stage training and inference procedure as well as each sub-task contribute to the overall performance?
- **RQ4**: What is the difference between multi-goal conversational recommender systems and traditional conversational recommender systems?

5.2 Datasets

We conduct the experiments on two multi-goal conversational recommendation datasets, namely, DuRecDial\(^2\) [33] and TG-ReDial\(^3\) [65]. The dataset statistics are presented in Table 2. We adopt the same train/dev/test split in the original datasets.

---

\(^2\)https://github.com/PaddlePaddle/Research/tree/48408392e152ff2a09ce0a52334453e9c08b082/NLP/ACL2020-DuRecDial

\(^3\)https://github.com/RUCAIBox/TG-ReDial
Table 2. Statistics of Datasets

| Dataset       | TG-ReDial | DuRecDial |
|---------------|-----------|-----------|
| #Dialogues    | 10,000    | 10,190    |
| train/dev/test| 8,495/757/748 | 6,618/946/2,626 |
| #Utterances   | 129,392   | 155,477   |
| #Goals        | 8         | 21        |
| #Topics/Entities | 2,571   | 701       |
| #items        | 33,834    | 11,162    |

- **DuRecDial** is a goal-oriented knowledge-driven conversational recommendation dataset, which contains dialogues across multiple domains, including movie, music, restaurant, and so on. The conversational goals and knowledge entities at each conversation turn are given. There are 21 types of conversational goals. We treat the knowledge entities as conversational topics, as the example in Figure 1(a). The dataset provides the user profiles with historical item interactions and the knowledge base related to each dialogue.

- **TG-ReDial** is a topic-guided conversational recommendation dataset in the movie domain. We regard the labeled actions in the TG-ReDial dataset as the conversational goals at each turn. There are eight types of conversational goals in TG-ReDial. An example is shown in Figure 1(b). The user profiles with historical item interactions are also given.

5.3 Baselines and Evaluation Metrics

5.3.1 Response Generation. We first include three general text generation methods for comparisons:

- **Trans.** Reference [51] applies a self-attention-based encoder-decoder framework to generate responses.
- **GPT-2** [39] and **BART** [26] are two pre-trained language models for text generation, which are fine-tuned on the target dataset for response generation.

Since the original settings of TG-ReDial and DuRecDial have some differences, we further compare to different groups of response generation baselines. For TG-ReDial, we consider the following baselines for comparisons:

- **ReDial** [27] and **KBRD** [6] apply the hierarchical RNN and the Transformer architecture, respectively, for response generation in conversational recommendation.
- **Union** [65] and **TopRef.** [52] employ GPT-2 to generate the response conditioned on the predicted topic or the recommended item.

For DuRecDial, we compare to the following baselines:

- **seq2seq** [49] and **PGN** [44] are two classic text generation methods. For seq2seq and Transformer, we also report the knowledge-grounded performance, i.e., seq2seq+kg and Trans.+kg.
- **PostKS** [28] is a knowledge-grounded response generation method.
- **MGCG** [33] adopts multi-type GRUs to encode the dialogue context, the goal sequence, and the topical knowledge and uses another GRU to generate responses.

4Following previous studies [1, 56], we only compare our model with MGCG_G, since MGCG_R is a retrieval-based dialogue model.
• **GOKC** [1] and **KERS** [56] both assume that the goal sequence is given and focus on the knowledge-grounded response generation problem. Therefore, we also report their performance without the given goal sequence (“-w/o goal”).

Following previous studies [1, 33, 56, 65], we adopt word-level F1, BLEU, **Distinct scores (Dist)**, and **Perplexity** (PPL) as automatic evaluation metrics.

### 5.3.2 Goal Planning

We compare to three text classification baselines:

- **MGCG** [33] employs two CNN-based classifiers to perform two sub-tasks, goal completion estimation and goal prediction.
- **BERT** uses the dialogue context as the input for performing a classification task to predict the next goal.
- **BERT+CNN** combines the obtained representations from MGCG and BERT to predict the next goal.

We adopt Macro-averaged **Precision (P)**, **Recall (R)**, and **F1** as the evaluation metrics.

### 5.3.3 Topic Prediction

We compare to five methods:

- **MGCG** [33] adopts multi-type GRUs to encode the dialogue context, the historical topic sequence, and the user profile for performing a text matching task to rank the candidate topics.
- **Conv/Topic/Profile/-BERT** [65] utilizes BERT to encode historical utterances/topics/user profiles to rank the candidate topics, respectively.
- **Union** [65] combines the obtained representations from Conv/Topic/Profile-BERT.

Following Zhou et al. [65], we adopt **Hit@k** as the evaluation metrics for ranking all the possible topics. Besides, we also report Micro-average P, R, and F1 of all the test instances. Since there are some responses that have no topic, if the prediction on a response with no gold labels is also empty, it means the model performs well and we set the P, R, F1 to 1, otherwise 0.

### 5.3.4 Item Recommendation

We compare to five recommendation baselines:

- **GRU4Rec** [31] and **SASRec** [20] apply GRU and Transformer, respectively, to encode user interaction history without using conversation data.
- **TextCNN** [21] and **BERT** [9] adopt a CNN-based model and a BERT-based model, respectively, to encode the dialogue context without using historical user interaction data.
- **Union** [65] combines the learned representations from SASRec and BERT to make recommendations.

Following Zhou et al. [65], we adopt **NDCG@k** and **MRR@k** as the evaluation metrics.

### 5.4 Implementation Details

Most results of the baselines are reported in previous works. For reproducing some additional results, we implement those baselines with the open-source CRS toolkit, CRSLab\(^5\) [63]. To make a fair comparison with other baselines, we choose BART\(_{base}\) as the pre-trained Seq2Seq model for UniMIND, which shares a similar number of model parameters with BERT\(_{base}\) and GPT-2. The pre-trained weights of BART\(_{base}\) are initialized using the Chinese BART\(^6\) [45]. We use the same hyper-parameter settings for these two datasets. The learning rate and the weight decay rate are set to be

---

\(^5\)https://github.com/RUCAIBox/CRSLab.

\(^6\)https://huggingface.co/fnlp/bart-base-chinese.
Table 3. End-to-end Evaluation of Response Generation on TG-ReDial

| Model          | Ground-truth | Evaluation Metrics |
|----------------|--------------|--------------------|
|                | Goal | Topic | F1     | BLEU-1/2 | Dist-2 | PPL   |
| ReDial* [27]   | ×    | ×     | —      | 0.177/0.028 | 0.025  | 81.61 |
| KBRD* [6]      | ×    | ×     | —      | 0.221/0.028 | 0.025  | 28.02 |
| Trans.* [51]   | ×    | ×     | —      | 0.287/0.071 | 0.083  | 32.86 |
| GPT-2* [39]    | ×    | ×     | —      | 0.279/0.066 | 0.094  | 13.38 |
| Union [65]     | ✓    | ✓     | —      | 0.280/0.065 | 0.094  | 7.22  |
| TopicRef. [52] | ○    | ✓     | —      | 0.294/0.086 | —      | —     |
| BART [26]      | ×    | ×     | 32.80  | 0.291/0.070 | 0.097  | 7.59  |
| UniMIND<sub>N</sub> | ✓   | ✓     | 35.40† | 0.310/0.089† | 0.200† | 6.81† |
| UniMIND<sub>S</sub> | ✓   | ✓     | 35.62† | 0.314/0.090† | 0.198† | 5.22† |

*Results reported from Zhou et al. [65].

The mark ○ denotes that the ground-truth labels are given on both training and testing, ✓ denotes that the ground-truth labels are given for training only, and × for none. † indicates statistically significant improvement (t-test with \(p < 0.05\)) over the best baseline.

5e-5 and 0.01, respectively. The max source sequence length and the max target sequence length are 512 and 100, respectively. For DuRecDial dataset, we extract the knowledge triples concerning the predicted topical entities from the given knowledge base, and regard these knowledge triples as the complete topic context for the response generation task, whose maximum length is set to be 256. We train all the baselines up to 20 epochs. For the proposed method, UniMIND, we conduct multi-task training for 15 epochs and prompt-based learning for 5 epochs.

6 EXPERIMENTAL RESULTS

We evaluate the proposed method on both the end-to-end response generation and each sub-task of MG-CRS. Note that UniMIND<sub>N</sub> and UniMIND<sub>S</sub> denote the UniMIND using Natural Language Prompt and Special Token Prompt, respectively, during training and inference.

6.1 Evaluation on Response Generation (RQ1)

We conduct both automatic and human evaluation on the response generation task.

6.1.1 Automatic Evaluation. Tables 3 and 4 summarize the experimental results on the end task of MG-CRS, i.e., Response Generation, with different conversational recommender systems. Most of the baseline systems simplify the whole MG-CRS problem by assuming the conversational goals are pre-defined (○) at each turn or ignoring some tasks (×), including the current state-of-the-art methods on both datasets, i.e., TopicRef. and KERS. Given pre-defined goals, the systems perform much better than their original counterparts, e.g., GOKC and KERS, indicating the importance of the conversational goals in MG-CRS. Besides, simply adapting pre-trained language models to response generation in MG-CRS fails to achieve a promising performance improvement, e.g., GPT-2 and BART. Finally, UniMIND not only achieves the state-of-the-art performance on the content preservation metrics (F1, BLEU) but also has a promising performance on diversity (Dist) and fluency (PPL) on both datasets.

Overall, the experimental results provide the answer to RQ1: UniMIND substantially and consistently outperforms existing strong baselines, including those baselines with pre-defined goals, with a noticeable margin on Response Generation, which is the end task of MG-CRS.

The code will be publicly released via https://github.com/dengyang17/UniMIND.
Table 4. End-to-end Evaluation of Response Generation on DuRecDial

| Model            | Ground-truth Evaluation Metrics |                     |
|------------------|---------------------------------|----------------------|
|                  | Goal F1 | BLEU-1/2 | Dist-2 | PPL  |
| seq2seq* [49]    | ×       | ×        |         |      |
| seq2seq+kg** [49]| ×       | ✓        |         |      |
| PGN* [44]        | ×       | ×        |         |      |
| PostKS* [28]     | ×       | ✓        |         |      |
| MGCG [33]        | ✓       | ✓        |         |      |
| Trans.* [51]     | ×       | ×        |         |      |
| Trans.+kg** [51] | ×       | ✓        |         |      |
| GPT-2 [39]       | ×       | ×        |         |      |
| GOKC [1]         | ○       | ✓        |         |      |
| - w/o goal       | ×       | ✓        |         |      |
| KERS [56]        | ○       | ✓        |         |      |
| - w/o goal       | ×       | ✓        |         |      |
| BART [26]        | ×       | ×        |         |      |
| UniMINDN         | ✓       | ✓        | 52.19† | 0.479/0.398† | 0.079 | 6.63† |
| UniMINDS         | ✓       | ✓        | 51.87† | 0.477/0.397† | 0.086 | 6.69† |

*Results reported from Bai et al. [1]. **Results reported from Zhang et al. [56].

Table 5. Human Evaluation of Response Generation

| Model  | Fluency | Informativeness | Appropriateness | Proactivity |
|--------|---------|-----------------|-----------------|-------------|
| GPT-2  | 1.36    | 1.39            | 1.25            | 1.71        |
| Union  | 1.31    | 1.24            | 1.58            | 1.80        |
| BART   | 1.81    | 1.31            | 1.40            | 1.77        |
| UniMindN | 1.93   | 1.52            | 1.70            | **1.96**    |
| UniMindS | 1.94  | **1.62**        | **1.72**        | **1.96**    |
| Human  | 1.98    | 1.90            | 1.99            | 1.98        |

6.1.2 Human Evaluation. We conduct human evaluation to evaluate the generated response from four aspects:

- **Fluency**: How fluent and coherent is the generated response?
- **Informativeness**: How rich is the generated response in information?
- **Appropriateness**: Is the generated response appropriate for the current topic?
- **Proactivity**: How well does the generated response proactively complete the current goal?

We randomly sample 100 dialogues from TG-ReDial and compare their responses produced by four methods (GPT-2, Union, BART, and UniMIND). Three annotators are asked to score each generated response with {0: bad, 1: ok, 2: good}. These annotators are all well-educated research assistants. As the results presented in Table 5, UniMIND consistently outperforms these strong baselines from different aspects of human evaluation. It is noteworthy that the scores on Appropriateness and Proactivity are substantially improved by UniMIND, which demonstrates that
UniMIND can effectively lead a proactive conversation with appropriate content. However, compared with the reference responses (Human), there is still much room for improvement on Informativeness and Appropriateness of the responses generated by UniMIND.

The human judgements further support the above answer to the **RQ1**: The responses generated by the proposed method preserve a higher degree of fluency, informativeness as well as explicitly reflect the target conversational topics and lead a proactive conversation, which contributes to a higher overall quality.

### 6.2 Evaluation on Each Task (RQ2)

#### 6.2.1 Evaluation on Goal Planning

Table 6 presents the experimental results on the Goal Planning task. Among the baselines, BERT and BERT+CNN perform much better than MGCG by fine-tuning a BERT-based model to encode the contextual information from the dialogue history, which attaches great importance in determining where the conversation should go at the next turn. Two variants of UniMIND achieve similar performance and both of them significantly outperform these baselines on two datasets.

#### 6.2.2 Evaluation on Topic Prediction

Tables 7 and 8 present the experimental results on the Topic Prediction task. Note that the results on TG-ReDial reported in Reference [65] are based on the assumption that the target recommendation topic is given, so that all the baselines achieve a similar result, due to the strong supervision signal of the target topic. In fact, without the guidance of the target topic, the task of topic prediction becomes more difficult, since the system is required to predict the next topic based on the coherency and relevance to the dialogue context, the
### Table 8. Evaluation of Topic Prediction on DuRecDial

| Model     | Hit@1  | Hit@3  | Hit@5  | P     | R     | F1    |
|-----------|--------|--------|--------|-------|-------|-------|
| MGCG      | 0.6639 | 0.7510 | 0.7810 | 0.6697| 0.5419| 0.5880|
| Topic-BERT| 0.6337 | 0.7460 | 0.7785 | 0.6957| 0.6015| 0.6289|
| Profile-BERT | 0.4908 | 0.6844 | 0.7698 | 0.4576| 0.4036| 0.4181|
| Conv-BERT | 0.7791 | 0.8226 | 0.8425 | 0.8122| 0.7065| 0.7377|
| Union     | 0.7877 | 0.8462 | 0.8696 | 0.8327| 0.7270| 0.7582|
| UniMIND\textsubscript{N} | 0.9024† | 0.9055† | 0.9056† | 0.8981† | 0.8994† | 0.8978† |
| UniMIND\textsubscript{S} | 0.8999† | 0.9021† | 0.9023† | 0.8957† | 0.8964† | 0.8952† |

We report P@1, R@1, and F1@1 scores for the matching-based baselines, which achieve the highest F1@k scores. We regard the order of generated topics as the rank of the predicted topic to compute Hit@k scores for UniMIND, e.g., the first generated topic as the top-ranked topic to compute the Hit@1 score. † indicates statistically significant improvement (t-test with $p < 0.05$) over the best baseline.

We observe that Profile-BERT barely works on the topic prediction task. Overall, UniMIND significantly outperforms these strong baselines on both Hit scores and F1 scores, where the Hit@1 scores of UniMIND are even higher than the Hit@5 scores of Union. Since it is difficult to determine the number of topic classes with these matching-based baselines, UniMIND owns remarkable flexibility and scalability to this multi-label classification problem, which is proven by the F1 scores.

#### 6.2.3 Evaluation on Item Recommendation.

Tables 9 and 10 summarize the experimental results on the Item Recommendation task. Among these baselines, due to the sparsity of the historical user-item interaction data, traditional recommendation methods (e.g., GRU4Rec and SASRec) fall short of handling the item recommendation task in MG-CRS, while text-based recommendation methods (e.g., TextCNN and BERT) show more promising performance. Union further improves the performance by combining the advantages of BERT and SASRec. Without using the historical interaction data, UniMIND achieves competitive performance with Union.

In specific, UniMIND\textsubscript{S} significantly and consistently outperforms Union on both datasets and UniMIND\textsubscript{N} outperforms Union on DuRecDial. Different from the observations on other tasks, UniMIND\textsubscript{S} performs much better than UniMIND\textsubscript{N} on item recommendation, showing that the natural language prompts may not fully utilize the relationships with the expanded item vocabulary through prompt-based learning.

Overall, the experimental results provide the answer to **RQ2**: UniMIND significantly outperforms existing strong baselines on each sub-task of MG-CRS. The strong performance can not only contribute to the final quality of the generated responses but also provide useful and convenient adaptation for different sub-task applications.

#### 6.3 Discussions on the Choice of Task-specific Prompts

As shown in the results of the four tasks in MG-CRS, we observe that there is not much difference between the performance of UniMIND\textsubscript{N} and UniMIND\textsubscript{S} on goal planning, topic prediction and response generation tasks. However, using special token prompts (i.e., UniMIND\textsubscript{S}) outperforms using natural language prompts (i.e., UniMIND\textsubscript{N}) with a large margin on the item recommendation task. This is mainly for the reason that the knowledge from the pre-trained language models can not be utilized in the expanded item vocabulary, while the sparsity of the expanded item vocabulary makes it difficult for natural language prompt to learn the relationships between two different historical topic thread, and the user profile. Therefore, we can observe that Profile-BERT barely works on the topic prediction task. Overall, UniMIND significantly outperforms these strong baselines on both Hit scores and F1 scores, where the Hit@1 scores of UniMIND are even higher than the Hit@5 scores of Union.

Since it is difficult to determine the number of topic classes with these matching-based baselines, UniMIND owns remarkable flexibility and scalability to this multi-label classification problem, which is proven by the F1 scores.
| Model     | TG-ReDial NDCG@10 | TG-ReDial NDCG@50 | TG-ReDial MRR@10 | TG-ReDial MRR@50 |
|-----------|-------------------|-------------------|-----------------|-----------------|
| GRU4Rec   | 0.0028            | 0.0062            | 0.0014          | 0.0020          |
| SASRec    | 0.0092            | 0.0179            | 0.0050          | 0.0068          |
| TextCNN   | 0.0144            | 0.0215            | 0.0119          | 0.0133          |
| BERT      | 0.0246            | 0.0439            | 0.0182          | 0.0211          |
| Union     | 0.0348            | 0.0527            | 0.0240          | 0.0277          |
| UniMINDN  | 0.0306†           | 0.0499†           | 0.0236†         | 0.0277†         |
| UniMINDS  | **0.0386†**       | **0.0638†**       | **0.0283†**     | **0.0319†**     |

†indicates statistically significant improvement (t-test with $p < 0.05$) over the best baseline.

| Model     | DuRecDial NDCG@10 | DuRecDial NDCG@50 | DuRecDial MRR@10 | DuRecDial MRR@50 |
|-----------|-------------------|-------------------|-----------------|-----------------|
| GRU4Rec   | 0.2188            | 0.2734            | 0.1713          | 0.1833          |
| SASRec    | 0.3686            | 0.4130            | 0.3071          | 0.3174          |
| TextCNN   | 0.5049            | 0.5344            | 0.4516          | 0.4584          |
| BERT      | 0.5455            | 0.5719            | 0.4983          | 0.5043          |
| Union     | 0.5568            | 0.5831            | 0.5101          | 0.5159          |
| UniMINDN  | **0.5986†**       | **0.6099†**       | **0.5922†**     | **0.5944†**     |
| UniMINDS  | **0.6343†**       | **0.6471†**       | **0.6291†**     | **0.6318†**     |

†indicates statistically significant improvement (t-test with $p < 0.05$) over the best baseline.

vocabularies with limited samples. However, the special token prompt can not only learn from the output sequence but also capture the information between the special tokens and the vocabularies in the input sequence among different tasks, which leads to a better result on item recommendation. Based on these observations, we would recommend adopting the special token prompts for the prompt-based learning with the proposed UniMIND framework.

7 Detailed Analyses and Discussions

In this section, we provide a variety of detailed analyses and discussions to look deeper into the proposed method. Note that the following analyses are all conducted with UniMINDS, since this variant has generally better performance on both datasets according to Section 6.

7.1 Ablation Study (RQ3)

To investigate the effect of the proposed training procedure and each task, the results of the ablation study are presented in Table 11.

7.1.1 Effect of Training Procedure. We first evaluate the effectiveness of the multi-task learning and the prompt-based learning strategies. “-w/o MTL” denotes that we train four independent Seq2Seq models for each task. “-w/o PL” denotes that we only train one unified multi-task learning model for all tasks without task-specific prompt-based learning. The results show that the best performance can only be achieved by combining multi-task learning and prompt-based learning, which can answer the first part of RQ3.
Table 11. Ablation Study (Results on Response Generation)

| Model          | TG-ReDial | DuRecDial |
|----------------|-----------|-----------|
|                | F1        | BLEU-1/2  | Dist-2 | PPL | F1        | BLEU-1/2 | Dist-2 | PPL |
| UniMINDS       | 35.62     | 0.314/0.090 | 0.198 | 5.22 | 51.87     | 0.477/0.397 | 0.086 | 6.69 |
| -w/o MTL       | 34.73     | 0.305/0.086 | 0.192 | 5.98 | 50.98     | 0.465/0.381 | 0.084 | 7.02 |
| -w/o PL        | 33.94     | 0.299/0.084 | 0.182 | 6.54 | 50.67     | 0.454/0.373 | 0.084 | 7.05 |

Response Generation
- OracleGen 39.43 0.350/0.104 0.234 4.12 55.07 0.525/0.444 0.145 5.95
- DirectGen 32.80 0.291/0.070 0.135 7.22 48.41 0.418/0.328 0.052 8.44

Goal Planning
- Oracle 36.78 0.328/0.097 0.194 5.18 53.28 0.498/0.417 0.126 6.35
- BERT+CNN 35.51 0.314/0.090 0.197 5.56 51.67 0.475/0.396 0.087 6.97
- w/o goal 35.13 0.309/0.086 0.156 5.49 50.97 0.467/0.380 0.082 7.22

Topic Prediction
- Oracle 38.22 0.336/0.100 0.227 4.67 52.68 0.492/0.413 0.133 6.12
- Union 34.32 0.301/0.084 0.178 5.52 51.09 0.469/0.383 0.084 6.92
- w/o topic 35.01 0.307/0.085 0.156 5.76 48.73 0.426/0.340 0.058 8.11

Item Recommendation
- Oracle 35.72 0.315/0.091 0.199 5.26 52.42 0.488/0.409 0.110 6.33
- Union 35.60 0.314/0.090 0.198 5.24 51.25 0.471/0.394 0.089 6.79
- w/o item 35.73 0.315/0.090 0.202 5.45 51.10 0.469/0.385 0.079 7.18

7.1.2 Effect of Each Sub-task. Besides, we also present the performance of “-OracleGen,” which denotes that the input sequence for response generation is composed of the ground-truth goals, topics, and items, while “-DirectGen” denotes the input sequence only contains the dialogue history. The results show that the performance is improved by 15%–25% (DirectGen → OracleGen), which demonstrates the importance of these kinds of information in MG-CRS. In addition, we further investigate the effect of each task, by replacing them with the ground-truth labels (“-Oracle”) or predicted results from other strong baselines (“-BERT+CNN” and “-Union”), or discarding the information (“-w/o”). The results show that Topic Prediction and Goal Planning largely affect the final performance, where precisely predicting topics can bring the most prominent improvement on the final response generation. However, Item Recommendation has the least effect on the final response generation for both datasets.

Overall, for the answer to the second part of RQ3, the experimental results show that all sub-tasks attach more or less importance to the final Response Generation task, among which Topic Prediction and Goal Planning are more influential than Item Recommendation.

7.2 Performance w.r.t. Goal Type (RQ4)
To further analyze the characteristics of MG-CRS against traditional CRS, we present the performance with respect to different goal types in Table 12. To provide a comprehensive scope, we aggregate the results of several dominant goal types for each dataset. For the TG-ReDial dataset that contains responses with multiple goals, the type-wise scores are averaged from all the samples that contain the goal type. For the DuRecDial dataset that contains multi-domain dialogues, the type-wise scores are averaged from all the samples that contain the goal type across all domains. On both datasets, “Recommendation” is still the most important goal type with the largest number of samples in MG-CRS. There are several notable observations as follows:
Table 12. Performance w.r.t. Goal Type

| Goal Type   | %  | Goal Topic | F1 | F1 | BLEU-1/2 | Dist-2 |
|-------------|----|------------|----|----|----------|--------|
| TG-ReDial   |    |            |    |    |          |        |
| Recommend.  | 54.4 | 0.9629     | 0.8864 | 37.6 | 0.337/0.072 | 0.218 |
| Chit-chat   | 39.0 | 0.9428     | 0.3886 | 30.5 | 0.254/0.071 | 0.327 |
| Rec. Request| 31.9 | 0.8352     | 0.6926 | 45.4 | 0.404/0.167 | 0.251 |
| DuRecDial   |    |            |    |    |          |        |
| Recommend.  | 37.2 | 0.9235     | 0.7933 | 45.9 | 0.455/0.376 | 0.101 |
| Chit-chat   | 15.5 | 0.8734     | 0.9787 | 41.7 | 0.396/0.309 | 0.132 |
| QA          | 16.7 | 0.9298     | 0.9278 | 62.5 | 0.587/0.505 | 0.122 |
| Task        | 11.3 | 0.9456     | 0.9963 | 68.5 | 0.701/0.637 | 0.114 |

- As for Goal Planning, “Recommendation” is the easiest goal type to plan for TG-ReDial, since this type always comes after “Recommendation Request.” However, the timing for “Recommendation Request” would be more difficult to determine.
- As for Topic Prediction, the topic labels in TG-ReDial are the abstractive conversational topics, while those in DuRecDial are the knowledge entities discussed in the current conversation. The difference in annotations leads to the different observations in the two datasets. For “Chit-chat” dialogues, the abstractive topics are hard to predict in TG-ReDial, while the discussed entities can be effectively predicted in DuRecDial. Conversely, for “Recommendation” dialogues, the abstractive topics are often the genre of the recommended movies in TG-ReDial, while there might be multiple knowledge entities related to the recommended item in DuRecDial.
- As for Response Generation, “Chit-chat” dialogues reach the lowest scores on the content preservation metrics (i.e., F1 and BLEU), while achieving the highest scores on the diversity metrics (i.e., Dist) in both datasets. This phenomenon is prevalent in chit-chat dialogue studies. “Recommendation” dialogues reach the lowest scores on Dist, due to the similar expressions when making recommendations.

Therefore, we can derive the answer to RQ4 from this analysis: The performance w.r.t. different goal types demonstrate the difficulties of MG-CRS, since there are some great differences among different types of dialogues, not just making recommendations in traditional conversational recommender systems.

7.3 Varying the Number of Training Data

To better investigate the training efficiency of the proposed method, we illustrate the testing performance curves of UniMIND compared to several state-of-the-art methods, by varying the number of training data. Figure 3 shows the learning curves of the F1 score on the end task, Response Generation, during the training process on both TG-ReDial and DuRecDial datasets, respectively.

On DuRecDial, it can be observed that those methods using pre-trained language models (UniMIND, BART) can achieve a stronger performance than those methods that are trained from scratch (GOKC\textsuperscript{9} and KERS\textsuperscript{10}) in the low-resource situation, e.g., <30% training data. This results indicate the effectiveness of the utilization of pre-trained language models on MG-CRS. However, the vanilla BART becomes less competitive with KERS as the growth in the number of training data, which indicates the importance of other sub-tasks in achieving a promising performance on

\textsuperscript{9}https://github.com/jq2276/Learning2Copy.

\textsuperscript{10}https://github.com/z562/KERS.
Fig. 3. Performance on Response Generation in terms of different percentage of training data.

MG-CRS. On TG-ReDial, UniMIND further widens the difference with other PLM-based methods (GPT-2 and Union\textsuperscript{11}) as the growth in the number of training data. Overall, UniMIND can take advantages of the PLMs for low-resource settings but also make full use of other sub-tasks for training with sufficient data.

7.4 Case Study

To intuitively differentiate UniMIND from other baselines, Figure 4 presents a specific dialogue from TG-ReDial. At the (t-1)th turn, the ground-truth conversational goal and topics are “Chit-chat” and “Love,” which means that the system is expected to provide a causal response talking about love. However, Union predicts the topic to be “Starry Sky” in advance, due to the strong supervision signals of the target topics of the movie to be recommended. Moreover, without the goal planning task, Union and BART tend to make recommendations frequently, since the majority of the conversational goals in MG-CRS is “Recommendation” as shown in Table 12. This is likely to degrade the user experience. UniMIND generates an appropriate response to discuss about love with the user, by making good goal planning and topic prediction. At the tth turn, the ground-truth conversational goal and topics are “Movie Recommendation” and “Love/Starry Sky,” which means that the system is expected to recommend a movie about love and starry sky. UniMIND can better capture the multiple topics and provide a more coherent response to the dialogue context.

7.5 Error Analysis and Limitations

Despite the effectiveness of the proposed UniMIND framework for MG-CRS, we would like to better understand the failure modes of UniMIND for further improvement in future studies. After analyzing those cases with low human evaluation scores, we identify the following limitations and discuss the potential solutions:

- **Low Recommendation Success Rate.** All the baselines and UniMIND fail to reach a promising recommendation performance on TG-ReDial as shown in Table 9, due to the sparsity of the user-item interactions. Since the historical interaction data is not utilized in UniMIND, one possible direction is to study how to incorporate this kind of data into the Seq2Seq framework for improving the recommendation performance.

- **Informativeness.** As shown in Table 5, there is still a gap between the generated and the ground-truth response on Informativeness. To diversify and enrich the information in dialogue systems, a common practice is to leverage open-domain dialogue corpus to post-train...

\textsuperscript{11}https://github.com/RUCAIBox/TG_CRS_Code.
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Fig. 4. Case study.

| Reference Conversation | Goal | Topic |
|------------------------|------|-------|
| **Turn 1** | System: What are you up to? (你在干嘛呢？) | Greeting | N/A |
| | User: Nothing. Just thinking of a girl whom I have a crash on. (没什么，在想一个让我心动的女孩。) | | |
| | User: I’ve heard about it, a romantic love story that seems like a comedy. (听过的，看似非常小品的浪漫爱情故事。) | | |
| | System: In fact, having a simple love is the dream of many modern people. (其实拥有一份简简单单的爱情，是很多现代人的梦想呢。) | | |
| | User: Yes, this dream is as beautiful as the starry sky. (是啊，这个梦想就像星空一样美丽。) | Chit-chat | Love |
| | System: Let me recommend one more movie about love and starry sky. You will definitely enjoy Solaris. (我再推荐个关于爱情和星空的电影吧，你会喜欢《飞向太空》的。) | Movie Rec. | Love / Starry Sky |

| Union: | [topic] Starry Sky [system] Yeah, let me recommend one more movie about starry sky. (是啊，我再推荐个关于星空的电影吧。) |
| BART: | Let me recommend one more movie about romance and love. <_>. What a charming love. (我再推荐一个关于浪漫和爱情的电影吧。《_》，迷人的爱情。) |
| UniMIND: | [goal] Chit-chat [topic] Love [system] Yeah, love is very precious. (是啊，爱情非常珍贵的。) |

| Union: | [topic] N/A [system] Let me recommend one more movie about love and love. Have you seen <_>? This is the love. (我再推荐一个关于爱情和爱情的电影吧。《_》看过吗，就是这样的爱情。) |
| BART: | Let me recommend one more movie about starry sky. <_> is about the starry sky. It’s very nice. (我再推荐一个关于星空的电影吧。《_》这个电影关于星空的，很美好。) |
| UniMIND: | [goal] Movie Rec. [topic] Love <\k> Starry Sky [system] Let me recommend one more movie about love and starry sky. <_> is very suitable for you. Love is simple like this. (我再推荐个关于爱情和星空的电影吧。《_》非常适合你，爱情就是这样简单。) |

the generation model [61], which can also be easily applied to our unified Seq2Seq framework.

- **Error Propagation.** This is a typical issue of solving multiple tasks in sequential order. Table 13 presents the Exact Match (EM) scores between the generated input sequence and the oracle input sequence for each task, which inevitably go down along with the sequential completion of each task. There are some techniques studied to alleviate this issue in cascaded generation methods, such as introducing contrastive objectives [38] or noisy channel models [32].

8 CONCLUSIONS

In this work, we propose a novel unified multi-task learning framework for multi-goal conversational recommender systems, namely, UniMIND. Specifically, we unify four tasks in MG-CRS into the same Seq2Seq paradigm and utilize prompt-based learning strategies to endow the model with the capability of multi-task learning. Experimental results on two MG-CRS datasets show that the
A Unified Multi-task Learning Framework for MG-CRS

Table 13. EM between Generated and Oracle Input Sequences

| Dataset     | Topic Pred. | Item Rec. | Response Gen. |
|-------------|-------------|-----------|---------------|
| TG-ReDial   | 87.20%      | 80.17%    | 15.44%        |
| DuRecDial   | 92.32%      | 89.16%    | 84.74%        |

The proposed method achieves state-of-the-art performance on each task with a unified model. Extensive analyses demonstrate the importance of each task and the difficulties of handling different types of dialogues in MG-CRS.

This work is the first attempt toward a unified multi-task learning framework for MG-CRS. There are some limitations and room for further improvement. As discussed in Section 7.5, the error analyses and limitation discussions shed some potential directions for future studies. For example, it can be beneficial to incorporate historical user-item interaction data into the unified framework for making better recommendations or leverage open-domain dialogue corpus to post-train the generation model for generating more informative and diverse responses. It would be also worth investigating approaches to alleviate the error propagation issue in the training procedure. Meanwhile, additional knowledge graphs [36, 64] or extra review data [34, 66] accompanied with items can also be incorporated to further enrich the information for a better performance of MG-CRS. Besides, similar to other prompt-based learning studies, the proposed method can be extended to handle the low-resource scenarios or few-shot learning settings in MG-CRS, which will be more practical in real-world applications. In addition, it is also worth investigating the filter bubble issue [13] and the fairness issue [29] under the setting of MG-CRS.
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