1. Introduction

Many studies on wind engineering require the use of different types of statistical analysis associated to the phenomenology of boundary layer flows. Reduced Scale Models (RSM) obtained in laboratory, for example, attempt to reproduce real atmosphere phenomena like wind loads on buildings and bridges and the transportation of gases and airborne particulates by the mean flow and turbulent mixing. Therefore, the quality of the RSM depends on the proper selection of statistical parameters and in the similarity between the laboratory generated flow and the atmospheric flow.

The turbulence spectrum is the main physical parameter used to compare the velocity fluctuation characteristics of atmospheric and laboratory flows in Wind Load Modeling (WLM). This is accomplished by fitting experimental spectra to some functional form, e.g., von Kármán, Harris or Batchelor-Kaimal formula, and then creating dimensionless turbulence spectra in accordance with a similarity theory [1, 2, 3]. The objective behind the use of a similarity theory is that the dimensionless spectra of atmospheric and laboratory flows collapse, if the dimensionless spectra were constructed by appropriate parameters [4].

This classical spectral comparison is commonly used in WLM [5]. However, some difficulties, related to the determination of the inertial range extent, choice of characteristic velocity and length scale parameters and possible effects due to the finiteness of the Reynolds number arise in wind tunnel studies, specially, when simulations are performed at low velocities [6].

Considering this scenario, a complementary study taking into account the use of local scale based Reynolds number, inertial and dissipation range characteristic scales, control of sampling frequency and post-processing filtering is proposed. Selected data sets obtained under
distinct configurations of three wind tunnels, a smooth pipe and atmospheric boundary layer are used. In addition, a different class of spectral representation proposed by Gagne et al. [7], which is based on local similarities and compatible with the multifractal formalism, is compared to traditional approaches.

2. Atmospheric boundary layer flows and wind tunnel flow simulation

The atmospheric boundary layer is the lowest part of atmosphere. Effects of the surface roughness, temperature and others properties are transmitted by turbulent movement in this layer. Under conditions of weak winds and very stable stratification, turbulent exchanges are very weak and the atmospheric boundary layer is called surface inversion layer [8]. A distinction is usually made between atmospheric boundary layer over homogeneous and non-homogeneous terrain. In this last situation, the boundary layer is not well defined, and topographical features could cause highly complex flows.

The depth of the atmospheric boundary layer varies with the atmospheric condition, but it is typically 100 m during the night-time stable conditions and 1 km in daytime unstable or convective conditions. A detailed description related to the wind characteristics associated to the neutral condition is made by Blessmann [3] in his book on Wind in Structural Engineering. Several similarity theories have been proposed for different atmospheric stability conditions. Near the surface, from dimensional arguments the analysis leads to the Prandtl logarithmic law, Eq. (1), in the case of a neutral boundary layer:

\[
\frac{U(z)}{u^*} = \frac{1}{0.4} \ln \frac{z - z_d}{z_0}
\]

Where \( U \) is the mean velocity, \( u^* \) is the friction velocity, \( z_0 \) is know as the roughness height and \( z_d \) is defined as the zero-plane displacement for very rough surface. The depth of a wind tunnel boundary layer is defined as the height where mean velocity reaches 0.99 of the free stream velocity. This definition is used to characterize atmospheric flow simulations.

Wind tunnels are designed to obtain different air flows, so that similarity studies can be performed, with the confidence that actual operational conditions will be reproduced. Once a wind tunnel is built, the first step is the evaluation of the flow characteristics and of the possibility of reproducing the flow characteristics for which the tunnel was designed. Many evaluation studies of wind tunnels are presented in the open literature. Some of which are the work of Cook [9] on the wind tunnel in Garston, Watford, UK, the presentation of the closed-return wind tunnel in London [10] and the Oxford wind tunnel, UK [11], the characterization of the boundary layer wind tunnel of the UFRGS, Brazil [12] and of the Danish Maritime Institute, Denmark [13].

Wind tunnel modeling of atmospheric boundary layer is generally oriented to neutrally stable flows. Modeling of stratified boundary layer is more difficult to implement and less used
in wind tunnel tests. Similarity criteria imply that a set of non-dimensional parameters should be the same in model and prototype. In general, the flow is governed by the boundary conditions and the Rossby, Reynolds, Strouhal, Froude, Eckert and Prandtl numbers, but in most of the situations of practical importance the effects of several non-dimensional numbers can be neglected. Later studies in atmospheric boundary layer simulations attempted to reproduce as closely as possible the mean velocity distribution and turbulence scales of the atmospheric flow. This is made by non-dimensional comparisons of mean and fluctuating velocity measurements in the wind tunnel flow and atmospheric data.

In general, wind tunnel evaluation is performed at the highest flow velocity, the results being presented in terms of mean velocity distributions, turbulence intensities and scales. However, many simulations are performed at low velocities to evaluate some specific problems. This is the case of laboratory simulation of dispersion problems [14] and transmission line modeling [15].

Boundary-layer simulations are performed with help of grids, vortex generators and roughness elements, to facilitate the growth of the boundary layer and to define the mean velocity profile. This is used in the most applied simulation methods, namely the full-depth simulation [16] and part-depth simulation [17]. The use of jets and grids is also applied [12].

The “Jacek Gorecki” wind tunnel, located at the Universidad Nacional del Nordeste, UNNE at Resistencia (Chaco), Argentina, is a low velocity atmospheric boundary-layer wind tunnel, built with the aim to perform aerodynamic studies of structural models. The atmospheric boundary layer is reproduced with help of surface roughness elements and vortex generators, so that natural wind simulations are performed. Fig. 1 shows a view of the “Jacek Gorecki” wind tunnel, which is a 39.56 m long channel. The air enters through a contraction, passing a honeycomb prior to reach the test section, which is a 22.8 m long rectangular channel (2.40 m width, 1.80 m height). Two rotating tables are located in the test section to place structural models. Conditions of zero pressure gradient boundary layers can be obtained by vertical displacement of the upper wall. The test section is connected to the velocity regulator and to the blower, which has a 2.25 m diameter and is driven by a 92 kW electric motor at 720 rpm. A diffuser decelerates the air before leaving the wind tunnel.

In this wind tunnel, many models of atmospheric boundary layer were implemented. In general, the simulation of natural wind on the atmospheric boundary layer was performed by means of the Counihan and Standen methods [18, 19, 20]. To illustrate this type of flow model, an example of full-depth Counihan simulation with velocity distributions corresponding to a class III terrain is presented. According to Argentine Standards CIRSOC 102 [21], this type of terrain is designed as “ground covered by several closely spaced obstacles in forest, industrial or urban zone”. The mean height of the obstacles is considered to be about 10 m, while the boundary layer thickness is \( z_g = 420 \) m. The power law for velocity distribution is given by

\[
\frac{U(z)}{U(z_g)} = \left( \frac{z}{z_g} \right)^a
\]
with suitable values for the exponent $a$ between 0.23 and 0.28 [3]. This law is of good application in neutral stability conditions of strong winds, typical for structural analysis. For this Counihan full-depth simulation, where the complete boundary-layer thickness is simulated, four 1.42 m (Hv) high elliptic vortex generators and a 0.23 m (b) barrier were used, together with prismatic roughness elements placed on the test section floor along 17 m (l) (see Fig. 2). The wind tunnel test section and the simulation hardware are shown in Fig. 3.

Figure 1. "Jacek Gorecki" Wind Tunnel at UNNE.
In this work, measurements of wind velocity realized in three different wind tunnels will be used for the spectral analysis. The “Jacek Gorecki” wind tunnel [19] described above, the “TV2” wind tunnel of the Laboratorio de Aerodinámica, UNNE, smaller, also an open circuit tunnel, and the closed return wind tunnel “J. Blessmann” of the Laboratório de Aerodinâmica das Construções, Universidade Federal de Rio Grande do Sul, UFRGS [12].

Figure 2. Arrangement of Counihan simulation hardware.

Figure 3. Test section and full-depth Counihan vortex generators.
3. Mean flow evaluation of an atmospheric boundary layer simulation

The above described Counihan simulation is used to illustrate the mean flow evaluation. In this case, mean velocity measurements were performed by means of a pitot-Prandtl tube connected to a Betz manometer. Velocity and longitudinal velocity fluctuations were measured by a constant temperature hot wire anemometer, with a true-RMS voltmeter, using low and high-pass analogical filters. Data acquisition of hot wire signals was made by means of an A/D board connected to a personal computer. Uncertainty associated with the measured data depends of the hot wire resolution and the calibration system. In this case, an uncertainty order of ± 3 % was determined at high velocity measurements.

Previously to simulate ABL flows, an empty tunnel flow evaluation was realized. Mean velocity profiles were measured along a vertical line on the center of the rotating table 2. The boundary layer has a thickness of about 0.3 m and the velocity values have a maximal deviation of 3 %, by taking the velocity at the center of the channel as reference. Turbulence intensity distribution at the same locations shows values around 1% outside the boundary layer increasing, as expected, inside the boundary layer. Reference velocity at the center of the channel for empty tunnel tests was 27 m/s and the resulting Reynolds number 3.67×10⁶.

Once the empty tunnel evaluation was over, the mean flow of the full-depth boundary layer simulation was analyzed. Measurement of the mean velocity distribution was made along a vertical line on the center of rotating table 2 and along lines 0.30 m to the right and left of this line. Fig. 4 shows the velocity distribution along the central line. Flow characteristics are presented in Table 1. There is a good similarity among the velocity profiles given by the values of the exponent α obtained. Turbulence intensity distribution at the same locations is shown in Fig. 5. The values are lower than those obtained by Cook [4] and by using Harris-Davenport formula for atmospheric boundary layer [3]. Values are reduced as the distance from the lower wall is increased.

Figure 4. Vertical mean velocity profile – experimental values and power law fit.
These mean velocity and turbulence intensity vertical profiles show a typical evaluation of the boundary layer mean flow applied to wind load studies. Similar analysis was made for other authors to different wind tunnel simulations. Some works include vertical profiles of longitudinal turbulence scales [12, 20]. When dispersion problems are analyzed and physical atmospheric research studies in wind tunnel are development the mean flow evaluation is usually realized utilizing the logarithmic expression, Eq. (1). A simple method to fit experimental values of mean velocity to the logarithmic law is presented by Liu et al. [22]. The characteristic parameters $u^*$ and $z_0$, friction velocity and roughness height, respectively, are used to evaluate critical Reynolds number values on low velocity tests for wind tunnel dispersion studies [23].

|         | $y = 0$ | $y = 0.30$ m | $y = -0.30$ m |
|---------|---------|--------------|---------------|
| $z_g$ [m] | 1.164   | 1.164        | 1.164         |
| $U_g$ [m/s] | 27.51   | 28.18        | 27.76         |
| $\alpha$    | 0.270   | 0.265        | 0.270         |

Table 1. Flow characteristics for full-depth boundary layer simulation.

4. Energy spectra and structure functions in boundary layer flows

Atmospheric data come from anemometers frequently located 10 m height. These values contain climatic system contributions and components of the boundary layer itself. That is, measured data include wind velocity variations corresponding to time scales from some
hours to fractions of one second. Usually power spectra are employed to analyze these atmospheric records. The Van der Hoven spectrum, obtained in Brookhaven, Long Island, NY, USA [24], represents the energy of the longitudinal velocity fluctuation on the complete frequency domain. Two peaks can be distinguished in this spectrum, one corresponding to the 4-day period or 0.01 cycles/hour (macro-meteorological peak), and another peak between the periods of 10 minutes and 3 seconds associated to the boundary layer turbulence (micro-meteorological peak). A spectral valley, with fluctuations of low energy, is observed between the macro and micro-meteorological peak. This region is centered on the period of 30 minutes and allows dividing the mean flow and the velocity fluctuations. This spectral characteristic confirms that interaction between climate and boundary layer turbulence is negligible and permits considering both aspects independently.

Velocity fluctuations with periods lower than one hour define the micro-meteorological spectral region or the atmospheric turbulence spectrum. Interest of wind load and dispersion problems is concentrated on this spectral turbulence region. In 1948 von Kármán suggested an expression for the turbulence spectrum with which his name is related, and 20 years later this spectral formula started to be used for wind engineering applications. Some deficiencies in fitting data measured in atmospheric boundary layer were pointed later and Harris [5] shown a modified formulae for the von Kármán spectrum.

According ESDU [3], the von Kármán formula for the dimensionless spectrum of the longitudinal component of atmospheric turbulence is:

\[
\frac{fS_u}{\sigma_u^2} = \frac{4X_u(z)}{\left[1 + 70.78X_u(z)^2\right]^{3/6}}
\]

(3)

where \(S_u\) is the spectral density function of the longitudinal component, \(f\) is the frequency in Hertz and \(\sigma_u^2\) is the variance of the longitudinal velocity fluctuations. The dimensionless frequency \(X_u(z)\) is \(fL(z)/U(z)\), being \(L\) the integral scale. This spectrum formula satisfies the Wiener-Khintchine relations between power spectra and auto-correlations and provides a Kolmogorov equilibrium range in the spectrum. However, the von Kármán expression provides no possibility to fit other measured spectral characteristics [5].

Two situations of spectral analysis of boundary layer flow are presented next from different wind tunnel studies and atmospheric data. These cases resume a typical spectral evaluation of a boundary layer simulation and a spectral comparison of different boundary layer flows. Finally, a discussion of the use of structure functions applied to the analysis of velocity fluctuations is presented.

4.1. Spectral evaluation of a wind tunnel boundary layer simulation

A first example of spectral analysis is that corresponding to the Counihan boundary layer simulation described on previous section. Longitudinal velocity fluctuations were measured by the hot wire anemometer system and the uncertainty associated with the measured data is the same as previously mentioned. In this case, spectral results from longitudinal velocity

\[
\frac{fS_u}{\sigma_u^2} = \frac{4X_u(z)}{\left[1 + 70.78X_u(z)^2\right]^{3/6}}
\]

where \(S_u\) is the spectral density function of the longitudinal component, \(f\) is the frequency in Hertz and \(\sigma_u^2\) is the variance of the longitudinal velocity fluctuations. The dimensionless frequency \(X_u(z)\) is \(fL(z)/U(z)\), being \(L\) the integral scale. This spectrum formula satisfies the Wiener-Khintchine relations between power spectra and auto-correlations and provides a Kolmogorov equilibrium range in the spectrum. However, the von Kármán expression provides no possibility to fit other measured spectral characteristics [5].

Two situations of spectral analysis of boundary layer flow are presented next from different wind tunnel studies and atmospheric data. These cases resume a typical spectral evaluation of a boundary layer simulation and a spectral comparison of different boundary layer flows. Finally, a discussion of the use of structure functions applied to the analysis of velocity fluctuations is presented.

4.1. Spectral evaluation of a wind tunnel boundary layer simulation

A first example of spectral analysis is that corresponding to the Counihan boundary layer simulation described on previous section. Longitudinal velocity fluctuations were measured by the hot wire anemometer system and the uncertainty associated with the measured data is the same as previously mentioned. In this case, spectral results from longitudinal velocity
fluctuations were obtained by juxtaposing three different spectra from three different sampling series, obtained in the same location, each with a sampling frequency, as given in Table 1, as low, mean and high frequencies. The series were divided in blocks to which an FFT algorithm was applied [25]. In Fig. 6, four spectra obtained at height z = 0.233, 0.384, 0.582 and 0.966 m are shown. Values of the spectral function decrease as the distance from the tunnel floor z is increased. An important characteristic of the spectra is the presence of a clear region with a -5/3 slope, characterizing Kolmogorov’s inertial sub-range.

The comparison of the results obtained through the simulations with the atmospheric boundary layer is made by means of dimensionless variables of the auto-spectral density $fS_u/\sigma_u^2$ and of the frequency $X_u(z)$ using the von Kármán spectrum, given by the expression of Eq. (3). Kolmogorov’s spectrum will have, therefore, a -2/3 exponent instead of -5/3. The comparison was realized for spectra measured at different heights, but only is presented the spectrum obtained at $z = 0.233$ m (Fig. 7). The agreement is very good, except for the highest frequencies affected by the action of the low-pass filter.

|                | Low frequency | Mean frequency | High frequency |
|----------------|---------------|----------------|----------------|
| **Sampling frequency [Hz]** | 300           | 900            | 3000           |
| **Low-pass filter[Hz]**     | 100           | 300            | 1000           |
| **High-pass filter[Hz]**    | 0.3           | 0.3            | 0.3            |
| **Sampling time [s]**       | 106.7         | 35.6           | 10.7           |
| **Bandwidth [Hz]**          | 1.132         | 3.516          | 11.719         |

**Table 2.** Data acquisition conditions for spectral analysis.

**Figure 6.** Power spectra of the longitudinal velocity fluctuation for a boundary layer simulation.
This evaluation was realized at high velocity \((U_g \approx 27 \text{ m/s})\) being the resulting Reynolds number value of \(\text{Re} \approx 4 \times 10^6\). The juxtaposing technique used to improve the spectral resolution is today unnecessary because of the fact that it is possible to utilize a large sample size. However, sample series were limited to 32000 values for this analysis and three spectra were juxtaposed.

A scale factor of 250 for this boundary layer simulation was obtained through the procedure proposed by Cook [4], by means of the roughness length \(z_0\) and the integral scale \(L_u\) as parameters. The values of the roughness length are obtained by fitting experimental values of velocity to the logarithmic law of the wall, while integral scale is given by fitting the values of the measured spectrum to the design spectrum.

4.2. Spectral comparison of different boundary layer flows

A second study based on results of different boundary layer flows was realized. Measurements of the longitudinal fluctuating velocity obtained in three different wind tunnels were selected for this analysis. All selected velocity samples correspond to neutral boundary layer flow simulations developed in appropriate wind tunnels. The analysis was complemented using measurements realized in a smooth tube flow and in the atmosphere.

Wind tunnel and smooth tube measurements were realized by a constant hot-wire anemometer previously described. Atmospheric data were obtained using a Campbell 3D sonic anemometer [26], for which the resolution is 0.01 m/s for velocity measurements. Table 3 indicates a list of sampling characteristics, being \(z\) the vertical position (height), \(U\) the mean velocity, \(\sigma_u^2\) the variance of fluctuations velocity, \(f_{acq}\) the acquisition frequency, \(L_u\) the integral scale and \(Re_L\) the Reynolds number associated to \(L_u\).

One of the three wind tunnels used to obtain the wind data employed in this experimental analysis is the “Jacek Gorecki” wind tunnel described on a previous section. The second is the
“TV2” wind tunnel of the Laboratorio de Aerodinámica, UNNE, too. The “TV2”, smaller, is also an open circuit tunnel with dimensions of 4.45×0.48×0.48m (length, height, width). The study was complemented by the analysis of measurements realized on atmospheric boundary layer simulations performed in the closed return wind tunnel “Joaquim Blessmann” of the Laboratório de Aerodinâmica das Construções, Universidade Federal de Rio Grande do Sul, UFRGS [12]. The simulations of natural wind on the atmospheric boundary layer were performed by means of the Counihan [16] and Standen [17] methods, with velocity distributions corresponding to a forest, industrial or urban terrain. The tube measurement was obtained in the centre of a 60 mm diameter smooth tube. Atmospheric data were obtained in a micrometeorological station located at Paraiso do Sul, RS, Brasil [26, 27].

|          | z [m] | U [m/s] | $\sigma_u^2$ [m$^2$/s$^2$] | $f_{acq}$[Hz] | $L_u$ [m] | Re$_L$ |
|----------|-------|---------|----------------|--------------|----------|--------|
| Smooth tube | 0.03  | 38.89   | 1.63            | 16           | 0.034    | 8.83x10$^4$ |
| Atmosphere   | 10.00 | 4.51    | 3.32            | 1024         | 36.30    | 1.09x10$^7$  |
| Blessman WT-LV | 0.15  | 3.18    | 0.19            | 0.51         | 1.08x10$^5$ |
| Gorecki WT-LV | 0.21  | 2.97    | 0.26            | 0.26         | 5.16x10$^4$ |
| Gorecki WT-HV(+). | 0.21  | 16.77   | 7.55            | 2048         | 0.51     | 5.71x10$^4$ |
| TV2 WT-LV    | 0.04  | 0.68    | 0.03            | 900          | 0.07     | 3.18x10$^3$ |
| TV2 WT-HV    | 0.04  | 11.69   | 4.92            | 3000         | 0.11     | 8.59x10$^4$ |

Table 3. Measurement characteristics for spectral analysis.

The measurements realized in the J. Gorecki wind tunnel at high velocity were used to analyze the sampling effects on the spectral characteristics. Five different samplings were realized for measurements Gorecki WT-HV$^{(+)}$ at z= 0.21 m. Sampling characteristics like frequency acquisition $f_{acq}$, low pass frequency $f_{lp}$ and sampling time $t_s$ are indicated in Table 4. Resulting superposed spectra are shown in Fig. 8 where it is possible to see a good definition of the inertial sub-range (-5/3 slope) and the effect of the low pass filter.

| Samples | Sp1 | Sp2 | Sp3 | Sp4 | Sp5 |
|---------|-----|-----|-----|-----|-----|
| $f_{acq}$[Hz] | 4096 | 2048 | 1024 | 8192 | 16348 |
| $f_{lp}$[Hz] | 3000 | 1000 | 300  | 3000 | 10000 |
| $t_s$[s] | 30  | 60  | 120 | 15 | 7.5 |

Table 4. Measurement characteristics for analysis of sampling effects.

Fig. 9 shown spectral density functions $S_u$ corresponding to measurements indicated in Table 3. High frequencies in the atmosphere spectrum correspond to low frequencies in the smooth pipe. The same spectra in dimensionless form are presented in Figs. 10 and 11. The
frequency is non dimensionalised by $f_{L_c}/U$ in Fig. 10 and by $f_z/U$ in Fig. 11, according to parameters usually employed in wind engineering. In general, preliminary results permit verifying the good behavior of the wind tunnel spectra and a good definition of the inertial range (slope -5/3). The inertial sub-region is narrower for low velocity measurements (LV).

Spectral special features in smooth tube and atmosphere appear in Fig. 9 and in the dimensionless comparison too (Figs. 10 and 11). This particular behavior is a product of the uniform flow in the centre of the smooth tube, that is, not a boundary layer flow is being analyzed. In the atmospheric flow case, this type of behavior is possibly due to the existence of a convective turbulence component at low frequencies because of that atmospheric stability is not totally neutral. This behavior was verified in the case of measurements realized in near-neutral atmosphere. The existence of a low frequency convective component was detected in three dimensional measurements obtained at the atmosphere [28]. The aliasing effect is perceived at high frequencies due to high pass filter is not used for sample acquisition of atmospheric data.

Figure 8. Spectral superposition for different sampling.
Figure 9. Power spectra for measurements indicated on Table 3.

Figure 10. Comparison of dimensionless spectra using $f_{L_U}/U$. 
The superposition technique allows defining precisely the sub-inertial range and extending the frequency analysis interval. Besides, it is possible defining adequately the sampling characteristics and extending the frequency analysis interval. In general, the spectral comparison realized using $f_{L_{u}}/U$ (Fig. 10) indicates better coincidence [27, 28]. However, the analysis realized up to now is preliminary and it should be studied in depth. For example, the methods for the parameter $L_{u}$ calculation should be analyzed, the application of other parameters to obtain the dimensionless frequency at smaller scales and other measurements must be analyzed looking for the improvement of the scale modeling.

A different approach to analyze velocity fluctuations will be presented below. This is based on the high order moments of velocity increments. Small scales to characterize the boundary layer flows will be used and a new representation of energy spectra will be evaluated.

4.3. Statistical moments of velocity fluctuations

Previous type of spectral analysis is usually employed in Wind engineering. The following study is realized using velocity structure functions of turbulent boundary layer flow. These statistical moments are utilized by atmospheric physical researchers. The approach considers scales smaller than the integral scale $L_{u}$ and, therefore is presumably more suitable for applications to turbulent diffusion studies. Apart from integral scales, the mean dissipation rate, the Kolmogorov and Taylor micro-scales could be obtained. On other hand, results from this type of study can be employed to analyze the Kolmogorov constant and, indirectly, for application to pollution dispersion models [30, 31].
Kolmogorov’s laws for locally isotropic turbulence [32, 33] were originally derived for structure functions from the von Kármán-Howarth-Kolmogorov equation [34],

\[ S_p(r) = \langle [u(x + r) - u(x)]^p \rangle \]

valid for \( r \ll L \) in the limit of very large Reynolds number, where \( S_p(r) \) is the structure function of order \( p \), \( \nu \) is the kinematic viscosity, \( \varepsilon \) is the mean dissipation rate, and \( \langle \cdot \rangle \) represents statistical expectation operator.

Kolmogorov deduced the following relations for second and third-order structure functions:

\[ S_2(r) = C(\varepsilon r)^{2/3} \quad (5) \]

\[ S_3(r) = -\frac{4}{5} \varepsilon r, \quad (6) \]

valid for \( \eta \ll r \ll L \), where \( \eta = (\nu^3/\varepsilon)^{1/4} \) is the Kolmogorov microscale, and \( C \approx 2 \) is the Kolmogorov constant [29, 34].

The third-order structure function Eq. (6), also known as the four-fifths law, is straightforwardly obtained from Eq. (4) since, for very large Reynolds number, the second term in the right hand side of Eq. (4) can be neglected. The four-fifths law is of special interest in the statistical theory of turbulence because, besides being an exact relation, it allows a direct identification of the mean dissipation energy per unit mass with the mean energy transfer across scales [35].

The two-thirds law Eq. (3), on the other hand, is not an exact relation; it was obtained using dimensional arguments and introducing a nondimensional constant that should be empirically determined. The second-order structure function provides information about the energy content in all scales smaller than \( r \). Moreover, the famous Kolmogorov energy spectrum \( E(k) = C_k \varepsilon^{2/3} k^{-5/3} \) is derived from Eq. (5).

Table 5 shows the results of the analysis for four experiments selected from the analysis described in Section 4.2. The distinct columns report the mean wind speed \( U \), height \( z \), inertial range \( (r_a, r_b) \), integral scale \( L_u \), mean dissipation rate \( \varepsilon \), Kolmogorov microscale \( \eta \), Taylor’s microscale based Reynolds number \( R_\lambda \), and Taylor’s microscale based Reynolds number \( R_e \). The mean dissipation rate, \( \varepsilon \), was determined by the best fit of \( S_2(r) \), Eq. (2), in the inertial range. The Kolmogorov microscale was computed by \( \eta = (\nu^3/\varepsilon)^{1/4} \) and Taylor’s microscale based Reynolds number \( R_\lambda \) was computed from \( \lambda = [\sigma_u^2/\langle (\partial_x u)^2 \rangle]^{1/2} \), where \( \langle (\partial_x u)^2 \rangle \) was indirectly estimated with the aid of the isotropic relation \( \varepsilon = 15\nu \langle (\partial_x u)^2 \rangle \).
Table 5. Main turbulence characteristics from laboratory and atmospheric turbulence data.

|                | \(z\) [m] | \(U\) [m/s] | \((r_a, r_b)\) [cm] | \(L_u\) [m] | \(\varepsilon\) [m^2/s^3] | \(\eta\) [mm] | \(Re_u\) |
|----------------|------------|-------------|---------------------|-------------|-----------------|-------------|---------|
| Smooth tube    | 0.03       | 38.89       | 0.35-1.10           | 0.034       | 52.9            | 0.08        | 174     |
| Atmosphere     | 10.00      | 4.51        | 30-600              | 36.30       | 0.045           | 0.51        | 13141   |
| Gorecki WT-HV  | 0.21       | 16.77       | 2.0-9.0             | 0.39        | 33.0            | 0.10        | 1311    |
| TV2 WT-HV      | 0.04       | 11.69       | 0.3-2.0             | 0.13        | 48.8            | 0.09        | 629     |

Experimental evaluations of second and third-order structure functions for the J. Gorecki wind tunnel are shown in Fig. 12. In the K41 picture, the estimation of the second-order structure function constant is reduced to an estimation of the skewness \(S = S_3(r) / (S_2(r))^{3/2}\); however, differently from \(S_2(r)\), \(S_3(r)\) displays some noise (Fig. 12). This behavior is observed in all datasets.

One immediate consequence of the similarity arguments assumed in K41 is that graphical representation of distinct turbulence spectra should collapse in a single-curve after a proper normalization with characteristic velocity and length scales. Another consequence, which follows from dimensional analysis, is the scaling \(S_p(r) \approx r^p / \eta^{1/3}\) for a structure function of order \(p\), with \(\eta < r < L_u\). However, inertial range physics has been proved to be much more complex than previously assumed in the K41. A remarkable consequence of this complexity, which has close relation with the small scale intermittency phenomenon [33], is the existence of anomalous scaling concerning structure functions exponents, \(S_p(r) \approx r^{\zeta_p}\), where \(\zeta_p\) is non linear function of \(p\). The multifractal formalism was then introduced by Parisi and Frisch in order to provide a robust framework, allowing the analysis and interpretation for a general class of complex phenomena presenting anomalous scaling.

One important difference between the multifractal interpretation of turbulence and the (monofractal) K41 theory is the assumption of a local similarity scaling for small scales. The global scaling similarity assumed in the K41 theory is still at the core of the most wind tunnel and atmospheric turbulence modeling [5, 28, 34]. The local scaling similarity ideas of the multifractal formalism, on the other side, provide a new vocabulary, enabling interpretation and comparison of diverse multiscale phenomena. Although the multifractal formalism has been used in many areas of applied physics, does not share the same popularity in the fields of engineering.

According to the multifractal universality [36], a single-curve collapse of distinct experimental turbulence spectra is obtained by plotting \(\log E(k) / \log Re\) against \(\log k / \log Re\), after having properly normalized \(E(k)\) and \(k\). On the other hand, an alternative similarity plot has been proposed by Gagne et al. [7] based on an intermittency model, but still compatible with the multifractal formalism. These authors propose that a better merging of experimental
spectra can be obtained by plotting $\beta \log(a E(k)(\epsilon/\nu)^{5/4})$ against $\beta \log(c(k^3/\epsilon)^{1/4})$, with $\beta = 1 / \log(Re_\lambda / R^*)$, where $Re_\lambda$ is the Taylor scale based Reynolds number and the empirical constants $R^* = 75$, $a = 0.154$, and $c = 5.42$ were determined to provide the best possible superposition in their dataset.

In Fig. 13 the plot proposed by Gagne et al. [7] is presented for laboratory and atmospheric turbulence data. Despite the fact that data comprise very different scales, $L_u \approx 10^2$ m for atmospheric data, and $L_u \approx 10^{-1}$ m for smooth pipe, the merging of spectra is reasonably good, also regarding the fact that the originally proposed empirical constants have been used in the present dataset.

In this representation the slopes remain unchanged, but the extent of inertial range presumably has the same length for all spectra. Although a solid ground for the physics behind the representation is lacking, it is clear that the properties provided by such a representation can be very useful for physical analysis and modeling of turbulence.

Figure 12. Second and third-order structure functions for the Gorecki WT measurement.
5. Concluding remarks

Fully developed turbulence measurements from the laboratory and the atmospheric boundary layer encompassing a wide range of Reynolds number were analyzed in this study. First, a typical spectral evaluation of a boundary layer simulation was presented. The spectral agreement is very good and the wind simulation can be considered adequate for wind load modeling.

Next, a spectral dimensionless comparison of different boundary layer flows was realized by usual parameters in wind engineering. Measurements of the longitudinal fluctuating velocity obtained in different wind tunnels, a smooth tube and the atmosphere were selected. An analysis of sampling effects was realized and some limitations on this classical spectral comparison were established.

Finally, a discussion of the use of structure functions to investigate turbulent boundary layer flows was proposed. Turbulent scales smaller than the integral scale were determined and the behavior of second and third-order structure functions were analyzed. A single-curve collapse of distinct experimental spectra was obtained. This type of analysis should be applied to verify boundary layer flows at low speed used for dispersion modeling. Time scales for fluctuating process modeling could be improved too by applying this analysis method.
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