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Abstract. Facial Detection and recognition research has been widely studied in recent years. The facial recognition applications plays an important role in many areas such as security, camera surveillance, identity verification in modern electronic devices, criminal investigations, database management systems and smart card applications etc. This work presents deep learning algorithms used in facial recognition for accurate identification and detection. The main objective of facial recognition is to authenticate and identify the facial features. However, the facial features are captured in real time and processed using haar cascade detection. The sequential process of the work is defined in three different phases where in the first phase human face is detected from the camera and in the second phase, the captured input is analyzed based on the features and database used with support of keras convolutional neural network model. In the last phase human face is authenticated to classify the emotions of human as happy, neutral, angry, sad, disgust and surprise. The proposed work presented is simplified in three objectives as face detection, recognition and emotion classification. In support of this work Open CV library, dataset and python programming is used for computer vision techniques involved. In order to prove real time efficacy, an experiment was conducted for multiple students to identify their inner emotions and find physiological changes for each face. The results of the experiments demonstrates the perfections in face analysis system. Finally, the performance of automatic face detection and recognition is measured with Accuracy.

1. Introduction
Human computer interaction is a common trend and innate ability to distinguish among multiple faces. Until recent past computer vision problems were quite challenging but advent of modern technologies has trivially improved from the problems of varying light, changed by age, hair and other accessories [1]. However, face recognition applications are used improve access to identify and verify the people by their face features. Hence interpreting the facial features and their actions is much required. As these features and expressions helps in classify the emotions of human face. Recent advances in technology has resulted in the use of Artificial intelligence system as these systems are capable to understand and realize the emotion recognition through facial features. Hence this is an attempt to prove the existence of latest technological developments for human-computer interaction using deep learning or Convolution neural network models [2]. To recognize and classify the human face various methods are required but deep learning technique outperforms other methods by its large capabilities of different datasets and fast computation capabilities. Usually the process of face recognition and classification involves various steps such as preprocessing, detection, orientation, extraction of features and classification of emotion. These tasks are easily performed with deep learning keras
model which outperforms the handy computations. Deep learning technique is a standard paradigm to represent the working of human brain with neurons [3]. This learning usually consists of neural network model where neurons act as inputs and each of them are connected to move as outputs. Deep learning is the subset of machine learning in which the algorithms are integrated similar to machine learning, but there are innumerable levels of these algorithms, each of which provides a different interpretation of the data they insert. This network of algorithms is called the network of artificial neurons, because their operation is a source of inspiration, or we could say; an attempt to mimic the function of human neural networks in the brain [7]. Several hidden levels allow deep neural networks to study data functions in the so-called functional hierarchy, since simple functions, such as two pixels, combine from one level to another, forming, for example, functions that are more complex. Low level networks are not much capable of processing mathematical operations than multilevel networks as these networks are able to perform deep data processing. Deep learning models have very good characteristics of calculating the intensive calculus and has great demand in the form of minute chip called Graphical processing unit [9]. There are three different phases of this work such as facial detection, recognition and emotion classification which are outlined briefly in the below sections.

1.1 Convolution Neural Networks

The development of Convolution neural network has a significant impact on the computer vision domain in recent years in addition to this it has an important step and ability to recognize objects [11]. This gaining importance of the technique was possible because of increasing value of the computer and the amount of data available to form a neural network.

Convolutional neural network (CNN) models have kernels to detect border functions or outline for an image. This model has weights arranged in array of values to form and obtain desired characteristics. Every CNN model allocates space to determine the control of image to be recognized. The values in the image represents a degree to which convolution operation depends, hence the product is calculated and determined with the location in the image [13].

![Array of RGB Matrix](image)

**Figure 1.** Array of RGB Matrix

The CNN model is aimed to train and test the designed system. Here the image is an input with several layers as filters connected together with weights as desired. It has Softmax function used to obtain and classify the image between 0 and 1. Hence the below figure 2 shows the representation of CNN model processing based on the input image.

![Neural network with many convolutional layers](image)

**Figure 2.** Neural network with many convolutional layers

Consider below figure 3 shows a basic first layer of CNN model where features are extracted from input image. After extracting the features they are passed to convolution layer where weights functions are multiplied to obtain the product of each layer. The mathematical processing takes place between image matrix, 2 inputs and kernel values. The obtained image matrix represented with dimensions and volume is given as (h x w x d) in figure 1 and the filter as (f_h x f_w x d) and outputs of
volume dimension is given as \((h-f_h+1) \times (w-f_w+1) \times 1\). Further details of network layers, weights and function values are described in section II.

![Figure 3. Main Process of CNN](image)

The most important technology in CNN is the local field of perception, weight distribution, subsampling of time or space to separate functions and reduce the size of training parameters. The advantage of the CNN algorithm is that it avoids a clear separation of functions and indirect learning of training data. The use of the subsample structure in time or space can provide stability, size and speed; Network entry and topology can be very good and offer the unique benefits of voice recognition and image processing. (Tianyi Liu, et al., 2015). CNN algorithm requires experience in project architecture and must constantly recognize application practice errors in order to get the best solution for a specific CNN application architecture. Based on an input gray value of 96*96 at the pre-processing stage, which provides 32. (Tianyi Liu, et al., 2015)

![Figure 4. Convolution neural network (CNN) model stages](image)

2. Approach

The proposed work carries out in three sequential steps as Face Detection, Face Recognition and Face Classification. In the first step a video camera is used to capture the human face and detect the exact location of face by a bounding box coordinates for the face detected in real-time. This step involves face detection using Haar cascade detection with open CV library. Viola jones algorithm and haar cascade features are combined to detect human face. The images detected have shapes, objects and landscapes etc. In this phase human face is detected and face features are extracted and stored in the database for face recognition. The CNN model as shown in figure 4 uses VGG 16 to match the face from the database and recognize with the name for the face detected. Faces are recognized from the database and are compared to identify or detect the face through embedding vectors. The distribution platform use Anaconda and python 3.5 software in processing face detection, recognition and classification. The image features in the database dlib and other libraries. First face is detected and then recognized with the database features and matching using CNN model training and testing database. Finally the recognized human face is classified based on the expression in real time as Angry, fear, disgust, happy, neutral and surprise. The network architecture VGG 16 is built with CNN model for large database recognition and classification. The designed network model has honey comb 3 x 3 layers where the two connected layers have 4096 nodes with Softmax classification. The local binary model histogram is used as open CV library for detecting the human faces. The image pixels are identified by setting a threshold and the end result is represented in form of a binary number. In order to perform this LBPH uses 4 parameters like radio, neighbors, Grid X and Y. Here the radio
button used defines the local radius in circular manner for the binary model. The circular local binary model represents the number of sample points as neighbors. The X and Y dimensions of grid defines the number of horizontal and vertical direction cells. The circular binary model is formed to the marked areas with appropriate label to receive the test data from machine. To perform the procedural result of face detection first create a folder and name it and write two python files create_data.py face_recognize.py then haarcascade_frontalface_default.xml library set and run complete files from Integrated development environment of python [15].

2.1. Proposed Functional Design

The proposed system and its functioning is shown in the below figure 5. The individual functional blocks have their own specific operation. The image is captured using HP 3000 camera which is preprocessed further to feed the neural networks. The captured image is modelled using network architecture to build and train the dataset for identification and emotion classification. The details are enlisted in sequential steps as flow chart in figure 6.

![Figure 5. Block diagram of Face detection and recognition classification](image)

2.2. Flowchart and Design Specifications

The Real time face detection, recognition and classification is depicted in the figure 5. The captured image is bounded in a box and converted in to binary pattern to specify it as feature vector and stored in database. The images are trained to match the input image and also classify the expression of facial features as sad, angry, happy, disgust and neutral. In the training process, there are a total of seven steps which are represented below as loading dataset, preprocessing, augmenting the data as feature vector, building and compiling the design model, training and storing the feature vector and validating the test model.

![Figure 6. Face detection and recognition flow chart](image)

The work involves local binary pattern histogram (LBPH) to convert the captured image in to binary vector. This processing helps in detection of face using viola jones algorithm. The image pixels are stored with defined threshold for facial feature vector. These vectors are added with weights to form a
network architecture model for facial expression classification using VGG 16 CNN model as shown in figure 7. Usually VGG 16 is trained with image net database where 16 layers of network are classified in to 1000 categories. The 3x3 convolution layers are stacked on one another to measure max pooling. These network connections are related with 4096 nodes as softmax classifier.

![VGG 16 net model](image)

**Figure 7. VGG 16 net model**

3. Implementation

The system design model is tested functionally in four different levels

3.1. Building a dataset to classify emotion using convolution neural network layer

The free dataset used is proposed work is represented in the link (http://www.kdef.se/) given. The KDEF data set as in figure 8 had 4900 pictures where 1999 pictures were removed as they were in side postures and trained the dataset with 2901 pictures by splitting and training the dataset in to 70 % and 30% respectively. Similarly with my images own dataset was also created with 100 images.

![Sample KDEF data set](image)

**Figure 8. Sample KDEF data set (KDEF | The Kenya Dryland Education Fund 2019)**

The trained dataset folder is

```python
#dataset_directory = "C:\Users\Ahlam\Desktop\D\kdef"
dataset_directory = "C:\Users\Ahlam\Desktop\D\kdef"
dataset_folder = os.listdir(dataset_directory)
```

3.2. Creating database with open CV library and other resources

a) First make a folder and name it and then create two python files such as face_recognize.py and create_data.py. The code is copied in the resultant source file and executed to check the errors. Similarly copy the xml file in to project directory to support the face features. The file to be copied is haarcascade_frontalface_default.xml.

b) Dlib: It is cross platform library programmed using C++. It is used for face recognition and supports the face features using linear SVM and Histogram of oriented gradients (HoG).
The Dlib imported to perform recognition phase

```python
# import required packages
import cv2
import dlib
import argparse
import time

# handle command line arguments
ap = argparse.ArgumentParser()
ap.add_argument('--image', required=True, help='path to image file')
ap.add_argument('--weights', default='./mmod_human_face_detector.dat', help='path to weights file')
args = ap.parse_args()
```

c) VGG caffe model: This model is imported to support and train Convolution neural network as solver and model definition, data preparation and training. This model is used to predict the unused data during python script writing. Caffe model in python programming for CNN is given below

```python
net = caffe.Net("Models/VGG_FACE_deploy.prototxt","Models/VGG_FACE.caffemodel", caffe.TEST)
def feature_extraction(single_frame):
    net = caffe.Net("Models/VGG_FACE_deploy.prototxt","Models/VGG_FACE.caffemodel", caffe.TEST)
    input_image = single_frame
    resized_image = caffe.io.resize_image(input_image,[224,224])
```

d) Get-pip, numpy and Pandas: This is open source library tool used as installation package in python programming language.

e) open CV, sciPy, SVM  and pickle: These are open source library for computer vision, computation operations and feature vectors. Imported library functions for python 3.5

```python
import caffe
import scipy.io as sio
import numpy as np
import cv2
```

3.3 Training procedure for recognition and classification

The training and testing data is split into two models where VGG caffe model builds feature vector with support vector machine to train the emotion classification. The size of the image used is 224x 224 which is preprocessed as rescaling and extracted as feature vector to train the classifier. Main code for feature extracted to train the classifier is given below

```python
def feature_extraction(single_frame):
    net = caffe.Net("Models/VGG_FACE_deploy.prototxt","Models/VGG_FACE.caffemodel", caffe.TEST)
    input_image = single_frame
    resized_image = caffe.io.resize_image(input_image,[224,224])
    transformer = caffe.io.Transformer({'data':net.blobs['data'].data.shape})
    transformer.set_transpose('data',(2, 0, 1))
    transformer.set_channel_swap('data',(2, 1, 0))
    transformer.set_raw_scale('data', 255)
    net.blobs['data'].reshape(1, 3, 224, 224)
    net.blobs['data'].data[...] = transformer.preprocess('data', resized_image)
    net.forward()
    features = net.blobs['fc7'].data[0].reshape(1,4096)
    return features
```

3.4. Building all the files to Python 3.5 and Anaconda 3-4.2.0 software platform.
The images are embedded and generated by creating embeddings.py file and library of facial features are encoded using encoded_images_data.csv file. Face recognition with emotion python 3.5 is given below

```
C:\Windows\System32\cmd.exe - python face_recognition_with_emotion.py
```

The software platform used in processing the results is Python 3.5 and Anaconda 3-4.2.0.

4. Experimental Results

The results are followed in three phases as face detection, Face recognition and Face classification. Each phase is explained as below for better understanding. The ability to recognize real time human faces is done by using latest software and database built on computer technology. The Human face detection involves objects, landscapes and background etc. Facial recognition is built with CNN model where the facial features are extracted and classified as per VGG 16 model. The classification of human face is defined in various expressions like disgust, sad, happy, fear and neutral. Based on the classified expression matching is displayed on the LCD screen.

The work is carried out in three different phases where in the first phase the camera reads the image and captures it based on the openCV haar cascade detection and viola jones algorithm. The RGB image captured and processed with a database of extracted features for facial recognition. The image is converted in matrix with range of values 0 to 255. The training model of database features are tested to recognize the human face where the image resolution of 1024*1024*3 is reduced to 227*227*3 to perform matrix manipulations as per CNN model.

Face detection: In the first step testing of the face is detected with 1024 x 1024 resolution using viola jones Algorithm as shown in figure 9 & 10 below.

![Figure 9](image9.png)
**Figure 9.** Real time face detected using camera HC 5000 in python 3.5

![Figure 10](image10.png)
**Figure 10.** Multiple face detection using same algorithm in python 3.5
In second step face recognition is carried out with support of dataset built. The real time images are compared with trained model of dataset. The images are named if they are recognized on comparison with dataset built. In order to perform recognition images-data.csv and train.py is required. The images recognized are labelled using the training part as in figure 11.

The above files of database images are trained for the face recogntion model

```
encoding_file_path = './encoded-images-data.csv'
training_dir_path = './training-images'
labels_fName = "labels.pkl"
```

![Figure 11. Shows the face recognized with the trained dataset and labelled with the name ‘Ahlam’ as well](image)

![Figure 12. Shows the face unrecognized as unknown as the image is not trained with the built dataset for the model.](image)

Third phase in the proposed work is face classification where the trained model is further classified to recognize the facial emotion and classify each expression with VGG 16 and svc_FER_linear_2.sav model. The face encodings are generated by convolution neural network (CNN) with knearest neighbour as clf. All the models are classified based on their weights to recognize the facial expression of human face in python main_FER_V2.py. Finally the program is run in different phases to load KDEF model to recognize the facial emotion expression as shown in the figure 12.

The python file (face_recognition_with emotion.py programmed in Anaconda to classify the face emotion expressions.)
The facial emotion expressions are classified in the proposed work are angry, sad, happy, afraid, disgust and surprise like those shown in figures 13 to 18.

Figure 13. Face emotion classified from the emotion expression is angry

Figure 14. The face expression classified from the image is neutral, the above figure shows the neutral state as partial or impartial way
Figure 15. The face expression classified from the image is Disgust state which defines unsatisfaction level.

Figure 16. The face expression classified from the image is happy as satisfied.

Figure 17. The face expression classified from the image is Afraid.
Figure 18. The face expression classified from the image is Surprise representing astonishing events.

Figure 19. The face classification has been tested for untrained dataset image where expression are classified from the image is happy.

Figure 20. The face classification has been tested for untrained dataset image where expression are classified from the image as sad.

However from the face classification it has been tested that different set of images as shown above in figures 19 to 21 are also identified using face classifier. The face expression is detected from unknown dataset images also but not recognized as dataset is not trained.
Figure 21. Multiple faces are also classified with facial expression but not recognized as there faces have not been trained with the dataset used. The face emotion classified are overwritten as angry, surprise and neutral as displayed in the picture.

Table 1. shows the validation accuracy with the dataset and VGG 16 CNN model used in testing and classification.

| Model         | Dataset | Accuracy/F1-score |
|---------------|---------|-------------------|
| VGG-16 Face   | KDEF    | 0.88              |

The VGG 16 and KDEF dataset is used to classify the face with seven expressions and accuracy shown in table 1 to prove the performance of CNN model used.

5. Conclusion

The proposed work is designed to develop a real time system to detect, recognize and classify human face. The classified expressions are represented in seven states as shown in above results. The softwares used to test the functionality are Anaconda and python 3.5. For Face detection viola jones and haar cascade algorithm was used. Similarly KDEF dataset and VGG 16 were used with convolution neural network model for face recognition and classification. The dlib and other libraries works in support with python programming. The performance measures are validated with the CNN model designed with an accuracy of 88%. However the results prove that the network architecture designed has better advancements than existing algorithms. This application is widely used in many areas such as education, industry, medical and electronics etc. VGG 16 and KDEF dataset is built to achieve face classification and recognition. The above seven facial expressions shows different conditions of a person. Some of the applications directly related are Autism which can be helpful to interpret expressions of a person or child. The emotions of a student E-learning techniques could also be evaluated easily through the proposed work.
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