Building Footprint Extraction from Low-Resolution Satellite Imagery using Instance Segmentation
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1. Introduction

Building footprint extraction from Satellite imagery is used in many geographic information systems (GIS) solutions such as disaster assessment, geospatial analysis, regional planning, population growth estimation, change detection, etc. Deep Learning models have become the most technique used for computer vision problems in Satellite imagery and the GIS field [1–3]. The deep learning models use a multi-layer neural network architecture to learn the features with different levels of abstraction [4]. The Deep neural networks utilize a complicated combination of linearity and non-linearity operations to form a layer-by-layer connected architecture to encode features from input data to features extraction. The Convolutional Neural Networks (CNN), are commonly used in computer vision tasks and the object detection is one of this tasks.

The R-CNN model was presented in [5]. Which produce region proposals from the image using search algorithm and feeds these regions into the CNN for feature extraction and support vector machine (SVM) to classify bounding boxes [6]. Fast R-CNN [7] use CNN to extract the features and cropping the region proposals with the feature map to generate the region of interest (RoI). Fast R-CNN uses the fully connected layer and softmax for bounding boxes localization and classification [8]. YOLO [9] used other technique that splits the image into grids with a fixed size, and the CNN is applied on each to predict and classify the bounding boxes. SSD [10] additionally uses decreased sizes of convolution layers for pyramid extraction of multiscale features and detect objects of different sizes.

Recent works [11, 12] used CNN to detect main points of objects like points of the corner or points of the center, and then predict the bounding boxes.

In some real world problem such as car auto-drive , building footprint extraction and etc, we need to detect the exact object boundary (masks) so the segmentation technique it will be better than object detection.

Two types of image segmentation are semantic and instance segmentation. Semantic segmentation is to assign class labels to each image pixel used a fully
Convolutional Network (FCN) [13]. Based on FCN architecture, SegNet [14] and U-Net [15] design an encoder and decoder architecture where the encoder is for down-sampling feature and the decoder is for up-sampling of the feature map.

Instance segmentation can produce semantic pixel-wise labels and predict instance-aware labels that distinguish the individual objects in the same class. Two approaches founded for achieving instance segmentation. The first one performs semantic segmentation overall the image then grouping connected pixels to identify individual objects; this presented by DeepMask [16] and SharpMask [17]. The second one was by Mask R-CNN [18]. Mask R-CNN performs instantiation first then segmentation.

2. Related Works

Early works [19] is a building labeling using CNN, it containing only three layers: one convolution layer for feature extraction, the second pooling layer, and the third is a fully connected layer. Compared this method with the traditional algorithms, it shows better than results, but the simple kind of CNN is effected by the hyper parameter. Recent works use complex CNN architecture. [20] designs a multi layer perceptron (MLP) architecture with a skipping layer connection same as the U-Net architecture to aggregate features. The SegNet is used by [21] to train an additional loss for the distance of the building boundary apart from the pixel-wise classification loss. [22] use the U-Net architecture with multiple constraints that restrict the output comparing with the ground-truth images chips. Other works use the data-fusion technique to increase the performance of segmentation and use the semantic segmentation. [23,24] use the U-Net architecture with satellite imagery and GIS maps such as Google Map, OpenStreetMap, and others to utilize vectorized maps.

Generative Adversarial Networks (GAN) are recently applied to semantic segmentation for building footprint extraction problems. [25] designs a matching-GAN architecture, which modifies the basic GAN model to semantic segmentation tasks. [26] uses the U-Net architecture improved by the GAN model to produce more accurate.

For instance segmentation models, the Mask R-CNN architecture is explored in [27] for extracting building footprint and achieves a satisfying performance of instance segmentation. [28] enhanced the Mask R-CNN architecture by presenting the rotational of predicted bounding boxes to enhance the quality of detected objects.

In instance segmentation, the image labeling requires annotation for each object with its bounding box and pixel-wise segmentation mask for the sample training dataset. Thus, a limitation of the public availability datasets that is suitable for instance segmentation problems. Many publicly labeled datasets exist for other purpose such as LabelMe [29], ImageNet [30], PASCAL [31], Cityscapes [32], Open Images [33], and Creating Common Object in Context (COCO) [34]. The two most popular methods for annotating objects are COCO and Pascal Visual Object Classes (VOC). However, we haven’t a large-scale Satellite imagery datasets with suitable annotations for instance segmentation problems.

The semantic segmentation models are more used for building footprint extraction, mainly the U-Net architecture, recognizing small buildings. By contrast, the instance segmentation models are not fully explored and still provide better solutions because the buildings in the largescale images are usually closely situated or connected. So the instance segmentation models can adequately separate them.

It's possible to segment by detecting and segmenting multiple objects within an image. That can perform using a two pipeline stages. The first stage is generating region proposals for objects in the image using RoI (Region of Interest). Second stage predicts the object class within the bounding boxes and the pixel level mask based. This technique use two convolutional layers. The first is any convolutional base network architectures for extracting the features. The second is the final feature map used in classifying the pixels within the segments [18].

This article proposes a new hyper approach for extracting building footprint from low-resolution satellite imagery using instance segmentation. We used instance segmentation Mask RCNN with CNN backbone ‘ResNet-152 architecture [35]’, CNN ‘PointRend architecture[36]’ as a segmentation head and finally fine-tuning process to enhance model results.

3. Methodology

3.1 The feature extraction

The Convolution neural networks are widely used in feature extraction process that use the Convolution layer to extract feature from input image and then use the pooling layer to reduce the extracted feature size for faster processing then passing through the fully connected network to classify the features. We used ResNet-152 [35] for feature extraction process.

3.2 Predict bounding-boxes and mask

Mask R-CNN [18] resolve the problem of instance masks predictions by adding a branch for predicting segmentation masks on each Region of Interest (RoI). We used the PointRend architecture [36] to replace Mask R-CNN’s default mask and to improve the bounding-boxes and mask prediction.

3.3 Fine-tuning process

The fine-tuning process is an important process for continues enhancing the deep learning model. So we created two sample training datasets for creating and fine-tuning the deep learning model. We applied the hyper approach (will discuss in details in section 3.4) to create a new deep learning model by adopting the Mask R-CNN instance segmentation using ResNet-152 as a backbone architecture for extracting features over the image, the PointRend architecture as a final feature map used in classifying the pixels within the segments to predict bounding-boxes and mask and finally fine tuning process with second dataset to improve the model results.
3.4. Proposed Approach

Figure 1 depicts the proposed model's architecture. The paper methodology is based on four primary phases: phase1 (Input Dataset) and phase2 (feature extraction). Then, in phase3 (feature map technique), phase4 (fine-tuning technique and performance evaluation metrics).

Phase1: Images dataset (First Sample training data)

The used sample training tiles were 400 x 400 pixel image chips. A total of 242 image chips were generated with 3450 building footprint features. We split the dataset to 80 percent for training and 20 percent for validation, and for testing, we used different satellite imagery areas to ensure our model outcomes.

Phase2: Feature extraction

Feature extraction is the core phase in data classification. The ResNet-152 is will be for extracting the features; it is more accurate than other ResNet architectures[34].

Phase 3: Feature map technique,

A feature map is a network head for bounding-box and masks prediction that applied to each RoI. We use PointRent as a feature map architecture with a high outcome with Mask R-CNN.

Phase 4: Fine-tuning technique and performance evaluation metrics,

In this phase, we used saved model weights from training the model during all previous phases and fine-tuning (re-train) the model using a new sample data (Second Sample Dataset) that contains 21 image chips 400 x400 pixels were generated with 199 building footprint features. We split the dataset to 80 percent for training and 20 percent for validation.

For evaluation our model we used standard COCO metric is Average Precision (AP) [18,34,35] and F1 Score. AP is the most commonly used matrix in instance segmentation architectures, that included in the original Mask R-CNN research [18].

The average precision value (AP) was calculated using the mean value from 10 IoU thresholds, starting from 0.5 up-to 0.95 with 0.05 steps size. The better model if AP closer to 1. IoU is intersection pixels between the target and prediction masks divided by the entire amount of existing pixels across both masks figure2.

The IoU calculated in other way based on false negative (FN), true negative (TN), false positive (FP), and true positive (TP) as follows:

\[ IoU = \frac{TP}{TP + FN + FP} \]

The Intersection over Union (IoU) bounding boxes Figure 2:

\[ IoU(A, B) = \frac{|A \cap B|}{|A \cup B|} \]

Where A: actual bounding box, green box
B: predicted bounding box, red box

The other matrices used to evaluate the model are recall, precision, F1-score as follows:

\[ \text{recall} = \frac{TP}{TP + FN} \]
\[ \text{precision} = \frac{TP}{TP + FP} \]
\[ F1 - \text{score} = \frac{2 \ast \text{precision} \ast \text{recall}}{\text{precision} + \text{recall}} \]
4. Results and Discussion

4.1 Datasets

Since there are no publicly available datasets for the building footprint problem [36] [37], we consider manually annotating of the image tiles to generate a building footprint class. We use a 30m pixel resolution satellite imagery to generate our custom first dataset 400 x 400 image chips Figure 3 (a) and (b). First Dataset contains 242 image chips were generated with 3450 building footprint features. For second dataset we used a 50cm pixel resolution aerial photo to generate 400 x 400 image chips Figure 3 (c) and (d). Second dataset contains 21 image chips were generated with 199 building footprint features.

| Dataset #one | Dataset # two |
|--------------|---------------|
| ![Image](a) | ![Image](b) |
| ![Image](c) | ![Image](d) |

Fig. 3 Training datasets (a) and (b) sample images from first dataset, (c) and (d) sample images from second dataset.

4.2 Training

The experiments machine was an Intel Core i7, 32 GB RAM CPU machine with an onboard NVIDIA GeForce GTX1070 GPU 8 GB memory.

The proposed hyper approach was trained for 50 epochs with batch sizes 4. The cross-entropy loss function and Stochastic Gradient Decent (SGD) were applied for optimization with a momentum of 0.9.

4.3 Evaluation

Our model was tested and on the different geographical areas using low-resolution satellite imagery, and the model outcome was high accuracy for detecting building footprint Figure 4.

We evaluate the proposed model using the primary challenge metric Average Precision value, F1 Score and time for training phase Table 1.

| Ground Truth | Predictions |
|--------------|-------------|
| ![Image](a) | ![Image](b) |
| ![Image](c) | ![Image](d) |

Fig. 4 The deep learning model comparison outcome (a) and (c) are the ground truth images, (b) and (d) are the model prediction images.
Table 1: The model details (number of epochs, AP score, F1 score and training time)

| Number of epochs | First Dataset | Second Dataset |
|------------------|---------------|----------------|
|                  | 50 epochs     | 50 epochs      |
|                  | Average Precision (AP%) | F1 Score (%) | Training Time |
| Ours             | 77.567        | 83.820         | 104.5 Mins    |
|                  | Average Precision (AP%) | F1 Score (%) | Training Time |
| Ours             | 93.074        | 91.666         | 7.5 Mins      |

Table 2: Comparative AP score between Mask R-CNN with different backbones CNNs

| Backbone           | Average Precision (AP%) |
|--------------------|-------------------------|
| ResNet50-FPN       | 70.567                  |
| ResNet50-DC5       | 65.28                   |
| ResNet50-C4        | 67.835                  |
| ResNet101-FPN      | 75.213                  |
| ResNet101-DC5      | 74.408                  |
| ResNet101-C4       | 74.776                  |

Table 3: Comparative AP score between our approach and the most recent approach

| Model               | Backbone        | Average Precision (AP%) |
|---------------------|-----------------|-------------------------|
| H. Su, S. Wei, etc. [37] | ResNet101     | 64.801                  |
| Carvalho, O.L.F.d. [38]      | ResNeXt101    | 74.776                  |
| Ours (dataset #1)       | ResNet-152    | 77.567                  |
| Ours (dataset #2 fine tuning) | ResNet-152  | 93.074                  |

Table 2 shows the AP scores of building footprint extraction using Mask R-CNN with different backbones CNNs.

4.4 Comparison with Similar works

Table 3 shows the AP score comparison between our model and the most recent approach, our model outperformed the most recent approaches. With a combination Mask RCNN, ResNet-152, PointRent and fine tuning technique, it achieved an AP of 93.074 percent.

5. Conclusion

We proposed a hyper approach for extracting building footprint method. It is a combining an instance segmentation method using Mask R-CNN with ResNet-152 as a backbone architecture used for extracting features over the image and the PointRend architecture as a final feature map is used in classifying the pixels within the segments. The experimental results presented have verified that our proposed model with relatively low training time has achieved an appreciable Average Precision (AP 93.074%), which will have a great potential in remote sensing building footprint extraction.
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