Independent operation of two waveguide-integrated single-photon sources
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We demonstrate the resonant excitation of two quantum dots in a photonic integrated circuit for on-chip single-photon generation in multiple spatial modes. The two quantum dots are electrically tuned to the same emission wavelength using a pair of isolated p-i-n junctions and excited by a resonant pump laser via dual-mode waveguides. We demonstrate two-photon quantum interference visibility of (79±2)\% under continuous-wave excitation of narrow-linewidth quantum dots. Our work solves an outstanding challenge in quantum photonics by realizing the key enabling functionality of how to scale-up deterministic single-photon sources.

The coherent generation and manipulation of single photons using solid-state quantum emitters are key resources for the development of scalable quantum information protocols [1] to realize quantum simulators [2, 3] or quantum communication hardware [4–6]. Significant progress has been made with InAs self-assembled quantum dots (QDs) embedded in GaAs photonic nanostructures [7], where ultra-high quality epitaxial growth [8] combined with reproducible low-electrical-noise photonic devices enable highly coherent photon emission [9, 10] and near-transform-limited spectral linewidths [11, 12]. Embedding QDs in thin membranes further enables direct integration of single-photon sources (SPS) in waveguides, resulting in near-unity light-matter interaction and deterministic source operation, with streams of hundreds of indistinguishable photons being generated [9].

A distinctive feature of the planar quantum photon platform is the possibility of integrating multiple SPSs in waveguide circuits that are operated and controlled in parallel, thus offering a route to large-scale integration, ultimately enabling on-chip quantum information protocols. A major roadblock has been the lack of control over the spectral and spatial distribution of self-assembled QDs [13], and therefore most experiments were limited to single emitters while multi-photon experiments have relied on spatio-temporal demultiplexing [14–16], for which full on-chip integration is highly challenging. Alternatively, the DC Stark effect [17] may be employed as the tuning mechanism mitigating the effect of inhomogeneous broadening for the integration of multiple quantum dots [18] in the same photonic circuit. Recently, a SPS was demonstrated using a dual-mode waveguide, whose operational principle exploits one mode for excitation of QDs and the second mode for collection of single photons [19]. With this method a single resonant laser may be distributed on-chip to excite multiple waveguide-assisted SPSs, thereby greatly reducing the complexity of the experiment, see Fig. 1(a).

In the present work, we demonstrate the independent operation of two “plug-and-play” SPSs using a specially designed nanophotonic circuit. We realize simultaneous resonant excitation of two QDs positioned in separate dual-mode waveguides and demonstrate their independent Stark tuning with electrical biases applied locally. The device is based on a p-i-n GaAs membrane containing QDs in its center and individual frequency tuning is implemented by fabricating local electrical contacts. A polarization diversity grating (PDG) [20] allows distributing the same excitation laser to the individual waveguides and the single-photon character of the emitted light is analyzed from second-order correlation measurements of each QD under continuous-wave (cw) resonant excitation. Finally, two-photon quantum interference (TPQI) between two independently-controlled QDs is realized, which is a key result demonstrating the scalability of the platform to multiple emitters.

A scanning electron microscope image of the device is presented in Fig. 1(b). The footprint is only 100 × 125 \( \mu \text{m}^2 \) providing a compact building block, adoptable to larger number of resonant QDs. The entire structure has been fabricated on gated GaAs membranes (see Supp. Mat. of Ref. [19] for details) with a QD density of 10 \( \mu \text{m}^{-2} \), ensuring a high probability of finding two QDs that can be Stark-tuned into mutual resonance [21]. A monochromatic laser is coupled to the device via a PDG (orange dashed area), which distributes optical power into two entrance waveguides, with a ratio controlled with the polarization of the incident light, see inset in Fig. 1(b) and [21]. The laser light is initially prepared in a superposition of the fundamental (even symmetry) and first-order (odd symmetry) modes of a dual-mode waveguide by an inverted Y-splitter and then filtered by a one-dimensional photonic crystal mirror (inset of the red dashed area in Fig. 1(b)) so that only the odd mode reaches the QD regions [19]. The single photons are collected into the fundamental TE0 mode of the waveguide and routed towards the out-coupling shallow-etched grating (SEG) [22], while the photonic crystal sections back-reflect any photons emitted towards the excitation port. The excitation laser light is filtered by the
The device is characterized at cryogenic temperature (T=1.6 K) by coupling a continuously tunable laser (CTL) through the PDG and sweeping the bias voltage over the two QD regions. The resonance fluorescence (RF) signals collected from QD region A and B is detected with two superconducting nanowire single-photon detectors (SNSPDs). Figure 1(c) shows the RF signal as a function of the frequency detuning between two different QDs defined as QD$_A$ (green curve) and QD$_B$ (orange curve) for a laser frequency locked at 320.705 THz. From the full frequency-voltage plateau lines [21] in the Coulomb blockade regime [23], we attribute these states to the QD neutral exciton. The two transitions are brought in mutual resonance by sweeping simultaneously $V_A$ and $V_B$, the voltage on waveguide A and B respectively, without crosstalk [21]. Both QDs have a weak second transition frequency-shifted by approximately 3 GHz, which is attributed to the second dipole of the neutral exciton [9], whose coupling efficiency to the waveguide depends on the QD lateral position. [21].

The single-photon nature of the collected signal is confirmed by the measurement of the second-order correlation function, $g^{(2)}(\tau)$, shown in Fig. 2(a), at the voltages $V_A$ and $V_B$ ensuring mutual resonance between the two QDs. The time correlation between two SNSPDs is recorded for QD$_A$ and QD$_B$, and reveals a value at zero-time delay of $g^{(2)}_A(0) = 0.13 \pm 0.02$ (top) and $g^{(2)}_B(0) = 0.04 \pm 0.02$ (bottom), respectively, limited by the finite laser suppression from the structure [21]. Coincidence counts are normalized by the average value at long time delay and errorbars are estimated from Poissonian statistics. The second-order correlation functions are fitted (pink curves in Fig. 2(a)) with a model for resonant $g^{(2)}(\tau)$ [24], which includes an exponential term ac-
counting for the bunching observed at short time delay [25] and the convolution with the instrument response function, fixed by the 226 ps full-width half-maximum (FWHM) of the SNSPDs. Radiative decay rates of \( \gamma_A = (1.46 \pm 0.03) \text{ ns}^{-1} \) and \( \gamma_B = (1.05 \pm 0.01) \text{ ns}^{-1} \) are extracted from the fit, for QD \( A \) and QD \( B \) respectively, after fixing the Rabi frequency to \( \Omega = 0.34 \text{MHz} \). The lifetime-limited contribution to the linewidth of QD \( A \) is \( \Gamma \gamma_A \), and \( \Gamma \gamma_B \) for QD \( B \). Broadening beyond the transform limit (\( \Gamma \gamma_n \)) is attributed partly to power broadening [24] as highlighted in [21]. In the low-power limit, the linewidth of QD \( A \) (QD \( B \)) is 1.2\( \Gamma \gamma_A \) (2.6\( \Gamma \gamma_B \)), due to additional contribution from slow spectral diffusion. This broadening is further characterized by fitting the low-power RF data to a Voigt function, thereby extracting the Gaussian distribution of spectral diffusion with standard deviation \( \Gamma \gamma_A = 68\pm4 \text{ MHz} \) (\( \Gamma \gamma_B = 163\pm25 \text{ MHz} \) [21]. The effect of slow noise is comparable to previously recorded RF measurements on the same platform [9, 19]. We conclude that the electrically-contacted sources have a two-fold advantage: the individual tuning allows to bring two different QDs on resonance and the control of the charge environment reduces significantly the impact of charge noise [28], as observed from the narrow linewidths. Even narrower optical linewidths have previously been reported for the planar nanophotonic waveguide platform [11], which confirms the promising potential of the approach.

The low-noise characteristic of both resonant QDs enables testing TPQI. We perform a Hong-Ou-Mandel (HOM) experiment with a balanced Mach-Zender-Interferometer (MZI) under cw-excitation [29], using the same excitation power condition as for the measurement of the second-order coherence function. The HOM setup is shown in Fig. 3(a). The photons collected from QD \( A \) and QD \( B \), in orthogonally-polarized modes, are combined on a polarized beam splitter (PBS) to a single spatial mode and filtered (3 GHz FWHM) to remove phonon sidebands [30] before entering the MZI. When the photons are orthogonally-polarized, i.e. fully distinguishable, the probability \( g^{(2)}(\tau) \) of detecting photons on both detectors as a function of the time delay \( \tau \) between the two events is [31, 32]

\[
 g^{(2)}(\tau) = c^2_A g_A^{(2)}(\tau) + c^2_B g_B^{(2)}(\tau) + 2c_A c_B,
\]

where \( c_n = I_n/(I_A + I_B) \) and \( I_n \) is the intensity recorded for QD \( n \) (for \( n \in \{A, B\} \)) before the HOM measurement. The cross-polarized measurement is shown in Fig. 3(b) (pink dots, top) together with the prediction from Eq. (1) (gray curve) calculated with the fitted \( g^{(2)}(\tau) \) from Fig. 2(a).

TPQI is observed when rotating the HWP in the MZI such that both arms have the same polarization, which results in a vanishing coincidence function at small time delays \( \tau \). Such a measurement is shown in Fig. 3(b) (blue
dots, bottom) with an observed TPQI dip reduced much below the classical threshold of 0.5. The TPQI can be modelled with \[31, 32\]
\[
g_{||}^{(2)}(\tau) = c_A A_{||}(\tau) c_B B_{||}(\tau) + 2 R c_A c_B \left[ 1 - \zeta_A \zeta_B |A_{||}^{(1)}(\tau)|B_{||}^{(1)}(\tau) \cos(\Delta \omega \tau) \right],
\]
where \( R \) is a constant to ensure that \( \lim_{|\tau| \to \infty} g_{||}^{(2)}(\tau) = 1 \) \[33\] (see [21] for further explanation). The residual laser photons account for imperfect interference through \( \zeta_n = \sqrt{1 - g_n^{(2)}(0)} \). The first-order coherence function \( g_n^{(1)}(\tau) \) of QD\( n \) is a function of the lifetime of the emitters, Rabi frequency and dephasing \[34\] and is calculated for this experiment with the measured parameter \( \gamma_A, \gamma_B, \Omega_A \) and \( \Omega_B \) (see [21]). The dephasing rate is here neglected since it is not measured directly. Moreover, previous work in similar conditions shows that it contributes moderately to the loss of interference visibility \[19\]. For QDs fully resonant over the course of the experiment, we have \( \cos(\Delta \omega \tau) = 1 \), where \( \Delta \omega \) is the frequency detuning between the two emitters. The plain gray curve in Fig. 3(b) (bottom) is the expected \( g_{||}^{(2)}(\tau) \) for \( \Delta \omega = 0 \), where only the normalization constant \( R \) is fitted [21].

The measured TPQI is well described by the model, however the time response is slower than from calculation, indicating an overestimation of the decay rate and/or Rabi frequency. This can be corrected in the future by directly measuring the first-order coherence.

The visibility of the HOM measurement, defined as \( V(\tau) = 1 - g_{||}^{(1)}(\tau) / g_n^{(2)}(\tau) \), is displayed in Fig. 3(c) and reveals a raw peak of (79 ± 2)% of the measured data, both in width, governed by the dynamics of the QDs, and in peak value, limited here by the laser leakage measured in Fig. 2(d). Surprisingly, although low-power RF scans indicate the presence of slow spectral diffusion for both QDs, the TPQI dip and hence the visibility peak are well explained without taking this effect into account. To interpret this result, we calculate the visibility curve assuming that the spectral diffusion experienced by the two QDs is fully uncorrelated, meaning that the detuning \( \Delta \omega \) varies stochastically. In this case, the mutual detuning, on average \( \Delta \omega = 0 \), would follow a normal distribution with \( \sigma_{\Delta \omega} = 177 \text{ MHz} \), given by \( \sqrt{\sigma_A^2 + \sigma_B^2} \) [21], from which we perform an ensemble average of Eq. 2. We observe a clear deviation from this model in term of the peak width, as shown in Fig. 3(c) (dashed gray curve), indicating that the dominant slow noise sources are not fully uncorrelated for independent QDs. This may be a result of the two QDs being biased by close-by electrodes thereby featuring similar electrical-noise properties. We note that the calculated peak value of the visibility curves differs, which is due to the uncertainty added by the ensemble average and the normalization of the TPQI expression.

In this work, we showed the operational principle of a multi-QD photonic circuit for scaling up to multiple coherent SPSs. We demonstrated the simultaneous resonant excitation of two QDs and their independent wavelength control. Laser suppression was achieved by the waveguide design and was confirmed by the measurement of strong anti-bunching in the second-order correlation function. We have analyzed two QDs in detail, both revealing narrow and similar emission linewidths, which shows the high coherence of the photon-emitter interface. We studied the presence of slow residual spectral diffusion and found that the effect on TPQI was limited due to correlated noise on the two QDs, i.e. the detrimental effect may be less severe than anticipated. It is also noted that residual slow noise can be further reduced by frequency-locking of the emitters [35]. Another route to improvement exploits Purcell enhancement in a dual-mode photonic-crystal waveguide [36], as a direct extension of the present experiment. Furthermore, we showed that two SPS can be conveniently controlled simultaneously, which represents the necessary hardware...
for realizing device-independent quantum key distribution, requiring high source efficiency [5]. Moreover, scaling up to more sources could be realized by cascading a network of tunable beam-splitters [37] for pump distribution, and tunable filters [38] could be integrated for phonon sideband suppression. This resonant excitation technique can also be adapted to different quantum emitter platforms, such as GaAs QD droplets, where high indistinguishability between remote QDs has been recently demonstrated [39].
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Supplemental Materials: Independent operation of two waveguide-integrated single-photon sources

I. SUCCESS PROBABILITY OF THE RESONANT EXCITATION OF A QUANTUM DOT PAIR

Self-assembled quantum dots are randomly distributed in position and wavelength, meaning that the fabrication of single-photon sources is not deterministic. Instead, we can estimate the probability of finding a pair of resonant QDs in two different structures given the QD density, controlled by the epitaxial growth technique, and the DC Stark shift tuning range, limited by the layout of the wafer heterostructure. By assuming that the inhomogeneous broadening of the QDs follows a Gaussian wavelength distribution with central wavelength 930 nm and a standard deviation of 15 nm, the probability of finding two QDs with wavelengths within the tuning range $\delta\lambda$ is expressed as

$$P(0 \leq \lambda \leq \delta\lambda) = \int_{0}^{\delta\lambda} \frac{1}{\sigma} \sqrt{\frac{2}{\pi}} e^{-\frac{\lambda^2}{2\sigma^2}} d\lambda.$$  \hspace{1cm} (S1)

Depending on the area of the device $A$ and the QD density $\rho_{QD}$, the total number of QD pairs is $(A \cdot \rho_{QD})^2$. Finally, the number of QD pairs within $\delta\lambda$ is calculated as $P(0 \leq \lambda \leq \delta\lambda) \cdot (A \cdot \rho_{QD})^2$. The result is given in Fig. S1, for different tuning range $\delta\lambda$ and QD density. We added a 50% penalty on the number of QD pairs, to account for the cavity effect due to reflection from the filter mirror and finite reflection of the shallow-etched couplers [S1]. In this work, with a tuning range of 0.1 nm and a QD density of 10 $\mu$m$^{-2}$, we expect to find approximately 25 pairs, given a length of the QD region of 40 $\mu$m. In the investigated device we found 3 pairs. The discrepancy is likely due to limited bandwidth of the photonic crystal filter, linked to fabrication disorder. Larger wavelength tuning range, up to 1 nm, are achievable with modified wafer heterostructures [S2] and will increase the number of QD pairs.

FIG. S1: Number of QD pairs as a function of the wavelength tuning range and QD density, in 40$\mu$m long and 200 nm wide waveguide. The wavelength distribution of self-assembled quantum dots is assumed to follow a normal distribution of 15 nm standard deviation. The QD density is controlled by the growth technique and the tuning range is set by the layout of the heterostructure.

II. CHARACTERIZATION OF THE POLARIZATION DIVERSITY GRATING

The polarization diversity gratings (PDG) are designed according to Ref. [S3]. To this end, we superimpose the ellipses of two perpendicular shallow-etched gratings (SEG) [S1] and define holes at the intersection. The PDG are then fabricated during the same lithography and shallow-etching step as for the SEG and the shallow trenches. To characterize the transmission of the PDG, a simple test structure is defined, where the waveguides are terminated by SEG, as shown in Fig. S2(a,top). A super-continuum laser light (SuperK) is coupled to the PDG and the intensity at the left (blue port) and botttom (red port) SEG is recorded as a function of wavelength and polarization of the input. A clear broadband tuning of the coupling to each waveguide is seen in Fig. S2(b), with extinction ratio larger than 20 dB in absolute value. The transmission through the PDG is compared to the one through a normal nanobeam waveguide (gray curve), as seen in Fig. S2(a,bottom), when the coupling on the PDG is maximized for the blue
outcoupler (purple curve). By comparing the transmission, we estimate a maximum diffracting efficiency of 40% compared with a SEG at 950 nm, which is limited by mode overlap and etching depth. The crosstalk between the two output ports is negligible, characterized by the transmission from the blue port to the red port, shown as the yellow curve in Fig. S2.

FIG. S2: Characterization of the polarization diversity grating. (a) For characterization and alignment, a PDG is coupled to two single-mode waveguides terminated by orthogonally polarized grating couplers. For coupling efficiency reference, a single-mode nanobeam waveguide terminated by two SEGs is included. (b) Extinction ratio between the two grating couplers as a function of the polarization of the incident light on the PDG for different wavelengths. (c) Transmission through a nanobeam waveguide compared to the transmission through a PDG when the polarization is maximized for the "blue" outcoupler. Crosstalk is measured by coupling in the "red" grating coupler and collecting from the "blue". Measurements are performed at 10 K.

III. CHARGE PLATEAUS

Measuring the resonance fluorescence (RF) signal as a function of the frequency of a continuous-wave (cw) excitation laser and of the voltage applied to waveguide $A$ and $B$ reveals several plateau lines, shown in Fig. S3.

FIG. S3: Resonance fluorescence collected from waveguide $A$ (left) and waveguide $B$ (right) as a function of the resonant continuous wave laser frequency and voltage applied on each waveguide. The black dashed line indicates the laser frequency for the experiment described in the main text and the green and orange dashed lines indicate the corresponding resonant voltage for QD$_A$ and QD$_B$, respectively.

These plateaus are typical of individual energy-tunable excitonic transitions from QDs in the Coulomb blockade...
IV. ELECTRICAL ISOLATION FROM THE SHALLOW-ETCHED TRENCHES

Shallow-etched trenches were used in a previous work in order to reduce the RC constant of local p-i-n diodes [S6], a demonstration of good electrical isolation. In this work, shallow-etched trenches are employed to ensure individual tuning of QDs in different waveguides without crosstalk. In Fig. S4, we show a measurement of RF for two QDs at a fixed frequency of the laser, in a copy of the structure discussed in the main text, as a function of voltages in waveguide A and waveguide B. From this two-dimensional RF map we conclude that QDs can be tuned independently without crosstalk, since there is no frequency shift in QD_A due to the frequency applied in waveguide B (and vice versa). Additionally, we note that the lineshape remains constant for both QDs, which proves that simultaneous tuning can be performed without adding electrical noise. We expect the trenches to work in similar way for the structure investigated in the main text, given the uniformity of the fabrication of the shallow-etched features.

V. $\beta$-FACTOR CALCULATION

In the main text, the two resonant QDs shown in Fig. 3(c) present a second dipole. For QD_A, the second dipole is pronounced and is approximately half the first dipole in intensity. For QD_B, the second dipole is strongly suppressed. The different behaviour in excitation and coupling of the emission to the waveguide modes can be explained by the $\beta$-factor, which is the ratio between the power coupled to a given mode and the total power radiated by the dipole. Following the method in Ref. [S7], we calculate the power radiated in the TE0 and TE1 waveguide modes by performing a three-dimensional finite-difference time-domain [S8] calculation carried out using MEEP open-source software package [S9]. To do so, a dual-mode waveguide of width 450 nm is defined and the position of a radiating dipole, either oriented along the $x$–axis or $y$–axis, is swept across the waveguide width, as shown in Fig. S5(left). The power coupled into the TE1 and TE0 modes, whose mode profiles are shown as inset for the relevant electric field component, are simulated and give the $\beta$–factor for each dipole, shown in Fig. S5(b). In Fig. S5(c), we compare the product of $\beta_{TE0} \cdot \beta_{TE1}$ for each dipole orientation, which indicates the probability of exciting and collecting each dipole. From the intensity ratio of the two dipoles from the RF data of the main text, we estimate that QD_B is offset by approximately 100 – 125 nm from the center of the waveguide, while QD_A is much closer to the edge, i.e. around 175 nm off-center.
VI. POWER SERIES UNDER CW-RESONANT EXCITATION

In this section, we investigate the effect of the laser power on the intensity of the resonance fluorescence and on the linewidths of the RF spectra. Figure S2(a) shows the intensity of QD$_A$ (top, green stars) and QD$_B$ (bottom, orange stars) from the main text saturates as the excitation power increases.

The saturation is fitted to

\[ I(P) = I_\infty \frac{1}{1 + P_{sat}/P} \]  

shown as the green (orange) dashed curves, while the power at which the experiment is performed in the main text is shown as the black dashed curve. The power indicated is the value sent towards the sample, without taking into account the transmission of the optics in the cryostat nor the coupling to the PDG and TE1 mode, meaning that the
effective saturation power at the QD is in fact significantly lower. Given the radiative decay rate $\Gamma$ of each QD, and by comparing Eq. S2 to the population of the excited state of a two-level system driven at resonance [S10], the power axis can be translated to the Rabi frequency at which the QD is driven as

$$\Omega(P) = \frac{\gamma}{\sqrt{2}} \frac{\sqrt{P}}{P_{\text{sat}}}.$$  \hfill (S3)

The Lorentzian full width half-maximum for both QDs is measured as a function of power and is shown in Figure S6(b) as a function of the Rabi frequency. This indicates a power broadening, fitted with

$$\Gamma_{\text{RF}}(\Omega) = \sqrt{\Gamma^2 + 2\Omega^2 + b},$$  \hfill (S4)

where the constant $b$ accounts for broadening mechanisms beyond power broadening and $\Omega$ is converted to radians/s. This effect is further characterized by fitting the low power RF linewidth to a Voigt function, as shown in Fig. S7. The Lorentzian contribution to the linewidth is fixed to the lifetime-limited value (dashed curves) and the standard deviation for the Gaussian distribution of the random noise leading to further linewidth broadening is extracted.

FIG. S7: Fit of the low power RF linewidth to a Voigt function. The random noise experienced by QD A and QD B follows a distribution with standard deviation $\sigma_A = (68 \pm 4)$ MHz and $\sigma_B = (163 \pm 25)$ MHz, respectively.

VII. LASER BACKGROUND

In the experiment, the laser background is evaluated by comparing the total RF signal, when the QDs are resonant with the laser, to the detected signal when both gate voltages are set to 1 V, meaning that no QD charge states are excited. We obtain an impurity $\xi$, defined as the inverse of the laser suppression, of $\xi_1 = 0.033$ and $\xi_2 = 0.017$, for QD A and QD B respectively. We can estimate the second-order correlation function as $g^{(2)}(0) = 2\xi - \xi^2$[S11]. The discrepancy between the predictions ($g_A^{(2)}(0) = 0.06$ and $g_B^{(2)}(0) = 0.03$) and the measured values in the main text can be explained by the fact that the laser background is measured as a single resonance fluorescence scan on both QDs (40 s), whereas the second-order correlation function is an average over a longer time period (10 min). To address the limitation from the time jitter of our detectors, we show in Fig. S8 the expected value of $g^{(2)}(0)$, should it be only limited by the time jitter, calculated for different decay rates with a fixed Rabi frequency of $\Omega = 0.3\Gamma$. We see that even for the low value of $g^{(2)}(0)$ measured for QD B (orange dashed curve), the time jitter is not the limiting factor, demonstrating that the laser leakage is the only limitation to the $g^{(2)}(0)$ value measured in the experiment in the main text.
FIG. S8: Calculated second-order correlation function evaluated at \( \tau = 0 \) as a function of emitter decay rate, convoluted with the detector response. Given the decay rate of QD\(_A\) (green dashed curve) and QD\(_B\) (orange dashed curve), the measured \( g^{(2)}(0) \) is higher than what it would be if it was only limited by the time jitter of the detectors.

VIII. FIRST-ORDER COHERENCE FUNCTION AND FIT PARAMETERS OF THE TWO-PHOTON QUANTUM INTERFERENCE

To predict the HOM visibility, we calculate the first-order correlation function \( g^{(1)}(\tau) \) from the resonance fluorescence of a two-level system under continuous-wave excitation, assuming no dephasing, given by [S12]

\[
G^{(1)}(\tau) = \frac{\Omega^2}{\gamma^2 + 2\Omega^2} \left[ \frac{\gamma^2}{\gamma^2 + 2\Omega^2} + \frac{1}{2} \frac{\gamma}{\gamma^2 + 2\Omega^2} + e^{-\frac{\gamma}{2} \tau} \left( \cos(\mu \tau) \frac{1}{2} \frac{2\Omega^2 - \gamma^2}{2\Omega^2 + \gamma^2} - \sin(\mu \tau) \frac{1}{4\mu} \frac{-5\gamma \Omega^2 + \gamma^3/2}{2\Omega^2 + \gamma^2} \right) \right],
\]

with

\[
\mu = \sqrt{\frac{\Omega^2 - \gamma^2}{16}}.
\]

The normalized first-order coherence function, given by \( g^{(1)}(\tau) = G^{(1)}(\tau)/G^{(1)}(0) \), is plotted in Fig. S9, with \( \gamma = \gamma_A \) (\( \gamma_B \)) from the main text and \( \Omega_A \) (\( \Omega_B \)) = 0.48\( \gamma_A \) (0.34\( \gamma_B \)), from Fig. S6 for QD\(_A\) (QD\(_B\)).

FIG. S9: First-order coherence function calculated with \( \gamma_A/2\pi = 233 \) MHz, \( \Omega_A = 0.48 \), \( \gamma_B/2\pi = 170 \) MHz and \( \Omega_B = 0.34 \). The product of the absolute value, involved in the calculation of \( g^{(2)}(\tau) \) in the main text, is shown in gray.

The calculated first-order coherence is then included in the model of \( g^{(2)}(\tau) \) presented in the main text in Eq. (2), however due to the excitation scheme (resonant excitation with medium Rabi frequency) we note that \( \lim_{|\tau| \to \infty} g^{(1)}(\tau) \neq 0 \), in opposition to previous works, where non-resonant excitation is used [S13] or high Rabi frequencies in RF [S14]. We therefore need to introduce a normalization constant \( R \), as shown in Eq. (2) in the main text, left as a free parameter for the fit of \( g^{(2)}(\tau) \), yielding \( R = 1.800 \pm 0.005 \). This constant is then fitted to
$R = 0.875 \pm 0.004$ when performing the ensemble average of the model with $\sigma_{\Delta \omega} = 177$ MHz.
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