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Abstract—In this paper, first, a hardware-friendly pruning algorithm for reducing energy consumption and improving the speed of Long Short-Term Memory (LSTM) neural network accelerators is presented. Next, an FPGA-based platform for efficient execution of the pruned networks based on the proposed algorithm is introduced. By considering the sensitivity of two weight matrices of the LSTM models in pruning, different sparsity ratios (i.e., dual-ratio sparsity) are applied to these weight matrices. To reduce memory accesses, a row-wise sparsity pattern is adopted. The proposed hardware architecture makes use of computation overlapping and pipelining to achieve low-power and high-speed. The effectiveness of the proposed pruning algorithm and accelerator is assessed under some benchmarks for natural language processing, binary sentiment classification, and speech recognition. Results show that, e.g., compared to a recently published work in this field, the proposed accelerator could provide up to 272% higher effective GOPS/W and the perplexity error is reduced by up to 1.4% for the PTB dataset.
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1 INTRODUCTION

FOR applications that require processing time-dependen-
t sequences of data such as speech recognition [1] and natural language processing (NLP) [2], Recurrent Neural Networks (RNNs) and, more specifically, Long Short-Term Memory (LSTM) Neural Networks [3] have been introduced. These networks, which create high computational loads, have to cope with resource limitation when they are implemented on hardware platforms such as FPGAs [4].

A limited number of computational resources (e.g., number and type of available DSP blocks) and memory resources (e.g., size and access speed of embedded block memories) in FPGAs make LSTM networks implementation challenging. To overcome this problem, several works which invoke resource sharing along with timing optimization have been suggested in the literature. Examples of these research efforts include balancing the memory bandwidth and the internal storage utilization [5], optimizing computational performance and communication requirements [6], overlapping LSTM computations with memory accesses [4], and overlapping internal computations of the LSTM architecture [7].

The weight pruning technique reduces storage and computational costs by eliminating redundant elements in the weight matrices. Reducing the model size, however, does not necessarily lead to a more efficient hardware implementation. This is because fetching unstructured pruned data may require high memory bandwidth due to the random accesses to the memory. This implies that unstructured pruning may limit the energy and performance gains that are achievable by model reduction and pruning [8]. Accordingly, when reducing the model size, the designer should try to minimize the accuracy loss due to the pruning while providing a sparsity pattern compatible with the hardware architecture.

Lower improvements achieved by unstructured pruning is due to the fact that while the input weight matrices are sparse, the input vector is dense causing rather low improvement in matrix-vector multiplication (MxV). Since some elements in a row of sparse matrix are zeros, their multiplication by their corresponding elements of the dense vector are zeros, thus not contributing to the sum in final. To avoid the useless computations, we need to access the nonzero elements requiring irregular (random) accesses to memory which is translated to inefficient utilization of the memory bandwidth and processing elements (PEs) of the NN accelerator. The reason is that the irregularity in the positions of non-zero elements in the weight matrices makes variation in the number of PEs needed for each row of the matrix inevitable, reducing the efficiency of using the process elements.

In this work, first, a Balanced Row Dual-ratio Sparsity-inducing pruning algorithm (called BRDS) is presented. In this algorithm, the input and recurrent weight matrices of the LSTM are pruned with different sparsity ratios resulting in lower accuracy loss while providing the opportunity for more weight pruning for a given target accuracy level. These two sets of matrices have different sensitivities to the pruning owing to their different contributions to the final results of the LSTM model. To lower the required memory bandwidth, the pruning is performed in a row-wise manner. Moreover, since the number of non-zero elements in each row of the sparse matrices is known at design time, number of PEs required to process the row can be determined. Both of these features provide an efficient
hardware implementation of sparse matrix-vector multiplication (SpMxV) while creating regular memory accesses for performing the operation. Next, we describe the BRDS accelerator which is an FPGA-based, row-balanced, dual-ratio sparsity-aware, low-power and high-performance architecture for the LSTM networks. The accelerator takes full advantage of the efficiency of the proposed pruning algorithm. In this accelerator, to minimize the overhead of storing the positions of non-zero values in the rows of sparse matrices, a relative addressing method is exploited [22]. The contributions of this paper are given below:

- Devising a row-balanced dual-ratio sparsity algorithm for improving the accuracy of the LSTM models while considering the hardware implementation (BRDS algorithm).
- Presenting a low-energy yet high-speed FPGA-based hardware accelerator based on the above pruning algorithm for facilitating the implementations of BRDS-based sparse models.

The remainder of the paper is organized as follows. Section 2 provides basic concepts of LSTM as well as a review of prior work on FPGA-based LSTM architectures. The proposed row-balanced dual-ratio sparsity algorithm is presented in Section 3. Section 4 provides the details of the proposed hardware accelerator. In Section 5, the efficacies of the proposed algorithm and accelerator are evaluated, and finally, the paper is concluded in Section 6.

2 LSTM BASIC CONCEPTS AND RELATED WORK

In this section, first, the internal structure of the considered LSTM network layer is described and then prior work dealing with the LSTM implementation on FPGA platforms and several LSTM pruning and compression algorithms are briefly reviewed.

2.1 Considered LSTM Network

In this work, we use the LSTM network of [7], which has a simple structure with an acceptable output accuracy. A layer of this network consists of the cells (to store prior information) and gates (i.e., \( f_t, i_t, g_t \) and \( o_t \)) to control whether to remember or forget prior information (i.e., \( c_{t-1} \)), inputs (i.e., \( x_t \)), and outputs of the previous time step (i.e., \( h_{t-1} \)). Based on this, an LSTM layer may be described as [7]:

\[
\begin{align*}
f_t &= \sigma(W_{fx}x_t + W_{fh}h_{t-1} + b_f) \\
i_t &= \sigma(W_{ix}x_t + W_{ih}h_{t-1} + b_i) \\
g_t &= \tanh(W_{gx}x_t + W_{gh}h_{t-1} + b_g) \\
o_t &= \sigma(W_{ox}x_t + W_{oh}h_{t-1} + b_o) \\
c_t &= f_t \odot c_{t-1} + i_t \odot g_t \\
h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]

where \( \tanh \) and \( \sigma \) (i.e., Sigmoid) are logistic activation functions and \( \odot \) is the dot product operation. Also, \( W \) and \( b \) denote the weight matrix and bias vector, respectively. Gates \( f, i, g, \) and \( o \) correspond to the forget, input, candidate cell, and output gates, respectively. Weight matrices (i.e., \( W_f \) and \( W_i \)) and the bias vector are determined for each gate (e.g., weight matrices and bias vector for gate \( f \) are denoted as \( W_{fx}, W_{fh}, \) and \( b_f \), respectively). In addition, \( t \) denotes the current time step. The size of the vector \( x \) is \( X \) when sizes of the vectors \( h, b, \) and \( c \) are \( H \). Similarly, sizes of matrices \( W_c \) and \( W_h \) are \( H \times X \) and \( H \times H \), respectively. The activation functions perform element-wise computations on their input vectors. The internal structure of the considered LSTM layer is shown in Fig. 1.

2.2 Related Work

The compression of the network model could lead to speed and energy efficiency improvements of the inference phase [10]. The improvements are achieved by reducing the memory usage and bandwidth and the computational requirements of an NN-based inference. Well-known compression techniques consist of pruning [11], sparsity-inducing regularization [12], and quantization [4]. Several structured sparsity methods have been proposed in prior studies. The proposed algorithms considered constraints on the locality of non-zero weights to limit the scattering of the zero weights in the weight matrices [8], [13]. Compared to unstructured sparsity, accelerating the structured sparsity using special hardware is more feasible and affordable.

The proposed LSTM architecture in [4] utilized weight compression and pruning techniques to increase speed and energy efficiency. The gains (in terms of energy efficiency and computational speed) were obtained at the cost of considerable hardware resource usage. The method proposed in [14] reduced the LSTM network size and controlled the network irregularity. It made use of block-circulant matrices [15] (i.e., arbitrary size circulant submatrices), and further applying the FFT algorithm to accelerate the compute-intensive circulant convolution operations. Variable submatrix sizes provided a tradeoff between the compression ratio and the accuracy degradation.

In [16], first, an algorithm for reducing the computations of the Gated Recurrent Unit (GRU) network was suggested. The algorithm induced sparsity in the inputs and activations, thereby lowering the computations. Next, an accelerator architecture, called DeltaRNN, which skipped the updating of an RNN when the input changes were below a certain threshold, was presented. In [9], Bank-Balanced Sparsity (BBS), which partitions each weight matrix row into banks for parallel computing, was proposed. This method adopted fine-grained pruning inside each bank to maintain the model accuracy. The architecture, which was fully parallel, had the drawback of considering the same
PEs for the forward and recurrent weights.

The proposed BRDS hardware architecture, which is an extension of the POLAR accelerator in [7] designed for the inference phase of dense networks, has the ability to support sparse LSTM networks. By utilizing parallel modules and an addressing technique, performing sparse operations efficiently as well as higher efficacy for BRDS compared to POLAR were achieved.

3 Row-Balanced Dual-Ratio Sparsity Pruning

3.1 Row-Balanced Pruning of Weight Matrices

Fig. 2 illustrates the original and pruned matrices with the sparsity ratio of 50%. Fine-grained pruning simply omits the smallest 50% of the weights globally which leads to unstructured sparse matrix (Fig. 2(b)). Block sparsity induces a block sparse matrix (Fig. 2(c)) by setting the block size to \( m \times m \) (which in this example is 2 \( \times \) 2) and the block representative (as the metric for pruning the blocks) with the block average. Bank-balanced pruning induces a bank-balanced sparse matrix (Fig. 2(d)) by splitting each row into two equal-sized banks and applying fine-grained pruning inside each bank independently.

In this work, we propose row-balanced sparsity whereby the same number of elements from every row of a given weight matrix are pruned. The row-balanced sparse matrix of Fig. 2(a) is shown in Fig. 2(e) where the smallest 50% elements in each row have been removed. The pseudo-code of the row-balanced sparsity is shown in Fig. 3. The inputs to this algorithm are the weight matrix and the expected sparsity ratio while the output is the pruned matrix. It prunes each row separately based on the given sparsity ratio. To do this, based on the defined sparsity ratio \( (i.e., \text{Spar}_R) \), some of the elements are pruned (in order from the smallest to the largest values).

3.2 Row-Balanced Dual-Ratio Sparification Algorithm

As mentioned in subsection 3.1, in LSTM networks, for two different sets of weights \( (i.e., W_e \text{ and } W_h) \), the proposed accelerator can consider two different sparsity ratios. The sparsity ratios are denoted by \( \text{Spar}_h \) and \( \text{Spar}_e \) for \( W_h \) and \( W_e \), respectively. Applying the aforesaid row-balanced sparsity approach, every feed-forward (recurrent) weight matrix, \( i.e., W_{f,e}, W_{f,h}, W_{g,e}, \text{and } W_{o,e} \) will have the same numbers of non-zero elements per row. Choosing different sparsity ratios for feed-forward and recurrent weights alleviates the accuracy degradation resulting from the pruning process. This originates from the fact that the algorithm decides which weights are more important to keep. As an example, in Fig. 4, the effect of having two different sparsity ratios on the accuracy of an LSTM model is shown. The dataset here is PTB [17] with an input size of 1,500. For this example, the overall sparsity \( (OS) \) of 65% is considered. When \( \text{Spar}_h \) and \( \text{Spar}_e \) were both set to 65%, the perplexity (the metric widely used in NLP) became large while the best perplexity was achieved when we set \( \text{Spar}_h = 60\% \) and \( \text{Spar}_e = 70\% \). A low value for the perplexity shows a well-trained LSTM network [20],

![Fig. 2. Comparing different pruning methods with Row-Balanced.](image)
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determine the corresponding accuracy of the chosen sparsity ratios. For retraining, we freeze the weights that are set to zero (i.e., the dropped ones) and tune the other network weights.

In the proposed algorithm, to lower the accuracy loss due to the pruning, in the first step, we suggest increasing the pruning ratios (i.e., Spar$\alpha$ and Spar$\alpha$) gradually with the same step size ($\alpha$) from zero to the predefined overall sparsity ($OS$). The pruned network at this point is considered as the initial point for searching. We denote it as $NN_{P, I}$. Next, to explore the search space, one of the sparsity ratios (e.g., Spar$\alpha$) is increased by a predefined step ($\delta_x$) while the other one (e.g., Spar$\alpha$) is decreased by a predefined step ($\delta_e$). In each iteration, the chosen tuple of the sparsity is applied on the pruned network of the previous iteration. Altering the sparsity ratios is continued till one of them reaches 0 or 100%. Next, this process is repeated again (by starting from the $NN_{P, I}$) considering the opposite direction for the sparsity ratios. For each chosen tuple of the sparsity ratios, the accuracy of the network is determined. At the end, the algorithm returns the best tuple. To generate the sparsity ratios with the maximum model accuracy ($\text{Spar}_{x, MA}$ and $\text{Spar}_{h, MA}$), the BRDS algorithm is executed only once. The pruned network is used multiple times, so the inference takes a long time which amortizes the cost of the retraining algorithm.

In addition, the execution time of the algorithm depends on $OS$, $\alpha$, $\delta_x$, $\delta_e$, $ept$ (the time needed for each epoch), and $n_e$ (the number of epochs needed for the retraining. The formulas below can be used to attain the execution time of the algorithm assuming the pretrained network is available. The parameter $ept$ depends on both the size of the model that the user is trying to prune and the hardware that is going to be utilized to perform the algorithm. The parameters $ex_1$, $ex_2$, $ex_3$, and $ex_{tot}$ show the execution time of lines 1-6, 7-14, 15-24, and the whole algorithm, respectively.

$$ex_1 = \frac{OS}{\alpha} \times ept \times n_{re}$$

$$ex_2 = \min \left( \frac{100 - OS}{\delta_x}, \frac{OS}{\delta_e} \right) \times ept \times n_{re}$$

$$ex_3 = \min \left( \frac{100 - OS}{\delta_h}, \frac{OS}{\delta_e} \right) \times ept \times n_{re}$$

$$ex_{tot} = ex_1 + ex_2 + ex_3$$

#### 4 Hardware Architecture

As discussed before, unstructured sparsity leads to unbalanced computations as well as irregular memory accesses. To take advantage of the structured sparsity introduced by the BRDS algorithm, an efficient LSTM hardware accelerator, called BRDS LSTM accelerator, is presented next. The internal structure of the accelerator, which is shown in Fig. 6, is based on POLAR accelerator of [7] with some modifications to support dual sparsity.

The BRDS accelerator consists of seven main modules including DRAM Controller, Embedded Memory, Address Decoder, Gate, Function Buffer, and LSTM Controller. The bit width of the datapath is $n$, and the data is represented in fixed-point two’s complement $n$-bit binary format. DRAM Controller performs load and store instructions related to off-chip DRAM. A load instruction may occur when data should be read from off-chip DRAM and written onto On-chip memories. Similarly, when outputs are ready, DRAM Controller should read the data and store them on the off-chip DRAM. It should be mentioned that most of the times, the weights can be fully fit in FPGA embedded memories. In the cases where, even with pruning, we cannot fit the data in the FPGA memories, the proposed accelerator utilizes this module as the interface to off-chip DRAM. Note that only non-zero elements of the sparse matrices are fetched consecutively to efficiently utilize the off-chip memory bandwidth.

The module Gate (see Fig. 6) includes two Mult Arrays (MAs) working concurrently, an MA Selector, a Tree Adder, and an Accumulator. Since there are two different pruning ratios ($\text{Spar}_h$ and $\text{Spar}_x$), we consider two MAs...
with different sizes, named Small and Large. By using a multiplexer in the MA Selector, the accelerator can choose, for each set of weights, which MA to be employed. The number of elements in each row of $W_h$ and $W_o$ which are $H$ and $X$, respectively, become $H_{SP}$ and $X_{SP}$, after running the BRDS algorithm. The weight matrix with a larger (smaller) number of elements in each row (i.e., $H_{SP}$ or $X_{SP}$) utilizes Large (Small) MA. Two MAs working together conduct $R$ signed multiplications in parallel. Large (Small) MA includes a Mult Array component which conducts $R_L$ ($R_S$) parallel $n$-bit multiply operations in a single cycle ($R = R_L + R_S$). It should be noted that the parameters $R_L$ and $R_S$ show the level of parallelization for each weight matrix (i.e., $W_h$ and $W_o$). Here, Large (Small) MA processes the weights with the larger (smaller) number of elements in each row. To fully utilize the MAs, the BRDS accelerator considers $R_L$ and $R_S$ in a way that $R_S/R_L$ be equal to $(\min \{X_{SP}, H_{SP}\})/\max \{X_{SP}, H_{SP}\})$. In this way, the ratio of the number of non-zero elements in small and large matrices would be equal to the ratio of the number of multipliers in small and large MAs. Therefore, the number of clock cycles needed for processing each weight matrix is the same, and there is no time in which one MA is not utilized.

It is worth mentioning that the parameter $R$, which shows the number of parallel multiplication operations for every row, determines the latency and the resource usage. Since, in the BRDS hardware, the input rows are pruned, to reach a higher level of parallelism, we propose a new parallelization factor, called $Q$, showing the number of rows whose corresponding calculations could be performed parallel. Therefore, parameter $Q$ shows the number of modules $Gate$ ($Buffer$ and $Function$ as well) working in parallel. The outputs of the Large and Small MAs are concatenated and passed onto the Add Array component in the module $Gate$. The Add Array component utilizes a tree of $n$-bit adders, which gives the summation of its $R$ input operands. To perform the additions and multiplications, we use DSP blocks in the FPGA. Due to the architecture of the DSP blocks, we are able to perform some functions together. In the Tree Adder component, we use three-input adders where it is possible to minimize resource utilization. The internal structure of a DSP block of the Xilinx FPGAs (DSPE48) is shown in Fig. 7. The specified path is utilized for realizing the three-input adders. The current output of this component is added to its previous one in an Accumulate component that is implemented by a DSP block. The output of the Accumulate component is passed to an Add unit to take biases into account. All these components as one unit perform the computation of the $MxV$.

The proposed accelerator truncates the output of each add and multiply unit to $n$ bits. To alleviate the impact of overflow in the result, we utilize Recovery units after each Add and Multiply unit suggested in [7]. The module $Function$ (see Fig. 6) performs operations that are pointwise (i.e., $\text{sig}$, $\text{tanh}$ and (2)). This module generates the output $h$ and the cell state $c$, which are written to their corresponding space in the module $Embedded Memory$. The operations of this module are overlapped by those of the module $Gate$ where this overlap is provided by the module $Buffer$. The proposed accelerator utilizes piecewise linear approximation of the activation functions (e.g., $\text{sigmoid}$ ($\sigma$) and $\text{tanh}$) to balance speed, accuracy, area, and power consumption. In each piece, two $n$-bit coefficients $a$ and $b$ are obtained and stored in LUTs. Hence, the word size of the LUTs are $2n$ bits. In the activation function component, by employing the add and multiply operations in one DSP block, the output $(a \times x + b)$ of the activation functions are determined. The operations of (2) are done by deploying a multiply unit and an add unit in the module $Function$. Because the output of the multiply unit should be passed to the module $Embedded Memory$, these units are implemented separately by DSP blocks.

To transfer the data from the module $Gate$ to the module $Function$, and also to feed back the result of the module $Function$ to itself, the module $Buffer$ (see Fig. 6) is deployed and used with the same approach as that of the POLAR architecture [7]. The module $Embedded Memory$ (see Fig. 6) stores the weights, biases, inputs, relative addresses of the inputs, cells, and outputs in the embedded memory banks of the FPGA. To store the weights, two memory arrays denoted by $M_{WX}$ and $M_{Wth}$ are employed. Only the nonzero elements of the matrices $W_{fx}$, $W_{fo}$, $W_{gx}$, and $W_{go}$ are stored in $M_{WX}$. We use relative row index and cumulative pointer to store sparse matrices. The relative row index for each element shows the number of zero elements before it. Each $R_x$ ($R_h$) nonzero elements of $W_x$ ($W_h$) weights are stored in four consecutive rows. Hence, the size of $M_{WX}$ is $4H \times X_{SP} \times n$ bits where the width of each row of this memory is $R_x \times n$. Similarly, the elements of matrices $W_{fb}$, $W_{bh}$, $W_{gb}$, and $W_{oh}$ are stored in $M_{Wth}$. The size of $M_{Wth}$ is $4H \times H_{SP} \times n$ bits, where the width of each row of this memory is $R_h \times n$.

The memory array $M_B$ of the module $Embedded Memory$ is used to store the biases. The size of $M_B$ is $4H \times n$ bits with a word-width of $n$ bits. The $i^{th}$ row of the biases $b_f$, $b_i$, $b_o$, and $b_h$ are stored in the four consecutive rows of the memory $M_B$. The memory array $M_X$ stores $N$ time steps of the input dataset where the size of the input dataset, in each time step, is $X \times n$ bits. To gain more throughput, for the inputs, we use duplicate memories in parallel. Because of the utilization of the Dual Port RAMs, we need $R_x/2$ BRAMs ($M_X$) for storing the inputs. In this work, for simplicity, we consider a single time step ($N = 1$). The memory array $M_H$ stores the outputs of the current and previous time steps ($h_t$ and $h_{t-1}$) with the size of $H \times n$ bits. Similar to the input memory array, duplicated memories for the outputs were utilized ($R_h/2$ BRAMs for $M_H$). At the
beginning of each time step, this memory contains $h_{t-1}$. After generating each element of $h_t$, this element will be stored on their corresponding rows in all replicated memories of $M_M$. By using duplicate memories, the proposed architecture will have a much better performance by increasing the throughput at the cost of using a reasonable amount of embedded memory. The generated cells and the ones for the previous time step are accessible from the memory array $M_C$. The word size of this memory is $n$ bits while its size is $H \times n$ bits. In this memory approach, before replacing previous $c_t$ (i.e., current $c_{t-1}$), the cell is fetched and then replaced with the current $c_t$.

We store relative addresses corresponding to the memories $M_{WX}$ and $M_{WH}$ in memories $M_{AX}$ and $M_{ABH}$ respectively. The module Address Decoder, which consists of small add units, decodes the relative addresses to obtain cumulative pointer addresses. The pattern of storing $W_h$ in $M_{WH}$ and their corresponding relative addresses in $M_{ABH}$ are illustrated in Fig. 8. In this example, $H$, $Spar_{WH}$, and $R_h$ (the parallelization factor of $W_h$) are considered 4, 50%, and 2, respectively. Storing $W_s$ and its relative addresses in the corresponding memories are performed similar to that of $W_h$.

Based on the proposed datapath for the accelerator architecture, a designer may control the trade-off between the resource usage and the latency of the architecture simply by adjusting the parameters $R$ and $Q$ at the design time. To switch from one parallelization factor to another, one needs to change the number of mult and add units in MAs and Add Array components, respectively. Also, the designer should change the size of the delay units in the module Buffer. It is worth mentioning that if the parallelization factor $R_x$ ($R_h$) is chosen greater than $X_{SP}$ ($H_{SP}$), the designer should use the parameter $Q$ and utilize multiple number of modules Gate, Buffer, and Function.

The module LSTM Controller in the proposed architecture performs the control of the complicated timing scheme of the LSTM network. This module generates proper signals with proper timing to meet the architecture requirements. Details of the timing of this architecture is the same as that of the POLAR architecture [7].

## 5 Results and Discussion

In this section, the accuracy of the proposed pruning algorithm is evaluated by applying it to some LSTM networks. Also, the design parameters of the proposed accelerator, as well as its efficacy compared to several prior works, are assessed by implementing the accelerator on an FPGA.

### 5.1 Model Accuracy of BRDS Algorithm

To evaluate the accuracy of the BRDS pruning algorithm, the algorithm was applied to an LSTM language model of the PTB dataset [17], the IMDB Movie Reviews dataset [18], and the TIMIT dataset [19]. The PTB dataset, widely used in NLP researches, includes 929K training, 73K validation, and 82K test words. The IMDB dataset has 50,000 highly polar positive and negative movie reviews for binary sentiment classification. It includes 25,000 reviews for training and 25,000 reviews for testing. The TIMIT dataset has been provided for the study of acoustic-phonetics. It includes recordings of 630 speakers of eight major dialects of American English. For the LSTM speech recognition model, we set the input size to 153 and the hidden state to 1024 which are the same as the prior studies ([4], [9]).

In this study, the accuracy of the BRDS is compared to three prior pruning approaches including unstructured sparsity, block sparsity, and bank-balanced sparsity (BBS) [9]. For the studies of this section, 64 banks in the case of BBS method and 4×4 blocks in the case of block sparsity method were utilized which are the same sizes as those used for the hardware implementation in [9]. The trade-offs between the sparsity ratio and the accuracy of different sparsity patterns on PTB, TIMIT, and IMDB datasets are depicted in Fig. 9. To perform experiments on the LSTM language model, we employed the large model of PTB dataset with 1,500 inputs. Also, the perplexity metric, as a widely used merit parameter in quantifying language model quality [9], was exploited as the error metric for this dataset. As the results in Fig. 9(a) show, the perplexities of the suggested pruned network by the BRDS algorithm is lower than the other pruning approaches. Also, the BRDS algorithm preserved the perplexity even until 85% of the weights were pruned. On average, the proposed algorithm led to 0.7% lower perplexity compared to that of BBS method for the pruning ratio ranging from 0 to 90% with the interval of 5%.

The LSTM model chosen for the experiments on TIMIT dataset was also the same as the prior works ([4], [9]). The metric for evaluating the accuracy of the acoustic model is PER (Phone Error Rate) which is a merit evaluation parameter for speech recognition models [9]. The results in Fig. 9(b) show that the PER of the network pruned by the BRDS
algorithm is, on average about 0.1%, less than that of the BBS method. As the results in Fig. 9(c) show, our method outperforms other algorithms in almost all the cases, particularly in larger sparsity ratios. Compared to the BBS sparsity method, the proposed pruning algorithm resulted in 0.7% lower accuracy loss. Note that the efficacy of the proposed pruning algorithm is reduced in the case of this dataset compared to the other considered datasets due to its small size.

5.2 Efficiency of BRDS Accelerator

To evaluate the efficiency of the architecture of the proposed accelerator, it was implemented on FPGA for executing the TIMIT dataset with the same configurations provided in [4], [9], [14]. The design parameters of the BRDS are compared with four state-of-the-art works including the ones proposed in [4], [9], [14], [16]. The focus of all of these prior works were on implementing the LSTM networks on FPGAs using weight pruning and compression. The work in [16] was evaluated on GRU which is simpler than LSTMs in terms of its computational complexity. Thus, the reported design parameters of [16] should be looked at as optimistic values when compared to those of the LSTM accelerators. This work used the delta network algorithm to reduce MxV operations and skipping unimportant cell activation changes (the changes were below a threshold value) to reduce memory accesses. To perform a better comparison, we implemented the BRDS design on an FPGA (XCKU9P) with the same family as that of [4] by exploiting Xilinx VIVADO 2018.2 tool.

In this study, the pruning ratio was set to 87.5% (the same as [9], [14]). Also, since the data bit width was considered as 16 bits in most of the prior architectures (e.g., [9], [14], [16]), without loss of generality, the same size was considered for the BRDS accelerator. For pruning the network, we applied the BRDS algorithm for the overall sparsity (OS) of 87.5% (the same sparsity ratio as most of the prior works) on the TIMIT dataset. The best Sparx and Sparx given by the algorithm were 87.5% for both. It is worth mentioning that because parameters X and H were different in this design, having the same sparsity ratios for W_k and W_r did not mean the same number of elements in each row for them. Thus, even by having the same sparsity ratios, the numbers of elements to be pruned were different for W_k and W_r. After running the BRDS pruning algorithm, the parameters Xsp and Hsp were 20 and 64, respectively.

As mentioned in Section 4, to fully utilize the MAs in the BRDS accelerator, the parameters R_L and R_k were considered such that R_k/R_L be equal to (min{Xsp, Hsp})/(max{Xsp, Hsp}). Therefore, we considered R_k/R_L as 80/256 making the parallelization factors R and Q equal to 336 and 4, respectively. TABLE 1 shows the resource utilization of the BRDS accelerator with the mentioned configuration on the XCKU9P Xilinx FPGA device. Also, TABLE 2 shows the frequency, sparsity ratio, accuracy degradation, GOPS, power, GOPS/W, and effective GOPS, GOPS/W, and DSP and logic efficiency of the BRDS accelerator and those of the considered prior works. The Effective Throughput (GOPS) is defined as (GOPS)/(1 − sparsity) which takes the impact of pruning into account.

9. In this work, although the operating frequency of the BRDS architecture could be increased to 238MHz, it was set to 200MHz to have a fair comparison with the selected prior works. The design parameters of the prior works were borrowed from their published papers. As the results in TABLE 2 show, the throughput (GOPS) of the BRDS accelerator is higher (up to 52.7%) than that of [14], [16] while smaller (up to 52%) than those of [4], [9]. The power consumption was extracted using Xilinx Power Estimator. The switching activity was set by the tool based on inputs and weights for the TIMIT dataset stored in the embedded memories. The power consumption of the BRDS accelerator is much less than that of other selected works except for [16], mostly due to its smaller operating frequency. Additionally, the GOPS/W of the BRDS shows a higher number compared to those of other works except for [16] which has

| TABLE 1 | RESOURCE UTILIZATION OF THE BRDS ACCELERATOR IMPLEMENTED ON XCKU9P FOR TIMIT DATASET (OS = 87.5%). |
|---------|-----------------------------------------------|
|         | LUT   | FF    | DSP   | BRAM  |
| Available | 274080 | 548160| 2520  | 912   |
| Utilization | 5600  | 83710 | 1600  | 724   |
| Utilization (%) | 2     | 15.3  | 63.5  | 79.4  |
6. CONCLUSION

In this paper, first, the BRDS, a row-balanced dual-ratio sparsity algorithm, was presented to improve the accuracy of LSTM models considering their hardware implementation. Additionally, BRDS LSTM, an energy-efficient FPGA implementation for the inferencing phase of sparse LSTM networks, was proposed. Its architecture is compatible with the suggested pruning algorithm, which utilized two configurable processing elements with different sparsity ratios. It takes advantage of the sensitivity of the two different weight matrices to the pruning. Finally, the efficiency of the proposed pruning algorithm and accelerator was evaluated using selected benchmarks in NLP, sentiment classification, and speech recognition fields. Compared to the state-of-the-art work, the proposed architecture and pruning algorithm provided, on average, 128% improvements in effective GOPS/W, and a 0.7% reduction in perplexity.
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