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Abstract. There are many researchers proposed social network models in recent years, and most of them focus on clustering coefficient property of a small-world network and power law degree distribution of a scale-free property. In social network topology, we observed the network is consisted of many nodes with small connectivity and a few high-degree nodes. In the small connectivity part, there are many nodes which have only one degree. Most of past social network models can not generate this part. In this paper, we proposed a social network model based on topology vision and with tunable high hub connectivity. At the same time, we suggested a new characteristic of social network, condensed clustering coefficient, to replace the original clustering coefficient. Finally, this study also includes the analysis of real social network data.

Keywords: Social Network, Network Model, BA Model, Small-World, Scale-Free, Clustering Coefficient, Condensed Clustering Coefficient.

1 Introduction

Social networks are a description of relationship between people. The relationships include friends, co-authorships, human sexual relations, and other interactions between people. In this study, an individual person is as a node and the relationship between two persons as an edge. If there is any relationship between two persons, one edge is added between the two nodes. Therefore, a social network is constructed. Recent research about social network analysis [1] [2] [3] [4] [5] [6] focused on observing clustering coefficient property, and power law degree distribution phenomena. In this paper, we proposed a social network model based on topology vision and with tunable high hub connectivity.

In last ten years, many social network models were proposed [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16]. The social network model has been used for the simulation of epidemiological transmission [17] [18], rumor spreading [19] [20], opinion formation [21] and the spread of computer viruses in email network [22]. Since social networks can be found in many aspects of our lives, it is worth to investigate how they work precisely.

In this paper, some background knowledge is in Section 2. In Section 3, the data of real social network from Internet is analyzed. In Section 4, a social network model is proposed, which both have scale-free property and high clustering coefficient. In addition, the network model contains tunable high-hub connectivity property. The
simulation results are shown in Section 5. Conclusions and our discussion for future works are presented in Section 6.

2 Background Knowledge

In this chapter, some characteristics of network topology which are used in this study are introduced. A network consists of a set of nodes and many edges between the nodes. In this paper, the network is simplified as a connected network with non-weighed and non-directed edge.

2.1 Average Shortest Path

The average shortest path is the average of shortest path between all pair nodes in the network. The average shortest path (sometimes called average distance) between network nodes, denoted by $L$, is calculated by the formula.

$$ L = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} \delta(i,j)}{N(N-1)/2}, $$

where $\delta(i,j)$ is the distance of shortest path between node $i$ and node $j$, and $N$ is the number of nodes in the network. The $L$ indicates the average distance to communicate from one node to the other.

2.2 Power Law Degree Distribution

The power law degree distribution is a property of a scale-free network. A scale-free network is inspired by empirical studies such as the Internet backbone network [23], web documents link network [24], and email network [25] [26]. The main characteristic property of a scale-free network is that it consists of a few large connected nodes and many nodes with small connectivity.

In 1999, Barabási and Albert [27] proposed the BA model to describe the scale-free network. The network of BA model grows by adding one new node at a time, denoted by $t$, which randomly connects to $m$ nodes already in the network. The connecting probability depends on the node degree it was connected to. For node $i$ with node degree $k_i$, the connecting probability $\Pi(k_i)$ is denoted by

$$ \Pi(k_i) = \frac{k_i}{\sum_{j=1}^{N} k_j}, $$

The connectivity distribution $pr(k)$ of the resulting network, which is defined by the probability of a node having $k$ edges. The connectivity distribution for scale-free networks is a decaying function of $k$'s power following

$$ pr(k) = k^{-\gamma}. $$

This phenomenon is sometimes called power law distribution and $\gamma$ is the tail index. The BA model for scale-free network construction with a preferential attachment strategy creates a scale-free network with tail index $\gamma=3$. 
2.3 Clustering Coefficient

In 1998, Watts and Strogatz (WS) [5] proposed the small-world phenomena. The small-world network is between regular and random network. In the small-world network, the clustering coefficient is large, and the average shortest path is small.

The clustering coefficient describes how close among the neighbors of a node. The formula of calculating clustering coefficient of node $i$ is the ratio of actual number of edges connecting these nodes in its $k$ neighbors to the number of edges in a fully connected network of the $k$ nodes, denoted by $C_i$,

$$C_i = \frac{2E_i}{k_i(k_i - 1)}.$$  \hspace{1cm} (4)

where $E_i$ is the number of edges in the sub-network formed by node $i$ and its $E_i$ neighbors. The clustering coefficient of the entire network is defined as the average of all nodes.

$$C = \frac{\sum_{i=1}^{N} C_i}{N}. \hspace{1cm} (5)$$

2.4 Condensed Clustering Coefficient

In a social network, there are some nodes which only have one degree. We defined the $O$ is the ratio of how many nodes which only have one degree to the total nodes in the network. If there are more nodes which only have one degree, the $O$ will be higher. For the nodes which only have one degree, their clustering coefficient will be zero, since the $E_i$ in (4) will be zero. Because we did not include the self-loop in shortest path $L$ in (1) which is zero, we consider the condensed clustering coefficient $C'$, which is also not to include the $C_i$ which is zero. For the $C'$, the formula is

$$C' = \frac{C}{1 - O}. \hspace{1cm} (6)$$

2.5 S-Metric

In 2005, Lun Li et al. proposed the s-metric. In a society, the famous people represent high-degree nodes in a social network. The s-metric measures the level of high-degree nodes connectivity. Let $g$ be an undirected graph with edge-set $\epsilon$, and let degree of node $i$ be $d_i$, then the metric is defined as

$$s(g) = \sum_{(i,j) \in \epsilon} d_i d_j \hspace{1cm} (7)$$

and the $s_{max}$ is the maximum value of $s(g)$. The value of $s(g)/s_{max}$, denoted by $S$, describes the level of a large hub connected to another large hub, and the more high-hub nodes are connected, the higher value of $S$ is.
3 The Real Network Data

We collected the real network data from the Opel Astra Club (OAC) in Taiwan [28] at June 2008. This is a forum based website. Most of users in the website own and drive an Opel Astra car. They can post articles to forum, upload photos to album or send private messages to other users. We analyzed their private message database. If user A sent a message to user B, and user B also sent a message to user A, in addition, they kept the message in their inbox and not deleted, then we added one edge between node A and node B. In the website, the total number of the private message database was 21,691, and total number of users which had used private messages was 1,378. After deleting duplicated records, the construct connected network was consisted of 835 nodes and 2,223 edges.

Table 1. The results of the Opel Astra Club

|                             | OAC       |
|-----------------------------|-----------|
| Node N                     | 855       |
| Average shortest path L     | 3.574     |
| Average shortest path in random network $L_{random}$ [29] | 3.882     |
| Average degree $k$          | 5.691     |
| One degree in the network $O$ | 0.339     |
| Tail index $\gamma$        | 1.439     |
| Clustering coefficient $C$  | 0.0979    |
| Condensed clustering coefficient $C'$ | 0.1481   |
| Clustering coefficient in random network $C_{random}$ [30] | 0.0067    |
| S-metric $S$               | 0.645     |

Fig. 1. The degree distribution plot of the OAC
Fig. 1 shows the degree distribution plot of the OAC network. In this figure, we can see clearly the degree distribution following a straight line, which indicates distinguished scale-free property. Table 1 shows the results of the average distance \( L \), clustering coefficient \( C \), tail index \( \gamma \) and \( s(g)/s_{\text{max}} \) value of the OAC network. The tail index \( \gamma \) is below 3, which indicates scale-free property. The clustering coefficient is much higher than corresponding random network, which indicates that there are many neighbor nodes have the same neighbor nodes.

4 New Model

In topology vision, we found that there are many nodes which only have one degree in social networks, which will appear in the position which is 1 of x-axis of degree distribution. In BA model, it cannot generate any nodes which only have one degree. At the same time, we reviewed many social network papers which have presenting degree distribution of real network; most of them have lots of nodes which only have one degree. Therefore, we decide to design a model to fit it.

Our model is based on BA model, and then modified for clustering coefficient property and high-hub connectivity. In the real social network data, there are lots of nodes which degree number is one, but if we use the BA model to construct a network, every node has at least \( m \) edges. There are not any nodes which have only one degree unless the \( m \) is 1, but this will cause the average degree \( 2m \) is limited to 2. Therefore, we modified the growing stage of BA model. The algorithm of this model is described as follows:

**Step1:** Initialize stage: Add \( m \) nodes into the network, and add one node which connects to the \( m \) nodes by \( m \) edges. There are \( m+1 \) nodes and \( m \) edges in the network in this stage.

**Step2:** Growing stage: We defined four functions at this stage: First Attach (FA): The edge is connected between the new adding node and the exist nodes of the network which follow preferential attachment; Friend Function (FF): The edge is connected between the two unlinked neighbor nodes of previous link nodes. The two neighbor nodes have weight by its degree number in connecting condition; \( s_{\text{max}} \) Function (SF): The edge is connected between the two unlinked nodes which follow \( s_{\text{max}} \) property; Random Function (RF): The edge is connected between any two unlinked nodes which are random chosen.

After initialize stage, we have \((N-(m+1))\) loops to add nodes and edges. Let total degree number be \( K \), therefore the average edge, denoted by \( E_{\text{loop}} \), at every loop should be added is

\[
E_{\text{loop}} = \frac{K - m}{2(N-(m+1))}.
\]  

At every loop, it begins with adding one new node and connecting to the network by preferential attachment, which is FA. Other edges connect between two nodes which are FF or SF or RF by parameter \( f \) and \( x \). The three functions are included in the Attach_edge function of our algorithm. The parameter \( f \) stands for clustering coefficient part and parameter \( x \) represents high-hub connectivity part. In addition, we
define a variable $\beta$ to check whether need to do once more edge attaching, since the $E_{loop}$ may be not integer, but the times number of a for-loop is integer. Our model is demonstrated as the following pseudo codes:

```
Our_model(N, m, K, f, x)
{
    Initialize_stage(m);
    $E_{loop} = (K - m) / 2(N -(m+1))$;
    For i = (m + 1) to N
        Growing_stage(m, $E_{loop}$, i, f, x);
    End_For
}
Growing_stage(m, $E_{loop}$, i, f, x)
{
    First_Attach(i);
    Extra_m = $E_{loop} - m$;
    $\beta = Extra_m$;
    For j = 2 to m
        Attach_edge(f, x);
        If ($\beta \geq 1$)
            Attach_edge(f, x);
            $\beta = \beta - 1$;
        Else
            $\beta = \beta + Extra_m$;
        End_For
}
Attach_edge(f, x)
{
    if (!Is_attach(f))
        If (!Is_attach(x)) RF;
        Else SF;
    ElseIf (!FF)
        If (!Is_attach(x)) RF;
        Else SF;
    }
```

5 Simulation

We used our model to simulate the social network for comparison with the OAC network experimental results. The results of simulation are shown in Table 2. In this table, some cells are colored in gray to indicate that their values are 5% smaller or bigger than those in empirical data.

In the simulation of the OAC, we used parameters $f=0.10$ to 0.25 and $x=0.05$ to 0.30. In clustering coefficient $C$, the suitable $f$ is 0.15, and $x$ is from 0.15 to 0.30. In condensed clustering coefficient $C'$, the suitable $f$ is 0.20, and $x$ is from 0.05 to 0.20. In shortest path $L$ and s-metric $S$, all parameters are suitable. The tail index $\gamma$ of the OAC is 1.439, but our model only generates 1.52 to 1.68 under the parameters. The one degree in the network $O$ of the OAC is 0.339, but our model only generates 0.19
Table 2. The simulation results with the OAC

|     | OAC Simulation | x=0.05 | x=0.10 | x=0.15 | x=0.20 | x=0.25 | x=0.30 |
|-----|----------------|--------|--------|--------|--------|--------|--------|
| L   | 3.574          | 3.718  | 3.703  | 3.685  | 3.669  | 3.654  | 3.641  |
| O   | 0.339          | 0.204  | 0.210  | 0.216  | 0.222  | 0.233  | 0.244  |
| γ   | 1.439          | 1.621  | 1.626  | 1.645  | 1.654  | 1.666  | 1.682  |
| C   | 0.0979         | 0.0671 | 0.0686 | 0.0702 | 0.0721 | 0.0739 | 0.0758 |
| C'  | 0.1481         | 0.0843 | 0.0868 | 0.0895 | 0.0927 | 0.0963 | 0.1003 |
| S   | 0.645          | 0.666  | 0.667  | 0.669  | 0.671  | 0.673  | 0.674  |

|     | OAC Simulation | x=0.15 | x=0.20 | x=0.25 | x=0.30 |
|-----|----------------|--------|--------|--------|--------|
| L   | 3.694          | 3.641  | 3.623  | 3.604  | 3.588  | 3.573  |
| O   | 0.198          | 0.208  | 0.214  | 0.220  | 0.230  | 0.241  |
| γ   | 1.654          | 1.643  | 1.629  | 1.605  | 1.582  | 1.570  |
| C   | 0.0905         | 0.0923 | 0.0944 | 0.0975 | 0.100  | 0.102  |
| C'  | 0.1128         | 0.1165 | 0.1201 | 0.1250 | 0.1299 | 0.1344 |
| S   | 0.652          | 0.653  | 0.654  | 0.656  | 0.658  | 0.659  |

|     | OAC Simulation | x=0.25 | x=0.30 |
|-----|----------------|--------|--------|
| L   | 3.669          | 3.641  | 3.623  |
| O   | 0.197          | 0.204  | 0.208  |
| γ   | 1.650          | 1.621  | 1.593  |
| C   | 0.115          | 0.117  | 0.120  |
| C'  | 0.1470         | 0.1515 | 0.1554 |
| S   | 0.644          | 0.644  | 0.645  |

|     | OAC Simulation | x=0.25 | x=0.30 |
|-----|----------------|--------|--------|
| L   | 3.636          | 3.614  | 3.593  |
| O   | 0.192          | 0.200  | 0.207  |
| γ   | 1.621          | 1.601  | 1.572  |
| C   | 0.143          | 0.146  | 0.149  |
| C'  | 0.1825         | 0.1879 | 0.1914 |
| S   | 0.630          | 0.630  | 0.631  |

Fig. 2. The log-log degree distribution plot of our model with node N=855, degree k=5.691, and parameter f=0.15, x=0.20. The slope of the line is -1.605.
Fig. 3. The clustering coefficient $C$ with node $N=2000$, degree $k=4$ to 9, parameter $f=0.5$, and parameter $x=0$ to 1.

...to 0.24 under the parameters. The reason is that we use only two parameters to tune our social network, and that is a little difficult to control six characteristics. In this simulation, we choose $f=0.15$ and $x=0.20$ to plot the degree distribution as Fig. 2, and it demonstrates scale-free property.

Furthermore, we used other parameters to simulate the social network. The parameters in Fig. 3, 4, 5, 6 and 7 are node $N=2000$, degree $k=4$ to 9, and parameter $f=0.5$. Fig. 3 shows the clustering coefficient relation with parameter $x=0$ to 1, and when $x$ is large, $C$ is large. The reason is that, when $x$ is large, there will generate more high-degree nodes. The more high-degree nodes cause higher clustering coefficient since the neighbor nodes of high-degree nodes maybe become their neighbors’ neighbor nodes.

Fig. 4 demonstrates the tail index relationship with the same parameters of Fig.3. The more $x$ makes, the less $\gamma$ is. The reason is that, the large $x$ is, the larger hub-nodes become. The more large hub-nodes make, the less tail index $\gamma$ is. Fig. 5 shows the s-metric relationship with the same parameters of Fig. 3, and this is absolutely for large $x$ made large $S$. Fig. 6 displays the one degree in the network relationship with the same parameters of Fig.3. The more $x$ makes, the more $O$ is. Since the more $x$ makes more hub-nodes, and cause the other nodes have less degree, and the more $O$ is. Fig. 7 demonstrates the condensed clustering coefficient relationship with the same parameters of Fig. 3. This figure is like Fig. 3, and then divides by $(1-O)$. That presents the clustering coefficient eliminates the nodes which only have one degree.
Fig. 4. The tail index $\gamma$ with node $N=2000$, degree $k=4$ to 9, parameter $f=0.5$, and parameter $x=0$ to 1

Fig. 5. The s-metric $S$ with node $N=2000$, degree $k=4$ to 9, parameter $f=0.5$, and parameter $x=0$ to 1
Fig. 6. The one degree in the network $O$ with node $N=2000$, degree $k=4$ to 9, parameter $f=0.5$, and parameter $x=0$ to 1

Fig. 7. The condensed clustering coefficient $C'$ with node $N=2000$, degree $k=4$ to 9, parameter $f=0.5$, and parameter $x=0$ to 1
6 Conclusion and Future Work

In this paper we proposed a social network model based on topology vision, and try to define a new characteristic which is condensed clustering coefficient. The condensed clustering coefficient did not include the nodes which only have one degree, since their value of clustering coefficient is zero.

The social network analysis can be used in business for improving knowledge creation and sharing, and city planning for designing spaces to support human interaction [31] [32]. Besides, it can also be used for the simulation of epidemiological transmission [17] [18], the rumor spreading [19] [20], opinion formation [21], and computer virus dissemination [22]. Our model is compared with the OAC network which is formed by forum, and fit it approximately. Therefore, we think that our model is suitable in simulation of rumor spreading and opinion formation.

Using social network model to simulate epidemiological disease spreading allows us to predict its damage under different measures. We believe that this study constitutes a valuable contribution to understanding the phenomena of social network.
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