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Abstract

Bloom filters are widely used data structures that compactly represent sets of elements. Querying a Bloom filter reveals if an element is not included in the underlying set or is included with a certain error rate. This membership testing can be modeled as a binary classification problem and solved through deep learning models, leading to what is called learned Bloom filters. We have identified that the benefits of learned Bloom filters are apparent only when considering a vast amount of data, and even then, there is a possibility to further reduce their memory consumption. For that reason, we introduce a lossless input compression technique that improves the memory consumption of the learned model while preserving a comparable model accuracy. We evaluate our approach and show significant memory consumption improvements over learned Bloom filters.

1 Introduction

For decades, relational database systems are the de facto standard for storing enterprise data, while only recently there has been a true interest in introducing the benefits of machine learning techniques for relational databases. Inspired by the premise that each database component can be replaced or enhanced by a counterpart from the machine learning world, Kraska et al. [8] opened the field of combining machine learning with relational data structures. For instance, traditional one-dimensional (B-tree or hash index) or multidimensional indexes, can be replaced by regression or classification deep learning models, drastically reducing the space and the time needed for query answering.

Existence indexes are data structures capable of answering the membership of an element in a given indexed set. The most prominent existence index is the Bloom filter [2], due to its space efficiency and querying performance. Previous work suggests the replacement of Bloom filters with deep learning models for classification [8]. A further idea [9] suggests a classification model even in the presence of multidimensional data. Contrary to Bloom filters that need to index every value combination in the multidimensional data for answering membership queries on subsets, learned multidimensional Bloom filters can easily infer such pattern connections. However, unlike other traditional indexes which in most scenarios are slower and much larger than their learned parallel, it is difficult to replace Bloom filters, as they are already extremely compact and fast. To exhibit a real impact by their replacement, the data has to be large, typically ranging in billions of records. Intuitively in the cases of multidimensional data, the number of combinations needed to be indexed by the Bloom filter often creates such data. Still, the number of distinct values per dimension also increases the parameters of the neural network and the embedding matrices, affecting the space benefits of the learned model.

In this work, we suggest the usage of a compressed learned Bloom filter which exhibits the benefits of the learned multidimensional existence index while providing drastic space reduction, faster training time, and comparable accuracy. We employ lossless compression of the categorical data which offers benefits over Bloom filters even when the underlying data is small.
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2 Related work and background

2.1 Related work

Kraska et al. [8] first suggested the idea of replacing indexes with deep learning models. Since this premise, a plethora of papers focus on improving traditional one-dimensional [4, 6, 7] and also multidimensional indexes [3, 5] with learned models. Since the idea of replacing a traditional Bloom filter [2] with a classification model [8], several improvements have been proposed. For instance, Vaidya et al. [11] use multiple more accurate learned filters based on classification score segments. Mitzenmacher [10] proposes a new sandwiched learned Bloom filter, including two surrounding Bloom filters for improved performance. Differently, Macke et al. [9] focus on extending the learned Bloom filter and show the benefits of having such an index for multidimensional data. Compressing the input of deep learning models has also been investigated for learned cardinality estimators. NeuroCard [12] uses a variable byte compression of columns to improve the proposed cardinality estimator. In our experiments, we compare only with the multidimensional learned filter since ideas like partitioning or sandwiching are orthogonal and can be used in combination with our approach.

2.2 Background

Bloom filters are space-efficient data structures, used to test the existence of an element in a given dataset. Their probabilistic nature enforces the guarantees of no false negatives and tunable false positive rates. More specifically, a Bloom filter is an \( m \) bit array (initially all bits are set to 0), requiring \( h \) well-defined hash functions. Upon adding an element, each of the \( h \) hash functions maps the element to a position in the \( m \) bit array and sets the bit to 1. Evidently, the adaptation of a Bloom filter for multidimensional data would require indexing of all possible combinations of column values, to be able to accurately decide on the presence of subsets of values.

Learned Bloom filters exploit the idea that classification tasks resemble the behavior of Bloom filters. The classification model learns to identify the presence of the elements in the set, by learning on positive samples drawn from the given dataset and negative samples, representing data not present in the given set. The learned model has a smaller memory consumption at the price of increased false positive rate and the introduction of false negatives. To solve the problem of false negatives, previous work [8, 9] suggests the use of a backup fixup filter that stores the false negatives. The benefits of the learned Bloom filter are evident for larger dimensions because unlike the traditional Bloom filter which needs to contain all combinations of column-value pairs, the learned model can infer these interconnections. The multidimensional learned Bloom filter [9] considers \( n \) string tuples, each first converted into an embedding vector. The embedding vectors are concatenated and fed through dense layer(s). Using the sigmoid activation, the output is converted to a logit suitable for presenting the presence and absence of terms. We extend on this idea, by improving space consumption.

3 Compression for learned Bloom filters

3.1 Modeling multidimensional data

As an example for multidimensional data, consider a dataset containing vehicle information for a car rental agency. For simplicity, let us consider that the dataset has only three columns, the name of the car, the fuel type, and information on whether the car has been rented out. Intuitively, indexing multidimensional data would lead to a more comprehensive Bloom filter since the filter needs to answer membership queries involving subsets of the original records. As an example, considering the vehicles dataset described above, checking if there is an available car that runs on diesel can be done by querying for \((?, \text{diesel}, \text{true})\) where "?" is a placeholder for any value. To answer this query, the Bloom filter needs to index all subsets of column values for a particular entry, including the ones where the column values are not specified, i.e., queries of the type \((?, \text{fuel_type}, \text{rented_out})\). Thus, the size of the Bloom filter will be directly affected by the possible combinations of co-occurring attributes that need to be covered by the index. On the other hand, when considering learned Bloom filters over multidimensional data, the model parameters are directly affected by the input dimensions, i.e., the distinct values of the columns. Hence, datasets in which columns have many distinctive values can result in higher memory consumption of the learned Bloom filter, although the space consumption will be still lower compared to traditional Bloom filter implementations [8, 9].
3.2 Lossless input compression

The number of inputs and their distinct values have a direct impact on the model parameters and, thus, the size of the model. One way to provide the inputs to the model is to use an embedding layer on every column. To accomplish this, proper mapping of string data to an integer value is performed for every column. However, the size of the embedding matrix will scale linearly with the number of unique values per column. Thus, even for a column with $10^9$ unique values, when using a 32-dimensional embedding, the embedding matrix would take around 12.8MB of space which is already much larger than a normal Bloom filter. By applying our proposed input compression, we aim at drastically reducing this space consumption.

Consider a relation $R$ where $c_1, \ldots, c_n$ represent columns with $v(c_1), \ldots, v(c_n)$ unique values. The main idea is to split a column into several subcolumns, together having fewer dimensions than the original column, contributing to a smaller encoding of the input and, thus, a smaller model size. The number of subcolumns is chosen based on the number of distinct column values, with the goal of smaller input dimensionality. For example, if the number of values for column $c_i$ is $v(c_i) = 10000$, two subcolumns are sufficient to efficiently compress the original column values whereas for a column with 10 million unique values three or more subcolumns would be required to train the model. Our compression is based on the observation that we can reduce the input dimensionality by dividing the column values with a specific divisor. More specifically, to apply the encoding, we first identify the number of subcolumns $ns$ that a column should be split into. Then, we set as a divisor $sv_d$ to be the $ns^{th}$ root of the number of distinct values of the column, i.e., $sv_d = \lceil\sqrt[n]{max\_vid}\rceil$. For compressing the column value $x$, we determine the quotient $sv_q$ and reminder $sv_r$ when dividing the value $x$ with $sv_d$. If $ns > 2$, we repeat the same procedure for $x = sv_q$ and $max\_vid = max\_sv_q$, at the end reaching $ns$ subcolumns.

As an example, consider the column represented in Figure 1. As depicted, the number of distinct values for the column is $max\_vid = 60000$ and we want to compress the value $x = 5144$. If we want to split the column into two subcolumns, i.e., $ns = 2$, then as the divisor we get $sv_d = 245$ by calculating the squared root of $max\_vid$. Thus, the value $x = 5144$ will be compressed in $sv_q = 20$ and $sv_r = 244$. In this case, all column values are split into two subvalues having maximal values $sv_d$ and $sv_d - 1$. Through the compression, we reduce the number of dimensions needed to encode the input from 60000 to 489. When considering a 32-dimensional embedding, we reduce the size of the embedding matrix from 7.8MB to approximately 0.06MB, which is a substantial space reduction.

We perform the compression over every column for which $v(c_i)$ is greater than a compression threshold $\theta$. Unlike previous learned multidimensional Bloom filters, which encode the structure of the column through embeddings, we also allow a one-hot encoding in cases where the column has been already compressed to a smaller dimension and embedding matrices are no longer necessary.

Evidently, the proposed input compression would affect not only the model size but also the model accuracy. More specifically, parameter $ns$, which determines the number of subcolumns a column needs to be split into, allows a tradeoff between the model size and model accuracy. By increasing $ns$, although the unique column values are decreased, the number of input columns is increased. Consequently, the learning of the model will be negatively affected since it would need to learn across multiple columns with increased interconnection. Thus, we carefully set both $ns$ and the compression threshold $\theta$ for achieving an acceptable tradeoff.
We introduced a memory efficient learned Bloom filter by compressing the input parameters of the model using a lossless column compression that splits the values of the input columns into a predefined number of subcolumns. Through experiments, we showed drastic memory consumption improvements while keeping comparable accuracy.
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