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Abstract
In this paper, we devise a distributional framework on actor-critic as a solution to distributional instability, action type restriction, and conflation between samples and statistics. We propose a new method that minimizes the Cramér distance with the multi-step Bellman target distribution generated from a novel Sample-Replacement algorithm denoted SR(λ), which learns the correct value distribution under multiple Bellman operations. Parameterizing a value distribution with Gaussian Mixture Model further improves the efficiency and the performance of the method, which we name GMAC. We empirically show that GMAC captures the correct representation of value distributions and improves the performance of a conventional actor-critic method with low computational cost, in both discrete and continuous action spaces using Arcade Learning Environment (ALE) and PyBullet environment.

1. Introduction
The ability to learn complex representations via neural networks has enjoyed success in various applications of reinforcement learning (RL), such as pixel-based video game-plays (Mnih et al., 2015), the game of Go (Silver et al., 2016), robotics (Levine et al., 2016), and high dimensional controls like humanoid robots (Lillicrap et al., 2016; Schulman et al., 2015). Starting from the seminal work of Deep Q-Network (DQN) (Mnih et al., 2015), the advance in value prediction network, in particular, has been one of the main driving forces for the breakthrough.

Among the milestones of the advances in value function approximation, distributional reinforcement learning (DRL) further develops the scalar value function to a distributional representation. The distributional perspective offers various benefits by providing more information on the characteristics and the behavior of the value. One such benefit is the preservation of multimodality in value distributions, which leads to more stable learning of the value function (Bellemare et al., 2017a).

Despite the development, several issues remain, hindering DRL from becoming a robust framework. First, a theoretical instability exists in the control setting of value-based DRL methods (Bellemare et al., 2017a). Second, previous DRL algorithms are limited to a single type of action space, either discrete (Bellemare et al., 2017a; Dabney et al., 2018b;a) or continuous (Barth-Maron et al., 2018; Singh et al., 2020). Third, a common choice of loss function for DRL is the Huber quantile regression loss, which is vulnerable to conflation between samples and statistics without an imputation.

Figure 1: Modality of value distribution during the learning process of Breakout-v4. (a) An arrow is added in the inset to indicate the ball’s direction of travel. The episode reaches a terminal state if the paddle misses the ball. (b) Learned probability density functions of the value distributions of IQN + Huber-quantile (left) vs. GMAC (Gaussian mixture model + energy distance) (right) for a same policy when trained on {0.2, 0.4, 1.2}M frames. As the policy improves, the probability of losing a turn (V = 0) should decrease while the probability of earning scores (V > 0) increases. Note that the modality transition from V = 0 is clearly captured by GMAC.
We present experimental results to demonstrate how GMAC can extend any actor-critic framework to the distributional perspective. However, many actor-critic methods are designed to use multi-step returns such as the $\lambda$-return (Watkins, 1989) for which the imputation strategy can be a computational burden. Therefore, we instead construct the multi-step returns from samples and parameters to avoid the necessity of imputation. We propose to parameterize the value distribution as a Gaussian mixture model (GMM), and minimize the Cramér distance between the distributions. When combining GMM with the energy distance, a specific case of the Cramér distance, we can derive an analytic solution and obtain unbiased sample gradients at a much lower computational cost compared to the method using the Huber quantile loss. We call our framework GMAC (Gaussian mixture actor-critic).

As proven in (Rowland et al., 2019), using an imputation strategy can help DRL methods to learn a more accurate representation of a distribution. While multi-step Bellman target was considered (Hessel et al., 2018), the sample-efficiency was directly addressed by combining multi-step off-policy algorithms like Retrace($\lambda$) (Gruslys et al., 2017).

We present experimental results to demonstrate how GMAC can successfully solve the three problems of DRL. Firstly, we illustrate that GMAC is a competitive actor-critic framework by showing that the framework outperforms its baseline algorithms in the Atari games (Bellemare et al., 2013). Secondly, the experiments on the continuous control tasks in PyBullet environments (Coumans & Bai, 2016–2020) show that the same framework can be used for both tasks with discrete and continuous action spaces. Lastly, we share the FLOP measurement results to show that the accurate representation of value distributions can be learned with less computational cost.

2. Related Works

Bellemare et al. (2017a) has shown that the distributional Bellman operator derived from the distributional Bellman equation is a contraction in a maximal form of the Wasserstein distance. Based on this point, Bellemare et al. (2017a) proposed a categorical distributional model, C51, which is later discussed to be minimizing the Cramér distance in the projected distributional space (Rowland et al., 2018; Bellemare et al., 2019; Qu et al., 2019). Dabney et al. (2018b) proposed quantile regression-based models, QR-DQN, which parameterizes the distribution with a uniform mixture of Diracs and uses sample-based Huber quantile loss (Huber, 1964). Dabney et al. (2018a) later expanded it further so that a full continuous quantile function can be learned through the implicit quantile network (IQN), Yang et al. (2019) then further improved the approximation of the distribution by adjusting the set of quantiles. Choi et al. (2019) suggested parameterizing the value distribution using Gaussian mixture and minimizing the Tsallis-Jenson divergence as the loss function on a value-based method. Outside of RL, Bellemare et al. (2017b) proposed to use Cramér distance in place of Wasserstein distance used in WGAN due to its unbiasedness in sample gradients (Arjovsky et al., 2017).

There have been many applications of the distributional perspective, which exploit the additional information from value distribution. Dearden et al. (1998) modeled parametric uncertainty and Morimura et al. (2010a;b) designed a risk-sensitive algorithm using a distributional perspective, which can be seen as the earliest concept of distributional RL. Mavrin et al. (2019) has also utilized the distributional representation of the value function by using information-directed-sampling for better exploration of the value-based method. While multi-step Bellman target was considered (Hessel et al., 2018), the sample-efficiency was directly addressed by combining multi-step off-policy algorithms like Retrace($\lambda$) (Gruslys et al., 2017).

Just as C51 has been expanded deep RL to distributional perspective, Barth-Maron et al. (2018) studied a distributional perspective on DDPG (Lillicrap et al., 2016), an actor-critic method, by parameterizing a distributional critic as categorical distribution and Gaussian mixture model. Singh et al. (2020) has further expanded the work by using an implicit quantile network for the critic. Several works (Duan et al., 2020; Kuznetsov et al., 2020; Ma et al., 2020) have proposed a distributional version of the soft-actor-critic (SAC) framework to address the error from over-estimating the value. These works mainly focused on combining a successful distributional method with a specific RL algorithm. To this end, this paper aims to suggest a more general method that can extend any actor-critic to the distributional perspective.

3. Distributional Reinforcement Learning

We consider a conventional RL setting, where an agent’s interaction with its environment is described by a Markov Decision Process (MDP) $(\mathcal{X}, \mathcal{A}, R, P, \gamma)$, where $\mathcal{X}$ and $\mathcal{A}$ are state and action spaces, $R(x, a)$ is the stochastic reward function for a pair of state $x$ and action $a$, $P(x' | x, a)$ is the transition probability of observing $x'$ given the pair $(x, a)$, and $\gamma \in (0, 1)$ is a time discount factor. A policy $\pi(\cdot | x)$ maps a state $x \in \mathcal{X}$ to a probability distribution over actions $a \in \mathcal{A}$.
The objective of RL is to maximize the expected return, $\mathbb{E}[G_t]$ where $G_t = \sum_{i=0}^{\infty} \gamma^i R(x_i, a_i)$ is the sum of discounted rewards from state $x_i$ given a policy $\pi$ at time $t$. Then for any state $x_t$, the value $V$ and state-action value $Q$ under the given policy $\pi$ can be defined as

$$V(x_t) = \mathbb{E}[G_t \mid X = x_t],$$  \hspace{1cm} (1)

$$Q(x_t, a_t) = \mathbb{E}[G_t \mid X = x_t, A = a_t].$$  \hspace{1cm} (2)

A recursive relationship in the value in terms of the reward and the transition probability is described by the Bellman equation (Bellman, 1957) given by

$$Q(x, a) = \mathbb{E}[R(x, a)] + \gamma \mathbb{E}_{x', a' \sim \pi, x' \sim p}[Q(x', a')],$$  \hspace{1cm} (3)

where the first expectation is calculated over a given state-action pair $(x, a)$ and the second expectation is taken over the next possible states $x' \sim P(\cdot \mid x, a)$ and actions $a' \sim \pi(\cdot \mid x)$.

DRL extends the Bellman equation to an analogous recursive equation, termed the distributional Bellman equation (Morimura et al., 2010a;b; Bellemare et al., 2017a), using a distribution of the possible sum of discounted rewards $Z(x, a)$:

$$Z^\pi(x, a) \overset{D}{=} R(x, a) + \gamma Z^\pi(X', A'),$$  \hspace{1cm} (4)

where $\overset{D}{=} \text{denotes having equal distributions and } Q(x, a) = \mathbb{E}[Z(x, a)$. Then $Z$ is learned through distributional Bellman operator $T^\pi$ defined as

$$T^\pi Z(x, a) \overset{D}{=} R(x, a) + \gamma P^\pi Z(x, a)$$  \hspace{1cm} (5)

where $P^\pi : Z \rightarrow Z$ is a state transition operator under policy $\pi$, $P^\pi Z(x, a) \overset{D}{=} Z(X', A')$, where $X' \sim P(\cdot \mid x, a)$ and $A' \sim \pi(\cdot \mid X')$. Analogously, the distributional Bellman optimality operator $T$ can be defined as

$$TZ(x, a) \overset{D}{=} R(x, a) + \gamma Z(X', \text{arg max}_a \mathbb{E}[Z(X', a')]).$$  \hspace{1cm} (6)

The distributional Bellman operator has been proven to be a $\gamma$-contraction in a maximal form of Wasserstein distance (Bellemare et al., 2017a), which has a practical definition given by

$$d_p(U, V) = \left( \int_0^1 (F_U^\omega - F_V^\omega)^p d\omega \right)^{1/p},$$  \hspace{1cm} (7)

where $U, V$ are random variables and $F_U, F_V$ are their cumulative distribution functions (cdf).

However, unlike the distributional Bellman operator, the distributional Bellman optimality operator is not a contraction in any metric (Bellemare et al., 2017a), causing an instability where the distance $d_p(TZ_1, TZ_2)$ between some random variables $Z_1, Z_2$ may not converge to a unique solution. This issue has been discussed in Bellemare et al. (2017a), with an example of oscillating value distribution caused by a specific tie-breaker design of the $\text{arg max}$ operator.

The instability can be removed simply by learning the value distribution under the evaluation setting of the Bellman operation described in (5). This, on the other hand, poses a new problem on the RHS of (5): the next state-action value distribution $Z(X', A')$ becomes a mixture distribution of all possible state-action value distributions, the computation of which can be infeasible for value-based methods in continuous action space. We avoid this issue by directly approximating the state value distribution $Z(X')$ instead of the state-action value distribution $Z(X', A')$. This lets us to use the general actor-critic policy gradient,

$$\nabla J(\theta) = \mathbb{E} \left[ A_t \nabla \ln(\pi_\theta(x_t, a_t)) \right],$$  \hspace{1cm} (8)

where the advantage $A_t$ may be estimated using the temporal-difference (TD) error between expectations of the value distributions, or using generalized advantage estimation (Schulman et al., 2016) in a similar manner. At this point, we are left with estimating multi-step distributional Bellman target while avoiding the data conflation problem (Rowland et al., 2019).

4. Algorithm

4.1. SR($\lambda$): Sample-Replacement for $\lambda$-return Distribution

Here we introduce SR($\lambda$), a novel method for estimating the multi-step distributional Bellman target, analogous to the TD($\lambda$) in the case of scalar value functions. The actor-critic method is a temporal-difference (TD) learning method in which the value function, the critic, is learned through the TD error by the difference between the TD target given by $n$-step return, $G_t^{(n)} = \sum_{i=1}^{n} \gamma^{i-1} r_{t+i} + \gamma^n V(x_{t+n})$, and the current value estimate $V(x_t)$. A special case of TD method, called TD($\lambda$) (Sutton, 1988), generates a weighted average of $n$-step returns for the TD target, also known as the $\lambda$-return,

$$G_t^{(\lambda)} = (1 - \lambda) \sum_{n=1}^{\infty} \lambda^{n-1} G_t^{(n)}, \quad \lambda \in [0, 1],$$  \hspace{1cm} (9)

to mitigate the variance and bias trade-off between Monte Carlo and the TD(0) return to enhance data efficiency.

An important piece of SR($\lambda$) is the use of a random variable $Z_t^{(\lambda)}$ that is the distributional analogue of the $\lambda$-return, which we propose in the following. First let us define a random variable $\tilde{G}$ whose sample space is the set of all $n$-step
returns, \{G_t^{(1)}, \ldots, G_t^{(\infty)}\} with the probability distribution given by
\[
\Pr[\tilde{G} = G_t^{(n)}] = (1 - \lambda)\lambda^{n-1}.
\]
(10)

Then, (9) is same as the expectation of the random variable \(\tilde{G}\). Similar to \(G_t^{(n)}\), we define \(n\)-step approximation of the value distribution as
\[
Z_t^{(n)} := \sum_{i=0}^{n-1} \gamma^i R(x_{t+i}, a_{t+i}) + \gamma^n Z(x_{t+n}),
\]
(11)
where \(\mathbb{E}[Z_t^{(n)}] = G_t^{(n)}\). Then we can imagine a random variable \(\tilde{Z}\) whose sample space is a set of all \(n\)-step approximations, \{\(Z_t^{(1)}, \ldots, Z_t^{(\infty)}\)\}, which are random variables as well. However, unlike \(\tilde{G}\) whose expectation is a scalar value, i.e. the weighted mean of its supports, the expectation of \(\tilde{Z}\) is a random variable that has a distribution equal to the mixture of distributions of \(Z_t^{(n)}\). To avoid the ambiguity of “an expectation of a random variable of random variables”, we define the distributional analogue of (10) in terms of cdfs:
\[
\Pr[\tilde{F} = Z_t^{(n)}] = (1 - \lambda)\lambda^{n-1}.
\]
(12)

\(F_{Z_t^{(n)}}\) denotes the cdf of the \(n\)-step return \(Z_t^{(n)}\), and \(\tilde{F}\) is a random variable over the set of \(F_{Z_t^{(n)}} \in \{F_{Z_t^{(0)}}, \ldots, F_{Z_t^{(\infty)}}\}\). Then using (12), we can successfully define the expectation of \(\tilde{F}\) as a linear combination of \(F_{Z_t^{(n)}}\)
\[
\mathbb{E}[\tilde{F}] = (1 - \lambda) \sum_{n=1}^{\infty} \lambda^{n-1} F_{Z_t^{(n)}}.
\]
(13)

Let us define a random variable \(Z_t^{(\lambda)}\) that has \(\mathbb{E}[\tilde{F}]\) as its cdf, i.e. the probability distribution of \(Z_t^{(\lambda)}\) is a mixture distribution of the probability distributions of \(Z_t^{(n)}\)’s. Then the expectation of \(Z_t^{(\lambda)}\) and the expectation of \(Z_t^{(n)}\) have an analogous relationship to (9) (see Appendix B), meaning that the expectation of \(Z_t^{(\lambda)}\) is equal to the \(\lambda\)-return.

Note that, in practice, collecting infinite horizon trajectory is infeasible and thus the truncated sum is often used (Cichosz, 1995; van Seijen et al., 2011):
\[
F_{Z_t^{(\lambda)}} = (1 - \lambda) \sum_{n=1}^{N} \lambda^{n-1} F_{Z_t^{(n)}} + \lambda^N F_{Z_t^{(\infty)}}.
\]
(14)

Given a trajectory of length \(N\), naively speaking, finding \(Z_t^{(\lambda)}\) for each time step requires finding \(N\) different \(Z_t^{(n)}\).

As a result, we need to find total of \(O(N^2)\) different distributions to find \(Z_t^{(\lambda)}\) for all states in the given trajectory. But the number of distributions to find reduces to \(O(N)\) when we create approximations of \(Z_t^{(n)}\) beforehand and reuse them for calculating \(Z_t^{(\lambda)}\) for each time step.

One choice among such approximations is to use a mixture of diracs from the sample values, as described in (Dabney et al., 2018b):
\[
Z_t^{(n)} \approx Z_\theta(x_t) := \frac{1}{m} \sum_{i=1}^{m} \delta_{\theta_i(x_t)},
\]
(15)
where \(\theta : \mathcal{X} \rightarrow \mathbb{R}^m\) is some parametric model. In this case, we can approximate the distribution of \(Z_t^{(\lambda)}\) by aggregating the samples from each \(Z_\theta(x_t)\) with probability \(\lambda^{n-1}\). Since the total set of samples remains unchanged during the calculation, we can create the \(N\) different \(Z_t^{(\lambda)}\) in a single sweep by replacing a portion of samples for each time step, which leads to the name of our method Sample-Replacement, or SR(\(\lambda\)).

Figure 2 describes SR(\(\lambda\)) schematically. The approximated distribution of the \(\lambda\)-returns, \(Z_t^{(\lambda)}\), for the last state in a trajectory is simply given by the samples of the last value distribution \(Z_\theta(x_t)\). Then traversing the trajectory in a reversed time order, we replace each of the samples with a

Figure 2: A visual representation of the SR(\(\lambda\)) algorithm for generating \(N\) distributional Bellman targets from given a trajectory of length \(N\). Set of dirac samples (\(m = 4\)) are represented by the colored shapes. Shapes of same colors denote that they are transformed from the same \(Z(x_t)\) and different shapes denote numbers of Bellman operation applied to a specific sample. Each row of samples in the rightmost figure represent the samples the \(\lambda\)-return Bellman target \(Z_t^{(\lambda)}\) for each time step.
When we further propose to apply SR(\(\lambda\)) to the parameters of GMM instead of dirac samples in the following sections. There exists a closed-form solution for minimizing the Cramér distance between Gaussian mixtures, which enables us to create unbiased gradients at a lower computational cost compared to when using samples or statistics. In the case of statistics, Rowland et al. (2019) has shown that one should use an imputation strategy on the statistics to acquire samples of the distribution, which may add significant computational overhead.

### 4.2. Cramér Distance

Let \(P\) and \(Q\) be probability distributions over \(\mathbb{R}\). If we define the cdf of \(P\), \(Q\) as \(F_P, F_Q\) respectively, the \(l_p\) family of divergence between \(P\) and \(Q\) is

\[
l_p(P, Q) := \left( \int_{-\infty}^{\infty} |F_P(x) - F_Q(x)|^p \, dx \right)^{1/p}.
\]

When \(p = 2\), it is termed the Cramér distance. The distributional Bellman operator in the evaluation setting is a \(|\gamma|^{1/p}\)-contraction mapping in the Cramér metric space (Rowland et al., 2019; Qu et al., 2019), whose worked out proof can also be found in Appendix C.

A notable characteristic of the Cramér distance is the unbiasedness of the sample gradient,

\[
\mathbb{E}_{X \sim Q} \nabla_{\theta} l_2^2(\hat{P}_m, Q_\theta) = \nabla_{\theta} l_2^2(P, Q_\theta)
\]

where \(\hat{P}_m := \frac{1}{m} \sum_{i=1}^m \delta_{X_i}\) is the empirical distribution, and \(Q_\theta\) is a parametric approximation of a distribution. The unbiased sample gradient makes it suitable to use Cramér distance with stochastic gradient descent method and empirical distributions for updating the value distribution.

Székely (2002) showed that, in the univariate case, the squared Cramér distance is equivalent to one half of energy distance \((l_2^2(P, Q) = \frac{1}{2} E(P, Q))\) defined as

\[
E(P, Q) := E(U, V) = 2 \mathbb{E} \|U - V\|_2 - \mathbb{E} \|U - U'\|_2 - \mathbb{E} \|V - V'\|_2,
\]

where \(U, U'\) and \(V, V'\) are random variables that follow \(P, Q\), respectively. Then, energy distance can be approximated using the random samples of \(U\) and \(V\).

### 4.3. Energy Distance between Gaussian Mixture Models

We take a step further to enhance the approximation accuracy and computational efficiency by considering the parameterized model of the value distribution as a GMM (Choi et al., 2019; Barth-Maron et al., 2018). Following the same assumption used for (15), the approximation using GMM is given using parametric models \(\mu, \sigma, w : \mathcal{X} \to \mathbb{R}^K\)

\[
Z_\theta(x_t) \sim \sum_{i=1}^K w_i(x_t) N(z|\mu_i(x_t), \sigma_i(x_t)^2),
\]

where \(\sum_{i=1}^K w_i(x_t) = 1\).

If random variables \(U, V\) follow the distributions \(P, Q\) parameterized as GMMs, the energy distance has the following closed-form

\[
E(U, V) = 2\delta(U, V) - \delta(U, U') - \delta(V, V'),
\]

where

\[
\delta(U, V) = \sum_{i,j} w_{ui} w_{vj} \mathbb{E} \|Z_{ij}\|, \quad Z_{ij} \sim N(z|\mu_{ui} - \mu_{vj}, \sigma_{ui}^2 + \sigma_{vj}^2).
\]

Here, \(\mu_{xi}\) refers to the \(i^{th}\) component for random variable \(X\) and same applies for \(\sigma\) and \(w\) for both \(U\) and \(V\). The closed-form solution of the energy distance defined in (20) has a computational advantage over sample-based approximations like the Huber quantile loss. When using the GMM, the
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Figure 3: (a) An environment with five states and stochastic rewards with expected value of zero. (b) The probability density functions (above) and the energy distance between the ground truth and the estimated distributions (below) for tabular methods with Huber-quantile, Huber-quantile with imputation, energy distance, and GMM with energy distance.

analytic approximation of (15) can be derived as

\[ Z_1^{(\lambda)} \sim \sum_{n=1}^{\infty} (1 - \lambda)^{n-1} \sum_{k=1}^{K} w_{nk} N(z|\mu_{nk}, \sigma_{nk}^2) \]

\[ \approx \frac{1}{m} \sum_{i=1}^{m} N(z|\mu_{nk}, \sigma_{nk}^2), \quad (21) \]

\[ n \sim \text{Geo}(1 - \lambda) \]

\[ k \mid n \sim \text{Categorical}(w_{n1}, \ldots, w_{nk}) \]

where \( \mu_{nk} \) refers to \( k^{th} \) component of \( \mu_X^{(n)} \) for simplicity of notation. This is equivalent to having a mixture of \( m \) Gaussians, thus we can simply perform sample replacement on the parameters \((\mu, \sigma^2)\), instead of realizations of the random variables as in (15). Then, the distance function described in (20) can easily be applied.

When bringing all the components together, we have a distributional actor-critic framework with SR(\( \lambda \)) that minimizes the energy distance between Gaussian mixture value distributions. Comprehensively, we call this method GMAC. A brief sketch of the algorithm is shown in Appendix E.

5. Experiments

In this section, we present experimental results for three different distributional versions of Proximal Policy Optimization (PPO) with SR(\( \lambda \)): IQAC (IQN + Huber quantile), IQAC-E (IQN + energy distance), and GMAC (GMM + energy distance), in the order of the progression of our suggested approach. The performance of the scalar version of PPO with value clipping (Schulman et al., 2016) is used as the baseline for comparison. Details about the loss function of each method can be found in Appendix D. For a fair comparison, we keep all common hyperparameters consistent across the algorithms except for the value heads and their respective hyperparameters (see Appendix F).

The results demonstrate three contributions of our proposed DRL framework: 1) the ability to correctly capture the multimodality of value distributions, 2) generalization to both discrete and continuous action spaces, and 3) significantly reduced computational cost.

Representing Multimodality As discussed throughout Section 4, we expect minimizing the Cramér distance to produce a correct depiction of a distribution without using an imputation strategy. First, we demonstrate this with a simple value regression problem for an MDP of five sequential states, as shown in Figure 3 (a). The reward function \( r_1 \) of last two state \( S_1 \) is stochastic, with \( r_1 \) from a uniform discrete distribution and \( r_5 \) from a normal distribution. Then the value distribution of \( S_1 \) should be bimodal with expectation of zero (Figure 3 (b)). In this example, minimizing the Huber-quantile loss (labeled as HQ-naive) of dirac mixture underestimates the variance of \( S_1 \) due to conflation and does not capture the locations of the modes. By applying an imputation strategy as suggested in Rowland et al. (2019), a slight improvement on the underestimation of variance can be seen. On the other hand, both dirac mixture and GMM, labeled as Energy and GM respectively in the figure, show that minimizing the energy distance converges to correct mode locations. For a fair comparison, GMM uses one-third of the parameters used in the dirac mixtures as its number of mixtures. More details about the experimental setup and further results can be found in Appendix G. The comparison is extended to complex tasks such as the Atari games, of which an example result is shown in Figure 1, and additional visualizations of the value distribution during the learning process from different games can be found in Appendix G.

Discrete and Continuous Action Spaces The human normalized score for 57 Atari games in ALE (Bellemare et al., 2013) is presented in Figure 4. The results show that GMAC outperforms its scalar baseline PPO and other known distributional methods IQN and QR-DQN in mean scores. On the other hand, in the median scores, GMAC places between IQN and QR-DQN. The results tell us that GMAC significantly outperforms the value-based distributional methods in some of the Atari games while its overall performance is competitive. Another clear distinction is that there is a significant decrease in performance when implicit quantile network is used with Huber-quantile loss for the critic with same architecture with same hyperparameters. In contrast, using energy distance as the loss function ensures non-degenerative performance. The learning curves for each of 61 Atari games, including ones that did not have human scores, can be found in Appendix G.

The same exact algorithm is taken to continuous control task
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(a) ALE mean human-normlized score
(b) ALE median human-normlized score
(c) Hopper
(d) HalfCheetah
(e) Humanoid

Figure 4: Learning curves for Atari games from ALE and 3 continuous control tasks from PyBullet during training. The scores for IQN and QR-DQN are taken from Dabney et al. (2018a). For Atari, GMAC was run for 3 seeds, PPO and other baselines were run for 2 seeds. Results of selected Atari games run for 5 seeds can be found in Appendix G. For PyBullet, all algorithms were run for 5 seeds.

of PyBullet environments (Coumans & Bai, 2016–2020), with the changes only made in the hyperparameters and policy parameters, from softmax logits to mean and variance of normal distribution. Without any continuous-control specific modifications made, our methods produce competitive performance compared to the scalar version PPO with slight improvements in the hard tasks such as HumanoidBulletEnv-v0. More results can be found in Appendix G.

Computational Cost Table 1 shows the number of parameters and the number of floating-point operations (FLOPs) required for a single inference and update step of each agent. We emphasize three points here. Firstly, the implicit quantile network requires more parameters due to the intermediate embeddings of random quantiles. Secondly, the difference between the FLOPs for a single update in IQAC and IQAC-E indicates that the proposed energy distance requires less computation than the Huber quantile regression. Lastly, the results for GMAC show that using GMM can greatly reduce the cost even to match the numbers of PPO while having improved performance.

Using Distributions By capturing the correct modes of a value distribution, an additional degree of freedom on top of the expected value can be accurately obtained, from which richer information can be derived to distinguish states by their value distributions. In particular, the extra information may be utilized as an intrinsic motivation in sparse-reward exploration tasks. To demonstrate the plausibility of such application, we compare using Cramér distance between value distributions as intrinsic reward to using TD error between scalar value estimates in a sparse reward environment of Montezuma’s Revenge in Figure 5, which shows a clear improvement in performance.

6. Conclusion
In this paper, we have developed the distributional perspective of the actor-critic framework which integrates the SR(λ) method, Cramér distance, and Gaussian mixture models for improved performance in both discrete and continuous action spaces at a lower computational cost. Furthermore,
we show that our proposed method can capture the correct modality in the value distribution, while the extension of the conventional method with the stochastic policy fails to do so.

Capturing the correct modality of value distributions can improve the performance of various policy-based RL applications that exploit statistics from the value distribution. Such applications may include training risk-sensitive policies and learning control tasks with sparse rewards that require heavy exploration, where transient information from the value distribution can give benefit to the learning process. We leave further development of these ideas as future works.
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Appendices

A. Discussion on the choice of Proximal Policy Optimization as a baseline

A general learning process of RL can be described using policy iteration, which consists of two iterative phases: policy evaluation and policy improvement (Sutton & Barto, 1998). In policy iteration, the value function is assumed to be exact, meaning that given policy, the value function is learned until convergence for the entire state space, which results in a strong bound on the rate of convergence to the optimal value and policy (Puterman, 1994).

But the exact value method is often infeasible from resource limitation since it requires multiple sweeps over the entire state space. Therefore, in practice, the value function is approximated, i.e. it is not trained until convergence nor across the entire state space on each iteration. The approximate version of the exact value function method, also known as asynchronous value iteration, still converges to the unique optimal solution of the Bellman optimality operator. However, the Bellman optimality only describes the limit convergence, and thus the best we can practically consider is to measure the improvement on each update step.

Bertsekas & Tsitsiklis (1996) have shown that, when we approximate the value function $V_\pi$ of some policy $\pi$ with $\tilde{V}$, the lower bound of a greedy policy $\pi'$ is given by

$$V_{\pi'}(x) \geq V_\pi(x) - \frac{2\gamma \varepsilon}{1-\gamma},$$

where $\varepsilon = \max_x |\tilde{V}(x) - V_\pi(x)|$ is the $L_\infty$ error of value approximation $\tilde{V}$. This means a greedy policy from an approximate value function guarantees that its exact value function will not degrade more than $\frac{2\gamma \varepsilon}{1-\gamma}$. However, there is no guarantee on the improvement, i.e. $V_{\pi'}(x) > V_\pi(x)$ (Kakade & Langford, 2002).

As a solution to this issue, Kakade & Langford (2002) have proposed a policy updating scheme named conservative policy iteration,

$$\pi_{new}(a|x) = (1-\alpha)\pi_{old}(a|x) + \alpha \pi'(a|x),$$

which has an explicit lower bound on the improvement

$$\eta(\pi_{new}) \geq L_{\pi_{old}}(\pi_{new}) - \frac{2\gamma \varepsilon}{(1-\gamma)^2} \alpha^2,$$

where $\varepsilon = \max_x |E_{\pi'}[A_{\pi'}(x, a)]|$, $A_{\pi'}(x, a) = Q(x, a) - V(x)$ is the advantage function, $\eta(\pi)$ denotes the expected sum of reward under the policy $\pi$, $\eta(\pi) = E \left[ \sum_{t=0}^{\infty} \gamma^t R(x_t, a_t) \right]$, and $L_{\pi_{old}}$ is the local approximation of $\eta$ with the state visitation frequency under the old policy.

From the definition of distributional Bellman optimality operator in (6), one can see that the lower bound in (24) also holds when $\pi'$ is greedy with respect to the expectation of the value distribution, i.e., $E_{x' \sim P}[Z(x', a')]$. Thus the improvement of the distributional Bellman update is guaranteed in expectation under conservative policy iteration, and the value functions are guaranteed to converge in distribution to a fixed point by $\gamma$-contraction.

Schulman et al. (2015) takes this further, suggesting an algorithm called trust region policy optimization (TRPO), which extends conservative policy iteration to a general stochastic policy by replacing $\alpha$ with Kullback-Leibler (KL) divergence between two policies,

$$D_{KL}^{max}(\pi, \tilde{\pi}) = \max_{\tilde{\pi}} D_{KL}(\pi(\cdot|x)\|\tilde{\pi}(\cdot|x)).$$

Then, the newly formed objective is to maximize the following, which is a form of constraint optimization with penalty:

$$\hat{E}_t \left[ \frac{\pi(a_t|x_t)}{\tilde{\pi}(a_t|x_t)} \tilde{A}_t - \beta D_{KL}(\pi(\cdot|x_t), \tilde{\pi}(\cdot|x_t)) \right] = \hat{E}_t \left[ r_t(\pi) \tilde{A}_t - \beta D_{KL}(\pi(\cdot|x_t), \tilde{\pi}(\cdot|x_t)) \right].$$

(27)
where \( r(\pi) \) refers to the ratio \( r(\pi) = \frac{\pi(a_t|x_t)}{\bar{\pi}(a_t|x_t)} \). However, in practice, choosing a fixed penalty coefficient \( \beta \) is difficult and thus Schulman et al. (2015) uses hard constraint instead of the penalty.

\[
\max_{\theta} \mathbb{E}_t \left[ r_t(\pi) \tilde{A}_t \right] \quad (28)
\]
\[
s.t. \quad D_{KL}(\pi(\cdot|x_t), \tilde{\pi}(\cdot|x_t)) \leq \delta \quad (29)
\]

Schulman et al. (2017) simplifies the loss function even further in proximal policy optimization (PPO) by replacing KL divergence with ratio clipping between the old and the new policy with the following:

\[
L^{CLIP} = \mathbb{E}_t \left[ \min \left( r_t(\pi) \tilde{A}_t, \text{clip}(r_t(\pi), 1 - \varepsilon, 1 + \varepsilon) \tilde{A}_t \right) \right]. \quad (30)
\]

Thus, by using PPO as the baseline, we aim to optimize the value function via unique point convergence of distributional Bellman operator for a policy being approximately updated under the principle of conservative policy.

**B. Expectation value of \( Z^{(\lambda)}_t \)**

Continuing from (13), let us define a random variable that has a cumulative distribution function of \( \mathbb{E}[\hat{F}_Z] \) as \( Z^{(\lambda)}_t \). Then, its cumulative distribution function is given by

\[
F_{Z^{(\lambda)}_t} = (1 - \lambda) \sum_{n=1}^{\infty} \lambda^{n-1} F_{Z^{(n)}_t}.
\]

If we assume that the support of \( Z^{(\lambda)}_t \) is defined in the extended real line \([-\infty, \infty]\),

\[
\mathbb{E}[Z^{(\lambda)}_t] = \int_{-\infty}^{\infty} \left( 1 - F_{Z^{(\lambda)}_t} \right) dz - \int_{-\infty}^{0} F_{Z^{(\lambda)}_t} dz
\]

\[
= \int_{0}^{\infty} \left( 1 - (1 - \lambda) \sum_{n=1}^{\infty} \lambda^{n-1} F_{Z^{(n)}_t} \right) dz - \int_{-\infty}^{0} (1 - \lambda) \sum_{n=1}^{\infty} \lambda^{n-1} F_{Z^{(n)}_t} dz
\]

\[
= (1 - \lambda) \sum_{n=1}^{\infty} \lambda^{n-1} \left[ \int_{0}^{\infty} \left( 1 - F_{Z^{(n)}_t} \right) dz - \int_{-\infty}^{0} F_{Z^{(n)}_t} dz \right]
\]

\[
= (1 - \lambda) \sum_{n=1}^{\infty} \lambda^{n-1} G^{(n)}_t = G^{(\lambda)}_t.
\]

Thus we can arrive at the desired expression of \( \mathbb{E}[Z^{(\lambda)}_t] = G^{(\lambda)}_t \).

**C. Distributional Bellman operator as a contraction in Cramér metric space**

The Cramér distance possesses the following characteristics (detailed derivation of each can be found in (Bellemare et al., 2017b)):

\[
l_p(A + X, A + Y) \leq l_p(X, Y), \quad l_p(cX, cY) \leq |c|^{1/p} l_p(X, Y).
\]

Using the above characteristics, the Bellman operator in \( l_p \) divergence is

\[
l_p (\mathcal{T}^\gamma Z_1(x, a), \mathcal{T}^\gamma Z_2(x, a)) = l_p (R(x, a) + \gamma P^\gamma Z_1(x, a), R(x, a) + \gamma P^\gamma Z_2(x, a))
\]

\[
\leq |\gamma|^{1/p} l_p (P^\gamma Z_1(x, a), P^\gamma Z_2(x, a))
\]

\[
\leq |\gamma|^{1/p} \sup_{x', a'} l_p (Z_1(x', a'), Z_2(x', a')).
\]

\[
(37)
\]
Substituting the result into the definition of the maximal form of the Cramér distance yields
\[
\tilde{l}_p(T^n Z_1, T^n Z_2) = \sup_{x,a} l_p(T^n Z_1(x, a), T^n Z_2(x, a)) \\
\leq |\gamma|^{1/p} \sup_{x',a'} l_p(Z_1(x', a'), Z_2(x', a')) \\
= |\gamma|^{1/p} \tilde{l}_p(Z_1, Z_2).
\] (38)

Thus the distributional Bellman operator is a $|\gamma|^{1/p}$-contraction mapping in the Cramér metric space, which was also proven in Rowland et al. (2019).

Similar characteristics as in (36) can be derived for the energy distance
\[
\mathcal{E}(A + X, A + Y) \leq \mathcal{E}(X, Y), \\
\mathcal{E}(cX, cY) = c \mathcal{E}(X, Y),
\] (39)
showing that the distributional Bellman operator is a $\gamma$-contraction in energy distance
\[
\mathcal{E}(T^n Z_1, T^n Z_2) \leq \gamma \mathcal{E}(Z_1, Z_2).
\] (40)

D. Loss Functions

As in other policy gradient methods, our value distribution approximator models the distribution of the value, $V(x_t)$, not the state-action value $Q(x_t, a_t)$, and denote it as $Z_0(x_t)$ parametrized with $\theta$, whose cumulative distribution function is defined as
\[
F_{Z_0(x_t)} = \sum_{a \in \mathcal{A}} \pi(a, x_t) F_{Z(x_t, a)}.
\] (41)

Below, we provide the complete loss function of value distribution approximation for each of the cases used in experiments (Section 5).

D.1. Implicit Quantile + Huber quantile (IQAC)

For the value loss of IQAC, we follow the general flow of Huber quantile loss described in Dabney et al. (2018b). For two random samples $\tau, \tau' \sim U([0, 1])$,
\[
\delta_t^{\tau, \tau'} = Z_t^{(\lambda)}(x_t; a, \tau) - Z_0(x_t; \tau)
\] (42)
where $Z_t^{(\lambda)}$ is generated via SR($\lambda$) and $Z(x; \tau) = F_Z^{-1}(\tau)$ is realization of $Z(X)$ given $X = x$ and $\tau$. Then, the full loss function of value distribution is given by
\[
L_{Z_0} = \frac{1}{N'} \sum_{i=1}^{N} \sum_{j=1}^{N'} \rho_{\kappa}(\delta_{ij})
\] (43)

where $N$ and $N'$ are number of samples of $\tau, \tau'$, respectively, and $\rho$ is the Huber quantile loss
\[
\rho_{\kappa}(\delta_{ij}) = |\tau - \mathbb{I}_{\{\delta_{ij} < 0\}} \frac{L_\kappa(\delta_{ij})}{\kappa}, \text{ with}
\]
\[
L_\kappa(\delta_{ij}) = \begin{cases} 
\frac{1}{2} \delta_{ij}^2, & \text{if } |\delta_{ij}| \leq \kappa \\
\kappa(|\delta_{ij}| - \frac{1}{2} \kappa), & \text{otherwise.}
\end{cases}
\] (44)

D.2. Implicit Quantile + Energy Distance (IQAC-E)

Here, we replace the Huber quantile loss in (43) with sample-based approximation of energy distance defined in (20).
\[
L_{Z_0} = \frac{2}{NN'} \sum_{i=1}^{N} \sum_{j=1}^{N'} |\delta_t^{\tau, \tau'}| - \frac{1}{N^2} \sum_{i=1}^{N} \sum_{v=1}^{N} |\delta_t^{\tau, \tau'}| - \frac{1}{N'^2} \sum_{j=1}^{N'} \sum_{j'=1}^{N'} |\delta_t^{\tau, \tau'}|
\] (46)
D.3. Gaussian Mixture + Energy Distance (GMAC)

Unlike the two previous losses, which use samples at $\tau$ generated by the implicit quantile network $Z_\theta(x_t; \tau)$, here we discuss a case in which the distribution is $k$-component Gaussian mixture parameterized with $(\mu_k, \sigma_k^2, w_k)$.

Using the expectation of a folded normal distribution, we define $\delta$ between two Gaussian distributions as

$$
\delta(\mu_i, \sigma_i^2, \mu_j, \sigma_j^2) = \sqrt{\frac{2}{\pi}} \sqrt{\sigma_i^2 + \sigma_j^2} \exp\left(-\frac{(\mu_i - \mu_j)^2}{2(\sigma_i^2 + \sigma_j^2)}\right) + (\mu_i - \mu_j) \left[1 - 2\Phi\left(\frac{(\mu_i - \mu_j)}{\sqrt{2}}\right)\right].
$$

(47)

Let $Z_\theta(x)$ and $Z_\lambda(x)$ be Gaussian mixtures parameterized with $(\mu_{\theta_i}, \sigma_{\theta_i}^2, w_{\theta_i}), (\mu_{\lambda_j}, \sigma_{\lambda_j}^2, w_{\lambda_j})$, respectively. Then, the loss function for the value head is given by

$$
L_{Z_\theta} = \frac{2}{NN'} \sum_{i=1}^{N} \sum_{j=1}^{N'} w_{\theta_i} w_{\lambda_j} \delta(\mu_{\theta_i}, \sigma_{\theta_i}^2, \mu_{\lambda_j}, \sigma_{\lambda_j}^2) \\
- \frac{1}{N^2} \sum_{i=1}^{N} \sum_{i'=1}^{N} w_{\theta_i} w_{\theta_{i'}} \delta(\mu_{\theta_i}, \sigma_{\theta_i}^2, \mu_{\theta_{i'}}, \sigma_{\theta_{i'}}^2) \\
- \frac{1}{N'^2} \sum_{j=1}^{N'} \sum_{j'=1}^{N'} w_{\lambda_j} w_{\lambda_{j'}} \delta(\mu_{\lambda_j}, \sigma_{\lambda_j}^2, \mu_{\lambda_{j'}}, \sigma_{\lambda_{j'}}^2).
$$

(48)
E. Pseudocode of GMAC

Algorithm 2 Pseudocode of GMAC

Input: Initial policy parameters $\theta_0$, initial value function parameters $\phi_0$, length of trajectory $N$, number of environments $E$, clipping factor $\epsilon$, discount factor $\gamma$, weight parameter $\lambda$

repeat
  for $e = 1$ to $E$ do
    Collect samples of discounted sum of rewards $\{Z_1, \ldots, Z_N\}$ by running policy $\pi_k = \pi(\theta_k)$ in the environment
    Compute the parameters $(\mu_i, \sigma_i, w_i)$ for each of the $\lambda$-returns $\{Z_{i}^{(\lambda)}, \ldots, Z_{N-1}^{(\lambda)}\}$ by SR($\lambda$) (Algorithm 1)
    Compute advantage estimates $\hat{A}_t$ using GAE (Schulman et al., 2016), based on the current value function $V_{\phi_k}$
  end for
Gather the data from $E$ environments
Update policy using the clipped surrogate loss:
\[
\theta_{k+1} = \arg \max_{\theta} \mathbb{E} \left[ \min \left( \frac{\pi_\theta(a_t|s_t)}{\pi_{\theta_k}(a_t|s_t)} \hat{A}_t, g(\epsilon, \hat{A}_t) \right) \right]
\]
via stochastic gradient ascent.
Update value function using the energy distance between Gaussian mixtures (Equation 20):
\[
\phi_{k+1} = \arg \min_{\phi} \mathbb{E} \left[ \mathcal{E} \left( V_\phi(s_t), Z_t^{(\lambda)} \right) \right]
\]
via stochastic gradient descent.
until Final update step

The clipping function $g(\epsilon, A)$ shown in the algorithm is defined as follows:
\[
g(\epsilon, A) = \begin{cases} 
(1 + \epsilon)A & \text{if } A \geq 0 \\
(1 - \epsilon)A & \text{if } A < 0 
\end{cases}
\]

Note that expectation of each loss is taken over the collection of trajectories and environments.
F. Implementation Details

For producing a categorical distribution, a softmax layer was added to the output of the network. For producing a Gaussian mixture distribution, the mean of each Gaussian is simply the output of the network, the variance is kept positive by running the output through a softplus layer, and the weights of each Gaussian is produced through the softmax layer. Since

| Layer Type | Specifications | Filter size, stride |
|------------|----------------|---------------------|
| Input      | 84 x 84 x 4    |                     |
| Conv1      | 20 x 20 x 32   | 8 x 8 x 32, 4       |
| Conv2      | 9 x 9 x 64     | 4 x 4 x 64, 2       |
| Conv3      | 7 x 7 x 32     | 3 x 3 x 32, 1       |
| FC1        | 512            |                     |

| Heads      | Policy         | Value               |
|------------|----------------|---------------------|
| (FC)       | action dim     | # of modes (= 5)    |

our proposed method takes an architecture which only changes the value head of the original PPO network, we base our hyperparameter settings from the original paper (Schulman et al., 2017). We performed a hyperparameter search on a subset of variables: optimizers=$\{\text{Adam, RMSprop}\}$, learning rate=$\{2.5e-4, 1.0e-4\}$, number of epochs=$\{4, 10\}$, batch size=$\{256, 512\}$, and number of environments=$\{16, 32, 64, 128\}$ over 3 atari tasks of Breakout, Gravitar, and Seaquest, for which there was no degrade in the performance of PPO.

| Task Parameter | PPO | Atari | PyBullet | Atari | IQAC-E | GMAC | PPO | IQ | IQAC-E | GMAC |
|----------------|-----|-------|----------|-------|--------|------|-----|----|--------|------|
| Learning rate  | 2.5e-4 | 1e-4  |          |       |        |      |     |    |        |      |
| Optimizer      | Adam | Adam  |          |       |        |      |     |    |        |      |
| Total frames   | 2e8  | 5e7   |          |       |        |      |     |    |        |      |
| Rollout steps  | 128  | 512   |          |       |        |      |     |    |        |      |
| Skip frame     | 4    | 1     |          |       |        |      |     |    |        |      |
| Environments   | 64   | 64    |          |       |        |      |     |    |        |      |
| Minibatch size | 512  | 2048  |          |       |        |      |     |    |        |      |
| Epoch          | 4    | 10    |          |       |        |      |     |    |        |      |
| $\gamma$       | 0.99 | 0.99  |          |       |        |      |     |    |        |      |
| $\lambda$      | 0.95 | 0.95  |          |       |        |      |     |    |        |      |
| Dirac samples  | -    | 64    | -        | -     | 64     | -    |     |    |        |      |
| Mixtures       | -    | -     | 5        | -     | -      | 5    |     |    |        |      |
G. More Experimental Results

Figure 6: In addition to Figure 3, quantile and expectile regressions are also evaluated in the 5-state MDP against IQE and GMM with their respective loss functions.

Figure 7: Evaluation of the five-state MDP under tabular setting on a asymmetric reward distribution. Huber quantile ($\kappa = 1$), quantile, and expectile regressions are compared to the energy distance minimization between samples and Gaussian mixtures.

Here we provide more details on the five-state MDP presented in Figure 3. For each cases in the figure, 15 diracs are used for quantile based methods and 5 mixtures are used for GMM to balance the total number of parameters required to represent a distribution. For the cases with the label "naive", the network outputs (quantiles, expectiles, etc.) are used to create the plot. On the other hand, the cases with "imputation” labels apply appropriate imputation strategy to the statistics to produce samples which are then used to plot the distribution. Sample based energy-distance was used to calculate the distance from the true distribution for all cases.
Figure 8: More value distributions of different tasks. All states are chosen such that the agent is in place of near-death or near positive score. Thus, when the policy is not fully trained, such as in a very early stage, the value distribution should include a notion of death indicated by a mode positioned at zero. In all games, IQN + Huber quantile (IQAC) fails to correctly capture a mode positioned at zero while the other two methods, IQN + energy distance (IQAC-E) and GMM + energy distance (GMAC) captures the mode in the early stage of policy improvement. Again, the visual representation is maxpool of the 4 frame stacks in the given state.
Figure 9: Raw learning curves over 5 random seeds for 8 selected Atari games. The y-axis is raw score and x-axis is in frames. The tasks are selected considering the stochasticity in games, score gap between the previous scalar and distributional method (DQN (Mnih et al., 2015) vs. IQN (Dabney et al., 2018a)), and complexity of the game in terms of exploration.
Figure 10: Raw learning curves over 5 random seeds for 5 selected PyBullet continuous control tasks. The y-axis is in raw score and x-axis is in environment steps.
Figure 11: Full learning curves of 61 atari games from ALE
Table 4: Average score over last 100 episodes in 200M frame collected for training 61 atari games. The algorithms are trained using same single seed and hyperparameters. Random and Human scores are taken from Wang et al.

| GAMES           | RANDOM | HUMAN | PPO  | IQAC | IQAC-E | GMAC       |
|-----------------|--------|-------|------|------|--------|------------|
| ChopperCommand  | 811.00 | 7,387.90 | 14,031.30 | 5,913.84 | 4,334.70 | 12,205.03 |
| CrazyClimber    | 10,780.50 | 35,829.40 | 112,640.00 | 107,375.00 | 121,550.00 | 125,143.00 |
| DemonAttack     | 152.10 | 1,797.00 | 50,590.65 | 40,369.90 | 236,839.85 | 210.66 |
| DoubleDunk      | -18.60 | -16.40 | -3.26 | -6.30 | -8.28 |
| ElevatorAction  | NA     | NA     | 5,079.20 | 2,865.40 | 4,401.00 | 6,344.20 |
| Centipede       | 2,090.00 | 12,017.00 | 5,205.25 | 4,085.38 | 4,864.69 | 3,403.10 |
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| DoubleDunk      | -18.60 | -16.40 | -3.26 | -6.30 | -8.28 |
| ElevatorAction  | NA     | NA     | 5,079.20 | 2,865.40 | 4,401.00 | 6,344.20 |
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GMAC: A Distributional Perspective on Actor-Critic Framework