APPROXIMATION IN HILBERT SPACES OF THE GAUSSIAN
AND OTHER WEIGHTED POWER SERIES KERNELS

TONI KARVONEN

Abstract. This article considers linear approximation based on function eval-
uations in reproducing kernel Hilbert spaces of the Gaussian kernel and a more
general class of weighted power series kernels on the interval \([-1, 1]\). We derive
almost matching upper and lower bounds on the worst-case error, measured
both in the uniform and \(L^2([-1, 1])\)-norm, in these spaces. The results show
that if the power series kernel expansion coefficients \(\alpha_n^{-1}\) decay at least fac-
torially, their rate of decay controls that of the worst-case error. Specifically,
(i) the \(n\)th minimal error decays as \(\alpha_n^{-1/2}\) up to a sub-exponential factor and
(ii) for any \(n\) sampling points in \([-1, 1]\) there exists a linear approximation
whose error is \(\alpha_n^{-1/2}\) up to an exponential factor. For the Gaussian kernel the
dominating factor in the bounds is \((n!)^{-1/2}\).

1. Introduction

Although the Gaussian kernel \(K(x, y) = \exp(-\frac{1}{2}c^2(x-y)^2)\) has found widespread
use as a building block of approximation and estimation methods in fields such as
spatial statistics [38], emulation of computer models [35], machine learning [32] and
scattered data approximation [43], rates of convergence for approximation and inte-
gration in its reproducing kernel Hilbert space remain imperfectly understood. In
particular, no tight or almost tight lower bounds on approximation or integration
error exist. We consider the worst-case setting of approximating univariate func-
tions on \([-1, 1]\) that lie in reproducing kernel Hilbert spaces of the Gaussian kernel
and a more general class of weighted power series kernels that generalise the class
of power series kernels considered by Zwicknagl [46]. The quality of approximation
is measured in both the uniform and \(L^2([-1, 1])\)-norm. Our main contribution is to
establish explicit and almost matching upper and lower bounds on the worst-case
error of linear approximations that use function evaluations. The upper bounds
are based on weighted polynomial interpolation and the standard error estimate for
polynomial interpolation, while the lower bounds use the classical Markov inequality
on the maxima of the derivatives and coefficients of a polynomial from 1892
and its \(L^2\)-version by Labelle [25]. This work is motivated by a desire to under-
stand certain asymptotic properties of parameter estimators in Gaussian process
interpolation [16].

1.1. Weighted power series kernels. Let \(\varphi: [-1, 1] \to \mathbb{R}\) be a non-vanishing
Lebesgue measurable function and \((\alpha_k)_{k=0}^\infty\) a positive sequence for which it holds
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that \( \sum_{k=0}^{\infty} \alpha_k^{-1} < \infty \). It is easy to see that

\[
K(x, y) = \varphi(x)\varphi(y) \sum_{k=0}^{\infty} \alpha_k^{-1} x^k y^k
\]

is a well-defined strictly positive-definite kernel on \([-1, 1] \times [-1, 1]\). In a slight generalisation of power series kernels considered in [46, 47], we call kernels of the form (1.1) \textit{weighted power series kernels}. Let \( H(K) \) be the reproducing kernel Hilbert space of the kernel \( K \). The inner product and norm of \( H(K) \) are denoted \( \langle \cdot, \cdot \rangle_K \) and \( \| \|_K \). Throughout this article we consider approximation \( H(K) \) under the assumptions

(A\(\varphi\)) \hspace{1cm} 0 < \varphi_{\min} = \inf_{x \in [-1,1]} |\varphi(x)| \leq \sup_{x \in [-1,1]} |\varphi(x)| = \varphi_{\max} < \infty

and that there exists a positive constant \( \lambda \) such that

(A\(\alpha\)) \hspace{1cm} \frac{\alpha_k}{\alpha_n} \leq \lambda^{n-k} k! \frac{1}{n!}

for all \( n \geq 0 \) and \( 0 \leq k \leq n \). Note that it follows from assumption (A\(\alpha\)) that \( \alpha_k \geq \lambda^{-k}k! \) for every \( k \geq 0 \). Assumption (A\(\alpha\)) is sufficient, though far from necessary, to ensure that every element of \( H(K) \) is an analytic function if \( \varphi \) is analytic (see Proposition 2.4). The reason for its inclusion is related to the techniques we use to prove our lower bounds and is discussed in more detail in Remarks 3.2 and 4.2.

We are in particular interested in those selections of \( (\alpha_k)_{k=0}^{\infty} \) and \( \varphi \) for which the kernel \( K \) assumes closed form. Let \( \varepsilon > 0 \) be the scale parameter. The following four kernels that satisfy assumptions (A\(\varphi\)) and (A\(\alpha\)) have appeared in the literature. The Gaussian kernel

\[
K(x, y) = \exp \left(-\frac{1}{2\varepsilon^2} (x - y)^2 \right)
\]

is obtained by selecting \( \alpha_k = \varepsilon^{-2k} k! \) and \( \varphi(x) = e^{-\frac{1}{2}\varepsilon^2 x^2} \). The exponential kernel

\[
K(x, y) = e^{\varepsilon xy}
\]

is obtained by selecting \( \alpha_k = \varepsilon^{-k} k! \) and \( \varphi \equiv 1 \). Let \( \tau > 0 \). The analytic Hermite kernel (or Mehler kernel)

\[
K(x, y) = \exp \left(-\frac{1}{2} \varepsilon^2 (x^2 + y^2) + \tau \varepsilon^2 xy \right)
\]

is obtained by selecting \( \alpha_k = (\tau \varepsilon)^{-2k} k! \) and \( \varphi(x) = e^{-\frac{1}{2}\tau^2 \varepsilon^2 x^2} \). If \( \tau = 1 \), this kernel reduces to the Gaussian kernel, but by taking any \( r \in (0,1) \) and setting \( \varepsilon^2 = \frac{r^2}{(1-r)^2} \) and \( \tau^2 = \frac{1}{r^2} \) we get from Mehler’s formula that (see [15, Sec. 3.1.2] and [17, Sec. 5.2])

\[
K(x, y) = \exp \left(-\frac{r^2(x^2 + y^2) - 2r xy}{2(1-r^2)} \right) = \sqrt{1-r^2} \sum_{k=0}^{\infty} \frac{r^k}{k!} H_k(x)H_k(y),
\]

where \( H_k \) are the probabilist’s Hermite polynomials. Let \( I_0 \) be the modified Bessel function of the first kind of zeroth order. The Bessel kernel [46, p. 64]

\[
K(x, y) = I_0(2\varepsilon \sqrt{xy})
\]

is obtained by selecting \( \alpha_k = \varepsilon^{-k} k!^2 \) and \( \varphi \equiv 1 \).
1.2. Worst-case error and main results. Let us then describe the worst-case setting considered that we consider and briefly review our main results. Let \( F \) stand for the set of real-valued Lebesgue measurable functions on \([-1, 1]\). For any \( f \in F \), define the norms
\[
\|f\|_\infty = \sup_{x \in [-1, 1]} |f(x)| \quad \text{and} \quad \|f\|_p = \left( \int_{-1}^{1} |f(x)|^p \, dx \right)^{1/p}
\]
for \( 1 \leq p < \infty \), both of which are allowed to be infinite. Let \( A_n : H(K) \to F \) be a linear approximation of the form
\[
(1.3) \quad A_n f = \sum_{k=1}^{n} f(x_k) \psi_k
\]
for some functions \( \psi_k \in F \) and some pairwise distinct points \( x_1, \ldots, x_n \in [-1, 1] \). That is, the approximation \( A_n \) uses standard information. We consider the worst-case errors
\[
e_{\infty}(A_n) = \sup_{0 \ne f \in H(K)} \frac{\|f - A_n f\|_\infty}{\|f\|_K} \quad \text{and} \quad e_2(A_n) = \sup_{0 \ne f \in H(K)} \frac{\|f - A_n f\|_2}{\|f\|_K}
\]
of such approximations, as well as the \( n \)th minimal errors
\[
e_{\infty}^{\min}(n) = \inf_{A_n} e_{\infty}(A_n) \quad \text{and} \quad e_2^{\min}(n) = \inf_{A_n} e_2(A_n),
\]
where the infima are over the collection of all linear approximations of the form (1.3). Approximation in the uniform norm is considered in Section 3 and approximation in \( L^2([-1, 1]) \) in Section 4. While it would be easy to provide upper bounds on \( e_p(A_n) \) and \( e_p^{\min}(n) \) for any \( 1 \leq p \leq \infty \), the techniques we use to prove lower bounds exploit results that are specific to the cases \( p = 2 \) and \( p = \infty \).

Our results state that the rate of growth of \( \alpha_n \) determines the rate of decay of the worst-case error. The following theorem is a concise combination of Theorems 3.5, 3.6, 4.4 and 4.5.1

Theorem 1.1. Suppose that (A\( \phi \)) and (A\( \alpha \)) hold. Let \( c_L \) and \( m_L \) be the functions defined in (2.8) and (2.9) and \( p \in \{2, \infty\} \). If \( n \geq m_L(\lambda) \), then
\[
c_{1,p} 2^{-n} \alpha_n^{-1/2} \leq e_p^{\min}(n) \leq 2 \sqrt{2c_L(\lambda)} \varphi_{\max} n^{-1/8} e^{\sqrt{\lambda n}} 2^{-n} \alpha_n^{-1/2}
\]
and for any pairwise distinct \( x_1, \ldots, x_n \in [-1, 1] \) there is a linear approximation \( A_n \) of the form (1.3) such that
\[
c_{1,p} 2^{-n} \alpha_n^{-1/2} \leq e_p(A_n) \leq \sqrt{2c_L(\lambda)} \varphi_{\max} n^{-1/8-1/p} e^{\sqrt{\lambda n}} 2^{-n} \alpha_n^{-1/2},
\]
where
\[
(1.4) \quad c_{1,\infty} = \sqrt{\frac{2}{1 + \lambda}} e^{-\frac{\lambda}{2} \varphi_{\min}} \quad \text{and} \quad c_{1,2} = \frac{2\sqrt{2\pi}}{3e^{3/4 + \lambda}} e^{-\frac{\lambda}{2} \varphi_{\min}}.
\]

Applying these results to the Gaussian kernel yields the following theorem. Similar theorems for the three other kernels that mentioned earlier are given in Section 5.

1In order to simplify presentation, constants in the upper bounds for \( p = \infty \) in Theorems 1.1 and 1.2 are slightly larger than in Theorems 3.5 and 3.6.
Theorem 1.2. Let $K$ be the Gaussian kernel in (1.2) and consider the setting of Theorem 1.1. If $n \geq m_L(\varepsilon^2)$, then

$$
(1.5) \quad c_{1,p} \left(\frac{\varepsilon}{2}\right)^n (n!)^{-1/2} \leq \epsilon_p^\min(n) \leq 2\sqrt{2c_L(\varepsilon^2)} n^{-1/8} e^{\varepsilon \sqrt{n}} \left(\frac{\varepsilon}{2}\right)^n (n!)^{-1/2}
$$

and

$$
(1.6) \quad c_{1,p} \left(\frac{\varepsilon}{2}\right)^n (n!)^{-1/2} \leq \epsilon_p(A_n) \leq \sqrt{2c_L(\varepsilon^2)} n^{-1/8-1/p} e^{\varepsilon \sqrt{n}} (2\varepsilon)^n (n!)^{-1/2},
$$

where the constants $c_{1,\infty}$ and $c_{1,2}$ are obtained by setting $\varphi_\min = e^{-1/2} \varepsilon^2$ and $\lambda = \varepsilon^2$ in (1.4).

A notable feature of the bounds (1.5) for the minimal error is that they are sufficiently tight to ensure that the smaller scale parameter $\varepsilon$ is, the faster the $n$th minimal error decays; the same is not true for (1.6), a fact likely due to sub-optimality of the bounds.

The upper bounds are proved by constructing a weighted polynomial interpolant

$$
(A_n f)(x) = \varphi(x) \sum_{k=1}^{n} \frac{f(x_k)}{\varphi(x_k)} \prod_{i \neq k} \frac{x-x_i}{x_i-x_k}
$$

whose worst-case error is estimated with the standard error estimate for polynomial interpolation in (2.15) and an estimate in Lemma 2.3 on the magnitude of derivatives of the unweighted kernel $R(x,y) = \sum_{k=0}^{\infty} \alpha_k^{-1} x^k y^k$. The bound on the $n$th minimal error is obtained by choosing $x_1, \ldots, x_n$ to be the Chebyshev nodes. The lower bounds are based on Markov type inequalities (see [31, Thm. 16.3.3] and [25]) which state that, for $p \in \{2, \infty\}$, each real coefficient of a polynomial $P_n(x) = \sum_{k=0}^{n} \alpha_k x^k$ satisfies

$$
|\alpha_k| \leq \omega_{n,k} \|P_n\|_p,
$$

where $\omega_{n,k}$ are certain explicit constants. Selecting $P_n$ to be a polynomial that vanishes at $x_1, \ldots, x_n$ and observing (see Section 2.1) that the $H(K)$-norm of the function $f_n(x) = \varphi(x)P_n(x)$ can be expressed in terms of $\alpha_k$ and $\omega_{n,k}$ for $0 \leq k \leq n$ yields $A_n f_n \equiv 0$ for any linear approximation of the form (1.3). Thus $\epsilon_p(A_n) \geq \|f_n\|_p / \|f_n\|_K$, and the problem reduces to estimating $\|f_n\|_K$, a task which is achieved in Lemmas 3.4 and 4.3. We note that the constant coefficients in our theorems are far from optimal as simplicity and ease of presentation have been prioritised. However, care has been taken to optimise the rates.

1.3. Related results. A number of results on approximation and integration in Hilbert spaces of the Gaussian kernel and other weighted power series kernels that we consider are available in the literature. Upper bounds for worst-case approximation error on bounded domains, with constants either non-explicit or worse than here, may be found in scattered data approximation and kernel interpolation literature (see [43, Sec. 11.4] and [46, 33, 47, 34, 20]), where they go back to the work

\[2\] That improved error bounds are available in a reproducing kernel Hilbert space setting if the points cluster near the boundary—as the Chebychev nodes do—has been proved by Rieger and Zwicknagl [34].
of Madych and Nelson [26]. These results are often formulated in terms of the minimal pointwise worst-case error, known in the literature as the power function,

\[ P_n(x) = \inf_{u \in \mathbb{R}^n} \sup_{0 \neq f \in H(K)} \frac{|f(x) - \sum_{k=1}^n u_k f(x_k)|}{\|f\|_K} = \sup_{0 \neq f \in H(K)} \frac{|f(x) - (I_n f)(x)|}{\|f\|_K}, \]

where the kernel interpolant (or spline) \( I_n f \) is the unique function in the span of \( \{K(x_k, \cdot)\}_{k=1}^n \) such that \( (I_n f)(x_k) = f(x_k) \) for every \( 1 \leq k \leq n \). Typical results for the Gaussian kernel state that, for any \( 1 \leq p \leq \infty \) and some constants \( c \) and \( \gamma \),

\[ \|P_n\|_p \leq c e^{-\gamma n \log n} = c n^{-\gamma} \]  

if the points \( x_1, \ldots, x_n \) are sufficiently uniform on \([-1, 1]\); see [43, Thm. 11.22] and [33, Thm. 6.1]. Bounds on the power function for various power series kernels may be found in [46, 47]. The bound (1.7) obviously functions as an upper bound on the \( n \)th minimal error for the Gaussian kernel. Because (1.7) is a special case of a bound that holds for the Gaussian kernel defined in any dimension and is proved by means of local polynomial reproduction [43, Ch. 3], the constant \( \gamma \) is rather complicated. For equispaced points on \([-1, 1]\) one may compute that \( \gamma \leq 1/48 \) [20, Sec. 4.2], which gives an extremely sub-optimal rate since Stirling’s formula shows that the bounds (1.5) and (1.6) are of order \( n^{-n/2} \) up to an exponential factor. Although apparently absent from the literature with the exception of [20], it is difficult to believe that upper bounds of order \( n^{-n/2} \) are not part of the folklore of the field because, as we see in Section 5.1, proving them in dimension one via polynomial interpolation is a very simple exercise. Related results of somewhat different flavour from those cited above may be found in [30, 29].

It seems that no lower bounds exist in the scattered data approximation literature for the Gaussian or other infinitely smooth kernels. This is in contrast to many finitely smooth kernels for which one can leverage the norm-equivalence of the reproducing kernel Hilbert space to a fractional Sobolev space to obtain exact algebraic orders of convergence; see [28, 2] and [43, Sec. 11.6]. For example, for the Matérn kernel

\[ K(x, y) = \frac{2^{1-\nu}}{\Gamma(\nu)} (\sqrt{2 \nu} \varepsilon |x - y|)^\nu K_\nu(\sqrt{2 \nu} \varepsilon |x - y|) \]

of smoothness \( \nu > 0 \), where \( \Gamma \) is the Gamma function and \( K_\nu \) the modified Bessel function of the second kind of order \( \nu \), one may prove that \( e_p^{\min}(n) \) is of order \( n^{-\nu-1/2+1/2(1/2-1/\rho)_+} \). Here \( (x)_+ = \max\{0, x\} \). Because the Matérn kernel converges pointwise to the Gaussian kernel as \( \nu \to \infty \), it would be interesting to undertake a careful study of the constants involved to understand if something resembling Theorem 1.2 could be obtained via such a limiting argument. Appropriately scaled Wendland kernels also converge to the Gaussian as a smoothness parameter tends to infinity [6].

Fasshauer, Hickernell and Woźniakowski [8] initiated somewhat complementary traditions of analysis of both average-case [8, 5, 21] and worst-case [9, 37] approximation for the Gaussian kernel on \( \mathbb{R}^d \) when the error is measured in the Gaussian \( L^2 \)-norm

\[ \|f\|_{L^2(\mathbb{R}^d)} = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} |f(x)|^2 e^{-\frac{1}{2} \|x\|^2} \, dx. \]

Related results on the worst-case error for integration on \( \mathbb{R}^d \) with respect to the Gaussian weight may be found in [24, 23, 19, 18]. One of the most notable results
to be found in these articles is Theorem 4.1 in [23], which gives a lower bound on the minimal worst-case integration error. Approximation and integration in Hermite spaces of analytic functions, which are closely related to the Hilbert space of the Gaussian kernel (see Section 1.1), have been considered in [13, 14]. Moreover, there is some work [1] on optimal rates for integration in the Hardy space \( H_2 \) of analytic functions in the open disc \( \{ z \in \mathbb{C} : |z| < r \} \) whose reproducing kernel is \( K(x, y) = r^2/(r^2 - xy) = \sum_{k=0}^{\infty} r^{-2k} x^k y^k \). Finally, results on covering numbers and regression rates for the Gaussian kernel may be found in [44, 45, 42, 22, 7, 40].

2. Preliminaries

This section collects some results that are used throughout the article. In addition to the results below, it is useful to keep in mind Stirling’s approximation of the factorial, which states that

\[
\sqrt{2\pi} n^{n+\frac{1}{2}} e^{-n} \frac{n!}{\sqrt{2\pi} n^{n+\frac{1}{2}} e^{-n}} < n! < \sqrt{2\pi} n^{n+\frac{1}{2}} e^{-n+\frac{1}{2}}
\]

for all \( n \geq 1 \).

2.1. Hilbert space structure. It is straightforward to show that the reproducing kernel Hilbert space of the kernel (1.1) that we consider consists precisely of the functions that can be expressed as a power series with square-summable coefficients and weighted by \( \varphi \):

\[
H(K) = \left\{ f(x) = \varphi(x) \sum_{k=0}^{\infty} c_k x^k : \|f\|_K^2 = \sum_{k=0}^{\infty} \alpha_k c_k^2 < \infty \right\}.
\]

The expansion of \( f \in H(K) \) in (2.1) converges pointwise on \([-1, 1]\). For two functions \( f(x) = \varphi(x) \sum_{k=0}^{\infty} c_k x^k \) and \( g(x) = \varphi(x) \sum_{k=0}^{\infty} d_k x^k \) in \( H(K) \) the Hilbert space inner product is \( \langle f, g \rangle_K = \sum_{k=0}^{\infty} \alpha_k c_k d_k \). For various results of this type, see [46, 27, 47, 11, 17]. The above characterisation plays a crucial role in our proofs for lower bounds. Let

\[
K_1(x, y) = \varphi_1(x) \varphi_1(y) \sum_{k=0}^{\infty} \alpha_k^{-1} x^k y^k \quad \text{and} \quad K_2(x, y) = \varphi_2(x) \varphi_2(y) \sum_{k=0}^{\infty} \alpha_k^{-1} x^k y^k
\]

be two kernels of the form (1.1). Because the functions \( \varphi_1 \) and \( \varphi_2 \) are non-vanishing, it is clear that the mapping

\[
T : H(K_1) \to H(K_2) \quad \text{defined via} \quad Tf = \frac{\varphi_2}{\varphi_1} f
\]

is an isometric isomorphism. Of particular importance to us will be the unweighted kernel

\[
R(x, y) = \sum_{k=0}^{\infty} \alpha_k^{-1} x^k y^k
\]

and the corresponding mapping

\[
T_R : H(R) \to H(K) \quad \text{defined via} \quad T_R f = \varphi f.
\]
2.2. Derivative bounds. To bound the worst-case errors from above we shall use weighted polynomial interpolation. Upper bounds on derivatives of elements of \( H(K) \) are needed for this purpose. The following results closely resemble those that can be found in scattered data approximation literature, particularly in [46].

Define

\[
C_{K}^{2n} = \sup_{x \in [-1,1]} \left| \frac{\partial^{2n}}{\partial v^{n}\partial w^{n}} K(v,w) \right|_{v=x, w=x}.
\]

Lemma 2.1. Let \( K \) be any positive-semidefinite kernel on \([-1,1] \times [-1,1]\) that is infinitely differentiable in both of its arguments. Then every \( f \in H(K) \) is infinitely differentiable and

\[
\|f^{(n)}\|_{\infty} \leq \|f\|_{K}(C_{K}^{2n})^{1/2}
\]

for every \( n \geq 0 \).

Proof. It is well known that, for a kernel \( K \) which is \( n \) times differentiable with respect to both of its arguments, every \( f \in H(K) \) is \( n \) times differentiable and the reproducing property \( \langle f, K(x,\cdot) \rangle_{K} = f(x) \) extends to differentiation [39, Cor. 4.36]. The Cauchy–Schwarz inequality thus gives

\[
|f^{(n)}(x)| = \left| \left\langle f, \frac{\partial^{n}}{\partial x^{n}} K(x,\cdot) \right\rangle_{K} \right| \leq \|f\|_{K} \left\| \frac{\partial^{n}}{\partial x^{n}} K(x,\cdot) \right\|_{K}
\]

for every \( x \in [-1,1] \). Again by the derivative reproducing property,

\[
\left\| \frac{\partial^{n}}{\partial x^{n}} K(x,\cdot) \right\|_{K}^{2} = \left( \frac{\partial^{2n}}{\partial v^{n}\partial w^{n}} K(v,w) \right)_{v=x, w=x}.
\]

The claim follows. \( \square \)

The Laguerre polynomial of degree \( n \geq 0 \) is defined as

\[
L_{n}(x) = \sum_{k=0}^{n} \binom{n}{k} \frac{(-x)^{k}}{k!} = e^{x} \cdot \frac{d^{n}}{dx^{n}} (e^{-x} x^{n}).
\]

We make use of the following effective asymptotics for Laguerre polynomials from [4].

Proposition 2.2. Let \( x > 0 \). Define

\[
\tilde{c}_{L}(x) = \frac{e^{-\frac{3}{2}x + 2\sqrt{x}}}{2\sqrt{\pi} x^{1/4}} \left( 3 + \sqrt{\frac{\pi}{e}} + \frac{2}{\sqrt{\pi} x^{1/4}} + \frac{7}{16\sqrt{x}} + \sqrt{x}(2 + x) \right).
\]

and

\[
\tilde{m}_{L}(x) = \max \left\{ 5x, x \left( 1 + \frac{x}{2} \right)^{2}, \frac{9}{x} \right\}.
\]

Then

\[
L_{n}(-x) = \sum_{k=0}^{n} \binom{n}{k} \frac{x^{k}}{k!} \leq \tilde{c}_{L}(x) n^{-1/4} e^{2\sqrt{x}}
\]

for every \( n \geq \tilde{m}_{L}(x) \).
Proof. Setting $a = 0$ in Section 6.3 of [4] gives

$$L_n(-x) \leq \frac{e^{-\frac{1}{4}x}}{2\sqrt{\pi}} \cdot \frac{e^{2\sqrt{\pi(n+1)}}}{x^{1/4}(n+1)^{1/4}} \left(1 + \frac{C_1}{\sqrt{n+1}} + \mathcal{E}_1 + \mathcal{E}_{3,1}\right)$$

(2.7)

$$\leq \frac{e^{-\frac{1}{4}x+2\sqrt{\pi}}}{2\sqrt{\pi}} \cdot \frac{e^{2\sqrt{\pi}}}{x^{1/4}n^{1/4}} (1 + \mathcal{C}_1 + \mathcal{E}_1 + \mathcal{E}_{3,1})$$

if $n \geq \max\{m_0, m_1, \ldots, m_7\}$ for certain non-negative constants $\mathcal{C}_1$, $\mathcal{E}_1$, $\mathcal{E}_{3,1}$ and $m_0, m_1, \ldots, m_7$. From the forms given for the constants $m_i$ on p. 3033 we see that (2.7) holds if

$$n \geq \max\{m_0, m_1, \ldots, m_7\} = \max\left\{\frac{x}{4}, 5x, 0, -\frac{5}{4}x, 4x, x \left(1 + \frac{x}{2}\right)^2, \frac{9}{x}, 0\right\}$$

$$= \max\left\{5x, x \left(1 + \frac{x}{2}\right)^2, \frac{9}{x}\right\}.$$  

The constants $\mathcal{C}_1$, $\mathcal{E}_1$ and $\mathcal{E}_{3,1}$ satisfy (see pp. 3306, 3304 and 3294, respectively)

$$\mathcal{C}_1 \leq \frac{7}{16\sqrt{x}} + 2\sqrt{x}(1 + x/2),$$

$$\mathcal{E}_1 \leq 2e^{-4\sqrt{x(n+1)}} + 2\sqrt{\pi}x^{1/4}(n+1)^{1/4}e^{-2\sqrt{\pi(n+1)}},$$

$$\mathcal{E}_{3,1} \leq \frac{2e^{-2\sqrt{\pi(n+1)}}}{\sqrt{\pi}x^{1/4}(n+1)^{1/4}}.$$  

The last two of these we may further bound as

$$\mathcal{E}_1 \leq 2 + 2\sqrt{\pi}x^{1/4}(n+1)^{1/4}e^{-2\sqrt{\pi(n+1)}} \leq 2 + \sqrt{\frac{\pi}{e}}$$

and

$$\mathcal{E}_{3,1} \leq \frac{2}{\sqrt{\pi}x^{1/4}},$$

where we have used the inequality $2y^{1/4}e^{-2\sqrt{\pi}} \leq e^{-1/2}$ for $y \geq 0$.  

Note that the rate in (2.6) cannot be improved because (2.7) is, in fact, not only an upper bound but an asymptotic equivalence for $L_n(-x)$. The following proposition is similar to the lemmas (in particular Lemma 3) in Section 5 of [46].  

See also [47, Sec. 6.4].

**Lemma 2.3.** Suppose that (Aα) holds and let $R$ be the unweighted kernel in (2.2). Then

$$C_R^{2n} \leq c_L(\lambda) n^{-1/4}e^{2\sqrt{\pi}x^3/\alpha^2}n^2$$

for every $n \geq m_L(\lambda)$, where

$$c_L(\lambda) = \frac{e^{-\frac{3}{4}\lambda+2\sqrt{\lambda}}}{2\sqrt{\pi}\lambda^{1/4}} \left(3 + \sqrt{\frac{\pi}{e}} + \frac{2}{\sqrt{\pi}\lambda^{1/4}} + \frac{7}{16\sqrt{\lambda}} + \sqrt{\lambda(2+\lambda)}\right).$$

---

3It seems that the eigenvalue bound used in the proof of Lemma 3 in [46] to estimate $L_n(-1)$ is erroneous because a more careful argument for bounding the log-sum gives

$$\sum_{k=1}^{n-1} \log \left(1 + \frac{1}{\sqrt{k+1}}\right) \leq \int_1^n \log \left(1 + \frac{1}{\sqrt{x}}\right) dx = \sqrt{n} + (n-1) \log \left(1 + \frac{1}{n}\right) - \frac{1}{2} \log n - 1,$$

which implies that $L_n(-1) = O(n^{-1/2}e^{3/\sqrt{\pi}})$. This contradicts the Laguerre asymptotics in [4]. Although its proof is erroneous, the upper bound $L_n(-1) \leq 2e^{3/\sqrt{\pi}}$ derived in the proof of the lemma in question is correct (at least for sufficiently large $n$) in the light of [4] and our Proposition 2.2.
and
\begin{equation}
(2.9) \quad m_L(\lambda) = \max \left\{ 5\lambda, \lambda \left(1 + \frac{\lambda}{2}\right)^2, \frac{9}{\lambda} \right\}.
\end{equation}

**Proof.** We compute
\[
C^2_R = \sup_{x \in [-1,1]} \sum_{k=n}^{\infty} \alpha_k^{-1} \left( \frac{k!}{(k-n)!} \right)^2 x^{k-n} y^{k-n} = \sum_{k=n}^{\infty} \alpha_k^{-1} \left( \frac{k!}{(k-n)!} \right)^2.
\]
Assumption (A) yields
\[
(2.10) \quad C_R^{2n} = \alpha_n^{-1} \sum_{k=n}^{\infty} \frac{\alpha_n}{\alpha_k} \left( \frac{k!}{(k-n)!} \right)^2 = \alpha_n^{-1} \sum_{k=0}^{\infty} \frac{\alpha_n}{\alpha_{n+k}} \left( \frac{(n+k)!}{k!} \right)^2 \leq \alpha_n^{-1} \sum_{k=0}^{\infty} \frac{\lambda^k}{(n+k)!} \left( \frac{(n+k)!}{k!} \right)^2 = \alpha_n^{-1} \lambda \sum_{k=1}^{\infty} \frac{(n+k)!}{k!}.
\]
From these computations it is easy to see that (set \( \alpha_k = \lambda^{-k} k! \) so that each inequality becomes an equality)
\begin{equation}
(2.11) \quad \frac{\partial^{2n}}{\partial x^n \partial y^n} e^{\lambda xy} \bigg|_{x=1} = \lambda^n \sum_{k=0}^{\infty} \lambda^k \frac{(n+k)!}{k!}.
\end{equation}
However, by (2.5) we have an alternative expression for the above derivative in terms of Laguerre polynomials:
\begin{equation}
(2.12) \quad \frac{\partial^{2n}}{\partial x^n \partial y^n} e^{\lambda xy} \bigg|_{x=1} = \frac{d^n}{dy^n} \lambda^n e^{\lambda y} \bigg|_{y=1} = e^{-\lambda} \lambda^n n! L_n(-\lambda).
\end{equation}
Combining Equations (2.10)–(2.12) therefore yields
\[
C_R^{2n} \leq e^{-\lambda} \lambda^n n! L_n(-\lambda).
\]
The claim follows from Proposition 2.2. \(\square\)

It is useful, though not necessary for what follows, to observe that assumption (A) and the analyticity \( \varphi \) ensure that \( H(K) \) consists of analytic functions. We refer to [36, pp. 40–43] and [41] for general discussion and results on analyticity in the context of reproducing kernel Hilbert spaces. Results on analyticity and related properties for kernels defined via Hermite polynomials may be found in [11, Sec. 3.1] and references therein.

**Proposition 2.4.** Suppose that (A) holds. If \( \varphi \) is analytic, then every element of \( H(K) \) is analytic.

**Proof.** Recall that assumption (A) implies that \( \alpha_n \geq \lambda^{-n} n! \). If \( f \in H(R) \) for the unweighted kernel \( R \) in (2.2), Lemmas 2.1 and 2.3 yield
\[
\|f^{(n)}\| \leq \|f\|_R C^n n! \alpha_n^{-1/2} \leq \|f\|_R C^n n! \sqrt{\frac{\lambda^n}{n!}} \leq \|f\|_R (C \lambda^{1/2})^n \sqrt{n!} \leq \|f\|_R (C \lambda^{1/2})^n n!.
\]
for a certain positive \( C \). This shows that every element of \( H(R) \) is analytic. Since the mapping \( f \mapsto \varphi f \) in (2.3) is an isometric isomorphism between \( H(R) \) and \( H(K) \), we see that if \( \varphi \) is analytic, every element of \( H(K) \) is analytic, being a product of two analytic functions.

2.3. **Weighted polynomial interpolation.** Let \( f: I \to \mathbb{R} \) be an \( n \) times continuously differentiable function on a closed interval \( I \). The unique polynomial \( S_n f \) of degree \( n - 1 \) that interpolates \( f \) at some pairwise distinct points \( x_1, \ldots, x_n \in I \) can be written in terms of the Lagrange basis functions as

\[
(S_n f)(x) = \sum_{k=1}^{n} f(x_k) \prod_{i \neq k} \frac{x - x_i}{x_i - x_k}.
\]

Define the **weighted polynomial interpolant**

\[
(S_n^\varphi f)(x) = \varphi(x) \sum_{k=1}^{n} \frac{f(x_k)}{\varphi(x_k)} \prod_{i \neq k} \frac{x - x_i}{x_i - x_k}.
\]

Both of these interpolants are clearly linear approximations of the form (1.3). It is a standard result [12, Sec. 2.6] that for each \( x \in I \) there exists \( \xi_x \in I \) such that

\[
f(x) - (S_n f)(x) = \frac{f^{(n)}(\xi_x)}{n!} \prod_{k=1}^{n} (x - x_k).
\]

Upper bounds on the worst-case errors will be straightforward corollaries of the following proposition.

**Proposition 2.5.** Suppose that (A\( \varphi \)) holds. If \( f \in H(K) \), then

\[
|f(x) - (S_n^\varphi f)(x)| \leq \varphi_{\text{max}} \|f\|_K \frac{(C^2_R)^{1/2}}{n!} \prod_{k=1}^{n} (x - x_k)
\]

for every \( n \geq 1 \) and \( x \in [-1, 1] \).

**Proof.** Since the mapping \( f \mapsto \varphi f \) in (2.3) is an isometric isomorphism, for every \( f \in H(K) \) there is \( g \in H(R) \) such that \( f = \varphi g \) and \( \|f\|_K = \|g\|_R \). The definitions of \( S_n \) and \( S_n^\varphi \) and the assumption (A\( \varphi \)) that \( \varphi \) is bounded from above give

\[
|f(x) - (S_n^\varphi f)(x)| \leq |\varphi(x)| |g(x) - (S_n g)(x)| \leq \varphi_{\text{max}} |g(x) - (S_n g)(x)|.
\]

By Equation (2.15) and Lemma 2.1,

\[
|g(x) - (S_n g)(x)| \leq \frac{\|g^{(n)}\|_\infty}{n!} \prod_{k=1}^{n} (x - x_k) \leq \|g\|_R \frac{(C^2_R)^{1/2}}{n!} \prod_{k=1}^{n} (x - x_k) = \|f\|_K \frac{(C^2_R)^{1/2}}{n!} \prod_{k=1}^{n} (x - x_k),
\]

which gives the claim. \( \square \)

Note that the above proposition does not require that \( \varphi \) be differentiable. If \( \varphi \) is assumed to be infinitely differentiable and \( C^2_R \) can be computed or estimated, one can use the polynomial interpolant (2.13) and the estimate

\[
|f(x) - (S_n f)(x)| \leq \|f\|_K \frac{(C^2_R)^{1/2}}{n!} \prod_{k=1}^{n} (x - x_k)
\]
instead of (2.16). However, since the weighting by $\varphi$ in $S_n^\varphi$ yields an interpolant that, at least intuitively, more resembles the elements of $H(K)$ than a polynomial interpolant, it is to be expected that (2.16) is tighter than (2.17). In Section 5.1 we demonstrate that this is indeed the case if $K$ is the Gaussian kernel.

3. General results for approximation in $L^\infty([-1,1])$-norm

In this section we prove upper and lower bounds for $e^\min_n(n)$ and $e_\infty(A_n)$. Furthermore, in Section 3.3 we consider derivative information at a single point $a \in (-1,1)$.

3.1. Norm estimates. The Chebyshev polynomial of the first kind of degree $n$ is

$$T_n(x) = \sum_{k=0}^{n} t_{n,k} x^k,$$

where the non-zero coefficients are

$$t_{n,n-2k} = (-1)^k \frac{2^{n-2k-1}n(n-k-1)!}{k!(n-2k)!} \quad \text{for} \quad 0 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor .$$

Note that the leading coefficient, $t_{n,n}$, equals $2^{n-1}$. The roots of $T_n$ are the Chebyshev nodes

$$x_{n,k} = \cos \left( \frac{\pi(k-1/2)}{n} \right) \in (-1,1) \quad \text{for} \quad 1 \leq k \leq n .$$

The extrema, which are either 1 or $-1$, of $T_n$ on $[-1,1]$ are located at

$$\tilde{x}_{n,k} = \cos \left( \pi k/n \right) \quad \text{for} \quad 0 \leq k \leq n .$$

That is, $T_n(x) \in [-1,1]$ for all $x \in [-1,1]$. For our purposes the importance of Chebyshev polynomials lies in a classical result by V. A. Markov from 1892 (for a brief history, see [31, p. 679]) and its generalisations [31, Sec. 16.3] that $T_n$ has the maximal coefficients among polynomials of degree $n$ that take values in $[-1,1]$. Specifically [31, Thm. 16.3.3], if $P_n(x) = \sum_{k=0}^{n} a_k x^k$ is a polynomial of degree $n$ with real coefficients $a_k$ and $P_n(\tilde{x}_{n,k}) \leq 1$ for every $0 \leq k \leq n$, then

$$|a_{n-2k}| + |a_{n-2k-1}| \leq |t_{n,n-2k}| \quad \text{for every} \quad 0 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor .$$

The lemmas below use this result to estimate the $H(K)$-norm of the weighted polynomial $f_n(x) = \varphi(x)P_n(x)$.

**Lemma 3.1.** Suppose that (Aa) holds. Then for every $n \geq 1$ we have

$$\tau_1 2^{2n} \alpha_n \leq \sum_{k=0}^{\lfloor n/2 \rfloor} \alpha_{n-2k} t_{n,n-2k}^2 \leq \tau_2 2^{2n} \alpha_n ,$$

where

$$\tau_1 = \frac{1}{4} \quad \text{and} \quad \tau_2 = \frac{1}{2} e^\frac{\pi \lambda^2}{4} .$$
Proof. Equation (3.1) gives
\[
\sum_{k=0}^{\lfloor n/2 \rfloor} \alpha_{n-2k} t_{n,n-2k}^2 = \alpha_n t_{n,n}^2 \sum_{k=0}^{\lfloor n/2 \rfloor} \alpha_{n-2k} \left( \frac{t_{n,n-2k}}{t_{n,n}} \right)^2
\]
\[
= 2^{n-2} \alpha_n \sum_{k=0}^{\lfloor n/2 \rfloor} \alpha_{n-2k} \left( \frac{n(n-k-1)!}{(n-2k)!} \right)^2 \frac{1}{2^{k!}}.
\]
Denote the sum on the last line by \( s_n \) and use assumption (A\( \alpha \)) to obtain the estimate
\[
s_n \leq \sum_{k=0}^{\lfloor n/2 \rfloor} \lambda^{2k} (n-2k)! \left( \frac{n(n-k-1)!}{(n-2k)!} \right)^2 \frac{1}{2^{k!}} \leq \sum_{k=0}^{\lfloor n/2 \rfloor} b_{n,k} \left( \frac{\lambda^2}{16} \right)^k \frac{1}{k!},
\]
where
\[
b_{n,k} = \frac{n(n-k-1)!^2}{(n-1)!(n-2k)!}.
\]
It is straightforward to compute that \( b_{n,0} = 1 \) for any \( n \geq 1 \) and \( b_{n,1} = n/(n-1) \leq 2 \) for any \( n \geq 2 \). Furthermore,
\[
\frac{b_{n,k}}{b_{n,k+1}} = \frac{(n-k-1)^2}{(n-2k)(n-2k-1)} > 1
\]
for any \( n \geq 2 \) if \( k \geq 1 \). Therefore
\[
s_n \leq 2 \sum_{k=0}^{\lfloor n/2 \rfloor} \left( \frac{\lambda^2}{16} \right)^k \frac{1}{k!} \leq 2e^{\pi^2 \lambda^2},
\]
which gives the claimed upper bound. The lower bound follows from \( s_n \geq 1 \). \( \square \)

Remark 3.2. From the proof of Lemma 3.1 we see that the purpose of assumption (A\( \alpha \)), which states that
\[
(3.7) \quad \frac{\alpha_k}{\alpha_n} \leq \lambda^{n-k} \frac{k!}{n!}
\]
for every \( n \geq 0 \) and \( 0 \leq k \leq n \), is to ensure that the sum in (3.5) is dominated by the highest order term \( \alpha_{n-2k} t_{n,n}^2 \). Suppose that \( \alpha_k = k!^\beta \) for some \( \beta > 0 \) and note that (3.7) is satisfied if and only if \( \beta \geq 1 \). Then
\[
\frac{\alpha_{n-2k} t_{n,n}^2}{\alpha_n t_{n,n}^2} = \frac{1}{16} \cdot \frac{n^2}{n^3(n-1)^\beta}
\]
is bounded from above if and only if \( \beta \geq 1 \), which shows that for \( \beta \in (0,1) \) the sum in (3.5) is not dominated by \( \alpha_{n-2k} t_{n,n}^2 \).

Lemma 3.3. The function \( f_n(x) = \varphi(x)T_n(x) \) is an element of \( H(K) \). If assumption (A\( \alpha \)) holds, then
\[
\tau_1 2^{2n} \alpha_n \leq \| f_n \|_K^2 \leq \tau_2 2^{2n} \alpha_n
\]
for every \( n \geq 1 \), where the constants \( \tau_1 \) and \( \tau_2 \) are given in (3.6).

Proof. The claim follows from Lemma 3.1 and the Hilbert space characterisation in (2.1) that gives
\[
\| f_n \|_K^2 = \sum_{k=0}^{\lfloor n/2 \rfloor} \alpha_{n-2k} t_{n,n-2k}^2.
\]
\( \square \)
Lemma 3.4. Let \( P_n(x) = \sum_{k=0}^{n} a_k x^k \) for \( a_k \in \mathbb{R} \) be a polynomial of degree \( n \). The function \( f_n(x) = \varphi(x) P_n(x) \) is an element of \( H(K) \). If assumption (Aα) holds, then

\[
\|f_n\|^2_K \leq (1 + \lambda) \tau_2 2^{2n} \alpha_n \|P_n\|^2_\infty
\]

for every \( n \geq 1 \), where the constant \( \tau_2 \) is given in (3.6).

Proof. We can assume without loss of generality that \( \|P_n\|_\infty \leq 1 \). In particular, \( P_n(x) \leq 1 \) for every \( 0 \leq k \leq n \), where \( x_{n,k} \) are extremal points of \( T_n \) in (3.3). We get from (3.4) that

\[
|a_{n-2k}| + |a_{n-2k-1}| \leq |t_{n,n-2k}| \quad \text{for every} \quad 0 \leq k \leq \left\lfloor \frac{n-1}{2} \right\rfloor.
\]

Furthermore, it is obvious that \( |a_0| \leq \|P_n\|_\infty \leq t_{n,0} = 1 \) when \( n \) is even. These inequalities and the characterisation (2.1) give

\[
\|f_n\|^2_K = \sum_{k=0}^{n} \alpha_k^2 = \sum_{k=0}^{\lfloor n/2 \rfloor} \alpha_{n-2k-1}^2 + \sum_{k=0}^{\lfloor (n-1)/2 \rfloor} \alpha_{n-2k-1}^2 \leq \sum_{k=0}^{\lfloor n/2 \rfloor} \alpha_{n-2k-1}^2 + \sum_{k=0}^{\lfloor (n-1)/2 \rfloor} \alpha_{n-2k-1}^2.
\]

From assumption (Aα) we get

\[
\sum_{k=0}^{\lfloor (n-1)/2 \rfloor} \alpha_{n-2k-1}^2 \leq \lambda \sum_{k=0}^{\lfloor n/2 \rfloor} \frac{1}{n-2k} \alpha_{n-2k}^2 \leq \lambda \sum_{k=0}^{\lfloor n/2 \rfloor} \alpha_{n-2k}^2,
\]

so that the claim follows from Lemma 3.1. \( \square \)

3.2. Worst-case error bounds for standard information. With these tools at hand we are now ready to bound \( e_{\infty}^\min(n) \) and \( e_{\infty}(A_n) \).

Theorem 3.5. Suppose that (Aϕ) and (Aα) hold. Let \( c_L \) and \( m_L \) be the functions defined in (2.8) and (2.9). Then for every \( n \geq m_L(\lambda) \) we have

\[
c_{1,\infty} 2^{-n} \alpha_n^{-1/2} \leq e_{\infty}^\min(n) \leq c_{2,\infty} n^{-1/8} e^{\sqrt{\lambda n}} 2^{-n} \alpha_n^{-1/2},
\]

where

\[
(3.8) \quad c_{1,\infty} = \sqrt{\frac{2}{1 + \lambda}} e^{-\frac{\pi}{2} \lambda^2 \varphi_{\min}} \quad \text{and} \quad c_{2,\infty} = 2 \sqrt{c_L(\lambda) \varphi_{\max}}.
\]

Proof. We first prove the lower bound. Let \( x_1, \ldots, x_n \in [-1,1] \) be any points and let \( P_n(x) = (x-x_1) \cdots (x-x_n) \) be a non-zero polynomial of degree \( n \) which has its roots at these points. The function \( f_n(x) = \varphi(x) P_n(x) \) is an element of \( H(K) \) and vanishes at \( x_1, \ldots, x_n \) Therefore \( A_n f_n \equiv 0 \) for any approximation \( A_n \) of the form (1.3) and thus

\[
e_{\infty}(A_n) = \sup_{0 \neq f \in H(K)} \frac{\|f - A_n f\|_\infty}{\|f\|_K} \geq \frac{\|f_n\|_\infty}{\|f_n\|_K}.
\]

The lower bound now follows from Lemma 3.4 and

\[
\|f_n\|_\infty = \sup_{x \in [-1,1]} |\varphi(x) P_n(x)| \geq \varphi_{\min} \|P_n\|_\infty.
\]
To prove the upper bound, let \( x_1, \ldots, x_n \) be the Chebyshev nodes in (3.2) and consider the weighted polynomial interpolant in (2.14):
\[
(A_n f)(x) = (S_n^\varphi f)(x) = \varphi(x) \sum_{k=1}^n f(x_k) \prod_{i \neq k}^{n} \frac{x-x_i}{x_i-x_k}.
\]
Proposition 2.5 and Lemma 2.3 yield
\[
\|f - A_n f\|_\infty \leq \varphi_{\max} \|f\|_K \frac{(C_R^2 n)^{1/2}}{n!} \sup_{x \in [-1, 1]} \left| \prod_{k=1}^n (x-x_k) \right|
\]
\[
\leq \varphi_{\max} \|f\|_K \sqrt{c_L(\lambda)} n^{-1/8} e^{\sqrt{\lambda n}} n^{-1/2} \sup_{x \in [-1, 1]} \left| \prod_{k=1}^n (x-x_k) \right|
\]
when \( n \geq m_L(\lambda) \). Because \( x_1, \ldots, x_n \) are the roots of the \( n \)th Chebyshev polynomial \( T_n \) and the leading coefficients of \( T_n \) is \( 2^{n-1} \), we have
\[
(3.9) \quad \sup_{x \in [-1, 1]} \left| \prod_{k=1}^n (x-x_k) \right| = 2^{-n+1} \|T_n\|_\infty,
\]
so that the upper bound follows from \( \|T_n\|_\infty = 1 \). \qed

**Theorem 3.6.** Suppose that (A\( \varphi \)) and (A\( \alpha \)) hold. Let \( c_L \) and \( m_L \) be the functions defined in (2.8) and (2.9). Then for any \( n \geq m_L(\lambda) \) and any pairwise distinct points \( x_1, \ldots, x_n \in [-1, 1] \) there is a linear approximation \( A_n \) of the form (1.3) such that
\[
c_{1, \infty} 2^{-n} \alpha_n^{-1/2} \leq e_\infty(A_n) \leq \frac{c_{2, \infty}}{2} n^{-1/8} e^{\sqrt{\lambda n}} 2^n \alpha_n^{-1/2},
\]
where the constants \( c_{1, \infty} \) and \( c_{2, \infty} \) are given in (3.8).

**Proof.** The lower bound is a trivial consequence of Theorem 3.5. As in the proof of Theorem 3.5, we let \( A_n \) be the weighted polynomial interpolant \( S_n^\varphi \) in (2.14) and obtain the estimate
\[
\|f - A_n f\|_\infty \leq \varphi_{\max} \|f\|_K \sqrt{c_L(\lambda)} n^{-1/8} e^{\sqrt{\lambda n}} \alpha_n^{-1/2} \sup_{x \in [-1, 1]} \left| \prod_{k=1}^n (x-x_k) \right|
\]
for \( n \geq m_L(\lambda) \). However, this time we use the crude upper bound
\[
\sup_{x \in [-1, 1]} \left| \prod_{k=1}^n (x-x_k) \right| \leq 2^n,
\]
which is valid for any \( x_1, \ldots, x_n \in [-1, 1] \). \qed

### 3.3. Worst-case error bounds for derivative information
It is instructive to compare Theorem 3.6 to bounds for approximations based on derivative information at a single point. Let \( a \in (-1, 1) \) and consider the weighted Taylor approximation
\[
A_n^{d,a} f = \varphi(x) \sum_{k=0}^{n-1} \frac{g^{(k)}(a)}{k!} (x-a)^k,
\]
where \( g = T_R^{-1} f \in H(R) \) is the unique function such that \( f = \varphi g \). Note that \( g \) is analytic by Proposition 2.4.
Theorem 3.7. Suppose that (Aϕ) and (Ao) hold. Let cL and mL be the functions defined in (2.8) and (2.9) and \( a \in (-1,1) \). Then for every \( n \geq m_L(\lambda) \) we have

\[
\varphi_{\min}\left( \frac{1 + |a|}{(1 + \lambda a^2)^{1/2}} \right)^n \alpha_n^{-1/2} \leq e_\infty(A_n^{d,a}) \leq \varphi_{\max}\sqrt{c_L(\lambda)} n^{-1/8} e^{\sqrt{\lambda n}(1 + |a|)^n} \alpha_n^{-1/2}.
\]

Proof. Taylor’s theorem and \( f = \varphi g \) yield

\[
\|f - A_n^{d,a}f\|_\infty \leq \varphi_{\max} \frac{\|g^{(n)}\|_\infty}{n!} \sup_{x \in [-1,1]} |x - a|^n = \varphi_{\max} \frac{\|g^{(n)}\|_\infty}{n!} (1 + |a|)^n.
\]

The upper bound follows from Lemmas 2.1 and 2.3 and \( \|f\|_K = \|g\|_R \). To prove the lower bound, let \( g_n(x) = (x - a)^n \) and \( f_n = \varphi g_n \). It is clear that the derivatives up to order \( n - 1 \) of \( g_n \) vanish at \( x = a \). Thus \( A_n^{d,a}f_n \equiv 0 \). From the Hilbert space characterisation (2.1) and the binomial theorem we compute

\[
\|f_n\|^2_K = \sum_{k=0}^n \alpha_{n-k} \binom{n}{k}^2 a^{2k} = \alpha_n \sum_{k=0}^n \frac{\alpha_{n-k}}{\alpha_n} \binom{n}{k}^2 a^{2k} \leq \alpha_n \sum_{k=0}^n \binom{n}{k} (\lambda a^2)^k \frac{1}{k!} a^{2k} = \alpha_n \sum_{k=0}^n \binom{n}{k} (\lambda a^2)^k \leq \alpha_n \sum_{k=0}^n \binom{n}{k} (\lambda a^2)^{n-k} = \alpha_n (1 + \lambda a^2)^n.
\]

Clearly,

\[
(3.10) \quad \|f_n\| = \|\varphi g_n\|_\infty \geq \varphi_{\min} \max\{g_n(-1), g_n(1)\} = \varphi_{\min} (1 + |a|)^n.
\]

Because \( A_n^{d,a}f_n \equiv 0 \),

\[
e_\infty(A_n^{d,a}) \geq \frac{\|f_n - A_n^{d,a}f_n\|_\infty}{\|f_n\|_K} = \frac{\|f_n\|_\infty}{\|f_n\|_K}
\]

Using \( \|f_n\|^2_K \leq \alpha_n (1 + \lambda a^2)^n \) and (3.10) yields the claimed lower bound. \( \square \)

4. General results for approximation in \( L^2([-1,1]) \)-norm

In this section we prove upper and lower bounds for \( e_2^{\min}(n) \) and \( e_2(A_n) \).

4.1. Norm estimates. Define

\[
l_{n,k} = \frac{(2k - 1)!}{k!} \sqrt{k + \frac{1}{2}} \left( \frac{(n - k)/2}{k + \frac{1}{2}} \right)
\]

for any \( 0 \leq k \leq n \). Here

\[
\binom{r}{k} = \frac{r(r-1)\cdots(r-k+1)}{k!}
\]

is the generalised binomial coefficient defined for any \( r \in \mathbb{R} \) and \( k \in \mathbb{N}_0 \). In this section the constants \( l_{n,k} \) play an analogous role to that played by \( t_{n,n-k} \) in Section 3.1 because Labelle [25] has proved an \( L^2 \)-version of the polynomial coefficient bound (3.4) that involves \( l_{n,k} \). Namely, if \( P_n(x) = \sum_{k=0}^n a_k x^k \) is a polynomial of degree \( n \) with real coefficients \( a_k \), then

\[
|a_k| \leq l_{n,k} \|P_n\|_2 \quad \text{for every} \quad 0 \leq k \leq n.
\]
Equality in (4.2) holds only for certain sums of Legendre polynomials, but we shall not use this fact. See also [31, pp. 676–7].

**Lemma 4.1.** Suppose that (Aa) holds. Then for every \( n \geq 1 \) we have

\[
\ell_1 2^{2n} \alpha_n \leq \sum_{k=0}^{n} \alpha_k l_{n,k}^2 \leq \ell_2 2^{2n} \alpha_n,
\]

where

\[
(4.3) \quad \ell_1 = \frac{1}{2\pi e^2} \quad \text{and} \quad \ell_2 = \frac{9e^6}{2\pi} \left(1 + \frac{\lambda}{4}\right) e^{\pi \lambda^2}.
\]

**Proof.** For \( k \geq 1 \), Stirling’s formula yields

\[
\left(\frac{(2k-1)!!}{k!}\right)^2 (k + \frac{1}{2}) = \frac{(2k)^2}{2^{2k} k!^2} (k + \frac{1}{2}) \leq 2^{2k} \frac{e^2}{\pi} \frac{k + \frac{1}{2}}{k} \leq \frac{3e^2}{2\pi} \cdot 2^k.
\]

and, in a similar manner,

\[
\left(\frac{(2k-1)!!}{k!}\right)^2 (k + \frac{1}{2}) \geq 2^{2k} \frac{1}{\pi e^2} \frac{k + \frac{1}{2}}{k} \geq \frac{1}{2\pi e^2} \cdot 2^k.
\]

It is trivial to verify that these inequalities hold also for \( k = 0 \). The definition of \( l_{n,k} \) in (4.1) thus gives

\[
\frac{1}{2\pi e^2} \cdot 2^{2n} \left(\frac{\lfloor (n-k)/2 \rfloor + k + \frac{1}{2}}{\lfloor (n-k)/2 \rfloor}\right)^2 \leq l_{n,k}^2 \leq \frac{3e^2}{2\pi} \cdot 2^{2k} \left(\frac{\lfloor (n-k)/2 \rfloor + k + \frac{1}{2}}{\lfloor (n-k)/2 \rfloor}\right)^2.
\]

Note that the generalised binomial coefficient equals one when \( \lfloor (n-k)/2 \rfloor = 0 \), so that

\[
\frac{1}{2\pi e^2} \cdot 2^{2n} \leq l_{n,n}^2 = \left(\frac{(2n-1)!!}{n!}\right)^2 \leq \frac{3e^2}{2\pi} \cdot 2^{2n}.
\]

We now get

\[
\sum_{k=0}^{n} \alpha_k l_{n,k}^2 \geq \alpha_n l_{n,n}^2 \geq \frac{1}{2\pi e^2} \cdot 2^{2n} \alpha_n,
\]

which is the claimed lower bound, and

\[
\sum_{k=0}^{n} \alpha_k l_{n,k}^2 = \alpha_n l_{n,n}^2 \sum_{k=0}^{n} \frac{\alpha_k}{\alpha_n} \left(\frac{l_{n,k}}{l_{n,n}}\right)^2 \leq \frac{3e^2}{2\pi} \cdot 2^{2n} \alpha_n \sum_{k=0}^{n} \frac{\alpha_k}{\alpha_n} \cdot \frac{3e^2}{2\pi} \cdot \frac{2^{2(n-k)}}{3} \cdot 2^{-2(n-k)} \left(\frac{\lfloor (n-k)/2 \rfloor + k + \frac{1}{2}}{\lfloor (n-k)/2 \rfloor}\right)^2.
\]

Assumption (Aa) therefore gives

\[
(4.4) \quad \sum_{k=0}^{n} \alpha_k l_{n,k}^2 \leq \frac{3e^6}{2\pi} \cdot 2^{2n} \alpha_n \sum_{k=0}^{n} \frac{\lambda^{n-k} k!}{n!} \left(\frac{\lfloor (n-k)/2 \rfloor + k + \frac{1}{2}}{\lfloor (n-k)/2 \rfloor}\right)^2.
\]

We now show that the term

\[
b_{n,k} = \frac{k!}{n!} \left(\frac{\lfloor (n-k)/2 \rfloor + k + \frac{1}{2}}{\lfloor (n-k)/2 \rfloor}\right)^2
\]

is the claimed upper bound, and
is approximately \((n - k)!\). Denote \(p_{n,k} = [(n - k)/2]\) and suppose that \(p_{n,k} \geq 1\). Then

\[
b_{n,k} = \frac{k!}{n!} \cdot \frac{\prod_{\nu=1}^{p_{n,k}} (\nu + k + \frac{1}{2})^2}{p(n,k)!^2} = \frac{1}{p(n,k)!^2} \cdot \frac{\prod_{\nu=1}^{\nu=p_{n,k}} (\nu + k + \frac{1}{2})}{\prod_{\nu=p(n,k)+1}^{n-k} (\nu + k)} = \frac{1}{p(n,k)!^2} \cdot \frac{\prod_{\nu=1}^{\nu=2} (\nu + k + \frac{1}{2})}{\prod_{\nu=2}^{\nu=p(n,k)} (\nu + k)} \leq \frac{1}{p(n,k)!^2} \cdot \frac{p(n,k) + k + \frac{1}{2}}{k + 1} \cdot \frac{\prod_{\nu=1}^{\nu=2} (\nu + k + \frac{1}{2})}{\prod_{\nu=p(n,k)+1}^{n-k} (\nu + k)} \\
\leq \frac{3}{p(n,k)!^2} \cdot \frac{\prod_{\nu=2}^{\nu=2} (\nu + k + \frac{1}{2})}{\prod_{\nu=p(n,k)+1}^{n-k-1} (\nu + k)} \cdot \frac{3}{p(n,k)!^2} = \frac{3}{[(n - k)/2]!^2}
\]

where the last inequality is a consequence of the inequalities \((p(n,k) + k + \frac{1}{2})/n \leq \frac{3}{2}\) and \((k + \frac{3}{2})/(k + 1) \leq 2\). Now, in the second term on the last line, each term in the denominator is larger than any term in the numerator and there are at least as many terms in the denominator as there are in the numerator. Therefore,

\[b_{n,k} \leq \frac{3}{p(n,k)!^2} = \frac{3}{[(n - k)/2]!^2} \]

if \(n - k \geq 2\). By computing \(b_{n,k}\) in the cases \(k = n\) and \(k = n - 1\) it is trivial to check that this inequality is valid for any \(0 \leq k \leq n\). Using the estimate (4.5) in (4.4) yields

\[
\sum_{k=0}^{n} \alpha_k l_{n,k}^2 \leq \frac{3e^6}{2\pi} \cdot 2^{2n} \alpha_n \sum_{k=0}^{n} \left(\frac{\lambda}{4}\right)^{n-k} b_{n,k} \leq \frac{9e^6}{2\pi} \cdot 2^{2n} \alpha_n \sum_{k=0}^{n} \left(\frac{\lambda}{4}\right)^k \frac{1}{[k/2]!^2} \leq \frac{9e^6}{2\pi} \cdot 2^{2n} \alpha_n \sum_{k=0}^{n} \left(\frac{\lambda}{4}\right)^{2k} \left(1 + \frac{\lambda}{4}\right) \frac{1}{k!^2} \leq \frac{9e^6}{2\pi} \left(1 + \frac{\lambda}{4}\right) e^{\frac{\lambda}{16}} \cdot 2^{2n} \alpha_n.
\]

This completes the proof. \(\square\)

**Remark 4.2.** Just as the proof of Lemma 3.1 (see Remark 3.2), the proof of Lemma 4.1 is based on the fact that assumption (Aλ) ensures that the term \(\alpha_{n,k} l_{n,k}^2\) dominates the sum in (3.5). Suppose that \(\alpha_k = k!^\beta\) for some \(\beta > 0\) and note
that $\text{(A}_0\text{)}$ is satisfied if and only if $\beta \geq 1$. Then Stirling’s formula yields

$$\frac{\alpha_n - 2\ell_{n,n}^2}{\alpha_n \ell_{n,n}^2} = \left(\frac{(n-2)!}{n!}\right)^\beta \left(\frac{(2n-5)!! n!}{(2n-1)!! (n-2)!}\right)^2 \frac{n-\frac{3}{2}}{n+\frac{1}{2}} \left(n - \frac{1}{2}\right)^2$$

$$\sim \left(\frac{1}{n(n-1)}\right)^\beta \frac{1}{16} \cdot \frac{n}{n-2} \cdot \frac{n-\frac{3}{2}}{n+\frac{1}{2}} \cdot (n-\frac{1}{2})^2$$

as $n \to \infty$. That is, the ratio is bounded from above if and only if $\beta \geq 1$, which shows that for $\beta \in (0,1)$ the sum in (3.5) is not dominated by $\alpha_n \ell_{n,n}^2$.

**Lemma 4.3.** Let $P_n(x) = \sum_{k=0}^{n} a_k x^k$ for $a_k \in \mathbb{R}$ be a polynomial of degree $n$. The function $f_n(x) = \varphi(x) P_n(x)$ is an element of $H(K)$. If assumption $\text{(A}_0\text{)}$ holds, then

$$\|f_n\|_K^2 \leq \ell_2 2^n \alpha_n \|P_n\|_2^2$$

for every $n \geq 1$, where the constant $\ell_2$ is given in (4.3).

**Proof.** The characterisation (2.1) and inequality (4.2) give

$$\|f_n\|_K^2 = \sum_{k=0}^{n} \alpha_k \ell_{n,k}^2 \leq \|P_n\|_2^2 \sum_{k=0}^{n} \alpha_k \ell_{n,k}^2.$$  

The claim then follows from Lemma 4.1. \qed

### 4.2. Worst-case error bounds

With these tools at hand we are now ready to bound $e_2^\text{min}(n)$ and $e_2(A_n)$. The proofs are practically identical to those of Theorems 3.5 and 3.6.

**Theorem 4.4.** Suppose that $\text{(A}_\varphi\text{)}$ and $\text{(A}_0\text{)}$ hold. Let $c_L$ and $m_L$ be the functions defined in (2.8) and (2.9). Then every $n \geq m_L(\lambda)$ we have

$$c_{1,2} 2^{-n} \alpha_n^{-1/2} \leq e_2^\text{min}(n) \leq c_{2,2} 2^{-n} e^{\sqrt{\alpha_n}} 2^{-n} \alpha_n^{-1/2},$$

where

$$c_{1,2} = \frac{2 \sqrt{2\pi}}{3 e^3 \sqrt{\lambda + 2}} e^{-\frac{\lambda}{2}} \varphi_{\text{min}} \quad \text{and} \quad c_{2,2} = 2 \sqrt{2c_L(\lambda)} \varphi_{\text{max}}.$$  

**Proof.** The lower bound is proved as in the proof of Theorem 3.5, except for the use of Lemma 4.3 to bound $\|f_n\|_K$. The only difference in the proof of the upper bound is that we use

$$\left(\int_{-1}^{1} \prod_{k=1}^{n} (x-x_k)^2 \, dx\right)^{1/2} = \left(2^{-2n+2} \int_{-1}^{1} T_n(x) \, dx\right)^{1/2} \leq 2^{-n+3/2}$$

instead of (3.9). \qed

**Theorem 4.5.** Suppose that $\text{(A}_\varphi\text{)}$ and $\text{(A}_0\text{)}$ hold. Let $c_L$ and $m_L$ be the functions defined in (2.8) and (2.9). Then for any $n \geq m_L(\lambda)$ and any pairwise distinct points $x_1, \ldots, x_n \in [-1,1]$ there is a linear approximation $A_n$ of the form (1.3) such that

$$c_{1,2} 2^{-n} \alpha_n^{-1/2} \leq e_2(A_n) \leq c_{2,2} 2^{-n} e^{\sqrt{\alpha_n}} 2^{-n} \alpha_n^{-1/2},$$

\[\text{By extremal properties of monic orthogonal polynomials, the constant } 2^{3/2} \text{ in (4.7) could be optimised by selecting } x_1, \ldots, x_n \text{ as the roots of the } n\text{th Legendre polynomial.}\]
where the constants \( c_{1,2} \) and \( c_{2,2} \) are given in (4.6).

**Proof.** The lower bound is a trivial consequence of Theorem 4.4. To prove the upper bound we proceed as in the proof of Theorem 3.6, obtaining

\[
\|f - A_nf\|_2 \leq \varphi_{\text{max}} \|f\|_K \sqrt{c_L(\lambda)} n^{-1/8} e^{\lambda n^{-1/2}} \left( \int_{-1}^{1} \prod_{k=1}^{n} (x - x_k)^2 \, dx \right)^{1/2}
\]

for \( n \geq m_L(\lambda) \). We are left estimate the integral term. Let \( A_- \) and \( A_+ \) be the sets of indices \( k \) for which \( x_k \leq 0 \) or \( x_k > 0 \), respectively. Then

\[
\int_{-1}^{1} \prod_{k=1}^{n} (x - x_k)^2 \, dx = \int_{-1}^{0} \prod_{k=1}^{n} (x - x_k)^2 \, dx + \int_{0}^{1} \prod_{k=1}^{n} (x - x_k)^2 \, dx
\]

\[
\leq \int_{-1}^{0} \prod_{k \in A_+} (x - x_k)^2 \, dx + \int_{0}^{1} \prod_{k \in A_-} (x - x_k)^2 \, dx
\]

\[
\leq \int_{-1}^{0} (x - 1)^{2|A_+|} \, dx + \int_{0}^{1} (x + 1)^{2|A_-|} \, dx
\]

\[
\leq \int_{-1}^{0} (x - 1)^{2n} \, dx + \int_{0}^{1} (x + 1)^{2n} \, dx
\]

\[
= \frac{2(2^{2n+1} - 1)}{2n + 1}
\]

\[
\leq n^{-1} 2^{2n+1}.
\]

This concludes the proof. \( \square \)

It would be a simple exercise to prove an \( L^2 \)-version of Theorem 3.7.

## 5. Application to specific kernels

In this section we apply Theorems 3.5 and 3.6 to the four kernels mentioned Section 1.1. Derivation of analogous \( L^2 \)-versions of each corollary in this section would be straightforward and is left to the reader. It is notable that for each kernel the rate of decay of the \( n \)th minimal error is controlled by the scale parameter \( \varepsilon \):

\[
\log e_{\text{min}}^\infty(n) = -\beta_1 n \log n + \beta_2 n \log \frac{\varepsilon^{\beta_3}}{2} + \mathcal{O}(n^{1/2})
\]

for some positive constants \( \beta_1, \beta_2 \) and \( \beta_3 \) that do not depend on \( \varepsilon \).

### 5.1. Gaussian kernel

The Gaussian kernel

\[
K(x, y) = \exp \left( -\frac{1}{2} \varepsilon^2 (x - y)^2 \right)
\]

is obtained from (1.1) by selecting

\[
\alpha_k = \varepsilon^{-2k} k! \quad \text{and} \quad \varphi(x) = \exp \left( -\frac{1}{2} \varepsilon^2 x^2 \right).
\]

**Corollary 5.1.** Let \( K \) be the Gaussian kernel in (5.1). Let \( c_L \) and \( m_L \) be the functions defined in (2.8) and (2.9) and suppose that \( n \geq m_L(\varepsilon^2) \). Then

\[
c_1 \left( \frac{\varepsilon}{2} \right)^n (n!)^{-1/2} \leq e_{\text{min}}^\infty(n) \leq c_2 n^{-1/8} e^{\varepsilon \sqrt{\pi}} \left( \frac{\varepsilon}{2} \right)^n (n!)^{-1/2}
\]
and for any pairwise distinct \(x_1, \ldots, x_n \in [-1, 1]\) there is a linear approximation \(A_n\) of the form (1.3) such that
\[
c_1 \left(\frac{\epsilon}{2}\right)^n (n!)^{-1/2} \leq \epsilon_\infty(A_n) \leq c_2 n^{-1/8} e^{\epsilon \sqrt{n}} (2\epsilon)^n (n!)^{-1/2},
\]
where
\[
c_1 = \sqrt{\frac{2}{1 + \epsilon}} e^{-\frac{\sqrt{2} \epsilon^2}{2\epsilon + \frac{1}{2}}} \quad \text{and} \quad c_2 = 2 \sqrt{c_L(\epsilon^2)}.
\]
The upper bounds of Corollary 5.1 are proved using weighted polynomial interpolation and Proposition 2.5. For the Gaussian kernel it is however easy to use polynomial interpolation and the estimate (2.17). Straightforward differentiation of the Taylor series of the Gaussian function yields
\[
C_n^2 \leq \sup_{x \in [-1, 1]} \left. \frac{\partial^{2n}}{\partial v^n \partial w^m} K(v, w) \right|_{v = x, w = x} = (-1)^n \frac{\partial^{2n}}{\partial z^{2n}} e^{-\frac{z^2}{2}} \bigg|_{z = 0} = \epsilon^{2n} (2n)! / 2^{2n}.
\]
Plugging this in (2.17) and using Stirling’s formula produces
\[
\|f - S_n f\|_\infty \leq c \|f\|_K n^{-1/2} (\sqrt{2\epsilon} \epsilon n^{n-2} \sup_{x \in [-1, 1]} \left| \prod_{k=1}^n (x - x_k) \right|
\]
for a positive constant \(c\) if \(f \in H(K)\). In contrast, in the proof of Theorem 3.5 we saw that
\[
\|f - S_n^2 f\|_\infty \leq \varphi_{\max} \|f\|_K \sqrt{c_L(\epsilon^2)} n^{-1/8} e^{\epsilon \sqrt{n}} \alpha_n^{-1/2} \sup_{x \in [-1, 1]} \left| \prod_{k=1}^n (x - x_k) \right|
\]
\[
\leq \tilde{c} \|f\|_K n^{-1/8} \epsilon^{3/4} \sqrt{\epsilon n} (\sqrt{\epsilon} \epsilon n^{n-2} \sup_{x \in [-1, 1]} \left| \prod_{k=1}^n (x - x_k) \right|
\]
for a positive constant \(\tilde{c}\), where the second inequality uses Stirling’s approximation. These estimates show that by using weighted polynomial interpolation one obtains an improvement of order \(2^{-n/2}\) over polynomial interpolation.

5.2. exponential kernel. The exponential kernel
\[
(K(x, y) = e^{\epsilon xy}
\]
is obtained from (1.1) by selecting
\[
\alpha_k = \epsilon^{-k} k! \quad \text{and} \quad \varphi(x) \equiv 1.
\]

**Corollary 5.2.** Let \(K\) be the exponential kernel in (5.2). Let \(c_L\) and \(m_L\) be the functions defined in (2.8) and (2.9) and suppose that \(n \geq m_L(\epsilon)\). Then
\[
c_1 \left(\frac{\epsilon^{1/2}}{2}\right)^n (n!)^{-1/2} \leq \epsilon_\infty(n) \leq c_2 n^{-1/8} e^{\epsilon \sqrt{n}} \left(\frac{\epsilon^{1/2}}{2}\right)^n (n!)^{-1/2}
\]
and for any pairwise distinct \(x_1, \ldots, x_n \in [-1, 1]\) there is a linear approximation \(A_n\) of the form (1.3) such that
\[
c_1 \left(\frac{\epsilon^{1/2}}{2}\right)^n (n!)^{-1/2} \leq \epsilon_\infty(A_n) \leq c_2 n^{-1/8} e^{\epsilon \sqrt{n}} (2\epsilon)^n (n!)^{-1/2},
\]
where
\[
c_1 = \sqrt{\frac{2}{1 + \epsilon}} e^{-\frac{\sqrt{2} \epsilon^2}{2\epsilon + \frac{1}{2}}} \quad \text{and} \quad c_2 = 2 \sqrt{c_L(\epsilon^2)}.
\]
5.3. **Analytic Hermite kernel.** Let \( \tau > 0 \). The analytic Hermite kernel

\[
K(x, y) = \exp \left( -\frac{1}{2} \tau^2 x^2 y^2 + \tau x y \right)
\]

is obtained from (1.1) by selecting

\[ \alpha_k = (\tau \varepsilon)^{-2k} \quad \text{and} \quad \varphi(x) = \exp \left( -\frac{1}{2} \tau x^2 \right). \]

**Corollary 5.3.** Let \( K \) be the analytic Hermite kernel in (5.3). Let \( c_L \) and \( m_L \) be the functions defined in (2.8) and (2.9) and suppose that \( n \geq m_L(\tau^2 \varepsilon^2) \). Then

\[
c_1 \left( \frac{\tau \varepsilon}{2} \right)^n (n!)^{-1/2} \leq e_{\text{min}}(n) \leq c_2 n^{-1/8} e^{\tau \varepsilon \sqrt{n}} \left( \frac{\tau \varepsilon}{2} \right)^n (n!)^{-1/2}
\]

and for any pairwise distinct \( x_1, \ldots, x_n \in [-1,1] \) there is a linear approximation \( A_n \) of the form (1.3) such that

\[
c_1 \left( \frac{\tau \varepsilon}{2} \right)^n (n!)^{-1/2} \leq e_{\infty}(A_n) \leq c_2 n^{-1/8} e^{\tau \varepsilon \sqrt{n}} (2 \tau \varepsilon)^n (n!)^{-1/2},
\]

where

\[ c_1 = \sqrt{\frac{2}{1 + \tau^2 \varepsilon^2}} e^{-\frac{1}{2} \tau^2 \varepsilon^2} \quad \text{and} \quad c_2 = 2 \sqrt{c_L(\tau^2 \varepsilon^2)}. \]

5.4. **Bessel kernel.** The Bessel kernel

\[
K(x, y) = I_0(2\varepsilon \sqrt{xy})
\]

is obtained from (1.1) by selecting

\[ \alpha_k = \varepsilon^{-k} k!^2 \quad \text{and} \quad \varphi \equiv 1. \]

**Corollary 5.4.** Let \( K \) be the Bessel kernel in (5.4). Let \( c_L \) and \( m_L \) be the functions defined in (2.8) and (2.9) and suppose that \( n \geq m_L(\varepsilon) \). Then

\[
c_1 \left( \frac{\varepsilon^{1/2}}{2} \right)^n (n!)^{-1} \leq e_{\text{min}}(n) \leq c_2 n^{-1/8} e^{\varepsilon \sqrt{n}} \left( \frac{\varepsilon^{1/2}}{2} \right)^n (n!)^{-1}
\]

and for any pairwise distinct \( x_1, \ldots, x_n \in [-1,1] \) there is a linear approximation \( A_n \) of the form (1.3) such that

\[
c_1 \left( \frac{\varepsilon^{1/2}}{2} \right)^n (n!)^{-1} \leq e_{\infty}(A_n) \leq c_2 n^{-1/8} e^{\varepsilon \sqrt{n}} (2 \varepsilon^{1/2})^n (n!)^{-1},
\]

where

\[ c_1 = \sqrt{\frac{2}{1 + \varepsilon}} e^{-\frac{1}{2} \varepsilon^2} \quad \text{and} \quad c_2 = 2 \sqrt{c_L(\varepsilon)}. \]

6. Some remarks on higher dimensions

Let us conclude with a few short remarks about how the results in this article could and could not be generalised to higher dimensions. The natural generalisation of the kernel (1.1) to dimension \( d \in \mathbb{N} \) is

\[
K_d(x, y) = \varphi(x) \varphi(y) \sum_{k \in \mathbb{N}_0^d} \alpha_k^{-1} x^k y^k \quad \text{for} \quad x, y \in [-1,1]^d.
\]

This kernel is well-defined and strictly positive-definite if \( \varphi: [-1,1]^d \to \mathbb{R} \) is non-vanishing and \( \sum_{k \in \mathbb{N}_0^d} \alpha_k^{-1} < \infty \). The definitions of worst-case errors and the Hilbert
space characterisations in Section 2.1 generalise naturally. Due to non-uniqueness of polynomial interpolation in dimensions higher than one it is no surprise that the worst-case error no longer tends to zero for an arbitrary sequence of points.

**Proposition 6.1.** Suppose that $d \geq 2$ and $1 \leq p \leq \infty$. Let $K_d$ be any kernel of the form (6.1). Then there exists a positive constant $c$ such that for every $n \geq 1$ there are pairwise distinct points $x_1, \ldots, x_n \in [-1,1]^d$ such that

$$e_p(A_n) \geq c$$

for any linear approximation of the form (1.3).

**Proof.** Let $x_1, \ldots, x_n$ be any pairwise distinct points on the unit circle. The polynomial $P(x) = x_1^2 + \cdots + x_n^2 - 1$ vanishes on the unit circle and the function defined as $f(x) = \varphi(x)P(x)$ is a non-zero element of $H(K_d)$. Therefore $A_n f \equiv 0$ for any linear approximation of the form (1.3). It follows that $e_p(A_n) \geq \|f\|_p / \|f\|_{K_d} > 0$, where the lower bound does not depend on $n$.

It would be straightforward to use tensor grids to prove limited generalisations to higher dimensions of Theorems 3.5, 3.6, 4.4 and 4.5, which is the approach taken in [23] in the context of integration. We also note that a certain multivariate extension of the Markov inequality used in Section 3.1 has been proved by Bernstein [3] (see [10] for a somewhat more accessible source).
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