Predicting the Performance of Undeveloped Multi-Fractured Marcellus Gas Wells Using an Analytical Flow-Cell Model (FCM)
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Abstract: The objective of the present study is to predict how changes in the fracture treatment design parameters will affect the production performance of new gas wells in a target zone of the Marcellus shale. A recently developed analytical flow-cell model can estimate future production for new wells with different completion designs. The flow-cell model predictions were benchmarked using historic data of 11 wells and 6 different completion designs. First, a type well was generated and used with the flow-cell model to predict the performance of the later infill wells—with variable completion designs—based off the performance of earlier wells. The flow-cell model takes into account known hyperbolic forecast parameters ($q_i$, $D_i$, and $b$-factor) and fracture parameters (height, half-length, and spacing) of a type well. Next, the flow-cell model generates the hyperbolic decline parameters for an offset well based on the selected changes in the fracture treatment design parameters. Using a numerical simulator, the flow-cell model was verified as an accurate modeling technique for forecasting the production performance of horizontal, multi-fractured, gas wells.

Keywords: flow-cell model; proved undeveloped gas reserves; physics-based DCA

1. Introduction

This study uses detailed well data from a lease region in the Marcellus shale to benchmark history matching results of a recently developed analytical flow-cell model [1–3] and independent results from a numerical reservoir simulator (CMG-IMEX). The lease region in the Marcellus shale has 11 active gas production wells in a key part of the Middle Devonian organic-rich formation with ultra-low matrix permeability [4]. The Marcellus shale covers 95,000 square miles from New York State through Pennsylvania, West Virginia, and Ohio down to Kentucky [4]. Gas production from the Marcellus shale increased rapidly since 2008 when horizontal drilling and multistage hydraulic fracturing allowed economic recovery by increasing the reservoir contact and creating increased permeability [5]. The Marcellus shale covers 95,000 square miles from New York State through Pennsylvania, West Virginia, and Ohio down to Kentucky [4]. Gas production from the Marcellus shale increased rapidly since 2008 when horizontal drilling and multistage hydraulic fracturing allowed economic recovery by increasing the reservoir contact and creating increased permeability [5]. The Marcellus shale exploitation has continued to grow and now is the biggest producer of natural gas within the United States at ~23 Bcf/day out of the total production of ~73 Bcf/day [6].

Throughout the years, operations within the Marcellus have changed significantly, driven by a variety of factors such as volatile commodity prices, varying well costs, and continual technology advancements. For example, the average lateral length was 4000 ft in 2011 [7] and by 2019 had more than doubled to 8500 ft, with some wells being drilled with lateral lengths over 15,000 ft [8]. The completion designs have also changed significantly. The average well in 2011 had a 350 ft stage spacing, and 1300 lbs of sand pumped per lateral foot [7]. Wells drilled in 2019 have increased the fracturing intensity with an average stage spacing of 200 ft—and fracture spacing of 40 ft or less—and 2000 lbs of sand per...
ft. These changes in operations have resulted in significant increases on the production rate-time plots.

A key objective of the present study is to predict how future changes in the fracture treatment design parameters may further affect the production performance of new wells in the Marcellus shale. The current oversupply of gas is forcing Marcellus operators to continue to refine their operations, specifically their well completions. The hydraulic fracturing portion of the well represents a significant portion of the total well cost [1]. Being able to accurately predict the well performance prior to drilling for a wide range of fracture treatment designs and lateral spacing is extremely valuable for maximizing returns on investment.

Providing an independent, physics-based solution for predicting the performance of yet to be drilled wells (undeveloped wells) that rapidly predicts the initial production rate (IP), decline rate, and $b$-factor would be very valuable to operators, providing the method is reliable, accurate, affordable, and easy to use. The motivation for the present study is to validate the flow-cell model developed by Weijermars and coworkers [1–3] as a quick and accurate model for estimating performance of various completion designs, and then use the model to maximize the return on investment.

2. Prior Work and Present Methodology

2.1. Prior Work

2.1.1. Early Model Work on Marcellus Wells

The economic optimization of production in the Marcellus has been subject of two seminal papers by Yu and Sepehrnoori [9] and Yu et al. [10]. The first paper [9] was a sensitivity analysis around reservoir and completion parameters as well as non-Darcy flow, geomechanical effects, and adsorption with a numerical simulator (CMG). The non-Darcy effects had a large effect on early time production data depending on the aperture of the fracture. Yu and Sepehrnoori [9] also found that the progressive desorption of gas starts to have an increasing effect on the production rate after 3 years of production, leading to a 10% increase in the cumulative production after 30 years.

Yu and Sepehrnoori [9] further investigated the geomechanical effects specifically stress-dependent fracture conductivity, which can lead to a 40% decrease in the 30-year cumulative production. Yu et al. [10] looked at the effect on well productivity of varying the cluster spacing, the stage spacing, and the fracture geometry (non-planar versus bi-wing). Due to stress shadowing, the middle perforation clusters were stunted in their fracture half-length growth. The ineffective middle clusters caused these clusters central within a stage to not affect production rates or overall EUR. However, tighter spacing of perforation clusters in a well did affect the gas production with a 10% increase in EUR.

2.1.2. DCA Models for Marcellus Wells

Gunaydin et al. [5] looked into forecasting well rates with the Arps decline curve in the Marcellus. The latter study found Arps’ equation to be inaccurate, since the $b$-factor in single-segment application of Arps’ method is assumed to be constant. However, the $b$-factor is not constant for shale wells (Figure 1), since the well starts in linear flow before slowly transitioning into BDF. In addition, the early time data has a high $b$-factor (>1), which can lead to almost infinite production estimates. Noteworthy, the shortcomings of single-segment Arps can be mitigated by two or three segment renditions of the Arps method [11].
R² ≥ 0.95). However, with less production history on a well, the various DCA methods tended to overpredict future production as they are not constrained by the physics of the reservoir. Nelson et al. [12] further found that the Arps equation gave the best fit for the long-term production behavior (Figure 2). One must remember that the Power Law Exponential (PLE) method was aimed at mitigating some limitations of the single-segment Arps’ equation by having a variable b-factor [13]. Duong [14] created an equation that is based on production dominated by fracture flow with negligible matrix contribution. The EURs using the Duong and PLE methods tend to be more conservative than those using Arps forecasts, especially in the later years of production [15]. Likewise, the Stretched Exponential Production Decline (SEPD), which was proposed to try model the performance of unconventional gas wells more accurately [16], did not evaluate favorably as compared to Arps [15].

Unfortunately, none of the traditional DCA methods can predict the performance of future wells with different completion designs, since it is an empirical fit of data that already exists. Until now, DCA methods can at best propose a type well that provides analogy performance, assuming the new well in the same formation will produce the

Figure 1. Typical multi-segmented decline curve for a shale well [5].

Figure 2. Comparison of various decline curve predictions on a Marcellus well [12].
same amount as the type well. In contrast, the flow-cell model proposed by Weijermars and co-workers [1–3] can predict future well performance using a type well, even when completion designs and well spacing are varied (see Section 2.2 and onward).

2.1.3. RTA Models for Marcellus Wells

Rate-Transient Analysis (RTA) also provides physics-based well performance solutions that incorporate different reservoir geometries with different reservoir flow regimes. While RTA models are not as quick as DCA models, they are generally fairly quick (<1 h per well) and sufficiently accurate, with the added benefit of maintaining a strong tie to the reservoir and physics compared to decline curve analysis. In unconventional reservoirs, RTA focuses on analyzing the transient linear flow regime with historical production data to estimate important well and reservoir parameters [5]. The transient linear flow solution for a horizontal, multi-fractured gas well is:

\[
\frac{m(P_i) - m(P_{wf})}{q} = \frac{200.8T}{n_f x_f H \sqrt{k}} \sqrt{\frac{1}{(\phi \mu g c_t)}} \sqrt{t + b'}
\]

The left side of the equation is the normalized flowing pseudopressure for a gas well, made up of the flow rate \(q\), the initial pseudopressure \(m(P_i)\), and bottom hole flowing pseudopressure \(m(P_{wf})\). The right side of the equation is made up of temperature \(T\), number of fractures \(n_f\), fracture height \(H\), fracture half-length \(x_f\), matrix permeability \(k\), porosity \(\phi\), viscosity \(\mu_g\), compressibility \(c_t\), and time \(t\).

The transient linear flow solution of Equation (1) is basically a line equation \(y = mx + b'\), where \(y\) is the normalized flowing pseudopressure and \(x\) is the square root of time). The intercept in the equation, \(b'\), is a function of skin and dimensionless fracture conductivity.

From historical production, \(y\) and \(x\) are known leaving \(b'\) and \(m\) as unknowns. The equation for \(m\) (in field units) is:

\[
m = \frac{200.8T}{n_f x_f H \sqrt{k}} \sqrt{\frac{1}{(\phi \mu g c_t)}} \sqrt{t + b'}
\]

The important unknowns in Equation (2) are the number of fractures, fracture height, fracture half-length, and matrix permeability while the rest of the variables can be estimated from logs, or cores. Unfortunately, there are four unknowns—but only one equation—meaning that the individual values cannot be solved. The combination of number of fractures, fracture height, fracture half-length, and fracture permeability are referred to as “Asqrtk” as shown in Equation (3). A simplified plot of normalized flowing pseudo-pressure versus the square root of time shows how to determine the slope, \(m\), and the intercept, \(b'\) (Figure 3):

\[
A_c \sqrt{k} = 4n_f x_f H \sqrt{k} = \frac{803.2T}{m} \sqrt{\frac{1}{(\phi \mu g c_t)}}
\]

Clearly, Asqrtk is a measure for productivity potential of a multi-fractured well—with large values indicating better drainage opportunity for the fluid in the reservoir—for a given viscosity and other fixed parameters for the reservoir and fracture properties.

Gunaydin et al. [5] developed an iterative workflow to estimate Asqrtk with the goals of honing in on the optimum fracture half-length, while varying the number of fractures. RTA was used to estimate the time of decline on a rate-constrained well. The model predicted the actual start of decline within 3 days accuracy, and the RTA-based production forecasts matched well on the production data after decline. In addition, on a different well, the EUR of the matched analytical model was within 3% of the numerical model. Their RTA case study was successful in predicting both the short term and long term production performance of the well.

Later studies used RTA to compare different completion designs in the Marcellus [17], using one pad with a new completion design and two pads with an older completion
design. Looking at the production data, the new completion design had 20% higher production at 1 year. However, using RTA, the fracture contact area ($A\sqrt{k}$) was 35% lower than the older completion design. Once the data was normalized for lateral length, bottom hole pressure profile, rock properties, and fluid properties, the analytical model for the new completion design only showed 8% more production after 1 year, while the EUR had reduced by 38%, due to the smaller fracture contact area. The study was successful in using analytical models to match historical production and estimate future production.

Trumbo et al. [18] presented a multivariate study of the completion design and its impact on well performance in the Utica (within the same basin as the Marcellus). Based on the unconventional transient linear flow analytical model, a predictive RTA tool was created using the $A\sqrt{k}$ per lateral length ($A\sqrt{k}/ft$). Although the model satisfactorily predicted a single variable (like $A\sqrt{k}/ft$), the predictive model lacked a direct prediction of the resultant production profile necessary for economic analysis.

2.1.4. Recent Reservoir Simulations of Marcellus Wells

Filchock et al. [19] at the Marcellus Shale Energy and Environment Laboratory (MSEEL) tried to determine the impact of different completion parameters on reservoir performance. A numerical simulation based on 4 Marcellus wells in Northern West Virginia within the dry gas window found that increasing the fracture half-length by 100% only increased the EUR by 50%. MSEEL also analyzed those 4 wells in detail. Using various logs, there were over 1600 healed natural fractures found along a 6000 ft lateral, meaning there was a natural fracture on average every 4 ft [20]. The reservoir model of Filchock et al. [19] was able to match four years of historic production on two wells (unfortunately, without mentioning if natural fractures were included in the model).

Several studies have suggested the importance of stress-dependent permeability and conductivity within the Marcellus [9, 21]. The studies showed an order of magnitude reduction in both the matrix permeability and the fracture conductivity, due to net stress increases when the reservoir pressure is depleted. El Sgher et al. [22] used a reservoir simulator on two Marcellus wells to investigate the impact of the individual hydraulic fractures. The principal goal was to understand geomechanical effects of the hydraulic fractures and non-uniform formation properties on the production and gas recovery with horizontal, multi-fracture wells in the Marcellus Shale. The study of El Sgher et al. [22] came about since multiple sources had suggested that only 50–60% of the perforation clusters were properly stimulated and producing at meaningful rates in other shale resource plays.

El Sgher et al. [22] history matched the production profile with four plausible solutions by varying the fracture half-length and the hydraulic fracture model. The first numerically simulated well had no natural fractures, the second had natural fractures every 20 ft and

![Figure 3. An example of normalized flowing pseudopressure vs. the square root of time used in RTA [5].](image-url)
the last two had a different amount of “missing” hydraulic fractures (50% reduction in half-length of the central—stress-shadowed—perforation clusters within a pumped stage with high ISIP and high clay content). All of the models had the stress-dependent permeability and conductivity. The matches of the first two models overpredicted the first four months of production. The fracture half-lengths did not have to be varied to achieve a good fit in the first model, while the authors claimed that the hydraulic fractures are propped and draining 400 ft of height (even though the Marcellus target zone is only 100 ft thick). The fracture half-lengths had to significantly reduce (15%) when the reservoir was modeled with natural fractures. The naturally fractured model had a 25% increase in EUR. The authors did not show actual simulation results for the last two models with stages missing, but nonetheless concluded that the fracture stages do not equally contribute to production.

A major conclusion of El Sgher et al. [22] was that not all hydraulic fractures contribute uniformly to production and it is important to determine the distribution of the natural fractures along the wellbore length. In addition, their fracture model predicted fracture half-lengths and fracture conductivity in a reservoir without natural fractures. Some of the inputs needed for the reservoir numerical simulations in the present study (see Section 4) were based off the study by El Sgher et al. [22].

Chin et al. [23] presented a practical workflow to predict child well performance utilizing a numerical simulator that included pressure depletion on initial reservoir pressure and incorporated geomechanical effects on cluster efficiency. When initially trying to match the production of the child well, no combination of fracture half-length, conductivity, and matrix perm matched early time production data. Reducing the initial pressure brought down the early time production and created a better match. There should not have been any pressure depletion from fluid flow within the ultra-low permeability matrix. This led the authors to conclude that the fractures networks were connected between the parent and child wells. Due to the connected fracture networks, the cluster efficiency was reduced from 50% to 40% based on the assumption that new fractures would not propagate once a stage became connected to an existing fracture network. The reduction of the cluster efficiency was effective at getting a better match on production data. On the other hand, Weijermars et al. [24] encountered similar problems in pressure matching well data due to unconstrained hydraulic fracture height, which can be solved when the fracture terminates against the upper and lower boundaries of the producing target zone.

Deasy et al. [25] presented a method of testing and confirming the production results of varying completion designs within the liquid rich portion of the Marcellus starting with a numerical simulator. The first step was using a numerical simulator to match the production of a certain completion design (300 ft stage spacing). Next, fracture stage spacing was varied to find the optimal rate of return on the investment. The new completion design (150 ft stage spacing) was tested in a field trial. An important part of the field testing was control for geologic properties, interior versus exterior, lateral length, well spacing, similar line pressures, vintage, and completion properties per stage (lb/stg and bbl/stg). The field test proved that that the numerical simulator gave reliable predictions, with the new wells showing a 60% increase in initial production and a 20% increase in the EUR. However, for practical purposes, the operator needed a quick way to create a forecast or type well in areas outside of the pilot test [25]. From the results of the numerical simulator, a so-called (production) uplift ratio was abstracted from the comparison of the two (early and modified) completion designs (Figure 4). The uplift ratio sacrificed some accuracy by not being fully tied to the numerical simulator, but a blind test of the uplift ratio showed that the forecasted volumes were accurate within 5% of the actual volumes produced. A full implementation—by the operator—of the new completion design, followed.

Instead of resorting to the uplift ratio for forecasting future well results, the flow-cell model [1] keeps the forecast tied to a type well, which could also be paired with a numerical reservoir simulator for benchmarking, as shown in the present study.
However, for practical purposes, the operator needed a quick way to create a forecast. Instead of resorting to the uplift ratio for forecasting future well results, the flow-cell model was used to create the uplift ratio (b) to infer type wells for other lease areas [25].

2.2. Flow-Cell Based Models—A New Approach

Weijermars and Khanal [1] presented a physics-based flow-cell model for estimating the production of new, undeveloped wells. The complex analysis method (CAM) is an analytical solution that has high resolution, while allowing for quick calculations of streamlines in a flow cell. The flow-cell model is built upon describing the flow paths of fluid particles in the reservoir space between two adjacent hydraulic fractures confined vertically with no flow boundaries above and below [1]. The flow cell is defined by \( D \) (fracture spacing), \( H \) (fracture height), and \( L \) (fracture length) as shown in Figure 5a. Multiple flow-cells can be combined to represent a horizontal, multi-fractured well where each flow cell—in the basic model—is assumed to be the same (Figure 5b).

![Figure 4](image1.png)  
**Figure 4.** The production data from a numerical model of the test and standard completion (a) was used to create the uplift ratio (b) to infer type wells for other lease areas [25].

![Figure 5](image2.png)  
**Figure 5.** Cont.
The particle flow paths along with the particle velocities are used to calculate the flow rate and pressures in a flow cell over time. The flow rate and pressure of a single flow cell is then combined with all of the other flow cells to represent the whole well. The pressure depletion rate is then scaled based off a type well. With the assumption that bottom hole pressure is the same between the type well and a new well, and allowing for design changes in the dimension of the flow cells for the new wells (fracture spacing, fracture height, fracture half-length, and total well-length), it is possible to determine the flow rate of a new well based on the flow performance of the type well. Besides assuming that both the new well and the type well have the same BHP, the flow-cell model makes the following simplifying assumptions:

- There are the same reservoir and fracture properties between all flow cells as they are all considered identical.
- The proppant concentration over the considered fracture half-length is high enough to ensure near infinite conductivity meaning that pressure drop within the fractures is negligible.
- There is no complex fracture geometry. All flow cells are bound by planar fractures, transverse to the wellbore.
- The impact of flow from the unconfined matrix to the first fracture and last fracture of the well is neglected by assuming the same boundary conditions for all flow cells.
- There are similar production operations between the type well and the new well and no surface flow constrictions.
- The production impact outside of the flow-cell is not neglected, but is assumed to give flow contributions to the fracture tips in both the type well and the new well (Figure 5c).
- There may be an overall change in hydrocarbon recovery percentage over the life of the new well, but only when the flow-cell dimensions increase as compared to the type well. However, the effect is mostly due to accelerated early production when fracture spacing is reduced.
- Gains in EUR would come from increasing the flow-cell dimensions, which is possible by (1) increasing the fracture height, (2) increasing the fracture half-length, or (3) increasing the well length.
- The well performance predicted by the flow-cell model is captured here by a single-segment hyperbolic decline curve.

When the limiting conditions are fulfilled, the flow-cell model can be used. The CAM flow model starts with a known Arps production forecast (whether it is a single well or type well) and then scales the flow rates based on the completion design of the new well. The model uses fracture dimensions (fracture half-length, number of fractures, and fracture spacing) to scale the flow rate. The practical value of the model is that it provides the
hyperbolic forecast with the Arps parameters ($q_i$, $D_i$, and b-factor) for the new well using solely changes in the well design parameters.

The flow-cell model is made up of 5 equations to estimate the Arps production forecast inputs for a new well. The first equation of the flow-cell model determines the initial flow rate of the new well ($q_{i, \text{NewWell}}$) and is shown in Equation (4). The initial flow rate of the new well is calculated based on the initial flow rate of the type well ($q_{i, \text{TypeWell}}$), the fracture spacing of the new well ($D_N$), the fracture spacing of the type well ($D_T$), the number of fractures of the new well ($N_N$), the number of fractures of the type well ($N_T$), and the ratio of the drained volume of new well and type well ($V_R$). The initial flow rate of the new well is sensitive to the change in number of fractures and fracture spacing between the new well and the type well.

\[
q_{i, \text{NewWell}} = V_R \frac{N_N D_N}{N_T D_T} \left( \frac{D_T}{D_N} \right)^2
\] (Equation 4)

The initial decline rate of the new well ($D_{i,N}$) is shown in Equation (5). The initial decline rate of the new well is calculated based on the initial decline rate of the type well ($D_{i,T}$), the fracture spacing of the new well ($D_N$), the fracture spacing of the type well ($D_T$), the number of fractures of the new well ($N_N$), the number of fractures of the type well ($N_T$), and the ratio of the drained volume of new well and type well ($V_R$). The initial decline rate of the new well is very sensitive to the change in fracture spacing between the new well and the type well.

\[
D_{i,N} = \frac{D_{i,T} N_T D_T}{V_R N_N D_N} \left( \frac{D_T}{D_N} \right)^{2.5}
\] (Equation 5)

The $b$-factor for the new well ($b_N$) is determined using Equation (6). The $b$-factor of the new well is calculated based on the $b$-factor of the type well ($b_T$), the initial decline rate of the new well ($D_{i,N}$), the initial decline rate of the type well ($D_{i,T}$), the fracture spacing of the new well ($D_N$), the fracture spacing of the type well ($D_T$), the number of fractures of the new well ($N_N$), the number of fractures of the type well ($N_T$), and the ratio of the drained volume of new well and type well ($V_R$).

\[
b_N = 1 - \frac{N_N D_N}{N_T D_T} \left( \frac{V_R D_T}{D_N} \right)^2 \frac{D_{i,T}}{D_{i,N}} (1 - b_T)
\] (Equation 6)

The volume ratio ($V_R$) is determined using Equation (7). The volume ratio accounts for any differences in the drainage areas between the new well and the type well. The volume ratio is calculated based on the fracture spacing of the new well ($D_N$), the fracture spacing of the type well ($D_T$), the number of fractures of the new well ($N_N$), the number of fractures of the type well ($N_T$), the length of the fractures of the new well ($L_N$), the length of the fractures of the type well ($L_T$), the fracture height of the new well ($H_N$), and the fracture height of the type well ($H_T$).

\[
V_R = \frac{V_N}{V_T} = \frac{N_N D_N L_N H_N}{N_T D_T L_T H_T}
\] (Equation 7)

With the initial flow rate, initial decline rate, and $b$-factor of the new well determined, the flow rate of the new well at any point in time ($q(t)$) can be determined using the Arps equation as shown in Equation (8).

\[
q(t) = q_{i, \text{NewWell}} (1 + b_N D_{i,N} t)^{-\frac{1}{b_N}}
\] (Equation 8)

For more details on the flow-cell model derivation please see the original papers by Weijermars and coauthors [1–3].

Utilizing the flow-cell model, Weijermars and Khanal [1] were able to effectively and efficiently predict future well performance for various fracture spacing, based on the type well performance. As shown in Figure 6, the oil rate and cumulative oil production were
calculated over time for a number undeveloped wells in the oil window of the Eagle Ford Formation (East Texas), considering various fracture spacing. A similar analysis will be performed in the present paper for undeveloped gas wells in the Marcellus Formation. After first benchmarking and verifying the flow-cell model with a numerical simulator, the model is next applied to field data of 11 legacy wells (see Sections 3 and 4).

![Figure 6. (a) Rate-time plot and (b) cum-rate plot for an Eagle Ford oil well with varying fractures spacing [1].](image)

3. Case study Well Data and Basic Production Analysis

An operator provided historic production data for 11 wells within the dry gas portion of the Marcellus. The well spacing, and completion timing of the 11 wells are explained, together with the completion designs pumped as well as the estimated fracture properties. The fracture dimensions are important inputs into the flow-cell model. The reservoir flow regimes are identified and the production history presented, as the flow rates and Arps decline parameters are key inputs for the flow-cell model.

3.1. Location of Case Study Wells

The focus of this study is on the Appalachian Basin specifically the dry gas window of the Marcellus (Middle Devonian formation) in Pennsylvania. A subset of 11 wells drilled from 4 well pads within the dry gas window will be studied in detail. All wells were landed in the lower Marcellus target zone, which occurs sandwiched between two limestone formations, i.e., the Cherry Valley (top) and the Onondoga (bottom). Both formations are assumed to act as fracture barriers, limiting the height of fracture growth into the Upper Marcellus [23]. A gun-barrel view of the wells with their horizontal spacing and the year of completion is shown in Figure 7. To protect the privacy of the company that graciously provided data for the study, the paper does not go into any further detail of the location of the wells.

![Figure 7. Gun-barrel view of the 11 parallel case study wells in the Lower Marcellus landing zone.](image)
The full schedule of well development is given in Table 1. One well was drilled and completed in 2014 while all other 10 wells were drilled in 2015. Due to the gas price crash during 2015, not all of the wells were completed right after being drilled. Only 5 of the wells were completed in 2015, 1 in 2016, 2 more in 2018, and the last 2 in 2019.

| Well Name | Drill Year | Completion Year | First Production Year |
|-----------|------------|----------------|-----------------------|
| N7        | 2014       | 2014           | 2015                  |
| S1        | 2015       | 2015           | 2015                  |
| N1        | 2014       | 2015           | 2015                  |
| N9        | 2015       | 2015           | 2015                  |
| S2        | 2015       | 2015           | 2015                  |
| N8        | 2015       | 2015           | 2015                  |
| N4        | 2015       | 2016           | 2016                  |
| N5        | 2015       | 2018           | 2018                  |
| N6        | 2015       | 2018           | 2018                  |
| N2        | 2015       | 2019           | 2019                  |
| N3        | 2015       | 2019           | 2019                  |

The 11 wells of this study were all drilled in approximate N-S direction and are all parallel (Figure 7). The majority of the wells have a spacing of about 1300 ft, only the easternmost wells are spaced at 2500 ft, leaving possible infill space for another, future well in between. All the current wells target the same interval in the Lower Marcellus, which is around 100 ft thick (Figure 7).

### 3.2. Completion Parameters

The completion design for each of the wells varies, depending on the year of completion. Table 2 has more general completion information, while Table 3 has the information per stage, per cluster and per foot of completed lateral. Over time the number of perforation clusters has increased while the spacing between each cluster has significantly decreased (100 ft to 40 ft). The sand per foot of lateral has generally been around 2000 lb/ft while the amount of sand per cluster has decreased significantly as more clusters were added without adding more sand. The amount of fracturing fluid pumped per foot has also increased in the more recent designs, but has decreased slightly on a fluid per cluster base (Table 3).

| Well Name | CLAT (ft) | Total Stages | Total Proppant (lbs) | Total Fluid (bbls) | Total Clusters |
|-----------|-----------|--------------|---------------------|-------------------|----------------|
| N7        | 4981      | 14           | 7,517,720           | 129,019           | 61             |
| S1        | 4480      | 9            | 9,239,370           | 116,305           | 47             |
| N1        | 6253      | 14           | 11,510,900          | 160,638           | 69             |
| N9        | 4002      | 8            | 8,078,067           | 104,388           | 42             |
| S2        | 5314      | 11           | 15,866,820          | 200,308           | 55             |
| N8        | 5203      | 10           | 9,710,020           | 120,058           | 49             |
| N4        | 7699      | 33           | 15,488,180          | 275,275           | 133            |
| N5        | 7452      | 50           | 18,731,392          | 360,744           | 159            |
| N6        | 7456      | 50           | 18,001,590          | 345,838           | 162            |
| N2        | 6340      | 42           | 12,450,525          | 272,804           | 176            |
| N3        | 6423      | 39           | 11,070,445          | 242,585           | 161            |
Table 3. Completion information per stage, per perforation (perf) cluster, and per foot of completed lateral (CLAT).

| Well Name | Stage Spacing (ft) | # of Clusters per Stage | Cluster Spacing (ft) | Total Sand/CLAT (lb/ft) | Sand/Perf Cluster (lb/Cluster) | Total Fluid/CLAT (bbl/ft) | Fluid/Perf Cluster |
|-----------|-------------------|-------------------------|---------------------|------------------------|-------------------------------|--------------------------|--------------------|
| N7        | 356               | 4                       | 81                  | 1509                   | 125,295                       | 26                       | 2150               |
| S1        | 498               | 5                       | 95                  | 2062                   | 200,856                       | 26                       | 2528               |
| N1        | 447               | 5                       | 90                  | 1841                   | 169,278                       | 26                       | 2362               |
| N9        | 500               | 5                       | 96                  | 2019                   | 197,026                       | 26                       | 2546               |
| S2        | 483               | 5                       | 96                  | 2986                   | 293,830                       | 38                       | 3709               |
| N8        | 520               | 5                       | 106                 | 1866                   | 202,292                       | 23                       | 2501               |
| N4        | 233               | 4                       | 58                  | 2012                   | 117,335                       | 36                       | 2085               |
| N5        | 149               | 3                       | 47                  | 2514                   | 121,632                       | 48                       | 2342               |
| N6        | 149               | 3                       | 46                  | 2414                   | 114,660                       | 46                       | 2203               |
| N2        | 151               | 4                       | 36                  | 1964                   | 74,110                        | 43                       | 1624               |
| N3        | 165               | 4                       | 40                  | 1724                   | 71,886                        | 38                       | 1575               |

3.3. Fracture Half-Lengths

IHS Harmony was used to evaluate the drainage area of each of the wells to understand the impact of changing the completion designs. As sqrtk, as mentioned in Section 2.1.3, is the amount of area that the fractures contact multiplied by the square root of permeability, which is a proxy for how effective the reservoir was stimulated by the fracturing. When a well is within linear flow, the boundaries of the reservoir are not known, but As sqrtk can still be determined. The superposition time and variable pressure models were used to obtain As sqrtk from the slope of a tangent line on the normalized pressure vs. square root time of plot (e.g., Figure 3).

Next, the fracture half-length was estimated using the values determined from the superposition time model. The fracture half-length, fracture conductivity, and permeability of the SRV were varied to minimize the error on the history match. Table 4 contains the resultant As sqrtk and the inferred fracture half-lengths for the case study wells. As the number of perforation clusters increased, the As sqrtk increased while the fracture half-length decreased. The trend becomes even more obvious when the completions are binned to modern completion designs (2016+ completion year) against the early completion designs (2014–2015) (Table 5). The fracture half-length decreased by 17%, but the As sqrtk per foot of lateral increased by 27% between the early and modern completion designs.

Table 4. Estimated drainage area results for case study wells.

| Well Name | Superposition As sqrtk (mD^0.5 × ft^2) | Superposition As sqrtk/CLAT (mD^0.5 × ft) | Variable Pressure As sqrtk (mD^0.5 × ft^2) | Variable Pressure As sqrtk/CLAT (mD^0.5 × ft) | Fracture Half-Length (ft) |
|-----------|---------------------------------------|------------------------------------------|-------------------------------------------|-----------------------------------------------|---------------------------|
| N7        | 72,214                                | 14                                       | 43,708                                    | 8.8                                           | 776                       |
| S1        | 71,342                                | 16                                       | 42,019                                    | 9.4                                           | 543                       |
| N1        | 92,428                                | 15                                       | 61,549                                    | 9.8                                           | 552                       |
| N9        | 52,487                                | 13                                       | 34,696                                    | 8.7                                           | 376                       |
| S2        | 102,565                               | 19                                       | 63,006                                    | 11.9                                          | 551                       |
| N8        | 85,620                                | 16                                       | 54,268                                    | 10.4                                          | 523                       |
| N4        | 160,216                               | 21                                       | 110,689                                   | 14.4                                          | 384                       |
| N5        | 172,240                               | 23                                       | 107,134                                   | 14.4                                          | 652                       |
| N6        | 154,885                               | 21                                       | 92,004                                    | 12.3                                          | 439                       |
| N2        | 131,410                               | 21                                       | 83,053                                    | 13.1                                          | 445                       |
| N3        | 127,353                               | 20                                       | 81,796                                    | 12.7                                          | 446                       |
### Table 5. Estimated drainage area results by grouped by completion year.

| Year of Completion | Superposition $A_{sqrtk}$ ($\text{mD}^{0.5} \times \text{ft}^2$) | Superposition $A_{sqrtk}/\text{CLAT}$ ($\text{mD}^{0.5} \times \text{ft}$) | Variable Pressure $A_{sqrtk}$ ($\text{mD}^{0.5} \times \text{ft}^2$) | Variable Pressure $A_{sqrtk}/\text{CLAT}$ ($\text{mD}^{0.5} \times \text{ft}$) | Fracture Half-Length (ft) |
|--------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|---------------------|
| 2014–2015          | 79,443                                           | 15.7                                             | 49,875                                           | 9.8                                              | 554                 |
| 2016–2019          | 149,221                                          | 21.1                                             | 94,935                                           | 13.4                                             | 473                 |
| % Change           | 47%                                              | 26%                                              | 47%                                              | 27%                                              | $-17\%$            |

### 3.4. Flow Regimes

Identifying flow regimes is important for obtaining improved history matches with DCA curves and may lower the uncertainty in the production forecasts and the estimated ultimate recovery (EUR) [11]. The Fetkovich type curve was used to identify flow regimes. All of the wells studied are multi-fractured wells, meaning they are initially expected to be in the linear flow regime which is a $\frac{1}{2}$ slope on the Fetkovich type curve. If there is boundary-dominated flow (BDF), a unit slope or steeper appears on the type curve.

As seen in Figure 8, the newest wells, N2 and N3, exhibit a strong linear flow trend, but without meeting any boundaries since the slopes are $\frac{1}{2}$ for the entire production history. Both the N2 and N3 wells had produced for around 1.5 years at the time of our analysis. Even the oldest wells (N1 and S1, Figure 8) after producing for almost 4.5 years did not yet exhibit BDF. In conclusion, none of the wells in our case study show—even after several years of production—any obvious sign of BDF.

![Figure 8. Fetkovich type curves for four of the case study wells where the data follows the trend of the dotted red lines which represents linear flow (1/2 slope).](image)

### 3.5. Production History

To accurately predict future production, the decline curve analysis should be tied to the understanding of the production method and the production data. The case study wells (Table 6) are operated with two different initial production methods: (1) All wells that started producing before 2018 had tubing installed right after completions; (2) The more recent wells had no tubing installed, and instead produce out of just the casing. The change in initial production method reduced the friction within the wellbore significantly, allowing for higher initial flow rates and drawdown in the newer wells. Figure 9 shows the production histories for each of the case study wells (colored by the year of the completion). Changes in the more recent completion designs (2016-2019) have resulted in increased early time production.
Table 6. Initial production method of the 11 case study wells.

| Well Name | First Production Year | Initial Production Method |
|-----------|-----------------------|--------------------------|
| N7        | 2015                  | Tubing Flow              |
| S1        | 2015                  | Tubing Flow              |
| N1        | 2015                  | Tubing Flow              |
| N9        | 2015                  | Tubing Flow              |
| S2        | 2015                  | Tubing Flow              |
| N8        | 2015                  | Tubing Flow              |
| N4        | 2016                  | Tubing Flow              |
| N5        | 2018                  | Casing Flow              |
| N6        | 2018                  | Casing Flow              |
| N2        | 2019                  | Casing Flow              |
| N3        | 2019                  | Casing Flow              |

Figure 9. Production history of all 11 wells colored by completion year: (a) Semilog rate-time; (b) Semilog rate/CLAT-time; (c) Cumulative production versus time.
In addition, some of the parent wells experienced fracture hits. Any time a child well was completed next to a parent, the parent well was shut-in and had a few months without production, after which pressure build-up was needed for the parent well to unload the extra water.

4. Flow-Cell Model Workflow and Results

For the flow-cell model to be beneficial and used by reservoir engineers, it must save time and be easier to use as compared to a numerical simulator; however, it must also predict correctly the performance. This paper will now proceed to verify—using a numerical simulator—the accuracy of the flow-cell model as a proxy reservoir model for a dry gas reservoir. The flow-cell model has previously been verified in a black oil well in the Eagle Ford Formation [1–3]. However, the flow-cell model has never before been tested and verified for a dry gas well. The present study uses a CMG history match to benchmark the flow-cell model prediction and confirms that the flow-cell model is a valid tool for use in dry gas wells (see later). Subsequent to the model verification, the flow-cell model will be used to predict the performance of wells with different completion designs and then compare those predictions to the actual performance of the wells. The flow-cell model, thus first verified, was next used in a case study of actual well performance, with different completion designs and well spacing.

The adopted work flow is as follows:

1. Generate single-segment Arps decline curves of the 11 wells using regression and engineering judgment.
2. Compare and contrast the Arp decline curve inputs ($q_i$, $D_i$, and $b$-factor) for 5-year and 50-year cumulative production.
3. Use the horizontal, multi-fracture analytical model to history match the pressures and rates to estimate the fracture half-lengths of each well.
4. Use the flow-cell model to predict neighboring well performance based on the actual well completion parameters (fracture height and number of clusters) and the fracture half-length from the analytical model.
5. Compare the flow-cell model prediction to actual production of the more recent wells. Compare production rate vs. time and cumulative production vs. time in a 5-year and 50-year timeframe.

4.1. Verifying the Reservoir Model

A commercial dry gas reservoir simulator (CMG-IMEX) was used to history match a 30-year gas production forecast for a type well created from five of the case study wells completed in 2015 (Table 1). The starting point for the numerical simulation was to select model properties from prior literature. The model properties from Chin et al. [23] were preferentially used as that study also focused on the northeastern Pennsylvania portion of the Marcellus. Table 7 shows the model properties held constant for all of the numerical model realizations. The lateral spacing of the wells was 1300 ft (Figure 7; we ignore the delay in wells’ early production). The width of the reservoir model for the type well was enlarged to 3000 ft (to allow for space beyond the fracture half-length and drained volume). The length of the reservoir model was also increased beyond the well length to avoid boundary effects. The thickness of the reservoir was not increased beyond the pay zone height of 107 ft, because there are fracture barriers (Cherry Valley and Onondaga Limestone) on either side of the Marcellus [23].
Table 7. Numerical model properties held constant.

| Attribute                              | Assumed Value |
|----------------------------------------|---------------|
| Thickness, ft                          | 107           |
| Length, ft                             | 8000          |
| Width, ft                              | 3000          |
| Well Length, ft                        | 6450          |
| Initial Temperature, °F                | 130           |
| Initial Pressure, psia                 | 2800          |
| Rock Compressibility, 1/psi            | $5.33 \times 10^{-6}$ |
| Cluster Spacing, ft                    | 100           |
| Gas Gravity                            | 0.565         |
| Bottom Hole Flowing Pressure, psia     | 600           |

The type well was designed with a constant cluster spacing of 100 ft, which was kept constant in the history matched numerical model. With the well length of 6450 ft, the type well has 65 transverse hydraulic fractures. All of the fractures were assumed to be 100% open and contributing to the well productivity. The type well is assumed to have a constant bottom hole flowing pressure of 600 psi. Unknown reservoir and fracture properties were varied to find the optimal match of daily gas production and the cumulative gas production. The optimal match was subsequently used to verify the accuracy of the well rate forecast with the flow-cell model for various fracture spacing.

Some of the actual reservoir and fracture properties remain poorly constrained or unknown, like fracture half-length, fracture height, fracture width, fracture permeability, matrix permeability, matrix porosity, and initial water saturation. Those properties were allowed to vary throughout the history match to allow the numerical reservoir model to try to match the production forecast for the type well (Figure 10). The properties of the initial guess and best match type well case are shown in Table 8. The type well forecast was used for all 30 years instead of using only the actual production data for the first four years. The initial rate was 5065 Mcf/day with an initial nominal decline rate of 1.009 and a b-factor of 1.13.

Figure 10. Daily gas production rate (blue) and cumulative gas production (orange) over 30 years for a type well with 0 months of historical data and 30 years of forecast, which was used as the basis of the history match for the numerical simulator.
Table 8. Reservoir model properties varied to obtain the history match.

| Attribute                     | Initial Guess | Best Match   |
|-------------------------------|---------------|--------------|
| Initial Water Saturation, fraction | 0.35          | 0.287        |
| Initial Gas Saturation, fraction | 0.65          | 0.723        |
| Matrix Perm, mD               | 0.0001        | 0.00013005   |
| Matrix Porosity               | 0.07          | 0.0698       |
| Half-Length, ft               | 550           | 600          |
| Fracture Height, ft           | 107           | 97           |
| Fracture Width, ft            | 0.000833      | 0.0002255    |
| Fracture Permeability, mD     | 20000         | 5655         |

4.2. Sensitivity of Type Well to Fracture Spacing; History Match to Field Data

The sensitivity analysis and history match within CMOST were used to find the numerical model to best match the type well daily production and cumulative gas production. The sensitivity analysis used a random seed to generate a parameter from an input distribution. All of the parameters were given uniform distributions with large but practical bounds. The sensitivity analysis used randomized variables to history match and minimize the mismatch between the type well forecast and the numerical model. The default solver within CMG (Design Exploration Controlled Evolution optimization algorithm) was used. The solver used regression to try to predict the numerical model with the error minimized and then produced the forecasts for that model. The history match took over 200 different scenarios to find an optimal match. Some of the sensitivity analysis and history matching scenarios are shown in Figure 11. The optimal match of the type well forecast from the numerical model is shown in Figure 12. The optimal match had an average absolute relative error of 2.3% and 15.2% over 30 years for cumulative gas production and daily gas production, respectively.

Figure 11. Various sensitivity analysis and history matching scenarios: (a) daily gas production rate vs. time; (b) cumulative gas production vs. time.
4.2. Sensitivity of Type Well to Fracture Spacing; History Match to Field Data

The sensitivity analysis and history match within CMOST were used to find the numerical model to best match the type well daily production and cumulative gas production. The sensitivity analysis used a random seed to generate a parameter from an input distribution. All of the parameters were given uniform distributions with large but practical bounds. The sensitivity analysis used randomized variables to history match and minimize the mismatch between the type well forecast and the numerical model. The default solver within CMG (Design Exploration Controlled Evolution optimization algorithm) was used. The solver used regression to try to predict the numerical model with the error minimized and then produced the forecasts for that model. The history match took over 200 different scenarios to find an optimal match. Some of the sensitivity analysis and history matching scenarios are shown in Figure 11. The optimal match of the type well forecast from the numerical model is shown in Figure 12. The optimal match had an average absolute relative error of 2.3% and 15.2% over 30 years for cumulative gas production and daily gas production, respectively.

![Figure 12](image1.png)

**Figure 12.** The optimal match of the numerical simulation and the type well production (Arps DCA): (a) daily gas production rate vs. time; (b) cumulative gas production vs. time.

4.3. Flow-Cell Model Benchmarked against Numerical Simulator

The numerical simulator was run with 3 different fracture spacing (50, 70, and 150 ft) from the optimal match of the type well (100 ft). The fracture spacing was the only variable changed from the optimal match model properties. It was assumed that all of the same fracture properties will be created just at a different spacing interval. The daily gas production and cumulative gas production for the numerical models with different fracture spacing are shown in Figure 13.

![Figure 13](image2.png)

**Figure 13.** The optimal match of the numerical simulation with varying fracture spacing and the resultant (a) daily gas production rate vs. time and (b) cumulative gas production vs. time.

The flow-cell model was used with the type well DCA (100 ft fracture spacing) to predict the performance for the cases of different fracture spacing (50, 70, and 150 ft). The fracture spacing was the only variable changed in the flow-cell model. The daily gas
production and cumulative gas production for the initial 100 ft spacing and three different fracture spacing are shown in Figure 14a,b, respectively.

![Figure 14. The flow-cell model using the type well DCA with varying fracture spacing and the resultant (a) daily gas production rate vs. time and (b) cumulative gas production vs. time.](image)

The flow-cell model and the numerical simulation were based off of the same type well production forecast. Both models were run with the same varying fracture spacing. The cumulative gas production curves for the 4 different fracture spacing for both models are shown in Figure 15. The cumulative gas production for both models vary over time, and have 30-year EURs with similar values (Table 9). The close match of the EURs from the numerical simulation results with those from the flow-cell model verifies that the flow-cell model can be confidently used to estimate the production for new wells when fracture treatment design parameters (such as fracture spacing) are changed.

![Figure 15. Varying the fracture spacing using the flow-cell model and numerical simulation and the resultant cumulative gas production over 30 years.](image)
Table 9. 30-year cumulative gas production for the two models.

| Model           | 50'  | 70'  | 100' | 150' |
|-----------------|------|------|------|------|
| Numerical (Bcf) | 7.62 | 7.42 | 6.96 | 6.15 |
| Flow cell (Bcf) | 7.96 | 7.76 | 7.20 | 6.06 |
| Error           | 4%   | 5%   | 3%   | −1%  |

All of the cases had low error on the cumulative gas production at 30 years (under 5% mismatch in each scenario) as shown in Table 9. In both the numerical simulation and the flow-cell model, there is cumulative gas production benefit from decreasing fracture spacing as there is a ~10% increase of the 30-year EUR when the fracture spacing tightens from 100 to 50 ft. Most of the benefit of decreasing the fracture spacing comes from the early production acceleration. The 50 ft fracture spacing model produced 35% more gas than the 100 ft fracture spacing model at 2,000 days. Table 10 compares the 30-year cumulative production of the new wells with different fracture spacing to the type well of 100 ft fracture spacing. The small difference between the numerical simulation and the flow-cell model shows that the flow-cell model is an accurate reservoir model.

Table 10. Ratio of 30-year cumulative production to the 100 ft fracture spacing for the two models.

| Model        | 50' | 70' | 100' | 150' |
|--------------|-----|-----|------|------|
| Numerical    | 1.10| 1.08| 1.00 | 0.84 |
| Flow-cell    | 1.09| 1.06| 1.00 | 0.88 |

5. Field Case Testing

5.1. Mismatch of Field Case and Verified Flow-Cell Forecasts

Using the flow-cell model [Equations (4)–(8) from Section 2.2], the initial flow rate, initial decline, and the b-factor were calculated for the six wells with different completion designs based on the type well, as shown in Table 11. The normalized initial flow rates from the flow-cell model were around 2 to 3 times larger than the least-squared regression initial flow rate. The initial nominal decline rates varied more and were around 1.5 to 6 times larger than the least-squared regression initial declines. The b-factor changed the least of the Arps decline parameters between the two methods with some wells seeing b-factor increases up to 25% and other wells see decreases up to 7%.

Table 11. Comparing Arps decline parameters of DCA history matching (see Appendix A) and of the flow-cell model.

| Well Name | Least-Squared Regression Forecast | Flow-Cell Model Estimates |
|-----------|----------------------------------|----------------------------|
|           | \( q_i \) (Mscfd) | \( q_i / \text{CLAT} \) (Mscfd/ft) | \( D_i \) (/Year) | b-Factor | \( q_i \) (Mscfd) | \( q_i / \text{CLAT} \) (Mscfd/ft) | \( D_i \) (/Year) | b-Factor |
| N7        | 3274 | 0.66 | 0.65 | 1.13 | 5738 | 1.15 | 1.03 | 1.42 |
| N4        | 6922 | 0.90 | 0.83 | 1.01 | 17,299 | 2.25 | 4.79 | 1.04 |
| N5        | 12,226 | 1.64 | 2.05 | 1.13 | 25,499 | 3.42 | 4.77 | 1.19 |
| N6        | 12,425 | 1.67 | 2.33 | 1.13 | 26,634 | 3.57 | 7.48 | 1.06 |
| N2        | 11,967 | 1.89 | 3.74 | 1.13 | 36,976 | 5.83 | 13.61 | 1.05 |
| N3        | 11,214 | 1.75 | 3.39 | 1.13 | 30,343 | 4.72 | 10.44 | 1.06 |
| Type well | 0.81 | 1.01 | 1.13 | |

The normalized 5-year and 50-year recoveries for the least-squared DCA regression and the flow-cell model are compared in Table 12. There is a significant amount of variance between the two techniques. Of the 6 wells, the flow-cell model largely overpredicted (greater than 5%) the 5-year recovery on 4 wells, slightly underpredicted (less than −5%) on 1 well, and correctly predicted (mismatch less than absolute value of 5%) on 1 well. The flow-cell model correctly predicted the 50-year recovery on 2 wells, overpredicted on 2 wells, and underpredicted on the remaining two wells.
Table 12. Comparing 5-year and 50-year recoveries from the flow-cell model and least-squared regression.

| Well Name | Least-Squared Regression Forecast | Flow-Cell Model Forecast | 5-Year % Difference | 50-Year % Difference |
|-----------|-----------------------------------|--------------------------|---------------------|----------------------|
|           | 5-Year cum/CLAT (Mcf/ft) | 50-Year cum/CLAT (Mcf/ft) | 5-Year cum/CLAT (Mcf/ft) | 50-Year cum/CLAT (Mcf/ft) |
| N7        | 551                              | 1326                     | 848                 | 2143                 | 54%                  | 62% |
| N4        | 650                              | 1398                     | 572                 | 967                  | −12%                 | −31% |
| N5        | 761                              | 1515                     | 987                 | 1862                 | 30%                  | 23% |
| N6        | 716                              | 1402                     | 677                 | 1109                 | −5%                  | −21% |
| N2        | 607                              | 1124                     | 711                 | 1106                 | 17%                  | −2% |
| N3        | 597                              | 1118                     | 703                 | 1119                 | 18%                  | 0% |

The well (N6) that was correctly predicted by the flow-cell model at 5 years was not one of the wells correctly predicted at 50 years but instead was 21% lower than the least-squared DCA regression forecast. The N2 and N3 wells were correctly predicted at 50 years with less than 2% mismatch for both of the wells as compared to the least-squared DCA regression forecasts. However, the 5-year recovery was overpredicted by 17% and 18%, respectively. The N7 well had the largest difference between the two methods with 54% at 5 years and 62% at 50 years. The completion design of the N7 was the closest to the type well with cluster spacing only 20% closer yet the model predicted the biggest difference in production.

The full production rate-time and cumulative production-time plots for each of the wells forecasted with the flow-cell model are shown in Appendix B. As seen with the tabular comparison of Table 12, the flow-cell model tends to overpredict the initial production significantly. The 1-year cumulative production is overpredicted in all of the wells, and is between 20% and 60% higher than the actual production. The consistent, large overprediction of production within the first year will have a large impact on the value metrics (PV10, IRR, PVI, etc.).

What next needs to be answered is this: what are the possible explanations for the discrepancy between the numerically verified flow-cell model predictions and the actual field performance? For example, the flow-cell model relies entirely on the assumption that all of the hydraulic fractures are contributing to the initial rate of production. It is possible that in the actual new wells realized in the field, not all of the hydraulic fractures are equally contributing. This topic will be addressed in more detail in the section below.

5.2. Matching Flow-Cell Model Results with the 11 Case Study Wells

With the proof that the numerical reservoir model and the flow-cell model match well over time, the possible causes of the early time overprediction between the flow-cell model forecasts and the actual well performance in the case study wells is analyzed below in more detail.

One of the key assumptions within both the reservoir model and the flow-cell model is that there is a constant bottom hole pressure (BHP). The numerical simulation assumed a bottom hole pressure of 600 psi for the life of the well. The flow-cell model assumes the pressure profile of the well or wells within the type well used to determine the hyperbolic forecast. Gray’s correlation, which is used for predominately gas well, was used with the surface casing pressure, gas flow rate, and water flow rate to estimate the bottom hole pressure of all of the case study wells within IHS Harmony software.

A plot of BHP over time is shown in Figure 16. The plot shows a large spread in pressure decline over time. The initial BHP on all of the wells is similar but the pressure decline is significantly different. The pressure decline is similar amongst wells of the same completion design (same colors on the plot) except for one well (N1). The most recent completions (red and purple on the plot) had larger surface facilities and produced without any tubing unlike the rest of the wells. Flowing the wells without any tubing helped lower
the BHP much quicker as there was significantly less friction within the production system. The most recent wells (2018/2019) produced below the assumed BHP of 600 psi within 30 days of first production whereas the wells within the type well ranged from 200 days to 1400 days of first production before reaching a BHP of 600 psi. This shows that all of the wells do not have the same BHP over time which may conflict with that assumption of the flow-cell model.

![BHP over time](image)

**Figure 16.** BHP, calculated using Gray’s correlation and surface measurements, over time for all of the case study wells.

There are not any obvious trends between the BHP over time and the wells that had overpredicted or underpredicted production rate or cumulative production. However, if the modern wells had a BHP profile similar to the wells within the type well they would have significantly lower gas rates and lower cumulative production causing the flow-cell model to overpredict early production rate and cumulative production even more than already overpredicted.

### 5.3. Back Calculation of Flow-Cell Parameters Using Field Production Forecast

The numerical model and flow-cell model both assumed uniform, planar hydraulic fractures that all contribute equally to the production rate. It is probably too idealistic to assume that each hydraulic fracture receives equal water and proppant creating the same fracture half-length and width. As multiple studies have shown, not all fractures are created equal [10, 17, 22].

To test which proportion of the fractures in the actual wells contributed to production, the inputs of the flow-cell model were treated as unknowns, while the output (actual production forecast) was considered as known. The type well inputs to be matched remained constant, while the number of fractures, fracture spacing, and the fracture half-length in the flow-cell model were varied to calculate the Arps decline parameters \(q_i, D_i\), and \(b\)-factor that optimally matched the DCA of the individual wells as shown in the example for one well in Figure 17. Table 14 shows a comparison of the original inputs and the optimal inputs. In all of the cases, the number of fractures were reduced and the fracture spacing was increased when back calculated compared to the original inputs. On average, the number of fractures decreased by 27% and the fracture spacing increased by 38%. The number of fractures that all contribute equally to the actual production, the flow-cell model overestimated the initial rate.

To test which proportion of the fractures in the actual wells contributed to production, the inputs of the flow-cell model were treated as unknowns, while the output (actual production forecast) was considered as known. The type well inputs to be matched remained constant, while the number of fractures, fracture spacing, and the fracture half-length in the flow-cell model were varied to calculate the Arps decline parameters \(q_i, D_i\), and \(b\)-factor that optimally matched the DCA of the individual wells as shown in the example for one well in Figure 17. Table 14 shows a comparison of the original inputs and the optimal inputs. In all of the cases, the number of fractures were reduced and the fracture spacing was increased when back calculated compared to the original inputs. On average, the number of fractures decreased by 27% and the fracture spacing increased by 38%. The number of fractures that all contribute equally to the actual production, the flow-cell model overestimated the initial rate.

5.3. Back Calculation of Flow-Cell Parameters Using Field Production Forecast

The numerical model and flow-cell model both assumed uniform, planar hydraulic fractures that all contribute equally to the production rate. It is probably too idealistic to assume that each hydraulic fracture receives equal water and proppant creating the same fracture half-length and width. As multiple studies have shown, not all fractures are created equal [10, 17, 22].

To test which proportion of the fractures in the actual wells contributed to production, the inputs of the flow-cell model were treated as unknowns, while the output (actual production forecast) was considered as known. The type well inputs to be matched remained constant, while the number of fractures, fracture spacing, and the fracture half-length in the flow-cell model were varied to calculate the Arps decline parameters \(q_i, D_i\), and \(b\)-factor that optimally matched the DCA of the individual wells as shown in the example for one well in Figure 17. Table 14 shows a comparison of the original inputs and the optimal inputs. In all of the cases, the number of fractures were reduced and the fracture spacing was increased when back calculated compared to the original inputs. On average, the number of fractures decreased by 27% and the fracture spacing increased by 38%. The number of fractures that all contribute equally to the actual production, the flow-cell model overestimated the initial rate.

5.3. Back Calculation of Flow-Cell Parameters Using Field Production Forecast

The numerical model and flow-cell model both assumed uniform, planar hydraulic fractures that all contribute equally to the production rate. It is probably too idealistic to assume that each hydraulic fracture receives equal water and proppant creating the same fracture half-length and width. As multiple studies have shown, not all fractures are created equal [10, 17, 22].

To test which proportion of the fractures in the actual wells contributed to production, the inputs of the flow-cell model were treated as unknowns, while the output (actual production forecast) was considered as known. The type well inputs to be matched remained constant, while the number of fractures, fracture spacing, and the fracture half-length in the flow-cell model were varied to calculate the Arps decline parameters \(q_i, D_i\), and \(b\)-factor that optimally matched the DCA of the individual wells as shown in the example for one well in Figure 17. Table 14 shows a comparison of the original inputs and the optimal inputs. In all of the cases, the number of fractures were reduced and the fracture spacing was increased when back calculated compared to the original inputs. On average, the number of fractures decreased by 27% and the fracture spacing increased by 38%. The number of fractures that all contribute equally to the actual production, the flow-cell model overestimated the initial rate.
Table 13. The original inputs for the flow-cell model and the results of back calculating the inputs to get the flow-cell model to match the DCA regression of the individual wells.

| Well Name | Original Input to Flow-Cell Model | Back Calculate to Get Flow-Cell Model to Match Well DCA |
|-----------|----------------------------------|--------------------------------------------------------|
|           | Number of Fractures | Fracture Half-Length (ft) | Cluster Spacing (ft) | Number of Fractures | Fracture Half-Length (ft) | Cluster Spacing (ft) |
| N7        | 61                  | 776                        | 81                  | 48                  | 560                        | 104                  |
| N4        | 133                 | 384                        | 58                  | 96                  | 548                        | 80                   |
| N5        | 159                 | 652                        | 47                  | 122                 | 640                        | 61                   |
| N6        | 162                 | 439                        | 46                  | 123                 | 641                        | 61                   |
| N2        | 176                 | 445                        | 36                  | 113                 | 652                        | 56                   |
| N3        | 161                 | 446                        | 40                  | 109                 | 645                        | 59                   |

Table 14 shows a comparison of the original inputs and the optimal inputs. In all of the cases, the number of fractures were reduced and the fracture spacing was increased when back calculated compared to the original inputs. On average, the number of fractures decreased by 27% and the fracture spacing increased by 38%. The number of fractures is the only parameter used to calculate the initial rate using the flow-cell model equations. In all of the cases with the original number of fractures, which were all assumed to be contributing equally to the actual production, the flow-cell model overestimated the initial rate.

Table 14. Comparing original inputs for the flow-cell model and the results of back calculating the inputs to get the flow-cell model to match the DCA regression of the individual wells.

| Well Name | Number of Fractures Difference | Fracture Half-Length Difference (ft) | Cluster Spacing Difference (ft) | Number of Fractures % Difference | Fracture Half-Length % Difference | Cluster Spacing % Difference |
|-----------|-------------------------------|-------------------------------------|--------------------------------|----------------------------------|----------------------------------|-------------------------------|
| N7        | −15                           | −216                                | 23                             | −22%                            | −28%                             | 28%                           |
| N4        | −37                           | 165                                 | 22                             | −28%                            | 43%                              | 38%                           |
| N5        | −37                           | −12                                 | 14                             | −23%                            | −2%                              | 30%                           |
| N6        | −39                           | 202                                 | 15                             | −24%                            | 46%                              | 32%                           |
| N2        | −63                           | 207                                 | 20                             | −36%                            | 47%                              | 56%                           |
| N3        | −52                           | 199                                 | 19                             | −32%                            | 45%                              | 47%                           |

Figure 17. Regression of the monthly gas rate and the cumulative gas volumes to back calculate the inputs of the flow-cell model for an optimal match of N4 (without any minimum decline).
This is strong evidence that not all of the fractures planned in the fracture treatment design were created equal, and in fact not all fractures are contributing to the well, according to the proportions given in Table 13. The fraction of non-contributing fracture clusters (non-contributing fractures) ranges between 22% and 36%. This is an important result, which suggests that with the strong emphasis on rapid completions, the well performance is negatively impacted by approximately a quarter of all perforation clusters failing to create fracture systems that would otherwise contribute to production. The conclusion is that past fracture treatment quality assurance is prudent and deserves more attention in future field completions.

In addition, the fracture half-length changed substantially on almost all of the wells from the original inputs to the back calculated inputs. The fracture half-length increased on average 25%. With the amount of fractures reduced, the fracture half-lengths were mostly increased to ensure that the \(D_i\) and \(b\)-factor matched the DCA. The back calculated half-lengths had a much tighter range (548 to 652 ft) than the original input half-length (384 to 776 ft). This suggests that there is too much variability in the history match analytical model in estimating the fracture half-length for the flow-cell model.

5.4. Additional Explanations

Both the numerical model and flow-cell model assume uniform, planar hydraulic fractures that do not connect to any other hydraulic fractures or any natural fractures. While there is not any evidence of natural fractures within this particular lease region, it is plausible that there is interwell communication through connected hydraulic fractures. Within the dataset, there is extra produced water on existing wells from offsetting completions meaning the stimulated rock volumes are connected.

For example, there was extra produced water on existing wells from offsetting completions. For example, the N1 had a peak of water production of 1000 bbls/day at initial production but had decreased to an average of 15 bbls/day after 4 years of production. After the offset N2 completion, the water production on the N1 spiked to 380 bbls/day and continued to be elevated for the next 3 months. Unfortunately, neither well had a shut-in test to monitor pressures and rates during interwell communication. There is not clear evidence of connected fractures after the initial completion meaning it is unknown if the drained rock volumes were affected.

The fracture half-length for the best match of the numerical simulation was 600 ft (Table 8) while the interwell spacing is 1300 ft or a half-length of 650 ft. The original inputs used in the flow-cell model had an average fracture half-length of 520 ft (Table 13), while the back calculated inputs have a significantly higher average fracture half-length of 615 ft (Table 13). Clearly, to assume that each hydraulic fracture has the same fracture half-length may be too idealistic.

For example, fractures from neighboring wells may be interconnected, particularly since the sum of two fracture half-lengths almost equals the 1300 ft well spacing. Chin et al. [23] showed in his study that the reservoir model for recent wells with modern completion designs did not work until connected fracture networks were incorporated into the reservoir model. The interwell communication through connected hydraulic fractures should affect the decline rate and the \(b\)-factor by increasing the initial decline and decreasing the \(b\)-factor compared to a well without connected hydraulic fractures, which will decrease overall recovery.

6. Discussion

6.1. Verifying the Flow-Cell Model with a Reservoir Model

A CMG numerical simulation was built that successfully modeled the production of the chosen type well. The history match allowed a few different reservoir properties and fracture properties to vary to accurately model the production. Most of the properties did not change much between the initial guess and the best match. For example, permeability only changed from 100 to 130 nD while matrix porosity only change from 7 to 6.98%. Both were allowed to vary significantly (Table 8). The small change means that the measurements
from the nearby core sample were accurate. The fracture width (0.000833 ft to 0.0002255 ft) and fracture permeability (20,000 mD to 5655 mD) changed significantly from the initial guess to the best match (Table 8). The initial guess was based on the assumption that the fractures were infinitely conductive meaning that the pressure drop along the fracture would be approximately zero ($F_{cd} > 30$). However, both the fracture width and fracture permeability decreased by a factor of 4 causing the dimensionless fracture conductivity to drop to 16.6, as shown in Table 15. With a dimensionless fracture conductivity of 16.6, the fractures in the numerical model are no longer infinitely conductive.

Table 15. Fracture conductivity for the numerical simulation.

| Attribute                      | Initial Guess | Best Match |
|--------------------------------|---------------|------------|
| Fracture Conductivity, mD-ft   | 16.7          | 1.275      |
| Dimensionless Fracture Conductivity | 303          | 16.6       |

One of the main assumptions of the flow-cell model is that there is near infinite fracture conductivity because fluid flow into the fracture is assumed to be equal along the entire length of the fracture. Using the modified Pratt Equation (9), a dimensionless fracture conductivity of 30 (infinite conductivity) gives an effective fracture half-length that is 95% of the flowing fracture half-length [26]. A dimensionless fracture conductivity of 16.6 gives an effective fracture half-length that is 91.5% of the flowing fracture half-length, which is close to infinite conductivity. The flow-cell model assumption of near infinite fracture conductivity is therefore still met.

\[
\frac{x_{f,\text{effective}}}{x_{f,\text{flowing}}} = \frac{1}{1 + \frac{\pi}{F_{cd}}}
\]  

Separately, non-infinitely conductive fractures may occur in the study wells, due to a less than optimal completion procedure. Fracture conductivity controls early time transient production. As all of the wells are still within transient flow (specifically linear flow as seen in Section 3.4) after 4 years of production, it becomes clear that transient production is important to the production rate. Increasing the fracture conductivity should be investigated. Using too small of sand to prop the fractures, poor sand quality, too little water pumped, too much friction when pumping, too large of a leak-off-rate are some of the potential causes of fracture treatment procedure delivering a fracture conductivity that is lower than intended.

6.2. Verifying the Reservoir Model: Optimal Match of Numerical Simulation

The original comparison of the numerical simulation and the type well was given in Figure 12. The original comparison of the data was plotted on a logarithmic scale which is great for viewing data across different orders of magnitude. However, logarithmic plots have a tendency to suppress the mismatch, because of the vertical scale compression. The numerical simulation compared to the type well forecast had an average absolute relative error of 2.3% and 15.2% over 30 years for cumulative gas production and daily gas production, respectively. The percentage of mismatch over time of the numerical simulation against the type well forecast is shown in Figure 18 and Table 16.
One of the main assumptions of the flow-cell model is that there is near infinite fracture conductivity, which is close to infinite conductivity. The flow-cell model assumption of near infinite conductivity gives an effective fracture half-length that is 91.5% of the flowing fracture half-length, or 95% of the flowing fracture half-length [26]. A dimensionless fracture conductivity of 16.6 would give an effective fracture half-length that is 9.5% of the entire length of the fracture. Using the modified Pratt Equation (9), a dimensionless fracture conductivity because fluid flow into the fracture is assumed to be equal along the length of the fracture.

Figure 18. The average error between the numerical simulation and the type well for gas production rate and cumulative production.

Table 16. Comparing the average absolute error over different time frames between the numerical simulation optimal match and the type well forecast.

| Time Frame          | Gas Production Rate | Cumulative Production |
|---------------------|---------------------|-----------------------|
|                     | Years 1–5           | Years 1–30            |
| Average Error       | 14.8%               | 6.6%                  |
|                     | 15.2%               | 2.3%                  |

Initially, the numerical simulation had a lower forecasted gas rate than the type well, which lasted for the first year. The numerical simulation forecast remained higher until 14 years of production. The gas rate of the numerical simulation finished lower at 30 years of production. The largest mismatch of the gas rate was at 30 years of production where there was a 23% difference between the numerical simulation and the type well forecast. The average absolute mismatch for the first five years of production was the same as the 30-year average of 14.8%.

Due to the lower initial gas rate, the numerical simulation had a lower cumulative gas production for the first 6 years than the type well forecast. The numerical simulator then remained with a higher cumulative gas production until 22 years of production when the type well forecast surpassed it. The numerical simulation cumulative gas production at 30 years ended lower than the type well forecast (by 2.3%). The largest mismatch on the cumulative production occurred after 0.75 years of production where there was a 13% difference. The average mismatch for the first five years of production was 6.6%.

While the gas rate mismatch is significant, the cumulative production curve was extremely accurate. While an individual month’s production may be off, the total production and therefore the total revenue and total cash flow will be correct. There should be a little caution with any present worth calculations done with this forecast; however, the total estimated recovery is accurate.

6.3. Flow-Cell Model

The flow-cell model was tested against the numerical reservoir simulator (in Section 4.3) for use in dry gas wells with four different fracture spacing. Although the overall matches were satisfactory (Figure 15), the flow-cell model has a tendency to overpredict the initial production compared to the numerical simulation especially within the first 5 years (Figure 15). On the 150 ft fracture spacing test, the flow-cell model did not overpredict early production. For the 50, 70, and 100 ft fracture spacing models, the flow-cell model overpredicted early
production. However, it should be noted that the numerical simulator tends to underpredict the early production (Figure 18).

There appears to exist a correlation between the flow-cell overprediction and fracture spacing: the lower the fracture spacing the higher the overprediction in the early time production data; the tighter the fracture spacing the more drastic and sooner the overprediction occurred (Figure 15). This early overprediction of the well rates, when combined with an economic appraisal, may possibly cause slightly inflated rates of returns due slower discounting in the present value of money.

Another source of any observed mismatch between flow cell-model and real well performance could be due to an earlier mismatch between the history matched decline curve for the type well and the actual type well (due to inclusion of spurious early data points that may need to be omitted to get DCA parameters giving a better long term fit). Coupling of the flow cell model with an economic module can help find the well spacing and fracture treatment parameters that lead to the economic optimum (NPV).

7. Conclusions

This study started off by validating the flow-cell model with a numerical simulation of a Marcellus gas well. The numerical simulator was successfully matched to the historical performance of one of the wells. The fracture spacing of both the flow-cell model and the numerical simulator were varied from 50 to 150 ft. The flow-cell model and numerical simulator closely matched on the gas flow rate and cumulative gas production over time for all of the various fracture spacing. Compared to the numerical simulation, the flow-cell model proved to be a quick and accurate model.

The flow-cell model was then used in a case study of 11 horizontal, multi-fractured, dry gas Marcellus wells. Of the 11 wells, 5 wells with similar completion designs were utilized to create a type well. The flow-cell model used the type well to predict the gas flow rate and the cumulative production for the remaining 6 wells with different completion designs. The flow-cell model predictions were compared to the historical production of the 6 wells.

Overall, the flow-cell model did not match the gas flow rate or cumulative production of actual well results in the case study. The flow-cell model tended to overpredict the early time production benefits of increasing the number of fractures. As validated by the numerical reservoir model, the flow-cell model is an accurate reservoir model. The mismatch of the flow-cell model predictions and the performance of the case study wells must come from some of the model assumptions or some of the inaccuracies in the inputs. A few sources of mismatch between the two data sets were identified.

The study initially assumed that 100% of the perforation clusters created fractures in the field wells. However, in the literature, other operators in the Appalachian basin assumed between 33% and 60% of the perforation cluster created fractures. The flow-cell model was used in reverse, where the model was given the forecast for the new well to see the fracture dimensions needed to create that forecast. In all of the wells, the number of fractures decreased (on average ~27%), and the fracture spacing increased (on average 38%). As the number of fractures is the only parameter to calculate the initial rate using the flow-cell model, the early time overprediction is explained by having less than 100% cluster efficiency in the field wells.

Within the flow-cell model, the fracture half-length is also important for predicting the size of the box drained to achieve a particular EUR. In the use of the flow-cell model to determine the fracture dimensions based on the forecast, all of the fracture half-lengths changed and became closer to the type well averages for the fracture half-length. The IHS harmony model used to estimate the fracture half-length does not have enough uniqueness to provide accurate fracture half-lengths, which original inputs may have caused imprecise forecasts and EURs from the flow-cell model.

Lastly, one of the key assumptions within the flow-cell model is that there is a constant bottom hole pressure (BHP). The initial BHPs on all of the 11 case study wells were similar,
but their pressure declined over time, and in different ways due to different production systems being used. The variations in the pressure decline over time did not exhibit any obvious trends between which wells had overpredicted or underpredicted performance; however, the variable pressure decline may be another source of mismatch between the flow-cell model results and the actual well performance.

Finally, this study lists the following insights:

- The flow-cell model has been validated for a horizontal, multi-fracture, gas well based on the close match to the numerical simulation well.
- The flow-cell model forecasted rates mismatched performance of actual wells in the case study.
- The inaccuracies of the flow-cell model forecasts, practically the early time over-prediction in the case study, must come from some of the assumptions or some of the inputs.
- Assuming 100% of fractures are open and contributing equally is not a valid assumption based on the use of the flow-cell model in the case study.
- The flow-cell model matches the actual well performance when about a quarter of the perforation clusters were assumed inactive.
- In addition, estimates of fracture half-lengths used in the flow-cell model were adjusted to achieve better matches with the actual well performance. The adjusted half-lengths had a significantly tighter range (100 ft) than those estimated by the IHS Harmony model (400 ft).
- The large variance in pressure decline over time between the wells may be another source of the mismatch between flow-cell model forecasts and actual well performance.
- The mismatch earlier observed by the operator between the numerical reservoir model forecast and actual well production may have been due to the failure of perforation clusters to perform.
- In this respect, the flow-cell model provided flexible/versatile enough for reverse use and history match of the actual well data to reveal which completion parameters and in what proportion needed to be changed to achieve good matches.

**Author Contributions:** Conceptualization, D.W. and R.W.; methodology, D.W. and R.W.; investigation, D.W.; writing—original draft preparation, D.W.; writing—review and editing, D.W. and R.W.; supervision, R.W. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data from this study is not available for sharing.

**Conflicts of Interest:** The authors declare no conflict of interest.

**Abbreviations**

| Symbol | Description | Units |
|--------|-------------|-------|
| D      | Fracture spacing | ft |
| N      | Total number of flow cells of a well | |
| L      | Hydraulic fracture length | ft |
| H      | Pay zone height | ft |
| qi     | Initial flow rate | Mscf/day |
| Di     | Initial decline rate | 1/year |
| k      | b-factor | |
| Vr     | Volume ratio | |
| m(Pi)  | Initial pseudopressure | psia²/cP |
| m(Pwf) | Bottom hole flowing pseudopressure | psia²/cP |
\[
\begin{align*}
T & \quad \text{Temperature [°F]} \\
n_f & \quad \text{Number of fractures} \\
x_f & \quad \text{Fracture half-length [ft]} \\
k & \quad \text{Matrix permeability [mD]} \\
\phi & \quad \text{Porosity} \\
s & \quad \text{Viscosity [cP]} \\
c_l & \quad \text{Total compressibility [1/psia]} \\
m & \quad \text{Slope of the normalized flowing pressure vs. square root of time plot [psia}^2/cP*1/Mscfd] \\
b' & \quad \text{Intercept for normalized flowing pressure vs. square root of time plot [psia}^2/cP*1/Mscfd] \\
F_{cd} & \quad \text{Dimensionless fracture conductivity} \\
S_{gi} & \quad \text{Initial gas saturation} \\
B_{gi} & \quad \text{Initial gas formation volume factor [rcf/scf]} \\
\rho_b & \quad \text{Bulk density [g/cm}^3] \\
p_i & \quad \text{Initial pressure [psia]} \\
V_l & \quad \text{Langmuir volume [scf/ton]} \\
p_l & \quad \text{Langmuir pressure [psia]}
\end{align*}
\]

**Abbreviations**

- Asqrtk: Fracture contact surface area multiplied by the square root of permeability [ft\(^2\)mD\(^{0.5}\)]
- BDF: Boundary Dominated Flow
- BHP: Bottom Hole Pressure [psia]
- CLAT: Completed Lateral Length [ft]
- DCA: Decline Curve Analysis
- DRV: Drained Rock Volume [ft\(^3\)]
- EUR: Estimated Ultimate Recovery [Mscf]
- IP: Initial Production [Mscfd]
- OGIP: Original Gas in Place [Mscf]

**Appendix A. Decline Curve Analysis (DCA)**

**Appendix A.1. DCA for the 11 Case Study Wells**

Production forecasts were created for each of the 11 case study wells using traditional DCA, which were later tested against the field performance according to both the numerical and flow-cell model forecasts. The dry gas production was forecasted utilizing least-squared regression of Arps hyperbolic decline [27] using the monthly production residuals. A few of the months of production were excluded when fitting the decline curve as they were deemed outliers due to anomalously low production. In addition, the forecast was weighted toward the late term data to ensure more accurate future predictions.

Without any limits on the \(b\)-factor, the least-squared regression was yielding impractically high \(b\)-factors (~2) for all of the wells. A \(b\)-factor of 2 means that the wells are in linear flow for their whole life which is not practical and leads to overestimations of the EURs. An engineering judgment was therefore made to limit the \(b\)-factor between 1.0 and 1.13.

An example of the regression fit on the monthly production data for N1 is shown in Figure A1. The Arps decline parameters for the fits for all of the wells studied are shown in Table A1. The more recent wells have significantly higher flow rates, normalized flow rates, and decline rates. Notably, 10 out of the 11 wells share the same \(b\)-factor of 1.13.
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A.1. DCA for the 11 Case Study Wells

Production forecasts were created for each of the 11 case study wells using traditional DCA, which were later tested against the field performance according to both the numerical and flow-cell model forecasts. The dry gas production was forecasted utilizing least-squared regression of Arps hyperbolic decline [27] using the monthly production residuals. A few of the months of production were excluded when fitting the decline curve as they were deemed outliers due to anomalously low production. In addition, the forecast was weighted toward the late term data to ensure more accurate future predictions.

Without any limits on the $b$-factor, the least-squared regression was yielding impractically high $b$-factors (~2) for all of the wells. A $b$-factor of 2 means that the wells are in linear flow for their whole life which is not practical and leads to overestimations of the EURs. An engineering judgment was therefore made to limit the $b$-factor between 1.0 and 1.13.

An example of the regression fit on the monthly production data for N1 is shown in Figure A1. The Arps decline parameters for the fits for all of the wells studied are shown in Table A1. The more recent wells have significantly higher flow rates, normalized flow rates, and decline rates. Notably, 10 out of the 11 wells share the same $b$-factor of 1.13.

Figure A1. Arps least-squared regression and production data for Well N1.

Table A1. Arps decline parameters from least-squared regression for case study wells.

| Well Name | $q_i$ (mscfd) | $q_i$/CLAT (mscfd/ft) | Nominal $D_i$ (yr) | $b$-Factor |
|-----------|----------------|------------------------|-------------------|------------|
| N7        | 3274           | 0.66                   | 0.65              | 1.13       |
| S1        | 4028           | 0.90                   | 1.10              | 1.13       |
| N1        | 4426           | 0.71                   | 0.84              | 1.13       |
| N9        | 2240           | 0.56                   | 0.91              | 1.13       |
| S2        | 5807           | 1.09                   | 1.29              | 1.13       |
| N8        | 4392           | 0.84                   | 1.00              | 1.13       |
| N4        | 6922           | 0.90                   | 0.83              | 1.01       |
| N5        | 12226          | 1.64                   | 2.05              | 1.13       |
| N6        | 12425          | 1.67                   | 2.33              | 1.13       |
| N2        | 11967          | 1.89                   | 3.74              | 1.13       |
| N3        | 11214          | 1.75                   | 3.39              | 1.13       |

Appendix A.2. Estimation of 5-Year and 50-Year EUR

The Arps decline parameters were used to generate 5-year and 50-year EUR estimates as shown in Table A2. The 5-year recovery is important, since most of the value of the well comes from production within this time frame while the 50-year recovery represents the reserves estimates associated with each well. A cumulative distribution frequency of the normalized recovery is shown in Figure A2. All of five of the modern completion designs (completed after 2015) were in the 50th percentile or better for the 5-year recovery volume; however, only three out of the five wells were in the 50th percentile or better for the 50-year recovery. This means that the new completion techniques are accelerating production but are not necessarily increasing the EUR.
Table A2. Cumulative production over varying time frame for case study wells.

| Well Name | 5-Year cum (Mcf) | 5-Year cum/CLAT (Mcf/ft) | 50-Year cum (Mcf) | 50-Year cum/CLAT (Mcf/ft) |
|-----------|------------------|--------------------------|-------------------|--------------------------|
| N7        | 2,744,050        | 551                      | 6,606,061         | 1326                     |
| S1        | 2,629,007        | 587                      | 5,750,972         | 1284                     |
| N1        | 3,297,869        | 527                      | 7,561,267         | 1209                     |
| N9        | 1,602,254        | 400                      | 3,618,171         | 904                      |
| S2        | 3,490,634        | 657                      | 7,441,588         | 1400                     |
| N8        | 2,998,534        | 576                      | 6,659,646         | 1280                     |
| N4        | 5,006,924        | 650                      | 10,759,987        | 1398                     |
| N5        | 5,669,308        | 761                      | 11,289,225        | 1515                     |
| N6        | 5,337,881        | 716                      | 10,449,880        | 1402                     |
| N2        | 3,845,870        | 607                      | 7,124,139         | 1124                     |
| N3        | 3,834,353        | 597                      | 7,179,327         | 1118                     |

Figure A2. Cumulative distribution frequency vs. normalized recovery over 5 years (a) and 50 years (b).

Appendix A.3. Type Well Construction

An empirical type well was generated from the five wells with the same 2015 completion design (5 clusters at 100 ft spacing in one stage with 2000 lbs of proppant per foot of lateral) to use in the flow-cell model for estimating the production of all of the others wells. The production rate of the empirical type well was plotted with the individual wells (Figure A3). The decline parameters for the type well are shown in Table A3. To ensure that the type well is indeed representative of the early time and the late-time behavior of the wells, the type well should be close to the average, normalized 5-year recovery and 50-year recovery of the individual wells. Table A4 shows that this is the case, with less than 1% error in both time frames meaning the type well is representative of the average well with 5 clusters at 100 ft spacing in one stage with 2000 lbs of proppant per lateral foot.
Figure A2. Cumulative distribution frequency vs. normalized recovery over 5 years (a) and 50 years (b).

A.3. Type Well Construction

An empirical type well was generated from the five wells with the same 2015 completion design (5 clusters at 100 ft spacing in one stage with 2000 lbs of proppant per foot of lateral) to use in the flow-cell model for estimating the production of all of the others wells. The production rate of the empirical type well was plotted with the individual wells (Figure A3). The decline parameters for the type well are shown in Table A3. To ensure that the type well is indeed representative of the early time and the late-time behavior of the wells, the type well should be close to the average, normalized 5-year recovery and 50-year recovery of the individual wells. Table A4 shows that this is the case, with less than 1% error in both time frames meaning the type well is representative of the average well with 5 clusters at 100 ft spacing in one stage with 2000 lbs of proppant per lateral foot.

Figure A3. Normalized rate by CLAT vs. time where the type well forecast (black line) closely matches the average normalized rate (red line).

Table A3. Type well Arps decline parameters.

| Well Name               | q_i/CLAT (MMscfd/ft) | Nominal D_i (Year) | b-Factor |
|-------------------------|----------------------|-------------------|----------|
| Type well               | 0.81                 | 1.01              | 1.13     |
| Average of wells in type well | 0.82                 | 1.03              | 1.13     |

Table A4. Comparing 5-year and 50-year year normalized recoveries of the type well and average well.

| Well Name                  | 5-Year cum/CLAT (Mcf/ft) | 50-Year cum/CLAT (Mcf/ft) |
|----------------------------|--------------------------|---------------------------|
| Type well                  | 552                      | 1224                      |
| Average of wells in type well | 550                    | 1215                      |
| Error (%)                  | 0.3                      | 0.7                       |

Appendix A.4. Fracture Half-Length

For practical use, all of the fracture half-lengths of the case study wells were determined with IHS Harmony, using the horizontal, multi-fractured, enhanced fracture region analytical model. The reservoir properties used as inputs for the model are shown in Table A5. The starting values for fracture half-length, fracture conductivity, and permeability were determined from matching the slope of the linear flow section of normalized pressure vs. square root of time plot (Figure 4). The fracture half-length, fracture conductivity, and permeability of the SRV were varied as those properties cannot be easily measured. The IHS model minimized the error of the pressure prediction using the production rate history. The production data after the frac hit (from the N2 completion) was excluded from the history match for the N1 to avoid any fracture interference or interwell communication effects. The IHS history match for N1 is accurate with an average error in the predicted pressure of 1.5%.
Table A5. Reservoir properties used as inputs for the N1 for the analytical model.

| Attribute                  | Input Value |
|----------------------------|-------------|
| Initial Pressure, psi      | 2800        |
| Reservoir Length, ft       | 6253        |
| Reservoir Width, ft        | 1350        |
| Reservoir Height, ft       | 107         |
| Porosity, %                | 7           |
| Gas Saturation, %          | 65          |
| Water Saturation, %        | 35          |
| Gas Compressibility, 1/psia| $5.64 \times 10^{-6}$ |
| Number of Perforation Clusters | 69         |
| Cluster Spacing, ft        | 90          |

The fracture half-lengths—determined for each case study well in IHS Harmony history matches—are given in Table A6, together with other flow-cell model inputs. The type well has the average fracture half-length, cluster spacing, and fracture height of the 5 wells that make up the type well. The type well has no fixed number of fractures or CLAT. Instead, the number of fractures and CLAT may vary when the type well is adapted to fit a certain well length. For example, when applying the flow-cell model to the N4 well, the corresponding type well will assume the same CLAT (7699 ft) with the cluster spacing of 97 ft to determine the number of fractures, 79.

The type well uses a certain well spacing that will have captured any interwell interference effect in the curve. The drainage domain occupied by the type well is not restricted to the product $N\times D\times H\times L$, but is given by $N\times D\times H\times (WT/2)$, where WT is well spacing for the type well. If the new well has a different well spacing, any OGIP estimation should be based on the volume given by $N\times D\times H\times (WN/2)$, with new well spacing WN. The shortcut version for OGIP estimations is using the ratio $DRVN/DRVT = WN/WT$ when well spacing changes. The new well’s RFN = EURN/OGIP_DRVN, which is also given by RFN = (WT *EURN)/(WN *OGIP_DRVT). For details on OGIP estimations, see Appendix C.

Table A6. Input parameters for the flow-cell model.

| Well Name | CLAT (ft) | Number of Fractures | Fracture Half-Length (ft) | Cluster Spacing (ft) | Fracture Height (ft) |
|-----------|-----------|---------------------|--------------------------|----------------------|----------------------|
| N7        | 4981      | 61                  | 776                      | 81                   | 107                  |
| S1        | 4480      | 47                  | 543                      | 95                   | 107                  |
| N1        | 6253      | 69                  | 552                      | 90                   | 107                  |
| N9        | 4002      | 42                  | 376                      | 96                   | 107                  |
| S2        | 5314      | 55                  | 551                      | 96                   | 107                  |
| N8        | 5203      | 49                  | 523                      | 106                  | 107                  |
| N4        | 7699      | 133                 | 384                      | 58                   | 107                  |
| N5        | 7452      | 159                 | 652                      | 47                   | 107                  |
| N6        | 7456      | 162                 | 439                      | 46                   | 107                  |
| N2        | 6340      | 176                 | 445                      | 36                   | 107                  |
| N3        | 6423      | 161                 | 446                      | 40                   | 107                  |
| Type well |           |                     | 509                      | 97                   | 107                  |

Appendix B. Flow-Cell Model Results Matched against History Matched DCA Forecasts

The actual production, least-squared regression forecast, and the flow-cell model forecasts for all six wells with different completion designs than the type well are shown in Figures A4–A9 (using monthly production vs. time and cumulative production vs. time plots).
version for OGIP estimations is using the ratio \( \frac{DRVN}{DRVT} = \frac{WN}{WT} \) when well spacing changes. The new well's \( RFN = \frac{EURN}{OGIP\_DRVN} \), which is also given by \( RFN = \frac{WT \times EURN}{WN \times OGIP\_DRVT} \). For details on OGIP estimations, see Appendix C.

### Table A6. Input parameters for the flow-cell model.

| Well | Name | CLAT (ft) | Number of Fractures | Fracture Half-Length (ft) | Cluster Spacing (ft) | Fracture Height (ft) |
|------|------|-----------|---------------------|--------------------------|---------------------|---------------------|
| N7   | 4981 | 61        | 776                 | 81                       | 107                 |
| S1   | 4480 | 47        | 543                 | 95                       | 107                 |
| N1   | 6253 | 69        | 552                 | 90                       | 107                 |
| N9   | 4002 | 42        | 376                 | 96                       | 107                 |
| S2   | 5314 | 55        | 551                 | 96                       | 107                 |
| N8   | 5203 | 49        | 523                 | 106                      | 107                 |
| N4   | 7699 | 133       | 384                 | 58                       | 107                 |
| N5   | 7452 | 159       | 652                 | 47                       | 107                 |
| N6   | 7456 | 162       | 439                 | 46                       | 107                 |
| N2   | 6340 | 176       | 445                 | 36                       | 107                 |
| N3   | 6423 | 161       | 446                 | 40                       | 107                 |

Appendix B. Flow-Cell Model Results Matched against History Matched DCA Forecasts

The actual production, least-squared regression forecast, and the flow-cell model forecasts for all six wells with different completion designs than the type well are shown in Figures A4-A9 (using monthly production vs. time and cumulative production vs. time plots).

**Figure A4.** Comparing the actual production to the flow-cell model results and Arps least-squared regression for well N7: (a) Production rate vs. time over 5 years; (b) Rate-time over 50 years; (c) Cumulative production vs. time over 5 years; (d) Cumulative production vs. time over 50 years.
Figure A5. Comparing the actual production to the flow-cell model results and Arps least-squared regression for well N4: (a) Production rate vs. time over 5 years; (b) Rate-time over 50 years; (c) Cumulative production vs. time over 5 years; (d) Cumulative production vs. time over 50 years.
Figure A6. Comparing the actual production to the flow-cell model results and Arps least-squared regression for well N5: (a) Production rate vs. time over 5 years; (b) Rate-time over 50 years; (c) Cumulative production vs. time over 5 years; (d) Cumulative production vs. time over 50 years.
Figure A7. Comparing the actual production to the flow-cell model results and Arps least-squared regression for well N6: (a) Production rate vs. time over 5 years; (b) Rate-time over 50 years; (c) Cumulative production vs. time over 5 years; (d) Cumulative production vs. time over 50 years.
Figure A7. Comparing the actual production to the flow-cell model results and Arps least-squared regression for well N6:
(a) Production rate vs. time over 5 years; (b) Rate-time over 50 years; (c) Cumulative production vs. time over 5 years; (d) Cumulative production vs. time over 50 years.

Figure A8. Comparing the actual production to the flow-cell model results and Arps least-squared regression for well N2:
(a) Production rate vs. time over 5 years; (b) Rate-time over 50 years; (c) Cumulative production vs. time over 5 years; (d) Cumulative production vs. time over 50 years.
Appendix C. Original Gas in Place and Recovery Factors

The estimated ultimate recovery (EUR) of the case study wells was not tied to the recovery factors when production forecasting with the decline curve analysis (Appendices A and B). It is always good to compare the EURs to the original gas in place (OGIP) and determine the recovery factors to avoid unrealistic EURs.

The OGIP is a volumetric calculation of how much gas exists within the reservoir. There are two parts to the calculation: free and adsorbed. Free gas occupies the pore space whereas the adsorbed gas is a thin film of gas attached to the surface area of the matrix. The adsorbed gas needs a low pressure to be able to desorb from the surface of the matrix and does not typically contribute to the production in the early times. The equations in
field units for the free, adsorbed, and total OGIP are shown in Equations (A1), (A2) and (A3), respectively:

\[
OGIP_{\text{Free}} = 43560AH S_{gi} \phi \frac{1}{B_{gi}} \quad (A1)
\]

\[
OGIP_{\text{Adsorbed}} = 43560AH \rho_b \frac{V_l p_i}{p_i + p_l} \quad (A2)
\]

\[
OGIP_{\text{Total}} = OGIP_{\text{Free}} + OGIP_{\text{Adsorbed}} \quad (A3)
\]

Within those equations, \( A \) is area, \( H \) is pay zone height, \( S_{gi} \) is the initial gas saturation, \( \phi \) is the porosity, \( B_{gi} \) is the initial gas formation volume factor, \( \rho_b \) is the bulk density, \( V_l \) is the Langmuir volume, \( p_i \) is the initial pressure, and \( p_l \) is the Langmuir pressure.

The total OGIP was calculated for each of the wells based on the individual completed lateral length and the interwell spacing. The assumed Langmuir pressure and Langmuir volume come from a paper about adsorption from the Marcellus from the National Energy Technology Laboratory [28]. All of the other inputs for the free and adsorbed OGIP calculations can been seen in Table A7. The free gas OGIP makes up ~40% of the total OGIP.

**Table A7.** Inputs used to determine the free and adsorbed OGIP for all for the case study wells.

| Inputs                                | Values       |
|---------------------------------------|--------------|
| Well Spacing, ft                      | 1300         |
| Height, ft                            | 105          |
| Porosity                              | 7%           |
| Gas Saturation                        | 72.3%        |
| Gas Formation Volume Factor, ft³/scf  | 5.01 × 10⁻³  |
| Langmuir Pressure, psia               | 872          |
| Langmuir Volume, scf/ton              | 244          |
| Bulk Density, g/cm³                   | 2.6          |
| Initial Pressure, psia                | 2800         |

The total OGIP compared to the 50-year EUR from the Arps DCA and the flow model are shown in Table A8. The key assumption is that the well will drain all of the volume within the evenly split lateral well spacing. The range of the recovery factors for the Arps DCA is 27% to 46% with an average recovery factor of 38%. A conventional gas reservoir with gas expansion as the reservoir drive typically recover 80–90% of the OGIP [29]. The Due to significantly lower permeability among many other differences, unconventional reservoirs are not expected to achieve similar recovery factors as conventional reservoirs; therefore, these recovery factors are reasonable.

The range of recovery factors for the flow-cell model is 29% to 64% with an average recovery factor of 42%. The flow-cell model assumes when the fracture half-length increases in the new well from the type well the EUR increases too but the recovery factor stays constant. The two wells, N7 and N5, that had fracture half-lengths higher than the type well also had the largest recovery factors with the flow-cell model. The input fracture half-length of the flow-cell model is important for determining the EUR of the new well.

The N7 and the N5 had an inferred fracture half-length of 776 ft and 652 ft, respectively (see Table A6, Appendix A), compared to the type well average fracture half-length of 509 ft. The lateral well spacing for those two wells is 1300 ft, meaning that the inferred fracture half-lengths are extending beyond the 1300 ft lateral spacing (also used in the OGIP calculation). This disparity suggests that the fracture half-lengths are too high. The other four wells with lower fracture half-lengths than the type well average had lower recovery factors with the flow-cell model between 29% and 33% compared to the type well average of 37%.
Table A8. Recovery factors for the Arps DCA and the flow-cell model.

| Well Name | OGIP (Bcf) | Arps DCA 50-Year EUR (Bcf) | Flow-Cell Model 50-Year EUR (Bcf) | Arps DCA Recovery Factor | Flow-Cell Model Recovery Factor |
|-----------|------------|----------------------------|-----------------------------------|--------------------------|-------------------------------|
| N7        | 16.6       | 6.6                        | 10.7                              | 40%                      | 64%                           |
| S1        | 14.9       | 5.8                        | 39%                               |                          |                               |
| N1        | 20.8       | 7.6                        | 36%                               |                          |                               |
| N9        | 13.3       | 3.6                        | 27%                               |                          |                               |
| S2        | 17.7       | 7.4                        | 42%                               |                          |                               |
| N8        | 17.3       | 6.7                        | 38%                               |                          |                               |
| N4        | 25.6       | 10.8                       | 7.5                               | 42%                      | 29%                           |
| S2        | 17.7       | 7.4                        | 42%                               |                          |                               |
| N8        | 24.8       | 11.3                       | 46%                               |                          | 56%                           |
| N6        | 24.8       | 10.5                       | 42%                               |                          | 33%                           |
| N2        | 21.2       | 7.1                        | 34%                               |                          | 33%                           |
| N3        | 21.5       | 7.2                        | 33%                               |                          | 33%                           |
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