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Abstract—This paper considers a sequential estimation and sensor scheduling problem with one sensor and one estimator. The sensor makes sequential observations about the state of an underlying memoryless stochastic process, and makes a decision as to whether or not to send this measurement to the estimator. The sensor and the estimator have the common objective of minimizing expected distortion in the estimation of the state of the process, over a finite time horizon, with the constraint that the sensor can transmit its observation only a limited number of times. As opposed to the prior work where communication between the sensor and the estimator was assumed to be perfect (noiseless), in this work an additive noise channel with fixed power constraint is considered; hence, the sensor has to encode its message before transmission. For some specific source and channel noise densities, we obtain the optimal encoding and estimation policies in conjunction with the optimal transmission schedule. The impact of the presence of a noisy channel is analyzed numerically based on dynamic programming. This analysis yields some rather surprising results such as a phase-transition phenomenon in the number of used transmission opportunities, which was not encountered in the noiseless communication setting.

I. INTRODUCTION

Joint sensor scheduling and remote state estimation problems have recently gained renewed interest due to proliferation of energy limited sensor networks, see e.g., [1]–[7] and the references therein.

In [4], the following problem was considered: Estimate a one-dimensional discrete-time stochastic process distributed independently and identically (i.i.d.) over a decision horizon of length $T$ using only $N \leq T$ measurements. Both the measurement and the estimation of the process were carried out sequentially by two different decision makers, the sensor and the estimator. Over the decision horizon of length $T$, the sensor had exactly $N$ opportunities to transmit its observation to the estimator. These transmissions were assumed to be error and noise free, and the problem posed was to jointly determine the best sensing and estimation policies that minimize the average estimation error between the process and its estimate. Optimum transmission decisions were sought in the class of threshold based strategies and the optimal decision sequence, i.e., the evolution of the thresholds in time based on the realization of the process, were obtained via dynamic programming. Later, using majorization and related techniques, such threshold based strategies were shown to be optimal for this problem [5], [6] and even for more general settings where the process is not necessarily memoryless [5], [6].

Note that all prior work considered the problem with perfect (noiseless) communication between the sensor and the estimator, which was an important starting point for this line of research. More realistic scenarios, however, are those where the transmission channels are noisy—a problem that presents several challenges. The main difficulty here is that with noise in the channel, and under an average power constraint, the sensor has to encode its message before transmission, and the estimator has to consider this encoding mapping in its estimation mapping. However, the optimal zero-delay encoding/estimation mappings are not known in general, except in the Gaussian source-Gaussian channel case; see e.g., [8], for which the mappings are known to be linear (or affine if the random variables are not zero-mean) for all power levels. Even in this special case, however, once the sensor observation is thresholded, the distribution is no longer Gaussian, and hence linear (or affine) mappings may no longer be optimal, making the problem fairly intractable.

In [9], the settings where linear (or affine) strategies are optimal for zero-delay communication have been characterized in terms of the source and the additive channel noise distributions. It was shown that if and only if a “matching condition”, defined over the characteristic functions of the source and the channel noise, is satisfied, then the linear encoding/estimation policies are optimal. This characterization enables tractability of the zero-delay communication problems, beyond the Gaussian source-Gaussian channel case. Implications of this matching condition on the adversarial zero-delay communication was studied in [10], where it was shown that the optimal strategy for an adversarial agent with fixed jamming power is to render the effective channel noise distribution to match that of the source, so that the matching conditions are satisfied, and the optimal encoding/decoding mappings are linear.

In [11], we applied the matching condition of [9] to the problem of sensor scheduling and remote estimation, and showed optimality of threshold based sensor scheduling policies and affine encoding/estimation policies for the case of Laplacian source and Gamma channel noise, with soft constraints over the number of transmissions. In this paper, building on this recent prior work [11], we consider a hard constraint on the number of transmission times over a finite time horizon, i.e., we extend the work in [4] to noisy communication settings for Laplacian source and Gamma channel noise. Using a dynamic programming approach, as
done in [4], we obtain the optimal transmission scheduling policy. Beyond the expected results, we notice some rather surprising effects of the noisy communication considerations in this class of remote estimation problems. For example, over a time horizon \(T\) and with a hard transmission limit, \(N \leq T\), if the state realizations were so that at time step \(K\), the sensor has used only \(N - T + K\) transmissions out of \(N\), the intuitively appealing solution to the noisiness variation of the problem was to transmit all the observed state realizations without any thresholding, i.e., the threshold is effectively set to zero for samples at time steps \(K + 1, \ldots, T\). However, in the noisy setting, we have noticed that this is not the case, the sensor may not use all the transmission opportunities left. This is due to the fact that threshold information—that is whether or not the state sample belongs to an interval—may be more valuable than a “noisy” observation of the state. In fact, depending on the signal-to-noise ratio (SNR) of the channel, there is a fixed number of useful (in average) number of transmissions more than this number, on the average, does not help decrease the expected mean square error (MSE).

The rest of the paper is organized as follows. In Section II we formulate the problem. In Section III we present some preliminary results. In Section IV we present and prove the main results. In Section V we present and discuss some numerical results. Finally in Section VI we include conclusions and discuss some future directions.

II. PROBLEM FORMULATION

A. System Model

![System model](image)

Consider a remote sensing and estimation system propagating in discrete time over a finite time horizon, namely, \(t = 1, 2, \ldots, T\). In the system, there is one remote sensor, one encoder and one estimator (which is also called “decoder”). The sensor takes measurements on a one-dimensional, independent identically distributed (i.i.d) random process \(\{X_t\}\), which has Laplace distribution with parameters \((0, \lambda^{-1})\). Assume that at time \(t\), the sensor takes a perfect measurement on \(X_t\), and then decides whether to transmit the measurement to the encoder or not. Let a binary variable \(U_t\) be the sensor’s decision at time \(t\), where \(U_t = 0\) stands for no transmission and \(U_t = 1\) stands for transmission. The sensor is restricted to make no more than \(N\) times of transmissions over the time horizon, that is

\[
\sum_{t=1}^{T} U_t \leq N
\]

Let \(\hat{X}_t\) be the message received by the encoder. Assume that the transmission from the sensor to the encoder is perfect, then

\[
\hat{X}_t = \begin{cases} 
X_t, & \text{if } U_t = 1 \\
\epsilon, & \text{if } U_t = 0 
\end{cases}
\]

where \(\epsilon\) is a free symbol standing for no transmission is made. After receiving the message from the sensor, the encoder sends an encoded message to the communication channel, denoted by \(Y_t, Y_t \in \mathbb{R}\). The encoder is not able to send any message to the communication channel if it does not receive any message from the sensor, which is denoted by \(Y_t = \epsilon\). The encoder has average power constraint:

\[
\mathbb{E}[Y_t^2 | U_t = 1] \leq P_T
\]

where \(P_T\) is known, and this holds for all \(t\). Assume that the encoded message is disturbed by an additive channel noise \(V_t\), \(\{V_t\}\) is an i.i.d. random process with Gamma distribution \(\Gamma(k, \theta)\), which is independent of \(\{X_t\}\). Let \(\tilde{Y}_t\) be the noise-corrupted message received by the decoder, we have

\[
\tilde{Y}_t = \begin{cases} 
Y_t + V_t, & \text{if } Y_t \neq \epsilon \\
\epsilon, & \text{if } Y_t = \epsilon 
\end{cases}
\]

When sending the encoded message \(Y_t\), the encoder is able to transmit the sign of \(\hat{X}_t\) to the decoder via a noiseless side channel, denoted by \(S_t\). Again, the encoder is not able to send any message to the decoder via the side channel if it does not receive any message from the sensor, then

\[
S_t = \begin{cases} 
\text{sgn}(\hat{X}_t), & \text{if } \hat{X}_t \neq \epsilon \\
\epsilon, & \text{if } \hat{X}_t = \epsilon 
\end{cases}
\]

Based on the received messages \(\tilde{Y}_t\) and \(S_t\), the decoder generates an estimate on \(X_t\), denoted by \(\hat{X}_t\). The decoder is charged for distortion in estimation. Assume that the distortion function \(\rho(\hat{X}_t, X_t)\) is the squared error \((\hat{X}_t - X_t)^2\), and the cumulative distortion is the sum of stage-wise squared errors over the decision horizon.

B. Decision Strategies

Assume that at time \(t\), the sensor has memory on all its measurements by \(t\), denoted by \(X_{1:t}\), and all the decisions it has made by \(t - 1\), denoted by \(U_{1:t-1}\). The sensor makes decision \(U_t\) based on its current information \((X_{1:t}, U_{1:t-1})\), that is

\[
U_t = f_t(X_{1:t}, U_{1:t-1})
\]

where \(f_t\) is the sensor scheduling policy at time \(t\) and \(f = \{f_1, f_2, \ldots, f_T\}\) is the sensor scheduling strategy.

Similarly, at time \(t\), the encoder is assumed to have memory on all the messages received from the sensor by \(t\), denoted by \(\hat{X}_{1:t}\), and all the encoded messages it has sent to the communication channel by \(t - 1\), denoted by \(Y_{1:t-1}\). The encoder generates the encoded message \(Y_t\) based on its current information \((\hat{X}_{1:t}, Y_{1:t-1})\), that is

\[
Y_t = g_t(\hat{X}_{1:t}, Y_{1:t-1})
\]
where $g_t$ is the encoding policy at time $t$ and $g = \{g_1, g_2, \ldots, g_T\}$ is the encoding strategy.

Finally, it is assumed that at time $t$, the decoder has memory on all the messages received from the encoder by $t$, denoted by $\tilde{Y}_{1:t}, S_{1:t}$. The decoder produces estimate $\hat{X}_t$ based on its current information $(\tilde{Y}_{1:t}, S_{1:t})$, namely

$$\hat{X}_t = h_t(\tilde{Y}_{1:t}, S_{1:t})$$

where $h_t$ is the decoding policy at time $t$ and $h = \{h_1, h_2, \ldots, h_T\}$ is the decoding strategy.

Remark 1: Although we do not assume that the encoder and the decoder have memory on $U_{1:t}$, yet they can deduce $U_{1:t}$ from $\tilde{X}_{1:t}$ and $\tilde{Y}_{1:t}$, respectively. Similarly, the decoder can deduce the previous estimates $\hat{X}_{t-1}$ from $(\tilde{Y}_{1:t-1}, S_{1:t-1})$ and $\{h_1, h_2, \ldots, h_{t-1}\}$.

C. Assumptions on the Parameters

Let $\sigma^2_\epsilon$ be the variance of $V_t$. Since $V_t$ has gamma distribution $\Gamma(k, \theta)$, $\sigma^2_\epsilon = k\theta^2$. Let $\alpha := \lambda\sqrt{P_T}$, and $\gamma := \frac{\lambda}{\epsilon\sigma_\epsilon}$. $\gamma$ is also called signal to noise ratio (SNR). Assume that

$$\theta = \sqrt{\frac{\gamma}{P_T}}$$

Then, we have

$$\alpha = \lambda\theta, \quad \gamma = \frac{1}{k}$$  \hspace{1cm} (1)

A detailed explanation of the motivation for these assumptions can be found in [11, Remark 2].

D. Optimization Problem

Consider the system described above, given the time horizon $T$, the number of transmission opportunities $N$, the statistics of $\{X_t\}$ and $\{V_t\}$, and the power constraint $P_T$. Determine the sensor scheduling strategy, encoding strategy, and decoding strategy $(f, g, h)$ that minimize the expected value of the sum of stage-wise estimation costs over the time horizon, that is,

$$J(f, g, h) = \mathbb{E}\left\{\sum_{t=1}^{T} (X_t - \hat{X}_t)^2\right\}$$

subject to the communication constraint of the sensor and the power constraint of the encoder.

III. PRIOR WORK

Consider the sensor scheduling and remote estimation problem described above, but with the following modifications:

1) The time horizon $T = 1$ (and hence we suppress in this section the subscript for time in all the expressions).

2) The sensor is not constrained by the number of transmissions. Instead, it is charged a cost $c$ if it transmits its observation. No transmission means no communication cost.

3) The optimization problem is to design the scheduling policy, encoding policy, and decoding policy $(f, g, h)$ that minimize the following cost function:

$$J(f, g, h) = \mathbb{E}\left\{cU + (X - \hat{X})^2\right\}$$

Theorem 1: [11] Consider the communication problem described above, and restrict the sensor to apply symmetric threshold based policy, that is

$$U = f(X) = \begin{cases} 1, & \text{if } |X| > \beta \\ 0, & \text{if } |X| \leq \beta \end{cases}$$

where $\beta > 0$ is the threshold. Then,

1) The optimal scheduling policy is the one with threshold $\beta^* = \sqrt{c + m}$, where $m = \frac{\lambda}{\gamma + \epsilon}$.\[\[\]

2) The optimal encoding and decoding policies are as follows

$$g(\tilde{X}) = \begin{cases} \alpha|\tilde{X}| - \alpha\beta^* - \alpha\lambda^{-1}, & \text{if } \tilde{X} \neq \epsilon \\ \epsilon, & \text{if } \tilde{X} = \epsilon \end{cases}$$

$$h(\tilde{Y}, S) = \begin{cases} S \cdot \left(\frac{1}{\alpha^2} \tilde{Y} + \frac{\gamma}{\lambda + \epsilon} \lambda^{-1} + \beta^*\right), & \text{if } \tilde{Y}, S \neq \epsilon \\ 0, & \text{if } \tilde{Y}, S = \epsilon \end{cases}$$

where $\alpha = \lambda\sqrt{P_T}$, $\gamma = \frac{\lambda}{\epsilon\sigma_\epsilon}$.

IV. MAIN RESULTS

We first define $E_t$ as the number of communication opportunities left at time $t$, i.e.,

$$E_t = N - \sum_{i=1}^{t-1} U_i$$

Then, the communication constraint can be expressed by

$$U_t \leq E_t, \quad \forall t = 1, 2, \ldots, T$$

By Remark 1 $U_{1:t-1}$ is the common information shared by the sensor, the encoder, and the decoder, and hence $E_t$ is also known by all the decision makers. Then we have the following theorem.

Theorem 2: Consider the sensor scheduling and remote estimation problem described in section III. Without loss of optimality, we can restrict the sensor scheduling, encoding and decoding policies to the forms:

$$U_t = f_t(X_t, E_t), \quad Y_t = g_t(\tilde{X}_t, E_t), \quad \hat{X}_t = h_t(\tilde{Y}_t, S_t, E_t)$$

Proof: At time $t = T$, we want to design $(f_T, g_T, h_T)$ to minimize

$$J_T(f_T, g_T, h_T) = \mathbb{E}\left\{(X_T - \hat{X}_T)^2\right\}$$

where $U_T = f_T(X_1:T, U_{1:T-1})$, $Y_T = g_T(\tilde{X}_1:T, Y_{1:T-1})$, $\hat{X}_T = h_T(\tilde{Y}_1:T, S_{1:T})$. We call this problem Problem T1. Denote by $I_{ST}, I_{CT}, I_{DT}$ the information about the past system states available to the sensor, the encoder, and the decoder, respectively, at time $T$, i.e., $I_{ST} = \{X_1:T-1, U_{1:T-1}\}$, $I_{CT} = \{X_1:T-1, Y_{1:T-1}\}$, and $I_{DT} = \{Y_1:T-1, S_{1:T-1}\}$. Then the decisions at time $T$ are generated by $U_T = f_T(X_T, I_{ST})$, $Y_T = g_T(\tilde{X}_T, I_{CT})$, $\hat{X}_T = h_T(\tilde{Y}_T, I_{DT}, I_{CT})$.

Denote by $I_T$ the information set about the past system states at time $T$, namely,

$$I_T = \{X_1:T-1, U_{1:T-1}, \tilde{X}_{1:T-1}, Y_{1:T-1}, \tilde{Y}_{1:T-1}, S_{1:T-1}\}$$
Then \( I_{ST}, I_{CT}, I_{DT} \in T \). Consider another problem, which we call \( \text{Problem T2} \), where \( T \) is available to the sensor, the encoder, and the decoder, and we want to design \( (f_T, g_T', h_T') \) to minimize

\[
J_{T2}(f_T', g_T', h_T') = \mathbb{E}\left\{ (X_T - \hat{X}_T)^2 \right\}
\]

where \( U_T = f_T'(X_T, I_T), Y_T = g_T'(\hat{X}_T, I_T), \hat{X}_T = h_T'(\hat{Y}_T, S_T, I_T) \). Since the sensor, the encoder, and the decoder can always ignore the redundant information and behave as if they only know \( I_{ST}, I_{CT}, I_{DT} \), respectively, the system in \( \text{Problem T2} \) cannot perform worse than the system in \( \text{Problem T1} \), i.e.,

\[
\min_{(f_T', g_T', h_T')} J_{T2}(f_T', g_T', h_T') \leq \min_{(f_T, g_T, h_T)} J_{T1}(f_T, g_T, h_T)
\]

Similarly, consider a third problem, which we call \( \text{Problem T3} \), where only \( E_T \) is available to the sensor, the encoder, and the decoder. We want to design \( (f_T'', g_T'', h_T'') \) to minimize

\[
J_{T3}(f_T'', g_T'', h_T'') = \mathbb{E}\left\{ (X_T - \hat{X}_T)^2 \right\}
\]

where \( U_T = f_T''(X_T, E_T), Y_T = g_T''(\hat{X}_T, E_T), \hat{X}_T = h_T''(\hat{Y}_T, S_T, E_T) \). Since \( E_T \) can be deduced from \( I_{ST}, I_{CT}, I_{DT} \), by a similar argument as above, the performance of the system in \( \text{Problem T1} \) is no worse than the performance of the system in \( \text{Problem T3} \), that is,

\[
\min_{(f_T, g_T, h_T)} J_{T1}(f_T, g_T, h_T) \leq \min_{(f_T'', g_T'', h_T'')} J_{T3}(f_T'', g_T'', h_T'')
\]

Let us now return to \( \text{Problem T2} \). Since the distortion function \( \rho(\cdot, \cdot) \) and the power constraint of the encoder do not depend on \( I_T \), the communication constraint depends on \( I_T \) only via \( E_T \), and \( \{X_t\} \) and \( \{V_t\} \) are i.i.d. random processes, \( X_T \) and \( V_T \) are also independent of \( I_T \) and there is no loss of optimality if we restrict \( U_T = f_T'(X_T, E_T), Y_T = g_T'(\hat{X}_T, E_T), \hat{X}_T = h_T'(\hat{Y}_T, S_T, E_T) \) and

\[
\min_{(f_T', g_T', h_T')} J_{T2}(f_T', g_T', h_T') = \min_{(f_T'', g_T'', h_T'')} J_{T3}(f_T'', g_T'', h_T'')
\]

The equality above shows that in \( \text{Problem T1} \) the sensor, the encoder, and the decoder can ignore their information about the past, namely \( I_{ST}, I_{CT}, \) and \( I_{DT} \), respectively, but just consider \( E_T \). Moreover, the optimal cost at time \( T \) is a function of \( E_T \), denoted by \( J^*(T, E_T) \). Note that the evolution of \( E_t \) is described by

\[
E_1 = N
\]

\[
E_t = E_{t-1} - U_{t-1}, \quad t \geq 2
\]

Therefore at time \( T - 1 \) we want to design \( (f_{T-1}, g_{T-1}, h_{T-1}) \) to minimize

\[
\begin{align*}
J_{T-1}(f_{T-1}, g_{T-1}, h_{T-1}) &= \mathbb{E}\left\{ (X_{T-1} - \hat{X}_{T-1})^2 \right\} + \mathbb{E}\left\{ (X_T - \hat{X}_T)^2 \right\} \\
&= \mathbb{E}\left\{ (X_{T-1} - \hat{X}_{T-1})^2 \right\} + \mathbb{E}\left\{ J^*(T, E_T) \right\} \\
&= \mathbb{E}\left\{ (X_{T-1} - \hat{X}_{T-1})^2 \right\} + \mathbb{E}\left\{ J^*(T, E_{T-1} - U_{T-1}) \right\}
\end{align*}
\]

The first term depends on the choice of \( (f_{T-1}, g_{T-1}, h_{T-1}) \), and the second part depends only on \( E_{t-1} \) and \( f_{T-1} \). By an argument similar to the one above, when minimizing \( J_{T-1}(f_{T-1}, g_{T-1}, h_{T-1}) \), it is sufficient for decision makers to consider only \( E_{t-1} \) instead of \( I_{S(T-1)}, I_{C(T-1)}, I_{D(T-1)} \). Similarly, the optimal cost starting from time \( T - 1 \) is a function of \( E_{t-1} \), to be denoted by \( J^*(T - 1, E_{t-1}) \). By induction one can show that there is no loss of generality by restricting \( U_t = f_t(X_t, E_t), Y_t = g_t(\hat{X}_t, E_t), \hat{X}_t = h_t(\hat{Y}_t, S_t, E_t) \), and the optimal cost starting from time \( t \) is a function of \( E_t \), to be denoted by \( J^*(t, E_t) \)

The proof of Theorem 2 also shows that the optimal cost function \( J^*(t, E_t) \) and the optimal policies \( (f_t^*, g_t^*, h_t^*) \) can be computed by the standard dynamic programming equation [12] as follows,

\[
J^*(T + 1, \cdot) = 0
\]

\[
J^*(t, E_t) = \min_{f_t, g_t, h_t} \left\{ \mathbb{E}\left\{ (X_t - \hat{X}_t)^2 \right\} + \mathbb{E}\left\{ J^*(t + 1, E_{t+1}) \right\} \right\}
\]

where the evolution of \( E_t \) is described by (2), and \( f_0(\cdot, 0) = 0 \) due to the constraint on the communication opportunities. Depending on the realization of \( X_t, E_{t+1} \) may be \( E_t \) or \( E_t - 1 \). Therefore the dynamic programming equation can also be written as

\[
J^*(t, E_t) = \min_{f_t, g_t, h_t} \left\{ \mathbb{E}\left\{ (X_t - \hat{X}_t)^2 \right\} + J^*(t + 1, E_t - 1) \right\}
\]

\[
\cdot \int f_t(x, E_t)p_X(x)dx + J^*(t + 1, E_t - 1) \cdot \int (1 - f_t(x, E_t))p_X(x)dx \right\}
\]

\[
\cdot \int f_t(x, E_t)p_X(x)dx \right\}
\]

\[
+ c_t(E_t) \cdot \int f_t(x, E_t)p_X(x)dx \right\}
\]

(3)

where \( c_t(E_t) = J^*(t + 1, E_t - 1) - J^*(t + 1, E_t) \). Note that the minimization in (3) above is just the one-stage problem discussed in section III with communication cost \( c_t(E_t) \). Hence we have the following theorem.

**Theorem 3:** Consider the sensor scheduling and remote estimation problem described in section III. If we restrict the sensor to apply the symmetric threshold based policy (introduced in section III), then the optimal policies for the sensor, the encoder, and the decoder can be described, respectively, as follows:

\[
f_t^*(X_t, E_t) = \begin{cases}
1, & \text{if } E_t > 0 \text{ and } |X_t| > \beta_t^*(E_t) \\
0, & \text{if } E_t = 0 \text{ or } |X_t| \leq \beta_t^*(E_t)
\end{cases}
\]

\[
g_t^*(\hat{X}_t, E_t) = \begin{cases}
\alpha \hat{X}_t - \alpha \beta_t^*(E_t) - \alpha \lambda^{-1}, & \text{if } \hat{X}_t \neq \epsilon \\
\epsilon, & \text{if } \hat{X}_t = \epsilon
\end{cases}
\]

\[
h_t^*(\hat{Y}_t, S_t, E_t) = \begin{cases}
S_t \cdot \left( \frac{1}{\alpha \gamma + 1} \hat{Y}_t + \frac{\gamma}{\alpha + 1} \lambda^{-1} + \beta_t^*(E_t) \right), & \text{if } \hat{Y}_t, S_t \neq \epsilon \\
0, & \text{if } \hat{Y}_t, S_t = \epsilon
\end{cases}
\]
where $\beta^*_t(E_t) = \sqrt{c_t(E_t) + m}$, $c_t(E_t) = J^*(t + 1, E_t - 1) - J^*(t + 1, E_t)$, $m = \frac{1}{\alpha \lambda \sqrt{T_T}}$, $\alpha = \frac{\gamma}{\lambda T_T}$.

Remark 2: $c_t(E_t)$ can be interpreted as the opportunity cost for choosing to communicate with the estimator rather than not to communicate.

Remark 3: Consider the case where $E_t > T - t$, that is, the sensor is always allowed to communicate with the estimator for the rest of time. First, we note that the opportunity cost $c_t(E_t)$ is zero. Also, even though the sensor can always communicate with the estimator, the optimal communication policy is still the threshold-based policy with threshold $\beta^*_t(E_t) = \sqrt{m} > 0$, which might seem counter-intuitive: why would the sensor not transmit its observation although it is allowed to do so? This surprising result is due to the fact that threshold information, i.e., whether or not the state sample belongs to a fixed, known interval, might be more informative than a noisy observation of the state at the output of the noisy channel. Hence, it might be better not to communicate explicitly over the noisy channel but rely on the side channel which signals where the sample lies. For example, at the extreme case of a very noisy channel ($\gamma \to 0$) the output of the communication channel, $Y_t$, is effectively useless, irrespective of the realization $X_t$. However, depending on the threshold and the realization $X_t$, thresholding information could be significantly more informative.

V. NUMERICAL RESULTS

By plugging the optimal sensor scheduling, encoding, and decoding policies ($f^*_t, g^*_t, h^*_t$) described in Theorem 3 into the dynamic programming equation [3], we get the explicit update rule for the optimal cost function $J^*(t, E_t)$, as shown below

$$J^*(t, E_t) = J^*(t + 1, E_t) + 2\lambda^{-2}, \quad \text{if } E_t = 0$$

$$J^*(t, E_t) = J^*(t + 1, E_t) + 2\lambda^{-2} - 2\lambda^{-2} \cdot (2\beta^*_t(E_t)\lambda + 1) \cdot e^{-\lambda\beta^*_t(E_t)}, \quad \text{if } E_t > 0$$

where $\beta^*_t(E_t) = \sqrt{c_t(E_t) + m}$, $m = \frac{1}{\alpha \lambda T_T}$. The computation complexity of the dynamic programming equation is $O(TN)$, where $T$ is the time horizon and $N$ is the number of transmission opportunities.

We choose parameters as follows: $T = 100, \lambda = 1$. In particular, we choose $k = 10, 0.1$, which corresponds to signal to noise ratio (SNR) $\gamma = 0.1, 1.10$ by (1). We solve (3) by applying the update rule for optimal cost function as described above. We plot the optimal 100-stage estimation error versus the number of communication opportunities under different SNRs, as shown in Figure 2.

One can see that, as to be expected, for each fixed SNR, the optimal 100-stage estimation error is non-increasing in terms of the number of communication opportunities. To be more specific, there exists a threshold on the number of communication opportunities (call it opportunity threshold) such that the optimal 100-stage estimation error decreases when the number of communication opportunities is below the threshold, and it stays constant above the threshold. We call minimal error as the optimal 100-stage estimation error with the number of communication opportunities above the opportunity threshold. One can also see from Fig. 2 that when the SNR increases, the opportunity threshold increases, and the minimal error decreases.

The existence of opportunity threshold can be interpreted as follows: since we restrict the sensor to apply the threshold based policy with threshold $\beta^*_t(E_t) = \sqrt{c_t(E_t) + m}$, the expected number of communication opportunities that will be used is upper bounded by $T \cdot \mathbb{P}(|X_t| \geq \sqrt{m}) = T e^{-\lambda m}$. Therefore when the communication opportunities is greater than $Te^{-\lambda m}$, the optimal expected estimation error will not decrease even though the sensor can have more communication opportunities. It can also be checked from Fig. 2 that the opportunity thresholds under different signal to noise ratios are roughly $Te^{-\lambda m}$. Moreover, since $m = \frac{1}{\alpha \lambda T_T}$, $Te^{-\lambda m} = Te^{-\lambda \lambda^{-2}}$, which is an increasing function of the SNR $\gamma$. Therefore the opportunity threshold increases as the SNR increases.

Fig. 2 depicts a sample path of the number of communication opportunities left when the sensor applies the threshold based scheduling policy described in Theorem 3. When generating the plot we chose $T = 100, \lambda = 1, \gamma = 0.1$, and the number of communication opportunities $N = 50$. One can see that all the communication opportunities are not used up by the end of the time horizon.

When the number of communication opportunities is larger than the opportunity threshold, the optimal estimation error does not change with respect to the number of communication opportunities. Without loss of generality we can assume that the sensor is allowed to communicate at each step, that is, $N = T$. Then the opportunity cost is $c_t(E_t) = 0$. Recall that $\beta^*_t(E_t) = \sqrt{c_t(E_t) + m}$ and $m = \frac{1}{\alpha \lambda T_T}$. Hence the update rule for the cost function can be simplified as follows:

$$J^*(t, T) = J^*(t + 1, T) + \left( \frac{2}{\lambda^2} - \frac{2\sqrt{m}}{\lambda} + \frac{2}{\lambda^2} \right) e^{-\lambda \sqrt{m}}$$
Consider the asymptotic case where the SNR $\gamma \to \infty$, and thus $m = \frac{1}{\gamma-1} \frac{1}{\lambda^2} \to 0$. Then the opportunity threshold $T e^{-\lambda m} \to T$, and the minimal error $J^*(1,T) \to 0$. Hence, the optimal 100-stage estimation error will be strictly decreasing in terms of the number of communication opportunities in the asymptotic case, as also noted in prior work [4]. Furthermore, the estimation error will reach zero when the number of communication opportunities equals the time horizon.

VI. CONCLUSIONS

In this paper, we have considered a sensor scheduling and remote estimation problem with limited communication opportunities and noisy communication channel. The main contribution is that, as opposed to prior work that assume a perfect communication channel in the problem formulation, we have solved here the problem with an additive noise channel. For a Laplacian source and Gamma channel noise, we have obtained the optimal encoding and estimation policies and the optimal transmission schedule using dynamic programming. Our analysis has uncovered a rather surprising result: There might be cases where the sensor does not use all the available transmission opportunities, which is in a sharp contrast with the noiseless setting, where all communication opportunities are used. Future directions for research include extensions to higher dimensional spaces and multi-channel settings.
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