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Abstract. In the first part of the paper we prove that for $2 < p, r < \infty$
every operator $T : L_p \to \ell_r$ is narrow. This completes the list of sequence
and function Lebesgue spaces $X$ with the property that every operator
$T : L_p \to X$ is narrow.

Next, using similar methods we prove that every $\ell_2$-strictly singular
operator from $L_p$, $1 < p < \infty$, to any Banach space with an uncondi-
tional basis, is narrow, which partially answers a question of Plichko
and Popov posed in 1990.

A theorem of H. P. Rosenthal asserts that if an operator $T$ on $L_1[0, 1]
satisfies the assumption that for each measurable set $A \subseteq [0, 1]$, the
restriction $T|_{L_1(A)}$ is not an isomorphic embedding, then $T$ is narrow.
(Here $L_1(A) = \{x \in L_1 : \text{supp } x \subseteq A\}$.) Inspired by this result, in the
last part of the paper, we find a sufficient condition, of a different flavor
than being $\ell_2$-strictly singular, for operators on $L_p[0, 1]$, $1 < p < 2$, to
be narrow. We define a notion of a “gentle” growth of a function and
we prove that for $1 < p < 2$ every operator $T$ on $L_p$ which, for every
$A \subseteq [0, 1]$, sends a function of “gentle” growth supported on $A$ to a
function of arbitrarily small norm is narrow.

1. Introduction

In this paper we study narrow operators on the real spaces $L_p$, for $1 \leq
p < \infty$ (by $L_p$ we mean the $L_p([0, 1])$ with the Lebesgue measure $\mu$). Let $X$
be a Banach space. We say that a linear operator $T : L_p \to X$ is narrow if
for every $\varepsilon > 0$ and every measurable set $A \subseteq [0, 1]$ there exists $x \in L_p$ with
$x^2 = 1_A$, $\int_{[0,1]} x \, d\mu = 0$, so that $\|Tx\| < \varepsilon$. By $\Sigma$ we denote the $\sigma$-algebra of
Lebesgue measurable subsets of $[0, 1]$, and set $\Sigma^+ = \{A \in \Sigma : \mu(A) > 0\}$.

As is easy to see, every compact operator $T : L_p \to X$ is narrow. However
in general the class of narrow operators is much larger than that of compact
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operators. All spaces $X$ that admit a non-compact operator from $L_p$ to $X$ also admit a narrow non-compact operator from $L_p$ to $X$ \[15\] Corollary 4.19.

In Section 3 we start to study the question for what Banach spaces $X$, every operator $T : L_p \to X$ is narrow and settle it for $X$ being a (function or sequence) Lebesgue space. It is known that every operator $T : L_p \to L_r$ is narrow when $1 \leq p < 2$ and $p < r$ \[8\]. This is not true for any other values of $p$ and $r$, as Example 1.1 below shows.

Note that, when $1 \leq r < 2$ and $p$ is arbitrary ($1 \leq p < \infty$) then by Khintchine’s inequality and the fact that every operator from $\ell_2$ to $\ell_r$ is compact, every operator $T : L_p \to \ell_r$ is narrow, see \[13\] p. 63. This also holds when $1 \leq p < 2$ and $p < r$, as a consequence of the above mentioned result that every operator $T : L_p \to L_r$ is narrow.

In Section 3 we settle the remaining cases of $p$ and $r$ and deduce

**Theorem A.** If $1 \leq p < \infty$ and $1 \leq r \neq 2 < \infty$ or $1 \leq p < 2$ and $r = 2$ then every operator $T : L_p \to \ell_r$ is narrow.

For $2 < p \leq r < \infty$, the operator $S_{p,r}$ that sends the normalized Haar system in $L_p$ to the unit vector basis of $\ell_r$ is bounded. The proof that this operator is narrow is the main ingredient of the proof of Theorem A.

Recall that for Banach spaces $X$, $Y$, and $Z$, an operator $T : X \to Y$ is said to be $Z$-strictly singular if it is not an isomorphism when restricted to any isomorphic copy of $Z$ in $X$. In 1990 Plichko and Popov \[13\] asked whether every $\ell_2$-strictly singular operator $T : L_p \to X$ is necessarily narrow. In Section 4, generalizing Theorem A, we answer this question positively for Banach spaces $X$ with an unconditional basis.

**Theorem B.** For every $p$ with $1 < p < \infty$, and every Banach space $X$ with an unconditional basis, every $\ell_2$-strictly singular operator $T : L_p \to X$ is narrow.

The proof of Theorem B is quite a simple modification of that of Theorem A. We preferred however to give the two proofs separately for the benefit of the reader who is interested only in the more concrete cases of Lebesgue spaces.

The motivation for the last part of the paper, Section 6, is the study of the relationship between narrow operators and Enflo operators on $L_p$, that is operators so that there exists a subspace $X \subseteq L_p$ isomorphic to $L_p$ such that $T$ restricted to $X$ is an into isomorphism. Note that there are narrow operators $T$ on $L_p$ which are Enflo \[13\] p. 55]. Indeed the conditional expectation from $L_p([0,1]^2)$ onto the subspace of all functions depending on the first variable only is such an operator. A natural question that arises here and that has been studied by several authors is whether non-narrow operators on $L_p$ are always Enflo.

This is evidently true for $p = 2$, but false for $p > 2$ due to the following example:
Example 1.1. Let \( p > 2 \) and \( T = S \circ J \) where \( J : L_p \to L_2 \) is the inclusion embedding and \( S : L_2 \to L_p \) is an isomorphic embedding. Then \( T \) is not narrow and not Enflo. (Also, for all \( p > r \geq 1 \), the inclusion \( J : L_p \to L_r \) is not narrow.)

For \( p = 1 \), the answer is affirmative, which follows from the results of Enflo and Starbird [5]. The following remarkable result of Rosenthal (the equivalence of (c) and (d) in Theorem 1.5 of [18]) gives much more: necessary and sufficient conditions on an operator \( T \in \mathcal{L}(L_1) \) to be narrow.

Theorem 1.2 (H. Rosenthal). An operator \( T : L_1 \to L_1 \) is narrow if and only if, for each measurable set \( A \subseteq [0,1] \) the restriction \( T|_{L_1(A)} \) is not an isomorphic embedding.

What happens for \( 1 < p < 2 \)? This is related to the following theorem of Johnson, Maurey, Schechtman and Tzafriri [6]:

Theorem 1.3. Let \( 1 < p < \infty \) and \( T : L_p \to L_p \) be an into isomorphism. Then there exists a subspace \( Y \subseteq L_p \) isomorphic to \( L_p \) and so that \( TY \) is isomorphic to \( L_p \) and complemented in \( L_p \).

In fact Theorem 1.3 is valid for a much wider class of spaces than \( L_p \). However in the special case of \( L_p \) for \( 1 < p < 2 \) the proof gives more: It is enough to assume that \( T \) is non-narrow to get the same conclusion (this is mentioned without proof in [2, Theorem 4.12, item 2, p. 54]). Recently Dosev, Johnson and Schechtman [4] proved the following strengthening of Theorem 1.3 and the above mentioned variant of it.

Theorem 1.4. For each \( 1 < p < 2 \) there is a constant \( K_p \) such that if \( T \in \mathcal{L}(L_p) \) is a non-narrow operator (and in particular, if it is an isomorphism) then there is a \( K_p \)-complemented subspace \( X \) of \( L_p \) which is \( K_p \)-isomorphic to \( L_p \) and such that \( T|_X \) is a \( K_p \)-isomorphism and \( T(X) \) is \( K_p \)-complemented in \( L_p \).

Here we are mostly interested in the following corollary of Theorem 1.4.

Theorem 1.5. Assume \( 1 < p < 2 \). Then every non-Enflo operator on \( L_p \) is narrow.

It is an interesting problem whether Theorem 1.5 can be strengthened to an analogue of Theorem 1.2 for \( 1 < p \leq 2 \).

Problem 1.6. Suppose \( 1 < p \leq 2 \), and an operator \( T : L_p \to L_p \) is such that for every measurable set \( A \subseteq [0,1] \) the restriction \( T|_{L_p(A)} \) is not an isomorphic embedding. Does it follow that \( T \) is narrow?

In general this problem remains open, but in Section 6 we obtain a partial answer under a suitable restriction. Namely, we consider operators \( T \) so that for every \( \varepsilon > 0 \) and every measurable set \( A \subseteq [0,1] \) there exists a function \( x \in L_p \) with \( \text{supp} x \subseteq A \) and certain prescribed estimates for the
distribution of $x$, so that $\|Tx\| < \varepsilon \|x\|$. These prescribed estimates are much less restrictive than the requirement that $x^2$ is the characteristic function of $A$, but they are not as general as the condition in Problem 1.6. To make this precise we introduce the following definitions.

**Definition 1.7.** For any $x \in L_0$ and $M > 0$ we define the $M$-truncation $x^M$ of $x$ by setting

$$x^M(t) = \begin{cases} x(t), & \text{if } |x(t)| \leq M, \\ M \cdot \text{sign}(x(t)), & \text{if } |x(t)| > M. \end{cases}$$

**Definition 1.8.** Let $1 < p \leq 2$. A decreasing function $\varphi : (0, +\infty) \to [0, 1]$ is said to be $p$-gentle if

$$\lim_{M \to +\infty} M^{2-p}(\varphi(M))^p = 0.$$

**Definition 1.9.** Let $1 < p \leq 2$, and let $X$ be a Banach space. We say that an operator $T \in \mathcal{L}(L_p, X)$ is gentle-narrow if there exists a $p$-gentle function $\varphi : (0, +\infty) \to [0, 1]$ such that for every $\varepsilon > 0$, every $M > 0$ and every $A \in \Sigma$ there exists $x \in L_p(A)$ such that the following conditions hold

(i) $\|x\| = \mu(A)^{1/p}$;
(ii) $\|x - x^M\| \leq \varphi(M) \mu(A)^{1/p}$;
(iii) $\|Tx\| \leq \varepsilon$.

Observe that every narrow operator is gentle-narrow with

$$\varphi(M) = \begin{cases} 1 - M, & \text{if } 0 \leq M < 1, \\ 0, & \text{if } M \geq 1. \end{cases}$$

Indeed, for every sign $x$ on $A$ one has that $\|x - x^M\| = \varphi(M) \mu(A)^{1/p}$ for each $M \geq 0$ where $\varphi$ is the above defined function.

Another condition yielding that an operator $T \in \mathcal{L}(L_p, X)$ is gentle narrow is the following one: for each $A \in \Sigma$ and each $\varepsilon > 0$ there exists a mean zero gaussian random variable $x \in L_p(A)$ with the distribution

$$d_x \overset{\text{def}}{=} \mu\{x < a\} = \frac{\mu(A)}{\sqrt{2\pi\sigma^2}} \int_{-\infty}^{a} e^{-\frac{t^2}{2\sigma^2}} dt$$

and such that $\|Tx\| < \varepsilon$. One can show that in this case $T$ is gentle-narrow with $\varphi(M) = Ce^{-\frac{M^2}{2\sigma^2}}$, where $C$ is a constant independent of $M$.

The main theorem of Section 6 gives an affirmative answer to a weak version of Problem 1.6. Namely, we prove the following result.

**Theorem C.** Let $1 < p \leq 2$. Then every gentle-narrow operator $T : L_p \to L_p$ is narrow.

We finish the introduction with some remarks on the novelty of the approach here. The main results are all of the form that, given an operator with domain $L_p$ which sends functions of a certain kind to vectors of small norm, there exist also signs; i.e., functions taking only the values $\pm 1$ and sometimes also 0, which are sent by $T$ to vectors of relatively small norm.
NARROW AND $\ell_2$-STRICTLY SINGULAR OPERATORS FROM $L_p$

Naturally, the proofs are concentrated on building special signs out of given functions. There are two methods that we use here to construct such signs and they may be the main contribution of this paper. One, in the proofs of theorems A and B, is probabilistic in nature and uses the martingale structure of the partial sums of the Haar system, stopping times and the central limit theorem (although the notion of martingales and stopping times is not specifically mentioned in the actual proofs). A similar idea originated in [9] and was also used in [7]. The other, in the proof of Theorem C, has geometrical nature and uses fine estimates on $L_p$ norms of functions of the form $1 + y$ with $y$ of mean zero and bounded in absolute value by 1 and other inequalities for the $L_p$ norm.

2. Preliminary results

By a sign we mean an element $x \in L_\infty$ which takes values in the set $\{-1,0,1\}$, and a sign on a set $A \in \Sigma$ is any sign $x$ with $\text{supp } x = A$. We say that a sign $x$ is of mean zero provided that $\int_{[0,1]} x d\mu = 0$ holds.

An operator $T \in \mathcal{L}(L_p, X)$ is said to be narrow if for each $A \in \Sigma$ and each $\varepsilon > 0$ there is a mean zero sign $x$ on $A$ such that $\|Tx\| < \varepsilon$. Equivalently, we can remove the condition on the sign $x$ to be of mean zero in this definition [13, p. 54]. The first systematic study of narrow operators was done in [13] (1990), however some results on them were known earlier. For more information on narrow operators we refer the reader to a recent survey [14].

We also consider a weaker notion.

Definition 2.1. An operator $T \in \mathcal{L}(L_p, X)$ is called somewhat narrow if for each $A \in \Sigma$ and each $\varepsilon > 0$ there exists a set $B \in \Sigma$, $B \subseteq A$ and a sign $x$ on $B$ such that $\|Tx\| < \varepsilon\|x\|$.

Obviously, each narrow operator is somewhat narrow. The inclusion embedding $J : L_p \to L_r$ with $1 \leq r < p < \infty$ is an example of a somewhat narrow operator which is not narrow. However, for operators in $\mathcal{L}(L_p)$ for $1 \leq p \leq 2$ and more generally for operators in $\mathcal{L}(L_p, X)$, with $X$ of type $p$ and $1 \leq p \leq 2$ these two notions are equivalent.

Recall that $X$ is said to be of type $p$ if there is a constant $K$ such that for any unconditionally convergent series $\sum_{n=1}^{\infty} x_n$ in $X$

$$\left( \mathbb{E}_\theta \left( \left\| \sum_{n=1}^{\infty} \theta_n x_n \right\|^p \right) \right)^{1/p} \leq K \left( \sum_{n=1}^{\infty} \left\| x_n \right\|^p \right)^{1/p}$$

where the expectation is taken over all sequences of signs $\theta = \{\theta_n\}_{n=1}^\infty$, $\theta_n = \pm 1$. The fact that $L_p$, $1 \leq p \leq 2$ is of type $p$ (with constant $K = 1$) goes back probably to Orlicz and is easy to prove (see (6.20)).
Theorem 2.2. Let $1 \leq p \leq 2$ and let $X$ be of type $p$. Then every somewhat narrow operator $T \in \mathcal{L}(L_p, X)$ is narrow. In particular any somewhat narrow operator $T \in \mathcal{L}(L_p)$ is narrow.

Theorem 2.2 is not true for $p > 2$ as Example 1.1 shows.

Proof of Theorem 2.2. Let $K$ be the constant from the definition of the type $p$ property of $X$. Fix any $A \in \Sigma^+$ and $\varepsilon > 0$. To prove that $T$ is narrow it is enough to prove that $\|Tx\| \leq \varepsilon \mu(A)^{1/p}$ for some sign $x$ on $A$.

Assume, for contradiction, that for each sign $x$ on $A$ one has that $\|Tx\| > \varepsilon \mu(A)^{1/p}$.

We will construct a transfinite sequence $(A_\alpha)_{\alpha<\omega_1}$ of uncountable length $\omega_1$ of disjoint sets $A_\alpha \in \Sigma^+$, $A_0 \subseteq A$ and a transfinite sequence $(x_\alpha)_{\alpha<\beta}$ of signs $x_\alpha$ on $A_\alpha$ such that $\|T x_\alpha\| \leq \varepsilon K^{-1} \mu(A_0)^{1/p}$.

Observe that by our assumption, $x_0$ cannot be a sign on $A$, therefore, $\mu(A \setminus A_0) > 0$.

Suppose that for a given ordinal $0 < \beta < \omega_1$ we have constructed a transfinite sequence of disjoint sets $(A_\alpha)_{\alpha<\beta} \subseteq \Sigma^+$, $A_\alpha \subseteq A$ and a transfinite sequence $(x_\alpha)_{\alpha<\beta}$ of signs $x_\alpha$ on $A_\alpha$ such that $\|Tx_\alpha\| \leq \varepsilon K^{-1} \mu(A_\alpha)^{1/p}$.

We set $B = \bigcup_{\alpha<\beta} A_\alpha$. Our goal is to prove that $\mu(A \setminus B) > 0$. Since $(x_\alpha)_{\alpha<\beta}$ is a disjoint sequence in $L_p(\mu)$ with $|x_\alpha| \leq 1$ a.e., one has that the series $\sum_{\alpha<\beta} x_\alpha$ unconditionally convergent, and so is the series $\sum_{\alpha<\beta} T x_\alpha$. By the definition of type $p$ there are sign numbers $\theta_\alpha = \pm 1$, $\alpha < \beta$ so that

\begin{equation}
\left\| \sum_{\alpha<\beta} \theta_\alpha T x_\alpha \right\| \leq K \left( \sum_{\alpha<\beta} \|T x_\alpha\|^p \right)^{1/p} \leq \left( \sum_{\alpha<\beta} \varepsilon^p \mu(A_\alpha) \right)^{1/p} = \varepsilon \mu(B)^{1/p}.
\end{equation}

Observe that $x = \sum_{\alpha<\beta} \theta_\alpha x_\alpha$ is a sign on $B$ and, by (2.1), $\|Tx\| \leq \varepsilon \mu(B)^{1/p}$. By our assumption, $x$ cannot be a sign on $A$ and hence $\mu(A \setminus B) > 0$. Using the definition of a somewhat narrow operator, there exists $A_\beta \in \Sigma^+$, $A_\beta \subseteq A$ and a sign $x_\beta$ on $A_\beta$ such that $\|T x_\beta\| \leq \varepsilon K^{-1} \mu(A_\beta)^{1/p}$.

Thus, the recursive construction is done.
3. A proof that every operator $T \in \mathcal{L}(L_p, \ell_r)$ is narrow for $2 < p, r < \infty$

Throughout this section we use the following notation.

- $(\bar{h}_n)_{n=1}^\infty$ – the $L_\infty$-normalized Haar system;
- $(h_n)$ and $(h_n^*)$ – the $L_p$- and $L_q$-normalized Haar functions respectively, where $1/p + 1/q = 1$.

**Proposition 3.1.** Suppose $1 \leq p < \infty$, $X$ is a Banach space with a basis $(x_n)$, $T \in \mathcal{L}(L_p, X)$ satisfies $\|Tx\| \geq 2\delta$ for each mean zero sign $x \in L_p$ on $[0,1]$ and some $\delta > 0$. Then for each $\varepsilon > 0$ there exist an operator $S \in \mathcal{L}(L_p, X)$, a normalized block basis $(u_n)$ of $(x_n)$ and real numbers $(a_n)$ such that

1. $S\bar{h}_n = a_n u_n$ for each $n \in \mathbb{N}$ with $a_1 = 0$;
2. $\|sx\| \geq \delta$, for each mean zero sign $x \in L_p$ on $[0,1]$;
3. there exists a linear isometry $V$ of $L_p$ into $L_p$, which sends signs to signs, so that $\|Sx\| \leq \|Tv x\| + \varepsilon$ for every $x \in L_p$ with $\|x\| = 1$;
4. there are finite codimensional subspaces $X_n$ of $L_p$ such that $\|Sx\| \leq \|Tv x\| + 1/n$ for every $x \in X_n$ with $\|x\| = 1$.

If, moreover, $\|Tx\| \geq 2\delta \|x\|$ for every sign $x$, then $|a_n| \geq \delta$ for each $n \geq 2$.

**Proof.** Let $(P_n)_{n=1}^\infty$ be the basis projections in $X$ with respect to the basis $(x_n)$ and $P_0 = 0$. First we construct an operator $\bar{S}$ which has all the desired properties of $S$, with the small difference that $\bar{S}$ is defined on the closed linear span $H$ of a sequence which is isometrically equivalent to the Haar system and the required properties hold with $L_p$ replaced with $H$. For this purpose, we construct a sequence of integers $0 = s_1 < s_2 < \ldots$, a tree $(A_{m,k})_{m=0}^{\infty} (2m+1)_{k=1}$ of measurable sets $A_{m,k} \subseteq [0,1]$ and an operator $\bar{S} \in \mathcal{L}(L_p(S_1), X)$, where $\Sigma_1$ is the sub-$\sigma$-algebra of $\Sigma$ generated by the $A_{m,k}$’s with the following properties:

- (P1) $A_{0,1} = [0,1]$;
- (P2) $A_{m,k} = A_{m+1,2k-1} \cup A_{m+1,2k}$, $\mu(A_{m,k}) = 2^{-m}$ for all $m,k$;
- (P3) $\|\bar{S} x\| \geq \delta$ for each mean zero sign $x \in L_p(S_1)$ on $[0,1]$;
- (P4) if $h_1 = 1$ and $h_{2m+k} = 2^m/p(1_{A_{m+1,2k-1}} - 1_{A_{m+1,2k}})$ for all $m,k$, then we have $\bar{S} h'_n = 0$ and $\bar{S} h'_n = (P_n - P_{n-1}) T h'_n$ for $n = 2,3,\ldots$;
- (P5) for all $n$

$$\|Th'_n - (P_n - P_{n-1}) T h'_n\| \leq \frac{\varepsilon}{2n}.$$  

We will use the following convention: once the sets $A_{m+1,2k-1}$ and $A_{m+1,2k}$ are defined for given $m,k$, we consider $h'_{2m+k}$ to be defined by the equality from (P4). To construct a family with the above properties, we set $A_{1,1} = [0,1/2)$ and $A_{1,2} = [1/2,1]$. Then choose $s_2 > 1$ so that

- (C2) $\|Th'_2 - (P_{s_2} - P_s) T h'_2\| = \|Th'_2 - P_{s_2} T h'_2\| \leq \frac{\varepsilon}{4}$.  

Since the operator $P_sT$ is finite rank and hence narrow, there exists a mean zero sign $x_{1,1}$ on the set $A_{1,1}$ such that $\|P_{s_2}Tx_{1,1}\| \leq \frac{\varepsilon}{16 \cdot 2^{1/p}}$. Then set $A_{2,1} = x_{1,1}^{-1}(1) = \{t \in [0,1] : x_{1,1}(t) = 1\}$, $A_{2,2} = x_{1,1}^{-1}(1)$ and observe that $h' = 2^{1/p} x_{1,1}$ and $\|P_{s_2}Th'\| \leq \varepsilon/16$. Now we choose $s_3 > s_2$ so that $\|Th'_3 - P_{s_3}Th'\| \leq \varepsilon/16$. Then we have

$$\|Th'_3 - (P_{s_3} - P_{s_2})Th'\| \leq \frac{\varepsilon}{8}.$$  

(C3)

Since $P_sT$ is narrow, there exists a mean zero sign $x_{1,2}$ on $A_{1,2}$ such that $\|P_{s_3}Tx_{1,2}\| \leq \frac{\varepsilon}{32 \cdot 2^{1/p}}$. Put $A_{2,3} = x_{1,2}^{-1}(1)$ and $A_{2,4} = x_{1,2}^{-1}(-1)$. Observe that $h'_4 = 2^{1/p} x_{1,2}$ and $\|P_{s_3}Th'_4\| \leq \varepsilon/32$. Choose $s_4 > s_3$ so that $\|Th'_4 - (P_{s_4}T - P_{s_3}T)h'_4\| \leq \varepsilon/32$. Then

$$\|Th'_4 - (P_{s_4} - P_{s_3})Th'_4\| \leq \frac{\varepsilon}{16}.$$  

(C4)

Further we analogously find a mean zero sign $x_{2,1}$ on $A_{2,1}$ such that $\|P_{s_4}Tx_{2,1}\| \leq \frac{\varepsilon}{64 \cdot 2^{1/p}}$. Then putting $A_{3,1} = x_{2,1}^{-1}(1)$, $A_{3,2} = x_{2,1}^{-1}(-1)$, we obtain $h'_5 = 2^{1/p} x_{2,1}$ and $\|P_{s_4}Th'_5\| \leq \varepsilon/64$. Now choose $s_5 > s_4$ so that $\|Th'_5 - (P_{s_5}T - P_{s_4}T)h'_5\| \leq \varepsilon/64$, and obtain

$$\|Th'_5 - (P_{s_5} - P_{s_4})Th'_5\| \leq \frac{\varepsilon}{32}.$$  

(C5)

Continuing the procedure, we construct a sequence of integers $0 = s_1 < s_2 < \ldots$, a tree $(A_{m,k})_{m=0}^{\infty}_{k=1}$ of measurable sets $A_{n,k} \subseteq [0,1]$ which satisfies conditions (P1) and (P2), for which we have

$$\|Th'_n - (P_{s_n} - P_{s_{n-1}})Th'_n\| \leq \frac{\varepsilon}{2^n}.$$  

(Cn)

Note that property (P4) defines the operator $\tilde{S}$ on the system $(h'_n)$. We show that $\tilde{S}$ could extended by linearity and continuity on $L_\infty$ (see 1). Let $x = \sum_{n=1}^{N} \beta_n h'_n \in L_\infty$ with $\|x\| = 1$. Note that $|\beta_n| \leq 2$, because the Haar system is a monotone basis in $L_\infty$. Then by (Cn), we obtain

$$\|\tilde{S}x\| = \left|\sum_{n=2}^{N} \beta_n (P_{s_n} - P_{s_{n-1}})Th'_n\right|$$

$\leq \sum_{n=2}^{N} \beta_n Th'_n + \sum_{n=2}^{N} \beta_n (Th'_n - (P_{s_n} - P_{s_{n-1}})Th'_n)\right|$

$\leq \|Tx\| + \max_{n \geq 2} |\beta_n| \sum_{n=2}^{N} \|Th'_n - (P_{s_n} - P_{s_{n-1}})Th'_n\|$

$\leq \|Tx\| + 2 \sum_{n=2}^{N} \frac{\varepsilon}{2^n} < \|Tx\| + \varepsilon$  

(3.1)
This also proves that \( \tilde{S} \) is well defined and bounded. Moreover, a similar computation to (3.11) shows that, for some sequence \( \varepsilon \rightarrow 0 \) as \( L \rightarrow \infty \), each \( x \in L_p(\Sigma_1) \) of norm one and of the form \( x = \sum_{n=L}^{N} \beta_n h'_n \) one has

\[
(3.2) \quad \|\tilde{S}x\| \leq \|Tx\| + \varepsilon_L.
\]

It remains to verify that \( \tilde{S} \) satisfies (P3). Let \( x = \sum_{n=1}^{\infty} \beta_n h'_n \in L_p(\Sigma_1) \) be a mean zero sign on \([0, 1]\). Using the inequality

\[
|\beta_n| = \left| \int_{[0,1]} h'_n x \, d\mu \right| \leq \int_{[0,1]} |h'_n| \, d\mu = \|h'_n\|_1 \leq \|h'_n\|_q = 1,
\]

we obtain

\[
\|\tilde{S}x\| = \left| \sum_{n=2}^{\infty} \beta_n (P_{s_n} - P_{s_{n-1}})Th'_n \right|
\]

\[
\geq \left| \sum_{n=2}^{\infty} \beta_n Th'_n \right| - \left| \sum_{n=2}^{\infty} \beta_n (Th'_n - (P_{s_n} - P_{s_{n-1}})Th'_n) \right|
\]

\[
\geq \|Tx\| - \sum_{n=2}^{\infty} \|Th'_n - (P_{s_n} - P_{s_{n-1}})Th'_n\|
\]

\[
\geq 2\delta - \sum_{n=2}^{\infty} \frac{\varepsilon}{2^n} = 2\delta - \varepsilon \geq \delta
\]

if \( \varepsilon \leq \delta \). Thus, the desired properties of \( \tilde{S} \) are proved.

Now we are ready to define \( S, (a_n) \) and \( (u_n) \). Let \( V : L_p \rightarrow L_p(\Sigma_1) \) be the linear isometry extending the equality \( Vh_n = h'_n \) for all possible values of indices \( (V \) exists because of (P1) and (P2)). Set \( S = \tilde{S} \circ V \). Then, by (3.11), \( \|Sx\| \leq \|TVx\| + \varepsilon \) for all \( x \) of norm one varying (3). Also, (4) follows from (3.2). Set \( a_n = \|\tilde{S}h'_n\| \) for all \( n \in \mathbb{N} \), and \( u_n = \|\tilde{S}h'_n\|^{-1} \tilde{S}h'_n \) if \( \tilde{S}h'_n \neq 0 \), and \( u_n = \|y_{s_n}\|^{-1} y_{n} \) if \( \tilde{S}h'_n = 0 \). By (P3) and (P4), \( S \) satisfies (1) and (2) (one has \( a_1 = 0 \) because \( Sh'_1 = Sh_1 = SVh_1 = SVh'_1 = 0 \)).

If, moreover, \( \|Tx\| \geq 2\delta \|x\| \) for every sign \( x \), then \( \|Th'_n\| \geq 2\delta \) for all \( n \geq 2 \), and by (C_n) we have

\[
|a_n| = \|\tilde{S}h_n\| = \left| \left( P_{s_n} - P_{s_{n-1}} \right)Th'_n \right|
\]

\[
\geq \|Th'_n\| - \|Th'_n - (P_{s_n} - P_{s_{n-1}})Th'_n\| \geq 2\delta - \frac{\delta}{2^{n-1}} \geq \delta.
\]

Now we are ready to prove Theorem A. Recall that the only previously unknown case is \( 2 < p, r < \infty \). Before starting the formal proof we would like to explain the idea. If \( T \in \mathcal{L}(L_p, \ell_r) \) is not narrow then, for some \( \delta > 0 \) there is an operator \( S \in \mathcal{L}(L_p, \ell_r) \) satisfying (1)-(3) of Proposition 8.1. Denote by \( r_m = \sum_{k=1}^{2^m} r_{2^m+k}, m = 0, 1, \ldots \), the Rademacher functions. Note that they
are sent by $S$ to vectors with disjoint supports in $\ell_r$. For a fixed (large) $C$ and (even much larger) $N$ put

$$f = \frac{C}{\sqrt{N}} \sum_{n=2}^{2N+1} \overline{h}_n = \frac{C}{\sqrt{N}} \sum_{m=0}^{N} r_m$$

and notice that since $r > 2$, $\|Sf\| \leq \|S\|CN^{1/r-1/2}$ is arbitrarily small (if $N$ is large enough). Also, $f$ is approximately $C$ times a Gaussian variable and so has norm bounded by a constant (depending on $p$ only) times $C$. If $f$ were a sign we would be done, reaching a contradiction, but of course it is not. To remedy this, for each $\omega \in [0,1]$, we start adding the summands forming $f(\omega)$, namely $\frac{C}{\sqrt{N}} \overline{h}_n(\omega)$, one by one stopping whenever we leave the interval $[-1,1]$. If $C$ is large enough, we do leave this interval for the vast majority of the $\omega$-s. Whenever we leave the interval, since we just stopped the summation, we get that the absolute value of the stopped sum is $1$, to within an error of $\frac{C}{\sqrt{N}}$. We thus got a function which is almost a sign and which, by the unconditionality of the $\ell_r$ basis, is sent to a function of norm smaller than $\|Sf\|$ which was arbitrarily small, reaching a contradiction to (2) of Proposition 3.1.

Proof of Theorem A for $2 < p, r < \infty$. Suppose that an operator $T \in \mathcal{L}(L_p, \ell_r)$ is not narrow. Without loss of generality we may assume that $\|Tx\|_r \geq 2\delta$ for each mean zero sign $x \in L_p$ on $[0,1]$ and some $\delta > 0$. By Proposition 3.1 for $X = \ell_r$ and $x_n = e_n$, the unit vector basis of $\ell_r$ (and $\varepsilon \leq \|T\|$, say), there exists an operator $S \in \mathcal{L}(L_p, \ell_r)$ with $\|S\| \leq 2\|T\|$, which satisfies conditions (1)-(3) of Proposition 3.1 ((4) will not be used here). Since every normalized block basis of $(e_n)$ is isometrically equivalent to $(e_n)$ itself (see [10] Proposition 2.a.1)), we may and do assume that $u_n = e_n$.

Let $C > 0$ and $N \in \mathbb{N}$. We denote $I_m^k = \text{supp} \overline{h}_{2^m+k} = [\frac{k-1}{2^m}, \frac{k}{2^m})$. We will define several objects depending on $N$ and $C$, and in order not to complicate the notation, we omit the indices $N$ and $C$. We start with the function

$$f = \frac{C}{\sqrt{N}} \sum_{n=2}^{2N+1} \overline{h}_n.$$
Since $S$ has a special form, we obtain that

$$
\|Sf\|_r = \left\| \frac{C}{\sqrt{N}} \sum_{n=2}^{2^{N+1}} S\tilde{h}_n \right\|_r = \left\| \frac{C}{\sqrt{N}} \sum_{m=0}^{N} S \left( \sum_{k=1}^{2^m} \tilde{h}_{2^m+k} \right) \right\|_r
$$

$$
= \frac{C}{\sqrt{N}} \left( \sum_{m=0}^{N} \left\| S \left( \sum_{k=1}^{2^m} \tilde{h}_{2^m+k} \right) \right\|_r \right)^{1/r}
$$

$$
\leq \frac{C}{\sqrt{N}} \|S\| \left( \sum_{m=0}^{N} \left\| \sum_{k=1}^{2^m} \tilde{h}_{2^m+k} \right\|_p \right)^{1/r}
$$

$$
\leq 2C\|T\|(N+1)^{1/r}N^{-1/2}.
$$

Since $r > 2$, for $N$ large enough, $\|Sf\|_r$ is as small as we want.

Our goal is to select a subset $J \subseteq \{2, \ldots, 2^{N+1}\}$ so that the element $g = \frac{C}{\sqrt{N}} \sum_{n \in J} \tilde{h}_n$ is very close to a sign. This will prove that $S$ fails (2) of Proposition 3.1 since by the special form of $S$, $\|Sg\|_r \leq \|Sf\|_r$ which was very small.

To achieve this goal we use a technique similar to a stopping time for a martingale. A similar method was first used in [9].

Set

$$
A = \left\{ \omega \in [0,1] : \max_{1 \leq j \leq 2^{N+1}} \left| \frac{C}{\sqrt{N}} \sum_{i=1}^{j} \tilde{h}_i(\omega) \right| > 1 \right\},
$$

and

$$
\tau(\omega) = \begin{cases} 
\min \left\{ j \leq 2^{N+1} : \left| \frac{C}{\sqrt{N}} \sum_{i=1}^{j} \tilde{h}_i(\omega) \right| > 1 \right\}, & \text{if } \omega \in A, \\
2^N + k, & \text{if } \omega \notin A \text{ and } \omega \in I^k_N.
\end{cases}
$$

Observe that if $\tau(\omega) = 2^m + k$ then $\omega \in I^k_m$. Indeed, this is clear if $\omega \notin A$. If $\omega \in A$, then

$$
\left| \frac{C}{\sqrt{N}} \sum_{i=1}^{2^m+k-1} \tilde{h}_i(\omega) \right| \leq 1,
$$

so $\tilde{h}_{2^m+k}(\omega) \neq 0$ and thus $\omega \in I^k_m$.

Further, if there exists $\omega \in I^k_m$ with $\tau(\omega) \geq 2^m + k$ then for every $\xi \in I^k_m$ we have $\tau(\xi) \geq 2^m + k$. Indeed, since $\omega \in I^k_m$, for every $i < 2^m + k$ and every $\xi \in I^k_m$ we have $\tilde{h}_i(\omega) = \tilde{h}_i(\xi)$. Thus,

$$
\left| \frac{C}{\sqrt{N}} \sum_{i=1}^{2^m+k-1} \tilde{h}_i(\xi) \right| = \left| \frac{C}{\sqrt{N}} \sum_{i=1}^{2^m+k-1} \tilde{h}_i(\omega) \right| \leq 1.
$$

Thus, $\tau(\xi) \geq 2^m + k$.

Define a set $J$:

$$
J = \left\{ j = 2^m + k \leq 2^{N+1} : \exists \omega \in I^k_m \text{ with } \tau(\omega) \geq j \right\}
$$

$$
= \left\{ j = 2^m + k \leq 2^{N+1} : \forall \xi \in I^k_m \quad \tau(\xi) \geq j \right\}.
$$
Let $g : [0, 1] \rightarrow \mathbb{R}$ be defined as:

$$g(\omega) = \frac{C}{\sqrt{N}} \sum_{j \leq \tau(\omega)} h_j(\omega).$$

Since $h_{2m+k}(\omega) = 0$ for every $\omega \notin I_k^m$, we have

$$g(\omega) = \frac{C}{\sqrt{N}} \sum_{\{j=2m+k \leq \tau(\omega) \text{ and } \omega \in I_k^m\}} h_j(\omega) = \frac{C}{\sqrt{N}} \sum_{j \in J} h_j(\omega).$$

Thus, by the form of $S$ and (3.3),

$$\|Sg\|_r = \left\| \frac{C}{\sqrt{N}} \sum_{j \in J} S\bar{h}_j \right\|_r \leq \|Sf\|_r \leq 2C\|T\|(N + 1)^{1/r} N^{-1/2}.$$

By the definitions of $\tau(\omega)$ and $g(\omega)$, for every $\omega \in A$ one has

$$1 < |g(\omega)| < 1 + \frac{C}{\sqrt{N}},$$

and for every $\omega \in [0, 1] \setminus A$, $g(\omega) \neq 0$, if $N$ is odd, being a non zero multiple of a sum of an odd number of $\pm 1$.

Define

$$\bar{g}(\omega) = \text{sgn}(g(\omega)).$$

We have

$$\|g - \bar{g}\|_p \leq \left\| \frac{C}{\sqrt{N}} \mathbf{1}_A + \mathbf{1}_{[0,1] \setminus A} \right\|_p.$$

Note that, by the Central Limit Theorem, for large $N$ we have

$$\mu([0, 1] \setminus A) = \mu \left\{ \omega : \left| \frac{1}{\sqrt{N}} \sum_{m=1}^{N} \sum_{k=1}^{2m} h_{2m+k}(\omega) \right| \leq \frac{1}{C} \right\} \approx \frac{1}{\sqrt{2\pi}} \int_{-\frac{1}{C}}^{\frac{1}{C}} e^{-\frac{\omega^2}{2}} d\omega < \frac{1}{2C}.$$

Thus, for large $N$,

$$\left\| \mathbf{1}_{[0,1] \setminus A} \right\|_p \leq \left( \frac{1}{2C} \right)^{1/p}.$$

Hence

$$\|g - \bar{g}\|_p \leq \frac{C}{\sqrt{N}} + \left( \frac{1}{2C} \right)^{1/p}.$$

Thus, by (3.3),

$$\|S\bar{g}\|_r \leq \|Sg\|_r + \|S\|\|g - \bar{g}\|_p \leq 2C\|T\|(N + 1)^{1/r} N^{-1/2} + 2\|T\| \left( \frac{C}{\sqrt{N}} + \left( \frac{1}{2C} \right)^{1/p} \right).$$
Since \( r > 2 \), for every \( \delta > 0 \), there exists \( C > 0 \) and \( N \) odd and large enough so that
\[
\| S\tilde{g} \|_r < \delta.
\]
It remains to observe that \( \tilde{g} \) is a mean zero sign on \([0, 1]\). Indeed, the support of \( \tilde{g} \) is equal to \([0, 1]\), since \( N \) is odd. Observe that for every \( \omega \in [0, 1] \) and every \( 2^m + k \leq 2^{N+1}, \)
\[
\tilde{h}_{2^m+k}(\omega) = -\tilde{h}_{2^m+(2^m-k)+1}(1-\omega).
\]
Thus, \( g(\omega) = -g(1-\omega) \) for every \( \omega \in [0, 1] \), and
\[
\mu(\{ \omega \in [0, 1] : g(\omega) > 0 \}) = \mu(\{ \omega \in [0, 1] : g(\omega) < 0 \})
\]
Thus, \( \tilde{g} \) is a mean zero sign on \([0, 1]\), and (2) of Proposition 3.1 fails. \( \square \)

4. \( \ell_2 \)-strictly singular operators - Proof of Theorem B

As we indicated in the introduction, the idea of the proof of Theorem B is very similar to that of the proof of Theorem A. Suppose that \( T : L_p \rightarrow X \) is \( \ell_2 \)-strictly singular and not narrow. As in the proof of Theorem A, we use Proposition 3.1 to conclude that there exists an operator \( S \) of the particularly simple form which cannot be narrow, quantified using a specific \( \delta > 0 \). The \( \ell_2 \)-strict singularity of \( T \) and condition (4) of Proposition 3.1 guarantee that \( S \) is \( \ell_2 \)-strictly singular as well. This implies that there exists a function \( f \) of the form
\[
f = \sum_{m=1}^N b_m r_m = \sum_{m=1}^N \sum_{k=1}^{2^m} b_m \tilde{h}_{2^m+k},
\]
where \( (r_n) \) is the Rademacher system, so that \( \| Sx \|_X \) is arbitrarily small. Similarly as in the proof of Theorem A, we construct a subset \( J \subseteq \{2, \ldots, 2^{N+1}\} \) so that the function \( g = \sum_{2^m+k \in J} b_m \tilde{h}_{2^m+k} \) is very close to a sign and \( \| Sg \|_X \leq \| Sf \|_X < \delta \), which gives us the desired contradiction.

Prooof of Theorem B. Let \( 1 < p < \infty \) and let \( X \) be a Banach space with an unconditional basis \( \{ x_n \}_{n=1}^\infty \). Without loss of generality we assume that the suppression unconditionality constant of the basis is 1; i.e., \( \| \sum_{i \in \sigma'} a_i x_i \| \leq \| \sum_{i \in \sigma} a_i x_i \| \) for all \( \sigma' \subset \sigma \) and all coefficients \( \{ a_i \}_{i \in \sigma} \). Let \( T : L_p \rightarrow X \) be an \( \ell_2 \)-strictly singular operator and suppose the operator \( T \) is not narrow. As in the proof of Theorem A we may assume without loss of generality that \( \| Tx \|_X \geq \delta \) for each mean zero sign \( x \in L_p \) on \([0, 1]\) and some \( \delta > 0 \). Therefore, there exist operators \( S \in \mathcal{L}(L_p, X) \) and \( V \in \mathcal{L}(L_p) \) which satisfy conditions (1)-(4) of Proposition 3.1 (for \( \varepsilon = \| T \|, \) say).

Since \( T \) is \( \ell_2 \)-strictly singular, \( TV \) is \( \ell_2 \)-strictly singular as well and it then easily follows from (4) of Proposition 3.1 that \( S \) is also \( \ell_2 \)-strictly singular. It follows that for every \( \varepsilon > 0, \) \( C > 0 \) there exists
\[
f = \sum_{m=1}^N b_m r_m,
\]
and indeed, fix an $M \in \mathbb{N}$ to be determined momentarily, pick disjoint $\sigma_k \subset \mathbb{N}$ each of size $M$, $k = 1, 2, \ldots$, and put $f_k = M^{-1/2} \sum_{n \in \sigma_k} r_n$. Note that the sequence $\{f_k\}$ is equivalent to an orthonormal basis so the subspace $H$ spanned by the $f_k$’s is isomorphic to a Hilbert space and so an $f$ satisfying the first two requirements in (4.1) can be chosen as $f = \sum_{k=1}^{K} a_k f_k$. Since $\|f\| = 1$, the $a_k$ are uniformly bounded (by a constant depending only on $p$) and if $M$ is large enough then the coefficients of $f$ with respect to the Rademacher system, $a_k / \sqrt{M}$ are smaller than $\varepsilon$.

As in the proof of Theorem A we set

$$A = \left\{ \omega \in [0, 1] : \max_{1 \leq 2^m + k \leq 2^{N+1}} \left| C \sum_{2^n+i=2}^{2^{m+k}} b_n \tilde{h}_{2^{n+1}}(\omega) \right| > 1 \right\},$$

$$\tau(\omega) = \begin{cases} 2^m + k & \text{if } \omega \in A, \\ 2^N + k, & \text{if } \omega \notin A \text{ and } \omega \in I^k_N, \end{cases}$$

$$J = \left\{ j = 2^m + k \leq 2^{N+1} : \exists \omega \in I^k_m \text{ with } \tau(\omega) \geq j \right\}$$

and

$$g(\omega) = C \sum_{2^{m+k} \leq \tau(\omega)} b_n \tilde{h}_{2^{m+k}}(\omega) = C \sum_{2^{m+k} \in J} b_n \tilde{h}_{2^{m+k}}(\omega).$$

Thus, by the fact that $S$ sends the Haar functions to functions with disjoint support with respect to the basis $\{x_i\}$, by the 1-unconditionality of this basis and by [11],

$$\|Sg\|_{X} \leq C \|Sf\|_{X} < \frac{\delta}{2}.$$ 

Note that as $\varepsilon \downarrow 0$, by the Central Limit Theorem with the Lindeberg condition (see e.g. [11, Theorem 27.2]), $f$ converges to a Gaussian random variable so, if $\varepsilon$ is small enough (independently of $C$),

$$\mu([0, 1] \setminus A) \leq \mu\left\{ \omega : \sum_{n=1}^{N} \sum_{i=1}^{2^n} b_n \tilde{h}_{2^{n+1}}(\omega) \leq \frac{1}{C} \right\} \approx \frac{1}{\sqrt{2\pi}} \int_{-\frac{1}{\varepsilon}}^{\frac{1}{\varepsilon}} e^{-\frac{\omega^2}{2}} d\omega \leq \frac{1}{2C}.$$ 

Let $[0, 1] \setminus A = A_1 \cup A_2$, where $\mu(A_1) = \mu(A_2)$, and define

$$\tilde{g}(\omega) = \begin{cases} \text{sgn}(g(\omega)) & \text{if } \omega \in A \\ 1 & \text{if } \omega \in A_1 \\ -1 & \text{if } \omega \in A_2. \end{cases}$$

Then $\tilde{g}$ is a mean zero sign on $[0, 1]$ and for every $\omega \in A$,

$$1 < |g(\omega)| < 1 + C \varepsilon.$$
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Thus
\[
\| g - \tilde{g} \|_p \leq C \varepsilon + \left(1 + \frac{1}{C}\right) \left(\frac{1}{2C}\right)^{1/p},
\]
and
\[
\| S(\tilde{g}) \|_X \leq \| S(g) \|_X + \| S \| \| g - \tilde{g} \|_p
\]
\[
\leq \frac{\delta}{2} + 2\| T \| \left( C \varepsilon + \left(1 + \frac{1}{C}\right) \left(\frac{1}{2C}\right)^{1/p} \right).
\]

Hence there exist \( C > 0 \) and \( \varepsilon \) so that
\[
\| S \tilde{g} \|_X < \delta,
\]
which contradicts our assumption about \( S \) and hence \( T \). \( \square \)

5. Banach spaces \( X \) so that every operator \( T \in \mathcal{L}(L_p, X) \) is narrow.

In this section we discuss the following question:

For what Banach spaces \( X \), is every operator \( T \in \mathcal{L}(L_p, X) \) narrow?

Following [8], we denote the class of such spaces by \( \mathcal{M}_p \). As was shown in [8], the following spaces belong to these classes:

1. \( c_0 \in \mathcal{M}_p \) for any \( 1 \leq p < \infty \);
2. \( L_r \in \mathcal{M}_p \) if \( 1 \leq p < 2 \) and \( p < r \).

Moreover, the result in (2) is sharp: \( L_r \notin \mathcal{M}_p \) if \( p \geq 2 \), or \( 1 \leq p < 2 \) and \( p \geq r \), as Example 1.1 shows.

An easy argument (see [13, p. 63]) implies that

3. \( \ell_r \in \mathcal{M}_p \) for any \( 1 \leq p < \infty \) and \( 1 \leq r < 2 \).

Indeed, assume that \( T \in \mathcal{L}(L_p, \ell_r) \) and \( A \in \Sigma \). Consider a Rademacher system \( (r_n) \) on \( L_p(A) \). Since \( [r_n] \) is isomorphic to \( \ell_2 \), by Pitt’s theorem, the restriction \( T|_{[r_n]} \) is compact, and hence, \( \lim_{n \to \infty} \| Tr_n \| = 0 \).

Theorem A asserts that

4. \( \ell_r \in \mathcal{M}_p \) for \( p, r \in (2, \infty) \).

Note that the above results (1), (3) for \( 1 < p < \infty \), and (4) also follow from Theorem B. Indeed, Theorem B implies that

5. if \( X \) has an unconditional basis and does not contain an isomorphic copy of \( \ell_2 \), then \( X \in \mathcal{M}_p \) for \( p \in (1, \infty) \).

The inclusion embedding operator \( J_{p,2} \) from \( L_p \) to \( L_2 \) for \( p \geq 2 \) is non-narrow by definition, and so is its composition \( S \circ J_{p,2} \) with an isomorphism \( S : L_2 \to \ell_2 \). Thus, we have

6. \( \ell_2 \notin \mathcal{M}_p \) for \( p \geq 2 \).

However, in spite of the existence of non-narrow operators from \( L_p \) to \( \ell_2 \) if \( p > 2 \), all these operators must be small in the following sense.

**Definition 5.1.** We say that an operator \( T \in \mathcal{L}(L_p, X) \) is a sign embedding if \( \| Tx \| \geq \delta \| x \| \) for some \( \delta > 0 \) and every sign \( x \in L_p \).
Note that in some papers (see [16], [17]) H. P. Rosenthal studied the notion of a sign embedding defined on $L^1$, but in his definition an additional assumption of injectivity of $T$ was required. Formally, this is not the same, and there is an operator on $L^1$ that is bounded from below at signs and is not injective (and even has a kernel isomorphic to $L^1$), see [12]. But if an operator on $L^1$ is bounded from below at signs as in Definition 5.1, then there exists $A \in \Sigma^+$ such that the restriction $T|_{L^1(A)}$ is injective, and hence is a sign embedding in the sense of Rosenthal (cf. [12]).

**Proposition 5.2.** Let $2 < p < \infty$. Then there does not exist an operator $T \in \mathcal{L}(L^p, \ell_2)$ which is a sign embedding.

**Proof.** Suppose on the contrary, that $T \in \mathcal{L}(L^p, \ell_2)$ and $\|Tx\| \geq 2\delta\|x\|$ for some $\delta > 0$ and each sign $x \in L^p$. Then by Proposition 3.1 there exists an operator $S : L_p \to \ell_2$ which satisfies conditions (1) and (2) from Proposition 3.1. Moreover, $|a_{n,k}| \geq \delta$ for each $n = 0, 1, \ldots$ and $k = 1, \ldots, 2^n$.

Let $x_n = \sum_{k=1}^{2^n} 2^{-n/p} h_{n,k}$. Note that $x_n$ is a mean zero sign on $[0,1]$. Then

$Sx_n = \sum_{k=1}^{2^n} 2^{-n/p} a_{n,k} e_{n,k}$. Now we have

$$\|Sx_n\| \geq 2^{-\frac{n}{p}} \delta 2^n = \delta 2^n \left(\frac{1}{2} - \frac{1}{p}\right).$$

Thus $\lim_{n \to \infty} \|Sx_n\| = \infty$, which contradicts the boundedness of $S$. \qed

We summarize the above results.

**Remark 5.3.**

- For every $1 \leq p < \infty$ every operator $T \in \mathcal{L}(L^p, c_0)$ is narrow.
- If $1 \leq p < 2$ and $p < r$ then every operator $T \in \mathcal{L}(L^p, \ell_r)$ is narrow, and this statement is not true for any other values of $p$ and $r$.
- For $p, r \in [1, 2) \cup (2, +\infty)$, every operator $T \in \mathcal{L}(L^p, \ell_r)$ is narrow.
- For $1 < p < \infty$ and $X$ a Banach space with an unconditional basis which does not contain an isomorphic copy of $\ell_2$, every operator $T : L^p \to X$ is narrow.
- For $2 < p < \infty$ there exists a non-narrow operator in $\mathcal{L}(L^p, \ell_2)$. However, there is no sign-embedding in $\mathcal{L}(L^p, \ell_2)$.

6. Gentle-narrow operators

In this section we establish a weak sufficient condition for an operator $T \in \mathcal{L}(L^p)$ to be narrow. More precisely, we prove Theorem C. For the proof, we need a few lemmas. First of them asserts that, in the definition of a gentle-narrow operator, in addition to properties (i)-(iii) we can claim one more property.

**Lemma 6.1.** Suppose $1 < p \leq 2$, $X$ is a Banach space and $T \in \mathcal{L}(L^p, X)$ is a gentle-narrow operator with a gentle function $\varphi : [0, +\infty) \to [0, 1]$. Then
for every \( \varepsilon > 0 \), every \( M > 0 \) and every \( A \in \Sigma \) there exists \( x \in L_p(A) \) such that the following conditions hold

(i) \( \|x\| = \mu(A)^{1/p} \);
(ii) \( \|x - x^M\| \leq \varphi(M) \mu(A)^{1/p} \);
(iii) \( \|Tx\| \leq \varepsilon \);
(iv) \( \int_{[0,1]} x \, d\mu = 0 \).

Proof of Lemma 6.1. Without loss of generality we assume that \( \|T\| = 1 \).
Fix \( \varepsilon > 0 \), \( M > 0 \) and \( A \in \Sigma \). Choose \( n \in \mathbb{N} \) so that \( (\mu(A)/n)^{1/p} < \varepsilon/4 \) and decompose \( A = A_1 \cup \ldots \cup A_n \) with \( A_k \in \Sigma \) and \( \mu(A_k) = \mu(A)/n \) for every \( k = 1, \ldots, n \). Using the definition of a gentle-narrow operator, for each \( k = 1, \ldots, n \) we choose \( x_k \in L_p(A_k) \) so that \( \|x_k\|^p = \mu(A)/n \), \( \|x_k - x_k^M\| \leq \varphi(M) \mu(A)^{1/p} \), and \( \|Tx_k\| < \varepsilon/(2n) \).

Without loss of generality, we may and do assume that \( \delta = \left| \int_{[0,1]} x_n \, d\mu \right| \geq \left| \int_{[0,1]} x_k \, d\mu \right| \) for \( k = 1, \ldots, n-1 \) (otherwise we rearrange \( A_1, \ldots, A_n \)). Observe that

\[ \|x_k\|^p = \left( \frac{\mu(A)}{n} \right)^{1/p} < \frac{\varepsilon}{4}. \]

We choose inductively sign numbers \( \theta_1 = 1 \) and \( \theta_2, \ldots, \theta_n-1 \in \{-1, 1\} \) so that for each \( k = 1, \ldots, n-1 \) we have

\[ \left| \int_{[0,1]} \sum_{i=1}^{k} \theta_i x_i \, d\mu \right| \leq \delta. \]

Pick a sign \( r \) on \( A_n \) so that

\[ \int_{[0,1]} rx_n \, d\mu = -\int_{[0,1]} \sum_{i=1}^{n-1} \theta_i x_i \, d\mu \]  \hspace{1cm} (6.1)

(This is possible, because

\[ \left| \int_{[0,1]} \sum_{i=1}^{n-1} \theta_i x_i \, d\mu \right| \leq \delta = \left| \int_{[0,1]} x_n \, d\mu \right|. \]

We set \( x = \sum_{k=1}^{n-1} \theta_k x_k + rx_n \) and show that \( x \) satisfies the desired properties.

(i) \( \|x\|^p = \sum_{k=1}^{n} \|x_k\|^p = n \cdot \frac{\mu(A)^{1/p}}{n} = \mu(A). \)

(ii) \( \|x - x^M\|^p = \sum_{k=1}^{n} \|x_k - x_k^M\|^p \leq n \cdot \varphi(M)^{1/p} \cdot \frac{\mu(A)^{1/p}}{n} = \varphi(M)^{1/p} \mu(A). \)
Let Lemma 6.4. a gentle function \( \phi \) which one can prove by integrating inequality (6.2) written for \( \delta > 0 \) we get for each \( t \)

\[
\|Tx\| \leq \sum_{k=1}^{n-1} \|Tx_k\| + \|Trx_n\| \leq \sum_{k=1}^{n} \|Tx_k\| + \|x_n - rx_n\| < \frac{\epsilon}{2} + \|2x_n\| < \epsilon.
\]

Proof of Lemma 6.2. Dividing the inequality by \( a^p \) and denoting \( t = b/a \), we pass to an equivalent inequality

\[
f(t) \overset{\text{def}}{=} (1 + t)^p - pt - 1 - \frac{p(p - 1)}{2^{3-p}} t^2 \geq 0
\]

for each \( t \in [-1, 1] \), which we have to prove. Observe that

\[
f'(t) = p(1 + t)^{p-1} - p - \frac{p(p - 1)}{2^{3-p}} \quad \text{and} \quad f''(t) = \frac{p(p - 1)}{(1 + t)^{2-p}} - \frac{p(p - 1)}{2^{2-p}}.
\]

Since \( f''(t) > 0 \) for every \( t \in (-1, 1) \) and \( f'(0) = 0 \), we have that \( t_0 = 0 \) is the point of a global minimum of \( f(t) \) on \([-1, 1]\). Since \( f(0) = 0 \), the inequality (6.2) follows.

Lemma 6.3. Assume \( 1 < p \leq 2, a > 0 \) and \( |b| \leq a \). Then

\[
(a+b)^p - pa^{p-1}b \geq a^p + \frac{p(p - 1)}{2^{3-p}} \cdot \frac{b^2}{a^{2-p}}.
\]

Proof of Lemma 6.3. Evidently, it is enough to consider the case when \( a > 0 \) which one can prove by integrating inequality (6.2) written for \( b = y(t) \).

Lemma 6.4. Let \( 1 < p \leq 2 \), let \( T \in L(L_p) \) be a gentle-narrow operator with a gentle function \( \varphi : [0, +\infty) \to [0,1] \) and \( \|T\| = 1 \). Then for all \( M > 0, \delta > 0, B \in \Sigma^+, \eta \in (0,1/2), \) and \( y \in L_p \) with \( \eta \leq |y(t)| \leq 1 - \eta \) for all \( t \in B \), there exists \( h \in B_{L_\infty(B)} \) such that:

1. \( \|Th\| < 2\mu(B)^{1/p} \varphi(M) \cdot M^{-1} \);
2. \( \|y \pm \eta h\|^p > \|y\|^p + \frac{p(p - 1)}{2^{3-p}} \cdot \frac{\eta^2}{(1 - \eta)^2-p} \cdot \mu(B) \cdot \frac{(1 - \varphi(M))^2}{M^2} - \delta. \)

Proof of Lemma 6.4. We fix \( M, \delta, B, \eta \) and \( y \) as in the assumptions of the Lemma. Since we need to prove strict inequalities, we may and do assume without loss of generality that \( y \) is a simple function on \( B \)

\[
y \cdot 1_B = \sum_{k=1}^{m} b_k 1_{B_k}, \quad B = B_1 \sqcup \cdots \sqcup B_m, \quad \eta \leq |b_k| \leq 1 - \eta.
\]
For each \( k = 1, \ldots, m \) we choose \( x_k \in L_p(B_k) \) so that

(i) \( \|x_k\|^p = \mu(B_k) \);

(ii) \( \|x_k - x_k^M\| \leq \varphi(M) \mu(B_k)^{1/p} \);

(iii) \( \|Tx_k\| \leq \frac{\varphi(M) \mu(B)^{1/p}}{m} \);

(iv) \( \int_{[0,1]} x_k \, d\mu = 0 \).

We set \( x = \sum_{k=1}^m x_k \) and \( h = M^{-1}x^M \), and show that \( h \) has the desired properties.

(1). Observe that (iii) implies that

\[
(6.4) \quad \|T x\| \leq \sum_{k=1}^m \|Tx_k\| < m \frac{\varphi(M) \mu(B)^{1/p}}{m} = \varphi(M) \mu(B)^{1/p},
\]

and (ii) yields

\[
(6.5) \quad \|x - x^M\|^p = \sum_{k=1}^m \|x_k - x_k^M\|^p \leq \sum_{k=1}^m (\varphi(M))^p \mu(B_k) = (\varphi(M))^p \mu(B).
\]

Combining (6.4) and (6.5), we get

\[
\|Th\| = \frac{\|T(x^M)\|}{M} \leq \frac{\|Tx\|}{M} + \frac{\|x - x^M\|}{M} < 2 \mu(B)^{1/p} \frac{\varphi(M)}{M}.
\]

(2). Using the well known inequality for norms in \( L_p \) and \( L_2 \) (see [3, p. 73]), (i) and (6.5) we obtain

\[
\|x^M\|_2 \geq \|x^M\|_p \mu(B)^{1/2-1/p} \geq (\|x\| - \|x - x^M\|) \mu(B)^{1/2-1/p} \\
\geq \mu(B)^{1/p} (1 - \varphi(M)) \mu(B)^{1/2-1/p} = (1 - \varphi(M)) \mu(B)^{1/2},
\]

and hence,

\[
(6.6) \quad \|x^M\|_2^2 \geq (1 - \varphi(M))^2 \mu(B).
\]

Thus,

\[
\|y \pm \eta h\|^p = \|y \cdot 1_{[0,1]} \|_B^p + \sum_{k=1}^m \|b_k \cdot 1_{B_k} \pm \eta M^{-1} x_k^M\| \geq \|y \cdot 1_{[0,1]} \|_B^p + \sum_{k=1}^m \|b_k \|_p \mu(B_k) + p \frac{(p-1)}{2^{3-p}} \cdot \frac{\eta^2}{M^2} \sum_{k=1}^m \|x_k^M\|_2^2
\]

(using (6.6), \( |b_k| \leq 1 - \eta \) and the equality \( \sum_{k=1}^m \|x_k^M\|_2^2 = \|x^M\|_2^2 \))

\[
\geq \|y\|^p + \frac{p(p-1)}{2^{3-p}} \cdot \frac{\eta^2}{(1-\eta)^{2-p}} \cdot \mu(B) \cdot \frac{(1 - \varphi(M))^2}{M^2}.
\]
Note that the reason for including $\delta$ in (2) is to make possible the reduction to simple functions in the proof. □

Proof of Theorem C. Let $T \in \mathcal{L}(L_p)$ be a gentle-narrow operator with a $p$-gentle function $\varphi : [0, +\infty) \to [0, 1]$. By Theorem 2.2, to prove that $T$ is narrow, it is enough to prove that it is somewhat narrow. Without loss of generality, we may and do assume that $\|T\| = 1$. Fix any $A \in \Sigma^+$ and $\varepsilon > 0$, and prove that there exists a sign $x \in L_p(A)$ such that $\|Tx\| < \varepsilon\|x\|$.

Consider the set

$$K_\varepsilon = \left\{ y \in B_{L_{\infty}(A)} : \|Ty\| \leq \varepsilon\|y\| \right\}.$$ 

By arbitrariness of $\varepsilon$, it is enough to prove the following statement:

$$\forall \varepsilon > 0 \left( \exists \text{ a sign } x \in L_p(A) \left( \exists y \in K_\varepsilon \right) : \|x - y\| < \varepsilon_1\|y\| \right).$$  

Indeed, if (6.7) is true for each $\varepsilon$ and $\varepsilon_1$, we choose a sign $x \in L_p(A)$ and $y \in K_{\varepsilon/2}$ such that $\|x - y\| < \varepsilon_1\|y\|$ where

$$\varepsilon_1 = \frac{\varepsilon}{2\varepsilon + 2}.$$ 

Since $\varepsilon_1 < 1$, the inequality $\|y\| \leq \|x\| + \|x - y\| < \|x\| + \varepsilon_1\|y\|$ implies

$$\|y\| < \frac{1}{1 - \varepsilon_1}\|x\|,$$

and hence,

$$\|Tx\| \leq \|Ty\| + \|x - y\| < \frac{\varepsilon}{2}\|y\| + \varepsilon_1\|y\| = \left( \frac{\varepsilon}{2} + \varepsilon_1 \right)\|y\| < \frac{1}{1 - \varepsilon_1} \left( \frac{\varepsilon}{2} + \varepsilon_1 \right)\|y\| \leq \varepsilon\|y\|,$$

by (6.8).

To prove (6.7), suppose for contradiction that (6.7) is false. Thus there exists $\varepsilon_1 > 0$ so that

$$\forall \text{ sign } x \in L_p(A) \left( \forall y \in K_\varepsilon \right) : \|x - y\| \geq \varepsilon_1\|y\|.$$

Denote $\lambda = \sup\{|y| : y \in K_\varepsilon\}$. Notice that since $T$ is gentle-narrow, $\lambda > 0$. Set

$$\eta = \frac{\varepsilon_1\lambda}{4^{1/p}\mu(A)^{1/p}}$$

and observe that

$$\eta < \frac{\varepsilon_1\mu(A)^{1/p}}{4^{1/p}\mu(A)^{1/p}} \leq \frac{1}{2}.$$ 

Using that $\varphi$ is $p$-gentle, we choose $M > 0$ and $\delta_1 > 0$ so that

$$\left(1 - \varphi(M)\right)^2 \geq 1/2$$

and

$$M^{2-p}(\varphi(M))^p \leq \varepsilon_1^p \frac{p(p - 1)}{16} \left( \frac{\eta}{1 - \eta} \right)^{2-p} - \delta_1 \frac{M^2\varepsilon_1^p(1 - 2^p\eta^p)}{\eta^p2^{2p-2}\varepsilon_1^p\lambda^p}. $$
Pick \( \varepsilon_2 > 0 \) and then \( \delta_2 > 0 \) so that
\[
(\lambda - \varepsilon_2)^p + \frac{p(p-1)}{2^6 - 2^p M^2} \left( \frac{\eta}{1 - \eta} \right)^{2-p} \cdot \frac{\varepsilon_1^p \lambda^p}{1 - 2^p \eta^p} - \delta_2 > \lambda^p
\]
(by (6.11) the second summand in the left-hand side of the inequality is positive). Setting \( \delta = \min\{\delta_1, \delta_2\} \), by (6.13) and (6.14) we obtain
\[
M^{2-p}(\varphi(M))^p \leq \varepsilon^p \frac{p(p-1)}{16} \left( \frac{\eta}{1 - \eta} \right)^{2-p} \cdot \frac{\varepsilon_1^p \lambda^p}{1 - 2^p \eta^p} \cdot \delta > \lambda^p.
\]
and
\[
(\lambda - \varepsilon_2)^p + \frac{p(p-1)}{2^6 - 2^p M^2} \left( \frac{\eta}{1 - \eta} \right)^{2-p} \cdot \frac{\varepsilon_1^p \lambda^p}{1 - 2^p \eta^p} - \delta > \lambda^p.
\]
We choose \( y \in K_\varepsilon \) with
\[
\|y\| > \max\left\{ \frac{\lambda}{2^{1/p}}, \lambda - \varepsilon_2 \right\}.
\]
Define a sign in \( L_p(A) \) by
\[
x(t) = \begin{cases} 
0, & \text{if } |y(t)| \leq 1/2, \\
\text{sign}(y), & \text{if } |y(t)| > 1/2
\end{cases}
\]
and put
\[
B = \{ t \in A : \eta \leq |y(t)| \leq 1 - \eta \}.
\]
Since \( y \in K_\varepsilon \), it follows from (6.9) that:
\[
\varepsilon_1^p \|y\|^p \leq \|x - y\|^p = \int_B |x - y|^p d\mu + \int_{A \setminus B} |x - y|^p d\mu \\
\leq \frac{\mu(B)}{2^p} + (\mu(A) - \mu(B)) \eta^p.
\]
Hence, using (6.17) and (6.10), we deduce that
\[
\mu(B) \left( \frac{1}{2^p} - \eta^p \right) \geq \varepsilon_1^p \|y\|^p - \mu(A) \eta^p \geq \varepsilon_1^p \frac{\lambda^p}{2} - \varepsilon_1^p \frac{\lambda^p}{4} = \varepsilon_1^p \frac{\lambda^p}{4},
\]
that is,
\[
\mu(B) \geq \frac{2^{p-2} \varepsilon_1^p \lambda^p}{1 - 2^p \eta^p}.
\]
In particular, by (6.11) we have that \( \mu(B) > 0 \). Observe that (6.15) and (6.18) imply
\[
M^{-p}(\varphi(M))^p \leq \varepsilon^p \frac{p(p-1)}{16 M^2} \left( \frac{\eta}{1 - \eta} \right)^{2-p} \cdot \frac{\varepsilon_1^p \delta}{\eta^p 2^{p-2} \varepsilon_1^p \lambda^p} \\
\leq \varepsilon^p \frac{p(p-1)}{16 M^2} \left( \frac{\eta}{1 - \eta} \right)^{2-p} \cdot \frac{\varepsilon_1^p \delta}{\eta^p 2^p \mu(B)}.
\]
By Lemma [6.4], we pick \( h \in B_{L_{\infty}(B)} \) so that (1) and (2) hold. Now comes the first time that we use the fact that the range space is \( L_p \), \( 1 < p \leq 2 \).

Recall that for all \( u, v \in L_p \),

\[
(Ave_\pm \|u \pm v\|_p) = \int (u^2 + v^2)^{p/2} \leq \int |u|^p + |v|^p.
\]

Indeed, by the convexity of the function \( t^{2/p} \),

\[
\int Ave_\pm |u \pm v|^p \leq \int (Ave_\pm |u \pm v|^2)^{p/2} = \int (u^2 + v^2)^{p/2} \leq \int |u|^p + |v|^p.
\]

So we can choose a sign number \( \theta \in \{-1, 1\} \) so that

\[
\|T y + \eta \theta T h\|_p \leq \|T y\|_p + \eta \|T h\|_p
\]

and set \( z = y + \theta \eta h \). Then by (1) and the choice of \( y \in K_\varepsilon \),

\[
\|T z\|_p \leq \|T y\|_p + \eta \|T h\|_p \leq \varepsilon \|y\|_p^p + \eta \|2^p \mu(B)M^{-p}(\varphi(M))\|_p
\]

(6.21)

\[
\leq \varepsilon \|y\|_p^p + \eta \|2^p \mu(B)\|_p \varepsilon \|p(p-1)\|_{\frac{1}{1-\eta}}^{2-p} - \varepsilon \delta.
\]

On the one hand, by condition (2) and (6.12), we have

\[
\|z\|_p^p \geq \|y\|_p^p + \frac{p(p-1)}{2^{1-p}M^2} \cdot \frac{\eta^2}{(1-\eta)^{2-p}} \cdot \mu(B) - \delta.
\]

Then (6.21) together with (6.22) give

\[
\frac{\|T z\|_p^p}{\|z\|_p^p} \leq \varepsilon,
\]

and that yields \( z \in K_\varepsilon \) (note that \( z \in B_{L_{\infty}(A)} \) by definitions of \( z \) and \( B \)).

On the other hand, we can continue the estimate (6.22) taking into account the choice of \( y \), (6.17) and (6.16), as follows

\[
\|z\|_p^p > (\lambda - \varepsilon)^{2p} + \frac{p(p-1)}{2^{1-p}M^2} \cdot \frac{\eta^2}{(1-\eta)^{2-p}} \cdot \mu(B) - \delta
\]

by (6.18)

\[
\geq (\lambda - \varepsilon + \eta^2)^{2p} + \frac{p(p-1)}{2^{1-p}M^2} \cdot \frac{\eta^2}{(1-\eta)^{2-p}} \cdot \frac{2^{p-2} \varepsilon \lambda^{p}}{1 - 2^p \eta^{p}} - \delta \geq \lambda^p.
\]

This contradicts the choice of \( \lambda \).

We remark that Example [1.1] demonstrates that there is no analogue of Theorem C which is true for \( p > 2 \).
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