Intelligent automation system of the railway company’s purchasing activity based on artificial neural networks
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Abstract. A person is responsible for quality control of the purchase forecast of commercial enterprises, which entails a number of certain consequences. In this regard, we decided to create an intelligent system that will determine the quality of the forecast. Such a system will be a human assistant in deciding on the quality of the forecast. The system will also be able, if necessary, to indicate the necessary adjustments for its forecasting method. As part of this work, a software product will be created that will determine the quality of the created trade procurement plan, and, if necessary, help the user adjust the forecasting method used by the outlet. The aim of the work is to create an intelligent procurement system that will generate its forecast using a neural network, and then determine the forecast error using XYZ analysis.

1. Introduction
To understand what will happen as a result of development, it is necessary to define an intelligent system.

An intelligent system (IS) is a technical or software system capable of solving problems traditionally considered creative [1 - 3], belonging to a specific subject area, the knowledge about which is stored in the memory of such a system [4 - 6]. The structure of an intelligent system includes three main blocks - a knowledge base, a mechanism for choosing solutions and a program interface [7 - 9].

The knowledge base is an important component of an intelligent system. The most famous class of such programs is expert systems [10 - 12]. They are designed to search for ways to solve problems from a certain subject area, based on knowledge base records and a user description of the situation [13 - 15].

Simple knowledge bases can be used to create expert data storage systems in an organization: documentation, manuals, technical articles. The main purpose of creating such databases is to help less experienced people find an already existing description of a way to solve a problem [3, 7, 16].

The decision-making mechanism is a generalized procedure for finding a solution to a problem, which, based on the knowledge base and in accordance with the user's information needs, builds a chain of reasoning (logically related units of knowledge) leading to a specific result [1, 5].

The user interface provides the transfer of information by the user of the application and the software and hardware complex [6, 8, 11]. The user enters the necessary data, which the system processes, and then, using the interface, displays information that is understandable to the user.

Predicting the purchase of an item is a regression problem. In a regression problem, the sample usually looks like:
\[ S = \{(x_1, y_1), \ldots, (x_i, y_i)\} \subseteq \mathbb{R}^n \times \mathbb{R}. \]  

(1)

The answers are real numbers (maybe also vectors from real numbers). The regression task is to predict the values of this function at other points using the known values of \( y_i \) of some unknown function at given points \( x_i \) (\( i = 1, \ldots, n \)).

The creation of a procurement plan was and remains an urgent problem; therefore, there are currently many products that are engaged in the creation of products. The most successful companies charge a lot of money for their product, but the main amount goes to the fact that they have to apply an individual approach to each client.

The modern market is very changeable, in order to create the most accurate product, they conduct a point-of-sale analysis to find the most accurate parameters that the system will use in forecasting.

Supply of goods is a very difficult regression task, the solution of which depends on many factors.

The simplest and most accessible methods can only indicate a trend when creating a forecast. This conclusion was made thanks to a review of software products. Results of the survey are given below.

2. Review of programs and methods for forecasting purchases

In the course of analyzing the market for ready-made software products, a large number of ready-made software solutions were found for creating a purchase forecast for a commercial enterprise by various methods. Some ready-made solutions are Excel tools for inventory management, BUY © ER system, inventory management system on Access, analytical Internet service for inventory management and procurement planning, procurement assistant, KORUS - Inventory management, SCM: Purchase planning, FORECAST & SUPPLY, KAIS AutoStandard, oremax.

Such a large number of programs prove that the topic of forecasting is in demand, and also that there is no universal program, because these programs have many differences, starting from the price and ending with the forecasting method.

Each method has its own percentage of forecast error. There are applications in this list that, just like the system being developed, use neural networks to create a forecast. Other methods worth noting are OLAP cubes, trendline, least squares, etc.

The more and more varied data a trading enterprise has, the more difficult it is to forecast. Simple methods are not capable of making accurate predictions with large and varied amounts of data, and programs with more modern methods are very expensive.

One of the most popular and complex forecasting methods from the point of view of implementation is a neural network. The developed system generates its forecast using an artificial neural network.

To implement the neural network of the project, the Python programming language was used due to the large availability of ready-made libraries for creating neural networks. For the basis, an open library from Google - Tensorflow and an open-source library for deep neural networks Keras were chosen.

To create the application interface, QtDesigner will be used - a cross-platform free environment for developing graphical interfaces (GUI) programs using the Qt library, a wrapper for the Tkinter Python PySimpleGUI API. The MatLab library for Python will be used to create graphs. First, you need to download the data for training the neural network. The data was previously digitized. After loading, the data needs to be transformed for more accurate neural network operation. We replace all data types with numeric so that the neural network does not have problems during data normalization. Baseline data is the sale of supermarket goods for a certain period.

Input data is entered into the program, after that they are transformed, unnecessary columns are removed, and the products are grouped. Part of the input transformed data is shown in Figure 1.
After loading, output part of the data, as well as the description of the input data, the next step is to normalize the input data. Before normalization, it is necessary to split the DataSet into training and test samples.

Input normalization is a process in which all input data goes through a process of "flattening", i.e. reduction to a certain interval, for example [0,1] or [-1,1] [20]. Normalization can significantly increase the convergence rate of the neural network learning algorithm. If you do not perform normalization, then the input data will have an additional effect on the neuron, which can lead to incorrect decisions. In other words, you cannot compare quantities of different orders.

For normalization, the Min-Max function was used:

$$X' = \frac{X - X_{\min}}{X_{\max} - X_{\min}}$$  \hspace{1cm} (2)

We separate target values or "labels" from features. Now we need to create a neural network model. Our model will be sequential, each layer will be the input for a new layer. Next there is the training of the neural network directly.

Figure 2 shows the indicators of the mean square error and the mean absolute error when training a neural network.

After testing, we need to check the created neural network against test data. The result of the neural network forecast is shown in Figure 3.
The prediction result is very accurate, now you need to look at the graph of the distribution of prediction errors, which is shown in Figure 4.

**Figure 4.** Prediction error distribution.

3. **XYZ Analysis Module Implementation**

To understand the work of XYZ analysis, it is necessary to introduce two concepts of the deviation of the variation series and the coefficient of variation.

The variation series deviation is the standard deviation of a product over a known period. The coefficient of variation is the stability of product sales over a known period. It is calculated using the formula:

$$ v = \frac{\sigma}{x} \times 100\%, $$  \hspace{1cm} (3)

where $\sigma$ is the standard deviation; $x$ is the average number of items.

After all calculations, our products are divided into categories X, Y, Z. The neural network made a forecast, the system finds deviations between real data and those received from the neural network. If
the result falls within the specified scope of the product category, then the system can recommend the user to purchase the product based on the neural network forecast.

For example, a standard deviation of 100 can have a product with an average monthly sale of 200 or 20,000. In the first case, the significance of monthly fluctuations will be 50%, in the other case - 0.5%. It is obvious that the sales of the second product are much more stable and, as a result, more predictable, which means that the forecast for them needs to be as accurate as possible. The first product is poorly predictable, so the system can only suggest the sales trend for product number 1.

Figure 5. Product variation coefficient.

Figure 5 shows the coefficient of variation for each product from the original data.

Now you need to design your user interface layouts. To get started, the user must download the initial data for creating a forecast, as well as data on the forecast results of the custom forecasting method.

Figure 6 shows the layout of the application start window.

Figure 6. Data loading window prototype for application operation.

Next, the user should look at the forecast for each of the selected products, which have already been divided into groups thanks to the XYZ analysis.

Figure 7 shows the layout of the application window, where the user can see the distribution of the product by groups X, Y, Z.
Further, the system should produce a result with a recommendation about the quality of the forecast and the forecasting method used. The layout of the application window, where the system did not find deviations in errors, is shown in Figure 8.

Figure 8. Example of a "Successful Result" result.

Figure 9 shows the possible results when the system found an error in the forecast, as well as an example of the result when the system advises to change the forecasting method for a given outlet.

Figure 9. An example of a "negative" result output layout.

4. Experimental study
For ease of use and to increase the speed of the program, the layouts of the application have been slightly modified. The test launch was performed on the data from Figure 1. After starting the program, the user sees the start screen of the program, which is shown in Figure 10.
One needs to download the initial data for the developed network, as well as the data of the available forecast. If necessary, one needs to indicate the date of the marketing campaign.

Then the neural network is trained, and also creates a forecast.

Before creating a forecast, the system divides products into 3 groups according to the XYZ analysis algorithm. The result of data splitting is shown in Figure 11.

The user can view the graphs of the error and the forecast result by clicking on the menu items.

Then the system analyzes the forecast and initial data and gives out the problems found. Figure 12 shows the result of analyzing the program when running on test data.

As a result, the system did not find any problems in the created forecast, so the user can order goods according to the system forecast.

Now it is necessary to take stock of the research and evaluate the created program.

5. Conclusion
After conducting market research of programs for creating a procurement forecast, improvements in programs and methods can be noted, but there are still problems that do not allow creating the most accurate forecast.

Until now, a person has to make a decision about the quality of the created forecast and whether it is worth purchasing goods according to the created forecast.

The developed program should help outlets in making this decision.
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