Estimation of pollutant sources in multi-zone buildings through different deconvolution algorithms
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Abstract

Effective identification of pollution sources is particularly important for indoor air quality. Accurate estimation of source strength is the basis for source effective identification. This paper proposes an optimization method for the deconvolution process in the source strength inverse calculation. In the scheme, the concept of time resolution was defined, and combined with different filtering positions and filtering algorithms. The measures to reduce effects of measurement noise were quantitatively analyzed. Additionally, the performances of nine deconvolution inverse algorithms under experimental and simulated conditions were evaluated and scored. The hybrid algorithms were proposed and compared with single algorithms including Tikhonov regularization and iterative methods. Results showed that for the filtering position and algorithm, Butterworth filtering performed better, and different filtering positions had little effect on the inverse calculation. For the calculation time step, the optimal Tr (time resolution) was 0.667% and 1.33% in the simulation and experiment, respectively. The hybrid algorithms were found to not perform better than the single algorithms, and the SART (simultaneous algebraic reconstruction technique) algorithm from CAT (computer assisted tomography) yielded better performances in the accuracy and stability of source strength identification. The relative errors of the inverse calculation for source strength were typically below 25% using the optimization scheme.
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1 Introduction

In recent years, people have paid more attention to indoor air quality. Studies by several agencies, including the EPA (2017), suggest that indoor air pollution levels can be two to five times higher than outdoor levels. Poor indoor air quality can lead to a range of respiratory problems, such as allergies, asthma and sick building syndrome (Tsantaki et al. 2020). Certain infectious diseases, such as SARS (Li et al. 2005) and COVID-19 (Chan et al. 2020), also pose a great threat to human health. The pathogens that cause these diseases can spread in the form of bioaerosols (Yan et al. 2018). Additionally, pollutants such as dust from industrial production are highly carcinogenic and have a serious impact on worker health and productivity (Bhatti et al. 2011; Hancock et al. 2015). Therefore, accurate estimation of the emission rates of such sources is essential for the subsequent designation of ventilation measures and evacuation of personnel.

For source emission rate measurement, the tracer gas method has been extensively studied in 80s and 90s (Sherman et al. 1980; Etheridge and Sandberg 1996). Different tracer gas methods for measuring airflow rates in buildings or rooms have been investigated by Sandberg and Blomqvist (1985). Based on the measured airflow rates, the emission rates of indoor gaseous (Chen et al. 2018) and particulate (Liang and Yang 2013) sources could be calculated by solving the continuity equation directly. In these studies, the source position was always known, and the source was usually placed in a well-mixed space equipped with sensors. However, in some real world applications, the pollutant source location
is unknown, or the source must be located away from the sensors for technical reasons. Experimental estimation of this unknown source through measurement of its response (the concentration) at sensor locations is an “inverse problem”.

The inverse calculation methods can be divided into the following three categories: forward, backward, and probability methods. The forward method requires pre-simulations of the potential source and then describes the matching degree between the measured and simulation results using a residual function. When the residual reaches a minimum, the optimal source characteristics are determined. The backward method is used to directly solve forward transport equations with negative time steps. However, this method is ill-conditioned and exhibits poor stability. The adjoint probability method can obtain the source location or time probability distribution by solving adjoint equations (Wang et al. 2017). In addition, the robot olfaction method is also often used to search the pollutant source in indoor environments (Feng et al. 2019; Yang et al. 2019). Accurate estimation of the source strength is a prerequisite for the above methods. While the source temporary release strength estimation is an ill-posed deconvolution inverse problem which can amplify high frequencies from the measurement noise. Therefore, it is important to enhance the stability of the inverse calculation and reduce the error in the deconvolution process. The regularization and iteration methods are commonly used to improve the solution stability.

Tikhonov regularization adds a regularization term to the objective function so that the value of the solution is kept within a certain range, thus reducing and avoiding the oscillation or divergence of the numerical solution (Yin 2011). Zhang et al. (2013) combined computational fluid dynamics (CFD) with Tikhonov regularization and least-squares optimization to quantify the time-release rate of a known fixed gas pollution source. Results showed that this method could effectively and accurately identify the source release rate, and the choice of regularization parameter had a strong influence on the inverse results. Zhang et al. (2013) used the L-curve algorithm to identify the pollutant sources in a 2D cavity and found that choosing appropriate regularization parameters with this method could accurately determine the source release rate. Liu et al. (2019) proposed a comprehensive inverse model called the Markov chain with regularization and Bayesian inference (MCRB) to identify the source location and dynamic release rate under time-varying airflow. In their study, the effects of sensor positions and regularization parameter selection algorithms were also investigated, and they found that the generalized cross-validation (GCV) algorithm performed better than the L-curve and quasiopt (quasi-optimality) algorithms. However, when the response matrix is large and sparse, the regularization methods do not tend to work well. For example, if response matrix is a million by million matrix, it will require approximately 80 gigabytes (GB) of storage. The iterative method is often used to solve a large system of linear equations, particularly in computed tomography (Aster et al. 2005). Yu (2006) compared the maximum likelihood expectation maximization (MLEM) algorithm with the least squares with nonnegative constraint (LSNC) algorithm and found that the MLEM algorithm yielded marked advantages in concentration tomography. Li et al. (2020a) proposed an improved tomographic imaging algorithm (LSTR) based on Tikhonov regularization and the least-squares method, and compared its performance with that of LSNC and least squares with QR decomposition (LSQR) for gas concentration distribution reconstruction. These studies are mostly based on simulated data and single inverse algorithms, and the performances of hybrid algorithms in real conditions are not clear. Besides, the inverse algorithms for source strength calculation have not been quantitatively compared and evaluated.

Additionally, for source strength identification, flow field information and sensor reading errors have strong influences on the inverse results. Pang et al. (2014) and Wang and You (2015) considered the influence of sensor measurement noise while studying a single sensor to identify a constant source and found that the sampling time interval and sensor measurement error affected the source strength inverse results. Li et al. (2020b) considered the influence of measurement noise and explored methods to reduce measurement noise impact during source strength estimation. They found that properly increasing the time step could reduce the effects of noise, and the performances of filters were different under different time steps. In previous studies, they only qualitatively analyzed the effects of measurement noise and denoising approaches, and did not provide quantitative measures, such as the optimal calculation time step and filtering position.

This study presents an optimization scheme for the deconvolution process in the source strength inverse calculation in terms of the denoising method and inverse algorithm. We investigate and optimize the calculation time resolution, filtering algorithm and filtering position to minimize the impacts of measurement noise. Then, we introduce nine inverse algorithms, including hybrid and two tomographic algorithms, and compare their performances on source strength inverse reconstruction under experimental and simulated conditions. Their performances are scored from the aspects of accuracy and stability, and the best algorithms under different conditions are presented. The above methods could improve the accuracy of the source strength estimation which is the basis for source identification in real world application.
2 Methodology

The mass transfer process for specific pollutant in air can be expressed as a partial differential equation (PDF) as follows:

\[
\frac{\partial (\rho C)}{\partial t} + \text{div} (\rho \mathbf{u} C) = \text{div} \left[ \Gamma \text{grad}(C) \right] + S
\]  

(1)

where \(\rho\) is the air density, \(C\) is the instantaneous pollutant concentration at the source, \(\mathbf{u}\) is the air velocity vector, \(t\) is the time, \(\Gamma\) is the effective mass diffusion coefficient of the pollutant and \(S\) is the source term.

When the flow field is fixed, the release strength of source forms a linear relationship with its concentration distribution. Therefore, the concentration response of an arbitrary source can be expressed as the convolution integral between the temporal release rate and the response factor (concentration response per unit pulse release), show as:

\[
C(t) = \int_{-\infty}^{+\infty} q(\tau) F[\delta(t - \tau)] d\tau
\]  

(2)

where \(q(\tau)\) is the time-dependent release rate profile, and \(F[\delta(t - \tau)]\) is the response factor, i.e., the concentration response per unit pulse release at \(t = \tau\). The discretization of Eq. (2) can be transformed into the following form (Hiyama et al. 2010):

\[
C_n = \sum_{i=1}^{n} q_{n-i} F_i = q_0 F_0 + \ldots + q_{n} F_n
\]  

(3)

The above equation can be converted to \(C = MAq\), where \(C\) is the concentration vector monitored at different moments; \(A = [F_0, \ldots, F_n, \ldots]^T\) is the response vector; \(M(A)\) is a Toeplitz matrix defined for \(A\), i.e., response matrix; \(q\) is the release rate vector of the pollutant at different moments. This equation can be expanded into a matrix relationship as follows:

\[
\begin{bmatrix}
C_{t_1} \\
\vdots \\
C_{t_n}
\end{bmatrix} = \begin{bmatrix}
F_0 & 0 & 0 & 0 & q_0 \\
F_1 & F_0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
F_n & F_{n-1} & \cdots & F_0 & q_n
\end{bmatrix} \begin{bmatrix}
q_0 \\
\vdots \\
q_n
\end{bmatrix}
\]  

(4)

The solution for the source release rate \(q\) can be converted to a least squares problem as follows.

\[
\min_q \| M(A)q - C \|
\]  

(5)

If the source release rate \(q\) is solved directly to the above equation, the result may be incorrect. Because the property of the coefficient matrix \(M(A)\) is unknown, it may be pathological or non-pathological. Therefore, further analysis of the nature of \(M(A)\) is required.

The degree of sickness of the matrix \(M(A)\) will affect the solution result, and the degree of sickness of the matrix can be expressed as the condition number. The condition number can effectively represent the sensitivity of the matrix calculation to input noise and error. If the condition number of the response matrix \(M(A)\) is large, a smaller change in \(C\) in Eq. (5) will cause a larger change in the solution \(q\) and will be less stable numerically (Young et al. 2008). Hansen (2010) mentioned that Eq. (2) is the form of the first type of Fredholm integral equation, where the higher frequencies are filtered out when \(C\) is calculated with known \(q\) and \(M(A)\) forward, so that the curve of \(C\) is smoother. However, when \(q\) is calculated inversely with known \(C\) and \(M(A)\), it is a deconvolution process. The deconvolution process could amplify the high frequencies in sampling data and the higher the frequency, the greater the amplification, so the curve of \(q\) is more perturbed. In other words, source identification by a sequence \(C\) of pollutant concentrations from sensors in an actual building will result in distortion of the final inverse source strength due to measurement noise ill-conditioned response matrix. Therefore, an optimization scheme was proposed to calculate the source strength inversely and reduce the measurement noise from the sensor.

Figure 1 shows the procedure and configuration of the proposed optimization scheme. Firstly, we measure and obtain the concentration response matrices and pollution concentration. Then, based on the matrix dimension and

![Fig. 1 Flow chart of the proposed optimization scheme (green parts: denoising methods; orange parts: inverse algorithms; *: including Butterworth and sliding filters)](image)
concentration data resolution, we select different time resolutions. Subsequently, different inverse algorithms are used to calculate the source strength combined with different filtering positions and filtering algorithms. Finally, we compare the performances of different inverse algorithms and get the optimal algorithm. The green parts of Figure 1 represent the denoising methods, in which the time resolution is proposed to analyze the effect of different calculation time steps. The orange parts represent the deconvolution inverse algorithms, in which the hybrid algorithms are derived and investigated.

2.1 Denoising methods

Adding a digital filter to the sensor data can reduce the effects of measurement noise (Kaiser and Reed 1977). The sliding window filter and low pass filter have been shown to markedly increase sensor sampling quality and compensate for the limitations of low-cost sensors (Li et al. 2018). Therefore, this study uses these two filtering algorithms to investigate the effects of different filtering positions and calculation time steps.

Sliding filtering reduces data fluctuations by calculating the average value within the window width. The filtering effect depends on the window width, and the wider the window is within a certain range, the more marked the filtering effect will be. The principle formula of sliding filter is as follows:

\[ y_{i} = \frac{1}{m} \sum_{j=i-m}^{i} x_{j}, \quad i = 1, 2, 3, \ldots \]  

(6)

where \( m \) is the window width, \( x_{j} \) is the data that needs filtering, and \( y_{i} \) is the filtered data. The window width affects the filtering effect, and the filtering effect becomes evident as the window width increases. In this study, \( m \) was set equal to five suggested by Shi (2012).

Butterworth filtering is one type of low-pass filtering, and it can also be used to eliminate high-frequency noise. Butterworth filters are high-pass, low-pass, band-pass, band-stop and other filters, and under the same order, its filtering results inside and outside the pass frequency are typically stable compared to other filters. For a linear filter, the input \( X(f) \) and output \( Y(f) \) are dominated by frequency and related by a transfer function \( H_{j} \), which can be expressed as follows:

\[ Y(f) = H(f)X(f) \]  

(7)

An analog low-pass Butterworth filter of order \( N \) has a transfer function:

\[ H_{N}(f) = \frac{1}{a_{0} + a_{1}(2\pi f) + \cdots + a_{N}(2\pi f)^{N}} \]  

(8)

where \( a_{0} \) to \( a_{N} \) are coefficients; and detailed principles are explained by Manal and Rose (2007).

Different filtering positions may have effects on measurement noise reduction. Three filtering positions were analyzed: pre-filtering (i.e., filtering the monitored pollutant concentration data); post-filtering (i.e., filtering the inverse source strength); and double filtering (i.e., using both pre-filtering and post-filtering).

The time step is the data selection interval of the sensor data and determines the dimension of the response matrix. The monitoring concentration was selected based on the time step to form a concentration sampling sequence, and this sequence was used to inversely calculate the source strength. Liu et al. (2019) noted that the influence of sensor measurement noise can be reduced by adjusting the calculated time step. However, they did not confirm the specific time step that has the best noise reduction performance quantitatively. In this study, to compare the accuracy of source strength identification under different calculation time steps, we defined the time resolution as:

\[ T_{r} = \frac{\Delta t}{T} \]  

where \( \Delta t \) is the selected calculation time step, and \( T \) is the total calculation time.

2.2 Inverse algorithms

The inverse solution is ill-posed and unstable, and we introduce three algorithms to solve the inverse problem: Tikhonov regularization is the most common and well-known method for stabilizing the inverse solution by adding a regularization term; the iterative algorithm generates a sequence of trial solutions that converges to a final solution; and the hybrid algorithm is a combination of Tikhonov regularization and the iterative algorithms.

2.2.1 Tikhonov regularization

Tikhonov regularization avoids instability of the inverse solution of Eq. (5) by minimizing the weighted combination of the residual and marginal constraint terms, which can be expressed as the following least squares problem:

\[ \min Z(q) = \| M(A)q - C \|^{2} + \lambda^{2} \| L(q - q_{0}) \|^{2} \]  

(9)

where \( L \) is the regularization matrix and \( \lambda \) is the regularization parameter. In Eq. (9), the first term on the right of the equal sign is the residual norm. The second term is the regularization term, where \( \lambda \) controls the weight for the minimization of the regularization term. Given the regularization matrix, regularization parameter, response
matrix and concentration, the source strength can be inversely calculated using filter factors and singular value decomposition (SVD) (Hansen 1994).

It is important to select the appropriate regularization parameter to determine the source strength. Based on a previous study (Kathirgamanathan et al. 2004), the GCV method has a better accuracy and more stable performance than other methods. The primary principle of the GCV method is to draw the regularization parameter function graph based on cross-validation and select the minimum GCV value. This principle is shown in the following formula:

$$G = \frac{\| M(A)q - C \|^2}{\text{trace}(I_m - M(A)M(A)^T)}$$

(10)

where $M(A)^T$ is a matrix that produces the regularized solution $q_{\text{reg}}$ when multiplied by $C$ (i.e., $q_{\text{reg}} = M(A)^T C$). The denominator in this equation can be computed in $O(n)$ operations if the bidiagonalization algorithm is used.

### 2.2.2 Iterative methods

When the response matrix $M(A)$ is large and sparse, the iterative method is typically used. The LSQR algorithm is a common iterative method that is similar to the principle of the conjugate gradient (CG) method for solving the least squares problem, and it is based on the bidiagonalization procedure. The solution is derived from the updated QR decomposition of the bidiagonal matrix. Compared to the CG algorithm, the LSQR algorithm has faster iterative convergence and more stable solution results (Paige and Saunders 1982). The nonnegative least squares (NNLS) algorithm is a constrained version of the least squares method. Constrained least squares problems are common in physics, statistics, mathematics, and economics. NNLS requires that all coefficients cannot be negative, and the Kuhn-Tucker conditions characterize the solution vector. Solution details are described by Lawson and Hanson (1995).

In addition to these iteration methods, the computed tomography (CT) algorithm is often used to reconstruct the concentration or construction distributions and also used to inversely calculate the source strength in this study. Two most common CT algorithms are used: the SART and MLEM algorithms. The SART algorithm is one of the classical algebraic iterative reconstruction methods (Andersen and Kak 1984) that improves upon the ART and SIRT algorithms, and reduces the problems of salt-and-pepper noise caused by the ray sequence correction and slow convergence of the SIRT algorithm (Cheng 2015). The SART algorithm introduces back-projection error correction and avoids the inaccurate reconstruction results caused by a certain ray measurement error. The algorithm principle is shown as:

$$x_j^{(k+1)} = x_j^{(k)} + \frac{\sum_{i=1}^{N} w_j \left( p_i - \sum_{j=1}^{N} w_j x_j^{(k)} \right)}{\sum_{i=1}^{N} w_j}$$

(11)

where $k$ represents the number of iterations, and $x_j^{(0)}$ is the initial iteration value. The second item on the right side of Eq. (11) is the correction value of the back-projection error, where $p_i$ represents the real measured projection value, and $w_j$ is the weighting factor. The $x_j$ from each iteration is the input value of the next iteration until the iteration converges. For the source strength calculation, $x_j$ in Eq. (11) represents the source strength sequence $q$, $w_j$ represents the response matrix $M(A)$, and $p_i$ is the pollutant concentration sequence $C$ monitored by the sensor.

The MLEM algorithm is another popular statistical iterative method that establishes the maximum likelihood estimation function and then obtains the maximum value of the likelihood function (Shepp and Vardi 1982; Cheng 2015). The solution corresponding to the maximum value is the required value, and the specific formula is as follows:

$$x_j^{(k+1)} = x_j^{(k)} + \sum_{i} w_j \sum_{j} w_j \frac{p_i}{\sum_{i} w_j} x_j^{(k)}$$

(12)

where $\sum_{j} w_j x_j^{(k)}$ is the estimated projection value. The calculated estimated value is compared to the real measured projected value $p_i$, and the ratio is back-projected on the reconstruction area by the weighting factor $w_j$. The estimated value is revised repeatedly until the optimal solution is obtained. For the source strength calculation, the meanings of $x_j$, $w_j$, and $p_i$ in Eq. (12) are the same as those in the SART algorithm.

### 2.2.3 Hybrid algorithms

The hybrid algorithm synthesizes the advantages of two or more algorithms to solve the inverse problem. The combination of the total variation regularization method and Tikhonov regularization method can markedly improve the reconstruction effect of resistivity imaging (Han et al. 2012). The combination of the Lanczos method and GCV method can overcome the semi-convergence of the Lanczos method, thus making the solution less sensitive to the number of iterations (Chung et al. 2008). As mentioned above, the Tikhonov regularization algorithm can effectively reconstruct the smooth data solution; however, it becomes difficult to solve the problem with large sparse matrix. Whereas, the iterative method is suitable for the solution of a large sparse matrix, and the solution is stable after several iterations. Therefore, this paper combines the Tikhonov regularization algorithm with the iteration method to study the performances of four...
hybrid algorithms: GCV+LSQR, GCV+NNLS, LSQR+GCV and NNLS+GCV.

The principle of the GCV+LSQR algorithm is to calculate the source strength \( q_0 \) from the LSQR algorithm, and then \( q_0 \) is used as the initial value in Tikhonov regularization (Eq. (9)) based on the GCV method. The principle of the GCV+NNLS algorithm is similar to that of the GCV+LSQR algorithm except \( q_0 \) comes from the NNLS algorithm.

For LSQR+GCV, an alternative way to use LSQR is to solve the Tikhonov regularization (Eq. (9)) by applying LSQR to an equivalent form of Eq. (9):

\[
\min \left\| \frac{M(A)}{\lambda L} q - \frac{C}{\lambda L q_0} \right\|^2
\]

where the regularization parameter is also calculated by the GCV method. The principle of the NNLS+GCV algorithm is similar to that of LSQR+GCV except for its nonnegative constraint.

2.3 Evaluation index on the performances of inverse algorithms

A comprehensive evaluation index combining the threshold ratio (THR) with the coefficient of variation (CV) was used to evaluate the accuracy and stability of each algorithm in different cases.

2.3.1 THR for accuracy evaluation

We introduce the relative error to quantify the difference between the inverse solution and the real source release rate:

\[
\text{error} = \left| \frac{N_{ir} - N_{ar}}{N_{ar,peak}} \right|
\]

where \( N_{ir} \) is the source inverse release rate, \( N_{ar} \) is the real release rate, \( N_{ar,peak} \) is the peak value of the real release rate, and \( N_{ar,peak} \) is 5 L/min in the simulation and 10 L/min in the experiment. Referring to the study of Emmerich et al. (2003) and Sreedharan et al. (2006), a threshold of 25% relative error was chosen. For comparing the performances of different filtering algorithms and inverse algorithms under experimental and simulated conditions, a unified threshold value (25%) was used. The ratio of the number of time nodes greater than this threshold to the total number of time nodes is defined as THR.

2.3.2 CV for stability evaluation

CV is used to evaluate the robustness of the algorithms in the source-strength inversion (Cui et al. 2019) and is defined as:

\[
\text{CV} = \frac{\mu_i}{N_{ar,peak}}
\]

where \( i \) represents the studied cases that will be introduced below, \( j \) represents the nine inverse algorithms, and \( \mu_i \) represents the standard deviation between the inverse source strength and the real release rate. Similarly, a smaller CV indicates better stability.

2.3.3 Comprehensive evaluation index

To analyze the accuracy and stability of source inverse algorithms in simulation and experimental cases, we comprehensively scored the inverse algorithms based on THR and CV. Because the ranges of THR and CV are not consistent, they must be scaled to the same dimension. The maximum difference normalization method (Cui et al. 2019) is used to normalize the ranges, and the ranges is converted to 0–1. The conversion formula is as follows:

\[
x^\prime_{(i),n} = \left( x_{(i),n} - \min(x_{(i),n}) \right) / \left( \max(x_{(i),n}) - \min(x_{(i),n}) \right)
\]

where \( n \) is THR or CV; \( x_{(i),n} \) is the THR or CV value of a certain case, and \( x^\prime_{(i),n} \) is its dimensionless value; \( \min(x_{(i),n}) \) and \( \max(x_{(i),n}) \) are the minimum and maximum values of THR or CV. The accuracy and stability of THR and CV are considered in the comprehensive scoring as follows:

\[
S_j = \omega_1 \times x^\prime_{(i),\text{THR}} + \omega_2 \times x^\prime_{(i),\text{CV}}
\]

where \( \omega \) represents the weight ratio of each part. Because the accuracy and stability of the algorithms were equally important when using different algorithms for source strength deconvolution calculations, \( \omega_1 = \omega_2 = 0.5 \) in this study (Mao et al. 2020). Because the comprehensive evaluation index is based on THR and CV, a smaller \( S_j \) indicates better accuracy and stability of the inverse algorithms.

2.4 Case study

Three simulated cases and two experimental cases are used to investigate the performances of the filtering and inverse algorithms. The cases were based on an apartment unit (Cases 1, 2, 3) and an entire floor of the office building (Cases 4, 5). Figure 2(a) shows the layout of the apartment unit in the simulation. The positions of the sensors, pollution source and fan are shown in the figure. The windows in all rooms were closed except for Balcony 2 and Bedroom 2.
CO2 was released as a pollutant source at a rate of 5 L/min in Bedroom 2, and the window in Bedroom 2 was used as a fan inlet ventilation to mix the indoor pollutants. The results of the pollutant release concentration prediction by CONTAM simulation agree with the experimental data (Liu et al. 2019), and the sensor concentration response factors for Bedroom 2 can be obtained from the CONTAM software simulation as shown in Figure 2(b). Three simulation cases (Cases 1, 2 and 3) are set up for source identification analysis. Details of the simulation cases are shown in Table 1. In this study, calculation time steps of 1 s, 2 s, 5 s, 10 s, 15 s and 20 s were analyzed. Additionally, the concentration data from sensors were added with uniform noise to represent measurement error.

Figure 2(c) shows the layout of the scaled floor of the office building in the experiment. The multi-zone model is made of an acrylic sheet that is 1.35 m long, 1.2 m wide and 0.2 m thick. Four sensors (Telaire 6615, GE company, accuracy:

---

**Table 1** Details of the cases

| Case       | Source release form | Source release rate (L/min) | Source release time (s) |
|------------|---------------------|-----------------------------|-------------------------|
| Case 1     | Constant            | 5                           | 1500                    |
| Case 2     | Simulated cases     | Periodic (600 s/period)     | 5                       | 1500                    |
| Case 3*    |                     | Periodic (600 s/period)     | 5                       | 1500                    |
| Case 4     | Experimental cases  | Constant                    | 10                      | 300                     |
| Case 5     |                     | Periodic (100 s/period)     | 10                      | 300                     |

* Indicates that the flow field of this case is unsteady, and the rest cases are steady flow.
±75 ppm or 10% of reading) are arranged inside the model, as shown in Figure 2(c), and CO₂ (carbon dioxide) is used as a tracer gas for this experiment; thus, an additional sensor outside the model is used to detect the background concentration of CO₂ in the air. The background concentration was subtracted from the pollutant concentrations monitored by the sensors inside the multi-zone model to avoid the impact of background concentration fluctuation. The five sensors are powered by a 24-V power supply, and concentration data are transmitted to a computer by an Ethernet device (WISE-4051-AE, Advantech Co., Ltd.). Doors are provided between the zones within the model, and windows are provided in the surrounding zones. The door opening conditions between the zones are shown in Figure 2(c). Two fans (F-105, PCCOOLERF Co. Ltd.) were installed at the windows of Zones 8 and 12 to simulate mechanical ventilation in the zone, and for Zones 8 and 12, the windows from the fan were 28.77 m³/h and 9.96 m³/h, respectively.

First, the impulse response method was used to obtain the response matrix. Pollutants were released in Zone 21 at a known release rate q₀ for an impulse period of 2 s. The response factor (Fₖ, k = 1, …, n) is obtained from the monitored concentrations (Cₖ, k = 1, …, n) from four sensors. The impulse response factor can be expressed as: Fₖ = Cₖ/q₀. Figure 2(d) shows the corresponding time response vector A for Zone 21 obtained from the different sensors. Since only Sensor A and Sensor B have significant concentration responses, the response matrix M(A) was constructed using these two sensor concentration responses for source identification. The data sampled from the pulse experiments were also analyzed using the statistical analysis software G.Power 3.1, yielding a minimum sample size of seven per group of experiments required to ensure statistical power of more than 0.9. The sensor error and response measurement uncertainty were both considered in the analysis, and the specific method can be found in Zhuang et al. (2021). For the sensor time delay, because the response vector measurement had considered the effect of sensor time delay, in turn, when using the response vector to estimate the source strength, the effect of sensor time delay would be offset. Then, we set up two cases (Cases 4 and 5) for source identification. Details of the experimental cases are shown in Table 1. Because the computational time step could not be less than the impulse period (2 s), the calculation time steps selected in experiment cases were 2 s, 3 s, 4 s, 10 s and 15 s.

3 Results

3.1 Effects of filtering positions

Digital filters are used to filter the measurement noise from sensors, and filtering positions may have effects on the inverse results. Three filtering positions (pre-filtering, post-filtering, double filtering) are analyzed combining with sliding and Butterworth filters. The GCV algorithm was chosen for the filter position analysis, because the inverse values through GCV algorithm were most sensitive to the perturbation. The averaged THR for different filtering positions are shown in Table 2.

From Table 2, with the sliding filter, the post-filtering yields lower THR and performs well on both simulated and experimental data. With the Butterworth filter, the performances of different filtering positions are inconsistent between the simulations and experiments. In the simulation, the post-Butterworth filtering has the lowest THR, while in the experiment, the double-Butterworth filtering yields the best performance. This may be because the Butterworth filter is more sensitive to noise in the measured data, and the noise in the experimental data is more complicated than that of the simulated data. The THR does not differ much for the different filter positions, especially for the experimental cases. This implies that different filtering positions have little effect on the results of source strength calculation. In addition, for other time steps, we also found that the filter position had little effect. Therefore, the post-filtering, which performed relatively better, was chosen for the subsequent study in this paper.

3.2 Effects of time resolutions

Based on the results regarding post-filtering position, this section further analyzes the accuracy of inverse source strength under different time steps. In a previous study, it was found that increasing the calculation time step properly could reduce the measurement noise effect. However, decreasing the calculation time step would ensure a higher resolution for the inverse source strength (Wang and You 2015; Chata et al. 2017). Therefore, the optimal calculation time step should balance the inverse accuracy and resolution. In this study, Tr representing the ratio of the calculation time step to the total calculation time of the source strength was employed; and we used THR as the error analysis index. The point at which the THR reached its minimum or a stable value is the optimal Tr value. The optimal Tr

| Filtering position | Simulation (%) | Experiment (%) |
|--------------------|----------------|----------------|
| Pre-sliding        | 48.95          | 45.87          |
| Post-sliding       | 34.77          | 42.28          |
| Double-sliding     | 45.27          | 45.10          |
| Pre-Butterworth    | 40.58          | 43.55          |
| Post-Butterworth   | 32.43          | 46.14          |
| Double-Butterworth | 37.34          | 42.94          |
analysis for the simulation and experiment are shown in Figures 3 and 4. In Figure 3(a), the THR curves of Cases 2 and 3 reach their minimum when $Tr = 1\%$ when no filtering is used. In Figure 3(b), the THR curves are marginally different when using the sliding filter. And when using the Butterworth filter (Figure 3(c)), the THR curves change markedly: the minimum or stable points move forward to $Tr = 0.667\%$, and the THR decreases compared with the values without filtering. This is because the deconvolution process for the source strength calculation can amplify the high frequency noise in the measurement data, and the Butterworth low-pass filter can filter out the high frequency noise by setting the passband and stopband frequencies. Therefore, the Butterworth filter could improve the performance of inverse calculation, i.e., the accuracy and resolution of inverse source strength. In addition, from Figure 3, the THRs for Case 3 are much larger than those of Case 1 and Case 2. This might be because the flow fields of Case 1 and Case 2 were steady, while the flow field of Case 3 was unsteady and periodic. The complicated flow field increased the ill-conditioned degree of reverse calculation.

Figure 4 shows that both filters can markedly reduce errors in the inverse source strength, and the Butterworth filtering performs better under smaller $Tr$ ($Tr < 1.33$). In Case 4 (constant source) (Figure 4(a)), with Butterworth filtering, the minimum THR value is $Tr = 1.33\%$. Although the THRs with the sliding filter are lower when $Tr = 5\%$, the larger calculation step can yield lower solution resolution.

**Fig. 3** THR for source strength identification at different calculation $Tr$ in simulation: (a) no filter, (b) adding sliding filter, (c) adding Butterworth filter

**Fig. 4** THR for source strength identification with different calculation $Tr$ in experiment: (a) Case 4, (b) Case 5
and may not be suitable to identify the strength of a highly dynamic source. In Case 5 (periodic source) (Figure 4(b)), with Butterworth filtering, the minimum THR is also at $Tr = 1.33\%$. From Figure 4, it is found that both larger and smaller $Tr$ will lead to larger THRs. This may be because when the $Tr$ is too large, the sampling size of the input monitoring concentration will become small and difficult to reflect the time-varying characteristic of the pollutant source strength. While as $Tr$ becomes too small, the condition number of the response matrix will become large, and the deconvolution calculation will be more sensitive to the perturbation of measurement noise. The optimal $Tr$ should balance these two aspects. Based on the analysis above, $Tr = 0.667\%$ and 1.333\% with the Butterworth filter are the optimal $Tr$ for the simulation and experiment, respectively.

3.3 Comparison of single and hybrid algorithms

Based on the post-Butterworth filtering and optimal $Tr$ value, this section compares the accuracy and stability of nine inverse algorithms, including single and hybrid algorithms. Additionally, algorithms were scored based on their performances, and the highest scores were selected for both simulated and experimental cases.

3.3.1 Accuracy and stability of source strength identification

THR and CV are used to evaluate the accuracy and stability of source recognition, respectively.

In Figure 5(a), the inverse source strengths in the simulated cases (Cases 1, 2, and 3) have slightly lower THR than those in the experimental cases. The hybrid algorithms show no obvious improvement in the accuracy of the source strength inversion. In the constant source cases (Cases 1 and 4), the GCV, SART and MLEM algorithms yield the best performances in source identification. Among those three algorithms, the THRs of the SART algorithm for the experiment (Case 1) and simulation (Case 4) are 2.98\% and 17.88\%, respectively. In Case 4, the THRs of the hybrid algorithms are all higher than 60\%, which indicates that these hybrid algorithms are not suitable for constant source identification. For the periodic source cases (Cases 2, 3, and 5), the NNLS and NNLS + GCV algorithms perform well along with the SART and MLEM algorithms. In addition, as shown in Figures 4(b) and 5(a), the THRs of Case 5 with different algorithms are almost larger than 40\%. As mentioned in Section 2, the inverse calculation is a deconvolution process, and it will amplify the larger concentration fluctuation due to the periodic source. The signal amplification characteristics of the inverse convolution process was the essential reason for higher THRs. In summary, the SART and MLEM algorithms perform well in both experiments and simulations.

Fig. 5 Accuracy and stability of source strength recognition with different algorithms: (a) THR, (b) CV (the white part: constant source; the yellow part: periodic source)

3.3.2 Algorithm ranking

After the dimensionless processing of THR and CV based on Eq. (16), the scores of the nine algorithms are given by Eq. (17). Lower scores mean better performance, and Table A1 (in the Appendix) shows the ranking of the algorithms from best to worst. The three best performing algorithms are also shown in Table 3.

The scoring results in Table 3 show that the SART algorithm ranks first in most cases, indicating that this
algorithm has the best adaptability. This may be because SART algorithm can suppress the amplification of the noise signal in the deconvolution calculation by point-by-point correction which corrects the accumulation of the projection errors from all monitored values. It is more suitable for the calculation of large and sparse matrices like $M(A)$. As shown in Table A1, the hybrid algorithms do not necessarily perform better than single algorithms. For example, the GCV+LSQR and GCV+NNLS algorithms perform worst in most cases, and these two algorithms are not suitable for source identification. This is probably because the convergence of LSQR algorithm is delayed due to the influence of the finite precision arithmetic, and this algorithm would compute some “ghost” eigenvalues and singular values. For the NNLS algorithm, although it maintains the non-negativity of the results, it cannot reconstruct the source strengths vary accurately, because its results are rough and contain many zero values. Therefore, when the prior source strengths calculated by the LSQR or the NNLS algorithm are brought into the GCV algorithm as the initial values, the influence of the small singular values is not filtered out and the bias is even amplified, resulting in deviation of the calculated source strengths. The NNLS+GCV and LSQR+GCV algorithms also show more variability in performance across different cases. In summary, the regularization approach does not perform as well as the iterative algorithm, and the hybrid algorithms combining the regularization and iterative algorithms also do not perform better. Therefore, the SART algorithm yields the best performance among the inverse algorithms examined in this study.

4 Discussion

In order to compare the inverse source strengths through different algorithms more visually, the results of Case 2 and Case 5 through algorithms with good, medium and bad scores (SART, LSQR+GCV and GCV+NNLS) are shown in Figure 6.

From Figures 6(a) and (b), the SART algorithm has better results in source strength estimation compared to LSQR+GCV and GCV+NNLS algorithms, and GCV+NNLS algorithm performs poorly in both experiment (Case 5) and simulation (Case 2). These findings are consistent with those in Table 3 and confirm the advantages of SART algorithm. The SART algorithm can be used for both source strength identification and reconstruction of pollutant concentration distributions, as well as for medical imaging, demonstrating its general applicability. The algorithm can reduce the high frequency error amplification problem caused by deconvolution process through point-by-point correction. However, the SART algorithm also requires a sequence of response factors $F$ to be obtained in advance, and the
quality of its reconstruction is related to the quality of the response matrix and input data.

In this study, the introduction of iterative methods commonly used in CAT into the source strength inverse calculation provides a new perspective on the pollutant source identification field. And the application of sensor noise reduction methods is not only limited to the field of source identification, but also can be used wherever digital signal processing is involved. We conduct the experiment in a scaled multi-zone building model instead of a real office building, because, for the model comparison and analysis, well-controlled and simple cases are usually selected. For example, a lot of research has assessed various turbulence models for airflow prediction in built environment. These studies almost conducted airflow measurement in controllable test cabins, but rarely in real and complex buildings. This is because the thermal and flow boundary conditions of real buildings are complex, and it is difficult to obtain reliable data to evaluate the performance of different models. Therefore, the experimental data from the controllable scaled building model are used in this study. In addition, for the scaled multi-zone building, there are 31 zones and 41 airflow paths, which can form more than \( 31 \times 2^{41} \) cases; it is thus impractical to calculate every case. Because we only analyzed the inverse calculation of the source strength, we selected representative experimental cases to investigate the filtering and inverse algorithms. For the more sophisticated cases, the measurement method for the response matrices and the inverse algorithms are almost the same as the methods used in this study. Therefore, the results of this study have important reference value for more sophisticated cases. We will further validate the findings of this paper in more complicated source release and ventilation scenarios in the future.

The sensors used in the simulation are ideal sensors that are not subject to interference from external factors; however, the sensors in the experiment have errors in monitoring concentration data. Therefore, the optimal \( Tr \) is not consistent between the experiments and simulations, and the error of source strength identification in the experiment is higher than that in the simulation. Additionally, this study does not consider the effect of sensor location, and the data from the sensor with the most significant response are used to analyze filtering and inverse algorithms.

### 5 Conclusions

This study explored the optimization scheme for the deconvolution process in source strength inverse calculation. Different measures to reduce the effects of measurement noise were investigated. On this basis, the performances of single and hybrid inverse algorithms under experimental and simulated conditions were studied, and all algorithms in different scenarios were scored and compared. The main conclusions are as follows:

1) Different filtering positions had little effect on the inverse calculation, and the Butterworth filter was more effective than the other types. Based on the post-Butterworth filtering, the minimum error was found at \( Tr = 0.667\% \) for the simulated cases and at \( Tr = 1.333\% \) for the experimental cases.

2) The error analysis and algorithm scoring of the nine inverse algorithms showed that the source identification of hybrid algorithms was not necessarily better than that of single algorithms. For example, the GCV+LSQR and GCV+NNLS algorithms could even amplify the error and distort the results completely. The SART algorithm, which is widely used for image reconstruction, yielded good results with source identification, and its superiority was even more evident during experimental conditions. Therefore, iterative algorithms such as the SART algorithm are recommended for future research.

3) Using optimization scheme proposed in this paper, the relative errors between the inverse source strength and the actual source strength were mostly less than 25% in both experimental and simulated cases. However, the errors of source strength identification in the experiment were higher than those in the simulation.
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**Appendix**

**Table A1** Algorithm score summary

| Algorithm scoring ranking | Case1 | Case2 | Case3 | Case4 | Case5 |
|---------------------------|-------|-------|-------|-------|-------|
|                           | 0.015 | 0.077 | 0.122 | 0.090 | 0.164 |
|                           | 0.018 | 0.080 | 0.177 | 0.094 | 0.169 |
|                           | 0.023 | 0.084 | 0.186 | 0.114 | 0.194 |
|                           | 0.025 | 0.090 | 0.187 | 0.156 | 0.250 |
|                           | 0.033 | 0.099 | 0.203 | 0.183 | 0.253 |
|                           | 0.035 | 0.114 | 0.209 | 0.313 | 0.253 |
|                           | 0.050 | 0.114 | 0.234 | 0.385 | 0.332 |
|                           | 0.070 | 0.117 | 0.253 | 0.450 | 0.434 |
|                           | 0.198 | 0.121 | 0.256 | 0.781 | 0.436 |

 emotionally unsteady gas pollutant releases in indoor environment by inverse CFD modeling. Master Thesis, Dalian University of Technology, China. (in Chinese)