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Abstract. In Path Set Packing, the input is an undirected graph $G$, a collection $P$ of simple paths in $G$, and a positive integer $k$. The problem is to decide whether there exist $k$ edge-disjoint paths in $P$. We study the parameterized complexity of Path Set Packing with respect to both natural and structural parameters. We show that the problem is $W[1]$-hard with respect to vertex cover number, and $W[1]$-hard respect to pathwidth plus maximum degree plus solution size. These results answer an open question raised in [26]. On the positive side, we present an FPT algorithm parameterized by feedback vertex number plus maximum degree, and present an FPT algorithm parameterized by treewidth plus maximum degree plus maximum length of a path in $P$. These positive results complement the hardness of Path Set Packing with respect to any subset of the parameters used in the FPT algorithms. We also give a 4-approximation algorithm for maximum path set packing problem which runs in FPT time when parameterized by feedback edge number.
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1 Introduction

1.1 Problem Definition and Previous Work

The path set packing problem was introduced by Xu and Zhang [26]. A collection of simple paths $P$ in a graph $G$ is a path set packing if all the paths in $P$ are pairwise edge disjoint. We now formally define Path Set Packing.

Path Set Packing (PSP):

Input: An instance $I = (G, P, k)$, where $G = (V, E)$ is an undirected graph, $P$ is a collection of simple paths in $G$, and $k \in \mathbb{N}$.

Output: YES, if there exists a $S \subseteq P$ such that $|S| \geq k$ and $S$ is a path set packing; NO otherwise.

Xu and Zhang [26] showed that Path Set Packing is NP-complete even when the maximum length of the given paths is no more than 3. Considering the optimization version of the problem, they showed that finding maximum path set
packing is hard to approximate within $O(|E|^{\frac{1}{2} - \epsilon})$ unless NP = ZPP. They showed that Path Set Packing can be solved in polynomial time when the input graph is a tree. They also gave a parameterized algorithm for maximum path set packing problem with running time $O(|\mathcal{P}|^{tw(G)} \Delta |V|)$ where $tw(G)$ is treewidth of $G$ and $\Delta$ is maximum degree. Further, they left open the question whether Path Set Packing is fixed parameter tractable with respect to treewidth of the input graph.

1.2 Related Work

Given a universe $\mathcal{U}$ and a family $\mathcal{F}$ of subsets of $\mathcal{U}$, Set Packing is the problem of deciding if there exists a subfamily $F \subseteq \mathcal{F}$ of size at least $k$ such that all the sets in $F$ are pairwise disjoint. Set Packing is known to be W[1]-hard when parameterized by solution size $k$ [6]. When the maximum size of a set in $\mathcal{F}$ is $d$, FPT algorithms for the combined parameter of $k$ and $d$ have been obtained [20,22]. Kernels of size $O(k^d)$ [10] and $O(k^{d-1})$ [1] have also been obtained. Since Path Set Packing can be seen as a special case of Set Packing, all the positive results obtained for Set Packing are also applicable on Path Set Packing. Thus, Path Set Packing is FPT when parameterized by maximum length of a path in $\mathcal{P}$ plus solution size $k$. Since length of a path in a graph $G$ is bounded by its vertex cover number, Path Set Packing is FPT when parameterized by the vertex cover number plus solution size. Set Packing has also been studied extensively in the realm of approximation algorithms [16,17].

Finding a maximum size path set packing can also be seen as the problem of finding a maximum independent set on the conflict graph obtained by considering each path as a vertex with two vertices being adjacent if the corresponding paths share an edge. Like Set Packing, the Max Independent Set (MIS) problem and its decision version Independent Set problem have been extensively studied; of particular relevance is the study of MIS for intersection graphs, i.e. graphs whose vertices represent mathematical objects with edges representing objects that intersect. For example, $O(n^\epsilon)$ approximation algorithms were obtained in [11] for intersection graphs of curves on the plane (also called string graphs). In [21], the authors introduced measures of similarity to the class of chordal graphs, and as a consequence obtained approximation algorithms for intersection graphs of various geometric objects. Their paper also includes a tabular summary of such results.

Path Set Packing itself has been mainly studied for the case when the underlying graph $G$ is a grid graph; the corresponding conflict graphs are called EPG graphs [15]. It was shown in [15] that every graph is an EPG graph. Further, there is no $2^{o(n)}$ time exact algorithm for MIS assuming ETH [23]. Independent Set is W[1]-hard by solution size [6], and these results immediately implies the following.

**Corollary 1.** Path Set Packing is W[1]-hard on Grid graphs when parameterized by solution size $k$. 
Corollary 2. The problem of finding maximum path set packing does not admit a $2^{o(|\mathcal{P}|)}$ time exact algorithm, assuming ETH.

Thus, it is natural to consider Path Set Packing with further or different restrictions on the input graph $G$. We mention some of the known results where the input graph is a tree or a grid, and with some restrictions on the paths are imposed.

1. When $G$ is a tree, the conflict graph is called an EPT graph [14], recognizing EPT graph is NP-Complete [13]. Max Independent Set is solvable in polynomial time on the class of EPT graphs [24].
2. The class of $B_k$-EPG graphs was defined as graphs obtained as the edge intersection graph of paths on a grid, with the restriction that each path have at most $k$ bends. Recognizing $B_1$-EPG graphs is NP-hard [18]. Further, Max Independent Set on $B_1$-EPG graphs is NP-hard [8].
3. Approximation algorithms: In [8], the authors show that Max Independent Set on the class of $B_1$-EPG graphs admits a 4-approximation algorithm.
4. Fixed Parameter Tractability: In [3], the authors showed that for the class of $B_1$-EPG graphs, when the number of path shapes is restricted to three, Independent Set admits an FPT algorithm parameterized by solution size, while remaining W[1]-hard on $B_2$-EPG graphs with parameter solution size.

1.3 Our Results

We studied Path Set Packing with respect to combination of both natural and structural parameters of the input graph $G$, specifically the structural parameters of the input graph $G$. We obtained the following hardness results for Path Set Packing.

Theorem 1. Path Set Packing is W[1]-hard when parameterized by vertex cover number of input graph $G$.

We note that the maximum length of a simple path in $G$ is bounded by its vertex cover number. Thus, Path Set Packing remains W[1]-hard when parameterized by vertex cover number plus maximum length of a path in $\mathcal{P}$.

Theorem 2. Path Set Packing on graphs of degree at most 4 is W[1]-hard when parameterized by pathwidth of input graph + solution size.

On the positive side, we obtained the following parameterized algorithms for Path Set Packing, which are summarized in the following theorems.

Theorem 3. Path Set Packing admits an FPT algorithm when parameterized by feedback vertex number of $G$ + maximum degree of $G$.

Theorem 4. There exists a 4-approximation algorithm for finding maximum size path set packing in $\mathcal{P}$ which runs in FPT time when parameterized by feedback edge number of input graph $G$. 
Theorem 5. Path Set Packing admits an FPT algorithm when parameterized by treewidth of \(G\) + maximum degree of \(G\) + maximum length of a path in \(\mathcal{P}\).

We note that our positive results complement the hardness of Path Set Packing with respect to any subset of the parameters used in the respective algorithms. For maximum degree plus maximum path length, we note that the reduction from Max Independent Set to maximum path set packing problem given in [26] to prove the inapproximability of maximum path set packing problem also works to prove NP-hardness of Path Set Packing for bounded maximum degree in \(G\) and bounded maximum length of a path in \(\mathcal{P}\) using the fact that Independent Set is NP-hard on bounded degree graphs [12].

2 Preliminaries

2.1 Sets and Sequences.

We use \([n]\) to denote the set \(\{1, 2, ..., n\}\). A sequence is a list of elements in a particular order. For a sequence \(\rho\), its length is denoted by \(|\rho|\) and it is the number of elements in \(\rho\). For \(j \in [|\rho|]\), \(\rho[j]\) is the element of \(\rho\) at index \(j\). \(\text{set}(\rho)\) denotes the set formed by all the elements of \(\rho\).

For a set \(X\), a collection \(P\) of subsets of \(X\) is a partition of \(X\) if

- sets in \(P\) are pairwise disjoint,
- \(P\) does not contain an empty set, and
- \(X = \bigcup_{p \in P} p\).

2.2 Graphs

All the graphs consider in this paper are simple and finite. We use standard graph notations and terminologies and refer the reader to [5] for basic graph notations and terminologies. We mention some notations used in this paper. A graph \(G = (V, E)\) has a vertex set \(V\) and edge set \(E\). We also use \(V(G)\) and \(E(G)\) to denote the vertex set and edge set of \(G\) respectively. For an edge set \(F \subseteq E(G)\), \(V(F)\) denotes the set of all the vertices of \(G\) with at least one edge in \(F\) incident on it. For two disjoint vertex sets \(A, B \subseteq V\), we use \(E_G(A, B)\) to denote all the edges in graph \(G\) with one endpoint in \(A\) and other in \(B\), if the graph in context is clear then we simply use \(E(A, B)\). For a vertex set \(S \subseteq V(G)\), \(G[S]\) denotes the induced sub graph of \(G\) on vertex set \(S\), and \(G - S\) denotes the graph \(G[V(G) \setminus S]\). For an edge set \(A \subseteq E(G)\), \(G - A\) denotes the graph with vertex set \(V(G)\) and edge set \(E(G) \setminus A\). A component \(C\) of a graph \(G\) is a maximally connected subgraph of \(G\). A graph \(G\) is a forest if every component of \(G\) is a tree.
Tree Decomposition \cite{4} : A tree decomposition of a graph $G$ is a pair $(T, \beta)$ where $T$ is a tree and $\beta$ (called a bag) is a mapping that assigns to every $t \in V(T)$ a set $\beta(t) \subseteq V(G)$, such that the following holds:

1. For every $e \in E(G)$, there exists a $t \in V(T)$ such that $V(e) \subseteq \beta(t)$;
2. For $v \in V(G)$, let $\beta^{-1}(v)$ be the set of all vertices $t \in V(T)$ such that $v \in \beta(t)$, then $T[\beta^{-1}(v)]$ is a connected nonempty subgraph of $T$.

If the tree $T$ is rooted at some node $r$, we call it a rooted tree decomposition. If $T$ is a path then it is called a path decomposition. The width of the tree decomposition $(T, \beta)$ is the max\{|$\beta(t)$| − 1 | $t \in T$\}. Treewidth of $G$ is defined to be the minimum width of any tree decomposition of $G$. The pathwidth of $G$ is similarly defined using path decompositions of $G$.

A vertex set $S \subseteq V(G)$ is a vertex cover of $G$ if the sub graph $G[V \setminus S]$ has no edge. The minimum size of any vertex cover of $G$ is called vertex cover number of $G$. A vertex set $S \subseteq V(G)$ is a feedback vertex set of $G$ if the sub graph $G[V \setminus S]$ has no cycle. The minimum size of any feedback vertex set of $G$ is called feedback vertex number (FVN) of $G$. An edge set $F \subseteq E(G)$ is a feedback edge set of $G$ if the sub graph $G - F$ has no cycle. The minimum size of any feedback edge set of $G$ is called feedback edge number (FEN) of $G$. For a connected graph $G$, its feedback edge number $\lambda = |E(G)| - |V(G)| + 1$. The set of all the edges incident on a feedback vertex set forms a feedback edge set, if the graph has a feedback vertex number $\Gamma$, then $\lambda \leq \Gamma \cdot \Delta$.

A path in a graph $G$ is a sequence of distinct vertices such that successive vertices are connected by an edges. The first and last vertices of a path are its endpoints. We call a path simple to emphasize that all its vertices are distinct. We denote the set of all the edges and all the vertices of a path $p$ by $E(p)$ and $V(p)$ respectively. Similarly, for a collection of paths $P$, we use $E(P)$ to denote the set $\bigcup_{p \in P} E(p)$, and $V(P)$ to denote the set $\bigcup_{p \in P} V(p)$. A collection of paths $P$ is a path set packing if all the paths in $P$ are pairwise edge disjoint.

2.3 Parameterized Complexity

For the details on parameterized complexity, we refer to \cite{4,7}, and recall some definitions here.

**Definition 1** (\cite{4}). A parameterized problem is a language $L \subseteq \Sigma^* \times \mathbb{N}$ where $\Sigma$ is a fixed and finite alphabet. For an instance $I = (x, k) \in \Sigma^* \times \mathbb{N}$, $k$ is called the parameter. A parameterized problem is called fixed-parameter tractable (FPT) if there exists an algorithm $A$ (called a fixed-parameter algorithm), a computable function $f : \mathbb{N} \rightarrow \mathbb{N}$, and a constant $c$ such that, the algorithm $A$ correctly decides whether $(x, k) \in L$ in time bounded by $f(k) \cdot |(x, k)|^c$. The complexity class containing all fixed-parameter tractable problems is called FPT.

Informally, a W[1]-hard problem is unlikely to be fixed parameter tractable, see \cite{4} for details on complexity class W[1].
Definition 2 ([4]). Let $P, Q$ be two parameterized problems. A parameterized reduction from $P$ to $Q$ is an algorithm which for an instance $(x, k)$ of $P$ outputs an instance $(x', k')$ of $Q$ such that:

- $(x, k)$ is yes instance of $P$ if and only if $(x', k')$ is a yes instance of $Q$,
- $k' \leq g(k)$ for some computable function $g$, and
- the reduction algorithm takes time $f(k) \cdot |x|^{O(1)}$ for some computable function $f$.

Theorem 6 ([4]). If there is a parameterized reduction from $P$ to $Q$ and $Q$ is fixed parameter tractable then $P$ is also fixed parameter tractable.

2.4 Problem Definitions

A collection of sets $Q$ is a set packing if all the sets in $Q$ are pairwise disjoint.

\begin{definition}{d-Set Packing:}
Input: An instance $I = (U, S, k)$, where $U$ is a universe, $S$ is a collection of subsets of $U$, where each subset contains at most $d$ elements, and $k \in \mathbb{N}$.
Output: A set packing of size $k$ in $S$, or report that no set packing of size $k$ exists in $S$.
\end{definition}

Theorem 7 ([25]). 3-Set Packing can be solved in time $2^{O(k)} \cdot (|Q|)^{O(1)}$.

3 Parameterized by Vertex Cover Number

Fig. 1. An example of vertex selection gadget $H_i$, the darkened edges forms a long path $P_{x_{i,2}, v_{i,1}} = (x_{i,2}, c_{i,1}, v_{i,1,1}, c_{i,2}, v_{i,1,2}, \ldots, c_{i,k}, v_{i,1,k})$. 

In the $k$-MULTI COLORED CLIQUE ($k$-MCC) problem we are given a graph $G = (V, E)$, where $V$ is partitioned into $k$ disjoint sets $V_1, ..., V_k$, each of size $n$, and the question is if $G$ has a clique $C$ of size $k$ such that $|C \cap V_i| = 1$ for every $i \in [k]$. It is known that $k$-MCC is $W[1]$-hard parameterized by $k$.

We will give a parameterized reduction from $k$-MCC to PATH SET PACKING. Let $G = (V, E)$ and $\{V_1, ..., V_k\}$ be an input of $k$-MCC. For the simplicity of notations, let the vertices of every set $V_i$ are labeled $v_{i,1}$ to $v_{i,n}$. We will construct an equivalent instance $(G', E', \mathcal{P}, k')$ of PATH SET PACKING (see Figure 1 and Figure 2 for overview). For every set $V_i$, we construct a vertex selection gadget $H_i$ (an induced subgraph of $G'$) as follows.

- Create a set $C_i = \{c_{i,1}, ..., c_{i,k}\}$ of $k$ vertices, a set $X_i = \{x_{i,1}, x_{i,2}, ..., x_{i,n-1}\}$ of $n-1$ vertices, and connect every $x_{i,j}$ to $c_{i,j}$ where $j \in [n-1]$, we call these edges $E_{C_i, X_i}$.
- For every $v_{i,j} \in V_i$, create a vertex set $V_{i,j} = \{v_{i,j,1}, v_{i,j,2}, ..., v_{i,j,k}\}$ of $k$ vertices, connect $v_{i,j,l}$ to $c_{i,l}$ and $c_{i,l+1}$ for every $l \in [k-1]$, and connect $v_{i,j,k}$ to $c_{i,k}$. We denote these edges by $E_{V_{i,j}, C_i}$.

Formally, $H_i = (\bigcup_{j=1}^n V_{i,j} \cup X_i \cup C_i, \bigcup_{j=1}^n E_{C_i, V_{i,j}} \cup E_{C_i, X_i})$. Further, let $C = \bigcup_{i=1}^k C_i$, we add the following edges in $G'$.

- For $1 \leq i < j \leq k$, we connect $c_{i,j} \in C_i$ to $c_{j,i} \in C_j$. We call these edges the inter gadget edges and denote them by $E_C$. Observe that there are $\binom{k}{2}$ inter gadget edges (Figure 2).

The above completes the construction of $G' = (\bigcup_{i=1}^k V(H_i), \bigcup_{i=1}^k E(H_i) \cup E_C)$. We now move on to the construction of the collection $\mathcal{P}$. 

Fig. 2. An example of inter gadget edges, and darkened edges forms a short path $P_{v_{i,i'}, v_{j,j'}}$ corresponding to an edge $v_{i,i'} v_{j,j'}$ in $G$. 

Path Set Packing
Let \( P_{x_{l}, i, j} = (x_{l}, c_{i, l}, v_{i, j, 1}, c_{i, 2}, v_{i, j, 2}, \ldots, c_{i, k}, v_{i, j, k}) \), that is a path starting at \( x_{l} \) and then alternatively going through a vertex in \( C_{l} \) and \( V_{ij} \) and ending at \( v_{i, j, k} \). We call such a path a long path. For every \( i \in [k], \) \( l \in [n-1] \), and \( j \in [n] \) we add \( P_{x_{l}, i, j} \) in \( \mathcal{P} \). Observe that there are \( n(n-1) \) long paths added from every \( H_{i} \).

For every edge \( e = v_{i, i'} v_{j, j'} \in E \) where \( v_{i, i'} \in V_{i} \) and \( v_{j, j'} \in V_{j} \), w.l.o.g.

assuming \( i < j \), we add a path \( P_{v_{i, i'}, v_{j, j'}} = \{v_{i, i'}, c_{j, 1}, c_{j, 2}, v_{j, j'}\} \) in \( \mathcal{P} \) and call such a path, a short path. There are \( |E| \) short paths added to \( \mathcal{P} \).

We set \( k' = k(n-1)+\binom{k}{2} \). The above completes the construction of instance \((G' = (V', E'), \mathcal{P}, k')\) with \(|\mathcal{P}| = |E| + kn(n-1)\).

The vertex set \( C \) forms a vertex cover for \( G' \) which is of size \( k^2 \), and the length of every long path is \( 2k+1 \). Further, the time taken for construction is \((|V|)^{O(1)}\), which ensures that the reduction is a parameterized reduction. The following concludes the correctness of the reduction and proof of Theorem 1.

**Lemma 1.** \((G = (V, E), \{V_{1}, \ldots, V_{k}\})\) is a yes instance of \( k\text{-MCC} \) if and only if \( G' \) has \( k(n-1)+\binom{k}{2} \) edge disjoint paths in \( \mathcal{P} \).

**Proof.** For the first direction, let \((G, \{V_{1}, \ldots, V_{k}\})\) is a yes instance of \( k\text{-MCC} \), and that \( v_{i,f(i)} \) is the vertex selected from the set \( V_{i} \) in the solution. From each gadget \( H_{i} \), we select paths \( P_{x_{l}, i, \sigma(i)} \) where \( l \in [n-1] \), and let \( \sigma : [n-1] \rightarrow [n] \setminus f(i) \) be any bijection, i.e. one long path corresponding to every \( V_{i,j} \) except \( V_{i,f(i)} \). This way we are selecting \( n-1 \) edge disjoint long paths from each gadget which amounts to \( k(n-1) \) long paths selected from all the gadgets combined. In every \( H_{i} \), all the edges incident on \( v_{i,f(i)}, l \) where \( l \in [n] \) are free, that is these edges do not belong to any selected long path. For every pair of vertices \( v_{i,f(i)}, v_{j,f(j)} \) in the solution of \( k\text{-MCC} \), w.l.o.g assuming \( i < j \), we select short path \( P_{v_{i,f(i)}, v_{j,f(j)}, \sigma(i, j)} \), this way we have selected \( \binom{k}{2} \) pairwise edge disjoint short paths.

For the other direction, let there be \( k(n-1)+\binom{k}{2} \) pairwise edge disjoint paths in \( \mathcal{P} \). Since there are \( \binom{k}{2} \) inter gadget edges \( E(C) \) and all short paths contain one inter gadget edge, there can be at most \( \binom{k}{2} \) short paths in the solution. Thus, there are at least \( k(n-1) \) long paths in the solution, recall that for every gadget \( H_{i} \), every long path starts with \( x_{l} \) where \( l \in [n-1] \), further every \( x_{l} \) is a degree 1 vertex, thus at most \( n-1 \) long paths are selected from every gadget. Further, to ensure that at least \( k(n-1) \) long paths are selected, there must be \( n-1 \) long paths selected from every \( H_{i} \), that is one long path corresponding to every set \( V_{i,j} \) except one. Let \( \sigma : [k] \rightarrow [n] \), such that for the gadget \( H_{i} \) no long path \( P_{x_{l}, i, \sigma(i)} \) is selected for any \( l \in [n-1] \).

We argue that \( \bigcup_{i=1}^{k} v_{i, f(i)} \) is a multi colored clique of size \( k \) in \( G \). Since there are \( k(n-1) \) long paths in the solution, there must be \( \binom{k}{2} \) short paths. Since no long path corresponding to \( V_{i, \sigma(i)} \) for any \( i \in [k] \) is selected in the solution, no
edge incident on any vertex of $V_{i,\sigma(i)}$ belongs to any selected long path. Further, for each gadget $H_i$, only edges incident on $V_{i,\sigma(i)}$ do not belong to selected long paths. Thus, every short path selected must be a $P_{v_{i,\sigma(i)},i,j}$, for $i < j$, this can only happen if $v_{i,\sigma(i)}$ and $v_{j,\sigma(j)}$ are adjacent in $G$. This finishes the proof.

4 Hardness with Respect to Pathwidth + Maximum Degree + Solution Size.

![Fig. 3. An example of path $P_i$, edge verification paths $P_{e,i,1}$, $P_{e,i,2}$, and $P_{e,i,k}$, also the edges between vertices of vertex selection paths and edge verification paths.](image)

We give a parameterized reduction from $k$-MCC to Path Set Packing. Let $G = (V, E)$ and $\{V_1, ..., V_k\}$ be the input for $k$-MCC, for the simplicity of notations we assume that every set has $n$ vertices and the vertices of set $V_i$ are labeled $v_{i,1}$ to $v_{i,n}$. We will construct an equivalent instance $(G' = (V', E'), P, k')$ of Path Set Packing (see Figure 3 for overview), the construction of $G'$ is as follows.

– For every $V_i$, we construct a gadget (subgraph of $G'$) which includes a vertex selection path $P_i$, a vertex set $W_i$, and $k$ edge verification paths $P_{e,i,l}$ where $l \in [k]$ as follows.
  • Corresponding to $V_i$, we start with creating $n + 1$ paths of $2k$ vertices each, one path for every vertex $v_{i,i'} \in V_i$, and an additional path. For
every \( i' \in [n+1] \), the \( i' \) path is \((v_{i,i',1}, u_{i,i',1}, v_{i,i',2}, u_{i,i',2}, \ldots, v_{i,i',k}, u_{i,i',k})\).
That is, it is a sequence of \( v_{i,i',l}, u_{i,i',l} \) for \( l = 1 \) to \( l = k \). We now combine these \( n + 1 \) paths into one path \( P_i \) by adding an edge between \( u_{i,i',k} \) and 
\( v_{i,i'+1,1} \) for every \( i' \in [n] \).

- We create \( n \) vertices \( w_{i,1} \) to \( w_{i,n} \) and call the set of these vertices \( W_i \).
  For every \( i' \in [n] \), we connect \( w_{i,i'} \) to \( v_{i,i'+1,1} \) and \( v_{i,i'+1,1} \).

- We create \( k \) edge verification paths \( P_{i,1}^e \) to \( P_{i,k}^e \) with \( n + 1 \) vertices each.  
The path \( P_{i,j}^e \) is \((x_{i,1,j}, x_{i,2,j}, \ldots, x_{i,n,j}, c_{i,j})\), that is, its a sequence of vertices \( x_{i,1,j} \) to \( x_{i,n,j} \) and a vertex \( c_{i,j} \) at the end.

- For every \( j \in [k], i' \in [n], \) we connect \( u_{i,i',j} \) to \( x_{i,i',j} \). These edges connects the vertices of vertex selection path \( P_i \) to edge verification paths  
\( P_{i,j}^e \).

After constructing above mentioned gadgets for every vertex set in \( \{V_1, \ldots, V_k\} \), for \( 1 \leq i < j \leq k \), we connect \( c_{i,j} \) to \( c_{j,i} \). We call these edges the inter gadget edges. Observe that there are \( \binom{k}{2} \) inter gadget edges.

The above completes the construction of \( G' \). We now construct collection \( \mathcal{P} \) of size \( nk + |E| \) as follows.

- For every \( i \in [k] \), from the subgraph of \( G' \) induced by \( V(P_i) \cup W_i \), we will add \( n \) paths in the collection \( \mathcal{P} \) as follows.
  - Add a path \( l_{i,j} = (P_i(v_{i,1,1}, v_{i,i',1}, w_{i,i'}, P_i(v_{i,i'+1,1}, u_{i,i'+1,k})) \) for every \( i' \in [n] \), where \( P_i(v_{i,1,1}, v_{i,i'+1,1}) \) is the path from vertex \( v_{i,1,1} \) to \( v_{i,i'+1,1} \) in \( P_i \) (a unique path since \( P_i \) is a path). Intuitively, for every \( i' \in [n] \) the \( l_{i,j} \) contains all the edges of \( P_i \) except the edges which belong to subpath \( P_i(v_{i,1,1}, u_{i,i'+1,1}) \). We call these paths the long paths.

- For every edge \( v_{i,i'} v_{j,j'} \in E \) where \( i < j \), we add the path \( s_{i,i',j,j'} = (v_{i,i',j}, u_{i,i',j}, P_{i,j}^e(x_{i,i',j}, c_{i,j}), P_{j,i}^e(c_{j,i}, x_{j,j',i}, v_{j,j',i}, v_{j,j',i}), u_{j,j',i}) \) in \( \mathcal{P} \), where \( P_{i,j}^e(x_{i,i',j}, c_{i,j}) \) is the path from \( x_{i,i',j} \) to \( c_{i,j} \) in \( P_{i,j}^e \) (a unique path, since \( P_{i,j}^e \) is a path). We note that every \( s_{i,i',j,j'} \) contains exactly one inter gadget edge \( c_{i,j}, c_{j,i} \). This finishes the construction of \( \mathcal{P} \).

We set \( k' = k + \binom{k}{2} \). Observe that the construction of \( (G', \mathcal{P}, k') \) takes time \((|V|)^{O(1)}\). We now claim the bounds on pathwidth and maximum degree of \( G' \).

**Lemma 2.** Pathwidth of \( G' \) is \( O(k^2) \) and maximum degree of \( G' \) is 4.

**Proof.** Recalling the construction of \( G' \), every \( u_{i,i',j} \) has at most three neighbors, as they are connected to one vertex of edge verification path \( P_{i,j}^e \). Every \( x_{i,i',j} \) has at most three neighbors. Every \( c_{i,j} \) has at most two neighbors. Every \( v_{i,i',j} \) has at most two neighbors. Every \( v_{i,i',j} \) has at most four neighbors, as it can have at most two neighbors from path \( P_i \) and at most two neighbors from \( W_i \), and these are the vertices with highest degree. Thus maximum degree of \( G' \) is at most 4.
To bound the pathwidth, we will construct a path decomposition with pathwidth $O(k^2)$ for $G'$. We first decompose the gadgets corresponding to a fixed $i$, which is a sub-graph of $G'$ induced on the vertices $V(P_i)$, $W_i$, and $V(P_{i,j})$. Since these gadgets are similar, we can use the same construction for every $i$.

For the simplicity of notations, we label $2k(n + 1) - 1$ edges of $P_i$ as $e_{i,1}$ to $e_{i,2k(n+1)-1}$ starting from $v_{i,1,1}u_{i,1,1}$ till $v_{i,n+1,k}u_{i,n+1,k}$. We construct the path decomposition as follows.

1. Create a sequence of bags $\beta_i = (B_{i,1}, B_{i,2}, ..., B_{i,2k(n+1)-1})$;
2. For every $j \in [2k(n + 1) - 1]$, add $V(e_{i,j})$ in $B_{i,j}$, that is we add every edge of $P_i$ sequentially in a sequence of bags;
3. For every $P_{i,j}$ where $j \in [k]$, add $x_{i,i',j}$ in $B_{i,q}$ if $B_{i,q}$ contains at least one vertex from $\{v_{i,i',1}, v_{i,i',2}, ..., v_{i,i',k}\}$ or $\{u_{i,i',1}, u_{i,i',2}, ..., u_{i,i',k}\}$;
4. For every $i' \in [n]$, add $w_{i,i'}$ in $B_{i,q}$ if $B_{i,q}$ contains at least one vertex from $\{v_{i,i',1}, v_{i,i',2}, ..., v_{i,i',k}\}$ or $\{u_{i,i',1}, u_{i,i',2}, ..., u_{i,i',k}\}$.

After constructing $\beta_i$. Let $\beta = (\beta_1, \beta_2, ..., \beta_k)$. We now add vertices $c_{i,j}$ for every $i, j \in [k]$ into every bag of every $\beta$. That is every $c_{i,j}$ belongs to every bag. We claim that $\beta$ represents the path decomposition of $G'$.

We first bound the maximum number of vertices in a bag. In the step 2, we added two vertices in each bag which are either $\{v_{i,i',1}, v_{i,i',l}\}$ or $\{u_{i,i',1}, v_{i,i'+1,1}\}$ for $i' \in [n + 1]$, this implies that in step 3 we are adding at most $2k$ vertices in every bag $B_q$. Similar to step 3, addition of vertices $w_{i,i'}$ in step 4 depends on the vertices added in step 2 and this step adds at most $2k$ vertices in every bag. Finally, we add $k^2$ vertices $c_{i,j}$ in every bag. Thus, every bag contains at most $O(k^2)$ vertices, that is the pathwidth is $O(k^2)$.

For the correctness of the decomposition, it is straightforward to verify that every vertex of $G'$ belong to at least one of the bag. Step 2 of construction ensures that for every edge $e_j \in P_i$, there is a bag $B_{i,j}$ which contain $V(e_j)$. All the edges between a vertex of an edge verification path $P_{i,j}$ and a vertex of a vertex selection path $P_i$ are of the form $u_{i,i',j}x_{i,i',j}$, and step 3 ensures that for every such edge there is a bag which contain them. The edges of edge verification paths $P_{i,j}$ of the form $x_{i,i',j}x_{i,i'+1,j}$ will be added (step 3) to the bag which contains edge $u_{i,i',k}v_{i,i'+1,1}$ (its an edge in $P_i$ and existence of such a bag is ensured by step 2). Similarly, the edges of form $w_{i,i'}v_{i,i'+1}$ will be added (step 4) to the bag which contains vertex $v_{i,i'+1}$, and the edges of the form $w_{i,i'}v_{i,i'+1,1}$ will be added by step 4 to the bag containing $u_{i,i'+k}, v_{i,i'+1,1}$ (existence of such bag assured by step 2). All the remaining edges incident on a vertex $c_{i,j}$ and these vertices are added to every bag.

We now verify that if a vertex $v \in G'$ belongs to bags $B_p$ and $B_q$ where $p < q$, then for every $p < p' < q$, $v \in B_{p'}$. For the vertices of $P_i$, this property can be verified by the fact that step 2 adds all the edges of $P_i$ sequentially and that violation of this property will contradict that $P_i$ is a path. The
step 3 adds vertices \( x_{i,i',j} \) in the bags which contain at least one vertex from \( \{v_{i,i',1}, v_{i,i',2}, \ldots, v_{i,i',k}\} \cup \{u_{i,i',1}, u_{i,i',2}, \ldots, u_{i,i',k}\} \), since these vertices forms a subpath of \( P_i \), and thus, they are in consecutive bags (step 1) and violation would contradict that \( P_i \) is a path, finally vertices \( c_{i,j} \) are added to every bag. The step 4 adds vertices \( w_{i,i'} \) in the bags which contain at least one vertex from \( \{v_{i,i',1}, v_{i,i',2}, \ldots, v_{i,i',k}\} \cup \{u_{i,i',1}, u_{i,i',2}, \ldots, u_{i,i',k}\} \), since these vertices forms a subpath of \( P_i \) and thus, they are in consecutive bags (step 1) and violation would contradict that \( P_i \) is a path. This concludes the correctness of path decomposition \( \beta \) and finishes the proof.

The following concludes the correctness of reduction and proof of Theorem 2.

**Lemma 3.** \( G = (V, E) \) with partition \( V_1 \) to \( V_k \) is a yes instance of \( k \)-MCC if and only if \( \mathcal{P} \) has \( k + \binom{k}{2} \) pairwise edge disjoint paths.

**Proof.** For the first direction, let \( (G, E, \{V_1, \ldots, V_k\}) \) be a yes instance of \( k \)-MCC, and let \( v_{i,f(i)} \) be the vertex selected from the set \( V_i \) in the solution. We chose \( k \) long paths \( l_{i,f(i)} \) from \( \mathcal{P} \) for every \( i \in [k] \). Since for every \( 1 \leq i < j \leq k \), \( v_{i,f(i)}, v_{j,f(j)} \) is an edge in \( G \), we chose \( \binom{k}{2} \) short paths \( s_{i,f(i),j,f(j)} \) from \( \mathcal{P} \). Recall that selecting \( l_{i,f(i)} \) will utilize all the edges of \( P_i \) except the edges of the subpath \( P_i(v_{i,i',1}, v_{i,i',k}) \), which now can be utilized by short paths \( s_{i,f(i),j,f(j)} \). Further, a direct check can verify that all these selected paths are pairwise edge disjoint.

For the other direction let there be a solution \( S \) of size \( k + \binom{k}{2} \) for Path Set Packing. Recall that all the short paths goes through one of the inter gadget edge \( c_{i,j} \), and there are \( \binom{k}{2} \) such edges. Thus, we can conclude that there are at most \( \binom{k}{2} \) short paths in the solution. Thus, at least \( k \) long paths are selected in the solution. Since for every \( i \in [k] \), all the long paths \( l_{i,f(i)} \) where \( i' \in [n] \) are pair wise edge intersecting (contain edge \( v_{i,n+1,1}, u_{i,n+1,1} \)). Thus, at most one long path can be selected for every \( i \). Since, at least \( k \) long paths need to be selected, we conclude that exactly one long path is selected corresponding to every \( i \in [k] \).

Let for every \( i \), \( l_{i,f(i)} \) be the long path selected in \( S \). Let \( C = \{v_{i,f(i)}| l_{i,f(i)} \in S\} \), that is all the vertices of \( G \) whose corresponding long paths are selected in the solution. We argue that \( C \) is a multi colored clique of size \( k \), assume to the contrary that \( v_{i,f(i)}, v_{j,f(j)} \in C \) where \( i < j \) are not neighbors in \( G \).

Since there are \( \binom{k}{2} \) short paths selected and \( \binom{k}{2} \) inter gadget edges \( c_{i,j}, c_{j,i} \) available, every inter gadget edge \( c_{i,j}, c_{j,i} \) must belong to one selected short path. Recalling the construction of short paths, a short path that contain the edge \( c_{i,j} \) (where \( i < j \)), starts with an edge \( v_{i,i',j}u_{i,i',j} \) of path \( P_i \) and ends at an edge \( u_{i,j',j}v_{j,j',i} \) of path \( P_j \) where \( i', j' \in [n] \). Due to the selection of long paths \( l_{i,f(i)} \) in \( S \), all the edges of \( P_i \) except the edges which belong to subpath \( P_i(v_{i,f(i),1}, u_{i,f(i),k}) \) are utilised. Thus, all the \( \binom{k}{2} \) short paths selected in \( S \) must start with an edge \( u_{i,f(i),j}u_{i,f(i),j} \) and ends with an edge \( u_{j,f(j),i}v_{j,f(j),i} \), formally these short paths should be \( s_{i,f(i),j,f(j)} \) for every \( 1 \leq i < j \leq k \), this can only happen if \( v_{i,f(i)}v_{j,f(j)} \) is an edge in \( G \), contradicting the assumption. This finishes the proof.
5 Parameterized Algorithms

In section 5.2, we present an FPT algorithm for PSP parameterized by feedback vertex number $\Gamma$ plus maximum degree $\Delta$ of $G$, and prove Theorem 3. In section 5.3, we present a 4-approximation algorithm for finding maximum path set packing which runs in time FPT parameterized by feedback edge number $\lambda$ and prove Theorem 4. The approach we use to prove Theorem 3 and Theorem 4 is a non trivial adaptation of the approach given in [19].

In section 5.1, we discuss some preliminaries which we will need for the algorithms presented in sections 5.2 and 5.3. In section 5.4 we give the proof of Theorem 5.

We note that the algorithms we present can be modified slightly to solve the maximization version of Path Set Packing; in this version, we search for the path set packing of maximum size.

5.1 Preliminaries: Defining Structures and Nice Solutions

Let $G = (V, E)$ be the input undirected graph. If $G$ is not connected, then we connect $G$ as follows. Let there be $m$ components in $G$, and let $\{C_1, C_2, \ldots, C_m\}$ be the set of all the components of $G$. We arbitrarily pick a vertex from every component of $G$, let $v_i$ be the vertex picked from the component $C_i$. For every $i \in [m-1]$, we add an edge $(v_i, v_{i+1})$. Let $((v_1, v_2), (v_2, v_3), \ldots, (v_{m-1}, v_m))$ be the order in which these edges are added to $G$. Observe that each time we are adding an edge between two distinct components of $G$. Thus, addition of these edges does not introduce any new cycle in $G$, and hence does not increase the feedback vertex number or the feedback edge number of $G$. Further, $P$ is not changed, and maximum degree of $G$ is increased by at most two. From now on we therefore assume that the input graph $G$ is connected.

We now modify the input graph $G$ as follows. We add vertex set $\{z_1, z_2, z_3\}$ to $G$, and arbitrarily pick a vertex $v \in G$ and connect vertices in $\{z_1, z_2, z_3, v\}$ to each other, thus creating a clique on four vertices in $G$. This modification increases the feedback vertex number, feedback edge number, and maximum degree of $G$ by only a constant, and it is safe for our purposes. In the remaining part of this section, we define some structures (adapted from [19]) that we will need.

Definition 3. Given a graph $G$, we define the vertex sets $T, S$ and $X$ by the following process (refer Figure 4).

- Initialize $T$ as an empty set and $G' = (V', E')$ as a copy of $G$.
- While there is a vertex $v$ in $G'$ with degree $d_{G'}(v) = 1$, we set $T = T \cup \{v\}$ and $G' = G' - \{v\}$.
- $X$ is the set of all the vertices with degree at least three in $G[V \setminus T]$, and $S$ is the set $V \setminus (T \cup X)$. 
Fig. 4. Example induced graphs of $G$. The darkened edges in $G[X \cup S \cup T]$ represents the edge set $\mathcal{A} = E(G[X]) \cup E(X, S \cup T)$. The darkened components in $G[S \cup T]$ forms the set $\mathcal{D}$, and the lighter components forms $\mathcal{T}$.

Observe that $G[T]$ is a forest as it is a 1-degenerate graph. Every component of $G[T]$ is connected to $G[X \cup S]$ by a single edge in $G$ (Figure 4). $G[X \cup S]$ is connected and its minimum degree is at least two. Vertex set $X$ is nonempty as it contains at least vertices $z_1, z_2, z_3$, and $v$ (as they form a clique). Every vertex in $S$ has degree two in $G[X \cup S]$. Further, we observe that $G[S]$ is a union of paths, otherwise if $G[S]$ contains a cycle $C$, then all the vertices of $C$ will have degree 2 in $G[S]$ itself, and they will be disconnected from the vertices of $X$ in $G[X \cup S]$, implying that $G[X \cup S]$ is disconnected, which is not the case.

**Observation 51** Every component of $G[S \cup T]$ contains at most one component of $G[S]$.

*Proof.* Every component of $G[T]$ is connected to $G[X \cup S]$ by a single edge. Thus, no component of $G[T]$ is connected to more than one component of $G[S]$ in $G[S \cup T]$. Hence, components of $G[S]$ are not merged in $G[S \cup T]$.

Let $\mathcal{D}$ be the set of all the components of $G[S \cup T]$ which contain a component of $G[S]$ (refer Fig 4). Further, let $\mathcal{T}$ be the set of all other components in $G[S \cup T]$, that is the set of all the components which do not contain vertices of $S$. Further, we observe that every component $C \in \mathcal{D} \cup \mathcal{T}$ is a tree.
**Definition 4.** For every $C \in \mathcal{D} \cup \mathcal{T}$, we define $\text{ext}_E(C) = E(V(C), X)$, and call every edge of $\text{ext}_E(C)$ an external edge of $C$.

**Observation 52** Every $D \in \mathcal{D}$ has two external edges, that is $|\text{ext}_E(D)| = 2$. And every $C \in \mathcal{T}$ has one external edge, that is $|\text{ext}_E(C)| = 1$.

**Proof.** Every component of $G[T]$ is connected to $G[X \cup S]$ by a single edge in $G$. Since $\mathcal{T}$ is a subset of all the components of $G[T]$, and none of the component in $\mathcal{T}$ is connected to a vertex in $S$ (by definition of $\mathcal{T}$), there must be a single edge between every component in $\mathcal{T}$ and vertex set $X$ in $G$.

By definition, every vertex in $S$ has degree two in $G[X \cup S]$, and every component of $G[S]$ is a path. Thus, if a vertex of $G[S]$ is a path of two or more vertices, then each endpoint of it must be connected to a vertex in $X$ in $G$, and if the component is a single vertex, then that vertex must be connected to two vertices in $X$ in $G$. Thus, there are two edges between every component in $G[S]$ and the vertex set $X$ in $G$. Further, consider a component $C \in \mathcal{D}$. By definition and by Observation 51, $C$ contains exactly one component $C'$ of $G[S]$. Hence, there are at least two edges between $V(C)$ and $X$ in $G$. Further, if $C$ also contains components of $G[T]$, then each of these components is connected to a vertex in $V(C')$, which is a subset of $S$; thus, they cannot have an edge with a vertex in $X$ in $G$. Thus, there are exactly two edges between $V(C)$ and $X$ in $G$.

To bound the size of $X$ and $\mathcal{D}$, we recall the following from [19].

**Proposition 1 ([19]).** Let $G$ be a connected graph of minimum degree at least two with cyclomatic number (feedback edge number) $\lambda$. Let $X$ be the set of all the vertices of degree at least three in $G$, then $|X| \leq 2\lambda - 2$, and if $X \neq \emptyset$, then the number of connected components of $G[V \setminus X]$ is at most $\lambda + |X| - 1$.

We get the following corollary.

**Corollary 3.** The size of vertex set $|X| = O(\lambda) = O(\Gamma \cdot \Delta)$. The size of component set $|\mathcal{D}| = O(\lambda) = O(\Gamma \cdot \Delta)$. Where $\Gamma$ is feedback vertex number of $G$.

In our algorithms, we will construct sub-problems for subgraphs of $G$, for which we need to define internal paths of subgraphs.

**Definition 5.** For a subgraph $H \subseteq G$, a path $p$ is an internal path of $H$ if $E(p) \subseteq E(H)$, that is all the edges of $p$ belongs to $H$. Further, given a set of paths $P$ in $G$, we define $\text{int}(H, P) = \{p \mid p \in P \wedge (E(p) \subseteq E(H))\}$, that is all the paths in $P$ which are internal paths of $H$.

**Observation 53** Let $C \in \mathcal{D} \cup \mathcal{T}$, and let $p$ be a non internal path of $C$. If $E(p) \cap \text{ext}_E(C) = \emptyset$, then $E(p) \cap E(C) = \emptyset$.

**Proof.** It follows from the fact that if $p$ is a non internal path of $C$, then $p$ contains a vertex $v$ outside $C$, and every path in $G$ from the vertex $v$ to a vertex in $C$ contains an external edge of $C$. 
Lemma 4. Every $p \in \mathcal{P}$ can contain exactly one external edge of at most two distinct components of $\mathcal{D} \cup \mathcal{T}$.

Proof. Assume to the contrary that a path $p \in \mathcal{P}$ contains exactly one external edge of three or more components of $\mathcal{D} \cup \mathcal{T}$, let $C_1, C_2, C_3 \in \mathcal{D} \cup \mathcal{T}$ be any three of them, then $p$ has at least one vertex each from $C_1, C_2,$ and $C_3$, let them be $v_1, v_2,$ and $v_3$ respectively. Without loss of generality, let $(v_1, v_2, v_3)$ be a subsequence of $p$, that is $v_1$ comes before $v_2$, and $v_2$ comes before $v_3$ in $p$. In this case, the subpath of $p$ from $v_1$ to $v_2$ contains an external edge $e_1$ of $C_2$ (as $v_1 \notin V(C_2)$), also the subpath of $p$ from $v_2$ to $v_3$ contains an external edge $e_2$ of $C_2$ (as $v_3 \notin V(C_2)$). Since $p$ is a simple path, $e_1 \neq e_2$, contradicting the assumption that only one external edge of $C_2$ belongs to $p$.

Definition 6. For an instance $(G, \mathcal{P}, k)$ of Path Set Packing, for a subgraph $H \subseteq G$, we define $\text{opt}(H)$ to be the maximum size of a path set packing in $\text{int}(H, \mathcal{P})$.

For a graph $G$ in context, we simply use vertex sets $T, S, X$ and component set $\mathcal{D}$ and $\mathcal{T}$ as defined above, unless otherwise stated.

Definition 7 (nice path set packing). Let $(G, \mathcal{P}, k)$ be an instance of Path Set Packing. We say, a path set packing $M \subseteq \mathcal{P}$ is a nice path set packing if the following holds.

- for every component $D \in \mathcal{D}$, $\text{opt}(D) \geq |\text{int}(D, M)| \geq \text{opt}(D) - 1$;
- for every component $T \in \mathcal{T}$, $\text{opt}(T) = |\text{int}(T, M)|$.

The following lemma will help bound the number of guesses that we have to make in our algorithm, and it is motivated from the ideas used in [19].

Lemma 5. Let $(G, \mathcal{P}, k)$ be an instance of Path Set Packing, and $M \subseteq \mathcal{P}$ be a path set packing of maximum size, then there exist a nice path set packing $M' \subseteq \mathcal{P}$ such that $|M'| = |M|$.

Proof. For every path set packing $M \subseteq \mathcal{P}$, it follows trivially that for every $C \in \mathcal{D} \cup \mathcal{T}$, $\text{opt}(C) \geq |\text{int}(C, M)|$. For the other direction of the inequality, given a maximum path set packing $M \subseteq \mathcal{P}$, we modify $M$ as follows.

- While there exists a $C \in \mathcal{D}$, such that $|\text{int}(C, M)| \leq \text{opt}(C) - 2$, (OR) there exists $C \in \mathcal{T}$, such that $|\text{int}(C, M)| \leq \text{opt}(C) - 1$, we do the following:
  1. Let $P = \{ p \mid p \in M \land (E(p) \cap E(C) \neq \emptyset)\}$.
  2. Set $M = M \setminus P$.
  3. Let $P^*$ be a path set packing of size $\text{opt}(C)$ in $\text{int}(C, \mathcal{P})$, Set $M = M \cup P^*$.
We first argue that in step 2, we are removing at most \(|P| \leq \text{opt}(C)\) paths from \(M\). Every path in \(P \setminus \text{int}(C, M)\) contains an edge of \(C\) and is not an internal path of \(C\), hence it must contain an external edge of \(C\). Since \(P\) is a path set packing, \(P \setminus \text{int}(C, M)\) can contain at most as many paths as the number of external edges of \(C\). Thus, if \(C \in D\), then \(P \setminus \text{int}(C, M)\) contains at most two paths, and \(|P \cap \text{int}(C, M)| = |\text{int}(C, M)| \leq \text{opt}(C) - 2\), hence \(|P| \leq \text{opt}(C)\). Similar arguments work when \(C \in T\). In step 3, we are adding \(\text{opt}(C)\) internal paths of \(C\) to \(M\). Thus, the size of \(M\) does not decrease after each iteration of these modifications. Further, \(M\) remains a path set packing, as removal of \(P\) form \(M\) in step 2 ensures that \(M\) no more contains a path which contains an edge of \(C\), and hence adding \(P^*\) to \(M\) in step 3 is safe. Further, the procedure converges, since in the steps 2 and 3, removal and addition of paths corresponding to a component \(C\) do not change \(|\text{int}(C', M)|\) for every \(C' \in D \cap T\) where \(C' \neq C\). Further, after step 3, \(C\) no longer satisfy the loop condition, hence after each iteration there is one less component for which loop condition satisfies.

We recall that problem of finding maximum independent set in a graph can be solved in polynomial time on EPT graphs [24], and it is equivalent to finding a maximum size path set packing in a collection of simple paths in a tree.

**Proposition 2 ([24][26]).** Given a tree \(T\) and a collection of simple paths \(P\) in \(T\), the maximum size of a path set packing in \(P\) can be computed in time \((|V| + |P|)^{O(1)}\).

**Corollary 4.** For every \(C \in D \cup T\), \(\text{opt}(C)\) can be computed in time \((|V| + |P|)^{O(1)}\).

We also note that by the results of [24][26], for every \(C \in D \cup T\), a path set packing of maximum size (i.e. of size \(\text{opt}(C)\)) in \(\text{int}(C, P)\) can be computed in time \((|V| + |P|)^{O(1)}\).

**Corollary 5.** Given a subgraph \(F\) of \(G\) such that \(F\) is a forest, \(\text{opt}(F)\) can be computed in time \((|V| + |P|)^{O(1)}\). Further, a path set packing of maximum size (i.e. of size \(\text{opt}(F)\)) in \(\text{int}(F, P)\) can be computed in time \((|V| + |P|)^{O(1)}\).

**Proof.** We can compute \(\text{opt}(c)\) in time \((|V| + |P|)^{O(1)}\) for every component \(c\) of \(F\). Since the components of \(F\) are pairwise edge disjoint, \(\text{opt}(F)\) is equal to \(\sum_c \text{opt}(c)\), where \(c\) is a component of \(F\). Similarly let \(P_C\) be a path set packing of size \(\text{opt}(C)\) in \(\text{int}(C, P)\), then \(P_F = \bigcup_C\text{a component of }P_C\) is a path set packing of size \(\text{opt}(F)\) in \(\text{int}(F, P)\).

### 5.2 FPT Algorithm Parameterized by Feedback Vertex Number + Maximum Degree

In this section, we present an algorithm which solves PATH SET PACKING in time \((\lambda \cdot \Delta)^{O(\lambda \cdot \Delta)} \cdot (|V| + |P|)^{O(1)}\), which is equivalent to \((\Gamma \cdot \Delta^2)^{O(\Gamma \cdot \Delta^2)} \cdot (|V| + |P|)^{O(1)}\), where \(\Gamma\) is feedback vertex number of \(G\). Given an instance \((G, P, k)\) of PATH SET PACKING, we first define a set of edges.
Definition 8. We define \( A = E(G[X]) \cup E(X, S \cup T) \), that is, the set of all edges in \( G \) with at least one endpoint in \( X \) (refer Figure 4).

We recall that \(|X| = O(\lambda)\) (Corollary 3), and hence \(|A| = O(\lambda \cdot \Delta) = O(\Gamma \cdot \Delta^2)\).

We recall that the vertex set \( X \) contains the vertices \( z_1, z_2, \) and \( z_3 \) that we added separately, and thus \( A \) contains edges between these vertices. Further, no path in \( P \) contains any of these edges. This is an essential property that we will use later in our algorithm.

We now search for a path set packing of maximum size in \( P \), which is also a nice path set packing, and its existence is ensured by Lemma 5. Recall that \( D \cup T \) is the set of all the components in \( G[S \cup T] \), and since \( E(G) \setminus A \) is the edge set \( E(G[S \cup T]) \), every path in the solution which does not intersect with \( A \), will be an internal path of a component in \( D \cup T \). We first guess the number of internal paths that every \( D \in D \) will have in the solution. Formally, let \( f_d : D \rightarrow \{0, 1\} \) be our guess that for every \( D \in D \), \( \text{opt}(D) - f_d(D) \) internal paths of \( D \) are in the solution. Further, for every \( T \in T \) we know that \( \text{opt}(T) \) internal paths of \( T \) will be in the solution.

It is now left to guess the number of paths in the solution which intersects with \( A \). To this end, let \( f_e = \{A_1, A_2, \ldots, A_{|f_e|}\} \) be a partition of \( A \). Intuitively, this is our second guess, where we are guessing that if a path \( p \) in the solution intersects with \( A \), then there exists an \( A \in f_e \) such that \( A = E(p) \cap A \). Further, we are also guessing that there exists an \( A' \in f_e \) such that \( A' \) is the set of all the edges of \( A \) which do not belong to any path in the solution. Thus, we are guessing that there will be \(|f_e| - 1\) paths in the solution which intersects with \( A \). Further, we define \( \text{size}(f_d, f_e) \) as follows.

\[
\text{size}(f_d, f_e) = (|f_e| - 1) + \sum_{T \in T} \text{opt}(T) + \sum_{D \in D} (\text{opt}(D) - f_d(D)).
\]

We now formally define the intuition behind the pair \((f_d, f_e)\) as the following.

Definition 9. A path set packing \( M \subseteq P \) is a feasible solution for a pair \((f_d, f_e)\) if the following holds.

1. Let \( P = \{p \mid p \in M \land (E(p) \cap A \neq \emptyset)\} \), that is, the set of all the paths in \( M \) which intersects with \( A \), then
   - \(|P| = |f_e| - 1\);
   - for every \( p \in P \), there exists an \( A \in f_e \) such that \( E(p) \cap A = A \).
2. For every \( D \in D \), \(|\text{int}(D, M)| = \text{opt}(D) - f_d(D)\).
3. For every \( T \in T \), \(|\text{int}(T, M)| = \text{opt}(T)\).
Further, we say a pair \((f_d, f_e)\) has a feasible solution if and only if there exists a path set packing \(M \subseteq \mathcal{P}\) which is a feasible solution for \((f_d, f_e)\).

**Observation 54** If a path set packing \(M \subseteq \mathcal{P}\) is a feasible solution for the pair \((f_d, f_e)\), then \(|M| = \text{size}(f_d, f_e)\).

**Proof.** By definition, \(M\) contains \(|f_e| - 1\) paths which intersect with \(A\). Since \(E(G) \setminus A\) is the edge set \(E(G[S \cup T])\), if a path in \(M\) does not intersect with \(A\), then it must be an internal path of a component in \(D \cup T\). In Equation 1 we are counting every path of \(M\) which is an internal path of a component in \(D \cup T\). Further, a path cannot be an internal path of two distinct components, as components are edge disjoint. Hence, we are not counting any path twice.

**Lemma 6.** For every nice path set packing \(M \subseteq \mathcal{P}\), there exists a pair \((f_d, f_e)\) such that \(M\) is a feasible solution for the pair \((f_d, f_e)\).

**Proof.** Let \(P\) be the set of all the paths in \(M\) which intersects with \(A\); we construct \(f_e = \{E(p) \cap A : p \in P\} \cup \{A \setminus E(P)\}\). Here \(\{A \setminus E(P)\}\) is non-empty, as it contains the edges between the vertices of \(\{z_1, z_2, z_3\}\), which we added separately. Further, \(E(p) \cap A\) is distinct, disjoint, and nonempty for every \(p \in P\), as \(P\) is a path set packing. Thus, \(f_e\) is a partition of \(A\), and \(|P| = |f_e| - 1\). For the second condition, since \(M\) is a nice path set packing, for every component \(D \in D\), \(\text{OPT}(D) \geq |\text{INT}(D, M)| \geq \text{OPT}(D) - 1\). Thus, for every \(D \in D\), if \(|\text{INT}(D, M)| = \text{OPT}(D) - 1\), then we set \(f_d(D) = 1\), else we set \(f_d(D) = 0\).

Property three is trivially satisfied by \(M\).

Let \(M^* \subseteq \mathcal{P}\) be a nice path set packing of maximum size in \(\mathcal{P}\). Further, let \(\mathcal{F}\) be the set of all the possible pairs \((f_d, f_e)\), where \(f_d : D \to \{0, 1\}\), and \(f_e\) is a partition of \(A\). Then

\[
|M^*| = \max\{\text{size}(f_d, f_e) \mid (f_d, f_e) \in \mathcal{F} \land (f_d, f_e) \text{ has a feasible solution}\}. \tag{2}
\]

The correctness of Equation 2 is due to the following. Observation 54 ensures that if \((f_d, f_e)\) has a feasible solution, then there exists a path set packing \(M \subseteq \mathcal{P}\) of size \(\text{size}(f_d, f_e)\). This combined with the maximality of \(M^*\) implies that \(|M^*| \geq \text{size}(f_d, f_e)\) if \((f_d, f_e)\) has a feasible solution. Further, the equality holds due to the Lemma 6, which ensures that there exists a pair \((f_d^*, f_e^*) \in \mathcal{F}\) such that \(M^*\) is a feasible solution of \((f_d^*, f_e^*)\), and hence \(|M^*| = \text{size}(f_d^*, f_e^*)\).

There are at most \(2^{O(\lambda)}\) distinct \(f_d : D \to \{0, 1\}\) and at most \((\lambda \cdot \Delta)^{O(\lambda \cdot \Delta)}\) distinct partitions \(f_e\) of \(A\). If we can verify whether a pair \((f_d, f_e)\) has a feasible solution in time \(|V| + |P|)^{O(1)}\), then we can use Equation 2 to find \(|M^*|\), and we can bound the running time of the algorithm to \((\lambda \cdot \Delta)^{O(\lambda \cdot \Delta)} \cdot (|V| + |P|)^{O(1)}\). In the remaining part of this section, we will discuss how to verify if a pair \((f_d, f_e)\) has a feasible solution. For this purpose, consider the following definition.

**Definition 10.** For an \(\alpha \in f_e\), a set of paths \(P \subseteq \mathcal{P}\) is compatible to \((f_d, f_e, \alpha)\) if the following hold.
1. $P$ is a path set packing;
2. for every $p \in P$, there exists an $A \in (f_e \setminus \{\alpha\})$ such that $E(p) \cap A = A$;
3. for every $D \in \mathcal{D}$, $\text{opt}(D - E(p)) \geq (\text{opt}(D) - f_d(D))$;
4. for every $T \in \mathcal{T}$, $\text{opt}(T - E(p)) = \text{opt}(T)$.

**Observation 55** Given a set of paths $P \subseteq \mathcal{P}$ and $\alpha \in f_e$, we can verify if $P$ is compatible to $(f_d, f_e, \alpha)$ in time $|V| + |\mathcal{P}|^{O(1)}$. Further, if $P$ is compatible to $(f_d, f_e, \alpha)$, then every subset $P' \subseteq P$ is compatible to $(f_d, f_e, \alpha)$.

**Proof.** Given a set of paths $P$, it is straight-forward to verify the first two conditions of being compatible to $(f_d, f_e, \alpha)$. Further, for every $C \in \mathcal{D} \cup \mathcal{T}$, $C - E(p)$ is a forest, hence using Corollary 5 we can compute $\text{opt}(C - E(p))$ in time $|V| + |\mathcal{P}|^{O(1)}$. Further, if $P$ is compatible to $(f_d, f_e, \alpha)$, then every subset $P'$ of $P$ also satisfies all four conditions of being compatible to $(f_d, f_e, \alpha)$.

**Lemma 7.** $(f_d, f_e)$ has a feasible solution if and only if there exists a set of paths $P \subseteq \mathcal{P}$ such that $|P| = |f_e| - 1$ and $P$ is compatible to $(f_d, f_e, \alpha)$ for an $\alpha \in f_e$.

**Proof.** For the forward direction, let $M \subseteq \mathcal{P}$ be a path set packing which is a feasible solution for $(f_d, f_e)$. Let $P$ be the set of all the paths in $M$ which intersects with $A$. By definition, $|P| = |f_e| - 1$, hence there exists an $\alpha \in f_e$ such that for every path $p \in P$, $E(p) \cap A \neq \emptyset$. It is now straightforward to verify that $P$ satisfies the first two conditions of being compatible to $(f_d, f_e, \alpha)$. Further, for every $D \in \mathcal{D}$, the set $\text{INT}(D, M)$ is a path set packing containing only internal paths of $D$. Since both $P$ and $\text{INT}(D, M)$ are disjoint subsets of a path set packing $M$, none of the path in $\text{INT}(D, M)$ contains an edge of $E(P)$. Thus, all the paths in $\text{INT}(D, M)$ are internal to $D - E(P)$, that is $\text{INT}(D, M) = \text{INT}(D - E(p), M)$, and the existence of $\text{INT}(D, M)$ ensures that there exists a path set packing of size $|\text{INT}(D, M)|$ in the set $\text{INT}(D - E(p), M)$. Thus, $\text{opt}(D - E(P)) \geq |\text{INT}(D, M)| = (\text{opt}(D) - f_d(D))$. Thus, $P$ satisfies the third condition of being compatible to $(f_d, f_e, \alpha)$. For the fourth condition, similar arguments as above work for every $T \in \mathcal{T}$.

For the other direction, let $P \subseteq \mathcal{P}$ be a set of paths such that $|P| = |f_e| - 1$ and $P$ is compatible to $(f_d, f_e, \alpha)$. We construct a path set packing $M' \subseteq \mathcal{P}$ as follows.

- We add $P$ to $M'$;
- for every $D \in \mathcal{D}$, $\text{opt}(D - E(P)) \geq \text{opt}(D) - f_d(D)$. Thus, for every $D \in \mathcal{D}$, let $P_D$ be a path set packing of size $\text{opt}(D - E(P))$ in $\text{INT}(D - E(P), P)$, we arbitrarily pick a subset of $P_D$ of size exactly $\text{opt}(D) - f_d(D)$ and add it to $M'$;
- for every $T \in \mathcal{T}$, let $P_T$ be a path set packing of size $\text{opt}(T - E(P))$ in $\text{INT}(T - E(P), P)$, we add $P_T$ to $M'$. 


Path Set Packing

$M'$ is a path set packing, because by definition $P$ is a path set packing, and in steps two and three of the construction, each time we are adding a path set packing in $M'$, which contains internal paths of a distinct component in $D \cup T$, and components in $D \cup T$ are pairwise edge disjoint. Further, none of the paths added in the steps two and three edge intersects with a path in $P$.

In the construction above, apart from paths in $P$, no other path which intersects with $A$ is added to $M'$. Further, adding $P$ to $M'$ ensures that $M'$ satisfies the first property of being a feasible solution for $(f_d, f_e)$. In the second step of the construction, for every $D \in D$, we are adding $\text{OPT}(D) - f_d(D)$ internal paths of $D$ in $M'$, and these are the only internal paths of $D$ added to $M'$. Thus, $M'$ satisfies the second property of being a feasible solution for $(f_d, f_e)$. Similarly, in the third step of the construction, for every $T \in T$, we are adding $\text{OPT}(T)$ internal paths of $T$, and these are the only internal paths of $T$ added to $M'$. Thus, $M'$ satisfies the third property of being a feasible solution for $(f_d, f_e)$.

Due to the above lemma, to verify if a pair $(f_d, f_e)$ has a feasible solution, it will suffice to verify if there exists a set of paths $P \subseteq P$ such that the size of $P$ is $|f_e| - 1$ and $P$ is compatible to $(f_d, f_e, \alpha)$ for an $\alpha \in f_e$. Here, the choice of $\alpha$ is essentially automatic, recall that $A$ contains a non zero number of edges which belong to no path in $P$ (at least the edges between the vertices of $\{z_1, z_2, z_3\}$ which we added separately), and if a set $A \in f_e$ contains any of these edges, then for every path $p \in P$, $E(p) \cap A \neq A$. If on a choice of $\alpha$, $A$ remains in $f_e \setminus \{\alpha\}$, then every set of paths $P$, which is compatible to $(f_d, f_e, \alpha)$, can be of size at most $|f_e| - 2$. This is because a set of paths $P$ must be a path set packing if it is compatible to $(f_d, f_e, \alpha)$, and if $P$ is a path set packing, then for every $p \in P$, $E(p) \cap A$ is distinct. The second condition in Definition $[10]$ requires $E(p) \cap A$ to belong to $f_e \setminus \{\alpha\}$, and we know that for every $p \in P$, $E(P) \cap A \neq A$, hence $|P| \leq |f_e| - 2$. Essentially, it is required that all the edges in $A$, which belong to no path in $P$, belong to a same set in $f_e$, and we need to choose that set as $\alpha$. Otherwise, we conclude that $(f_d, f_e)$ has no feasible solution. Thus, we shall henceforth assume that there exists a set $A \in f_e$, which contains all the edges in $A$ which belong to no path in $P$, and we chose $A$ as $\alpha$. Further, if for this chosen $\alpha$, there exists a path set packing $P$ of size $|f_e| - 1$, which is compatible to $(f_d, f_e, \alpha)$, we conclude that $(f_d, f_e)$ has a feasible solution, otherwise we conclude that $(f_d, f_e)$ has no feasible solution.

In the remaining part of this section, we assume that $(f_d, f_e, \alpha)$ is given, and our task is to verify in time $|V| + |P|^{O(1)}$, if there exists a path set packing of size of $|f_e| - 1$, which is compatible to $(f_d, f_e, \alpha)$. To this end, consider the following lemma.

**Lemma 8.** If there exists an $A \in f_e$ such that $A$ contains exactly one external edge of three or more components in $D \cup T$, then for every $p \in P$, $E(p) \cap A \neq A$.

**Proof.** Let there be an $A \in f_e$ such that $A$ contains exactly one external edge of three or more components in $D \cup T$. Let $p \in P$ be a path such that $E(p) \cap A = A$. 

By definition of $A$, union of external edges of every component in $D \cup T$ forms a subset of $A$. Thus $E(p) \cap A = A$ implies that $p$ contains exactly one external edge of three or more components in $D \cup T$. By Lemma 10 we conclude that this is not possible.

By the above lemma, if an $A \in (f_e \setminus \{\alpha\})$ contains exactly one external edge of three or more components in $D \cup T$, then every set of paths $P \subseteq \mathcal{P}$ compatible to $(f_d, f_e, \alpha)$ can be of size at most $|f_e| - 2$. This is because if a set $P$ is a path set packing, then for every $p \in P$, $E(p) \cap A$ is distinct. The second condition in Definition 10 requires $E(p) \cap A$ to belong to $f_e \setminus \{\alpha\}$, and we know that for every $p \in P$, $E(P) \cap A \neq A$, hence $|P| \leq |f_e| - 2$. Thus, we shall henceforth assume that no $A \in (f_e \setminus \{\alpha\})$ contains exactly one external edge of three or more components in $D \cup T$.

We now construct an auxiliary graph $H$ on vertex set $f_e \setminus \{\alpha\}$. In $H$, two vertices $A$ and $A'$ are adjacent if and only if there exists a $D \in D$ such that both sets $A$ and $A'$ contain an external edge of $D$. We claim that the maximum degree of $H$ is two. For the proof of this claim consider the following arguments. If there is an edge between two vertices $A$ and $A'$ in $H$, then there must be a $D \in D$ such that both sets $A$ and $A'$ contain an external edge of $D$, in this case both $A$ and $A'$ contains exactly one external edge of $D$ as $A$ and $A'$ are disjoint and $D$ has only two external edges. Thus, every edge incident on a vertex $A$ in $H$ implies that set $A$ contains exactly one external of a component in $D$. Further, every $D \in D$ can cause at most one edge in $H$, as $D$ has only two external edges, and none of its external edges belongs to more than one set in $f_e$. Thus, if the degree of a vertex $A$ is three or more in $H$, then it implies that the set $A$ contains exactly one external edge of three or more components in $D$, which is not the case. Hence, the maximum degree of $H$ is at most two, and $H$ is a disjoint union of paths and cycles.

Let there be $l$ components in $H$. Consider an arbitrary but fixed and distinct labelling from 1 to $l$ of the components of $H$. For every $i \in [l]$, we construct a sequence $\pi_i$ of vertices of component $i$ as follows.

- If the component $i$ is a path: we set $\pi_i$ to be the path formed by component $i$ that contain all its vertices, the starting point of the path is arbitrarily picked from one of its terminal (degree one vertex) if $i$ has two or more vertices.
- If the component $i$ is a cycle: we arbitrarily pick a vertex $A$ in component $i$. Since $i$ is a cycle, there are only two simple paths in $i$ which starts with $A$ and contain all the vertices of $i$. We arbitrarily pick one of these two paths, let $p$ be the picked path, we set $\pi_i = p$.

Since $f_e \setminus \{\alpha\}$ is the vertex set of $H$, we can also say that, for every $i \in [l]$, $\pi_i$ is a sequence of sets of $f_e \setminus \{\alpha\}$, and this is what we will refer to as $\pi_i$ for our purposes. Further, let $\Pi = \{\pi_i | i \in [l]\}$. We note that the construction of $H$ and $\Pi$ takes time $O(|V| + |P|)$.
Definition 11. A sequence $\rho$ of paths in $P$ is a candidate for a sequence $\pi \in \Pi$, if the following holds.

- $|\rho| = |\pi|$, and
- for every $i \in [|\pi|]$, $E(\rho[i]) \cap A = \pi[i]$.

Lemma 9. There exists a set of paths $P \subseteq \mathcal{P}$ such that $|P| = |f_\pi| - 1$ and $P$ is compatible to $(f_d,f_\pi,\alpha)$ if and only if for every sequence $\pi \in \Pi$, there exists a candidate $\rho$ such that set($\rho$) is compatible to $(f_d,f_\pi,\alpha)$.

Proof. For the forward direction, let $P \subseteq \mathcal{P}$ be a set of paths such that $|P| = |f_\pi| - 1$ and $P$ is compatible to $(f_d,f_\pi,\alpha)$. Since $P$ is a path set packing, for every $p \in P$, $E(p) \cap A$ is distinct and it belongs to $f_\pi \setminus \{\alpha\}$, this implies that for every $A \in f_\pi \setminus \{\alpha\}$, there exists a path $p \in P$ such that $E(p) \cap A = A$. Therefore, every $\pi \in \Pi$, we construct a candidate $\rho_\pi$ as follows. For every $i \in [|\pi|]$, let $p$ be the path in $P$ such that $E(p) \cap A = \pi[i]$, we set $\rho_\pi[i] = p$. Further, for the constructed $\rho_\pi$, set($\rho_\pi$) is compatible to $(f_d,f_\pi,\alpha)$ because it is a subset of $P$.

For the other direction, for every $\pi \in \Pi$, let $\rho_\pi$ be a candidate of $\pi$ such that set($\rho_\pi$) is compatible to $(f_d,f_\pi,\alpha)$. Let $\Phi = \{\rho_\pi \mid \pi \in \Pi\}$. Further, let $P^* = \bigcup_{\rho \in \Phi} \text{set}(\rho)$. By construction, every $A \in f_\pi \setminus \{\alpha\}$ belongs to exactly one sequence in $\Pi$, hence the size of $P^*$ is $|f_\pi| - 1$. We now show that $P^*$ is a path set packing. Consider any two distinct paths $p_i,p_j \in P^*$ and let $E(p_i) \cap A = A_i$ and $E(p_j) \cap A = A_j$. Since $A_i$ and $A_j$ are distinct and disjoint, $p_i$ and $p_j$ do not intersect at an edge that belongs to $A$. If there exists a $D \in \mathcal{D}$ such that both $p_i$ and $p_j$ intersect at an edge of $D$, then by Observation 53, both of them must contain an external edge of $D$ as well. This implies that both $A_i$ and $A_j$ must contain an external edge of $D$ as external edges of $D$ forms a subset of $A$. In this case, $A_i$ and $A_j$ must be neighbors in the auxiliary graph $H$, hence they both belong to a same component of $H$, and to a same sequence $\pi \in \Pi$. Thus, both the paths $p_i$ and $p_j$ belong to the candidate $\rho_\pi$. Since set($\rho_\pi$) is compatible to $(f_d,f_\pi,\alpha)$, both $p_i$ and $p_j$ are edge disjoint, contradicting the assumption that they intersect at an edge of $D$. Similarly, every $T \in \mathcal{T}$ has only one external edge and that belongs to $A$. Thus, the external edge of every $T \in \mathcal{T}$ belongs to at most one of $A_i$ and $A_j$, hence it belongs to at most one of $p_i$ and $p_j$. This implies that for every $T \in \mathcal{T}$, at most one of $p_i$ and $p_j$ can contain an edge of $T$ (By Observation 53). Thus, $p_i$ and $p_j$ do not intersect at an edge that belong to a $T \in \mathcal{T}$.

Further, the second condition for $P^*$ being compatible to $(f_d,f_\pi,\alpha)$ is trivially satisfied. We prove the third condition in Definition 10 for an arbitrary $D \in \mathcal{D}$. Let $P_D$ be the set of all the paths in $P^*$ which contain an edge of $D$. Since every path in $P_D$ is not internal to $D$, every path in $P_D$ will have an external edge of $D$ as well (Observation 53). For every $p \in P_D$, let $A_p = E(p) \cap A$. By construction of $H$, for every distinct $p_1,p_2 \in P_D$, $A_{p_1}$ and $A_{p_2}$ are neighbours in $H$. Hence, the vertices $\{A_p \mid p \in P_D\}$ form a connected component in $H$, and hence they all belong to the same sequence $\pi \in \Pi$, and thus $P_D \subseteq \text{set}(\rho_\pi)$. Thus,
\[(D - E(P^*)) = (D - E(P_D)) = (D - E(\text{set}(\rho_2))).\] Since it is given that set(\rho_2) is compatible to \((f_d, f_e, \alpha), we have \text{OPT}(D - E(P^*)) = \text{OPT}(D - E(\text{set}(\rho_2))) \geq (\text{OPT}(D) - f_d(D)).\) Similarly, for the fourth condition, for every \(T \in \mathcal{T},\) at most one path in \(P^*\) can contain the external edge of \(T,\) and only that path can contain its edges. If a \(p \in P^*\) contains an edge of \(T,\) then let \(\rho \in \Phi\) be the candidate which contains \(p,\) then \((T - E(P^*)) = (T - E(p)) = (T - \text{set}(\rho)).\) Since it is given that set(\rho) is compatible to \((f_d, f_e, \alpha), we have \text{OPT}(T - E(P^*)) = \text{OPT}(T - E(\text{set}(\rho))) = \text{OPT}(T).\)

Due to the above lemma, to verify if there exists a set of paths \(P \subseteq \mathcal{P}\) such that \(|P| = |f_e| - 1\) and \(P\) is compatible to \((f_d, f_e, \alpha), it suffices to verify if for every sequence \(\pi \in \Pi,\) there exists a candidate \(\rho\) such that set(\rho) is compatible to \((f_d, f_e, \alpha).\) Since \(|\Pi|\) is at most \(|V|^2,\) it suffices to prove that given a sequence \(\pi \in \Pi,\) in time \((|V| + |\mathcal{P}|)^O(1)\) we can verify if \(\pi\) has a candidate \(\rho\) such that set(\rho) is compatible to \((f_d, f_e, \alpha).\) To this end, consider the following lemma.

**Lemma 10.** For every type sequence \(\pi \in \Pi,\) let \(\rho\) be a candidate of \(\pi,\) then set(\rho) is compatible to \((f_d, f_e, \alpha)\) if and only if

- For every \(j \in [|\rho|], \{\rho[j], \rho[(j + 1) \mod |\rho|]\}\) is compatible to \((f_d, f_e, \alpha).\)

**Proof.** For the forward direction, let \(\rho\) be a candidate of \(\pi\) such that set(\rho) is compatible to \((f_d, f_e, \alpha), then every subset of set(\rho) is compatible to \((f_d, f_e, \alpha).\)

For the other direction, let \(\rho\) be a candidate of \(\pi\) and for every \(j \in [|\rho|], \{\rho[j], \rho[(j + 1) \mod |\rho|]\}\) is compatible to \((f_d, f_e, \alpha).\) We now show that \(\rho\) is compatible to \((f_d, f_e, \alpha).\) We assume that \(|\rho| \geq 3,\) otherwise the case is trivial to verify. We first show that set(\rho) is a path set packing. Assume to the contrary that there exists two paths \(\rho[i]\) and \(\rho[j]\) which intersects at an edge \(e \in E(G)\) where \(i \neq j.\) The edge \(e\) cannot belong to \(A,\) since \(\pi[i]\) and \(\pi[j]\) are distinct and disjoint. If \(e\) belongs to a \(D \in \mathcal{D},\) then both \(\rho[i]\) and \(\rho[j]\) must contain an external edge of \(D\) (By Observation 53), and in that case, by construction of \(\pi\) and definition of \(\rho, \rho[i]\) and \(\rho[j]\) must be adjacent in \(\rho,\) or must be terminals of \(\rho\) (possible if \(\pi\) corresponds to a component of \(H,\) which is a cycle). In other words, either \(i = (j + 1) \mod |\rho|,\) or \(j = (i + 1) \mod |\rho|.\) And thus, \(\{\rho[i], \rho[j]\}\) is compatible to \((f_d, f_e, \alpha),\) hence they are pairwise edge disjoint, contradicting our assumption that \(e\) belongs to \(D.\) Further, \(e\) cannot belong to a \(T \in \mathcal{T},\) because for every \(T \in \mathcal{T},\) \(T\) has only one external edge and that belongs to \(A.\) Thus, for every \(T \in \mathcal{T},\) the external edge of \(T\) can belongs to at most one of \(\pi[i]\) and \(\pi[j],\) hence it belongs to at most one of \(\rho[i]\) and \(\rho[j].\) This implies that at most one of the \(\rho[i]\) and \(\rho[j]\) can contain an edge of \(T\) (By Observation 53). This contradicts the fact that \(e\) belongs to \(T \in \mathcal{T},\) and thus contradicts our assumption that \(\rho[i]\) and \(\rho[j]\) intersects at an edge.

Further, \(\rho\) satisfies the second condition of being compatible to \((f_d, f_e, \alpha),\) as it is a candidate of \(\pi.\) For the third condition, for \(D \in \mathcal{D},\) let \(P_D \subseteq \rho\) be the set of all the paths of \(\rho\) which contain an edge of \(D.\) We claim that there exists
a \ j \in |\rho| \text{ such that indices of paths of } P_D \text{ in } \rho \text{ belong to } \{j, (j+1) \mod |\rho|\}. \\
This is because } D \text{ has only two external edges, and paths in } \rho \text{ are pairwise edge disjoint and are non internal to } D, \text{ hence } |P_D| \leq 2. \text{ Further, by construction of } \pi \text{ and definition of } \rho, \text{ if } |P_D| = 2, \text{ then both the paths of } P_D \text{ must be adjacent in } \rho \text{ or must be terminals of } \rho \text{ (possible if } \pi \text{ corresponds to a component of } H, \text{ which is a cycle). Then there exists a } j \in |\rho|, \text{ such that } D - E(set(\rho)) = D - E(P_D) = D - E(\{(\rho[j], \rho((j+1) \mod |\rho|)\}), \text{ and thus } \text{opt}(D - E(set(\rho))) = \text{opt}(D - E(\{(\rho[j], \rho((j+1) \mod |\rho|)\}) \geq \text{opt}(D - f_d(D)), \text{ and this holds for every } D \in D. \text{ For the fourth condition, similar arguments as above work for every } T \in \mathcal{T}.

The above lemma, helps us verify if a sequence } \pi \in \Pi \text{ has a candidate } \rho \text{ which is compatible to } (f_d, f_e, \alpha), \text{ by just verifying if paths for adjacent sets in } \pi \text{ are compatible to } (f_d, f_e, \alpha). \text{ If the size of } \pi \text{ is } \leq 2, \text{ then by iterating over every distinct subset of } \mathcal{P} \text{ of size } |\pi|, \text{ we can verify if there exists a candidate of } \pi \text{ which is compatible to } (f_d, f_e, \alpha). \text{ This will take time } (|V| + |\mathcal{P}|)^O(1). \text{ We now move on to the case when } |\pi| \geq 3.

Given a type sequence } \pi \in \Pi, \text{ we create an auxiliary directed graph } H_\pi \text{ as follows.

- } \text{For every } j \in |\pi|, \text{ construct a vertex set } V_j = \{v_p \mid (p \in \mathcal{P}) \land (E(p) \cap \mathcal{A} = \pi[j]) \land \{p\} \text{ is compatible to } (f_d, f_e, \alpha)\}.

- } \text{For every } j \in |\pi|, \text{ let } j' = (j+1) \mod |\pi|, \text{ we add an arc (directed edge) from } v_p \in V_j \text{ to } v_q \in V_{j'} \text{ if and only if } \{p, q\} \text{ is compatible to } (f_d, f_e, \alpha).

We note that the construction of } H_\pi \text{ takes time } (|V| + |\mathcal{P}|)^O(1). \text{ The constructed } H_\pi \text{ is helpful due to the following lemma.

**Lemma 11.** } \pi \text{ has a candidate } \rho \text{ such that } set(\rho) \text{ is compatible to } (f_d, f_e, \alpha) \text{ if and only if } H_\pi \text{ has a cycle containing exactly one vertex from every vertex set in } \{V_1, V_2, \ldots, V_{|\pi|}\}.

**Proof.** For the forward direction, let } \rho \text{ be a candidate of } \pi \text{ such that } set(\rho) \text{ is compatible to } (f_d, f_e, \alpha). \text{ Then every subset of } set(\rho) \text{ is compatible to } (f_d, f_e, \alpha), \text{ and by construction of } H_\pi, \text{ there is a directed edge in } H_\pi \text{ from the vertex corresponding to } \rho[j] \text{ to the vertex corresponding to } \rho((j+1) \mod |\rho|) \text{ for every } j \in |\pi|. \text{ Hence, there is a cycle in } H_\pi \text{ containing exactly one vertex from every vertex set in } \{V_1, V_2, \ldots, V_{|\pi|}\}.

For the other direction, let there be such a cycle } c \text{ in } H_\pi. \text{ As per the construction of } H_\pi, \text{ every directed edge in cycle } c \text{ must be from a vertex of set } V_j \text{ to a vertex of set } V_{(j+1) \mod |\pi|} \text{ where } j \in |\pi|. \text{ We construct } \rho \text{ by setting } \rho[j] \text{ to be the path corresponding to the vertex of } V_j \text{ in the cycle } c. \text{ Thus, } \{\rho[j], \rho((j+1) \mod |\pi|)\} \text{ is compatible to } (f_d, f_e, \alpha) \text{ as their corresponding vertices have a directed edge in } H_\pi. \text{ Recalling Lemma 10 we conclude that } set(\rho) \text{ is compatible to } (f_d, f_e, \alpha). \text{ This finishes the proof.
Definition 12. We define a set of edges.

Every edge in $E(X,S)$ is an external edge of a component in $D$, recalling the Corollary \ref{cor:external_edges} $|X| = O(|\lambda|)$ and $|D| = O(|\lambda|)$. Further, recalling Observation \ref{obs:external_edges}, every component in $D$ has two external edges. Thus, the size of $|\mathcal{B}| = O(\lambda^2)$.

Let $M \subseteq \mathcal{P}$ be a path set packing of maximum size in $\mathcal{P}$. Let $M_1 = \{ p \mid p \in M \wedge E(p) \cap \mathcal{B} \neq \emptyset \}$ and $M_2 = M \setminus M_1$, that is $M_1$ is the set of all the paths of $M$ which contain at least one edge from $\mathcal{B}$, and $M_2$ are the remaining paths of $M$. We have $|M| = |M_1| + |M_2|$. Since all the edges of $M_2$ belong to the subgraph $G - \mathcal{B}$, we have $|M_2| \leq \text{opt}(G - \mathcal{B})$. Thus,

$$|M| \leq |M_1| + \text{opt}(G - \mathcal{B}).$$

(3)
Let $M_1' \subseteq \mathcal{P}$ be a path set packing such that $|M_1'| \geq \frac{1}{3} \cdot |M_1|$, then

$$\max(\text{opt}(G - \mathcal{B}), M_1') \geq \frac{1}{4} \cdot |M|.$$

(4)

Thus, it will suffice to find a path set packing of size $\text{opt}(G - \mathcal{B})$ and $M_1'$ in time $(\lambda)^O(\lambda^2 \cdot (|V| + |\mathcal{P}|)^O(1))$. First, to find a path set packing of size $\text{opt}(G - \mathcal{B})$, consider the following lemma.

**Lemma 13.** $G - \mathcal{B}$ is a forest.

**Proof.** $G - \mathcal{B}$ is the graph with vertex set $V(G)$ and the edge set $E(G[S \cup T]) \cup E(X, T)$ (refer Figure 5 for overview). Let $G'$ be the graph with vertex set $G[V]$ and the edge set $E(G[S \cup T]), G'$ is a forest in which every component either belongs to $\mathcal{D} \cup \mathcal{T}$ or is an isolated vertex that belongs to the vertex set $X$. Further, $E(X, T)$ is the set of all the external edges of components in $\mathcal{T}$. Every component in $\mathcal{T}$ is a tree and has only one external edge, thus every edge in $E(X, T)$ connects a vertex in $X$ to a distinct component in $\mathcal{T}$. We add edges of $E(X, T)$ in an arbitrary order to the graph $G'$, every time we are adding an edge between two distinct components, thus no new cycle is introduced in the graph. Since $G'$ is a forest, the obtained graph $G - \mathcal{B}$ is a forest.
Recalling Corollary 4, a path set packing of size $\text{opt}(G - B)$ in $\text{int}(G - B, \mathcal{P})$ can be found in time $((|V| + |\mathcal{P}|)^{O(1)}$. It remains to show that we can find $M'_1$ in time $(\lambda)^{O(1)}$. To find $M'_1$, we consider $M_1$. Since $M_1$ is a path set packing and each of its path intersects with $B$, we have $|M_1| \leq |B|$. To this end, we will now try to guess $|M_1|$ and $E(p) \cap B$ for every $p \in M_1$. For which, let $f_b = \{B_1, B_2, \ldots, B_{|f_b|}\}$ be a partition of $B$. We say $f_b$ is a correct guess for $M_1$ if the following holds.

1. $|M_1| = |f_b| - 1$;
2. For every $p \in M_1$, there exists a $B \in f_b$, such that $E(p) \cap B = B$.

**Lemma 14.** There exists a partition $f_b^*$ of $B$, such that $f_b^*$ is a correct guess for $M_1$.

**Proof.** $M_1$ is a path set packing and every path of $M_1$ intersects with $B$. We construct $f_b^* = \{E(p) \cap B \mid p \in M_1\} \cup \{B \setminus E(M_1)\}$. Note that $\{B \setminus E(M_1)\}$ is nonempty, as $B$ contains edges which belong to no path in $\mathcal{P}$ (at least the edges between the vertices of $\{z_1, z_2, z_3\}$ which we added separately). Further, $E(p) \cap B$ is distinct, disjoint, and nonempty for every $p \in M_1$, thus $f_b^*$ is a partition of $B$ and $|M_1| = |f_b^*| - 1$.

**Definition 13.** For an edge set $F \subseteq E$, we define $T(F) = \{C \mid C \in (D \cup T) \land |\text{ext.}\mathcal{B}(C) \cap F| = 1\}$, that is the set of all the components of $D \cup T$ whose exactly one external edge belong to $F$.

Given a partition $f_b$ of $B$, we proceed as follows. Let $\mathcal{P}_1 = \{p \mid (p \in \mathcal{P}) \land (B \in f_b) \land (E(p) \cap B = B)\}$. For a universe $U = f_b \cup \mathcal{D} \cup \mathcal{T}$, we construct a collection of sets $\mathcal{Q}$ as follows.

- For every $p \in \mathcal{P}_1$, we define $Q(p) = \{B\} \cup \Upsilon(E(p))$, where $B = E(p) \cap B$.
- $\mathcal{Q} = \{Q(p) \mid p \in \mathcal{P}_1\}$.

**Claim.** For every $p \in \mathcal{P}_1$, $|Q(p)| \leq 3$.

**Proof.** This follows from the fact that for every $p \in \mathcal{P}_1$, $|\Upsilon(E(p))| \leq 2$ ( Lemma 4).

For every $l \in [|f_b| - 1]$, we construct an instances $I = (U, \mathcal{Q}, l)$ of 3-Set Packing, and solve it using Theorem 4. Let $l^*$ be the maximum integer in $[|f_b| - 1]$ such that $I = (U, \mathcal{Q}, l^*)$ is a yes instance, and let $\mathcal{Q}^*$ be the set packing in $\mathcal{Q}$ obtained for this instance. We then construct a set of paths $M^*$ as follows.

1. Initialize $M^* = \emptyset$.
2. For every $q \in \mathcal{Q}^*$:
   - Arbitrarily pick a path $p \in \mathcal{P}_1$, such that $Q(p) = q$, and add $p$ to $M^*$.
Since we are solving \(O(|\mathcal{B}|)\) instances of 3-Set Packing by Theorem 4 and each takes time \(2^{O(|\mathcal{B}|)}\cdot(|V|+|\mathcal{P}|)^{O(1)}\). Thus, for a given \(f_0\), the construction of \(M^*\) takes time \(2^{O(|\mathcal{B}|)}\cdot(|V|+|\mathcal{P}|)^{O(1)}\). Further, to bound the size of \(M^*\), consider the following.

**Lemma 15.** If \(f_0\) is a correct guess for \(M_1\), then \(|M^*| \geq \frac{1}{3} \cdot |M_1|\).

**Proof.** We are adding a path in \(M^*\) for every \(q \in Q^*\), hence \(|Q^*| = |M^*|\). It will now suffice to prove that \(|Q^*| \geq \frac{1}{3} \cdot |M_1|\). To prove our claim, we construct two sets of paths \(M_{1,1}\) and \(M_{1,2}\) as follows.

1. Initialize \(M_{1,1} = M_{1,2} = \emptyset\).
2. While \(M_1 \neq \emptyset\):
   a. Arbitrarily pick a path \(p \in M_1\), and let \(N(p) = \{p' \mid p' \in (M_1 \setminus \{p\})\cap (\mathcal{T}(E(p)) \cap \mathcal{T}(E(p')) \neq \emptyset\}\).
   b. Set \(M_{1,1} = M_{1,1} \cup \{p\}\), \(M_{1,2} = M_{1,2} \cup N(p)\), and \(M_1 = M_1 \setminus \{\{p\} \cup N(p)\}\).

   We claim that for every \(p \in M_1\), \(N(p) = |\mathcal{T}(E(p))|\). This is because \(M_1\) is a path set packing, hence for every \(C \in \mathcal{T}(E(p))\), at most two distinct paths in \(M_1\) can have its external edge, and one of them is \(p\) itself. Thus, there are at most \(|\mathcal{T}(E(p))|\) paths \(p' \in (M_1 \setminus \{p\})\) such that \(\mathcal{T}(E(p)) \cap \mathcal{T}(E(p')) \neq \emptyset\).

Recalling Lemma \(3\), we have \(|N(p)| \leq 2\). Further, in the construction above, each time we are adding a path \(p\) in \(M_{1,1}\), we are adding at most two paths \(N(p)\) in \(M_{1,2}\). Thus, \(|M_{1,1}| \geq \frac{1}{3} \cdot |M_{1,2}|\). Since \(|M_{1,1}| + |M_{1,2}| = |M_1|\), we have \(|M_{1,1}| \geq \frac{1}{3} \cdot |M_1|\).

If \(f_0\) is a correct guess for \(M_1\), then for every \(p \in M_1\), \(E(p) \cap \mathcal{B} = B\) for a \(B \in f_0\). Thus, \(M_1 \subseteq \mathcal{P}_1\), and \(Q(p)\) is well defined for every \(p \in M_1\). Let \(Q' = \{Q(p) \mid p \in M_{1,1}\}\). Since \(M_{1,1}\) is a path set packing, \(E(p) \cap \mathcal{B}\) is distinct for every \(p \in M_{1,1}\), hence \(Q(p)\) is distinct for every \(p \in M_{1,1}\), and hence \(|Q'| = |M_{1,1}|\). Further, \(Q'\) is a set packing in \(Q\) because for every two distinct paths \(p_1, p_2 \in M_{1,1}\), \(\mathcal{T}(E(p_1)) \cap \mathcal{T}(E(p_2)) = \emptyset\). Further, due to the maximality of \(Q^*\), we have \(|Q^*| \geq |Q'| = |M_{1,1}| \geq \frac{1}{3} \cdot |M_1|\).

**Lemma 16.** \(M^*\) is a path set packing in \(\mathcal{P}\).

**Proof.** Assume to the contrary that there exist two distinct paths \(p_1, p_2 \in M^*\) such that \(E(p_1) \cap E(p_2) = \emptyset\). Let \(E(p_1) \cap \mathcal{B} = B_1\) and \(E(p_2) \cap \mathcal{B} = B_2\). Since \(B_1 \in Q(p_1)\) and \(B_2 \in Q(p_2)\), \(B_1\) and \(B_2\) are distinct and disjoint, and no edge in \(\mathcal{B}\) belongs to \(E(p_1) \cap E(p_2)\). Since \(E(G[X]) \subseteq \mathcal{B}\), no edge in \(E(G[X])\) belongs to \(E(p_1) \cap E(p_2)\).

External edges of every component in \(\mathcal{D}\) forms a subset of \(\mathcal{B}\), and as discussed above, no edge in \(\mathcal{B}\) belongs to \(E(p_1) \cap E(p_2)\). Further, every \(T \in \mathcal{T}\) has exactly one external edge, and if the external edge of a \(T \in \mathcal{T}\) belongs to both \(p_1\) and \(p_2\), then both \(T(E(p_1))\) and \(T(E(p_2))\) must contain \(T\), which is not the case as \(Q(p_1)\) and \(Q(p_2)\) are disjoint, and hence \(T(E(p_1))\) and \(T(E(p_2))\) must be disjoint as well. Recalling that \(\mathcal{D} \cup \mathcal{T}\) is the set of all the components in \(G[S \cup T]\), and union of external edges of all the components in \(\mathcal{D} \cup \mathcal{T}\) is \(E[X, S \cup T]\), no edge in \(E[X, S \cup T]\) belongs to \(E(p_1) \cap E(p_2)\).
As discussed above, for every \( T \in \mathcal{T} \), at most one of the \( p_1 \) and \( p_2 \) contains the external edge of \( T \), recalling Observation [3], this implies that at most one of the \( E(p_1) \) and \( E(p_2) \) contains an edge of \( T \). Further, we argue that for every \( D \in \mathcal{D} \), at most one of the \( p_1 \) and \( p_2 \) contains an external edge of \( D \). This is because no external edge of \( D \) belongs to \( E(p_1) \cap E(p_2) \), and if both \( p_1 \) and \( p_2 \) contain an external edge of \( D \), then both of them contain exactly one external edge of \( D \), and in this case, \( D \) must be in both \( \mathcal{E}(E(p_1)) \) and \( \mathcal{E}(E(p_2)) \), which is not the case. This implies that at most one of the \( E(p_1) \) and \( E(p_2) \) contains an edge of \( D \). Since \( \mathcal{D} \cup \mathcal{T} \) is the set of all the components in \( G[S \cup T] \), no edge in \( E(G[S \cup T]) \) belongs to \( E(p_1) \cap E(p_2) \). Since \( E(G[X]) \cup E(X, S \cup T) \cup E(G[S \cup T]) = E(G) \), it contradicts our assumption that \( E(p_1) \cap E(p_2) \neq \emptyset \).

We construct \( M^* \) for every possible \( f_b \), and pick the maximum sized \( M^* \) to be \( M'_1 \), by Lemma [3], Lemma [4] and Lemma [5], \(|M'_1| \geq \frac{1}{\lambda} \cdot |M_1|\). This will allow us to use Equation [4] to find a path set packing of size at least \( \frac{1}{\lambda} \cdot |M| \).

Since there are \( \lambda^{O(\lambda^2)} \) possible partitions \( f_b \) of \( B \), and as discussed, we can construct \( M^* \) for every \( f_b \) in time \( 2^{O(\lambda^2)} \cdot (|V| + |\mathcal{P}|)^{O(1)} \). Finding \( \text{OPT}(G - B) \) takes time \( (|V| + |\mathcal{P}|)^{O(1)} \). Thus, the algorithm takes time \( \lambda^{O(\lambda^2)} \cdot (|V| + |\mathcal{P}|)^{O(1)} \). This finishes the proof of Theorem [4].

5.4 FPT Algorithm Parameterized by Treewidth + Maximum Degree + Maximum Path Length

Given a pair \((G, \mathcal{P})\), consider the auxiliary graph \( H \) whose vertices correspond to paths in \( \mathcal{P} \) and in which two vertices are adjacent if the corresponding paths intersect at an edge. Then finding the maximum path set packing in \( \mathcal{P} \) is equivalent to finding a maximum size independent set in \( H \). We can deduce the following facts about the structure of \( H \).

**Lemma 17.** If \( G \) has treewidth \( \tau \) and maximum degree \( \Delta \), and each path in \( \mathcal{P} \) is of length at most \( r \), then the treewidth of \( H \) is at most \((\tau + 1)\Delta^r\).

**Proof.** Given a tree decomposition \((T, \beta)\) of \( G \) of width \( \tau \), consider the pair \((T, \gamma)\), where \( \gamma(v) = \bigcup_{x \in \beta(v)} \{p\} \), where the inner union is over all paths \( p \) in \( G \) of length at most \( r \) and containing \( x \). We have \( |\gamma(v)| \leq (\tau + 1)\Delta^r \) since each vertex in \( \beta(v) \) belongs to at most \( \Delta^r \) paths of length at most \( r \) in \( G \). Further \((T, \gamma)\) is a tree decomposition of \( H \):

- (a) for every \( p \in \mathcal{P} \), there exists a node \( v \) in \( T \) such that \( p \) is in \( \gamma(v) \), eg: node \( v \in V(T) \) such that \( \beta(v) \) contains a vertex of \( p \);
- (b) if \( p, q \in \mathcal{P} \) are adjacent in \( H \) that is \( p, q \) intersect at an edge, then both \( p, q \) belong to \( \gamma(v) \) for a node \( v \) in \( T \) such that \( \beta(v) \) contains a common vertex of \( p, q \);
- (c) now we show that for every \( p \in \mathcal{P} \), the set of all the nodes \( v \in V(T) \) such that \( \gamma(v) \) contains \( p \) induces a connected subgraph of \( T \). We assume to the contrary that there is a path \( p \in \mathcal{P} \) such that the set \( S(p) \) of all the nodes in \( T \)
such that $\gamma(v)$ contains $p$ does not induce a connected subgraph of $T$, then there must be a node $v$ in $T$ such that $p \notin \gamma(v)$ and $v$ belongs to the path between two distinct nodes in $S(p)$ which belong to separate components in $T[S(p)]$. Graph $G - \beta(v)$ is disconnected and has at least two connected components containing two distinct vertices, say $x, y$ of the path $p$. This implies that at least one vertex of the subpath of $p$ joining $x, y$ must belong to $\beta(v)$, and thus $p$ belongs to $\gamma(v)$, a contraposition to our assumption.

The problem of finding maximum independent set admits a $O(2^\tau)$ algorithm on graphs of treewidth $\tau$ [2]. Hence we obtain Theorem 5 as a corollary.

6 Conclusion

We investigated parameterized complexity of Path Set Packing with various structural and natural parameters. The hardness and FPT results that we obtained help establish parameterized complexity of Path Set Packing with respect to most widely used parameters. We leave open the question if Path Set Packing is FPT parameterized by the feedback edge number of the input graph.
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