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Abstract—Many machine learning (ML) models are integrated within the context of a larger system as part of a key component for decision-making processes. Concretely, predictive ML models are often employed in estimating the parameters for the input values that are utilized for optimization models as isolated processes. Traditionally, the predictive ML models are built first, then the model outputs are used to generate decision values separately. However, it is often the case that the prediction values that are trained independently of the optimization process produce sub-optimal solutions. In this paper, we propose a formulation for the Simultaneous Prediction and Optimization (SimPO) framework. This framework introduces the use of a joint weighted loss of a decision-driven predictive ML model and an optimization objective function, which is optimized end-to-end directly through gradient-based methods.

Index Terms—Decision Support, Machine Learning, Optimization, Recommendation Systems, Stochastic Programming.

I. INTRODUCTION

The intersection between predictive machine learning (ML) algorithms within an optimization process has gained significant attention in recent years [1]. One such paradigm known as Predict, then Optimize, entails the use of ML algorithms to estimate unknown parameters of a distribution, which is then subsequently used as inputs towards an optimization process [2], [3]. The system is defined as a two-stage process where the predictive ML models are trained independently of the optimization problem. The predictive models are used as a method to estimate the unknown distribution, to which those output values are used as inputs towards an optimization process to maximize or minimize some objectives to arrive at an optimal decision.

One problem with such an approach is the two processes are performed independently from each other and are not considered as a single integrated process, as demonstrated in Figure 1. In the traditional process, the ML models are first trained against a loss function, then a separate optimization solver is applied to minimize or maximize a defined optimization objective. The key limitation of this approach is found in how the model parameters of the distribution are only optimized for the loss function and not considering the end optimization task at hand. As a result, the predictions generated by the model results in an output which may influence the optimization process to produce a sub-optimal solution.

Furthermore, another aspect that the ML models in this Predict, then Optimize framework do not consider is the actions taken with respect to the input observations. In other words, the variable that is dependent on the input feature and its actions are not considered jointly within the prediction of the model’s outcome. For example, for the problem optimizing the inventory of a particular product in a supermarket, the model which predicts the demand of the product would have to take into consideration the action as to whether to stock a certain quantity of a particular item. In this scenario, it may be possible that the demand of a particular item might be influenced by the potential quantity that the store may be looking to stock, therefore affecting its overall demand in the marketplace.

Hence, considering these two aspects, we propose a novel end-to-end joint process known as Simultaneous Prediction and Optimization (SimPO), a method that jointly considers the weighted function of prediction error loss and the optimization task loss. In this work, instead of training the model based on the objective of the ML task at hand, we aim to learn a model based upon an end-to-end objective that the user is ultimately trying to accomplish. We utilize an end-to-end learning mechanism so that the ML process is directly predicted from raw inputs. The benefits of this proposed method are, (1) ensure achieving the global optimal solution of the objective function through a joint loss function; (2) import action variables into models to simulate their relationship to the inputs and the best action variables to take for the optimization goal. The framework relies on defining a joint loss function that combines both the ML model’s loss function as well as the optimization cost function which its latent parameters can be jointly learned via stochastic gradient descent. This results in a model that maximizes the parameters of the relevant regions of the data distribution which is based on the end optimization process, while also being able to derive the optimal solution to the optimization problem at hand. The proposed methodology can be widely applied to decision-making services and recommendation systems.

In the rest of this paper, the sections are organized as follows. Section 2 introduces related works around the intersection between ML and optimization processes. In Section 3, we outline the problem definition and the proposed methodology of our algorithm. Finally, Section 4 concludes the paper and also provides direction for future research directions.

II. PRIOR ART

In this section, we describe some of the relevant prior art surrounding ML and optimization processes, and focus our
discussion around the Predict, then Optimize framework. We further juxtapose some of the key differences between previous methods and our proposed method.

For the traditional two-stage method, classical ML algorithms that are used in the first stage of prediction include regression, neural networks, decision trees, and clustering models [4]–[7]. These models are trained to provide the best input estimates that optimize the problem objective, instead of the input estimates that minimize the loss function of prediction errors. Wilder et al. propose a framework called decision-focused learning where the ML model is directly trained in conjunction with the optimization algorithm to produce high quality decisions [8], [9]. They take the discrete optimization problems into predictive models, which are typically trained via stochastic gradient descent.

Recently, many recent works in the ML and optimization space follow a paradigm called the Smart Predict, Then Optimize (SPO) framework. The core idea of SPO framework is based on supervised learning, where a mapping from training inputs to outputs is learned. A surrogate loss function is derived from three upper bounds on SPO loss function [10]. Some studies extend this framework by providing two kinds of generalization bounds [11]. However, the surrogate loss functions are not guaranteed to recover optimal decisions. Therefore, some other works start to make use of some special properties of the ML models, so that the models can be trained under the new loss without computing gradients. One example algorithm is the SPO decision tree method. As an extend idea, SPO forests is a methodology for training an ensemble of SPO decision tree to boost decision performance [12].

Another research direction where the SPO framework is being applied is towards Reinforcement Learning (RL). Hu and Cheng propose a framework using neural networks and RL [13] to solve combinatorial optimization problems. They train a recurrent neural network model to predict a distribution over different edges permutations given a directed graph. Using negative tour length as the reward signal, they optimize the parameters of the recurrent neural network using a policy gradient method. Another work studies the SPO framework in the context of sequential decision problems with missing parameters (formulated as Markov decision processes (MDPs)) that are solved via deep RL algorithms [14].

Also highly related to our work are recent efforts in end-to-end policy learning, using value iteration effectively as an optimization procedure in similar networks, and multi-objective optimization [15]. Given the similar motivations in modifying typically-optimized policies to address some tasks directly, we specifically focus on ML models of unknown variable structures and objective functions with action variables.

III. METHODOLOGY

In this section, we introduce the SimPO problem definition and the methodology used to solve the problem, which is defined as a stochastic programming framework. Here, we introduce the notation used in this paper as well as the core framework, as shown in Figure 2, which comprises of the different objective functions and constraints involved in the setup of the problem this framework aims to solve.

We consider a pair of input and output distribution of real-valued pair of values sampled from an unknown distribution, denoted as \((x \in X, y \in Y) \sim D\), which comprises of a pair of input features mapped to an output value. Furthermore, we define another variable for the action taken as denoted by \(z \in Z\), which incurs a specific cost function defined as \(L_D(z) = \mathbb{E}_{x,y \sim D}[f(x,y,z)]\). If the distribution of the data samples are known, we can directly optimize for the best set of actions by minimizing the cost function, as \(z^*_D = \text{argmin}_z L_D(z)\). However, we are not directly given the input and output pairs of the data distribution. A ML model is trained to estimate the corresponding parameters that map the input features, \(X\), and output value, \(Y\), pairs to the data distribution \(D\). In the traditional SPO method, this process attempts to model a conditional distribution using a parameterized distribution, as defined by \(\hat{y} = \text{Pr}(y|x; \theta)\), which independently optimizes a loss function of the ML model defined by \(\text{argmin}_\theta l(\hat{y}, \hat{y})\), that minimizes the error between the ground truth output, \(y\), and the output from the ML model, \(\hat{y}\), parameterized by \(\theta\). Subsequently, a fixed model parameterized \(L_D(z)\) is used to find the optimal set of action, \(z^*\), given an unobserved input feature data sample, \(x\), along with the output generated by the predictive model, \(\hat{y}\). As described above, the prediction and optimization are treated as entirely disjoint processes in the traditional method.

We define the following joint weighted cost function as our objective function which considers both the weight of ML predictive loss and optimization function:

\[
F(y_{\text{train}}, y_{\text{test}}, \hat{y}_{\text{train}}, \hat{y}_{\text{test}}, \tilde{z}, z_{\text{train}}, z_{\text{test}}) = l(y_{\text{train}}, \hat{y}_{\text{train}}) \times \omega(\tilde{z}, z_{\text{train}}, \alpha) + g(\tilde{z}, \hat{y}_{\text{test}}) \times \gamma(z_{\text{train}}, z_{\text{test}}, \beta)
\]

where \(\tilde{z} = [z_{\text{min}}, z_{\text{max}}]\) is the range of possible actions to consider, \(l(y_{\text{train}}, \hat{y}_{\text{train}})\) is the predictive loss function, \(\omega(\tilde{z}, z_{\text{train}}, \alpha)\) is the weight for the predictive loss function, \(g(\tilde{z}, \hat{y}_{\text{test}})\) is the task-constrained objective cost function that we want to minimize \(\text{argmin}_z E_{y \sim \text{Pr}(y|x,z,\theta)}[g(z,y)]\), and \(\gamma(z_{\text{train}}, z_{\text{test}}, \beta)\) is the weight function for that. Furthermore,
is a decreasing function with respect to the distance between \( \bar{z} \) and \( z_{train}^* \). Function \( f(\bar{z}_{train}^*, \alpha, \beta) \) is a decreasing function with respect to the distance between \( z_{train}^* \) and \( \bar{z}_{test} \).

We use the process outline in the flow diagram depicted in Figure 2 to optimize the objective function by the following steps:

1. Given the initialized predictive model, \( \tilde{Y} = Pr(\bar{Y}|X,Z; \theta) \), and \( X_{test} \), we find the optimal set of action probabilities given the set of possible action ranges, \( \tilde{Z} \). Refer to the steps 1-4 depicted in Figure 2.

2. Given the optimal action ranges and the historical label values, \( Y_{train} \), we jointly compute the inference loss weights and the task optimization cost values. Refer to the steps 5-7 depicted in Figure 2.

3. With the computed cost function and the weighted inference loss weights, we correspondingly compute the gradients and perform stochastic gradient descent to update the model weights with respect to the predictive model parameters. Refer to the step 8 depicted in Figure 2.

4. We repeat above three steps until some termination criteria (according to specific problem) are met, for which we can determine our optimal action sets, \( Z^* \), the optimal task-defined constrained cost function, \( g^*(Z^*, Y) \), and the optimal predictive model parameter \( \theta^* \).

IV. CONCLUSION AND FUTURE WORK

In this work-in-progress paper, we presented a novel method for Simultaneous Prediction and Optimization which jointly trains a ML model and optimization function based on a joint learning and optimization process. We demonstrated a plausible formulation and definition for how a joint weighted cost function considers both ML predictive loss function and the task-constrained optimization function. Given this formulation, our future work will entail performing experiments to demonstrate the viability of these methods on various synthetic datasets and real-world problems. In particular, one of the key objectives in the research aims to see if models that have sub-performing performance in certain regions of the distribution can be weighted in the optimization process that are much more relevant in the cost function input that yield better solutions.
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