Abstract—Novel test selectors used in simulation-based verification have been shown to significantly accelerate coverage closure regardless of the number of coverage holes. This paper presents a configurable and highly-automated framework for novel test selection based on neural networks. Three configurations of this framework are tested with a commercial signal processing unit. All three convincingly outperform random test selection with the largest saving of simulation being 49.37% to reach 99.5% coverage. The computational expense of the configurations is negligible compared to the simulation reduction. We compare the experimental results and discuss important characteristics related to the performance of the configurations.
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I. INTRODUCTION

Simulation-based verification is a vital technique that is used to gain confidence in the functional correctness of digital designs. Traditionally, the quality of a generated test is measured by various coverage metrics obtained during simulation. Functional coverage records whether the specified functionality has been executed by simulated tests. In practice, functional coverage closure requires the generation and simulation of many tests. The coverage gain that can be realised by random test simulation (the state of art technique used in the industry) sharply decreases along with verification progress. These barriers slow down the development of digital designs and become more severe because of the increasing complexity of modern digital designs.

In recent years, Machine Learning (ML) algorithms have gained ground in Coverage Directed Test Generation (CDG) to improve functional coverage [10]. The loop between coverage and test generation is empirically learned by ML algorithms to automatically alter the next tests to be run to target the coverage holes left by previous simulation rounds. A knowledge gap affecting the training phase is that for coverage holes, the simulated tests that can be used by ML algorithms as positive examples to learn do not exist. Therefore, ML algorithms cannot effectively bias test generation or filter out generated tests to target coverage holes in the next simulation round. Rarely covered events are also affected in a similar way. This problem is more severe when verifying large-scale designs because the correlation between tests and coverage events is more complicated. To overcome this knowledge gap, syntactic-based distance metrics have been used to identify coverage events that have been hit in syntactically close proximity to coverage holes [4]. However, syntactic proximity, e.g. based on the Hamming distance between coverage tuples, is no guarantee for semantic proximity. In [5], an automatic scalable system based on the distance metrics to cluster coverage events is used to increase the hit times of rarely-hit and un-hit events. Nevertheless, the computational expense for the system to improve the coverage increases rapidly when the number of coverage holes rises.

On the other hand, novel test selectors have been shown to significantly accelerate coverage closure for simulation-based verification without being affected by the lack of positive examples [1], [2], [8], [14]. This approach is based on the hypothesis that dissimilar tests (novel tests) are more likely to hit dissimilar functional coverage events. Therefore, simulating dissimilar tests is assumed to increase coverage more effectively than the simulation of randomly selected tests. The dissimilarity between tests can be captured by Novelty Detection (ND) techniques. The previous novel test selectors have the prominent merit that the training and prediction phases are independent of coverage space and only test information is required. In [14], an autoencoder is trained to reconstruct simulated tests and future tests with high reconstruction errors are deemed novel. Unlike the explicitly-designated distance metrics used in [1], [2], [8], the reconstruction error is a more general way to represent how novel an input test is relative to the training set. Additionally, an explicit distance metric that can be generally used across the projects does not exist [8]. [9] demonstrates, in a Neural Network (NN), the hidden neurons for a novel input data have the values that have not been activated by the training set, which is also a general measurement for the novelty between tests. Another merit of using NN-based test selectors is that the training expense does not explode along with the increasing number of training samples in high-dimensional space.
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Inspired by the approaches of test selection and the prominent features of NN discussed above, this paper presents a Neural Network based Novel Test Selector (NNNTS) framework, of which the input is a test, and the output space can be configured to represent different definitions of novelty. NNNTS selects the tests generated from a Constraint Random Test Generator (CRTG) to ensure novel tests are prioritized during simulation. Three configurations of the output space are given in the paper. The first configuration is to set NNNTS to reconstruct the input test in the output space, i.e. an autoencoder [14]. The tests with high reconstruction errors are regarded as the most novel. The second configuration is to set NNNTS to predict the correlation between tests and coverage events. However, instead of biasing the test generator or filtering generated tests according to the prediction result, the novelty score calculated from the outputs of hidden neurons is assigned to each test [9]. We extend and improve [9] to cater for novel test selection. The output space in the third configuration directly generates a non-linear score to indicate the novelty degree of un-simulated tests in the coverage space formed by simulated tests, which is originally proposed in our paper. The effectiveness of the configurations of NNNTS is demonstrated on an industrial-scale dataset. The experiment for each configuration of NNNTS is repeated multiple times with the randomly-chosen initialization parameters. This is to explore how the initialization parameters influence the performance and to avoid a coincidental result. Random test selection is also repeated in abundance to avoid coincidence. From the results, all the configurations can evidently accelerate the closure of functional coverage compared to random test selection though they perform differently from each other. We extract the important characteristics of NNNTS and discuss how they are related to the performance differences among the configurations. Although our innovative configuration (third configuration) outperforms the first configuration [14] for reaching 99% coverage level, the first configuration has a better performance for reaching 99.5% coverage level. This suggests that different configurations may suit different coverage models though further researches need to be done. Nevertheless, the characteristics of NNNTS discussed in this paper may serve as an inspiration for others to generate a new configuration with a further improved performance compared to three configurations in this paper.

The merits of using NNNTS to select novel tests are:

1. The performance of NNNTS is not limited by the number of un-hit and rarely-hit coverage events.
2. Highly automated: The construction of NNNTS is independent of domain knowledge from a design under verification. The generated instances of test templates can be automatically transformed into test vectors driven to NNNTS. While the schemes for test vector encoding in [1], [2], [8] require many manual efforts.
3. Comparatively light computational expense: The computation expense of NNNTS can be negligible compared to the simulation reduction brought by it. Moreover, the training expense of previous test selectors [1], [2], [8] becomes dramatically expensive with the increasing number of training samples in high-dimensional space. This defect is alleviated in NNNTS.
4. Compared to other ND techniques [13], it can quantitatively compare how novel each un-simulated test is, relative to simulated tests instead of qualitatively predicting which un-simulated tests are novel. Furthermore, the novelty among tests is generally compared without an explicit distance metric.
5. NNNTS is easy to implement and maintain because it does not bias CRTG or modify generated tests.

The paper is structured as follows. Section II reviews and compares the related work to unveil the research questions yet to solve and illustrate the inspirations for this paper. Section III illustrates how novel test selection is generally conducted, three important characteristics and the construction of NNNTS and the encoding scheme of test vectors. Section IV presents and discusses the experimental results of NNNTS in the particular simulation-based verification environment of a commercial design. The relation between the characteristics of NNNTS and the performance of the configurations is also expressed in this section. Section V concludes the paper and discusses future work.

II. Previous Work

Previous work has embedded ML algorithms in CDG to accelerate coverage closure using fewer tests than the random simulation [10]. During the training phase, ML empirically learns the correlation between the constraints used to generate simulated tests, simulated tests and the corresponding coverage data until the satisfying prediction performance of ML is achieved. Afterwards, the trained ML can be either used to bias the test generation or to filter generated tests with the aim to fill coverage holes or increase existing coverage. However, for missing coverage events, the positive tests for the training do not exist and thus ML cannot effectively increase coverage as intended. This problem has been aware and researched in [4] and [5]. In [4], Inductive Logic Programming (ILP) generates directives that target coverage holes by learning from related coverage clusters. The results show that the hit times of both rarely-hit and uncovered events can be increased though the design used in the experiment is fairly small. Besides, the syntax-based distance metric can limit the potential space of related events [6]. [5] searches for the neighbour events close to rarely-hit and un-hit coverage events via the distance metrics. Then, a group of existing test templates that have the relevant parameters of hitting the neighbour events of the target event are selected and processed. A derivative-free optimization (DFO) technique is used to manipulate these test templates hoping to cover the target event. However, this framework requires extensive simulations when many uncovered events are involved in the process.

By contrast, novel test selectors have been shown to effectively accelerate coverage closure by arranging the simulation order of generated tests regardless of the number of
coverage holes [1], [2], [8], [14]. It is assumed that the tests novel to those already simulated are more likely to execute functionality not yet covered and detect potential bugs. The responsibility of a novel test selector is to repeatedly select a batch of un-simulated tests for simulation, which are most novel to simulated tests. The training and execution of previous test selectors are decoupled from coverage space, which makes them not suffer from the knowledge gap in Section I.

In [14], an autoencoder is used to select novel tests. Each field in a test represents the value in each register that configures the functionality of the design. Autoencoder is trained to reproduce simulated tests and the novelty score is defined as the mean squared difference between the input and reproduced tests. A higher novelty score implies a higher portion of simulated tests dissimilar to the input test. The case study is based on the signal processing unit of commercial complexity with about 6,000 white-box coverage events. The coverage events are internal signals, which are hard to hit. Therefore, the case study demonstrates the scalability of using an autoencoder to select novel tests to accelerate the closure of functional coverage for a large-scale design. In particular, the test vector encoding is simple in [14]. Each feature in the vector is directly extracted from the value of a configuration register. For other test selectors based on One-Class Support Vector Machine (OCSVM) [1], [2], [8], extra manual efforts and processes are needed to encode test vectors. Besides, a common kernel-induced distance metric does not exist in the OCSVM-based test selectors to capture the novelty between test vectors encoded by different schemes. While in [14], the novelty is more generally represented by how different an input test is relative to the training set, instead of relying on a specific distance metric. In addition, the training expense of OCSVM-based test selectors increases dramatically with the increasing number of samples in high-dimensional space. This makes the repetitive training shown in Figure 1 unacceptably costly when the number of simulated tests becomes high.

The authors of [9] associate the novelty in the input space with the output value of hidden neurons. Novel data samples are regarded to have outlier values for the neuron outputs. Inspired by [9], we assume that the density in the input space can also be projected onto the output of hidden neurons and verify the assumption in IV. In [7], a supervised NN is also used to predict the correlation between tests and coverage. The result shows that the simulation of the tests with the low-confidence prediction can accelerate the increase of functional coverage compared to the random selection. Low-confidence prediction indicates the corresponding input to ML is quite different from the training set and thus it is a novel input [11]. However, for this confidence-based approach, it cannot quantitatively tell which un-simulated test is more novel to the training set. Therefore, this potential configuration is not extended in our framework.

The result shows that the simulation of the tests with the low-confidence prediction can accelerate the increase of functional coverage for a large-scale design. In particular, the test vector encoding is simple in [14]. Each feature in the vector is directly extracted from the value of a configuration register. For other test selectors based on One-Class Support Vector Machine (OCSVM) [1], [2], [8], extra manual efforts and processes are needed to encode test vectors. Besides, a common kernel-induced distance metric does not exist in the OCSVM-based test selectors to capture the novelty between test vectors encoded by different schemes. While in [14], the novelty is more generally represented by how different an input test is relative to the training set, instead of relying on a specific distance metric. In addition, the training expense of OCSVM-based test selectors increases dramatically with the increasing number of samples in high-dimensional space. This makes the repetitive training shown in Figure 1 unacceptably costly when the number of simulated tests becomes high.

The authors of [9] associate the novelty in the input space with the output value of hidden neurons. Novel data samples are regarded to have outlier values for the neuron outputs. Inspired by [9], we assume that the density in the input space can also be projected onto the output of hidden neurons and verify the assumption in IV. In [7], a supervised NN is also used to predict the correlation between tests and coverage. The result shows that the simulation of the tests with the low-confidence prediction can accelerate the increase of functional coverage compared to the random selection. Low-confidence prediction indicates the corresponding input to ML is quite different from the training set and thus it is a novel input [11]. However, for this confidence-based approach, it cannot quantitatively tell which un-simulated test is more novel to the training set. Therefore, this potential configuration is not extended in our framework.

The principle of novel test selection is based on the hypothesis that dissimilar tests are more likely to exercise dissimilar functionality of the design. This can be evidenced by more coverage events being hit by a group of dissimilar tests than a group of similar tests [8]. Derived from the principle, a loop for continuously selecting novel tests for simulation-based verification is proposed in this section, as shown in Figure 1.

First, the tests generated from CRTG are encoded as test vectors. A test vector is formed by various features, e.g. the features can be extracted from the values driven to configuration registers (configuring the functionalities of the design), sequences driven to the design, instructions executed on a processor and so on. These features already exist in the generated instances of test templates and can be automatically used to encode test vectors. Compared to the encoding schemes of test vector in [1], [2], [8] that require more manual intervention, our scheme is more concise and much less time-consuming. Encoded test vectors are then stored in Generated Test Pool.

The test selector is initially trained with a small number of simulated tests before being embedded into the verification environment. In IV, the number of initial tests is set to 100. After the initial training, the pre-trained test selector is in the selection phase, in which the objective is to generate the novelty score for each test. Afterwards, a batch of the most novel tests relative to the simulated tests is selected. The batch size in IV is set to be 1000. Simulating a new batch of tests dynamically changes the definition of novel tests. To obtain the optimum performance of the test selector, retraining it with all the simulated tests after each simulation round is necessary before selecting a new batch of novel tests. The above process repeats until either a termination criterion is reached, or all the generated tests are simulated. The coverage information of simulated tests can also be logged in the simulated tests pool to form the training set if it is required by NNNTS.

III. METHODOLOGY

A. Test Selection Loop

The principle of novel test selection is based on the hypothesis that dissimilar tests are more likely to exercise dissimilar functionality of the design. This can be evidenced by more coverage events being hit by a group of dissimilar tests than a group of similar tests [8]. Derived from the principle, a loop for continuously selecting novel tests for simulation-based verification is proposed in this section, as shown in Figure 1.

First, the tests generated from CRTG are encoded as test vectors. A test vector is formed by various features, e.g. the features can be extracted from the values driven to configuration registers (configuring the functionalities of the design), sequences driven to the design, instructions executed on a processor and so on. These features already exist in the generated instances of test templates and can be automatically used to encode test vectors. Compared to the encoding schemes of test vector in [1], [2], [8] that require more manual intervention, our scheme is more concise and much less time-consuming. Encoded test vectors are then stored in Generated Test Pool.

The test selector is initially trained with a small number of simulated tests before being embedded into the verification environment. In IV, the number of initial tests is set to 100. After the initial training, the pre-trained test selector is in the selection phase, in which the objective is to generate the novelty score for each test. Afterwards, a batch of the most novel tests relative to the simulated tests is selected. The batch size in IV is set to be 1000. Simulating a new batch of tests dynamically changes the definition of novel tests. To obtain the optimum performance of the test selector, retraining it with all the simulated tests after each simulation round is necessary before selecting a new batch of novel tests. The above process repeats until either a termination criterion is reached, or all the generated tests are simulated. The coverage information of simulated tests can also be logged in the simulated tests pool to form the training set if it is required by NNNTS.
B. Construction of Test Selector

1) General Structure of NNNTS: The general structure of a configurable NNNTS is based on NN, as shown in Figure 2. A test vector is driven as the input to NNNTS and therefore the number of input space dimensions matches the number of features of a test vector. The neurons of adjacent layers are fully connected. The user-defined parameters for NNNTS include the number of neurons in each layer, the number of layers, and the activation functions, which can influence the performance of NN. However, fine tuning these parameters is not in the scope of this paper. We follow the basic guideline to configure the NNs, which is to keep the number of neurons in each hidden layer to be either twice, half of, or the same as the number in the previous layer. Instead, configuring the output space and the associated novelty functions is one of the main topics of this paper.

We extract 3 characteristics of NNNTS as follows, identify what they are in each configuration in Section III-B2 and discuss how they influence the performance of novel test selection by comparing the results of three configurations in Section IV-B:

1. Novelty Detector: The smallest unit to conduct ND which is either a neuron in the output space or a hidden layer depending on the configuration of the output space.

2. Novelty Score Function: Describes how novelty is measured in Novelty Detector and how novelty measured from each of them is gathered to output a final score to indicate how novel an input test is relative to simulated tests.

3. Simulation Information for Training: How the simulation is obtained is used to train NNNTS.

2) Three configurations of NNNTS: Herein, Density NNNTS, Autoencoder NNNTS and Coverage-Novelty NNNTS respectively correspond to NNNTS with the output space being configured to three modes. For Density NNNTS, each neuron in the output space is configured to output the probability of a coverage event being hit by the input test, i.e. it is a logistic regression model that estimates the correlation between tests and coverage events. We assume that the novelty of an input test relative to the training set can be projected onto the output of each subsequent hidden neuron. Thus, Novelty Detectors in this configuration are all the hidden neurons. This idea is inspired by [9], in which the distance between the input data and the training set is equal to the number of hidden neurons in the corner-activation areas. The corner-activation areas are the ranges of values that have never been activated by the training set and are reached by the input test in the execution phase. Thus, the corner-activation areas are low-density regions. Novelty Score Function for an un-simulated test in the input space is the sum of the differences between the values of hidden neurons corresponding to the input and their K-nearest neighbours (KNN) values. The search scope for KNN of a hidden neuron for an input test is within the values of that hidden neuron for simulated tests. We assume that a positive correlation exists between the summed differences from the output value of a hidden neuron to its KNN and the local sparsity of that neuron. This is formally illustrated in Algorithm 1.

Suppose we input an un-simulated test T to Density NNNTS and N is the novelty score for T. Ous is the list of output values of all the hidden neurons for T. Ox is the list of output values of all the hidden neurons for simulated tests (the training set). The index of Ox is the index of hidden neurons. For instance, $O_s[i][0]$ is the value set that contains outputs of hidden neuron 0 for simulated tests. Similarly, $O_u[i][0]$ is the value of hidden neuron 0 for T. N_K is the set of values in $O_s[i]$ which are KNN to $O_u[i]$ in Euclidean space. The sum of Euclidean distances from $O_u[i]$ to its KNN is the score component $n$ obtained from hidden neuron $i$. Compared to [9], Density NNNTS provides a more detailed approach for calculating the novelty difference between the input samples rather than just recognizing the novel inputs. Moreover, the boundaries of corner-activation areas in [9] are calculated from the training set. A training set containing outliers can cause the boundary values to become extreme and thus the corner-activation areas can be falsely expanded. An input outlier can be regarded as normal in this case. While Density NNNTS alleviates this problem by conducting the density estimation for the output values of each hidden neuron.

Algorithm 1: Calculating a Novelty Score for an Un-simulated Test in Density NNNTS

```python
N = 0;
for i in range(0, len(Os)):
    [Find N_K of $O_u[i]$ in $O_s[i]$;]
    n = 0;
    for j in range(0, len(N_K)):
        n = n + D($O_u[i], N_K[j]$);
    end
    N = N + n;
end
```

For the hidden layers in Density NNNTS, a Leaky ReLu function is adopted as the activation function rather than a ReLu function used in [9] for two reasons. First, a ReLu neuron may never be activated after a large negative gradient flows...
through the neuron, which causes the neuron to always output zero during the feedforward and backward propagation [15]. Second, the outputs of a ReLu neuron for all the negative inputs are zero, which causes the loss of density information from the negative territory in the input space of the neuron. By contrast, the minimum value that a Leaky ReLu function can represent is negative infinity. Although Density NNNTS empirically learns the correlation between tests and coverage events, the test selection is not based on the prediction result of whether an input test can hit the coverage holes. The knowledge gap discussed in Section I is subtly circumvented by acquiring the novelty score of the input data in the output space of hidden neurons, transferring a prediction task to an ND task.

On the other hand, NNNNTS can also be configured to compress an input test into lower dimensions and then reconstruct the test from the compressed dimensions. Such a configuration of a NN is known as Autoencoder in deep learning areas and it is termed Autoencoder NNNTS in this paper. The output neuron for a reconstructed feature is used as a Novelty Detector. The mean squared difference that expresses the reconstruction error is regarded as Novelty Score Function as shown in Equation 1.

\[ N = \frac{1}{n} \sum_{j=1}^{n} (I_j - O_j)^2 \]  

(1)

\( I_j \) is the \( j \)th feature of an input test vector and \( O_j \) is the \( j \)th reconstructed feature in the output space and \( n \) is the total number of features. In the execution phase, the higher the reconstruction error is, the more novel the input test vector is.

For Autoencoder and Density NNNTS, the coverage information of simulated tests is not directly utilized to select novel tests though in the latter approach it is used to train the NN. We propose an innovative configuration of the output space, in which a single neuron (Novelty Detector) directly estimates how novel an input test is in the coverage space constructed by the simulated tests. This is a supervised learning algorithm called Coverage Novelty NNNTS. We assume that for a simulated test, if a coverage event hit by the test is also frequently hit by other simulated tests, then the test is very similar to the other tests in that coverage-event dimension (an entry of \( C_{\text{array}} \) in Algorithm 2). The overall dissimilarity of a simulated test in the coverage space is the sum of the dissimilarity in each coverage-event dimension. This is formally illustrated in Algorithm 2 (Novelty Score Function) where \( N \) is the coverage-novelty score for a simulated test and \( n_{ci} \) is the score component calculated from each coverage-event dimension.

In Algorithm 2, \( C_{\text{array}} \) is the vector that records whether each coverage event has been hit by the test requiring the training label and \( C_{\text{HitTimes}} \) is the vector that records the times of each coverage event being hit by simulated tests. For example, \( C_{\text{array}}[0] = 1 \) represents the coverage event 0 is hit by the test and \( C_{\text{HitTimes}}[1] = 20 \) means twenty simulated tests hit the coverage event 1. \( n_{ci} \) is 0 if the test requiring the label does not hit coverage event \( i \). \( N \) is the sum of \( n_{ci} \) over all the coverage events. The denominator \( C_{\text{HitTimes}}[i] \) is in the else branch distributes more scores to the rarely-hit coverage events of a simulated test. Thus, the situation where the test that activates a few frequently-hit coverage events is assigned a lower \( N \) than the test that activates many frequently-hit coverage events can be easily mitigated. The labelling algorithm only includes the coverage information of simulated tests and thus does not require the test information for un-hit coverage events. The trained NN then is used to predict how novel an un-simulated test is relative to the coverage space of the simulated tests. The full correlation between all generated tests and the labels is only known after the simulation of all the tests. However, it is not the case that the correlation between tests and coverage is not known for coverage holes or extremely limited known for rarely-hit events. Section IV-B confirms that Coverage-Novelty NNNTS can still select novel tests to accelerate the coverage increase before the correlation between the tests and labels is fully known.

IV. Experimental Evaluation

A. The experiment background

In this study, the design under verification is the Signal Processing Unit (SPU) of the Advanced Driver Assistance Subsystem (ADAS), which is the same design used in [14]. The SPU processes RADAR data received from sensors in the vehicle. Besides, the processing is highly configurable via a large number of configuration registers. Thus, the SPU is a complex, safety-critical and highly configurable IP.

The simulation-based method is used to verify the SPU. The simulation-based verification is metric-driven, constrained-random verification with the test generation and the simulation environment being decoupled. A generated test consists of a configuration of the SPU, stored in a database, and the RADAR data to be processed. Only the configuration is used as the features of a test vector, contributing to 290 raw features (290 configuration registers). Moreover, the features are automatically engineered, for example to condense large, data-centric configuration fields, leaving a total of 265 final features.

---

**Algorithm 2: Generating a Training Label for a Simulated Test in Coverage-Novelty NNNTS**

1. \( N = 0; \)
2. for \( i \ in \ range(0, \text{len}(C_{\text{array}})) > \)
3. if \( C_{\text{array}}[i] = 0 \) then
4.       \( n_{ci} = 0; \)
5. else
6.       \( n_{ci} = \frac{1}{C_{\text{HitTimes}}[i] \cdot \sqrt{C_{\text{HitTimes}}[i]}}; \)
7. end
8. \( N = N + n_{ci}; \)
9. end

---
Afterwards, the engineered features are standardized with the library in Scikit-Learn [12] before being presented to NNNTS. For the functional coverage model, there are 8409 white-box functional coverage events. This coverage model is different from the one used in [14]. The real-life project requires the 6-month simulation of nearly 2 million constrained random tests with almost 1,000 machines and EDA licenses. The simulation expense of each test is 2 hours on average. Moreover, several months of effort are paid by verification engineers to write constraints targeting coverage holes. For the experiment, 3076 tests that give 100% functional coverage are saved from the completed project. In addition, 82335 tests are produced by a CRTG (i.e. as random as possible within the constraints of a valid test), giving a total of 85411 tests. These tests are shuffled thoroughly, encoded and then stored in the generated test pool in Figure 1 before any selection and simulation of tests.

NNNTS of all the configurations are constructed by using Keras [3]. For each NNNTS in the experiment, a proportionate structure is configured. The configuration guideline is illustrated in III-B. The following vectors illustrate the number of layers and the number of neurons in each layer for the NNNTS:

- Autoencoder-NNNTS: [265, 128, 64, 128, 265]
- Density-NNNTS: [265, 512, 265, 128, 64, 50]
- Coverage-Novelty-NNNTS: [265, 265, 128, 64, 1]

Each element from the left of the vector to the right represents the number of neurons in each layer starting from the input layer. For instance, the Autoencoder-NNNTS vector represents a NN with five layers and the input and output layers respectively have 265 and 265 neurons. The first hidden layer has 128 neurons, with another two hidden layers following it. The output space of Density-NNNTS consists of the neurons only corresponding to the 50 randomly-selected coverage events. By reducing the number of neurons in the output space, the number of neurons in the hidden layers can correspondingly be reduced. Thus, the expense of calculating the novelty score for Density NNNTS can also be reduced. However, the option of 50 randomly-selected coverage events is not the result of fine-tuning for the optimum performance of the NNNTS. The N_K in Algorithm 1 is set to 15 and the rationale is also to reduce the training expense.

B. Experimental Results

In this experiment, 100 tests are randomly sampled from all the generated tests to initialize NNNTS before any round of test selection. The number of tests to be selected in each round is set to be 1000. Retraining occurs after the simulation of the selected tests. All the simulated tests and the associated coverage information (if necessary) are used to form the retraining set. To avoid a coincidental result, the experiment for each NNNTS is repeated 10 times with different initial states and the random selection is repeated 5000 times. The initial states are different in terms of initial tests (the number of initial tests is fixed to 100) and initial weights of NNs. Nevertheless, the same initial tests are used to initialize all the configurations in one repetition round of the experiment. Specifically, for the experiment of Density NNNTS, 50 coverage events are randomly re-sampled for each repetition of the experiment. The coverage for 10-time simulations of initial tests is between 56.30% and 44.15%.

From the result of the experiment, all the configurations of NNNTS can continuously select more efficient tests than the random selection during test simulation. However, the number of required tests to achieve higher coverage levels is more concerning. In the random selection, the number of redundant tests being simulated aggressively increases with the increase of coverage. Figures 3 and 4 show the performance of random test selection (Random) compared to the simulations of tests selected by Density (DS), Coverage-Novelty (CN) and Autoencoder (AE) NNNTS for two high coverage levels. The horizontal axis represents the number of required tests to achieve the intent coverage level. The vertical axis is only read for the random-selection group, which represents the number of random selections that need the corresponding horizontal-axis number of tests to reach the coverage level. For instance, more than 60 random selections require about 40,000 tests to reach 99% coverage. In each of the figures, the 50th-best random selection to reach the intended coverage is chosen as the baseline (Baseline-RD) to be compared with the simulations accelerated by NNNTS. This depicts the benefits of deploying NNNTS compared to 99% of the 5000 random selections. In terms of achieving coverage levels 99% and 99.5%, all the configurations of NNNTS can noticeably accelerate the increase of functional coverage compared to the random selection. The average computational expenses brought by Coverage Novelty, Autoencoder and Density NNNTS to achieve 100% coverage are respectively 19 hours, 21 hours and 33 hours when running the experiment on an Intel Xeon Gold 6248R CPU. Considering the average simulation time of a test being 2 hours in this experiment, the additional expense brought by deploying NNNTS is negligible compared to the simulation reduction as shown in Figures 3 and 4.

Table I gives a more detailed performance comparison between three NNNTS and random selection. The most and least columns respectively represent the most and least savings out of 10 runs of each NNNTS relative to the 50th-best random selection to reach the intended coverage level. The average saving for each NNNTS is also presented. Coefficient of Variation (CV) is used as an indicator of performance stability, which is defined as the ratio of the standard deviation to the mean. The lower CV is, the more stable the performance is.

Autoencoder NNNTS has a great number of Novelty Detectors of which each captures the novelty in one feature of an input test vector. The simulated tests with all the features are used to train the NN. Besides, the mean squared difference is a mature Novelty Score Function that unifies the novelty obtained from each Novelty Detector. These characteristics contribute to the most stable performances of Autoencoder NNNTS for reaching 99% and 99.5% coverage. For Coverage-
Novelty NNNTS, not only all the simulated tests are included in the training set, but also their corresponding coverage information is merged in the Novelty Score Function. The ND directly conducted in the coverage space leads to Coverage-Novelty NNNTS having the largest values for the largest, least and average savings for reaching 99% coverage. However, the performance of Coverage-Novelty NNNTS becomes relatively less stable for reaching 99.5% coverage level. We assume this is caused by the NN only having one Novelty Detector in the output space for such a large coverage space consisting of more than 8,400 events. To improve the performance of Coverage-Novelty NNNTS, the coverage events could be clustered via the distance metrics and ML clustering techniques [6] first and then a Novelty Detector can be allocated to each of the event clusters. This can also improve the controllability to increase the hit times for a specific group of similar events. For Density NNNTS, although all the hidden neurons are used as Novelty Detectors, simply summing the novelty obtained from each detector can be a naive way of representing the final novelty score for a test. Moreover, increasing the number of coverage events to construct the output neurons could improve the performance because more simulation information is obtained in the training. However, the computational expense also increases and thus the cost-effectiveness of doing so should be evaluated.

In this experiment, 99.5% coverage is the point where the correlation between tests and the remaining coverage holes becomes extremely complicated. At this point, directed tests crafted by experienced verification engineers are also simulated along the simulation accelerated by NNNTS to target the remaining coverage holes (around 80 coverage events for our example).

V. CONCLUSION

This paper proposes a novel test selector based on NN to achieve faster closure of functional coverage than the random test selection in a simulation-based verification environment. The performance of the test selector is not limited by the number of rarely-hit and un-hit coverage events. Besides, it is highly automated, comparatively computationally cheap, easy to maintain and provides a general method to quantitatively compare the novelty between tests. We have considered three configurations of the test selector. The first configuration is based on Autoencoder while the second configuration utilizes the novelty obtained from the values of hidden neurons to reflect the novelty in the input space. The third configuration calculates the novelty scores for the input tests in the coverage space formed by the simulated tests. However, the configuration of the output space is not limited to the three modes illustrated in this paper. In the experiment, we demonstrate that the test selectors can select the tests bringing more cumulative coverage than the random selection in the verification environment for the commercial SPU. The performance comparison between the configurations reveals how the three extracted characteristics of NNNTS influence the process of test selection.

The input features of NNNTS in the experiment are derived from the static configuration of the SPU. For a future design, including the transactions dynamically driven to the design in the input feature space is our next step. By doing so, we hope that NNNTS can capture the temporal logic between the transactions.
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