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Abstract. In this paper, we analyse basic facts of infinite matrix theory. We construct a similarity transform which allows one to represent matrices in a certain class of 5-th diagonal matrices of a difference operator in a diagonal or block-diagonal form. For such matrices, asymptotic estimates of eigenvalues and eigenvectors are obtained. Such matrices are considered in game theory. They are also used in the study fourth-order difference operators with growing potential. The problem of invariant subspaces is also considered.

1. Introduction
Let Z be the group of all integers, N – the set of all positive integers, Zᵢ = N ∪ {0}, and C – the field of complex numbers.

Definition 1. A matrix A is a map from the Cartesian product \( \mathcal{I} \times \mathcal{I} = \mathcal{I}^2 \) to C. Elements of the matrix A will be denoted by \( A(n,m) \), \( n,m \in \mathcal{I} \). The set of all matrices \( A : \mathcal{I}^2 \to C \) naturally forms a linear space, which we will denote by \( \text{Matr}(\mathcal{I}^2, C) \).

Definition 2. The sequence \( c_k : \mathcal{I} \to C \) given by \( c_k(n) = A(n,k) \), \( n,k \in \mathcal{I} \), is called the k-th column of the matrix A. The sequence \( b_k : \mathcal{I} \to C \), \( b_k(n) = A(k,n) \), \( n,k \in \mathcal{I} \), is called the k-th row of the matrix A. The sequence \( a_k : Z \to C \), where \( a_k(n) = A(n,m) \), \( n-m = k \), \( n,m \in \mathcal{I} \), \( k \in Z \) is called the k-th diagonal of the matrix A.

If \( k = 0 \) the k-th diagonal is called the main diagonal.

If \( a_k(n) = a_k \) for all \( n \in \mathcal{I}, k \in Z \) then A is called Toeplitz matrix.

Infinite matrices play an important role in many areas of analysis and beyond, for example, in game theory. We note, that in [1], a matrix was also defined as mapping from the Cartesian product of sets of indices to \( \mathbb{R} \). Different definition of a matrix were used in [2, 3].

We consider the class of infinite matrices that are given by
and $L_t$. are Fourier coefficients of the function $f_L$. are $j \neq L_t - t_0$, where $j \neq i$ acting by formula $j \equiv L_t$ and $j \pi$ was considered. The operator $j \in L_t$ has the five-diagonal matrix with $j \neq L_t$. This matrix $\tilde{A}$ is the five-diagonal matrix.

Infinite finite-diagonal matrices arise in various mathematical models. We begin with two examples.

**Example 1.** The matrix $\tilde{A}$ obtained by discretizing the fourth-order differential operator with the growing potential. Thus, matrix $\tilde{A}$ can be considered as a matrix of fourth-order difference operator.

**Example 2.** Let $L_2 = L_2[0, 1]$ be the Hilbert space of Lebesgue measurable square integrable functions (equivalence classes) on $[0, 1]$ with values in $C$. The inner product and the norm in $L_2$ are given by

$$(x, y) = \int_0^1 x(t) \overline{y(t)} dt, \quad \|x\|_2^2 = \int_0^1 |x(t)|^2 dt, \quad x, y \in L_2.$$ 

By $W^2_2 = W^2_2[0, 1]$ we denote the Sobolev space $\{x \in L_2, \ x' \text{ is absolutely continuous}, x'' \in L_2\}$. We consider the differential operator $E : D(E) \subset L_2 \to L_2$ acting by formula

$$(Ey)(t) = -y''(t) - q(t)y(t),$$

where $D(E) = \{y \in W^2_2[0, 1], \ y'(1) = y'(0)e^{i\Theta}, \ y(1) = y(0)e^{i\Theta}\}, \ \Theta \in (0, 2\pi), \ \Theta \neq \pi$.

Such boundary conditions are called unseparated quasiperiodic boundary conditions. A review of the results concerning the operator $E$ can be found in [4, 5]. In [4] case $q \in L_2$ was considered. The similar operator method with preliminary similar transform was used, estimates of the eigenvalues are obtained. Let $q(t) = \sum_{l \in Z} \hat{q}(l)e^{i2\pi l t}$, where $\hat{q}(n), n \in Z$ are Fourier coefficients of the function $q \in L_2$. In the standard basis $\{e^{i2\pi l t}, n \in Z\}$ in $L_2$ the operator $E$ has the five-diagonal matrix with $c_i = \hat{q}(l), l = \pm 1, \pm 2$ and $e_0 = -\hat{q}(0) + (\pi(2n + \Theta))^2$. We will also use the similar operator method, without the preliminary similar transform.

And, finally, five-diagonal matrices are used in game theory.

The properties of differential and difference operator are connected (see [6]). The results of the present paper may be used in the linear differential equation theory, including the differential equation with unbounded operator coefficients [6].

In [7] there was given a complete bibliographic survey of results for the various classes of infinite tridiagonal matrices.
Usually, one of the main methods of finding the eigenvalues of infinite finite diagonal matrices is to approximate of the eigenvalues of truncated (finite) matrices (see [8-12]). We use the similar operator method for solving this problem. We also note the works [13-15], in which eigenvalues of the Toeplitz matrices of large dimensions are calculated.

In this paper, we transform the matrix \( \tilde{A} \) to a diagonal (or a block-diagonal) matrix. We use the method of similar operator [4, 7, 16-18]. This method is a very effective tool for spectral analysis of various classes of differential and difference operators. We also consider the problem of invariant subspaces.

The diagonalization of some classes of linear operators was studied in [19, 20].

2. Tools and methods

Let \( \ell_p(\mathbb{S}) \), \( 1 \leq p < \infty \), be the complex Banach space of \( p \)-summable sequences \( x: \mathbb{S} \to \mathbb{C} \) with the norm \( \|x\|_p = \left( \sum_{n=3}^{\infty} |x(n)|^p \right)^{1/p} \). For \( p = \infty \), the norm is given by \( \|x\|_\infty = \sup_{n \in \mathbb{S}} |x(n)| \), \( x: \mathbb{S} \to \mathbb{C} \). If \( p = 2 \) then \( \ell_2(\mathbb{S}) \) is a complex Hilbert. The inner product in \( \ell_2(\mathbb{S}) \) is defined by \( (x, y) = \sum_{n=3}^{\infty} x(n)y(n) \).

The vectors \( e_n, n \in \mathbb{S} \), where \( e_n(k) = \delta_{nk} \), \( k \in \mathbb{S} \), \( \delta_{nk} \) - standard Kronecker delta, form an unconditional basis in all spaces \( \ell_p(\mathbb{S}) \), \( 1 \leq p < \infty \). In space \( \ell_2(\mathbb{S}) \) this basis is orthonormal basis.

**Definition 3.** A sequence \( x: \ell_p(\mathbb{S}) \to \mathbb{C} \) is called finite if the set of indexes \( n \in \mathbb{S} \) such that the number \( x(n) \neq 0 \) is finite.

Let \( \ell_{p,0} \subset \ell_p \), \( 1 \leq p \leq \infty \), be the subset of all finite sequences. If \( p \neq \infty \) then \( \ell_{p,0} = \ell_p \). For an abstract Banach space \( \mathbb{X} \) we denote by \( \text{End} \mathbb{X} \) the Banach algebra of all bounded linear operator in \( \mathbb{X} \). The norm in \( \text{End} \mathbb{X} \) is defined by \( \|X\| = \sup_{x \in \mathbb{X}} \|Xx\|, \ X \in \text{End} \mathbb{X} \), \( x \in \mathbb{X} \).

For each matrix \( A \in \text{Matr}(\mathbb{S}^2, \mathbb{C}) \) we construct a linear operator \( A: \ell_{p,0} \to \ell_p \), \( 1 \leq p \leq \infty \), defined by \( (Ax)(k) = \sum_{j=3}^{\infty} A(k, j)x(j), \ x \in \ell_{p,0}, k \in \mathbb{S} \).

**Definition 4.** The matrix \( A \in \text{Matr}(\mathbb{S}^2, \mathbb{C}) \) is called \( p \)-correct for same \( 1 \leq p \leq \infty \) if the operator \( A \) admits an extension to some closed operator in the space \( \ell_p(\mathbb{S}) \).

We denote this operator by the same symbol \( A: D(A) \subset \ell_p(\mathbb{S}) \to \ell_p(\mathbb{S}) \).

If a matrix is \( p \)-correct for all \( 1 \leq p \leq \infty \) then it is called a correct matrix.

**Lemma 1.** Each diagonal matrix is a correct matrix.

Let \( A \in \text{Matr}(\mathbb{S}^2, \mathbb{C}) \) be a diagonal matrix. Then an operator \( A: D(A) \subset \ell_p \to \ell_p \) is defined by \( (Ax)(k) = A(k, k)x(k), \ k \in \mathbb{S} \), and \( D(A) = \{x \in \ell_p(\mathbb{S}); \sum_{k=3}^{\infty} |A(k, k)x(k)|^p < \infty \} \), \( 1 \leq p < \infty \), or \( D(A) = \{x \in \ell_\infty(\mathbb{S}); \sup_{k=3} \sum_{k=3}^{\infty} |A(k, k)x(k)| < \infty \} \). We note, that \( D(A) \) is dense in \( \ell_p(\mathbb{S}) \), \( 1 \leq p < \infty \).
Let $H$ be the complex separable Hilbert space and $e_n, n \in \mathbb{Z}$ is the fixed orthonormal basis in $H$. Then an operator that is diagonal with respect to the choosen basis $e_n, n \in \mathbb{Z}$ has the form $\tilde{A} = \sum_{i \in \mathbb{Z}} a_i(e_i \otimes e_i)$. The symbol $u \otimes v$ denote $(u \otimes v)x = (x, u)v$ [21, 22, 23].

Let $A, B \in \text{Matr}(\mathfrak{H}^2, C)$. We define the product $AB = C$ to be the matrix of the operator $C = AB$.

We consider the sequence $d_A : \mathbb{Z} \to \mathbb{R}_+$ given by $d_A(k) = \sup_{i-j=k} |\mathbf{A}(i, j)|$, $i, j \in \mathfrak{H}, k \in \mathbb{Z}$.

**Definition 5.** A matrix $A \in \text{Matr}(\mathfrak{H}^2, C)$ is said to have summable diagonals if $d(A) = \sum_{n \in \mathbb{Z}} d_A(n) < \infty$.

Let $A \in \text{End}X$ and assume that its matrix $A \in \text{Matr}(\mathfrak{H}^2, C)$ has summable diagonals. Then $A \in \text{End}_1X \subset \text{End}X$, where $\text{End}_1X$ is the space of operators having a matrix with summable diagonals. The norm $\|A\|$ in the space $\text{End}_1X$ is given by $\|A\| = d(A)$.

Throughout the rest of the paper, we denote an abstract complex Hilbert space by $H$.

**Definition 6.** [6] Two linear operators $A_i : D(A_i) \subset H \to H$, $i = 1, 2$, are called *similar*, if there exists a continuously invertible operator $U \in \text{End}H$ such that $A_2Ux = UA_2x$, $x \in D(A_2)$, $UD(A_2) = D(A_i)$.

The operator $U$ is called the *similarity transform* of $A_i$ into $A_2$.

**Definition 7.** A subspace $M$ from the Banach space $X$ is called invariant for a linear operator $A : D(A) \subset X \to X$ if $Ax \in M$ for all $x \in M \cap D(A)$.

Directly from Definition 6, we have the following result about the spectral properties of similar operators.

**Lemma 2.** [4] Let $A_i : D(A_i) \subset H \to H$, $i = 1, 2$, be two similar operators with the operator $U$ being the similarity transform of $A_i$ into $A_2$. Then the following properties hold.

1) We have $\sigma(A_i) = \sigma(A_2)$, $\sigma_p(A_i) = \sigma_p(A_2)$ and $\sigma_c(A_i) = \sigma_c(A_2)$, where $\sigma_p$ denotes the point spectrum and $\sigma_c$ denotes the continuous spectrum;

2) If $\lambda_0$ is an eigenvalue of the operator $A_2$ and $x$ is a corresponding eigenvector, then $y = Ux$ is an eigenvector of the operator $A_i$ corresponding to the same eigenvalue $\lambda_0$.

3) Assume that the operator $A_2$ admits a decomposition $A_2 = A_{21} \oplus A_{22}$ with respect to a direct sum $H = H_1 \oplus H_2$, where $A_{21} = A_2|H_1$ and $A_{22} = A_2|H_2$ are the restrictions of $A_2$ to the respective subspaces. Then the operator $A_i$ admits a decomposition $A_i = A_{i1} + A_{i2}$ with respect to a direct sum $H = \tilde{H}_1 \oplus \tilde{H}_2$, where $A_{i1} = A_i|\tilde{H}_1$ and $A_{i2} = A_i|\tilde{H}_2$ are the restrictions of $A_i$ to the respective invariant subspaces. Moreover, if $P$ is the projection onto to $H_1$ parallel to $H_2$, then $\tilde{P} = UP^{-1}$ is the projection onto $\tilde{H}_1$ parallel to $\tilde{H}_2$.

The key notion of the method of similar operators is that of an admissible triplet. Once such a triplet is constructed, achieving the goal of the method becomes a routine task.
**Definition 8.** [4] Let \( \mathcal{R} \) be a linear subspace that is continuously embedded in \( \text{End} \, \mathcal{H} \), \( \mathcal{R} \) has a norm \( \|X\| \). We also consider linear operators \( J: \mathcal{R} \rightarrow \mathcal{R} \) and \( G: \mathcal{R} \rightarrow \mathcal{R} \). The collection \( (\mathcal{R}, J, G) \) is called an admissible triplet for the operator \( A \) and the space \( \mathcal{R} \) is the space of admissible perturbations, if the following five properties hold.

1. \( J \) and \( G \) are bounded linear operators; and \( J \) is an idempotent.
2. \( (GX)D(A) \subset D(A) \) and

\[
(AGX - GXA)x = (X - JX)x, \quad x \in D(A), \quad X \in \mathcal{R},
\]

moreover \( GX \in \mathcal{R} \) is the unique solution of the equation

\[
AY - YA = X - JX,
\]

that satisfies \( JY = 0 \).
3. \( XGY \), \( (GX)Y \in \mathcal{R} \) for all \( X, Y \in \mathcal{R} \), and there is a constant \( \gamma > 0 \) such that

\[
\|G\| \leq \gamma, \quad \max \|XGY\|, \|GX\| \leq \gamma \|X\| \|Y\|.
\]
4. \( J((GX)Y)) = 0 \) for all \( X, Y \in \mathcal{R} \).
5. For every \( X \in \mathcal{R} \) and \( \epsilon > 0 \) there exists a number \( \lambda_\epsilon \in \rho(A) \), such that \( \|X(A - \lambda_\epsilon I)^{-1}\| \leq \epsilon \).

To formulate the main theorem of the method of similar operators \([4, 7, 16-18]\) for an operator \( A - B \), we use the function \( \Phi : \mathcal{R} \rightarrow \mathcal{R} \) given by

\[
\Phi(X) = BGX - (GX)(JB) - (GX)J(BGX) + B.
\]

**Theorem 1.** [4] Assume that \( (\mathcal{R}, J, G) \) is an admissible triplet for an operator \( A : D(A) \subset \mathcal{H} \rightarrow \mathcal{H} \) and \( B \in \mathcal{R} \). Assume also that

\[
4\gamma\|J\|\|B\| < 1,
\]

where \( \gamma \) comes from the Property 3 of Definition 8. Then the operator \( A - B \) is similar to the operator \( A - JX_* \), where \( X_* \in \mathcal{R} \) is the unique fixed point of the function \( \Phi \) given by equation (2), and the similarity transform of \( A - B \) into \( A - JX_* \) is given by \( I + GX_* \in \mathcal{R} \). Moreover, the map \( \Phi : \mathcal{R} \rightarrow \mathcal{R} \) is a contraction in the ball \( \{X \in \mathcal{R} : \|X - B\| \leq 3\|B\|\} \), and the fixed point \( X_* \) can be found as a limit of simple iterations: \( X_0 = 0, \ X_1 = \Phi(X_0) = B \), etc.

**Theorem 2.** Assume that \( (\mathcal{R}, J, G) \) is an admissible triplet for the operator \( A : D(A) \subset \mathcal{H} \rightarrow \mathcal{H} \), \( B \in \mathcal{R} \), \( JB = 0 \) and the condition

\[
3\gamma\|J\|\|B\| < 1
\]

hold. Then the operator \( A - B \) is similar to the operator \( A - JX_* \), where \( X_* \in \mathcal{R} \) is the unique fixed point of the function \( \Phi : \mathcal{R} \rightarrow \mathcal{R} \) given by

\[
\Phi(X) = BGX - (GX)J(BGX) + B
\]

The fixed point \( X_* \in \mathcal{R} \) can be founded as a limit of simple iteration \( X_0 = 0 \), \( X_1 = B \), \( X_2 = \Phi(X_1) \), etc.
3. Results and discussion

Definition 9. [24] Let $H$ be a Hilbert space. The operator $E : D(E) \subset H \to H$, $\overline{D(E)} = H$ is normal if the adjoint operator $E^* : D(E^*) \subset H \to H$ satisfies $D(E^*) = D(E)$ and $\|Ex\| = \|E^*x\|$ for all $x \in D(E)$.

In this part $H = \ell_2(Z)$.

We write $\widetilde{A} = A_0 - B$, where the matrix $\widetilde{A}$ of the operator $\widetilde{A} : D(\widetilde{A}) \subset H \to H$ is defined by

$$(A_i x)(n) = c_0(n)x(n), \quad n \in \mathbb{Z}, \quad \text{and} \quad D(\widetilde{A}) = D(A_0) = \{ x \in \ell_2(Z); \sum_{n \in \mathbb{Z}} |x(n)c_0(n)|^2 < \infty \}.$$

The matrices $\widetilde{A}$, $A_0$ are correct and operators $\widetilde{A}$, $A_0$ are closed linear operators. The operator $B$ is defined by formulae

$$(Bx)(n) = -c_2x(n-2) - c_1x(n-1) - c_{-1}x(n+1) - c_{-2}x(n+2), \quad n \in \mathbb{Z}.$$

The operator $B$ is bounded, $B \in \text{End} \ell_2(Z)$ or $B \in \text{End}_c \ell_2(Z)$ and

$$\|B\| = |c_1| + |c_2| + |c_{-1}| + |c_{-2}|.$$

The operator $B$ has an infinite Toeplitz five-diagonal matrix with zero main diagonal.

The operator $A_0$ is called an unperturbed operator, the operator $\widetilde{A}$ - perturbed operator, and the bounded operator $B$ is called a perturbation.

The operator $A_0$ is normal. The spectrum $\sigma(A_0)$ of the operator $A_0$ can be written as

$$\sigma(A_0) = \bigcup_{i \in \mathbb{Z}} \{ \lambda_i = c_0(i) \},$$

where $\lambda_i = c_0(i)$, $i \in \mathbb{Z}$, are simple eigenvalues. The corresponding eigenvectors are $e_i$, $i \in \mathbb{Z}$, where $\{ e_i \}$, $i \in \mathbb{Z}$ is a standard basis in $\ell_2(Z)$. The spectral projections $P_n = P(\lambda_n, A_0)$, $n \in \mathbb{Z}$, are given by $P_n = e_n \otimes e_n$, $n \in \mathbb{Z}$, and $P_{(m)} = \sum_{|i| \leq m} P_i$.

Let $R = \text{End}_c \ell_2(Z)$ and $\|X\| = \|X\|_2$ for $X \in \text{End}_c \ell_2(Z)$.

Let $X \in R$, $X = (X(i,j))$, $i, j \in \mathbb{Z}$. We define a family of operators $J_k X$ and $G_k X$, $k \in \mathbb{Z}_+$, with a help of their matrices as follows

$$(J_k X)(i,j) = \begin{cases} 
X(i,j), \quad i = j, \\
X(i,j), \quad \max \{|i|, |j|\} \leq k, \\
0, \quad \text{in other cases},
\end{cases}$$

$$(G_k X)(i,j) = \begin{cases} 
\frac{X(i,j)}{c_0(i) - c_0(j)}, \quad (J_k X)(i,j) = 0, \\
0, \quad (J_k X)(i,j) \neq 0.
\end{cases}$$

In other words,

$$J_k X = P_{(k)} X P_{(k)} + \sum_{|i|, |j| \geq k} P_i X P_j, \quad k \geq 0, \quad k \geq 0.$$
moreover, \( JX = J_0X = \sum_{i \in \mathbb{Z}} P_i XP_i \), where the series \( \sum_{i \in \mathbb{Z}} P_i XP_i \) is convergent, because \( X \in \text{End}_1 \ell_2(Z) \). The matrix of the operator \( JX \) is diagonal, the matrix of the operator \( J_kX \) is block-diagonal.

The operators \( GX = \sum_{i,j \in \mathbb{Z}, c_0(i) - c_0(j) \neq 0} X(i,j) \) and \( G_kX = \sum_{i,j \in \mathbb{Z}, c_0(i) - c_0(j) \neq 0} X(i,j) \) also belong to \( \text{End}_1 \ell_2(Z) \) and the constant \( \gamma \) (from the definition 7) is

\[
\gamma = \left( \min_{i \neq j} |c_0(i) - c_0(j)| \right)^{-1},
\]

\[
\gamma_k = d_k^{-1} = \left( \inf_{|j| \leq k, |j| > k} |c_0(i) - c_0(j)| \right)^{-1},
\]

We note, that \( \gamma_k \to 0 \) if \( k \to \infty \).

Analogously to [16] the following lemma takes place.

**Lemma 3.** For each \( k \geq 0 \) the triplet \( (\text{End}_1 \ell_2(Z), J_k, G_k) \) is admissible for the unperturbed operator \( A_0 \).

Lemma 3, Theorem 1, Theorem 2, and estimates (4) and (5) imply Theorem 3.

**Theorem 3.** If

\[
|c_1| + |c_2| + |c_{-1}| + |c_{-2}| < 3\gamma^{-1},
\]

then the operator \( \tilde{A} \) is similar to the diagonal operator \( A_0 - JX_\ast \), where \( X_\ast \in \text{End}_1 \ell_2(Z) \) is the solution of the operator equation (3),

\[
\tilde{A}(I + GX_\ast) = (I + GX_\ast)(A_0 - \sum_{i \in \mathbb{Z}} P_i XP_i).
\]

There is a number \( k \in \mathbb{Z} \), such that the operator \( \tilde{A} \) is similar to the block-diagonal operator \( A_0 - J_kX_\ast \), where \( X_\ast \in \text{End}_1 \ell_2(Z) \) is the solution of (2), with the operators \( J_k, G_k \in \text{End}(\text{End}_1 \ell_2(Z)) \), and

\[
\tilde{A}(I + G_kX_\ast) = (I + G_kX_\ast)(A_0 - \sum_{|j| \leq k} P_i XP_i - P_{(k)} X_\ast P_{(k)}).
\]

Assume that Theorem 3 holds true. Then the similarity of operators \( \tilde{A} \) and \( A_0 - J_kX_\ast, \ k \geq 0 \), yields \( \sigma(\tilde{A}) = \sigma(A_0 - J_kX_\ast) = \sigma(A_{(k)}) \cup \bigcup_{|H| > k} \sigma(A_j) \), where \( A_{(k)} = (P_{(k)} A_0 - P_{(k)} X_\ast)_{H_{(k)}} \), \( H_{(k)} = \text{Im}P_{(k)} \), \( A_j = (P_i A_0 - P_i X_\ast)_{H_j} \), \( H_j = \text{Im}P_i \), \( |i| > k \). Since the operator \( X_\ast \) is unknown and we know only its approximations, we have \( A_i = (P_i A_0 - P_i B - P_i(X_\ast - B))_{H_j} \) and \( \|P(X - B)P\| \leq \text{const} \ d_i^{-1} \) \( |i| > k \), where \( d_i = \inf_{i \neq j} |c_0(i) - c_0(j)| \).

The following theorem describes the spectral properties of the operator \( \tilde{A} \).

**Theorem 4.** We have
\[ \sigma(\tilde{A}) = \sigma_{(k)} \cup \left( \bigcup_{i=k}^{\infty} \{ \mu_i \} \right), \]

where \( \sigma_{(k)} \) consists of no more than \( 2k + 1 \) eigenvalues and

\[
\mu_i = c_0(i) + O(d_i^{-1}),
\]

\[
\mu_i = c_0(i) - c_2 \cdot c_2 \left( (c_0(i + 2) - c_0(i))^{-1} + (c_0(i - 2) - c_0(i))^{-1} \right) - c_1 \cdot c_1 \left( (c_0(i + 1) - c_0(i))^{-1} + (c_0(i - 1) - c_0(i))^{-1} + O(d_i^{-2}) \right). \]

The corresponding eigenvectors \( \tilde{\xi}_i, i \in \mathbb{Z} \) form a Riesz basis in \( \ell_2(\mathbb{Z}) \).

We go back to the example 2. From the Theorem 4 it follows

**Theorem 5.** There is a number \( k \in \mathbb{Z} \) such that

\[ \sigma(E) = \sigma_{(k)} \bigcup \left( \bigcup_{i=k}^{\infty} \mu_i \right), \]

where \( \sigma_{(k)} \) consists of no more than \( 2k + 1 \) eigenvalues, \( \{ \mu_i \} \) is one-point sets, and

\[ \mu_i = (\pi(2i + \Theta))^2 - \hat{q}(0) + O\left(\frac{1}{i}\right). \]

We don’t write out higher order approximations because of their bulkiness.

**Definition 10.** A subspace \( M \subset X \) is called bi-invariant if it is invariant, complementable, and one of its complements is invariant for the operator \( A : D(A) \subset X \rightarrow X \).

**Definition 11.** Let \( X = H \), where \( H \) is Hilbert space. \( A \) nontrivial closed subspace \( M \subset H \) is called bi-invariant if it is invariant for the operator \( F : D(F) \subset H \rightarrow H \) with its complements.

**Lemma 4.** Let an operator \( A : D(A) \subset X \rightarrow X \) commute with a projection \( P \). Then \( \text{Ker} \ P \) and \( \text{Im} \ P \) are bi-invariant subspaces for \( A \).

Let \( F : D(F) \subset H \rightarrow H \) is a normal linear operator and \( \sigma_i(F) = \bigcup_{i \in \mathbb{Z}} \sigma_i, \sigma_i \cap \sigma_j = 0, \)

\( P_i(F) = P(\{ \sigma_i \}, F), i \in \mathbb{Z}, \ H_i = \text{Im} \ P_i(F). \)

Then the Hilbert space \( H \) represented as a direct sum of orthogonal non-zero closed subspaces \( H_i, i \in \mathbb{Z}, \) that is

\[ H = \bigoplus_{i \in \mathbb{Z}} H_i, \quad (7) \]

where \( H_i \) is orthogonal to \( H_j \) as \( i \neq j, i, j \in \mathbb{Z}, \)

\[ x = \sum_{i \in \mathbb{Z}} x_i, x_i \in H_i, \| x \|^2 = \sum_{i \in \mathbb{Z}} \| x_i \|^2. \]

According to [16, Ch. 5] the system of subspace \( H_i, i \in \mathbb{Z} \) is an orthogonal basis of subspace in \( H \).

**Definition 12.** The decomposition

\[ H = \bigoplus_{i \in \mathbb{Z}} UH_i \]
of the Hilbert space $H$, where $U$ is invertible operator in $End H$ and $H$ is orthogonal direct sum \( \sum \) of subspaces $H_i, i \in \mathbb{Z}$ will be said to be quasiorthogonal decomposition or Riesz decomposition. If the operator $U$ can be represented in the form $U = I + W$, where $W \in \sigma_2(H)$ then the quasiorthogonal decomposition is called a Bari decomposition.

Further, according to [25, Ch.5] the system of subspaces $UH_i, i \in \mathbb{Z}$ is a basis of subspace equivalent to an orthogonal one, or a rectifiable basis [26].

We go back to the Definition 6. Let the operator $A_i$ have the bi-invariant subspace $M \subset H$. Then the operator $A_i$ have the bi-invariant subspace $UM$. This subspace is called the Riesz bi-invariant subspace. If the transformation operator $U$ (see Definition 6) can be represented in the form $U = I + W$, $W \in \sigma_2(H)$ then the bi-invariant subspace $UM$ is called the Bari bi-invariant subspace.

Going back to the perturbed operator $\tilde{A} : D(\tilde{A}) \subset H \to H$, let $\tilde{P}_n, n \in \mathbb{Z}$ be the spectral projections $\tilde{P}_n = P(\{\mu_n\}, \tilde{A}), n \in \mathbb{Z}$, corresponding to the one-point spectral sets $\sigma_n = \{\mu_n\}, n \in \mathbb{Z}$, of the operator $\tilde{A}$, and $\tilde{P}_{(k)} = \sum \tilde{P}_i$. From the Lemma 2, Lemma 4 and Theorem 4, we derive

**Theorem 5.** The spectral projections $\tilde{P}_i, \|i\| > k, \tilde{P}_{(k)}$ are given by

$$
\tilde{P}_i = (I + G_kX_*)P(I + G_kX_*)^{-1},
$$

$$
\tilde{P}_{(k)} = (I + G_kX_*)P_{(k)}(I + G_kX_*)^{-1},
$$

$$
\tilde{P}_i - P_i = (G_kXP_i - P_iG_kX_*)(I + G_kX_*)^{-1},
$$

$$
\tilde{P}_{(k)} - P_{(k)} = (G_kXP_{(k)} - P_{(k)}G_kX_*)(I + G_kX_*)^{-1}, \|i\| > k.
$$

The subspaces $\text{Im} \tilde{P}_i, \text{Ker} \tilde{P}_i, \|i\| > k$, $\text{Im} \tilde{P}_{(k)}, \text{Ker} \tilde{P}_{(k)}$ are bi-invariant Riesz subspaces for the operator $\tilde{A}$.

4. **Conclusion**

In this paper we discussed a few spectral properties of the operator $\tilde{A}$ given by a matrix $\tilde{A}$ of the form (1). Asymptotic estimates of eigenvalues were obtained. We also looked at an (infinite) matrix as a map and provided relevant definitions and basic facts. The main method for this exploration was the method of similar operators which allowed us to reduce the operator to one with a block-diagonal matrix. A matrix $\tilde{A}$ can be considered as a matrix of forth-order difference operator. A matrix $\tilde{A}$ also is a matrix of Hill operator with a special kind of potential. Thus, the results obtained can be applied to difference and differential equations.
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