Salt parameterization can drastically affect the results from classical atomistic simulations of water desalination by MoS2 nanopores†
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Water scarcity is a reality in our world, and scenarios predicted by leading scientists in this area indicate that it will worsen in the next decades. However, new technologies based on low-cost seawater desalination can prevent the worst scenarios, providing fresh water for humanity. With this goal, membranes based on nanoporous materials have been suggested in recent years. One of the materials suggested is MoS2, and classical Molecular Dynamics (MD) simulation is one of the most powerful tools to explore these nanomaterials. However, distinct force fields employed in MD simulations are parameterized based on distinct experimental quantities. In this paper, we compare two models of salt that were built based on distinct properties of water–salt mixtures. One model fits the hydration free energy and lattice properties, and the second fits the crystal density and the density and the dielectric constant of water and salt mixtures. To compare the models, MD simulations for salty water flow through nanopores of two sizes were used – one pore big enough to accommodate hydrated ions, and one smaller in which the ion has to dehydrate to enter – and two rigid water models from the TIP4P family – TIP4P/2005 and TIP4P/e. Our results indicate that the water permeability and salt rejection by the membrane are more influenced by the salt model than by the water model, especially for the narrow pore. In fact, completely distinct mechanisms were observed, and they are related to the characteristics employed in the ion model parameterization. The results show that not only can the water model influence the outcomes, but the ion model plays a crucial role when the pore is small enough.

1 Introduction

One of the greatest challenges of our time is concerned with water scarcity. Currently, our freshwater resources are dwindling at an unprecedented rate due to a high imbalance between clean water demand and total supply.1 In the face of growing water scarcity, it is critical to understand the potential of salty water desalination as a long-term water supply option.2 The Reverse Osmosis (RO) system is considered the leading desalination process and the best available option in terms of energy consumption.3 This technique is based on a membrane separation method. However, the energy and monetary cost of RO with the current membranes are high mainly because of membrane fouling phenomena. A new and promising technology is to use membranes made of materials4 such as graphene5,6 and molybdenum disulfide,7 which show improved permeability potential and exceptional separation capability.

The key component of a good membrane is the balance between water permeability and salt rejection, in such a way that the next-generation membranes need to be very selective.8 Molecular dynamics simulations are a powerful tool to mimic a reverse osmosis system at the nanoscale.9 It helps us to get insights to design new membrane materials and better understand the water–salt–nanopore relationship.6 The water flux through the membrane can be generally related to its specific permeability by the following expression: \( A_m = \phi(P - \Pi) \), in which \( A_m \) is the membrane specific permeability, \( \phi \) is the water flux, \( P \) is the applied pressure and \( \Pi \) is the osmotic pressure. All these quantities can be obtained or controlled by designing the system for molecular dynamics simulations.

Graphene based nanomembranes are well known in the literature5,10 and have been extensively studied, showing efficiency in water desalination.4,11 Another promising material is nanoporous molybdenum disulfide (MoS2). Its efficiency has been investigated by molecular dynamics simulations12–15 and experimental work,16–19 showing that the combination of hydrophobic and hydrophilic sites in the nanopore can increase the desalination performance.
Molecular dynamics simulations are a suitable theoretical approach to understand the physics behind nanofluidic systems as they allow for probing the microscopic behavior of atoms while performing timescale feasible simulations. In addition, to represent the system computationally one has to face the challenge of designing a model capable of encoding the main physics of the problem. It is said that the model chosen to represent the interactions of the atoms is the seed from which the whole dynamics arise following the classical equations of motion. In the specific case of classical atomistic molecular dynamics simulations, most of the force fields use simple additive, nonpolarizable, and pairwise potentials for atomic interactions. In the case of water, rigid nonpolarizable models are extensively employed in simulations of bulk and nanoconfined systems. Efforts have been made to include polarization in classical models, but nonpolarizable salt and water remain as the main models in MD simulations of desalination.

Another issue that has to be handled with care relies on the optimization of specific ion parameters for specific water models. As Döpke and co-authors have recently shown, salt models optimized for SPC/E and TIP3P water can lead to wrong predictions when dissolved in TIP4P/2005 water. This is relevant as the TIP4P/2005 model is one of the best and most employed rigid water models.

In recent work about water desalination by nanopores, the ion model proposed by Joung and Cheatham has been employed. This model, which will be referred to as NaCl/J, was parameterized based on the hydration free energies of the solvated ions and lattice parameters of salt crystals and has good agreement with several experimental studies. These parameters were optimized in combination with some of the most classical water models, as SPC/E, TIP3P, or TIP4P/Ew water. Also, as Liu and Patey and Döpke et al. discuss in their work, the ion parameters optimized for TIP4P/Ew can be transferred to TIP4P/2005 water without a loss of accuracy. On the other hand, the dielectric discontinuity of water near interfaces and nanopores plays a crucial role in salt behavior. Recently, Fuentes and Barbosa proposed the NaCl/e model. This model was parameterized to reproduce the experimental values of the density of the crystal and the density and dielectric constant of the mixture of salt with water in a diluted solution when combined with the rigid water model. To reproduce these properties and correct for the nonpolarizability of the model they propose a screening factor in the Coulomb interaction – usually, nonpolarizable models are parametrized based on the Lennard-Jones (LJ) potential parameters only.

Besides that, the atomic partial charge of MoS2 atoms leads to exotic flux behaviors. The molybdenum in the centre attracts water, and then the sulfur on the other side pushes it away. The charge distribution affects the overall flux as reported by previous studies. A preliminary simulation is documented in the ESI for further information on this topic.

In this paper, we answer the question about how distinct ionic models influence the study of MoS2 membrane water desalination. To do so we compare a model of ions constructed based on hydration and crystal properties, and a model constructed to reproduce the density and dielectric constant of water and salt mixtures. To compare the models, two nanopore sizes were used: one pore big enough to accommodate hydrated ions, and one smaller in which the ion has to dehydrate to enter. Our paper is organized as follows. In Section 2 we introduce our model and the details about the simulation method. In Section 3 we show and discuss our results, and the conclusions are presented in Section 4.

2 Methods and simulational details

One of the most employed methodologies to simulate the saltwater desalination process in MD simulations is based on the creation of a box with the membrane located between two confined reservoirs, one of pure water and another one with saltwater, as we show in Fig. 1. The reservoirs can be confined by graphene barriers, for example. This barriers are used as pistons to control the confined solution pressure. To mimic the water driving force throughout the membrane, one has to apply different pressures in each reservoir. These pressures are simulated by applying a force \( F \) on each piston atom as calculated by \( F = (\Delta P)A/n \), where \( P \) is the desired pressure, \( A \) refers to the area that the pressure is applied on (equal to the piston surface area), and \( n \) is the number of carbon atoms in each carbon sheet.

Molecular dynamics was performed using the LAMMPS package. The initial system in between the graphene barriers is 4 × 4 × 12.5 nm in the x, y, and z directions, respectively. Periodic boundary conditions were used in all directions. By doing that, one has to use a simulation box large enough in the z direction in order to guarantee that the molecules don't interact with each other across that boundary. The saltwater used has an almost 1 mol L\(^{-1}\) solution concentration (170 ions for 4930 water molecules), higher than the average seawater salinity of 0.6 mol L\(^{-1}\). The pure water side contains 1550 molecules.

The salt and water Lennard-Jones parameters and charges were taken from the papers that proposed each model: the NaCl/e model, the NaCl/J model, the Tip4p/e model, and Tip4p/2005. The parametrization of a reactive many-body
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Density at 1 g cm\(^{-3}\) equilibrates and the piston pressure reaches the equilibrium ambient pressure. After some simulation steps, the solution a force on each carbon atom in order to produce the desired graphene pistons free to move in the\footnote{The illustration of the system equilibration with the nanopore closed (top) and the schematic depiction of the non-equilibrium scheme when the nanopore is opened (bottom): the pressure on the left graphene sheet is constant and equal to atmospheric pressure, 1 bar, while distinct higher values are applied on the right graphene sheet, ranging from 1000 to 10 000 bar.}

Fig. 2-up. Pressure control was performed by leaving the nanopores. However, as Losey and co-workers have shown in recent work,\textsuperscript{28} the TIP4P and TIP4P/2005 water models have similar flow rates. In agreement with this result, our simulations show that when the same model of salt is employed, the membrane permeability for both TIP4P/2005 and TIP4P/\(\varepsilon\) is approximately the same – the differences are smaller than the error bar, as we can see in Fig. 3, from both nanopore sizes. Changing the salt model to NaCl/\(\varepsilon\) affects the water permeation in the widest nanopore at the higher values of pressure. As we can see in Fig. 3(a), when the applied pressure is 10 000 bar the combination of TIP4P/\(\varepsilon\) + NaCl/\(\varepsilon\) shows a higher water flow rate. On the other hand, the water permeability is small for this combination in the case of nanopores with a 0.74 nm diameter, as shown in Fig. 3(b). Actually, the permeability is small and approximately constant for the three smallest values of the applied pressure – a huge pressure gradient is necessary to create a bigger water flow through the nanopore, a water flow capable of pushing the blocking ion through the nanopore.

The distinct values of water permeation for each combination of water and salt models, as well as for each nanopore size, Fig. 3, are related to distinct salt rejection. As we show in Fig. 4(a), the salt rejection in the wider pores decreases with the applied potential was used as LJ parameters and charges values for molybdenum and sulfur, as proposed by Kadantsch and Hawrylak.\textsuperscript{57} The carbon parameters from the graphene piston were taken from the seminal work on confined water by Hummer and co-workers.\textsuperscript{58} The models employed in this work are summarized in Table 1. For simplicity, the MoS\(_2\) membrane remained fixed in all simulations, and the graphene sheet has freedom only in the flow direction. For the non-bonded interactions, the Lorentz–Berthelot mixing rules were employed. The long-range electrostatic interactions were calculated by the particle–particle–particle–mesh method and the LJ cutoff distance was 1 nm. The SHAKE algorithm was used to keep the water molecules rigid.

First, each energy simulation was minimized for 0.5 ns in the NVE ensemble. It means that the graphene sheets are frozen at that time. After that, the simulations were equilibrated with the constant number of particles, pressure, and temperature (NPT) ensemble for 1 ns at 1 bar and 300 K, as illustrated in Fig. 2-up. Pressure control was performed by leaving the graphene pistons free to move in the \(z\)-direction and applying a force on each carbon atom in order to produce the desired ambient pressure. After some simulation steps, the solution equilibrates and the piston pressure reaches the equilibrium density at 1 g cm\(^{-3}\). Then, the graphene sheets were frozen and 2 ns simulations in the NVT ensemble were performed to further equilibrate the system. The Nosé–Hoover thermostat was used with a time constant of 0.1 ps.\textsuperscript{59,60}

Next, the nanopore was opened by removing the desired atoms of molybdenum and sulfur in order to keep the membrane charge neutral. The two nanopores studied have 0.74 nm and 0.97 nm diameters respectively. The nanopore sizes were calculated by using the center-to-center distance of atoms. Finally, external pressure was applied on the feed side and non-equilibrium running was carried out for 10 ns, as illustrated in Fig. 2-bottom. Each run was averaged over 3 sets of simulations with different initial thermal velocity distributions. The feed pressures range from 1000, 2500, and 5000 to 10 000 bar. We used such high pressures for statistical purposes.

### 3 Results and discussion

Distinct models can lead to different water flow rates in nanopores because the different number of sites, flexibility, partial charges, and LJ parameters can strongly change the observed flow.\textsuperscript{28} In a similar way, the ion parameters can affect the ionic blockage and binding in biological\textsuperscript{21,61} and synthetic nanopores.\textsuperscript{52–65} In fact, a considerable number of factors affect the ion entry in nanopores.\textsuperscript{62,66} In order to investigate the role of screening, we evaluate the water and ion flow through nanopores with diameters of 0.97 nm or 0.74 nm using two distinct water and ion models. For the wider diameter, the ion enters in the nanopore screened by water, while for the smaller diameter the ion has to strip out the water in order to penetrate the pore. These two cases allow us to compare not only the model effect but the screening effect. For the sake of comparison, the results with the NaCl/\(\varepsilon\) model and smallest nanopore are compared to the results presented in ref. 7 and documented in the ESL.\textsuperscript{†}

Despite the fact that TIP4P/2005 and TIP4P/\(\varepsilon\) both have 4 charged sites, we can expect that the distinct values of their parameters can affect the permeability of pure water through nanopores. However, as Losey and co-workers have shown in recent work,\textsuperscript{28} the TIP4P and TIP4P/2005 water models have similar flow rates. In agreement with this result, our simulations show that when the same model of salt is employed, the membrane permeability for both TIP4P/2005 and TIP4P/\(\varepsilon\) is approximately the same – the differences are smaller than the error bar, as we can see in Fig. 3, from both nanopore sizes.

| Table 1 | The Lennard-Jones parameters and atomic charges employed in the simulations |
|---|---|---|
| \(\sigma_{LJ}\) (\(\text{Å}\)) | \((\epsilon_{LJ} \text{ kcal mol}^{-1})\) | Charge (\(e\)) |
| Na\(^+\) | 2.52 | 0.0346 | 1.0 |
| Cl\(^-\) | 3.85 | 0.3824 | –1.0 |
| Na\(^+\) | 2.18 | 0.1684 | 1.0 |
| Cl\(^-\) | 4.92 | 0.0117 | –1.0 |
| O-Tip4p/\(\varepsilon\) | 3.165 | 0.1848 | –1.054 |
| H-Tip4p/\(\varepsilon\) | 0.0 | 0.0 | 0.5270 |
| O-Tip4p/2005 | 3.1589 | 0.1852 | –1.1128 |
| H-Tip4p/2005 | 0.0 | 0.0 | 0.5564 |
| Mo\(^6\) | 4.20 | 0.0135 | 0.6 |
| S\(^\text{S}2\) | 3.13 | 0.4612 | –0.3 |
| C\(^\text{S}5\) | 3.40 | 0.0860 | 0.0 |

\(\epsilon_{LJ}\) is the energy at which the potential curve (LJ potential) flattens. The LJ parameters were chosen to correspond to the neutral state of the ions. The atomic charges are taken from the literature.\textsuperscript{57,61}
pressure, and NaCl/e has the smallest rejection at higher pressure – in agreement with the higher water permeability. For the narrow pore, the system with NaCl/j salt shows 100% rejection as shown in Fig. 4(b) and in agreement with our previous results.13 In the case of the Na/e salt model, a few ions can cross the pore. The membrane specific permeability, computed from the slope of Fig. 3, was obtained for each mixture and nanopore size and the results are summarized in Table 2.

To understand the water and ion permeation through the pore, we evaluate the Mean Passage Time (MPT) of the different ion models through the nanopore with the two studied diameters. As we show in Fig. 5(a) and (b), the Cl/e anions are responsible for the nanopore blockage when this model is employed. Despite the case of 10 000 bar applied pressure, in all cases the chlorine takes a long time to pass the pore and therefore is the ion blocking the pore. Even for the wider nanopore, the blockage time is relevant at lower pressures, with the Cl anion remaining for almost 5 ns, or half of the production time, inside the pore. On the other hand, the Cl/j anion remains for short times inside the nanopore with a 0.97 nm diameter, which explains the higher water permeability and smaller ionic rejection, and never enters the smallest pore, as shown in Fig. 5(b).

For the smaller pore, the fact that distinct mechanisms are responsible for the ionic rejection is interesting. For NaCl/e the pore is blocked by the chlorine anion (see Fig. 5(b) and 8), while for the NaCl/j model the chlorine never enters the pore. In addition, the sodium cation takes a short time to pass the wider nanopore, as illustrated in Fig. 5(c). At this point, it is relevant
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**Fig. 3** Membrane water permeability for distinct combinations of water and salt models and (a) nanopores with a 0.97 nm diameter and (b) with a 0.74 nm diameter. Error bars are the deviation from the mean value – error bars smaller than the point are not shown.

![Salt rejection](image2)

**Fig. 4** Salt rejection for distinct combinations of water and salt models and (a) nanopores with a 0.97 nm diameter and (b) with a 0.74 nm diameter. Error bars are the deviation from the mean value – error bars smaller than the point are not shown.

| Mixture                   | A_{m} [LMH/bar] | Diameter [nm] |
|---------------------------|-----------------|---------------|
| TIP4P/e–NaCl/e            | 108.2 (17.5)    | 0.97          |
| TIP4P/e–NaCl/j            | 104.1 (28.6)    | 0.74          |
| TIP4P/2005–NaCl/j         | 118.7 (25.8)    | 0.74          |
| TIP4P/e–NaCl/e            | 5.9 (5.1)       | 0.97          |
| TIP4P/e–NaCl/j            | 17.2 (5.7)      | 0.74          |
| TIP4P/2005–NaCl/j         | 18.4 (5.8)      | 0.74          |
| Nanopore density          | 6.25 × 10^{12} cm^{−2} |            |

**Table 2** The membrane specific permeabilities (A_{m}) obtained for such nanopore sizes considering a nanopore density of 6.25 × 10^{12} cm^{−2}. The numbers inside the parentheses are the membrane specific permeability standard deviations evaluated in this work.
to emphasize that the ionic passage through small pores has
two main events: first the ion must hit the pore, and secondly
it needs to have enough energy to overcome the energetic
penalty related to leaving the bulk, entering the pore with a
distinct dielectric constant, and crossing the pore to the bulk
again. The first process is a classical problem from statistical
mechanics, depending mainly on the system density and pore
area.\textsuperscript{67,68} In the second process the penalties can depend on
the nanopore size, ion hydration, ion charge, pore chemical
characteristics and pore geometry.\textsuperscript{47,62} Therefore, we will
now analyze how the salt model properties influence the ion
translocation event.

The ion translocation process is analyzed by the Potential of
Mean Force (PMF), which quantifies the energy profile as the
ion leaves the bulk, enters the pore, crosses it and leaves to the
other bulk region. Here, the PMF calculations were performed
by preparing a set of different systems in which one specific ion
is frozen in a position along the $z$ direction, aligned with the
center of the nanopore. At this specific position, we run 0.5 ns
of simulation, the time required for the salt and water around
the ion to achieve equilibrium, with the pore closed and without
a pressure gradient. Then, the external pressure is increased to
1000 bar and the nanopore is opened. With the ion still fixed in
space, we evaluated the force felt by this ion for another 0.5 ns.
After that, we increased the $z$ position of the ion by $dz = 0.5 \, \text{Å}$,
and repeated the steps in the equilibrium and in the non-
equilibrium and so on until the ion crosses the pore to the
other bulk region. After that, the PMF was obtained by the
integration of the total mean force along the $z$ direction. In this
procedure the ions are forced to assume a position along the
central pore axis independent of ion hydration. Therefore, this
PMF doesn't take into account the dehydration energy penalty –
the dehydration will be discussed further.

The PMF calculations were done using only the TIP4P/\textit{e}
water for two complementary reasons. First, the permeation
seems to be more sensitive to the ion model rather than to the
water model. Second, the electrostatic barrier related to the
dielectric discontinuity from the bulk water to the nanopore
region is relevant, and this water model was parameterized to
provide the correct value of the bulk water dielectric constant.\textsuperscript{56}
In the same spirit, NaCl/\textit{e} was parameterized to reproduce the
dielectric constant of the mixture of salt with water in a diluted
solution.\textsuperscript{18}

As we show in Fig. 6(a), the energetic penalty for a sodium
ion to leave the bulk and to enter the nanopore with diameter
0.74 nm is more than 5 times the thermal energy at 300 K,
$k_B T = 0.6 \, \text{kcal mol}^{-1}$. This explains why we have to apply a
huge pressure to observe a Na cation inside this small pore.
On the other hand, the energy barrier for a Cl anion is much
smaller, comparable with the thermal energy, for both models.
Therefore the anion can penetrate the pore only due to thermal
fluctuations at room temperature. However, the central well has
a deepness of 4 to 5 times $k_B T$, created by the attraction with
the central layer of positively charged molybdenum. Then the
Cl\textsuperscript{−} gets trapped. This, however, does not explain why Cl/\textit{e}
enters and blocks the nanopore, while Cl/J never leaves the bulk
to the pore.

The reason for the distinct blockage when the two models
are compared for the nanopore with diameter 0.74 nm is
that the NaCl/J model is more hydrated than the NaCl/e model.
The different screening factors employed affect the water distribution around the ions. In Fig. 7(a) we show the radial distribution function, \(g(r)\), of the oxygen atoms of the water molecules around the distinct species of ions. For the sodium ions, the peaks are smaller for the Na/e than for the Na/J model. For the Na ion, however, the peak distances are the same and the water structure around Na is independent of the water model. On the other hand, for the chlorine ions, not only are the peaks for Cl/e smaller, but the water seems more disordered: the depletion between the first and second hydration layer is shallower, and the curve is almost flat after this second peak. This is confirmed when we evaluate the hydrogen bond (HB) distribution near the pore, as shown in Fig. 7(b) (the HB distribution was obtained by following distance and angular criteria considering \(r_{O-O} < 3.5\,\text{Å}\) and \(\theta_{\text{OH-O}} < 30^\circ\)). As we can see, for the NaCl/e model more than 60% of the water molecules form less than one HB on average. On the other hand, when the NaCl/J model is employed each water molecule forms more than one hydrogen bond. Therefore the salt model not only affects the ion wettability, but can also effectively change the water HB network. Then, due the higher hydration and the higher
number of HBs by water molecules, the Cl/e can strip out this water easily in comparison to the Cl/J model and enter the channel. This “water stripping” is essential, since the small nanopore diameter of 0.74 nm makes it impossible for a hydrated ion to penetrate the pore – as we have observed and show in the upper snapshot of Fig. 8.

The nanopore with diameter 0.97 nm is wide enough to accommodate hydrated ions, as we show in the lower panel of Fig. 8. This hydration makes the dielectric discontinuity between the bulk and the pore small, decreasing the energetic penalty for the ion current through the nanopore. The barrier, illustrated in Fig. 9(a), for the sodium ions is now smaller than twice the thermal energy. Therefore, the ions can cross the pore as the pressure increases, as we have observed in Fig. 4(a). Also, the depth of the well for Na/e is small – so we observe a smaller ion rejection. This is also a consequence of the screening of the Coulomb interaction between the salt and the pore ions, which should rule the PMF when the ions are hydrated and the dielectric discontinuity is small. And, for this nanopore, we do not observe a significant difference in the PMF for both Cl models, which can explain why the mean passage times of the chlorine ions for both models are comparable in the wide pores, especially at high pressure, as shown in Fig. 5(a). In a similar way, the water HB distribution near the pore region is similar for both ion models, as Fig. 9(c) shows. The small difference for NaCl/e leading to fewer HBs can also be associated with the small ion rejection observed for this salt model.

These results indicate that the effect of ion rejection depends on the ion model applied. In one case, using the model that did not reproduce properly the dielectric constant of water and salt mixtures, the rejection is due to the dielectric discontinuity and the energetic penalty associated with the ion dehydration. In the other case, employing the model that reproduces the bulk dielectric constant of salt and water mixtures, the pore is blocked by the chloride ion. Obviously, the second case is not interesting since it does not allow water permeation through the pore. This blockage was observed in experiments for single-layer graphene membranes and has also been suggested by DFT modeling of functionalized graphene nanopores. This effect is well known for polymeric membranes and it is a big challenge in reverse osmosis engineering. However, it was not reported experimentally or by simulations for MoS2 membranes so far we know. These results indicate that extensive research has to be done, especially experimental studies, to see if there is ionic blockage or not for MoS2 small nanopores as membrane fouling control is one of the most important performance parameters for next-generation membrane materials.

4 Conclusions

We have performed an extensive study on how the selection of the ionic model can affect the water flow and ionic rejection by MoS2 membranes. We employed two water models from the rigid TIP4P family: the traditional and well-established TIP4P/2005, and TIP4P/e, recently proposed to provide the correct value of the bulk water dielectric constant. For the salt model we chose the model proposed by Joung, namely NaCl/J, and NaCl/e. The second salt model, combined with the TIP4P/e water, can reproduce the dielectric constant of water and salt mixtures.

Our simulations indicate that the water and ion permeation through the nanopores is more sensitive to the ion model than...
to the water model employed. In fact, the screening proposed in NaCl/water leads to the ionic blockage of the nanopore with a small diameter. This mechanism was not observed previously. Also, the water around NaCl/water ions is more structured, which influences the ion entrance into the pore.

These results indicate that distinct mechanisms can occur depending on the salt model, not only distinct quantitative results but completely different physical behaviors. Besides that, it is well known that the next generation membrane materials for desalination technology must be very selective and fouling resistant. In order to clarify this point an experimental investigation is necessary on MoS$_2$ nanopores with a diameter comparable with the ion diameter – so the ion has to be dehydrated to penetrate the pore.
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