THE CAUCHY PROBLEM FOR A QUASILINEAR SYSTEM OF EQUATIONS WITH COUPLING IN THE LINEARIZATION
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Abstract. The Cauchy problem for a quasilinear system of hyperbolic-parabolic equations is addressed with the method of linearization and fixed point. Coupling between the hyperbolic and parabolic variables is allowed in the linearization and we do not assume the Friedrich's symmetrizability of the system. This coupling results in linear energy estimates that prevent the application of Banach’s contraction principle. A metric fixed point theorem is developed in order to conclude the local existence and uniqueness of solutions. We show that the boundedness in the high norm and contraction in the low norm can be incorporated into the formulation of the fixed point by introducing the notion of a closed extension of the solution map. We apply our results to the Cattaneo-Christov system for viscous compressible fluid flow, a system of equations whose inviscid part is not hyperbolic.

1. Introduction

The present work revisits the local in time well-posedness for the Cauchy problem of a system of hyperbolic-parabolic partial differential equations. This problem has been fairly studied before, for example, in the purely hyperbolic symmetric case one can revise \[37\], \[19\], \[24\], \[26\], \[34\], \[36\] and for the composite hyperbolic-parabolic case we have the standard literature \[20\], \[27\], \[39\], \[48\]. Consider the equation,

\[
A^0(U)_t + A^i(U)\partial_i U - B^{ij}(U)\partial_i \partial_j U + D(U)U = F(U; D_x U),
\]

where the summation convention has been used. Here \(U\) stands as the variable to be determined and is such that \(U = U(x,t) \in \mathbb{R}^N\) for all \((x,t) \in \mathbb{R}^d \times [0,T]\) for some \(T > 0\) given. The coefficients are matrices of order \(N \times N\) dependent on \(U\). Equations of the form \(\text{(1.1)}\) often appears in compressible fluid dynamics (see \[9\], \[11\], \[25\], \[34\] and \[38\], for example).

We use the \textit{linearization and fixed point} method. The essence of this method is first to obtain sufficiently strong energy estimates for the Cauchy problem of a linear version of \(\text{(1.1)}\) (see equation \(\text{(1.2)}\)) in order to show its well-posedness. Then, such estimates are used to define a Banach space \(Y\), a subset \(X \subset Y\) and an operator \(T\) such that \(T : X \rightarrow X\) is well-defined as \(T(U) = V\) where,

\[
A^0(U)V_t + A^i(U)\partial_i V - B^{ij}(U)\partial_i \partial_j V + D(U)V = F(U; D_x U)
\]

is the associated linear system, often refer as the \textit{linearization}. One shows that this operator has a unique fixed point, \(U_\infty \in X\) that corresponds to a unique local solution of the system \(\text{(1.1)}\) satisfying some given initial condition.

There are different ways to approach the existence of the fixed point of \(T\). Although
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one can use topological fixed point arguments (see [14] and [15] and [48] for example), we take focus in the application of metric fixed point theorems. In this case, it is common to define an iteration that approximates the solution of the initial value problem for (1.1), say \( T(V^k) = V^{k+1} \). Then, the sequence of real numbers \( a_k := \|T(V^{k+1}) - T(V^k)\|_Y \) is considered and it has been reported to satisfy two types of inequalities:

1. There is a constant \( 0 \leq \alpha < 1 \) such that \( a_k \leq \alpha a_{k-1} \) (cf. [19], [20] and [24]).
2. There is a constant \( 0 < \alpha_1 < 1 \) such that \( a_k \leq \alpha_1 a_{k-1} + \beta_k \), where \( \{\beta_k\} \) is a sequence chosen with the property that \( \sum_k \beta_k < \infty \) (cf. [26], [31], [36] and [39]).

In the first case, this means that the operator \( T \) is a contraction, so Banach’s fixed point theorem yields the existence and uniqueness of the fixed point of \( T \). Meanwhile, in the second case, although \( T \) is not a contraction (but almost), the inequality implies that \( \sum_k a_k < \infty \). Hence, \( \{T(V^k)\} \) is a Cauchy sequence in \( Y \). Then, a fixed point of \( T \) can be shown to exist.

Consider Kawashima’s results [20]. Here, a split is done in the unknown variable of the linear equation (1.2), \( V = (\hat{u}, \hat{v})^\top \), and it is assumed that the hyperbolic variable \( \hat{u} \) is decoupled from the parabolic variable \( \hat{v} \). This means that a particular block structure on the matrix coefficients of (1.2) is assumed, namely,

\[
\begin{align*}
A^0_1(u,v)\partial_t \hat{u} + A^1_1(u,v)\partial_t \hat{v} &= f_1(U,D_x v), \\
A^0_2(u,v)\partial_t \hat{v} - B^1_{21}(u,v)\partial_t \partial_j \hat{v} &= f_2(U,D_x U),
\end{align*}
\]

(1.3)

where \( U = (u,v)^\top \in X \) is given and the matrix coefficients are such that the equation for \( \hat{u} \) is symmetric hyperbolic and the equation for \( \hat{v} \) is symmetric strongly parabolic. By making this assumption, we can obtain strong enough energy estimates to assure that the mapping \( T \) can be classified in case (1). Furthermore, as equation (1.3) suggests, when dealing with the following quasilinear equation,

\[
\begin{align*}
A^0_1(u,v)\partial_t u + A^1_1(u,v)\partial_t u + A^1_{12}(u,v)\partial_t v &= g_1(U,D_x v), \\
A^0_2(u,v)\partial_t v + A^1_{21}(u,v)\partial_t u + A^1_{22}(u,v)\partial_t v - B^1_{21}(u,v)\partial_t \partial_j v &= g_2(U,D_x U),
\end{align*}
\]

(1.4)

is enough to consider its linear version as (1.3) as long as we take

\[
\begin{align*}
f_1(U,D_x v) &= g_1(U,D_x v) - A^1_{12}(u,v)\partial_t v \\
f_2(U,D_x U) &= g_2(U,D_x U) - A^1_{21}(u,v)\partial_t u - A^1_{22}(u,v)\partial_t v.
\end{align*}
\]

(1.5)

See [15], [21], [27] and [28], for example. In particular, we say that a linear system of the form (1.2) has coupling between the hyperbolic and parabolic variables if the spatial derivatives of the parabolic variable appear in the evolution equation for the hyperbolic variable.

In [39], Serre treats the local existence of the Cauchy problem for a quasilinear system of the form (1.1) (with \( D(U) = 0 \) and \( F(U,D_x U) = 0 \)) but assumes that the system can be derived from a viscous system of conservation laws that are entropy-dissipative. Due to this structure, Serre provides his own normal form, which is reminiscent to the symmetrizability of the so called reduced hyperbolic system ([40]). Moreover, he manages to enlarge the class of initial data to \( H^s(\mathbb{R}^d) \) where \( s > d/2 + 1 \) (instead of \( s \geq d/2 + 2 \) established in [20]). In particular, in Serre’s treatment of the linear problem, the dissipative term is written in conservative form, \( A^0 \) and \( A^i \) are symmetric for all \( i = 1, \ldots, d \) while \( A^0 \) is positive definite. No
decoupling assumption is needed to obtain the linear energy estimates and these are strong enough to classify Serre’s fixed point argument in case (2). In this work we assume coupling in the linearization and present a third case, one in which \( \{a_k\} \) satisfies the inequality

\[
(3) \quad a_k \leq \alpha_0 (a_{k-1} + a_{k-2}) \text{ for some } 0 < \alpha_0 < \frac{1}{2}, \text{ for all } k \geq 2.
\]

As we will show in Lemma 1, this is enough to prove that \( \sum a_k < \infty \) and ultimately conclude the existence of a unique fixed point of \( T \).

It is well known that in this type of problems, \( X \) is not necessarily a closed subset of \( Y \) (see [26, Lemmas 2.1 and 2.2]). Thus, in principle, is not clear that \( \{T(V^K)\} \) converges to an element of \( X \). For this reason, in Theorem 5.1, we only provide the existence and uniqueness of a fixed point for an extension of \( T \), say \( \tilde{T} \). Then, in section 9 we show that the range of \( \tilde{T} \) has a small gain in regularity implying that its fixed point actually belongs to \( X \). Both this property and the existence of \( \tilde{T} \) are consequence of the existence of energy estimates as it is shown in Theorems 9.2 and 9.1 respectively.

In particular, the method presented highlights the fact that equation (1.2) doesn’t require a full Friedrichs’ symmetrizer in order to obtain the energy estimates. Moreover, we don’t even require the hyperbolicity of the non-diffusive part of equations (1.1) and (1.2) (that is, formally setting \( B^{ij} = 0 \)). We provide an example with such property in section 10.

2. Motivation

This work has been motivated by the study of the Cattaneo-Christov system for compressible fluid flow ([3], [7], [12], [10], [42], [43], [44], [45]). This system comprises the basic equations in compressible fluid dynamics i.e. the conservation of mass, the balance of momentum and the balance of energy, written in quasilinear form, coupled with Christov’s evolution equation for the heat flux, namely

\[
\tau [q_t + v \cdot \nabla q - q \cdot \nabla v + (\nabla \cdot v)q] + q = -\kappa \nabla \theta,
\]

where \( q \) is the heat flux, \( v \) is the velocity field, \( \theta \) is the temperature, \( \tau \) is the thermal relaxation time and \( \kappa > 0 \) is the heat conductivity coefficient. Similar couplings with Cattaneo type models for the heat flux have been studied before in many different settings (see [3], [6], [8], [23], [35], [42] and [47] for example).

Christov’s equation (2.1) is a frame indifferent formulation of the classical model of Cattaneo ([5], [44]) that was developed to correct the infinite speed of propagation of heat predicted by Fourier’s heat flux model as well as to agree with the objectivity principle in continuum dynamics ([7], [33]). This system of equations can be written in the quasilinear form (1.1) with \( U = (\rho, v, q, \theta) \in \mathbb{R}^{2d+2} \) where \( d \) is the space dimension. By introducing \( q \) as a dynamical variable, the diffusion term is taken out of the equation for the energy, contrary to the Navier-Fourier-Stokes system. Instead, (2.1) introduces a zeroth order term in its quasilinear form. This feature suggested the study of its strict dissipativity. In lay terms, this property states that solutions to the linearized problem around equilibrium states show some decay structure (see [41, Definition 1.1]). If the linearization of (1.1) has a Friedrichs symmetrizer, Kawashima showed that its strict dissipativity is equivalent to require that the dissipation terms do not allow solutions of travelling wave type to be, simultaneously, solutions to the associated hyperbolic system without dissipation (see [41, Theorem 1.1]). In consequence, the strict dissipativity depends
on the matrix coefficients of the linear system (1.2). Therefore, when verifying the strict dissipativity of the linearization of (1.1) the source term in (1.2) only has to contain the linearization of the fully non-linear terms (see [3] equation 2.11 and [41] equation 4.8, for example). Any other type of linearization may not represent the original structure of the coefficients of the quasilinear system (1.1).

In one space dimension, the linearization of the Cattaneo-Christov system around constant equilibrium states, was shown to be strictly dissipative [3]. In this case, the existence of a symmetrizer, allows for the equivalence between the Kawashima-Shizuta condition and the strict dissipativity of the linear system. In turn, this implies the existence of global linear decay rates (see [3, Theorem 5.2 and Corollary 5.3]). To establish the well-posedness of the Cauchy problem for this linear system, we can obtain the energy estimates by standard fashion. However, we found that for certain space $Y$ they are not adequate to yield an operator $T$ with either properties, (1) or (2). It will be shown that, as consequence of the coupling terms in the linearization, the sequence $\{a_k\}$ associated with $T$ satisfies that $a_k \leq \alpha_0 a_{k-1} + \gamma_k$ for all $k \in \mathbb{N}$ for certain $0 < \alpha_0 < 1$ to be chosen. But in this case, contrary to the contractive cases (1) and (2), the sequence $\gamma_k$ cannot be chosen a priori so that $\sum_k \gamma_k < \infty$ thus leading to a different metric fixed point argument.

In several space dimensions, the inviscid Cattaneo-Christov system is not hyperbolic [2]; hence, it is not Friedrichs symmetrizable ([4], [38]). In particular, this means that, even if there is a conservative structure for the Cattaneo-Christov system, there will not exist a convex entropy. As consequence, Serre's results [39] are not applicable to this case. For this reasons, the hyperbolicity of the non-viscous version of (1.1) is not part of the assumptions treated in this work.

3. Notation and basic results

By $L^2 := L^2(\mathbb{R}^d)$ we denote the standard Hilbert space of measurable functions such that $|f|^2$ is integrable over $\mathbb{R}^d$ with the usual norm and inner product denoted as $\|\cdot\|$ and $\langle\cdot,\cdot\rangle$, respectively.

$L^\infty := L^\infty(\mathbb{R}^d)$ stands as the space of bounded measurable functions over $\mathbb{R}^d$, with the norm $\|f\|_\infty = \text{esssup}_{x \in \mathbb{R}^d} |f(x)|$.

We denote $\mathbb{N}$ as the set of natural numbers and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. If $\alpha \in \mathbb{N}_0^d$ then $\alpha = (\alpha_1, \ldots, \alpha_d)$ with each $\alpha_i \in \mathbb{N}_0$, which means that $\alpha$ is a multi-index. In particular, for $\alpha \in \mathbb{N}_0^d$ we write

$$\partial^\alpha_x = \frac{\partial^{\alpha_1}}{\partial x_1} \cdots \frac{\partial^{\alpha_d}}{\partial x_d},$$

and for $k \in \mathbb{N}$, $D^k_x f$ is the set of all partial derivatives $\partial^\alpha_x f$ for $|\alpha| = k$. We agree that $D^1_x = \nabla$ and that $D^0 f = f$. Let $m \in \mathbb{N}_0$. We denote $H^m := H^m(\mathbb{R}^d)$ as the standard Sobolev space

$$H^m(\mathbb{R}^d) = \{ u \in L^1_{\text{loc}}(\mathbb{R}^d) : \partial^\alpha_x u \in L^2(\mathbb{R}^d), \forall \alpha \in \mathbb{N}_0^d \text{ such that } |\alpha| \leq m \}$$

with the norm $\|f\|_m = \left( \sum_{|\alpha| \leq m} \|\partial^\alpha_x f\|^2 \right)^{1/2}$. This norm is generated by the inner product in $H^m$ defined as $\langle f, g \rangle_m = \sum_{|\alpha| \leq m} \langle \partial^\alpha_x f, \partial^\alpha_x g \rangle$. Note that $H^0 = L^2$ and $\|f\|_0 = \|f\|$. We also set $\tilde{H}^m := \tilde{H}^m(\mathbb{R}^d)$ as the Banach space

$$\tilde{H}^m(\mathbb{R}^d) = \{ u \in L^\infty(\mathbb{R}^d) : \nabla u \in H^{m-1}(\mathbb{R}^d) \}$$
with the norm \( \|f\|_m = \|f\|_{L^\infty} + \|\nabla f\|_{m-1} \). When \( m = 0 \) we define \( \hat{H}^0 = L^\infty \) and \( \|f\|_0 = \|f\|_\infty \). The following results can be found in [31].

**Theorem 3.1.** [31] If \( s > \frac{d}{2} \) the space \( \hat{H}^s \) is an algebra under point by point multiplications. That is, if \( f, g \in \hat{H}^s \) their product \( fg \) belongs to \( \hat{H}^s \) and

\[
\|fg\|_s \leq C\|f\|_s\|g\|_s \tag{3.1}
\]

where \( C \) is a constant independent of \( f \) and \( g \). More generally, if \( f \in \hat{H}^s \) and \( g \in H^r \), \( 0 \leq r \leq s \), then \( fg \in H^r \), and

\[
\|fg\|_r \leq C\|f\|_s\|g\|_r \tag{3.2}
\]

where \( C \) is a constant independent of \( f \) and \( g \).

**Theorem 3.2.** [31] Let \( m, n, k \in \mathbb{N}_0 \) such that \( m \geq k \), \( n \geq k \), and \( m + n - k > \frac{d}{2} \). Let \( f \in H^m \) and \( g \in H^n \). Then, the product \( fg \in H^k \), and

\[
\|fg\|_k \leq C\|f\|_m\|g\|_n, \tag{3.3}
\]

with \( C \) independent of \( f \) and \( g \).

**Corollary 1.** [31] Let \( s, r \in \mathbb{N}_0 \) such that \( s > \frac{d}{2} \) and \( 0 \leq r \leq s \). Then \( H^s \times H^r \hookrightarrow H^r \), and for all \( f \in H^s \) and \( g \in H^r \)

\[
\|fg\|_r \leq C\|f\|_s\|g\|_r, \tag{3.4}
\]

where \( C \) is a constant independent of \( f \) and \( g \). In particular, \( H^s \) is an algebra under point wise multiplication and for all \( f, g \in H^s \)

\[
\|fg\|_s \leq C\|f\|_s\|g\|_s \tag{3.5}
\]

in accord with [32] for \( r = s \).

We define the commutator of two functions \( \xi \) and \( w \) as

\[
G_\alpha(\xi, w) := \partial^\alpha_x (\xi w) - \xi \partial^\alpha_x w, \tag{3.6}
\]

and \( G_0(\xi, w) = 0 \) for \( \alpha = 0 \). It satisfies the following estimates (for the proof, see [31])

**Theorem 3.3.** [31] Let \( m, s \in \mathbb{N} \) such that \( s > \frac{d}{2} + 1 \) and \( 1 \leq m \leq s \). Let \( \xi \in \hat{H}^s \) and \( w \in H^m \). Then, for all \( \alpha \in \mathbb{N}_0^d \) with \( |\alpha| \leq m \), the commutator \( G_\alpha(\xi, w) \) belongs to \( H^{m-|\alpha|} \) and

\[
\|G_\alpha(\xi, w)\|_{m-|\alpha|} \leq C\|\nabla \xi\|_{s-1}\|w\|_{m-1}. \tag{3.7}
\]

The following result provides chain rule estimates, (see, [31] and [48], for example)

**Theorem 3.4.** Let \( s \geq 1 \) be an integer and assume that \( v = (v_1, ..., v_N) \in \hat{H}^s \)

Let \( F = F(v) \) be a \( C^s \)-function of \( v \in \mathbb{R}^N \). Then for \( 1 \leq j \leq s \), we have \( D_x F(v) \in H^{s-1} \) and

\[
\|D_x F(v)\|_{s-1} \leq CM(1 + \|v\|_{L^\infty})^j \|D_x v\|_{s-1}, \tag{3.8}
\]

where \( C \) is a positive constant and \( M = \sum_{k=1}^j \sup \{|D_v^k F(v)| : v \leq \lambda := \|v\|_{L^\infty}\} \).
Let \((0, T) \subset \mathbb{R}\) be an interval, and \(X\) a Banach space with norm \(\| \cdot \|_X\). The space \(L^p(0, T; X)\) consists of all strongly measurable function \(u : [0, T] \to X\) such that
\[
\|u\|_{L^p(0, T; X)} := \left( \int_0^T \|u(t)\|_X^p \, dt \right)^{1/p} < \infty
\]
for \(1 \leq p < \infty\) and \(\|u\|_{L^{\infty}(0, T; X)} := \text{ess sup}_{0 \leq t \leq T} \|u(t)\|_X < \infty\). Furthermore, the space \(C([0, T]; X)\) comprises all continuous functions \(u : [0, T] \to X\) with \(\|u\|_{C([0, T]; X)} := \max_{0 \leq t \leq T} \|u(t)\|_X < \infty\).

Let \(u \in L^1(0, T; X)\). We say that \(v \in L^1(0, T; X)\) is the weak derivative of \(u\), written \(u_t = v\), if it satisfies that
\[
\int_0^T \phi'(t)u(t)\, dt = -\int_0^T \phi(t)v(t)\, dt
\]
for all scalar test functions \(\phi \in C^\infty_0(0, T)\) and we set
\[
C^1([0, T]; X) := \{ u \in C([0, T]; X) : u_t \in C([0, T]; X) \}.
\]

For the main properties of Banach spaces involving time we refer the reader to [10], [31], [13], [51].

4. COUPLING VS. UNCOUPLING

In this section we compare the energy estimates obtained from an uncoupled linear system of equations like (1.3) with those obtained in the presence of coupling. Through a simple example we readily show that the energy estimates of a linear equation with coupling between hyperbolic and parabolic variables are not suited for the application of Banach’s contraction principle.

Let \(1 \leq m \leq s\). Assume that \(w\) and \(z\) are given scalar functions such that
\[
w \in C([0, T]; H^m) \cap C^1([0, T]; H^{m-1}),
\]
\[
z \in C([0, T]; H^m) \cap L^2(0, T; H^{m+1}),
\]
and consider the one dimensional system of equations
\[
u_t + u_x = f_1(w, z, z_x), \quad (4.1)
v_t - v_{xx} = f_2(w, z, w_x, z_x), \quad (4.2)
\]
with initial conditions \(u_0\) and \(v_0\) respectively. Assume that \(f_1, f_2, u_0\) and \(v_0\) are smooth enough. In this system the hyperbolic variable \(u\) is decoupled from the parabolic variable \(v\). For all \(|\alpha| \leq m\), apply the operator \(\partial_z^\alpha\) to (4.1), multiply by \(2\partial_z^\alpha u\) and add up all the resulting equations, with respect to \(\alpha\), to obtain,
\[
\frac{d}{dt}\|u\|_m^2 \leq C \left( \|f_1\|_m \|u\|_m + \|u\|_m^2 \right). \quad (4.3)
\]
Using the chain rule and redefining the constant \(C\) we find
\[
\|u\|_m \frac{d}{dt}\|u\|_m \leq C \left( \|f_1\|_m \|u\|_m + \|u\|_m^2 \right), \quad (4.4)
\]
which implies that
\[
\frac{d}{dt}\|u\|_m \leq C \left( \|f_1\|_m + \|u\|_m \right). \quad (4.5)
\]
Then, Gronwall’s lemma and Hölder’s inequality leads us to
\[
\|u\|_{m}^2 \leq C e^{Ct} \left\{ \|u_0\|_{m}^2 + t \left( \int_0^t \|f_1\|_{m}^2 \right) \right\}.
\] (4.6)

Notice the appearance of the factor \(t\) in front of \(\int_0^t \|f_1\|_{m}^2\). Similarly, we have
\[
\frac{d}{dt} \|v\|_{m}^2 + \|v_x\|_{m}^2 \leq \|f_2\|_{m-1} \|v_x\|_{m} \leq \frac{1}{2} \left( \|f_2\|_{m-1}^2 + \|v_x\|_{m}^2 \right),
\] (4.7)

which leads to the estimate (see (6.7)),
\[
\|v\|_{m}^2 + \int_0^t \|v\|_{m+1}^2 \leq C e^{Ct} \left\{ \|v_0\|_{m}^2 + \int_0^t \|f_2\|_{m-1}^2 \right\}.
\] (4.8)

Assume the existence of positive constants \(c_1\) and \(c_2\), such that the following estimates hold,
\[
\|f_1\|_{s-1}^2 \leq c_1 \left( \|w\|_{s-1}^2 + \|z\|_{s-1}^2 \right),
\] (4.9)
\[
\|f_2\|_{s-2}^2 \leq c_2 \left( \|w\|_{s-1}^2 + \|z\|_{s-1}^2 \right).
\] (4.10)

Apply (4.9)-(4.10) into (4.6) and (4.8) (with \(m = s - 1\)) respectively and combine the estimates to get
\[
\sup_{0 \leq \tau \leq t} \|(u, v)(\tau)\|_{s-1}^2 + \int_0^t \|v(\tau)\|_{s-1}^2 \, d\tau \leq c_0 e^{c_0 t} \left\{ t \int_0^t \|(w, z)(\tau)\|_{s-1}^2 \, d\tau + t \int_0^t \|z(\tau)\|_{s-1}^2 \, d\tau \right\}
\] \[ \leq c_0 e^{c_0 t} \left\{ t^2 \sup_{0 \leq \tau \leq t} \|(w, z)(\tau)\|_{s-1}^2 + t \int_0^t \|z(\tau)\|_{s-1}^2 \, d\tau \right\}
\] \[ \leq c_0 t(1 + t) e^{c_0 t} \left\{ \sup_{0 \leq \tau \leq t} \|(w, z)(\tau)\|_{s-1}^2 + \int_0^t \|z(\tau)\|_{s-1}^2 \, d\tau \right\},
\] (4.11)

where the constant \(c_0\) is independent of \(t\). Then, by taking \(t = T_* \in (0, T)\) sufficiently small we can assure that
\[
0 < c_1 T_* (1 + T_*) e^{C T_*} < 1.
\] (4.12)

Define \(Y\) as the Banach space of vectors \((w, z)\) such that \(w \in C([0, T_*]; H^{s-1})\), \(z \in C([0, T_*]; H^{s-1}) \cap L^2(0, T; H^s)\). For the sake of the argument, assume the existence of a closed set \(X \subset Y\) such that the mapping
\[
\mathcal{T} : X \to X
\]
\[
(w, z) \mapsto (u, v)
\]
is well defined. Then, (4.11) and (4.12) imply that \(\mathcal{T}\) is a contraction. Therefore, by Banach’s contraction principle, there is \((u, v) \in X\) such that \(\mathcal{T}(u, v) = (u, v)\). Now, instead of (4.11), assume that we are provided with the equation
\[
u_t + u_x + v_x = f_1(w, z, z_x),
\] (4.13)

and consider the coupled system of equations (4.13)-(4.12). Instead of (4.13) we obtain the estimate
\[
\frac{d}{dt} \|u\|_{m}^2 \leq C \left( \|f_1\|_{m} \|u\|_{m} + \|u\|_{m}^2 + \|u\|_{m} \|v_x\|_{m} \right).
\] (4.14)
If we follow the same steps that led us from (4.13) to (4.5), we obtain the inequality
\[
\frac{d}{dt} \|u\|_m \leq C (\|f\|_m + \|u\|_m + \|v_x\|_m),
\]
which is undesirable in the sense that, even when integrated and combined with (4.8), the resultant inequality will be unfit to the application of Gronwall’s lemma. The reason, is the appearance of the term \(\|v_x\|_m\) in the right hand side of (4.15). Observe that, due to the coercivity of the second order term in (4.2), the term involving \(\|v_x\|_m\) appears in the left hand side of (4.8). Thus, when estimating (4.13), instead of using the chain rule in (4.14) (to eliminate one factor \(\|u\|_m\)), we have to apply Cauchy’s weighted inequality, to obtain
\[
\frac{d}{dt} \|u\|^2_m \leq C (\|f\|^2_m + \|u\|^2_m) + \frac{C\|u\|^2_m}{2\epsilon} + \frac{C\epsilon\|v_x\|^2_m}{2},
\]
where \(\epsilon > 0\) is taken so that \(1-C\epsilon > 0\). Once we integrate and combine this estimate with (4.7), the resulting inequality is ready for the application of Gronwall’s lemma. Although, this is standard procedure, the price to pay from this strategy is the lack of the factor \(t\) in front of \(\int_0^t \|f\|^2_m\). In this case, the analog to (4.11) turns out to be,
\[
\sup_{0 \leq \tau \leq t} \|(u,v)(\tau)\|^2_{s-1} + \int_0^t \|v(\tau)\|^2 d\tau \leq \int_0^t \|(w,z)(\tau)\|^2_{s-1} d\tau + \int_0^t \|(w,z)(\tau)\|^2_{s-1} d\tau \leq c_0 e^{Ct} \left\{ \int_0^t \|(w,z)(\tau)\|^2_{s-1} d\tau + \int_0^t \|(w,z)(\tau)\|^2_{s-1} d\tau \right\}
\]
\[
\leq c_1 e^{Ct} \left\{ t \sup_{0 \leq \tau \leq t} \|(w,z)(\tau)\|^2_{s-1} + \int_0^t \|(z(\tau)\|^2_{s-1} d\tau \right\}.
\]
Therefore, no matter how small \(t \in [0,T]\) is taken, the mapping \(T\) associated with equations (4.13) and (4.2), will not be a contraction. Moreover, as this example shows, this feature is a consequence of the presence of coupling in the linear equations (4.13)-(4.2). For this reason, in the following section we develop a fixed point argument that doesn’t require the contraction property for \(T\) or even \(T^2\).

5. The fixed point of a Fibonacci contraction

**Lemma 1.** Let \(\{a_l\}_{l \in \mathbb{N}_0}\) be a sequence of non-negative real numbers with the following property: there is \(0 < \alpha_0 < \frac{1}{2}\) such that
\[
a_l \leq \alpha_0 (a_{l-1} + a_{l-2}) \quad \forall \ l \geq 2.
\]
Then, \(\sum_{l=1} a_l < \infty\).

**Proof.** Let \(m \geq 2\) be any natural number. Adding all the cases in (5.1) from \(l = 2\) until \(l = m\) and rearranging terms we get
\[
\sum_{l=2}^m a_l - \alpha_0 \sum_{l=2}^{m-1} a_l - \alpha_0 \sum_{l=2}^{m-2} a_l \leq \alpha_0 (2a_1 + a_0) \quad \forall \ m \geq 2.
\]
Since \(a_l \geq 0\) for all \(l \in \mathbb{N}_0\) and \(0 < \alpha_0 < \frac{1}{2}\), the last inequality implies that
\[
\sum_{l=2}^m a_l \leq \frac{\alpha_0}{1-2\alpha_0} (2a_1 + a_0) \quad \forall \ m \geq 2
\]
and the claim follows. \(\Box\)
Theorem 5.1 (Fixed Point). Let $Y$ be a Banach space with norm $\| \cdot \|_Y$, $X \subset Y$ a non-empty set and $T : X \to X$, a given operator. Define $X_\infty \subset Y$ as all the vectors $U \in Y$ for which there is a sequence $\{U^k\} \subset X$ and $V \in Y$ such that

$$U^k \to U \text{ and } T(U^k) \to V \text{ in } Y.$$  \hfill (5.2)

Assume the following properties for $T$ are true:

(i) $T$ admits a well defined extension $\hat{T} : X_\infty \to Y$ as $\hat{T}(U) = V$ for every $U \in X_\infty$ and $V$ as in (5.2). That is, we assume that $V$ is independent of the Cauchy sequence in $X$ that converges to $U$.

(ii) There is a constant, $0 < \alpha_0 < \frac{1}{2}$, such that, for all $U_1, U_2 \in X$

$$\|T^2(U_2) - T^2(U_1)\|_Y \leq \alpha_0 \left( \|T(U_2) - T(U_1)\|_Y + \|U_2 - U_1\|_Y \right).$$ \hfill (5.3)

Then, $\hat{T}(X_\infty) \subseteq X_\infty$, $\hat{T}$ satisfies (5.3) for all $U_1, U_2 \in X_\infty$ and there is a unique fixed point $U_\infty \in X_\infty$ of $\hat{T}$, that is, $\hat{T}(U_\infty) = U_\infty$.

Proof. Step 1. We begin by showing that $\hat{T}(X_\infty) \subseteq X_\infty$. If $V \in \hat{T}(X_\infty)$ there is $U \in X_\infty$ such that $V = \hat{T}(U)$. This means that there is a sequence $\{U^k\} \subset X$ such that $U^k \to U$ and $T(U^k) := V^k \to V$ in $Y$. Since $V^k \in X$ for all $k \in \mathbb{N}$ we only have to show that there is a $V^* \in Y$ such that $T(V^k) \to V^*$ in $Y$. According with (5.3), $V^k = T(U^k)$ and $V^i = T(U^i)$ satisfy that

$$\|T(V^k) - T(V^i)\|_Y \leq \alpha_0 \left( \|T(U^k) - T(U^i)\|_Y + \|U^k - U^i\|_Y \right).$$

Therefore, $\{T(V^k)\}$ is a Cauchy sequence in $Y$ and there is $V^* \in Y$ such that $T(V^k) \to V^*$ in $Y$. Hence, $V \in X_\infty$ and the result follows.

In particular, we have shown that if $U \in X_\infty$ then $\hat{T}^2(U)$ is well-defined since $V = \hat{T}(U)$ and $\hat{T}(V) = V^*$ imply that $\hat{T}^2(U) = V^*$. Step 2. We proceed to show that (5.3) is satisfied by $\hat{T}$ in $X_\infty$. Let $U_1, U_2 \in X_\infty$. Then, there are sequences $\{U_1^k\}, \{U_2^k\} \in X$ and vectors $V_1, V_2 \in Y$ such that $U_1^k \to U_1$, $U_2^k \to U_2$, $V_1^k := T(U_1^k) \to V_1$ and $V_2^k := T(U_2^k) \to V_2$ in $Y$. Moreover, as we previously showed, there are vectors $V_1^*, V_2^* \in Y$ such that $T(V_1^k) \to V_1^*$ and $T(V_2^k) \to V_2^*$ in $Y$. As consequence of (5.3), for each $k \in \mathbb{N}$, we have that

$$\|T^2(U_1^k) - T^2(U_2^k)\|_Y \leq \alpha_0 \left( \|T(U_1^k) - T(U_2^k)\|_Y + \|U_1^k - U_2^k\|_Y \right).$$

By taking the limit in the last inequality and recalling that $\hat{T}(U_1) = V_1$ and $\hat{T}(U_2) = V_2$ for $i = 1, 2$ we obtain that

$$\|\hat{T}^2(U_2) - \hat{T}^2(U_1)\|_Y \leq \alpha_0 \left( \|\hat{T}(U_2) - \hat{T}(U_1)\|_Y + \|U_2 - U_1\|_Y \right)$$ \hfill (5.4)

for all $U_1, U_2 \in X_\infty$.

Step 3. Let $U^0 \in X$. Define $T(U^0) := V^0$, $T^2(U^0) = T(V^0) := V^1$ and in general, for $k \in \mathbb{N}$ such that $k \geq 2$, $T(V^k) := V^{k+1}$. Then, by (ii), for all $k \geq 2$,

$$\|T(V^{k+1}) - T(V^k)\|_Y \leq \alpha_0 \left( \|T(V^k) - T(V^{k-1})\|_Y + \|T(V^{k-1}) - T(V^{k-2})\|_Y \right).$$

If we set $a_k := \|T(V^{k+1}) - T(V^k)\|_Y$, the previous inequality reads

$$a_k \leq \alpha_0 (a_{k-1} + a_{k-2}),$$

and by Lemma 1, $\sum a_k < \infty$. This implies that $\{T(V^k)\}$ is a Cauchy sequence in $Y$, and so, there is a $U_\infty \in Y$ such that $T(V^k) \to U_\infty$. Moreover, since $T(V^k) = V^{k+1}$ we also have that $V^k \to U_\infty$. Then, by (i), $U_\infty \in X_\infty$ and $\hat{T}(U_\infty) = U_\infty$. This
proves the existence of the fixed point. For the uniqueness assume that \(U_\infty, V_\infty \in X_\infty\) are fixed points of \(\hat{T}\). Then, (5.4) yields
\[
\|U_\infty - V_\infty\|_y \leq \alpha_0 \left(\|U_\infty - V_\infty\|_y + \|U_\infty - V_\infty\|_y\right),
\]
and since \(0 < 2\alpha_0 < 1\), it follows that
\[
\|U_\infty - V_\infty\|_y < \|U_\infty - V_\infty\|_y.
\]
Hence, it would be impossible that \(U_\infty \neq V_\infty\). This concludes the proof. \(\square\)

**Remark 1.** Observe that \(X \subseteq X_\infty \subseteq X\). Thus, if \(X\) is a closed set in \(Y\), \(X = X_\infty = X\), hence \(T = \hat{T}\). Then, \(T\) will be a well-defined continuous operator. In such case, if \(T\) satisfies (5.3), there will be a unique fixed point \(U \in X\) for \(T\). Nonetheless, when dealing with the local existence and uniqueness of the Cauchy problem of (1.1), the resulting definitions of \(Y\) and \(X\) usually prevent the latter from being considered a closed subset of \(Y\) (see [26], [19] and [24], for example). Although, the existence of a unique fixed point for \(T\) in \(X\) can be proven, this property is not a consequence of the closedness of \(X\) as it is shown in the following sections.

It is interesting to note that, if \(0 < \alpha_0 \leq \frac{1}{\phi}\), we can provide an alternative way to show that the sequence \(\{T(V^k)\}\), defined in step 3 of the proof of Theorem 5.1 is a Cauchy sequence in \(Y\). Indeed, first consider the following propositions.

**Proposition 1.** Let \(\{a_l\}_{l=1}^{\infty}\) be a sequence of non-negative real numbers satisfying the iteration rule (5.1) for some \(0 < \alpha_0 < 1\). Then
\[
a_{2k} \leq \alpha_0^k \phi_{2k} \beta_0 \quad \text{and} \quad a_{2k+1} \leq \alpha_0^k \phi_{2k+1} \beta_0,
\]
where \(\beta_0 := a_0 + a_1\) and \(\{\phi_k\}_{k=1}^\infty\) is Fibonacci’s sequence, i.e. \(\phi_1 = 1, \phi_2 = 1, \phi_3 = 2, \phi_4 = 3, \ldots\) and in general \(\phi_k = \phi_{k-1} + \phi_{k-2}\).

**Proof.** Observe that, for \(l = 2\), the recursion relation in (5.1), yields that \(a_2 \leq \alpha_0 \beta_0\), and since \(0 < \alpha_0 < 1\), we have that \(a_3 \leq \alpha_0 (\alpha_0 \beta_0 + a_1) \leq \alpha_0 (2 \beta_0)\). Now assume that the statement is true for the first \(l\) natural numbers and consider \(a_{l+1}\). Then, (5.1) states that \(a_{l+1} \leq \alpha_0 (a_l + a_{l-1})\), and we have two cases:

(i) If \(l + 1 = 2k_0\) for some \(k_0 \geq 2\), then \(l = 2(k_0 - 1) + 1\) and \(l - 1 = 2(k_0 - 1)\) and so, the induction hypothesis yields
\[
a_{2k_0} \leq \alpha_0 \left(\alpha_0^{k_0} \phi_{2(k_0 - 1) + 1} \beta_0 + \alpha_0^{k_0 - 1} \phi_{2(k_0 - 1)} \beta_0\right)
\leq \alpha_0 \left(\alpha_0^{k_0 - 1} \phi_{2(k_0 - 1) + 1} \beta_0 + \alpha_0^{k_0 - 1} \phi_{2(k_0 - 1)} \beta_0\right)
= \alpha_0^k \beta_0 \left(\phi_{2(k_0 - 1) + 1} + \phi_{2(k_0 - 1)}\right) = \alpha_0^k \beta_0 \phi_{2k_0}.
\]

(ii) If \(l + 1 = 2k_0 + 1\) for some \(k_0 \geq 2\), then \(l = 2k_0\) and \(l - 1 = 2(k_0 - 1) + 1\), which implies that
\[
a_{2k_0 + 1} \leq \alpha_0 \left(\alpha_0^{k_0} \phi_{2k_0} \beta_0\right)
\leq \alpha_0 \left(\alpha_0^{k_0} \phi_{2k_0} \beta_0 + \alpha_0^{k_0 - 1} \phi_{2k_0 - 1} \beta_0\right)
= \alpha_0^{k_0} \left(\alpha_0 \phi_{2k_0} \beta_0\right) \leq \alpha_0^{k_0} \phi_{2k_0 + 1} \beta_0.
\]
\(\square\)
Proposition 2. Let \( \{a_k\}_{k \in \mathbb{N}} \) be a sequence of non-negative real numbers satisfying the iteration rule \((5.1)\), for some \( 0 < a_0 \leq \frac{1}{6} \). Then,

\[
a_{2k}, a_{2k+1} \leq \frac{\beta_0}{2^k} \text{ for all } k \in \mathbb{N}.
\]

Proof. By induction it is easy to show that, \( \phi_{2k}, \phi_{2k+1} \leq 3^k \) and as consequence,

\[
a_0^k \phi_{2k} \beta_0, a_0^k \phi_{2k+1} \beta_0 \leq \frac{1}{2^k} \beta_0.
\]

Then, by \((5.5)\) the result follows. \(\square\)

Now assume that we want to show that \( \{\mathcal{T}(V^k)\} \) is a Cauchy sequence in \( Y \) and take \( m, n \in \mathbb{N} \) such that \( m > n \). By the triangle inequality and \((5.6)\), it follows that

\[
\| \mathcal{T}(V^m) - \mathcal{T}(V^n) \|_y \leq \alpha_{m-1} + \alpha_{m-2} + \cdots + \alpha_{n+1} + \alpha_n
\]

\[
\leq \beta_0 \left( \frac{1}{2^{\lfloor n/2 \rfloor}} + \frac{1}{2^{\lfloor n/2 \rfloor - 1}} + \cdots + \frac{1}{2^{\lfloor n/2 \rfloor - \lfloor (n+1)/2 \rfloor}} + 1 \right),
\]

where \([x]\) denotes the integer part of \( x \), that is, the only integer \( l = [x] \) such that \( l \leq x < l + 1 \). Then,

\[
\| \mathcal{T}(V^m) - \mathcal{T}(V^n) \|_y \leq \frac{\beta_0}{2^{\lfloor n/2 \rfloor}} \left( \frac{1}{2^0} + \frac{1}{2^1} + \cdots + \frac{1}{2^{\lfloor n/2 \rfloor - \lfloor (n+1)/2 \rfloor}} + 1 \right).
\]

Given \( \epsilon > 0 \) there is \( n_0 \in \mathbb{N} \) such that, \( \beta_0 \left( 1 + 2 \sum_{k=0}^{\lfloor n_0/2 \rfloor} \frac{1}{2^k} \right) < \epsilon 2^{\lfloor n/2 \rfloor} \), for all \( n \geq n_0 \). Therefore, \( \{\mathcal{T}(V^k)\} \) is a Cauchy sequence in \( Y \).

6. Well-posedness for linear equations

6.1. Linear parabolic system. Let us consider the following linear Cauchy problem

\[
A^0(x,t)u_t - B^{ij}(x,t) \partial_i \partial_j u = f(x,t) - A^i(x,t) \partial_i u - D(x,t)u \quad (6.1)
\]

\[
u(x,0) = u_0(x) \quad (6.2)
\]

where \( x \in \mathbb{R}^d, t \in [0,T] \) with \( T > 0 \) be given, \( u = u(x,t) \in \mathbb{R}^N, A^0, B^{ij}, A^i, D \) are square matrices of order \( N \times N \) for each \( (x,t) \in \mathbb{R}^d \times [0,T], \) and \( f = f(x,t) \in \mathbb{R}^N \) is a given function.

In the following, each capital letter \( L \) representing the matrix coefficients is understood as the following map \( L = L(t) = L(\cdot,t) \). The dependence on \( t \) will be made explicit only when is needed. Furthermore, \( s \in \mathbb{N} \) is such that \( s \geq s_0 + 1, \ s_0 = \left[ \frac{d}{2} \right] + 1, \) where \( l = \left[ \frac{d}{2} \right] \) is the only integer that satisfies that \( l \leq \frac{d}{2} < l + 1 \). Let us state the following assumptions on the matrix coefficients:

**H1.** The matrix \( A^0 \) is symmetric and \( B^{ij} = B^{ji} \) for all \( i, j = 1, \ldots, d \). For each \( (x,t) \in \mathbb{Q}_T \), the symbol \( \sum_{i,j=1}^d B^{ij}(x,t) \omega_i \omega_j \) is symmetric and we assume the existence of a positive constant \( \eta > 0 \) such that the Legendre-Hadamard ellipticity condition is satisfied, namely

\[
(B^{ij}(x,t)\xi_i \xi_j v, v)_{\mathbb{R}^N} \geq \eta |\xi|^2 |v|^2
\]
for all \( \xi = (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d, \ v \in \mathbb{R}^N \) and \((x, t) \in Q_T\). Where \((\cdot, \cdot)_{\mathbb{R}^N}\) denotes the inner product in \(\mathbb{R}^N\) and the index summation convention has been used. Also, there are two positive constants \(a_0\) and \(a_1\) such that for all \(v \in \mathbb{R}^N\),
\[
a_0 |v|^2 \leq (A^0(x, t)v, v)_{\mathbb{R}^N} \leq a_1 |v|^2 \quad \forall (x, t) \in \mathbb{R}^d \times [0, T].
\]

**H2** \(A^0, (A^0)^{-1} \in L^\infty(0, T; \hat{H}^s)\). In particular, there is a positive constant \(g\) such that
\[
\|A^0\|_{L^\infty(0, T; \hat{H}^s)}, \|(A^0)^{-1}\|_{L^\infty(0, T; \hat{H}^s)} \leq g.
\]

**H3** \(\partial_t A^0 \in L^2(0, T; H^{s-1})\).

**H4** \(A^i, D \in L^2(0, T; \hat{H}^s)\) for all \(i = 1, \ldots, d\).

**H5** \(D_x B^{ij} \in L^\infty(0, T; H^{s-1})\) and \(\partial_t B^{ij} \in L^2(0, T; H^{s-1})\) for all \(i, j = 1, \ldots, d\).

**H6** \(B^{ij}(\cdot, t)\) is uniformly continuous for each \(t \in [0, T]\) and \(B^{ij} \in L^\infty(Q_T)\) where \(Q_T := [0, T] \times \mathbb{R}^d\) for all \(i, j = 1, \ldots, d\). Therefore, in combination with **H5**, we obtain that \(B^{ij} \in L^\infty(0, T; \hat{H}^s)\). In particular, there is a positive constant \(g\) large enough so that
\[
\sum_{i,j=1}^d \|B^{ij}\|_{L^\infty(0, T; \hat{H}^s)} \leq g.
\]

Let \(T > 0\) and \(1 \leq m \leq s\). We define the set
\[
\mathcal{P}_m(T) := \{u \in L^\infty(0, T; H^m): u_t \in L^2(0, T; H^{m-1}), \nabla u \in L^2(0, T; H^m)\}, \tag{6.3}
\]
which is a Banach space with the norm
\[
\|u\|_{\mathcal{P}_m(T)} := \text{ess sup}_{0 \leq t \leq T} \|u(t)\|_m^2 + \int_0^T \|u_t(t)\|_{m-1}^2 + \|\nabla u(t)\|_m^2 dt. \tag{6.4}
\]

By the energy method, we can show the following result (see Appendix A).

**Theorem 6.1.** Let \(s \in \mathbb{N}\) such that \(s \geq s_0 + 1, \ s_0 = \left[\frac{d}{2}\right] + 1\) and assume **H1-H6**. Set
\[
\mu_0(t) := \sum_{i=1}^d \|A^i\|_s^2 + \sum_{i,j=1}^d \|B^{ij}\|_s^2 + \sum_{i=1}^d \|A^i\|_s + \|D\|_s + 1 \tag{6.5}
\]
and
\[
\mu_1(t) := \|\partial_tA^0\|_{s-1} + \sum_{i,j=1}^d \|\partial_tB^{ij}\|_{s-1}. \tag{6.6}
\]

Let \(1 \leq m \leq s\), \(u_0 \in H^m\) and \(f \in L^2(0, T; H^{m-1})\). If \(u \in \mathcal{P}_m(T)\) is a solution of the Cauchy problem \((6.1)-(6.2)\) then,
\[
\|u(t)\|_m^2 + \int_0^t \left(\|u(\tau)\|_{m+1}^2 + \|u_t(\tau)\|_{m-1}^2\right) d\tau \leq J_0^2(t)\Psi_0^2(t), \tag{6.7}
\]
for all \(t \in [0, T]\), where
\[
\Psi_0^2(t) := C_1 e^{\int_0^t \mu_0(\tau) + \mu_1(\tau) d\tau}, \tag{6.8}
\]
\[
J_0^2(t) := \|u_0\|_m^2 + \int_0^t \|f(\tau)\|_{m-1}^2 d\tau, \tag{6.9}
\]
and \(C_1 = C_1(g, \eta, a_0)\) is a positive constant.
The existence and uniqueness of solutions of \((6.1)-(6.2)\) can be addressed by means of an evolution semigroup approach. By making the new assumptions

- **H2’** \(A^0, (A^0)^{-1} \in \mathcal{C}([0, T]; \hat{H}^s)\). In particular,
  \[
  \|A^0\|_{\mathcal{C}([0, T]; \hat{H}^s)}, \|(A^0)^{-1}\|_{\mathcal{C}([0, T]; \hat{H}^s)} \leq g
  \]

- **H4’** \(A^i, D \in \mathcal{C}([0, T]; \hat{H}^s)\) for all \(i = 1, \ldots, d\),

instead of **H2** and **H4** respectively, \(f \in \mathcal{C}([0, T]; H^{m-1})\) and introducing,

- **H7** \(\partial_t A^i, \partial_t D \in L^2(0, T; H^{s-1})\) for all \(i = 1, \ldots, d\),

is easy to show that, theorem 1 in [18] can be satisfied by setting

\[
X = \hat{L}^2, \quad U = u, \quad U_0 = u_0,
\]

\[
A(t) = (A^0)^{-1} \{B^i(t) \partial_i \partial_j \cdot -A^i(t) \partial_i \cdot -D(t)\},
\]

\[
D(A(t)) = Y = H^2, \quad S(t) = \lambda_0 I - A(t), \quad B(t) = 0,
\]

for some \(\lambda_0\) sufficiently large (see [20] and [27]). Thus, the existence of a solution,

\[
u \in \mathcal{C}([0, T]; H^2) \cap \mathcal{C}^1([0, T]; L^2),
\]

(6.10)

for the problem \((6.1)-(6.2)\) follows.

**Theorem 6.2.** Let \(s \in \mathbb{N}\) such that \(s \geq s_0 + 1, s_0 = \left\lceil \frac{d}{2} \right\rceil + 1\). Assume that **H1**, **H2’**, **H3**, **H4’**, **H5**, **H6**, and **H7** are satisfied. If \(u_0 \in H^m\) and \(f \in \mathcal{C}([0, T]; H^{m-1})\), the Cauchy problem \((6.1)-(6.2)\) is well-posed in the space \(\mathcal{P}_m(T)\) and the solution \(u \in \mathcal{P}_m(T)\) belongs to the space \(\mathcal{C}([0, T]; H^m)\) for any \(1 \leq m \leq s\).

**Proof.** As consequence of (6.10), \(u^r \in \mathcal{P}_m(T) \cap \mathcal{C}([0, T]; H^m)\), and since \(u^r\) satisfies (12.29) with \(u^r(x, 0) = u_0^r\), for every \(\epsilon_1, \epsilon_2 > 0\) we have the estimate,

\[
\|u^r_1 - u^r_2\|_{\mathcal{P}_m(T)}^2 \leq \Psi_2^2(T) \left(\|u_0^{r_1} - u_0^{r_2}\|_{H}^2 + \int_0^T \|f^{r_1} - f^{r_2}\|_{H_{m-1}}^2 dt\right),
\]

where \(\bar{f}^r\) comprises all the terms in the right hand side of (12.29). Since \(\bar{f}^{r_1} - \bar{f}^{r_2} \to 0\) in \(L^2(0, T; H^{m-1})\) and \(u_0^{r_1} - u_0^{r_2} \to 0\) in \(H^m\) if \(\epsilon_1, \epsilon_2 \to 0\), we conclude that \(\{u^r\}_{r>0}\) is a Cauchy sequence in \(\mathcal{P}_m(T)\), and thus, there exists \(\bar{u} \in \mathcal{P}_m(T)\) such that

\[
u^r \to \bar{u} \text{ in } \mathcal{P}_m(T).
\]

(6.11)

Now, since \(u^r \in \mathcal{C}([0, T]; H^m)\), the convergence in (6.11) implies convergence in \(\mathcal{C}([0, T]; H^m)\) for all \(m \geq 2\) and so we conclude that \(u = \bar{u} \in \mathcal{C}([0, T]; H^m)\). \(\square\)

### 6.2. Linear system with hyperbolic-parabolic coupling

Let us consider three sets of variables, all of them functions of \((x, t) \in Q_T\) for \(T > 0\), \(u \in \mathbb{R}^n\), \(v \in \mathbb{R}^k\), \(w \in \mathbb{R}^p\), with \(n + k + p = N\), and the following system of partial differential equations,

\[
A_1^0 u_t + A_1^{11} \partial_i u + A_1^{12} \partial_i v = f_1(x, t),
\]

(6.12)

\[
A_2^0 v_t + A_2^{11} \partial_i u + A_2^{12} \partial_i v + A_2^{13} \partial_i w - B_0^1 \partial_i \partial_t v = f_2(x, t),
\]

(6.13)

\[
A_3^0 w_t + A_3^{11} \partial_i v + A_3^{12} \partial_i w + D_0 w = f_3(x, t),
\]

(6.14)

where repeated index notation has been used in the space derivatives \(\partial_i\) and \(\partial_i \partial_j\), and where each capital letter represents a real matrix function of \((x, t) \in \mathbb{R}^d \times [0, T]\)
Observe that equations (6.12), (6.13), (6.14) can be written in the form
\[ A_i^0(x, t) \in \mathbb{M}_{n \times n} \quad , \quad A_i^{11}(x, t) \in \mathbb{M}_{n \times n} \quad \forall 1 \leq i \leq d, \]
\[ A_{12}^1(x, t) \in \mathbb{M}_{n \times k} \quad \forall 1 \leq i \leq d, \quad A_{23}^1(x, t) \in \mathbb{M}_{k \times n} \quad \forall 1 \leq i \leq d, \]
\[ A_{22}^1(x, t) \in \mathbb{M}_{k \times k} \quad \forall 1 \leq i \leq d, \quad A_{23}^1(x, t) \in \mathbb{M}_{k \times p} \quad \forall 1 \leq i \leq d, \]
\[ A_{32}^1(x, t) \in \mathbb{M}_{p \times k} \quad \forall 1 \leq i \leq d, \quad A_{33}^1(x, t) \in \mathbb{M}_{p \times p}, \]
\[ B_{ij}^0(x, t) \in \mathbb{M}_{k \times k}, \quad D_0(x, t) \in \mathbb{M}_{p \times p}. \]

The mapping \((x, t) \mapsto F(x, t) := (f_1(x, t), f_2(x, t), f_3(x, t))^T\) is assumed to be given and for each \((x, t) \in Q_T, f_1(x, t) \in \mathbb{R}^n, f_2(x, t) \in \mathbb{R}^k, f_3(x, t) \in \mathbb{R}^p\).

We make the following assumptions:

**I** \(A_i^{11}\) and \(A_i^{33}\) are symmetric matrices for all \(1 \leq i \leq d\).

Observe that equations (6.12)-(6.14) can be written in the form
\[ A^0U_i + A^i\partial_i U - B^{ij}\partial_i \partial_j U + Du = F \quad \text{(6.15)} \]
where

\[ A^0 = \begin{pmatrix} A_1^0 & 0 & 0 \\ 0 & A_2^0 & 0 \\ 0 & 0 & A_3^0 \end{pmatrix} \in \mathbb{M}_{N \times N}, \quad \text{(6.16)} \]
\[ A^i = \begin{pmatrix} A_{11}^i & A_{12}^i & 0 \\ A_{21}^i & A_{22}^i & A_{23}^i \\ 0 & A_{32}^i & A_{33}^i \end{pmatrix} \in \mathbb{M}_{N \times N}, \quad \text{(6.17)} \]
\[ B^{ij} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & B_0^{ij} & 0 \\ 0 & 0 & 0 \end{pmatrix} \in \mathbb{M}_{N \times N}, \quad \text{(6.18)} \]
\[ D = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & D_0 & 0 \end{pmatrix} \in \mathbb{M}_{N \times N}. \quad \text{(6.19)} \]

**II** Every non-zero sub-block of (6.10)-(6.19) satisfy assumptions H1-H6. In particular, there are two positive constants \(a_0\) and \(a_1\) such that for all \(v \in \mathbb{R}^n\)
\[ a_0|v|^2 \leq (A_0^0(x, t)v, v)_{\mathbb{R}^n} \leq a_1|v|^2 \quad \forall (x, t) \in Q_T, \]
and all \(n = n, k, p\). Also, there is a positive constant \(\eta > 0\) such that,
\[ \left( B_0^{ij}(x, t)\xi_i \xi_j v, v \right)_{\mathbb{R}^k} \geq \eta|\xi|^2|v|^2, \]
for all \(\xi = (\xi_1, ..., \xi_d) \in \mathbb{R}^d, v \in \mathbb{R}^k\) and \((x, t) \in \mathbb{R}^d \times [0, T]\).

The regularity stated in **II** is enough to deduce the energy estimates of (6.12)-(6.14). Whenever we require to assure the existence of more regular solutions we use:

**II’** Every non-zero sub-block of (6.16)-(6.19) satisfies assumptions H1, H2’, H3, H4’, H5, H6 and H7.
Remark 2. Observe that, contrary to the last section, the system (6.12)-(6.14) is not fully strongly parabolic. Moreover, assumptions I-II are not enough to assure that the system without diffusion, namely,

\[ A^0 U_t + A^i \partial_i U + DU = 0, \]

is hyperbolic (see [2]).

We consider the Cauchy problem for system (6.12)-(6.14) with initial condition

\[ (u(x,0), v(x,0), w(x,0))^\top = (u_0, v_0, w_0)^\top (x) = U_0(x), \quad x \in \mathbb{R}^d, \quad t \geq 0, \]

by assuming:

III \hspace{0.5cm} f_1, f_3 \in C([0,T]; H^{m-1}) \cap L^2(0,T; H^m) and \hspace{0.5cm} f_2 \in C([0,T]; H^{m-1}).

We proceed by a vanishing-viscosity approach. First, for \( \delta > 0 \), we introduce the following parabolic regularization,

\[ A^0 U_t^\delta + A^i \partial_i U^\delta + DU^\delta - B^{ij} \partial_j U^\delta = f + \delta \Delta U^\delta, \]

(6.21)

where \( \Lambda \) is a constant matrix of order \( N \times N \) given as

\[ \Lambda = \begin{pmatrix} I_{n \times n} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & I_{p \times p} \end{pmatrix} \]

(6.22)

and \( I_{n \times n} \) and \( I_{p \times p} \) denote the identity matrices in \( \mathbb{M}_{n \times n} \) and \( \mathbb{M}_{p \times p} \) respectively. In terms of its components, system (6.21) has the form,

\[ A^0_{ij} u_t^\delta + A^i_{1j} \partial_i u^\delta + A^i_{12} \partial_i v^\delta - \delta \Delta u^\delta = f_1(x,t), \]

(6.23)

\[ A^0_{ij} v_t^\delta + A^i_{2j} \partial_i v^\delta + A^i_{23} \partial_i w^\delta - B^{ij} \partial_j v^\delta = f_2(x,t), \]

(6.24)

\[ A^0_{ij} w_t^\delta + A^i_{3j} \partial_i w^\delta + A^i_{32} \partial_i u^\delta + D_0 w^\delta - \delta \Delta w^\delta = f_3(x,t). \]

(6.25)

Second, by taking into account the observations made in Section 4, we provide a suitable energy estimate, independent of \( \delta \), in order to conclude the existence of a solution for (6.12)-(6.14) as a consequence of a compactness argument. The proof of the following result is left in Appendix B.

Theorem 6.3. Let \( s \in \mathbb{N} \) such that \( s \geq s_0 + 1 \), \( s_0 = \left\lfloor \frac{d}{2} \right\rfloor + 1 \) and \( 1 \leq m \leq s \). Assume the coefficients (6.16)-(6.19) satisfy I-II, \( f_1, f_3 \in L^2(0,T; H^m) \), \( f_2 \in L^2(0,T; H^{m-1}) \) and \( U_0 \in H^m \). Let \( U = (u,v,w)^\top \), defined on \( Q_T \), be such that

\[ u, w \in L^\infty(0,T; H^m), \]

\[ v \in L^\infty(0,T; H^m) \cap L^2(0,T; H^{m+1}), \]

\[ u_t, v_t, w_t \in L^2(0,T; H^{m-1}). \]

Set \( F^2(f_1, f_2, f_3) := \| f_1 \|_{L^2}^2 + \| f_2 \|_{L^2}^2 + \| f_3 \|_{L^2}^2 \). If \( U \) satisfies the Cauchy problem for (6.12)-(6.14) with initial condition (6.20) then, there is a positive constant \( C_1 = C_1(\eta, \eta, \eta_0) \) such that

\[ \| (u(t), v(t), w(t)) \|_{m}^2 + \int_0^t \| (u_t(\tau), v_t(\tau), w_t(\tau)) \|_{m-1}^2 d\tau + \int_0^t \left( \| u(\tau) \|_{m}^2 + \| v(\tau) \|_{m+1}^2 + \| w(\tau) \|_{m+1}^2 \right) d\tau \leq K_0^2(t) \Phi_0^2(t), \]

(6.27)
Theorem 6.4. Let

\[ K^2_0(t) := \|u_0\|_m^2 + \|v_0\|_m^2 + \|w_0\|_m^2 + \int_0^t \mathcal{F}_m^2(f_1(\tau), f_2(\tau), f_3(\tau))d\tau \]  

(6.28)

and

\[ \Phi_0^2(t) := C_1e^{C_1\int_0^t (u_0(\tau) + \mu_1(\tau))d\tau}. \]  

(6.29)

Moreover, for any \( 0 < \delta < 1 \), the solution \( U_\delta \in \mathcal{P}_m(T) \) of the Cauchy problem for (6.23)-(6.25), with initial condition \( U_\delta(0) = U_0 \), satisfies the energy estimate given in (6.27), (6.28) and (6.29) for all \( 1 \leq m \leq s \).

**Theorem 6.4.** Let \( s \in \mathbb{N} \) such that \( s \geq s_0 + 1 \), \( s_0 = \left\lceil \frac{d}{2} \right\rceil + 1 \) and \( 1 \leq m \leq s \).

Let \( I, II' \) and \( III \) be satisfied and assume that \( U_0 \in H^m \). Then, there is a unique solution \( U = (u, v, w)^T \) to the Cauchy problem for the equations (6.12)-(6.14) with initial condition (6.20), such that

\[ u, v, w \in C([0, T]; H^m), \quad 1 \leq m \leq s, \]  

(6.30)

\[ u_t, v_t, w_t \in L^2(0, T; H^{m-1}), \quad 1 \leq m \leq s, \]  

(6.31)

\[ u_t, v_t \in C([0, T]; H^{m-1}), \quad 1 \leq m \leq s, \]  

(6.32)

\[ v_t \in C([0, T]; H^{m-2}), \quad 2 \leq m \leq s, \]  

(6.33)

\[ v \in L^2(0, T; H^{m+1}), \quad 1 \leq m \leq s. \]  

(6.34)

Moreover, by theorem 6.3, \( U \) satisfies the energy estimate defined in (6.27)-(6.29).

**Proof.** By Theorem 6.2 for each \( 0 < \delta < 1 \), there is a unique solution \( U_\delta = (u^\delta, v^\delta, w^\delta)^T \in \mathcal{P}_m(T) \cap C([0, T]; H^m) \) of the Cauchy problem (6.21)-(6.20) and thus,

\[ \int_0^T \langle A^0U_\delta + A^i\partial_iU_\delta + DU_\delta - B^{ij}\partial_i\partial_jU_\delta - \delta\Lambda\Delta U_\delta, \phi \rangle dt = \int_0^T \langle f, \phi \rangle \]  

(6.35)

holds true for all \( \phi \in L^2(0, T; L^2) \). Because of Theorem 6.3, \( U_\delta \) satisfies (6.27), there exists \( U = (u, v, w)^T \) and \( U^1 = (u^1, v^1, w^1)^T \) and a sub-sequence, still denoted as \( \{U_\delta\}_{0 < \delta < 1} \), such that \( u, w \in L^\infty(0, T; H^m) \cap L^2(0, T; H^m) \), \( v \in L^\infty(0, T; H^m) \cap L^2(0, T; H^{m-1}) \), \( U^1 \in L^2(0, T; H^m) \) with the property that,

\[ (u^\delta, w^\delta) \rightharpoonup (u, w) \text{ in } L^\infty(0, T; H^m), \quad (u^\delta, w^\delta) \rightharpoonup (u, w) \text{ in } L^2(0, T; H^m), \]  

(6.36)

\[ v^\delta \rightharpoonup v \text{ in } L^\infty(0, T; H^m), \quad v^\delta \rightharpoonup v \text{ in } L^2(0, T; H^{m+1}), \]  

\[ (u_1^\delta, v_1^\delta, w_1^\delta) \rightharpoonup (u^1, v^1, w^1) \text{ in } L^2(0, T; H^{m-1}), \]

for all \( 1 \leq m \leq s \). After using definition 3.3 together with the weak convergence in (6.36) we conclude that, \( \partial_i u = u^1 \), \( \partial_i v = v^1 \), \( \partial_i w = w^1 \). Therefore, by taking the limit in (6.35) we deduce that \( U \) satisfies equations (6.12)-(6.14) with the initial condition (6.20). Finally, since \( U = (u, v, w)^T \) satisfies (6.26) and \( II' \) implies \( III \), Theorem 6.3 assures that \( U \) satisfies (6.27). To conclude that \( U \in C([0, T]; H^m) \) we proceed as in Theorem 6.2. \( \square \)
7. Invariant sets under iterations

Let $U = (u, v, w)^T \in \mathbb{R}^N$ be a given function of $(x, t) \in Q_T$ and consider the following linear equation for the unknown $V = (\hat{u}, \hat{v}, \hat{w})^T$,

\begin{align}
A^{0}_{1}(U)\hat{u}_t + A^{i}_{11}(U)\hat{v}_t \hat{u} + A^{i}_{12}(U)\hat{v}_t \hat{v} &= f_{1}(U, D_x v), \\
A^{j}_{2}(U)\hat{v}_t + A^{j}_{21}(U)\hat{v}_t \hat{v} + A^{j}_{22}(U)\hat{v}_t \hat{w} - B^{ij}_{0}(U)\hat{v}_t \hat{\bar{v}} &= f_{2}(U, D_x v), \\
A^{3}_{3}(U)\hat{w}_t + A^{3}_{31}(U)\hat{v}_t \hat{w} + A^{3}_{32}(U)\hat{v}_t \hat{w} + D_{0}(U)\hat{w} &= f_{3}(U, D_x v),
\end{align}

where each coefficient, $A^{ij}_{j}, B^{ij}_{0}$ and $D_{0}$ represents a matrix of the same order as in section 6, however, in this case, every one of them is a given function of $U$. We have to make the following assumption for the matrix coefficients:

- **A** The functions $A^{ij}_{j}(U)$ for $j = 1, 2, 3$; $A^{ij}_{j}(U)$ for $j, l = 1, 2, 3$ and $i = 1, \ldots, d$; $B^{ij}_{0}(U)$, $i, j = 1, \ldots, d$ and $D_{0}(U)$, are sufficiently smooth functions of its argument $U \in \mathbb{R}^N$.

- **B** $A^{ij}_{j}(U)$ for $j = 1, 2, 3$ are real symmetric and positive definite, uniformly in each compact set with respect to $U \in \mathbb{R}^N$.

- **C** $A^{i1}_{1}(U) \in \mathbb{M}_{n \times n}$ and $A^{33}_{3}(U) \in \mathbb{M}_{p \times p}$ are symmetric for $U \in \mathbb{R}^N$.

- **D** The functions $B^{ij}_{0}(U)$ are real symmetric and satisfy $B^{ij}_{0}(U) = B^{ji}_{0}(U)$ for all $U \in \mathbb{R}^N$; $\sum_{i,j=1}^{d} B^{ij}_{0}(U)\omega_{i}\omega_{j}$ is real symmetric and positive definite in each compact set with respect to $U \in \mathbb{R}^N$ for all $\xi = (\xi_{1}, \ldots, \xi_{d}) \in \mathbb{S}^{d-1}$.

- **E** For every $U \in \mathbb{R}^N$, $f_{1}(U, D_x v) \in \mathbb{R}^n$, $f_{2}(U, D_x v) \in \mathbb{R}^k$, $f_{3}(U, D_x v) \in \mathbb{R}^p$. Let $\eta \in \mathbb{R}^{kd}$ and $\xi \in \mathbb{R}^{Nd}$. The functions $f_{1}(U, \eta), f_{2}(U, \xi)$ and $f_{3}(U, \eta)$ are sufficiently smooth in $(U, \eta) \in \mathbb{O} \times \mathbb{R}^{kd}$ and $(U, \xi) \in \mathbb{O} \times \mathbb{R}^{Nd}$, respectively and satisfy that $f_{1}(U, 0) = 0$, $f_{2}(U, 0) = 0$, $f_{3}(U, 0) = 0$, for any $U \in \mathbb{O} \subset \mathbb{R}^N$, where $\mathbb{O} \subset \mathbb{R}^N$ is an open convex set contained in $\mathbb{R}^N$.

We provide the system (7.1)-(7.3) with the initial condition (6.20) and assume that

- **F** $U_{0} \in H^s$ and $(u_{0}, v_{0}, w_{0})(x) \in \mathbb{O}_{g_{0}}$, where $\mathbb{O}_{g_{0}}$ is a bounded open convex set $\mathbb{O}_{g_{0}}$ in $\mathbb{R}^N$ such that $\overline{\mathbb{O}_{g_{0}}} \subset \mathbb{O}$.

**Definition 7.1.** Let $s \in \mathbb{N}$ such that $s \geq s_{0} + 1$, $s_{0} = \left[ \frac{d}{2} \right] + 1$. We denote by $X_{s}^{\mathbb{T}}(g_{2}, M)$ the set of functions $(u, v, w)^{T}(x, t) := U(x, t) \in \mathbb{O}$ satisfying (6.20)-(6.34) with $m = s$ and such that: there is a bounded open convex set $\mathbb{O}_{g_{2}}$ in $\mathbb{R}^N$, $\overline{\mathbb{O}_{g_{2}}} \subset \mathbb{O}$,

\begin{equation}
U(x, t) \in \mathbb{O}_{g_{2}} \quad \forall(x, t) \in Q_{T},
\end{equation}

and there is a positive constant $M$ such that

\begin{equation}
\sup_{0 \leq t \leq T} \|(u, v, w)(\tau)\|_{s}^{2} + \int_{0}^{t} \|v(\tau)\|_{s+1}^{2} d\tau + \\
+ \int_{0}^{t} \|(u_{t}(\tau), v_{t}(\tau), w_{t}(\tau))\|_{s-1}^{2} d\tau \leq M^{2}
\end{equation}

for all $t \in [0, T]$.

In this section we use the energy estimate (6.27) and closely follow the steps lay down by Kawashima in [20, Section 2.4]. Our objective is to determine $\mathbb{O}_{g_{2}}, M$, and $T_{0} > 0 \leq T$ so that for $(u, v, w) \in X_{s}^{\mathbb{T}}(g_{2}, M)$, the Cauchy problem for (7.1)-(7.3) with initial condition (6.20) has a unique solution $(\hat{u}, \hat{v}, \hat{w})$ in the same
set $X^*_T(g_2, M)$. That is, $X^*_T(g_2, M)$ is invariant under the mapping defined by $(u, v, w) \mapsto (\tilde{u}, \tilde{v}, \tilde{w})$.

In the following, whenever a constant $C$ depends on the values of $U(x, t) \in \mathcal{O}_{g_2}$, we will simply write $C = C(g_2)$ and $C_F$ will denote a constant depending on the function $F$.

**Lemma 2.** Let $U \in X^*_T(g_2, M)$. Assume that $h = h(U)$ and $F = F(U, D_x U)$ are smooth functions of their arguments and that $F(V, 0) = 0$ for all $V \in \mathbb{R}^N$.

(i) Set $U^0 = U(t_0)$ and $U^1 = U(t_1)$ for some $t_0, t_1 \in [0, T]$. Then,

$$\partial^a_x h(U^1) - \partial^a_x h(U^0) = \int_0^1 \partial^a_x \{ Dh(U_r)\}(U^1 - U^0) \, dr,$$

for all $0 \leq |\alpha| \leq s$, where $U_r = U^0 + r(U^1 - U^0)$ for $r \in [0, 1]$.

(ii) $h(U) \in C([0, T]; \hat{H}^s)$ and there is a positive constant $C_h(g_2, M)$ (independent of $t$) such that

$$\|h(U)\|_s \leq C_h(g_2, M). \tag{7.6}$$

(iii) The mapping $\mathbb{R}^d \times \{t\} \ni (x, t) \mapsto h(U(x, t))$ is uniformly continuous for each $t \in [0, T]$.

(iv) $\partial_t h(U) \in L^2(0, T; H^{s-1})$.

(v) $F \in C\left([0, T]; H^{s-1}\right)$.

**Proof.** Observe that

$$h(U^1) - h(U^0) = \int_0^1 Dh(U_r)(U^1 - U^0) \, dr$$

and let us show that

$$\partial_i h(U^1) - \partial_i h(U^0) = \int_0^1 \partial_i \{ Dh(U_r)\}(U^1 - U^0) \, dr$$

for every $i = 1, ..., d$. First, notice that $Dh(U_r) \in \hat{H}^s$. Indeed, since $\mathcal{O}_{g_2}$ is a convex set, $U_r \in \mathcal{O}_{g_2}$ and the values of $U_r = U_r(x, t)$ for $(x, t) \in Q_T$ are contained in a compact set, implying that $Dh(U_r) \in L^\infty$. By using theorem 3.4 (with $j = s$ and $F = Dh$) we conclude that $D_x Dh(U_r) \in H^{s-1}$. Then, for a test function $\phi \in D(\mathbb{R}^d)$, Fubini’s theorem states that

$$\int_{\mathbb{R}^d} (h(U^1) - h(U^0)) \, \partial_i \phi \, dx = \int_0^1 \left( \int_{\mathbb{R}^d} Dh(U_r)(U^1 - U^0) \, \partial_i \phi \, dx \right) \, dr,$$

$$= -\int_{\mathbb{R}^d} \int_0^1 \partial_i (Dh(U_r)(U^1 - U^0)) \, dr \, \phi \, dx$$

which proves the statement for the case $|\alpha| = 1$. The case $2 \leq |\alpha| \leq s$ can be done similarly. This concludes (i).

By theorem 3.4, $h(U) \in \hat{H}^s$ and there is a constant $C_h = C_h(g_2)$ such that

$$\|h(U)\|_s = \|h(U)\|_{L^\infty} + \|D_x h(U)\|_{s-1} \leq C_h(g_2)(1 + \|D_x U\|_{s-1}).$$

Hence, (7.6) follows by (7.5). Let $|\alpha| = 0$ in (i), and apply Sobolev’s embedding theorem to obtain that,

$$|h(U^1) - h(U^0)| \leq C(g_2)|U_1 - U_0| \leq C(g_2)\kappa_s \|U^1 - U^0\|_s,$$
which goes to zero as $t_0 \to t_1$ because $U \in C([0,T];H^s)$. It remains to prove that $D_x h(U^0) \to D_x h(U^1)$ with respect to the $H^{s-1}$ norm. Let $\alpha \in \mathbb{N}_0^3$ such that $\alpha = \alpha' + \alpha''$, $|\alpha'| = 1$ and $0 \leq \alpha'' \leq s-1$. Apply Jensen’s inequality in (i), integrate in $\mathbb{R}^d$ and use Fubini’s theorem to get

$$\| \partial_\alpha x'^{\alpha''} \left( \partial_x^{\alpha'} h(U^1) - \partial_x^{\alpha'} h(U^0) \right) \|^2 \leq \int_0^1 \| \partial_\alpha x' \{ Dh(U_r)(U^1 - U^0) \} \|^2 dr.$$

Hence,

$$\| \partial_x^{\alpha'} h(U^1) - \partial_x^{\alpha'} h(U^0) \|^2_{s-1} \leq \int_0^1 \| Dh(U_r) \|^2_{s} \| U^1 - U^0 \|^2_{s} dr.$$

By Theorem 3.4, there is a positive constant $C_{Dh} = C_{Dh}(g_2, M)$, independent of $r \in [0,1]$, such that

$$\| \partial_x^{\alpha'} h(U^1) - \partial_x^{\alpha'} h(U^0) \|^2_{s-1} \leq C_{Dh}(g_2, M) \| (U^1 - U^0) \|^2_{s} \quad \forall |\alpha'| = 1.$$

Then, (ii) follows.

To prove (iii) notice that, by Sobolev’s embedding theorem, $U(t) \in H^s$ for each $t \in [0,T]$, and since $h = h(U)$ is continuous on the compact set $\overline{\{g_2\}}$, it follows that $h(U(t))$ is uniformly continuous on $\mathbb{R}^d$.

Given that $U_t \in L^2(0,T;H^{s+1})$, (3.2) in theorem 3.1 ($r = s-1$) combined with theorem 3.4 yield

$$\int_0^T \| \partial_t h(U(t)) \|^2_{s-1} dt \leq C_{Dh}(g_2, M)^2 \int_0^T \| U_t(t) \|^2_{s-1} dt < \infty,$$

which proves (iv).

Finally, since $F(U,0) = 0$ for any $U \in \mathbb{R}^N$, we can proceed just as in (i) to conclude that

$$\| F(U, D_x U) \|^2 \leq C \| (0, D_x U) \|^2_{s-1} \int_0^1 \| D^2 F(U, r D_x U) \|^2_{L^\infty} dr.$$  \hspace{1cm} (7.7)

Now, since we can take $\| F(U, D_x U) \|^2_{s-1} = \| F(U, D_x U) \|^2 + \| D_x F(U, D_x U) \|^2_{s-2}$, and $\| D_x F(U, D_x U) \|^2_{s-2} \leq C(g_2, M) < \infty$, as consequence of theorem 3.4 (by taking $j = s-1$), we conclude that $F \in H^{s-1}$. In order to prove the continuity of $t \mapsto F(U(t); D_x U(t))$ with respect of the $\| \cdot \|_{s-1}$, we proceed as in (ii) \hfill \Box

**Lemma 3.** Assume that $U \in X_T^2(g_2, M)$ and that conditions A-F are satisfied. Then the Cauchy problem for the linear system (7.1) - (7.3) with initial condition (6.20) has a unique solution $V = (\hat{u}, \hat{v})^T$ satisfying (6.30) - (6.34) with $m = s$ and the energy estimate (6.27). Furthermore, there is a positive constant $C_2 = C_2(g, M)$ such that

$$\Phi_2(t) \leq C_1 e^{C_2(t+M t^{1/2})} =: \Phi_2(t).$$  \hspace{1cm} (7.8)

for all $t \in [0, T]$.

**Proof.** Since $U = U(x,t)$, the coefficients in (7.1) - (7.3) are also functions of $(x,t) \in Q_T$. Then, the result follows from Theorem 6.4 with $m = s$, once assumptions I, II' and III are verified. Observe that assumptions I is a direct consequence of C. Assumption II' can be decomposed into several conditions for the block matrices. In this case, notice that H4', H3, H5, and H7 are a direct consequence of Lemma 2. Meanwhile, H1 follows immediately by assumptions B and D. Indeed, since
Then, (7.8) follows by (6.29) with $C_E K^I$ and use theorem 3.4 with $j$ for $j$ and thus, (7.12)

$U \in \mathcal{O}_{g_2}$, condition B assures that, for each $j = 1, 2, 3$, there is a positive constant $\alpha_j = \alpha_j(g_2)$ independent of $(x, t)$ such that

$$a_0^j |y|^2 \leq (A_j^0(U)y, y)_{\mathbb{R}^N(j)} \forall y \in \mathbb{R}^N(j),$$

where $N(1) = n$, $N(2) = k$ and $N(3) = p$. Define, $\sup_{Q_T} |A_j^0(U(x,t))| =: \alpha_j^I(g_2) < \infty$ for each $j = 1, 2, 3$ and thus,

$$(A_j^0(U)y, y)_{\mathbb{R}^N(j)} \leq \alpha_j^I |y|^2 \forall y \in \mathbb{R}^N(j).$$

By taking $a_0(g_2) = \min \{\alpha_j^I\}$ and $a_1(g_2) = \max \{\alpha_j^I\}$ we obtain that

$$a_0 |y|^2 \leq (A_j^0(U)y, y)_{\mathbb{R}^N(j)} \leq a_1 |y|^2 \forall y \in \mathbb{R}^N(j),$$

(7.9)

for all $j = 1, 2, 3$. A similar argument leads us to conclude that the symbol $B_j^i(U(x,t))\omega_i \omega_j$ is positive definite for all $\omega = (\omega_1, \ldots, \omega_d) \in S^{d-1}$, with constant $\eta = \eta(g_2) > 0$ independently of $(x, t) \in Q_T$.

Statement H2' is a consequence of A and (7.9). In particular, according to (7.6), we take $g = g(g_2, M)$ such that

$$C_{A_j^0}^I(g_2, M), C_{(A_j^0)^{-1}}(g_2, M), \sum_{i,j=1}^d C_{B_j^i}(g_2, M) \leq g.$$  (7.10)

This concludes all the statements comprising II'. We are left with verifying III. By E, we can take $F(U, D_x U) = (f_1(U, D_x v), f_2(U, D_x U), f_3(U, D_x v))^T$ in Lemma 2 and thus, $f_j \in C([0, T]; H^{s-1})$ ($j = 1, 2, 3$). To show that $f_l(U, D_x v) \in L^2(0, T; H^s)$ for $l = 1, 3$, apply (7.7), so that,

$$\int_0^T \|f_l(U(t), D_x v(t))\|_2^2 \leq C_F(g_2, M) \int_0^T \|v(t)\|_s^2 dt,$$

and use theorem 3.4 with $j = s$ to obtain,

$$\int_0^T \|D_x f_l(U(t), D_x v(t))\|_{s-1}^2 \leq C(g_2, M) \int_0^T \|U(t)\|_s^2 + \|v(t)\|_{s+1}^2 dt < \infty.$$  (7.11)

This proves III. Finally, by Lemma 2 there are two positive constants $K_1 = K_1(g_2, M)$ and $K_2 = K_2(g_2, M)$ such that

$$\int_0^t \mu_0(\tau) d\tau \leq K_1 t, \quad \int_0^t \mu_1(\tau) d\tau \leq K_2 t^{1/2} \left( \int_0^t \|U_i(\tau)\|_{s-1}^2 d\tau \right)^{1/2}.$$  (7.12)

Then, (7.8) follows by (6.29) with $C_2 := C_1 \max\{K_1, K_2\}$.

Now, fix a constant $g_2 > 0$ so that $0 < g_2 < g_1 := d(\mathcal{O}_{g_0}, \partial \mathcal{O})$ and take

$$\mathcal{O}_{g_2} = g_2 - \text{neighborhood of } \mathcal{O}_{g_0},$$  (7.13)

$$M = \sqrt{2C_1} \|u_0, v_0, w_0\|_s.$$  (7.14)

We are ready for the main result of this section.

**Theorem 7.1.** There is a positive constant $T_0$ that depends on $g_0$, $g_2$ and $\|U_0\|_s$ such that, if $U = (u, v, w)^T \in X_{g_2}^s(\mathcal{O}_{g_2}, M)$ with $g_2$ and $M$ defined by (7.11)-(7.14), the Cauchy problem for (7.11)-(7.13) with initial condition (6.20) has a unique solution $V = (\hat{u}, \hat{v}, \hat{w})^T$ in the same set $X_{T_0}^s(\mathcal{O}_{g_2}, M)$.  

Proof. By Lemma 3, there is a unique solution $V = (\hat{u}, \hat{v}, \hat{w})^T$ to (7.1)-(7.3) with initial condition (6.20) such that, the estimate
\[
\|V(t)\|_s^2 + \int_0^t \|\hat{v}(\tau)\|_{s+1}^2 d\tau + \int_0^t \|V_i(\tau)\|_{s-1}^2 d\tau 
\leq C_1 e^{C_2 (t+MT^{1/2})} \left\{ \|U_0\|_s^2 + \int_0^t F^s(f_1, f_2, f_3)(\tau) d\tau \right\}
\] (7.13)
holds for all $t \in [0, T]$. Since $F^s(f_1, f_2, f_3) \in L^1(0, T)$, we can choose $0 < T_0 < T$ such that
\[
\int_0^{T_0} F^s(f_1, f_2, f_3)(t) dt \leq \|U_0\|_s^2 \quad \text{and} \quad e^{C_2 (T_0 + MT^{1/2})} \leq 2,
\] (7.14)
happen simultaneously. Then, from (7.13),
\[
\|\hat{U}(t)\|_s^2 + \int_0^t \|\hat{v}(\tau)\|_{s+1}^2 d\tau + \int_0^t \|\hat{U}_i(\tau)\|_{s-1}^2 d\tau \leq 4C_1 \| (u_0, v_0, w_0) \|_s^2 = M^2.
\]
The last estimate implies that,
\[
| (\hat{u}, \hat{v}, \hat{w})(x, t) - (u_0, v_0, w_0)(x) | \leq \int_0^t \| \hat{\partial}_i (\hat{u}, \hat{v}, \hat{w})(\tau) \|_{L^\infty} d\tau 
\leq \kappa_{s-1} \int_0^t \| \hat{U}_i(\tau) \|_{s-1} d\tau 
\leq \kappa_{s-1} T_0^{1/2} M \leq \kappa_{s-1} T_0^{1/2} M.
\] (7.15)
If $T_0$ is such that
\[
\kappa_{s-1} T_0^{1/2} M \leq g_2,
\] (7.16)
then, from (7.10), (7.4) is satisfied. Summarizing, we have to choose a positive $T_0$ that satisfies (7.14) and (7.16) to assure that $V \in X^s_{T_0}(g_2, M)$ whenever $U \in X^s_{T_0}(g_2, M)$. This completes the proof of Theorem 7.1. \qed

8. BOUNDEDNESS IN THE HIGH NORM AND CONTRACTION IN THE LOW NORM

In this section we find $X$ and $Y$ such that the fixed point Theorem 5.1 can be applied. Consider the initial value problem for (7.1)-(7.3), written as
\[
A^0(U) V_i + A^i(U) \partial_i V - B^{ij}(U) \partial_i \partial_j V + D(U) V = F(U; D_x U),
\]
\[
V_i |_{t=0} = U_0
\] (8.1)
where for each $U = (u, v, w) \in X^s_{T_0}(g_2, M)$ the matrix coefficients are given as in (6.16)-(6.19). According with Theorem 7.1, (8.1) has a unique solution $V = (\hat{u}, \hat{v}, \hat{w})^T \in X^s_{T_0}(g_2, M)$. This means that the operator
\[
\mathcal{T} : X^s_{T_0}(g_2, M) \to X^s_{T_0}(g_2, M)
\]
\[
U \mapsto V
\] (8.2)
is well defined. Thus, we can take
\[
X := X^s_{T_0}(g_2, M).
\] (8.3)
Now, we have to find a Banach space $Y$ such that $X \subset Y$ and statements (i) and (ii) of Theorem 5.1 are satisfied. Consider then, $U^p \in X$ and set $\mathcal{T}(U^p) := V^p \in X$
and \( \mathcal{T}(V^p) = W^p \in X \) for \( p = 1, 2 \). Set \( V^p = (\tilde{u}^p, \tilde{v}^p, \tilde{w}^p) \), \( W^p = (\bar{u}^p, \bar{v}^p, \bar{w}^p) \) for \( p = 1, 2 \). Then, by the definition of \( W^p \), the difference \( W^2 - W^1 = W \) satisfies,

\[
A^0(V^2)W_t + A^1(V^2)\partial_t W - B^2(V^2)\partial_i \partial_j W + D(V^2)W = \bar{R},
\]

\[ W|_{t=0} = 0, \]

where \( \bar{R} := (\hat{f}_1, \hat{f}_2, \hat{f}_3)^\top \) satisfies the following estimates.

**Lemma 4.** Let \( V^p, W^p \in X^n_{\mathcal{T}_0}(g_2, M) \) for \( p = 1, 2 \). Then,

\[
\|\hat{f}_l\|_{s-l} \leq C \left( \|\hat{u}^2 - \hat{u}^1\|_{s-l} + \|\hat{v}^2 - \hat{v}^1\|_{s-l} + \|\hat{w}^2 - \hat{w}^1\|_{s-l} \right), \quad l = 1, 3,
\]

\[
\|\hat{f}_2\|_{s-2} \leq C \left( \|\hat{u}^2 - \hat{u}^1, \hat{v}^2 - \hat{v}^1, \hat{w}^2 - \hat{w}^1 \right)_{s-1},
\]

for some positive constant \( C = C(g_2, M) \).

**Proof.** We only prove the result for \( \hat{f}_1 \) and proceed in the same manner for \( \hat{f}_2 \) and \( \hat{f}_3 \). Observe that

\[
\hat{f}_1 = A^0_2(V^2) \left\{ A^0_1(V^2)^{-1} f_1(V^2; D_x \bar{v}^2) - A^0_1(V^1)^{-1} f_1(V^1; D_x \bar{v}^1) \right\} + A^0_0(V^2) \left\{ A^0_1(V^1)^{-1} A^1_{11}(V^1) - A^0_1(V^2)^{-1} A^1_{11}(V^2) \right\} \partial_i \bar{u}^1 + A^0_1(V^2) \left\{ A^0_1(V^1)^{-1} A^1_{12}(V^1) - A^0_1(V^2)^{-1} A^1_{12}(V^2) \right\} \partial_i \bar{v}^1.
\]

Define \( H(V, D_x \bar{v}) := (A^0_0)^{-1}(V) f_1(V, D_x \bar{v}) \) and apply a similar argument to the one that led us to (i) in Lemma 2 to conclude that

\[
\|H(V^2, D_x \bar{v}^2) - H(V^1, D_x \bar{v}^1)\|_{s-1} \leq C' \left( \|\hat{u}^2 - \hat{u}^1, \hat{v}^2 - \hat{v}^1\|_{s-1} + \|\hat{w}^2 - \hat{w}^1\|_s \right),
\]

where \( C' \) is a positive constant depending on \( g_2 \) and \( M \). Given that, \( V^2, W^1 \in X^n_{\mathcal{T}_0}(g_2, M) \), we can apply theorem 3.1 to obtain the result for the first term in \( \hat{f}_1 \). The rest of the terms can be treated similarly.

**Definition 8.1.** Define \( Y \) as the vector space of functions \( Z = (z_1, z_2, z_3)^\top \in \mathbb{R}^n \times \mathbb{R}^k \times \mathbb{R}^p = \mathbb{R}^N \) such that

\[
Z \in C([0, T_0]; H^{s-1}), \quad z_2 \in L^2(0, T_0; H^s), \quad Z_t \in L^2(0, T_0; H^{s-2}),
\]

with norm defined by

\[
\|Z\|_Y^2 := \sup_{0 \leq t \leq T_0} \|Z(t)\|^2_{s-1} + \int_0^{T_0} \|z_2(t)\|^2_s dt + \int_0^{T_0} \|Z_t(t)\|^2_{s-2} dt.
\]

**Remark 3.** Observe that \( (Y, \| \cdot \|_Y) \) is a Banach space and \( X \subset Y \). Nonetheless, \( X \) is not a closed subset of \( Y \).

**Theorem 8.1.** There is a constant \( C = C(g_2, M) > 0 \) such that

\[
\|\mathcal{T}(V^2) - \mathcal{T}(V^1)\|_Y^2 \leq C \max(1, T_0) \left( \|V^2 - V^1\|_Y^2 \right), \quad \text{for all } V^1, V^2 \in X.
\]

That is, \( \mathcal{T} : X \to X \) is Lipschitz continuous on its domain. Furthermore,

\[
\|\mathcal{T}^2(U^2) - \mathcal{T}^2(U^1)\|_Y \leq CT_0 \left( \|\mathcal{T}(U^2) - \mathcal{T}(U^1)\|_Y + \|U^2 - U^1\|_Y \right),
\]

for all \( U^1, U^2 \in X \).
Proof. Let \( V^p = (\hat{u}^p, \hat{v}^p, \hat{w}^p) \in X \) and set \( T(V^p) := (\bar{u}^p, \bar{v}^p, \bar{w}^p) \in X \) for \( p = 1, 2 \). Then, by Theorem 6.3 \( T(V^2) - T(V^1) \) is the unique solution of (8.3). Consequently, estimate (6.27) holds true with \( m = s - 1 \) for all \( t \in [0, T_0] \) and by taking into account (7.8), (7.14) and Lemma 4 we have that

\[
\sup_{0 \leq t \leq T_0} \| (T(V^2) - T(V^1))(t) \|_{s-1}^2 + \int_0^{T_0} \| (\hat{v}^2 - \hat{v}^1)(\tau) \|_{s-2}^2 d\tau
\]

\[
+ \int_0^{T_0} \| \partial_1 T(V^2) - \partial_1 T(V^1) \|_{s-2}^2 d\tau
\]

\[
\leq C_1\epsilon C_2 (T_0 + MT_0^{1/2}) \left\{ \int_0^{T_0} \mathcal{F}^{s-1}(\hat{f}_1(t), \hat{f}_2(t), \hat{f}_3(t)) dt \right\}
\]

\[
\leq 2C_1 \int_0^{T_0} \| \hat{f}_1(\tau) \|_{s-1}^2 + \| \hat{f}_2(\tau) \|_{s-2}^2 + \| \hat{f}_3(\tau) \|_{s-1}^2 d\tau
\]

\[
\leq C \left( \int_0^{T_0} \| (V^2 - V^1)(\tau) \|_{s-1}^2 d\tau + \int_0^{T_0} \| (\hat{v}^2 - \hat{v}^1)(\tau) \|_{s-2}^2 d\tau \right)
\]

\[
\leq C \left( T_0 \sup_{0 \leq t \leq T_0} \| (V^2 - V^1)(t) \|_{s-1}^2 + \int_0^{T_0} \| (\hat{v}^2 - \hat{v}^1)(\tau) \|_{s-2}^2 d\tau \right).
\]

After recalling the definition of \( \| \cdot \|_Y \), we can assert that (8.8) follows by (8.7). Now let \( U^1, U^2 \in X \) and set \( V^p := T(U^p) \) for \( p = 1, 2 \). Then, by (8.7),

\[
\| T^2(U^2) - T^2(U^1) \|_{s-1}^2 = \| T(V^2) - T(V^1) \|_{s-1}^2
\]

\[
\leq C \left( T_0 \sup_{0 \leq t \leq T_0} \| T(U^2) - T(U^1) \|_{s-1}^2 + \int_0^{T_0} \| (\hat{v}^2 - \hat{v}^1)(\tau) \|_{s-2}^2 d\tau \right).
\]

Since \( V = V^2 - V^1 \) is the unique solution of (8.3) with \( U^2 \) instead of \( V^2 \), we can assure that \( \hat{v} := \hat{v}^2 - \hat{v}^1 \) satisfies the following parabolic equation

\[
A_{10}^2(U^2)\hat{v} + A_{22}^2(U^2)\partial_i \hat{v} - B^0_0(U^2)\partial_i \hat{v} = \hat{g},
\]

where \( \hat{g} := f_2' - A_{21}^0(U^2)\partial_i \hat{u} - A_{22}^0(U^2)\partial_i \hat{w}, \hat{u} = \hat{u}^2 - \hat{u}^1, \hat{w} = \hat{w}^2 - \hat{w}^1 \) and

\[
f_2' = A_{10}^2(U^2) \left\{ A_{10}^0(U^2)^{-1} f_2(U^2, D_s U^2) - A_{20}^0(U^1)^{-1} f_2(U^1, D_s U^1) \right\}
\]

\[
- A_{20}^2(U^2) \left\{ A_{20}^0(U^2)^{-1} A_{21}^0(U^2) - A_{20}^0(U^1)^{-1} A_{21}^0(U^1) \right\} \partial_i \hat{u}^1
\]

\[
- A_{20}^2(U^2) \left\{ A_{20}^0(U^2)^{-1} A_{22}^0(U^2) - A_{20}^0(U^1)^{-1} A_{22}^0(U^1) \right\} \partial_i \hat{v}^1
\]

\[
- A_{20}^2(U^2) \left\{ A_{20}^0(U^2)^{-1} A_{23}^0(U^2) - A_{20}^0(U^1)^{-1} A_{23}^0(U^1) \right\} \partial_i \hat{w}^1
\]

\[
+ A_{20}^2(U^2) \left\{ A_{20}^0(U^2)^{-1} B_{00}^0(U^2) - A_{20}^0(U^1)^{-1} B_{00}^0(U^1) \right\} \partial_i \partial_j \hat{v}^1.
\]

Hence, \( \hat{g} \in C ([0, T]; H^{s+2}) \). Then, \( \hat{v} \) satisfies the estimate (6.7) with \( m = s - 1 \) for all \( t \in [0, T_0] \) and thus,

\[
\int_0^{T_0} \| \hat{v}(\tau) \|_{s-1}^2 d\tau \leq \Psi_0^2(T_0) \int_0^{T_0} \| \hat{g}(\tau) \|_{s-2}^2 d\tau.
\]

Observe that, by Lemma 3 and (7.14), \( \Psi_0^2(T_0) \leq \Phi_1^2(T_0) \leq 2 \), and by Lemma 4 applied to (8.10) we have that,

\[
\| \hat{g}(t) \|_{s-2}^2 \leq C \sup_{0 \leq t \leq T_0} \| (V^2 - V^1)(t) \|_{s-1}^2 + \| (U^2 - U^1)(t) \|_{s-1}^2 \quad \forall t \in [0, T_0]
\]
for some positive constant $C = C(g_2, M)$. Therefore,
\[
\int_0^{T_0} \|\hat{\alpha}(\tau)\|_s^2 d\tau \leq C T_0 \left( \sup_{0 \leq t \leq T_0} \|V^2 - V^1(t)\|_{s-1}^2 + \sup_{0 \leq t \leq T_0} \|U^2 - U^1(t)\|_{s-1}^2 \right).
\]
If we apply this inequality in (8.8) we conclude that $T$ satisfies (8.6) for all $U^1, U^2 \in X$.

Remark 4. Observe that the Lipschitz constant in (8.5) is always greater or equal than one, no matter how small $T_0$ is taken. On the other hand, if additionally to (7.14) and (7.10) we take $T_0$ small enough so that
\[
0 < \alpha_0 := C T_0 < \frac{1}{2^n},
\]
we can assure that $T$ satisfies (5.3) in Theorem 5.1.

9. Existence of the extension

In this section we show the existence of the extension $\hat{T}$ of $T$ as described in Theorem 5.1. To begin with, notice that, given the Banach space structure of $X$, if $\{U^k\} \subset X$ is a Cauchy sequence in $Y$ then, there is $U = (u, v, w) \in C([0, T_0]; H^{s-1})$, $v_0 \in L^2(0, T_0; H^s)$ and $(u_1, v_1, w_1) \in L^2(0, T_0, H^{s-2})$ such that
\[
(u^k, v^k, w^k) \to (u, v, w) \text{ in } C([0, T_0]; H^{s-1}),
\]
\[
v^k \to v_0 \text{ in } L^2(0, T_0; H^s),
\]
\[(u^k_t, v^k_t, w^k_t) \to (u_1, v_1, w_1) \text{ in } L^2(0, T_0; H^{s-2}),
\]
where $v_0 = v$ and $(u_1^1, v_1^1, w_1^1) = (u_1, v_1, w_1)$. Consider the following result.

Lemma 5. Let $s \in \mathbb{N}$ such that $s \geq s_0 + 1$, $s_0 = \left\lfloor \frac{d}{2} \right\rfloor + 1$. Define $X_0$ as the set of all functions $V = (v_1, v_2, v_3)^T$ of $(x, t) \in Q_T_0$ ($v_1 \in \mathbb{R}^n$, $v_2 \in \mathbb{R}^k$ and $v_3 \in \mathbb{R}^p$) such that
\[
V \in L^\infty(0, T_0; H^s), \quad v_2 \in L^2(0, T_0; H^{s+1}),
\]
\[V_t \in L^2(0, T_0; H^{s-1}), \quad V(x, t) \in Q_{g_2} \quad \forall (x, t) \in Q_{T_0},
\]
and the estimate
\[
\sup_{0 \leq \tau \leq t} \|V(\tau)\|_{s}^2 + \int_0^t \|v_2(\tau)\|_{s+1}^2 d\tau + \int_0^t \|V(\tau)\|_{s-1}^2 d\tau \leq M^2
\]
are satisfied. Then, $X_0 \subset X_0$.

Proof. Let $\{U^k\} \subset X$ such that $U^k \to U$ in $Y$. From the definition of $X$ it follows that
\[
\sup_{0 \leq \tau \leq t} \|U^k(\tau)\|_{s}^2 + \int_0^t \|v^k(\tau)\|_{s+1}^2 d\tau + \int_0^t \|U^k_t(\tau)\|_{s-1}^2 d\tau \leq M^2 \quad \forall k \in \mathbb{N}.
\]
Then, in particular, for each $t \in [0, T_0]$, the sequence $\{U^k(t)\}$ is bounded in $H^s$, implying the existence of $U^t \in H^s$ and weak convergent subsequence $\{U^j(t)\}$ (where $j$ depends on $t$) such that
\[
U^j(t) \to U^t \quad \text{in} \quad H^s.
\]
Let us show that $U^t = U(t)$ for all $t \in [0, T_0]$. For $h \in L^2$ the map $g \mapsto \lambda_h(g) := \int_{\mathbb{R}^d} \langle h, g \rangle_{\mathbb{R}^N} \, dx$, is linear and continuous on $H^s$, hence, by the Riesz representation Lemma, for each $h \in L^2$, there is a unique $\psi = \psi(h) \in H^s$ such that,

$$
\int_{\mathbb{R}^d} \langle (h, U^t) \rangle_{\mathbb{R}^N} \, dx = \lambda_h(U^t) = \langle \psi(h), U^t \rangle_s = \lim_{j \to \infty} \langle \psi(h), U^j(t) \rangle_s
$$

$$
= \lim_{j \to \infty} \lambda_h(U^j(t)) = \lim_{j \to \infty} \int_{\mathbb{R}^d} \langle h, U^j(t) \rangle_{\mathbb{R}^N} \, dx = \int_{\mathbb{R}^d} \langle h, U(t) \rangle_{\mathbb{R}^N} \, dx,
$$

where the last equality follows from (9.1). Thus, $U^t = U(t)$ for all $t \in [0, T_0]$. Now, since $\{U^k\} \subset X$ there is a subsequence $\{U^j\} \subseteq \{U^k\}$, $U^0 = (u^0, v^0, v^0) \in L^\infty(0, T_0; H^s)$ and $U_1 \in L^2(0, T_0; H^{s-1})$ such that $v^0 \in L^2(0, T_0; H^{s+1})$ and

$$
U^j \rightharpoonup U^0 \text{ in } L^\infty(0, T_0; H^s), \quad v^j \to v^0 \text{ in } L^2(0, T_0; H^{s+1}),
$$

(9.8)

By (9.1), (9.3) and the uniqueness of the weak limit, it follows that, $U^0 = U$ and $U_1 = U^0$. As consequence of (9.4) and the weak convergence stated in (9.4) and (9.8), for each $t \in [0, T_0]$, there is a subsequence $\{U^{j_k}\} \subset \{U^k\}$ such that

$$
\|U(t)\|^2 + \int_0^{T_0} \|v(\tau)\|^2_{\mathcal{H}+1} \, d\tau + \int_0^{T_0} \|U_t(\tau)\|^2 \, d\tau \leq M^2.
$$

Lastly, since $T_0$ satisfies (7.16), it follows by (7.15) that $V(x, t) \in \mathcal{O}_{g_2}$ for all $(x, t) \in Q_{T_0}$. Thus, $\overline{X} \subseteq X_0$.

\section*{Theorem 9.1.}

Let $X = X^s_{T_0}(g_2, M)$, $\mathcal{T} : X \to X$ the operator defined in (8.1) - (8.2) and let $X_\infty$ together with $\overline{\mathcal{T}}$ be defined as in (i) of Theorem 5.1. Then, the map $\overline{\mathcal{T}} : X_\infty \to X_\infty$ is a well-defined extension of $\mathcal{T}$.

\section*{Proof.}

Let $U \in X_\infty$. Then, there is $\{U^k\} \subset X$ and $V \in Y$ such that $U^k \to U$ and $\mathcal{T}(U^k) \to V$ in $Y$. According to the definition of $\mathcal{T}$, if we set $V^k := \mathcal{T}(U^k)$, we have that

$$
A^0(U^k)V^k_t + A^1(U^k) \partial_t V^k - B^{ij}(U^k) \partial_i \partial_j V^k + D(U^k)V^k = F(U^k; D_x U^k),
$$

$$
U^k \big|_{t=0} = U_0
$$

for all $k \in \mathbb{N}$. By taking the limit as $k \to \infty$ and using (9.1), (9.3) we find that $V$ satisfies the Cauchy problem (8.1) (where the equation is satisfied in $\mathcal{C}([0, T_0]; H^{s-2})$). If there is another sequence $\{\tilde{U}^k\}$ in $X$ such that $\tilde{U}^k \to U$ and $\tilde{V}^k := \mathcal{T}(\tilde{U}^k) \to \tilde{V}$ in $Y$ then, as in the previous lines, $\tilde{V}$ satisfies (8.1). But since $U^k, V^k, \tilde{V}^k \in X$, we have that, $U, V, \tilde{V} \in \overline{X}$ and by Lemma 5, it follows that $U, V, \tilde{V} \in X_0$. Therefore, $V - \tilde{V}$ satisfies (6.20) with $m = s$ and $T = T_0$ and thus, the well-posedness of Theorem 5.1 implies that $V = \tilde{V}$. Hence, $\overline{\mathcal{T}}(U)$ is independent of the Cauchy sequence chosen to converge to $U$.

\section*{Remark 5.}

As consequence of the Lipschitz continuity of $\mathcal{T}$, it follows that $X_\infty = \overline{X}$. Indeed, is enough to show that $\overline{X} \subseteq X_\infty$. If $V \in \overline{X}$, there is a sequence $\{V^k\} \subset X$ such that, $V^k \to V$ in $Y$. Then, according with (8.5), $\{\mathcal{T}(V^k)\}$ is a
Corollary 3. There is a unique \( U_\infty \in X_\infty \) such that \( \hat{T}(U_\infty) = U_\infty \).

Proof. By (8.9) and (8.11), the operator \( T : X \to X \) satisfies (5.3) and by Theorem 9.1 \( \hat{T} : X_\infty \to X_\infty \) is well defined. Therefore, the hypothesis of Theorem 5.1 are satisfied and the result follows.

Theorem 9.2. Let \( X = X_{T_0}^s(g_2,M) \), \( \hat{T} \) the operator defined in Theorem 9.1 and \( V_\infty \in X_\infty \). If there is \( W_\infty \in X_\infty \) such that \( \hat{T}(W_\infty) = V_\infty \), then, \( V_\infty \in X_\infty \).

Proof. Observe that, \( V_\infty, W_\infty \in X_0 \cap C([0,T_0];H^{s-1}) \), as consequence of Lemma 5 and (7.1). It remains to show that \( V_\infty \in C([0,T_0];H^s) \). If \( V_\infty^\epsilon \) is the mollification of \( V_\infty^\epsilon \) then, for each \( \epsilon > 0 \), \( V_\infty^\epsilon \in C([0,T_0];H^s) \). Consider \( V_\infty^\epsilon \) and \( V_\infty^\epsilon \) as well as their respective Cauchy problems (see (12.29)). Since \( W_\infty \in X_0 \), the assumptions of Theorem 6.3 are satisfied (with \( m = s, T = T_0 \)) and according with (6.27), (6.28) and (6.29), the estimate, \( \|V_\infty^\epsilon(t) - V_\infty^\epsilon(t)\|_s \leq K_{0,\epsilon,\bar{\epsilon}(T_0)}\Phi_{0,\epsilon,\bar{\epsilon}(T_0)} \), holds true for all \( t \in [0,T_0] \) and some \( K_{0,\epsilon,\bar{\epsilon}(T_0)} \) and \( \Phi_{0,\epsilon,\bar{\epsilon}(T_0)} \) with the property that \( K_{0,\epsilon,\bar{\epsilon}(T_0)}, \Phi_{0,\epsilon,\bar{\epsilon}(T_0)} \to 0 \) as \( \epsilon, \bar{\epsilon} \to 0 \). Hence, \( \{V_\infty^\epsilon\}_{\epsilon \to 0} \) is a Cauchy sequence in \( C([0,T_0];H^s) \) and \( V_\infty \in C([0,T_0];H^s) \).

Corollary 3. Let \( U_\infty \in X_\infty \) be the unique fixed point of \( \hat{T} \). Then, \( U_\infty \in X_\infty \).

Finally, as consequence of Corollaries 2 and 3 we conclude the following Theorem.

Theorem 9.3 (Local existence and uniqueness). Let \( s \in \mathbb{N} \) such that \( s \geq s_0 + 1 \), \( s_0 = \left\lceil \frac{d}{2} \right\rceil + 1 \). Assume that conditions A through F are satisfied. Then there exists a positive constant \( T_0 \leq T \), depending only on \( O_{g_0}, O_{g_0} \) and \( \|(u_0,v_0,w_0)\|_s \), such that the initial value problem

\[
\begin{align*}
A_{11}^0(U)u_t + A_{12}^1(U)\partial_t u + A_{13}^0(U)\partial_i v &= f_1(U, D_x v), \\
A_{21}^0(U)v_t + A_{22}^1(U)\partial_t u + A_{23}^0(U)\partial_i v + A_{33}^1(U)\partial_i w - B_{01}^2(U)\partial_j \partial_i v &= f_2(U, D_x U), \\
A_3^0(U)w_t + A_{32}^1(U)\partial_t v + A_{33}^0(U)\partial_i w + D_0(U)w &= f_3(U, D_x v),
\end{align*}
\]

has a unique solution \( U \in X_{T_0}^s(g_2,M) \), where \( g_2 \) and \( M \) are determined by \( (7.11) \) and \( (7.12) \) respectively.

10. The viscous Cattaneo-Christov system for compressible fluid flow in several space dimensions

Consider the basic equations for a compressible, viscous, heat conducting fluid flow in space \( x \in \mathbb{R}^d \) with \( d = 1, 2 \) or 3

\[
\begin{align*}
\rho_t + \nabla \cdot (\rho v) &= 0, \\
(\rho v)_t + \nabla \cdot (\rho v \otimes v) &= \nabla \cdot T, \\
(\rho E)_t + \nabla \cdot (\rho E v) &= \nabla \cdot (Tv) - \nabla \cdot q,
\end{align*}
\]

where \( \rho = \rho(x,t) \) is the mass density, \( v = (v_1, ..., v_d)(x,t) \in \mathbb{R}^d \) is the velocity field, \( E := \rho \left( \frac{1}{2} |v|^2 + e \right) \) is the total energy, \( e = e(x,t) \in \mathbb{R} \) is the internal energy, \( T \) denotes the Newtonian stress tensor given as \( T = 2\mu \bar{D}(v) + \lambda \nabla \cdot v I - p I \), with \( I \) the
identity matrix of order $d \times d$ and $q = (q_1, ..., q_d)(x, t) \in \mathbb{R}^d$ is the heat flux vector. Here, $D(u) = \frac{1}{2}(\nabla u + \nabla u^T)$ denotes the deformation tensor, $p = p(x, t) \in \mathbb{R}$ is the pressure field and $\lambda$ and $\mu$ are the Newtonian viscosity coefficients.

In order to close the system (10.1)-(10.3) a constitutive equation for the heat flux is needed (see [46, Chapter 6]). In this section, we consider equations (10.1)-(10.3) coupled together with the frame invariant formulation of the Maxwell-Cattaneo law proposed by Christov namely, equation (2.1). We make following thermodynamical assumptions:

**T1** The independent thermodynamical variables are the mass density $\rho > 0$ and the absolute temperature $\theta > 0$. They vary within the domain 

$$D := \{ (\rho, \theta) \in \mathbb{R}^2 : \rho > 0, \theta > 0 \}.$$ 

Moreover, $p, e, \lambda, \mu, \kappa \in C^\infty(D)$.

**T2** The viscosity coefficients and the heat conductivity satisfy the inequalities 

$$\frac{2}{3} \mu(\rho, \theta) + \lambda(\rho, \theta), \mu(\rho, \theta), \kappa(\rho, \theta) > 0 \text{ for all } (\rho, \theta) \in D$$

**T3** The fluid satisfies that, $p, p_\rho, p_\theta, e_\theta > 0$, for all $(\rho, \theta) \in D$.

Remark 6. Assumption **T3** refers to compressible fluids satisfying the standard assumptions of Weyl [50]. In particular, with them, one can show that the Euler system of equations is of hyperbolic type ([9], [38]). Meanwhile, assumption **T2** gives a viscous and heat conductive character to the model. For these reason, we refer to equations (10.1)-(10.3) together with (2.1) as the viscous Cattaneo-Christov system. In a limit case in which $\mu = \lambda = 0$ on $D$ we obtain the inviscid version of the system.

10.1. Quasilinear Cattaneo-Christov systems. The Cattaneo-Christov system, (equations (10.1)-(10.3) and (2.1)), can be written in the quasilinear form,

$$\tilde{A}^0(U)U_t + \tilde{A}^i(U)\partial_i U + \tilde{D}(U)U - \tilde{B}^{ij}(U)\partial_i \partial_j U = \tilde{F}(U, D_x U),$$

(10.4)

where $U = (\rho, v, \theta, q)^T \in \mathcal{O} \subset \mathbb{R}^N$ is the vector of state variables, defined on the convex open set

$$\mathcal{O} := \{ (\rho, v, \theta, q) \in \mathbb{R}^N : \rho > 0, \theta > 0 \},$$

$N = 2d + 2$ and $d$ is the spatial dimension. We show the local existence and uniqueness of the Cauchy problem for (10.4) when $d = 3$. To obtain (10.4), we provide the symbols

$$\tilde{A}(\xi; U) := \sum_{i=1}^3 \tilde{A}^i(U)\xi_i \quad \text{and} \quad \tilde{B}(\xi; U) := \sum_{i,j=1}^3 \tilde{B}^{ij}(U)\xi_i \xi_j,$$

(10.5)

for each $\xi = (\xi_1, \xi_2, \xi_3) \in \mathbb{S}^2$, as well as $\tilde{A}^0(U)$, $\tilde{D}(U)$ and the nonlinear terms $\tilde{F}(U, D_x U)$. Indeed, $\tilde{A}^0(U)$ and $\tilde{D}(U)$ are diagonal matrices given as

$$\tilde{A}^0(U) = \begin{pmatrix} 1 & \rho e_\theta & \tau e_\theta \\ \rho e_\theta & \tau e_\theta & \tau e_\theta \\ \tau e_\theta & \tau e_\theta & \tau e_\theta \end{pmatrix}, \quad \tilde{D}(U) = \begin{pmatrix} \mathbb{O}_{3 \times 3} & \mathbb{I}_3 \\ \mathbb{I}_3 \\ \mathbb{I}_3 \end{pmatrix},$$
where \( I_3 \) denotes the identity matrix of order \( 3 \times 3 \), \( O_{l_1 \times l_2} \) is the zero matrix of order \( l_1 \times l_2 \) and all the empty spaces refer to zero block matrices of the appropriate sizes.

\[
\tilde{A}(\xi; U) = \begin{pmatrix}
\xi \cdot v & \xi_1 \rho & \xi_2 \rho & \xi_3 \rho & 0 & 0 & 0 & 0 & 0 \\
\xi_1 p_\rho & \rho \xi \cdot v & 0 & 0 & \xi_1 p_\rho & 0 & 0 & 0 & 0 \\
\xi_2 p_\rho & 0 & \rho \xi \cdot v & 0 & \xi_2 p_\rho & 0 & 0 & 0 & 0 \\
0 & \xi_1 p_\rho & \xi_2 p_\rho & \xi_3 p_\rho & \rho \xi \cdot v & \xi_1 & \xi_2 & \xi_3 & 0 \\
0 & 0 & \tau Q(\xi; q) & \xi_2 \kappa & \tau \xi \cdot v & 0 & 0 & 0 & 0 \\
0 & 0 & \xi_3 \kappa & 0 & 0 & \tau \xi \cdot v & 0 & 0 & 0 \\
\end{pmatrix},
\]

where, for each \( \xi \in S^2 \), the matrix \( \tilde{A}(\xi; U) \) has a sub-block matrix, \( Q(q; \xi) \), of order \( 3 \times 3 \), that is being multiplied by \( \tau \neq 0 \), given as

\[
Q(q; \xi) = \begin{pmatrix}
-\xi_2 q_2 - \xi_3 q_3 & \xi_2 q_1 & \xi_3 q_1 \\
\xi_1 q_2 & -\xi_1 q_1 - \xi_3 q_3 & \xi_3 q_2 \\
\xi_1 q_3 & \xi_2 q_3 & -\xi_1 q_1 - \xi_2 q_2 \\
\end{pmatrix}.
\]

There is a matrix of order \( 3 \times 3 \), given as \( B_0(\xi; U) := \mu I_{3 \times 3} + (\lambda + \mu) \xi \otimes \xi \) such that,

\[
\tilde{B}(\xi; U) = \begin{pmatrix}
O_{1 \times 4} & O_{4 \times 4} \\
O_{3 \times 1} & B_0(\xi; U) \\
O_{4 \times 4} & O_{4 \times 4}
\end{pmatrix}.
\]

Since \( \lambda \) and \( \mu \) are functions of \( \rho \) and \( \theta \), the non-linear terms are

\[
\tilde{F}(U, D_x U) = \begin{pmatrix}
0 \\
(\nabla \cdot v) \partial_{x_1} \lambda + D_x v_1 \cdot D_x \mu + \partial_{x_1} v \cdot \nabla \mu \\
(\nabla \cdot v) \partial_{x_2} \lambda + D_x v_2 \cdot D_x \mu + \partial_{x_2} v \cdot \nabla \mu \\
(\nabla \cdot v) \partial_{x_3} \lambda + D_x v_3 \cdot D_x \mu + \partial_{x_3} v \cdot \nabla \mu \\
\lambda (\nabla \cdot v)^2 + \frac{\tau}{\xi} (\partial_{j} v_i + \partial_{i} v_j)^2
\end{pmatrix},
\]

where the summation convention is being used for \((\partial_{j} v_i + \partial_{i} v_j)^2\). When \( \lambda = \mu = 0 \) for all \((\rho, \theta) \in D\) we obtain a first order system that is not hyperbolic \([2]\), even when its characteristic speeds are real. Consequently, \((10.3)\) is not Friedrichs symmetrizable. Nonetheless, the system has a partial symmetrizer as stated in the following result.

**Lemma 6.** Let T1-T3 be satisfied and consider the Cattaneo-Christov system in the form \((10.3)\) for \( d = 3 \). There exists a partition of \( U \) into \( U = (u, v, w) \) where \( u \in \mathbb{R}^n, v \in \mathbb{R}^k, w \in \mathbb{R}^p, n + k + p = 8, \) and \( S = S(U) \), a matrix value function of \( U \) in \( O \) of order \( 8 \times 8 \) such that:

(a) \( S = S(U) \) is smooth and positive definite uniformly on each compact set contained in \( O \);

(b) the products \( A^0(U) := S(U) \tilde{A}^0(U), \) \( A^\prime(U) := S(U) \tilde{A}^\prime(U), \) \( B^0(U) := S(U) \tilde{B}^0(U) \) and \( D(U) := S(U) \tilde{D}(U) \) all have the block matrix decomposition described in equations \((6.19)\)-(\(6.19)\).

**Proof.** First, notice that, in the Cattaneo-Christov systems, the variable \( \rho \) is decoupled from the variable \((\theta, q) \in \mathbb{R}^4\), that is, there are no spatial derivatives of \((\theta, q) \) in the evolution equation for \( \rho \) (the conservation of mass) and vice-versa. Therefore,
we take \( u := \rho, \, v \) as the velocity field, and \( w := (\theta, q) \), implying that \( u \in \mathbb{R}, \, v \in \mathbb{R}^3 \) and \( w \in \mathbb{R}^4 \). Consider the diagonal matrix function
\[
S(U) = \begin{pmatrix}
\frac{\rho u}{\rho} & 0 & 0 \\
0 & \frac{1}{\beta} & 0 \\
0 & 0 & \frac{1}{\kappa \delta} \mathbb{I}_{3 \times 3}
\end{pmatrix}.
\]

By T1-T3, \( S(U) \) is smooth and satisfies \((a)\). Observe that, \( S(U) \bar{A}(\xi; U) \) is given as
\[
\begin{pmatrix}
\frac{\rho u}{\rho} \cdot \xi & \rho \xi_1 & \rho \xi_2 & \rho \xi_3 \\
\xi_1 p & \rho \xi \cdot v & 0 & 0 \\
\xi_2 p & 0 & \rho \xi \cdot v & 0 \\
0 & 0 & 0 & \rho \xi \cdot \xi
\end{pmatrix},
\]
In this case, by using the symbols for the block matrices, we recognize that, for each \( \xi \in \mathbb{R}^2 \), \( A_{11}(\xi; U) := \frac{\rho u}{\rho} \cdot \xi \) is a matrix of order \( 1 \times 1 \) and thus symmetric, and
\[
A_{33}^i(U) = \begin{pmatrix}
\frac{\rho u}{\rho} & \xi_1 & \xi_2 & \xi_3 \\
\xi_1 & \frac{\sigma}{\rho} & 0 & 0 \\
\xi_2 & 0 & \frac{\sigma}{\rho} & 0 \\
\xi_3 & 0 & 0 & \frac{\sigma}{\rho}
\end{pmatrix},
\]
is a symmetric matrix of order \( 4 \times 4 \). Hence, assumption I is satisfied. Once this matrices are recognized, the rest of the block structure for \( S(U) \bar{A}(\xi; U) \) follows. Notice that \( S(U) \bar{B}(\xi; U) = \bar{B}(\xi; U) \) and
\[
A^0(U) = S(U) \bar{A}^0(U) = \begin{pmatrix}
\frac{\rho u}{\rho} & \frac{\rho e}{\rho} & \frac{\rho e}{\rho} \\
0 & \frac{\sigma}{\rho} & 0 \\
\frac{\sigma}{\rho} & 0 & \frac{\sigma}{\rho}
\end{pmatrix}.
\]
Therefore,
\[
A^0_1(U) = \rho, \quad A^0_3(U) = \begin{pmatrix}
\frac{\rho e}{\rho} \\
\frac{\sigma}{\rho}
\end{pmatrix} \quad \text{and} \quad A^0_2(U) = \rho \mathbb{I}_{3 \times 3}.
\]
Finally,
\[
S(U) \bar{D}(U) = \begin{pmatrix}
\mathcal{O}_{5 \times 5} & 0 \\
0 & \frac{\sigma}{\rho} \mathbb{I}_{3 \times 3}
\end{pmatrix}.
\]

Observe that, as the Cattaneo-Christov system shows, the existence of a partial symmetrizer for a system of the form \((10.1)\) doesn’t imply the hyperbolicity of the first order part of the system. Nonetheless, it is enough to conclude the following result.

**Theorem 10.1.** Let \( s \in \mathbb{N} \) such that \( s \geq s_0 + 1 \), \( s_0 = \left[ \frac{d}{2} \right] + 1 \). Let \( T > 0 \) and \( U_0 \in \mathcal{O} \) be given and suppose that the initial data satisfies \( \bar{\mathcal{F}} \). Under assumptions T1-T3, there are constants \( 0 < T_0 < T \), \( g > 0 \) and \( M \) such that, there is a unique
solution $U = (\rho, v, \theta, q)^T \in X_{t_0}^2(g_2, M)$ for the Cauchy problem of the viscous Cattaneo-Christov system.

Proof. First, multiply (10.4) by the partial symmetrizer given in (10.6). Then, according with Lemma 3, this yields a quasilinear equation of the form (9.9). By (10.7), assumption B is satisfied. It is easy to show that, $(\partial_0^0)_{(U)y, y})_R^3 \geq \min \{2\mu + \lambda, \mu\} |y|^2$, for all $y \in \mathbb{R}^3$ and all $\xi \in \mathbb{S}^2$. Hence, by T2, assumption D holds true. Since the nonlinear terms are

$$f_1(U; D_x v) := 0, \quad f_3(U, D_x v) = \frac{1}{\partial} \left( \lambda \left( \nabla \cdot v \right)^2 + \frac{\mu}{2} (\partial_j v_i + \partial_i v_j)^2, 0, 0, 0 \right)^T$$

and

$$f_2(U, D_x U) = \begin{pmatrix} \left( \nabla \cdot v \right) \partial_{x_i} \lambda + D_x v_1 \cdot D_x \mu + \partial_{x_i} v \cdot \nabla \mu \\ \left( \nabla \cdot v \right) \partial_{x_2} \lambda + D_x v_2 \cdot D_x \mu + \partial_{x_2} v \cdot \nabla \mu \\ \left( \nabla \cdot v \right) \partial_{x_3} \lambda + D_x v_3 \cdot D_x \mu + \partial_{x_3} v \cdot \nabla \mu \end{pmatrix}$$

we deduce that, $f_1(U; 0) = 0$, $f_2(U; 0) = 0$ and $f_3(U; 0) = 0$ for all $U \in \mathcal{O}$, thus complying with assumption E. Take $O_{A_2}$ and $M$ as it was described in (7.11)-(7.12) and the result follows as an application of Theorem 9.3. □

10.2. An impossible viscous approximation. For each $0 < \epsilon < 1$ consider the Cauchy problem for the linear equation in (6.15) with $\epsilon B^{ij}$ instead of $B^{ij}$, that is,

$$A^0 U_t + A^i \partial_i U - \epsilon B^{ij} \partial_i \partial_j U + DU = F,$$

$$V|_{t=0} = U_0,$$  \hspace{1cm} (10.8)

where the equation is assumed to have a partially symmetrized structure. For each $0 < \epsilon < 1$, there is a unique solution $U^\epsilon = U^\epsilon(x, t)$, defined on $Q_T$, to the initial value problem (10.8) that satisfies (6.30)-(6.34) and the energy estimate (6.27). If we want to use the vanishing viscosity method to conclude the $L^2$-well-posedness of the first order Cauchy problem

$$A^0 U_t + A^i \partial_i U - DU = F,$$

$$V|_{t=0} = U_0,$$  \hspace{1cm} (10.9)

we need the energy estimate for the linear equation (10.3). However, as the Cattaneo-Christov system shows, the equation in (10.9) doesn’t have to be hyperbolic. In this case, a vanishing viscosity approach for equation (10.9) cannot take place because the hyperbolicity is a necessary condition for the $L^2$-well-posedness of (10.9). In fact, when the matrix coefficients of the equation in (10.9) are constants (with respect to $(x, t) \in Q_T$) the hyperbolicity is equivalent to the $L^2$-well posedness of its Cauchy problem (see, [1], [22], and [33]). Moreover, when the matrix coefficients are given functions of $(x, t, \xi)$, Kano [17] has shown that the hyperbolicity is necessary for the $L^2$-well posedness. Also, Metivier [30] has shown that, having real eigenvalues is necessary for the well-posedness of the nonlinear Cauchy problem. Consider the inviscid Cattaneo-Christov system and let $U \in \mathcal{O}$. Then, every linear equation of the form

$$A^0(U)V_t + A^i(U)\partial_i V + D(U)V = 0$$  \hspace{1cm} (10.10)

was shown to have real eigenvalues of constant algebraic multiplicities with respect to $(x, t, \xi)$ for every fixed $U \in \mathcal{O}$ (see [2]). Furthermore, whenever the fixed state
\( U \in \mathcal{O} \) is of the form \( U = (\rho, v, \theta, q) \) with \( q \neq 0 \), it was shown that \((10.10)\) is non-hyperbolic. Then, according with \([17]\), for any of these states \((q \neq 0)\) no \(L^2\) energy estimate can exist. Consequently, unless \( U = (\rho, v, \theta, 0) \), no linearization (eq. \((10.10)\)) of the Cattaneo-Christov system can be understood as the vanishing viscosity limit of the extended equation \((10.8)\).

11. Final comments and conclusions

In this work we have provided an alternative fixed point argument to deal with the local existence and uniqueness of the Cauchy problem for a system of quasilinear equations. We have highlighted the fact that the partial symmetrizability of \((1.1)\) is enough to conclude. Hence, the hyperbolicity of the system without diffusion (i.e. formally setting \(B_{ij} = 0\) for all \(i, j = 1, \ldots, d\)) in equation \((1.1)\) is not a required property for the local well-posedness.

Notice that, by assuming a linearization of the form \((1.3)\) as in \([20]\), it is suggested that only partial symmetrizability is required to conclude the local existence and uniqueness of the Cauchy problem for \((1.1)\). However, in compressible fluid dynamics (where \([20]\) has a wide range of applicability), such requirement is trivially satisfied because the existence of a conservative structure and a convex entropy, for the well known models, assure the existence of a Friedrichs symmetrizer (as the Hessian of the entropy) (cf. \([9]\), \([38]\)). In this case, the partial symmetrizability and the hyperbolicity of the inviscid models are always given. For example, when the quasilinear system \((1.1)\) can be derived from a set of viscous conservation laws and is a symmetrizable system, Kawashima and Shizuta \([21]\) were able to formulate a simple sufficient condition (the so called \(N\) condition) under which \((1.1)\) can be put in the following normal form

\[
\begin{align*}
A_1^0(u, v)\partial_t u + A_1^1(u, v)\partial_i u &= f_1(U, D_x v), \\
A_2^0(u, v)\partial_t v - B_{22}^0(u, v)\partial_i \partial_j v &= f_2(U, D_x U).
\end{align*}
\]

(11.1)

Thus, the local existence and uniqueness for the Cauchy problem is reduced to that of a system of the form \((11.1)\).

According with \([20]\), the viscous Cattaneo-Christov system may be classified as hyperbolic-parabolic. Of course, in such system there is an interplay between hyperbolic and parabolic variables but, as it was argued in section 10.2, although the Cauchy problem for the viscous Cattaneo-Christov system (both linear and quasilinear cases) is well-posed in \(L^2\), this property has no influence in the \(L^2\)-well-posedness for the inviscid version of the system. For this reasons, we argue that a more precise classification for equations such as the viscous Cattaneo-Christov system (i.e. equations whose first order associated system \((10.10)\) is not hyperbolic), would be partially parabolic systems.

Regarding the fixed point result presented in Theorem 5.1, we have shown that, it is not necessary for \(T\) or even \(T^2\) to be contraction maps. Is enough to verify if \(T^2\) satisfies \((5.3)\). Furthermore, the particular formulation of Theorem 5.1 was developed with the only purpose of compensate the lack of continuity of \(T : X \to X\) produced by the discrepancy between the low norm that defines \(Y\) and the high norm that defines \(X\). For this reason, \((5.2)\) was motivated from the notion of closable operator in linear functional analysis (see \([49]\) Section 5.1), for example. Although \(\hat{T}\) doesn’t have to be a linear operator, it is true that its graph is a closed subset of \(Y \times Y\). Moreover, it is easy to show that \(\hat{T}\) is the smallest closed extension of \(T\). Another
similarity with closed linear operators was described in Remark 5 because it was shown that $X^\infty$ is a closed subset of $Y$ as consequence of the Lipschitz continuity of $T$ (cf. [49, Theorem 5.2]). However, notice that the Lipschitz continuity (or continuity to that matter) of $T$ is not part of the hypothesis of Theorem 5.1. This was a particular property of the operator $T$ defined in (5.1)-(5.3).

The presented formulation of the fixed point theorem also seems to be applicable in the case of a possible fixed point theorem with an iteration inequality of the form

$$a_k \leq \alpha_0(a_{k-1} + a_{k-2} + \ldots + a_{k-j})$$

for all $k \geq j$ and some $0 < \alpha_0 < 1$ small enough.

Through the notion of the extension $\tilde{T}$ introduced in the formulation of Theorem 5.1, we understood that the best conclusion drawn from the interplay between the boundedness in the high norm and contraction in the low norm processes, is the existence of the unique fixed point $U^\infty$ in $X^\infty$, for the extension $\tilde{T}$. Then, the energy estimate combined with the surjectivity (i.e $\tilde{T}(U^\infty) = U^\infty$) imply that $U^\infty \in X$.

12. Appendix A: Parabolic energy estimate

In this section, an a priori estimate of the solution $u$ of the Cauchy problem (6.1)-(6.3) in the space $P_m(T)$ is obtained. First, we establish (6.7) with the following extra regularity assumption,

**ER**: $u \in P_{m+1}(T), \ u_0 \in H^{m+1}$ and $f \in L^2(0, T; H^m)$.

Then, in order to conclude the estimate for $u \in P_m(T)$ and $f \in L^2(0, T; H^{m-1})$, a standard mollification argument can be used.

By H6, $B^{ij}(t) \in \hat{H}^s$ for a.a. $t \in [0, T]$. On the other hand, ER assures that $\partial_i \partial_j u(t) \in H^m$ for a.a. $t \in [0, T]$. In particular, it holds that $s > \frac{m}{2}$ and thus, theorem 3.1 is applicable. Hence $B^{ij}(t)\partial_i \partial_j u(t) \in H^m$ for a.a. $t \in [0, T]$. The same reasoning leads us to conclude that $A^0(t)\partial_i \partial_j u(t) \in H^m$ for a.a. $t \in [0, T]$. Therefore, the following procedure is justified.

Given that H1 implies the existence of $(A^0)^{-1}(t)$ for all $t \in [0, T]$, we can multiply equation (6.1) by $(A^0)^{-1}$ then, apply the operator $\partial_y^b$ to this equation, use Leibniz’s rule together with the definition of commutator and multiply the result by $A^0$ to get

$$A^0(\partial^2_y u)_t - B^{ij}\partial_i \partial_j (\partial^2_y u) = A^0\partial^2_y ((A^0)^{-1}[f - A^t \partial_i u - Du])$$

$$+ A^0 G_0 ((A^0)^{-1}B^{ij}\partial_i \partial_j u).$$

(12.1)

Observe that (12.1) coincides with (6.1) when $\alpha = 0$. Since both $B^{ij}$ and $(A^0)^{-1}$ belong to the space $\hat{H}^s$ for a.a. $t \in [0, T]$, theorem 3.1 assures that $(A^0)^{-1}B^{ij} \in \hat{H}^s$. Thus, we can take $\xi = (A^0)^{-1}B^{ij}$ and $\bar{w} := \partial_i \partial_j u \in H^m$ in theorem 3.3 to obtain that $G_0 \in H^{m-|\alpha|}$ for every $1 \leq m \leq s$ and $|\alpha| \leq m$ as well as the estimate,

$$\|G_0 ((A^0)^{-1}B^{ij}, \partial_i \partial_j u) \|_{m-|\alpha|} \leq C\|\nabla ((A^0)^{-1}B^{ij})\|_{s-1}\|\partial_i \partial_j u\|_{m-1}.$$  (12.2)

Then, by theorem 3.1, $A^0 G_0 \in H^{m-|\alpha|}$ and

$$\|A^0 G_0 ((A^0)^{-1}B^{ij}, \partial_i \partial_j u) \|_{m-|\alpha|} \leq C\|A^0\|_s \|G_0 ((A^0)^{-1}B^{ij}, \partial_i \partial_j u) \|_{m-|\alpha|}.$$  (12.3)

The estimates for $A^0\partial^2_y ((A^0)^{-1}[f - A^t \partial_i u - Du])$, are obtained in a similar manner. Therefore, we can take the inner product of (12.1) with $2\partial_y u$ in $L^2$ for every
L \text{ yielding } H_2 \text{ of integration by parts, theorems 3.1 and 3.3 together with assumptions (12.3) and theorem 3.1. Similarly, the rest of the terms in the right hand side of (12.4) function by assumptions H2 and H3. The commutator term in (12.4) can be estimated by means of (12.2), (12.3) and theorem 3.1. Similarly, the rest of the terms in the right hand side of (12.4) can be estimated by means of integration by parts, theorems 3.1 and 3.3 together with assumptions H2-H6, yielding

\begin{align}
\langle A^0 \partial_x^\alpha (A^0)^{-1}A^i \partial_i u, 2\partial_x^\alpha u \rangle & \leq C \left\{ \sum_{i=1}^d \| A^i \|_2 \| u \|_m \| \nabla u \|_m + \| \partial_i A^i \|_{s-1} \| u \|_m^2 \right. \\
& \quad + \left. \| A^0 \|_2 \| (A^0)^{-1} \|_2 \sum_{i=1}^d \| A^i \|_2 \| u \|_m^2 \right\},
\end{align}

valid for all \( 0 \leq |\alpha| \leq m \). Where the constant \( C \) is independent of the matrix coefficients, \( t \in [0, T] \), \( u \) and \( f \). By Garding’s inequality (see, \cite{1}, \cite{29} and \cite{32}), there are two constants \( G_0 = G_0(\eta, g) > 0 \) and \( \gamma_0 = \gamma_0(\eta) \geq 0 \) such that

\begin{align}
- \sum_{|\alpha| \leq m} \langle B^{ij} \partial_i \partial_j \partial_x^\alpha u, \partial_x^\alpha u \rangle & \geq \sum_{|\alpha| \leq m} G_0 \| \partial_x^\alpha u \|_1^2 - \gamma_0 \| \partial_x^\alpha u \|_2^2 \\
& = G_0 \left( \| u \|_m^2 + \| \nabla u \|_m^2 \right) - \gamma_0 \| u \|_m^2.
\end{align}

By using estimates (12.6)-(12.11) into (12.3) and (12.5) yields

\begin{align}
\frac{d}{dt} \sum_{|\alpha| \leq m} \langle A^0 \partial_x^\alpha u, \partial_x^\alpha u \rangle + G_0 \left( \| u \|_m^2 + \| \nabla u \|_m^2 \right) & \leq C \left\{ \| \nabla u \|_m \| f \|_{m-1} + \sum_{i=1}^d \| A^i \|_2 \| u \|_m \right. \\
& \quad + \left. \sum_{i=1}^d \| A^i \|_2 \| u \|_m \| \nabla u \|_m + \| D \|_2 \| u \|_m^2 + \| \partial_i A^0 \|_{s-1} \| u \|_m^2 \right. \\
& \quad + \left. \sum_{i,j=1}^d \| B^{ij} \|_2 \| u \|_m \| \nabla u \|_m + \gamma_0 \| u \|_m^2 \right\},
\end{align}
for some constant $C = C(g) > 0$ independent of $u$ and $t \in [0, T]$. Now, we use Cauchy’s weighted inequality to isolate the term $\|\nabla u\|_m$, that is,

$$\|\nabla u\|_m \leq \epsilon_1 \|\nabla u\|_m^2 + \frac{\|f\|_{m-1}^2}{4\epsilon_1},$$

$$\sum_{i=1}^d \|A^i\|_m \|\nabla u\|_m \leq \epsilon_2 \|\nabla u\|_m^2 + \frac{2d \sum_{i=1}^d \|A^i\|_m^2 \|u\|_m^2}{4\epsilon_2},$$

$$\sum_{i,j=1}^d \|B^{ij}\|_m \|\nabla u\|_m \leq \epsilon_3 \|\nabla u\|_m^2 + \frac{2d^2 \sum_{i,j=1}^d \|B^{ij}\|_m^2 \|u\|_m^2}{4\epsilon_3},$$

where $\epsilon_1, \epsilon_2, \epsilon_3 > 0$ are chosen so that $C(\sum_{i=1}^3 \epsilon_i) \leq \frac{1}{2}$. Therefore,

$$\frac{d}{dt} \sum_{|a| \leq m} (A^0 \partial^a_x u, \partial^a_x u) + \frac{G_0}{2} \left( \|u\|_m^2 + \|\nabla u\|_m^2 \right) \leq C \left( \langle \mu_0(t) + \mu_1(t) \rangle \|u\|_m^2 + \|f\|_{m-1}^2 \right),$$

(12.13)

where $\mu_0, \mu_1 \in L^1(0, T)$, as consequence of H2-H6. Integrate with respect to $t \in [0, T]$, use H1 and apply Gronwall’s inequality to obtain,

$$\|u(t)\|_m^2 + \int_0^t \left( \|u(\tau)\|_m^2 + \|\nabla u(\tau)\|_m^2 \right) d\tau \leq \frac{C_0}{C_0} \int_0^t \langle \mu_0(\tau) + \mu_1(\tau) \rangle d\tau,$$  

(12.14)

for all $t \in [0, T]$, where $C_0 = C_0(\eta, g, a_0)$ is such that

$$C_0 \geq \frac{\max \{a_1, C\}}{\min \{a_0, C_0 \}},$$

(12.15)

12.1. Estimate for time derivative. Next, we take the inner product in $L^2$ of (12.1) with $2\partial^a_x u_t$, but in this case for $|a| \leq m - 1$,

$$\langle A^0 \partial^a_x u_t, 2\partial^a_x u_t \rangle - \langle B^{ij} \partial_i \partial_j (\partial^a_x u), 2\partial^a_x u_t \rangle = \langle A^0 \partial^a_x ((A^0)^{-1} f), 2\partial^a_x u_t \rangle$$

$$- \langle A^0 \partial^a_x ((A^0)^{-1} A^i \partial_i u), 2\partial^a_x u_t \rangle - \langle A^0 \partial^a_x ((A^0)^{-1} Du), 2\partial^a_x u_t \rangle$$

$$+ \langle A^0 G_a ((A^0)^{-1} B^{ij}, \partial_i \partial_j u), 2\partial^a_x u_t \rangle.$$  

(12.16)

In order to properly estimate (12.16), we need to work out the term $\langle B^{ij} \partial_i \partial_j (\partial^2_x u), \partial^a_x u_t \rangle$. Let us begin with the identity

$$\langle B^{ij} \partial_i \partial_j (\partial^a_x u), \partial^a_x u_t \rangle = - \langle B^{ij} \partial_i \partial_j (\partial^a_x u), \partial_i \partial^a_x u_t \rangle - \langle (\partial_i B^{ij}) \partial_j (\partial^a_x u), \partial^a_x u_t \rangle,$$  

(12.17)

which is justified by the ER assumption since $\partial^a_x u_t \in H^1$. Given that $B^{ij} \in \tilde{H}^s$ and $s - 1 > \frac{d}{2}$, theorem 3.1 and corollary 1 assure that, $B^{ij} \partial_i \partial_j u \in L^2$ and $(\partial_i B^{ij}) \partial_j \partial^a_x u \in L^2$, respectively. Using a product rule for the time derivative yields

$$\langle B^{ij} \partial_i \partial_j (\partial^a_x u), \partial^a_x u_t \rangle = - \frac{d}{dt} \langle B^{ij} \partial_i \partial_j (\partial^a_x u), \partial^a_x u_t \rangle$$

$$+ \langle \partial_i (B^{ij} \partial_j \partial^a_x u), \partial_i \partial^a_x u_t \rangle$$

$$- \langle (\partial_i B^{ij}) \partial_j \partial^a_x u, \partial^a_x u_t \rangle.$$  

(12.18)
For (12.18) we have the following computations, for each $|\alpha| \leq m - 1$,

$$\frac{d}{dt} \langle B^{ij} \partial_t \partial^\alpha_x u, \partial_t \partial^\alpha_x u \rangle = \frac{d}{dt} \langle \partial_t (B^{ij} \partial_t \partial^\alpha_x u), \partial^\alpha_x u \rangle$$

$$= \frac{d}{dt} \langle B^{ij} \partial_t \partial_j \partial^\alpha_x u, \partial^\alpha_x u \rangle + \frac{d}{dt} \langle (\partial_t B^{ij}) \partial_j \partial^\alpha_x u, \partial^\alpha_x u \rangle$$

$$= \frac{d}{dt} \langle B^{ij} \partial_t \partial_j \partial^\alpha_x u, \partial^\alpha_x u \rangle$$

$$- \langle \partial^\alpha_x u_t, (\partial_j \partial_t B^{ij}) \partial^\alpha_x u \rangle$$

$$+ \langle \partial_j \partial^\alpha_x u_t, (\partial_t B^{ij}) \partial^\alpha_x u \rangle$$

(12.20)

$$+ \langle \partial_j \partial^\alpha_x u, \partial_t (\partial_t B^{ij}) \partial^\alpha_x u \rangle - \langle \partial^\alpha_x u_t, (\partial_j B^{ij}) \partial^\alpha_x u \rangle.$$  

(12.21)

Where we need to justify the integration by parts carried on terms (12.20), (12.21), (12.22). First note that each term in (12.22) can be justified as in (12.17). Moreover, due to the symmetry of each matrix $B^{ij}$, the line (12.22) equals to zero. In the case of (12.20), assumption H5 yields that $\partial_t \partial_j B^{ij} \in H^{s-2}$ and since $\partial^\alpha_x u \in H^1$ we apply theorem 3.2 directly (with $m = s - 2$, $n = 1$, $k = 0$ and $m + n - k = s - 1 > \frac{3}{2}$) to get that $\partial_t \partial_j B^{ij} \partial^\alpha_x u \in L^2$. The same argument applies to (12.21) since H5 states that $\partial_t \partial_j B^{ij} \in H^{s-2}$.

For the term in (12.19), the ER assumption and the symmetry of each $B^{ij}$ lead us to,

$$\langle \partial_t (B^{ij} \partial_j \partial^\alpha_x u), \partial_t \partial^\alpha_x u \rangle = \langle (\partial_t B^{ij}) \partial_j \partial^\alpha_x u, \partial_t \partial^\alpha_x u \rangle$$

$$- \langle \partial^\alpha_x u_t, (\partial_j \partial_t B^{ij}) \partial^\alpha_x u \rangle$$

$$- \langle \partial^\alpha_x u_t, B^{ij} \partial_t \partial_j \partial^\alpha_x u \rangle.$$  

(12.23)

By using the last two identities into (12.18) and (12.19) yields,

$$2 \langle B^{ij} \partial_t \partial_j \partial^\alpha_x u, \partial^\alpha_x u \rangle = \frac{d}{dt} \langle B^{ij} \partial_t \partial_j \partial^\alpha_x u, \partial^\alpha_x u \rangle - 2 \langle (\partial_t B^{ij}) \partial_j \partial^\alpha_x u, \partial^\alpha_x u_t \rangle$$

$$- \langle \partial^\alpha_x u_t, (\partial_j \partial_t B^{ij}) \partial^\alpha_x u \rangle + \langle \partial_j \partial^\alpha_x u_t, (\partial_t B^{ij}) \partial^\alpha_x u \rangle$$

$$+ \langle (\partial_t B^{ij}) \partial_j \partial^\alpha_x u, \partial_t \partial^\alpha_x u \rangle.$$  

(12.24)

If we use (12.22) into (12.24) we are left with the identity,

$$\langle A^0 \partial^\alpha_x u, \partial^\alpha_x u \rangle - \frac{d}{dt} \langle B^{ij} \partial_t \partial_j \partial^\alpha_x u, \partial^\alpha_x u \rangle = \langle A^0 \partial^\alpha_x ( (A^0)^{-1} f ), 2 \partial^\alpha_x u_t \rangle$$

$$- \langle A^0 \partial^\alpha_x ( (A^0)^{-1} A^t \partial_t u ), 2 \partial^\alpha_x u_t \rangle + \langle A^0 \partial^\alpha_x ( (A^0)^{-1} D u ), 2 \partial^\alpha_x u_t \rangle$$

$$+ \langle A^0 g^{ij} ((A^0)^{-1} B^{ij} \partial_t \partial^\alpha_x u, 2 \partial^\alpha_x u_t) - 2 \langle (\partial_t B^{ij}) \partial_j \partial^\alpha_x u, \partial^\alpha_x u_t \rangle$$

$$- \langle \partial^\alpha_x u_t, (\partial_j \partial_t B^{ij}) \partial^\alpha_x u \rangle + \langle \partial_j \partial^\alpha_x u_t, (\partial_t \partial_j B^{ij}) \partial^\alpha_x u \rangle$$

$$+ \langle (\partial_t B^{ij}) \partial_j \partial^\alpha_x u, \partial_t \partial^\alpha_x u \rangle,$$  

for all $|\alpha| \leq m - 1$.

(12.25)

As it was previously done for (12.4), we estimate the right hand side of (12.24). By taking into account that $|\alpha| \leq m - 1$ and by H2, there is a positive constant
\( C = C(g) \) such that
\[
\langle A^0 \partial_x^\alpha u, \partial_x^\alpha u \rangle - \frac{d}{dt} \langle B^{ij} \partial_i \partial_j \partial_x^\alpha u, \partial_x^\alpha u \rangle \leq C \left\{ \sum_{i=1}^{d} \| A^i \|_s \| \nabla u \|_{m-1} \| u_t \|_{m-1} \right. \\
+ \| f \|_{m-1} \| u_t \|_{m-1} + \sum_{i,j=1}^{d} \| B^{ij} \|_s \| \nabla u \|_{m-1} \| u_t \|_{m-1} \right. \\
+ \sum_{i,j=1}^{d} \| \partial_i B^{ij} \|_{s-1} \| \nabla u \|_{m-1} + \sum_{i,j=1}^{d} \| \partial_i B^{ij} \|_{s-1} \| \nabla u \|_{m-1} \| u \|_{m-1} \\
+ \| D \|_s \| u \|_{m-1} \| u_t \|_{m-1} + \sum_{i,j=1}^{d} \| B^{ij} \|_s \| u \|_{m-1} \| u_t \|_{m-1} \right\}.
\]

As we did for the estimate in (12.12), we apply Cauchy’s weighted inequality in order to isolate the term \( \| u_t \|_{m-1} \). Then, we add all the terms in (12.25) with respect to \( |\alpha| \leq m - 1 \), use H1 and integrate from 0 to \( t \in [0,T] \) to obtain
\[
\int_0^t \| u_t(\tau) \|_{m-1}^2 d\tau \leq \sum_{|\alpha| \leq m - 1} \langle B^{ij}(0) \partial_i \partial_j \partial_x^\alpha u(t), \partial_x^\alpha u(t) \rangle \leq
\leq \sum_{|\alpha| \leq m - 1} \langle B^{ij}(0) \partial_i \partial_j \partial_x^\alpha u_0, \partial_x^\alpha u_0 \rangle + C \int_0^t \| f(\tau) \|_{m-1}^2 d\tau
+ C \int_0^t (\mu_0(\tau) + \mu_1(\tau)) \| u(\tau) \|_{m}^2 d\tau,
\]
for some constant \( C = C(g, a_0) \). Notice that the ER assumption has been used to justify that term \( \langle B^{ij}(0) \partial_i \partial_j \partial_x^\alpha u_0, \partial_x^\alpha u_0 \rangle \) is finite for each \( |\alpha| \leq m - 1 \). As consequence of H6 and integration by parts, there is some positive constant \( C = C(g) \) such that,
\[
- \sum_{|\alpha| \leq m - 1} \langle B^{ij}(0) \partial_i \partial_j \partial_x^\alpha u_0, \partial_x^\alpha u_0 \rangle \leq C \| u_0 \|_{m}^2.
\]
This estimate, together with Garding’s inequality (see equation (12.11)), applied into (12.26) yields
\[
\int_0^t \| u_t(\tau) \|_{m-1}^2 d\tau + G_0 \left( \| u(t) \|_{m-1}^2 + \| \nabla u(t) \|_{m-1}^2 \right) \leq \gamma_0 \| u(t) \|_{m-1}^2
+ C \left\{ \| u_0 \|_{m}^2 + \int_0^t \| f(\tau) \|_{m-1}^2 d\tau \\
+ \int_0^t (\mu_0(\tau) + \mu_1(\tau)) \| u(\tau) \|_{m}^2 d\tau \right\}
\]
for all \( t \in [0,T] \). The term, \( \gamma_0 \| u(t) \|_{m-1}^2 \), can be controlled by integrating the inequality,
\[
\frac{d}{dt} \| u \|_{m-1}^2 \leq C \left( \epsilon \| u_t \|_{m-1}^2 + \frac{\| u \|_{m-1}^2}{4\epsilon} \right),
\]
for some $\epsilon > 0$ small enough. Therefore, by Gronwall’s inequality,
\[
\int_0^t \|u_\epsilon(t)\|^2_{m-1} d\tau + \|u(t)\|^2_m \leq C e^{C \int_0^t (\mu_0(\tau) + \mu_1(\tau))} \left\{ \|u_\epsilon\|^2_m + \int_0^t \|f(\tau)\|^2_{m-1} d\tau \right\}
\]  
for all $t \in [0, T]$. Finally, by adding up (12.14) and (12.28), we obtain the a priori estimate (67).

Now, the mollification of $u$ satisfies the following term
\[
A^0 u_\epsilon + A^i \partial_i u_\epsilon + Du_\epsilon - B^{ij} \partial_j \partial_l u_\epsilon = f^\epsilon + F^\epsilon,
\]  
where $F^\epsilon \to 0$ in $H^m$ for a.a. $t \in [0, T]$ as $\epsilon \to 0$ (see [31] Theorem 1.5.1 and Theorem 1.5.6[, for example). We apply estimate (6.7) to equation (12.29) with source term $f^\epsilon + F^\epsilon$ and initial condition $u_\epsilon(x, 0) = u_0(x)$. Then, by letting $\epsilon \to 0$, we drop out the ER assumption to conclude.

### 13. Appendix B: Energy estimate of linear coupled equation

In this section we prove Theorem 6.3. We obtain the energy estimate for equations (6.23)-(6.25) independent of $0 < \delta < 1$. As before, we assume that $U^\delta$ is a solution of (6.23)-(6.25) satisfying the ER assumption. For simplicity we write $U = (u, v, w)^T$ instead of $U^\delta = (u^\delta, v^\delta, w^\delta)^T$. We begin by estimating (6.23). Then, consider the following identity
\[
\frac{d}{dt} \langle A^0_i \partial^\alpha u, \partial^\alpha_x (\partial^\alpha_x u) \rangle - \delta \langle \Delta \partial^\alpha_x u, 2\partial^\alpha_x u \rangle = \langle (A^0_i \partial_x^\alpha ((A^0_i)^{-1} f_1) ) \partial^\alpha_x u \rangle \\
- \langle (A^0_i \partial_x^\alpha (A^0_i)^{-1} A^0_1 \partial_i u) \partial^\alpha_x u \rangle + \langle (A^0_i \partial_x^\alpha ((A^0_i)^{-1} A^0_1 \partial_i u) \partial^\alpha_x u \rangle \\
+ \delta \langle A^0_i G_\alpha ((A^0_i)^{-1} \Delta u) \partial^\alpha_x u \rangle + \langle (\partial^\alpha_x u, (\partial_1 A^0_1) \partial_x^\alpha u) \rangle.
\]  
(13.1)

Given that there is no diffusion term for $u$, we avoid of any term involving $\|\nabla u\|_m$ when estimating (13.1). For example, the second term in the right hand side of (13.1) can be written as
\[
\langle A^0_1 \partial_x^\alpha ((A^0_i)^{-1} A^0_1 \partial_i u) \partial^\alpha_x u \rangle = \langle A^0_1 \partial_x^\alpha \partial_i u, 2\partial^\alpha_x u \rangle \\
+ \langle (A^0_1 \partial_x^\alpha (A^0_i)^{-1} A^0_1 \partial_i u) \partial^\alpha_x u \rangle \\
+ \langle (A^0_1 \partial_x^\alpha ((A^0_i)^{-1} A^0_1 \partial_i u) \partial^\alpha_x u \rangle.
\]  
where we have to integrate by parts the first term in the right hand side of this identity and use assumption I, so that,
\[
\langle A^0_i \partial_x^\alpha ((A^0_i)^{-1} A^0_1 \partial_i u) \partial^\alpha_x u \rangle = -\langle (\partial_1 A^0_1) \partial^\alpha_x u, \partial^\alpha_x u \rangle \\
+ \langle (A^0_1 \partial_x^\alpha (A^0_i)^{-1} A^0_1 \partial_i u) \partial^\alpha_x u \rangle.
\]  
The Cauchy-Schwarz inequality, together with Theorems 3.1 and 3.3 and assumption II yield
\[
\sum_{|\alpha|=0}^m \langle A^0_i \partial_x^\alpha ((A^0_i)^{-1} A^0_1 \partial_i u) \partial^\alpha_x u \rangle \leq C \left( \sum_{i=1}^d \|A^0_1 \|_{s_i} \right) \|u\|^2_m,
\]  
(13.2)

for some positive constant $C = C(g)$. For the term involving $f_1$ in (13.1) we have that,
\[
\sum_{|\alpha|=0}^m \langle (A^0_1 \partial_x^\alpha ((A^0_i)^{-1} f_1) \partial^\alpha_x u \rangle \leq C \|f_1\|_m \|u\|_m,
\]  
(13.3)
which is different from the parabolic case (see (12.10)) because we are not integrating by parts to relief $f_1$ from one degree of differentiation. The rest of the terms in (13.1) can be dealt similarly as in the a priori estimate for the parabolic case in Appendix A. Therefore,

$$\frac{d}{dt} \sum_{|\alpha|=0}^{m} \langle A_1^0 \partial_x^\alpha u, \partial_x^\alpha u \rangle + 2\delta \| \nabla u \|_m^2 \leq C \left\{ \| f_1 \|_m \| u \|_m + \left( \sum_{i=1}^{d} \| A_1^i \|_s \right) \| u \|_{2m}^2 \right. \\
+ \left. \| \partial_t A_1^0 \|_{s-1} \| u \|_{2m}^2 + \delta \| u \|_m \| \nabla u \|_m \\
+ \left( \sum_{i=1}^{d} \| A_{12}^i \|_s \right) \| u \|_m (\| v \|_m + \| \nabla v \|_m) \right\} \right. \right. \right.$$

for some positive constant $C = C(g)$, since,

$$\delta \| u \|_m \| \nabla u \|_m \leq \delta \left( \frac{\| u \|_m^2}{2\epsilon} + \frac{\epsilon \| \nabla u \|_m^2}{2} \right), \text{ for all } \epsilon > 0,$$

if we take $\epsilon = \frac{1}{C}$, it follows that,

$$\frac{d}{dt} \sum_{|\alpha|=0}^{m} \langle A_1^0 \partial_x^\alpha u, \partial_x^\alpha u \rangle \leq C \left\{ \| f_1 \|_m^2 + \| u \|_m^2 + \left( \sum_{i=1}^{d} \| A_1^i \|_s \right) \| u \|_{2m}^2 + \| \partial_t A_1^0 \|_{s-1} \| u \|_{2m}^2 \\
+ \left( \sum_{i=1}^{d} \| A_{12}^i \|_s \right) \| u \|_m (\| v \|_m + \| \nabla v \|_m) \right\} \right. \right. \right.$$  

(13.4)

In the same manner, we obtain the energy estimate for $w$,

$$\frac{d}{dt} \sum_{|\alpha|=0}^{m} \langle A_3^0 \partial_x^\alpha u, \partial_x^\alpha u \rangle \leq C \left\{ \| f_3 \|_m^2 + \| w \|_m^2 + \left( \sum_{i=1}^{d} \| A_3^i \|_s \right) \| w \|_{2m}^2 + \| \partial_t A_3^0 \|_{s-1} \| w \|_{2m}^2 \\
+ \left( \sum_{i=1}^{d} \| A_{32}^i \|_s \right) \| w \|_m (\| v \|_m + \| \nabla v \|_m) + \| D_0 \|_s \| w \|_{2m}^2 \right\} \right. \right. \right.$$  

(13.5)

To derive the energy estimate for $v$ observe that, since $u, w \in C([0, T]; H^m)$, we can take $f = f_2 = A_{21}^0 \partial_t u - A_{23}^0 \partial_t w$ an treat the estimate as in Appendix A. In particular, we follow the steps that led us to (12.12). Therefore,

$$\frac{d}{dt} \sum_{|\alpha|=0}^{m} \langle A_1^0 \partial_x^\alpha u, \partial_x^\alpha u \rangle \leq \frac{C\epsilon}{2} \| \nabla v \|_m^2 + C \left\{ \| f_1 \|_m + \| v \|_{2m} \right\} \right. \right. \right.$$  

(13.6)

(13.7)

$$\frac{d}{dt} \sum_{|\alpha|=0}^{m} \langle A_0^0 \partial_x^\alpha u, \partial_x^\alpha u \rangle + G_0 \left( \| v \|_{2m}^2 + \| \nabla v \|_{2m}^2 \right) \leq \frac{4C\epsilon}{2} \| \nabla v \|_m^2 + C \left\{ \| f_2 \|_{2m-1}^2 \\
+ C (\mu_0(t) + \mu_1(t)) (\| u \|_{2m}^2 + \| v \|_{2m}^2 + \| w \|_{2m}^2) \right\} \right. \right. \right.$$  

(13.8)
\[
\frac{d}{dt} \sum_{|\alpha|=0}^{m} \langle A^0_{\alpha} \partial_x^\alpha u, \partial_x^\alpha u \rangle \leq \frac{C\epsilon}{2} \|\nabla v\|_m^2 + C \left\{ \|f_3\|_m^2 + (\mu_0(t) + \mu_1(t)) \left( \|w\|_m^2 + \|v\|_m^2 \right) \right\}.
\]

(13.9)

We add up (13.7), (13.8), (13.9) and take \(\epsilon > 0\) such that \(G_0 - 3C\epsilon = \frac{1}{4}\) to obtain
\[
\frac{d}{dt} \mathcal{E}_m^2(u, v, w) + \|v\|_m^2 + \|\nabla v\|_m^2 \leq C_1 \left\{ \mathcal{F}_m^2(f_1, f_2, f_3) + (\mu_0(t) + \mu_1(t))\mathcal{E}_m^2(u, v, w) \right\},
\]
for some positive constant \(C_1 = C_1(g, \eta, a_0)\), where
\[
\mathcal{E}_m^2(u, v, w) := \sum_{|\alpha|=0}^{m} \langle A^0_{\alpha} \partial_x^\alpha u, \partial_x^\alpha u \rangle + \sum_{|\alpha|=0}^{m} \langle A^0_{\alpha} \partial_x^\alpha u, \partial_x^\alpha u \rangle + \sum_{|\alpha|=0}^{m} \langle A^0_{\alpha} \partial_x^\alpha u, \partial_x^\alpha u \rangle.
\]

After integrating we use III and Gronwall’s inequality to obtain,
\[
\|u(t)\|_m^2 + \|v(t)\|_m^2 + \|w(t)\|_m^2 + \int_0^t \|v(\tau)\|_m^2 + \|\nabla v(\tau)\|_m^2 d\tau \leq K_0^2(t)\Phi_0^2(t),
\]
for all \(t \in [0, T]\). We proceed as in section 12.1 to obtain the estimates for \(U_t\). Hence, we have proven that, for every \(0 \leq \delta < 1\), the solution, \((w^0, v^0, u^0)^T(t)\), of the strongly parabolic extended system (6.21), satisfies (6.27) for all \(t \in [0, T]\).

This concludes the result.
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