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Abstract—This article proposes a data-driven model reduction approach on the basis of noisy data with a known noise model. First, the concept of data reduction is introduced. In particular, we show that the set of reduced-order models obtained by applying a Petrov–Galerkin projection to all systems explaining the data characterized in a large-dimensional quadratic matrix inequality (QMI) can again be characterized in a lower-dimensional QMI. Next, we develop a data-driven generalized balanced truncation method that relies on two steps. First, we provide necessary and sufficient conditions such that systems explaining the data have common generalized Gramians. Second, these common generalized Gramians are used to construct matrices that allow to characterize a class of reduced-order models via generalized balanced truncation in terms of a lower-dimensional QMI by applying the data reduction concept. Additionally, we present alternative procedures to compute a priori and a posteriori upper bounds with respect to the true system generating the data. Finally, the proposed techniques are illustrated by means of application to an example of a system of a cart with a double-pendulum.

Index Terms—Data-driven model reduction, data informativity, error bounds, generalized balancing.

I. INTRODUCTION

MODEL reduction refers to the problem of constructing low-dimensional system models that accurately approximate complex high-dimensional systems. Traditionally, model reduction techniques solve this problem by deriving low-dimensional models on the basis of the given high-dimensional model through suitable operations such as projection. In the field of systems and control, roughly two classes of model reduction techniques can be distinguished for linear systems: 1) methods based on energy functions such as balanced truncation [1], [2], [3], [4] and optimal Hankel norm approximation [5]; and 2) methods based on interpolation and/or moment matching [6], [7], [8], [9], sometimes also referred to as Krylov methods. Extensions to nonlinear systems have emerged in the form of nonlinear balancing methods [10], [11] and nonlinear moment matching techniques [9], [12]. We refer the reader to [13], [14], and [15] for details on a variety of existing model reduction methods.

Recently, the problem of data-driven model reduction is attracting increasing attention, partly motivated by the widespread availability of measurement data. Here, low-order models are constructed directly on the basis of measurement data, thus not requiring the availability of a high-order model. We emphasize that these data-driven model reduction approaches differ from traditional approaches in which, first, a high-order model is derived using system identification techniques and, second, existing model-based techniques for model reduction are used. Nevertheless, standard (model-based) model reduction techniques have inspired various data-driven techniques.

First, in the class of energy-based methods for linear systems, to which this article belongs, the authors in [16] and [17] proposed a data-driven balanced truncation method from persistently exciting data and [18] estimated Gramians from frequency and time-domain data based on their quadrature form. For nonlinear systems, empirical balanced truncation was presented in [19] and [20], whereas data-driven reduction for monotone nonlinear systems was considered in [21]. Second, in the class of interpolatory methods, we begin by mentioning contributions to data-driven reduction methods on the basis of frequency-domain data by the Loewner framework [22]. In this method, noise-free frequency-domain data are formulated to construct Loewner matrix pencils to enable the construction of state-space models. Extensions of this approach aim at constructing reduced-order models preserving stability [23] and achieving...
$\mathcal{H}_2$-optimality [24]. In addition, the use of Loewner methods based on time-domain data and noisy frequency-domain data was pursued in [25] and [26], respectively. Besides the Loewner framework, data-driven moment matching techniques were presented in [9] and [27], where the latter exploits the so-called data informativity framework.

Despite these developments, existing methods for data-driven model reduction do not often allow for guaranteeing system properties such as asymptotic stability and do not provide an error bound, especially when the available data is subject to noise. In this article, we develop a data-driven reduction technique that provides such guarantees on the low-order model, even for noisy data. Specifically, this article has the following contributions.

First, we introduce the concept of data reduction via a Petrov–Galerkin projection. Following the data informativity framework of [28], we characterize the class of systems that are consistent with the measurement data for a given noise model in terms of a quadratic matrix inequality (QMI). Then, we define the class of reduced-order systems as the set of systems obtained by applying the Petrov–Galerkin projection to all systems explaining the noisy data. Importantly, we show that this class of reduced-order systems can again be characterized in terms of a quadratic matrix inequality, but one of lower dimension. As the relevant matrix variables in this QMI depend only on the measurement data, noise model and matrices corresponding to a projection, this can be regarded as data reduction.

The second contribution of this article is the development of a data-driven generalized balanced truncation method. Here, we characterize the set of all reduced-order models obtained by applying generalized balanced truncation to the class of systems explaining the noisy data. This relies on the following two steps. As the first step, we give necessary and sufficient conditions for all systems explaining the data to have a common generalized controllability and common generalized observability Gramian. In this case, we say that the data are informative for generalized Lyapunov balancing. These conditions heavily rely on the so-called matrix S-lemma from [29] and again build on the data informativity framework of [28]. We note that this framework has also been successfully applied in solving various control problems, e.g., data-driven $\mathcal{H}_2$ and $\mathcal{H}_\infty$ control [29]. The second step comprises the use of the common generalized Gramians to obtain the Petrov–Galerkin projection that achieves (generalized) balanced truncation (see [30] for details on generalized balanced truncation for a single given system). This allows for the application of the data reduction concept and yields the desired class of reduced-order models in terms of a low-dimensional quadratic matrix inequality.

This data-driven model reduction procedure has various desirable properties by virtue of the inherent advantages of using a balancing-type reduction method. Namely, all reduced-order models are guaranteed to be asymptotically stable and satisfy an a priori error bound. However, the ordinary a priori upper bound from model-based reduction methods, e.g., [13], [30], does not determine the error between a selected reduced-order model (from the class of reduced-order models) to the true system generating the data because the true system is unknown. Therefore, as the final contribution of this article, we provide two alternative error bounds. First, we compute a uniform a priori upper bound, i.e., an error bound that holds for any chosen high-order system explaining the data and any reduced-order model. The computation of this error bound again exploits the QMI characterization of the class of (reduced-order) systems, together with the bounded real lemma. Second, we also present an a posteriori error bound that is uniform over all systems explaining the data for a selected reduced-order system.

The rest of this article is organized as follows. In Section II, we provide appropriate background material on Petrov–Galerkin model reduction and generalized balanced truncation. Section III deals with the data reduction problem through the Petrov–Galerkin projection. The problem formulation of informativity for Lyapunov balancing is given in Section IV, followed by the main results containing necessary and sufficient conditions for generalized Lyapunov balancing, a characterization of the set of reduced-order models and error bounds in Sections IV-A, IV-B, and IV-C, respectively. In Section V, an illustrative example is provided to show how the set of reduced-order models is extracted from data. Finally, Section VI concludes the article. For the sake of completeness, some important results and proofs are presented in the Appendix.

Notation: We denote $M > 0$ ($M \geq 0$) and $M < 0$ ($M \leq 0$) for positive and negative (semi) definite symmetric matrices, respectively. We denote the number of negative, zero, and positive eigenvalues of a symmetric matrix $M$ by $\nu_-(M)$, $\nu_0(M)$, and $\nu_+(M)$, respectively. The inertia of $M$ is denoted by $\text{Inertia}(M) = (\nu_-(M), \nu_0(M), \nu_+(M))$. For a symmetric matrix $M$ partitioned as

$$M = \begin{bmatrix} M_{11} & M_{12} \\ M_{12}^\top & M_{22} \end{bmatrix}$$

its Schur complement with respect to $M_{22}$ is denoted by $M|M_{22}$, i.e., $M|M_{22} := M_{11} - M_{12}M_{22}^{-1}M_{21}$. For a square matrix $A$, its spectral radius is denoted by $\rho(A)$ and the sum of its main diagonal elements is denoted by $\text{trace}(A)$. We denote $\text{blkdiag}(A_1, A_2, \ldots, A_n)$ for a block diagonal matrix of the form

$$\begin{bmatrix} A_1 & 0 & \cdots & 0 \\ 0 & A_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_n \end{bmatrix}$$

The matrix $I_j$ denotes the identity matrix of size $j$. For a discrete-time linear system $\Sigma$, its $\mathcal{H}_\infty$-norm is denoted by $\| \Sigma \|_{\mathcal{H}_\infty}$. For a system $\Sigma$ having realization $(A, B, C, D)$ and transfer function $G(z) = C(zI - A)^{-1}B + D$, the norm $\| \Sigma \|_{\mathcal{H}_\infty}$ is then by $\| \Sigma \|_{\mathcal{H}_\infty} = \sup_{\omega \in \mathbb{R}} \| G(e^{j\omega}) \|$.

II. PRELIMINARIES

A. Model Reduction via a Petrov–Galerkin Projection

Consider the discrete-time input/state/output system

$$\begin{align*}
\Sigma : \quad &x(k+1) = Ax(k) + Bu(k), \\
y(k) = Cx(k) + Du(k)
\end{align*}$$  \hspace{1cm} (1)
Indeed, balanced-truncation model reduction is essentially a Petrov–Galerkin projection. Namely, after introducing the matrix \( \Pi \in \mathbb{R}^{n \times r} \) as

\[
\Pi := \begin{bmatrix} f_1 \\ 0 \end{bmatrix}
\]

the matrices \( \hat{V} = T^{-1} \Pi \) and \( \hat{W} = T^{-1} \Pi \) satisfy \( \hat{W}^T \hat{V} = I \) and the reduced-order model (2) is equal to the model obtained by balanced truncation (to order \( r \)).

Generalized balanced truncation guarantees the preservation of some relevant system properties, similarly as in ordinary balanced truncation, see [30, Prop. 4.19] for continuous-time systems. Most importantly, asymptotic stability is preserved. The discrete-time version is presented without proof below.

**Proposition 1:** Consider the system \( \Sigma \) given in (1). Let \( \hat{\Sigma} \) of the form (2) be a reduced-order system of \( \Sigma \) via generalized balanced truncation. Suppose that \( \hat{\Sigma} \) is of order \( r < n \) where \( r = \sum_{i=1}^{\ell} m_i \) with \( \ell < \kappa \). Then, it is balanced in the sense of GLB with \( \rho(\hat{W}^T A \hat{V}) < 1 \) and

\[
\| \Sigma - \hat{\Sigma} \|_{\infty} \leq 2 \sum_{i=r+1}^{\kappa} \sigma_i
\]

where the \( \sigma_i \)'s are the neglected generalized Hankel singular values given in (3).

### III. DATA-DRIVEN PETROV–GALERKIN PROJECTION

Consider the linear discrete-time input/state/output system

\[
\Sigma_{\text{true}} : \begin{align*}
x(k+1) &= A_{\text{true}} x(k) + B_{\text{true}} u(k) + w(k), \\
y(k) &= C_{\text{true}} x(k) + D_{\text{true}} u(k) + z(k)
\end{align*}
\]

where \( (u, x, y, z) \in \mathbb{R}^{n_+ + n_p} \) are the input/state/output and \( (w, z) \in \mathbb{R}^{n_p} \) are noise terms. Throughout the article, we assume that the system matrices \( (A_{\text{true}}, B_{\text{true}}, C_{\text{true}}, D_{\text{true}}) \) and the noise \( (u, z) \) are unknown. What is known instead are a finite number of input/state/output measurements harvested from the true system (5)

\[
\begin{align*}
u(0), u(1), \ldots, u(L-1), \\
x(0), x(1), \ldots, x(L), \\
y(0), y(1), \ldots, y(L-1).
\end{align*}
\]

We collect these data in the matrices

\[
\begin{align*}
X &:= \begin{bmatrix} x(0) & x(1) & \cdots & x(L) \end{bmatrix}, \\
X_- &:= \begin{bmatrix} x(0) & x(1) & \cdots & x(L-1) \end{bmatrix}, \\
X_+ &:= \begin{bmatrix} x(1) & x(2) & \cdots & x(L) \end{bmatrix}, \\
U_- &:= \begin{bmatrix} u(0) & u(1) & \cdots & u(L-1) \end{bmatrix}, \\
Y_- &:= \begin{bmatrix} y(0) & y(1) & \cdots & y(L-1) \end{bmatrix}.
\end{align*}
\]

with input \( u \in \mathbb{R}^m \), state \( x \in \mathbb{R}^n \) and output \( y \in \mathbb{R}^p \). Let \( \hat{W}, \hat{V} \in \mathbb{R}^{n \times r} \) be matrices such that \( \hat{W}^T \hat{V} = I \) and \( r < n \). A reduced-order model is obtained by Petrov–Galerkin projection. Here, approximating \( x(t) \) by \( \hat{V} \hat{x}(t) \) leads to

\[
\hat{V} \hat{x}(t+1) = A \hat{V} \hat{x}(t) + B u(t) + r(t)
\]

where \( r(t) \) is a residual that results from this approximation. Next, requiring that \( \hat{W}^T r(t) = 0 \) leads to the reduced-order model

\[
\hat{\Sigma} : \begin{align*}
\hat{x}(k+1) &= \hat{W}^T A \hat{V} \hat{x}(k) + \hat{W}^T B u(k), \\
\hat{y}(k) &= C \hat{V} \hat{x}(k) + D u(k)
\end{align*}
\]
Now, we can define the set of all systems that explain the data as
\[
\Sigma := \left\{ (A, B, C, D) : \begin{bmatrix} X_+ \\ Y_- \end{bmatrix} - A \begin{bmatrix} B \\ C \end{bmatrix} \begin{bmatrix} X_- \\ U_- \end{bmatrix} \in N \right\}
\]
where \( N \subseteq \mathbb{R}^{(n+p) \times L} \) captures a noise model such that
\[
(A_{\text{true}}, B_{\text{true}}, C_{\text{true}}, D_{\text{true}}) \in \Sigma.
\]

In this article, we work with a noise model that is described by a quadratic matrix inequality as
\[
N := \left\{ Z \in \mathbb{R}^{(n+p) \times L} : \begin{bmatrix} I \\ Z^\top \end{bmatrix} \begin{bmatrix} \Phi_{11} & \Phi_{12} \\ \Phi_{12} & \Phi_{22} \end{bmatrix} \begin{bmatrix} I \\ Z^\top \end{bmatrix} \geq 0 \right\}
\]
where \( \Phi_{11} = \Phi_{11}^\top \in \mathbb{R}^{(n+p) \times (n+p)} \), \( \Phi_{12} \in \mathbb{R}^{(n+p) \times L} \), \( \Phi_{22} = \Phi_{22}^\top \in \mathbb{R}^{L \times L} \).

Throughout the article, we make the following blanket assumption on the set \( N \).

Assumption 1: The set \( N \) is bounded and has nonempty interior.

As shown in [31], one can verify this assumption by using the following lemma.

Lemma 1: The set \( N \) given by (7) is bounded and has nonempty interior, if and only if \( \Phi_{22} < 0 \) and \( \Phi_{11} - \Phi_{12}^\top \Phi_{22}^\top \Phi_{12} > 0 \).

The noise model (7) satisfying Assumption 1 includes various relevant examples, see, e.g., [32]. Two of those, with \( Z = \{ z(0), z(1), \ldots, z(L-1) \} \), are as follows.

1. \( \Phi_{22} = -I \) and \( \Phi_{12} = 0 \) give the energy bound \( \sum_{t=0}^{L-1} z(t) z(t)^\top \leq \Phi_{11} \).
2. if we have the individual noise sample bounds \( \| z(t) \|_2^2 \leq \epsilon \) for all \( t \), then this satisfies the noise model \( \Phi_{22} = -I \), \( \Phi_{12} = 0 \), and \( \Phi_{11} = \epsilon I \).

We stress that we do not take a probabilistic perspective, instead we work with noise satisfying the deterministic bound (7).

It is clear from the definition of \( \Sigma \) and (7) that \( (A, B, C, D) \in \Sigma \), if and only if the following QMI is satisfied
\[
\begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} 0 & I \\ A^\top & C^\top \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} 0 & I \\ B^\top & D^\top \end{bmatrix} \geq 0
\]
\[
N := \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} 0 & I \\ A^\top & C^\top \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} 0 & I \\ B^\top & D^\top \end{bmatrix} \geq 0
\]
where
\[
N := \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} 0 & I \\ A^\top & C^\top \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} 0 & I \\ B^\top & D^\top \end{bmatrix} \geq 0
\]

In characterizing the set of systems that explain the data, one may wonder whether the set \( \Sigma \) is bounded and has nonempty interior. The following proposition provides the required condition, which solely relies on the data.

Proposition 2: The set \( \Sigma \) is bounded and has nonempty interior, if and only if there exists \( S \in \mathbb{R}^{(n+m) \times (n+p)} \) such that
\[
\begin{bmatrix} I \\ \bar{S} \end{bmatrix} N \begin{bmatrix} I \\ \bar{S} \end{bmatrix} > 0
\]
\[
\begin{bmatrix} X_+ \\ Y_- \end{bmatrix} \text{ has full row rank.}
\]

Proof: The proof is presented in Appendix VI.

The condition (10) is referred as the generalized Slater condition.

In this article, we are not interested in the true system (5) per se. Instead, we would like to find a reduced-order approximation of (5) directly on the basis of the available data.

As a first step, we consider a Petrov–Galerkin projection as in Section II and assume that the matrices \( \hat{W} \) and \( \hat{V} \) satisfying \( \hat{W}^\top \hat{V} = I \) are given. Then, the set of reduced-order models of all systems explaining the data is defined as
\[
\Sigma_{\hat{W},\hat{V}} := \{ (\hat{W}, \hat{A}, \hat{B}, \hat{C}, \hat{D}) : (A, B, C, D) \in \Sigma \}
\]

The first main result of this article is that the set \( \Sigma_{\hat{W},\hat{V}} \) can itself be represented as a QMI of a similar form as (8). This is formalized in the following theorem, whose proof can be found in Appendix VI-A.

Theorem 1: Consider the set \( \Sigma \) of systems explaining the data. Suppose that there exists \( \hat{S} \) such that (10) holds and the matrix \( \begin{bmatrix} X_+ \\ U_- \end{bmatrix} \) has full row rank. Let \( \hat{W}, \hat{V} \in \mathbb{R}^{n \times r} \) be such that \( \hat{W}^\top \hat{V} = I \) and \( r < n \). Then, the set \( \Sigma_{\hat{W},\hat{V}} \) of reduced-order models of \( \Sigma \) using matrices \( \hat{W}, \hat{V} \) satisfies
\[
\Sigma_{\hat{W},\hat{V}} = \left\{ (\hat{A}, \hat{B}, \hat{C}, \hat{D}) : \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} \hat{A} & C \\ B^\top & D \end{bmatrix} N_{V,W} \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} \hat{A}^\top & \hat{C}^\top \\ \hat{B}^\top & \hat{D}^\top \end{bmatrix} \geq 0 \right\}
\]
where \( N_{V,W} \) is given by (11) shown at the bottom of the next page:

\[
W := \begin{bmatrix} \hat{W} \\ I_p \end{bmatrix} \text{ and } V := \begin{bmatrix} \hat{V} \\ I_m \end{bmatrix}.
\]

Theorem 1 has a nice interpretation in terms of data reduction. Namely, the matrix \( N_{V,W} \) characterizing all reduced-order models depends only on the matrices \( \hat{V}, \hat{W} \) and the original data matrix \( N \). As such, \( N_{V,W} \) is constructed from the data and noise model only. Importantly, \( N_{V,W} \) has a lower dimension than \( N \) and can thus be regarded as a reduced data matrix. Hence, we can characterize all reduced-order models by directly reducing the data matrix \( N \) rather than reducing individual systems \( (A, B, C, D) \in \Sigma \). It is also worth mentioning that

\[
(\hat{W}^\top A_{\text{true}} \hat{V}, \hat{W}^\top B_{\text{true}}, C_{\text{true}} \hat{V}, D_{\text{true}})
\]

i.e., the reduced-order model of the true system, is in \( \Sigma_{\hat{W},\hat{V}} \).
In this section, we have characterized reduced-order approximations of systems explaining the collected data for given matrices \( \tilde{W} \) and \( \tilde{V} \). We emphasize that up to this point, there are no assumptions on these matrices such that Theorem 1 can be used for arbitrary Petrov–Galerkin projections. In the next section, we will construct the Petrov–Galerkin projection on the basis of the available data by following a generalized balancing framework.

IV. DATA-DRIVEN GENERALIZED BALANCED TRUNCATION

In this section, we will introduce the notion of informativity for GLB. Moreover, we give necessary and sufficient conditions for informativity for GLB, followed by the set of reduced-order models obtained from data-driven GLB and their error-bounds.

A. Data Informativity for GLB

Based on Section II-B, one can introduce the notion of informativity for GLB as follows.

Definition 1: We say that the data \((U_, X, Y_\ldots)\) are informative for generalized Lyapunov balancing (GLB) if there exist \(P = P^\top > 0\) and \(Q = Q^\top > 0\) such that

\[
APA^\top - P + BB^\top < 0
\]  

(12)

and

\[
A^\top QA - Q + C^\top C < 0
\]  

(13)

for all \((A, B, C, D) \in \Sigma\).

Remark 1: It is known, see, e.g., [13, Ch. 7], that the satisfaction of (12) or (13) implies that all systems in \(\Sigma\) are asymptotically stable.

From Definition 1, \(P\) and \(Q\) can be regarded as common generalized controllability and observability Gramian, respectively, for all systems explaining the data. We thus formalize the following informativity and model reduction problems.

Problem 1: Find necessary and sufficient conditions under which the data \((U_, X, Y_\ldots)\) are informative for GLB. If the data are informative for GLB, then characterize the reduced-order models via data-driven balanced truncation and provide error bounds with respect to the true system.

Observe that the data are informative for GLB, if and only if QMI (8) implies the existence of positive definite matrices \(P\) and \(Q\) such that (12) and (13) hold. Such QMI implications can be viewed as a generalization of the classical S-lemma [33] and have been investigated in [29]. Based on the results of [29] and [31] (see Appendix VI-A), data informativity for GLB can be fully characterized in terms of feasibility of certain LMIs as stated next.

Theorem 2: Suppose that there exists \(\hat{S}\) such that (10) holds. Define

\[
N_C := \begin{bmatrix} I_n & 0 \\ 0 & 0 \\ 0 & I_{n+m} \end{bmatrix}^\top N \begin{bmatrix} I_n & 0 \\ 0 & 0 \\ 0 & I_{n+m} \end{bmatrix}
\]

and

\[
N_O := \begin{bmatrix} I_n & 0 \\ 0 & 0 \\ 0 & I_{n+p} \end{bmatrix}^\top N^\sharp \begin{bmatrix} I_n & 0 \\ 0 & 0 \\ 0 & I_{n+p} \end{bmatrix}
\]

where

\[
N^\sharp := \begin{bmatrix} 0 & -I_{n+m} \\ I_{n+p} & 0 \end{bmatrix} N^{-1} \begin{bmatrix} 0 & -I_{n+p} \\ I_{n+m} & 0 \end{bmatrix}.
\]

Then, the data \((U_, X, Y_\ldots)\) are informative for generalized Lyapunov balancing, if and only if

i) \[
\begin{bmatrix} X_\ldots \\ U_\ldots \end{bmatrix}
\]

has full row rank,

ii) there exists \(P = P^\top > 0\) and a scalar \(\alpha > 0\) such that

\[
\begin{bmatrix} P & 0 & 0 \\ 0 & -P & 0 \\ 0 & 0 & -I_m \end{bmatrix} - \alpha N_C > 0,
\]

(14)

iii) there exists \(Q = Q^\top > 0\) and a scalar \(\beta > 0\) such that

\[
\begin{bmatrix} Q & 0 & 0 \\ 0 & -Q & 0 \\ 0 & 0 & -I_p \end{bmatrix} - \beta N_O > 0.
\]

(15)

Proof: The proof can be found in Appendix VI-B. ⊢

A direct consequence of data informativity for GLB is that all systems explaining the data have common generalized Gramians \(P\) and \(Q\). As a result, all systems in \(\Sigma\) are balanced by a common balancing transformation matrix \(T\) satisfying \(TPT^\top = T^{-\top}QT^{-1} = \Sigma_H\) where \(\Sigma_H\) is a matrix of the form (3), containing the common generalized Hankel singular values. Next, we note that the balanced realizations of all systems explaining the data can be constructed from (4) where \((A, B, C, D) \in \Sigma\).

Remark 2: Since \(P\) and \(Q\) satisfying (14) and (15), respectively, are lower bounded by the ordinary Gramians of the true system, (see the discussion in Section II-B), smaller \(P\) and \(Q\) are expected to yield a balancing that is “closer” to the ordinary balancing of the true system. Therefore, one may solve LMIs (14) and (15) by minimizing trace\((P)\) and trace\((Q)\) to expect a better reduced-order approximation.

In the next section, we will use these balanced realizations to obtain reduced-order models directly from data.

\[
N_{V,W} := \begin{bmatrix} W^T (N|N_{22} + N_{12} N_{22}^{-1} V (V^T N_{22}^{-1} V)^{-1} N_{12} N_{22}^{-1} N_{12}^T) W & W^T N_{12} N_{22}^{-1} (V^T N_{22}^{-1} V)^{-1} \vdots & (V^T N_{22}^{-1} V)^{-1} \end{bmatrix}
\]

(11)
B. Reduced-Order Models

By applying the Petrov–Galerkin projection, the reduced-order models of all systems in $\Sigma$ via generalized balanced truncation are contained in the set

$$\hat{\Sigma} := \{(\hat{W}^\top A\hat{V}, \hat{W}^\top B, C\hat{V}, D) : (A, B, C, D) \in \Sigma\}$$

where $\hat{V} = T^{-1}\Pi$ and $\hat{W} = T^\top\Pi$ with $\Pi$ given by

$$\Pi := \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}$$

and $T$ is obtained from the common generalized Gramians $P$ and $Q$ for all systems in $\Sigma$.

Based on Theorem 1, we can characterize the set $\hat{\Sigma}$ in terms of a quadratic matrix inequality. We formalize this fact in the following corollary of Theorem 1.

Corollary 1: Suppose that there exists $\hat{S}$ such that (10) holds and the data $(U_\gamma, X, Y_\gamma)$ are informative for generalized Lyapunov balancing with $T$ the corresponding balancing transformation. Then

$$\hat{\Sigma} = \left\{(\hat{A}, \hat{B}, \hat{C}, \hat{D}) : \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}^\top \begin{bmatrix} 0 & I \\ \hat{A}^\top & \hat{C}^\top \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} \hat{V}_W \end{bmatrix} \geq 0 \right\}$$

where $N_{V,W}$ is given by (11) with $W = \begin{bmatrix} T^\top \Pi \\ I_p \end{bmatrix}$, $V = \begin{bmatrix} T^{-1}\Pi \\ I_m \end{bmatrix}$ and $\Pi := \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}$.

Now, we can see that the set $\hat{\Sigma}$ characterizes a data reduction by generalized balanced truncation. Namely, the reduced matrix $N_{V,W}$ depends only on the data matrix $N$ and matrices $\hat{V} = T^{-1}\Pi$ and $\hat{W} = T^\top\Pi$, where now these matrices are also derived from the data only via Theorem 2.

From the definition of $\hat{\Sigma}$ above, suppose that $(\hat{A}, \hat{B}, \hat{C}, \hat{D}) \in \hat{\Sigma}$, then it is always a truncation of a model in $\Sigma$ by generalized balanced truncation. Therefore, any $(A, B, C, D) \in \Sigma$ satisfies the guaranteed properties in Proposition 1. Namely, $\rho(\hat{A}) < 1$, i.e., the reduced-order system is asymptotically stable. Moreover, the $\mathcal{H}_\infty$-norm error between a system in $\Sigma$ and its corresponding high-order system in $\Sigma$. Instead, recall that we are interested in a reduced-order approximation of the true system (5). This system is unknown, but is guaranteed to satisfy (6). As also the corresponding reduced-order system is unknown (but in $\hat{\Sigma}$), a practical relevant bound should hold for any selection of a high-order system (from $\Sigma$) and any reduced-order system (from $\hat{\Sigma}$). The following section provides such bounds.

C. Distance to the True System

Suppose that we consider a reduced-order system of order $r < n$ given by $\Sigma_0$ with realization $(\hat{A}_0, \hat{B}_0, \hat{C}_0, \hat{D}_0) \in \hat{\Sigma}$. We will use $\Sigma_0$ as an approximation of the unknown true system $\Sigma_{\text{true}}$. To evaluate the quality of this approximation, note that

$$\|\Sigma_0 - \Sigma_{\text{true}}\|_{\mathcal{H}_\infty} \leq \sup \{\|\Sigma - \Sigma_{\text{true}}\|_{\mathcal{H}_\infty} : \Sigma \in \Sigma, \hat{\Sigma} \in \hat{\Sigma}\} .$$

Here, we have used the small abuse of notation $\Sigma \in \Sigma$ to mean $(A, B, C, D) \in \Sigma$, where $(A, B, C, D)$ is a realization of $\Sigma$.

In this section, we aim to compute a bound on the right-hand side of (18) on the basis of the available data only. The computation of this is stated in the following result.

Theorem 3: The bound

$$\|\Sigma_0 - \Sigma_{\text{true}}\|_{\mathcal{H}_\infty} < \gamma$$

holds for any $\Sigma \in \Sigma$ and any $\hat{\Sigma} \in \hat{\Sigma}$, if and only if there exist a matrix $K = K^\top > 0$ in $\mathbb{R}^{(n+r) \times (n+r)}$ partitioned as

$$K = \begin{bmatrix} K_{11} & K_{12} \\ K_{12}^\top & K_{22} \end{bmatrix} ,$$

and scalars $\delta > 0$, $\eta > 0$ and $\mu$ such that (16) shown at the bottom of this page, holds, where $N$ and $N_{V,W}$ are given by (9) and (11), respectively.

Proof: The proof can be found in Appendix VI-B.

In order to obtain the smallest upper bound, i.e., the smallest $\gamma$ such that the conditions in Theorem 3 hold, one may solve the following semidefinite program (SDP) [34, Sec. 6.4]:

$$\min_{K, \delta, \eta, \mu} \gamma$$

subject to $K > 0, \delta > 0, \eta > 0$ and (16).

In conclusion, the solution of (19) gives $\|\Sigma_0 - \Sigma_{\text{true}}\| < \gamma$. Note that this upper bound is uniform for any $\Sigma_0$ picked from $\hat{\Sigma}$. Therefore, it can be regarded as an a priori error bound.

C. A Posteriori Error Bound

Now suppose we pick a known system $\Sigma_0$ from $\hat{\Sigma}$. Let its realization be $(\hat{A}_0, \hat{B}_0, \hat{C}_0, \hat{D}_0)$. An a posteriori error bound is computed to measure the error between this known system $\Sigma_0$ and its corresponding high-order system in $\Sigma$. Instead, recall that we are interested in a reduced-order approximation of the true system (5). This system is unknown, but is guaranteed to satisfy (6). As also the corresponding reduced-order system is unknown (but in $\hat{\Sigma}$), a practical relevant bound should hold for any selection of a high-order system (from $\Sigma$) and any reduced-order system (from $\hat{\Sigma}$). The following section provides such bounds.
and the true system $\Sigma_{\text{true}}$. However, since the true system is unknown, this error cannot be directly computed.

Fortunately, we know that
\[
\|\hat{\Sigma}_0 - \Sigma_{\text{true}}\|_{\mathcal{H}_\infty} \leq \sup \left\{ \|\hat{\Sigma}_0 - \Sigma\|_{\mathcal{H}_\infty} : \Sigma \in \Sigma \right\}.
\]

The following proposition gives the computation of an upper bound of $\|\hat{\Sigma}_0 - \Sigma\|_{\mathcal{H}_\infty}$ for any $\Sigma \in \Sigma$.

**Proposition 3:** Let $\hat{\Sigma}_0$ be a given reduced-order model with realization $(\hat{A}_0, \hat{B}_0, \hat{C}_0, \hat{D}_0) \in \hat{\Sigma}$. Then, the bound
\[
\|\hat{\Sigma}_0 - \Sigma\|_{\mathcal{H}_\infty} < \gamma_0
\]
holds for any $\Sigma \in \Sigma$, if and only if there exist $K = K^\top > 0$ in $\mathbb{R}^{(n+r)\times(n+r)}$ partitioned as
\[
K = \begin{bmatrix}
K_{11} & K_{12} \\
K_{12}^\top & K_{22}
\end{bmatrix}, \quad \text{with } K_{11} \in \mathbb{R}^{n\times n},
\]
and a scalar $\delta > 0$ such that (22) shown at the bottom of this page holds.

**Proof:** The proof is presented in Appendix VI-B. $\square$

Similar to before, one may obtain the smallest upper bound by solving the following SDP:
\[
\min_{K, \delta} \gamma_0 \quad \text{(20a)}
\]
subject to $K > 0$, $\delta > 0$, and (22). (20b)

Finally, we have $\|\hat{\Sigma}_0 - \Sigma_{\text{true}}\|_{\mathcal{H}_\infty} < \gamma_0$. Note that this a posteriori error bound holds for a specific $\hat{\Sigma}_0$. It follows readily that $\gamma_0 \leq \gamma$ where $\gamma$ and $\gamma_0$ are the solutions of (19) and (20), respectively, since the bound $\gamma_0$ holds for a specific $\hat{\Sigma}_0 \in \hat{\Sigma}$ while the bound $\gamma$ holds for any $\Sigma$ taken from $\Sigma$.

The full data-driven balanced truncation approach is summarized in Algorithm 1.

### Algorithm 1: Data-Driven Generalized Lyapunov BT.

**Input:** Input, state, output data $(U_-, X, Y_0)$ and noise model $N$.

**Output:** The set $\Sigma$ and error bounds $\gamma$ and $\gamma_0$.

**Initialization:** Construct data matrix $N$.

1. Construct matrices $N_O$ and $N_C$.
2. If $\begin{bmatrix} X_- \\ U_-
\end{bmatrix}$ is full rank, LMIs (14) and (15) are feasible then
3. $\quad$ Compute $P$ and $Q$.
4. end if
5. Construct balancing transformation $T$ and $\Sigma_H$ from $P$ and $Q$.
6. Select a reduced dimension $r$ based on $\Sigma_H$ to construct matrices $(\hat{W}, \hat{V})$ and reduced-order data matrix $N_{V,W}$.
7. Solve SDP (19).
8. Pick one $(A_0, B_0, C_0, D_0) \in \hat{\Sigma}$ and solve SDP (20).
9. return $\Sigma$, $\gamma$, and $\gamma_0$.

\[
\begin{bmatrix}
0.0701 & 0.1869 & -0.0380 & -0.0169 & -0.0250 & -0.1108
\end{bmatrix}^\top,
\]

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

and $0$, respectively.

To illustrate the data-driven model reduction from noisy data, we collect input/state/output data of system (5) up to $L = 200$ for input signal
\[
u(k) = 2 \sin(k) + \cos(0.5 k)
\]
and a random initial condition $x(0)$ which follows a Gaussian distribution with zero mean and unit variance. In addition, we take the noise $\omega$ and $\tau$ in (5) to be Gaussian with zero mean and variance $\sigma^2$. In this example, we assume knowledge of a bound on the energy of the noise which corresponds to the noise model (7) with $\Phi_{11} = 1.35a^2 I$, $\Phi_{12} = 0$ and $\Phi_{22} = -I$. We verified that this noise model is satisfied by the generated noise sequence. For a realization of this noise, we obtain the data matrices $U_-, X_-, X_+, Y_-$.

We simulate the noise with different levels: $\sigma \in \{0.002, 0.005, 0.01, 0.03, 0.05\}$ and it has been checked that they satisfy the noise model above. Hence, we characterize all systems explaining the data in a QMI of the form (8), where $N \in \mathbb{R}^{14 \times 14}$.

First, we check the generalized Slater condition (10) by verifying that $N$ has 7 positive eigenvalues. Next, we can verify that conditions (i), (ii), and (iii) of Theorem 2 are satisfied, for each $\sigma \in \{0.002, 0.005, 0.01, 0.03, 0.05\}$, meaning that the data are

\[
\begin{bmatrix}
[0 & I_p - \hat{C}_0 K_{22} \hat{C}_0^\top - \gamma_0^{-2} \hat{D}_0 \hat{D}_0^\top] \\
0 & \hat{C}_0 K_{12} \hat{C}_0^\top - K_{11} \\
0 & \gamma_0^{-2} \hat{D}_0 \hat{D}_0^\top \\
A_0 K_{22} \hat{C}_0^\top + \gamma_0^{-2} \hat{D}_0 \hat{D}_0^\top & -A_0 K_{12} - \gamma_0^{-2} \hat{D}_0 \hat{D}_0^\top
\end{bmatrix} - \delta N \begin{bmatrix}
0 \\
0
\end{bmatrix} > 0.
\]

(22)
informative for generalized Lyapunov balancing. Conditions (ii) and (iii) of Theorem 2 are semidefinite programs that we solve in MATLAB, using Yalmip [36] with SDPT3 [37] as an LMI solver. As a result, we obtain generalized Hankel singular values that are common to all systems explaining the data. They are depicted in Fig. 1 for various noise levels.

Fig. 1 shows that the generalized Hankel singular values (generalized Gramians) obtained from the data indeed bound the ordinary Hankel singular values (Gramians) of the true system, see also the discussion in Section II-B. We stress however that the true system (and, hence, its Gramians) is assumed to be unknown. Additionally, we observe that the generalized Hankel singular values provide less strict bounds on the unknown ordinary Hankel singular values when the noise level is increased.

In the balancing process, we also obtain the data-driven balancing transformation $T$ as well as the matrices $\hat{W}$ and $\hat{V}$ corresponding to balanced truncation. Here, we take reduced models of order $r = 3$ and therefore we have $\hat{W}, \hat{V} \in \mathbb{R}^{6 \times 3}$. By these matrices, the set $\hat{\Sigma}$, i.e., the set of reduced-order models via data-driven generalized balanced truncation, can be defined in terms of a QMI as stated in Corollary 1. We note that the set of reduced-order models $\hat{\Sigma}$ is only characterized by matrix $N_{\hat{V}, \hat{W}} \in \mathbb{R}^{8 \times 8}$, which is of reduced dimension (with respect to $N$).

In this example, for each noise level which is indicated by $\sigma$, we have a different set of reduced-order models denoted by $\hat{\Sigma}_{\sigma}$. Then, from each set $\hat{\Sigma}_{\sigma}$, we pick a reduced-order model $\hat{\Sigma}_{\sigma}$. We stress that for a given noise level, $\hat{\Sigma}_{\sigma}$ depicts one from infinitely many possible reduced-order models contained in $\hat{\Sigma}_{\sigma}$. The Bode diagram of the reduced-order systems $\hat{\Sigma}_{\sigma}$’s is depicted in Fig. 2. Additionally, the time-domain output of $\hat{\Sigma}_{0.03}$ is shown in Fig. 3. The Bode diagram in Fig. 2 shows that reduced-order models accurately approximate the true system at least up to the noise level $\sigma = 0.03$. But, if we increase the noise, e.g., $\sigma = 0.05$, the resulting reduced-order model may not be able to accurately approximate the true system. From Fig. 3, we see
that the reduced-order model corresponding to noise $\sigma = 0.03$ is able to reconstruct the output data of the true system.

Next, we will compute the error bounds for the reduced-order models in this framework. We note first that from the result of Theorem 2, all systems in $\Sigma$ and therefore $\bar{\Sigma}$ are guaranteed to be asymptotically stable. As a consequence, the LMIIs (16) and (22) are guaranteed to be feasible for some large enough $\gamma$ and $\gamma_0$, respectively. Hence, we can solve problems (19) and (20). The results can be found in Fig. 4.

From Fig. 4, the upper bounds on the error with respect to the true system either from a priori or a posteriori upper bounds are getting more conservative when the noise levels are increased. This conservatism is caused by the fact that the only knowledge that is available on the true system is that it is contained in $\Sigma$, the set of systems explaining the data. As the set $\Sigma$ has a larger size for increasing noise level, this leads to more conservative results. It is also clear that the a posteriori upper bound [the solution of problem (20)] is less conservative than the corresponding a priori upper bound [solutions of problem (19)] for each noise level.

In spite of the conservatism, the actual $H_\infty$-norms of the errors between the true system and the reduced-order models selected from $\Sigma_\sigma$ for some small enough noise levels show that this data-driven method performs well. In particular, the $H_\infty$-norm of the errors for noise levels $\sigma = 0.002$, 0.005, 0.01, and 0.03 which are given by 0.0405, 0.0470, 0.0507, and 0.0513, respectively, are relatively small compared to the error of reduction by the ordinary balanced truncation, which is equal to 0.0314. We stress, however, that computation via the ordinary balanced truncation requires the knowledge of the true system which cannot be achieved on the basis of the data.

**VI. Conclusion**

In this article, a data-driven procedure to obtain reduced-order models from noisy data is developed. The procedure begins with introducing the concept of data reduction. Based on the noise model introduced by [29], all (higher-order) systems explaining the data can be characterized in a high-dimensional QMI with a special structure. Due to this special structure, the class of reduced-order models obtained by applying a Petrov–Galerkin projection to all systems explaining the data can be characterized in a reduced-order QMI. As these QMIs depend only on the data and matrices corresponding to projection, this can be regarded as a data reduction procedure. Since this concept holds for general Petrov–Galerkin projections, it can potentially be extended to solve data-driven model reduction problems via any projection-based reduction technique.

We then follow up the data reduction concept by constructing specific projection from data. In particular, based on generalized controllability and observability Gramians, we provide necessary and sufficient conditions such that all systems explaining the data have common generalized Gramians. These conditions substitute Lyapunov inequalities by a data-guided linear matrix inequality which can be solved efficiently by modern LMI solvers. Subsequently, a common balancing transformation and therefore common matrices corresponding to projection for generalized balanced truncation (which are in the class of the Petrov–Galerkin projections) are available to apply the data reduction. As such, a set of reduced-order models via generalized balanced truncation can then be characterized in a lower-dimensional QMI. Moreover, all reduced-order models in this set are guaranteed to be asymptotically stable and computable a priori and a posteriori upper bounds on the reduction error with respect to the true system are available.

Beside the extension on exploiting data reduction via any projection-based reduction technique as mentioned above, ideas for future work include several directions. First, we aim at extending this result for input–output noisy data, even though an obstacle in this setting may be the construction of a state sequence. Second, investigating model reduction with preserving specific system properties such as network structure and port-Hamiltonian structure is often desirable.

**APPENDIX**

**A. Proof of Proposition 2**

**Proof:** To prove the “only if” part, suppose that $\Sigma$ is bounded and has nonempty interior. Since $\Sigma$ has nonempty interior, then (10) holds for some $\bar{S}$. Next, let $N$ be defined as in (9) and partitioned as

$$
N = \begin{bmatrix}
N_{11} & N_{12} \\
N_{12}^T & N_{22}
\end{bmatrix}
$$

where $N_{11} \in \mathbb{R}^{(n+p)\times(n+p)}$, $N_{12} \in \mathbb{R}^{(n+p)\times(n+m)}$, and $N_{22} \in \mathbb{R}^{(n+m)\times(n+m)}$. By Lemma 1, matrix $N$ is nonsingular with
\[ N_{11} - N_{12}N_{22}^{-1}N_{12}^\top > 0 \] and \[ N_{22} < 0. \] As a result, the matrix
\[
\begin{bmatrix}
I & 0 & X_+ \\
0 & I & Y_- \\
0 & -X_- & U_-
\end{bmatrix}
\] and therefore \( \begin{bmatrix} X_- \\ U_- \end{bmatrix} \) are full row rank.

To prove the “if” part, observe that it follows from (10) and [38, Fact 5.8.16] that
\[ v_+(N) \geq n + p. \] (23)

Note that
\[ N_{22} = X_- \Phi_{22} X_-^\top. \]

Since \( \Phi_{22} < 0 \) and \( \begin{bmatrix} X_- \\ U_- \end{bmatrix} \) has full row rank, we have that \( N_{22} < 0. \) Then, following Haynsworth’s inertia additivity formula, see [38, Fact 6.5.5], we have
\[ \text{In}(N) = \text{In}(N_{22}) + \text{In}(N_{11} - N_{12}N_{22}^{-1}N_{12}) \]
and hence
\[ v_-(N) \geq n + m. \] (24)

Since \( N \in \mathbb{R}^{(m+2n+p) \times (m+2n+p)} \), \[ \nu_-(N) + \nu_+(N) \leq m + 2n + p. \] This, together with (23) and (24), implies that \( \nu_+(N) + \nu_-(N) = m + 2n + p. \) Therefore, \( N \) has no zero eigenvalues. Consequently, it is nonsingular with \( N_{22} < 0 \) and \( N_{11} - N_{12}N_{22}^{-1}N_{12} > 0. \) Then, it follows from (8) and Lemma 1 that \( \Sigma \) is bounded and has nonempty interior. \( \Box \)

**B. Proof of Theorem 1**

Before giving the proof of Theorem 1, we will develop some general results on quadratic matrix inequalities.

To this end, consider the set
\[
\mathcal{M} := \left\{ Z \in \mathbb{R}^{p \times q} : \begin{bmatrix} I^\top & I \end{bmatrix} \Psi \begin{bmatrix} I \\ Z^\top \end{bmatrix} \geq 0 \right\}
\] (25)

where \( \Psi \) admits the partitioning
\[
\Psi = \begin{bmatrix}
\Psi_{11} & \Psi_{12} \\
\Psi_{12} & \Psi_{22}
\end{bmatrix}
\] (26)

with \( \Psi_{11} \in \mathbb{R}^{p \times p} \). We assume throughout this Appendix that \( \Psi_{22} < 0 \) and \( \Psi_{11} - \Psi_{12}\Psi_{22}^{-1}\Psi_{12} < 0. \) It is known from Lemma 1 that \( \mathcal{M} \) is bounded and has nonempty interior. As a consequence of this, \( \mathcal{M} \) admits various representations, as stated next. \( \Box \)

**Lemma A1:** Consider \( \mathcal{M} \) given by (25). Define \( \Psi|_{\Psi_{22}} := \Psi_{11} - \Psi_{12}\Psi_{22}^{-1}\Psi_{12} \) and
\[
\Psi := \begin{bmatrix}
0 & -I_q \\
I_p & 0
\end{bmatrix} \Psi^{-1} \begin{bmatrix}
0 & -I_p \\
I_q & 0
\end{bmatrix}.
\] (27)

Suppose that \( \Psi|_{\Psi_{22}} > 0 \) and \( \Psi_{22} < 0. \) Then, \( \mathcal{M} = \mathcal{M}_1 = \mathcal{M}_2 \), where
\[
\mathcal{M}_1 := \left\{ Z : \begin{bmatrix} I \\ Z \end{bmatrix}^\top \Psi \begin{bmatrix} I \\ Z \end{bmatrix} \geq 0 \right\},
\]
\[
\mathcal{M}_2 := \left\{ Z : \begin{bmatrix} I \\ Z^\top \end{bmatrix} \Psi \begin{bmatrix} I \\ Z^\top \end{bmatrix} \geq \Psi_{22} \right\}.
\]

**Proof:** The proof of \( \mathcal{M} = \mathcal{M}_1 \) is provided in [31]. We will prove that \( \mathcal{M} = \mathcal{M}_2 \). Clearly, \( \mathcal{M}_2 \subseteq \mathcal{M} \). Then, it remains to show that the reverse inclusion holds. Let \( Z \in \mathcal{M} \) and let
\[ Q = \begin{bmatrix} I \\ Z^\top \end{bmatrix} \Psi \begin{bmatrix} I \\ Z^\top \end{bmatrix}. \]

Clearly, \( Q \geq 0. \) Note that
\[ Q = \Psi|_{\Psi_{22}} + (Z^\top + \Psi_{22}Z_{12}^\top) \Psi_{22}(Z^\top + \Psi_{22}Z_{12}) \leq \Psi\Psi_{22} \]
since \( \Psi_{22} < 0. \) Therefore, \( 0 \leq Q \leq \Psi|_{\Psi_{22}} \) and, as a result, \( Z \in \mathcal{M}_2. \) \( \Box \)

Now, we will consider projections of the elements of the set \( \mathcal{M} \). Let \( V \in \mathbb{R}^{p \times q} \) and \( W \in \mathbb{R}^{p \times p} \) be full column rank matrices with \( \hat{p} \leq p \) and \( \hat{q} \leq q \). We refer to the set
\[ \mathcal{M}_{V,W} := \{ W^\top ZV : Z \in \mathcal{M} \} \]
as a reduction of \( \mathcal{M} \) using matrices \( W \) and \( V \). Note that we do not assume that \( W^\top V = I. \)

We will show that elements of \( \mathcal{M}_{V,W} \) themselves satisfy a quadratic matrix inequality. To do so, let \( Z \in \mathcal{M} \) such that we have
\[ \begin{bmatrix} I \\ Z^\top \end{bmatrix} \begin{bmatrix}
\Psi_{11} & \Psi_{12} \\
\Psi_{12} & \Psi_{22}
\end{bmatrix} \begin{bmatrix} I \\ Z^\top \end{bmatrix} \geq 0 \]
which can be written as
\[ \Psi|_{\Psi_{22}} + (Z^\top + \Psi_{12}Z_{12}^\top) \Psi_{22}(Z^\top + \Psi_{22}Z_{12}) \geq 0. \] (28)

Using the Schur complement, (28) is equivalent to
\[ \begin{bmatrix} \Psi|_{\Psi_{22}} & Z + \Psi_{12}\Psi_{22}^{-1} \Psi_{12} \Psi_{22}^{-1} \Psi_{12}^\top \\
Z^\top + \Psi_{22}^{-1} \Psi_{12}^\top & -\Psi_{22}^{-1} \Psi_{12} \end{bmatrix} \geq 0 \] (29)
where we note that the inverse of \( \Psi_{22} \) exists as \( \Psi_{22} < 0 \) by assumption. Pre and postmultiplying (29) by \( \text{blkdiag}(W^\top, V^\top) \) and \( \text{blkdiag}(W, V) \), respectively, gives
\[ \begin{bmatrix} W^\top \Psi|_{\Psi_{22}} W & W^\top(Z + \Psi_{12}\Psi_{22}^{-1} \Psi_{12}) V \\
V^\top(Z^\top + \Psi_{22}^{-1} \Psi_{12}) W & V^\top \Psi_{22}^{-1} \Psi_{12} \end{bmatrix} \geq 0. \] (30)

Let us define \( \hat{Z} = W^\top ZV. \) Using again a Schur complement argument and writing the result as a quadratic matrix inequality, we obtain that (30) is equivalent to
\[ \begin{bmatrix} I \\ \hat{Z}^\top \end{bmatrix} \Psi_{V,W} \begin{bmatrix} I \\ \hat{Z}^\top \end{bmatrix} \geq 0 \] (31)
where \( \Psi_{V,W} \) is given by (32) shown at the bottom of the next page. This shows that if \( Z \in \mathcal{M} \) then \( W^\top ZV \) satisfies (31).
Stated differently, we have that $\mathcal{M}_{V,W} \subseteq \{ Z : (31) \text{ holds} \}$. In fact, we have that the equality holds as asserted in the following theorem.

**Theorem A1**: It holds that

$$
\mathcal{M}_{V,W} = \left\{ Z : \begin{bmatrix} I & Z \end{bmatrix}^\top \Psi_{V,W} \begin{bmatrix} I & Z \end{bmatrix} \geq 0 \right\}.
$$

Before we present the proof of Theorem A1, we need to state some auxiliary lemmas. First, we recall the following result from linear algebra [38, Fact 5.10.19].

**Lemma A2**: Let $X, Y \in \mathbb{R}^{p \times q}$. Then, $X^\top X = Y^\top Y$, if and only if $Y = UX$ where $U$ is an orthogonal matrix, i.e., $U^\top U = I$.

The next two lemmas are central to prove Theorem A1.

**Lemma A3**: Let $S = S^\top \in \mathbb{R}^{p \times p}$ such that $S > 0$. Let $V \in \mathbb{R}^{r \times r}$ be a full rank matrix with $r \leq p$ and $Q_V = Q_V^\top \in \mathbb{R}^{r \times r}$ such that $0 \leq Q_V \leq V^\top S V$. Then, there exists $Q = Q^\top$ such that $0 \leq Q \leq S$ and $V^\top Q V = Q_V$.

Equations (33) and (34) shown at the bottom of this page.

**Proof**: Since $V$ is full rank, there exists a matrix $V'$ such that the square matrix $T_V := [V \ V']$ is nonsingular. Note that

$$
T_V^\top ST_V = F^\top \begin{bmatrix} V^\top S V & 0 \\ 0 & (T_V^\top ST_V)/(V^\top S V) \end{bmatrix} F
$$

where

$$
F := \begin{bmatrix} I \ (V^\top S V)^{-1} V^\top S V' \\ 0 \ I \end{bmatrix}.
$$

Let

$$
Q := F^\top \begin{bmatrix} Q_V & 0 \\ 0 & \Delta \end{bmatrix} F
$$

where $0 \leq \Delta \leq (T_V^\top ST_V)/(V^\top S V)$. Clearly, we have $0 \leq Q \leq T_V^\top ST_V$. Take $Q = T_V^\top QT_V^{-1}$ to guarantee that $0 \leq Q \leq S$ and $V^\top Q V = Q_V$.

**Lemma A4**: Consider the matrix $\Psi \in \mathbb{R}^{(p+q) \times (p+q)}$ partitioned as in (26) such that $\Psi_{11} - \Psi_{12}\Psi_{22}^{-1}\Psi_{12} > 0$ and $\Psi_{22} < 0$. Let $W \in \mathbb{R}^{p \times q}$ be a full rank matrix with $r \leq p$. Suppose that $Z_W$ satisfies

$$
\begin{bmatrix} I & Z \end{bmatrix}^\top \Psi_{V,W} \begin{bmatrix} I & Z \end{bmatrix} \geq 0.
$$

Then, there exists $Z$ such that $Z^\top W = Z_W^\top$ and

$$
\begin{bmatrix} I & Z \end{bmatrix}^\top \Psi \begin{bmatrix} I \\ Z \end{bmatrix} \geq 0.
$$

**Proof**: Note that (35) can be written as

$$
W^\top (\Psi_{22}) W + Z_W^\top \Psi_{22} Z_W^\top \geq 0.
$$

Let $Q := W^\top (\Psi_{22}) W + Z_W^\top \Psi_{22} Z_W^\top$. Then, $0 \leq Q \leq W^\top (\Psi_{22}) W$ since $\Psi_{22} < 0$. By Lemma A3, there exists $Q = Q^\top$ such that $0 \leq Q \leq \Psi_{22}$ and $W^\top Q W = Q_W$. As $\Psi_{22} - Q \geq 0$, there exists a matrix $R$ such that

$$
\Psi_{22} - Q = R^\top R
$$

which implies

$$
Q_W = W^\top (\Psi_{22}) W - W^\top R^\top R W.
$$

By comparing (36) and (37), it follows from Lemma A2 that

$$
(-\Psi_{22})^\frac{1}{2} \tilde{Z}_W^\top = URW,
$$

Next, define

$$
Z^\top = \begin{bmatrix} \tilde{Z}_W^\top \ & \tilde{Z}_W^\top \end{bmatrix} \begin{bmatrix} W \ & \tilde{W} \end{bmatrix}^{-1} - \Psi_{22}^{-1} \Psi_{12}
$$

which can be easily checked to verify $Z^\top W = Z_W^\top$. Moreover

$$
\begin{bmatrix} I \\ \Psi_{11} \ & \Psi_{12} \end{bmatrix} = \Psi_{22} + (Z + \Psi_{12} \Psi_{22}^{-1}) \Psi_{22} (Z + \Psi_{12} \Psi_{22}^{-1})^\top
$$

as desired.

Now, we are ready to prove Theorem A1.

**Proof of Theorem A1**: It is clear that

$$
\mathcal{M}_{V,W} \subseteq \{ Z : (31) \text{ holds} \}.
$$
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To prove the reverse inclusion, let \( \tilde{Z} \) be such that (31) holds, i.e.,

\[
\begin{bmatrix}
I \\
\tilde{Z}^\top
\end{bmatrix}
\Psi_{V,W}
\begin{bmatrix}
I \\
\tilde{Z}^\top
\end{bmatrix}
\geq 0.
\]

We will show that there exists \( Z \in \mathcal{M} \) such that \( \tilde{Z} = W^\top Z V \).

By Lemma A4, there exists \( Z_V \) such that \( Z_V^\top W = \tilde{Z}^\top \) and

\[
\begin{bmatrix}
I \\
Z_V^\top
\end{bmatrix}
\Psi_V
\begin{bmatrix}
I \\
Z_V^\top
\end{bmatrix}
\geq 0
\quad (38)
\]

where \( \Psi_V \) is given by (33). From Lemma A1, (38) is equivalent to

\[
\begin{bmatrix}
I \\
Z_V^\top
\end{bmatrix}
\Psi_V^2
\begin{bmatrix}
I \\
Z_V^\top
\end{bmatrix}
\geq 0
\quad (39)
\]

where \( \Psi_V^2 \) is given by (34). Using Lemma A4 again, (39) implies the existence of \( Z \) such that \( Z V = Z_V \) and

\[
\begin{bmatrix}
I \\
Z
\end{bmatrix}
\Psi^2
\begin{bmatrix}
I \\
Z
\end{bmatrix}
\geq 0
\]

where \( \Psi^2 \) is given by (27). Therefore, there exists \( Z \) such that \( \tilde{Z} = W^\top Z V \) and, due to Lemma A1, \( Z \in \mathcal{M} \).

**Proof of Theorem 1**: Since (10) holds for some \( \tilde{S} \) and matrix

\[
\begin{bmatrix}
X_- \\
U_-
\end{bmatrix}
\]

has full row rank, \( \Sigma \) is bounded and has nonempty interior. In addition, since \( \tilde{W}^\top \tilde{V} = I \), then \( W \) and \( V \) are full column rank. Therefore, the claim follows from the result of Theorem A1. \( \square \)

**C. Strict Matrix S-Lemma**

**Proposition 1 (29, Th. 11)**: Let \( F,G \in \mathbb{R}^{(q+r)\times(q+r)} \) be symmetric matrices. Assume that

\[
\Sigma_G := \left\{ V \in \mathbb{R}^{r\times q} : \begin{bmatrix} I^\top & V \end{bmatrix} G \begin{bmatrix} I \\ V \end{bmatrix} \geq 0 \right\}
\]

is bounded. Consider the statements

i) There exists some matrix \( V \in \mathbb{R}^{r\times q} \) such that

\[
\begin{bmatrix} I^\top \\ V \end{bmatrix} G \begin{bmatrix} I \\ V \end{bmatrix} > 0.
\]

ii) \( \begin{bmatrix} I^\top & F \\ V \end{bmatrix} > 0 \) \( \forall V \in \mathbb{R}^{r\times q} \) with \( \begin{bmatrix} I^\top & F \\ V \end{bmatrix} G \begin{bmatrix} I \\ V \end{bmatrix} \geq 0. \)

iii) There exists a scalar \( \alpha \geq 0 \) such that \( F - \alpha G > 0 \).

Then, the following implications hold:

I) i) and ii) \( \Rightarrow \) iii).

II) i) \( \Rightarrow \) ii).

**D. Proof of Theorem 2**

**Proof**: Let us first prove the “only if” statement. Suppose that the data \( (U_-, X, Y_-) \) are informative for GLB. By Definition 1, there exist \( P = P^\top > 0 \) and \( Q = Q^\top > 0 \) such that (12) and (13) hold for all \((A, B, C, D)\) satisfying (8). We begin with statement (i). Let \( \xi \in \mathbb{R}^n \) and \( \eta \in \mathbb{R}^m \) be such that

\[
\begin{bmatrix}
\xi^\top \\
\eta^\top
\end{bmatrix} X_- = 0.
\]

Moreover, let \((A, B, C, D) \in \Sigma \) and \( \zeta \in \mathbb{R}^n \) be a nonzero vector. Note that

\[
(A + \alpha \zeta^\top B + \alpha \eta^\top C, D) \in \Sigma
\]

for every \( \alpha \in \mathbb{R} \), as can be concluded from (8). Since the data are informative for GLB, there exists \( P = P^\top > 0 \) such that

\[
P - A_\alpha P A^\top_\alpha - B_\alpha B^\top_\alpha > 0
\]

where \( A_\alpha := A + \alpha \zeta^\top B + \alpha \eta^\top C \) and \( B_\alpha = B + \alpha \eta^\top C \). Note that (40) holds for every \( \alpha \in \mathbb{R} \). Then, by dividing (40) by \( \alpha^2 \) and letting \( \alpha \to \infty \), we obtain

\[
(-\zeta^\top P \xi - \eta^\top \eta) \zeta \geq 0.
\]

Since \( P > 0 \) and \( \zeta \neq 0 \), we see that \( \xi = 0 \) and \( \eta = 0 \). Therefore, \( X_- \) has full row rank.

To show (ii) and (iii), we first rewrite the matrix inequalities (12) and (13) as the quadratic matrix inequalities

\[
\begin{bmatrix} I^\top \\
A^\top
\end{bmatrix} \begin{bmatrix} P & 0 & 0 \\
0 & -P & 0 \\
0 & 0 & -I_m
\end{bmatrix} \begin{bmatrix} I^\top \\
A^\top
\end{bmatrix} > 0
\quad (41)
\]

and

\[
\begin{bmatrix} I^\top \\
A
\end{bmatrix} \begin{bmatrix} Q & 0 & 0 \\
0 & -Q & 0 \\
0 & 0 & -I_p
\end{bmatrix} \begin{bmatrix} I^\top \\
A
\end{bmatrix} > 0,
\quad (42)
\]

respectively. Note that we have the QMI (8) characterizing the set of all systems explaining the data. Moreover, since \( X_- \) has full row rank and we assume that there exists \( \tilde{S} \) such that (10) holds, it follows from the proof of Proposition 2 that systems explaining the data are equivalently characterized by

\[
\begin{bmatrix} I^\top & 0 \\
0 & I
\end{bmatrix} \begin{bmatrix} N_x & I \\
A & B
\end{bmatrix} \begin{bmatrix} I^\top & 0 \\
0 & I
\end{bmatrix} \geq 0
\quad (43)
\]

where

\[
N_x := \begin{bmatrix} 0 & -I_{n+m} \\
I_{n+p} & 0
\end{bmatrix} N^{-1} \begin{bmatrix} 0 & -I_{n+p} \\
I_{n+m} & 0
\end{bmatrix}
\]
see Lemma A1. From a projection of (8) and by considering Lemma A4, we have that all \((A, B)\) satisfying (8) are equivalent to those satisfying
\[
\begin{bmatrix}
I \\
A^\top \\
B^\top
\end{bmatrix}^\top N_c \begin{bmatrix}
I \\
A^\top \\
B^\top
\end{bmatrix} \geq 0 
\] (44)
where \(N_c\) is given by
\[
N_c := \begin{bmatrix}
I_n & 0 \\
0 & 0 \\
0 & I_{n+m}
\end{bmatrix}^\top \begin{bmatrix}
I_n & 0 \\
0 & 0 \\
0 & I_{n+m}
\end{bmatrix}.
\]
Similarly, all \((A, C)\) satisfying (43) are equivalent to those satisfying
\[
\begin{bmatrix}
I \\
A \\
C
\end{bmatrix}^\top N_C \begin{bmatrix}
I \\
A \\
C
\end{bmatrix} \geq 0 
\] (45)
where
\[
N_C := \begin{bmatrix}
I_n & 0 \\
0 & 0 \\
0 & I_{n+p}
\end{bmatrix}^\top \begin{bmatrix}
I_n & 0 \\
0 & 0 \\
0 & I_{n+p}
\end{bmatrix}.
\]
Now, we are ready to apply the matrix S-lemma from Appendix VI-A. In particular, by informativity for GLB, (41) holds for all \((A, B)\) satisfying (44), such that the use of the matrix S-lemma (Proposition 1 in Appendix VI-A) yields (14) and proves (ii). The proof of (iii) is similar, using (42) and (45).

To prove the “if” statement, first suppose that \(\begin{bmatrix}
X_0 \\
U_0
\end{bmatrix}\) has full row rank. Then, under Assumption (10), \(N\) is nonsingular with \(N_{22} < 0\) and \(N_{11} - N_{12}N_{22}^{-1}N_{12}^\top > 0\). Thus, \(N_C\) is well defined. Now, suppose that statements (ii) and (iii) are satisfied. Then, the matrix S-lemma in Proposition 1 implies that (41) and (42) hold for all \((A, B)\) and \((A, C)\) satisfying (44) and (45), respectively. This implies that (12) and (13) hold for all systems explaining the data, i.e., the data are informative for generalized Lyapunov balancing.

\section*{E. Proof of Theorem 3}

\textbf{Proof:} We will prove the upper bound by employing the bounded real lemma. To do so, consider any \(\Sigma \in \Sigma\) and \(\tilde{\Sigma} \in \tilde{\Sigma}\) with realizations \((A, B, C, D)\) and \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\), respectively. Then, a realization for \(\Sigma - \tilde{\Sigma}\) is given by the quadruplet
\[
A_d := \begin{bmatrix}
A & 0 \\
0 & \hat{A}
\end{bmatrix}, \quad B_d := \begin{bmatrix}
B \\
\hat{B}
\end{bmatrix}, \quad C_d := \begin{bmatrix}
C & -\hat{C}
\end{bmatrix}, \quad D_d := D - \hat{D}.
\]
Let \(\gamma > 0\). By (the discrete-time version of) the bounded real lemma, e.g., [39, Thm. 4.6.6 (iv)], the matrix \(A_d\) satisfies \(\rho(A_d) < 1\) and \(\|\Sigma - \tilde{\Sigma}\|_{\mathcal{H}_\infty} < \gamma\), if and only if there exists \(K \in \mathbb{R}^{(n+r) \times (n+r)}\) with \(K = K^\top > 0\) such that
\[
\begin{bmatrix}
K \\
0 \\
I_p
\end{bmatrix} - \begin{bmatrix}
A_d & B_d \\
C_d & D_d
\end{bmatrix} \begin{bmatrix}
K & 0 \\
0 & \gamma^{-2}I_m
\end{bmatrix} \begin{bmatrix}
A_d & B_d \\
C_d & D_d
\end{bmatrix}^\top > 0.
\] (46)
If (46) holds for all \(\Sigma \in \Sigma\) and \(\tilde{\Sigma} \in \tilde{\Sigma}\) (for the same \(K\)), then clearly the norm \(\|\Sigma - \tilde{\Sigma}\|_{\mathcal{H}_\infty}\) is upper bounded by \(\gamma\) for all choices of systems in \(\Sigma\) and \(\tilde{\Sigma}\). Note that (46) can be written in the QMI form
\[
\begin{bmatrix}
I \\
A^\top \\
C^\top \\
B^\top \\
D^\top
\end{bmatrix}^\top \begin{bmatrix}
K \\
0 \\
I_p \\
-\hat{A}^\top \\
-\hat{C}^\top \\
-\hat{B}^\top \\
-\hat{D}^\top
\end{bmatrix} \begin{bmatrix}
I \\
A \\
C \\
B \\
D
\end{bmatrix} > 0.
\] (47)
We will show the equivalence of (16) and the satisfaction of (47) for all systems in \(\Sigma\) and \(\tilde{\Sigma}\) by using the matrix S-lemma. As a first step, we introduce the notation
\[
J := \begin{bmatrix}
I \\
0 \\
A^\top \\
C^\top \\
B^\top \\
D^\top
\end{bmatrix} \quad \text{and} \quad \hat{J} := \begin{bmatrix}
I \\
0 \\
\hat{A}^\top \\
\hat{C}^\top \\
\hat{B}^\top \\
\hat{D}^\top
\end{bmatrix}
\] (48)
such that the data (8) and
\[
\begin{bmatrix}
I \\
0 \\
A^\top \\
C^\top \\
B^\top \\
D^\top
\end{bmatrix}^\top N_{V,W} \begin{bmatrix}
I \\
0 \\
A^\top \\
C^\top \\
B^\top \\
D^\top
\end{bmatrix} \geq 0
\]
can be written as \(J^\top NJ \geq 0\) and \(\hat{J}^\top \hat{N}_{V,W} \hat{J} \geq 0\), respectively. On the other hand, it can be checked that (47) is equivalent to
\[
\begin{bmatrix}
J \\
\hat{J}
\end{bmatrix}^\top \begin{bmatrix}
\tilde{\Theta}_{11} & \tilde{\Theta}_{12} \\
\tilde{\Theta}_{12}^\top & \tilde{\Theta}_{22}
\end{bmatrix} \begin{bmatrix}
J \\
\hat{J}
\end{bmatrix} \geq 0
\] (49)
where
\[
\tilde{\Theta}_{12} := \text{blkdiag}(K_{12}, 0, -K_{12}, -\gamma^{-2}I_m),
\]
\[
\tilde{\Theta}_{ii} := \text{blkdiag}(K_{ii}, \frac{1}{2}I_p, -K_{ii}, -\gamma^{-2}I_m)
\]
for \(i = 1, 2\), and
\[
\Gamma := \begin{bmatrix}
I_n & 0 & 0 \\
0 & I_p & 0 \\
0 & 0 & -I_p
\end{bmatrix}.
\]
Note that (49) means that
\[
x^\top \begin{bmatrix}
J \\
\hat{J}
\end{bmatrix}^\top \begin{bmatrix}
\tilde{\Theta}_{11} & \tilde{\Theta}_{12} \\
\tilde{\Theta}_{12}^\top & \tilde{\Theta}_{22}
\end{bmatrix} \begin{bmatrix}
J \\
\hat{J}
\end{bmatrix} x > 0
\]
for all \(x \in \text{im}(\Gamma) \setminus \{0\} \subset \mathbb{R}^{n+r+p}\) or, equivalently, \(x \in \ker[0 \ p \ 0 \ p] \setminus \{0\}\). Let \(R = [0 \ p \ 0 \ p]\), then
by Finsler’s lemma [40, (49)] is equivalent to
\[
\begin{bmatrix}
J & 0 \\
0 & J
\end{bmatrix}^T \begin{bmatrix}
\Theta_{11} & \Theta_{12} \\
\Theta_{12}^T & \Theta_{22}
\end{bmatrix} \begin{bmatrix}
J & 0 \\
0 & J
\end{bmatrix} - \mu R^TR > 0
\]
for some \( \mu \), which can be written as
\[
\begin{bmatrix}
J & 0 \\
0 & J
\end{bmatrix}^T \begin{bmatrix}
\Theta_{11} & \Theta_{12} \\
\Theta_{12}^T & \Theta_{22}
\end{bmatrix} \begin{bmatrix}
J & 0 \\
0 & J
\end{bmatrix} > 0 \tag{50}
\]
with
\[
\Theta_{12} := \text{blkdiag}(K_{12}, -\mu I_p, -K_{12}, -\gamma^{-2} I_m)
\]
and
\[
\Theta_{ii} := \text{blkdiag}(K_{ii}, (1/2 - \mu) I_p, -K_{ii}, -\gamma^{-2} I_m),
\]
for \( i = 1, 2 \). The motivation of writing (47) in the form (50) is that the later form can be written in a QMI with the same quadratic variable as \( J^TNJ \geq 0 \). Namely, by using a Schur complement argument, (50) is equivalent to
\[
J^T \left( \Theta_{11} - \Theta_{12} \hat{J} \left( J^T \Theta_{22} \hat{J} \right)^{-1} J^T \Theta_{12} \right) \hat{J} > 0 \tag{51}
\]
and \( \hat{J}_2 \Theta_{22} \hat{J} > 0 \). This form allows us to use the matrix S-lemma in Proposition 1 such that QMI \( J^TNJ \geq 0 \) implies (51). Particularly, (51) holds with \( J \) satisfying \( J^TNJ \geq 0 \), if and only if
\[
\Theta_{11} - \delta N - \Theta_{12} \hat{J} \left( J^T \Theta_{22} \hat{J} \right)^{-1} J^T \Theta_{12} > 0 \tag{52}
\]
for some \( \delta > 0 \). To this end, we assume that \( \hat{J}_2 \Theta_{22} \hat{J} > 0 \) holds for all \( \hat{J} \) satisfying \( J^TN_{V,W} \hat{J} \geq 0 \). We will see that this assumption is satisfied after completing the proof.

Next, by using the (backward) Schur complement, (52) together with \( J^T \Theta_{22} \hat{J} > 0 \) is equivalent to
\[
\begin{bmatrix}
\Theta_{11} - \delta N & \Theta_{12} \hat{J} \\
\hat{J}^T \Theta_{12} & \hat{J}^T \Theta_{22} \hat{J}
\end{bmatrix} > 0.
\]
Then, a Schur complement with respect to the block matrix \( \Theta_{11} - \delta N \) results in
\[
\hat{J}^T \left( \Theta_{22} - \Theta_{12} \left( \Theta_{11} - \delta N \right)^{-1} \Theta_{12} \right) \hat{J} > 0 \tag{53}
\]
and \( \Theta_{11} - \delta N > 0 \). Using Proposition 1 again, (53) holds for \( \hat{J} \) satisfying \( J^TN_{V,W} \hat{J} \geq 0 \), if and only if
\[
\Theta_{22} - \eta N_{V,W} - \Theta_{12} \left( \Theta_{11} - \delta N \right)^{-1} \Theta_{12} > 0
\]
for some \( \eta > 0 \). Finally, a (backward) Schur complement argument implies that this is equivalent to (16) as desired. Here, we have seen that \( \hat{J} \) satisfies \( J^T \Theta_{22} \hat{J} > 0 \) for any \( \hat{J} \) satisfying \( J^TN_{V,W} \hat{J} \geq 0 \) as an implication of (53). \( \square \)

F. Proof of Proposition 3

Proof: Let \( \gamma_0 > 0 \). Then, from the bounded real lemma [39, 41], we have that \( \| \Sigma_0 - \Sigma \|_{H_\infty} < \gamma_0 \) if and only if there exists
\[
K = K^T > 0 \text{ in } \mathbb{R}^{(n+r)\times(n+r)} \text{ such that}
\]
\[
\begin{bmatrix}
K & 0 \\
0 & I_p
\end{bmatrix} - \begin{bmatrix}
A_d & B_d \\
C_d & D_d
\end{bmatrix} \begin{bmatrix}
K & 0 \\
0 & \gamma_0^{-2} I_m
\end{bmatrix} \begin{bmatrix}
A_d & B_d \\
C_d & D_d
\end{bmatrix}^T > 0 \tag{54}
\]
where
\[
A_d := \begin{bmatrix}
A & 0 \\
0 & \tilde{A}_0
\end{bmatrix}, B_d := \begin{bmatrix}
\tilde{B} & \tilde{B}_0
\end{bmatrix},
\]
\[
C_d := \begin{bmatrix}
C & -\tilde{C}_0
\end{bmatrix}, D_d := D - \tilde{D}_0.
\]
Next, we will show that condition (22) is equivalent to the existence of \( K = K^T > 0 \) such that (54) holds for any system in \( \Sigma \).

First, we introduce \( J \) to denote the matrix as in (48). This allows to write (8) into \( J^TNJ \geq 0 \) and moreover (54) into
\[
\begin{bmatrix}
J^T \Theta_{11} J & J^T \Theta_{12} \\
\Theta_{12}^T J & \Theta_{22}
\end{bmatrix} > 0 \tag{55}
\]
where
\[
\tilde{\Theta}_{11} := \begin{bmatrix}
K_{11} & 0 \\
0 & I_p - \tilde{C}_0 K_{22} \tilde{C}_0^T - \gamma_0^{-2} \tilde{D}_0 \tilde{D}_0^T - \tilde{C}_0 K_{12} \tilde{C}_0^T & 0 & 0 \\
0 & K_{12} & 0 & 0 \\
0 & -\gamma_0^{-2} \tilde{D}_0 & 0 & 0 \\
0 & 0 & -\gamma_0^{-2} I_m
\end{bmatrix},
\]
\[
\tilde{\Theta}_{12} := \begin{bmatrix}
K_{12} & 0 \\
0 & -\gamma_0^{-2} \tilde{D}_0 & K_{12} & 0 \\
0 & -\gamma_0^{-2} \tilde{D}_0 & 0 & 0 \\
0 & 0 & 0 & -\gamma_0^{-2} I_m
\end{bmatrix},
\]
and \( \tilde{\Theta}_{22} := K_{22} - \tilde{A}_0 K_{22} \tilde{A}_0^T - \gamma_0^{-2} \tilde{B}_0 \tilde{B}_0^T \), which are denoting the block elements of the first matrix in (22). Furthermore, the Schur complement of (55) admits that \( \tilde{\Theta}_{22} > 0 \) and
\[
J^T \left( \tilde{\Theta}_{11} - \tilde{\Theta}_{12} \tilde{\Theta}_{22}^{-1} \tilde{\Theta}_{12}^T \right) J > 0. \tag{56}
\]
Hence, by the strict matrix S-lemma in Proposition 1, (56) holds with \( J \) satisfying \( J^TNJ \geq 0 \), if and only if
\[
\tilde{\Theta}_{11} - \tilde{\Theta}_{12} \tilde{\Theta}_{22}^{-1} \tilde{\Theta}_{12} > \delta N > 0 \tag{57}
\]
for some \( \delta > 0 \). Finally, (57) and \( \tilde{\Theta}_{22} > 0 \) yield (22) via the (backward) Schur complement. \( \square \)
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