Robust Waveform Design Based on Bisection and Maximum Marginal Allocation Methods with the Concept of Information Entropy
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Cognitive radar can overcome the shortcomings of traditional radars that are difficult to adapt to complex environments and adaptively adjust the transmitted waveform through closed-loop feedback. The optimization design of the transmitted waveform is a very important issue in the research of cognitive radar. Most of the previous studies on waveform design assume that the prior information of the target spectrum is completely known, but actually the target in the real scene is uncertain. In order to simulate this situation, this paper uses a robust waveform design scheme based on signal-to-interference-plus-noise ratio (SINR) and mutual information (MI). After setting up the signal model, the SINR and MI between target and echo are derived based on the information theory, and robust models for MI and SINR are established. Next, the MI and SINR are maximized by using the maximum marginal allocation (MMA) algorithm and the water-filling method which is improved by bisection algorithm. Simulation results show that, under the most unfavorable conditions, the robust transmitted waveform has better performance than other waveforms in the improvement degree of SINR and MI. By comparing the robust transmitted waveform based on SINR criterion and MI criterion, the influence on the variation trend of SINR and MI is explored, and the range of critical value of $T_r$ is found. The longer the echo observation time is, the better the performance of the SINR-based transmitted waveform over the MI-based transmitted waveform is. For the mutual information between the target and the echo, the performance of the MMA algorithm is better than the improved water-filling algorithm.

1. Introduction

Radar uses radio method to find targets and determine their spatial position. However, with the wide application of electromagnetic spectrum, the working environment of radar is more and more complex. The traditional radar has a single transmitting waveform, which is difficult to adapt to the complex and changeable working environment. Cognitive radar is an intelligent radar system concept proposed in recent years. This system can improve the system performance of the radar through using the feedback structure from the receiver to the transmitter to optimize the transmitted waveform based on the recognition of the target and the scene. The whole system forms a closed-loop structure [1]. In view of the leading role of cognitive radar research in the development direction of radar, experts and scholars in various countries have launched research in related fields.

Adaptive waveform design is the key problem in cognitive radar research, which makes cognitive radar transmit the waveform that adapts to the change of environment. In the past decades, many experts and scholars devoted themselves to researching on transmitted waveform to improve the detection and estimation performance of radar system for extended target. In [2], based on information theory, the author proposes a water-filling algorithm to maximize the mutual information between the received radar waveform and the target. The author studies the use of information theory to design the waveform to measure the resonance phenomenon of the extended radar target. For the deterministic target impulse response and the random target
impulse response, the radar waveform design problem with waveform energy and duration constraints is solved. The optimal target detection scheme puts as much energy as possible in the maximum target scattering mode to maximize the mutual information between target and the received radar echo. In [3], the authors propose a minimax robust signal processing scheme when the prior knowledge is inaccurate and discuss robust linear filters for signal estimation and signal detection. Related applications and nonlinear methods for robust signal detection and robust estimation are also studied. In [4], considering the uncertainty of the prior information of the radar target in the actual scene, the authors propose a waveform design method based on mutual information to ensure the parameter estimation performance of complex target models. This algorithm is robust to the uncertainty under the layered game model of radar and jammer and can effectively guarantee the parameter estimation performance. In [5], the authors study the relationship between the transmitted waveform and the multitarget mutual information in the two cases of noise only and clutter included according to the maximum mutual information criterion. Compared with the LFM signal, the waveform designed based on the maximum mutual information criterion can make the radar echo contain more information about multiple targets. In [6], the authors derive the convergence of the iterative water-filling algorithm and propose an algorithm that can guarantee its convergence in the presence of various forms of time-varying errors. Simulation results show that under the condition of strong interference, the traditional iterative water-filling algorithm is divergent, but the algorithm in this paper is still convergent. In [7], the authors focus on the transmitted waveform and filter structure of polarimetric radar. The worst-case signal-to-interference-plus-noise ratio is used as the criterion under both a similarity and an energy constraint on the transmit signal. An iterative optimization method for robust design is proposed. In [8], the authors propose a comprehensive theory of matched illumination waveforms for determining extended targets and random extended targets, use signal-to-noise ratio and mutual information as optimization criteria to design matched waveforms, and extensively discuss the waveform design of random targets and known targets with correlated interference based on SNR and MI. In [9], the authors propose a multitarget detection method and adaptive waveform design algorithm for MIMO cognitive radar, which models multitarget detection as multiple hypothesis testing. An adaptive waveform design algorithm based on information theory is proposed. The semidefinite relaxation technique and semidefinite programming are used to solve nonconvex design problems, which improves the efficiency of multiple hypothesis testing. In [10], the authors propose an adaptive orthogonal frequency division multiplexing radar communication waveform design method to improve the efficiency of limited spectrum resources and study the optimization problem of the conditional mutual information between the random target impulse response and the received signal and data information rate for frequency-selective fading channels. In [11], the author investigates the design of orthogonal frequency division multiplexing multiple-input multiple-output radar waveforms with target uncertainty and improves the space-time adaptive processing detection performance of MIMO-OFDM radar in the most unfavorable case. The author proposes a method based on diagonal loading. By using the DL method, the optimization problem can be reduced to a semidefinite programming problem. In [12], the authors propose a robust waveform technique for multistatic cognitive radars in the context of signal-related clutter and derive a new method that directly assumes uncertainty on the radar cross section and Doppler parameter of the clutters. A specific clutter random optimization method using Taylor series approximation is proposed to determine a robust waveform with specific SINR outage constraints. In [13], the authors study the robust waveform design of multiple-input multiple-output cognitive radar and propose a two-step process. First, the covariance matrix of the detection signal is designed. Then, a waveform is synthesized from the obtained covariance matrix. In [14], the authors investigate the design of angle-robust joint transmit waveforms and receive filters for multiple-input multiple-output (MIMO) radars under signal-dependent interference. The method maximizes the output signal-to-interference-plus-noise ratio (SINR) in the most unfavorable case in unknown target angles. Based on rank-relaxed semidefinite programming (SDP) of nonnegative triangular polynomials, a cyclic optimization algorithm is proposed to solve this problem. In [15], the authors extend the traditional Gaussian target response to arbitrary non-Gaussian target distributions, use cognitive radar multiple hypothesis classification algorithms for non-Gaussian targets, and utilize the sparse spectrum of related narrowband target responses. In previous studies, most of them assume that the target spectrum is known. However, the real target spectrum cannot be accurately captured in practice. Even if some researchers consider the uncertainty of target spectrum and use robust technology, the solution process is very complex.

In this paper, we fully consider the uncertainty of the target in practice. Based on the concept of entropy in information theory, we establish robust waveform design model of MI and SINR. Then, we use water-filling method improved by bisection algorithm and maximum marginal allocation algorithm to maximize MI and SINR. Finally, we obtain robust waveforms with better performance than other waveforms. The whole paper is organized as follows. Section 2 is the signal model. Section 3 is the robust waveform design based on MI. Section 4 is the robust waveform design based on SINR. Section 5 gives the search method of Lagrange multipliers based on bisection algorithm. Section 6 introduces the maximum marginal allocation algorithm. Section 7 shows the simulation results and related analysis. Section 8 concludes the whole paper.

2. Signal Model

Assume that the target model is a stationary random process on time interval $[0, T_f]$, with a value 0 outside of $[0, T_f]$. A stationary random process is a random process whose
3. Robust Waveform Design Based on MI

3.1. Derivation of Mutual Information Formula. The mutual information to be researched in this paper is $I(h(t); y(t) \mid x(t))$ between target $h(t)$ and echo $y(t)$ when the transmitted waveform $x(t)$ is known.

Before solving mutual information, the basic knowledge of information theory needs to be introduced. Suppose $Y$ is a discrete random variable with a value range of $R_Y = \{y_1, y_2, y_3, \ldots, \}$, and for each $y \in R_Y$, the probability of $Y = y$ is $P(y)$. The empirical and historical data obtained before the experiment of obtaining samples are called prior information. In order to measure the size of the prior information, the self-information of $Y$ is defined as

$$I(y) = -\log P(y).$$

In information theory, the logarithm base 2 is often used, and the unit is Bit. In this paper, for the convenience of calculation, the logarithm base $e$ is used, and the unit is Nat. Therefore, the discrete form and continuous form of information entropy $H(Y)$ are, respectively, as follows:

$$H(Y) = -\sum_{y \in R_Y} P(y) \log P(y),$$

$$H(Y) = -\int_{-\infty}^{\infty} P(y) \log P(y) \, dy.$$ (6)

The mutual information between $Y$ and $Z$ is

$$I(Y; Z) = H(Y) - H(Y \mid Z),$$

where $Y$ is the sum of three Gaussian random variables with zero mean value, so it is also a Gaussian random variable with zero mean value. Considering that $Z$ and $D$ are statistically independent, and $N$ is also statistically independent, the variance of $Y$ is as follows:

$$\sigma_Y^2 = \sigma_Z^2 + \sigma_N^2 + \sigma_D^2,$$ (8)

where $Y$ is a Gaussian random variable, so $P(y)$ conforms to a normal distribution. Assume that the mean value is $\mu$ and the variance is $\sigma$, then

$$P(y) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-(y-\mu)^2/2\sigma^2},$$

$$\int_{-\infty}^{\infty} P(y) \, dy = 1.$$ (9)

So,

$$H(Y) = -\int_{-\infty}^{\infty} P(y) \log P(y) \, dy = -\int_{-\infty}^{\infty} P(y) \log \left[1 + \frac{1}{\sqrt{2\pi \sigma^2}} e^{-(y-\mu)^2/2\sigma^2}\right] \, dy$$

$$= \int_{-\infty}^{\infty} P(y) \left[\frac{1}{2} \ln(2\pi \sigma^2) + \frac{1}{\sqrt{2\pi \sigma^2}} e^{-(y-\mu)^2/2\sigma^2}\right] \, dy$$

$$\approx \frac{1}{2} \ln(2\pi \sigma^2) + \frac{1}{\sqrt{2\pi \sigma^2}} \int_{-\infty}^{\infty} e^{-(y-\mu)^2/2\sigma^2} \, dy.$$ (10)
Create a function
\[ F(\mu, \sigma) = \int_{-\infty}^{\infty} \frac{(y - \mu)^2}{2\sigma^2} e^{-(y - \mu)^2/2\sigma^2} dy, \tag{11} \]
with known
\[ \int_{-\infty}^{\infty} e^{-y^2} dy = \sqrt{\pi}. \tag{12} \]
So,
\[ \int_{-\infty}^{\infty} e^{-y^2} y^2 dy = -\frac{1}{2} \int_{-\infty}^{\infty} y^2(e^{-y^2}) dy = -\frac{1}{2} \int_{-\infty}^{\infty} y^2(e^{-y^2}) dy = \frac{\sqrt{\pi}}{2} \tag{13} \]
From the abovementioned equation, we can obtain
\[ \int_{-\infty}^{\infty} e^{-y^2} y^2 dy = \frac{\sqrt{\pi}}{2} \tag{14} \]
Let us replace \( y \) with \( (y - \mu)/\sqrt{2}\sigma \); it can be calculated by
\[ F(\mu, \sigma) = \sqrt{2\pi}\sigma \int_{-\infty}^{\infty} \frac{(y - \mu)^2}{2\sigma^2} e^{-(y - \mu)^2/2\sigma^2} \frac{y - \mu}{\sqrt{2}\sigma} dy = \frac{\sqrt{2\pi}\sigma}{2} \frac{1}{2} \tag{15} \]
So,
\[ H(Y) = \frac{1}{2} \ln(2\pi\sigma^2) + \int_{-\infty}^{\infty} \frac{(y - \mu)^2}{2\sigma^2} e^{-(y - \mu)^2/2\sigma^2} \frac{y - \mu}{\sqrt{2}\sigma} dy = \frac{1}{2} \ln(2\pi\sigma^2) + \frac{1}{2} \tag{16} \]
Because of the nature of information entropy, the constant can be ignored, so the information entropy can be obtained as
\[ H(Y) = \frac{1}{2} \ln(2\pi\sigma^2) = \frac{1}{2} \ln \left[ 2\pi(\sigma^2_N + \sigma^2 + \sigma^2_D) \right]. \tag{17} \]
Similarly, the conditional entropy \( H(Y | Z) \) between \( Y \) and \( Z \) is
\[ H(Y | Z) = \frac{1}{2} \ln \left[ 2\pi(\sigma^2_N + \sigma^2_D) \right]. \tag{18} \]
Mutual information \( I(Y; Z) \) can be obtained as
\[ I(Y; Z) = H(Y) - H(Y | Z) = \frac{1}{2} \ln \left[ 1 + \frac{\sigma^2_N}{\sigma^2_N + \sigma^2_D} \right]. \tag{19} \]
For the signals defined on the frequency interval \( F_k = [f_k, f_k + \Delta f] \), such as \( z_k(t) \), \( y_k(t) \), \( d_k(t) \), and \( n_k(t) \), according to the sampling theorem, each signal can be replaced by a series of samples obtained from uniform sampling. Suppose that the sampling frequency of the signal is \( 2\Delta f \). When \( \Delta f \) is very small, the spectrum \( X(f) \), \( Z(f) \), \( D(f) \), \( Y(f) \) is flat in \( f \in F_k \) and can be approximated to a constant value. The Gaussian process samples sampled with uniform sampling rate \( 2\Delta f \) are also statistically independent.
Sample \( z_k(t) \) is an independent, identically distributed random variable, with zero mean value and variance \( \sigma^2_N \), and the total energy of \( z_k(t) \) in the frequency interval \( F_k \) is
\[ \epsilon_{z_k} = \int_{F_k} |X(f_k)|^2 \sigma^2_N(f_k) \tag{20} \]
The number of sample points is \( 2T_y \Delta f \), and the energy is uniformly distributed on independent sample points with the same distribution. So, the variance \( \sigma^2 \) of each sample point is
\[ \sigma^2 = \frac{\epsilon_{z_k}(F_k)}{2T_y \Delta f} = \frac{\int_{F_k} |X(f_k)|^2 \sigma^2_N(f_k)}{2T_y \Delta f} = \frac{\int_{F_k} |X(f_k)|^2 \sigma^2_N(f_k)}{2T_y \Delta f} \tag{21} \]
The total energy of the clutter process on the time interval \( T_y \) is
\[ \epsilon_{D_k} = \frac{\epsilon_{z_k}(F_k)}{2T_y \Delta f} \int_{F_k} |X(f_k)|^2 S_{cc}(f_k) T_y \tag{22} \]
The variance of the clutter process at each sample point is
\[ \sigma^2 = \frac{\epsilon_{D_k}(F_k)}{2T_y \Delta f} = \frac{\int_{F_k} |X(f_k)|^2 S_{cc}(f_k) T_y}{2T_y \Delta f} \tag{23} \]
Similarly, the total energy of the noise process on time interval \( T_y \) is
\[ \epsilon_{N_k} = \frac{\epsilon_{z_k}(F_k)}{2T_y \Delta f} \int_{F_k} |X(f_k)|^2 S_{cc}(f_k) T_y \tag{24} \]
Considering that the noise is Gaussian white noise, its power spectral density is a constant in the frequency domain, so
\[ \epsilon_{N_k} = S_{nn}(f_k) T_y \Delta f = S_{nn}(f) T_y \Delta f \tag{25} \]
The variance of the noise process at each sample point is
\[ \sigma^2 = \frac{\epsilon_{N_k}(F_k)}{2T_y \Delta f} = \frac{\int_{F_k} |X(f_k)|^2 S_{cc}(f_k) T_y}{2T_y \Delta f} \tag{26} \]
Substituting \( \sigma^2_N \), \( \sigma^2_D \), and \( \sigma^2 \) into formula (19), we get
\[ I(Y; Z) = \frac{1}{2} \ln \left[ 1 + \frac{\sigma^2}{\sigma^2_N + \sigma^2_D} \right] \tag{27} \]
Within the observation interval $T_y$, there are statistically independent sample values with the number of $2T_y \Delta f$, so the mutual information of $z_k(t)$ and $y_k(t)$ in the case of known $x_k(t)$ is

$$I(y_k(t); z_k(t) \mid x_k(t)) = 2T_y \Delta f I(Y; Z),$$

that is,

$$I(y_k(t); z_k(t) \mid x_k(t)) = T_y \Delta f \ln \left[ 1 + \frac{|X(f_k)|^2 \sigma_H^2(f_k)}{T_y \left( S_{mn}(f) + |X(f_k)|^2 S_{cc}(f_k) \right)} \right].$$

Within any frequency interval $BW$, it is divided into many disjoint intervals, and the interval bandwidth is $\Delta f$. When $\Delta f \to 0$, the number of intervals is infinite, and the integral expression of mutual information can be obtained as

$$I(y(t); z(t) \mid x(t)) = T_y \int_{BW} \ln \left[ 1 + \frac{|X(f)|^2 \sigma_H^2(f)}{T_y \left( S_{mn}(f) + |X(f)|^2 S_{cc}(f) \right)} \right] df.$$

### 3.2. Robust Water-Filling Waveform

In previous studies on waveform design, it is assumed that the prior information of the target spectrum is completely known. However, in actual scene, the real target spectrum cannot be captured with complete precision. It is assumed that the target spectrum exists in an uncertain range $\delta$, which is defined by the known upper and lower bounds, that is,

$$H(f) \in \delta = \left\{ f_k \leq H(f_k) \leq u_k, k = 1, 2, 3 \ldots \right\},$$

where $f_k$ is the sampling frequency, and for each sampling point, there is an upper bound and a lower bound. The confidence band of the target spectrum can be determined by spectrum estimation, so the upper and lower bounds of the estimated waveform spectrum are reasonable. In this paper, the upper and lower bounds are determined according to the uniform distribution function, which refers to the fact that the range of upper and lower bound is the random number consistent with uniform distribution within $[0, |H(f)|]$. So, the difference value of the spectrum corresponding to each sampling frequency may be different between the upper and lower bounds. The greater the difference between the upper and lower bounds of the uncertainty range is, the greater the uncertainty of the target spectrum is. For each specific target spectrum, there is an optimal transmitted waveform. However, the real target spectrum varies in the range of uncertainty, so in this paper, we adopt the maximin robust waveform design scheme.

For this, we first introduce the concept of robustness. Robustness is a term used in statistics to describe the insensitivity of control systems to perturbation of characteristics or parameters. In general, a robust signal processing scheme may not perform as well under nominal conditions as the optimal scheme under nominal conditions, but its overall performance will be good or acceptable relative to the defined feature categories. To achieve this, we must first specify a metric for the overall performance of a solution, which relates to a class of allowable conditions at the time of input. In many cases, a widely used and effective measure is the worst performance of a solution under certain input conditions. Obviously, if it performs well under most unfavorable condition, we can say that the given scheme is robust. Therefore, we propose the best performance scheme in the worst case, which is maximin robust scheme. The worst-case performance of this solution will be acceptable, which refers to the best performance that can be achieved under the most adverse conditions. So, this is not going to be very much lower than the optimal solution in the nominal case.

In the process of designing the robust transmitted waveform based on MI and SINR, the most unfavorable situation is the lower bound of the uncertainty range of the target waveform spectrum, that is, the lower bound of $H(f)$. Assume the real energy spectral density is $|H(f)|^2$, the upper bound is $\sigma_L^2(f)$, and the lower bound is $\sigma_U^2(f)$:

$$MI\left( |X_{\min}^\text{max}(f)|^2, \sigma_U^2(f) \right) \int_{BW} |X(f)|^2 \delta f \leq E_x,$$

$$\geq MI\left( |X_{\min}^\text{max}(f)|^2, \sigma_L^2(f) \right) \int_{BW} |X(f)|^2 \delta f \leq E_x,$$

$$\geq MI\left( |X(f)|^2, \sigma_L^2(f) \right) \int_{BW} |X(f)|^2 \delta f \leq E_x.$$ (33)

To solve the formula,

$$\max \left\{ \min_{H(f) \in \delta} MI( |X(f)|^2, \sigma_L^2(f) ) \right\} \int_{BW} |X(f)|^2 \delta f \leq E_x,$$

that is,

$$T_y \int_{BW} \ln \left[ 1 + \frac{|X(f)|^2 \sigma_L^2(f)}{T_y \left( S_{mn}(f) + |X(f)|^2 S_{cc}(f) \right)} \right] df,$$

s.t. $\int_{BW} |X(f)|^2 \delta f \leq E_x $ (35)
The following function is established by using the Lagrange multiplier method:

\[ L(|X(f)|^2, \lambda) = T_y \int_{BW} \left[ 1 + \frac{|X(f)|^2 \sigma_L^2(f)}{T_y (S_{mn}(f) + |X(f)|^2 S_{cc}(f))} \right] df - \lambda \left( \int_{BW} |X(f)|^2 df - E_x \right). \]  

(36)

After removing the integral sign and constant, it is equivalent to maximizing the function \( L(|X(f)|^2) \) with the energy spectrum \( |X(f)|^2 \) of transmitted waveform, which can be expressed by the following equation:

\[ l(|X(f)|^2) = T_y \ln \left[ 1 + \frac{|X(f)|^2 \sigma_L^2(f)}{T_y (S_{mn}(f) + |X(f)|^2 S_{cc}(f))} \right] - \lambda |X(f)|^2. \]  

(37)

The above-given formula is too complicated, so we adopt the method of symbol substitution to simplify the formula. Let \( |X(f)|^2 = x, \sigma_L^2(f) = h, \ S_{cc}(f) = c, \ S_{mn}(f) = n, \) and \( T_y = t; \) then, equation (37) becomes

\[ l(x) = t \ln \left[ 1 + \frac{hx}{t(cn + x)} \right] - \lambda x. \]  

(38)

Derive \( l(x) \) to \( x \) as follows:

\[ \frac{dl(l(x))}{dx} = \frac{1}{1 + (hx/t(cn + x))} \left( \frac{ht(cx + n) - htcx}{t^2(cx + n)^2} \right) - \lambda. \]  

(39)

Let \( A = T_y/\lambda, \) and set the derivative function to zero to find stagnation point, so

\[ \frac{lnht}{ht} + \frac{t}{A} - \frac{nht}{A} = 0, \]  

(40)

that is,

\[ (hc + tc^2)x^2 + (hn + 2tcn)x + tn^2 - hnA = 0. \]  

(41)

Then,

\[ x = \frac{-(hn + 2tcn) \pm \sqrt{(hn + 2tcn)^2 - 4(hc + tc^2)(tn^2 - hnA)}}{2(hc + tc^2)}. \]  

(42)

Leaving out the minus sign, we can get

\[ x = \frac{-(hn + 2tcn) + \sqrt{(hn + 2tcn)^2 - 4(hc + tc^2)(tn^2 - hnA)}}{2(hc + tc^2)}. \]  

(43)

Let

\[ d = \frac{tn}{h}, \]

\[ r = \frac{n(h + 2tc)}{2c(h + tc)}, \]

\[ s = \frac{nh}{c(h + tc)}. \]  

(44)

Then,

\[ x = -r + \sqrt{r^2 + s(A - d)}. \]  

(45)

Since the power spectrum density of the transmitted signal is nonnegative, the robust waveform can be expressed as

\[ \left| X^{\text{max min}}(f) \right|^2 = \max \left[ -R(f) + \sqrt{R^2(f) + S(f)(A - D(f))}, 0 \right], \]  

(46)

where

\[ D(f) = \frac{T_y S_{mn}(f)}{\sigma_L^2(f)}, \]

\[ R(f) = \frac{S_{mn}(f)(\sigma_L^2(f) + 2T_y S_{cc}(f))}{2S_{cc}(f) \sigma_L^2(f) + T_y S_{cc}(f)}, \]

\[ S(f) = \frac{S_{mn}(f) \sigma_L^2(f)}{S_{cc}(f)(\sigma_L^2(f)) + T_y S_{cc}(f)}. \]  

(47)

A can be obtained from the following energy constraints:

\[ \max_{BW} \left[ -R(f) + \sqrt{R^2(f) + S(f)(A - D(f))}, 0 \right] \text{df} \leq E_x. \]  

(48)

3.3. First-Order Taylor Approximation. Assume that

\[ \left| X^{\text{max min}}(f) \right|^2 = -R(f) + \sqrt{R^2(f) + S(f)(A - D(f))}. \]  

(49)

Taylor’s first-order approximation is the first two terms of Taylor expansion:

\[ f(x) = f'(x_0) x + f(x_0). \]  

(50)

Let \( A - D(f) = x, \ R(f) = r, \) and \( S(f) = s; \) then,

\[ \left| X^{\text{max min}}(f) \right|^2 = -r + \sqrt{r^2 + s(A - d)}. \]  

(51)

Derive \( |X^{\text{max min}}(f)|^2 \) to \( x \) as follows:

\[ \frac{d|X^{\text{max min}}(f)|^2}{dx} = \frac{s}{2\sqrt{r^2 + sx}} \]  

(52)

Taylor’s expansion at \( x_0 = 0 \) is

\[ \frac{d|X^{\text{max min}}(f)|^2}{dx} \bigg|_{x=0} = \frac{s}{2r} = \frac{nh/(c(h + tc))}{(n(h + 2tc))/(c(h + tc))} = \frac{h}{h + 2tc}. \]  

(53)

Let

\[ b = \frac{h}{h + 2tc}. \]  

(54)
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Then,
\[ |X_{\text{max min}}(f)|^2 = b x, \]  
(55)
that is,
\[ |X_{\text{max min}}(f)|^2 = B(f)(A - D(f)), \]  
(56)
where
\[ B(f) = \frac{\sigma_0^2(f)}{\sigma_1^2(f) + 2 \mu S_{cc}(f)} \]  
(57)

4. Robust Waveform Design Based on SINR

It can be seen from the signal model in Figure 1 that
\[ y(t) = z(t) + d(t) + n(t). \]  
(58)
The definition of SINR is the ratio of the useful signal power in the echo to the power of the interference signal plus the noise signal:
\[ \text{SINR} = \int_{\text{BW}} \frac{|X(f)|^2 \sigma_0^2(f)}{\sigma_1^2(f) + \sigma_0^2(f)} df, \]  
(59)
where
\[ \sigma_0^2(f) = |X(f)|^2 \sigma_0^2(f), \]  
(60)
\[ \sigma_1^2(f) = |X(f)|^2 S_{cc}(f). \]  
(61)

Similarly, from the above derivation of MI robust waveform, it can be seen that, for SINR, the spectrum corresponding to each sampling frequency still has upper and lower bounds:
\[ \text{SINR} \left| \int_{\text{BW}} |X(f)|^2 \sigma_0^2(f) df \right| \leq E_s, \]  
\[ \leq \text{SINR} \left| \int_{\text{BW}} |X(f)|^2 \sigma_1^2(f) df \right| \leq E_s, \]  
\[ \leq \text{SINR} \left| \int_{\text{BW}} |X(f)|^2 \sigma_0^2(f) df \right| \leq E_s, \]  
\[ \leq \text{SINR} \left| \int_{\text{BW}} |X(f)|^2 \sigma_1^2(f) df \right| \leq E_s. \]  
(62)
The problem of optimizing the SINR can be expressed as
\[ \max \int_{\text{BW}} \frac{|X(f)|^2 \sigma_0^2(f)}{\sigma_1^2(f) + |X(f)|^2 S_{cc}(f)} df \]  
(63)
s.t. \[ \int_{\text{BW}} |X(f)|^2 df \leq E_s. \]

The following function is established by using the Lagrange multiplier method:
\[ L(|X(f)|^2, \lambda) = \int_{\text{BW}} \frac{|X(f)|^2 \sigma_0^2(f)}{\sigma_1^2(f) + |X(f)|^2 S_{cc}(f)} df - \lambda \left( \int_{\text{BW}} |X(f)|^2 df - E_s \right). \]  
(64)

After removing the integral sign and constant, it is equivalent to maximizing the function \( I(|X(f)|^2) \) with the energy spectrum \( |X(f)|^2 \) of the transmitted waveform, which can be expressed by the following equation:
\[ I(|X(f)|^2) = \frac{|X(f)|^2 \sigma_0^2(f)}{S_{nn}(f) + |X(f)|^2 S_{cc}(f)} - \lambda |X(f)|^2. \]  
(65)
The above formula is too complicated, so we take the method of symbol substitution to simplify the formula. Let \( |X(f)|^2 = x, \sigma_0^2(f) = h, S_{cc}(f) = c, S_{nn}(f) = n, \) and \( T_x = t; \) then, the above equation becomes
\[ I(x) = \frac{hx}{cx + n} = \frac{1}{A^2}. \]  
(66)
Derive \( I(x) \) to \( x \) as follows:
\[ \frac{d(I(x))}{dx} = \frac{h(cx + n) - hcx}{(cx + n)^2} - \lambda. \]  
(67)
We let \( L = \sqrt{T_A} \) and set the derivative function to zero to find stagnation point, so
\[ \frac{nh}{(cx + n)^2} = \frac{1}{A^2}. \]  
(68)
that is,
\[ c^2 x^2 + 2cnx + n^2 - nhA^2 = 0. \]  
(69)
Then,
\[ x = \frac{-2cn \pm \sqrt{4c^2n^2 - 4c^2(n^2 - nhA^2)}}{2c^2}. \]  
(70)
Leaving out the minus sign, we get
\[ x = \frac{n}{c} + \frac{\sqrt{4nhA^2c^2}}{4c^2} = A \sqrt{\frac{nh}{c}} - n. \]  
(71)
Set
\[ d = \frac{\sqrt{nh}}{c}, \]  
(72)
\[ b = \frac{\sqrt{nh}}{c}. \]  
(73)
Then,
\[ x = b(A - d). \]  
(74)
Since the power spectrum density of the transmitted signal is nonnegative, the robust waveform can be expressed as
\[ |X_{\text{max min}}(f)|^2 = \max [B(f)(A - D(f)), 0], \]  
(74)
where
The abovementioned robust transmitted waveform based on SINR and MI has been obtained as
\[ X^{\text{max min}}(f) = \max[B(f)(A - D(f)), 0], \]  
where \( B(f), A, \) and \( D(f) \) have different values based on different criteria, and \( A = 1/\lambda \) based on SINR, \( A = T_f/\lambda \) based on MI. As for how to find the value of \( A \), this paper adopts successive bisection algorithm to search it.

The idea of bisection algorithm is continuous split in half, which is a very classic algorithm. We suppose that \([a, b]\) is the closed interval over the real number field, and define the interval sequence as follows: \([a, b], a_0 = a, b_0 = b\). And for any natural number \(n, [a_{n-1}, b_{n-1}] = [a_n, c_n] \) or \([c_n, b_n], \) where \(c_n\) is the midpoint of \([a_n, b_n] \). When using bisection algorithm to search approximation, the data should be arranged in order of size.

Examples are given to illustrate the realization process of bisection algorithm, such as using bisection algorithm to find the zero point of the function. Set the function \( f(x) = x^4 + x - 1 \), the function is continuous, and \( f(0) < 0, f(1) > 0 \), the function must have zero point in the interval \([0, 1] \). Now, use bisection algorithm to find the zero point, take the midpoint 0.5 of interval \([0, 1] \), and get \( f(0.5) < 0 \). Therefore, we can narrow down the range of interval. Next, take the midpoint 0.75 of interval \([0.5, 1] \), and continue to compare \( f(0.75) \) with 0, until the error is within the allowable range; then, we can consider this point as the zero point. Figure 2 shows a flowchart of bisection algorithm.

The principle used to search Lagrange multiplier \( A \) is similar. Find the value interval of \( A \), take the midpoint, substitute in to find \( |X^{\text{max min}}(f)|^2 \), and compare the relationship between \( \int_{\text{BW}} |X^{\text{max min}}(f)|^2 df \) and \( E_x \). Make successive approximation by bisection algorithm and assume the allowable error is \( \varepsilon \), until \( \int_{\text{BW}} |X^{\text{max min}}(f)|^2 df - E_x \leq \varepsilon \), and it can be considered that \( A \) meets the condition.

In this paper, the scope of \( A \) is shown as follows:
\[ A_{\text{min}} = \min[D(f)], \]
\[ A_{\text{max}} = \frac{E_x}{\text{BW} \min[B(f)]} + \max[D(f)]. \]  

Let \( a_0 = A_{\text{min}} \) and \( b_0 = A_{\text{max}} \). By using the energy constraint, the value of the optimal \( A \) can be approached step by step.

6. Maximum Marginal Allocation

The amount of a certain resource is limited. If resources are invested in a variety of activities, the problem of how to allocate resources to achieve the optimal total effect will arise. This is resource allocation problem. We can regard the energy allocation of transmitted waveform as a resource allocation problem, which solves the optimization problem of a single constraint. That is, how to allocate the energy of transmitted waveform to achieve the most effective result under the condition of energy constraint.

As for how to allocate the energy of the transmitted waveform in a certain frequency band, we can regard it as a multistage decision process of dynamic programming. In each stage, a decision needs to be made on the allocation of energy. The finite energy \( E_x \) is allocated to different \( f_k \) to maximize the overall mutual information or signal-to-interference-plus-noise ratio.

The integral form of mutual information is discretized to obtain.
The minimum energy distribution unit is defined as \( \varepsilon_0 \), and the number of energy components is defined as \( P \). So,

\[
X_{\text{max}} = P\varepsilon_0, \quad 0 \leq x(k) \leq X_{\text{max}},
\]

\( x(k) \) can be selected in set \( \{0, \varepsilon_0, 2\varepsilon_0, 3\varepsilon_0, \ldots, P\varepsilon_0\} \). The core idea of MMA algorithm is to allocate the energy of \( \varepsilon_0 \) in each step and allocate all the energy after step \( P \). When \( \varepsilon_0 \) is set to be very small, \( P \) is very large, and the energy allocated in each step will have a tiny impact. We choose the serial number \( k \) corresponding to the impact that maximizes mutual information to allocate, so that each step is optimal, so as to achieve the purpose of the overall optimal.

In the first step, for any \( k \neq j \), if \( f(\varepsilon_0, j) > f(\varepsilon_0, k) \), it is optimal for \( k = j \). Let \( x(j) = \varepsilon_0 \), and assign a unit of energy to it. Since the first step has already allocated a share of the energy, in the second step, for \( k = j \), we compare the edge increase by \( f(2\varepsilon_0, j) - f(\varepsilon_0, j) \). So, \( \{f(\varepsilon_0, 1), f(\varepsilon_0, 2), \ldots, f(\varepsilon_0, j), f(x(\varepsilon_0, j) - 1), f(2\varepsilon_0, j) - f(\varepsilon_0, j), f(\varepsilon_0, j + 1), \ldots, f(\varepsilon_0, N)\} \). The second step is to find the maximum value in the above set and assign a unit of energy to it. Similarly, after step \( P \), all the energy is allocated, that is,

\[
x(k) = a_k\varepsilon_0, \quad k = 1, 2, \ldots, N, \]

\[
\sum_{k=1}^{N} a_k = P.
\]

The flowchart is shown in Figure 3.

In order to understand the algorithm of MMA, an example is given. For example, the frequency domain is discretized into four components \( (N = 4) \). Let \( X_{\text{max}} = 5 \), which is \( x(1) + x(2) + x(3) + x(4) = 5 \). To maximize \( M \),

\[
M = f(x(1), 1) + f(x(2), 2) + f(x(3), 3) + f(x(4), 4)
\]

According to the different criteria MI and SINR, \( M \) can be divided into

\[
M_1 = \sum_{k=1}^{4} \ln \left[ 1 + \frac{x(k)}{\alpha_1(k)x(k) + \beta_1(k)} \right], \quad M_2 = \sum_{k=1}^{4} \frac{x(k)}{\alpha_2(k)x(k) + \beta_2(k)}.
\]

Let \( \varepsilon_0 = 1 \), so with total energy \( X_{\text{max}} = 5 \), you can distribute \( 0, 1, 2, 3, 4 \), or 5 units of energy to \( x(1), x(2), x(3) \), or \( x(4) \).

The corresponding values of \( f_{\text{MI}}(x(k), k) \) and \( f_{\text{SINR}}(x(k), k) \) are shown in Tables 1 and 2, and when initial allocation of energy. The underlined value is the maximum marginal growth at this time.

Taking mutual information as an example, the realization process of MMA algorithm is illustrated. When the initial energy is allocated by Table 1, for \( k = 1, 2, 3, 4 \), \( f_{\text{MI}}(x(k), k) \) is 0.0708, 0.0793, 0.0880, 0.0969, respectively. Find the maximum value 0.0969 and allocate a unit of energy.
information is 0.3600 and two parts of energy are allocated to \( k = 4 \), and one part of energy is allocated to all the other parts, which is

\[
x(1) = x(2) = x(3) = \epsilon_0, \quad x(4) = 2\epsilon_0.
\]

(91)

7. Simulation Results and Analysis

7.1. SINR and MI in Three Cases. The power spectral density of noise is

\[
S_{\text{in}}(f) = 1.
\]

(92)

The frequency range is \([-0.5, 0.5]\), and the number of sampling points is \( N = 256 \). The energy range of the transmitted waveform is \([1, 10]\). It is assumed that the upper and lower bounds of the uncertainty range of the target spectrum conform to the uniform distribution on \([0, |H(f)|]\).

As can be seen from Figure 4, the target spectrum is mainly concentrated around the frequency of \(-0.2\) and \(0.4\) and is less subject to clutter interference around \(0.2\). Therefore, the energy distribution of the transmitted waveform is mainly concentrated around \(-0.2, 0.2,\) and \(0.4\), so that a larger mutual information or signal-to-interference-plus-noise ratio can be obtained, so as to obtain better target estimation performance.

Under the three conditions including known target spectrum, known target spectrum lower bound (worst case), and known target spectrum upper bound (best case), and energy from 1 to 10 is allocated to the transmitted waveform, we compare the size of SINR.

From the above Figures 5–7, we can conclude that the SINR obtained from the upper bound waveform and the optimal waveform is very close when the target spectrum is known or under the most favorable case (upper bound). When the target spectrum is known, the SINR obtained from the optimal waveform is larger, and under the most favorable case (upper bound), the SINR obtained from the upper bound waveform is larger. However, in real scenarios, the real target spectrum cannot be captured with complete precision. In the worst case (lower bound), the SINR is the largest by using the robust waveform, and the difference is more significant than the other two waveforms.

Similarly, the comparison on MI is similar under three conditions including the known target spectrum, the known target spectrum lower bound (worst case), and the known target spectrum upper bound (best case).

From Figures 8–10, we can still conclude that when the target spectrum is known or under the most favorable case (upper bound), the MI obtained by the upper bound waveform is very close to that obtained by the optimal waveform. However, in the worst case (lower bound), the maximum MI is obtained by using the robust waveform, and the difference is more significant than by the other two waveforms. Therefore, the robust waveform design scheme based on SINR and MI can improve the performance of radar system under the most unfavorable condition.
7.2. Effect of $T_y$ on SINR and MI. When $T_y = 0.01$, the energy distribution of transmitted waveform calculated based on SINR criterion and MI criterion and the resulting mutual information comparison are shown in Figure 11.

It can be seen that in the three cases, the mutual information is all largest based on MI criterion.

However, when $T_y = 1$, the transmitted waveform energy distribution based on SINR criterion and MI criterion is obtained, and the resulting mutual information comparison is shown in Figure 12.

At this time, the mutual information obtained based on the SINR criterion is the largest.

For signal-to-interference-plus-noise ratio, the comparison based on SINR and MI criterion is similar.

It can be inferred from Figures 13 and 14 that when $T_y$ is large, the SINR criterion is better than the MI criterion, but when $T_y$ is small, the MI criterion is better than the SINR criterion, in which, for signal to interference noise ratio, SINR is better than MI in the most unfavorable case.

For this, we select one of the three cases and allocate certain energy to verify the influence of the size of $T_y$ on SINR and MI. For example, we select the robust transmitted waveform under the most unfavorable condition and allocate 5 units of energy.

Since the formula of SINR is independent of $T_y$, the value of SINR is constant with respect to the independent variable $T_y$ based on the SINR criterion. From Figure 15, it can be seen that the SINR criterion is always better than the MI criterion at the most worst case, while in the other two cases, the SINR criterion is better when $T_y$ is large, and the MI criterion is better when $T_y$ is small. At this time, there is a critical value of $T_y$. In the parameters assumed in this paper, the critical value is around 0.1.

| Table 3: The marginal value of $f_{MI}(x(k), k)$ after the first energy allocation. |
|-----------------------------------------------|
| $k$   | $x(k) = 0$ | $x(k) = 1$ | $x(k) = 2$ | $x(k) = 3$ | $x(k) = 4$ | $x(k) = 5$ |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|
| 1     | 0           | 0.0708      | 0.0892      | 0.0977      | 0.1025      | 0.1057      |
| 2     | 0           | 0.0793      | 0.0998      | 0.1092      | 0.1147      | 0.1182      |
| 3     | 0           | 0.0880      | 0.1108      | 0.1212      | 0.1272      | 0.1311      |
| 4     | 0           | 0.0250      | 0.0365      | 0.0431      | 0.0474      | —           |

| Table 4: The marginal value of $f_{MI}(x(k), k)$ after the second energy allocation. |
|-----------------------------------------------|
| $k$   | $x(k) = 0$ | $x(k) = 1$ | $x(k) = 2$ | $x(k) = 3$ | $x(k) = 4$ | $x(k) = 5$ |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|
| 1     | 0           | 0.0708      | 0.0892      | 0.0977      | 0.1025      | 0.1057      |
| 2     | 0           | 0.0793      | 0.0998      | 0.1092      | 0.1147      | 0.1182      |
| 3     | 0           | 0.0880      | 0.1108      | 0.1212      | 0.1272      | 0.1311      |
| 4     | 0           | 0.0228      | 0.0332      | 0.0392      | 0.0431      | 0.0474      |

| Table 5: The marginal value of $f_{MI}(x(k), k)$ after the third energy allocation. |
|-----------------------------------------------|
| $k$   | $x(k) = 0$ | $x(k) = 1$ | $x(k) = 2$ | $x(k) = 3$ | $x(k) = 4$ | $x(k) = 5$ |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|
| 1     | 0           | 0.0708      | 0.0892      | 0.0977      | 0.1025      | 0.1057      |
| 2     | 0           | 0.0793      | 0.0998      | 0.1092      | 0.1147      | 0.1182      |
| 3     | 0           | 0.0880      | 0.1108      | 0.1212      | 0.1272      | 0.1311      |
| 4     | 0           | 0.0228      | 0.0332      | 0.0392      | 0.0431      | 0.0474      |

| Table 6: Final energy allocation. |
|----------------------------------|
| $k$  | $f_{MI}$ |
| 1    | $\epsilon_0$ | 0.0969 |
| 2    | $\epsilon_0$ | 0.1849 |
| 3    | $\epsilon_0$ | 0.2642 |
| 4    | $\epsilon_0$ | 0.3350 |
| 5    | $\epsilon_0$ | 0.3600 |
Figure 4: (a) Target spectrum, (b) clutter spectrum, (c) noise spectrum, and (d) transmitted waveform spectrum.

Figure 5: SINR of three waveforms when the real target spectrum is known.
Figure 6: SINR of the three waveforms under the most unfavorable condition.

Figure 7: SINR of the three waveforms under the most favorable condition.
Figure 8: MI of the three waveforms when the real target spectrum is known.

Figure 9: MI of the three waveforms under the most unfavorable condition.
Figure 10: MI of the three waveforms under the most favorable condition.

(a)

(b)

Figure 11: Continued.
According to Figures 16 and 17, in three cases, when $T_y$ is large, it is better based on SINR criterion, and when $T_y$ is small, it is better based on MI criterion. At this time, the critical value is still around 0.1.

### 7.3. Comparison of Two Water-Filling Algorithms and MMA

In the case of fixed energy constraint of 10 and $P = 1000$ in MMA algorithm, the energy distribution and SINR of the transmitted waveform obtained by the three methods are shown in Figures 18 and 19.
Figure 13: Comparison of SINR under three conditions when $T_y = 0.01$. (a) Comparison of SINR at its worst case. (b) Comparison of SINR at its best case. (c) Comparison of SINR at its real case.

Figure 14: Continued.
Figure 14: Comparison of SINR under three conditions when $T_y = 1$. (a) Comparison of SINR at its worst case. (b) Comparison of SINR at its best case. (c) Comparison of SINR at its real case.

Figure 15: Comparison of SINR under three conditions with the change of $T_y$. (a) Comparison of SINR at its worst case. (b) Comparison of SINR at its best case. (c) Comparison of SINR at its real case.
It can be seen from Figures 18 and 19 that the energy distribution of the transmitted waveform obtained by the three methods is very close, and the energy distribution at the frequency of $-0.2$, $0.2$, and $0.4$ is relatively large. Moreover, the signal-to-interference-plus-noise ratio obtained by the three methods almost coincides with each other, so there is not much difference in the performance. In terms of simulation time, the MMA algorithm is greater than the general water-filling algorithm than the bisection water-filling algorithm.

In the case that the fixed energy constraint is $10$, $T_y = 10$, and $P = 1000$ in MMA algorithm, the energy distribution and MI of the transmitted waveform obtained by the three methods are shown in the following figures.

It can be seen from Figures 20 and 21 that in terms of energy distribution of transmitted waveform, the two water-filling algorithms distribute the energy more intensively around the frequency of $-0.2$, while the MMA algorithm distributes the energy in a large number of frequency bands, mainly around $-0.2$, $0.2$, and $0.4$. Furthermore, the mutual information obtained by MMA algorithm is significantly larger than that obtained by the two water-filling algorithms. In terms of simulation time, the general water-filling algorithm is longer than the MMA algorithm than the Bisection water-filling algorithm. It can be seen that the use of bisection algorithm to search Lagrange multiplier improves the time performance, while the MMA algorithm is more effective in improving the mutual information between echo and target.

8. Conclusions

This paper studies the transmitted waveform design of cognitive radar. Cognitive radar can obtain information by interacting with the environment and improve the transmitted waveform through by sensing change of the surrounding environment. Most previous researches are based on known a priori information of target and environment. In this paper, considering the uncertainty of target in the real scenario, the robust waveform design technology based on signal-to-interference-plus-noise ratio and mutual information is adopted, and two methods to maximize the performance of MI and SINR are proposed. Firstly, the signal model is established, signal-to-interference-plus-noise ratio and the mutual information between the target and the echo are derived,
Comparison: MI at its worst case

![Comparison of MI under the most worst condition with the change of $T_y$.](image1.png)

**Figure 17:** Comparison of MI under the most worst condition with the change of $T_y$.

Comparison: energy at its worst case

![Energy distribution comparison of three SINR-based algorithms for transmitted waveform.](image2.png)

**Figure 18:** Energy distribution comparison of three SINR-based algorithms for transmitted waveform.
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Figure 20: Energy distribution comparison of three MI-based algorithms for transmitted waveform.
and the robust signal model with upper and lower bounds is established. Then, based on the maximization of MI and SINR, two algorithms are proposed to solve the optimal robust transmitted waveform under the most unfavorable conditions. The traditional water-filling algorithm is improved and the time performance is promoted by using bisection algorithm when searching Lagrange multiplier. The maximum marginal allocation algorithm is introduced to maximize SINR and MI by selecting the optimal allocation of energy at each stage. Under known target spectrum, known target spectrum lower bound (worst case), and known target spectrum upper bound (best case), we simulate and compare the SINR and MI of several waveforms, respectively, and conclude that robust waveforms can improve the performance of the radar system in the most unfavorable situations. This paper also explores the effect of echo observation time on SINR and MI. Simulation results show that there is a critical value for the impact of echo observation time on transmitted waveforms based on different criteria. When the echo observation time is short, the MI-based transmitted waveform is better and when the echo observation time is long, the SINR-based transmitted waveform is more excellent. Finally, the advantages and disadvantages of MMA and two water-filling algorithms are compared, and the results show that the time performance of searching Lagrange multiplier is improved by using bisection algorithm, and the MMA algorithm is more effective in improving the mutual information between echo and target. In terms of signal-to-interference-plus-noise ratio, the time performance of the water-filling algorithm improved by bisection algorithm is better than that of MMA algorithm, but the SINR obtained by several algorithms has little difference. In terms of mutual information, the time performance of the water-filling algorithm improved by bisection algorithm is better than that of MMA algorithm, but MMA algorithm has the largest MI. In the future, we will deeply explore the principle of the influence of echo observation time on SINR and MI or optimize the time performance of MMA algorithm.
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