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Effective resource utilization is an important problem in the application of array, especially for the new time modulated array. Considering the problem of full utilization of array elements in time modulated array, a sparse optimization algorithm based on discrete variable convex optimization is proposed in this paper. The pattern optimization of equal excitation time modulation array is realized in two stages: in the first stage, the number of working array elements is as low as possible under the condition of suppressing the sidelobe of the central frequency. In the second stage, the sideband is suppressed by iterative convex optimization. The numerical simulation results are compared with other methods to verify the effectiveness of the proposed method in pattern optimization of equal excitation time modulation array. Finally, the optimization performance of the algorithm with different array parameters is verified.

1. Introduction

Using Radio Frequency (RF) switch to control the working state of each antenna channel, time modulated technology can change the pattern parameters of phased array antenna [1], which has been widely used in satellite communication, radar, and other fields. Compared with the ordinary array, time modulated array can meet the requirements of engineering practice for high performance of antenna array [2]. Therefore, more and more researchers have done deep research on time modulated array in recent years.

However, due to the introduction of RF switches, time modulated array needs more complex design in the hardware system. In order to achieve higher performance and meet the technical requirements of practical engineering. Some researches have improved the hardware system of time modulated array: The digital attenuator is used to generate S-step waveform to expand the signal bandwidth and reduce the radiation loss in [3]. The multibranch time modulated model is used to replace the phase shifter and attenuator to expand the beam scanning range and improve the scanning accuracy in [4]. A reconfigurable power divider is proposed to ensure the instantaneous gain stability of the time modulated array in [5]. In order to improve the performance of time modulated array, some new sequential switches have been proposed: A new type of switch is proposed to improve the feed efficiency of time modulated antenna array in [6]. A new method to improve the gain of time modulated antenna array by using single pole double throw switch is proposed in [7]. An improved phase modulated technique based on four-dimensional antenna array is proposed in [8], which improved control unit consists of two single pole double throw switches and four different delay lines and realize beam control and beamforming at any angle. The above research effectively improves the performance of the time modulated array through the improvement of the hardware system. But both consider the optimization of the RF switch and the power division network, which makes the system design more complex. Compared with the ordinary time modulated array, the equal excitation time modulated array controls the amplitude and phase of static excitation to a fixed value, reduces the hardware modules such as power...
 attenuator and phase shifter, and effectively reduces the complexity of the hardware system. Some scholars have applied the optimization algorithm to the equal excitation time modulated array: The sidelobe optimization problem in the equal excitation time modulated array is studied in [9]. A new technique of synthesizing equidistant linear array with equal excitation time modulated array by firefly algorithm is proposed in [10], [11] used the firefly algorithm (FA) algorithm to design the antenna unit of the equal excitation time modulated array, which is produced in the main frequency and the first sideband, respectively. A differential-based evolutionary algorithm (DE) is used to suppress the sidelobe and sideband of the equal excitation time modulated array in [12]. [13] proposed a new technology for synthesizing the equal excitation time modulated linear array by using the improved invasive weed optimization algorithm; [14] used the artificial bee colony algorithm to suppress the sidelobe and sideband of the equal excitation time modulated array.

The equal excitation time modulated array can effectively save the cost of the system level. The array sparse can reduce the number of working array elements, improve the utilization rate of antenna array elements, and reduce unnecessary loss under the condition of certain array aperture. There are a lot of sparse optimization for ordinary arrays: The synthesis method based on the matrix pencil method (MPM) and the forward-backward MPM (FBMPM) is extended in [15] to the synthesis of multimode linear array with fewer elements. A design method of sparse multimode linear array based on the enhanced unitary matrix pencil (EUMP) method is proposed in [16], which significantly reduces the computational complexity of array sparse optimization engineering. A new pattern reconfigurable sparse array synthesis technology is proposed in [17], which can be used between the number of active antenna elements and the pattern characteristics to achieve a reasonable compromise. An alternating convex optimization method is proposed in [18] to synthesize the single beam pattern sparse linear array. Although there are a lot of researches on sparse optimization methods for ordinary arrays, there are few studies on sparse time modulated arrays. The combination of equal excitation time modulated arrays and array sparsity is an important method to simplify array structure and save cost. How to reduce the number of working array elements as much as possible of the equal excitation time array is a topic worth exploring.

The method proposed in this paper grasps the discrete characteristic that the working state of the time modulated array. Using discrete variable convex optimization method to realize the sparse optimization of the equal excitation time modulated array and effectively suppress the sidelobe level of the main frequency and sideband level. Compared with the other array sparseness method, the proposed method greatly reduces the time of sparse optimization process by using the convex characteristics of the array elements. At the same time, the method proposed in this paper selects the working elements from a certain number of equal excitation time modulation full array, which is easier to realize in practice.

The structure of this paper is as follows: The mathematical models of sparse optimization, sidelobe optimization, and sideband optimization of equal excitation time array is introduced in Section 2. Section 3 introduces how to use discrete variable convex optimization algorithm to achieve sparse optimization of array and sidelobe suppression of main frequency and use iterative convex optimization method to achieve sideband suppression. In Section 4, the numerical simulation results are compared with other methods to verify the effectiveness of the algorithm in the sparse optimization and sidelobe and sideband suppression of the equal excitation time modulation array and explore the influence of array parameters on the optimization results. Finally, it is summarized in Section 5.

2. Mathematical Model

As shown in Figure 1, the far-field radiation intensity based on equal excitation time modulated linear array is

\[ E(\theta, t) = \sum_{n} u_n(t)e^{j\theta_n \sin \theta - \sin \theta_n}e^{2\pi f_n t}, \]

where \( \theta_n \) is the main radiation direction, \( f_0 \) is the central frequency, \( k = 2\pi f_0 c, c \) is the light speed, \( x_n \) is the position of the \( n \)th element, and \( u_n(t) \) is the function of RF switch (for more explanations of the symbols in this paper, see Table 1).

As shown in Figure 2, \( T_r \) is the time modulation repetition period of RF switch; \( u_n(t) \) is a rectangular function, and its mathematical expression is

\[ u_n(t) = \varepsilon(t - t_n) - \varepsilon(t - t_n - \tau_n), \]

where \( \varepsilon(t) \) is the step function, \( t_n \) is the switch-ON time instant, and \( \tau_n \) is the switch-ON duration time, \( 0 \leq t_n, \tau_n \leq T_r \); expanding \( u_n(t) \) by Fourier transform

\[ u_n(t) = \sum_{m} a_{nm}e^{j2\pi mf_n t}, \]

where \( f_r = 1/T_r \) and \( a_{nm} \) is the expansion coefficient, and its expression is

\[ a_{nm} = \tau_n f_r \sin c(\pi m t_n f_r) e^{-j\pi m (f_r T_r + \tau_r)}. \]

Equation (1) can be further expressed as

\[ E(\theta, t) = \sum_{m} \sum_{n} a_{nm}e^{j\dot{k}x_n \sin \theta - \sin \theta_n}e^{2\pi (f_r + mf_r) t}. \]

For the convenience of discussion, ignoring the common factor \( e^{j2\pi (f_r + mf_r) t} \) and assuming \( \alpha_n = \tau_n f_r \) and \( \beta_n = t_n f_r \), the far-field radiation intensity of array antenna in nth sideband \( f_0 + mf_r \) is

\[ E_m(\theta) = \sum_{n} a_{nm} \sin c(\pi m \alpha_n) e^{j\dot{k}x_n \sin \theta - \sin \theta_n}e^{-j\pi m \beta_n}. \]

Compared with ordinary array, the equal excitation time modulated linear array does not need power attenuator and phase shifter, which reduces the hardware cost. However,
time modulated technology brings the sideband effect of radiation, which needs to be suppressed. On the other hand, the hardware cost can be reduced by reducing the number of working elements. Based on the above requirements, the following pattern synthesis problems for the equal excitation time modulated linear array are studied:

(1) Suppress the sidelobe radiation intensity when the central frequency main lobe radiation intensity is given

(2) Minimizing the number of working array elements by sparse optimization

(3) Suppressing the sidebands when the central frequency radiation parameters are satisfied radiation intensity

The constraints on the main frequency band and sideband are shown in Figure 3, where the red line represents the central frequency pattern and the blue line represents the sideband pattern. \( \theta_0 \) is the radiation direction on the central frequency. \( \Omega_s \) is the sideband region on the central frequency. \( \varepsilon_1 \) and \( \varepsilon_2 \) are the sidelobe and sideband constraint parameters. It can be expressed as the following combinatorial optimization problem model

\[
\begin{align*}
(P1) \quad & \min_{\alpha, \beta} \quad \| \alpha \|_0 \\
\text{s.t.} \quad & E_{0}(\theta) \leq \varepsilon_1 \cdot E_{0}(\theta_0), \theta \in \Omega_s \\
& E_{m}(\theta) \leq \varepsilon_2 \cdot E_{0}(\theta_0), \theta \in \Omega_m \\
& 0 \leq \alpha_n, \beta_n \leq 1,
\end{align*}
\]

where \( \alpha = [\alpha_1, \ldots, \alpha_N]^T \) and \( \beta = [\beta_1, \ldots, \beta_N]^T \) are the parameter vectors to be optimized. \( \| \alpha \|_0 \) is the 0 norm of the vector, which is the number of array elements whose working time is greater than 0. \( E_{0}(\theta_0) \) is the radiation intensity at the radiation direction \( \theta_0 \) on the central frequency. \( E_{0}(\theta_i), s = 1, 2, \ldots \) is the radiation intensity at the sampling direction \( \theta_i \) of the sidelobe region \( \Omega_s \) on the central frequency. \( E_{m}(\theta_i), i = 1, 2, \ldots \) is the sampling direction \( \theta_i \) of the radiation area \( \Omega_m \) on the mth sideband. \( \varepsilon_1 \) and \( \varepsilon_2 \) are the sidelobe and sideband constraint parameters.

3. Proposed Algorithm

Further analyse the expression of formula (6), when \( m = 0 \), \( E_{0}(\theta) = \sum a_n e^{i \theta} \) is only related to \( a_n \). The pattern on the central frequency is only related to the switch-ON duration time and is independent of the turn on time \( t_n \). When \( m \neq 0 \), \( \sin c (\pi m a_n) \) is included by \( E_{0}(\theta) \). With the increase of \( m \), each summation item becomes smaller, which makes each sideband less than central frequency.

Based on the above analysis, we decompose the combinatorial optimization problem represented by equation (7) into two optimization problems

\[
\begin{align*}
(P2) \quad & \min_{\alpha} \quad E_{0}(\theta) + \gamma \| \alpha \|_0 \\
\text{s.t.} \quad & 0 \leq \alpha_n \leq 1 \\
& E_{0}(\theta_i) \leq \varepsilon_1 \cdot E_{0}(\theta_0), \theta \in \Omega_s,
\end{align*}
\]
is the comparison parameter. Then, equation (10) is equivalent to mixed integer

programming problem. By constructing the approximation function of \(|\|a\|_0|\) term and linearizing the concave part of the approximation function, a series of convex subproblems are obtained. The optimal solutions of these subproblems approximate the optimal solution of problem P2. A binary variable \(\delta_n \in \{0, 1\}\) is introduced to indicate whether \(a_n\) is zero or not; then, equation (8) is equivalent to mixed integer programming.

\[
\begin{align*}
(P4) \quad \min_a & \quad E_0(\theta_0) + \gamma \sum_n \delta_n \\
\text{s.t.} & \quad \delta_n \in \{0, 1\} \\
& \quad 0 \leq a_n \leq 1 \\
& \quad a_n (1 - \delta_n) = 0 \\
& \quad E_0(\theta_j) \leq \varepsilon_1 * E_0(\theta_0), \theta_j \in \Omega_n, \\
\end{align*}
\]

Construct the approximate function \(g(a) = \sum_n \delta_n + \sum_n \lambda_n a_n (1 - \delta_n)\) of \(||a||_0\) where \(\lambda = [\lambda_1 \ldots \lambda_N]^T\), \(\forall n, \lambda_n \geq 1\) is the comparison parameter. Then, equation (10) is equivalent to solving the optimization problem.

\[
\begin{align*}
(P5) \quad \min_a & \quad E_0(\theta_0) + \gamma g(a) \\
\text{s.t.} & \quad \delta_n \in \{0, 1\} \\
& \quad 0 \leq a_n \leq 1 \\
& \quad E_0(\theta_j) \leq \varepsilon_1 * E_0(\theta_0), \theta_j \in \Omega_n, \\
\end{align*}
\]

where \(\delta_n + \lambda_n a_n (1 - \delta_n) = \begin{cases} \lambda_n a_n & \delta_n = 0 \\
1 & \delta_n = 1 \end{cases}\), so \(\min \{\delta_n + \lambda_n a_n (1 - \delta_n)\}\) is equal to \(\min (\lambda_n a_n, 1)\). And there is

\[
\begin{align*}
\delta_n + \lambda_n a_n (1 - \delta_n) = \begin{cases} \lambda_n a_n & 0 \leq a_n < \lambda_n^{-1} \\
1 & \lambda_n^{-1} \leq a_n \leq 1 \end{cases}.
\end{align*}
\]

Equation (12) is a nonnegative piecewise linear concave function on interval \(0 \leq a_n \leq 1\). So we can decompose \(g(a)\) into the difference between two convex functions

\[
g(a) = c_1(a) - c_2(a),
\]

where \(c_1(a) = \sum_n \lambda_n a_n\) and \(c_2(a) = \sum_n \max \{0, a_n - \lambda_n^{-1}\}\) are the two convex functions. Since \(-c_2(a)\) is a concave function, \(-c_2(a)\) can be linearized by sequence

\[
c_2(a) = c_2(a(k)) + \eta^{(k)} (a - a(k)),
\]

where \(\eta^{(k)} = \partial c_2(a(k))\) is the gradient of \(c_2(a)\) at \(a(k)\); its components are

\[
\eta^{(k)}_n = \begin{cases} 0 & 0 \leq a_n(k) < \lambda_n^{-1} \\
\lambda_n & \lambda_n^{-1} \leq a_n(k) \leq 1 \end{cases}.
\]

So the optimization subproblem of degree \(k + 1\) is

\[
\begin{align*}
(P6) \quad \min_a & \quad E_0(\theta_0) + y h(a) \\
\text{s.t.} & \quad 0 \leq a_n \leq 1 \\
& \quad E_0(\theta_j) \leq \varepsilon_1 * E_0(\theta_0), \theta_j \in \Omega_n, \\
\end{align*}
\]

where \(h(a) = c_1(a) - c_2(a(k)) - \eta^{(k)} (a - a(k))\) is a linear function about \(a\).

Note that the steering vector at the radiation direction \(\theta_0\) of the main lobe of the array is \(b_0 = [1 \ldots 1]^T\). And that at the sampling direction \(\theta_j\) of the side lobe region is \(b_j = [e^{j\pi x_1 (\sin \theta_j - \sin \theta_0)} \ldots e^{j\pi x_N (\sin \theta_j - \sin \theta_0)}]^T\). The optimization subproblem of equation (16) is further expressed as

\[
\begin{align*}
(P7) \quad \min_a & \quad a^T b_0 + y h(a) \\
\text{s.t.} & \quad 0 \leq a_n \leq 1 \\
& \quad ||a^T b_0|| \leq \varepsilon_1 * a^T b_0, \theta_j \in \Omega_n. \\
\end{align*}
\]

This is a quadratic constrained linear programming (QCLP) problem. The interior point method can be used to obtain the optimal solution \(a^{(k+1)}\). The initial parameter \(a^{(0)}\) of
sequential convex optimization can be solved by optimization of the minimum sidelobe of the full array (P8).

\[
\begin{align*}
(P8) \quad \min_{\alpha} & \quad \alpha^T b_0 \\
\text{s.t.} & \quad 0 \leq \alpha_n \leq 1 \\
& \quad \|\alpha^T b_0\| \leq \varepsilon_1 \ast \alpha^T b_0, \theta_s \in \Omega_s.
\end{align*}
\]

(18)

3.2. Problem Solving of P3. Problem P2 has solved the value of \(\alpha_s\), the switch-ON duration time \(\tau_v\) of each element. Problem P3 needs to solve the switch-ON time instant \(\tau_v\) of each element according to each sideband constraint, the parameter \(\beta_n\) in the solution (6).

When the depression angle \(\theta\) is known, \(\rho_{nm}(\theta) = \alpha_n \sin c(\pi m a_n) e^{j k_n \sin \theta_n - j \pi m a_n}\) is a constant parameter and since the parameter \(\beta_n\) to be optimized is exponential. Equation (6) is a nonconvex function. The short form (6) is

\[
E_m(\theta) = \sum_n \rho_{nm}(\theta) e^{-j \pi m b_n}.
\]

Refer to [19], this problem can be solved by the sequential convex method of Taylor series linear expansion. Let \(\beta_n = \beta_n^{(k)} + \mu_n\), where \(\forall n, |\mu_n| \leq \mu_0, \mu_0\) denote a small positive number. From the first order Taylor approximation of the complex exponential function, there are

\[
e^{-j2\pi m b_n} = (1 - j2\pi m \mu_n) e^{-j2\pi m b_n^{(k)}}.
\]

(20)

Thus, equation (19) is transformed into

\[
E_m(\theta, \mu) = \sum_n (1 - j2\pi m \mu_n) \rho_{nm}(\theta) e^{-j2\pi m b_n^{(k)}},
\]

(21)

where \(\mu = [\mu_1 \cdots \mu_N]^T\) is an incremental vector. Problem P3 is rewritten as a sequential convex optimization model for solving the optimal incremental vector \(\mu\).

\[
(P9) \quad \min_{\mu} \quad \varepsilon_2
\]

\[
s.t. \quad \|\left(1 - j2\pi \mu_n\right) b_m^{(k)}\| \leq \varepsilon_2 \ast \alpha^T b_0
\]

\[
0 \leq \mu_n \leq \mu_0, \forall n,
\]

(22)

where \(b_m^{(k)} = [\rho_{1m}(\theta) e^{-j2\pi m b_n^{(k)}} \cdots \rho_{Nm}(\theta) e^{-j2\pi m b_n^{(k)}}]^T\) is a complex constant vector; therefore, problem P9 is also a quadratic constrained linear programming (QCLP) problem, and the interior point method can be used to obtain the optimal solution.

3.3. Algorithm Flow. The processing flow of the whole algorithm is given below, and the flow chart is shown in Figure 4.

1. **Array Parameter Initialization.** The number of array elements, position \(x_n\), central frequency \(f_0\), radiation direction \(\theta_0\), sidelobe area sampling direction \(\theta_s\) and constraint parameter \(\varepsilon_1\), and sideband region sampling direction \(\theta_s\).

2. According to equation (18), the central band guide vectors of problem P2 are \(b_0\) and \(b_{im}\) and the initial parameter \(a^{(0)}\) and its gradient \(\eta^{(0)}\) and compare parameter \(\lambda\).

3. Solving the QCLP subproblem of equation (17) to obtain the optimal \(a^{(k+1)}\) of \(k+1\)-th step. Updating \(\eta^{(k+1)}\) according to equation (15).

4. If \(|a^{(k+1)} - a^{(k)}| \geq \varepsilon_0, \varepsilon_0\) is the minimum difference, return to (3) and continue iteration; otherwise, go to the next step.

5. Initialize \(\beta_n^{(0)}, \mu_0\), and calculate \(b_{im}^{(0)}\) according to equation (23).

6. Solve the QCLP subproblem of equation (22), obtain the optimal \(a^{(k+1)}\) in the \(k+1\)-th step, update \(\beta_n^{(k+1)}\) according to \(\beta_n^{(k+1)} = \beta_n^{(k)} + \mu^{(k+1)}\), and update \(b_{im}^{(k+1)}\) according to equation (23).

7. If \(|\mu^{(k+1)} - \mu^{(k)}| \geq \varepsilon_0\), go back to (6) to continue iteration; otherwise, go to the next step.

8. According to the optimal \(a^{(k+1)}\) and \(\beta^{(k+1)}\), calculate and output each order pattern of the array.
4. Simulation Results

Compared with ordinary time modulated array, the power attenuator, phase shifter, and other hardware modules are reduced in the equal excitation time modulated linear array in order to reduce the hardware cost. In other words, in the process of pattern synthesis, the excitation amplitude and phase of the array element are fixed values, which could not be used as optimization parameters to improve the radiation performance of the array antenna. Due to this reason, the radiation pattern performance of the equal excitation time array will decrease compared with the ordinary time modulated array.

In order to evaluate the radiation performance of the equal excitation time array, pattern synthesis method based on convex optimization of discrete variable sequences is proposed in this paper, and three kinds of simulation experiments are designed to verify the effectiveness of the proposed algorithm:

1. Pattern synthesis based on convex optimization of discrete variable sequences and sidelobe and sideband optimization of equal excitation time array
2. Analysis of the influence of array parameters on the proposed method
3. Sparse optimization of equal excitation time array

4.1. Pattern Synthesis Based on Sequence Convex Optimization and Sidelobe and Sideband Optimization of Equal Excitation Time Array. This part, sparsity is not considered. The sparse control coefficient \( \gamma = 0 \). The simulation is set to verify the effectiveness of the proposed method in pattern optimization of the equal excitation time modulated linear array.

In order to compare the optimization results with the PSO algorithm used in [20] and the HIWO algorithm used in [21], a 30 elements equal excitation time modulation line array is considered. The array parameters and pattern parameters are set as shown in Table 2.

Using the method proposed in this paper, the pattern is obtained in a short time of 2.15 s. The effect of the pattern on the main frequency band and the first to fifth sidebands is shown in Figure 5. It can be seen that the sidelobe level (SLL) of the main frequency band after optimization is -25 dB, and the maximum level (SBL1 \( \sim 5 \)) of each sideband is -26.9 dB, -33.6 dB, -34.8 dB, -38.9 dB, and -36.7 dB, respectively.

The results show that:

1. The sidelobe and sideband constraints reach the specified level (SLL\( \leq -25 \)dB, SBL \( \leq -25 \)dB) after using the proposed algorithm
2. The maximum electric average of the optimized sideband is less than the first and second sideband levels, so only the first two sidebands can be constrained in formula (22)

In order to verify the effectiveness of the algorithm, we compare the results of PSO algorithm in reference [20] and HIWO algorithm in reference [21] under the same simulation conditions, as shown in Table 3.

From the results in Table 3, we can see that (1) the optimization time of the proposed algorithm is much less than that of PSO and HIWO algorithms, (2) the performance of the proposed algorithm is equivalent to that of the reference [21] algorithm and better than that of the reference [20] algorithm, and (3) the SBL1 and SBL2 of the proposed algorithm are slightly higher than those of the PSO and the HIWO algorithm.

The algorithm in references [20, 21] adds the degree of freedom of excitation, but the method proposed in this paper is applied to the equal excitation time modulated array. In order to simplify the complexity and cost of the hardware system, the power divider and phase shifter are removed, so the performance of the algorithm in this paper is slightly poor. However, the sideband levels are all lower than -25 dB, which meets the given constraint objectives. It is
proved that the proposed sequential convex optimization method is effective in the sidelobe and sideband optimization of the main frequency band of the linear array with equal excitation time modulation.

Figure 6 shows the timing of each switch after optimization, where grey indicates that the switch is in the working state and white indicates that the switch is in the inactive state. It can be seen from the results that (1) the working time sequence of the array elements is asymmetric. (2) The working time of the array element in the middle is longer than that in the two sides. (3) The working time efficiency of the array is 90.8%.

4.2. Influence Analysis of Pattern Synthesis Method Based on Array Parameters for Convex Optimization of Discrete Variable Sequences.

To verify the general applicability of the proposed algorithm, the sidelobe and sideband of the main frequency band are optimized under different radiation angles, different array element numbers, and different array element spacing to verify the effectiveness of the algorithm.

4.2.1. Analysis of the Influence of the Number of Array Elements on the Pattern Synthesis Method for Convex Optimization of Discrete Variable Sequences.

In order to verify the general applicability of the proposed algorithm, the sidelobe and sideband of the main frequency band are optimized under different radiation angles, different array element numbers, and different array element spacing to verify the applicability of the algorithm.

Table 4: Optimization effect of different number of array elements.

| N  | 20   | 30   | 40   | 50   | 60   |
|----|------|------|------|------|------|
| SLL (dB) | -25  | -25  | -25  | -25  | -25  |
| SBL1 (dB) | -18.3 | -26.9 | -29.8 | -31.2 | -32.7 |
| SBL2 (dB) | -26.2 | -33.6 | -38.1 | -39.1 | -40.8 |

The results in Table 4 show that (1) when the number of array elements exceeds 30, the sidelobe and sideband constraints reach the specified level (SLL ≤ −25 dB, SBL ≤ −25 dB) after optimization using the proposed algorithm; (2) when the number of array elements is 20, the sidelobe constraint of the main frequency band is too low, which makes the maximum level of the first sideband exceeding the sidelobe level of the main frequency band.

Considering that the algorithm optimizes the sidelobe of the main frequency and sideband when the number of array elements is 20. The sideband level can be adjusted by changing the sideband constraint. The relationship between the sideband constraint of the main frequency band and the optimized maximum sideband level is shown in Figure 6.

4.2.2. Analysis of the Influence of Element Spacing on Pattern Synthesis Method for Convex Optimization of Discrete Variable Sequences.

In the case of changing the element spacing (d) (other array parameters remain unchanged with the settings in Table 2), the main frequency sidelobe and sideband are optimized; the comparison results after optimization are given in Table 5.

The results in Table 5 show that (1) when the array element spacing exceeds 0.6λ, the sidelobe and sideband constraints reach the specified level (SLL ≤ −25 dB, SBL ≤ −25 dB) after optimization using the proposed algorithm. (2) When the array element spacing is 0.5λ, the sidelobe constraint of the main frequency band is too low, which makes...
the maximum level of the first sideband exceeding the side-lobe level of the main frequency band.

Considering the optimization of sidelobe and sideband of the main frequency band under the condition of array element spacing of 0.5\( \lambda \). The sideband level can be adjusted by changing the sidelobe constraint. When the sidelobe level of the main frequency band is below -20 dB (-27 dB--20 dB), the optimized SBL1 is between -22.6 dB--18.9 dB. When the sidelobe level of the main frequency band is -21 dB, the SBL1 satisfies the constraint condition that is smaller than the sidelobe of the main frequency band and reaches -21.8 dB.

4.2.3. Analysis of the Influence of Radiation Direction on Pattern Synthesis Method for Convex Optimization of Discrete Variable Sequences. In the case of changing the radiation direction \((\theta)\) (other array parameters remain unchanged with the settings in Table 2), the main frequency sidelobe and sideband are optimized; the comparison results after optimization are given in Table 6.

The results in Table 6 show that when the radiation direction angle is less than 40°, the sidelobe constraint reaches the specified level (SLL ≤ -25 dB), and the optimization result of the first sideband is SBL1 ≤ 20 dB.

At the same time, when the radiation direction is changed beyond 50°, no matter how to change the sidelobe constraint of the main frequency band, the solution can not be obtained by using the proposed algorithm to optimize the sidelobe and sideband of the main frequency band.

The results of Tables 4 - 6 show that the optimization effect of the proposed algorithm under different array parameters is obvious (the maximum SBL1 is -16.9 dB, and the maximum SBL2 is -24.2 dB when the sidelobe level of the main frequency band is almost unchanged), which proves the general applicability of the algorithm under different array parameters.

4.3. Sparse Optimization of Equal Excitation Time Array. In order to verify the effectiveness of the method proposed in this paper, set the sparse control coefficient \( \gamma \neq 0 \). Consider the case of sparsity, the effectiveness of the algorithm is verified by comparing the results of optimized patterns after sparseness with those of the same number of full arrays in the simulation 1. The effect of sparse optimization when the radiation angle changes is further studied.

4.3.1. Validation of Sparse Optimization Algorithm for Equal Excitation Time Array. For the equal excitation time modulated linear array with 30 full array elements before sparse, set the array element interval is half wavelength, and other parameters are the same as Table 2. Set \( \lambda_a = 0.6 \) (1 ≤ \( n \) ≤ \( N \))

\[
\mu = \frac{\text{Number of working elements after sparsity}}{\text{Number of full array elements}}. \quad (23)
\]

\begin{table}[h]
\centering
\caption{Optimization effect of different array element spacing.}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
\( d \) & 0.5\( \lambda \) & 0.6\( \lambda \) & 0.7\( \lambda \) & 0.8\( \lambda \) & 0.9\( \lambda \) \\
\hline
SLL (dB) & -25 & -25 & -25 & -25 & -25 \\
SBL1 (dB) & -20.4 & -25.3 & -26.9 & -27.3 & -29.7 \\
SBL2 (dB) & -27.3 & -30.4 & -33.6 & -33.7 & -35.6 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Optimization effect under different radiation angles.}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\( \theta \) & 0 & 10 & 20 & 30 & 40 \\
\hline
SLL (dB) & -25 & -25 & -25 & -25 & -25 \\
SBL1 (dB) & -26.9 & -24.3 & -22.3 & -21.2 & -20.9 \\
SBL2 (dB) & -33.6 & -30.7 & -27.1 & -26.1 & -24.2 \\
\hline
\end{tabular}
\end{table}

Figure 8: Optimized pattern after sparsity at the central frequency and at front two sidebands of time modulated array.

and \( \gamma = 5 \). The algorithm can get the sparse array layout results in 3.56 s, and the number of sparse elements is 22. Figure 8 shows the optimized pattern.

The sidelobe level of the main frequency band is controlled at -20 dB; the maximum level of the first sideband and the maximum level of the second sideband are -23.8 db and -33.4 db, respectively. Compared with the optimization effect of full array of 22 elements without considering sparsity (Table 7 shows comparison results), when the sidelobe level of the main frequency band is almost unchanged, the level of the first sideband decreases by 3.7 db and 3.2 db, respectively, which verifies the effectiveness of the proposed method in sparsity optimization of the equal excitation time modulated linear array elements.

Figure 9 shows the timing of each switch after optimization, where grey indicates that the switch is in the working state, and white indicates that the switch is in the inactive state. The results show that (1) the working time sequence of the array elements is symmetrical. (2) The working time of the array element in the middle is longer than that in the two sides. (3) The working time efficiency of the array is 75.3%.

4.3.2. Determination of Sparse Control Coefficients \( \gamma \) and Comparison Parameter \( \lambda \). Before applying the proposed algorithm to pattern optimization synthesis, the optimal sparse control coefficient \( \gamma \) and contrast parameter \( \lambda_n (1 \leq n \leq N) \) need to be determined. Define the sparsity degree \( \mu \)
Considering the equal excitation time modulated linear array with 30 full array elements before sparse, the interval between elements is half wavelength; other parameters are the same as those in Table 2. By changing the parameter of $\gamma$ and $\lambda$, the relationship between the two parameters and the sparsity $\mu$ of the array is obtained as follows:

Figure 10 and Table 8 show the change of sparsity $\mu$ after the change of comparison parameter $\lambda$ and sparsity control coefficient $\gamma$ under the condition of keeping other parameters unchanged. It can be seen that if the comparison parameter $\lambda$ and the sparse control parameter $\gamma$ are set too large or too small, the sparsity in the medium will increase. When $\lambda_n = 0.6(1 \leq n \leq N)$ and $\gamma = 5$, the minimum value of sparsity can be 0.73. Therefore, in the comparative experiment, we use $\lambda_n = 0.6(1 \leq n \leq N)$ and $\gamma = 5$ as the experimental coefficient.

### 4.3.3. Validation of Sparse Placement Optimization Algorithm with Different Number of Full Array Elements

In order to verify the general effectiveness of the proposed algorithm in the sparse optimization of different full element number array of equal excitation time modulation array, the sparsity optimization algorithm is used to optimize the sidelobe and sideband (under the condition that other conditions unchanged). The comparison results after optimization are shown in Table 7.

The overall comparison of the optimization results in Table 7 shows that the proposed method can achieve good performance in different array elements in the sparsity optimization of equal excitation time modulation array. In each group of comparative experiments, the spared array can obtain lower sideband level under the condition that the side-lobe level of the main frequency band is basically unchanged, which proves the general effectiveness of the algorithm in sparse optimization.

#### 4.3.4. Beam Scanning Effect Verification of Sparse Layout Optimization Algorithm

In order to verify the beam scanning effect of the proposed algorithm in the process of sparse optimization, a comparative experiment is set up to verify the beam scanning effect of the sparse algorithm in the sparse optimization by changing the radiation direction ($\theta_0$) of the central frequency under the condition that other conditions remain unchanged.

By using the proposed algorithm, sparse optimization is carried out for the sparse of uniform time modulated linear array with different radiation directions (other array parameters set the same as those in simulation 3.1). The results of sparse optimization for arrays with different radiation
directions are shown in Figure 11, and the radiation effect comparison data of different radiation directions after sparse optimization are given in Table 9.

The results in Table 9 and Figure 11 show that the optimization effect of the main frequency band sidelobe and sideband is obvious when using the proposed algorithm in different array radiation directions (the maximum SBL1 is -22.4 dB, and the maximum SBL2 is -29.5 dB when the sidelobe level of the main frequency band is almost unchanged), which verifies the beam scanning effect of the algorithm in the process of sparse optimization.
5. Conclusions
In this paper, a sparse optimization method for equal excitation time modulated array based on discrete variables convex optimization is proposed for the first time. The synthesis problem is divided into two parts: In the first part, the discrete variable convex optimization method is used to optimize the number of array elements and the switch-ON duration time to reduce the number of array elements and make the sidelobe of the main frequency band reach the constraint level. In the second part, the iterative convex optimization method is used to optimize the nth switch-ON time instant of the array elements to suppress the sideband. Compared with other methods, the sparse optimization of equal excitation time modulation array is realized effectively, and the optimization time is greatly shortened. The optimization performance of the algorithm is verified when the array parameters are changed to prove the general effectiveness of the algorithm.
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