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Abstract—Effective exploration is critical for reinforcement learning agents in environments with sparse rewards or high-dimensional state-action spaces. Recent works based on state-visitation counts, curiosity and entropy-maximization generate intrinsic reward signals to motivate the agent to visit novel states for exploration. However, the agent can get distracted by perturbations to sensor inputs that contain novel but task-irrelevant information, e.g. due to sensor noise or changing background. In this work, we introduce the sequential information bottleneck objective for learning compressed and temporally coherent representations by modelling and compressing sequential predictive information in time-series observations. For efficient exploration in noisy environments, we further construct intrinsic rewards that capture task-relevant state novelty based on the learned representations. We derive a variational upper bound of our sequential information bottleneck objective for practical optimization and provide an information-theoretic interpretation of the derived upper bound. Our experiments on a set of challenging image-based simulated control tasks show that our method achieves better sample efficiency, and robustness to both white noise and natural video backgrounds compared to state-of-art methods based on curiosity, entropy maximization and information-gain.
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1 INTRODUCTION

Deep reinforcement learning has achieved impressive success in complex environments, including navigation [1], [2], manufacturing [3], [4], [5] and healthcare [6]. Reinforcement learning agents learn an optimal policy by maximizing the external reward while interacting with the environment. A fundamental challenge in reinforcement learning, commonly referred to as the exploration-exploitation dilemma [7], [8], is to trade off between exploring different solutions to maximize reward, and improving the current best solution. Auxiliary rewards for intrinsic motivation are often used to guide exploration, which is in particular important for environments with sparse rewards or high-dimensional state-action spaces [9], [10].

Constructing auxiliary reward signals based on the novelty of the states has been shown to be effective [11], [12], [13]. State novelty can be quantified based on state-visitation counts [14], [15], [16], prediction errors of dynamic models [17], [18], [19], or based on the entropy of the state distribution induced by the agent’s policy [20], [21]. While these approaches utilize the generated intrinsic reward to encourage the agent to explore novel states, they often fail to capture task-specific state novelty in the presence of perturbations, since they have no incentive to filter out novel but distractive information (e.g., due to noise or changes in the background). For example, using the predictive error of a dynamic model as an intrinsic reward motivates the agent to choose actions that cause surprising transitions even if they are only surprising with respect to task-irrelevant information.

The information bottleneck principle [22] provides a useful insight in extracting task-relevant information from raw states. Specifically, the information bottleneck aims to obtain a sufficient and maximally compressed representation \( Z \) from the raw input \( X \) given the target variable \( Y \) by maximizing the predictive information \( I(Z, Y) \) and meanwhile minimizing the mutual information \( I(X, Z) \) between the input and the compressed representation, that is,

\[
\min I(X, Z) - \beta I(Z, Y),
\]

where \( \beta \) is a positive coefficient for trading off both objectives. Some recent approaches directly apply the information bottleneck to learn compressed representations from raw states for measuring the task-specific state novelty for guiding exploration [23], [24], [25].

However, the original information bottleneck principle is only suitable for compressing individual observations and fails to model the temporal information gain within the sequential observations of a reinforcement learning agent. Instead, modelling and compressing temporal information gain in time-series observations may enable the agent to learn compressed representations that capture the temporal correlations and long-term dependencies between observations at multiple time steps, which may help the agent to better understand the consequences of its actions. Moreover, measuring the state novelty on the obtained compressed
representation could be used to filter out task-irrelevant information for efficient exploration in noisy environments.

Hence, in this paper we propose a sequential information bottleneck method to quantify task-relevant state novelty for exploration. SIBE, which learns compressed and temporally coherent representations by modelling and compressing information gain in a sequence of state representations. Specifically, our method maximizes the predictive information \( I(z_1; z_2; \ldots) \) between sequential latent bottleneck variables \((z_1, z_2, \ldots)\) while minimizing the mutual information \( I(c_{1:\infty}; z_{1:\infty}) \) between a sequence of compact state representations \((c_1, c_2, \ldots)\) and bottleneck variables \((z_1, z_2, \ldots)\) for compression. We derive an upper bound of our sequential information bottleneck objective using variational inference for computationally feasible optimization, and provide an information-theoretic interpretation of the derived upper bound. Furthermore, we construct an auxiliary reward function in the learned latent space of bottleneck variables for guiding exploration. Our reward function measures the state novelty by the InfoNCE bound [26] on the temporal predictive information between the current bottleneck variable and action and the next bottleneck variable. The agent receives the intrinsic reward when it encounters latent states with high InfoNCE loss, which indicates that the task-relevant aspects of the states—encoded by the learned bottleneck variables—are hard to predict by our model. To the best of our knowledge, our method is the first that models and compresses the overall predictive information in sequential observations for exploration in reinforcement learning problems.

We train our sequential information bottleneck model along with a standard soft actor-critic [27] reinforcement learning agent for learning a policy from high-dimensional states. We conduct extensive experiments on a set of challenging image-based continuous control tasks, including standard Mujoco tasks, and Mujoco tasks with distractive backgrounds, where we use both, white noise and natural videos. We summarize our contributions as follows:

- We introduce the sequential information bottleneck objective and use it for compressing the overall predictive information in a sequence of observations, which enables us to learn compressed and temporally coherent bottleneck representations from time-series observations.
- We derive a variational upper bound of our sequential information bottleneck objective for practical optimization, and provide an interpretation of our derived upper bound from the perspective of information theory.
- We propose an intrinsic reward function based on the InfoNCE bound on the temporal predictive information of the bottleneck variables, which quantifies the task-relevant state novelty for guiding exploration.
- Empirical evaluations show that our method achieves better sample efficiency on standard Mujoco tasks, while also being more robust to both noisy and natural video backgrounds compared to state-of-the-art baselines based on prediction-error, entropy-maximization or information-gain.

The remainder of the paper is organized as follows. In Section 2, we discuss previous exploration methods based on intrinsic reward. In Section 3, we present the proposed sequential information bottleneck objective and the intrinsic reward function for exploration. We show the implementation of our method and the experimental results on the benchmark tasks in Section 4. In Section 5, we draw a conclusion and discuss limitations and future work.

## 2 Related Work

Several prior works on exploration use an intrinsic motivation mechanism that quantifies the novelty of states for guiding exploration [12], [17], [23], [28]. An intuitive approach for providing a measure of novelty is to compute the pseudo-counts of state visitations. For example, Bellemare et al. [14] and Ostrovski et al. [15] estimate pseudo-counts based on density models over the state space and subsequently use a function of state visitation count as intrinsic reward. Tang et al. [29] use a hash table to transform visited states into hash codes and then compute the state visitation counts based on the hash table. An alternative approach for estimating state novelty is curiosity-driven exploration [30], which uses the prediction error of a dynamics model as novelty measurement and encourages the agent to explore the unpredictable parts of the environment. For instance, ICM [17] builds forward and inverse dynamics models in the latent space and uses the prediction error of the forward model as intrinsic motivation. The generated intrinsic rewards encourage the agent to visit states with large prediction errors. Plan2Explore [18] uses an ensemble of environment models to compute the disagreement in the next predicted state embedding and then use this disagreement as intrinsic reward. EMI [13] learns a latent state space via maximizing the mutual information between state and action embeddings, and subsequently imposes linear dynamics on the learned latent space. The prediction error of the linear dynamic model serves as intrinsic reward for exploration. However, these aforementioned count-based and curiosity-driven exploration methods have no incentive to remove novel but task-irrelevant information from observations, such as white-noise. Hence, they can capture task-irrelevant state novelty and therefore mislead exploration.

Entropy-based exploration methods maximize the entropy of the state distribution to encourage the agent to visit novel states. For example, Hazan et al. [12] employ a concave function of the policy-induced state distribution as intrinsic reward function. APT [31] uses a particle-based estimate of the state entropy and maximizes this estimate to guide exploration. The particle-based entropy estimator is based on the averaged distance between each state representation and its k-nearest neighbor. Similar to APT, ProtoRL [20] learns an encoder to transform image observations into a low-dimensional latent space along with a set of prototypical embeddings. A k-nearest-neighbor entropy estimator computed over latent state embeddings and prototypical embeddings approximates the state entropy for exploration. However, these methods based on entropy maximization are sensitive to state noise and can, thus, fail for noisy environments, since the state entropy is easily affected by random noises in the state space.
Some pioneering methods apply the information bottleneck principle to distill task-relevant information from observations and then capture task-relevant state novelty for boosting exploration. For instance, Tao et al. [25] use many auxiliary tasks to shape the representation space and then learn a latent dynamic model based on the information bottleneck principle. They define an intrinsic reward function by measuring the average distance between the state embedding and its k-nearest-neighbors. Kim et al. [24] maximize the mutual information between the current state representation and its target value while minimizing the mutual information between the latent state and its representation for compression. They subsequently use the information gain between the current state and its representation as an intrinsic reward for guiding exploration. More recently, DB [23] learns compressed dynamic-relevant representations via the information bottleneck principle and encourages the agent to explore novel state-action pairs with high information gain. In contrast, our method aims to compress a sequence of state representations, which generates a sequence of bottleneck variables for capturing compressed prediction information over multiple time steps. Our sequential information bottleneck is significantly different from existing (non-sequential) information bottleneck methods [23], [24], [25], which only compress individual states or state representations.

Sequential mutual information was already used for robust predictable control (RPC [32]). Eysenbach et al. [32] maximize external rewards while minimizing the sequential mutual information between the states and the latent representations used by the policy, for limiting the amount of observed information that affects the agent’s behavior. However, our self-supervised sequential information bottleneck objective not only learns a compressed representation, but also retains predictive information within the sequence of latent representations, which enables us to capture temporal correlations in latent sequential representations.

Our work is also related to unsupervised representation learning methods based on mutual information estimation [33], [34]. Laskin et al. [35] apply two independent data augmentations on the same state and maximize the mutual information between the corresponding representations for learning compact state representations, while Oord et al. [26] learn state representations by maximizing the mutual information between consecutive states. Moreover, Lee et al. [36] use the conditional entropy bottleneck to maximize the mutual information between the current embedding and the future state and reward, while minimizing the mutual information between the current state and the state embedding. In contrast to these methods, our method captures the compressed predictive information within multiple time steps for shaping the latent state space, and moreover, provides a useful reward signal for exploration. To the best of our knowledge, our approach is the first to compress and preserve the predictive information over a sequence of states for guiding exploration in reinforcement learning.

3 Sequential Information Bottleneck

In this section, we formulate our objective of compressing sequential state representations and derive a practical optimization objective based on variational inference. We also describe how to generate intrinsic rewards based on the InfoNCE bound [26], and how our method can be integrated with soft actor-critic [27].

3.1 Preliminaries and Notation

We consider a Markov decision process (MDP) formulated by the tuple \( M = (S, A, P, r, \gamma) \), where \( S \) is the state space, \( A \) is the action space, \( P(s_{t+1} \mid s_t, a_t) \) is the stochastic dynamic model, \( r(s, a) \) is the reward function and \( \gamma \in (0, 1) \) is the discount factor. At each time step, the agent observes the current state \( s_t \) and selects its actions \( a_t \) based on its stochastic policy \( \pi(a_t \mid s_t) \), and then receives the reward \( r(s_t, a_t) \). The reinforcement learning objective is to maximize the expected cumulative rewards \( \mathbb{E}_T \sum_{t=1}^{\infty} \gamma^t r_t \) where \( T = (s_1, a_1, s_2, a_2, \ldots) \) denotes the agent’s trajectory. We focus on image-based reinforcement learning, where the state space is in the form of images. We do not explicitly consider partial observability of single image observations, but assume that stacking the \( j \) most recent images yields a high-dimensional but Markovian state \( s_t = (o_1, o_{t-1}, \cdots, o_{t-j+1}) \) where \( o_t \) is the observed image at time step \( t \).

3.2 The Sequential Information Bottleneck Objective

We propose the sequential information bottleneck model, SIBE, for compressing predictive information over a sequence of state representations. We first map a sequence of high-dimensional states \((s_1, s_2, \ldots)\) into compact state representations \((c_1, c_2, \ldots)\) using a deterministic convolutional network. We further use a parameterized stochastic neural network that takes state representations as input and randomly outputs latent samples \( Z \). The goal of SIBE is to find maximally compressed and temporal coherent representations \((z_1, z_2, \ldots)\) given a sequence of state representations \((c_1, c_2, \ldots)\).

Following the original information bottleneck principle [22], the proposed objective of SIBE aims to compress the mutual information between \( c_{1:\infty} \) and \( z_{1:\infty} \) while preserving sufficient predictive information between latent variables \( z_{1:\infty} \) by solving the optimization problem,

\[
\min \alpha I(c_{1:\infty}; z_{1:\infty}) - I(z_{1}; z_{2}; \ldots),
\]

where \( \alpha \) is a positive coefficient for controlling the compression-relevance trade-off. Intuitively, minimizing the sequential mutual information \( I(c_{1:\infty}; z_{1:\infty}) \) allows us to filter out overall task-irrelevant information from a sequence of state representations \((c_1, c_2, \ldots)\), e.g. white noise or irrelevant backgrounds. Meanwhile, the sequential predictive information \( I(z_{1}; z_{2}; \ldots) \) measures the overall interdependency between latent bottleneck variables \((z_1, z_2, \ldots)\). Maximizing the predictive information \( I(z_{1}; z_{2}; \ldots) \) forces the latent bottleneck variable to capture the overall dependency for joint compression of \((z_1, z_2, \ldots)\). This is the key difference to previous information-bottleneck based methods [23], [24], [25] that only perform individual compression on single observations. Moreover, unlike the original information bottleneck principle, our sequential information bottleneck objective is a self-supervised objective by
encouraging the latent bottleneck variables \( z_{1: \infty} \) to predict themselves, which eliminates the need to give an explicit target \( Y \).

### 3.3 Algorithm Overview

Unfortunately, optimizing the sequential information bottleneck directly is computationally intractable. Hence, we derive an upper bound of Eq. 2 by upper-bounding the sequential mutual information \( I(c_{1: \infty}; z_{1: \infty}) \) and lower-bounding the sequential predictive information \( I(z_{1}; z_{2}; \ldots) \). We use our upper bound as an auxiliary loss during reinforcement learning for learning compressed representations for policy and Q-function. Furthermore, we build an intrinsic reward for guiding exploration.

Before showing the concrete loss functions, the reward function and their derivations, we provide an overview of the proposed network architecture in Fig. 1. We use an online deterministic encoder \( \phi_o \) with parameters \( \eta_o \) to extract the compact state representation \( c_t \) from the state \( s_t \) at the current time step. An online stochastic encoder with parameters \( \theta_o \) is used to map the state representation \( c_t \) into mean \( \mu_o \) and standard deviation \( \sigma_o \) of a diagonal Gaussian distribution \( g_o(z_t|c_t) = \mathcal{N}(\mu_o, \text{diag}(\sigma_o^2)) \), which is used for sampling the bottleneck variable. The sampled bottleneck variable \( z_t \) and action \( a_t \) are fed into a transition model with parameters \( \psi \) which outputs the mean \( \mu_o \) and standard deviation \( \sigma_o \) of a variational Gaussian distribution \( g_o(z_{t+1}|z_t, a_t) = \mathcal{N}(\mu_o, \text{diag}(\sigma_o^2)) \) which is trained to predict the embedding at the next time step. A projection head \( d_o \) with parameters \( \nu \) and an online prediction head \( f_o \) with parameters \( \rho_o \) are used to introduce a nonlinear transformation to the bottleneck variable \( z_t \) and action \( a_t \) for computing the InfoNCE loss, which will be introduced during the derivation of the lower bound of the sequential predictive information \( I(z_{1}; z_{2}; \ldots) \).

However, when determining the next state representation \( c_{t+1} \) and latent bottleneck representation \( z_{t+1} \), we use target networks for preventing gradients to flow through the deterministic and stochastic encoders. We also use a target prediction head \( f_m \) without gradient flow when introducing a nonlinear transformation of the next representation \( z_{t+1} \) for the InfoNCE loss. In contrast to the online deterministic encoder \( \phi_o \) with parameters \( \eta_o \), the online stochastic encoder with parameters \( \theta_o \) and the online prediction head \( f_o \) with parameters \( \rho_o \), the respective parameters of the target networks \( (\eta_m, \theta_m, \rho_m) \) are not optimized with respect to our objective functions, but follow their online counterparts using an exponential moving average [37],

\[
\eta_m = \tau \eta_o + (1 - \tau) \eta_m, \\
\theta_m = \tau \theta_o + (1 - \tau) \theta_m, \\
\rho_m = \tau \rho_o + (1 - \tau) \rho_m, \\
\tag{3}
\]

where \( \tau \in [0, 1] \) is the coefficient of the exponential moving average. Target networks can efficiently avoid mode collapse, as shown in prior studies [35], [37]. The state representations and their corresponding latent bottleneck representations are, hence, created using the models,

\[
c_t = \phi_o(s_t; \eta_o) \quad c_{t+1} = \phi_m(s_{t+1}; \eta_m) \\
z_t \sim g_o(z_t|c_t; \theta_o) \quad z_{t+1} \sim g_m(z_{t+1}|c_{t+1}; \theta_m). \\
\tag{4}
\]

### 3.4 Maximizing a Lower Bound of \( I(z_{1}; z_{2}; \ldots) \)

We will now construct a lower bound on the mutual information \( I(z_{1}; z_{2}; \ldots) \) suitable for optimization. We first introduce the conditional distribution \( p(z_{1: \infty}|a_{1: \infty}) \) to the definition of multivariate mutual information \( I(z_{1}; z_{2}; \ldots) \),

\[
I(z_{1}; z_{2}; \ldots) = \mathbb{E}_{p(z_{1: \infty})} \left[ \log \frac{p(z_{1: \infty})}{\prod_{t=1}^{\infty} p(z_t)} \right] \\
= \mathbb{E}_{p(z_{1: \infty}, a_{1: \infty})} \left[ \log \frac{p(z_{1: \infty})p(z_{1: \infty}|a_{1: \infty})}{\prod_{t=1}^{\infty} p(z_t)p(z_{1: \infty}|a_{1: \infty})} \right] \\
= \mathbb{E}_{p(z_{1: \infty}, a_{1: \infty})} \left[ \log \frac{p(z_{1: \infty}|a_{1: \infty})}{\prod_{t=1}^{\infty} p(z_t)} \right] \\
+ \text{DKL} \left( p(z_{1: \infty}) \| p(z_{1: \infty}|a_{1: \infty}) \right) \\
\geq \mathbb{E}_{p(z_{1: \infty}, a_{1: \infty})} \left[ \log \frac{p(z_{1: \infty}|a_{1: \infty})}{\prod_{t=1}^{\infty} p(z_t)} \right]. \\
\tag{5}
\]
where \( p(z_{1:\infty}, a_{1:\infty}) \) is the joint distribution of \( z_{1:\infty} \) and \( a_{1:\infty} \). The inequality directly follows from the non-negativity of the KL divergence.

Without loss of generality, we can write the conditional distribution \( p(z_{1:|a_{1:|}}) \) in its autoregressive form,

\[
p(z_{1:|a_{1:|}}) = \prod_{t=1}^{\infty} p(z_{t+1}|z_{t}, a_{t}) p(z_{1}).
\]

(6)

We plug Eq. 6 into Eq. 5 to obtain

\[
I(z_{1}; z_{2}; \ldots) \geq \sum_{t=1}^{\infty} \mathbb{E}_{p(z_{1:|a_{1:|}})} \left[ \log \frac{p(z_{t+1}|z_{t}, a_{t})}{p(z_{t+1})} \right] + \mathbb{D}_{\text{KL}}(p(z_{t+1}|z_{t}, a_{t}) \parallel p(z_{t+1}|z_{t}, a_{t})) \geq \sum_{t=1}^{\infty} I(z_{t+1}; z_{t}, a_{t}).
\]

(8)

This derivation shows that the multivariate mutual information \( I(z_{1}; z_{2}; \ldots) \) can be lower-bounded by the sum of the mutual information \( I(z_{t+1}; z_{t}, a_{t}) \) between the current bottleneck variable \( z_{t} \) and action \( a_{t} \), and the next bottleneck variable \( z_{t+1} \). The term \( I(z_{1}; z_{2}; \ldots) \) measures overall predictive information that all latent representations share over time, which can be interpreted as the “global” information gain associated with the sequence of bottleneck variables \( Z \).

The term \( I(z_{t+1}; z_{t}, a_{t}) \) quantifies the predictive information between individual transition of bottleneck variables \( Z \), which can be interpreted as the “local” information gain related to the environment dynamics. Maximizing the “global” predictive information is equivalent to maximizing a sum of the “local” mutual information, which encourages latent bottleneck variables \( Z \) to preserve sufficient relevant information for future prediction. Eq. 8 simplifies the complex multivariate mutual information objective \( I(z_{1}; z_{2}; \ldots) \) into a sum of computationally simpler mutual information objective \( I(z_{t+1}; z_{t}, a_{t}) \).

For maximizing the lower bound of \( I(z_{t+1}; z_{t}, a_{t}) \) (Eq. 8), we employ the InfoNCE lower bound [26] on the local mutual information terms \( I(z_{t+1}; z_{t}, a_{t}) \). Specifically, let \((z_{t}, a_{t}, z_{t+1})\) denote samples randomly sampled from the joint distribution \( p(z_{t}, a_{t}, z_{t+1}) \) which we refer to positive sample pairs, and let \( N \) denote a set of negative samples \( z_{t+1} \) drawn from the marginal distribution \( p(z_{t+1}) \). Then, the InfoNCE loss \( I_{\omega}(z_{t+1}; z_{t}, a_{t}) \) for maximizing the lower bound of \( I(z_{t+1}; z_{t}, a_{t}) \) is given as

\[
I_{\omega}(z_{t+1}; z_{t}, a_{t}) = - \mathbb{E}_{p,N} \left[ \log \frac{h_{\omega}(z_{t}, a_{t}, z_{t+1})}{\sum_{z_{t+1} \in N \cup z_{t+1}} h_{\omega}(z_{t}, a_{t}, z_{t+1})} \right]
\]

(9)

where \( h_{\omega}(z_{t}, a_{t}, z_{t+1}) \) is the score function and the expectation is computed with respect to the joint distribution \( p(z_{t}, a_{t}, z_{t+1}) \) of \( z_{t} \), \( a_{t} \) and \( z_{t+1} \), and the negative sample sets. Minimizing the InfoNCE loss is equivalent to maximizing the lower bound on the mutual information \( I(z_{t+1}; z_{t}, a_{t}) \). The score function \( h_{\omega}(z_{t}, a_{t}, z_{t+1}) \) transforming feature variables into scalar-valued scores is given by

\[
h_{\omega}(z_{t}, a_{t}, z_{t+1}) = \exp \left( f_{\omega} \left( m(z_{t}, a_{t}) \right)^{\top} \omega_{m}(z_{t+1}) \right).
\]

(10)

Here the function \( m(z_{t}, a_{t}) \) concatenates \( z_{t} \) and \( a_{t} \) and \( \omega \) is a learnable weight transformation matrix. The projection head \( f_{\omega}(-) \) and the online prediction head \( f_{\omega}(-) \) are utilized to nonlinearily transform \( m(z_{t}, a_{t}) \), while using the target prediction head \( f_{m} \) to introduce a nonlinear transformation to \( z_{t+1} \). By maximizing the inner product between the nonlinear transformations of \( m(z_{t}, a_{t}) \) and \( z_{t+1} \), the InfoNCE loss with the score function forces our model to learn temporally predictive bottleneck variables.

To compute the lower bound of the sequential mutual information (Eq. 8), we need to maximize the sum of \( I(z_{t+1}; z_{t}, a_{t}) \) over multiple time steps. In practice, we randomly draw a minibatch of sequence chunks \((s_{t}, a_{t}, s_{t+1})\) for \( L+k-1 \) with chunk length \( L \) from the replay buffer. As our lower bound (Eq. 8) decomposes into additive loss terms for different time steps, the only effect of sampling trajectory chunks, is to ensure that the minibatch contains sufficient time steps. We will show in Section 4.5, that ensuring at least two sequential transitions in the minibatch significantly improves the performance. We acquire a minibatch of sequence chunks of positive sample pairs \((s_{t}, a_{t}, s_{t+1})\) for \( L+k-1 \) by feeding \((s_{t}, a_{t}, s_{t+1})\) into our network architecture. For time step \( t = k \) to \( L + k - 1 \), we construct a negative sample set \( N \) for a given positive sample pair \((z_{t}, a_{t}, z_{t+1})\) by replacing \( z_{t+1} \) with all \( z_{t+1} \) from other sample pairs in the same minibatch.

### 3.5 Minimizing an Upper Bound of \( I(c_{1:\infty}; z_{1:\infty}) \)

For obtaining an upper bound on the sequential mutual information \( I(c_{1:\infty}; z_{1:\infty}) \), we introduce a parametric variational distribution \( q_{\phi}(z_{1:\infty}|a_{1:\infty}) \) to approximate the marginal distribution \( p(z_{1:\infty}) \),

\[
I(c_{1:\infty}; z_{1:\infty}) = \mathbb{E}_{p} \log \frac{p(z_{1:\infty}|c_{1:1})}{p(z_{1:1})} = \mathbb{E}_{p} \left[ \log \frac{\prod_{t=1}^{\infty} p(z_{t}|c_{t})}{q_{\phi}(z_{1:1}|a_{1:1})} \right] - \mathbb{D}_{KL}(p(z_{1:1}) \parallel q_{\phi}(z_{1:1}|a_{1:1})) \leq \mathbb{E}_{p} \left[ \log \frac{\prod_{t=1}^{\infty} g_{m}(z_{t+1}|c_{t+1})g_{m}(z_{t}|c_{1})}{q_{\phi}(z_{1:1}|a_{1:1})} \right]
\]

(11)
where the expectation is computed over the distribution
\( p(c_{1:\infty}, z_{1:\infty}, a_{1:\infty}) \), and \( g_m(z_1|c_1) \) denotes the Gaussian
distribution of the bottleneck variable \( z_1 \) given state representation \( c_1 \) at the initial step. The inequality in Eq. 11 follows from the non-negativity of the KL divergence. Following [32], we parameterize our variational distribution \( q_{\psi}(z_{1:\infty}|a_{1:\infty}) \) as

\[
q_{\psi}(z_{1:\infty}|a_{1:\infty}) = \prod_{t=1}^{\infty} q_{\psi}(z_{t+1}|z_t, a_t) q_{\psi}(z_1), \tag{12}
\]

with Gaussian distributions \( q_{\psi}(z_{t+1}|z_t, a_t) \) and \( q_{\psi}(z_1) \).

We then plug Eq. 12 to Eq. 11 to obtain our upper bound on the sequential mutual information,

\[
I(c_{1:\infty}; z_{1:\infty}) \leq \sum_{t=1}^{\infty} \mathbb{E}_{p(c_{1:\infty}, a_{1:\infty}, z_{1:\infty})} \left[ \log \frac{g_m(z_{t+1}|c_{t+1})}{q_{\psi}(z_{t+1}|z_t, a_t)} + \log \frac{g_m(z_1|c_1)}{q_{\psi}(z_1)} \right],
\]

which is given in terms of KL divergences between our stochastic encoder and the transition model, encouraging the variational distribution \( q_{\psi}(z_{t+1}|z_t, a_t) \) to approximate the dynamics of the bottleneck variable \( Z \). The term \(- \log g_m(z_{t+1}|c_{t+1}) \) measures the uncertainty of \( z_{t+1} \) given \( c_{t+1} \), which can be interpreted as the unavoidable information cost for encoding \( c_{t+1} \) into \( z_{t+1} \). The term \(- \log q_{\psi}(z_{t+1}|z_t, a_t) \) measures the uncertainty of \( z_1 \) given \( z_t \) and \( a_t \), which can be regarded as the information gain, encouraging the bottleneck variable \( Z \) to predict the future well. Hence, the first term in Eq. 13 can be interpreted as the sum of information gain and cost over time steps. The last term \( \log (g_m(z_1|c_1)/q_{\psi}(z_1)) \) in Eq. 13 measures the sum of information gain and cost at the first step. Although we could store the time steps in the replay buffer and treat the first time step separately by using an unconditional variational distribution \( q_{\psi}(z) \), we omit this term for simplifying the implementation. For each sample in our minibatch, we compute the KL divergence analytically based on the means and standard deviations of two diagonal Gaussian distributions \( g_m(z_{t+1}|c_{t+1}) \) and \( q_{\psi}(z_{t+1}|z_t, a_t) \), that is

\[
\mathbb{D}_{KL} \left( g_m(z_{t+1}|c_{t+1}) \| q_{\psi}(z_{t+1}|z_t, a_t) \right) = \log \frac{\sigma_{\psi}^2}{\sigma_m^2} + \frac{(\mu_m - \mu_{\psi})^2}{2\sigma_{\psi}^2} - 0.5. \tag{14}
\]

To minimize the KL divergence over multiple consecutive time steps, we use the same minibatch of sequence chunks that we use for optimizing Eq. 8.

### 3.6 The Loss Function and Optimization

Based on our bounds on the sequential mutual information \( I(z_{1:\infty}; c_{1:\infty}) \) and the sequential predictive information \( \max I(z_1; z_2; ...) \min I(c_{\infty}; z_{\infty}) \)

\[
\arg \min \eta_\theta, \psi, v, \rho, \omega L = \mathbb{E} \left[ \sum_{t=1}^{\infty} \alpha \log \frac{g_m(z_{t+1}|c_{t+1})}{q_{\psi}(z_{t+1}|z_t, a_t)} + \mathbb{E} \left[ \log \frac{h_\omega(z_t, a_t, z_{t+1})}{\sum_{z_{t+1} \in \mathcal{N} \mid z_t, a_t} h_\omega(z_t, a_t, z_{t+1}^*)} \right] \right]. \tag{15}
\]

The derived upper bound contains a summation over time steps and enables us to preserve and compress predictive information in time-series observations. We optimize the upper bound via sampling during training. The parameters of the online deterministic encoder \( \eta_\theta \), the online stochastic encoder \( \psi \), the latent transition model \( \psi \), the projection head \( \psi \), the online prediction head \( \rho \), and the weight transformation matrix \( \omega \) are simultaneously optimized by minimizing this loss function. We show the generative process of learned sequential bottleneck variables in Fig. 2.

### 3.7 Intrinsic Reward for Exploration

By minimizing the upper bound (Eq. 15), we can induce a compact latent space of bottleneck variables which filters out distractive information. In this section, we discuss how we can use the task-specific novelty in the learned latent space for guiding exploration. Our intrinsic reward function is based on curiosity-driven exploration [17] where the agent is driven to visit novel states with high prediction errors. The agent is only rewarded when it encounters states that are hard to predict. The InfoNCE loss measures how difficult the next bottleneck variable \( z_{t+1} \) is for the agent to predict given the current bottleneck variable \( z_t \) and the action \( a_t \). The agent cannot accurately predict the future bottleneck variables with large InfoNCE loss. Therefore, we propose to use the InfoNCE loss on bottleneck variables as an intrinsic reward to encourage the agent to explore novel states. The intrinsic reward at the current time step is given by

\[
r^*(a_t, a_t) = -\lambda \mathbb{E} \left[ \sum_{z_{t+1} \in \mathcal{N} | z_t, a_t} \log \frac{h_\omega(z_t, a_t, z_{t+1})}{\sum_{z_{t+1} \in \mathcal{N} | z_t, a_t} h_\omega(z_t, a_t, z_{t+1}^*)} \right]. \tag{16}
\]
where the expectation is computed with respect to the distribution $p(z_t, a_t, z_{t+1})$ and $\lambda$ is a scaling factor. Intuitively, the intrinsic rewards encourage the agent to choose the actions that result in transitions that our model is not able to predict well. Combining the environment reward $r(s_t, a_t)$ with the intrinsic reward $r^*(s_t, a_t)$, we obtain the augmented reward

$$r_{\text{aug}}(s_t, a_t) = r(s_t, a_t) + r^*(s_t, a_t).$$  

### 3.8 Plugging into a Reinforcement Learning Algorithm

We train our representation jointly with a soft actor-critic agent [27]. The training procedure is presented in Algorithm 1. The algorithm alternates between collecting new experience from the environment, and updating the parameters of the SIBE model, the actor and critic networks of SAC. The actor takes the deterministic state representations computed with the online deterministic encoder as input and select actions. We let the gradients of the critic backpropagate through the online deterministic encoder, since this can degrade performance by implicitly modifying the Q-function during the actor update [38].

### Algorithm 1: Training Algorithm for SIBE

Initialize: The SIBE model, actor and critic networks, replay buffer $D$, Batch size $B$, Chunk length $L$

for each training step do
  collect experience $(s_t, a_t, r_t, s_{t+1})$ and add it to the replay buffer

for each gradient step do
  Sample a minibatch of sequence chunks
  $$\{(s_i^t, a_i^t, r_i^t, s_{i+1}^t)_{i=k}^{L+k-1} \}_{i=1}^B \sim D$$ from replay buffer.
  Generate $$\{(c_i^t, c_{i+1}^t, z_i^t, z_{i+1}^t)_{i=k}^{L+k-1} \}_{i=1}^B$$ following Eq.4.
  Compute augmented reward $r_{\text{aug}}(s_t, a_t)$ by following Eq. 16 and Eq. 17.
  Update the online deterministic and stochastic encoders, the latent transition model, the projection head, the online prediction model and the weight transformation matrix by following Eq. 15.
  Update the actor and critic networks of SAC.
  Update the target deterministic and stochastic encoders and the target prediction head by following Eq. 3.

end

end

### 4 Experimental Evaluation

#### 4.1 Experimental Setup

We evaluate the proposed algorithm SIBE on a set of challenging standard Mujoco tasks from the Deepmind control suite [39] (Fig. 3 top row). Specifically, we evaluate our method in six continuous control Mujoco tasks with high-dimensional observations: 1) in the Ball-in-cup Catch task, the agent is only provided with a sparse reward when the ball is caught, 2) in the Cartpole Swingup-sparse task, the agent obtains a sparse reward for bringing the unactuated pole close to the upright position, 3) in the Reacher Easy task, the agent obtains sparse reward for reaching the target location, 4) in the Cartpole Swingup task the agent obtains images from a fixed camera and may move out of sight, 5) in the Walker Walk and 6) Cheetah Run tasks the agent needs to control a robot with large action dimensions and complex dynamics due to ground control. Every task poses a set of challenges for learning an optimal policy, including sparse rewards, high-dimensional states, contacts and complex dynamics.

We further carry out our evaluation in two more settings for testing the robustness of our algorithm: the noisy setting and the natural video setting. We refer to Mujoco tasks in the noisy setting and the natural video setting as noisy Mujoco tasks and natural Mujoco tasks, respectively. The image observations of standard Mujoco tasks (Fig. 3 top row) from the Deepmind control suite only have simple backgrounds (see Fig. 3 top row). In the noisy setting, each background image (see Fig. 3 middle row) is filled with pixel-wise Gaussian white noise that is regarded as a strong state distractor for reinforcement learning tasks [23], [40]. Furthermore, in order to simulate robots in natural environments with complex observations, in the natural video setting (see Fig. 3 bottom row) the background of the Mujoco tasks is replaced by natural videos [41], [42] sampled from the Kinetics dataset [43]. The backgrounds of natural Mujoco tasks are continuously changing during training and evaluation, which introduces realistic and strong perturbations to observation images.

We compare SIBE with the following leading baselines for exploration in our experiments: 1) Proto-RL [20], an entropy maximization exploration method which measures the state entropy using prototypical representations and builds an entropy-based intrinsic reward for exploration, 2) DB [23], which learns dynamic-relevant compressed representations by using an information bottleneck objective and constructs an intrinsic reward signal to encourage the agent to explore novel states with high information gain, 3) Plan2Explore [18], a curiosity-driven exploration method which utilizes the disagreement in the predicted next state
representations as intrinsic rewards, 4) RPC [32], which constructs an information-theoretic intrinsic reward function for encouraging the agent to learn a simple policy that uses few bits of information. We use the same codebase of the SAC algorithm for DB, Proto-RL and RPC to ensure a fair comparison to other model-free methods, while following the original implementation of the model-based method Plan2explore. The implementation details of our method are available in Appendix A.

The performance of each algorithm is evaluated by computing an average return over 10 episodes every 10K environment steps. For each method, the agent performs one gradient update per environment step for all tasks to ensure a fair comparison. For a more reliable comparison, we run each algorithm with five different random seeds for each task. All figures plot the average reward over these seeds, together with 95% confidence shading.

4.2 Sample Efficiency

In this section, we investigate whether SIBE can succeed in challenging benchmark tasks. Fig. 4 compares our algorithm with DB, Proto-RL, Plan2explore and RPC on six standard Mujoco tasks from the Deepmind control suite. SIBE achieves better sample efficiency compared to all baselines on five out of six tasks. The results indicate that the compressed representations and the intrinsic reward learned by SIBE significantly help to learn good policies on challenging image-based tasks.

4.3 Robustness to Noisy Observations

To study whether our method is robust in the presence of white noise, we corrupt the image observations in the Mujoco tasks (Fig. 3 middle row) with random Gaussian white noise, which introduces random task-irrelevant patterns to the raw observations. Fig. 5 compares the robustness of SIBE against DB, Proto-RL, Plan2explore and RPC on six noisy Mujoco tasks. SIBE outperforms all baselines on all six tasks in terms of robustness to noisy observations. Moreover, we observed that the performance of our method remains consistent when handling noisy Mujoco tasks, whereas the baselines show a clear decline in performance. For example, SIBE achieves similar performance in standard and noisy Ball-in-cup Catch and Cartpole Swingup-sparse tasks, while the performance of strong baselines DB and Proto-RL clearly decrease in presence of Gaussian white noise.

Following previous work [35], in the top half of Table 1, we also compare performance (mean and standard error) at a fixed number of environment interactions (e.g. 500K) on the noisy Mujoco tasks. SIBE achieves better asymptotic performance at 500K environment steps compared to the baselines across all tasks. The results in the noisy setting demonstrate that SIBE is robust to noisy observations.

4.4 Robustness to Natural Background

We further investigate the robustness of our method on the natural Mujoco tasks (Fig. 3 bottom row), where the natural backgrounds of the observations are constantly changing. As shown in Fig. 6, except for Reacher Easy, SIBE achieves better performance across all tasks compared to the baselines. Moreover, our algorithm maintains consistent performance on the majority of natural Mujoco tasks, while the performance of baselines (e.g. Proto-RL and Plan2Explore) drop dramatically. The experimental...
results in the natural video setting show that SIBE is robust to task-irrelevant changes in the background.

4.5 Ablation

We conduct ablation studies to analyze the individual contributions of each component in our model. In our ablation studies, we focus on three sparse-reward tasks, namely Ball-in-cup Catch, Reacher Easy and Cartpole Swingup-sparse. We first investigate two ablations of our SIBE model: non-reward SIBE, which removes the intrinsic reward signal during policy learning and non-compression SIBE, which removes the first terms in Eq. 15 derived from the compression objective \(J(c_{1:∞} ; z_{1:∞})\). Fig. 7 presents the performance of SIBE and its two ablations on the standard Cartpole Swingup-sparse task with raw images (left), white noise (middle) and natural video background (right). The results on all three sparse-reward tasks in each setting are provided in Appendix B. SIBE outperforms all ablations on all standard Mujoco tasks, the noisy Mujoco tasks, as well as the natural Mujoco tasks. More specifically, by comparing the performance of SIBE and non-reward SIBE, we observed using InfoNCE loss as intrinsic reward to encourage the agent to visit novel states helps to achieve better performance for all settings. Moreover, the performance gain achieved by SIBE compared to non-compression SIBE indicates that compressing sequential observations improves the performance, especially in Mujoco tasks with distractive information (both white noise and natural video backgrounds).

We also tested whether preserving and compressing predictive information in a sequence of observations improves the performance compared to using individual transitions, which only involves one time step. Whereas, in all previous experiments we used the fixed chunk length \(L = 2\), in the following experiments we evaluate the performance of SIBE...
Fig. 6. Performance comparisons on six natural Mujoco tasks. Our method outperforms other methods in robustness to natural video backgrounds.

Fig. 7. Performance of ablations on the standard Cartpole Swingup-sparse task (left), the Cartpole Swingup-sparse task with white noise (middle) and natural background (bottom row).

Fig. 8. Performance of our model SIBE with 4 different chunk lengths \( L \) of sampled sequence chunks on standard Cartpole Swingup-sparse.

uses individual transitions. We show the performance of SIBE for 4 different chunk lengths on the standard Cartpole Swingup-sparse task in Fig. 8 and additional results on three reward-sparse tasks in Appendix B. Using at least two sequential transitions outperforms SIBE with chunk length \( L = 1 \) on all three tasks. As the number of data samples increases when increasing the chunk length \( L \), we also ran an experiment with \( L = 1 \) and doubled batch size for the SIBE loss. The only difference to our experiment with \( L = 2 \) is that the latter guarantees that the minibatch contains consecutive time steps. We conclude that capturing compressed predictive information in sequential observations helps to improve the performance compared to only compressing individual transitions.
Fig. 9. We visualize the compressed representations learned by our method on the Walker Walk task with natural background using t-SNE on a 20 × 15 grid. The two images marked by red squares which have different robot configurations and similar backgrounds are far away from each other, while the image pair marked by green squares which have similar robot configurations, but different backgrounds are close to each other.

4.6 Visualization

We visualize the learned representations Z by our method on natural Mujoco tasks using t-SNE [44] to gain more insights into the learned compressed embeddings. While t-SNE projects multidimensional representations into 2D plots, there tend to be many overlapping points in the 2D map. In order to avoid overlapping, we quantize t-SNE points into a 2D grid of size 20 × 15 using RasterFairy [45]. In Fig. 9 we show the visualization of the representations learned by SIBE on the Walker Walk task with natural background. The latent space of the learned compressed representation organizes the variation in robot configurations even in presence of natural backgrounds. Specifically, images with similar robot configurations and clearly different backgrounds appear close to each other (e.g. the image pair marked by green square), while observations with different robot configurations but similar natural backgrounds are far away to each other (e.g. the two images marked by red square), indicating that the learned compressed representations Z meaningfully capture task-relevant information related to robot configurations, while filtering out task-irrelevant perturbations (e.g. changing natural background).

5 Conclusion and Discussion

We presented the sequential information bottleneck model, SIBE, for learning compressed and temporally-coherent bottleneck variables by preserving and compressing the overall predictive information over a sequence of observations. We further build intrinsic reward signals by measuring task-specific state novelty in the learned latent space of bottleneck variables for effective exploration in noisy environments. We optimize our model by deriving an upper bound on the sequential information bottleneck objective using variational inference. Empirical evaluations on a set of challenging image-based standard Mujoco tasks show that SIBE achieves better sample efficiency than the baselines on the majority of tasks, outperforming curiosity-based, entropy-maximization based and information-gain based methods. Furthermore, we evaluate the performance of our method on complex Mujoco tasks with noisy and natural video backgrounds. The results demonstrate that our method is more robust to observations with both white noise and natural video backgrounds compared to the baselines.

Although SIBE outperforms the baseline in a set of challenging images-based benchmark tasks, our method slightly
increases the computation time during policy learning, since we require to sample a minibatch of sequence chunks from the replay buffer. In addition, our method only focuses on extracting task-relevant information from pure visual data and lacks a mechanism to compress predictive information in multimodal sensory data. Utilizing and compressing the redundant information in multiple sensory modalities to further improve the robustness is a natural extension of our work. Our future work also considers extending the sequential information bottleneck objective into other types of time-series data, such as video or natural language.
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APPENDIX A
IMPLEMENTATION DETAILS

The online deterministic encoder in our model is parameterized by a convolutional neural network, which consists of four convolutional layers and a single fully connected layer. Each convolutional layer has a $3 \times 3$ kernel size with 32 channels and a stride of 1. The output dimension of the fully-connected layer is set to 50. The online stochastic model consists of two fully-connected layers. Its hidden dimension is set to 1024 and the outputs are 50-dimensional mean and standard deviation vectors for a diagonal Gaussian distribution. The transition model is parameterized by a 3-layer fully-connected network that outputs the mean and standard deviation of a Gaussian distribution. The hidden dimension is set to 1024 and the dimension of mean and standard deviation is set to 50. The projection head is parameterized by a single fully-connected layer and its output dimension is set to 50. The online prediction head consists of two fully-connected layers. Its hidden dimension is set to 1024 and the output dimension is set to 50. We employ ReLU activation functions for all above networks. The target deterministic and stochastic encoders and the target prediction head share the same network architecture with their online counterparts.

We obtain an individual state by stacking 3 consecutive frames, where each frame is an RGB rendering image with size $84 \times 84 \times 3$. We sample sequence chunks of states with short chunk length $L = 2$ from the replay buffer. We follow Proto-RL [20] by performing data augmentation by randomly shifting the image by $[-4, 4]$, before we feed states into the encoders.

We use the publicly released Pytorch implementation of SAC by [38]. We refer to [38] for more detailed descriptions of the implementation of SAC. The coefficient $\alpha$ is set to 0.1, and the hyperparameter $\lambda$ is set to 0.001 for all tasks. The remaining hyperparameters are shown in Table 2. Following common practice [34], [46], we treat action repeat and batch size as hyperparameters to the agent. We show the number of action repeat and the batch size for each task in Table 3.

APPENDIX B
FULL RESULTS OF ABLATION STUDIES

We show the performance of SIBE, Non-reward SIBE and Non-compression SIBE on three reward-sparse tasks in three settings in Fig. 10. SIBE achieves better or at least comparable performance to its own ablations across all tasks.

In Fig. 11 we present the performance of SIBE with 4 different chunk lengths on three reward-sparse tasks. Using at least two consecutive transitions achieves better performance than SIBE with chunk length $L = 1$ on all three tasks.
Fig. 10. Performance of ablations on three standard Mujoco tasks (top row), noisy Mujoco tasks (middle row) and natural Mujoco tasks (bottom row).

Fig. 11. Performance of our model SIBE with 4 different chunk lengths L on three tasks.