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Abstract

We study the problem of allocating indivisible goods among agents in a fair and economically efficient manner. In this context, the Nash social welfare—defined as the geometric mean of agents’ valuations for their assigned bundles—stands as a fundamental measure that quantifies the extent of fairness of an allocation. Focusing on instances in which the agents’ valuations have binary marginals, we develop essentially tight results for (approximately) maximizing Nash social welfare under two of the most general classes of complement-free valuations, i.e., under binary XOS and binary subadditive valuations.

For binary XOS valuations, we develop a polynomial-time algorithm that finds a constant-factor (specifically 288) approximation for the optimal Nash social welfare, in the standard value-oracle model. The allocations computed by our algorithm also achieve constant-factor approximation for social welfare and the groupwise maximin share guarantee. These results imply that—in the case of binary XOS valuations—there necessarily exists an allocation that simultaneously satisfies multiple (approximate) fairness and efficiency criteria. We complement the algorithmic result by proving that Nash social welfare maximization is APX-hard under binary XOS valuations.

Furthermore, this work establishes an interesting separation between the binary XOS and binary subadditive settings. In particular, we prove that an exponential number of value queries are necessarily required to obtain even a sub-linear approximation for Nash social welfare under binary subadditive valuations.

1 Introduction

At the core of discrete fair division lies the problem of fairly allocating indivisible goods among agents with equal entitlements, but distinct preferences. In this context, the Nash social welfare [Nas50]—defined as the geometric mean of agents’ valuations for their assigned bundles—stands as a fundamental measure that quantifies the extent of fairness of an allocation. This welfare function achieves a balance between the extremes of social welfare and egalitarian welfare. The relevance of Nash social welfare is further substantiated by the fact that it satisfies key fairness axioms, including the Pigou-Dalton transfer principle [Mou04]. Furthermore, Nash social welfare is indifferent to individual scales of the valuations: multiplicatively scaling any agent’s valuation by a positive number does not alter the relative ordering of the allocations (induced by this welfare objective) and, in particular, keeps the Nash optimal allocation unchanged. In terms of practical applications, Nash social welfare is used as an optimization criterion by the widely-used platform Spliddit.org for finding fair allocations [GP15].

With these considerations in hand, a substantial body of research in recent years has been directed towards maximizing the Nash social welfare in settings with indivisible goods; see, e.g., [CG15; CDG\(^+\)17; AGSS17; BGHM17; AGMV18; BKV18a; GHM18]. This maximization problem is known to be APX-hard, even when the agents have additive valuations [Lee17].\(^1\) Hence, in general, algorithmic results
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\(^1\)Recall that a valuation \(v\) is said to be additive iff the value of any subset of goods, \(S\), is the sum of values of the goods in it, \(v(S) = \sum_{g \in S} v(\{g\})\).
for this problem aim for approximation guarantees. A key focus of this line of research has been on the hierarchy of complement-free valuations, which includes the following valuation classes, in order of containment: additive, submodular, XOS (fractionally subadditive), and subadditive. Recall that submodular functions satisfy a diminishing returns property, XOS functions are pointwise maximizers of additive functions, and subadditive functions constitute the most general class in this hierarchy. These valuation classes have also been extensively studied in the literature on combinatorial auctions, wherein the focus is primarily on maximizing social welfare [NRTV07].

In the context of maximizing Nash social welfare, the best-known approximation algorithm for additive valuations achieves an approximation ratio of $e^{1/e}$ (in polynomial time) [BKV18a]. Furthermore, for submodular valuations, a recent result of Li and Vondrák [LV21a] obtains a constant-factor (specifically 380) approximation ratio; see also [GHV21]. In contrast to these constant-factor bounds, the problem of maximizing Nash social welfare under (general) XOS and subadditive valuations has a linear (in the number of agents) approximation guarantee [BBKS20; CGM21; GKK20]. This approximation ratio is in fact tight in the standard value-oracle model: under general XOS (and, hence, subadditive) valuations, a sub-linear approximation of the optimal Nash social welfare necessarily requires exponentially many value queries [BBKS20].

The current work contributes to this thread of research with a focus on valuations that have binary marginals. Formally, a valuation $v$ is said to bear the binary-marginals property iff, for every subset of goods $S$ and each good $g$, the marginal value of $g$ relative to $S$ is either zero or one, $v(S \cup \{g\}) - v(S) \in \{0, 1\}$. Such valuations capture preferences in many real-world domains and have received significant attention in the fair division literature; see, e.g., [BMS05; RSU05; BL08; Fre10; KPS18; Ort20]. Our results address the two most general valuation classes in the above-mentioned hierarchy, i.e., we study XOS and subadditive valuations in conjunction with the binary-marginals property. This meaningfully extends prior work on binary additive and binary submodular valuations. Throughout, we will say that a valuation is binary additive (submodular/XOS/subadditive) iff it is additive (submodular/XOS/subadditive) and also has binary marginals.

In particular, under binary additive valuations, Nash optimal allocations can be computed in polynomial time [DS15; BKV18b]. The work of Halpern et al. [HPPS20] shows that—in the case of binary additive valuations—maximizing Nash social welfare (with a lexicographic tie-breaking rule) provides a truthful and fair mechanism. For the broader class of binary submodular valuations, a truthful, fair, and polynomial-time mechanism was obtained by Babaioff et al. [BEF21]; this result considers Lorenz domination as a notion of fairness and, hence, ensures that the computed allocation maximizes the Nash social welfare and satisfies other fairness criteria. These works identify multiple domains wherein binary additive and binary submodular functions are applicable; see also [BCIZ20].

The current work moves up in the hierarchy of complement-free valuations and develops essentially tight results for both binary XOS and binary subadditive valuations. Before detailing our results, we provide a stylized example that illustrates the relevance of such a generalization: consider a spectrum-allocation setting wherein transmission rights of distinct (frequency) bands have to be fairly allocated among different agents. Here, each band is an indivisible good of unit value, to every agent. However, an agent can utilize a subset of bands only if the frequencies across the allocated bands are close enough. In particular, say the bands, $B_1, B_2, \ldots, B_m$, are indexed such that an agent can use a subset of bands only if their indices are within a parameter $\Delta \in \mathbb{Z}_+$ of each other. For instance, if $\Delta = 3$, then an agent will have value two for the bundle $\{B_1, B_4, B_{10}\}$ and value the bundle $\{B_1, B_4, B_5, B_7\}$ at three, by transmitting on $B_4, B_5,$ and $B_7$. We note that such valuations can be expressed as binary XOS functions (and not as submodular functions). Hence, in such a resource-allocation setting, finding a fair, or economically efficient, allocation falls under the purview of the current work. For a realistic treatment of spectrum allocations, and associated high-stakes auctions, see [LBMS17] and references therein.

---

2Specifically, the mechanism of Halpern et al. [HPPS20] ensures envy-freeness up to one good.

3Binary submodular functions admit the following characterization: every binary submodular function is necessarily a rank function of a matroid [Sch03, Chapter 39].
Our Results. The following list summarizes our contributions. We note that the algorithmic results in this work only require access to standard value queries: given any subset of goods $S$ and an agent $i$, the value oracle returns the value that $i$ has for $S$.

1. We develop a polynomial-time 288-approximation algorithm for maximizing Nash social welfare under binary XOS valuations (Theorem 6). We also complement this algorithmic result by proving that—under binary XOS valuations—Nash social welfare maximization is APX-hard (Theorem 10).

To obtain the approximation guarantee, we consider allocations wherein, for each agent $i$, the envy is multiplicatively bounded towards the entire set of goods, $G_i$, allocated to agents with bundle size at least four times that of $i$. Specifically, for an allocation, write $H_i$ to denote the set of agents who have received a bundle of size at least four times that of $i$, and let $G_i$ denote the set of goods allocated among all the agents in $H_i$ (along with unallocated goods, if any). We show that, under binary XOS valuations, if, in an allocation $A$, each agent $i$’s value for her own bundle is at least $1/2$ times her value for $G_i$, then $A$ achieves a constant-factor approximation guarantee for Nash social welfare. Our algorithm (Algorithm 1) finds such an allocation by iteratively updating the agents’ bundles towards the desired property. The algorithm also maintains an analytically useful property that each agent’s value for her bundle is equal to the cardinality of the bundle, i.e., the bundles are non-wasteful. For binary XOS valuations, one can show that multiplicatively bounding envy between pairs of agents does not, by itself, provide a constant-factor approximation guarantee (see Appendix D). Hence, bounding envy of every agent $i$ against all of $G_i$ is a crucial extension. It is relevant to observe that while the algorithm is simple, its analysis is based on novel counting arguments (Lemma 4 and Proposition 15). Notably, the combinatorial nature of the algorithm makes it amenable to large-scale implementations.

2. Furthermore, our algorithm (Algorithm 1) achieves an approximation ratio of $(3 + 2\sqrt{2})$ for the problem of maximizing social welfare under binary XOS valuations (Theorem 7). That is, the computed allocation simultaneously provides approximation guarantees for Nash social welfare (a fairness metric) and social welfare (a measure of economic efficiency).

In addition, the allocation (approximately) satisfies the fairness notion of groupwise maximin shares (GMMS); see Section 4.1 for definitions. GMMS is a stronger criterion than the well-studied fairness concept of maximin shares (MMS). Specifically, an allocation $A$ is said to be $\alpha$-GMMS iff $A$ is $\alpha$-approximately MMS for every subgroup of agents. The allocations computed by our algorithm are $1/6$-GMMS (Theorem 8).

3. Complementing the above-mentioned positive results, we prove that, under binary subadditive valuations, an exponential number of value queries are necessarily required to obtain a sub-linear approximation for the Nash social welfare (Theorem 11). Indeed, this query complexity bound identifies an interesting dichotomy between the binary subadditive and the binary XOS settings: while for binary XOS valuations a polynomial-number of value queries suffice for approximating the optimal Nash social welfare within a constant factor, binary subadditive valuations are essentially as hard as general subadditive (or general XOS) valuations.

Additional Related Work. The current work provides a single algorithm that achieves constant-factor approximation guarantees for both Nash social welfare and social welfare, under binary XOS valuations. Focusing solely on social welfare maximization, one can compute an $(e/(e - 1))$-approximation (of the optimal social welfare) under general XOS valuations, using the algorithm of Feige [Fei06]. This result,

\footnote{That is, the developed algorithms do not require an explicit description of the valuations. Note that in the current context the agents’ valuations are combinatorial set functions, hence explicitly representing the valuations might be prohibitive, i.e., require one to specify exponential (in the number of goods) values.}
however, requires oracle access to demand queries, which is a more stringent requirement than one used in the current work (of value queries).\footnote{The question of whether sub-linear approximation bounds can be achieved for Nash social welfare with demand-oracle access to general XOS, and subadditive, valuations remains an interesting direction of future work.}

We obtain the query complexity, under binary subadditive valuations, by utilizing a lower-bound framework of Dobzinski et al. [DNS10]. In [DNS10], a lower bound was obtained—for social welfare maximization—under general XOS and subadditive valuations. The notable technical contribution of the current work is to establish the query complexity with valuations that in fact have binary marginals. Furthermore, one can show that our lower bound (Theorem 11) holds more broadly for maximizing \textit{p-mean welfare}, for any \( p \leq 1 \); this includes social welfare maximization as a special case. Hence, we also strengthen the negative result of [BBKS20], by showing that it continues to hold even if the marginals of the subadditive valuations are binary.

Maximin share (MMS) is a prominent fairness notion in discrete fair division [Bud11]. For an agent \( i \), this fairness threshold is defined as the maximum value that \( i \) can guarantee for herself by partitioning the set of goods into \( n \) bundles and receiving the minimum valued one; here, \( n \) denotes the total number of agents. While MMS allocations (i.e., allocations that provide each agent a bundle of value at least as much as her maximin share) are not guaranteed to exist [PW14; KPW16], this fairness notion is quite amenable to approximation guarantees across the hierarchy of complement-free valuations; see, [GT20], [GHS+18], and references therein. Specifically, in the binary-marginals case, MMS allocations are guaranteed to exist and can be computed efficiently for binary additive [BL16] and binary submodular [BV21] valuations. By contrast, such an existential result does not hold for binary XOS valuations [BV21]. For such valuations, however, the work of Li and Vetta [LV21b] provides a polynomial-time algorithm that finds allocations wherein each agent receives a bundle of value at least 0.367 times her maximin share.\footnote{The result of Li and Vetta [LV21b] holds for a somewhat more general valuation class, which are defined via hereditary set systems.}

The current work addresses the stronger notion of groupwise maximin shares [BBKN18] under binary XOS valuations.

\section{Notation and Preliminaries}

We study the problem of allocating \( m \) indivisible goods among \( n \) agents in a fair and economically efficient manner. Throughout, we will use \( [m] := \{1, 2, \ldots, m\} \) to denote the set of goods and \( [n] := \{1, 2, \ldots, n\} \) to denote the set of agents. The cardinal preference of the agents \( i \in [n] \), over subsets of goods, are expressed via valuations \( v_i : 2^{[m]} \mapsto \mathbb{R}_+ \). Specifically, \( v_i(S) \in \mathbb{R}_+ \) denotes the value that agent \( i \in [n] \) has for subset of goods \( S \subseteq [m] \). We represent fair division instances by the triple \( ([m],[n],[v_i]_{i=1}^n) \).

An allocation \( A = (A_1, A_2, \ldots, A_n) \) is a collection of \( n \) pairwise disjoint subsets of goods, \( A_i \cap A_j = \emptyset \) for all \( i \neq j \). Here, the subset of goods \( A_i \subseteq [m] \) is assigned to agent \( i \in [n] \) and will be referred to as a bundle. For ease of presentation and analysis, we do not force the requirement that, in an allocation, all the goods are assigned, i.e., the allocations can be partial with \( \cup_{i=1}^n A_i \neq [m] \). Write \( A_0 := [m] \setminus (\cup_{i=1}^n A_i) \) to denote the subset of unassigned goods in an allocation \( A = (A_1, \ldots, A_n) \).

\textbf{Valuation Classes.} This work focuses on valuations that have the binary-marginals property, i.e., are dichotomous. Formally, a valuation \( v \) is said to have binary marginals if \( v(S \cup \{g\}) - v(S) \in \{0, 1\} \) for any subset of goods \( S \subseteq [m] \) and any good \( g \in [m] \). As a direct consequence, the valuations we consider are monotonic: \( v(S) \leq v(T) \) for any subsets \( S \subseteq T \subseteq [m] \). In addition, we assume that the valuations are normalized, \( v_i(\emptyset) = 0 \) for each \( i \in [n] \).

\footnote{Note that one can always allocate the subset of unassigned goods \( A_0 \) arbitrarily among the agents without reducing the Nash social welfare of \( A = (A_1, A_2, \ldots, A_n) \).}
A set of goods $S \subseteq [m]$ is said to be non-wasteful, with respect to a valuation $v$, iff $v(S) = |S|$. Note that, under valuations with binary marginals, subsets of non-wasteful sets are also non-wasteful; a proof of the following proposition is provided in Appendix A.

**Proposition 1.** Let $v : 2^{[m]} \mapsto \mathbb{Z}_+$ be a function with binary marginals and $S \subseteq [m]$ be a non-wasteful set (with respect to $v$), then each subset of $S$ is non-wasteful as well.

We consider valuations that—in conjunction with satisfying the binary-marginals property—belong to the following classes of complement-free functions, presented in order of containment.

(i) **Additive:** A valuation $v : 2^{[m]} \mapsto \mathbb{R}_+$ is said to be additive iff the value of any subset of goods $S \subseteq [m]$ is equal to the sum of values of the goods in it, $v(S) = \sum_{g \in S} v(g)$.

(ii) **Submodular:** A valuation $v : 2^{[m]} \mapsto \mathbb{R}_+$ is said to be submodular iff $v(S \cup \{g\}) - v(S) \geq v(T \cup \{g\}) - v(T)$ for every $S \subseteq T \subseteq [m]$ and good $g \in [m] \setminus T$.

(iii) **XOS:** A valuation $v : 2^{[m]} \mapsto \mathbb{R}_+$ is said to be XOS iff it can be expressed as a pointwise maximum over a collection of additive functions, i.e., there exists a collection of additive functions $\{\ell_t\}_{t=1}^L$ such that, for every subset $S \subseteq [m]$, we have $v(S) = \max_{t \in [L]} \ell_t(S)$. Here, the number of additive functions, $L$, can be exponentially large in $m$.

(iv) **Subadditive:** A valuation $v : 2^{[m]} \mapsto \mathbb{R}_+$ is said to be subadditive iff it does not admit any complementary subset of goods: $v(S \cup T) \leq v(S) + v(T)$, for every pair of subsets $S, T \subseteq [m]$.

As mentioned previously, our algorithmic results hold in the standard value-oracle model, wherein, given any subset of goods $S \subseteq [m]$ and an agent $i \in [n]$, the value oracle returns $v_i(S) \in \mathbb{R}_+$ in unit time. We will use the prefix binary before the names of function classes to denote that the valuation additionally has binary marginals, e.g., a function $v$ is binary XOS iff it is XOS and has binary marginals. The theorem below (proved in Appendix A) provides useful characterizations of binary XOS valuations.

**Theorem 2.** A valuation $v : 2^{[m]} \mapsto \mathbb{R}_+$ is binary XOS iff it satisfies anyone of the following equivalent properties

(P1): Function $v$ is XOS and it has binary marginals.

(P2): Function $v$ has binary marginals and for every set $S \subseteq [m]$ there exists a subset $X \subseteq S$ with the property that $v(X) = |X| = v(S)$.

(P3): Function $v$ can be expressed as a pointwise maximum of binary additive functions $\{\ell_t : 2^{[m]} \mapsto [m]\}_{t=1}^L$, i.e., $v(S) = \max_{1 \leq t \leq L} \ell_t(S)$ for every $S \subseteq [m]$. Here, each function $\ell_t$ is additive and $\ell_t(g) \in \{0, 1\}$ for every $g \in [m]$.

(P4): There exists a family of subsets $\mathcal{F} \subseteq 2^{[m]}$ such that $v(S) = \max_{F \in \mathcal{F}} |S \cap F|$ for every set $S \subseteq [m]$.

**Social welfare and Nash social welfare.** The social welfare $SW(\cdot)$ of an allocation $A = (A_1, \ldots, A_n)$ is defined as the sum of the values that the agents derive from their bundles in $A$, i.e., $SW(A) := \sum_{i=1}^n v_i(A_i)$.

The Nash social welfare $NSW(\cdot)$ of an allocation $A = (A_1, \ldots, A_n)$ is defined as the geometric mean of the agents’ values in $A$, i.e., $NSW(A) := (\prod_{i=1}^n v_i(A_i))^{\frac{1}{n}}$. An allocation $N = (N_1, \ldots, N_n)$ with the maximum possible Nash social welfare (among the set of all allocations) is referred to as a Nash optimal allocation.

Under binary XOS valuations, one can assume, without loss of generality, that welfare-maximizing allocations solely consist of non-wasteful bundles; the proof of this lemma is deferred to Appendix A.

**Lemma 3.** For any allocation $\mathcal{P} = (P_1, \ldots, P_n)$ among agents with binary XOS valuations, there exists an allocation $\mathcal{P}' = (P'_1, \ldots, P'_n)$ of non-wasteful bundles that has the same valuation profile as $\mathcal{P}$, i.e., $v_i(P'_i) = |P'_i| = v_i(P_i)$ for all agents $i \in [n]$. 
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3 Approximation Algorithm for Nash Social Welfare

Our algorithm (Algorithm 1) computes an allocation \( A = (A_1, \ldots, A_n) \) in which, for each agent \( i \), the envy is multiplicatively bounded towards the entire set of goods, \( G_i \), allocated to agents with bundle size at least four times that of \( i \). Specifically, with respect to allocation \( A \), write \( H_i \) to denote the set of agents who have received a bundle of size at least four times that of \( i \), and let \( G_i = (\cup_{j \in H_i} A_j) \cup A_0 \cup A_i \); recall that \( A_0 \) denotes the set of unassigned goods in \( A \). We show that, under binary XOS valuations, if \( v_i(A_i) > \frac{1}{2}v_i(G_i) \) for all agents \( i \), then \( A \) achieves a constant-factor approximation guarantee for Nash social welfare.

Algorithm 1 finds such an allocation by iteratively updating the agents’ bundles. In particular, if for an agent \( i \) the envy requirement is not met (i.e., we have \( v_i(A_i) \leq \frac{1}{2}v_i(G_i) \)), then the algorithm finds a non-wasteful subset \( X \subseteq G_i \) with twice the value of \( A_i \), i.e., finds a subset \( X \subseteq G_i \) with the property that \( v_i(X) = |X| = 2v_i(A_i) \). The algorithm then assigns \( X \) to agent \( i \), and updates the remaining bundles accordingly. Note that, under binary XOS valuations, such a subset \( X \) can be computed efficiently (in Line 5 of the algorithm): one can initialize \( X = G_i \) and iteratively remove goods from \( X \) until the desired property is achieved; recall (P2) in Theorem 2. Also, with these updates, the algorithm maintains the invariant that the bundles assigned to the agents are non-wasteful. Indeed, the value of agent \( i \) doubles after receiving subset \( X \), and we show that the algorithm necessarily finds the desired allocation after at most a polynomial number of such value increments, i.e., the algorithm runs in polynomial time (Lemma 5).

---

**Algorithm 1** ALG

**Input:** Fair division instance \( \langle [m], [n], \{v_i\} \rangle \) with value-oracle access to the binary XOS valuations \( v_i \)

**Output:** Allocation \( A = (A_1, \ldots, A_n) \)

1. Compute an allocation \( A := (A_1, \ldots, A_n) \) with \( v_i(A_i) = |A_i| = 1 \), for every agent \( i \in [n] \). {Such an allocation \( A \) can be computed by finding a perfect matching between the agents \( i \) and the goods valued by \( i \).

2. Initialize \( A_0 = [m] \setminus (\cup_{j=1}^n A_j) \)

3. For each agent \( i \in [n] \), initialize subset of agents \( H_i := \{ j \in [n] : |A_j| > 4|A_i| \} \) and subset of goods \( G_i := (\cup_{j \in H_i} A_j) \cup A_0 \cup A_i \)

4. while there exists agent \( i \in [n] \) such that \( v_i(A_i) \leq \frac{1}{2}v_i(G_i) \) do

5. Find subset \( X \subseteq G_i \) with the property that \( v_i(X) = |X| = 2v_i(A_i) \) {Such a non-wasteful subset \( X \) can be computed efficiently for binary XOS valuations}

6. Set \( A_i = X \), and update \( A_j \leftarrow A_j \setminus X \) for each \( j \in H_i \)

7. Set \( A_0 = [m] \setminus (\cup_{j=1}^n A_j) \)

8. Set \( H_k = \{ j \in [n] : |A_j| > 4|A_k| \} \) and \( G_k = (\cup_{j \in H_k} A_j) \cup A_0 \cup A_k \), for each agent \( k \in [n] \)

9. end while

10. return \( A = (A_1, \ldots, A_n) \)

Write \( \mathcal{N} = (N_1, \ldots, N_n) \) to denote a Nash optimal allocation for the given fair division instance. We will throughout assume that the optimal Nash welfare is positive, \( \text{NSW}(\mathcal{N}) > 0 \). In the complementary case, wherein \( \text{NSW}(\mathcal{N}) = 0 \), returning an arbitrary allocation suffices.\(^8\) Note that the assumption \( \text{NSW}(\mathcal{N}) > 0 \) and the fact that the valuations have binary marginals ensure that, for each agent \( i \), the bundle \( N_i \) contains a unit valued (by \( i \)) good. Hence, in Line 1 of the algorithm we are guaranteed to find a matching wherein each agent is assigned a good of value one.

\(^8\)Here, in fact, one can also maximize the Nash social welfare subject to the constraint that the maximum possible number of agents receive a good: write \( n' \) to denote the size of the maximum-cardinality matching between the agents \( i \) and the goods valued by \( i \), and introduce \( (n - n') \) “dummy” goods, any nonempty subset of which gives unit value to any agent. Approximating Nash social welfare in this modified instance (with binary XOS valuations) addresses the constrained version of the problem.
The following lemma establishes an interesting property of the allocation \( \mathcal{A} = (A_1, \ldots, A_n) \) returned by our algorithm. In particular, the lemma shows that—for any integer \( \alpha \in \mathbb{Z}_+ \)—at most \( n/\alpha \) agents \( i \) receive a bundle \( A_i \) of value less than \( \frac{1}{18\alpha} \) times \( v_i(N_i) \). That is, in allocation \( \mathcal{A} \), for any \( \alpha \in \mathbb{Z}_+ \) the number of \( 18\alpha \)-suboptimal agents is at most \( n/\alpha \). We will establish the approximation ratio of Algorithm 1 (in Theorem 6 below) by invoking the lemma with dyadic values of \( \alpha \).

**Lemma 4.** Let \( \mathcal{A} = (A_1, \ldots, A_n) \) be the allocation returned by Algorithm 1 (ALG) and \( \mathcal{N} = (N_1, \ldots, N_n) \) be a Nash optimal allocation, with \( \text{NSW}(\mathcal{N}) > 0 \). Also, for any integer \( \alpha \in \mathbb{Z}_+ \), let \( X_\alpha := \{ i \in [n] : v_i(A_i) < \frac{1}{18\alpha} v_i(N_i) \} \). Then,

\[
|X_\alpha| \leq \frac{n}{\alpha}
\]

**Proof.** Throughout its execution ALG assigns a non-wasteful bundle to every agent (see Lines 5 and 6) and, hence, for the returned allocation \( \mathcal{A} = (A_1, \ldots, A_n) \) we have \( v_i(A_i) = |A_i| \), for all agents \( i \). Also, we assume, without loss of generality, that the bundles in the Nash optimal allocation \( \mathcal{N} = (N_1, \ldots, N_n) \) are non-wasteful; see Lemma 3.

Fix an integer \( \alpha \in \mathbb{Z}_+ \) and consider any agent \( i \in X_\alpha \). Recall that \( G_i \) contains the set of goods that (under allocation \( \mathcal{A} \)) are assigned among agents in \( H_i := \{ j \in [n] : |A_j| > 4|A_i| \} \). We begin by upper bounding the size of the intersection between \( N_i \) and \( G_i \); in particular, this bound shows that, in \( \mathcal{A} \), not too many goods from the optimal bundle \( N_i \) can get assigned among agents in \( H_i \). Towards this, note that the termination condition of the while-loop (Line 4) ensures that the returned non-wasteful bundle \( A_i \) satisfies \( v_i(G_i) < 2v_i(A_i) = 2|A_i| \). Therefore, using Proposition 1 and the fact that \( N_i \) is non-wasteful we get

\[
|N_i \cap G_i| = v_i(N_i \cap G_i) \leq v_i(G_i) < 2|A_i|
\]

Also, since agent \( i \in X_\alpha \), the cardinality of \( N_i \) is more than \( 18\alpha \) times that of \( A_i \): \( |N_i| = v_i(N_i) > 18\alpha v_i(A_i) = 18\alpha |A_i| \). This observation and inequality (1) imply that \( N_i \) has a sufficiently large intersection with \( G_i^c := [m] \setminus G_i \)

\[
|N_i \cap G_i^c| = |N_i| - |N_i \cap G_i| > 18\alpha |A_i| - 2|A_i| \geq 16\alpha |A_i|
\]

Indeed, \( G_i^c \) is the set of goods that, in allocation \( \mathcal{A} \), are assigned among the agents \( j \in [n] \setminus (H_i \cup \{ i \}) \), i.e., among the agents \( j \neq i \) with bundles of value \( v_j(A_j) = |A_j| \leq 4|A_i| \).

To establish the desired upper bound on the size of \( X_\alpha \), we partition it into subsets. Specifically, for each \( 0 \leq k \leq \lfloor \log_4 m \rfloor \), define set

\[
X^k_\alpha := \{ i \in X_\alpha : 4^k \leq v_i(A_i) < 4^{k+1} \}.
\]

That is, \( X^k_\alpha \) is the set of agents for whom the ratio between assigned value and the optimal value is less than \( \frac{1}{18\alpha} \) (i.e., \( i \in X_\alpha \)) and the assigned value is in the range \([4^k, 4^{k+1})\). We note that with \( k \) between 0 and \( \lfloor \log_4 m \rfloor \), the subsets \( X^k_\alpha \) partition \( X_\alpha \). In particular, initially, in ALG (see Line 1) each agent achieves a value of one; recall the assumption that \( \text{NSW}(\mathcal{N}) > 0 \) and, hence, there exists a matching wherein each agent is assigned a nonzero valued good. Furthermore, during the execution of ALG the agents’ valuations inductively continue to be at least one: consider any iteration of the while-loop and let \( i \) be the agent that receives a new bundle \( X \) in the iteration (see Lines 5 and 6). The selection criterion of \( X \) ensures that the valuation of \( i \) in fact doubles. For any agent \( j \in H_i \) before the update in Line 6 we have \( v_j(A_j) = |A_j| > 4|A_i| = 2|X| \) and, hence, even after the update \( (A_j \leftarrow A_j \setminus X) \) agent \( j \)'s value continues to be at least one. Finally, for each remaining agent (in the set \([n] \setminus (H_i \cup \{ i \})\)) its bundle remains unchanged. Hence, for the returned allocation \( \mathcal{A} = (A_1, \ldots, A_n) \) we have \( v_i(A_i) = |A_i| \geq 1 \). Also, the fact that the marginals of the valuation \( v_i \) are binary implies \( v_i([m]) \leq m \), i.e., \( v_i(A_i) \leq m \). Therefore, the
bounds $1 \leq v_i(A_i) \leq m$ (for all agents $i$) imply that the subsets $X^k_\alpha$s, with $0 \leq k \leq \lfloor \log_4 m \rfloor$, partition $X_\alpha$; in particular, $\sum_{k=0}^{\lfloor \log_4 m \rfloor} |X^k_\alpha| = |X_\alpha|$.

Furthermore, for each agent $i \in X^k_\alpha$ we have

$$|N_i \cap G^\alpha_i| > 16\alpha |A_i| \quad \text{(via inequality (2))}$$

$$\geq 16\alpha 4^k \quad \text{(since } i \in X^k_\alpha)$$

$$= \alpha 4^{k+2}.$$ 

Therefore, for each $k$, the set of goods $D_k := \bigcup_{i \in X^k_\alpha} (N_i \cap G^\alpha_i)$ satisfies $|D_k| \geq \alpha 4^{k+2} |X^k_\alpha|$. That is, for each $k$, and whenever $X^k_\alpha \neq \emptyset$, the size of set $D_k$ is at least a positive integer multiple of $4^{k+2}$. Also, note that for each good $\overline{\alpha} \in D_k$, we have (by definition of $D_k$) that $\overline{\alpha} \in N_i \cap G^\alpha_i$ for some $i \in X^k_\alpha$. These containments (and the definition of $G^\alpha_i$) ensure that $\overline{\alpha} \in A_j$, \(^9\) for some agent $j \in [n]$ with the property that $|A_j| \leq 4|A_T| < 4^{k+2}$. That is, for each $k$ (with $X^k_\alpha \neq \emptyset$), the cardinality of $D_k$ is a positive integer multiple of $4^{k+2}$ and (under $A$) the goods in $D_k$ must be assigned to agents with bundles of size at most $4^{k+2}$. These two properties ensure that in allocation $A$ a sufficiently large number of bundles are necessarily required to cover the set of goods $\bigcup_k D_k = \bigcup_k \bigcup_{i \in X^k_\alpha} (N_i \cap G^\alpha_i) = \bigcup_{i \in X_\alpha} \bigcup_k (N_i \cap G^\alpha_i)$. Specifically, write $t \in \mathbb{Z}_+$ to denote the number of agents that have been assigned (under allocation $A$) at least one good from $\bigcup_k D_k$ (i.e., $t := |\{ j \in [n] : A_j \cap (\bigcup_k D_k) \neq \emptyset \}|$), then Proposition 15 (stated and proved in Appendix B) gives us

$$t \geq \sum_{k=0}^{\lfloor \log_4 m \rfloor} \frac{|D_k|}{4^{k+2}} \geq \sum_{k=0}^{\lfloor \log_4 m \rfloor} \frac{\alpha 4^{k+2} |X^k_\alpha|}{4^{k+2}} = \alpha \sum_{k=0}^{\lfloor \log_4 m \rfloor} |X^k_\alpha| = \alpha |X_\alpha|.$$

However, the number of agents $t$ cannot be more than $n$. Hence, the stated claim follows $n \geq t \geq \alpha |X_\alpha|$. \(\Box\)

The allocation $A = (A_1, A_2, \ldots, A_n)$ returned by Algorithm 1 can be made complete by allocating the (unassigned) goods in $[m] \setminus \bigcup_{i=1}^n A_i$ arbitrarily. Doing this would not affect the approximation guarantee.

The following lemma establishes the time complexity of ALG.

**Lemma 5.** For any given fair division instance with $n$ agents, $m$ goods, and value-oracle access to the binary XOS valuations, Algorithm 1 (ALG) returns an allocation in time that is polynomial in $n$ and $m$.

**Proof** Initially, the Nash social welfare of allocation $A = (A_1, \ldots, A_n)$ is one, since $v_i(A_i) = |A_i| = 1$, for all agents $i \in [n]$; see Line 1 and recall the assumption that $\text{NSW}(N) > 0$. We will prove that in every while-loop iteration of ALG, the Nash social welfare of $A$ increases by at least a factor of $\left(1 + \frac{1}{4m+1}\right)^{\frac{1}{n}}$. That is, after every $(4m+1)n$ iterations, the Nash social welfare of the maintained allocation $A$ increases by at least a factor of two. Also, note that, under binary XOS valuations, the optimal Nash social welfare is at most $m/n$. Therefore, the algorithm necessarily terminates after $O(mn \log (m/n))$ iterations. This establishes the polynomial-time complexity of ALG.

Hence, we complete the runtime analysis by showing that after every update the Nash social welfare increases by at least a factor of $\left(1 + \frac{1}{4m+1}\right)^{\frac{1}{n}}$. Towards this, fix a while-loop iteration, and let $A = (A_1, A_2, \ldots, A_n)$ and $A^\prime = (A^\prime_1, A^\prime_2, \ldots, A^\prime_n)$, respectively, denote the non-wasteful allocations before and after the update steps (Lines 6 and 7). Also, let $x$ be that agent that receives a new bundle $X$ in Line 6. Note that $|A^\prime_x| = |X| = 2|A_x|$ and $A^\prime_j = A_j \setminus X$ for all $j \in H_x$.

---

\(^9\)Recall that $A_0 \subseteq G^\alpha_i$ and, hence, $A_0 \cap G^\alpha_i = \emptyset$. 
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To prove that \( \frac{\text{NSW}(A')}{\text{NSW}(A)} \geq \left(1 + \frac{1}{4m+1}\right)^\frac{1}{n} \), we start with the valuation profile of \( A' \), obtain a vector \((\eta_1, \ldots, \eta_n) \in \mathbb{Z}_+^n \) such that NSW\((A') \geq \left(\prod_{i=1}^n \eta_i\right)^{1/n} \), and show that even \( \left(\prod_{i=1}^n \eta_i\right)^{1/n} \) is more than the desired factor times NSW\((A)\).

In particular, write \( y := \arg\min_{j \in H_x} |A'_j| \) and initialize \( \eta_i = |A'_i| \) for all \( i \in [n] \). Then, iteratively for each agent \( j \in H_x \setminus \{y\} \), we update \( \eta_j \leftarrow \eta_j + |A_j \cap X| \) and \( \eta_y \leftarrow \eta_y - |A_j \cap X| \).\(^{10}\) Note that \( y = \arg\min_{j \in H_x} |A'_j| \) and, hence, each update increments a higher component (\( \eta_j \)) and decrements a smaller one (\( \eta_y \)), by the same amount. Therefore, each update reduces \( \left(\prod_{i=1}^n \eta_i\right)^{1/n} \) and maintains the invariant NSW\((A') \geq \left(\prod_{i=1}^n \eta_i\right)^{1/n} \).

Also, recall that, for all \( j \in H_x \), we have \( A'_j = A_j \setminus X \) (i.e., \( |A'_j| = |A_j| - |A_j \cap X| \)). Hence, the updates give us \( \eta_j = |A_j| \) for all \( j \in H_x \setminus \{y\} \). Furthermore, after the updates, agents \( x \) and \( y \) satisfy:

\[ \eta_x = |A'_x| = 2|A_x| \quad \text{and} \quad \eta_y = |A'_y| - \left(\sum_{j \in H_x \setminus \{y\}} |A_j \cap X|\right) = |A_y| - \left(\sum_{j \in H_x} |A_j \cap X|\right) \geq |A_y| - |X|. \]

For each remaining agent \( z \in [n] \setminus (H_x \cup \{x, y\}) \), the bundle remains unchanged in the loop, \( A_z = A'_z \), and, hence, \( \eta_z = |A'_z| = |A_z| \). Therefore, at the end, we have \( \eta_j = |A_j| \) for all \( j \in [n] \setminus \{x, y\} \), \( \eta_x = 2|x| \), and \( \eta_y \geq |A_y| - |X| = |A_y| - 2|A_x| \). Using these bounds on \( \eta_z \)s we obtain

\[
\left(\prod_{i=1}^n \eta_i\right)^{1/n} = \left(\prod_{i=1}^n \frac{\eta_i}{|A_i|}\right)^{1/n} = \left(\frac{\eta_x \cdot \eta_y}{|A_x||A_y|}\right)^{1/n} \geq \left(\frac{2|A_x| \cdot (|A_y| - 2|A_x|)}{|A_x||A_y|}\right)^{1/n} = \left(2 \left(1 - \frac{2|A_x|}{|A_y|}\right)^{1/n}\right)
\]

(3)

Since \( y \in H_x \), we have \( |A_y| \geq 4|A_x| + 1 \). Extending inequality (3) with this bound on \( |A_y| \) we get

\[
\left(\prod_{i=1}^n \eta_i\right)^{1/n} \geq \left(2 \left(1 - \frac{2|A_x|}{|A_y|}\right)^{1/n}\right) \geq \left(2 \left(1 - \frac{2|A_x|}{4|A_x| + 1}\right)^{1/n}\right) = \left(1 + \frac{1}{4|A_x| + 1}\right)^{1/n} \geq \left(1 + \frac{1}{4m + 1}\right)^{1/n}.
\]

The last inequality follows from the fact that \( |A_x| \leq m \).

As mentioned previously, NSW\((A') \geq \left(\prod_{i=1}^n \eta_i\right)^{1/n} \) and, hence, \( \frac{\text{NSW}(A')}{\text{NSW}(A)} \geq \left(1 + \frac{1}{4m+1}\right)^\frac{1}{n} \). Overall, we get that, in each iteration, the Nash social welfare increases by at least a factor of \( \left(1 + \frac{1}{4m+1}\right)^\frac{1}{n} \), and this completes the proof.\(\square\)

The following theorem is our main result for Nash social welfare.

**Theorem 6.** For binary XOS valuations and in the value-oracle model, there exists a polynomial-time 288-approximation algorithm for the Nash social welfare maximization problem.

**Proof** Let \( A = (A_1, \ldots, A_n) \) be the (non-wasteful) allocation returned by \( \text{ALG} \), and \( N = (N_1, \ldots, N_n) \) be a (non-wasteful) Nash optimal allocation. As mentioned previously, under the condition that optimal Nash welfare NSW\((N) > 0\), every agent necessarily receives a value of at least one in the allocation \( A \), i.e., \( v_i(A_i) \geq 1 \) for all \( i \). In addition, \( v_i(N_i) \leq v_i([m]) \leq m \); the last inequality follows from the fact the valuations have binary marginals. Hence, for all agents \( i \), we have \( v_i(A_i) \geq \frac{1}{m} v_i(N_i) \).

Next, we partition the set of agents based on the ratio of their assigned value, \( v_i(A_i) \), and their optimal value, \( v_i(N_i) \). Specifically, define set \( Y_{2d} := \left\{ i \in [n] : \frac{v_i(N_i)}{18} \leq v_i(A_i) < \frac{1}{2} \frac{v_i(N_i)}{18}\right\} \), for each integer \( d \in \{0, 1, \ldots, \lfloor \log m \rfloor \} \). Since \( v_i(A_i) \geq \frac{1}{m} v_i(N_i) \) for all \( i \), the remaining agents \( i' \in Y' := [n] \setminus \left(\bigcup_{d=0}^{\lfloor \log m \rfloor} Y_{2d}\right) \) satisfy \( v_i(A_i) \geq \frac{1}{18} v_i(N_i) \). Indeed, the subsets \( Y_{2d}s \) and \( Y' \) partition the set of agents, and \( |Y'| + \sum_{d=0}^{\lfloor \log m \rfloor} |Y_{2d}| = n \).

Note that, with \( \alpha = 2^d \), we have \( Y_\alpha \subseteq X_\alpha \); here, set \( X_\alpha \) is defined as in Lemma 4. Hence, invoking this lemma we get

\[
|Y_{2d}| \leq \frac{n}{2^d} \quad \text{for all } 0 \leq d \leq \lfloor \log m \rfloor \tag{4}
\]

\(^{10}\)If \( A_j \cap X = \emptyset \), then \( \eta_j \) remains unchanged.
Write $\pi(S) := \prod_{i \in S} \frac{v_i(A_i)}{v_i(N_i)}$, if the subset of agents $S \neq \emptyset$, and 1 otherwise. Now, towards establishing the approximation ratio, consider

$$\frac{\text{NSW}(A)}{\text{NSW}(A^*)} = \left( \prod_{i=1}^{n} \frac{v_i(A_i)}{v_i(N_i)} \right)^{1/n} = \left( \pi(Y') \prod_{d=0}^{[\log m]} \pi(Y_{2d}) \right)^{1/n}$$

$$\geq \left( \left( \frac{1}{18} \right)^{|Y'|} \prod_{d} \pi(Y_{2d}) \right)^{1/n} \quad \text{(since } v_i(A_i) \geq \frac{1}{18} v_i(N_i) \text{ for all } i \in Y'\text{)}$$

$$\geq \left( \left( \frac{1}{18} \right)^{|Y'|} \prod_{d} \left( \frac{1}{18 2^{d+1}} \right)^{|Y_{2d}|} \right)^{1/n} \quad \text{(since } v_i(A_i) \geq \frac{1}{18 2^{d+1}} v_i(N_i) \text{ for all } i \in Y_{2d}\text{)}$$

$$= \frac{1}{18} \left( \prod_{d} \left( \frac{1}{2^{d+1}} \right)^{|Y_{2d}|/n} \right)^{1/n} \quad \text{(since } |Y'| + \sum_{k} |Y_{2d}| = n\text{)}$$

$$\geq \frac{1}{18} \left( \prod_{d} \left( \frac{1}{2^{d+1}} \right)^{2^d} \right) \quad \text{(via inequality (4))}$$

Proposition 16 (proved in Appendix B) shows that the product $\prod_{d} \left( \frac{1}{2^{d+1}} \right)^{2^d} \geq \frac{1}{16}$. Therefore, the stated approximation bound follows

$$\frac{\text{NSW}(A)}{\text{NSW}(A^*)} \geq \frac{1}{18} \prod_{d=0}^{[\log m]} \left( \frac{1}{2^{d+1}} \right)^{2^d} \geq \frac{1}{18} \cdot \frac{1}{16} = \frac{1}{288}.$$ 

$\square$

### 4 Social Welfare and Groupwise Maximin Share Guarantees

This section shows that, for binary XOS valuations, Algorithm 1 (ALG) achieves constant-factor approximations for social welfare (Theorem 7) and the groupwise maximin share guarantee (Theorem 8).

**Theorem 7.** For any fair division instance with binary XOS valuations, Algorithm 1 (ALG) computes (in the value-oracle model) an allocation with social welfare at least $1/(3 + 2\sqrt{2})$ times the optimal (social welfare).

**Proof.** Let $A^* = (A_1^*, \ldots, A_n^*)$ be a social welfare maximizing allocation. We can assume, without loss of generality, that $A^*$ is composed of non-wasteful bundles (Lemma 3). Also, let $A = (A_1, \ldots, A_n)$ be the non-wasteful allocation returned by ALG.

We partition the set of agents into two sets: $H := \{ i \in [n] : v_i(A_i) \geq \frac{1}{2 + \sqrt{2}} v_i(A_i^*) \}$ and $L := \{ i \in [n] : v_i(A_i) < \frac{1}{2 + \sqrt{2}} v_i(A_i^*) \}$. Note that $H \cup L = [n]$. We establish the stated approximation guarantee by analyzing the social welfare of agents in $H$ and $L$ separately.

For each agent $i \in H$, by definition, we have $v_i(A_i^*) \leq (2 + \sqrt{2}) v_i(A_i)$. Therefore,

$$\sum_{i \in H} v_i(A_i^*) \leq (2 + \sqrt{2}) \sum_{i \in H} v_i(A_i) \leq (2 + \sqrt{2}) \sum_{i \in [n]} v_i(A_i) \quad \text{(5)}$$

We will now establish a similar inequality for the optimal social welfare of agents in $L$. The while-loop condition of ALG ensures that, at termination, $v_i(G_i) < 2v_i(A_i)$, for each agent $i \in [n]$. Hence, for an
agent $i \in L$, we have $v_i(G_i) < 2v_i(A_i) < \frac{2}{2+\sqrt{2}} v_i(A_i^\ast)$. Furthermore, the monotonicity of $v_i$ gives us $v_i(G_i \cap A_i^\ast) < \frac{2}{2+\sqrt{2}} v_i(A_i^\ast)$ for each $i \in L$.

Write $G_i^\ast := |m| \setminus G_i$ and note that the last inequality implies $v_i(G_i^\ast \cap A_i^\ast) > \frac{\sqrt{2}}{2+\sqrt{2}} v_i(A_i^\ast)$, for each $i \in L$; otherwise, we would have $v_i(G_i^\ast \cap A_i^\ast) + v_i(G_i \cap A_i^\ast) < v_i(A_i^\ast)$, which contradicts the fact that $v_i$ is subadditive (in fact, XOS). Hence, for each $i \in L$,

$$v_i(A_i^\ast) < (1 + \sqrt{2}) v_i(G_i^\ast \cap A_i^\ast) = (1 + \sqrt{2}) |G_i^\ast \cap A_i^\ast|$$

(6)

For the last equality, recall that $A_i^\ast$ is non-wasteful and, hence, its subsets are non-wasteful as well (Proposition 1). Summing inequality (6) over the agents $i \in L$, we get

$$\sum_{i \in L} v_i(A_i^\ast) < (1 + \sqrt{2}) \sum_{i \in L} |G_i^\ast \cap A_i^\ast|$$

(7)

To simplify equation (7), we use the following two observations. First, the sets $(G_i^\ast \cap A_i^\ast)$s are pairwise disjoint across the agents. Second, each good $\tilde{g} \in (G_i^\ast \cap A_i^\ast) \subseteq G_i^\ast = |m| \setminus G_i$ is allocated to some agent $j \in [n]$ under the allocation $A$. This follows from the fact that $\tilde{g} \notin A_0 \subseteq G_i$. Therefore, the set $\bigcup_{i \in L} (G_i^\ast \cap A_i^\ast)$ must be contained in $\bigcup_{i \in [n]} A_i$, i.e., $\bigcup_{i \in L} |G_i^\ast \cap A_i^\ast| \leq \sum_{i \in [n]} |A_i|$. This inequality and equation (7) give us

$$\sum_{i \in L} v_i(A_i^\ast) < (1 + \sqrt{2}) \sum_{i \in L} |G_i^\ast \cap A_i^\ast| \leq (1 + \sqrt{2}) \sum_{i \in [n]} |A_i| = (1 + \sqrt{2}) \sum_{i \in [n]} v_i(A_i)$$

(8)

Finally, summing inequalities (5) and (8), we obtain the stated approximation bound

$$(3 + 2\sqrt{2}) \sum_{i \in [n]} v_i(A_i) > \sum_{i \in R \cup L} v_i(A_i^\ast) = \sum_{i \in [n]} v_i(A_i^\ast).$$

\[\square\]

### 4.1 Groupwise Maximin Shares under Binary XOS valuations

This section shows that the allocations computed by Alg achieve an approximate maximin share guarantee among all subgroup of agents. To formally specify this fairness guarantee we first define restricted maximin share for fair division instances $(|m|, [n], \{v_i\}_{i=1}^n)$: given parameter $r \in \mathbb{Z}_+$, subset of goods $S \subseteq [m]$, and agent $i \in [n]$, write $\mu_i^r(S) := \max_{(P_1, \ldots, P_r)} \min_{1 \leq j \leq r} v_i(P_j)$; here, the max is considered over all the $r$-partitions of $S$.

Note that $\mu_i^r([m])$ corresponds to the maximin share (MMS) of agent $i$, and an allocation $(A_1, \ldots, A_n)$ is said to be $\alpha$-MMS iff $v_i(A_i) \geq \alpha \mu_i^r([m])$ for all agents $i \in [n]$. Strengthening this fairness notion, the groupwise maximin share guarantee requires that the (restricted) maximin share is achieved among all subsets of agents. Specifically, for an allocation $A = (A_1, \ldots, A_n)$ and each agent $i \in [n]$, write

$$\text{GMMS}_i(A) := \max_{R \subseteq [n] : R \ni i} \mu_i^{[R]} \left( \bigcup_{j \in R} A_j \cup A_0 \right).$$

Here, $A_0$ is the set of unassigned goods, $A_0 = [m] \setminus \bigcup_{j \in [n]} A_j$. Observe that, in contrast to the maximin share, $\mu_i^{[m]}([m])$, the threshold $\text{GMMS}_i(\cdot)$ depends on the allocation at hand.

**Definition 1** (Approximate GMMS allocation). An allocation $A = (A_1, \ldots, A_n)$ is said to be $\alpha$-GMMS iff $v_i(A_i) \geq \alpha \text{GMMS}_i(A)$ for all agents $i \in [n]$. 
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Indeed, if an allocation \( \mathcal{A} \) is \( \alpha \)-GMMS, then for every subset of agents \( R \subseteq [n] \), each agent \( i \in R \) approximately achieves the maximin share obtained by solely considering agents in \( R \) and the goods assigned to them, along with \( A_0 \). Here, including the unallocated goods \( A_0 \) in the definition of \( \text{GMMS}_\alpha(A) \) ensures that this threshold can be meaningfully applied in the context of partial allocations as well (i.e., with \( A_0 \neq \emptyset \)). In fact, the definition ensures that given any partial, \( \alpha \)-GMMS allocation, one can arbitrarily assign \( A_0 \) among the agents to obtain a complete allocation that continues to be \( \alpha \)-GMMS.

The next result establishes that the allocation computed by Algorithm 1 (\textsc{Alg}) achieves the GMMS guarantee with \( \alpha = 1/6 \).

**Theorem 8.** Given any given fair division instance with binary XOS valuations, \textsc{Alg} returns an allocation that is \( 1/6 \)-GMMS.

**Proof** Assume, towards a contradiction, that the non-wasteful allocation returned by the algorithm, \( \mathcal{A} = (A_1, \ldots, A_n) \) is not \( 1/6 \)-GMMS. That is, there exists a subset of agents \( R \subseteq [n] \) and an agent \( i \in R \) for which, \( v_i(A_i) < \frac{1}{6} \mu_i^{|R|} \left( \bigcup_{j \in R} A_j \cup A_0 \right) \). Write \( r := |R| \).

From the definition of the restricted maximin share \( \mu_i^r \left( \bigcup_{j \in R} A_j \cup A_0 \right) \), we know there exists an \( r \)-partition \( (B_1, B_2, \ldots, B_r) \) of the set of goods \( \left( \bigcup_{j \in R} A_j \cup A_0 \right) \) such that, for each \( k \in [r] \), we have \( v_i(B_k) = |B_k| \geq \mu_i^r \left( \bigcup_{j \in R} A_j \cup A_0 \right) \). Hence, \( v_i(A_i) < \frac{1}{6} |B_k| \) for each \( 1 \leq k \leq r \). Since the allocation \( \mathcal{A} \) is non-wasteful, the previous inequality reduces to

\[
6 |A_i| < |B_k| \quad \text{for all } 1 \leq k \leq r \tag{9}
\]

For the agent \( i \) under consideration, we have \( G_i = \left( \bigcup_{j \in H_i} A_j \right) \cup A_0 \cup A_i \) (see \textsc{Alg}) and \( v_i(G_i) \leq 2v_i(A_i) \leq 2|A_i| \). Furthermore, the fact that, for each \( 1 \leq k \leq r \), the subset \( B_k \) is non-wasteful (with respect to \( v_i \)) gives us

\[
|B_k \cap G_i| = v_i(B_k \cap G_i) \quad \text{(via Proposition 1)}
\]

\[
\leq v_i(G_i) \quad \text{(since } v_i \text{ is monotonic)}
\]

\[
\leq 2|A_i| \tag{10}
\]

Write \( G_i^c := [m] \setminus G_i \) and note that (in allocation \( \mathcal{A} \)) each good in \( G_i^c \) is assigned to some agent \( j \in H_i^c := [n] \setminus H_i \); this follows from the fact that \( G_i = \left( \bigcup_{j \in H_i} A_j \right) \cup A_0 \cup A_i \). Furthermore, note that the subsets \( B_k \) partition \( \bigcup_{j \in R} A_j \cup A_0 \). These two observations ensure that each good \( g \in G_i^c \cap B_k \) is contained in some bundle \( A_j \) with \( j \in H_i^c \cap R \). Hence, the pairwise disjoint subsets \( \{G_i^c \cap B_k\}_{k=1}^r \) are contained in \( \bigcup_{j \in (H_i^c \cap R)} A_j \), and we have

\[
\sum_{k=1}^r |G_i^c \cap B_k| \leq \sum_{j \in H_i^c \cap R} |A_j| \leq \sum_{j \in H_i^c \cap R} 4|A_i| \leq 4r|A_i| \tag{11}
\]

On the other hand, for each \( 1 \leq k \leq r \), we have the following lower bound

\[
|G_i^c \cap B_k| \geq |B_k| - |B_k \cap G_i| \geq |B_k| - 2|A_i| \quad \text{(via inequality (10))}
\]

\[
> 4|A_i| \quad \text{(via inequality (9))}
\]

Summing the last inequality, over \( k \in [r] \), gives us \( \sum_{k=1}^r |G_i^c \cap B_k| > 4r|A_i| \). This contradicts equation (11) and, hence, shows that for every subset \( R \) and agent \( i \in R \) the restricted maximin share guarantee is achieved at least with a factor of \( 1/6 \). \( \square \)
5 Hardness of Approximation for Binary XOS Valuations

This section establishes the APX-hardness of maximizing Nash social welfare in fair division instances with binary XOS valuations. This inapproximability holds even if the agents’ (binary XOS) valuations are identical and admit a succinct representation. We obtain the hardness result by developing an approximation preserving reduction from the following gap version of the independent set problem in 3-regular graphs.

**Theorem 9** ([CC03]). Given a 3-regular graph \( G \) and a threshold \( \tau \), it is NP-hard to distinguish between

- **YES Instances**: The size of the maximum independent set in \( G \) is at least \( \tau \).
- **NO Instances**: The size of the maximum independent set in \( G \) is at most \( \frac{94}{95} \tau \).

Note that in the theorem above, for the given graph, either the maximum independent set is of size at least \( \tau \) or it is at most \( \frac{94}{95} \tau \), i.e., here we have a promise problem. Our hardness result is established next.

**Theorem 10.** For fair division instances with (identical) binary XOS valuations, it is NP-hard to approximate the maximum Nash social welfare within a factor of 1.0042.

**Proof** We will show that, given a \( c \)-approximation algorithm for maximizing Nash social welfare, with an appropriate constant \( c > 1 \), one can distinguish between the YES and NO instances of Theorem 9.

The reduction is as follows. For the given 3-regular graph \( G = (V, E) \) and parameter \( \tau \), we construct a fair division instance with \( \tau \) agents and \( m = |E| \) indivisible goods, one good corresponding to each edge of \( G \). For ease of presentation, the set of goods is also denoted by \( E \). All agents in this fair division instance have an identical valuation \( f : 2^E \mapsto \mathbb{R}_+ \). Write \( \delta(v) := \{ (u, v) \in E : u \in V \} \) denote the set of edges incident on a vertex \( v \in V \). With these size-3 subsets of edges in hand, we define, for every set \( S \subseteq E \), the valuation as follows \( f(S) := \max_{v \in V} |S \cap \delta(v)| \). Valuation \( f \) is indeed a binary XOS function; see property \((P_i)\) in Theorem 2.

In the given graph \( G \), the maximum independent set is of size at least \( \tau \) or at most \( \frac{94}{95} \tau \). We will show that, analogously, the optimal Nash social welfare (in the constructed fair division instance) will either be high or low; the multiplicative gap here will rule out a \( c \)-approximation algorithm.

First, we consider the case wherein the maximum independent set \( I \) is of size at least \( \tau \). In such a setting, each agent in the fair division instance can be allocated the set of edges \( \delta(u) \) for a vertex \( u \in I \). Since the vertices in \( I \) do not share an edge and \( |I| \) is at least the number of agents \( \tau \), every agent gets a (disjoint subset) bundle of size three; recall that the graph is 3-regular. Therefore, the optimal Nash social welfare in this case is \( 3^{\frac{\tau}{95}} \).

In the second case the maximum independent set \( I \) is of size is at most \( \frac{94}{95} \tau \). Consequently, under any allocation of edges (goods), at most \( \frac{94}{95} \tau \) agents receive a bundle of value 3; this follows from the observation that, given any allocation in which \( t \in \mathbb{Z}_+ \) agents have a bundle of value 3, we can construct an independent set of size \( t \). Next, note that all the agents who do not receive a bundle of value 3, can have value at most 2 for their bundle; there are at least \( \tau - \frac{94}{95} \tau = \frac{\tau}{95} \) such agents. Therefore, in this case, the optimal Nash social welfare is upper bounded by

\[
\left( 3 \frac{94}{95} \right)^\frac{\tau}{95} = 3^{\frac{94}{95}} \cdot 2^{\frac{\tau}{95}}.
\]

Hence, the two cases can be distinguished from each other via a \( c \)-approximation algorithm for Nash social welfare, with \( c \leq \frac{3^{\frac{94}{95}}}{3^{\frac{94}{95}} 2^{\frac{\tau}{95}}} = \left( \frac{3}{2} \right)^{\frac{\tau}{95}} \). Since \( \left( \frac{3}{2} \right)^{\frac{\tau}{95}} > 1.0042 \), we obtain the stated result that is NP-hard to approximate the maximum Nash social welfare within a factor of 1.0042 under binary XOS valuations. \( \square \)

\[\text{Note that, by definition, the value of } f \text{ is upper bounded by } 3, \text{i.e., the Nash social welfare cannot be greater than } 3.\]
6 Lower Bound for Binary Subadditive Valuations

In this section we prove that, under binary subadditive valuations, an exponential number of value queries are required to obtain a sub-linear approximation for the Nash social welfare.

Theorem 11. For fair division instances \(\langle [m], [n], \{ f_i \}_{i=1}^n \rangle\) with binary subadditive valuations and a fixed constant \(\varepsilon \in (0, 1]\), exponentially many value queries are necessarily required for finding an allocation with Nash social welfare at least \(\frac{1}{n^{\frac{1}{\varepsilon}}}\) times the optimal.

Towards establishing this theorem, we define two (families of) fair division instances, each with \(n\) agents, \(m = n^2\) goods, and binary subadditive valuations. In the first instance, all the agents will have the same binary subadditive valuation, \(f : 2^{|m|} \rightarrow \mathbb{R}_+\), while in the second instance, the valuations of the agents will be non-identical, \(f_i' : 2^{|m|} \rightarrow \mathbb{R}_+\) for each agent \(i \in [n]\). In particular, we will construct the valuations, \(f\) and \(\{f_i'\}_i\), such that (i) distinguishing whether the agents’ valuations are \(\{f_i'\}_i\) or \(f\) requires an exponential number of value queries (Lemma 14) and (ii) the optimal Nash social welfare of the two instances differ multiplicatively by a linear factor. Since the second property implies that one can use any sub-linear approximation of the optimal Nash social welfare to distinguish between the two instances (i.e., between the two valuation settings), these properties will establish the stated query lower bound.

To specify the valuations, fix a small constant \(\delta \in (0, \frac{1}{16})\) and write integers \(p := \lceil (1 + \delta) n^{4\delta} \rceil\) along with \(q := \lfloor n^{1+2\delta} \rfloor\). We will assume, throughout, that \(n\) is large enough to ensure that the integers \(p, q \in \mathbb{Z}_+\) satisfy \(p < q\). With these parameters in hand, define valuation \(f : 2^{|m|} \rightarrow \mathbb{Z}_+\) as follows

\[
f(S) := \begin{cases} 
|S| & \text{if } |S| \leq p, \\
p & \text{if } p < |S| \leq q, \\
\left\lfloor \frac{p|S|}{q} \right\rfloor & \text{otherwise, if } |S| > q
\end{cases}
\]

For constructing valuations \(\{f_i'\}_i\), consider a random \(n\)-partition, \(T_1, T_2, \ldots, T_n\), of the set of goods \([m]\), with \(|T_i| = n\) for each \(i \in [n]\). Now, for every \(i \in [n]\) and subset \(S \subseteq [m]\), define \(f_i'(S) := \max\{f(S), |S \cap T_i|\}\). The following two lemmas show that the constructed valuations are binary subadditive.

Lemma 12. The valuation \(f\) (as defined above) is subadditive and has binary marginals.

Proof. We will first prove that the function \(f\) has binary marginals and then establish that it is subadditive. In particular, the following case analysis shows that for each subset \(S \subseteq [m]\) and good \(g \in [m] \setminus S\) we have \(f(S \cup \{g\}) - f(S) \in \{0, 1\}\).

Case I: \(|S| < p\). In this case, the marginal increase is equal to one, \(f(S \cup \{g\}) - f(S) = |S + g| - |S| = 1\).

Case II: \(|S| = p\). Here, \(p + 1 = |S \cup \{g\}| \leq q\); recall that \(p + 1 \leq q\). Therefore, the marginal increase is zero, \(f(S \cup \{g\}) - f(S) = p - p = 0\).

Case III: \(p < |S| < q\). In this case, we have \(p < |S| + 1 \leq q\). Hence, the marginal values are again zero, \(f(S \cup \{g\}) - f(S) = p - p = 0\).

Case IV: \(|S| = q\). Since \(|S| + 1 > q\), here we have

\[
f(S \cup \{g\}) - f(S) = \left\lfloor \frac{p(q + 1)}{q} \right\rfloor - p = \left\lfloor \frac{p + p}{q} \right\rfloor - p = (p + 1) - p,
\]

(since \(p\) is an integer and \(p/q < 1\))

\[
= 1.
\]
Case V: \(|S| > q\). In this case, the marginal increase is

\[
f(S \cup \{g\}) - f(S) = \left\lceil \frac{p \cdot (|S| + 1)}{q} \right\rceil - \left\lfloor \frac{p \cdot |S|}{q} \right\rfloor = \left\lfloor \frac{p \cdot |S| + p}{q} \right\rfloor - \left\lfloor \frac{p \cdot |S|}{q} \right\rfloor
\]

\[
\leq \left\lfloor \frac{p \cdot |S|}{q} \right\rfloor + \left\lfloor \frac{p}{q} \right\rfloor - \left\lfloor \frac{p \cdot |S|}{q} \right\rfloor \quad \text{(since } |a + b| \leq |a| + |b| \text{ for any } a, b \in \mathbb{R}_+\text{)}
\]

\[
= \frac{p}{q} = 1 \quad \text{(since } p/q < 1\text{)}
\]

By definition, \(f\) is an integer-valued function and is monotonic. Therefore, the previous inequality \((f(S \cup \{g\}) - f(S) \leq 1)\) implies that the marginals are binary in this case as well.

The five cases above establish that throughout the valuation \(f\) has binary marginals.

We now establish the subadditivity of \(f\), i.e., show that \(f(S \cup T) \leq f(S) + f(T)\), for all subsets \(S, T \subseteq [m]\). Towards this, we consider the following cases based on the cardinality of the set \(S \cup T\)

Case I: \(|S \cup T| \leq q\). Note that \(f(X) = \min\{|X|, p\}\), for any subset that satisfies \(|X| \leq q\). Hence, here we have

\[
f(S \cup T) = \min\{|S \cup T|, p\}
\]

\[
\leq \min\{|S| + |T|, p\} \quad \text{(since } |S \cup T| \leq |S| + |T|\text{)}
\]

\[
\leq \min\{|S|, p\} + \min\{|T|, p\} \quad \text{(since } |S| \leq q \text{ and } |T| \leq q\text{)}
\]

Therefore, in this case \(f\) is subadditive.

Case II: \(|S \cup T| > q\). Note that, for every \(X \subseteq [m]\), the function \(f\) (by definition) satisfies

\[
\left\lceil \frac{|X| \cdot p}{q} \right\rceil \leq f(X) \quad (12)
\]

Furthermore, given that \(|S \cup T| > q\), the following equality holds

\[
f(S \cup T) = \left\lceil \frac{|S \cup T| \cdot p}{q} \right\rceil
\]

\[
\leq \left\lceil (|S| + |T|) \cdot \frac{p}{q} \right\rceil \quad \text{(via } |S \cup T| \leq |S| + |T|\text{)}
\]

\[
\leq \left\lceil |S| \cdot \frac{p}{q} \right\rceil + \left\lceil |T| \cdot \frac{p}{q} \right\rceil \quad \text{(since } |a + b| \leq |a| + |b| \text{ for all } a, b \in \mathbb{R}_+\text{)}
\]

\[
\leq f(S) + f(T) \quad \text{(via } (12)\text{)}
\]

Hence, this case analysis shows that \(f\) is subadditive. Therefore, the lemma stands proved. \(\square\)

**Lemma 13.** The valuations \(\{f'_i\}_{i \in [n]}\) (as defined above) are subadditive and have binary marginals.

**Proof** For any subset \(T \subseteq [m]\), consider the function \(u_T(S) := |S \cap T|\), for all subsets \(S \subseteq [m]\). Since \(u_T(\cdot)\) is an additive function with binary marginals, \(u_T(\cdot)\) is binary subadditive.

Recall that \(f_i(S) = \max\{f(S), |S \cap T_i|\} = \max\{f(S), u_{T_i}(S)\}\), for every subset \(S \subseteq [m]\). That is, \(f'_i\) is defined to be the pointwise maximum of binary subadditive functions \(f(\cdot)\) and \(u_{T_i}(\cdot)\).

**Lemma 17** (see Appendix C) shows that subadditivity is closed under the pointwise maximum operation. **Lemma 18** (Appendix C) establishes an analogous result for the binary-marginals property. Hence, applying these two results, we obtain that \(f'_i\) is a binary subadditive function, for each \(i \in [n]\). \(\square\)
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Lemma 14. An exponential number of value queries are required to distinguish between the functions $f$ and $f'_i$, for any $i \in [n]$.

Proof. We will show that, for any subset $S \subseteq [m]$, the inequality $f'_i(S) \neq f(S)$ holds with exponentially small probability, over random subset $T_i$ (that define $f_i$). Therefore, exponentially many value queries are required to distinguish between the two functions.

Towards bounding the probability, we conduct the following case analysis based on the size of the set $S$:

Case I: $|S| \leq p$. In this case, we have $f(S) = |S| = f'_i(S)$. Hence, if the set $S$ is of size at most $p$, then the functions $f$ and $f'_i$ are indistinguishable.

Case II: $p < |S| \leq q$. For any such subset $S \subseteq [m]$, that values $f'_i(S)$ and $f(S)$ differ iff $f'_i(S) = |S \cap T_i| > f(S) = p$. That is, the queried value of set $S$ can be used to identify the underlying valuation iff $|S \cap T_i| \geq p + 1 > (1 + \delta)n^{4\delta}$. Recall that $T_i \subset [m]$ is a random size-$n$ subset and $m = n^2$. Now, for each good $g \in S$, write $\chi_g$ to denote the indicator random variable that is equal to one iff $g \in T_i$, and note that

$$\mathbb{E}[|S \cap T_i|] = \sum_{g \in S} \mathbb{E}[\chi_g] = |S| \frac{|T_i|}{m} = \frac{|S|}{n} \leq \frac{q}{n} \leq n^{2\delta}$$

Since the random variables $\chi_g$s are negatively associated [DR96] and $(1 + \delta)n^{4\delta} \geq n^{2\delta} \geq \mathbb{E}[|S \cap T_i|]$, the Chernoff bound gives us $\Pr\{|S \cap T_i| > (1 + \delta)n^{4\delta}\} \leq 2^{-(1+\delta)n^{4\delta}}$; see, e.g., [MU17, Theorem 4.4 (3)]. Therefore, in this case one can distinguish between the valuations with an exponentially small probability only.

Case III: $|S| > q$. Analogous to the previous case, here the values $f(S)$ and $f'_i(S)$ differ iff $|S \cap T_i| > f(S) = \left\lceil \frac{p |S|}{q} \right\rceil$. That is, to differentiate we require

$$|S \cap T_i| \geq \frac{p |S|}{q}$$

$$\geq \frac{((1 + \delta)n^{4\delta} - (1 + \delta)) |S|}{q} \quad \text{(since } p \geq (1 + \delta)n^{4\delta} - 1 > (1 + \delta)n^{4\delta} - (1 + \delta)\text{)}$$

$$\geq \frac{(n^{4\delta} - 1)(1 + \delta)|S|}{n^{1+2\delta}} \quad \text{(since } q \leq n^{1+2\delta}\text{)}$$

$$= \left(\frac{n^{2\delta} - \frac{1}{n^{2\delta}}}{n^{2\delta}}\right)(1 + \delta) \frac{|S|}{n}$$

$$\geq (1 + \delta) \frac{|S|}{n} \quad \text{(for large } n)$$

Furthermore, $\mathbb{E}[|S \cap T_i|] = \frac{|S|}{n} \geq n^{-2\delta}$; here, the last inequality holds, since in the current case $|S| > q = \left\lceil n^{1+2\delta} \right\rceil$. Again, applying the Chernoff bound we get that the differentiating event occurs with exponentially small probability, $\Pr\{|S \cap T_i| \geq (1 + \delta) \frac{|S|}{n} \} \leq \exp\left(-\frac{n^{4\delta} \delta^2}{3}\right)$.

Overall, the analysis shows that, to distinguish $f$ and $f'_i$, one necessarily needs to query the values of exponentially many subsets $S$. This completes the proof.

6.1 Proof of Theorem 11

Here, we establish Theorem 11, our main negative result for binary subadditive valuations.
With \( n \) agents and \( m = n^2 \) goods, we consider two families of instances with binary subadditive valuations (see Lemmas 12 and 13): the first one in which all the agents have the same valuation \( f \), and the other wherein the agents’ valuations are \( \{f_i'\}_{i=1}^n \). Lemma 14 shows that exponentially many value queries are required to distinguish between these two cases, i.e., to determine whether the agents’ valuations are \( f \) or \( \{f_i'\} \).

We will next establish that such a distinction can be made via an \( n^{1-\varepsilon} \) approximation to the optimal Nash social welfare and, hence, obtain the stated query complexity of approximating the Nash social welfare. Note that, under valuations \( \{f_i'\} \), the optimal Nash welfare is equal to \( n \). In particular, allocating bundle \( T_i \) to agent \( i \) leads to \( f_i'(T_i) = n \), for each \( i \in [n] \), i.e., here the Nash social welfare of the allocation \( (T_1, \ldots, T_n) \) is \( n \).

By contrast, under valuation \( f \), the optimal Nash social welfare is at most \( (2n^{4\delta} + 1) \). In fact, the following argument shows that, for any allocation \( (A_1, \ldots, A_n) \), the average social welfare \( \frac{1}{n} \sum_{i=1}^{n} f(A_i) \leq 2n^{4\delta} + 1 \). Hence, via the AM-GM inequality, this upper bound holds for the optimal Nash social welfare as well.

Let \( A = (A_1, A_2, \ldots, A_n) \) be the allocation that maximizes the average social welfare under \( f \). We can assume, without loss of generality, that for each agent \( i \in [n] \), either \( |A_i| > q \) or \( |A_i| \leq p \). Otherwise, if for some agent \( j \in [n] \), we have \( p < |A_j| \leq q \), then we can iteratively remove goods from \( A_j \) until \( |A_j| = p \). This update will not decrease \( f(A_j) \) (this value will continue to be \( p \)) and, hence, the social welfare remains unchanged as well. For ease of analysis, we further modify allocation \( A \): while there are two agents \( j, k \in [n] \) with \( |A_k| \geq |A_j| > q \), we iteratively transfer goods from \( A_j \) to \( A_k \) until \( |A_j| = p \). Note that after each transfer the social welfare decreases by at most one (i.e., the drop in average social welfare is at most \( 1/n \)).

\[ \frac{1}{n} \sum_{i=1}^{n} f(A_i) \leq \frac{1}{n} \left( (n-1)p + \left\lceil \frac{p}{q} m \right\rceil \right) \]

\[ \leq \frac{1}{n} \left( np + \frac{p}{q} m \right) \]

\[ \leq p + \frac{np}{q} \quad \text{(since} \ m = n^2 \text{)} \]

\[ \leq 2n^{4\delta} \quad \text{(since} \ p = \lfloor (1+\delta)n^{4\delta} \rfloor \text{and} \ q = \lfloor n^{1+2\delta} \rfloor \text{)} \]

Therefore, under valuation \( f \), the average social welfare is at most \( 2n^{4\delta} + 1 \). As mentioned previously, this implies that the ratio of the optimal Nash welfare under \( f \)'s and \( f \) is \( \Omega(n^{1-4\delta}) \). This, overall, establishes that any sub-linear approximation would differentiate between the valuations and, hence, require exponentially many value queries. The theorem stands proved.

### 7 Conclusion and Future Work

We develop algorithmic and hardness result for Nash social welfare maximization under binary XOS and binary subadditive valuations. Our algorithm provides (under binary XOS valuations) constant-factor approximations simultaneously for Nash social welfare, social welfare, and GMMS. It would be interesting to extend the positive result for Nash social welfare to the asymmetric version, wherein

---

Recall that for any \( a, b \in \mathbb{R}_+ \), the following inequalities hold: \( |a| + |b| - 1 \leq |a + b| \leq |a| + |b| \).
each agent has an associated weight (entitlement) $e_i \in \mathbb{R}_+$, and the objective is to find an allocation $(X_1, \ldots, X_n)$ that maximizes $(\prod_i (v_i(X_i))^{e_i})^{\frac{1}{\sum e_i}}$. Another interesting direction for future work is to develop, under binary XOS valuations, constant-factor approximation algorithms for $p$-mean welfare maximization, with $p \leq 1$.
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A Missing Proofs from Section 2

Proposition 1. Let \( v : 2^{[m]} \rightarrow \mathbb{Z}_+ \) be a function with binary marginals and \( S \subseteq [m] \) be a non-wasteful set (with respect to \( v \)), then each subset of \( S \) is non-wasteful as well.

Proof. Consider any subset \( X \subseteq S \) of the non-wasteful set \( S \) and, towards a contradiction, assume that \( v(X) < |X| \). Note that \( v(X) \leq |X| \), since function \( v \) has binary marginals. Now, consider the process of adding goods \( \bar{g} \in S \setminus X \) into the set \( X \) one by one. Again, the fact that \( v \) has binary marginals ensures that in this process the increase in value after the addition of each good \( \bar{g} \) is at most one. Therefore, at the end of the process \( v(X \cup (S \setminus X)) \leq v(X) + |S \setminus X| < |X| + |S \setminus X| = |S| \). This inequality, \( v(S) < |S| \), contradicts the fact that \( S \) is non-wasteful and completes the proof.

We next restate and prove Theorem 2.

Theorem 2. A valuation \( v : 2^{[m]} \rightarrow \mathbb{R}_+ \) is binary XOS iff it satisfies anyone of the following equivalent properties (P1): Function \( v \) is XOS and it has binary marginals.

(P2): Function \( v \) has binary marginals and for every set \( S \subseteq [m] \) there exists a subset \( X \subseteq S \) with the property that \( v(X) = |X| = v(S) \).

(P3): Function \( v \) can be expressed as a pointwise maximum of binary additive functions \( \{ \ell_t : 2^{[m]} \rightarrow \mathbb{R}_+ \}_{t=1}^L \), i.e., \( v(S) = \max_{1 \leq t \leq L} \ell_t(S) \) for every \( S \subseteq [m] \). Here, each function \( \ell_t \) is additive and \( \ell_t(g) \in \{0, 1\} \) for every \( g \in [m] \).

(P4): There exists a family of subsets \( F \subseteq 2^{[m]} \) such that \( v(S) = \max_{F \subseteq X} |S \cap F| \) for every set \( S \subseteq [m] \).

Proof. We will establish the equivalence between these four properties of binary XOS functions by proving the following cyclic implications \((P_1) \implies (P_2) \implies (P_3) \implies (P_4) \implies (P_1)\).

Implication I: \( (P_1) \implies (P_2) \). Let \( v \) be a function that is XOS and has binary marginals. The binary-marginals property ensures that \( v \) is monotonic as well, i.e., \( v(X) \leq v(Y) \) for any subsets \( X \subseteq Y \subseteq [m] \). To establish property \((P_2)\), consider the following iterative procedure for any subset \( S \subseteq [m] \): initialize \( S' = S \) and while there exists a good \( g' \in S' \) such that \( v(S') \setminus \{g'\} = v(S) \), we update \( S' \leftarrow S' \setminus \{g'\} \). Let \( X \subseteq S \) be the subset that remains at this end of this procedure, i.e., \( v(S) = v(X) \) and, for every good \( g \in X \), we have \( v(X \setminus \{g\}) = v(X) - 1 \); note that \( v(X) - v(X \setminus \{g\}) \in \{0, 1\} \), since \( v \) has binary marginals. Since the function \( v \) is XOS, we have that \( v(X) = \ell(X) \) for some additive function \( \ell : 2^{[m]} \rightarrow \mathbb{R}_+ \), i.e., \( v(X) = \ell(X) = \sum_{g \in X} \ell(g) \).

We will now show that \( \ell(g) = 1 \) for every \( g \in X \). This will imply that property \((P_4)\) holds, since we will then have \( v(S) = v(X) = \sum_{g \in X} \ell(g) = |X| \). Towards a contradiction, assume that \( \ell(\hat{g}) \neq 1 \) for some good \( \hat{g} \in X \). In such a case we have \( \ell(\hat{g}) < 1 \). Therefore,

\[
\begin{align*}
v(X \setminus \{\hat{g}\}) &\geq \ell(X \setminus \{\hat{g}\}) \\
&= \ell(X) - \ell(\hat{g}) \\
&= v(X) - \ell(\hat{g}) \\
&> v(X) - 1.
\end{align*}
\]

Note that it cannot be the case that \( \ell(\hat{g}) > 1 \), since the binary-marginals property ensures \( \ell(\hat{g}) \leq v(\hat{g}) \leq 1 \).
This (strict) inequality, \( v(X \setminus \{g\}) > v(X) - 1 \), contradicts the fact that, for every good \( g \in X \), we have \( v(X \setminus \{g\}) = v(X) - 1 \). Therefore, \( \ell(g) = 1 \) for every good \( g \in X \), and property (P2) follows.

**Implication II:** (P2) \( \implies \) (P3). To show that a function \( v \) that satisfies property (P2) also satisfies (P3), we will construct a family of additive functions \( \{\ell_{t}\}_{t} \) such that (i) for every set \( S \subseteq [m] \), we have \( v(S) = \max_{t} \ell_{t}(S) \), and (ii) the additive functions \( \{\ell_{t}\}_{t} \) have binary marginals.

To construct such a collection of additive functions, consider the collection of all non-wasteful subsets (with respect to \( v \)). In particular, write \( \mathcal{T} := \{T \subseteq [m] : v(T) = |T|\} \), and, for each subset \( T \in \mathcal{T} \), define additive function \( \ell_{T}(X) := |X \cap T| \) (for every subset \( X \subseteq [m] \)). Indeed, the additive functions \( \{\ell_{T}\}_{T \in \mathcal{T}} \) have binary marginals. It remains to show that these functions also satisfy requirement (i). Towards this, for any set \( S \subseteq [m] \), let \( X \subseteq S \) be the subset that satisfies (P2), i.e., \( v(S) = v(X) = |X| \). Since \( X \) is non-wasteful, we have \( X \in \mathcal{T} \) and \( v(S) = |X| = |S \cap X| = \ell_{X}(S) \leq \max_{T \in \mathcal{T}} \ell_{T}(X) \).

Furthermore, the fact that function \( v \) has binary marginals (see (P2)) implies that \( v \) is monotonic. Therefore, for any non-wasteful subset \( T \), we have

\[
v(S) \geq v(S \cap T) = |S \cap T| \geq \max_{T' \in \mathcal{T}} |S \cap T'|.
\]

Maximizing over all \( T' \in \mathcal{T} \) yields

\[
v(S) \geq \max_{T \in \mathcal{T}} \ell_{T}(S).
\]

Therefore, \( v(S) \geq \max_{T \in \mathcal{T}} \ell_{T}(S) \) and property (P3) holds.

**Implication III:** (P3) \( \implies \) (P4). Here, the support of the binary additive functions \( \{\ell_{t}\}_{t=1}^{L} \) that define \( v \) in (P3) gives us the set family \( \mathcal{F} \) for (P4); specifically, write \( F_{t} := \{g \in [m] : \ell_{t}(g) = 1\} \), for each \( t \in [L] \), and \( \mathcal{F} := \{F_{t}\}_{t=1}^{L} \). Since \( v(S) = \max_{t} \ell_{t}(S) = \max_{t} |F_{t} \cap S| = \max_{F \in \mathcal{F}} |F \cap S| \), for any set \( S \subseteq [m] \), property (P4) holds.

**Implication IV:** (P4) \( \implies \) (P1). Complementary to the previous implication, we obtain a collection of additive functions \( \{\ell_{F}\}_{F \in \mathcal{F}} \) from the set family \( \mathcal{F} \) (that defines function \( v \) in (P4)). In particular, for each \( F \in \mathcal{F} \), define \( \ell_{F}(X) = |F \cap X| \) (for every \( X \subseteq [m] \)). Note that the functions \( \ell_{F}(\cdot) \)s are binary additive and \( v(S) = \max_{F \in \mathcal{F}} |F \cap S| = \max_{F \in \mathcal{F}} \ell_{F}(S) \). Given that function \( v \) can be expressed a pointwise maximum of additive functions, we get that \( v \) is XOS. Also, \( v \) has binary marginals—this follows from the observation that each \( \ell_{F}(\cdot) \) has binary marginals and this property is preserved under pointwise maximization (Lemma 18). Therefore, \( v \) satisfies (P1).

Overall, we obtain the equivalence among the four properties. □

Next, we restate and prove Lemma 3.

**Lemma 3.** For any allocation \( \mathcal{P} = (P_{1}, \ldots, P_{n}) \) among agents with binary XOS valuations, there exists an allocation \( \mathcal{P}' = (P'_{1}, \ldots, P'_{n}) \) of non-wasteful bundles that has the same valuation profile as \( \mathcal{P} \), i.e., \( v_{i}(P'_{i}) = |P'_{i}| = v_{i}(P_{i}) \) for all agents \( i \in [n] \).

**Proof** For each agent \( i \in [n] \), the valuation, \( v_{i} \), is a binary XOS function. Therefore, property (P2) in Theorem 2 ensures that for each given bundle \( P_{i} \), there necessarily exists a non-wasteful subset \( P'_{i} \subseteq P_{i} \) with the property that \( |P'_{i}| = v_{i}(P'_{i}) = v_{i}(P_{i}) \). This establishes the existence of the desired allocation \( \mathcal{P}' = (P'_{1}, P'_{2}, \ldots, P'_{n}) \). □
B  Missing Proofs from Section 3

**Proposition 15.** Let $D_0, D_1, \ldots, D_\ell$ be a collection of pairwise disjoint subsets of goods such that $|D_k|$ is an integer multiple of $4^{k+2}$, for each $0 \leq k \leq \ell$. Also, let $\mathcal{B} = (B_1, B_2, \ldots, B_\ell)$ be any $t$-partition of the set $\bigcup_{k=0}^\ell D_k$ with the property that
(P): For any index $k$ and each good $g \in D_k$, if $g \in B_k$, then $|B_k| \leq 4^{k+2}$ (i.e., goods in $D_k$ must be assigned among bundles of size at most $4^{k+2}$).
Then, in the partition, the number of bundles $t \geq \sum_{k=0}^\ell |D_k|/4^{k+2}$.

**Proof**  Index the bundles in the partition $\mathcal{B}$ such that $|B_1| \leq |B_2| \leq \ldots \leq |B_\ell|$. We will show that, with this indexing in hand, one can further assume that goods from lower indexed $D_k$s are assigned to lower indexed bundles; specifically, the partition $\mathcal{B}$ satisfies the following property
(Q): With index $a < b$, if bundle $B_\alpha$ contains a good from $D_a$ (i.e., $D_a \cap B_\alpha \neq \emptyset$) and bundle $B_\beta$ contains a good from $D_b$, then $\alpha \leq \beta$.

In particular, this property ensures that all the goods in $D_0$ are assigned to the lowest indexed bundles, the subsequent bundles contain goods from $D_1$, and so on.

We can directly count the smallest number the bundles, say $t^*$, that are required to cover $\bigcup_{k=0}^\ell D_k$ while satisfying properties (P) and (Q): property (Q) ensures that for some $t_0^* \in \mathbb{Z}^+$, the first $t_0^*$ bundles contain all the goods in $D_0$. Since $|D_0|$ is an integer multiple of $4^2$ and each good in $D_0$ must be contained in a bundle of size at most $4^2$ (property (P)), we get that $t_0^* = |D_0|/4^2$. Inductively, for $D_k$, we require $t_k^* = |D_k|/4^{k+2}$ bundles. Therefore, the desired bound follows $t^* = \sum_{k=0}^\ell t_k^* = \sum_{k=0}^\ell |D_k|/4^{k+2}$.

To complete the proof, we will now show that any partition $\mathcal{B} = (B_1, B_2, \ldots, B_\ell)$ can be iteratively transformed into another partition—without increasing $t$—that satisfies (Q), as well as (P).

Assume that allocation $\mathcal{B}$ does not satisfy (Q) for bundles $B_\alpha$ and $B_\beta$, i.e., we have $\alpha > \beta$. In such a case, we can swap goods $g' \in B_\alpha \cap D_a$ and $g'' \in B_\beta \cap D_b$ between the two bundles and continue to maintain (P); since property (P) was satisfied before the swap, we know that $|B_\alpha| \leq 4^{a+2}$, and $|B_\beta| \leq 4^{b+2}$. Furthermore, here $a < b$ and $\alpha > \beta$. Hence, after the swap, (P) is satisfied for good $g'$: $|B_\beta| \leq |B_\alpha| \leq 4^{a+2}$. Property (P) is satisfied for $g''$ as well: $|B_\alpha| \leq 4^{a+2} < 4^{b+2}$. For all other goods, (P) directly continues to hold.

Note that only a polynomial number of such swaps can be performed before property (Q) is satisfied. Hence, a repeated application of this swapping operation provides a partition that has the same number of bundles $t$, and it satisfies both properties (P) and (Q). This completes the proof. \hfill \Box

**Proposition 16.** For any integer $\ell \geq 1$, we have $\prod_{k=0}^\ell \left(\frac{1}{2^{k+1}}\right)^{\frac{1}{2^k}} \geq \frac{1}{16}$.

**Proof**  Considering the logarithm (to the base 2) of the left-hand-side of the stated inequality, we get

$$\log \left( \prod_{k=0}^\ell \left(\frac{1}{2^{k+1}}\right)^{\frac{1}{2^k}} \right) = \sum_{k=0}^\ell \log \left(\frac{1/2^{k+1}}{2^k}\right) = \sum_{k=0}^\ell \frac{-(k+1)}{2^k}$$

Hence, to prove the proposition, it is suffices to show that

$$\sum_{k=0}^\ell \frac{-(k+1)}{2^k} \geq \log \left(\frac{1}{16}\right) = -4 \quad (13)$$

Towards this, consider the infinite sum

$$S := \sum_{k=0}^\infty \frac{-(k+1)}{2^k} \quad (14)$$
Multiplying by 2 on both sides we get

\[ 2S = \sum_{k=0}^{\infty} \frac{-(k+1)}{2^{k-1}} = -2 + \sum_{k=1}^{\infty} \frac{-(k+1)}{2^{k-1}} = -2 + \sum_{k=0}^{\infty} \frac{-(k+2)}{2^k} \]  

(15)

Subtracting equation (14) from (15) gives us

\[ S = -2 + \sum_{k=0}^{\infty} \frac{(k+1) - (k+2)}{2^k} = -2 + \sum_{k=0}^{\infty} \frac{-1}{2^k} = -4 \]  

(16)

This completes the proof as equation (16) establishes the desired inequality (13)

\[ \sum_{k=0}^{\ell} \frac{-(k+1)}{2^k} \geq \sum_{k=0}^{\infty} \frac{-(k+1)}{2^k} = S = -4 \]  

(17)

\[ \square \]

C Missing Proofs from Section 6

Lemma 17. Let \( v, u : 2^{|m|} \rightarrow \mathbb{R}_+ \) be subadditive functions, and let \( w(X) := \max\{v(X), u(X)\} \), for each subset \( X \subseteq [m] \). Then, the function \( w : 2^{|m|} \rightarrow \mathbb{R}_+ \) is subadditive as well.

Proof For any two subsets \( S, T \subseteq [m] \), by definition of \( w(\cdot) \) we have

\[
    w(S \cup T) = \max\{v(S \cup T), u(S \cup T)\} \\
    \leq \max\{v(S) + v(T), u(S) + u(T)\} \quad \text{(v and u are subadditive)} \\
    \leq \max\{v(S), u(S)\} + \max\{v(T), u(T)\} \quad \text{(regrouping terms)} \\
    = w(S) + w(T)
\]

This proves that, as stated, the function \( w \) is subadditive. \( \square \)

Lemma 18. If functions \( v, u : 2^{|m|} \rightarrow \mathbb{R}_+ \) have binary marginals, then the function \( w : 2^{|m|} \rightarrow \mathbb{R}_+ \) defined as \( w(X) := \max\{v(X), u(X)\} \) (for each \( X \subseteq [m] \)) also has binary marginals.

Proof We will prove that, for any subset \( S \subseteq [m] \) and good \( g \in [m] \setminus S \), the marginal \( w(S \cup \{g\}) - w(S) \in \{0, 1\} \). Note that, since the functions \( v \) and \( u \) have binary marginals, they are integer-valued, i.e., \( v(X), u(X) \in \mathbb{Z}_+ \) for all \( X \subseteq [m] \). Hence, \( w \) is integer-valued as well, and to obtain the binary-marginals property for this function it suffices to show that \( 0 \leq w(S \cup \{g\}) - w(S) \leq 1 \).

First, we will show that the marginal, \( w(S \cup \{g\}) - w(S) \), is at least zero. Towards this, note that functions \( v \) and \( u \) are monotonic, since their marginals are binary. Hence, function \( w \) is monotonic as well: \( w(S \cup \{g\}) = \max\{v(S \cup \{g\}), u(S \cup \{g\})\} \geq \max\{v(S), u(S)\} = w(S) \). That is, \( w(S \cup \{g\}) - w(S) \geq 0 \).

Finally, we show that marginal, \( w(S \cup \{g\}) - w(S) \), is at most one. Write \( \delta_1 := v(S \cup \{g\}) - v(S) \) and \( \delta_2 := u(S \cup \{g\}) - u(S) \). We have \( \delta_1, \delta_2 \in \{0, 1\} \) and

\[
    w(S \cup \{g\}) = \max\{v(S \cup \{g\}), u(S \cup \{g\})\} \\
    = \max\{v(S) + \delta_1, u(S) + \delta_2\} \\
    \leq \max\{v(S), u(S)\} + \max\{\delta_1, \delta_2\} \quad \text{(regrouping terms)} \\
    \leq w(S) + 1 \quad \text{(since \( \delta_1, \delta_2 \in \{0, 1\} \))}
\]

Overall, these observations that the marginals of function \( w \) are integers between 0 and 1 ensure that \( w \) satisfies the binary-marginals property. \( \square \)
D Envy-Freeness and Nash Social Welfare

This section shows that, in case of binary XOS valuations, envy-free allocations can have Nash social welfare significantly lower than the optimal. Recall that an allocation \( P = (P_1, \ldots, P_n) \) is said to be envy free iff \( v_i(P_i) \geq v_i(P_j) \) for all agents \( i, j \). The example given below highlights that bounding envy between pairs of agents (or finding an arbitrary allocation that is envy-free up to one good) does not, in and of itself, provide a constant-factor approximation for Nash social welfare.

For integer \( k \in \mathbb{Z}_+ \), consider a fair division instance with \( n = 4k \) agents and \( m = 2k(2k + 1) \) indivisible goods. The set of goods is partitioned into \( 2k + 1 \) disjoint subsets \( M_1, M_2, \ldots, M_{2k+1} \), each with \( 2k \) goods. Index the goods such that \( M_x = \{g_x^1, g_x^2, \ldots, g_x^{2k}\} \) for \( 1 \leq x \leq 2k + 1 \).

The first \( 2k \) agents have identical valuation \( v(S) := |S| \), for every \( S \subseteq [m] \). The binary XOS valuation of the remaining agents \( i \in \{2k+1, \ldots, 4k\} \) is as follows

\[
v_i(S) := \max_{1 \leq x \leq 2k+1} |S \cap M^x| \quad \text{for every subset } S \subseteq [m].
\]

We next identify an envy-free allocation \( P = (P_1, \ldots, P_n) \) in this instance whose Nash social welfare is \( \sqrt{2/k} \) times the optimal. Hence, by increasing \( k \), one can ensure that the multiplicative gap between \( \text{NSW}(P) \) and the optimal Nash social welfare is arbitrarily large.

For the first \( 2k \) agents \( i \in [2k] \), write \( P_i = \{g_i^x\}_{x=1}^{2k} \), i.e., agent \( i \in [2k] \) receives the \( i \)th good from every \( M^x \) with \( 1 \leq x \leq 2k \). The \( 2k \) remaining goods (all in \( M^{2k+1} \)) are assigned as singletons to the remaining \( 2k \) agents: \( P_j = \{g_j^{2k+1}\} \) for each agent \( j \in \{2k+1, \ldots, 4k\} \). The Nash social welfare \( \text{NSW}(P) = (2k)^{2k+1} \frac{1}{2k} = \sqrt{2k} \).

On the other hand, the optimal Nash social welfare is at least \( k \). Partition each \( M^x \) into equal-sized subsets \( \hat{M}^x \) and \( \tilde{M}^x \); in particular, \( \hat{M}^x = \{g_1^x, \ldots, g_{k}^x\} \) and \( \tilde{M}^x = \{g_{k+1}^x, \ldots, g_{2k}^x\} \). Consider an allocation \( N = (N_1, \ldots, N_{4k}) \) with \( N_i = \hat{M}^i \) for each \( i \in [2k] \) and \( N_j = \tilde{M}^{2k-j} \) for each \( j \in \{2k+1, \ldots, 4k\} \). Note that for every agent \( i \in [4k] \), we have \( v_i(N_i) = |N_i| = k \). Hence, the Nash social welfare of \( N \) is \( k \). That is, the optimal Nash social welfare is at least \( k \). This concludes the argument.