Coupled Day-Night Models of Exoplanetary Atmospheres

Siddharth Gandhi,1,2★ Adam S. Jermyn,3 †

1Department of Physics, University of Warwick, Coventry CV4 7AL, UK
2Centre for Exoplanets and Habitability, University of Warwick, Gibbet Hill Road, Coventry CV4 7AL, UK
3Center for Computational Astrophysics, Flatiron Institute, New York, NY 10010, USA

Accepted XXX. Received YYY; in original form ZZZ.

ABSTRACT

We provide a new framework to model the day side and night side atmospheres of irradiated exoplanets using 1-D radiative transfer by incorporating a self-consistent heat flux carried by circulation currents (winds) between the two sides. The advantages of our model are its physical motivation and computational efficiency, which allows for an exploration of a wide range of atmospheric parameters. We use this forward model to explore the day and night side atmosphere of WASP-76 b, an ultra-hot Jupiter which shows evidence for a thermal inversion and Fe condensation, and WASP-43 b, comparing our model against high precision phase curves and general circulation models. We are able to closely match the observations as well as prior theoretical predictions for both of these planets with our model. We also model a range of hot Jupiters with equilibrium temperatures between 1000-3000 K and reproduce the observed trend that the day-night temperature contrast increases with equilibrium temperature up to \(2500\) K beyond which the dissociation of \(H_2\) becomes significant and the relative temperature difference declines.
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1 INTRODUCTION

Observations of exoplanet atmospheres have advanced tremendously in recent years. Numerous phase curves for hot Jupiters from Spitzer observations have provided thermal emission spectra throughout the planetary orbit (e.g. Knutson et al. 2007, 2009a,b, 2012; Stevenson et al. 2017) resulting in constraints on atmospheric properties as a function of planetary longitude (e.g. Cowan & Agol 2008). Likewise, HST WFC3 (Hubble Space Telescope Wide Field Camera 3) has also produced phase resolved spectra for a number of hot and ultra-hot Jupiters (Stevenson et al. 2014; Kreidberg et al. 2018; Arcangeli et al. 2019), and advances in high resolution spectroscopy have enabled constraints on the winds on hot Jupiters (Snellen et al. 2010; Brogi et al. 2016) and chemical variation between their day and night sides (Ehrenreich et al. 2020).

Three-dimensional general circulation models (GCMs) have been crucial to interpreting these observations (e.g. Showman et al. 2008, 2009; Rauscher & Menou 2010; Dobbs-Dixon & Agol 2013; Mayne et al. 2014; Kataria et al. 2016; Flowers et al. 2019; Drummond et al. 2020). GCMs simulate the dynamics of a planetary atmosphere in three dimensions, providing unparalleled levels of spatial and dynamical detail and often incorporating important processes such as chemical reactions and radiative heat transport (e.g. Cooper & Showman 2006; Showman & Polvani 2011; Rauscher & Menou 2013; Wordsworth 2015; Hammond & Pierrehumbert 2018).

Because of their physical detail GCMs are often computationally expensive, and so 1-D and 2-D models have attracted interest as fast ways to simulate day side and night side atmosphere of exoplanets. Burrows et al. (2008) introduced a combined day and night side 1-D model which transfers energy between the irradiated day to the unirradiated night side. Koll & Abbot (2016) implemented a model for rocky planets which also solves for the resulting thermal equilibrium, and computed wind speeds by balancing dissipation against the work done by a heat engine. Tremblin et al. (2017) used 2-D models to explore the inflated radii of hot Jupiters. A key advantage of such models is that they allow for broad explorations of parameter space to interpret e.g. recent phase resolved HST observations (Stevenson et al. 2014; Kreidberg et al. 2018; Arcangeli et al. 2019) and high resolution spectroscopic measurements of winds and chemical variability (Snellen et al. 2010; Brogi et al. 2016; Ehrenreich et al. 2020). Such models can be used to determine the most physically interesting properties and parts of parameter space to explore in more detail with GCMs. In addition, simultaneous retrievals of hot Jupiter phase curves have also recently been carried out assuming more realistic parameter variation over the traditional 1-D approaches (Irwin et al. 2020).

The aim of the present work is to introduce a self-consistent wind model that calculates both the day and night side temperature profiles of the atmosphere in thermal equilibrium. Our wind model is similar to that used in Koll & Abbot (2016) in that we employ an
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energy balance argument, but we provide a more detailed prescription for energy dissipation which is specialised for use in gaseous planets. We transfer the energy between the day and night side by adapting the prescription in Burrows et al. (2008) for the thermal equilibrium equations.

We model both the night side and day side self-consistently by including a wind heat flux between the two sides using the GENESIS atmospheric model (Gandhi & Madhusudhan 2017). We first compute the wind speed in Section 2 by balancing energy input from the day-night temperature difference against dissipation, modelled using turbulent scaling relations. From the resulting wind speed we then determine a heat flux. This approach enables fast and efficient modelling of the day and night side while incorporating recent insights into turbulent dissipation processes (e.g. Garaud et al. 2017).

In Section 3 we incorporate the heat flux into the GENESIS 1D radiative-convective equilibrium code, and we then validate our results against the work by Komacek & Showman (2016) in Section 4.

In Section 5 we use our forward modelling framework to explore a number of properties of exoplanetary atmospheres. We first model the day and night side of WASP-76 b in radiative-convective and thermochemical equilibrium, an ultra-hot Jupiter which has shown evidence of a thermal inversion and Fe condensation (Fu et al. 2020; Ehrenreich et al. 2020). We model the thermal inversion on the day side with TiO and we find that the night side is cool enough for Fe to condense in the photosphere. We also model WASP-43 b in radiative-convective equilibrium and compare our results to GCMs (Kataria et al. 2015) and to the retrieved day and night side temperature profiles from phase curve observations (Stevenson et al. 2014, 2017). We find that our wind model shows good agreement to the temperature profile for pressures ≤0.1 bar, above which the data are not constraining.

Finally, we study the day-night temperature contrast as a function of equilibrium temperature to see how energy redistribution varies with irradiation. We model hot Jupiters with a wide range of equilibrium temperatures between 1000-3000 K and compare these against previous observations (e.g. Knutson et al. 2012; Wong et al. 2016; Zhang et al. 2018; Kreidberg et al. 2018) and theory (Komacek & Showman 2016; Keating et al. 2019). We find good agreement, with the temperature contrast increasing with equilibrium temperature until H₂ dissociation becomes important, beyond ~2500 K, at which point it begins to decline (Bell & Cowan 2018; Komacek & Tan 2018).

2 THEORY

We now develop our wind model. We begin by outlining our key assumptions in Section 2.1. We then compute the kinetic energy budget for the system, balancing dissipation against work done by a day-night temperature difference in Section 2.2. In Section 2.3 we calculate the dissipation rates in radiative and convective zones. We then estimate the characteristic length-scales of the flow in Section 2.4 and put it all together in Section 2.5 to obtain the wind speed in a variety of different circumstances. We then compute the heat flux carried by winds in Section 2.6, and correct this for radiative losses in Section 2.7.

2.1 Assumptions

In our analysis we make several simplifying assumptions. First, we treat the atmosphere as being composed of a day side and a night side, each of which has its own pressure-temperature profile as shown in Figure 1. That is, the day side is characterised by \( T_{\text{day}}(P) \) while the night side is characterised by \( T_{\text{night}}(P) \) (Jermyn et al. 2017). The two sides interact only via a wind which transfers heat between the two. This amounts to an expansion in spherical harmonics centred on the subsolar point, keeping the modes with \((l, m) = (0, 0)\) and \((l, m) = (1, 0)\). The amplitude of the former is

\[
A_{00}(P) = \frac{1}{2} \left( T_{\text{day}}(P) + T_{\text{night}}(P) \right),
\]

while that of the latter is

\[
A_{20}(P) = \frac{1}{2} \Delta T(P) = \frac{1}{2} \left( T_{\text{day}}(P) - T_{\text{night}}(P) \right).
\]

This expansion enables us to solve the equations of radiative transfer on each side separately, with a sink term on the day side and an equal source term on the night side. The job of the wind model is to provide the magnitude of this heat transfer given the pressure-temperature profile on either side. We have assumed here that the day side receives the full incident radiation and the night side receives none, but our model could be extended in the future to model more longitudes, thereby allowing for a 1.5-D approach considering incident radiation that is reduced by the cosine of the longitude.

Next, we take the wind to flow primarily along surfaces of constant density (i.e. isochors), so that the flow is two-dimensional. This enables us to consider the flow at different densities independently and so allows us to use one-dimensional radiative transfer models to calculate the heat balance on each of the day and night sides. We justify this approximation in Appendix A. Because pressure is a more natural coordinate for our radiative transfer methods we shall actually identify points of equal pressure between the two sides rather than points of equal density, but the two are similar enough that this does not entail significant error.

A further approximation is required to handle the possibility of turbulence. Turbulent systems exhibit fluctuations in the velocity and other fields. We average over these, so that \( u \) refers to an average velocity over long time-scales. This procedure results in a turbulent contribution to the effective viscosity and stress, which we incorporate into our equations.

Finally, following Jermyn (2015) and Koll & Abbot (2016) we treat the wind as being in energetic steady state, so that the input of energy from the temperature gradient balances losses due to viscous effects, including turbulent viscosity as appropriate, and thermal diffusion. This allows us to determine the speed \( u \) of the flow, which we do in Section 2.2.

At various points in this analysis we shall make claims which are verifiable only at the end once the answer is known. We verify these in Appendix C.

2.2 Power Balance

We now aim to compute the speed \( u \) of the flow by balancing the kinetic energy budget the system, following the reasoning of Jermyn (2015). We do this rather than computing a force balance because there are conservative forces, such as the Coriolis effect, which do not contribute to the energy budget of the flow. Likewise the acceleration owing to gravity and the behaviour of the pressure gradient are more readily analysed in this way.
To begin note that the kinetic energy density of the fluid is
\[ K = \frac{1}{2} \rho u^2. \]  
(3)

This obeys the equation
\[ \frac{DK}{Dt} = \rho \dot{u} \cdot \frac{Du}{Dt} + \frac{1}{2} u^2 \frac{D\rho}{Dt}, \]  
(4)

where
\[ \frac{D}{Dt} = \frac{\partial}{\partial t} + u \cdot \nabla \]  
(5)
denotes the material derivative. The second term in equation (4) may be written as
\[ \frac{D\rho}{Dt} = -\rho \nabla \cdot u. \]  
(6)

To expand the first term we make use of the Navier-Stokes equation, which yields
\[ \frac{Du}{Dt} + 2\Omega \times u = g - \frac{1}{\rho} \nabla P + V(u) + \Lambda, \]  
(7)

where \( g \) is the effective gravitational field accounting for the centrifugal acceleration. The forcing owing to turbulence is given by \( \Lambda \), which is independent of the velocity and present only in convection zones (Kichatinov & Rudiger 1993). The viscosity term \( V(u) \) incorporates both microscopic and turbulent components and vanishes when the velocity field vanishes. Note that because the microscopic viscosity is vanishingly small we are only ever be concerned with the turbulent part, which we shall describe in more detail later.

We have neglected the magnetic field because the ionization fraction in the atmospheres of planets is typically low, though in the hottest planets such effects may become important. More specifically, the magnetic field contributes to equation (4) an amount of order \( f B^2 u (4\pi)^{-1} \), where \( f \) is the ionization fraction, \( B \) is the magnetic field strength and \( l \) is the characteristic length-scale over which the field varies. By contrast we shall see that the temperature gradient supplies power of order \( \rho u g r \frac{1}{T_{\text{avg}}} \Delta T \). The ratio of the latter to the former is \( 4\pi \rho g T_{\text{avg}}^{-1} \Delta T (f B^2)^{-1} \). Suppose \( l \gtrsim h \), \( h \approx 10^7 \text{ cm} \), \( g \approx 10^3 \text{ cm s}^{-2} \), and take the generous bound \( B \lesssim 10^3 \text{ G} \). The thermal term is then a factor of at least \( 10^5 (\rho / \text{g cm}^{-3}) f^{-1} T_{\text{avg}}^{-1} \Delta T \) stronger than the magnetic term. Except at very low densities high in the atmosphere.
atmosphere this is comfortably greater than unity, so we expect this to be a good approximation.

Inserting equations (6) and (7) into equation (4) we obtain

\[ \frac{DK}{Dt} = \rho u \cdot \left[ g - 2 \Omega \times u - \frac{1}{\rho} \nabla P + V(u) + \Lambda \right] - \frac{1}{2} \rho u^2 \nabla \cdot u. \quad (8) \]

Because the cross product of one vector with another is orthogonal to both, the Coriolis term vanishes and

\[ \frac{DK}{Dt} = \rho u \cdot \left[ g - \frac{1}{\rho} \nabla P + V(u) + \Lambda \right] - \frac{1}{2} \rho u^2 \nabla \cdot u. \quad (9) \]

In order for the system to be in steady state the total kinetic energy must not change, so

\[ \int \frac{DK(r,t)}{Dt} d^3r = 0, \quad (10) \]

where the integral is over the entire system. Hence

\[ 0 = \int \rho(r)u(r) \cdot \frac{g}{\rho(r)} - \frac{1}{\rho(r)} \nabla P + V(u) + \Lambda(r) \quad (11) \]

We now demonstrate a helpful result, which is that

\[ \int \rho(r)u(r) \cdot \nabla f(r) \quad (12) \]

for any differentiable function \( f(r) \). This is because the divergence theorem implies

\[ \int \rho(r)u(r) \cdot \nabla f(r) d^3r = \int S \rho(r) f(r) u(r) dS - \int \nabla \cdot (\rho(r)u(r)f(r)) d^3r, \quad (13) \]

where \( S \) is a closed surface containing the integration volume and \( dS \) is the differential surface element. Because the integration volume is the entire planet the surface \( S \) lies outside the planet where \( \rho \) vanishes. Hence the first term vanishes. The second term vanishes by mass conservation in steady state, so the result holds.

Because \( g \) is the gradient of a potential equation (12) implies that its contribution to equation (11) is zero, so

\[ 0 = \int \rho(r)u(r) \cdot \frac{g}{\rho(r)} - \frac{1}{\rho(r)} \nabla P + V(u, r) + \Lambda(r) \quad (14) \]

Along similar lines note that if \( \rho \) is purely a function of \( r \) then there exists a function \( q(\rho) \)

\[ q(\rho) = \frac{1}{\rho} \int_0^\rho \frac{\nabla P(p')}{p'} dp', \quad (15) \]

such that

\[ \nabla q = \frac{1}{\rho} \nabla P. \quad (16) \]

In this case the contribution of the pressure gradient to equation (14) vanishes by equation (12). Of course this is a somewhat unusual limit. More realistically note that, neglecting variations in composition, the equation of state allows us to write

\[ \nabla P = \frac{\partial P}{\partial T}\bigg|_\rho \nabla T + \frac{\partial P}{\partial \rho}\bigg|_T \nabla \rho. \quad (17) \]

In analogue to equation (13) we define

\[ q(r) = \int_0^r \frac{\nabla P(r') \cdot \nabla P(r')}{|\nabla P(r')|^2} dr', \quad (18) \]

where the integral proceeds along a path following the density gradient. With this we see that

\[ \nabla q = \frac{\nabla P \cdot \nabla P}{|\nabla P|^2}. \quad (19) \]

Inserting equation (17) we find

\[ \nabla q = \frac{1}{\rho} \nabla \rho \left( \frac{\partial P}{\partial T}|_\rho + \frac{\partial P}{\partial \rho}|_T \frac{\nabla P \cdot \nabla T}{|\nabla P|^2} \right). \quad (20) \]

so

\[ \frac{1}{\rho} \nabla P - \nabla q = \frac{1}{\rho} \frac{\partial P}{\partial \rho} \left( 1 - \nabla \rho \right) \nabla T. \quad (21) \]

where \( \nabla \rho \) is the operator which projects a vector along \( \nabla \rho \). Because this operator is linear we may also write this as

\[ \frac{1}{\rho} \nabla P - \nabla q = \frac{P}{\rho} \frac{\partial \ln \rho}{\partial T} \left( 1 - \nabla \rho \right) \nabla \ln T. \quad (22) \]

For an ideal gas the logarithmic derivative is 1, so

\[ \frac{1}{\rho} \nabla P - \nabla q = \frac{P}{\rho} \left( 1 - \nabla \rho \right) \nabla \ln T. \quad (23) \]

Hence by equation (12) we find

\[ 0 = \int \rho(r)u(r) \cdot \frac{P}{\rho} \left( 1 - \nabla \rho \right) \nabla \ln T + V(u, r) + \Lambda(r) \quad (24) \]

This form is more useful than equation (14) because even when the system is spherically symmetric \( \nabla P \) does not vanish, whereas in this form it is clear that that term contributes nothing in the symmetric limit.

With equation (A2) we may rewrite the final term of equation (24) and find

\[ 0 = \int \rho(r)u(r) \cdot \frac{P}{\rho} \left( 1 - \nabla \rho \right) \nabla \ln T + V(u, r) + \Lambda(r) \quad (25) \]

This makes it clear that all terms in the equation are determined by their projection along \( u \). We claim now and shall verify later in Appendix C that the final term in this equation is always small relative to the other components. For now we drop this term and find

\[ 0 = \int \rho(r)u(r) \cdot \frac{P}{\rho} \left( 1 - \nabla \rho \right) \nabla \ln T + V(u, r) + \Lambda(r) \quad (26) \]

We now examine equation (26) from an order of magnitude perspective. The flow is confined to isochors so we may consider just the integral over one such surface. There is a balance then between three terms, namely the temperature gradient, the viscosity and the turbulent forcing. None of these are forced to be perpendicular to the flow, indeed the projection operator maps the temperature gradient into the flow plane and the turbulent terms are closely related to the velocity. As such we expect the inner product in equation (26) to produce a factor of order unity. Hence we approximate that equation by positing a balance between the three terms in brackets.
Because the temperature gradient is set externally while the turbulent forcing is set by the unperturbed equilibrium structure of the planet the two cannot be tuned to cancel each other, so we expect the power input to be at least as great at the larger of these. Because only the viscous term explicitly depends on the velocity we write

$$|\mathbf{V}(u)| \approx \max \left| \left( |\mathbf{A}|, \frac{P}{\rho} (1 - \mathbb{P}_T) \mathbf{V} \ln T \right) \right|,$$

(27)

which serves to set the velocity. For simplicity we have taken the maximum of the drivers, though other prescriptions such as adding them would also be acceptable at this level of accuracy.

Recalling equations (41) and (2) we find

$$1 - \mathbb{P}_T \mathbf{V} \ln T \approx \frac{\Delta T}{\bar{\rho}_\text{avg} \pi R},$$

(28)

so

$$|\mathbf{V}(u)| \approx \max \left| \left( |\mathbf{A}|, \frac{P}{\rho} \frac{\Delta T}{\bar{\rho}_\text{avg} \pi R} \right) \right|.$$  

(29)

As a further simplification we treat the viscous term as depending only on the direction of the shear and not on the direction of the flow. In particular, following Zahn (1992), we consider a horizontal viscosity which couples to shears in the horizontal and vertical directions.

$$|\mathbf{V}(u)| = v_h |\mathbf{V}_h|^2 u + v_v |\mathbf{V}_v|^2 u,$$  

(30)

where $\mathbf{V}_h$ denotes the gradient in the horizontal directions, $\mathbf{V}_v$ denotes that in the vertical direction, $v_h$ is the horizontal viscosity and $v_v$ is the vertical viscosity. To further simplify this expression we define $l_h$ and $l_v$ respectively as the characteristic length-scales on which the velocity changes in the horizontal and vertical directions. Hence

$$|\mathbf{V}(u)| = \frac{v_h}{l_h^2} |\mathbf{V}_h|^2 u + \frac{v_v}{l_v^2} |\mathbf{V}_v|^2 u,$$  

(31)

so that equation (29) reads

$$u \frac{v_h}{l_h^2} + v_v \frac{l_v}{l_v^2} \approx \max \left( |\mathbf{A}|, \frac{P}{\rho} \frac{\Delta T}{\bar{\rho}_\text{avg} \pi R} \right).$$  

(32)

### 2.3 Dissipation

In order to use equation (32) we must estimate the turbulent viscosities $v_h$ and $v_v$. Because dissipation is very different in radiative and convective regions we analyze these cases separately. Note that in the convective case we also consider the turbulent forcing $\mathbf{A}$, because the scale of that term is closely related to the scale of the convective turbulent viscosity.

#### 2.3.1 Radiative Zones

In radiative zones the horizontal viscosity takes the form (Zahn 1992)

$$v_h \approx l_h u.$$  

(33)

For the vertical viscosity we use the doubly-diffusive prescription of Garaud et al. (2017) and neglect the correction owing to non-zero microscopic viscosity. Hence

$$v_v \approx \frac{C}{1 + a \bar{\rho} \bar{P} e^{-\gamma}} |\mathbf{a}|,$$  

(34)

where

$$J = \frac{N^2 l_h}{a^2}$$

is the Richardson number,

$$\text{Pe} \equiv \frac{\nu a}{\alpha}$$

is the Péclet number, $\alpha$ is the radiative thermal diffusivity, $N$ is the Brunt-Väisälä frequency, $a \approx 1$ and $C \approx 0.08$. Putting this together we may write equation (34) as

$$v_v \approx \frac{\alpha C}{1 + \frac{\alpha a}{l_v N^2}} \left( \frac{u}{N l_v} \right)^2.$$  

(37)

Note that this doubly-diffusive instability likely does not emerge in GCMs because it typically operates on scales much smaller than the GCM grid scale. As we shall see this instability has significant consequences for the flow speeds we obtain, particularly near the top of the atmosphere, and may explain some of the differences we see between our predictions and those of GCMs.

Inserting equations (33) and (37) into equation (32) we obtain

$$u^2 \left( \frac{1}{l_h} + \frac{C}{N^2} \left( \frac{1}{l_v} \right) \left( \frac{a u}{l_v N^2} \right) \right) \leq \max \left( |\mathbf{A}|, \frac{P}{\rho} \frac{\Delta T}{\bar{\rho}_\text{avg} \pi R} \right).$$  

(38)

This may be further simplified by noting that there is no turbulent forcing in the radiative zone, so

$$u^2 \left( \frac{1}{l_h} + \frac{C}{N^2} \left( \frac{1}{l_v} \right) \left( \frac{a u}{l_v N^2} \right) \right) \approx \frac{P}{\rho} \frac{\Delta T}{\bar{\rho}_\text{avg} \pi R}.$$  

(39)

#### 2.3.2 Convective Zones

In convection zones two effects may set the scale of the viscosity. First, convection generates an eddy viscosity

$$v_h \approx v_f \approx \frac{1}{3} \nu_c h,$$  

(40)

where $\nu_c$ is the convection speed and $h = -\frac{d\ln \rho}{d\ln \rho}$. Hence there is an additional contribution of the form

$$v_f \approx \frac{1}{3} \nu_c h.$$  

(42)

for $i \in \{v, h\}$. Combining this with equation (40) we find that

$$v_f \approx \frac{1}{3} \left( \nu_c h + u l_1 \right).$$  

(43)

A further term we must consider is the turbulent forcing $\mathbf{A}$. This vanished in the case of radiative zones because the turbulence is driven by the flow, but in convection zones there is turbulence even when $u = 0$. In studies of this forcing it is usually divided into a component along the azimuthal direction, known as the $\Lambda$-effect, and one along the latitudinal direction. The former is of order

$$\Lambda_\phi \approx \frac{v^2}{h} \min \left( 1, \frac{h \Omega}{\nu_c} \right).$$  

(44)
length-scale is \((\text{Chemke} \text{ & Kaspi} 2015)\) (1975). This has been extensively studied (Sukoriansky et al. 2007; Rhines 1980). We write
\[
\Lambda \approx \Lambda_\theta \approx \frac{v_c^2}{h} \min \left( 1, \frac{h \Omega}{v_c} \right). \tag{45}
\]
Because the azimuthal forcing is always at least as large as the meridional forcing we keep only the former. Hence
\[
\Lambda \approx \Lambda_\phi \approx \frac{v_c^2}{h} \min \left( 1, \frac{h \Omega}{v_c} \right). \tag{46}
\]
As we shall see the thermal forcing is usually much stronger than this, but we include this effect because the two are comparable in the solar system gas giants.

Inserting equations (43) and (46) into equation (32) we obtain
\[
\frac{u}{3} \left( \frac{v_c h}{l_c^2} + \frac{v_s h}{l_s^2} + \frac{\Delta T}{\rho \, T_{\text{avg}} h} \right) \approx \max \left( \frac{v_c^2}{h} \min \left( 1, \frac{h \Omega}{v_c} \right) \right), \tag{47}
\]

### 2.4 Length-Scales

We now seek to determine \(l_s\) and \(l_h\). We expect that \(l_s \approx h\) because this is the scale over which the thermodynamic properties which drive the flow change. This is also dynamically motivated: we do not expect inertia to carry motions across regions of substantially different pressure and density. Hence we take \(l_s \approx h\).

When the planet is slowly-rotating there is only one length-scale involved in horizontal motion, namely \(r\). In this limit therefore we write \(l_h \approx r\). When the planet is rotating more quickly the inverse cascade causes energy to accumulate at large length-scales (Rhines 1975). This has been extensively studied (Sukoriansky et al. 2007; Hrebitov et al. 2010), with the conclusion that the relevant horizontal length-scale is (Chemke & Kaspi 2015)
\[
l_h \approx l_{\text{Rhines}} = 2\pi \sqrt{\frac{v_{\text{turb}}}{\nabla_h f}}, \tag{48}
\]
where \(v_{\text{turb}}\) is the turbulent velocity which we shall calculate later, \(f = 2\Omega \cos \theta\) is the Coriolis parameter and \(\nabla_h\) denotes the gradient in the plane of the flow. This gradient may be evaluated locally but for our purposes its typical value suffices. Neglecting variation in \(\Omega\) we average over latitudes and obtain
\[
\frac{1}{\pi} \int_0^\pi \nabla_h f \sin \theta d\theta = \Omega \left( \frac{\partial \cos \theta}{\partial \theta} \right) \sin \theta d\theta = \Omega. \tag{49}
\]
Hence
\[
l_h \approx 2\pi \sqrt{\frac{v_{\text{turb}}}{\Omega}}, \tag{50}
\]
in good agreement with the scale seen in GCMs (Liu & Schneider 2010). Note that the inverse cascade becomes relevant only when \(l_{\text{Rhines}} < r\), as the characteristic scale cannot be larger than the planet, so we write
\[
l_h \approx \min \left( r, \sqrt{\frac{v_{\text{turb}}}{\Omega}} \right). \tag{51}
\]

We must still determine \(v_{\text{turb}}\). In convection zones, following the arguments of Section 2.3.2 we write
\[
v_{\text{turb}} \approx v_c + u. \tag{52}
\]
This reflects the fact that both the mean flow and the convective flow contribute to the overall velocity. We might have added them in quadrature because they are likely uncorrelated, but this form is more convenient and is good to the same level of approximation we have used elsewhere.

In radiative zones there are likewise two contributions to the turbulent velocity. In the horizontal directions there is no stratification so the turbulence has velocity scale \(u\). In the vertical direction the turbulence acts on a length-scale (Garaud et al. 2017)
\[
l_{\text{turb}} \approx \frac{u a}{l_c^2 N^2}, \tag{53}
\]
so the viscosity implies a velocity scale
\[
v_{\text{turb},y} \approx \frac{v_s}{l_{\text{turb}}}. \tag{54}
\]
Inserting equation (37) we find
\[
v_{\text{turb},y} \approx u \frac{C}{1 + \frac{u a}{l_c^2 N^2}}. \tag{55}
\]
This is always less than \(u\), which is the contribution from horizontal turbulence, so in radiative zones we write
\[
v_{\text{turb}} \approx u, \tag{56}
\]
which may be viewed as the \(v_c \to 0\) limit of equation (52).

### 2.5 Analytic Solutions

Equations (39), (47), (51), (52) and (56) determine the flow speed in our model. However their asymptotic behaviour and scaling are not immediately apparent. It is useful therefore to produce an analytic solution for \(u\) with appropriate breakpoints in where the flow switches from being dominated by one phenomenon to being dominated by another. This solution also makes the numerical implementation of these equations simpler and more efficient, enabling us to study many more scenarios.

To begin define
\[
u_0 \equiv \sqrt{\frac{l_s}{l_h}} \max \left( |\Lambda|, \frac{|\Delta T|}{\rho \, T_{\text{avg}} h} \right). \tag{57}
\]
This is the characteristic velocity scale associated with the power input. We use the notation
\[
\tilde{x} \equiv \frac{x}{u_0}. \tag{58}
\]
That is, an over-bar denotes a quantity which has been normalised by \(u_0\).

We define the velocity scale of radiative diffusion by
\[
\eta \equiv \frac{\kappa^2 \Delta T}{\alpha}. \tag{59}
\]
We denote the rotation speed by
\[
u_\Omega \equiv \Omega r, \tag{60}
\]
and define the parameters
\[
\lambda_0 \equiv \frac{l_s}{l_h} \tag{61}
\]
and
\[
\lambda \equiv \frac{l_s}{l_h} = \lambda_0 \max \left( 1, \sqrt{\frac{\nu_\Omega}{v_c + u}} \right). \tag{62}
\]
where we have inserted equations (51) and (52). Note that equation 62 applies even in radiative zones because there we have inserted equations (51) and (52). Note that equations (51) and (52).

With these definitions, the convective power balance equation (47) becomes

\[ \frac{1}{3} \bar{u} (1 + \lambda) + \bar{e}_c (1 + \lambda^2) \right) = 1. \]  

(63)

Likewise in the radiative case we may write equation (39) as

\[ \bar{u}^2 \left( \lambda + \frac{C}{1 + \frac{2}{\pi}} \right) = 1. \]  

(64)

In Appendix B we extract the asymptotic behaviour of \( \bar{u} \) in the extreme limits of these non-dimensional equations. We also determine appropriate breakpoints for transitioning between different limits, so that the asymptotic forms may be used everywhere while ensuring continuity. The resulting expressions for \( u \) and criteria for determining the appropriate regime are provided in Table 1.

The different cases in Table 1 have clear physical interpretations. For instance in regime C1 the convective velocity is faster than the wind, so the turbulent viscosity is dominated by convection. In regime C2 by contrast the wind is faster and so dominates the dissipation.

In regime R1 the stratification of the atmosphere is weak relative to the wind. In other words the Richardson number is small, such that turbulence may be generated by vertical shearing. In this regime because \( \lambda \ll 1 \) the vertical shear is stronger than the horizontal one and hence dominates the dissipation.

In the remaining three radiative regimes the stratification of the atmosphere is strong relative to the wind, such that the flow is linearly stable against vertical shear in the absence of thermal diffusion. In regime R2 and R3 the doubly-diffusive instability is weak so horizontal shear is dominant. The distinction between the two is that the former case is rapidly rotating, such that \( \bar{v}_h \) is reduced from \( r \), while the latter is slowly rotating and has \( \bar{v}_h = r \). Finally, in regime R4 the flow exhibits the doubly-diffusive vertical shearing instability dominates the dissipation.

Some of these cases map straightforwardly onto cases discussed by Komacek & Showman (2016). In particular our case R3 corresponds directly to their “Advection” regime, and produces the same answer up to a factor of \( \sqrt{\pi} \) corresponding to a different choice of length-scale. Our cases R1 and R4 are also related to their “Advection” regime, but with different scalings to account for the fact that the flow is stably stratified in the vertical direction. Case C2 is related to the same regime, but with \( \bar{u}^2/h \) appearing rather than \( \sqrt{\pi} \bar{W}/h \) because we have computed this from a turbulent stress, which scales like the shear times the velocity, while they have used the stress of the mean flow.

### 2.6 Wind Heat Flux

Having determined the wind speed using Table 1 we must next determine the heat flux associated with the wind. We assume that the kinetic energy of the wind at depth \( z \) is dissipated into heat locally at that depth.

Assuming that the wind leaving from the day side arrives at the night side an amount \( \Delta T \) hotter than the night side, and likewise that that leaving the night side arrives at the day side an amount \( \Delta T \) cooler than the day side, we find the total heat flow per unit depth to be

\[ \dot{Q} = 2\pi R \rho u c_p \Delta T, \]  

(65)

where the factor of \( 2\pi R \rho u \) is the unsigned mass flux per unit depth \(^2\) and \( c_p \) is the specific heat capacity at constant pressure. The heating per unit mass on the night side is therefore

\[ \epsilon = \frac{\dot{Q}}{4\pi R^2 \rho} = c_p \Delta T \left( \frac{u}{2R} \right), \]  

(66)

and the cooling per unit mass on the day side is the same.

As a further simplification it is useful to note that for an ideal gas

\[ c_p T = \frac{v_s^2}{T}, \]  

(67)

where \( v_s \) is the adiabatic speed of sound. With this, equation (66) may be written as

\[ \epsilon = \frac{\dot{Q}}{4\pi R^2 \rho} = \frac{v_s^2 \Delta T}{2(y - 1) R^2}. \]  

(68)

### 2.7 Efficiency Factor

The assumption underlying equation (66) is that the material which leaves the day side reaches the night side at \( T_{\text{day}} \), and likewise that material leaving the night side reaches the day side at \( T_{\text{night}} \). This is not true, and so we must correct for radiative losses en route.

As material travels from the day side to the night side, heat is radiated to the surroundings and out of the atmosphere into space. The heat radiated to the surroundings is carried by the flow still and so is not lost to the wind flux. On the other hand the heat radiated into space is lost. The heat lost in this manner before the wind crosses from the day side to the night side is accounted for in the day side flux, and that lost on the night side is accounted for in the night side flux. Hence in the context of our model it suffices to simply reduce the wind flux from one side to the other to account for these losses.

Because losses are only incurred at low optical depth, the loss factor is expected to scale as \( \epsilon^{-T} \), where \( \tau \) is the optical depth.

---

\(^2\) The signed mass flux is zero because we have assumed the system to be in steady state, but because the temperature of the material is correlated with its direction of travel the unsigned flux is the one which matters.
Furthermore because losses are incurred by radiation acting as the wind circles the planet we expect the losses to be proportional to the ratio between the wind-crossing time-scale and radiative thermal time-scale. This ratio is

\[ \frac{t_{\text{wind}}}{t_{\text{rad}}} = \frac{\pi R}{a_{\text{rad}}}, \]  

(69)

where

\[ t_{\text{rad}} = \frac{h p c \rho T}{F} . \]  

(70)

is the local thermal time-scale evaluated over one pressure scale-height and \( F \) is the frequency-summed heat flux. When the ratio in equation (69) is small the radiative losses are proportionately small. When this ratio is large the radiative losses are of order the entire flux. Hence we write the efficiency factor as

\[ f = 1 - e^{-\tau} \min\left(1, \frac{t_{\text{wind}}}{t_{\text{rad}}} \right). \]  

(71)

Here, \( \tau \) refers to the optical depth derived from the Rosseland mean opacity. With this the flux transported between the two sides of the atmosphere is

\[ F_{\text{wind}} = f F. \]  

(72)

We define the quantity \( D \) as the flux per unit radius,

\[ D = f \rho \epsilon = f \rho \nu_{\text{rad}} \Delta T \frac{u}{2(\gamma - 1)R} . \]  

(73)

This quantity used to modify the radiative-convective equilibrium equations for the day and night sides (see Appendix D).

3 WINDS IN RADIATIVE TRANSFER AND RADIATIVE-CONVECTIVE EQUILIBRIUM

We incorporate the wind heat flux into the one-dimensional radiative-convective (thermal) equilibrium model in the GENESIS code (Gandhi & Madhusudhan 2017) by adapting the prescription of Burrows et al. (2008). The modified GENESIS equations are discussed in Appendix D. For the radiative transfer equation, the boundary condition at the top of the atmosphere is different between the two sides because the night side receives no incident flux (see Figure 1). Otherwise the radiative transfer equation is identical for both sides of the atmosphere.

Radiative-convective equilibrium ensures that the energy flowing into a given region of the atmosphere is matched by the energy that exits that region. The radiative-convective equilibrium equations in GENESIS are determined by the incident flux from the star and the emergent flux from the planet’s internal heat. Our change now is to include an additional depth dependent wind flux, \( D \), which removes flux from the day side and adds an equivalent flux to the night side. The details of the procedure are given in Appendix D.

3.1 Procedural Overview

We now summarise the steps taken to compute the day and night side atmosphere using the wind model. We begin with an initial solution for the day and night side temperature profiles. We use the converged equilibrium solution with half of the stellar flux incident on the day side and half on the night side, meaning that the two sides initially have identical profiles. This initial starting condition therefore starts with no wind as \( F_{\text{wind}} = 0 \) when \( \Delta T = 0 \). In the following steps the day side receives the full incident flux from the star and night side receives none. This drives a temperature difference between the day and night sides and thus generates a wind flux. We have verified that our model does converge to the same solution regardless of the initial starting profiles, but using this initial solution ensures that fewer iterations are required as this is close to the converged solution for the deep atmosphere. We have also verified the convergence of our wind model by varying both the internal flux temperature between 100-300 K and the bottom pressure that we model to.

Once we have an initial solution, we then:

(i) Compute the wind velocity in each layer of the atmosphere given the temperature on the day and the night side from Table 1.

(ii) Calculate a flux \( F_{\text{wind}} \) associated with the wind in each layer of the atmosphere. This determines the energy transported from the day side to the night side.

(iii) Calculate the absorption and scattering coefficients of each side of the planet.

(iv) Compute the wind heating term \( D \) from equation 73.

(v) Use a modified Newton-Raphson solver (i.e. the complete linearisation method) to determine the correction to the temperature on the day side from the radiative transfer and radiative-convective equilibrium equations (see Appendix D).

(vi) Repeat the above step for the night side.

(vii) Update the temperature profile in each layer of the atmosphere for the day and the night side. These new profiles are used in the next iteration to determine the wind flux in step (ii).

(viii) Repeat the steps (i)-(vii) above until the relative change in the temperature profile is less than a fixed cutoff for both sides of the planet.

We assume for this study that the day and night sides are each in chemical equilibrium (Heng & Tsai 2016; Gandhi & Madhusudhan 2017). This means that we have assumed that the timescale for chemical reactions \( \tau_{\text{chem}} \) is much less than the advective timescale \( \tau_{\text{adv}} \) for the wind to transport material between the two sides of the atmosphere. We leave the exploration of chemical disequilibrium on hot Jupiters (see e.g. Cooper & Showman 2006) for future work.

For planets with temperatures in excess of 2000 K we also include the effect of thermal dissociation of \( \text{H}_2\text{O}, \text{TiO}, \text{H}_2 \) and H- (Parmentier et al. 2018; Gandhi et al. 2020a) in the atmosphere and the recombination/dissociation energy from the dissociation of \( \text{H}_2 \) (Komacek & Tan 2018) into the wind flux. This is done by incorporating an additional \( Q_{\text{recomb}} \) term on the right hand side of equation 66.

We use the most complete available high temperature line lists for the computation of the opacity and spectra. The line lists for \( \text{H}_2\text{O} \) (Polyansky et al. 2018), HCN (Barber et al. 2014), \( \text{NH}_3 \) (Coles et al. 2019) and \( \text{C}_2\text{H}_2 \) (Chubb et al. 2020) are sourced from the ExoMol database (Tennyson et al. 2016) and that for \( \text{CO}, \text{CO}_2 \) and \( \text{CH}_4 \) and from the HITEMP database (Rothman et al. 2010; Li et al. 2015; Hargreaves et al. 2020). We broaden each line on a grid of temperatures and pressures spanning typical photospheric conditions for such planets (Gandhi & Madhusudhan 2017), using \( \text{H}_2/\text{He} \) broadening coefficients where available (see Gandhi et al. 2020b, for further details). We also introduce collisionally induced absorption from the HITRAN database for the \( \text{H}_2/\text{He} \) rich atmospheres of these hot Jupiters (Richard et al. 2012). For models of ultra-hot Jupiters with temperatures in excess of 2000 K we also introduce opacity from TiO (McKemnish et al. 2019), H- (Bell & Berrington 1987; John 1988) and Fe (Kramida et al. 2018).

We assume the planets are tidally locked and therefore that the rotation rate is equal to its period. We model atmosphere in
hydrostatic and local thermodynamic equilibrium for both the day and night side, under the assumption of an ideal gas. The atmosphere to discretised into 100 layers evenly spaced in and nightside, under the assumption of an ideal gas. The atmosphere hydrostatic and local thermodynamic equilibrium for both the day calculations. Deeper than \( P_{\text{ext}} \) bar, with 10,000 evenly spaced frequency points between 0.4-30 \( \mu \text{m} \) for both the day side and night side. Further details of the model setup can be found in Gandhi & Madhusudhan (2017).

The stellar flux incident on the day side is

\[
H_{\text{ext}} = \frac{F_{\text{star}} R_{\text{star}}^2}{4 \pi a^2},
\]

(74)

Here, \( a \) is the semi-major axis of the orbit and the stellar radius is \( R_{\text{star}} \). \( F_{\text{star}} \) is calculated from the Kurucz model spectra (Kurucz 1979; Castelli & Kurucz 2003) and varies with the temperature, metallicity and \( \log(g) \) of the star. Assuming \( F_{\text{star}} \) can be written \( \sigma R_{\text{eff,\text{star}}}^4 \), where \( \sigma R \) is the Stefan-Boltzmann constant, the equilibrium temperature \( T_{\text{eq}} = T_{\text{eff,\text{star}}} \sqrt{R_{\text{star}}/2a} \) for a planet with a full redistribution.

4 VALIDATION

We now validate both our wind model and its use in GENESIS against analytic results by Komacek & Showman (2016) (see also Zhang & Showman (2017); Komacek et al. (2017)). We do this with three separate calculations for the exoplanet WASP-43 b using the system parameters given in Table 2. The results are shown in Figure 2. The first is a calculation done with our wind model and radiative transfer and thermal equilibrium handled by GENESIS, as discussed in Section 3.1. The second is a calculation done with the analytic wind model of Komacek & Showman (2016), hereinafter the KS16 wind model, combined with radiative transfer and thermal equilibrium handled by GENESIS. Finally, we include the full results of the KS16 model, hereinafter KS16 \( \Delta T/T \), in which both the wind and radiative transfer are handled analytically using their prescription in panels b and c of Figure 2.

The three calculations agree at the 20% level on the day-night temperature difference, both in magnitude and in the dependence on depth. The first and second calculations agree particularly well, while the third shows deviations near the top of the atmosphere due to greater differences in the assumptions on the day and night sides. In particular, for the first and second calculations we determine the thermal time scale using equation 70, which is more physically motivated than the analytic scaling KS16 use.

In the deep atmosphere (\( P \geq 10 \) bar) we see that the two sides begin to converge towards the same temperature. This is because the wind transport is very efficient at such pressures, and thus very little of the incident stellar flux that is deposited into the day side is able to escape in order to significantly cool the night side. This isothermal region of the atmosphere does still have a small temperature difference between the two sides, and it is only in the convective regions of the very deep atmosphere that the two sides will in fact be equal. This is also in agreement with GCMs (e.g. Kataria et al. 2015) and the KS16 model.

On the other hand, Burrows et al. (2008) has shown that such an isothermal zone may have a much larger temperature difference between the two sides. This is because they take the heat redistribution to be limited to a fixed region of the atmosphere, whereas in our model the heat redistribution actually becomes more efficient per unit \( \Delta T/T \) with increasing depth due to the increasing specific thermal energy (Eq. 73 and the right-most panel of Figure 2).

We see larger differences in wind speeds between the three calculations. Deeper than 0.1 bar all three agree to better than 30%.

In shallower regions the second and third calculations, both of which use the KS16 wind model, continue to agree well while our wind model predicts speeds that range from 2 to 5 times slower than the others. There are two reasons for this.

Firstly, this planet is mostly in case R2 in our model and the “Coriolis” regime in the KS16 model. While these regimes are conceptually similar, they exhibit different scalings because we and KS16 treat rotation very differently. Because our model is based on balancing the work done by the temperature gradient with the energy dissipated by turbulence, and because the Coriolis force does no work, this force never appears directly in our equations\(^3\). Instead, a dependence on the rotation rate enters through the horizontal length-scale \( L_p \), which is set by the Rhines scaling law (equation (48)). By contrast in the KS16 model the Coriolis force is used directly to balance the pressure gradient which drives the flow. Given that the flow undergoes significant dissipation even while circling the planet once (i.e. the dissipation time-scale is of order or less than \( R/\mu \) we favour our implementation of rotational effects, though future numerical simulations should be able to provide stronger evidence one way or the other.

Secondly, we have assumed that the vertical length scale of the flow is on the order of one pressure scale height, whereas the flow is seen to be coherent over a greater scale in GCMs (e.g. Kataria et al. 2015). This results in us overestimating the turbulent dissipation and therefore underestimating the flow speed, particularly in the upper atmosphere where we see the largest discrepancy. By modifying the coherence length we can make our results match those of GCMs even more closely, but we leave a precise calibration of this to the future.

In Section 5.2.3 we further compare our results with those of GCMs and typically find good agreement, though only for specific values of the GCM drag time-scale, suggesting that our wind model can be interpreted as giving a scheme to compute \( r_{\text{drag}} \). We shall discuss this point further in that section.

Figure 2 also shows the wind flux \( D \) calculated from equation 73 for our wind model and the KS16 wind model. These agree well for all pressures and show that the strongest flux occurs at \( P \sim 1 \) bar, where the majority of the stellar flux is deposited on the day side. At higher pressures \( D \) decreases as the temperature difference between the day and night sides and the wind speeds decrease. At pressures \( \lesssim 1 \) bar, a significant portion of the deposited stellar flux is re-radiated out to space given the low optical depth and low pressure. Hence the wind does not transfer a significant flux to the night side at such pressures. At higher pressures (\( P \gtrsim 10 \) bar), the flux also drops because the day and night sides have a much smaller temperature difference.

5 RESULTS AND DISCUSSION

In this section we explore models of various hot Jupiters over a wide range of temperatures. We begin by modelling two cases, WASP-76 b, an ultra-hot Jupiter which showed a thermal inversion and Fe condensation on the night side ( Ehrenreich et al. 2020; Fu et al. 2020) and WASP-43 b, which has high precision thermal phase curves (Stevenson et al. 2014, 2017) as well as previous GCM analyses (Kataria et al. 2015) to compare. We additionally use our HyDRA retrieval framework to constrain deviations in the
temperature profile from the radiative-convective equilibrium wind model for WASP-43 b. We finally explore a wide grid of hot Jupiters with equilibrium temperatures ranging between 1000-3000 K to determine how the temperature difference between the day and night is affected, and compare this grid of models to theoretical predictions and measurements from real systems (Keating et al. 2019).

5.1 WASP-76 b

The ultra-hot Jupiter WASP-76 b has an equilibrium temperature of ~2200 K (West et al. 2016), and low resolution HST WFC3 and Spitzer observations reveal that it has a stratosphere (Fu et al. 2020). To model this planet we explore two cases, one with and one without gaseous TiO, a molecule with strong optical opacity known to cause thermal inversions. We also include the thermal dissociation of TiO and H₂O as well as opacity from H₂, both of which have been demonstrated to be important for such hot exoplanets (e.g. Arcangeli et al. 2018; Parmentier et al. 2018). We further explore Fe condensation on the night side of WASP-76 b which has been observed from recent high resolution observations of the terminator with ESPRESSO/VLT (Ehrenreich et al. 2020). Our assumed stellar and planetary parameters are shown in Table 2.

The pressure-temperature (P-T) profiles for the day and night side are shown in the left panel of Figure 3. For both cases with and without TiO, the deepest layers of the atmosphere, P≥3 bar, show no temperature differences between the two sides of the atmosphere. At these high pressures, the efficiency factor of the wind transport is ~1 and the optical depth τ >> 1. Thus the day and night sides are equal in temperature given that very little flux is lost out to space as the wind transports it to the night side. The temperature difference between the two sides of the atmosphere begins to increase at pressures below this because the wind loses more heat to space at low optical depth, resulting in less net heat transfer.

5.1.1 Thermal Inversions

Stratospheres, or thermal inversions, significantly alter the emission spectrum of the atmosphere by producing emission features in the infrared from prominent spectrally active species such as H₂O. A number of observations of hot Jupiters have shown evidence for these features, suggesting that they are relatively common (e.g. Haynes et al. 2015; Sheppard et al. 2017; Arcangeli et al. 2018; Mikal-Evans et al. 2020).

Inversions on the atmospheres of hot Jupiters have been explained as owing to species such as TiO (Hubeny et al. 2003; Fortney et al. 2008; Spiegel et al. 2009; Piette et al. 2020), which possess strong cross sections at visible wavelengths. Even trace amounts of these species can lead to significant changes in the emission spectra, so understanding their abundance and effect in the atmosphere is paramount.

In our model the presence of TiO at solar abundance (Asplund et al. 2009) results in a thermal inversion and thus emission features in the dayside spectrum as shown in Figure 3, which offers a better fit to the observations than a profile without TiO which is accordingly lacks an inversion. The inverted temperature profile is also consistent with the retrievals performed by Fu et al. (2020).

At pressures ≤ 3 × 10⁻³ bar the inversion becomes much stronger as the thermal dissociation of H₂O prevents the upper layers of the atmosphere from cooling effectively. The strong absorption of the stellar flux in the upper atmosphere also results in pressures ≥ 3 × 10⁻² bar being shielded and thus cooler than the case without TiO.

Figure 2. Comparison of the temperature profiles, wind speeds and wind fluxes from the wind models in our work and Komacek & Showman (2016). Panel a shows the temperature and the panel b the ratio ΔT/T as a function of pressure for the planet WASP-43 b. Panel c shows the wind speeds and panel d the wind flux D calculated from equation 73. We also show the temperature and wind profiles calculated from the full analytic prescription in Komacek & Showman (2016) for comparison with the dotted lines. Note that the wind flux D is not used in their analytic prescription.

Table 2. Parameters for the WASP-76 and WASP-43 systems used to generate our models. These were chosen from Fu et al. (2020) and Kataria et al. (2015) respectively for consistency. We also assume an internal heat flux temperature Tint = 100 K for both planets.

| System Parameters | WASP-76 | WASP-43 |
|-------------------|---------|---------|
| Star              | Rstar/R☉ | 1.74 | 0.667 |
| log(gha/u/cm²s⁻²) | 4.12 | 4.65 |
| Teff,star/K       | 6360 | 4400 |
| Zint              | 0.20 | -0.05 |

| Planet            | Rplanet/R_J | 1.84 | 1.036 |
|                   | Mplanet/M_J | 0.91 | 2.03 |
| a/AU              | 0.0330 | 0.01526 |
| Tint, K           | 100 | 100 |
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Many other species are also capable of producing thermal inversions in hot Jupiters (e.g. Molière et al. 2015; Gandhi & Madhusudhan 2019). As such, multiple of these refractory species may be present and add to the thermal inversion. In our models of WASP-76 b we include opacity from gaseous Fe, a species predicted to cause inversions on ultra-hot Jupiters (Lothringer et al. 2018), but for the temperatures that we are considering the inversion is dominated by the presence of TiO. In addition, we see a small inversion at P~1 bar for the non-inverted case, but this is below the infrared photosphere and thus not observable in the spectrum.

5.1.2 Condensation of Fe

Figure 3 shows the P-T profile for the two equilibrium models with and without TiO along with the condensation curve of Fe from Visscher et al. (2010). We see that both of the models have a day side that is hot enough for Fe to be gaseous. In addition, both models also show a night side that is cool enough for Fe to condense for P \leq 0.1 bar, consistent with the rainout of Fe seen by Ehrenreich et al. (2020) in high resolution observations.

While both the models with and without TiO produce Fe condensation on the night side, the one with TiO is able to more closely match the low resolution observations. For this model, the temperature profile of the deep atmosphere (P \geq 1 bar) lies close to the condensation curve of Fe, so Fe condensation may also occur at these high pressures depending on the details of heating and cooling in the deep atmosphere.

5.1.3 Wind Speeds

The strongest winds in the upper atmosphere (P \leq 2 \times 10^{-2} bar) appear in the model with TiO because the day-night temperature difference is larger in this case. At the very top of the atmosphere our wind model predicts a speed \sim 1.2 km/s. The model without TiO on the other hand has a higher wind speed at pressures \geq 2 \times 10^{-2} bar. This is because the lack of TiO reduces the optical depth in the visible, causing the stellar flux to be absorbed at higher pressures and driving the wind more strongly there. As a result, the wind speed approaches 0 above \sim 1 bar for the case with TiO, but the case without TiO only approaches 0 above P~4 bar. This may also be seen in the temperature difference between the day and night sides, which decreases more quickly at higher pressures with TiO than without it.

5.2 WASP-43 b

5.2.1 Day and Night Side Emission Spectrum

The day side and night side emission spectrum for our forward model is shown in the right panel of Figure 4, along with HST WFC3 and Spitzer photometric observations by Stevenson et al. (2014). We see good agreement between the observations and our wind model for both the day and night side. The day side atmosphere clearly shows the absorption feature in the WFC3 range from the non-inverted temperature profile. The Spitzer observations also show a good fit to the radiative and chemical equilibrium profile of the wind model.

The night side is cooler and thus has a significantly lower planet/star flux ratio to the day side. There is a weak absorption feature in the night side but the spectrum is largely featureless and the temperature is too cool for us to place significant constraints given the measurement uncertainties. We note that the Spitzer 4.5\mu m measurement is not consistent with our model, as the model spectrum shows significantly greater flux than the observations. This is a well known feature of night side emission spectra and may be explained through cloud formation on the night side due to the cooler temperatures (e.g. Steinrueck et al. 2019).

5.2.2 Atmospheric Temperature Profile

The atmospheric temperature profiles in radiative-convective and chemical equilibrium from our wind model, shown in Figure 4, are in good agreement with GCMs by Kataria et al. (2015) in chemical equilibrium at solar metallicity (see Figure 4). Note that for the comparisons with Kataria et al. (2015) we show the 0° and 180°
Figure 4. Atmospheric properties for WASP-43 b using the GENESIS forward model with winds. The left panel shows the radiative-convective equilibrium day and night side pressure-temperature profile for our model with the solid lines. The dashed lines show the temperature profiles for the day side (0° longitude) and night side (180° longitude) from Kataria et al. (2015), weighted by the cosine of the latitude. The middle panel shows the wind speed as a function of pressure and is labelled with the relevant regimes from Table 1. The right panel shows the corresponding emergent spectrum for both sides of the planet, as well as day and night side observations for WASP-43 b using thermal phase curves (Stevenson et al. 2014, 2017), with the inset showing the HST WFC3 spectral range.

Figure 5. Retrieved and radiative-convective equilibrium pressure-temperature profiles of WASP-43 b, shown for the day and night side atmosphere. The retrievals on the day and night side emission spectra (obtained from Stevenson et al. 2014) and the radiative-convective disequilibrium calculations were carried out using the HyDRA retrieval framework (Gandhi & Madhusudhan 2018). The day and night side equilibrium models incorporate the wind model as discussed in Section 2, and is computed using the retrieved chemistry. The uncertainty in the equilibrium models is caused by uncertainties in the retrieved atmospheric chemistry.
longitudes for the day and night sides respectively. The offset hotspot means that these are not the coolest or hottest temperatures in the atmosphere. Those simulations of WASP-43 b predict that in the deep atmosphere the temperature on both the day and night side is \( \sim 1700 \) K, which decreases to \( \sim 1300 \) K at the top of the atmosphere for the day side and \( \sim 700 \) K for the night side, in agreement with our model. Our model is also able to capture the small inversion they see at \( \sim 1 \) bar on the day side. This is an encouraging sign that our relatively simple wind model is able to produce atmospheric profiles that are similar to those predicted from much more complex GCM calculations.

We also compare our equilibrium wind model to observations by retrieving the day and night side temperature profile from the HST and Spitzer data (Stevenson et al. 2014, 2017). The retrieved day and night side temperatures from HyDRA (Gandhi & Madhusudhan 2018) are shown in Figure 5. Using samples drawn from the retrieved chemical composition distribution we additionally computed a range of equilibrium pressure-temperature profiles with our wind model\(^4\).

The photosphere and top of the atmosphere, \( P \lesssim 10^{-1} \) bar, are in good agreement between the equilibrium wind model and the retrieval for both the day and night side. Below the photosphere at high pressures the atmosphere is not observable, particularly for the night side, where previous work has indicated the presence of a cloud deck at \( \lesssim 0.2 \) bar (Irwin et al. 2020). Thus in the absence of constraints the retrieval sets the temperature to an isotherm. By contrast our wind model predicts that the temperature varies quite significantly, particularly for the night side, as we go deeper into the atmosphere. The two sides eventually reach an equal day and night side temperature of \( \sim 1700 \) K at \( P \gtrsim 10 \) bar. This shows that our wind model is able to derive a non-trivial atmospheric profile even at depths which are not directly observable by imposing physical constraints on the heat flux on the day and night sides.

5.2.3 Wind Speeds

The variation of wind speed with atmospheric depth is shown in the middle panel of Figure 4. The peak wind speed occurs in the photosphere, where the speed is \( \sim 400 \) m/s. This is expected given that the bulk of the incident radiation is absorbed in this region of the atmosphere, and thus will drive the strongest flow. The region in the atmosphere at \( P \gtrsim 2 \times 10^{-2} \) bar is in the radiative R2 regime as shown in Table 1, where the flow is banded, similar to that seen for Jupiter.

At higher altitudes, the flow turns to the R1 regime, similar to the regimes seen for WASP-76 b (see Section 5.1). The wind speeds we predict are in good agreement with those obtained with GCMs which include drag time-scales of order \( 10^5 \) (Kataria et al. 2015), though we do under-predict speeds in the upper atmosphere as noted in Section 4. Nonetheless, we find good agreement with the predicted temperature profiles of GCMs regardless of the drag scale (see Figure 4). This is in part because we predict similar heat transport for a variety of different circulation rates.

Comparison with Kataria et al. (2015) indicates that our model permits somewhat sharper changes in wind speed with depth than are seen in GCMs. This is because our calculation of the wind speed is based only on the local properties of a single layer of the atmosphere, and so does not impose any smoothness condition beyond those imposed by e.g. thermal and hydrostatic equilibrium. As a result the characteristic length-scale for the wind speed to change is of order the shorter of the pressure and temperature scale heights.

In GCMs, by contrast the structure of the flow persists over a longer distance, which smooths over such sharp features. This additionally means that the effective dissipation is less in GCMs than we have assumed, which should result in greater velocities. This is in agreement with what we saw in Section 4, namely that GCMs generally produce higher velocities than those we predict here.

5.3 Variation with Equilibrium Temperature

Finally, we model a range of hot Jupiters to determine the day and night side temperature contrast as a function of equilibrium temperature. Previous works have proposed that the highest temperature planets should have the poorest heat recirculation (e.g. Cowan & Agol 2011; Perna et al. 2012). Intuitively, this is because as the equilibrium temperature increases, the wind speed increases and thus the wind crossing time-scale decreases. However, because the vertical heat flux scales as \( \sim T_{\text{eq}}^3 \), the thermal time-scale goes as \( \sim T_{\text{eq}}^{-1} \) and so decreases much more quickly than the wind-crossing time. As a result the efficiency declines faster than the wind speed increases, so the net heat transfer declines.

To see if this intuition is reproduced by our model, we take a hot Jupiter around a Sun-like star, vary the equilibrium temperature between 1000-3000 K, and see how \( \Delta T/T_{\text{day}} \) varies. We include opacity from TiO for the ultra-hot Jupiters with equilibrium temperatures above 2000 K as it is expected to be gaseous (e.g. Sharp & Burrows 2007). We also include thermal dissociation of TiO, H\(_2\)O, H- and H\(_2\), and H- opacity for these ultra-hot Jupiters, which have been shown to be important (e.g. Arcangeli et al. 2018; Parmentier et al. 2018). The middle panel of Figure 6 shows \( \Delta T/T_{\text{day}} \) as a function of equilibrium temperature for various pressures. The left and right panels also show example temperature profiles for a subset of these models for the cooler (non-inverted) and hotter cases (with thermal inversions) respectively. We can clearly see two trends in both sets of models. Firstly, we confirm that \( \Delta T/T_{\text{day}} \) generally increases with equilibrium temperature as expected. The second trend we can see is that the temperature difference is greater for lower pressures. This is unsurprising given that the lower pressures have the lowest optical depth and lowest radiative timescales. Near 1 bar the difference is negligible for all equilibrium temperatures, but \( \Delta T/T_{\text{day}} \gtrsim 0.6 \) is possible at P \( \sim 0.01 \) bar with the strong incident radiation.

As TiO is introduced into the atmosphere at equilibrium temperatures \( \gtrsim 2000 \) K we see a significant change in the values of \( \Delta T/T_{\text{day}} \) (see middle panel Figure 6). This step change in \( \Delta T/T_{\text{day}} \) is driven by the strong TiO optical opacity absorbing the stellar flux in the upper layers of the atmosphere and thus causing a thermal inversion. At this transition point of \( T_{\text{eq}} = 2000 \) K, we have run models both with and without TiO. For the model with TiO, \( \Delta T/T_{\text{day}} \) is greater for \( P \lesssim 0.03 \) bar but lower for \( P \gtrsim 0.1 \) bar than the model without TiO. This is caused by of the high optical opacity as well as a lack of significant infrared opacity (see e.g. Mollère et al. 2015; Gandhi & Madhusudhan 2019). The presence of TiO, which increases the optical opacity, and the thermal dissociation of H\(_2\)O, which decreases the infrared opacity, increase \( \Delta T/T_{\text{day}} \) for the lowest pressures by preventing the upper layers on the day side from cooling effectively (see Section 5.1).
As we further increase $T_{\text{eq}}$, $\Delta T/T_{\text{day}}$ begins to decrease beyond $T_{\text{eq}} \sim 2500$ K. The decline is caused by the dissociation of H$_2$ on the day side, which we include for $T_{\text{eq}} \geq 2000$ K. This releases thermal energy onto the night side by recombination (e.g. Bell & Cowan 2018; Tan & Komacek 2019). This effect is important to include when modelling ultra-hot Jupiters because, without the inclusion of the dissociation energy, $\Delta T/T_{\text{day}}$ would continue to increase. H$_2$ becomes most easily dissociated in the upper atmosphere due to the lower pressure and the higher temperature (see Figure 6), so the turn over point in $\Delta T/T_{\text{day}}$ occurs for lower $T_{\text{eq}}$ for the lower pressures.

Similarly, note there is a slight up-tick in $\Delta T/T_{\text{day}}$ for $P = 0.01$ bar and $P = 0.03$ bar at $T_{\text{eq}} \sim 2500$ K and $T_{\text{eq}} \sim 2600$ K respectively. This occurs because H$_2$O dissociation significantly reduces the infrared opacity, which increases the day side temperature (see right panel Figure 6) and offsets the dissociation of H$_2$. As thermal dissociation occurs most strongly at lower pressures and higher temperatures, the up-tick occurs for $P = 0.01$ bar at a lower equilibrium temperature.

5.3.1 Comparison to Observations

Figure 6 shows the day-night temperature difference from observations of a number of hot and ultra-hot Jupiters. These were derived from Keating et al. (2019) using observations for HD 189733 b (Knutson et al. 2007, 2009a, 2012), WASP-43 b (Stevenson et al. 2014; Mendonça et al. 2018), HD 209458 b (Crossfield et al. 2012; Zellem et al. 2014), CoRoT-2 b (Dang et al. 2018), HD 149026 b (Zhang et al. 2018), WASP-14 b (Wong et al. 2015), WASP-19 b (Wong et al. 2016), HAT-P-7 b (Wong et al. 2016), KELT-1 b (Beatty et al. 2019), WASP-18 b (Maxted et al. 2013), WASP-103 b (Kreidberg et al. 2018), WASP-12 b (Cowan et al. 2012) and WASP-33 b (Zhang et al. 2018). The redistribution of radiation is less efficient at higher equilibrium temperatures, resulting in larger day-night temperature differences and confirming the trend predicted by earlier theory (e.g. Cowan & Agol 2011; Perna et al. 2012) as well as our wind model. $\Delta T/T_{\text{day}}$ most closely matches our model at $P \sim 0.01 - 0.1$ bar, consistent with where we expect the photosphere to be. The data also show a slight flattening/downward trend in $\Delta T/T_{\text{day}}$ at high values of $T_{\text{eq}}$, consistent with H$_2$ dissociation in our model.

In Figure 7 we show the day side and the night side temperatures from our model and the observations (Keating et al. 2019). We have modelled a cloud free atmosphere, but any cloud opacity will alter the optical depth and so change the pressure of the photosphere. As a result we show several pressure values for $\Delta T/T_{\text{day}}$ near to where we expect the photosphere to be.

Note that for the day side there is a shift in the temperature profiles at equilibrium temperatures $T_{\text{eq}} \geq 2000$ K as a result of the thermal inversion (see right panel Figure 6) and therefore hotter temperatures occur at lower pressures. Both the day and the night side agree well with the observations, with the best fit to the data at pressures $\sim 10^{-1} - 10^{-2}$ bar. Whilst the day side temperature increases almost linearly with equilibrium temperature, the night side temperature only shows a significant increase at the very hottest temperatures when H$_2$ recombination deposits significant flux onto the night side.

6 CONCLUSIONS

We have constructed a self-consistent day-night wind model for hot Jupiter atmospheres and incorporated it into the radiative-convective
equilibrium atmospheric model GENESIS (Gandhi & Madhusudhan 2017), providing an intermediate bridge between 1-D radiative-convective equilibrium atmospheric models and more complex 3-D GCMs.

We used the wind model to explore the radiative and chemical equilibrium day and night side atmosphere of WASP-76 b, an ultra-hot Jupiter with an equilibrium temperature ~2200 K. We chose this planet because it has shown Fe condensation on the night side (Ehrenreich et al. 2020) and a thermal inversion from day side HST and Spitzer observations (Fu et al. 2020). We modelled its atmosphere with a thermal inversion by introducing TiO at solar abundance, which gave good agreement with the HST and Spitzer observations. Our wind model also shows that the night side is cooler than the Fe condensation curve for pressures ≤ 0.1 bar, consistent with the rainout of Fe seen by Ehrenreich et al. (2020).

We also modelled the atmosphere of WASP-43 b in radiative equilibrium, a planet with high precision phase curves (Stevenson et al. 2014, 2017) which has previously been interpreted through the lens of GCMs (Kataria et al. 2015). We found good agreement with the predicted atmospheric profile from GCMs. We also compared the temperature profiles from the wind model to the retrieved day and night side profiles with the HyDRA retrieval code (Gandhi & Madhusudhan 2018). The retrieved and wind model values agree well in the upper atmosphere but we did see deviations at pressures ≥ 10^{-1} bar for the night side where the observations are not sensitive, potentially due to cloud formation. This is because the retrieval fixes an isotherm with a wide uncertainty in the absence of constraining data. However, our wind model predicts a strong temperature gradient on the night side below the observable photosphere because eventually the night side temperature must equal the day side at high pressure. This highlights the importance of factoring in heat transport between the day and night sides in inferring atmospheric properties from observations.

Finally, we explored how the temperature difference (ΔT/T_{day}) between the day and night varies with equilibrium temperature and pressure. We modelled planets above T_{eq} = 2000 K with TiO, expected to be gaseous at such temperatures, and thermal dissociation, which has been shown to be relevant for such ultra-hot planets (e.g. Arcangeli et al. 2018; Parmentier et al. 2018). We found that for T_{eq} ≤ 2500 K, ΔT/T_{day} increases with increasing equilibrium temperature because the thermal time-scale of the atmosphere declines rapidly with increasing T_{eq}, reducing the efficiency of winds transporting heat. At equilibrium temperatures in excess of ~2500 K, the dissociation of H_2 deposits a significant amount of energy onto the night side by its recombination. This acts against the trend in ΔT/T_{day} seen for lower temperatures and reduces the temperature difference between the day and night side. Our result is consistent with previous work (e.g. Cowan & Agol 2011; Perna et al. 2012; Komacek & Showman 2016; Bell & Cowan 2018) as well as observations of a number of hot Jupiters (Keating et al. 2019).

In the future our model could be extended include heat transport in rocky planets (e.g. Koll & Abbot 2016; Wordsworth 2015), and could be used to predict the strength of related effects such as thermal tides (Arras & Socrates 2010; Lee & Murakami 2019). Another improvement would be to extend the model to include more sides than just the two hemispheres, which would allow for a more realistic prescription for incident radiation as a cosine of the longitude. There is also potential to include the wind flux into retrievals of high resolution spectra (Brogi et al. 2017; Brogi & Line 2019; Gandhi et al. 2019; Gibson et al. 2020), which have already shown some constraints on wind speeds (Snellen et al. 2010; Brogi et al. 2016). We may also use this model to explore non-irradiated objects and their variability (e.g. Tan & Showman 2020) by introducing cloudy and clear regions of the atmosphere which transfer flux between them. In addition, recent work has also shown the potential of 2-D retrievals of phase resolved spectra of hot Jupiters (e.g. Irwin et al. 2020; Feng et al. 2020). Understanding how winds transport both flux and material across the two sides of the atmosphere can help determine how well mixing occurs in the atmosphere and place constraints on disequilibrium chemistry. This may also help us predict the night side atmosphere, particularly because that the cooler temperatures often induce greater disequilibrium and condensation of species. Given newly developed high resolution spectrographs (e.g. SPIRou, CARMENES and GIANO) and the impending arrival of space based facilities such as JWST and ARIEL, phase resolved measurements of exoplanets will only increase in both quantity and quality, so there is a real and growing need for tools to rapidly and accurately model large numbers of exoplanet atmospheres.
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APPENDIX A: 2D FLOW

While flow along isochors is what is seen in the atmospheres of Jupiter and Saturn (Scott & Dunkerton 2004), and is similar to the shallow atmosphere assumption used by many General Circulation Models (see e.g. Yamazaki et al. 2004), it is worth examining the justification for this approximation. Consider the equation of mass conservation,

\[
\frac{\partial u}{\partial t} + \nabla \cdot (\rho u) = 0, \tag{A1}
\]

where \(\rho \) is the density and \(u\) is the flow velocity in the frame corotating with the planet, which has mean angular velocity \(\Omega\). In steady state the first term vanishes and we find

\[
\nabla \cdot (\rho u) = 0. \tag{A2}
\]

Expanding equation (A2) in spherical coordinates we obtain

\[
0 = u_r \left( -\frac{2}{h^2 \rho} \frac{r}{h^2 \rho} + \frac{\partial}{\partial \theta} \frac{\partial \ln u_r}{\partial \theta} \right)
+ u_\theta \left( \frac{\partial}{\partial \theta} \frac{\partial \ln u_\theta}{\partial \theta} + \cot(\theta) \right)
+ u_\phi \left( \frac{\partial}{\partial \phi} \frac{\partial \ln u_\phi}{\partial \phi} + \frac{1}{\sin \theta} \frac{\partial \ln \rho}{\partial \phi} \right), \tag{A3}
\]

where \(\theta\) is the colatitude, \(\phi\) is the azimuthal coordinate, \(r\) is the spherical radial coordinate and \(h_\rho\) is the density scale height

\[
h_\rho \equiv -\frac{dr}{d \ln \rho}. \tag{A4}
\]

From dimensional analysis we expect each derivative to be set by some combination of the relevant length-scales in the system. For derivatives in \(\theta\) and \(\phi\), barring large dimensionless numbers in the system, the relevant scale is just \(\pi\), the angular separation between antipodes. For derivatives in \(r\) there are two potential scales: \(r\) and \(h_\rho\). Hence we expect these derivatives to produce factors between the orders of \(r^{-1}\) and \(h_\rho^{-1}\). From this we see that the factor multiplying \(u_r\) in equation (A3) is of order \(r/h_\rho\) while those of \(u_\theta\) and \(u_\phi\) are of order unity as is the term independent of \(u\). We therefore expect

\[
|u_r| \approx \frac{h_\rho}{r} (|u_\rho| + |u_\phi|). \tag{A5}
\]

Because \(h_\rho \ll r\),

\[
|u_r| \ll \max(|u_\rho|, |u_\phi|), \tag{A6}
\]

and so the flow is strongly constrained to run in the angular directions. When the density gradient is radial this is equivalent to saying that it runs along isochors.

When the density gradient is not radial a similar argument holds, but the relevant velocity component is that along \(\nabla \rho\) and the relevant scale is set by \(|\nabla \ln \rho|\). So long as this remains large relative to derivatives in the other directions\(^5\) the argument generalises straightforwardly.

Finally note that because the scale height is so much smaller than the radius the flow remains constrained to run along isochors even if there are large dimensionless numbers which serve to increase the scale of the angular derivatives, as in the case of rapidly rotating systems.

APPENDIX B: ASYMPTOTIC EXPANSION

We are interested in approximating the roots of equations of the form

\[
N \sum_{n=1}^{N} a_n x^{p_n} = 1, \tag{B1}
\]

where \(N \geq 1\), \(a_n \geq 0\) for all \(n\), \(p_j > p_i > 0\) for all \(i < j\) and at least one \(a_n > 0\). In particular we are interested in producing asymptotic expansions of the unique positive real solution in the limit where one \(a_n\) becomes much larger than all others. In this limit the solution is just

\[
x_n \approx a_1^{1/p_n}. \tag{B2}
\]

This holds so long as \(a_n x_n^{p_n} \gg a_m x_n^{p_m}\) for all \(m \neq n\). Extending this down to the marginal case we require that

\[
a_n x_n^{p_n} \gtrsim a_m x_n^{p_m}, \tag{B3}
\]

for all \(m \neq n\). Using equation (B2), this may be written as

\[
1 \gtrsim a_m a_n^{p_m/p_n}, \tag{B4}
\]

or

\[
a_m^{p_m} \gtrsim a_n^{p_n}, \tag{B5}
\]

for all \(m \neq n\).

A requirement to use equation (B2) is that inequality (B5) must be solved by at least one choice of \(n\). More valid choices are permitted only when equality is achieved. To see this suppose that both \(n\) and \(n'\) are valid choices. Then by two applications of inequality (B5)

\[
a_n^{p_n} \geq a_{n'}^{p_{n'}} \geq a_{n'}^{p_{n'}}, \tag{B6}
\]

from which it follows that \(a_n^{p_n} = a_n^{p_n}\). Hence in such cases

\[
x_n = a_n^{1/p_n} = a_n^{1/p_n} = x_n, \tag{B7}
\]

\(^5\) We expect this to be the case so long as the angle between the density and pressure gradients is small.
so for the purposes of determining the solution for \( x \) the existence of multiple valid choices does not matter. Note that this also means that, as a function of the coefficients \( a_i \), the solution \( x \) is continuous even when the valid choice for \( n \) changes.

We now turn to proving that there is always at least one valid choice via induction. In the case where \( N = 1 \) the inequality is trivially satisfied because there are no \( m \neq n \). Next suppose that there is a solution \( x_n \) for some \( N \) and we modify the equation to contain the term \( a_{N+1} x_{N+1}^{PN+1} \). Then by assumption

\[
a^m_{N+1} \leq a^m_{N+1} \quad \text{for all } m < N + 1. \tag{B8}
\]

If \( a^m_{N+1} \leq a^{PN+1} \) then we are done because the new term is compatible with the same solution and does not support a different solution. Otherwise suppose that the solution is now given by

\[
x^{N+1} = a^{N+1}_{N+1}. \tag{B9}
\]

This requires that

\[
a^m_{N+1} \leq a^m_{N+1} \quad \text{for all } m < N + 1. \tag{B10}
\]

where we have used the fact that \( a^m_{N+1} \geq a^m_n \) for all \( m < N \). It follows that the new solution is indeed valid. Hence by induction we see that for all \( N \geq 1 \) there is a choice of \( n \) satisfying inequality (B5).

Because we have extended the asymptotic solutions down to the marginal limit, in which different terms in equation (B1) contribute comparably, it is important to consider the error incurred in this limit. To bound this error note that it is worst when every term in equation (B1) contributes equally, which occurs when inequality (B5) is saturated. In this case the error in equation (B1) is a factor of \( N \). We do not, however, care particularly about the error in equation (B1). Rather we are interested in the error of our approximation of its solution. As a crude estimate therefore we must reduce the contribution of the average term in equation (B1) by a factor of \( N \). The resulting solution is reduced by a factor of order \( N^{-1/p} \), where \( p \) is an appropriately weighted average of the exponents in equation (B1). Hence the error is bounded by a factor of order unity when \( N \) is small and \( p \) is of order unity, but could become large if some \( p_i \) are small or if \( N \) is large. This does not occur in the cases of interest, and even if it were to occur the worst-case scenario in which inequality (B5) saturates represents a very small portion of parameter space, so it is relatively safe to use these asymptotic solutions.

We begin with the convective case. As we showed in Section 2.5, \( \lambda \ll 1 \) so equation (63) becomes

\[
\frac{1}{3} \left( \tilde{u} + \tilde{v}_c \right) = 1. \tag{B11}
\]

This allows two cases, with \( a_1 = \tilde{v}_c / 3, p_1 = 1, a_2 = 1/3 \) and \( p_2 = 2 \).

Next we turn to equation (64). This is not immediately in the form of equation (B1), but we may divide the parameter space into two regions such that it is of the appropriate form in each. In the first regime we take \( \tilde{u} > \tilde{\eta} \), so that equation (64) may be approximated as

\[
\tilde{u}^2 (\lambda + C) = 1. \tag{B12}
\]

Recalling that \( \lambda \ll 1 \) this reduces to

\[
\tilde{u} = C^{-1/2}, \tag{B13}
\]

with the condition \( C \tilde{\eta}^2 < 1 \).

The remaining region in parameter space has \( C \tilde{\eta}^2 > 1 \). In this region equation (64) may be approximated as

\[
\tilde{u}^2 \left( \lambda + C \tilde{\eta} \right) = 1. \tag{B14}
\]

In order to put this in the form of equation (B1) we further approximate equation (62) by

\[
\lambda \approx \lambda_0 \left( 1 + \frac{\sqrt{\tilde{\alpha}_0} \tilde{u}}{\tilde{\eta}} \right), \tag{B15}
\]

where we have used \( \tilde{v}_c = 0 \) in radiative zones. This is rather a crude approximation but it preserves the scaling of \( \lambda \) with each of \( \tilde{u} \) and \( \tilde{\eta} \). Hence we obtain

\[
\tilde{u}^2 \left( \lambda_0 \left( 1 + \frac{\sqrt{\tilde{\alpha}_0} \tilde{u}}{\tilde{\eta}} \right) + C \tilde{\eta} \right) = 1. \tag{B16}
\]

This is now in the appropriate form, with \( a_1 = \lambda_0 \sqrt{\tilde{\alpha}_0} \), \( p_1 = 3/2 \), \( a_2 = \lambda_0, p_2 = 2, a_3 = C/\tilde{\eta} \) and \( p_3 = 3 \).

All that remains is to show that these three cases derived from equation (B1) are consistent with equation (B13) and that these are continuous across the boundary \( C \tilde{\eta}^2 = 1 \). To show consistency consider the solution \( x_3 \) corresponding to \( a_3 \) and \( p_3 \). This yields

\[
\frac{x_3}{\tilde{\eta}} = C^{-1/3} \tilde{\eta}^{-2/3} = (C \tilde{\eta}^2)^{-1/3}. \tag{B17}
\]

When \( C \tilde{\eta}^2 > 1 \) this is less than one. Next consider a different solution \( x_4 \) corresponding to \( a_4 \) and \( p_4 \). When this solution dominates, inequality (B5) yields

\[
a_4^3 \geq a_3^3, \tag{B18}
\]

from which it follows that

\[
x_4 = a_4^{-1} x_4 \leq a_3^{-1} x_3 = x_3. \tag{B19}
\]

So when \( x_3 \) is the solution it is smaller than \( x_3 \) and \( x_3 \) is always less than \( \tilde{\eta} \) when \( C \tilde{\eta}^2 > 1 \). Hence \( \tilde{u} \geq \tilde{\eta} \) occurs if and only if \( C \tilde{\eta}^2 < 1 \). It follows that the solutions are consistent.

Next to show that the solutions are continuous across the boundary \( C \tilde{\eta}^2 = 1 \), note that equation (B13) gives \( \tilde{u} = 1/\sqrt{C} \). On this boundary \( x_3 = 1/\sqrt{C} \), so this pair is continuous. We now claim that \( x_3 \) is the only possible solution from among \( \{x_i\} \) on the boundary. This is because when \( C \tilde{\eta}^2 = 1 \) inequality (B5) applied for \( n = 3 \) yields

\[
C \geq \lambda_0 \tag{B20}
\]

and

\[
C \geq \left( \lambda_0 \tilde{\eta} \right)^{4/3}. \tag{B21}
\]

The former is straightforwardly satisfied because \( C \approx 10^{-1} \) while \( \lambda_0 \) is orders of magnitude smaller. Noting that

\[
\lambda_0 \tilde{\eta}^{1/2} = \lambda \tilde{\eta}^{1/2}, \tag{B22}
\]

we see that the latter condition may be written as

\[
C \geq \left( \lambda \tilde{\eta}^{1/2} \right)^{4/3}. \tag{B23}
\]

With \( \tilde{u} = x_3 = C^{-1/2} \) the condition reduces to \( C \geq \lambda \). In Section 2.5 we showed that \( \lambda \) was several orders of magnitude smaller than unity while \( C \approx 10^{-1} \), so this is satisfied. Hence \( x_3 \) dominates along the boundary, so the solution is continuous across the boundary.
Appendix C: Verifying Assumptions

We now verify our earlier assumptions. First, we have claimed that two-dimensional flow is preserved under all circumstances, such that \( l_h \gg l_r \). This is clearly true in the case where \( l_h = r \) because \( l_r \approx h \ll r \) so we focus on the case where \( l_h = 2\pi \sqrt{\nu_{\text{turb}}/\Omega} \).

Setting \( l_h = l_r \) defines a critical rotation rate

\[
\Omega_0 \equiv \frac{4\pi^2 \nu_{\text{turb}}}{h^2}
\]

above which \( l_h < l_r \). Noting that \( \nu_{\text{turb}} > u \), we see that

\[
\Omega_0 > 4\pi^2 \left( \frac{r}{h} \right)^2 \frac{u}{r}.
\]

By comparison the breakup rotation rate is

\[
\Omega_b \approx \sqrt{\frac{g}{r}}.
\]

so

\[
\frac{\Omega_0^2}{\Omega_b^2} > 16\pi^4 \left( \frac{r}{h} \right)^2 \frac{u^2}{g h}.
\]

Noting that \( gh \approx c_2^2 \) we see that

\[
\frac{\Omega_0^2}{\Omega_b^2} > 16\pi^4 \left( \frac{r}{h} \right)^2 \frac{c_2^2}{c_2^2}.
\]

For the planets and regions of interest \( h \approx 10^7 \text{ cm} \), \( r \approx 10^{10} \text{ cm} \), \( u \approx 10^7 \text{ cm s}^{-1} \) and \( c_s \approx 10^7 \text{ cm s}^{-1} \). It follows that this ratio is of order 10, meaning that even for planets with much weaker flows rotating near breakup the horizontal scale of motion remains larger than the vertical one.

Secondly, we have claimed that \( u^2 \nu \nabla \ln \rho(r) \) may be dropped from equation (25). This is equivalent to dropping \( u^2 \nu \cdot u \) from equation (24). Using the same length-scales as before we estimate

\[
|\nabla \cdot u| \approx \frac{u_r}{l_r} + \frac{u}{l_h}.
\]

where \( u_r \) is the radial (vertical) component of the motion. We next insert equation (A5) into equation (C6). Importantly though \( r^{-1} \) in the former represents an angular derivative and so should be replaced with \( l_r^{-1} \) in the latter. Making this replacement and inserting and identifying \( u \approx |u_\theta| + |u_\phi| \) we find

\[
|\nabla \cdot u| \approx \frac{2u}{l_h}.
\]

Hence

\[
u^2 \nabla \cdot u \approx \frac{2u^3}{l_h}.
\]

By contrast the remaining terms in equation (24), when balanced against one another, have magnitude \( u_\theta^2/l_h \). From Table 1 we see that \( u < u_\theta \), and we know that \( l_h \gg l_r \), so this term may indeed be dropped.

Appendix D: Modifying the Radiative Transfer and Radiative-Convective Equilibrium Equations

D1 Radiative Transfer

The radiative transfer is solved using the Feautrier method for both sides of the model planet. The conditions on the radiative transfer solution are summarised in Table D1. We adopt notation that is identical to Gandhi & Madhusudhan (2017) for all quantities and units for consistency.

The radiative transfer equation for both the day and night sides of our model atmosphere is given by

\[
\frac{\partial^2(f \nu J_\nu)}{\partial \tau^2} = J_\nu - S_\nu = \frac{k_\nu (J_\nu - B_\nu)}{\kappa_\nu + \sigma_\nu},
\]

where \( \tau \nu \) refers to the frequency dependent optical depth, \( k_\nu \) is the absorption coefficient, \( \sigma_\nu \) is the scattering coefficient and \( S_\nu \) refers to the source function of radiation,

\[
S_\nu = \frac{k_\nu B_\nu + \sigma_\nu J_\nu}{\kappa_\nu + \sigma_\nu}.
\]

Here, \( B_\nu \) refers to the Planck function,

\[
B(T, \nu) = \frac{2h\nu^3}{c^2} \frac{1}{e^{\nu/kT} - 1}.
\]

The first moment of the spectral radiance \( J_\nu \) is defined in terms of the spectral radiance as

\[
J_\nu = \frac{1}{2} \int_{-1}^{1} \mu I_\nu d\mu.
\]

We also define the second and third moments \( H_\nu \) and \( K_\nu \) as

\[
H_\nu = \frac{1}{2} \int_{-1}^{1} \mu I(\mu) d\mu,
\]

\[
K_\nu = \frac{1}{2} \int_{-1}^{1} \mu^2 I(\mu) d\mu,
\]

and the quantity \( f \) as

\[
f_\nu \equiv K_\nu/J_\nu = \frac{\int_{-1}^{1} \mu^2 I(\mu) d\mu}{\int_{-1}^{1} I(\mu) d\mu}.
\]

D1.1 Top Boundary Conditions

The top boundary conditions do differ, given the night side profile has no incident stellar irradiation incident upon it. Therefore the top boundary condition for radiative transfer is,

\[
\frac{\partial (f^d \nu J^d_\nu)}{\partial \tau^d_0} \bigg|_{\tau=0} = g^d_\nu J^d_\nu(0),
\]

where the superscript \( a \) refers to all quantities calculated for the night side and \( g_\nu \) is defined as

\[
g_\nu \equiv H_\nu(\tau = 0) = \int_{-1}^{1} I(\mu, \tau = 0) \mu d\mu.
\]

The day side of our model atmosphere has the full undiluted irradiation,

\[
\frac{\partial (f^d \nu J^d_\nu)}{\partial \tau^d_0} \bigg|_{\tau=0} = g^d_\nu J^d_\nu(0) - H_{\text{ext}},
\]

where the superscript \( d \) refers to quantities on the day side.
Table D1. Summary of the radiative-convective (thermal) equilibrium conditions and the radiative transfer equations with their respective boundary conditions. We adopt notation, definitions and units consistent with Gandhi & Madhusudhan (2017) for all quantities for clarity. All physical quantities are separately calculated for the day and night side, except for the wind flux $D$, which is identical between the day and night.

| Day | Night |
|-----|-------|
| \( \frac{\partial \left( \kappa \Theta \right)}{\partial \tau} \Bigg|_{\tau=0} = g_s \Theta(0) - H_{\text{ext}} \) | \( \frac{\partial \left( \kappa \Theta \right)}{\partial \tau} \Bigg|_{\tau=0} = g_s \Theta(0) \) |
| \( \frac{\partial^2 \left( \kappa \Theta \right)}{\partial \tau^2} \Bigg|_{\tau=0} = J_x - S_x = \kappa (J_x - B_x) \) | \( \frac{\partial^2 \left( \kappa \Theta \right)}{\partial \tau^2} \Bigg|_{\tau_{\text{max}}} = \frac{1}{2} (B_y - J_x) + \frac{1}{2} \frac{\partial B_x}{\partial \tau} \) |
| \( \frac{\partial \left( \kappa \Theta \right)}{\partial \tau} \Bigg|_{\tau=\tau_{\text{max}}} = \frac{1}{2} (B_y - J_x) + \frac{1}{2} \frac{\partial B_x}{\partial \tau} \) | \( \frac{\partial \left( \kappa \Theta \right)}{\partial \tau} \Bigg|_{\tau=\tau_{\text{max}}} = \frac{1}{2} (B_y - J_x) + \frac{1}{2} \frac{\partial B_x}{\partial \tau} \) |

### D1.2 Bottom Boundary Condition

The bottom boundary condition is the diffusion approximation and remains unchanged for both the day and night side,

\[
\frac{\partial (f^f f^D)}{\partial \tau} \Bigg|_{\tau=\tau_{\text{max}}} = \frac{1}{2} \left( B^f_x - J^f \right) + \frac{1}{3} \frac{\partial B^D_x}{\partial \tau}, \quad (D11)
\]

\[
\frac{\partial (f^f f^D)}{\partial \tau} \Bigg|_{\tau=\tau_{\text{max}}} = \frac{1}{2} \left( B^f_x - J^f \right) + \frac{1}{3} \frac{\partial B^D_x}{\partial \tau}. \quad (D12)
\]

### D2 Modifying the Equilibrium Equations

The sources of energy for the day side in our model are the internal heat flux, the external stellar irradiation and the wind flux. In every layer of the atmosphere we must conserve the total energy flowing into it with the energy flowing out. The atmosphere is computed in radiative-convective equilibrium using the complete linearisation (Rybicki) method. On the day side, we have an external flux from the star, an internal flux emanating from the planet interior, and a wind that removes energy out of each layer of the atmosphere. When a pressure dependent wind flux $D$ is applied the equations for the day side atmosphere are given by

\[
\int_0^\infty \kappa_{\nu} (J_x - B_x) d\nu + \frac{\rho \bar{g}}{4\pi} \frac{dF_{\text{conv}}}{dP} = -D, \quad (D15)
\]

\[
\int_0^\infty \frac{d(f^f f^D)}{d\tau} d\nu + \frac{F_{\text{conv}}}{4\pi} = \frac{\sigma R T^4}{4\pi} \int_0^P D \frac{dP}{d\tau} dP'. \quad (D16)
\]

As before, the superscript $d$ refers to the day side. The night side now has the corresponding flux $D$ added to it, and therefore these conditions are given by

\[
\int_0^\infty \kappa_{\nu} (J_x - B_x) d\nu + \frac{\rho \bar{g}}{4\pi} \frac{dF_{\text{conv}}}{dP} = D, \quad (D17)
\]

\[
\int_0^\infty \frac{d(f^f f^D)}{d\tau} d\nu + \frac{F_{\text{conv}}}{4\pi} = \frac{\sigma R T^4}{4\pi} \int_0^P D \frac{dP}{d\tau} dP'. \quad (D18)
\]

We adopt both the differential form and the integral form for the equilibrium conditions and have a switch over point in the atmosphere near $\tau = 1$. This is because the integral and differential form (equations D13 and D14) are the most numerically stable at low and high optical depths respectively.
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