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The two-phase test sample representation (TPTSR) was proposed as a useful classifier for face recognition. However, the TPTSR method is not able to reject the impostor, so it should be modified for real-world applications. This paper introduces a thresholded TPTSR (T-TPTSR) method for complex object recognition with outliers, and two criteria for assessing the performance of outlier rejection and member classification are defined. The performance of the T-TPTSR method is compared with the modified global representation, PCA and LDA methods, respectively. The results show that the T-TPTSR method achieves the best performance among them according to the two criteria.

1. Introduction

Object recognition has become a hot topic in the field of computer vision and pattern recognition in recent years, and many approaches have been proposed for face image classification with a given database. One type of the methods is to reduce the dimensionality of sample by extracting the feature vector with linear transformation methods, such as the principal component analysis (PCA) [1–3] and the linear discriminant analysis (LDA) [4, 5]. In the PCA method, the training samples and the testing samples are transformed from the original sample space into a space with the maximum variance of all the samples, while the LDA method converts the samples to a feature space where the distances of the centers of different classes are maximized. In these two transformation methods, both the training samples and the testing samples have their corresponding representations in the new feature space, and the classification is carried out based on the distance between the representations related to the training set and the testing set.

Another type of transformation-based method was proposed to focus on local information of the training samples. Instead of using the whole training set, this type of method only uses part of the samples, since the performance of the classifier is usually limited within some local areas. By concentrating on the local distribution of training data, the design and testing of the classifier can be much more efficient than the global methods [6]. Typical examples of local LDA methods include the method for multimodal data projection [7, 8] and the approach to use the local dependencies of samples for classification [9]. It is also found that the local PCA is more efficient than the global PCA in feature extraction [10] or sample clustering [11].

In recent years, the sparse representation theory has been applied to pattern recognition problems and has drawn a lot of attentions [12–21]. The sparse representation method also uses only part of the training data for classification by linearly representing a testing sample with the training set, and part of the linear combination coefficients is set to zero. The classification criterion of the sparse representation method is based on the biggest contribution from the sample classes during the linear representation.

In a recent study, a two-phase test sample representation (TPTSR) method was proposed for face recognition [22]. In this method, classification process is divided into two steps: the first step selects \( M \)-nearest neighbors of the testing sample
from the training set by using linear representation method and the second step processes the selected M samples further by using them to linearly represent the testing sample. The classification result is based on the linear contribution of the classes among the M-nearest neighbors in the second phase of the TPTSR. By selecting M-closest neighbors from the training set for further processing, the TPTSR method identifies a local area that may contain the target class sample, reducing the risk of misclassification because of a similar nontarget sample.

Even the TPTSR method has been proven to be very useful in face classification; however, for face recognition applications with outliers the classification emphasis is different and the performance measurement criterion is also new. In face recognition problems with outliers, like security registration systems, only a small and particular group of members is required to be classified and compared with a large population of irrelevant people or intruders. In the application of identifying wanted criminals at airports, train stations and other public places, the classifier is also required to identify a minor number of target members from a large number of irrelevant passengers. In previous studies, the approaches for pattern classification with outliers include two main methods, one is to train the classifier with only the member samples, and the other is to take into account a small number of outliers as a separate class in the training set [23]. However, neither of the methods can guarantee a low false alarm rate while maintaining a reasonable recognition rate for members.

In this paper, we further develop the TPTSR method by applying a threshold in the classification process for outlier rejection and member classification, and it is referred to as thresholded TPTSR (T-TPTSR) method. In the T-TPTSR, the distance between the testing sample and the weighted contribution of the target class in the second-phase linear representation is measured and compared with a threshold, by which an outlier will be identified. In this study, we also propose two different criteria for assessing the performance of classifier for outlier rejection as well as member classification, and, based on these criteria, we test the thresholded global representation (T-GR) method, thresholded PCA (T-PCA) method, and thresholded LDA (T-LDA) method, respectively. The test results show that the T-TPTSR achieves better performance in rejecting the outliers while maintaining outstanding classification rate for members.

In Sections 2 and 3 of this paper, we will introduce the theory of the T-TPTSR, T-GR, T-PCA, and T-LDA, respectively. Section 4 presents our experimental results with different face image databases, and finally a conclusion will be drawn in Section 5.

### 2. Thresholded Two-Phase Test Sample Representation (T-TPTSR)

In this section, the T-TPTSR method will be introduced with a threshold applied to the second-phase output in the classification process.

#### 2.1. First Phase of the T-TPTSR with M-Nearest Neighbor Selection

The first phase of the T-TPTSR is to select M-nearest neighbors from all the training samples for further processing in the second phase, narrowing the sample space down to a local area for the target class [22]. The M-nearest neighbors are selected by calculating the weighted distances of the testing sample from each of the training samples. Firstly, let us assume that there are L classes and n training images, \( x_1, x_2, \ldots, x_n \), and if some of these images are from the \( j \)th class \( (j = 1, 2, \ldots, L) \), then \( j \) is their class label. It is also assumed that a test image \( y \) can be written in the form of linear combination of all the training samples, such as

\[
y = a_1 x_1 + a_2 x_2 + \cdots + a_n x_n,
\]

where \( a_i \) \( (i = 1, 2, \ldots, n) \) is the coefficient for each training image \( x_i \). Equation (1) can also be written in the form of vector operation, such as

\[
y = X A,
\]

where \( A = [a_1 \cdots a_n]^T \), \( X = [x_1 \cdots x_n]^T \), \( x_1 \cdots x_n \), and \( y \) are all column vectors. If \( X \) is a singular square matrix, (2) can be solved by using \( A = (X^T X + \mu I)^{-1} X^T y \), or it can be solved by using \( A = X^{-1} y \), where \( \mu \) is a small positive constant and \( I \) is the identity matrix. In our experiment with the T-TPTSR method, \( \mu \) in the solution is set to 0.01.

By solving (2), we can represent the testing image using the linear combination of the training set as shown in (1), which means that the testing image is essentially an approximation of the weighted summation of all the training images, and the weighted image \( a_i x_i \) is a part of the approximation. In order to measure the distance between the training image \( x_i \) and the testing image \( y \), a distance metric is defined as follows:

\[
e_i = \| y - a_i x_i \|^2,
\]

where \( e_i \) is called the distance function, and it gives the difference between the testing sample \( y \) and the training sample \( x_i \). It is clear that a smaller value of \( e_i \) means that the \( i \)th training sample is closer to the testing sample, and it is more probable to be the member of the target class. These \( M \)-nearest neighbors are chosen to be processed further in the second phase of the T-TPTSR where the final decision will be made within a much smaller sample space. We assume that the \( M \)-nearest neighbors selected are denoted as \( x_1 \cdots x_M \), and the corresponding class labels are \( C = \{c_1 \cdots c_M\} \), where \( c_i \in \{1, 2, \ldots, L\} \). In the second phase of the T-TPTSR, if a sample \( x_p \)’s class label does not belong to \( C \), then this class will not be considered as a target class, and only a class from \( C \) will be regarded as a potential target class.

#### 2.2. Second Phase of the T-TPTSR for Outlier Rejection

In the second phase of the T-TPTSR method, the \( M \)-nearest neighbors selected from the first phase are further calculated to obtain a final decision for the recognition task. We represent the testing sample with the linear combination of the training samples again, but only with the \( M \)-nearest
neighbors selected from the first phase. If the \( M \)-nearest neighbors selected are denoted as \( x_1, \ldots, x_M \), and their linear combination for the approximation of the testing image \( y \) is assumed to be satisfied, such as

\[
y = b_1 x_1 + \cdots + b_M x_M,
\]

where \( b_i \) \((i = 1, 2, \ldots, M)\) are the coefficients. In vector operation form, (4) can be written as

\[
y = \bar{X} B,
\]

where \( B = [b_1 \cdots b_M]^T \), and \( \bar{X} = [x_1 \cdots x_M] \). In the same philosophy as above, if \( \bar{X} \) is a nonsingular square matrix, (5) can be solved by

\[
B = \left( \bar{X}^{-1} \right)^T y,
\]

or, otherwise, \( B \) can be solved by

\[
B = \left( \bar{X}^T \bar{X} + \gamma I \right)^{-1} \bar{X}^T y,
\]

where \( y \) is a positive small value constant, and it is usually set to 0.01, and \( I \) is the identity matrix.

When we obtain the coefficients \( b_i \) for each of the nearest neighbors, the contribution of each of the classes to the testing image will be measured, and the classification output will be based on the distance between the contribution and the testing image. If the nearest neighbors \( x_1, \ldots, x_r \) are from the \( r \)th class \((r \in C)\), and the linear contribution to approximate the testing sample by this class is defined as

\[
g_r = b_r x_1 + \cdots + b_r x_r.
\]

The measurement of the distance between the testing sample and the \( r \)th class samples in the \( M \)-nearest neighbors is calculated by the deviation of \( g_r \) from \( y \), such as

\[
D_r = \| y - g_r \|^2, \quad r \in C.
\]

It is clear that a smaller value of \( D_r \) means a better approximation of the training samples from the \( r \)th class for the testing sample, and thus the \( r \)th class will have a higher possibility over other classes to be the target class. However, if outliers are considered, a threshold must be applied to the classification output to differentiate the members of class from outliers, such as

\[
D_k = \min D_r < T \quad (k, r \in C; T \in [0, +\infty)),
\]

where \( T \) is the threshold. If \( D_k \geq T \), the testing sample will be regarded as an outlier and therefore will be rejected. Only when \( D_k < T \), the testing sample \( y \) can be classified to the \( k \)th class with the smallest deviation from \( y \).

In the second phase of the T-TPTSR, the solution in (6) or (7) finds the coefficients for the linear combination of the \( M \)-nearest neighbors to approximate the testing sample, and the training class with the minimum deviation of the approximation will be considered as the target class for the testing sample. However, the value of the minimum deviation must be less than the threshold \( T \). If the minimum distance between the testing sample and the member class’s approximations is greater than the threshold \( T \), the testing sample will be classified as an outlier and thus rejected. However, if the value of the minimum deviation of the linear combinations to an outlier is less than the threshold \( T \), this outlier will be classified into the member class with the minimum deviation, and a misclassification will occur. Likewise, if a testing image belongs to a member class, but the minimum deviation from the linear combinations of each of the classes is greater than the threshold \( T \), this testing image will be classified as an outlier, and a false alarm is resulted. Since the samples used in the T-TPTSR method are all normalized in advanced, the value of \( D_r \) in (9) will be within a certain range, such that \( 0 \leq D_r \leq s \), where \( s = 1 \), and therefore it is practical to determine a suitable threshold for the identification task before the testing.

3. The T-GR, T-PCA, and T-LDA Methods for Outlier Rejection

As a performance comparison with the T-TPTSR method, in the following section, we also introduce the modified versions of the GR, PCA, and LDA methods, respectively, for outlier rejection and member classification in face recognition.

3.1. The T-GR Method. The thresholded global representation (T-GR) method is essentially the T-TPTSR method with all the training samples that are selected as the \( M \)-nearest neighbors \((M\) is selected as the number of all the training samples\), and it also finds the target class directly by calculating the best representing sample class for the testing image.

In the T-GR method, the testing sample is represented by the linear combination of all the training samples, and the classification is not just based on the minimum deviation of the linear contribution from each of the classes to the testing sample, but also based on the value of the minimum deviation. If the minimum deviation is greater than the threshold applied, the testing sample will be identified as an outlier.

3.2. The T-PCA Method. The PCA method is based on linearly projecting the image space onto a lower-dimensional feature space, and the projection directions are obtained by maximizing the total scatter across all the training classes \([24, 25]\). Again, we assume that there are \( L \) classes and \( n \) training images, \( x_1, x_2, \ldots, x_n \), each of which is \( m \)-dimensional, where \( n < m \). If a linear transformation is introduced to map the original \( m \)-dimensional image space into an \( l \)-dimensional feature space, where \( l < m \), the new feature vector \( u_i \in R^l \) can be written in the form of

\[
u_i = W^T x_i \quad (i = 1, 2, \ldots, n),
\]

where \( W^T \in R^{nl} \) is a matrix with orthonormal columns. If the total scatter matrix \( S^T \) is defined as

\[
S^T = \sum_{i=1}^{n} (x_i - \mu) (x_i - \mu)^T,
\]
where $\mu \in \mathbb{R}^m$ is the mean of all the training samples, we can see that, after applying the linear transformation $W^T$, the scatter of all the transformed feature vectors $u_1, u_2, \ldots, u_n$ is $W^T S^T W$, which can be maximized by finding a projection direction $W_m$, such as
\[
W_m = \arg \max_W W^T S^T W
\]
\[
= [w_1, w_2, \ldots, w_l],
\]
where $w_j$ $(i = 1, \ldots, l)$ is the set of $m$-dimensional eigenvectors of $S$ corresponding to the $l$ biggest eigenvalues. During the recognition process, both the testing sample $y$ and all the training samples are projected into the new feature space via $W_m$ before the distance between them is calculated, such as
\[
D_i = \|W^T_m y - W^T_m x_i\|^2
\]
\[
= \|W^T_m (y - x_i)\|^2 (i = 1, 2, \ldots, n). \tag{14}
\]
In the thresholded PCA method, the testing sample $y$ will be classified to the class whose member has the minimum distance $D_k$, but this distance must be less than the threshold $T$, such that
\[
D_k = \min_D D_i < T \quad (k, i = 1, 2, \ldots, n; T \in [0, +\infty)). \tag{15}
\]
The testing sample $y$ whose corresponding minimum distance $D_k$ is less than the threshold $T$ will be classified as an outlier and therefore rejected; otherwise $y$ will be classified into the class with $x_k$.

3.3. The T-LDA Method. The LDA is a class-specific linear method for dimensionality reduction and simple classifiers in a reduced feature space [26–29]. The LDA method also finds a direction to project the training images and testing images into a lower dimension space, on the condition that the ratio of the between-class scatter and the within-class scatter is maximized.

Likewise, if there are $L$ classes and $n$ training images, $x_1, x_2, \ldots, x_n$, each of which is $m$-dimensional, where $n < m$, and in the $i$th class there are $N_i$ samples $(i = 1, 2, \ldots, L)$, the between-class scatter matrix can be written as
\[
S_b = \sum_{i=1}^{L} N_i (\mu_i - \mu)(\mu_i - \mu)^T, \tag{16}
\]
and the within-class scatter matrix can be defined as
\[
S_w = \sum_{i=1}^{L} \sum_{j=1}^{N_i} (x_j - \mu_i)(x_j - \mu_i)^T, \tag{17}
\]
where $\mu_i$ is the mean image of the $i$th class, and $\mu$ is the mean of all the samples. It is noted that $S_w$ must be nonsingular in order to obtain an optimal projection matrix $W_m$ with the orthonormal columns to maximize the ratio of the determinant of the projected $S_b$ and projected $S_w$, such that
\[
W_m = \arg \max_w \frac{|W^T S_b W|}{|W^T S_w W|}
\]
\[
= [w_1, w_2, \ldots, w_l], \tag{18}
\]
where $w_i$ $(i = 1, \ldots, l)$ is the set of $m$-dimensional generalized eigenvectors of $S_b$ and $S_w$ corresponding to the $l$ biggest eigenvalues, such as
\[
S_b w_i = \lambda_i S_w w_i, \quad (i = 1, 2, \ldots, l), \tag{19}
\]
where $\lambda_i$ $(i = 1, \ldots, l)$ is the $l$ generalized eigenvalues. Since there are the maximum number of $L - 1$ nonzero generalized eigenvalues available, the maximum $l$ can only be $L - 1$.

The distance between the projection of the testing sample $y$ and the training samples with $W_m$ in the new feature space is calculated as
\[
D_i = \|W^T_m y - W^T_m x_i\|^2
\]
\[
= \|W^T_m (y - x_i)\|^2 (i = 1, 2, \ldots, n). \tag{20}
\]
If the sample $x_k$’s projection into the feature space has a minimum distance from the projection of the testing sample $y$, the testing sample will be classified into the same class as $x_k$, such that
\[
D_k = \min_D D_i < T \quad (k, i = 1, 2, \ldots, n; T \in [0, +\infty)), \tag{21}
\]
where $T$ is a threshold to screen out the outliers. For the threshold LDA method, all the target members’ projection distance $D_i$ must be less than $T$, or otherwise they will be classified as outliers and rejected.

4. Experimental Results
In this experiment, we test the performance of the T-TPTSR, the T-GR, the T-PCA, and the T-LDA methods for outlier rejection and member classification, respectively. One of the measurement criteria for comparing the performance of these methods is to find the minimum overall classification error rate. During the classification task, an optimal threshold $T$ can be found for the above methods so that the overall classification error rate is minimized. The overall classification error rate is calculated based on three classification error rates, such as the misclassifications among member’s classes (when the testing sample is a member and $D_k < T$, but misclassified as another class), the misclassifications of a member to outlier’s group (when the testing sample is an outlier but $D_k < T$, and therefore accepted wrongly as a member). If $\text{ERR}_{\text{overall}}(T)$ represents the overall classification error rate as a function of the threshold $T$, $\text{ERR}_{\text{member}}(T)$ denotes the classification error rate for errors that occurred among members (misclassifications recorded for testing
samples from member's group versus the total number of testing samples from member's group), and $ERR_{\text{outlier}}(T)$ is the misclassification rate for outliers (classification errors recorded for testing samples from the outlier's group versus the total number of testing outliers), their relationship can be written as

$$ERR_{\text{overall}}(T) = ERR_{\text{member}}(T) + ERR_{\text{outlier}}(T).$$  \hfill (22)

It is noted that the value of $ERR_{\text{member}}$ varies with the threshold $T$, and when $T = 0$, $ERR_{\text{member}}$ takes the value of 100%, and it generally decreases when the value of $T$ increases until it reaches a constant classification error rate. The classification error rate for outlier also changes its value according to the threshold $T$, however, $ERR_{\text{outlier}} = 0\%$ when $T = 0$, and its value increases until reaching 100%. The minimum $ERR_{\text{overall}}(T)$ can be found between the range of $T = 0$ and $T = T_{\text{opt}}$, where $ERR_{\text{member}}(T)$ becomes a constant, or $ERR_{\text{overall}}(T)$ reaches 100%, such that

$$ERR_{\text{opt}} = \min \ ERR_{\text{overall}}(T), \ T \in [0, +\infty).$$  \hfill (23)

The value of $ERR_{\text{opt}}$ is an important criterion showing the performance of a classifier for both outlier rejection and member recognition.

Another measuring criterion for measuring the performance of the thresholded classifiers is the receiver operation characteristics (ROC) curve, which is a graphical plot of the true positive rate (TPR) versus the threshold $T$ in the application of thresholded classification for outlier rejection. We firstly define the true positive detection rate for the outliers, $TPR_{\text{outlier}}(T)$, and it can be written in the form of the classification error rate for the outliers, such that

$$TPR_{\text{outlier}}(T) = 100\% - ERR_{\text{outlier}}(T), \ T \in [0, +\infty).$$  \hfill (24)

We also define the false alarm rate caused in the member's group as a function of the threshold, $ERR_{\text{FA}}(T)$, which is the number of errors recorded for misclassifying a member to an outlier versus the number of testing samples from the member's group. An optimal classifier for outlier rejection and member classification needs to find a suitable threshold $T$ so that the $TPR_{\text{outlier}}(T)$ can be maximized as well as the $ERR_{\text{FA}}(T)$ can be minimized. Therefore, the following function $D_{O,F}(T)$ is defined for this measurement, such that

$$D_{O,F}(T) = TPR_{\text{outlier}}(T) - ERR_{\text{FA}}(T)$$
$$= 100\% - ERR_{\text{outlier}}(T) - ERR_{\text{FA}}(T), \ T \in [0, +\infty).$$  \hfill (25)

It is obvious that $D_{O,F}(T)$ is required to be maximized so that a classifier can be optimized for both outlier rejection and member classification, such that

$$D_{\text{opt}} = \max \ D_{O,F}(T), \ T \in [0, +\infty),$$  \hfill (26)

and the value of $D_{\text{opt}}$ is an important metric for comparing the performance of classifier for outlier rejection analysis.

The minimum overall classification error rates $ERR_{\text{opt}}$ and the maximum difference of the true positive outlier recognition rate and the false-alarm rate $D_{\text{opt}}$ are essentially the same performance assessment metric for a classifier with outlier rejection. The difference is that the overall classification error rate represents the efficiency of member classification, while $D_{O,F}$ and $D_{\text{opt}}$ show the performance of outlier rejection. In the following experiment, we test and compare the minimum overall classification error rates $ERR_{\text{opt}}$ and the maximum $D_{\text{opt}}$ of the T-TPTSR, T-GR, T-PCA, and T-LDA methods, respectively, and based on these two criteria we find the optimal classifier for outlier rejection and member classification.

In our experiment, we test and compare the performance of the above methods using the online face image databases Feret [30, 31], ORL [32], and AR [33], respectively. These databases provide face images from different faces with different facial expression and facial details under different lighting conditions. The Feret database provides 1400 face images from 200 individuals for the training and testing, and there are 7 face images from each of the classes. In the AR database, there are totally 3120 face images from 120 people, each of which provides 26 different facial details. For the ORL database, there are 400 face images from 40 different individuals, each of which has 10 face images.

In this experiment, the training set and the testing set are selected randomly from each of the individuals. For each of the databases, the people included are divided into two groups and one is member's group and the other is outlier's group. For individuals chosen as the member's class, the training samples are prepared by selecting some of their images from the database, and the rest of the images are taken as the testing set. For the outliers that is supposed to be outside the member's group, there is no training set for the classification, and all the samples included in the outlier's group are taken as the testing set.

We firstly test the Feret database with the above outlier rejection methods. The Feret database is divided into two groups, 100 members from the 200 individuals are randomly selected into the member's group, and the rest of the 100 individuals are the outliers in the test. For each of the 100
member classes, 4 images out of 7 are selected randomly as the training set, and the rest of the 3 images are for the testing set. For the 100 individuals in the outlier’s group, all 7 images from each of them are the testing set for the classification task. Therefore, there are 400 training images and 1000 testing images in this test, and, among the testing images, there are 300 images from member’s group and 700 images from outlier’s group. Figure 1 shows part of the member and outlier’s images from the Feret database for the testing, and all the images have been resized to a 40 × 40-pixel image by using a downsampling algorithm [34]. Since the number of classes in the Feret database is much more than the ORL and AR databases, also the number of training images is less, and the resolution of the images is lower, the testing with the Feret database would be more challenging and the result is generally regarded as more convincing.

In the test of the T-TPTSR method with the Feret database, the number of nearest neighbors $M$ selected for the first-phase processing is 60 (according to the empirical data, the optimal number $M$ is selected about 10–15% of the number of training samples). In the test with the above methods, the threshold value $T$ varies from 0 to a constant that can result in 100% of ERR_{outlier}, with the interval of 0.1 or 0.5, where all outliers are accepted as members. Figures 2(a)–2(d) show different classification error rates of the above methods as the function of the threshold $T$, respectively. It can be seen that the ERR_{opt} values of the T-TPTSR method and the T-GR method are much lower than the T-PCA and T-LDA methods, and the ERR_{member} curves of the T-TPTSR and T-GR decrease from 100% to a much lower constant than those of the T-PCA and T-LDA when the threshold $T$ increases. The second row of Table 1 lists all the ERR_{opt} values shown in Figure 2, and we can see that the T-TPTSR method achieves the lowest overall classification error rate. Figure 3 shows the ROC curves of the T-TPTSR, T-GR, T-PCA and T-LDA methods, respectively, and the third row of Table 1

\begin{figure}[h]
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\caption{Classification error rates for outliers, members, and overall of (a) the T-TPTSR method, (b) the T-GR method, (c) the T-PCA method, and (d) the T-LDA method, respectively, on the Feret database.}
\end{figure}
Figure 3: ROC curves for (a) T-TPTSR method, (b) T-GR method, (c) T-PCA method, and (d) T-LDA method, respectively, on the Feret database.

Table 1: Minimum overall classification error rate and maximum ROC difference for T-TPSR, T-GR, T-PCA, and T-LDA methods, respectively, on the Feret database.

| Methods     | T-TPSR | T-GR  | T-PCA(150) | T-LDA(149) |
|-------------|--------|-------|------------|------------|
| Err\text{opt} (%) | 20.4   | 23.2  | 30.0       | 30.0       |
| \(D_{\text{opt}}\) (%) | 33.0   | 32.8  | 11.9       | 1.24       |

T-PCA(150) indicate that the T-PCA used 150 transform axes for feature extraction, and T-LDA(119) means that the T-LDA used 119 transform axes for feature extraction. Tables 2 and 3 show the method and number of transform axes used in the same way.

and \(D_{\text{opt}}\) values that the T-TPTSR method outperforms the T-GR, the T-PCA, and the T-LDA methods in the outlier rejection and member classification applications.

We also test the above methods with the ORL face image database. There are totally 40 classes in the ORL database, and we select 30 random classes to be the members and
the other 10 individuals to be the outliers. Among the 30 members, 5 images out of 10 for each of the members are selected randomly as the training samples, and the rest of the 5 images are the testing samples. So in the test, we have 150 training images and 250 testing images, and, in the testing set, there are 150 member’s images and 100 outlier’s images. Figure 5 shows some sample images from the ORL database, and the images used are also resized to $46 \times 56$ [34].

The number of nearest neighbors selected for the T-TPTSR method for the ORL database is 40. Table 3 gives the details of the $ERR_{\text{opt}}$ values and $D_{\text{opt}}$ values of the four methods, respectively. It can be seen that the T-TPTSR method also shows better performance than all the T-GR, T-PCA, and T-LDA methods, and it has been confirmed that the T-TPTSR method is the optimal solution among them for outlier rejection and member classification.

It is noted that, in the test with the AR and ORL databases, the performance of the T-TPTSR, the T-GR, and the T-PCA are comparable. This is because, under redundant and reasonable resolution sample situation, the performance of the T-PCA method is close to the T-TPTSR and T-GR methods. However, when the T-PCA method is tested with a small number of training samples and low-resolution images, like the Feret database, the advantages of the T-TPTSR method are very obvious.

The criterion we use for judging, whether a sample is an outlier or not, is to measure the distance between the testing sample and the selected target class. If this distance is greater than the threshold, this sample will be classified as an outlier. In T-TPTPR method, the first-phase process finds a local distribution close to the testing sample in the wide sample space by selecting $M$-nearest samples. In the second-phase processing of the T-TPTSR method, the testing sample is classified based on the distance between the testing sample and the closest class among the $M$-nearest neighbors. If the testing sample is an outlier, the measure of distance will only be limited within the local distribution within the sample space, and, therefore, the measurement is not confused with other training samples that happen to be close to the outlier.

By applying a suitable threshold, a classifier can reject the outliers and classify the members with the minimum overall classification error rate and the maximum gap between the outlier detection rate and false alarm rate for members. The T-TPTSR method linearly representing the testing sample with the training samples and the distance between the testing sample and the target class are measured by calculating the difference between the testing sample and the weighted contribution of the class in the linear representation. In our test above, the T-TPTSR method achieves the best performance in outlier rejection as well as member classification. This is because in the T-TPTSR the two-phase linear representation of the testing sample results in a closer approximation and assessment by the training samples. Thus, the distance between the testing sample and the target class can be minimized, and the distance between the testing sample and an outlier can be maximized, leading to a better overall classification rate and greater ratio of outlier recognition rate versus the false alarm rate.

5. Conclusion

This paper introduces the modified versions of four useful approaches in face recognition, the T-TPTSR method, the T-GR method, the T-PCA method, and the T-LDA method, for
the application of outlier rejection as well as member classification. Their performance is tested with three different online face image databases, the Feret, AR, and ORL databases, respectively. The results show that the T-TPTSR method achieves the lowest overall classification error rate as well as the greatest difference between the outlier detection rate and false-alarm rate. Even the T-PCA method may achieve comparable performance with the T-TPTSR method under ideal sample conditions, the test result of the T-PCA method is generally poor under bad sample conditions. The T-TPTSR method achieves the best performance in outlier rejection as well as member classification because of the two-phase linear representation of the testing sample with the training samples.

Acknowledgment

Financial supports from The Research Fund for the Doctoral Program of Higher Education (no. 20122302120072) to initiate this research project are gratefully acknowledged.

References

[1] M. Kirby and L. Sirovich, “Application of the Karhunen-Loeve procedure for the characterization of human faces,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 12, no. 1, pp. 103–108, 1990.

[2] Y. Xu, D. Zhang, J. Yang, and J. Y. Yang, “An approach for directly extracting features from matrix data and its application in face recognition,” Neurocomputing, vol. 71, no. 10–12, pp. 1857–1865, 2008.

[3] J. Yang, D. Zhang, A. F. Frangi, and J. Y. Yang, “Two-dimensional PCA: a new approach to appearance-based face representation and recognition,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 26, no. 1, pp. 131–137, 2004.

[4] Y. Xu and D. Zhang, “Represent and fuse bimodal biometric images at the feature level: complex-matrix-based fusion scheme,” Optical Engineering, vol. 49, no. 3, Article ID 037002, 2010.

[5] S. W. Park and M. Savvides, “A multifactor extension of linear discriminant analysis for face recognition under varying pose and illumination,” EURASIP Journal on Advances in Signal Processing, vol. 2010, Article ID 158395, 11 pages, 2010.

[6] Z. Fan, Y. Xu, and D. Zhang, “Local linear discriminant analysis framework using sample neighbors,” IEEE Transactions on Neural Networks, vol. 22, no. 7, pp. 1119–1132, 2011.

[7] M. Sugiyama, “Dimensionality reduction of multimodal labeled data by local fisher discriminant analysis,” Journal of Machine Learning Research, vol. 8, pp. 1027–1061, 2007.

[8] C. Cattani, R. Badea, S. Chen, and M. Crisan, “Biomedical signal processing and modeling complexity of living systems,” Computational and Mathematical Methods in Medicine, vol. 2012, Article ID 298634, 2 pages, 2012.

[9] V. Vural, G. Fung, B. Krishnapuram, J. G. Dy, and B. Rao, “Using local dependencies within batches to improve large margin classifiers,” Journal of Machine Learning Research, vol. 10, pp. 183–206, 2009.

[10] Z. Y. Liu, K. C. Chiu, and L. Xu, “Improved system for object detection and star/galaxy classification via local subspace analysis,” Neural Networks, vol. 16, no. 3–4, pp. 437–451, 2003.

[11] Y. Yang, D. Xu, F. Nie, S. Yan, and Y. Zhuang, “Image clustering using local discriminant models and global integration,” IEEE Transactions on Image Processing, vol. 19, no. 10, pp. 2761–2773, 2010.

[12] Z. Lai, Z. Jin, J. Yang, and W. K. Wong, “Sparse local discriminant projections for face feature extraction,” in Proceedings of the 20th International Conference on Pattern Recognition (ICPR ’10), pp. 926–929, August 2010.

[13] J. Wright, Y. Ma, J. Mairal, G. Sapiro, T. S. Huang, and S. Yan, “Sparse representation for computer vision and pattern recognition,” Proceedings of the IEEE, vol. 98, no. 6, pp. 1031–1044, 2010.

[14] J. Wright, A. Y. Yang, A. Ganesh, S. S. Sastry, and Y. Ma, “Robust face recognition via sparse representation,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 31, no. 2, pp. 210–227, 2009.

[15] Y. Shi, D. Dai, C. Liu, and H. Yan, “Sparse discriminant analysis for breast cancer biomarker identification and classification,” Progress in Natural Science, vol. 19, no. 11, pp. 1635–1641, 2009.

[16] M. Dikmen and T. S. Huang, “Robust estimation of foreground in surveillance videos by sparse error estimation,” in Proceedings of the 19th International Conference on Pattern Recognition (ICPR ’08), December 2008.

[17] S. Chen and Y. Zheng, “Modeling of biological intelligence for SCM system optimization,” Computational and Mathematical Methods in Medicine, vol. 2012, Article ID 769702, 10 pages, 2012.

[18] Q. Guan, B. Du, Z. Teng, J. Gillard, and S. Chen, “Bayes clustering and structural support vector machines for segmentation of carotid artery plaques in multicontrast MRI,” Computational and Mathematical Methods in Medicine, vol. 2012, Article ID 549102, 6 pages, 2012.

[19] S. Chen, H. Tong, and C. Cattani, “Markov models for image labeling,” Mathematical Problems in Engineering, vol. 2012, Article ID 814356, 18 pages, 2012.

[20] S. Chen and X. Li, “Functional magnetic resonance imaging for imaging neural activity in the human brain: the annual progress,” Computational and Mathematical Methods in Medicine, vol. 2012, Article ID 613465, 9 pages, 2012.

[21] Z. Lai, W. Wong, Z. Jin, J. Yang, and Y. Xu, “Sparse approximation to the eigensubspace for discrimination,” IEEE Transactions on Neural Networks and Learning Systems, vol. 23, no. 12, pp. 1948–1960, 2012.

[22] Y. Xu, D. Zhang, J. Yang, and J. Y. Yang, “A two-phase test sample sparse representation method for use with face recognition,” IEEE Transactions on Circuits and Systems for Video Technology, vol. 21, no. 9, pp. 1255–1262, 2011.

[23] Y. L. Chen and Y. F. Zheng, “Face recognition for target detection on PCA features with outlier information,” in Proceedings of the 50th Midwest Symposium on Circuits and Systems (MWSCAS ’07), pp. 823–826, August 2007.

[24] L. Sirovitch and M. Kirby, “Low-dimensional procedure for the characterization of human faces,” Journal of the Optical Society of America A, vol. 4, no. 3, pp. 519–524, 1987.

[25] M. Turk and A. Pentland, “Eigenfaces for recognition,” Journal of Cognitive Neuroscience, vol. 3, no. 1, pp. 71–86, 1991.

[26] B. Scholkopf and A. Smola, Learning with Kernels, MIT Press, Cambridge, Mass USA, 2002.

[27] K.-R. Muller, S. Mika, G. Rätsch, K. Tsuda, and B. Schölkopf, “An introduction to kernel-based learning algorithms,” IEEE Transactions on Neural Networks, vol. 12, no. 2, pp. 181–201, 2001.
[28] D. Tao and X. Tang, “Kernel full-space biased discriminant analysis,” in Proceedings of IEEE International Conference on Multimedia and Expo (ICME ’04), pp. 1287–1290, June 2004.

[29] S. Yan, D. Xu, Q. Yang, L. Zhang, X. Tang, and H. J. Zhang, “Multilinear discriminant analysis for face recognition,” IEEE Transactions on Image Processing, vol. 16, no. 1, pp. 212–220, 2007.

[30] P. Jonathon Phillips, H. Moon, S. A. Rizvi, and P. J. Rauss, “The FERET evaluation methodology for face-recognition algorithms,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 22, no. 10, pp. 1090–1104, 2000.

[31] P. J. Phillips, “The Facial Recognition Technology (FERET) Database,” http://www.itl.nist.gov/iad/humanid/feret/feret_master.html.

[32] http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html.

[33] http://cobweb.ecn.purdue.edu/~aleix/aleix?face?DB.html.

[34] Y. Xu and Z. Jin, “Down-sampling face images and low-resolution face recognition,” in Proceedings of the 3rd International Conference on Innovative Computing Information and Control (ICICIC ’08), pp. 392–395, June 2008.