Methods for Incorporating Measurement Error in Value-Added Models and Teacher Classifications
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The position statement on value-added models published by the American Statistical Association (ASA) suggested guidelines and issues to consider when using value-added models as a component of a teacher evaluation system. One suggestion offered is that value-added results should be accompanied by measures of precision. It is important, however, to go beyond simply reporting measures of precision alongside point estimates, but instead to formally include measures of precision into the value-added models and teacher classification systems. This practice will lead to improved inferences and reduced misclassification rates. Therefore, the aim of this article is to offer two suggested approaches for including measures of precision into the value-added model process. The first suggestion is to account for measurement error in student test scores and is motivated by the claim that measurement error is of little concern when the model conditions on at least three test scores. The second suggestion is to directly incorporate standard errors of the point estimates when forming overall classifications regarding teacher effects. This is intended to demonstrate ways in which teacher misclassification rates can be minimized.
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1. INTRODUCTION

The American Statistical Association (ASA) recently published a position statement on value-added models (VAM) in which suggestions and cautions are offered in an attempt to improve the inferences drawn from VAMs (ASA 2014). The ASA position article offers an important platform by which researchers and practitioners in the VAM community can more formally extend the ideas discussed in the statement via specific methodological approaches or experiences gathered from empirical results in applied settings.

In this spirit, I choose one issue noted in the ASA statement, precision. My intention is to extend the following statement in the ASA position article, “Estimates from VAMs should always be accompanied by measures of precision and a discussion of the assumptions and possible limitations of the model” by offering two proposals on how measures of precision might be incorporated into the modeling and decision-making process. In what follows I argue that two sources of uncertainty—measurement error in student test scores and imprecision associated with teacher-level scores—need to be recognized and appropriately integrated into the general value-added model process.

The ideas in this article are motivated by two issues that have become somewhat common in the practice of VAM. First, I dissect the claim made by Sanders (2006) that measurement error in the student test scores is of little concern when the regression model conditions on at least three prior test scores. Second, VAM results are commonly used as a component in the overall teacher evaluation system. However, there tends to be an overreliance on point estimates to classify teachers, resulting in teacher classifications that seemingly fluctuate over time.

To address the former concern, I examine the claim analytically and demonstrate that the conditions necessary to support this claim are most likely implausible in real world scenarios. I then articulate an estimator that can be used to incorporate student-level measurement error into the model estimation. To address the latter concern, options for teacher classification are proposed that make use of the uncertainty in the estimate.

2. THE PRECISION OF STUDENT-LEVEL TEST SCORES

Observed test scores are the typical ingredients in a VAM, though it is known that regression models making use of these scores yield biased estimates of the model coefficients given that they are imperfect measures of a student’s true score (Greene 2000; Hausman 2001). However, Sanders (2006) suggested that the bias is eliminated to the point where it is “no longer of concern” (p. 5) when at least three predictors are used as covariates in the model. This argument appeals to a similar “bias compression” concept articulated by Lockwood and McCaffrey (2007) who showed that bias related to nonrandom sorting of students to classes decreases, under certain circumstances, as more prior score observations become available. We can explore the claim regarding measurement error analytically.

Test theory (Lord 1980) establishes the following relationship between a true score and an observed score. $X = X^* + U$, where $X$ is a matrix of observed scores, $X^*$ is a matrix of true (unobserved) scores, and $U$ is a disturbance matrix with the same dimensions as $X^*$. A true score regression can be written as

$$y = X^* \beta + e,$$  \hspace{1cm} \hspace{1cm} \hspace{1cm} (1)

where $y$ is an $n \times 1$ vector of outcome scores, $X^*$ is an $n \times p$ model matrix containing $p - 1$ true prior test scores, $\beta$ are the fixed effects, and $e \sim N(0, \sigma^2)$. On substitution

$$y = (X - U)\beta + e$$

$$= X\beta + (e - U\beta)$$

$$= X\beta + e^*.$$

The assumptions used throughout the remainder of this discussion include $U \bot X^*$, $e \bot X^*$, and $U \bot e$. The elements of the

---

Harold C. Doran, Principal Research Scientist, American Institutes for Research (E-mail: hdoran@air.org).

Author thanks Dr. Dan McCaffrey for his helpful comments in the development of this article.
disturbance matrix, \( U \), are \( u_{ij} \) for the \( i \)th student on the \( j \)th test, \( \mathbb{E}[u_{ij}] = 0 \), and \( \mathbb{E}[u_{ij}^2] = \sigma_j^2 \) is taken as the conditional standard error of measurement. Errors of measurement on different variables are assumed \( \mathbb{E}[u_{ij}, u_{ij}'] = 0 \) when \( j \neq j' \). From the preceding assumption on the \( N \times J \) matrix \( U \), we see that

\[
\mathbb{E}[U'U] = S = \text{diag} \left( \sum_{i=1}^{N} \sigma_{1i}^2, \ldots, \sum_{i=1}^{N} \sigma_{2i}^2, \ldots, \sum_{i=1}^{N} \sigma_{ji}^2 \right).
\]

### 2.1 Inconsistent Estimation of Model Parameters

From the set of previously proposed assumptions, we examine the behavior of a least-square estimate when observed scores are used in the model. First, we observe that \( \text{cov}(X, e^*) \neq 0 \):

\[
\text{cov}(X, e^*) = \mathbb{E} \left[ (X'e - U\beta) \right] = \mathbb{E} \left[ (X' + U')e - U\beta \right] = \mathbb{E}[U'U\beta] = \mathbb{E}[U'U] = -S\beta.
\]

Equation (3) demonstrates the source of inconsistency in the ordinary least-square (OLS) estimate in general. But, we need to examine the behavior of the model with respect to measurement error more carefully as more predictors are added. Suppose we expand the model to view this through the lens of estimating a teacher effect such that model 1 includes only one prior score, model 2 includes two scores, etc. The expected values of the coefficients are the means of the coefficients over all 1000 replicates.

Table 1. Expected values of model coefficients

| Model | \( \mathbb{E}(\hat{\beta}_1) \) | \( \mathbb{E}(\hat{\beta}_2) \) | \( \mathbb{E}(\hat{\beta}_3) \) | \( \mathbb{E}(\hat{\beta}_4) \) | \( \mathbb{E}(\hat{\beta}_5) \) | \( \sum_{j=1}^{p} \mathbb{E}(\hat{\beta}_j)^2 \) |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Model 1 | 0.91            | 0.82            | 0.45            | 0.31            | 0.24            | 0.19            |
| Model 2 | 0.46            | 0.48            | 0.33            | 0.33            | 0.24            | 0.24            |
| Model 3 | 0.31            | 0.33            | 0.31            | 0.31            | 0.24            | 0.24            |
| Model 4 | 0.23            | 0.25            | 0.26            | 0.26            | 0.24            | 0.24            |
| Model 5 | 0.18            | 0.20            | 0.21            | 0.21            | 0.20            | 0.20            |

In fact, if we do assume that the true score is fixed, then each new observed score is a different measure of the same latent trait and growth is simply a different random draw on the error term, \( u_{tij} \).

2.1.1 Simulation Example. A brief simulation using 1000 replicates is provided to illustrate the preceding theory. The R code (R Core Team 2013) provided in the appendix can be used to replicate the simulation. The simulation generates 1000 students each with five observed scores and an outcome where the data-generating process for each observed score is \( x_{tij} = x_{tj}^* + u_{tij} \). Model coefficients are estimated using OLS via the \texttt{lm} function in R. Each model layers in one new observed score such that model 1 includes only one prior score, model 2 includes two scores, etc. The expected values of the coefficients are the means of the coefficients over all 1000 replicates.

The results in Table 1 show that the expected values of the model coefficients decrease at the rate approximately proportional to \( \mathbb{E}(\hat{\beta}_j)/P \). The term \( \sum_{j=1}^{p} \mathbb{E}(\hat{\beta}_j)^2 \) decreases with more prior scores, but does not approach 0 with even five prior scores.

2.2 An Error-in-Variables Estimator

In contrast, if the underlying model generating observed scores is \( x_{tij} = x_{tij}^* + u_{tij} \), and if we expect \( x_{tij}^* > x_{tj-1,i}^* \), then it is not feasible to arrive at conditions supporting the idea that \( \mathbb{E}(\hat{\beta}_j)/P \) with increasing \( P \); hence the inconsistency in the OLS estimate from Equation (3) remains. Therefore, it is important to have an estimator that can account for the measurement error, which can be arrived at simply:

\[
\hat{\beta} = (X'X)^{-1}X'y = (X'X)^{-1}(X'X + U'U)^{-1}X'y.
\]

Table 1. Expected values of model coefficients
scores in $X$ gives

$$\hat{\beta} = (X'X - \mathbb{E}[U'U])^{-1} X'y. \quad (7)$$

Given an available estimate for $\mathbb{E}[U'U]$, which we can take as the diagonal matrix $S$, with the cautions noted by Lockwood and McCaffrey (2014), it is simple to incorporate the uncertainty associated with the test scores into the model building process. Extending this to the mixed model is also straightforward as demonstrated by multiple authors (Goldstein 1995; AIR 2013; Lockwood and McCaffrey 2014).

The preceding shows that assuming measurement error bias is “no longer of concern” when the model conditions on three prior scores cannot be supported with a finite number of tests measuring a trait that is expected to change over time. As such, this leads to a different recommendation for model building: any model proposed for use in teacher evaluation systems must incorporate student-level measurement error into model estimation to properly yield unbiased estimates.

3. INCORPORATING UNCERTAINTY INTO TEACHER CLASSIFICATIONS

VAMs produce point estimates, such as medians or means of growth percentiles, empirical Bayes, or fixed effects, to indicate the impact on student achievement. These point estimates are often the basis for ranking teachers using a simple classification scheme. For example, it is common to find teacher VAM scores put into performance bins (e.g., quintiles) based on the point estimates (Loeb and Candelaria 2013) or for teachers with VAM scores in the lowest decile to be flagged for improvement.

The practice of assignment to performance bins using only observed scores increases the probability of misclassification and over time it degrades the credibility of the VAM results as teachers seemingly move across performance categories over time. In the end, this yields very little credibility to an accountability system when high-performing teachers appear as lower-performing teachers in subsequent years and vice-versa.

The ASA position statement suggests that “Estimates from VAMs should always be accompanied by measures of precision.” To build upon this statement with concrete recommendations, I propose options to consider that may be used to form classifications. Before doing so, it is important to understand that ignoring the measurement error in test scores may overstate the precision of the teacher VAM estimates.

For purposes of illustration, data from a large statewide test including 163,401 students, 4614 teachers, and 1147 schools are modeled. A test score in grade $g$ is modeled as a function of two prior test scores obtained grades $g - 1$ and $g - 2$ as well as teacher and school random effects. In the first instance, the error in the predictor variables is ignored and in the second model the error in the student-achievement estimates is incorporated using an error-in-variables regression (Goldstein 1995).

The following statistic is then used to express the general instability of the teacher VAM scores

$$p = \frac{\hat{\sigma}_e^2}{\hat{\sigma}_\theta^2}, \quad (8)$$

where $\hat{\sigma}_e^2$ is the mean (conditional) variance of the teacher effects and $\hat{\sigma}_\theta^2$ is the model-based (marginal) variance between teachers. This simply expresses the typical standard error as a fraction of the standard deviation between teachers. In the model that ignores measurement error in the predictors, we obtain a value of $p = 0.66$ and in the model that incorporates measurement error into the regression we observe $p = 0.71$. This shows that the precision of the teacher effects tends to be overstated when measurement error in the predictor variables is ignored.

3.1 Options for Classification

Given the VAM results, one could simply use the point estimates to place teachers into bins and then report the standard error of the teacher effect alongside the classification results. However, this classification method does not incorporate the uncertainty into the classification. In this section, I briefly provide four different ways in which the uncertainty in the estimate might be used when forming or reporting teacher VAM scores.

3.1.1 Method 1: Classification with Confidence Intervals. To illustrate the first approach, suppose it is required that teachers are assigned to one of four ordered performance bins. We could begin with assignment to a default category, say 3, and then form confidence intervals around the point estimate, $\hat{\theta}_l < \hat{\theta}_u < \hat{\theta}_u$, and bin the VAM scores based on the following rules:

$$\text{bin} =  \begin{cases} 
1 & \text{if } \hat{\theta}_u < \lambda_1 \\
2 & \text{if } \hat{\theta}_u < \lambda_2 \\
3 & \text{if } \hat{\theta}_u \geq \lambda_2 \\
4 & \text{if } \hat{\theta}_u \geq \lambda_3.
\end{cases}$$

This approach has been used in one state where we have implemented VAMs and formed teacher classifications. We found that the observed correlation between the teacher effects over time was 0.46, but 68% of teachers remained in the same performance bin from 1 year to the next when the uncertainty in the estimate was used to form the classifications. Additionally, large swings in the extremes (i.e., teachers changing from the lowest to highest performance bins and vice versa) was less than 0.1% (AIR 2013).

The approach is conservative with respect to teacher classification and has trade-offs worth considering with stakeholder groups involved in the accountability process. First, under the specific example provided teachers with the following condition $\hat{\theta}_u > \lambda_2$ and $\hat{\theta}_u < \lambda_2$ are tacitly assumed to fall into bin 3, even if the majority of their score distribution falls into the level 2 category. Additionally, teachers are only placed into bins 1 and 4 under highly stringent conditions. As such, this proposed approach will push larger proportions of teachers into the middle categories and make it somewhat more challenging to identify outlier teachers.

3.1.2 Method 2: Classification With Threshold. He, Selck, and Normand (2014) provided an exposition on methods for classifying hospitals on the basis of a performance measure. This line of work draws many parallels to the challenges also observed in teacher classification and provides comparisons
between various classification approaches. In many respects, the policy context and motivation to classify teachers shares many similarities with the aims to classify hospitals. For example, in some policy circles, an ideal outcome for VAM is to support the identification of a “high tier” of teachers, or conversely a “lower tier,” where high-performing teachers may be eligible for rewards and low-performing teachers may be subject to sanctions. Hence, this approach can be adopted for use when forming teacher classifications based upon VAMs.

He, Selck, and Normand (2014) identified an optimal method for classification referred to as “PROB II.” This approach considers the posterior probability that the teacher effect exceeds a known threshold. An alternative method is provided and is shown to provide virtually identical results to PROB II with respect to misclassification referred to as the “SHR” or shrinkage method. This approach classifies teacher $k$ into the $100(1-c)\%$ when $\hat{\theta}_k$ exceeds a threshold, such as $\lambda + \sigma_0 \Phi^{-1}(c)$, where $c$ identifies the estimates for teachers in the $100(1-c)\%$ tier. For instance, if the aim is to identify the top 10%, then the following condition is evaluated, $\hat{\theta}_k > \lambda + \sigma_0 \Phi^{-1}(0.9)$. Given the similarity between the approaches proposed, I illustrate the SHR method, though further work is needed to examine PROB II.

One issue to consider is the optimal value for $c$ that yields misclassification rates at an acceptable level. Here, I briefly explore via a simulation various options for the value of $c$. From the simulation it is possible to judge the sensitivity—the probability of assigning a true high tier teacher into the top tier, given that simulating data yield both a known true value and an estimate for each of the $k$ teacher VAM scores.

For illustration, I generate data from a simple random effects model with two noisy measures as predictors each with reliability of about 0.9, $y_{imk} = \mu + \sum_{j=1}^{2} \beta_j x_{ij} + \theta_k + \theta_m + e_{imk}$, where $\theta_k \sim N(0, 10)$, $\theta_m \sim N(0, 5)$, and $e_{imk} \sim N(0, 9)$, and true values for the fixed effects, $\mu, \beta_1, \beta_2$ are set to 10, 1, and 0.5, respectively. The random effects are intended to mirror separable teacher and school effects such that the teacher value-added score is $\theta_k$. The simulated data include 10,000 students nested in 400 teachers in 100 schools. Ten percent of the students are randomly dropped at each replicate to create an unbalanced design.

I run 500 replicates and within each replicate identify the number of observed values that exceed the criterion $\hat{\theta}_k > \lambda + \sigma_0 \Phi^{-1}(c)$. The parameter $c$ is a vector ranging from 0.5 to 0.9 in increments of 0.01, but the parameter $\lambda$ is fixed at 0. Let $P(c)_j$ denote the proportion of observed VAM scores above the threshold that are correctly classified given the true value of the VAM score, $c \in \{0.5, 0.51, \ldots, 0.9\}$ at replicate $l$.

Figure 1 plots the mean sensitivity (i.e., mean of $P(c)_j$ over all replicates) at the different values of the threshold. Similar to He, Selck, and Normand (2014), the sensitivity rates decline with higher values of $c$ given it is somewhat more difficult to distinguish high performers in the tails. Because choosing a value for $c$ is a policy-driven exercise, the sensitivity rates in Figure 1 can be used as a guide to consider values for that parameter. Those considering such an approach for classification might find it useful to simulate data using generating values that more closely resemble their jurisdictions as the data generated here are simply to illustrate the concept and are not designed to match values from a state testing program.
Additionally, teacher classification methods should also find ways in which the precision of the estimate should be incorporated into the classification method. If teacher classification is based on point estimates alone and standard errors of the point estimate are simply reported alongside the estimate, teacher classification ratings will vary over time in ways that seem implausible to users of the data. In student achievement testing, it is possible to design tests to maximize the amount of information near important cuts, such as the “proficient” cut score. Hence, it is feasible to control some of the variability in student scores near important cuts via design of the test. In contrast, this cannot be accomplished with VAM. Class assignment mechanisms at the beginning of a school year cannot be organized in ways that intentionally minimize error variance in an outcome collected after a year of instruction with a teacher.

One option that deserves future attention is ways in which teacher classification might resemble methods used in setting performance standards on student achievement tests, such as the bookmark method (Cizek 2001). In achievement testing, these methods connect items on a test to knowledge and skills students are expected to know and demonstrate with respect to the enacted curriculum. For instance, when a student is classified as proficient on the test, it implies something about what the students demonstrated with respect to the content, not how the student relates to other students in the population.

The challenge in projecting this concept to VAM is that it requires an external criterion allowing VAM point estimates to be ordered and related to other evaluation criterion. For example, suppose it is feasible to order the VAM point estimates by teacher and then have expert evaluators connect each point estimate along the continuum to another set of performance skills. If such an approach could be properly conceptualized and implemented, it may be possible to remove the normative nature of VAM classifications and move toward a criterion-related classification scheme.

APPENDIX A: PROOF DERIVING EQUATION 5 FROM EQUATION 4 AS A PARTITIONED REGRESSION

The normal equation for a partitioned regression is (McCulloch and Searle 2001)

\[
\begin{bmatrix}
X^* X^* & X^* Z \\
Z^* X^* & Z^* Z
\end{bmatrix}
\begin{bmatrix}
\beta \\
\theta
\end{bmatrix}
= \begin{bmatrix}
X^* y \\
Z^* y
\end{bmatrix}.
\]

(A.1)

We can solve for \( \theta \) as

\[(Z^* Z) \theta = Z^* y - Z^* X^* \hat{\beta}.
\]

(A.2)

The matrix \( Z \) consists of \( q \) total columns with each column linking student \( i \) to the \( k \)th teacher. If we assume all students are nested in one and only one classroom, then

\[Z^* \tilde{Z} = \text{diag}(N_1, N_2, \ldots, N_k, \ldots, N_q),\]

(A.3)

with inverse

\[(Z^* \tilde{Z})^{-1} = \text{diag}(1/N_1, 1/N_2, \ldots, 1/N_k, \ldots, 1/N_q),\]

(A.4)

where \( N_k \) is the column sum of the \( k \)th column in \( Z \). If \( Z \) is a binary matrix linking student \( i \) to teacher \( k \), the column sum is the number of students linked to the \( k \)th teacher.

The simple diagonal structure of \( Z^* Z \) permits for the following solution for the \( k \)th column in \( Z \), denoted as \( z_k \). Because \( z_k \) has dimensions \( n \times 1 \), its transpose remains conformable with \( X^* \) and \( y \), which have dimensions \( n \times p \) and \( n \times 1 \), respectively. Hence, Equation (A.2) can be reduced to the following to allow for a teacher-by-teacher solution:

\[N_k \theta_k = z_k^* y - z_k^* X^* \hat{\beta}.
\]

(A.5)

Solving for \( \theta_k \), assuming \( x_{ij} = x_{ij}^* + u_{ij} \) in the final step, and assuming the model matrix \( X^* \) includes a vector of 1’s corresponding to an intercept provides

\[
\hat{\theta}_k = \frac{z_k^* y - z_k^* X^* \hat{\beta}}{N_k}
= \frac{\sum_{i \in k} y_i - \sum_{j=0}^p \sum_{i \in k} \hat{\beta}_j x_{ij}^*}{N_k}
= \bar{y}_k - \hat{\beta}_0 - \sum_{j=1}^p \hat{\beta}_j \bar{x}_{kj}
= \bar{y}_k - \hat{\beta}_0 - \sum_{j=1}^p \hat{\beta}_j \bar{x}_{kj} - \sum_{j=1}^p \hat{\beta}_j \bar{a}_{kj}.
\]

APPENDIX B

# R code to implement simulation described in section 1

true <- rnorm(N)
for(i in 1:K){
e1 <- rnorm(N, sd = .3)
e2 <- rnorm(N, sd = .3)
e3 <- rnorm(N, sd = .3)
e4 <- rnorm(N, sd = .3)
e5 <- rnorm(N, sd = .3)
x1 <- true + e1
x2 <- true + e2
x3 <- true + e3
x4 <- true + e4
x5 <- true + e5
y <- true + rnorm(N, sd = .3)

fm1 <- lm(y ~ x1)
fm2 <- lm(y ~ x1 + x2)
fm3 <- lm(y ~ x1 + x2 + x3)
fm4 <- lm(y ~ x1 + x2 + x3 + x4)
fm5 <- lm(y ~ x1 + x2 + x3 + x4 + x5)

sum(colMeans(fm1.params)^2)
sum(colMeans(fm2.params)^2)
sum(colMeans(fm3.params)^2)

## Compute expected values as means
colMeans(fm1.params)
colMeans(fm2.params)
colMeans(fm3.params)
colMeans(fm4.params)
colMeans(fm5.params)

## Expected sum of squared coefficients
sum(colMeans(fm1.params)^2)
sum(colMeans(fm2.params)^2)
sum(colMeans(fm3.params)^2)