Apples with Apples comparison of 3+1 conformal numerical relativity schemes
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Abstract. This paper contains a comprehensive comparison catalog of “Apples with Apples” tests for the BSSNOK, CCZ4 and Z4c numerical relativity schemes, with and without constraint damping terms for the latter two. We use basic numerical methods and reach the same level of accuracy as existing results in the literature. We find that the best behaving scheme is generically CCZ4 with constraint damping terms.
1 Introduction

The most widely employed approaches for solving numerically the Einstein equations, especially in the context of binary black hole simulations, are currently the Generalized Harmonic scheme [1–5] and the BSSNOK scheme [6–8]. With the advent of the “Z4” formulation of the Einstein equations [9, 10], whose primary aim is to improve the control over constraint violation, two Z4-based extensions of BSSNOK have been considered in the literature: the “Z4c” scheme [11, 12] and the “CCZ4” scheme [13]. The aim of this paper is to provide a detailed comparison of the BSSN, Z4c and CCZ4 schemes based on the minimal testbed that was laid out in [14, 15] and is commonly referred to as the “Apples with Apples” tests (AwA).

Part of our motivation stems from the fact that the literature currently lacks a comprehensive set of AwA results, even for the most prominent schemes in the field such as BSSNOK. This information could serve as a reference for comparing one’s code with and would therefore be especially useful to new researchers in the field. In the case where one is interested in comparing schemes, it is also important to have the tests run using the same code and numerical methods, so as to obtain the cleanest possible comparison of the schemes’ true merits. Occurrences of such comprehensive AwA treatments are for instance found in [14, 15] and in [16] for the Z4c scheme, but with second-order time integration, contrary to the present standard that is fourth-order (see also the recent [17] where a more sophisticated discretization technique is used). Here we provide a relatively exhaustive catalog of AwA results, mentioning all the relevant information and using several standard gauge choices when this freedom is present. We use “vanilla” numerical methods and reach the same level of accuracy as the few results we found in the literature in the case of similar discretization techniques [18, 19].

We also take advantage of this flurry of data to propose an alternative analysis of wave-based tests, such as the linear and gauge wave tests for instance. Instead of focusing on the wave profile
and its error in real space, as suggested in [14, 15], we consider the discrete Fourier transform at each crossing time, because it allows us to disentangle the errors on the wave’s phase, amplitude and offset and also provides a direct measurement of higher mode contamination.

As for the results of the comparison, we find that the “damped” CCZ4 scheme behaves generically better than the rest. Given the proximity between the CCZ4 and Z4c formulations, it is interesting to pinpoint the distinguishing property underlying the difference in their performance. For this reason, we have included a fourth scheme in our comparison, which we dubbed “Z4cc”, that lies “in between” CCZ4 and Z4c. More precisely, Z4cc uses the same redefinition of the extrinsic curvature trace \( K \) as Z4c, when deriving it from the Z4 equations, but unlike Z4c, no pure-constraint terms are discarded, thus making it “covariant” like CCZ4. It turns out that the Z4cc results are practically indistinguishable from the CCZ4 ones, and thus not displayed here, which means that the crucial property is covariance and not whether one redefines \( K \).

The paper is organized as follows. In section 2 we present the schemes that will be compared, i.e. CCZ4, Z4cc, Z4c, both in their damped and undamped versions, and two versions of BSSNOK (covariant and non-covariant), and we also discuss the gauge choices we will consider when possible. In section 3 we provide general specifications, including the numerical methods that are used. Each of the subsequent sections is then devoted to a particular AwA test, starting with its description and followed by comments about the results. All figures are collected at the end of the paper.

This is a abridged version with a selected sublist of plots. The full version can be found: full version.  

2 Schemes and gauges

For the purpose of this paper it is enough to begin with the Z4 formulation of vacuum GR [9] with constraint damping term [10]

\[
R_{\mu\nu} + \nabla_\mu Z_\nu + \nabla_\nu Z_\mu - \kappa [n_\mu Z_\nu + n_\nu Z_\mu - g_{\mu\nu} n_\rho Z^\rho] = 0,
\]

where we have set the secondary constraint-damping parameter of [10] to zero for simplicity. From the 3 + 1 viewpoint, the \( Z_\mu \) field must be assigned zero initial conditions and this value is then preserved under time-evolution at the analytical level. It therefore constitutes an extra set of constraints, i.e. on top of the Hamiltonian and momentum ones, and can be thought of as a conjugate variable of the latter.

We first perform a 3 + 1 decomposition, i.e. the line-element becomes

\[
ds^2 = -\alpha^2 dt^2 + \gamma_{ij} (dx^i + \beta^i dt) (dx^j + \beta^j dt),
\]

and also define

\[
\Theta := -n_\mu Z^\mu, \quad K_{ij} := -\frac{1}{2\alpha} (\partial_t - \mathcal{L}_\beta) \gamma_{ij},
\]

where \( \mathcal{L}_\beta \) is the Lie derivative with respect to \( \beta^i \). In the plots we will display, we will often use the notation \( "g_{ij}" \) instead of \( "\gamma_{ij}" \) for the 3-metric, since it is more common to all numerical relativity schemes. We next perform a conformal/traceless decomposition

\[
\gamma_{ij} = \chi^{-1} \tilde{\gamma}_{ij}, \quad \det \tilde{\gamma}_{ij} \equiv 1,
\]

\[
K_{ij} = \chi^{-1} \left[ \tilde{A}_{ij} + \frac{1}{3} \tilde{\gamma}_{ij} K \right], \quad \tilde{\gamma}^{ij} \tilde{A}_{ij} \equiv 0,
\]

and use the convention of displacing the indices of tilded tensors with \( \tilde{\gamma}_{ij} \). Finally, we trade \( Z_i \) for

\[
\tilde{\Gamma}^i := 2\tilde{\gamma}^{ij} Z_j + \tilde{\Gamma}^i, \quad \tilde{\Gamma}^i := -\partial_j \tilde{\gamma}^{ij}.
\]

The equations (2.1) now become a set of evolution equations for \( \Theta, \chi, K, \tilde{\Gamma}^i, \tilde{\gamma}_{ij} \) and \( \tilde{A}_{ij} \). Here we consider a more general class of equations depending on two parameters \( s \) and \( c \) taking values in the
set \( \{0,1\} \), with the (2.1) case corresponding to \((s,c) = (0,1)\). These are

\[
D_t \Theta = \alpha \left[ \frac{1}{3} K^2 - \left( 1 - \frac{4}{3} s \right) K \Theta - \kappa \Theta - \frac{2}{3} s \Theta^2 - \frac{1}{2} \tilde{A}_{ij} \tilde{A}^{ij} + \frac{1}{2} \tilde{\gamma}^{ij} \tilde{R}_{ij} \right] + \tilde{Z}^i (\alpha \partial_i \chi - \chi \partial_i \alpha) ,
\]

\[
D_t \chi = \frac{2}{3} \chi [\alpha (K + 2s \Theta) - \partial_i \beta^i] ,
\]

\[
D_t K = \alpha \left[ \left( 1 - \frac{2}{3} s \right) K^2 - 2 \left( 1 - \frac{5}{3} s \right) K \Theta - (3 - 4s) \kappa \Theta + \frac{4}{3} s \Theta^2 + s \tilde{A}_{ij} \tilde{A}^{ij} + 2 (1 - s) c \tilde{Z}^i \partial_i \chi \right]
+ \chi \tilde{\Gamma}_{ij} \gamma^{ij} \left[ -\chi \partial_i \partial_j \chi + \frac{1}{2} \partial_i \chi \partial_j \chi + \alpha \left( (1 - s) \tilde{R}_{ij} + \frac{1}{2} \chi S_{ij} \right) \right] ,
\]

\[
D_t \tilde{\Gamma}^i = 2\alpha \left[ \tilde{\Gamma}^{ij} \tilde{A}^{jk} - \frac{3}{2} \tilde{A}^{ij} \chi^{-1} \partial_j \chi + \tilde{\gamma}^{ij} \left( \left( 1 - \frac{4}{3} s \right) \partial_j \Theta - \frac{2}{3} \partial_j K \right) - c \left( \frac{2}{3} K + \frac{4}{3} s \Theta + \kappa \right) \tilde{Z}^i \right]
- 2c \epsilon \tilde{\gamma}^{ij} \partial_j \partial_i \alpha - 2 \tilde{A}^{ij} \partial_j \partial_i \alpha + \frac{1}{2} \partial_i \partial_j \partial_k \beta^i - \frac{1}{3} \tilde{\gamma}^{ij} \partial_j \beta^j - \tilde{\Gamma}^{ij} \partial_j \beta^i + \frac{2}{3} \tilde{\Gamma}^{ij} \partial_j \gamma^{ij} ,
\]

\[
D_t \tilde{\gamma}_{ij} = -2\alpha \tilde{A}_{ij} + \tilde{\gamma}_{ik} \partial_j \beta^k + \tilde{\gamma}_{jk} \partial_i \beta^k - \frac{2}{3} \tilde{\gamma}_{ij} \partial_k \beta^k ,
\]

\[
D_t \tilde{A}_{ij} = \alpha \left[ -2 \tilde{\gamma}^{kl} \tilde{A}_{ik} \tilde{A}_{jl} + (K - 2 (1 - s) \Theta) \tilde{A}_{ij} \right] + \tilde{A}_{ik} \partial_j \beta^k + \tilde{A}_{jk} \partial_i \beta^k - \frac{2}{3} \tilde{A}_{ij} \partial_k \beta^k
+ \left[ \chi \left( -\partial_i \partial_j \alpha + \tilde{\Gamma}^k \partial_k \alpha \right) - \partial_i \chi \partial_j \alpha + 2ca \tilde{Z}^k \tilde{\gamma}_{ki} \partial_j \chi + \alpha \left( \tilde{R}_{ij} - \chi S_{ij} \right) \right]^{\text{TF}} ,
\]

where “TF” denotes the trace-free part and we have defined

\[
D_t := \partial_t - \beta^i \partial_i ,
\]

\[
\tilde{Z}^i := \frac{1}{2} [\tilde{\Gamma}^i - \tilde{\Gamma}^i] ,
\]

\[
\tilde{\Gamma}^i_q := q \tilde{\Gamma}^i + (1 - q) \tilde{\Gamma}^i ,
\]

\[
\tilde{\Gamma}_{kij} := \frac{1}{2} (\partial_i \tilde{\gamma}_{jk} + \partial_j \tilde{\gamma}_{ik} - \partial_k \tilde{\gamma}_{ij}) ,
\]

\[
\tilde{\Gamma}^k_{ij} := \tilde{\gamma}^{kl} \tilde{\Gamma}_{kij} ,
\]

\[
\tilde{R}_{ij} := R_{ij} (\gamma) + 2 \nabla_i Z_j - 2c \nabla_i (\partial_j \log \chi)
\]

\[
= \chi \left[ -\frac{1}{2} \tilde{\gamma}^{kl} \partial_k \partial_l \tilde{\gamma}_{ij} + \tilde{\gamma}_{kl} (\partial_j \tilde{\gamma}) \tilde{\Gamma}^k + \tilde{\Gamma}^{kl} (\tilde{\Gamma}_{kli} R_{mj} + 2 \tilde{\Gamma}_{k(l)ij} m_l) \right]
+ \frac{1}{2} \left[ \partial_i \partial_j \chi - \frac{1}{2} \chi^{-1} \partial_i \chi \partial_j \chi + \tilde{\gamma}^{kl} \left( \partial_k \partial_l \chi - \frac{3}{2} \chi^{-1} \partial_k \chi \partial_l \chi \right) - \tilde{\Gamma}^{kl} \partial_k \chi + \tilde{\gamma}_{ij} \tilde{\Gamma}^{kl} \partial_k \chi \right] .
\]

The constraint equations are

\[
D := \det \tilde{\gamma} - 1 = 0 ,
\]

\[
D' := \tilde{\gamma}^{ij} \tilde{A}_{ij} = 0 ,
\]

\[
\Theta = 0 ,
\]

\[
\tilde{Z}^i := \frac{1}{2} [\tilde{\Gamma}^i - \tilde{\Gamma}^i] = 0 ,
\]

\[
H := \frac{1}{3} K^2 + \frac{1}{2} \tilde{A}_{ij} \tilde{A}^{ij} - \frac{1}{2} \tilde{\gamma}^{ij} \tilde{R}_{ij} - c \tilde{Z}^i \partial_i \chi = 0 ,
\]

\[
M_i := -\tilde{\gamma}^{jk} \left[ \partial_j A_{ki} - A_{li} \tilde{\Gamma}^l_{kj} - A_{kl} \tilde{\Gamma}^l_{ij} - \frac{3}{2} \tilde{A}_{ij} \chi^{-1} \partial_k \chi \right] + \frac{2}{3} \partial_i K = 0 ,
\]

where the last two are the vacuum Hamiltonian (up to a \( \nabla_i Z^i \) term) and momentum constraints.
Setting $c = 0$ amounts to using the $\Theta, \tilde{Z}^i = 0$ constraints in several parts of the equations. Following the terminology of [13], these schemes are therefore no longer “covariant”, since non-4-covariant equations have been used. On the other hand, setting $s = 1$ amounts to the redefinition

$$K \to K + 2\Theta.$$  \hspace{2cm} (2.25)

We can now distinguish the eight different schemes that will be compared in this paper

- $s = 0, c = 1, \kappa = 0 \Rightarrow \text{“CCZ4-u” scheme [13]}
- s = 0, c = 1, \kappa = \frac{L}{2} \Rightarrow \text{“CCZ4-d” scheme [13]}
- s = 1, c = 1, \kappa = 0 \Rightarrow \text{“Z4cc-u” scheme}
- s = 1, c = 1, \kappa = \frac{L}{2} \Rightarrow \text{“Z4cc-d” scheme}
- s = 1, c = 0, \kappa = 0 \Rightarrow \text{“Z4c-u” scheme [11]}
- s = 1, c = 0, \kappa = \frac{L}{2} \Rightarrow \text{“Z4c-d” scheme [12]}
- s = 1, c = 1, \kappa = 0, \Theta \equiv 0 \Rightarrow \text{“BSSNcc” scheme [6–8]}
- s = 1, c = 0, \kappa = 0, \Theta \equiv 0 \Rightarrow \text{“BSSNc” scheme [6–8]}

where $L$ is a length scale of relevance in the simulation at hand. The $c = 0$ schemes have only one “c” in their name, standing for “conformal”, whereas the $c = 1$ schemes have two “c” because they are both conformal and covariant. In particular, the BSSNc and BSSNcc schemes are two usual versions of the well-known BSSNOK scheme. As for the “u” and “d” letters, they stand for “undamped” and “damped”, respectively, i.e. depending on the value of the constraint-damping parameter $\kappa$. Note that we have also added a new (to our knowledge) scheme, which is the covariant analogue of the $Z4c$ scheme, hence dubbed “Z4cc”. The aim of including this scheme is to determine whether the differences between the CCZ4 and Z4c schemes are due to the choice of $c$ parameter or to the choice of $s$ parameter. As we will see, Z4cc is qualitatively indistinguishable from CCZ4, and both behave generically better than Z4c, meaning that the important property is covariance, i.e. $c = 1$.

Finally, here are the gauge choices that will be considered in this paper. For the slicing we will use the Bona-Masó class [20]

$$D_t \alpha = -\alpha^2 f(\alpha) \left[ K - 2(1-s) \Theta \right],$$ \hspace{2cm} (2.26)

and, more precisely, the geodesic slicing $f = 0$ (GEO), harmonic slicing $f = 1$ (HARM) and “1 + log” slicing $f = 2/\alpha$ (LOG). For the shift we will consider the case $\beta^i = 0$ (ZERO), the following hyperbolic “Gamma-driver” case (DRIVER) [21, 22]

$$D_t \beta^i = \frac{3}{4} B^i, \quad D_t B^i = D_t \hat{\Gamma}^i - B^i,$$ \hspace{2cm} (2.27)

and the “harmonic” case (HARM)

$$D_t \beta^i = \alpha \left[ \tilde{\gamma}^{ij} \left( -\chi \partial_j \alpha + \frac{1}{2} \alpha \partial_j \chi \right) + \alpha \chi \hat{\Gamma}^i \right].$$ \hspace{2cm} (2.28)

The latter actually corresponds to the true harmonic gauge, up to a $\tilde{Z}^i$ term, only if we also choose harmonic slicing. With three possible slicings and three possible shift choices, we have nine possible gauge combinations. Among these choices, the LOG-DRIVER gauge stands out as the one leading to successful binary black hole simulations [21, 22] when the singularity is treated using the “puncture” method [23]. One should therefore pay special attention to the performance of the scheme in that gauge for the tests that allow one to choose it, namely, the robust stability and the linear wave tests.
3 General specifications

Following [15], all tests are performed in a box of length \( L = 1 \) with \( N = 50 \rho \) points, for the three resolutions \( \rho \in \{1, 2, 4\} \). The lattice spacing is therefore \( \Delta x := L/N = 0.02 \rho^{-1} \) and the constraint-damping parameter is \( \kappa = 1 \) when different than zero. We also let \( T \) denote the number of crossing times for which a given simulation is running.

For the spatial derivatives we use a centered five-point stencil, i.e.
\[
\partial_i f(\vec{x}) \to \frac{-2f(\vec{x} + 2\Delta_i) + 8f(\vec{x} + \Delta_i) - 8f(\vec{x} - \Delta_i) + 2f(\vec{x} - 2\Delta_i)}{12\Delta x},
\]
where
\[
(\Delta_i)_j := \delta_{ij}\Delta x. \tag{3.2}
\]
There are two exceptions to this. First, the \( \partial_i \) appearing inside the convective derivative \( D_i := \partial_i - \beta^i \partial_i \) is replaced with the up/down-wind five-point stencil, depending on the sign of \( \beta^i \)
\[
\beta^i \partial_i f(\vec{x}) \to \frac{\beta^i}{12\Delta x} \times \begin{cases} 
      f(\vec{x} + 3\Delta_i) - 6f(\vec{x} + 2\Delta_i) + 18f(\vec{x} + \Delta_i) - 10f(\vec{x}) - 3f(\vec{x} - \Delta_i) & \text{if } \beta^i > 0 \\
      -f(\vec{x} - 3\Delta_i) + 6f(\vec{x} - 2\Delta_i) - 18f(\vec{x} - \Delta_i) + 10f(\vec{x}) + 3f(\vec{x} + \Delta_i) & \text{if } \beta^i < 0.
    \end{cases}
\]
\tag{3.3}

Second, whenever we have double derivatives \( \partial_i \partial_j \), the diagonal terms are replaced with the second derivative centered five-point stencil
\[
\partial_i \partial_j f(\vec{x}) \to \frac{-f(\vec{x} + 2\Delta_i) + 16f(\vec{x} + \Delta_i) - 30f(\vec{x}) + 16f(\vec{x} - \Delta_i) - f(\vec{x} - 2\Delta_i)}{12\Delta x^2}. \tag{3.4}
\]
As for the time integration, we use the fourth-order Runge-Kutta method with time-step \( \Delta t := C\Delta x \), so that \( C \) is the Courant factor. Moreover, we impose the constraint (2.20) by hand
\[
\hat{A}_{ij} \to \tilde{A}_{ij} - \frac{1}{3} \tilde{\gamma}_{ij}^k \tilde{A}_{kl}, \tag{3.5}
\]
after every Runge-Kutta sub-step. We also include Kreiss-Oliger dissipation [24], choosing the sixth-order one since we use a fourth-order time-integration. Thus, to each evolution equation we append the term
\[
\tilde{f}(\vec{x}) \to \hat{f}(\vec{x}) + \frac{\sigma}{64\Delta x^3} \sum_{i=1}^3 \left[ f(\vec{x} + 3\Delta_i) - 6f(\vec{x} + 2\Delta_i) + 15f(\vec{x} + \Delta_i) - 20f(\vec{x}) \\
+ 15f(\vec{x} - \Delta_i) - 6f(\vec{x} - 2\Delta_i) + f(\vec{x} - 3\Delta_i) \right]. \tag{3.6}
\]
The normalization of the parameter \( \sigma \) is such that the stability bounds are [25]
\[
0 \leq \sigma \leq 2C^{-1}. \tag{3.7}
\]
Finally, the initial conditions of \( \tilde{\gamma}^i \) are given by the analytical solution of \( -\partial_j \tilde{\gamma}^i_{ij} \), not by taking numerical spatial derivatives of the \( \tilde{\gamma}_{ij} \) field on the grid. Also, given some integrated field \( X \), we denote the absolute error between the numerical solution and the analytical one by
\[
\Delta X := |X_{\text{num.}} - X_{\text{an.}}|. \tag{3.8}
\]

4 Robust stability test

4.1 Specifications

The initial conditions are given by
\[
\alpha, \chi = 1 + \epsilon, \quad K, \Theta = \epsilon, \quad \hat{\gamma}^i, \beta^i, B^i = \epsilon^i, \quad \tilde{\gamma}_{ij} = \delta_{ij} + \epsilon_{ij}, \quad \tilde{A}_{ij} = \epsilon_{ij}, \tag{4.1}
\]
where the $\sim \epsilon$ fields on the right-hand side are randomly drawn in the interval
\[ \epsilon\ldots \in [-10^{-10}/\rho^2, 10^{-10}/\rho^2], \]
independently for every component and for every grid point. The parameters are set to
\[ T = 10, \quad C = 0.1, \quad \sigma = 0. \]
We perform the test for all nine gauge choices and plot the evolution of the $L_\infty$ norm of $g_{ij} - \delta_{ij}$, $\Theta$, $\tilde{Z^i}$, $H$ and $M_i$.

4.2 Comments

- The tests seem to pass for all schemes and gauges, in the sense that we observe the expected convergence of the $g_{ij} - \delta_{ij}$ errors as $\rho$ grows.
- The best performance is clearly the one of the undamped Z4 schemes (CCZ4-u, Z4cc-u and Z4c-u) in that the monitored errors are always bounded for all gauges, with the only exception being the GEO-ZERO gauge where $L_\infty(g_{ij} - \delta_{ij})$ and $L_\infty(\tilde{Z}^i)$ grow. This fact is illustrated in fig. 1.
- As in fig. 2, all damped Z4 schemes (CCZ4-d, Z4cc-d and Z4c-d) systematically exhibit growing modes in the much used LOG slicing for all shift choices and sometimes also with GEO slicing, but are generically under control with HARM slicing.
- For the BSSN schemes (BSSNcc and BSSNc) the noise is bounded for all monitored quantities only in the LOG-ZERO and LOG-DRIVER gauges (see fig. 3). The Hamiltonian constraint $H$ is well-behaved for HARM slicing as well (see fig. 4). However, this is really a particularity of $H$, as none of the other quantities remains bounded in this slicing. As for the momentum constraint $M_i$, it is also well-behaved in the GEO-ZERO and GEO-DRIVER cases.

5 Linearized wave test

5.1 Specifications

In terms of the integrated variables, the analytical solution is given by
\[ \alpha, \chi = 1, \quad K = 0, \quad \hat{\Gamma}^i = 0, \]
\[ \tilde{\gamma}_{ij} = \delta_{ij} + \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} H_s, \quad \tilde{A}_{ij} = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} H_c, \]
where
\[ H_s := A \sin [2\pi (z - t)], \quad H_c := A \pi \cos [2\pi (z - t)]. \]
This corresponds to the “aligned” version, i.e. when the wave propagates in a grid direction, so that the numerical solution is symmetric in the two transverse directions. The “diagonal” version is obtained by performing a 45 degree rotation in the $y$ direction, thus effectively probing a two-dimensional grid. One must then also rescale the wave-length by a factor of $\sqrt{2}$ in order to maintain the grid periodicity. The corresponding solution reads
\[ \alpha, \chi = 1, \quad K = 0, \quad \hat{\Gamma}^i = 0, \]
\[ \tilde{\gamma}_{ij} = \delta_{ij} + \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1/2 & 1/2 \\ 0 & 1/2 & 1/2 \end{pmatrix} H_s, \quad \tilde{A}_{ij} = \sqrt{2} \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1/2 & 1/2 \\ 0 & 1/2 & 1/2 \end{pmatrix} H_c, \]
where now

\[ H_s := A \sin \left( 2\pi \left( z - y - \sqrt{2}t \right) \right), \quad H_c := A\pi \cos \left( 2\pi \left( z - y - \sqrt{2}t \right) \right). \]  

(5.6)

The parameter choice here is

\[ T = 1000, \quad C = 0.25, \quad A = 10^{-8}, \quad \sigma = 0.8. \]  

(5.7)

We find that the diagonal version provides qualitatively similar results as the aligned one, with the only difference being a larger error of at most one order of magnitude. Since this test corresponds to a large number of plots, we choose to display only the ones of the aligned version. For all nine gauge choices, we output the evolution of the \( L_\infty \) norm of \( \Delta g_{xx}, \Theta, \tilde{Z}^i, H \) and \( M_i \).

On top of this, we also monitor the wave profile of \( g_{xx} - 1 \). However, instead of displaying the profiles themselves, as suggested in [14, 15], we consider a different measure that provides more transparent information in our opinion, namely, the discrete Fourier transform in the \( z \) direction at each crossing time. Denoting the integer momentum variable by \( k \in \mathbb{Z} \), in the aligned case we have for instance

\[ F_k(t) := \frac{1}{N} \sum_{n=1}^{N} \left( g_{xx}(t, n\Delta x) - 1 \right) \exp \left[ -2\pi i kn\Delta x \right], \]  

(5.8)

so that the analytical solution corresponds to \( F_k(t) = F\delta_{k,1} \). We then choose to record

- the relative phase to the analytical solution \( \arg(F_1) \),
- the relative error on the amplitude \( \delta F_1 := (|F_1| - A)/A \),
- the offset of the wave relatively to the amplitude \( \delta F_0 := |F_0|/A \),

at each crossing time and for all nine gauge choices (figs. 6 to 11). Moreover, we consider the modulus of the full spectrum \( |F_k| \) at the final time for the highest resolution \( \rho = 4 \) (figs. ?? and ??) again for all nine gauge choices. For comparison, we also plot the numerical discrete Fourier transform of the analytical solution evaluated on the lattice. By proceeding thusly, instead of considering the exact continuous spectrum, we obtain a natural minimal threshold for the spectrum noise.

5.2 Comments

- From the Fourier mode analysis we see that the dominating error lies in the wave’s offset, i.e. its \( k = 0 \) mode. Indeed, in the final spectra (see e.g. fig. 5) we see that \( |F_1| \) fits remarkably well the analytical solution, with the \( k > 1 \) modes arising only several orders of magnitude below. This is also confirmed more quantitatively by looking at the phases and amplitudes in figs. 6 to 11. We generically have \( \delta F_1 \sim 10^{-6}, 10^{-5} \) in the highest resolution \( \rho = 4 \) (black lines) and \( \delta F_1 \sim 10^{-3} \) in the lowest resolution \( \rho = 1 \) (light-gray lines). On the other hand, \( \delta F_0 \) is generically larger by several orders of magnitude. Interestingly, this error is even more pronounced for the highest resolution \( \rho = 4 \) in general.
- The CCZ4-d scheme in HARM-HARM gauge, the BSSNcc in LOG-HARM gauge and BSSNc in HARM-DRIVER and LOG-DRIVER gauge yield the smallest \( \Delta g_{xx} \) error generically. Given the previous point, this is directly obvious by looking at the behavior of the offset in figs. 6 to 11, which is several orders of magnitude lower than in other gauges.
- The \( L_\infty \) norm of \( \Delta g_{xx} \), although decreasing with resolution generically, never seems to converge (see for example fig. 12).
- The constraint violation systematically diverges with resolution increase for all schemes and gauges. We have also considered the \( L_2 \) norms (not displayed) and the behavior is similar (see for example fig. 13).
- Damping \( \kappa > 0 \) stabilizes constraint violation in Z4 schemes, except for the Z4c scheme in the case of the \( \tilde{Z}^i \) constraint. This constraint also diverges in BSSN schemes.
6 Gauge wave test

6.1 Specifications

This test is defined for harmonic slicing and zero shift (HARM-ZERO). As in the case of the linear wave test, we consider the aligned solution

\[
\alpha = \sqrt{1 - H_s}, \quad \chi = (1 - H_s)^{-1/3}, \quad K = -\frac{H_c}{(1 - H_s)^{3/2}},
\]

\[
\tilde{\Gamma}^{1,2} = 0, \quad \tilde{\Gamma}^3 = -\frac{4}{3} \frac{H_c}{(1 - H_s)^{5/3}},
\]

\[
\tilde{\gamma}_{ij} = \begin{pmatrix}
(1 - H_s)^{-1/3} & 0 & 0 \\
0 & (1 - H_s)^{-1/3} & 0 \\
0 & 0 & (1 - H_s)^{2/3}
\end{pmatrix},
\]

\[
\tilde{A}_{ij} = \frac{1}{3} H_c \begin{pmatrix}
(1 - H_s)^{-11/6} & 0 & 0 \\
0 & (1 - H_s)^{-11/6} & 0 \\
0 & 0 & -2(1 - H_s)^{-5/6}
\end{pmatrix},
\]

where

\[
H_s := A \sin \left[ 2\pi (z - t) \right], \quad H_c := A \pi \cos \left[ 2\pi (z - t) \right],
\]

and the diagonal solution

\[
\alpha = \sqrt{1 - H_s}, \quad \chi = (1 - H_s)^{-1/3}, \quad K = -\frac{\sqrt{2} H_c}{(1 - H_s)^{3/2}},
\]

\[
\tilde{\Gamma}^{1} = 0, \quad \tilde{\Gamma}^{2} = \frac{4}{3} \frac{H_c}{(1 - H_s)^{5/3}}, \quad \tilde{\Gamma}^{3} = -\frac{4}{3} \frac{H_c}{(1 - H_s)^{5/3}},
\]

\[
\tilde{\gamma}_{ij} = \frac{1}{(1 - H_s)^{1/3}} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & -\frac{1}{2} H_s \\
0 & 0 & 1 - \frac{1}{2} H_s
\end{pmatrix},
\]

\[
\tilde{A}_{ij} = \frac{\sqrt{2}}{3} \frac{H_c}{(1 - H_s)^{11/6}} \begin{pmatrix}
1 & 0 & 0 \\
0 & -\frac{1}{2} (1 - 2H_s) & \frac{1}{2} (3 - 2H_s) \\
0 & 0 & -\frac{1}{2} (1 - 2H_s)
\end{pmatrix},
\]

where now

\[
H_s := A \sin \left[ 2\pi \left( z - y - \sqrt{2} t \right) \right], \quad H_c := A \pi \cos \left[ 2\pi \left( z - y - \sqrt{2} t \right) \right].
\]

The parameter choice is

\[
T = 1000, \quad C = 0.25, \quad A = 0.1, \quad \sigma = 1.
\]

For both the aligned and diagonal versions, we output the \( L_\infty \) norm of the absolute errors \( \Delta g_{tt} \), of \( \Delta g_{zz} \) and of the constraints \( \Theta, \tilde{Z}^i, H \) and \( M_i \).

For the scheme that does not crash (CCZ4-d), we also monitor the spectrum of \( g_{tt} + 1, g_{zz} - 1 \) and \( K \) for the aligned version (see section 5.1 for a discussion of this measure). The quantities \( \arg(F_1) \), \( \delta F_1 \) and \( \delta F_0 \) of the linearized wave test are defined here analogously for each aforementioned quantity and relatively to its typical analytical amplitude, and are displayed in fig. 14. The modulus of the final spectrum for the highest resolution \( \rho = 4 \) is given in fig. 15.
6.2 Comments

- The only scheme that does not crash is CCZ4-d and yields very similar results for both the aligned and diagonal version. In that scheme, constraint violations are under control and the only difference is a slightly larger constraint violation in the diagonal case. The undamped Z4 schemes, as well as Z4c-d, are able to last a bit longer than the BSSN schemes before crashing. The rest of the comments concern the non-crashing cases. Illustrations of these facts are shown in fig. 16 and fig. 17).

- In fig. 15 we have included the absolute value of the spectrum of $K$, which contains several modes above $k = 1$, and we see that we can accurately capture at least the first four. These span four orders of magnitude, so the accuracy at the level of the mode amplitudes is very good.

- From fig. 14, we see that the major error comes from the phase. Indeed, even with the highest resolution $\rho = 1$, the relative phase reaches almost a full $2\pi$ at $T = 1000$.

7 Shifted gauge wave test

7.1 Specifications

This test is defined for harmonic gauge (HARM-HARM). As in the previous two tests, we consider the aligned solution

$$\alpha = (1 + H_s)^{-1/2}, \quad \chi = (1 + H_s)^{-1/3}, \quad K = -\frac{H_c}{(1 + H_s)^{3/2}}, \quad (7.1)$$

$$\hat{\Gamma}^{1,2} = 0, \quad \hat{\Gamma}^3 = \frac{4}{3} \frac{H_c}{(1 + H_s)^{5/3}}, \quad \beta^{1,2} = 0, \quad \beta^3 = -\frac{H_s}{1 + H_s}, \quad (7.2)$$

$$\tilde{\gamma}_{ij} = \begin{pmatrix} (1 + H_s)^{-1/3} & 0 & 0 \\ 0 & (1 + H_s)^{-1/3} & 0 \\ 0 & 0 & (1 + H_s)^{2/3} \end{pmatrix}, \quad (7.3)$$

$$\tilde{A}_{ij} = \frac{1}{3} H_c \begin{pmatrix} (1 + H_s)^{-11/6} & 0 & 0 \\ 0 & (1 + H_s)^{-11/6} & 0 \\ 0 & 0 & -2 (1 + H_s)^{-5/6} \end{pmatrix}, \quad (7.4)$$

where

$$H_s := A \sin [2\pi (z - t)], \quad H_c := A \pi \cos [2\pi (z - t)], \quad (7.5)$$

and the diagonal solution

$$\alpha = (1 + H_s)^{-1/2}, \quad \chi = (1 + H_s)^{-1/3}, \quad K = -\frac{\sqrt{2} H_c}{(1 + H_s)^{3/2}}, \quad (7.6)$$

$$\hat{\Gamma}^1 = 0, \quad \hat{\Gamma}^2 = -\frac{4}{3} \frac{H_c}{(1 + H_s)^{5/3}}, \quad \hat{\Gamma}^3 = \frac{4}{3} \frac{H_c}{(1 + H_s)^{5/3}}, \quad (7.7)$$

$$\beta^1 = 0, \quad \beta^2 = \frac{H_s}{1 + H_s}, \quad \beta^3 = -\frac{H_s}{1 + H_s}, \quad (7.8)$$

$$\tilde{\gamma}_{ij} = \frac{1}{(1 + H_s)^{1/3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 + \frac{1}{2} H_s & -\frac{1}{2} H_s \\ 0 & -\frac{1}{2} H_s & 1 + \frac{1}{2} H_s \end{pmatrix}, \quad (7.9)$$

$$\tilde{A}_{ij} = \frac{\sqrt{2}}{3} \frac{H_c}{(1 + H_s)^{11/6}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -\frac{1}{2} (1 + 2 H_s) & \frac{1}{2} (3 + 2 H_s) \\ 0 & \frac{1}{2} (3 + 2 H_s) & -\frac{1}{2} (1 + 2 H_s) \end{pmatrix}, \quad (7.10)$$
where now
\[ H_s := A \sin \left[ 2\pi \left( z - y - \sqrt{2} t \right) \right], \quad H_c := A \pi \cos \left[ 2\pi \left( z - y - \sqrt{2} t \right) \right]. \tag{7.11} \]

The choice of parameters is again
\[ T = 1000, \quad C = 0.25, \quad A = 0.1, \quad \sigma = 1. \tag{7.12} \]

For both the aligned and diagonal versions, we output the \( L_\infty \) norm of the absolute errors \( \Delta g_{tt}, \Delta g_{zz} \) and \( \Delta g_{tz} \) and of the constraints \( \Theta, \tilde{Z}, H \) and \( M_f \).

For the scheme that does not crash (CCZ4-d), we also monitor the spectrum of \( g_{tt} + 1, g_{zz} - 1, g_{tz} \) and \( K \) for the aligned version (see section 5.1 for a discussion of this measure). The quantities \( \arg \left( F_i \right), \delta F_1 \) and \( \delta F_2 \) of the linearized wave test are defined here analogously for each aforementioned quantity and relatively to its typical analytical amplitude, and are displayed in fig. 18. The modulus of the final spectrum for the highest resolution \( \rho = 4 \) is given in fig. 19.

7.2 Comments
- The same comments as in the gauge wave test apply here as well.

8 Gowdy wave test

8.1 Specifications

For the “expanding” solution, one uses the algebraic slicing condition
\[ \alpha = \sqrt{\gamma_{33}/\chi}, \tag{8.1} \]
zero shift
\[ \beta^i = 0, \tag{8.2} \]
and
\[ \alpha = t^{-1/4} e^{\lambda/4}, \quad \chi = t^{-1/2} e^{-\lambda/6}, \quad K = -\frac{1}{4} t^{-3/4} e^{-\lambda/4} (3 + C), \tag{8.3} \]
\[ \Gamma^{1,2} = 0, \quad \Gamma^3 = \frac{4\pi^2}{3} t^2 e^{-\lambda/3} J_0(2\pi t) J_1(2\pi t) \sin(4\pi z), \tag{8.4} \]
\[ \hat{\gamma}_{ij} = \begin{pmatrix} t^{1/2} e^{P-\lambda/6} & 0 & 0 \\ 0 & t^{1/2} e^{-P-\lambda/6} & 0 \\ 0 & 0 & t^{-1} e^{\lambda/3} \end{pmatrix}, \tag{8.5} \]
\[ \hat{A}_{ij} = -\frac{1}{12} \begin{pmatrix} t^{-1/4} e^{P-5\lambda/12} (3 - C_+) & 0 & 0 \\ 0 & t^{-1/4} e^{-P-5\lambda/12} (3 - C_-) & 0 \\ 0 & 0 & -2t^{-7/4} e^{\lambda/12} (3 - C) \end{pmatrix}, \tag{8.6} \]

where
\[ P := J_0(2\pi t) \cos(2\pi z), \tag{8.7} \]
\[ \lambda := 2\pi^2 t^2 \left[ J_0^2(2\pi t) + J_1^2(2\pi t) \right] - 2\pi t J_0(2\pi t) J_1(2\pi t) \cos^2(2\pi z) - 2\pi^2 \left[ J_0^2(2\pi) + J_1^2(2\pi) \right] + \pi J_0(2\pi) J_1(2\pi), \tag{8.8} \]
\[ C_\pm := 4\pi t \left[ J_1(2\pi t) \cos(2\pi z) \pm 3 + \pi t J_1(2\pi t) \cos(2\pi z) + \pi t J_0^2(2\pi t) \sin^2(2\pi z) \right], \tag{8.9} \]
\[ C := 4\pi^2 t^2 \left[ J_0^2(2\pi t) \sin^2(2\pi z) + J_1^2(2\pi t) \cos^2(2\pi z) \right]. \tag{8.10} \]

and starts at \( t_{in} = 1 \). For the “contracting” solution, one uses harmonic slicing, zero shift and
\[ \alpha = -ck^{3/4} e^{-3t/4+\lambda/4}, \quad \chi = k^{-1/2} e^{-\lambda/6+ct/2}, \quad K = -\frac{1}{4} k^{-3/4} e^{-\lambda/4+3ct/4} (3 + C), \tag{8.11} \]
\[ \dot{\Gamma}^{1,2} = 0, \quad \dot{\Gamma}^{3} = \frac{4\pi^2}{3} k^2 e^{-2ct-\lambda/3} J_0(2\pi k e^{-ct}) J_1(2\pi k e^{-ct}) \sin(4\pi z), \quad (8.12) \]

\[ \check{\gamma}_{ij} = \begin{pmatrix} k^{1/2} e^{-\tilde{\lambda}/6-ct/2} & 0 & 0 \\ 0 & k^{1/2} e^{-\tilde{\lambda}/6-ct/2} & 0 \\ 0 & 0 & k^{-1} e^{\tilde{\lambda}/3+ct} \end{pmatrix}, \quad (8.13) \]

\[ \check{\lambda}_{ij} = \begin{pmatrix} k^{-1/4} e^{-5\tilde{\lambda}/12+ct/4} \left( 3 - \tilde{C}_+ \right) & 0 & 0 \\ 0 & k^{-1/4} e^{-5\tilde{\lambda}/12+ct/4} \left( 3 - \tilde{C}_- \right) & 0 \\ 0 & 0 & -2k^{-7/4} e^{\tilde{\lambda}/12+7ct/4} \left( 3 - \tilde{C} \right) \end{pmatrix}, \quad (8.14) \]

where

\[ \tilde{P}(t, z) := P(ke^{-ct}, z), \quad \tilde{\lambda}(t, z) := \lambda(ke^{-ct}, z), \quad \tilde{C}_\pm(t, z) := C_\pm(ke^{-ct}, z), \quad \tilde{C}(t, z) := C(ke^{-ct}, z), \quad (8.15) \]

\[ c = 0.0021195119214617, \quad k = 9.6707698127638, \quad (8.16) \]

and starts at \( t_{in} = -9.8753205829098 \). The parameters are

\[ T = 1000, \quad C = 0.25, \quad \sigma = 0.05. \quad (8.17) \]

For the expanding case, we output the evolution of \( L_\infty \) norm of the absolute errors \( \Delta g_{tt}, \Delta g_{xx} \) and of the constraints \( \Theta, \tilde{Z}^i, H \) and \( M_i \).

For the contracting case, we output the evolution of \( L_\infty \) norm of the absolute errors \( \Delta g_{tt}, \Delta g_{zz} \) and \( \Delta g_{xx} \) and of the constraints \( \Theta, \tilde{Z}^i, H \) and \( M_i \). On top of this, we also display the profiles of \( g_{zz}, g_{tt}, K \) and \( |H| \) along the \( z \) axis at \( T = 1000 \).

### 8.2 Comments

- The conformal-covariant schemes CCZ4-d and Z4cc-d behave generically better than the others. In particular, the Hamiltonian constraint is one to two orders of magnitude lower.

- Expanding case (see fig. 20 and 21):
  - We obtain the usual result [15, 19] that the run crashes at around \( T \approx 30 \) crossing times.
  - All schemes lead qualitatively to the same results. In particular, damping has no significant impact. Nevertheless, the Z4 schemes perform better than BSSN.
  - The \( H \) and \( M_i \) constraints are bounded in all schemes.

- Contracting case (see figs. 22 to 25):
  - The errors are comparable between the schemes.
  - Constraint violations increase by a few orders of magnitude during the simulation and damping \( \kappa > 0 \) reduces that violation in the course of the simulation.
  - At \( T = 1000 \) the wave profiles are visibly close to the analytical solution and the Hamiltonian constraint profile seems to converge uniformly.
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Robust Stability test: CCZ4-u, $L_\infty(g_{ij} - \delta_{ij})$

**Figure 1.** The $L_\infty$ norm of $g_{ij} - \delta_{ij}$ as a function of the number of crossing times in the robust stability test of the CCZ4-u scheme for all nine gauges choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Robust Stability test: CCZ4-d, $L_\infty(g_{ij} - \delta_{ij})$

**Figure 2.** The $L_\infty$ norm of $g_{ij} - \delta_{ij}$ as a function of the number of crossing times in the robust stability test of the CCZ4-d scheme for all nine gauges choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 3. The $L_\infty$ norm of $g_{ij} - \delta_{ij}$ as a function of the number of crossing times in the robust stability test of the BSSNcc scheme for all nine gauges choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 4. The $L_\infty$ norm of $H$ as a function of the number of crossing times in the robust stability test of the BSSNcc scheme for all nine gauges choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
**Figure 5.** The modulus of the final spectra of $g_{xx} - 1$ in the aligned linear wave test of the CCZ4-d scheme at the highest resolution $\rho = 4$ and for all nine gauge choices. The black crosses correspond to the numerical solution, while the gray circles correspond to the analytical solution.
Figure 6. The relative phase \( \arg(F_1) \), relative error on the amplitude \( \delta F_1 \) ("amplitude relative error") and the relative zero mode \( \delta F_0 \) ("offset") of \( g_{xx} - 1 \) as a function of the number of crossing times in the aligned linear wave test of the CCZ4-u scheme in all nine gauge choices. Each plot contains the three resolutions \( \rho \in \{1, 2, 4\} \) corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 7. The relative phase arg \( F_1 \), relative error on the amplitude \( \delta F_1 \) (“amplitude relative error”) and the relative zero mode \( \delta F_0 \) (“offset”) of \( g_{xx} - 1 \) as a function of the number of crossing times in the aligned linear wave test of the CCZ4-d scheme in all nine gauge choices. Each plot contains the three resolutions \( \rho \in \{1, 2, 4\} \) corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 8. The relative phase $\arg(F_1)$, relative error on the amplitude $\delta F_1$ ("amplitude relative error") and the relative zero mode $\delta F_0$ ("offset") of $g_{xx} - 1$ as a function of the number of crossing times in the aligned linear wave test of the Z4c-u scheme in all nine gauge choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 9. The relative phase $\arg(F_1)$, relative error on the amplitude $\delta F_1$ (“amplitude relative error”) and the relative zero mode $\delta F_0$ (“offset”) of $g_{xx} - 1$ as a function of the number of crossing times in the aligned linear wave test of the Z4c-d scheme in all nine gauge choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 10. The relative phase arg ($F_1$), relative error on the amplitude $\delta F_1$ ("amplitude relative error") and the relative zero mode $\delta F_0$ ("offset") of $g_{xx} - 1$ as a function of the number of crossing times in the aligned linear wave test of the BSSNcc scheme in all nine gauge choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 11. The relative phase $\arg(F_1)$, relative error on the amplitude $\delta F_1$ ("amplitude relative error") and the relative zero mode $\delta F_0$ ("offset") of $g_{xx} - 1$ as a function of the number of crossing times in the aligned linear wave test of the BSSNc scheme in all nine gauge choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 12. The $L_\infty$ norm of the absolute error $\Delta g_{xx}$ as a function of the number of crossing times for the aligned linear wave test of the CCZ4-d scheme in all nine gauge choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 13. The $L_\infty$ norm of $H$ as a function of the number of crossing times for the aligned linear wave test of the CCZ4-d scheme in all nine gauge choices. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 14. The relative phase arg($F_1$), relative error on the amplitude $\delta F_1$ (“amplitude relative error”) and the relative zero mode $\delta F_0$ (“offset”) of $g_{tt} + 1$, $g_{zz} - 1$ and $K$ as a function of the number of crossing times in the aligned gauge wave test for the CCZ4-d scheme. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.

Figure 15. The modulus of the final spectra of $g_{tt} + 1$, $g_{zz} - 1$ and $K$ in the aligned gauge wave test for the CCZ4-d scheme at the highest resolution $\rho = 4$. The black crosses correspond to the numerical solution, while the gray circles correspond to the analytical solution.
Figure 16. The $L_\infty$ norm of the absolute error $\Delta g_{tt}$ as a function of the number of crossing times in the aligned gauge wave test for all eight schemes. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.

Figure 17. The $L_\infty$ norm of $H$ as a function of the number of crossing times in the aligned gauge wave test for all eight schemes. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 18. The relative phase arg \((F_1)\), relative error on the amplitude \(\delta F_1\) ("amplitude relative error") and the relative zero mode \(\delta F_0\) ("offset") of \(g_{tt} + 1\), \(g_{tz}\), \(g_{zz} - 1\) and \(K\) as a function of the number of crossing times in the aligned shifted gauge wave test for the CCZ4-d scheme. Each plot contains the three resolutions \(\rho \in \{1, 2, 4\}\) corresponding to the light-gray, dark-gray and black lines, respectively.

Figure 19. The modulus of the final spectra of \(g_{tt} + 1\), \(g_{tz}\), \(g_{zz} - 1\) and \(K\) in the aligned shifted gauge wave test for the CCZ4-d scheme at the highest resolution \(\rho = 4\). The black crosses correspond to the numerical solution, while the gray circles correspond to the analytical solution.
Figure 20. The $L_\infty$ norm of the absolute error $\Delta g_{zz}$ as a function of the number of crossing times in the expanding Gowdy wave test for all eight schemes. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.

Figure 21. The $L_\infty$ norm of $H$ as a function of the number of crossing times in the expanding Gowdy wave test for all eight schemes. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 22. The $L_\infty$ norm of the absolute error $\Delta g_{zz}$ as a function of the number of crossing times in the contracting Gowdy wave test for all eight schemes. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.

Figure 23. The $L_\infty$ norm of $H$ as a function of the number of crossing times in the contracting Gowdy wave test for all eight schemes. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively.
Figure 24. The profiles of $g_{zz}$, $g_{tt}$, $K$ and $|H|$ along the $z$ axis at $T = 1000$ for the CCZ4-d scheme. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively, while the dashed line corresponds to the analytical solution.

Figure 25. The profiles of $g_{zz}$, $g_{tt}$, $K$ and $|H|$ along the $z$ axis at $T = 1000$ for the BSSNcc scheme. Each plot contains the three resolutions $\rho \in \{1, 2, 4\}$ corresponding to the light-gray, dark-gray and black lines, respectively, while the dashed line corresponds to the analytical solution.