Inverse Magnetic Catalysis in the Soft-Wall Model of AdS/QCD
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Abstract: Magnetic effects on chiral phase transition have been investigated in a modified soft-wall AdS/QCD model, in which the dilaton field is taken to be negative at the ultraviolet region and positive at the infrared region as in Phys.Rev.D93(2016),101901 and JHEP1604(2016)036. The magnetic field is introduced into the background geometry by solving the Einstein-Maxwell system. After embedding the magnetized background geometry into the modified soft-wall model, the magnetic field dependent behavior of chiral condensate is worked out numerically. It is found that, in the chiral limit, the chiral phase transition remains as a second order at finite magnetic field $B$, while the symmetry restoration temperature and chiral condensate decrease with the increasing of magnetic field in small $B$ region. When including finite quark mass effect, the phase transition turns to be a crossover one, and the transition temperature still decreases with increasing magnetic field $B$ when $B$ is not very large. In this sense, inverse magnetic catalysis effect is observed in this modified soft-wall AdS/QCD model.
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1 Introduction

Strong magnetic fields play essential roles in various physical systems, such as in the strong and weak phase transition of the universe [1, 2] and in noncentral heavy ion collisions at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC)[3–6]. Besides the phenomenological importance, in theoretical aspects of strong interaction, strong magnetic fields also provide good probe of the dynamics of quantum chromodynamics (QCD), of which the vacuum structure are of numerous interests.

Spontaneous chiral symmetry breaking, characterized by the non-zero quark condensate $\sigma \equiv \langle \bar{\psi}\psi \rangle$, is one of the most representative features of QCD vacuum. At sufficient high temperature, it is believed that chiral symmetry would be restored when chiral condensate is destroyed by the temperature effect. To speculate the effect of magnetic fields on the behavior of chiral condensate in QCD at both zero and finite temperatures is of great interest for decades. Since the 1990’s, enhancement of quark condensate and increasing of transition temperature under magnetic fields, known as the magnetic catalysis, has been recognized [7–10]. The latter studies from effective models and approximations to QCD [11–22], as well as lattice simulations [23–27] gave results in coincidence with these studies. Nevertheless, an inverse result showing that the transition temperature decreases with increasing magnetic field, known as the inverse magnetic catalysis (IMC), has just been discovered in recent lattice simulation [28, 29]. This surprising result is confirmed by latter lattice simulations [30]. Several efforts from different approaches [31–41] have been made to explain the microscopic mechanism of this phenomena.

In QCD, it is well known that the dominant physics related to chiral phase transition is non-perturbative, when the normal perturbative methods become invalid. Besides lattice simulation, the discovery of the anti-de Sitter/conformal field theory (AdS/CFT)
correspondence and the conjecture of the gravity/gauge duality [42–44] offers a new powerful tool to solve the strong coupling problem in the relevant physical region. In dealing with chiral phase transition with magnetic fields, from top-down holographic approach, a kind of IMC effect has been realized in [45]. Instead of calculating the order parameter of chiral phase transition, the authors considered the phase transition by comparing the free energy of different geometric configuration. Similarly, [46] tried to investigate the phase transition temperature by comparing the free energy of different geometric backgrounds in bottom-up approach. They also found that the transition temperature decreases with increasing magnetic field. In some sense, it is a kind of IMC for deconfinement phase transition, since the geometric transition in bottom-up approach is usually considered as confinement/deconfinement phase transition. In other ways, the authors of [47] proposed a single scalar model coupled with a $U(1)$ gauge field. After inserting the anomalous dimension into the scalar field, they observed the inverse magnetic catalysis behavior from chiral condensate, the order parameter of chiral phase transition.

Recently, from a more realistic bottom-up holographic framework, [48] tried to investigate the IMC effect within the soft-wall framework [49], which has been successfully applied and tested in describing hadron physics and relevant phenomena [50–61]. However, by simply extending the original soft-wall model and considering the magnetized geometric background from Einstein-Maxwell system [62, 63], the magnetic field dependent chiral condensate showed that there is no IMC effect in the original soft-wall model by this scenario. Nevertheless, as noted in [64, 65], the background settings of original soft-wall model cannot describe spontaneous chiral symmetry breaking in the vacuum and its restoration at sufficient high temperature well. Thus, a modified version of soft-wall model was proposed in [64, 65]. After introducing a modified dilaton field and extending the soft-wall model to finite temperature, chiral phase transition are realized perfectly. Therefore, it is interesting to study the magnetic field effects on chiral phase transition in this modified soft-wall model.

In this work, we will extend the study in [64, 65], and try to investigate how magnetic fields affect chiral condensate and chiral phase transition. The paper is organized as follows: in Sec.2, we will give a brief introduction on how to introduce the magnetic field from the Einstein-Maxwell system. In Sec.3, we extract the results of magnetic field dependent chiral condensate from the modified soft-wall model, both in the chiral limit and at finite quark mass. Finally, a short conclusion and discussion will be given in Sec.4.

### 2 Gravity background

In [64, 65], the spontaneous chiral symmetry breaking in the vacuum and its restoration at finite temperature are realized perfectly in the soft-wall AdS/QCD model. There, the soft-wall model was put into the AdS-Schwarzschild(AdS-SW) black hole background as a probe. In these studies, only temperature effect and mass effect on chiral condensate are considered. To introduce the magnetic field, as was done in [46, 48], a simple way is to consider the gravity background with back-reaction of magnetic field through the
Einstein-Maxwell (EM) system, with the action

\[ S_B = \frac{1}{16\pi G_5} \int d^5x \sqrt{-g} (R - \mathcal{F}^{MN} \mathcal{F}_{MN} + \frac{12}{L^2}), \tag{2.1} \]

where \( R \) is the scalar curvature, \( G_5 \) is the 5D Newton constant, \( g \) is the determinant of metric \( g_{\mu\nu} \), \( \mathcal{F}_{MN} \) is a \( U(1) \) gauge field, and \( L \) is the AdS radius.

Within this system, the authors of \[46\] compared the free energy of thermal AdS and black hole solution. In this way, they extracted the transition temperature and found that it would decrease with increasing magnetic field, showing a kind of inverse magnetic catalysis. As noted in the introduction, in some sense this kind of transition is related to confinement/deconfinement phase transition, since from the previous studies\[66–74\] the relevant order parameters to distinguish the two phases are the loop operators, which is related to confinement/deconfinement phase transition more closely. To be more concrete and limited in chiral phase transition, Ref.\[48\] put the soft-wall model into the same metric background and extracted the magnetic dependent behavior of chiral condensate, which is the order parameter of chiral phase transition. They found that there is no inverse magnetic catalysis for chiral phase transition using this scenario. However, the simple version of soft-wall model cannot give well description of spontaneous chiral symmetry breaking even in the vacuum\[64, 65\]. Thus, it is necessary to consider the magnetic effects in an improved version of soft-wall model. For simplicity, we will first consider the simple gravity background given by the Einstein-Maxwell system. The back-reaction from matter part (soft-wall action) to the metric will be neglected in this simple version. Before we move to deal with chiral condensate, in this section, we will first give a short introduction about the background gravity solution for preparation.

### 2.1 Equation of Motion in EM system

The Einstein equation for the EM system could be easily found in the text books, and it takes the form

\[ E_{MN} - \frac{6}{L^2} g_{MN} - 2(g^{IJ} F_{MI} F_{NJ} - \frac{1}{4} F_{IJ} F^{IJ} g_{MN}) = 0, \tag{2.2} \]

with \( E_{MN} \) the Einstein tensor, defined in terms of the Ricci tensor \( R_{MN} \) and Ricci scalar \( R \) as \( E_{MN} = R_{MN} - \frac{1}{2} R g_{MN} \).

The field equation for \( F_{MN} \) is of the form

\[ \nabla_M F^{MN} = 0, \tag{2.3} \]

and one can check that the constant magnetic field configuration

\[ F = \frac{B}{L} dx_1 \wedge dx_2 \tag{2.4} \]

satisfies this equation.

\[^1\text{It is more rigorous to introduce magnetic field by considering the relation between electric charge, baryon number and } I_3, \text{ the last two of which are related to the global symmetry of QCD. Here, we just follow \[46, 48\] and take the simplest version to introduce magnetic field.}\]
Since the magnetic field along $x_3$ axis breaks the rotation symmetry, the ansatz for the metric could be taken as

$$dS^2 = \frac{L^2}{z^2} \left( -f(z)dt^2 + \frac{1}{f(z)}dz^2 + h(z)(dx_1^2 + dx_2^2) + q(z)dx_3^2 \right). \quad (2.5)$$

For a black hole solution, $f(z = z_h) = 0$ at horizon $z = z_h$ and $q(z)$ together with $h(z)$ are regular function of $z$ in the region $0 < z < z_h$.

Under this metric ansatz and the magnetic field configuration Eq.(2.4), the Einstein equations could be simplified as

$$f'' + \left( \frac{h'}{3h} + \frac{q'}{6q} - \frac{3}{z} \right) f' + \left( -\frac{2h'q'}{3hq} - \frac{h'^2}{3h^2} + \frac{2h'}{zh} + \frac{q'}{zq} \right) f - \frac{8B^2z^2}{3h^2} = 0, \quad (2.6)$$

$$q'' + \left( \frac{2f'}{3f} + \frac{h'}{3h} - \frac{2}{z} \right) q' + \left( -\frac{2f'h'}{3fh} - \frac{h'^2}{3h^2} + \frac{2h'}{zh} - \frac{8B^2z^2}{3fh^2} \right) q - \frac{q'^2}{2q} = 0, \quad (2.7)$$

and

$$h'' + \left( \frac{f'}{3f} - \frac{q'}{6q} - \frac{1}{z} \right) h' + \left( -\frac{f'q'}{3fq} + \frac{q'}{zq} \right) h - \frac{h'^2}{3h} - \frac{4B^2z^2}{3fh} = 0, \quad (2.8)$$

together with a constrain equation

$$\frac{f'h'}{2fh} + \frac{f'q'}{4fq} + \frac{h'q'}{2hq} + \frac{h'^2}{4h^2} - \frac{3f'}{2zf} + \frac{3h'}{2zh} - \frac{3q'}{2zq} - \frac{6}{z^2f} + \frac{6}{z^2} + \frac{B^2z^2}{fh^2} = 0. \quad (2.9)$$

The next subsection will be devoted to solve these equations and extract the metric background with magnetic field.

### 2.2 Perturbative solution

Requiring asymptotic AdS boundary condition, it is hard to get the exact analytical solution of Eqs.(2.6-2.9). The full solution requires numerical method. Nevertheless, as given in [62], the leading expansion for these equations could be easily derived, taking the form

$$f(z) = 1 + \frac{2}{3}B^2 \ln(z/L)z^4 + f_4z^4, \quad (2.10)$$

$$q(z) = 1 + \frac{2}{3}B^2 \ln(z/L)z^4, \quad (2.11)$$

$$h(z) = 1 - \frac{1}{3}B^2z^4 \ln(z/L), \quad (2.12)$$

with $f_4$ the integral constants related to the black hole horizon $z_h$, where $f(z) = 0$. Here, as pointed out in [63], $B$ is related with the physical magnetic field $B$ at the boundary by the equation $B = \sqrt{3}B$. Latter, for simplicity, we will consider $B$ instead of $B$. We will see that the expansion could be a good approximation in the small $B$ and high temperature $T$ region. One can check that when $B$ goes to zero, it would reduce to the AdS-SW black hole solution. Thus, if the temperature and magnetic filed of interest are in this region, we can use this expansion as an approximation. Indeed, in [46, 48], the authors took this
leading expansion as the metric background and studied the magnetic effects on the phase transition temperature. Since they only considered small magnetic field and in the final results, the relevant transition temperatures are not very low (in the relevant magnetic field region), the qualitative results are reliable. In this sense, because we are interested only in the region of near transition point and focus only in the qualitative results, we can follow these studies and only consider the perturbative expansion as first approximation.

Before we start to study the behavior of chiral condensate under magnetic fields, we would like to make more efforts on estimating the errors by using the perturbative solution Eqs. (2.10-2.12). Firstly, we try to get perturbative solutions of Eqs. (2.6-2.9) with more powers of $z$. Here, as an example, we list the solutions up to $z^{12}$. One can check the following near boundary expansion could satisfy Eqs. (2.6-2.9) to $O(z^{13})$

$$f^{(12)}(z) = 1 + \frac{2}{3} B^2 \ln(\mu z) z^4 + f_4 z^4$$

$$+ B^4 \left( -\frac{2}{63} \ln^2(\mu z) + \frac{25}{441} \ln(\mu z) - \frac{181}{8232} \right) z^8$$

$$+ B^4 f_4 \left( \frac{5}{231} \ln^2(\mu z) - \frac{1003}{106722} \ln(\mu z) + \frac{209015}{131481504} \right) z^{12}$$

$$+ B^6 \left( \frac{10}{693} \ln^3(\mu z) - \frac{2773}{640332} \ln^2(\mu z) + \frac{62641}{197222256} \ln(\mu z) - \frac{12782437}{17355585828} \right) z^{12}$$

$$+ O(z^{16}) \quad (2.13)$$

$$q^{(12)}(z) = 1 + \frac{2}{3} B^2 \ln(\mu z) z^4$$

$$- B^2 f_4 \left( \frac{1}{3} \ln(\mu z) + \frac{1}{24} \right) z^8 + B^4 \left( -\frac{2}{63} \ln^2(\mu z) + \frac{25}{441} \ln(\mu z) - \frac{181}{8232} \right) z^8$$

$$+ B^4 f_4 \left( \frac{2}{9} \ln(\mu z) + \frac{1}{27} \right) z^{12} + B^4 f_4 \left( \frac{10}{99} \ln^2(\mu z) - \frac{148}{3267} \ln(\mu z) + \frac{20051}{1724976} \right) z^{12}$$

$$+ B^6 \left( \frac{10}{693} \ln^3(\mu z) - \frac{2773}{640332} \ln^2(\mu z) + \frac{62641}{197222256} \ln(\mu z) - \frac{12782437}{17355585828} \right) z^{12}$$

$$+ O(z^{16}) \quad (2.14)$$

$$h^{(12)}(z) = 1 - \frac{1}{3} B^2 z^4 \ln(\mu z)$$

$$B^2 f_4 \left( \frac{1}{6} \ln(\mu z) + \frac{1}{48} \right) z^8 + B^4 \left( \frac{17}{126} \ln^2(\mu z) - \frac{47}{1764} \ln(\mu z) + \frac{305}{32928} \right) z^8$$

$$- B^2 f_4 \left( \frac{1}{9} \ln(\mu z) + \frac{1}{36} \right) z^{12} + B^4 f_4 \left( -\frac{35}{198} \ln^2(\mu z) + \frac{415}{52272} \ln(\mu z) - \frac{17131}{3449952} \right) z^{12}$$

$$+ B^6 \left( \frac{101}{1386} \ln^3(\mu z) + \frac{28939}{1280664} \ln^2(\mu z) - \frac{590707}{65740752} \ln(\mu z) + \frac{38983919}{104133351168} \right) z^{12}$$

$$+ O(z^{16}) \quad (2.15)$$
In the above expressions, we have two integral constants \( f_4 \) and \( \mu \). If one takes \( \mu = \frac{1}{T} \), then the leading expansion would be exactly the one in Eqs.(2.10-2.12). However, for a black hole solutions, these two integral constants are not independent, due to the near horizon boundary condition. Usually, the near horizon boundary condition are required as the regular condition of the equation of motion. The definition of the horizon \( z_h \) is \( f(z_h) = 0 \), so in Eqs.(2.7,2.8) apparent singularity appears where \( f(z) \) arises as the denominators. If we collect such kind of terms out, we find that in Eq.(2.7) and Eq.(2.8) they takes the form \( \frac{Q(z)}{f(z)} \) and \(-2\frac{q(z)}{f(z)}\frac{Q(z)}{f(z)} \), with

\[
Q(z) \equiv -\frac{8B^2 z^2 q}{3h^2} - \frac{2q f'h'}{3h} + \frac{2}{3} f'^{\prime}.
\]  

Since we require the solutions to be regular at horizon, there would be a natural regular condition

\[
Q(z_h) = 0
\]

to cancel the \( f(z_h) = 0 \) singularity at horizon. This regular condition would require \( \mu \) to depend on \( f_4 \). In this way, there are no free parameters in the full solutions. In general, when \( B \) is fixed, \( \mu, f_4 \) would be a function of temperature \( T \). Thus, the full solutions would be fixed when \( B, T \) are given.

From the structure of the UV expansion, the leading, next-leading, next-next-leading powers are of \( z^4, z^8, z^{12} \) respectively. In between those terms, there are no powers like \( z^5, z^6, z^7, z^9, z^{10}, z^{11} \). We would expect that the leading expansion could provide good approximation in small \( z \) area. Thus, if \( z_h \) is very small, we could expect that the perturbative solution could be used in the whole region from boundary to horizon. As pointed out in [46], the perturbative solution could work well when \( B < < T^2 \). To be more explicitly, we plot the functions \( f^{(4)}, q^{(4)}, h^{(4)}, f^{(8)}, q^{(8)}, h^{(8)}, f^{(12)}, q^{(12)}, h^{(12)} \) to show the errors for small \( T \) and large \( T \) in Fig.1 and Fig.2. In Fig.1, we take \( B = 0.15\text{GeV}^2, \mu = 0.45\text{GeV}, z_h \approx 1.5\text{GeV}^{-1} \), which gives \( T \approx 208\text{MeV} \). We could see that in Panel(a),(b),(c), the three lines for perturbative expansions to different orders are almost the same, showing good convergence of the perturbative expansion in this value of magnetic field and temperature. Simultaneously, in Fig.2, we plot the corresponding functions when \( B = 0.15\text{GeV}^2, \mu = 0.45\text{GeV}, z_h \approx 3.5\text{GeV}^{-1} \) and \( T \approx 40\text{MeV} \). There we could see that the convergence of the perturbative expansion becomes very bad. \( h^{(12)}(z) \) is even negative within \( 0 < z < z_h \), showing the invalidity of the expansion solution in this physical region, where a full numerical solution is necessary.

Thus, if considering a temperature region not very low, we can take the leading expansion as a first test to catch the qualitative behavior, instead of trying to solve the full metric background. From the above discussion, we can expect that the small \( B \) and large temperature results would be reliable, since the expansion solution could be good approximation to the full solutions in this corner. As a first approximation, we will take
Figure 1. Different orders of functions $f(z), q(z), h(z)$ as functions of $z$ when $B = 0.15\text{GeV}^2, \mu = 0.45\text{GeV}, z_h \simeq 1.5\text{GeV}^{-1}$, which gives $T \simeq 208\text{MeV}$.

Figure 2. Different orders of functions $f(z), q(z), h(z)$ as functions of $z$ when $B = 0.15\text{GeV}^2, \mu = 0.45\text{GeV}, z_h \simeq 3.5\text{GeV}^{-1}$, which gives $T \simeq 40\text{MeV}$.

the leading expansion

$$f(z) = 1 - \frac{z^4}{z_h^4} \left( 1 + \frac{2}{3} B^2 \log \left( \frac{z}{z_h} \right) \right), \quad (2.18)$$

$$q(z) = 1 + \frac{2}{3} B^2 \ln(\mu z) z^4, \quad (2.19)$$

$$h(z) = 1 - \frac{1}{3} B^2 z^4 \ln(\mu z), \quad (2.20)$$

To be more careful, as in [46, 48], we will vary $\mu$ from 0.25GeV to 1GeV to check the convergence of the expansion and estimate the possible errors in the later calculation\(^2\).

\(^2\)But we emphasize that $\mu$ is not a free parameter. Instead, in principle, it could be solved by considering the near horizon boundary condition. However, when the perturbative expansion are valid, the difference of solutions with different $\mu$ is very small.
3 Magnetic field effects on chiral phase transition

In the previous section, we have introduced the magnetic field into the metric background by solving the EM system. In this section, we will take the perturbative expansion Eqs.(2.18-2.20) as the background geometric and consider its effect on chiral phase transition. We will extend the studies in [64, 65] to finite $B$ case and try to extract the magnetic effects on chiral phase transition in the framework holography. More concretely, we will embed the following soft-wall action in this perturbative metric background:

$$S = - \int d^5x \sqrt{-g} e^{-\Phi} Tr(D_m X^+ D^m X + V_X + \frac{1}{4g^2}(F^2_L + F^2_R)),$$

(3.1)

with $A_{L/R}$ the left/right hand gauge field, $D_m$ the covariant derivative defined as $D_m X = \partial_m X - iA_m^a X + iX A_m^a$, $F_{mn}$ the field strength defined as $F_{mn} = \partial_m A_n - \partial_n A_m - i[A_m, A_n]$, $V_X$ the scalar potential, $g_s$ the gauge coupling, $g$ the determinant of the metric, and $\Phi$ the dilaton field. The leading term of $V_X$ is the mass term of the complex scalar field $X M_2^2 X^+$ and $M_2^2$ can be determined as $M_2^2 = -3(\text{we take the AdS radius } L = 1 \text{ in this work})$ from the AdS/CFT prescription $M_2^2 = (\Delta - p)(\Delta + p - 4)[44]$ by taking $\Delta = 3, p = 0$.

As [48], we consider the simplest case and the magnetic field are taken into account only through the metric. We would not consider the possibility of higher order coupling between the magnetic filed and $X$ like in [47]. As in [49], we assume that the vacuum expectation value of $X$ field takes the diagonal form $X = \frac{\chi}{2} I_2$ in $SU(2)$ case. Under the metric ansatz Eq.(2.9), the equation of motion for $\chi$ would be

$$\chi'' + (\frac{-3}{z} - \Phi') + \frac{q'}{2q} + \frac{h'}{h} + \frac{f'}{f})\chi' - \frac{1}{z^2 f} \partial_z V(\chi) = 0,$$

(3.2)

where we have defined $V(\chi) = Tr V_X$. When $B = 0$, we have $q = h \equiv 1$ and the above equation reduces to the form

$$\chi'' + (\frac{-3}{z} - \Phi')\chi' - \frac{1}{z^2 f} \partial_z V(\chi) = 0.$$

(3.3)

just the same as the one without magnetic field as shown in [64, 65]. If we look into Eq.(3.2), magnetic effects enter this equation through three metric functions $f, q, h$. Since $\Phi, q, h$ only appear in the $\chi'$ terms, we can recombine them and define an effective dilaton $\phi = \Phi - \log(\sqrt{qh})$. Using $\phi$, Eq.(3.2) becomes

$$\chi'' + (\frac{-3}{z} - \phi')\chi' - \frac{1}{z^2 f} \partial_z V(\chi) = 0.$$

(3.4)

In the numerical analysis of [64, 65], it is found that a large negative part of dilaton field would enhance the chiral condensate (See Fig.8 and Fig.9 in [64, 65]). Therefore, if the extra term $- \log(\sqrt{qh})$ is negative, we would expect a magnetic catalysis effects, while if it is positive we will expect the IMC. Since we only consider in the small $B$ region for the perturbative solution, we could expand $- \log(\sqrt{qh})$ in powers of $B$, and the leading term is $z^8 \log^2(\mu z) B^4 > 0$. In this sense, we would expect an IMC effect in small $B$ and large $T$
region, while the qualitative behavior in other region requires a full solution. The dilaton field could be dual to the coupling constant, in some sense, the magnetic field dependent effective dilaton field works like a coupling constant running with magnetic field. Thus, if there is IMC in this scenario, in some sense it supports the studies in Refs. [36, 40]. But here, we emphasize that the above analysis is a quite rough one. We have not considered the changes of $f(z)$, so in the next sections we will check it numerically.

### 3.1 Inverse magnetic catalysis in the chiral limit

It is easy to check that the UV structure of the solution of $\chi$ still has the form

$$\chi = m_q \zeta z + \ldots + \frac{\sigma}{\zeta} z^3 + \ldots,$$

with $m_q, \sigma$ two integral constants of Eq. (3.2), standing for quark mass and chiral condensate respectively, and $\zeta = \sqrt{3}/(2\pi)$ a normalization constant[75]. As explained in [49, 64, 65], there is an additional boundary condition $f' - e^{2A_s} \partial_\chi V(\chi) = 0$ at the horizon $z = z_h$ where $f(z_h) = 0$. This IR boundary condition would make $\sigma$ be a function of quark mass, temperature and magnetic field. Using the numerical method described in [64, 65], we can extract $\sigma$ for given $m_q, T, B$ numerically. As an extension of the previous work, we still take the dilaton of the form

$$\Phi(z) = -\mu_1^2 z^2 + (\mu_1^2 + \mu_2^2) z^2 \tanh(\mu_2^2 z^2),$$

which is of negative quadratic form $-\mu_1^2 z^2$ in the UV region and positive quadratic form $\mu_2^2 z^2$ in the IR region. Here, in principle, the dilaton field could depend on the magnetic field. To determine the exact dependent behavior, we need to solve the Einstein-Dilaton-Maxwell coupled system, which is quite complicated. We will leave this hard task to the future and only consider the simple assumption in Eq. (3.6). The scalar potential $V(\chi)$ will also be kept as

$$V(\chi) = -\frac{3}{2} \chi^2 + v_4 \chi^4.$$  

$\mu_0$ is related to the Regge slope of light meson spectral and is fixed to be $\mu_0 = 0.43$ GeV. In [64, 65], $\mu_1, \mu_2, v_4$ are fixed to be $v_4 = 8, \mu_1 = 0.830$ GeV, $\mu_2 = 0.176$ GeV, with which the chiral phase transition temperature and the value of chiral condensate in vacuum are set to be around 150 MeV and $(327$ MeV)$^3$, in coincidence with lattice results. In the latter calculation, we will stick to the same parameter values.

Firstly, we check the chiral limit case by taking $m_q = 0$, and extract $\sigma$ for different temperatures and magnetic fields. The numerical results are shown in Fig. 3. In this figure, we plot the temperature dependent chiral condensate for $B = 0, 0.05, 0.1, 0.15, 0.2, 0.23$ GeV$^2$. In Panel (a), we give the results for small $B$. For each value of $B$, we estimates the errors by varying $\mu$ from 0.25 GeV to 1 GeV. Then we see that at temperature range from 60 MeV to 160 MeV, the three lines for different value of $\mu$ almost overlap, which shows that in the
Figure 3. \( \sigma \) as a function of the temperature \( T \) for different values of magnetic field \( B = 0, 0.05, 0.1, 0.15, 0.2, 0.23 \text{ GeV}^2 \), when \( m_q = 0, v_4 = 8, \mu_0 = 0.430 \text{ GeV}, \mu_1 = 0.830 \text{ GeV}, \mu_2 = 0.176 \text{ GeV} \). Panel (a) gives the results for \( B = 0, 0.05, 0.1 \text{ GeV}^2 \) in red, cyan, blue lines respectively. Panel (b) gives the results for \( B = 0.15, 0.2, 0.23 \text{ GeV}^2 \) in red, cyan, blue lines respectively. Both in Panel (a) and (b), the dashed, dotdashed, dotted lines represent \( \mu = 1.0, 0.45, 0.25 \text{ GeV} \) respectively. For \( B = 0 \), there is no \( \mu \) dependence, and it is plotted in solid red line.

Figure 4. The critical temperature \( T_c \) as a function of the magnetic field \( B \) in the chiral limit \( m_q = 0 \), when \( v_4 = 8, \mu_0 = 0.430 \text{ GeV}, \mu_1 = 0.830 \text{ GeV}, \mu_2 = 0.176 \text{ GeV} \). In the left panel, from top to bottom, the lines stand for \( B = 0, 0.025, 0.05, 0.075, 0.100, 0.125, 0.150, 0.175, 0.200, 0.23 \text{ GeV}^2 \) respectively. In the right panel, we show how \( T_c \) changes with \( B \). In low \( B \), the errors due to the uncertainty of \( \mu \) are quite small. In this range decreasing behavior of \( T_c \) with increasing \( B \) are reliable. In large \( B \) region, full numerical solutions are necessary to get the correct behavior of \( T_c \).
case of small magnetic field, the perturbative expansion is good approximation at this temperature region. Also, we see that at the same temperature, the chiral condensate decreases when $B$ increases. Furthermore, we could see that for each $B$, a characteristic second order phase transition appears and the transition temperature decreases with increasing $B$, showing a kind of IMC effect. Then, in Panel.(b), we give the results for larger $B$. We could see that when $B$ is larger than $0.15\text{GeV}^2$, the differences between lines for different values of $\mu$ become large even near the transition point, which confirms our analytical analysis that at large $B$ the perturbative expansion would not be good approximation anymore.

As can be seen in Fig.3, even with finite magnetic field, chiral phase transition remains second order in chiral limit. The phase transition point is well defined and we can extract the exact transition temperature easily by numerical calculation. So we also give the $\mu$ dependent transition temperature for several values of magnetic field in Fig.4. In Fig.4(a), we plot the $\mu$ dependent transition temperature for $B = 0, 0.025, 0.05, 0.075, 0.100, 0.125, 0.150, 0.175, 0.200, 0.23\text{GeV}^2$ from top to down respectively. From the plot, we could see that for small $B$ (up to $B = 0.15\text{GeV}^2$), the $\mu$ dependence is very weak. In some sense, it shows that the validity of the perturbative solution in this region. In addition, we could see an obvious decreasing behavior of transition temperature with increasing $B$. To be more explicitly, we plot the $\mu$ and $B$ dependent behavior of $T_c$ in Panel.(b). The band in Panel.(b) comes from varying $\mu$ and could be considered as an estimate of the errors by using the perturbative expansion. In small $B$ region, we see that the band is very narrow, while in large $B$ it becomes wide. From Panel.(b), we can also see an obvious IMC effect in the small $B$ region. The qualitative behavior in the large $B$ region is unknown and needs further analysis. We will leave it in the future.

In a short summary, we find that in the range $B < 0.15\text{GeV}^2$ (related to a physical magnetic field $B \approx 0.26\text{GeV}^2$) the perturbative expansion could be good approximation even near the transition temperature. In this region, the numerical results using the perturbative expansion are reliable and it shows a characteristic IMC effect. The numerical results confirm our analysis from the behavior of $-\log(\sqrt{q_h})$ in last section, which might be related to the running behavior of coupling constant with magnetic field.

3.2 Inverse magnetic catalysis at finite quark mass

It is also interesting to consider the case with finite quark mass, especially near physical point. Without loss of generality, we take $m_q = 5\text{MeV}$ as an example to show the qualitative behavior at finite quark mass. Since in last section we have seen that in the valid region of the approximated expansion, the $\mu$ dependence of the results are weak, we will fix $\mu = 1\text{GeV}$ in this section and only consider the results in small $B$ region as reliable results. Taking $m_q = 5\text{MeV}$ and solving the chiral condensate from Eq.(3.2), we plot the results for different values of $B$ in Fig.5. In Fig.5(a), we give the temperature dependent chiral condensate for $B = 0, 0.1, 0.2, 0.3, 0.4\text{GeV}^2$ in red, orange, green, cyan, blue solid lines respectively. From the lines, we could see that the chiral phase transition turns to be a crossover one at finite quark mass. In this case, there are no exact transition points. One possible way is to
Figure 5. $\sigma$ and $\frac{d\sigma}{dT}$ as a function of temperature for different values of magnetic field $B = 0, 0.1, 0.2, 0.3, 0.4 \text{GeV}^2$, when $m_q = 5 \text{MeV}, v_4 = 8, \mu_0 = 0.430 \text{GeV}, \mu_1 = 0.830 \text{GeV}, \mu_2 = 0.176 \text{GeV}$. Panel (a) gives results of $\sigma$ for $B = 0, 0.1, 0.2, 0.3, 0.4 \text{GeV}^2$ in red, orange, green, cyan, blue solid lines. Panel (b) gives results of $\frac{d\sigma}{dT}$ for $B = 0, 0.1, 0.2, 0.3, 0.4 \text{GeV}^2$ in red, orange, green, cyan, blue solid lines.

Figure 6. Critical temperature $T_c$ as magnetic field $B$ when $m_q = 5 \text{MeV}, v_4 = 8, \mu_0 = 0.430 \text{GeV}, \mu_1 = 0.830 \text{GeV}, \mu_2 = 0.176 \text{GeV}$ and $\mu = 1 \text{GeV}$.

define the pseudo transition point at the location of the fastest transition rate of $\sigma$, where $|\frac{d\sigma}{dT}|$ takes its maximum value. To show the behavior of the pseudo transition point under finite magnetic field, in Fig.5(b) we also show the results of $|\frac{d\sigma}{dT}|$ for different $B$. From the figures, we can also read that the chiral condensate is suppressed by magnetic field at temperature near transition point, though from the perturbative solution we can
not get the information for low temperature case. Then from Fig.5(b), we see that the location of the peak in $|dσ/dT|$ moves towards low temperature region when increasing the magnetic field. Extracting $T_c$ from Fig.5(b) and plotting them in Fig.6, we could see this effects more explicitly. There the pseudo transition temperature decreases with the increasing magnetic field. Though in Fig.6 we plot the figure in a wide range of $B$, we should keep in mind that the reliable results are only in small $B$ range. In large $B$ range, it is still unknown whether the transition temperature will decrease or increase with $B$. To get the information, a full solution with magnetic field is required, which will be done in the near future.

Therefore, we have seen inverse magnetic catalysis effect in the modified soft-wall AdS/QCD model both in chiral limit and finite quark mass cases. Mathematically, it is mainly because the extra terms in the effective dilaton field $φ$ is positive. We have checked the arguments in previous section numerically, and we emphasize that the positivity of this extra term is guaranteed by the Einstein-Maxwell action other than model dependent effect. The dilaton field could be dual to the coupling constant $[66, 76]$. In some sense, the origin of IMC effect in the holographic scenario might be attribute to the correct running behavior of coupling constant, which is similar to the studies in Refs.$[36, 40]$.

4 Conclusion and discussion

The framework of soft-wall AdS/QCD has been widely tested from hadron physics and relevant phenomena. It is also very convenient to consider current quark mass, chiral condensate and chiral phase transition. Thus, it is very interesting to investigate magnetic effects on chiral phase transition within the framework of soft-wall AdS/QCD. The recent study in $[48]$ shows that there are no inverse magnetic catalysis effect in the original soft-wall model. However, as pointed out in $[64, 65]$, the original soft-wall model with a pure quadratic dilaton filed can not describe chiral phase transition well. So we consider the modified model with a dilaton field negative at ultraviolet region and positive at infrared region and an extra quartic term in the scalar potential, which has been shown to give well description on chiral phase transition in $[64, 65]$.

To introduce magnetic field in the soft-wall model, we follow the strategy in $[46, 48]$ and consider the magnetized metric solved from Einstein-Maxwell system. We try to work out the magnetized background geometry from the Einstein-Maxwell system. Due to the complexity of the equation of motion, we use the leading perturbative expansion instead of the full solution. We show that when $B$ is very small, the perturbative expansion has good convergency and can be good approximation to the full solution, while when $B$ becomes large the perturbative expansion turns to be unreliable.

Then we embed the magnetized background metric into the modified soft-wall model. We solve the magnetic field dependent chiral condensate both in chiral limit and at finite quark mass. To estimate the errors by using the perturbative solution, we vary $μ$ from $0.2$GeV to $1$GeV. From Fig.3, we see that when $B$ is smaller than $0.15$GeV$^2$, the results would not depend on $μ$ sensitively in the relevant region, showing that the perturbative solution could be considered as good approximation, while when $B$ is large it can not.
In reliable region, we find that the phase transition remains a second order one in chiral limit, while at finite quark mass it turns to be a crossover one. Furthermore, near the transition temperature, we find that both in chiral limit and at finite quark mass chiral condensate is suppressed by magnetic field and the transition temperature would decrease with increasing of magnetic field, showing a kind of inverse magnetic catalysis effect. From an rough analytic analysis in Sec. 3, we could see the main reason for the IMC effect in the holographic model is that magnetic field causes an effective term $-\log(\sqrt{q} h)$ in the dilaton field $\phi$. Since the dilaton field could be dual to the coupling constant, this result might support the study in Refs. [36, 40] that the effective running of the coupling constant with $B$ might cause the IMC effect.

In this work, we have not considered the back-reaction of dilaton field to the background metric, and the dilaton field does not depend on magnetic field. In principle, if we consider a more general Einstein-Dilaton-Maxwell system, we might get more consistent results. Also, since we use the perturbative expansion only, the large magnetic field $B$ and small temperature $T$ results are unreliable. We will leave the more consistent scenario and the full solution in the future.
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