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Abstract

We obtain non-trivial lower bound for the set $A/A$, where $A$ is a subset of the interval $[1, Q]$.
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1 Introduction

Let $A, B$ be subsets of integers of the interval $[1, Q]$, $|A|$ will denote the cardinality of finite set $A$. The sets $AB$ and $A/B$ are called the product and quotient of two sets $A, B$ and are defined as

$$AB = \{ab : a \in A, b \in B\}, \quad A/B = \left\{ \frac{a}{b} : a \in A, b \in B, b \neq 0 \right\}.$$

Recall that the multiplicative energy $E(A, B)$ of two sets $A, B$ is

$$E(A, B) = |\{a_1b_1 = a_2b_2 : a_1, a_2 \in A; b_1, b_2 \in B\}|.$$

When the sets are equal, $A = B$ we will simply write $E(A)$ instead of $E(A, A)$.

We note that using good estimates of $E(A, B)$ one can deduce non-trivial lower estimates of the size of $AB$ but not vice versa – the following well-known inequality which is due to Shnirel’man [10], which can be also found in [9].

$$|AB|, |A/B| \geq \frac{|A|^2|B|^2}{E(A, B)}.$$  \hspace{1cm} (1)

Throughout the paper $\tau(n)$ (usual notation) is the number of divisors of $n$. Recall the well-known estimate of $\tau(n)$ which can be found in the book [3], Theorem 5.2, Kapitel 1.

$$\tau(n) \leq 2^{\frac{(1+o(1))\log n}{\log \log n}}, \quad n \to \infty.$$  \hspace{1cm} (2)
Using the above estimate it is easy to prove the following result.

For any finite set \( A \subset \mathbb{N} \) such that \( a \in A \Rightarrow a \leq Q \), we have the following estimates

\[
|AA| \geq |A|^2 \exp \left( \left( -2 \log 2 + o(1) \right) \frac{\log Q}{\log \log Q} \right), \quad Q \to \infty;
\]

(3)

\[
E(A) \leq |A|^2 \exp \left( \left( 2 \log 2 + o(1) \right) \frac{\log Q}{\log \log Q} \right) Q \to \infty.
\]

(4)

The constant \( 2 \log 2 \) in (2),(3) can not be improved, see it in the paper [1] for example.

Using (5) one can obtain that

\[
|A/A| \geq |A|^2 \exp \left( \left( -2 \log 2 + o(1) \right) \frac{\log Q}{\log \log Q} \right) Q \to \infty.
\]

(5)

This bound cannot be improved very much in general, except for the constant \(-2 \log 2\), see it for example in [2].

But there is question that was posed in the paper [3] relating to this, – we repeat the formulation of it below.

**Question.** Is it possible to improve the coefficient \(-2 \log 2\) in (4)?

The purpose of this note is to give positive answer to this question. So we formulate the main result of this paper.

**Theorem 1.** There is an absolute constant \( \gamma > 0 \), such that if \( A,B \subseteq [1,Q] \) then we have the following estimate

\[
|A/B| \geq |A||B| \exp \left( \left( -2 \log 2 + \gamma + o(1) \right) \frac{\log Q}{\log \log Q} \right), \quad Q \to \infty.
\]

One can take \( \gamma = 0.098 \).

The notation \( A \leq B \) in this paper denotes that

\[
A < B \exp \left\{ (o(1)) \frac{\log Q}{\log \log Q} \right\}, Q \to \infty.
\]

The paper is organized as follows: in the next section we formulate some preliminary statements. In the third section we give the proof of Theorem 1. The last section contains some final comments about this result.

## 2 Preparations and preliminary results

We need some definitions and preliminary lemmas. We begin with the smooth numbers. For positive integer \( n \) let \( P^+(n) \) denotes the maximal prime divisor of \( n \), and \( P^+(1) = 1 \). For \( x \geq y \geq 2 \) let
\[ \psi(x, y) = |\{n \leq x : P^+(n) \leq y\}|. \]

We need some one upper estimate for \( \psi(x, y) \), which can be found in [5], Theorem 1.4, which is presented below.

**Lemma 2.** Uniformly for \( x \geq y \geq 2 \), we have

\[ \log \psi(x, y) = Z \left\{ 1 + O\left( \frac{1}{\log y} + \frac{1}{\log \log x} \right) \right\}, \]

where

\[ Z = Z(x, y) = \frac{\log x}{\log y} \log(1 + \frac{y}{\log x}) + \frac{y}{\log y} \log(1 + \frac{\log x}{y}). \]

Our second lemma gives some upper bound for the number of divisors of positive integer with small radical. Probably it was known before and we do not pretend on this fact.

**Lemma 3.** There exists a function \( C(\varepsilon) > 0 \), with \( C(\varepsilon) \to 0 \), if \( \varepsilon \to 0 \) and with the following property. If \( n \leq Q, \text{rad}(n) \leq Q^\varepsilon \), then

\[ \tau(n) \lesssim \exp\left\{ (C(\varepsilon)) \frac{\log Q}{\log \log Q} \right\}, Q \to \infty. \]

**Proof.** Let \( n = p_1^{a_1} \cdots p_s^{a_s} \) is the prime decomposition of \( n \) and \( p_1 < p_2 < \ldots < p_s \).

Consider the map on the set of divisors of \( n \)

\[ \pi : p_1^{i_1} \cdots p_s^{i_s} \to p_1^{i_{(1)}} \cdots p_s^{i_{(s)}}, \]

where \( p_{(i)} \) - is the \( i \) - ordered prime number,

\[ p_{(1)} = 2, p_{(2)} = 3, p_{(3)} = 5, \ldots \]

By Prime Number Theorem if \( \text{rad}(n) \leq Q^\varepsilon \) then

\[ p_{(s)} < (\varepsilon + o(1)) \log Q, Q \to \infty. \]

If \( d|n \) then \( \pi(d) \leq Q. \) So the number of such divisors \( d \) does not exceed

\[ \psi(Q, (\varepsilon + o(1) \log Q). \]

Using Lemma 2 with some easy computations we get the desired property for the function \( C(\varepsilon) \). This completes the proof of Lemma 3. \( \square \)

Let \( \tau(n, z) \) denotes the number of divisors of \( n \) which are less or equal to \( z \). In other words

\[ \tau(n, z) = |\{d : d|n, d \leq z\}|. \]

The next proposition we present in the following lemma.
Lemma 4. Let $n \leq Q, \mu(n) \neq 0$, $z \leq Q^\delta$ and $\delta \in (0, 1/2]$. Then we have the following estimate

$$
\tau(n, z) \leq \exp\left\{ (\delta \log(\frac{1}{\delta}) + (1 - \delta) \log(\frac{1}{1 - \delta}) + o(1)) \frac{\log Q}{\log \log Q} \right\}, Q \to \infty.
$$

Proof. Consider any divisor $d$ of $n$ and its prime decomposition: $d = p_1 \ldots p_s$. It is easy to see, that $s \leq \frac{\log Q + o(1)}{\log Q}, Q \to \infty$. The number $n$ has at most $\frac{1 + o(1)}{\log Q}, Q \to \infty$ different prime divisors. Doing some computations together with the asymptotic expression for binomial coefficient

$$
\binom{m}{\delta m} \sim \exp\left\{ (\delta \log(\frac{1}{\delta}) + (1 - \delta) \log(\frac{1}{1 - \delta}) + o(1)) m \right\}, m \to \infty
$$

we get the desired bound.

Let $z = Q^\delta$. In the notations above we in fact have shown that

$$
\tau(n, z) \leq \binom{m}{\hat{\delta} m},
$$

where

$$
m = \left\lfloor \frac{\log Q}{\log \log Q} \right\rfloor, \hat{\delta} = \min(\delta, \frac{1}{2}).
$$

In fact the condition $\mu(n) \neq 0$ in the previous lemma can be removed.

Lemma 5. Let $n \leq Q, z \leq Q^\delta$. Then we have the following estimate

$$
\tau(n, z) \leq \exp\left\{ (\hat{\delta} \log(\frac{1}{\hat{\delta}}) + (1 - \hat{\delta}) \log(\frac{1}{1 - \hat{\delta}})) \frac{\log Q}{\log \log Q} \right\}, Q \to \infty,
$$

where $\hat{\delta} = \min(\delta, \frac{1}{2})$.

Proof. We may assume that $\delta < \frac{1}{2}$, as in the opposite situation this Lemma easily follows from the general estimate for $\tau(n)$. Let $\varepsilon > 0$ be small fixed real number and $K$ be fixed large integer.

The proof consists of several steps and we begin with the first one.

Step 1.

We show that there exists a presentation of $n$ in the following form

$$
n = n_1 \ldots n_s m,
$$

where $\mu(n_i) \neq 0, n_i > Q^\varepsilon, \text{rad}(m) \leq Q^\varepsilon$ (We allow the situation with $s = 0$, where there are no $n_i$ in this presentation.) The argument of the proof is a sort of an algorithm. If $\text{rad}(n) \leq Q^\varepsilon$ then we are done with $n = m$. If $\text{rad}(n) > Q^\varepsilon$ then
\[ n = \text{rad}(n) \frac{n}{\text{rad}(n)} \] and we proceed this procedure with \( \frac{n}{\text{rad}(n)} \) instead of \( n \). It is easy to see that the algorithm will be finished and we get the desired representation.

**Step 2.** We can easily get an upper estimate for the number of divisors of \( m \). Indeed \( m \leq Q, \text{rad}(n) \leq Q^{\varepsilon} \). We use Lemma [3] and see that

\[
\tau(n) \lesssim \exp\left\{ (C(\varepsilon)) \frac{\log Q}{\log \log Q} \right\}, Q \to \infty,
\]

where \( C(\varepsilon) \to 0 \) if \( \varepsilon \to 0 \).

**Step 3.** In this step we introduce some definitions. Let the quantities \( \delta_i \) be defined from the identities

\[
n_i = \Omega_i \cdot \text{rad}(n).
\]

Now we define \( K \) intervals \( \Omega_{i,j} \) by setting

\[
\Omega_{i,j} = [Q^{\frac{\delta_i}{K}}, Q^{\frac{\delta_i}{K}}].
\]

**Step 4.** Any divisor of \( n_1 \ldots n_s \) can be presented as \( d_1 \ldots d_s \), \( d_i | n_i \). Suppose that for any \( 1 \leq i \leq s \) we fix the interval \( \Omega_{i,j} \). Now we will obtain upper estimate for the number of divisors \( \mu(n) \neq 0, d_i \leq Q^{\delta_i} \). So the number of such \( d_i \) by Lemma [4] does not exceed

\[
\lesssim \left( m_i \delta_i \right), m_i = \left[ \frac{\log Q}{\log \log Q} \right] \delta_i \delta_j \log Q (\ast)
\]

Now we estimate each term in the last sum. We have

\[
\log q \in [\delta_i \frac{j-1}{K} \log Q, \delta_i \frac{j}{K} \log Q]
\]

and

\[
\delta_i' \leq \frac{j_i}{K}.
\]

So we can write

\[
\delta_i' \leq \delta_i \frac{j_i}{K} \leq \frac{\delta_i}{K} \log Q \leq \frac{\delta_i}{K} \log Q + \frac{\delta_i}{K} \log Q.
\]

Inserting this inequality to the expression (\ast) we obtain

\[
\sum_i \delta_i' m_i \leq \frac{\delta_i}{K} \log Q + \frac{\delta_i}{K} \log Q
\]
Finally we have that the number of such vectors \((d_1, \ldots, d_s)\) such that \(d_i | n_i, d_i \in \Omega_{i,j}\) (the sets \(\Omega_{i,j}\) are fixed) is bounded by

\[
\lesssim \left( \frac{M}{\alpha M} \right),
\]

where

\[
M = \frac{\log Q}{\log \log Q}, \quad \alpha = \min\left(1, \frac{1}{2}, \delta(1 + \frac{1}{K})\right).
\]

**Step 5.** Now we obtain an upper bound for the number of different choices of the intervals \(\Omega_{i,j}\). This number does not exceed \(K^s\) and is some bounded constant, (which does not depends on \(Q\)). Our Lemma now follows if one uses statements of Steps 2, 4, 5 and takes sufficiently large constant \(K\) and sufficiently small \(\varepsilon\).

\[\square\]

**Lemma 6.** For any integer \(n > 1\) we have \(\frac{\log \tau(n^2)}{\log \tau(n)} \leq \frac{\log 3}{\log 2}\).

**Proof.** Let \(n = p_1^{\beta_1} \cdots p_l^{\beta_l}\), then

\[
\frac{\log \tau(n^2)}{\log \tau(n)} = \frac{\log(1 + 2 \beta_1) + \ldots + \log(1 + 2 \beta_l)}{\log(1 + \beta_1) + \ldots + \log(1 + \beta_l)}.
\]

The last expression is always less than \(\frac{\log 3}{\log 2}\). With that we finish the proof of this lemma.

\[\square\]

Next, we introduce some notations. Let \(n \in \mathbb{N}\) and let \(l(n)\) denotes the maximal positive integer \(m\) such that \(m^2|n\).

We are going to prove the following lemma.

**Lemma 7.** Let \(n\) be positive integer, \(n \leq Q^2\) and the quantity \(c\) is defined from the equation

\[
\tau(n) = \exp\left\{ (2 \log 2 - c) \frac{\log Q}{\log \log Q} \right\}.
\]

Then there we have

\[
l(n) \leq Q^{\delta(c) + o(1)}, Q \to \infty,
\]

where

\[
\delta(c) \leq \frac{c}{2 \log 2 - \log 3}.
\]
Proof. Let the quantity $\delta$ is defined from the equality $l(n) = Q^\delta$. We also may assume that

$$\log \log l(n) = (1 + o(1)) \log \log Q,$$

as in the opposite situation the Lemma 7 is true.

Using Lemma 6 and upper estimate for $\tau(l(n))$ we conclude that

$$\tau(l^2(n)) \leq \exp \left\{ (\log 3 + o(1)) \frac{\delta \log Q}{\log \log Q} \right\}, Q \to \infty.$$

We see that $l(n)^2 | n$ and we can write

$$\exp\left\{ (2\log 2 - c) \frac{\log Q}{\log \log Q} \right\} = \tau(n) \leq \tau(l(n)^2) \tau\left( \frac{n}{l(n)^2} \right).$$

It is easy to see that the last expression does not exceed

$$\exp\left\{ (\delta \log 3 + (2 - 2\delta) \log 2 + o(1)) \frac{\log Q}{\log \log Q} \right\}.$$

Comparing this quantity with the left-side expression in the last inequality and doing some easy computations we obtain the desired estimate for $\delta$. With that we finish the proof of Lemma 7.

Now we are ready to prove Theorem 1 and we are going to the next section.

3 The proof of Theorem 1

Proof. Let the quantity $c$ be defined from the equality

$$E(A, B) = |A||B| \exp\left\{ (2\log 2 - c) \frac{\log Q}{\log \log Q} \right\}.$$

From the inequality 1 we see that

$$|A/B| \geq |A||B| \exp\left\{ (-2\log 2 + c) \frac{\log Q}{\log \log Q} \right\}.$$

Our next step is to find another lower bound for $|A/B|$, – this inequality will work well in the case of small $c$.

Let us denote the quantity $L$ from the identity $E(A, B) = |A||B|L$, and let

$$r_{A,B}(z) = |\{(a_1, b_1) \in A \times B : a_1 b_1 = z\}|.$$

Define the set

$$M_1 = \{z \in AB : r_{A,B}(z) \leq L/2\}.$$
and 

\[ M_2 = AB \setminus M_1. \]

We see that

\[ \sum_{z \in M_1} r_{A,B}^2(z) \leq |A||B|L/2; \]

and so

\[ \sum_{z \in M_2} r_{A,B}^2(z) \geq |A||B|L/2. \]

For integer \( i \geq 0 \) let

\[ M_{2,i} = \{ z \in AB : r_{A,B}(z) \in (2^{i-1}L, 2^i L) \}. \]

We see that

\[ m_2 = \bigcup_{0 \leq i < \frac{\log Q}{\log \log Q}} M_{2,i}. \]

Hence by pigeonhole principle there exists \( 0 \leq i \ll \frac{\log Q}{\log \log Q} \) such that

\[ \sum_{z \in M_{2,i}} r_{A,B}^2(z) \geq |A||B| \exp \left\{ (2 \log 2 - c + o(1)) \frac{\log Q}{\log \log Q} \right\}. \]

Let us fix such \( i \) and let the quantity \( c' \) be defined from the identity

\[ 2^i L = \exp \left\{ (2 \log 2 - c') \frac{\log Q}{\log \log Q} \right\}. \]

It is easy to see that \( c' \in [o(1), c] \).

Next we will show that

\[ \sum_{z \in M_{2,i}} r_{A,B}(z) \geq |A||B| \exp \left\{ (c' - c + o(1)) \frac{\log Q}{\log \log Q} \right\}, Q \to \infty. \]

Indeed,

\[ |A||B| \exp \left\{ (2 \log 2 - c + o(1)) \frac{\log Q}{\log \log Q} \right\} \leq \sum_{z \in M_{2,i}} r_{A,B}^2(z) \leq \max_{z \in M_{2,i}} r_{A,B}(z) \sum_{z \in M_{2,i}} r_{A,B}(z). \]

The quantity \( \max_{z \in M_{2,i}} r_{A,B}(z) \) is less than \( \exp \left\{ (2 \log 2 - c') \frac{\log Q}{\log \log Q} \right\} \). So inserting this bound to the previous inequality we get the desired estimate.

Next we consider the set \( G \):

\[ G = \{ (a_1, b_1) \in A \times B : a_1 b_1 \in M_{2,i} \}. \]

From the previous estimate \( |G| > |A||B| \exp \left\{ (c' - c + o(1)) \frac{\log Q}{\log \log Q} \right\}, Q \to \infty. \)
Next we consider the following set
\[ W = \left\{ \frac{a_1}{b_1} : (a_1, b_1) \in G \right\}, \]
and will show that \( |W| \) is large.

For every element \( z \in M_{2,i} \) we use Lemma 7 and see that
\[ l(z) = Q^{\delta(c') + o(1)}, \quad Q \to \infty, \]
where
\[ \delta(c') \leq \frac{c'}{2 \log 2 - \log 3}. \]
This means that for every pair \( (a_1, b_1) \in G, \gcd(a_1, b_1) \leq Q^{\delta(c') + o(1)} \).

Define\[ r_{A/B,G}(z) = \left\{ (a_1, b_1) \in G : \frac{a_1}{b_1} = z \right\}. \]
We can write
\[ |A||B| \exp\left\{ (c' - c + o(1)) \frac{\log Q}{\log \log Q} \right\} = |G| = \sum_z r_{A/B,G}(z) \leq \]
\[ \leq |W|^{1/2} \left\{ \sum_z r^2_{A/B,G}(z) \right\}^{1/2}. \]

Our aim is to obtain good upper estimate for
\[ \sigma = \sum_z r^2_{A/B,G}(z). \]

The \( \sigma \) does not exceed the number of solution to the equation
\[ \frac{a_1}{b_1} = \frac{a_2}{b_2}, a_i \in A; b_i \in B, \gcd(a_1, b_1), \gcd(a_2, b_2) \leq Q^{\delta(c') + o(1)}. \]

We may write \( a_1 = tu, b_1 = tv, a_2 = su, b_2 = sv \);
where \( \gcd(u, v) = 1 \) and \( t, s \leq Q^{\delta(c') + o(1)} \).

Let us fix \( a_1 \) and \( b_2 \). If for these \( a_1 \) and \( b_2 \) we choose \( t \) and \( s \) we then identify \( a_2 \) and \( a_3 \). For any fixed \( a_1, b_2 \) the parameters \( t, s \) are the divisors of \( a_1, b_2 \) respectively. These \( t, s \) do not exceed \( Q^{\delta(c') + o(1)} \). Using Lemma 5 we see that the number of different pairs \( t, s \) do not exceed
\[ \exp\left\{ 2(2\delta(c') \log\left(\frac{1}{\delta(c')}\right) + 2(1 - \delta(c'))) \log\left(\frac{1}{1 - \delta(c')}\right) + o(1)) \frac{\log Q}{\log \log Q} \right\}, Q \to \infty. \]
We will just write $\delta c'$ instead of $\delta(c')$.

And so we conclude that

$$\sigma < |A||B| \exp \left\{ (2\delta_c \log \left( \frac{1}{\delta_c} \right) + 2(1 - \delta_c) \log \left( \frac{1}{1 - \delta_c} \right) + o(1)) \log Q \log \log Q \right\}, Q \to \infty.$$  

So we can obtain the lower bound for $|W|:

$$|W| \geq |A||B| \exp \left\{ (2c' - 2c - 2\delta c' \log \left( \frac{1}{\delta c'} \right) - 2(1 - \delta c') \log \left( \frac{1}{1 - \delta c'} \right) + o(1)) \log Q \log \log Q \right\}, Q \to \infty.$$  

Recall that $c' \in [o(1), c]$.  

We may assume $c \leq 0.11$.  It is easy to see that the expression

$$2c' - 2\delta c' \log \left( \frac{1}{\delta c'} \right) - 2(1 - \delta c') \log \left( \frac{1}{1 - \delta c'} \right)$$

takes the smallest value if $c' = c$.

So, we can rewrite the last estimate

$$|W| \geq |A||B| \exp \left\{ (-2\delta_c \log \left( \frac{1}{\delta_c} \right) - 2(1 - \delta_c) \log \left( \frac{1}{1 - \delta_c} \right) + o(1)) \log Q \log \log Q \right\}, Q \to \infty,$$

where $\delta_c = \delta(c)$.

As it was noted before there is trivial estimate

$$|A/B| \geq |A||B| \exp \left\{ (-2 \log 2 + c) \log Q \log \log Q \right\}.$$

We have these two estimates, one work well with small $c$, another work well with large $c$.

It is easy to see that the explicit absolute constant $\gamma > 0$ can be taken as the solution of the following equation

$$-2 \log 2 + c = -2\delta_c \log \left( \frac{1}{\delta_c} \right) - 2(1 - \delta_c) \log \left( \frac{1}{1 - \delta_c} \right),$$

where $\delta_c = \frac{c}{2 \log 2 - \log 3}$.  

Computer calculations show that the solution is equal to 0.098..., so one can this value for the $\gamma$.  With that we finish the proof of Theorem [I] $\square$

4 Final remarks

One can easily deduce the following corollary, which follows from the proof of Theorem [II].
Corollary 8. Let $A, B \subseteq [1, Q]$ and $E(A, B) = |A||B| \exp\left\{ (2 \log 2 + o(1)) \frac{\log Q}{\log \log Q} \right\}$.

Then we have

$$|A/B| = |A||B| \exp\left\{ (o(1)) \frac{\log Q}{\log \log Q} \right\}; Q \to \infty.$$  

In particular if $|AB| = |A||B| \exp\left\{ (-2 \log 2 + o(1)) \frac{\log Q}{\log \log Q} \right\}, Q \to \infty$, then

$$|A/B| = |A||B| \exp\left\{ (o(1)) \frac{\log Q}{\log \log Q} \right\}; Q \to \infty.$$  

Indeed, the the condition $|AB| = |A||B| \exp\left\{ (-2 \log 2 + o(1)) \frac{\log Q}{\log \log Q} \right\}$ imply $E(A, B) = |A||B| \exp\left\{ (2 \log 2 + o(1)) \frac{\log Q}{\log \log Q} \right\}$.

It seems that using more precise arguments for finding pairs $(a, b) \in A \times B$ for the set $G$ with smaller gcd$(a, b)$ may lead to a better coefficient instead of 0.098....
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