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ABSTRACT

Considering that acoustic scenes and sound events are closely related to each other, in some previous papers, a joint analysis of acoustic scenes and sound events utilizing multitask learning (MTL)-based neural networks was proposed. In conventional methods, a strongly supervised scheme is applied to sound event detection in MTL models, which requires strong labels of sound events in model training; however, annotating strong event labels is quite time-consuming. In this paper, we thus propose a method for the joint analysis of acoustic scenes and sound events based on the MTL framework with weak labels of sound events. In particular, in the proposed method, we introduce the multiple-instance learning scheme for weakly supervised training of sound event detection and evaluate four pooling functions, namely, max pooling, average pooling, exponential softmax pooling, and attention pooling. Experimental results obtained using parts of the TUT Acoustic Scenes 2016/2017 and TUT Sound Events 2016/2017 datasets show that the proposed MTL-based method with weak labels outperforms the conventional single-task-based scene classification and event detection models with weak labels in terms of both the scene classification and event detection performances.

Index Terms— Acoustic scene analysis, sound event detection, multitask learning, weak supervision

1. INTRODUCTION

Environmental sound analysis (ESA), in which sounds that are not limited to voice or music are analyzed, has attracted considerable attention in recent years. ESA is expected to have various applications such as media retrieval [1], automatic surveillance [2], machine condition monitoring [3], and biomonitoring systems [4]. In ESA, acoustic scene classification (ASC) and sound event detection (SED) are the two major tasks addressed. In the former ESA, a predefined acoustic scene label is predicted from an audio recording, where the acoustic scene indicates the place, situation, or surrounding in which the audio is recorded, such as “office,” “meeting,” or “indoor.” On the other hand, SED involves the detection of sound event labels and their time boundaries in the audio recording, where a sound event indicates a sound class, such as “footstep,” “car,” or “cutlery.”

In recent years, many researchers have applied neural-network-based methods to ASC and SED. For instance, Valenti et al. [5] and Ravel and Amar [6] proposed convolutional neural-network (CNN)- and ResNet-based ASC methods, respectively. Çakır et al. proposed an event detection method using a convolutional recurrent neural network (CRNN), which can capture temporal information of sound events [7]. More recently, Kong et al. [8] have proposed SED methods utilizing the Transformer encoder. In most conventional methods, acoustic scenes and sound events are analyzed separately. On the other hand, acoustic scenes and sound events are closely related. For instance, in the acoustic scene “home,” the sound events “cutlery” and “glass jingling” tend to occur, whereas the sound events “wind blowing” and “large vehicle” occur infrequently. On the basis of this idea, Mesaros et al. [9] and Heittola et al. [10] proposed methods utilizing information on acoustic scenes for SED. Imoto and co-workers proposed ASC methods considering the relationship between sound events and acoustic scenes using Bayesian generative models [11, 12]. Bear et al. [13], Tonami et al. [14], and Jung et al. [15] proposed methods for the joint analysis of acoustic scenes and sound events utilizing the MTL-based neural network models of ASC and SED. These methods require a large amount of strongly annotated data, which has sound event classes and their timestamp. However, annotating strong labels to a large amount of sound data is quite time-consuming. To address this problem, many researchers have proposed weakly supervised SED, which only requires weakly labeled data in the model training stage [16, 17, 18]. The weakly labeled data has only tag information for each sound clip and is relatively easy to be collected. In this work, we thus introduce the weakly supervised training scheme in the joint analysis of acoustic scenes and sound events using the MTL framework.

The rest of this paper is organized as follows. In section 2, we introduce the conventional scene classification and event detection methods, and the joint analysis of scenes and events based on the MTL framework. In section 3, we propose the method for the joint analysis of acoustic scenes and sound events with weak labels of sound events. In section 4, we describe our experiment conducted to evaluate the ASC and
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SED performances of the proposed method. Finally, we conclude this work in section 5.

2. CONVENTIONAL METHODS

2.1. Conventional Scene Classification and Event Detection Methods

Many conventional ASC and SED methods apply neural-network-based models such as CNN [5, 19], CRNN [7], and Transformer encoder [8]. We here overview the conventional ASC and SED methods using neural networks. As the acoustic feature for ASC and SED, many systems use the time–frequency representation of the acoustic signal $X \in \mathbb{R}^{D \times T}$, such as the time series of mel frequency cepstrum coefficients (MFCCs) or the log mel-band spectrogram. Here, $D$ and $T$ are the number of frequency bins and time frames, respectively. The time–frequency representation of an acoustic signal is fed to the ASC or SED network. In ASC, the model parameters are trained using the network output and the cross-entropy (CE) loss function $L_{\text{scene}}$,  

$$L_{\text{scene}} = -\sum_{n=1}^{N} \left\{ z_n \log(y_n) \right\},$$  

where $N$, $y_n$, and $z_n$ are the number of acoustic scene classes, the prediction result, and the target scene label, respectively. The target scene label that the acoustic signal is most associated with is 1 and 0 otherwise.

The model parameters of SED are trained using the network output and the following binary cross-entropy (BCE) loss function $L_{\text{event}}$,  

$$L_{\text{event}} = -\sum_{t=1}^{T} \frac{1}{M} \sum_{m=1}^{M} \left\{ z_{t,m} \log(y_{t,m}) + (1 - z_{t,m}) \log(1 - y_{t,m}) \right\},$$

where $T$, $M$, $y_{t,m}$, and $z_{t,m}$ are the number of time frames, the number of sound event classes, the prediction of sound event $m$ in time frame $t$, and the target event label, respectively.

2.2. Joint Analysis of Acoustic Scenes and Sound Events Based on Multitask Learning

In most conventional methods, acoustic scenes and sound events are analyzed separately. However, many scenes and events are closely related, and information on acoustic scenes and sound events is beneficial for SED and ASC, respectively. Thus, the method for the joint analysis of acoustic scenes and sound events based on the multitask learning (MTL) of ASC and SED has been proposed [13, 14, 15, 20].

As shown in Fig. 1, conventional methods share the part of the network that holds information on acoustic scenes and sound events in the shared layers. The CNN and recurrent neural network (RNN) layers are applied to scene classification and event detection networks, respectively. To train the MTL model of ASC and SED, the conventional methods apply the following loss function:

$$L = \alpha L_{\text{scene}} + \beta L_{\text{event}},$$
where $\alpha$ and $\beta$ are the constant weights of scene classification and event detection losses, respectively. In this work, $\beta = 1.0$ is set without loss of generality.

### 3. PROPOSED METHOD

The conventional MTL-based joint analysis of acoustic scenes and sound events requires strong labels of sound events. However, annotating strong labels of sound events is very time-consuming. To address this limitation of conventional methods, we propose a weakly supervised method for the MTL of ASC and SED using weak labels of sound events.

In the proposed method, we apply the multiple-instance learning (MIL) framework [21] to the weakly supervised training of SED. Figure 2 shows the network structure of the proposed MTL of ASC and SED using weak labels of sound events. As shown in Fig. 2, the proposed method has the shared, scene-specific, and event-specific layers as in the conventional MTL-based method, whereas the event-specific layers have two branches. One branch has the sigmoid function after the recurrent and fully connected layers and is used to predict sound events and their timestamps as in the conventional methods. The other branch has the MIL-based pooling layer and sigmoid function, which enable the training of a SED model with weak labels of sound events. In particular, we apply four pooling functions for MIL, namely, max pooling (MP), average pooling (AP), exponential softmax pooling (ES), and attention pooling (AT) [22]. Table 1 shows the definitions of pooling functions.

The model parameters of the proposed method are trained using Eq. (3) as in the conventional method, whereas the loss function $L_{\text{event}}$ is represented as

$$L_{\text{event}} = \gamma L_{\text{strong}} + \zeta L_{\text{weak}}$$

$$= -\gamma \sum_{m=1}^{M} \sum_{t=1}^{T} \left( z_m \log s(y_{m,t}) + (1 - z_m) \log (1 - s(y_{m,t})) \right)$$

$$- \zeta \sum_{m=1}^{M} \left( z_m \log s(y_{m}) + (1 - z_m) \log (1 - s(y_{m})) \right),$$

(4)

**Table 1.** Pooling functions used for proposed method

| Pooling function         | Forward |
|--------------------------|---------|
| Max pooling (MP)         | $y = \max x_t$ |
| Average pooling (AP)     | $y = \frac{1}{T} \sum_{t=1}^{T} x_t$ |
| Exponential softmax pooling (ES) | $y = \sum_{t} w_t \exp(x_t)$ |
| Attention pooling (AT)   | $y = \frac{\sum_{t} w_t x_t}{\sum_{t} w_t}$ |

**Table 2.** Detailed structure of MTL network of ASC and SED

| Layer                              | Structure |
|-----------------------------------|-----------|
| Shared layers                     | Log-mel energy (500 frames $\times$ 64 mel bin) |
| Scene layers                      | 3 $\times$ 3 kernel size/128 ch.  |
| Event layers                      | 1 $\times$ 8 Max pooling |
| 3 $\times$ 3 kernel size/128 ch.  | Batch norm., Leaky ReLU |
| 25 $\times$ 1 Max pooling         | 1 $\times$ 2 Max pooling |
| 3 $\times$ 3 kernel size/256 ch.  | Batch norm., Leaky ReLU |
| Global max pooling                | FC w/ 32 units, Leaky ReLU |
| FC w/ 32 units, Leaky ReLU        | FC w/ 25 units, Sigmoid |
| FC w/ 4 units, Softmax            | FC w/ 32 units, Leaky ReLU |

**Table 3.** Experimental conditions

| Parameter          | Value |
|--------------------|-------|
| Acoustic feature   | Log-mel energy (64 dim.) |
| Frame length/shift | 40 ms/20 ms |
| Length of sound clip | 10 s |
| Optimizer          | RAdam [23] |
| $\alpha$, $\beta$, $\gamma$, $\zeta$ | 0.001, 1.0, 0.1–1.0, 0.01–0.1 |

where $y_m$ and $z_m$ are the bag level prediction of sound event $m$ and the weak label of the target event, respectively. $\gamma$ and $\zeta$ are the constant weights of event detection losses.

### 4. EVALUATION EXPERIMENTS

#### 4.1. Experimental Conditions

To evaluate the performances of ASC and SED using the proposed weakly supervised MTL method, we conducted the evaluation experiments using datasets composed of parts of the TUT Acoustic Scenes 2016/2017 and TUT Sound Events 2016/2017 [24, 25]. From these datasets, we selected acoustic signals including four acoustic scenes, “city center,” “home,” “office,” and “residential area,” which comprise a total of 266 min of sounds (192 min for the development set and 74 min for the evaluation set). These sound clips include 25 types of sound event. The details of the dataset used for the evaluation experiments are found in [26].

For an acoustic feature, we used the 64-dimensional log-mel-band energy, which was extracted with a 40 ms frame length and a 20 ms shift size. As the ASC and SED models, we applied the MTL-based network as shown in Table 2, which has been proposed in [14]. For each method, we conducted the evaluation experiments 10 times with random initial values of model parameters. Other experimental conditions are listed in Table 3.
4.2. Experimental Results

4.2.1. Overall Performances of ASC and SED

Table 4 shows the average performances of ASC and SED. CNN (ASC) and CNN-BiGRU (SED) indicate the scene classification and event detection methods using single-task networks with the shared + scene and shared + event layers, respectively. In this experiment, we evaluated the SED performance with the frame-based metric because the SED system outputs the frame-wise predictions, and we can understand the basic trends of the system output with this metric. The results show that the proposed MTL-based method with weak event labels outperforms the single-task models in terms of both the scene classification and event detection performances. With the proposed MTL and the max pooling layer, the micro- and macro-Fscores for SED are improved by 2.35 and 2.30 percentage points compared with those of CNN-BiGRU (SED), respectively. Thus, even when we use the weak labels of sound events, information on acoustic scenes and sound events improves SED and ASC, respectively.

Compared with the conventional MTL with strong labels, the proposed method using weak labels of sound events achieves competitive performance in ASC. This result implies that in ASC, the clip-level event labels are informative, whereas the timestamps are not necessarily required. In SED, the conventional method using the strong labels shows a higher performance in terms of the micro-Fscore than the proposed method, which is not bad considering that the proposed method uses only weak labels of sound events. In terms of the macro-Fscore, the proposed method outperforms the conventional method. This is because the conventional method using strong labels is very conservative and hardly detects sound events with short durations. On the other hand, since the weakly supervised method does not use the timestamps in the model training and depends less on the sound duration, the proposed method tends to detect sound events with short durations well. For a detailed discussion on the reason for these observations, refer to [27].

4.2.2. Comparison of Pooling Functions for MIL

We then compared the SED performances in terms of the four pooling functions. Table 4 shows that the attention pooling outperforms the other pooling functions in terms of the overall performance. To investigate how each pooling function affects the SED performance of the proposed method, we list the average Fscores for selected sound events in Table 5. The results show that the max pooling is effective for detecting instantaneous sound events such as “cutlery” and “keyboard typing,” as well as easily distinguishable sound events from short frames such as “bird singing.” The results also indicate that the average pooling performs well for long-lasting sounds such as “large vehicle.” On the other hand, attention pooling can balance a reasonable performance between instantaneous and long-lasting sounds because it flexibly handles the sound events with various time lengths using the trainable focusing weights.

5. CONCLUSIONS

In this paper, we proposed a method for the joint analysis of acoustic scenes and sound events using weak labels of sound events. In the proposed method, we applied the MTL-based framework with the MIL based on max pooling, average pooling, exponential softmax pooling, and attention pooling. The experimental results obtained using parts of the TUT Acoustic Scenes 2016/2017 and TUT Sound Events 2016/2017 datasets indicate that even when we use the weak labels of sound events, information on acoustic scenes and sound events improves SED and ASC, respectively. Moreover, the experimental results also indicate that attention pooling can balance a reasonable performance between instantaneous and long-lasting sounds, and it achieves the best performance with the four pooling functions.
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