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Abstract: The scale-invariant feature transform (SIFT) ability to automatic control points (CPs) extraction is very well known on remote sensing images, however, its result inaccurate and sometimes has incorrect matching from generating a small number of false CPs pairs, their matching has high false alarm. This paper presents a method containing a modification to improve the performance of the SIFT CPs matching by applying sum of absolute difference (SAD) in different manner for the new optical satellite generation called near-equatorial orbit satellite (NEqO) and multi-sensor images. The proposed method leads to improving CPs matching with a significantly higher rate of correct matches. The data in this study were obtained from the RazakSAT satellite covering the Kuala Lumpur-Pekan area. The proposed method consists of three parts: (1) applying the SIFT to extract CPs automatically, (2) refining CPs matching by SAD algorithm with empirical threshold, and (3) evaluating the refined CPs scenario by comparing the result of the original SIFT with that of the proposed method. The result indicates an accurate and precise performance of the model, which showed the effectiveness and robustness of the proposed approach.
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1. Introduction

Extracting ground control points (GCPs) from remotely sensed imagery is an important step for different types of remote sensing applications. Thus, it received considerable attention \cite{1, 2}. Therefore, a robust and flexible technique is necessary to extract the GCPs automatically, and then refine and improve the extracted GCPs automatically. The refined GCPs should then be used in determining transformation coefficients in different types of remote sensing applications. SIFT algorithm is used for this study, it is one of the most effective algorithms that have been used to extract the control points from images automatically \cite{3, 4}, however, applying scale-invariant feature transform (SIFT) for remote sensing imagery either performs poorly or fails completely and will produce false CPs which lead to making error in CPs matching. Therefore, matched CPs pairs correctness is important. It is very common to get location error for SIFT CPs \cite{4-8}. Finding an accurate method of refining the GCP quality becomes a difficult task that prevents the broad development of automatic GCP extraction. The GCPs collected from images are selected by visual interpretation and selecting GCPs from the field is not economically viable. It requires considerable time and labor, particularly in hilly and/or mountainous areas that are
difficult to reach. Despite preparations, this procedure can still obtain inaccurate results, and sometimes the collected GCPs are extremely poor, especially if they are obtained over a large area [9-15]. The captured remotely sensed imagery especially from near-equatorial satellite and multi-sensor contains nonlinear geometric distortions [16]. This type of errors is non-systematic, and overcoming such errors is impossible to collect GCPs by conventional techniques because of the differences in altitude (sensor and topographic terrain), attitude (pitch, roll, and yaw), capturing time, illumination, viewing points, sun zenith and azimuth, and sensor zenith and azimuth during image capture [16-28]. So, it is necessary to robust and automatic techniques to select the GCPs for remote sensing images.

Over the past decades, numerous studies proposed many types of local feature extraction techniques. The SIFT algorithm, which was proposed by Lowe [3, 4]. It is suitable and effective in extracting CPs from remotely sensed images. These CPs are robust to changes in image scaling, skewing, illumination, and rotation with changes in viewpoints [3, 4]. SIFT has been applied to different applications in computer vision, remote sensing, object recognition, medicine, and robotics [29-37]. Modified SIFT algorithms have been widely employed in synthetic aperture radar (SAR) imagery [3, 38]. Chureesampant and Susaki [37] compared the SIFT-dealing performance of SAR images in different polarizations. Wang et al. [39] modified SIFT and called it bilateral filter SIFT (BFSIFT), which is used in the pyramid construct instead of the Gaussian filter.

The extraction of CPs for remote sensing images by employing the SIFT algorithm has also been improved. For example, Shragai et al. [40] used the SIFT algorithm to extract CPs from aerial imagery; it provided good results. Wessel et al. [41] modified a technique to extract GCPs for near-real-time SAR images and integrated it with the digital elevation model (DEM). Liu and Yu [6] used the SIFT algorithm to match the sensed and reference images after performing edge extraction on SAR images. Liu et al. [42] applied the SIFT-based automatic CPs extraction for radar images. For this work we should get knowledge with challenges of SIFT algorithm with remote sensing images and how to refine image matching by using sum of absolute difference.

1.1 SIFT-Challenges with Remote Sensing Images

Remote sensing images such as multi-sensor and near equatorial orbit satellite (NEqO) capture the imagery at different times and a wide range of frequencies, one of the main difficulties with remote sensing images is that the intensity variation is not linear and in most cases the relationship is not even a one-to-one relationship [43]. Images captured at different frequencies have a different kind of response. Several studies [8, 44] have shown that employing SIFT directly into different remote sensing imagery either fails completely and/or performs poorly and will generate false CPs which lead to making error in CPs matching. So, correctness of the matched key point pairs is important, it is very common to have position error for SIFT key point [4, 6, 8, 30].

1.2 Refining of Image Matching by Using Sum of Absolute Difference

Using the extracted SIFT CPs led to numerous false and incorrect matches. It increased errors in image matching and negatively affected the application of these images in remote sensing application [43, 45, 46]. Using observation geometry by wavelets is highly robust when large image differences.

In this study, the generated SIFT CPs are refined by using the sum of absolute difference (SAD) algorithm. Matching is simple and easy to implement. It can determine the relationship between the image windows in both reference and slave images. The SAD algorithm [47, 48] is adopted to refine the generated SIFT CPs. The process is performed by removing the incorrectly matched CPs when the SIFT
algorithm is run. SAD functions based on the concept of conventional approach, which measures the similarity in intensity between the reference and slave images by calculating the absolute differences between each CP in the image window and the corresponding CP in the search. Thereafter, all these differences should be integrated so that the similarity between two imageries is identified. Empirical threshold determines the removal of false CPs pairs that have matching errors.

Several studies employed the SAD algorithm in their applications, such as object recognition, motion estimation, and video compression [32, 49-55]. Generally, refining the CPs is an important step in obtaining high-quality CPs because CPs candidates are identified in this step [11]. SAD can be expressed as follows:

\[
SAD = \sum \sum |A(x,y) - B(x,y)| \tag{1}
\]

where \(A\) and \(B\) are blocks, and \(x\) and \(y\) are the pixel indices of matrices \(A\) and \(B\).

This study aims to present a new technique of automatically refining the extracted SIFT CPs for remotely sensed images. This approach is performed by removing the bad generated SIFT CPs using the SAD algorithm with empirical threshold. The proposed method is called refined SIFT CPs (R-SIFT).

In this paper, a new modification technique of SIFT CPs matching is proposed to remove the false CPs pairs that have a fake matching by using SAD algorithm in different manners which have not been used before and then obtain a new and accurate SIFT CPs to use for solving transformation function parameters for remote sensing applications such as registration and geometric correction models. This method called R-SIFT, using the R-SIFT in applications of remote sensing will reduce the processing time, and increase the accuracy level of remote sensing applications from removing the false CPs, no need to manual selecting of CPs.

Recommendations are made in the context of image registration, band-to-band co-registration, image fusion, change detection, target detection, and geometric correction of multi-sensor and near-equatorial satellite images, which can be used with pattern reorganization, robotics, and computer vision.

2. Method of Refining Extracted SIFT GCPs

A new methodology to refine and improve the generated SIFT CPs automatically, which is called R-SIFT, is introduced in this study. This methodology is described in Fig. 1. The proposed approach starts by selecting the reference and slave images, and then converting each of them into grayscale. Thereafter, image compression is performed on both images. Next, the SIFT algorithm is applied to generate CPs automatically. Finally, the generated CPs are refined by using the SAD algorithm, which measures and compares the correlation similarity in brightness values (intensities) between the CPs in the reference and slave images to avoid obtaining bad CPs and errors in image matching. Evaluations of the R-SIFT method are performed by comparing the result of the R-SIFT with that of the original SIFT.

2.1 Dataset

The remotely sensed image used in this study is obtained from the near-equatorial satellite Malaysian RazakSAT over the study area located between 102°19′55″ E-103°27′08″ E and 02°50′36″ N-02°39′22″ N, which is over Kuala Lumpur-Pekan, Malaysia. The satellite image represents the area that is approximately 2,000 km², and the image acquisition date is August 1, 2009. The RazakSAT image has four multispectral bands (green, red, blue, and near infrared), and one has a panchromatic band. Fig. 2 shows the location of the study area.

2.2 Selection of Reference Image

One of the difficulties encountered in this study is selecting the reference image because only one...
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satellite image is available. Fortunately, the bands of this image have high distortion (non-linear), which is perfect in this study. Each band of the image is considered as an individual image, and these four bands are involved in implementing the R-SIFT method. The image used in this study is related to the near-equatorial satellite. All the bands in the image have a similar amount of noise, skewness, stretching, and rotation. Slight differences were observed in the study area [11, 56-58]. However, the green band exhibits fewer defects and is suitable as the reference image, and the rest of the bands can be considered as slave imagery.

2.3 Gray-Scale Conversion

A grey-scale-level image demonstrates a matrix of imagery, and each value (pixel value) in the matrix is represented in gray scale based on image depth [10, 14, 59]. The first stage of the proposed method involves converting the imagery to gray-scale level by using the Matlab software. The mathematical expression that has been used is:

\[ Gray = \frac{R + G + B}{3} \]  

(2)

where \( R \), \( G \) and \( B \) are the bands of coloured image red, green and blue respectively.

2.4 Image Compression

Image compression is the science of reducing the amount of data required to represent an image, it is also the reduction of data that encode the original image to few bits. Image compression is used in this study to
reduce the processing time and storage requirements as much as possible [10, 59, 60]. In this study, the image is converted into JPEG form through image compression to minimize its size [59, 61], the processing time before performing image compression was two days, but after the image compression the processing time reduced dramatically to become two minutes.

2.5 Automatic GCP Extraction Procedure

The automatic GCP extraction is performed by using the SIFT algorithm, which was introduced by Lowe [3, 4]. An outline of the pertinent points of the SIFT algorithm can be obtained by following these steps:

(1) scale-space extrema detection;
(2) key point localization;
(3) orientation assignment;
(4) key point descriptor.

The candidate key points are extracted by employing Lowe’s SIFT algorithm. A large number of candidate key points are extracted, which contain many false matches [43-46]. The refinement strategies described in Sections 1.2 and 3 are used to remove.

3. Results and Discussion

The proposed method mainly aims to automatically refine and improve the extract SIFT CPs by using the SAD algorithm through refining the feature matching of SIFT algorithm. The SAD algorithm is used in different remote sensing applications. The SIFT algorithm was not created for imagery captured from different viewing points, such as multi-sensor and near-equatorial images, as previously indicated in Section 1. One of the main difficulties of the SIFT algorithm with remote sensing images is that the intensity variation in each pixel of the image does not have a linear relationship [43, 45]. Thus, the SIFT algorithm produces imprecise and inaccurate CPs for processing multi-sensor and near-equatorial satellite
The significance of using SAD for this study is by applying the CPs coordinates. The correlation by SAD between both images will be limited by using the location of this CPs. Following this procedure prevents the SAD from exploring the entire reference image to search for other correlated CPs to CPs of sensed image that have similar SAD values but not similar locations. Based on this process and empirical threshold the algorithm automatically removes the biased CPs and obtains the most precise and accurate ones. Implementing SAD in this manner enables analysts to obtain the most precise and accurate CPs that can be used in remote sensing applications. It also reduces the cost and time required in collecting precise CPs, which is the significance of using SAD.

Fig. 3b, illustrates the successive matching after applying the SAD approach. The result was obtained by empirically selecting the threshold. A value that was not extremely high or extremely small in between was selected to obtain a good number of CPs [52, 65]. The perfect frame size and threshold value for this study based on experimental results and the data used were 3 × 3 and 250, respectively, to remove the false CPs of SIFT. Tables 1-3 show the results of applying SIFT and SAD algorithms by using different threshold values and frame sizes for all images. The processing was performed in a Matlab environment.

Figs. 4 and 5 also illustrate that the SIFT algorithm is applied between the green image and each of the blue and near-infrared images, respectively. The extracted CPs are then refined by using the proposed R-SIFT. The number of CPs decrease after the false SIFT CPs are removed.
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Fig. 3 Applying SIFT and SAD algorithms on G and R images: (a) applying SIFT between G and R; (b) applying SIFT and SAD between G and R.

| Table 1 | Applying SIFT and SAD on G-R bands. |
|---------|-----------------------------------|
| Experiment No. | Sift CPs of reference image (green) | Sift CPs of sensed image (red) | Matched CP No. | Frame size | Threshold (Tf) | SAD CPs No. | Number of removed false SIFT CPs |
| 1       | 2,554                               | 2,186                           | 1,485           | 3 × 3      | 200            | 788          | 697                        |
| 2       | 2,554                               | 2,186                           | 1,485           | 3 × 3      | 250            | 533          | 952                        |
| 3       | 2,554                               | 2,186                           | 1,485           | 5 × 5      | 250            | 82           | 1,403                      |

| Table 2 | Applying SIFT and SAD on G-B bands. |
|---------|-----------------------------------|
| Experiment No. | Sift CPs of reference image (green) | Sift CPs of sensed image (blue) | Matched CP No. | Frame size | Threshold (Tf) | SAD CPs No. | Number of removed false SIFT CPs |
| 1       | 2,554                               | 678                             | 433            | 3 × 3      | 200            | 193          | 240                        |
| 2       | 2,554                               | 678                             | 433            | 3 × 3      | 250            | 228          | 205                        |
| 3       | 2,554                               | 678                             | 433            | 5 × 5      | 250            | 73           | 360                        |

| Table 3 | Applying SIFT and SAD on G-NIR. |
|---------|--------------------------------|
| Experiment No. | Sift CPs of reference image (green) | Sift CPs of sensed image (near-infrared) | Matched CP No. | Frame size | Threshold (Tf) | SAD CPs No. | Number of removed false SIFT CPs |
| 1       | 2,554                               | 1,995                           | 815            | 3 × 3      | 200            | 678          | 137                        |
| 2       | 2,554                               | 1,995                           | 815            | 3 × 3      | 250            | 715          | 100                        |
| 3       | 2,554                               | 1,995                           | 815            | 5 × 5      | 250            | 575          | 240                        |
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Fig. 4 Applying SIFT and SAD algorithms on G and B images: (a) applying SIFT between G and B; (b) applying SIFT and SAD between G and B.

Fig. 5 Applying SIFT and SAD algorithms on G and NIR images: (a) applying SIFT between G and NIR; (b) applying SIFT and SAD between G and NIR.
Table 1 shows the operation of the SAD algorithm with different threshold values and frame sizes by applying three experiments on the reference image (green band) and slave images (red band). First, the SAD algorithm used a threshold value equal to 200 with frame size of $3 \times 3$. The number of extracted SIFT CPs was 2,554 and 2,186 key points in the reference and slave images, respectively, and the matched CPs were 1,485. However, after the SIFT CPs were applied to SAD, the matched CPs decreased to 788. The falsely matched CPs could not be removed by using this frame size and threshold. Thus, they still showed matching errors. In the second experiment, the threshold value was changed to 250 with the same frame size ($3 \times 3$). The false CPs were removed, and the most accurate matched CPs were obtained by using both the SIFT and SAD algorithms. These key points represented the most accurate SIFT CPs. In the third experiment, the frame size was changed to $5 \times 5$, and a similar threshold value was used. Eighty-two matched CPs were obtained. The experimental results indicated that using the threshold value of 250 and frame size of $3 \times 3$ provides a good number of CPs and obtains the most precise matched CPs, and the bad CPs are removed from the slave and reference image. The false SIFT CPs were 952 between the reference and slave images, as shown in Table 1.

Fig. 3a shows the result of applying the SIFT algorithm, and the false CPs obviously showed matching errors. Fig. 3b presents the result of applying the SAD algorithm to the extracted SIFT CPs before the biased CPs were removed. Clearly, using the SAD algorithm based on the extracted feature showed better performance than using it based on area correlation. Moreover, Figs. 4 and 5, Tables 2 and 3 show that the matched SIFT CPs between the green and blue images (bands) were 433 and those between the green and infrared images (bands) were 815. After applying SAD with the empirical threshold equal to 250 and frame size equal to $3 \times 3$, the false SIFT CPs were removed, and the refined CPs between the green and blue images (bands) and between the green and infrared images (bands) were 228 and 715, respectively. The removed and false SIFT CPs between the green and red, blue, and infrared images (bands) were 952, 205, and 100, respectively. Figs. 4 and 5 illustrate the application of SIFT and SAD algorithms between the green and red and near-infrared bands. When the results of the proposed R-SIFT method are compared with those of the original SIFT, the R-SIFT selects the true and accurate matched CPs based on the experimental results. Moreover, manually collecting the CPs is difficult and time consuming, particularly when the amount of data is large [12]. Thus, the R-SIFT is more reliable, flexible, and accurate in extracting and improving CPs. To evaluate the computational complexity of R-SIFT, the memory size and run time needed were recorded before applying R-SIFT 600 MB and two days respectively, while using the R-SIFT the memory and run time needed became 14 MB and two minutes, respectively. These results reflect that there is a significant improving in the computational efficiency by using our method.

4. Conclusion

The automatic approach of collecting and extracting of CPs by SIFT is not adequate for remotely sensed images, particularly for the new optical satellite generation of NEqO and multi-sensor images captured from different viewpoints, time and illumination. This paper presents the method to improve the extracted SIFT CPs. This paper presents a technical workflow that can be used for a large-scale mapping based on automatically refining of the extracted SIFT CPs, by involving the extracted CPs coordinates, the reference and sensed images in the SAD algorithm with using the empirical threshold. The application of R-SIFT was improved to remove false CPs that had matching errors. The RazakSAT satellite image was used in this study. The final part was evaluating the refined CPs.
scenario by comparing the result of the original SIFT algorithm with that of the proposed method. The experimental results and analysis indicate the reliability and the effectiveness and robustness of the proposed method as well as the high precision that meets the requirements of registration, geometric, and change detection processing of near-equatorial and multi-sensor images. This result encourages further research to improve stability of SIFT CPs.
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