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ABSTRACT

Influenza A viruses (IAVs) use diverse mechanisms to interfere with cellular gene expression. Although many RNA-seq studies have documented IAV-induced changes in host mRNA abundance, few were designed to allow an accurate quantification of changes in host mRNA splicing. Here, we show that IAV infection of human lung cells induces widespread alterations of cellular splicing, with an overall increase in exon inclusion and decrease in intron retention. Over half of the mRNAs that show differential splicing undergo no significant changes in abundance or in their 3′ end termination site, suggesting that IAVs can specifically manipulate cellular splicing. Among a randomly selected subset of 21 IAV-sensitive alternative splicing events, most are specific to IAV infection as they are not observed upon infection with VSV, induction of interferon expression or induction of an osmotic stress. Finally, the analysis of splicing changes in RED-depleted cells reveals a limited but significant overlap with the splicing changes in IAV-infected cells. This observation suggests that hijacking of RED by IAVs to promote splicing of the abundant viral NS1 mRNAs could partially divert RED from its target mRNAs. All our RNA-seq datasets and analyses are made accessible for browsing through a user-friendly Shiny interface (http://virhostnet.prabi.fr:3838/shinyapps/flu-splicing or https://github.com/cbenoitp/flu-splicing).

INTRODUCTION

Influenza A viruses (IAVs) cause annual epidemics and occasional pandemics with major consequences in terms of mortality and economical loss and are a perennial threat to worldwide public health (1). Their genome consists of eight single-stranded RNA segments of negative polarity, and the virally encoded RNA-dependent RNA polymerase (FluPol) ensures transcription and replication of the viral genome in the nucleus of infected cells. However, viral transcription is also critically dependent on the cellular machinery of transcription. Notably, initiation of viral mRNA synthesis occurs through a unique mechanism known as cap snatching, whereby the FluPol uses short primers derived from capped host RNA polymerase II (PolII) transcripts to prime transcription. Cap snatching is underpinned by a physical association between FluPol and PolII (2). Moreover, some viral mRNAs undergo a tightly regulated splicing, which involves the host splicing machinery. Many splicing factors were identified in proteomic studies or genome-wide loss-of-function genetic screens as being potentially in-
volved in IAV life cycle [e.g. (3,4)]. The RED–SMU1 splicing complex was shown to bind FluPol and to promote splicing of the viral NS1 mRNA (5), whereas hnRNPK and NS1-BP are associated with the NS1 viral protein and promote splicing of the viral M1 mRNA (6).

IAVs not only exploit cellular factors to enable the expression of their own genome, but also interfere with the expression of cellular genes in a way that restricts the cellular response to viral infection and facilitates viral replication (7). One of the mechanisms involved is the disruption of PolII transcription. IAV-infected cells show a genome-wide reduction of PolII occupancy into gene bodies downstream of the transcription start site, suggesting that cap snatching by FluPol interferes with PolII transcriptional elongation (8). IAV infection was also shown to induce a massive failure of PolII termination at poly(A) sites, leading to termination readthrough and continued transcription in the intragenic regions up to several hundreds of bases downstream the gene termini (8–10). Other mechanisms of host-cell shut-off involve the viral NS1 protein, which inhibits the post-transcriptional maturation and nuclear export of cellular mRNAs, and the PA-X protein, which causes their degradation in the cytoplasm [reviewed in (7)].

Until recently, there was no evidence for alterations of host splicing in IAV-infected cells. Alternative splicing (AS) expands the diversity of proteins that can be expressed from a given pre-mRNA and can modulate the stability and translation of mRNAs. Although AS is an essential mechanism for the regulation of gene expression in response to external stimuli, the role of AS in host–pathogen interactions has long been underestimated. This is likely due to the high complexity of AS regulation and the methodological difficulties of transcriptome-wide analysis of AS. In the recent years, the Illumina RNA-seq technology revealed that up to several hundreds of host genes can show altered mRNA splicing upon infection with herpesviruses (11,12), reoviruses (13,14), flaviviruses (15–17) or IAVs (18,19). However, most studies do not use the sequencing depth that is required for accurate quantification of AS isoform abundance (20), and they provide no or limited validation by an orthogonal methodology.

Here, we aimed at providing a comprehensive analysis of AS alterations induced upon IAV infection of the human alveolar A549 cells. Unlike previously published studies (18,19), we analyzed RNA-seq data using a software that does not rely on existing splice site annotations and there-
Identification of changes in gene expression and termination readthrough

Focusing on the reads that mapped to the human genome, we used HTSeq-count (v0.6.1) (22) to count the number of reads per gene and per intergenic region (up to 5000 nt downstream the annotated transcript end sites of genes). The differential expression analysis as well as the estimation of FPKM of genes and their downstream intergenic regions was done with the DESeq2 R package (23) using default parameters. A gene was considered as markedly and significantly differentially expressed if it passed the following thresholds: gene baseMean ≥ 10, and/or gene FPKMmock-infected ≥ 2 – min overlap 5 – experimental. The sequences of control siRNA and anti-RED siRNA conditions.

The ratio of downstream intergenic FPKM over gene FPKM was computed to estimate the percentage of readthrough (PRT) transcription for each gene in mock and infected samples:

\[ PRT_{condition} = \frac{\text{downstream of gene FPKM}_{condition}}{\text{gene FPKM}_{condition}} \]

\[ \Delta PRT \] represents the magnitude of the change of readthrough transcription between the two conditions and was computed as follows: \[ \Delta PRT = \frac{\text{PRT}_{IAV-infected} - \text{PRT}_{mock-infected}}{} \]

A downstream intergenic region was considered as markedly and significantly differentially expressed if it passed the following thresholds: baseMean ≥ 10, and/or gene FPKMmock-infected ≥ 2 – min overlap 5 – experimental. The sequences of the ASEs were then mapped to the human genome (hg38 using annotation Gencode v27) using STAR, with default settings. Each event was classified in a type of splicing event [alternative acceptor (altA), alternative donor (altD), exon skipping (ES), multiple exon skipping (ES-M) and intron retention (IR)] and assigned to a gene using KisSplice2RefGenome (v1.2.3) (25). Finally, the differential analysis was done with the kissDE R package (v1.1, doi: 10.18129/B9.bioc.kissDE). KissDE outputs the sequences and quantification of ASEs.

Identification of changes in alternative splicing

All raw reads were assembled using the KisSplice (v2.4.1) (24) local transcriptome assembler. This tool allows to extract splicing events that correspond to specific patterns in the De Bruijn graph, which we call bubbles. KisSplice outputs the sequences and quantification of ASES. The following parameters were used to run KisSplice: – stranded – stranded Absolute Threshold 0 – mismatches 2 – counts 2 – min overlap 5 – experimental. The sequences of the ASEs were then mapped to the human genome (hg38 using annotation Gencode v27) using STAR, with default settings. Each event was classified in a type of splicing event [alternative acceptor (altA), alternative donor (altD), exon skipping (ES), multiple exon skipping (ES-M) and intron retention (IR)] and assigned to a gene using KisSplice2RefGenome (v1.2.3) (25). Finally, the differential analysis was done with the kissDE R package (v1.1, doi: 10.18129/B9.bioc.kissDE). KissDE outputs three important measures: percent spliced in (PSI), ΔPSI and adjusted P-value. PSI is a measure representing the percentage of inclusion of an exonic or intronic sequence:

\[ PSI = \frac{\text{inclusion}}{\text{inclusion + exclusion}} \]

where ‘inclusion’ corresponds to the number of reads supporting the inclusion isoform and ‘exclusion’ corresponds to the number of reads supporting the exclusion isoform. A PSI of 1 indicates that the exonic or intronic region is always included, while a PSI of 0 indicates that it is always spliced out in the mature RNA. ΔPSI represents the magnitude of the change of inclusion of the ASE between the two conditions and is computed as follows: \[ \Delta PSI = |PSI_{IAV-infected} - PSI_{mock-infected}| \]

To filter out minor isoforms, we used two additional criteria. First, we used a threshold on the level of expression of the gene (FPKMmock-infected ≥ 1 and/or FPKMIAV-infected ≥ 1). Second, because this cutoff turned out to be insufficient to filter out splicing variations among minor isoforms of highly expressed genes, we computed a new measure, which we called local event expression (LEE). This measure gives an estimate of the proportion of the isoforms of the gene containing the splicing event. It is computed as follows:

\[ LEE = \frac{\text{RPK}_{\text{splicing event}}}{\text{RPK}_{\text{gene}}} \]

where RPKsplicing_event corresponds to the number of reads per kilobase for the splicing event and RPKgene corresponds to the number of reads per kilobase for the full gene. To compute the RPK of the splicing event, we used the number of reads corresponding to the splicing event given by KisSplice and divided it by the effective size of the event (in bp). The effective size corresponds to the number of unique positions where reads, used for the isoform abundance estimation, can be aligned. The RPK of the full gene was computed using the quantification given by HTSeq-count divided by the gene length (in bp). Only the events with LEE ≥ 0.5 in one of the IAV-infected or mock-infected conditions were taken into consideration. The same thresholds were applied to compare the control siRNA and anti-RED siRNA conditions.

Principal component and GO term enrichment analyses

Principal component analysis (PCA) was performed using ade4 R package (26) on the normalized gene count values, on the normalized intergenic count values or on the PSI values. We plotted coordinates of the eight samples on the first two principal components using the ggplot2 R package (27). We searched for gene ontology (GO) terms enriched in the differentially expressed genes and in the genes containing a differentially spliced event using the topGO R package (doi: 10.18129/B9.bioc.topGO). We used the elim algorithm with a user-defined score and tested only the GO terms containing at least 50 genes. For the analysis of the differentially expressed genes, the score was defined as the log2 FC value if the adjusted P-value was lower than the threshold of 0.05, and 0 if not. This score gave more importance to genes with a large difference of expression between the two conditions. The same principle was used to define the score for the enrichment analysis on the differentially regulated splicing events. The score was defined as |ΔPSI| if the adjusted P-value was lower than the threshold of 0.05, and 0 if not.

RT-PCR and qRT-PCR

A549 and Calu-3 cells were infected at a MOI of 3–5 PFU/cell with the indicated viruses, or mock infected. Alternatively, A549 cells were treated with 200 mM KCl or
mock treated for 2 h, or transfected with 10 ng of total RNA prepared from WSN-infected or mock-infected MDCK cells at 6 hpi, using the transfection reagent Lipo-fectamine 3000 (Thermo Fisher). Total RNA was extracted using the RNeasy Mini Kit (Qiagen) following the manufacturer’s protocol. RT-PCR was performed on 100 ng of total RNA using the forward and reverse primers listed in Supplementary Table S1, and the Superscript III One-Step RT-PCR Kit (Invitrogen) following the manufacturer’s protocol. Amplicons were loaded on a 2% agarose gel. When required, the ImageJ software was used to measure the intensity of the bands and calculate a ΔPSI value. The criterion used for validation was |ΔPSII| ≥ 10%. The ES events subjected to validation were randomly selected using the ‘Random’ function in Excel. In the few cases when the design of adequate validation primers turned out to be unfeasible because of the presence of ≥2 events sharing the same genomic position, or the presence of a very short (<20 bp) GC-rich flanking exon, the corresponding ES events were skipped and replaced with another randomly selected ES event.

For IFNβ, uc.145 and GAPDH qRT-PCR, reverse transcription was performed on 500 ng of total RNA, using the Maxima First Strand cDNA Synthesis Kit, which includes a mixture of oligo-dT and random hexamer primers (Thermo Scientific), in a final volume of 20 μl. Real-time PCR was performed on 2 μl of a 1:10 dilution of the reverse-transcription reaction, using the Solaris qPCR Master Mix (Thermo Scientific), sets of primers and probe as provided in the Solaris qPCR Gene Expression Assays (Thermo Scientific) or, in the case of uc.145, the forward 5'-GCAGCGAACCCTGCTAAATA-3’ and reverse 5'-AGCCGGGACTATAGTCCAA-3’, primers and the SYBR Green Master Mix (Roche Life Science), with a Light Cycler 480 (Roche).

FACS

A549 (6 × 10⁵) or Calu-3 (24 × 10⁵) cells seeded in six-well plates were mock infected or infected with the indicated viruses. Cells were harvested with trypsin, followed by fixation (4% paraformaldehyde) and permeabilization (0.1% Triton X). Cells were then stained with a primary mouse monoclonal anti-influenza virus NP antibody (Abcam; ab20343) and a secondary anti-mouse DyLight633 (red) antibody (Thermo Fisher; 35512). The stained cells were subjected to FACS analysis (Attune NxT Flow Cytometer). Data were analyzed and processed using the FlowJo software.

Shiny interface

We used RStudio’s Shiny framework to develop a web-based interface that allows to browse the AS, gene expression and readthrough results generated in this study, as well as the multivariate analysis (PCA) of these three transcriptional processes. This Shiny interface is available online (http://virhostnet.prabi.fr:3838/shinyapps/flu-splicing) and is also available for download on GitHub to install locally (https://github.com/cbenoitp/flu-splicing).

The users can explore and filter the genes or ASEs of interest according to several metrics and can download the list of selected genes or ASEs as an excel file. The interface also gives the possibility to plot some metrics (like ΔPSI or log₂ FC) and to download the resulting plot. Finally, users can browse the intersection of different ASE analyses.

RESULTS

Influenza A/WSN/33 infection induces broad changes in cellular splicing

To assess the impact of IAV infection on the AS of host genes, human alveolar A549 cells were mock infected or infected with the IAV strain A/WSN/33 (WSN) at a MOI of 5 PFU/cell. The high infection rate in these conditions was assessed by indirect immunofluorescence and FACS analysis (~99% cells positively stained for the viral nucleoprotein; Supplementary Figure S1A). An overview of downstream transcriptional processes was performed in Figure 1A. Briefly, poly(A)-tailed RNAs were extracted and subjected to HiSeq2500 Illumina sequencing, and the sequencing reads were mapped to the human genome and the WSN genome using the STAR algorithm (21), as detailed in the ‘Materials and Methods’ section. RNA sequencing of control and IAV-infected samples (four independent biological replicates for each condition) yielded 35–80 million paired-end reads (2 × 120 nt) mapping to the host genome (Figure 1B, blue bars, and Supplementary Table S2), allowing for a robust analysis of the transcriptional response to infection. Reads mapping to the viral genome showed the expected distribution across viral open reading frames (Supplementary Figure S1B). The cellular ASEs were analyzed using the KissSplice pipeline (24,25), which enables de novo calling of ASEs and therefore can identify so far non-annotated ASEs. Statistical comparison between mock and infected cell samples from the four independent replicates was carried out using the kissDE algorithm (25) and the magnitude of the perturbation was quantified using the PSI metric, as described in the ‘Materials and Methods’ section. In addition, the DESeq2 algorithm (23) was used for differential gene expression and termination readthrough analysis. PCA indicated that viral infection accounts for 36%, 52% and 54% of the total variance observed in splicing, gene expression and termination readthrough, respectively (Figure 1C).

We focused our splicing analysis on the five major types of ASEs, i.e. altA and altD sites, ES, ES-M and IR. To filter out minor isoforms, including minor isoforms derived from highly expressed genes, we computed for each of the >60,000 ASEs that were identified by kissDE an LEE value that provides an estimation of the proportion of isoforms showing the ASE (see the ‘Materials and Methods’ section). Only the ASEs showing FPKM ≥ 1 and LEE ≥ 0.5 in at least one of the two conditions (IAV-infected and/or mock-infected) were taken into consideration. The resulting reference splicing dataset comprised 25,037 ASEs corresponding to 7043 distinct genes (Figure 2A, outer circle). Upon additional filtering for ASEs showing a marked and significant change in ΔPSI values (|ΔPSI| ≥ 10% and P ≤ 0.05), we identified 3969 ASEs, corresponding to 2076 genes, that are IAV sensitive (Figure 2A, inner circle, and Supplementary Table S3). A substantial proportion of these shows at least one non-annotated splice site (Figure 2B), therefore
Figure 1. Dual RNA-seq analysis of IAV-infected cells. (A) Schematic representation of the dual RNA-seq analysis pipeline. Illumina reads corresponding to viral and cellular mRNAs are represented in red and blue, respectively. (B) Mapping of Illumina sequencing reads. The left panel shows the number of reads mapped to the A/WSN/33 virus genome (red), the human genome (blue) or unmapped (gray) for each technical replicate. In the right panel, the same data are shown as percentages of the total number of reads. (C) PCA on PSI values (left panel), normalized gene counts (middle panel) and normalized intergenic counts (right panel). The samples corresponding to each experimental condition (four biological replicates per condition) were plotted on the first two principal components.
highlighting the added value of performing de novo calling of ASEs with KisSplice. A trend for increased exon inclusion and intron removal in IAV-infected cells, i.e. overall increased splicing, was observed. Indeed, the median ΔPSI (PSI_{IAV-infected} - PSI_{mock-infected}) value was positive for ES (+11%) and ES-M events (+10.3%) and negative for IR events (−17.5%) (Figure 2C). The distribution of the lengths of IAV-sensitive ASEs is shown in Figure 2D and Supplementary Figure S2. Within the IAV-sensitive dataset, the median length of skipped exons was close to the median length of all exons in the human genome (127 nt versus 149 nt), whereas the median length of retained introns was smaller than the median length of all introns in the human genome (368 nt versus 2036 nt). This observation could partly be due to the limited capacity of KisSplice to assemble long introns, since it requires that they are fully covered by reads to be correctly assembled. However, we obtained similar findings using IRFinder, a pipeline dedicated to the analysis of IR (28): the overall decrease in IR was clearly confirmed (median dPSI = −15.4%), and the median length of retained introns in the IAV-sensitive dataset (707 nt) was higher compared with that when the KisSplice pipeline was used but clearly smaller than the median length of all introns (Supplementary Figure S3).

IAV-induced changes in cellular splicing are specific and not merely a consequence of interferon induction or cellular stress

To assess the specificity of influenza-induced changes in splicing, A549 cells were subjected in parallel to infection with the WSN strain or three distinct treatments: (i) infection with the VSV virus, which unlike IAV does not replicate in the nucleus of infected cells; (ii) transfection with RNA extracted from WSN-infected cells, to induce interferon expression; and (iii) incubation with 200 mM KCl to induce an osmotic stress. The efficacy of each treatment was controlled by quantifying the IFNβ mRNA and the uc.145 long noncoding RNA as a marker of the osmotic stress response (29) (Supplementary Figure S4). We focused on ES events because they represent almost 50% of the influenza-sensitive splicing events (Figure 2B) and are the most amenable to RT-PCR validation using gene-specific primers. A subset of 21 ES events, randomly selected among the IAV-sensitive events identified by RNA-seq, was characterized in the four above-described experimental conditions using RT-PCR. The increase or decrease in exon inclusion expected from the RNA-seq data was confirmed for all 21 ES events; in 15 cases, it was detected exclusively in A549 cells infected with the WSN virus and not in the other experimental conditions (Figure 3, left panels, Supplementary...
**Figure 3.** RT-PCR validation and further characterization of IAV-sensitive splicing events detected by RNA-seq. (Left) A549 cells were subjected to viral infection at a high MOI (WSN versus VSV or mock infection), RNA transfection (RNA extracted from WSN-infected versus mock-infected cells) or osmotic stress (200 mM KCl versus mock treatment). (Right) A549 or Calu-3 cells were infected at a high MOI with the WSN virus or a seasonal H3N2 IAV, or mock infected. Total RNA was extracted and RT-PCR was performed using primers flanking the exon of interest. The amplification products were loaded on a 2% agarose gel. The expected size in case of exon inclusion or exclusion is indicated, as well as the ΔPSI value as determined from RNA-seq data. MW: molecular weight. The 300-bp band of the 100-bp DNA Ladder (NEB) is indicated by a star.

Figure S5 and Supplementary Table S4). These results indicate that influenza infection induces specific changes in the host AS program that are independent from the interferon response and distinct from a general stress response.

To evaluate to what extent the observed changes in splicing were dependent on the experimental virus–cell system, a subset of eight IAV-sensitive ES events identified by RNA-seq was characterized in parallel in A549 or Calu-3 cells infected at a high MOI with the WSN strain (H1N1 subtype) or with a virus representative of the circulating human seasonal IAVs (H3N2 subtype). Both cell lines were infected at high rates, as assessed by FACS analysis (~99% and 85% NP-positive A549 cells and ~90% and 80% NP-positive Calu-3 cells upon infection with the WSN and H3N2 viruses, respectively) (Supplementary Figure S1A). The expected increase or decrease in exon inclusion was detected systematically with the WSN and H3N2 viruses in both A549 and Calu-3 cells (Figure 3, right panels, Supplementary Figure S6 and Supplementary Table S4). Our findings suggest that a substantial proportion of the IAV-induced changes in host splicing detected by RNA-seq are largely conserved across cell lines and shared between different influenza viruses.

Overall, RT-PCR validation on RNAs extracted from new batches of mock- or WSN-infected cells was performed on a total of 46 randomly selected ES events showing IAV sensitivity in RNA-seq data. All (including 13 for which at least one splice site was non-annotated) showed the same pattern upon RT-PCR as expected from the RNA-seq data (Supplementary Figures S5–S7 and Supplementary Table S4). Our careful filtering out of minor isoforms likely contributes to this high validation rate, which was obtained ir-
respective of whether $|\Delta PSI|$ was in the 10–20%, 20–30% or >30% range (17/17, 12/12 and 17/17 validated events, respectively; Supplementary Table S4), therefore establishing the robustness of our experimental setting and bioinformatics pipeline.

**IAV-induced changes in cellular splicing are largely independent from the other cellular transcriptional responses to infection**

The observed cellular splicing changes in IAV-infected cells (Figure 2) could possibly result from other transcriptional changes. Therefore, we examined whether the 2076 genes that show altered splicing upon IAV infection were exhibiting changes in the level of expression and/or defects in transcription termination. To this end, we performed DESeq2 analysis on both genic and intergenic regions. Upon DESeq2 analysis on genic regions, 5527 genes were found to be differentially expressed ($\log_2$ FC $\geq 1$, $P \leq 0.05$), among which 2481 and 3046 genes were significantly up- and downregulated in infected cells, respectively (Supplementary Table S5). When DESeq2 analysis was performed on intergenic regions that are in a 5-kb window upstream and downstream genic regions, it revealed an overall 2-fold increase in intergenic transcription in WSN-infected cells compared with mock-infected cells (Supplementary Figure S8) in agreement with recently published studies (8–10). Using a $\Delta PRT$ metric analogous to $\Delta PSI$ (see the ‘Materials and Methods’ section), a marked and significant change in transcriptional termination ($\Delta PRT \geq 0.025$, $P \leq 0.05$) was observed for 2012 genes, among which a vast majority of 1777 genes showed a positive $\Delta PRT$ value, i.e. an increased termination readthrough in IAV-infected cells compared with mock-infected cells (Supplementary Table S6).

Slightly over 50% of the genes showing differential splicing upon IAV infection showed no differential expression or termination readthrough (Figure 4A). Besides, GO analysis using the topGO bioinformatics resource (30) revealed different enrichment patterns for the genes showing differential splicing, expression or termination readthrough (Figure 4B and Supplementary Figure S8B). Therefore, a large proportion of viral-induced alterations of cellular splicing are not merely a side effect of other transcriptional dysregulations, and possibly reflect a direct manipulation of the splicing machinery in infected cells. To more precisely assess the level of interdependence between splicing and expression changes, we plotted the mean $\Delta PSI$ values of IAV-sensitive ES and IR splicing events as a function of the $\log_2$ FC value of the corresponding gene (Figure 4C, left and right panels, respectively). A slightly positive correlation ($R^2 = 5\%$, $P = 7 \times 10^{-11}$) was observed for IR events only (Figure 4C, black curves). When this analysis was restricted to genes involved in the regulation of transcription by PolII, which is more pronounced for IR than for ES events.

**IAV-sensitive and RED protein-controlled splicing events show a limited but significant overlap**

As a substantial proportion of IAV-induced changes in splicing appeared to be independent from other global host responses to infection, we hypothesized that some of them could result from a direct interplay between IAV and the splicing machinery. We focused on the RED splicing factor because we previously showed that it is recruited by the influenza polymerase, regulates splicing of the abundant viral NS1 mRNAs and is essential for efficient viral replication (5). Although RED showed no dramatic changes of its accumulation level or subcellular localization in infected cells (5), its splicing function could possibly be impacted by viral-induced changes, e.g. the nuclear accumulation of viral polymerase and NS1 pre-mRNAs. To investigate this possibility, we performed a global profiling of ASEs controlled by RED in A549 cells. Cells were treated with an siRNA targeting RED or a control siRNA (Supplementary Figure S9A). Efficient depletion of RED was achieved at 48 h post-treatment as shown at the RNA (Supplementary Figure S9B) and protein (Supplementary Figure S9C) levels. Poly(A)-tailed RNAs were extracted and subjected to HiSeq2500 Illumina sequencing, and splicing changes induced by RED depletion were analyzed using the same pipeline as described in Figure 1A. PCA indicated that the control siRNA had no effect on splicing and that RED depletion accounted for 45% of the total variance observed in splicing and up to 63% of the total variance observed in the subset of IR events (Supplementary Figure S10A), in agreement with the specific requirement of RED–SMU1 for the splicing of short introns (31). IAV infection accounted for a lower percentage of the variance (16%) along a clearly separate axis. We identified 11 571 ASEs corresponding to 4570 genes, 14% of which are non-annotated splicing events, that undergo marked ($|\Delta PSI| \geq 10\%$) and significant ($P \leq 0.05$) differential regulation upon depletion of RED (Supplementary Figure S10B and Supplementary Table S7). A clear trend for decreased exon inclusion and increased IR was observed in RED-depleted cells (Supplementary Figure S10C), in agreement with previously published studies (31,32).

The similarity between the two sets of IAV-sensitive and RED protein-controlled splicing events was limited, and more so for IR than for ES events as expected from the opposite trends observed earlier (i.e. increased versus decreased intron removal upon IAV infection and RED depletion, respectively, Supplementary Figure S11). We compared the observed numbers of ES and IR splicing events that were dysregulated upon both IAV infection and RED depletion, with $\Delta PSI$ of same or opposite sign, with the numbers expected under the null hypothesis that the two variables are independent. Interestingly, the observed numbers were significantly higher than expected for events with $\Delta PSI$ of same sign (Figure 5, blue color) and lower than expected for events with $\Delta PSI$ of opposite sign (Figure 5, orange color). A Fisher exact test confirmed that the trend was significant for both ES ($P < 2 \times 10^{-10}$) and IR ($P = 1.4$...
Figure 4. Cross-analysis of splicing alterations and other transcriptional changes induced by IAV infection. (A) Venn diagram representing the sets of genes showing differential splicing, expression and/or readthrough upon IAV infection. (B) GO analysis. The top 10 GO terms most enriched among the genes differentially spliced in the CDS (upper panel) or the genes differentially expressed (lower panel) are indicated. The dot size is proportional to the number of genes annotated with the GO term in the full genome, as indicated. (C) Plot representing ΔPSI as a function of the log2 FC value, for differentially spliced ES events (left panel) and IR events (right panel). Each dot represents a distinct splicing event. Regression curves are shown. Black curve: all splicing events. Red dots and curve: splicing events related to genes annotated with the GO term ‘Regulation of transcription by RNA polymerase II’ (GO:0006357).
DISCUSSION

Here, we provide an integrated view of changes in the host transcriptome that occur in response to IAV infection, with a focus on IAV-induced changes in splicing that have been documented in only a few studies so far (18,19). Upon RNA-seq analysis of A549 cells infected with the A/WSN/33 virus, we found that >2000 genes show a significant dysregulation of one or several ASEs at 6 h post-infection. RT-PCR yielded a high validation rate of IAV-sensitive splicing events identified through the KisSplice pipeline (all of the 46 ES events tested). Our findings are consistent with the previous observation of viral-induced alterations of host splicing by Fabozzi et al. (18). The sequencing depth (30M reads per replicate) and number of replicates (two) are lower than in our study, therefore hindering a thorough comparison. When our pipeline for differential splicing was applied to the RNA-seq dataset of Fabozzi et al., only 95 cellular genes were found to exhibit significant splicing changes. Out of these 95 genes, only 27 (28%) also showed splicing changes in our dataset, which most likely relates to differences in the experimental protocol and to some degree of dependence on the virus–cell system used (A/Udorn/307/72-Beas2B versus A/WSN/33-A549). Yet, a subset of eight IAV-induced splicing changes from our dataset, which were not present in the dataset of Fabozzi et al., was consistently observed with two distinct cell lines and two distinct viruses, suggesting that the overall degree of conservation of IAV-induced splicing changes is actually higher.

Our data reveal an increase in exon inclusion and intron removal in IAV-infected cells. We asked whether this is a global trend for increased splicing activity. Such an increased splicing could potentially be related to the fact...
that IAV infection strongly interferes with PolII transcription at the initiation, elongation and termination stages, in a way that contributes to the shut-off of host gene expression (2,8–10). Indeed, pre-mRNA splicing is tightly coupled to PolII transcription. A slowdown of PolII elongation is thought to increase the accessibility of splice sites and therefore to enhance co-transcriptional assembly of the spliceosome (33,34). The splicing and 3’ end processing of pre-mRNAs are functionally interconnected (34,35). We found only a low level of correlation between increased splicing and decreased expression, which was more pronounced for IR than for ES events. This, taken together with the little overlap between the differentially spliced genes and those showing a defect in PolII termination upon IAV infection, suggests that PolII targeting by the virus is not a major causative mechanism for the observed splicing changes. Similar to our findings, little crossover between the set of genes showing differential splicing and differential expression was also observed in other systems [e.g. (36,37)].

We investigated to what extent IAV-induced splicing changes might indirectly result from the cellular sensing of virus-derived nucleic acids and downstream stimulation of innate immune and inflammatory signaling pathways. It should be noted that A549 cells infected with A/WSN/33 showed no transcriptomic signatures of the interferon response at 6 h post-infection, in agreement with others’ findings and with the strong interferon antagonistic activity of the viral NS1 protein (38). In addition, we assessed whether the osmotic stress response, previously shown to induce PolII termination defects similar to IAV infection (8), also induced similar splicing changes. Among a randomly selected subset of 21 IAV-induced splicing changes, only a very minor proportion was triggered in cells subjected to an osmotic shock or infected with the VSV virus. These results suggest that a majority of the observed IAV-induced splicing changes are not merely a secondary consequence of a general stress response or the innate immune/inflammatory response caused by infection.

Other mechanisms of viral manipulation of the splicing machinery include the inhibition, relocalization and/or post-translational modification of splicing factors, mediated by direct or indirect interactions with viral proteins or RNAs [reviewed in (20,39)]. We showed previously that the RED splicing factor, which promotes splicing of the viral NS1 mRNA, is bound by the IAV polymerase (5). Here, we show that the vast majority of IAV-sensitive splicing events are not regulated by RED. Conversely, the silencing of RED induces a wide array of splicing changes, only a fraction of which are recapitulated by IAV infection. Although the overlap between IAV-sensitive and RED-dependent splicing events is limited, it is significantly higher than expected under the null hypothesis of full independence, therefore suggesting that IAV-induced changes are partially mediated by RED. A number of factors may explain why IAV infection only partially phenocopies RNA-mediated depletion of RED. On the one hand, a 90% knockdown of RED is likely to have a more drastic effect on RED function, as the levels and nuclear localization of RED remain unchanged in IAV-infected cells (5). Viral-induced changes in the nuclear environment of RED may affect its function in a more subtle way than depletion, e.g. only a minor fraction of RED may be bound to the viral polymerase and/or the abundant NS1 mRNA. On the other hand, the transcription slowdown in IAV-infected cells (40) may contribute to the global increase in intron removal we observed and may overcome more subtle effects such as increased IR in a specific subset of mRNAs due to altered RED function. Interestingly, in a recent preprint by Thompson et al., an approach similar to ours is used to assess to what extent hnRNP K could be mediating IAV-induced changes in ES events (37). The findings are similar to ours, i.e. the overlap is in the same range whether the IAV infection dataset is compared with the hnRNP K depletion dataset in the study by Thompson et al. (21% of ES events are found in common, among which 63% show a concordant ΔPSI) or with the RED depletion dataset in our study (35% of ES events are found in common, among which 72% show a concordant ΔPSI; Supplementary Figure S11A). These observations support our hypothesis that multiple splicing factors could be involved in the reprogramming of the splicing landscape in IAV-infected cells: RED, hnRNP K and potentially other non-core splicing factors that have been proposed to regulate the splicing of IAV mRNAs, such as SF2 (41) and TRA2A (42). There is evidence that the NS1 protein of IAVs can modulate host splicing through binding to the U6 snRNA (43) or by inducing a relocalization of the SRSF2 factor (44). The recent finding that NS1 primarily binds intronic sequences (45) might contribute to the marked decrease in IR we observed upon IAV infection, also observed by Rotival et al. in IAV-infected human macrophages (19). Finally, our RNA-seq data reveal that 74 and 34 genes corresponding to splicing factors show differential expression or splicing, respectively (Supplementary Table S8), which could in turn be the cause of other splicing changes.

Given the magnitude of splicing changes observed at 6 h post-infection, analyses performed at earlier time points could help elucidate the key mechanisms involved. Separate analysis of poly(A)+ and poly(A)− mRNAs from the cytoplasmic and nuclear fractions would provide a more accurate picture of the splicing landscape and changes induced by IAV infection. From a methodological perspective, our RNA-seq datasets provide a valuable basis to train and improve bioinformatic pipelines for the analysis of AS. Indeed, our high-depth sequencing uncovers a large fraction of unannotated splice sites, IRs and complex splicing events, whose identification and quantification remain challenging with the currently available softwares. Our datasets also offer opportunities for further investigations aimed at uncovering the functional significance of the splicing alterations induced by IAV infection. Notably, genes involved in the regulation of transcription by the cellular PolII were the most enriched among the differentially spliced gene list (Figure 4B), which likely points to so far unexplored mechanisms for viral-induced host shut-off.
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