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Abstract

The magnetohydrodynamics (MHD) equations are continuum models used in the study of a wide range of plasma physics systems, including the evolution of complex plasma dynamics in tokamak disruptions. However, efficient numerical solution methods for MHD are extremely challenging due to disparate time and length scales, strong hyperbolic phenomena, and nonlinearity. Therefore the development of scalable, implicit MHD algorithms and high-resolution adaptive mesh refinement strategies is of considerable importance. In this work, we develop a high-order stabilized finite-element algorithm for the reduced visco-resistive MHD equations based on the MFEM finite element library (mfem.org). The scheme is fully implicit, solved with the Jacobian-free Newton-Krylov (JFNK) method with a physics-based preconditioning strategy. Our preconditioning strategy is a generalization of the physics-based preconditioning methods in [Chacón, et al, JCP 2002] to adaptive, stabilized finite elements. Algebraic multigrid methods are used to invert sub-block operators to achieve scalability. A parallel adaptive mesh refinement scheme with dynamic load-balancing is implemented to efficiently resolve the multi-scale spatial features of the system. Our implementation uses the MFEM framework, which provides arbitrary-order polynomials and flexible adaptive conforming and non-conforming meshes capabilities. Results demonstrate the accuracy, efficiency, and scalability of the implicit scheme in the presence of large scale disparity. The potential of the AMR approach is demonstrated on an island coalescence problem in the high Lundquist-number regime ($\geq 10^7$) with the successful resolution of plasmoid instabilities and thin current sheets.
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Magnetohydrodynamics (MHD) models the dynamics of a quasi-neutral plasma fluid in the presence of electromagnetic fields. It has a wide range of applications including space weather prediction, astrophysics, as well as in laboratory plasma applications such as Z-pinch, tokamak and stellarator devices [1]. The full MHD model comprises evolution equations for mass, moment and energy as well as an evolution equation for the magnetic field, while the electric field is determined by a (generalized) Ohm’s law. The ultimate goal of this study is to develop an adaptive, scalable and high-order-accurate simulator for the fusion devices involving complex geometries. The resistive MHD model is commonly used due to its relative computational efficiency in contrast to kinetic descriptions, as well as the ability to efficiently capture many important macroscopic instabilities. In resistive MHD, the Lundquist number, $S_L$, defined as the ratio between the resistive diffusion time scale for the magnetic field and the Alfvén wave transit time scale, is commonly used to distinguish between different physics regimes. It is well known that the Lundquist number is very high in fusion devices, in the range of $10^6$ to $10^9$ [2], owing to the large plasma temperature and small densities. Therefore, in this work, we seek to develop a high-order-accurate and scalable resistive MHD solver that is suitable for a wide range of Lundquist numbers.

The resistive MHD system is a strongly coupled, highly nonlinear and very stiff system that involves multiple physical phenomena spanning a wide range of spatial and temporal scales [3, 4]. In the context of fusion-device modeling, it is of interest to evolve ideal and resistive instabilities (tearing mode, resistive kink mode, coalescence instability, etc.) excited from a given MHD equilibrium. However, hyperbolic dynamics in the MHD system is typically much faster than resistive instabilities (as suggested by the high Lundquist number), which results in numerical stiffness. It is therefore important to consider fully implicit algorithms to efficiently step over the stiff hyperbolic component in the system [2] along with scalable preconditioning strategies. In addition, thin current sheets develop in the high-Lundquist-number regime, along with a secondary plasmoid instability. The plasmoid length-scale is comparable to the current sheet width and very small compared to the size of a typical magnetic island (a ratio of approximately $10^{-3}$ to $10^{-5}$). Plasmoid emergence, transport, and merging is on a much faster time scale than the resistive diffusion time scale. Due to the large length scale disparity, the problem becomes truly multi-scale in space as well. Thus, adaptive implicit multiscale algorithms are needed to capture these dynamics in a self-consistent fashion.

Many of the earlier implicit studies for extended MHD have been summarized in Ref. [2]. Here we only highlight studies that focus on preconditioning strategies for the implicit MHD system. Ref. [3] is one of the earliest studies to propose a physics-based preconditioner for 2D resistive MHD in a finite-difference context. This work will serve as the starting point for our physics-based preconditioner in the stabilized finite-element formulation. The approach is later generalized to a 2D Hall MHD [5], a 3D compressible resistive MHD [6] and a 2D two-field low-$\beta$ extended MHD [7]. The significance of this series of studies is its nearly optimal performance under grid refinement, featuring $O(N \log N)$ scaling, where $N$ is the number of degrees of freedom (DoFs). A drawback of these studies is their reliance on low-order finite differences, which complicates their generalization and extension to higher orders of accuracy. A stabilized finite element (FE) formulation is proposed in Ref. [4], which considers the lower-order continuous FE and its preconditioning strategy. The preconditioning is less optimal compared to Ref. [3] since it uses a fully coupled algebraic multilevel preconditioner, which does not parabolize the system as done in Ref. [3]. This approach is later extended to 3D resistive MHD [8]. A related approach, using approximate block factorization (ABF) and approximate Schur complements has been developed for the MHD system in [9–11]. More recently, a fully implicit hybridization discontinuous Galerkin approach (HDG) has been developed and analyzed in [12] and results for scaling of a block preconditioner based on an approximate Schur complement have been presented [13]. Note that the approaches developed in [4, 13] are also suitable for high-Lundquist-number cases. Another class of methods [14–16] rely on compatible finite elements and discrete exterior calculus for the resistive MHD system. This method can be divergence-free in $u, B$ or both without introducing the potential formulation as in this study. For instance, the approach in Ref. [16] uses a constrained transport method similar to Ref. [17, 18] to obtain divergence-free $B$. However, in that context, an efficient preconditioner can be even more challenging, and as pointed out [16] it is unclear the advantage of such a method in practice compared to the potential-based approach proposed here.

Beyond an efficient preconditioner, high-Lundquist-number simulations require two more important ingredients. First, for advection-dominated problems, it is well known that some stabilization is necessary in
continuous Galerkin FE formulations to prevent spurious oscillations [19]. Here, we choose the streamline upwind Petrov–Galerkin (SUPG) approach to stabilize both the magnetic potential and vorticity equations. The SUPG approach is chosen because it is variationally consistent and has a simple form which separates the stabilization term from the advection term and thus eases the generalization of the physics-based preconditioner. The second necessary ingredient is the adaptive mesh refinement (AMR) algorithm to address vast length-scale disparity and capture resulting localized structures. It is known that when the Lundquist number is sufficiently high, the tearing mode instability breaks the thin current sheet and produces plasmoids [20]. This has been studied in detail in the context of magnetic reconnection, see [21, 22] for instance. However, these studies [21, 22] typically focus on the reconnection regions, and use very refined and locally stretched grids. Our goal is an algorithm to dynamically capture plasmoids in practical simulations as in [23, 24], which requires an AMR capability that self-consistently evolves as localized plasmoids form and merge. To the best of our knowledge, the only studies that successfully develop an implicit AMR approach for resistive MHD are [25–27]. Among those, only [27] was able to capture some plasmoids in the reconnection study of [24]. The highest Lundquist number considered in Ref. [24] is $4 \times 10^5$ but the definition of Lundquist number there uses the local current sheet length, and therefore it is comparable to $\sim 10^6$ in our study.

The present study complements the previous ones [3, 4, 8] by providing a robust, scalable, adaptive and high-order stabilized FE formulation for resistive MHD. Key contributions of the current work include (a) generalization of the physics-based preconditioning to the FE formulation; (b) generalization of the previous lower-order (finite-difference or finite-element) discretization to high-order continuous FE; (c) development of an AMR algorithm along with the FE discretization; and (d) optimization of the implicit AMR solver for high Lundquist numbers. The generalization of the physics-based preconditioners from finite differences to high-order FE is by no means trivial. While it is sufficient in finite differences to introduce numerical diffusion via flux limiting in the high Lundquist/Reynolds number cases, the FE formulation requires high-order stabilization, which can often introduce complicated coupling terms in the system. We find ignoring such stabilization terms in the preconditioner degrades the performance of the solver significantly. Furthermore, both AMR and careful optimization of the parameters in the full solver are found to be necessary to provide a robust and efficient algorithm for the high Lundquist-number runs.

Our algorithm is implemented with the scalable FE framework, MFEM (mfem.org), using many of its features. For instance, we use the equal-order continuous FE bases, supporting arbitrary order of accuracy and flexible meshes. We adopt the AMR algorithm from MFEM, but have developed our own custom error estimator and refinement strategies. As a result, the adaptive solver supports both conforming and non-conforming AMR, for both structured and unstructured meshes. Although the practical runs presented in the current work only utilize the octree-based AMR and quadrilateral elements, the flexible implementation provides an easy route to leverage the current solver to practical simulations of fusion devices in the future.

The remainder of this paper is organized as follows. Section 2 describes the governing equations of the visco-resistive MHD equation and discusses the specific formulation we choose in this work. Section 3 presents the stabilized FE formulation of the model, its linearized system and the choices of time integrators. Section 4 generalizes the physics-based preconditioning approach in Ref. [3] to the stabilized FE formulation. Section 5 outlines the Jacobian-free Newton-Krylov (JFNK) approach and Section 6 describes the AMR approach, including a description of the error estimator and some details on the refinement/coarsening strategy, followed by the implementation details of the full algorithm in Section 7. Section 8 presents the numerical results, including a refinement study, parallel scaling tests and simulation results of practical interest. The numerical experiments start from some simple smooth problems to verify the order of accuracy and efficiency of the scheme, followed by some harder problems (tearing mode) to examine both of the scheme and AMR approach. The final example, the high Lundquist-number island coalescence problem, is the most challenging, as plasmoid instabilities develop. Finally, Section 9 concludes and outlines possible future directions.

2. Governing equations: visco-resistive MHD

We consider the incompressible reduced visco-resistive MHD model in a two-dimensional space $\Omega$. The normalized model is described by a streamfunction-vorticity description $(\Phi, \omega)$ of the fluid quantities and a
magnetic flux $\Psi$, and is given by Ref. [28]  
\[ \nabla^2 \Phi = \omega, \]  
\[ (\partial_t + v \cdot \nabla - \eta \nabla^2) \Phi = -E_0, \]  
\[ (\partial_t + v \cdot \nabla - \nu \nabla^2) \omega = B \cdot \nabla J - S_\omega, \]  
with the velocity and magnetic field defined as  
\[ v = z \times \nabla \Phi = [-\Phi_y, \Phi_x]^T, \]  
\[ B = z \times \nabla \Psi = [-\Psi_y, \Psi_x]^T, \]  
and the current density defined as  
\[ J = \Delta \Psi. \]

Other important quantities include the (constant) magnetic resistivity $\eta$, (constant) kinematic viscosity $\nu$, two source terms $E_0$ and $S_\omega$. The source terms are used to balance visco-resistive dissipations of the initial equilibrium in the study.

The reduced MHD model is originally derived for the low-$\beta$ large-aspect-ratio tokamak from the full MHD model in Ref. [28]. The model is derived by ordering all the quantities based on a large aspect ratio and dropping all toroidal effects. The pressure term is also dropped due to the assumption of low $\beta$. Here $\beta$ is the ratio of the plasma pressure to the magnetic pressure. Other waves such as fast and slow magnetosonic waves are asymptotically removed and only the Alfvén wave remains. The model (1) assumes infinite toroidal aspect ratio, which removes all toroidal terms. Despite being significantly simpler than the full MHD model, (1) still keeps many of the fundamental challenges in the original MHD model, particularly for the tokamak problems we are interested in, including the strongly hyperbolic nature (supporting a stiff Alfvén wave), strong nonlinear coupling between the magnetic flux and fluid quantities, numerical challenges in the strong-convection regime, large disparity in time and length scales, etc. Note that, as pointed out in Ref. [28], the current system can be viewed as a model for a rectangular tokamak, and thus $\Psi$, $J$ and $\omega$ are the $z$-component of the magnetic potential, current density and vorticity vectors of a full 3D model, respectively. In this context, $v$ and $B$ are $x$- and $y$-components of the full 3D vectors.

We note that there is an alternative formulation for the reduced MHD model based on evolving the current density instead of $\Psi$. (Note that the current density in the system (1) can be viewed as an auxiliary variable, and thus one could choose evolve either $J$ or $\Psi$.) The alternative model is given by  
\[ \nabla^2 \Phi = \omega, \]  
\[ (\partial_t + v \cdot \nabla - \eta \nabla^2) J = B \cdot \nabla \omega - \Delta E_0 + g(\Psi, \Phi), \]  
\[ (\partial_t + v \cdot \nabla - \nu \nabla^2) \omega = B \cdot \nabla J - S_\omega, \]

where  
\[ g(\Psi, \Phi) := 2 \left[ \frac{\partial^2 \Phi}{\partial x \partial y} \left( \frac{\partial^2 \Psi}{\partial x^2} - \frac{\partial^2 \Psi}{\partial y^2} \right) - \frac{\partial^2 \Psi}{\partial x \partial y} \left( \frac{\partial^2 \Phi}{\partial x^2} - \frac{\partial^2 \Phi}{\partial y^2} \right) \right]. \]

The model avoids the challenging $B \cdot \nabla J$ term, which involves third-order derivatives for $\Psi$, and the system was first introduced in [29, 30] in order to improve the AMR performance. It is pointed out in the AMR study in Ref. [25] that such an implementation helps minimize the large error around the AMR coarse-fine grid interface. The above model has also been implemented recently in Ref. [27] for a continuous finite-element implementation and the author pointed out that the challenge of $B \cdot \nabla J$ in (1) will always exist in AMR simulations except for spectral methods. We note, however, that the implementation in Ref. [25] is based on a second-order finite-different algorithm and Ref. [27] uses a polynomial order of 1 or 2. In our implementation, we observed a very similar behavior around coarse-fine interfaces in AMR examples when the polynomial order is lower than 3. However, when choosing the polynomial order greater than or equal to 3, coarse-fine interfaces no longer accumulate large errors. Employing the original model (1) has at
least two advantages: (i) the physics-based preconditioning strategy in [3] can be easily extended into the high-order finite element discretization; (ii) for high-Lundquist-number simulations, the original model leads to a much simpler SUPG terms in the preconditioner compared to the terms resulting from \( g(\Psi, \Phi) \) in the system evolving \( J \). Therefore, we use the model in (1) for our implementation.

We handle the challenging \( \mathbf{B} \cdot \nabla J \) term by introducing an auxiliary variable \( J \) and inverting a mass matrix with \( \Psi \). For challenging cases with large Lundquist numbers (typically \( S_L > 10^5 \) for which AMR is necessary to capture small scales) we also lump the mass matrix when evaluating \( J \) to minimize the oscillations in the current density during local refinement or coarsening. Such a strategy appears to be sufficient to capture small structures of reasonably high Lundquist number without introducing large oscillations. We note that there is an alternative approach for the \( (\mathbf{A} - \mathbf{v}) \) formulation of MHD given in Ref. [4], in which the authors reformulate the Lorentz force \( \mathbf{J} \times \mathbf{B} = \nabla \cdot [\mathbf{B} \mathbf{B} - \frac{\|\mathbf{B}\|^2}{2} \mathbf{I}] \) to avoid high-order derivatives in their finite element formulations. A straightforward extension to the current system leads to source term for \( \omega \) becoming the third component of

\[
\nabla \times (\mathbf{J} \times \mathbf{B}) = \nabla \times \left\{ \nabla \cdot [\mathbf{B} \mathbf{B} - \frac{\|\mathbf{B}\|^2}{2} \mathbf{I}] \right\} = \nabla \cdot \left\{ \mathbf{B} \times \nabla \mathbf{B} - \nabla \times \mathbf{B} \mathbf{B} \right\}.
\]

It is clear that it does not help our implementation, since there are still third-order derivatives with respect to \( \Psi \) in the source term. Overall, we find that the \( \mathbf{B} \cdot \nabla J \) term is always challenging to handle in both finite-element and finite-difference discretizations, and it will be interesting to explore other techniques to handle this operator, particularly with AMR.

3. Stabilized finite element formulation

We introduce the FE formulation for the continuous PDE system (1) in this section. The system (1) avoids the Ladyzhenskaya–Babuska–Brezzi (LBB) stability condition [19, 31] by using the potential formulations for both velocity and magnetic field. Therefore, it is natural to employ equal-order polynomial spaces for all the unknowns in the system. Given the small magnitude of resistivity and viscosity, it is all but assured that our simulations will be convection-dominated in most of the domain. In fact, we find that, for some high-Lundquist-number cases, the mesh Peclet number (the ratio between convective strength and diffusive conductance) can be higher than 100 even with a very aggressive AMR refinement. For such cases, relying on excessive AMR refinement is unrealistic due to the rapid increase of the total degrees of freedom and efficiency reduction of any preconditioning strategy. Therefore, it is necessary to use a stabilized FE approach for both \( \Psi \) and \( \omega \) to achieve a stable solution locally.

Artificial diffusion is one of the most commonly used approaches to stabilize the convection term. For finite-element schemes, artificial diffusion can be introduced by the streamline upwinding stabilization. Such an approach, however, does not fit high-order schemes, since it inevitably introduces a low-order error whenever the stabilization term is turned on. To avoid this, we rely on a residual-based stabilization approach. These methods are variationally consistent in the sense that the exact solution satisfies the weak formulation, and it is more suitable for high-order approximations. We employ the standard Streamline-Upwind Petrov-Galerkin (SUPG) approach with modifications to the stabilization parameter \( \tau \) for AMR and high-order schemes.

3.1. 2D visco-resistive MHD stabilized FE formulation

A stabilized SUPG FE formulation is presented for the 2D reduced MHD equation. The formulation is fully implicit, and the backward Euler method is used in the following presentation for simplicity and convenience. Unless otherwise noted, the numerical cases presented employ either Dirichlet or periodic boundary conditions. Therefore, as an example, we consider a Dirichlet boundary condition imposed on the Perfect Electrical Conductor (PEC) wall as

\[
\omega = 0, \quad \Psi = 0, \quad \Phi = 0, \quad \text{for} \ x \in \partial \Omega,
\]
where the current density $J$ is determined by

\[ J := \nabla^2 \Psi \] as an “auxiliary” variable and a FE space $V$ as $\{ U \mid U = [\Phi, \Psi, \omega, J]^T, \Phi, \Psi, \omega \in H^1_0(\Omega_h), J \in H^1(\Omega_h) \}$. Using the test functions, $\phi \in H^1_0(\Omega_h)$ and $\psi \in H^1(\Omega_h)$, a stabilized FE backward-Euler discretization gives

\[
\begin{align*}
\int_{\Omega_h} \nabla \Psi^{n+1} \cdot \nabla \phi \, dx + \int_{\Omega_h} \omega^{n+1} \phi \, dx &= 0, \tag{3a} \\
\int_{\Omega_h} \frac{\Psi^{n+1} - \Psi^n}{\Delta t} \phi \, dx + \int_{\Omega_h} v^{n+1} \cdot \nabla \Psi^{n+1} \phi \, dx + \int_{\Omega_h} \eta \nabla \Psi^{n+1} \cdot \nabla \phi \, dx + \int_{\Omega_h} \tau_\eta R_\phi(\Psi^{n+1}) \nabla \phi \, dx &= -\int_{\Omega_h} E_0 \phi \, dx, \tag{3b} \\
\int_{\Omega_h} \frac{\omega^{n+1} - \omega^n}{\Delta t} \phi \, dx + \int_{\Omega_h} v^{n+1} \cdot \nabla \omega^{n+1} \phi \, dx + \int_{\Omega_h} \nu \nabla \omega^{n+1} \cdot \nabla \phi \, dx - \int_{\Omega_h} B^{n+1} \cdot \nabla J^{n+1} \phi \, dx + \int_{\Omega_h} \tau_\nu R_\omega(\omega^{n+1}) \nabla \phi \, dx &= -\int_{\Omega_h} S_\omega \phi \, dx, \tag{3c}
\end{align*}
\]

where the current density $J$ is determined by

\[
\int_{\Omega_h} J^{n+1} \psi \, dx = -\int_{\Omega_h} \nabla \Psi^{n+1} \cdot \nabla \psi \, dx + \oint_{\partial \Omega_h} \frac{\partial \Psi^{n+1}}{\partial n} \psi \, ds, \tag{4}
\]

and $R(\cdot)$ in the formulation stands for the residual terms for each equation, which are defined as

\[
R_\phi(\Psi^{n+1}) := \frac{\Psi^{n+1} - \Psi^n}{\Delta t} + v^{n+1} \cdot \nabla \Psi^{n+1} - \eta \Delta \Psi^{n+1} + E_0, \\
R_\omega(\omega^{n+1}) := \frac{\omega^{n+1} - \omega^n}{\Delta t} + v^{n+1} \cdot \nabla \omega^{n+1} - \nu \Delta \omega^{n+1} - B^{n+1} \cdot \nabla J^{n+1} + S_\omega.
\]

Note that the boundary condition for $J$ is not needed since the only term involving $J$ in the system (1) is $B \cdot \nabla J$ while the Dirichlet boundary condition given in (2) implies $B_\perp = 0$. In the FE formulation, the vectors $B$ and $v$ are the strong derivatives computed from the potentials $\Psi$ and $\Phi$, respectively. Another advantage of the above system is that the vector fields $B$ and $v$ are divergence-free in a strong sense.

In this initial study, the stabilization parameters $\tau$ in the formulation are taken as the standard term for a transient advection-diffusion equation [19], and are given by

\[
\tau_\eta := \left[ \left( \frac{\alpha}{\Delta t} \right)^2 + \left( \frac{2\|v\|}{h} \right)^2 + 9 \left( \frac{4\eta}{h^2} \right)^2 \right]^{-\frac{1}{2}}.
\]

Note that the standard formulation for a Crank-Nicholson approximation in time for SUPG has $\alpha = 2$. In our case, we have found this to work well for all cases but the most challenging AMR solution for high Lundquist number (i.e. $S \geq 10^6$) island coalescence computations where we have used $\alpha = 10$. This limited modification of $\alpha$ has the effect of reducing the diffusion where the flow speed is small while still providing sufficient numerical diffusion in the large-flow-speed regions. In the future, we will consider alternate forms for the stabilization parameters. Finally, in our implementation, the stabilization parameters $\tau$ are computed element-wise, by taking a maximum of all the quadrature points in each element.

Since the current density can be determined from $\Psi$ through (4), the system (3) is a closed system for the three unknowns $\Psi$, $\Phi$ and $\omega$. The preconditioning strategy will therefore focus on these three components. Note that other than the nonlinear SUPG residual terms, the nonlinearity of the system comes from the terms related to the convection term $v \cdot \nabla$ and the Lorentz force term $B \cdot \nabla J$, which will be the main focus when deriving the preconditioning strategy. Although the SUPG terms do not add extra stiffness to the system, some care is needed to achieve a scalable preconditioning strategy.

**Comment 1.** Regarding to the high-order derivative term $B \cdot \nabla J$, there are three obvious choices to implement it: $(B \cdot \nabla J, \psi)_{\Omega_h}$, $(-J, B \cdot \nabla \psi)_{\Omega_h}$ or $(-BJ, \nabla \psi)_{\Omega_h}$. Here, the strong divergence-free condition of $B$ is used.
One would expect that the latter two choices are better since the operator is implemented weakly. However, we found that the choices of the implementation help very little to minimize the oscillations in \( J \) in some high-Lundquist-number runs when the AMR refinement is very aggressive. Part of the reason is that the integral-by-parts does not fundamentally change the nature of the operator (unlike the reformulation in [4]). For instance, the second operator is simply the transpose of the first operator in our implementation.

### 3.2. Linearized system of stabilized FE formulation

Before presenting the preconditioning strategy, we first linearize the nonlinear system to simplify the discussion and identify the key terms. We begin by rewriting the system (3) in a block operator form. Let us define several operators to simplify the presentation:

- \( M \): mass matrix
- \( K \): stiffness matrix
- \( \tilde{K} \): fixed matrix that is a sum of stiffness and boundary operators as the RHS of (4)
- \( N_u \): discrete operator for the continuous operator \( u \cdot \nabla \) where \( u = [-\partial_y A, \partial_x A]^T \)

The nonlinear terms such as \( N_u \hat{g} \) are implemented in a matrix-free fashion in the FE formulation, i.e., \( N_u \) is assembled directly element-by-element without forming a global matrix. The concept is referred to as partial assembly in MFEM. Here the notations such as \( \hat{\omega} \) stand for the vector representation of the dofs corresponding to a scalar component \( g \).

The current density is \( J = M^{-1} \hat{K} \hat{\Psi} \) based on (4). Substituting it into the system (3) leads to a nonlinear equation for \( G(U^{n+1}) = 0 \) (where \( U := [\Phi, \hat{\Psi}, \hat{\omega}]^T \)):

\[
G(U^{n+1}) := \begin{bmatrix} K & 0 & M \\ 0 & \mathcal{A}_\eta & 0 \\ 0 & N_B M^{-1} \tilde{K} & \mathcal{A}_\omega \end{bmatrix} \begin{bmatrix} \Phi^{n+1} \\ \hat{\Psi}^{n+1} \\ \hat{\omega}^{n+1} \end{bmatrix} + \begin{bmatrix} 0 \\ \tau_\Phi \hat{R}_\Phi(\hat{\Psi}^{n+1}) \\ \tau_\omega \hat{R}_\omega(\hat{\omega}^{n+1}) \end{bmatrix} + \begin{bmatrix} 0 \\ -\frac{1}{M} \hat{M} \hat{\Psi}^{n+1} + \hat{E}_0 \\ -\frac{1}{M} \hat{M} \hat{\omega}^{n} + \hat{S}_0 \end{bmatrix},
\]

where \( \hat{R}(\cdot) \) is the discrete form of the corresponding nonlinear residual operator \( R(\cdot) \), and the two convection-diffusion operators are defined as:

\[
\mathcal{A}_\eta := \frac{1}{\Delta t} \hat{M} + \hat{N}_\nu + \eta \hat{K},
\]

\[
\mathcal{A}_\omega := \frac{1}{\Delta t} \hat{M} + \hat{N}_\nu + \nu \hat{K}.
\]

The Dirichlet boundary condition is enforced strongly in the FE formulation by eliminating the proper boundary elements if needed.

A Jacobian-free Newton-Krylov (JFNK) method is used to solve the nonlinear problem \( G(U^{n+1}) = 0 \). Although not explicitly formulated in our nonlinear solver, a reasonable approximation to the Jacobian system of \( G(U^{n+1}) = 0 \) is

\[
\begin{bmatrix} K & 0 & M \\ -N_B & \mathcal{A}_\eta + \tau_\eta S & 0 \\ -P_{\omega_0} & P_{\lambda_0} + N_B M^{-1} \tilde{K} & \mathcal{A}_\omega + \tau_\omega T \end{bmatrix} \begin{bmatrix} \delta \Phi^{(k+1)} \\ \delta \hat{\Psi}^{(k+1)} \\ \delta \hat{\omega}^{(k+1)} \end{bmatrix} = - \begin{bmatrix} G_\Phi(\hat{U}^{(k)}) \\ G_\Psi(\hat{U}^{(k)}) \\ G_\omega(\hat{U}^{(k)}) \end{bmatrix},
\]

(5)

where the following continuous relations have been used to derive the Jacobian matrix approximation,

\[
\begin{align*}
\delta \mathbf{v} \cdot \nabla \Psi_0 &= -\mathbf{B}_0 \cdot \nabla \Phi, \\
\delta \mathbf{v} \cdot \nabla \omega_0 &= -(\mathbf{z} \times \nabla \omega_0) \cdot \nabla \Phi, \\
\delta \mathbf{B} \cdot \nabla J_0 &= -(\mathbf{z} \times \nabla J_0) \cdot \nabla \Psi.
\end{align*}
\]

\( P_{\lambda_0} \mathbf{u} \) stands for the discretization of the continuous operator \( (\mathbf{z} \times \nabla J_0) \cdot \nabla u \), and \( P_{\omega_0} \mathbf{u} \) stands for the discretization of the continuous operator \( (\mathbf{z} \times \nabla \omega_0) \cdot \nabla u \). The readers are referred to [3] for the detailed
derivations in a finite-difference context. Its extension to the FE formulation is rather straightforward and thus not presented here. The major difference between [3] and the current work is the additional stabilization terms:

\[ S : \text{discrete operator for } \int_{\Omega_h} \left( \frac{y}{\Delta t} + \mathbf{v}_0 \cdot \nabla y - \eta \Delta y \right) \mathbf{v}_0 \cdot \nabla \phi \, dx, \]

\[ T : \text{discrete operator for } \int_{\Omega_h} \left( \frac{y}{\Delta t} + \mathbf{v}_0 \cdot \nabla y - \nu \Delta y \right) \mathbf{v}_0 \cdot \nabla \phi \, dx. \]

Note that even though we only keep part of the diagonal operators of the stabilization terms in the linearized form for the preconditioner development, the retained diagonal terms keep the most important term from SUPG: the streamline diffusion term, \((\mathbf{v}_0 \cdot \nabla y, \mathbf{v}_0 \cdot \nabla \phi)_{\Omega_h}\). Those terms are found to be critical for the inversion of certain operators in our preconditioner. Other linearized terms in the stabilization terms are ignored in the preconditioner. Keeping all the terms is cumbersome and ultimately unimportant. This is a common approach in preconditioning SUPG for complicated systems, see [32] for instance.

Finally, the resulting system (5) is non-symmetric and indefinite. As pointed on in [3], the system is not diagonally dominant for certain waves, particularly when the time step is large. The stiff Alfvén waves are retained in the linearized system. An efficient preconditioning strategy is necessary to achieve a scalable solver.

3.3. Time stepping

Using the backward Euler scheme as the building block, the time-stepping algorithm is generalized to high-order using diagonal implicit Runge-Kutta (DIRK) methods in the implementation. For instance, a two-stage second-order DIRK method based on the Butcher table (there are a few choices of \(x\) with different stability properties)

| \(x\) | \(1 - x\) | \(x\) | 0 |
|-----|-------|-----|---|
| \(1 - 2x\) | \(x\) | \(\frac{1}{2}\) | \(\frac{1}{2}\) |

and a three-stage 3rd order DIRK method based on \((x = 0.4358665215)\)

| \(x\) \(\frac{1 + x}{2}\) | \(x\) \((1 - x)/2\) | 0 | 0 |
|-----|-----|-----|---|
| \(-3x^2/2 + 4x - 1/4\) | \(3x^2/2 - 5x + 5/4\) | \(x\) | \(0\) |

are fully supported, among others. The implementation details of DIRK can be found in the MFEM documentation, and many recent studies in numerical ODEs. As pointed out in [33], the DIRK methods provide proper damping for high-order modes, useful for AMR refinement or coarsening. Another advantage of DIRK methods is that they are single-stage, which makes the adaptive time-stepping easy to implement. The adaptive time-stepping is necessary for challenging simulations, for instance involving plasmoids, where the local dynamical time scale may become comparable to the Alfvén wave speed propagation. When that happens, the time steps typically need to be reduced significantly to resolve the dynamics of interest.

4. Physics-based preconditioning for stabilized finite element

A successful physics-based preconditioning strategy for finite differences was proposed in [3]. Here, we modify and extend it to the stabilized FE formulation. The key steps in the extension include: replacing the finite-difference discretization with finite-element discretization, modifying certain pieces to suit the finite-element representation better, and incorporating the treatments for the stabilization terms. The key idea is to first explicitly expose the stiffness in the system and then apply an approximate Schur complement based on certain physics understanding.
4.1. Saddle-point problem and Schur complement

The linearized system (5) is first converted to an approximate saddle-point system, suitable for Schur factorization. For ease of presentation, we ignore the diagonal stabilization terms and all the superscripts in (5). The first equation in (5) gives

\[ \delta \omega = M^{-1}(-K \delta \Phi - G_\Phi), \]

and substituting it into the third equation gives

\[ -P_{\omega_0} \delta \Phi + \left[ P_{J_0} + N_{B_0} M^{-1} K \right] \delta \Psi + \left[ \frac{1}{\Delta t} M + N_{v_0} + \nu K \right] M^{-1}(-K \delta \Phi - G_\Phi) = -G_\omega, \]

which is simplified as

\[ \left[ N_{B_0} M^{-1} K + P_{J_0} \right] \delta \Psi - \left[ \frac{1}{\Delta t} K + N_{v_0} M^{-1} K + P_{\omega_0} + \nu K M^{-1} K \right] \delta \Phi = -G_\omega - A_\nu M^{-1}(-G_\Phi). \]

Note that the following approximations are convenient:

\[
N_{B_0} M^{-1} K + P_{J_0} \approx K M^{-1} N_{B_0}, \\
N_{v_0} M^{-1} K + P_{\omega_0} \approx K M^{-1} N_{v_0},
\]

based on their continuous analogue,

\[
(B_0 \cdot \nabla) \nabla^2 - (z \times \nabla J_0) \cdot \nabla \approx \nabla^2 (B_0 \cdot \nabla), \\
(v_0 \cdot \nabla) \nabla^2 - (z \times \nabla \omega_0) \cdot \nabla \approx \nabla^2 (v_0 \cdot \nabla).
\]

The above continuous approximations are used in [3] for finite-difference approximations. Here, we use their finite-element version. Then, the third equation becomes:

\[ K M^{-1} N_{B_0} \delta \Psi - K \left[ \frac{1}{\Delta t} + M^{-1} N_{v_0} + \nu M^{-1} K \right] \delta \Phi \approx -G_\omega - A_\nu M^{-1}(-G_\Phi), \]

which is simplified to

\[ \left[ \frac{M}{\Delta t} + N_{v_0} + \nu K \right] \delta \Phi - N_{B_0} \delta \Psi \approx -MK^{-1}[-G_\omega - A_\nu M^{-1}(-G_\Phi)]. \]

Recall that the second equation in (5) is

\[ \left[ \frac{M}{\Delta t} + N_{v_0} + \eta K \right] \delta \Psi = N_{B_0} \delta \Phi - G_\Phi. \]

When written as a system, it is a saddle-point system for \( \Psi \) and \( \Phi \),

\[
\begin{bmatrix}
A_\nu & -N_{B_0} \\
-N_{B_0} & A_\eta
\end{bmatrix}
\begin{bmatrix}
\delta \Phi \\
\delta \Psi
\end{bmatrix}
= 
\begin{bmatrix}
-MK^{-1}[-G_\omega - A_\nu M^{-1}(-G_\Phi)] \\
-G_\Phi
\end{bmatrix},
\]

with the Schur complement given by

\[ S = A_\nu - N_{B_0} A_\nu^{-1} N_{B_0}. \]

Ideally, one would like to invert the Schur complement using scalable solvers. However, the Schur complement is a dense matrix due to the presence of \( A_\nu^{-1} \), and it is not possible to assemble in practice, requiring further simplification. The study in [3] uses a diagonal approximation to \( A_\nu^{-1} \), and a similar idea will be used here. Note there is a physical meaning in the operator \( N_{B_0} A_\nu^{-1} N_{B_0} \). As, if we simply keep the mass matrix part of the operator \( A_\nu \) it becomes \( \Delta t N_{B_0} M^{-1} N_{B_0} \), which is an approximation to the continuous Alfvén wave propagator \( (B \cdot \nabla)^2 \). Since the Alfvén wave is the stiffest wave, the most important step in the preconditioner is indeed inverting the Alfvén wave propagator to a sufficiently good approximation. This
propagator is symmetric positive definite and therefore amenable to multigrid methods for suitable discrete approximations.

The above preconditioner works well in [3] for finite-difference schemes, and it also works extremely well for continuous finite elements for problems with relatively large resistivities and viscosities (typically $\geq 10^{-4}$). However, for sufficiently small resistivity and viscosity values, the stabilization terms are necessary in both of the residual and the preconditioner. Involving the stabilization term only in the residual will degrade the overall performance of the nonlinear solver for sufficiently large flows. When we add the diagonal stabilization term into the derivation of the preconditioner, it is easy to show that the modified saddle-point problem becomes

$$
\begin{bmatrix}
A_\nu + MK^{-1}(\tau_\nu T)M^{-1}K & -N_{B_0} \\
-N_{B_0} & \mathcal{A}_\eta + \tau_\eta S
\end{bmatrix}
\begin{bmatrix}
\delta\Phi \\
\delta\Psi
\end{bmatrix}
= 
\begin{bmatrix}
-MK^{-1}[\mathcal{G}_\omega - (A_\nu + \tau_\nu T)M^{-1}(-\mathcal{G}_\Phi)] \\
-MK^{-1}[\mathcal{G}_\omega - (A_\nu + \tau_\nu T)M^{-1}(-\mathcal{G}_\Phi)] - O_\nu \delta\Phi^{(m)}
\end{bmatrix}.
$$

(7)

The rest of the section will focus on finding a good approximate Schur-complement preconditioner for this system.

4.2. Approximate Schur-complement preconditioner

The approach proposed in [3] uses a diagonal approximation for $A_\nu$ to make the Schur complement tractable. We use a similar idea to solve the saddle-point problem (7), and propose two approaches for the stabilized FE formulation.

The first approach inverts the following system with another level of Jacobi iteration (its iteration is denoted by $m$ here)

$$
\begin{bmatrix}
\mathcal{D}_\nu & -N_{B_0} \\
-N_{B_0} & \mathcal{A}_\eta + \tau_\eta S
\end{bmatrix}
\begin{bmatrix}
\delta\Phi^{(m+1)} \\
\delta\Psi^{(m+1)}
\end{bmatrix}
= 
\begin{bmatrix}
-MK^{-1}[\mathcal{G}_\omega - (A_\nu + \tau_\nu T)M^{-1}(-\mathcal{G}_\Phi)] - O_\nu \delta\Phi^{(m)} \\
-MK^{-1}[\mathcal{G}_\omega - (A_\nu + \tau_\nu T)M^{-1}(-\mathcal{G}_\Phi)] - O_\nu \delta\Phi^{(m)}
\end{bmatrix},
$$

(8)

where the off-diagonal operator is defined as $O_\nu = A_\nu + MK^{-1}(\tau_\nu T)M^{-1}K - \mathcal{D}_\nu$ and the diagonal operator $\mathcal{D}_\nu$ is defined as the diagonal portion for the operator of $A_\nu$. This is a direct extension of the approach in [3]. All the inversions of the mass and stiffness matrices are implemented through iterative methods.

In the second approach, we note the operator $MK^{-1}(\tau_\nu T)M^{-1}K$ composes the diagonal stabilization operator $\tau_\nu T$ with the stiffness and mass matrices and their inverses on both sides. If we simply assume all those operators commute with one another, we can simplify the operator to:

$$MK^{-1}(\tau_\nu T)M^{-1}K \approx \tau_\nu T.
$$

(9)

Note that if $\tau_\nu T$ is replaced by a mass matrix or a stiffness matrix (or their weighted sum), the above approximation is exact. The operator $\tau_\nu T$ consists of the mass and stiffness matrices, but in the Petrov-Galerkin sense. Therefore, the approximation (9) appears to be a reasonable assumption. This leads to the following Jacobi iteration for the saddle-point system,

$$
\begin{bmatrix}
\tilde{\mathcal{D}}_\nu & -N_{B_0} \\
-N_{B_0} & \mathcal{A}_\eta + \tau_\eta S
\end{bmatrix}
\begin{bmatrix}
\delta\Phi^{(m+1)} \\
\delta\Psi^{(m+1)}
\end{bmatrix}
= 
\begin{bmatrix}
-MK^{-1}[\mathcal{G}_\omega - (A_\nu + \tau_\nu T)M^{-1}(-\mathcal{G}_\Phi)] - \tilde{O}_\nu \delta\Phi^{(m)} \\
-MK^{-1}[\mathcal{G}_\omega - (A_\nu + \tau_\nu T)M^{-1}(-\mathcal{G}_\Phi)] - \tilde{O}_\nu \delta\Phi^{(m)}
\end{bmatrix},
$$

(10)

where $\tilde{O}_\nu = A_\nu + \tau_\nu T - \tilde{\mathcal{D}}_\nu$ and the diagonal operator $\tilde{\mathcal{D}}_\nu$ is the diagonal portion of the operator $A_\nu - \tau_\nu T$. We have implemented both approaches and have found that the second approach actually performs significantly better than the first one. They all indicate that the stabilization terms can play a significant role in the system and the preconditioner needs to treat those terms carefully.

With a Jacobi iteration of (8) or (10), the Schur complement becomes

$$S = \mathcal{A}_\eta + \tau_\eta S - N_{B_0} \mathcal{D}_\nu^{-1} N_{B_0}.$$

In practice, the second operator is implemented weakly (i.e., by integration by parts), i.e.,

$$-N_{B_0} \mathcal{D}_\nu^{-1} N_{B_0} \approx N_{B_0}^T \mathcal{D}_\nu^{-1} N_{B_0},$$
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and thus
\[ S = A_\eta + \tau_\eta S + N_{\eta}^T D_\nu^{-1} N_B. \]

Note the last operator is symmetric and positive semi-definite. In the implementation, the operator \( S \) is assembled as a matrix through a matrix-matrix multiplication and a matrix sum, so that we can directly call available algebraic multigrid (AMG) methods to invert this matrix. A fixed number of Jacobi iterations is used to make sure it converges to the original saddle-point problem.

In Ref. [3], after \( \delta \hat{\Phi}^{(k+1)} \) and \( \delta \hat{\Psi}^{(k+1)} \) are obtained in the Jacobi iteration for the \( k \)-th Newton iteration, the last component of the solution \( \delta \hat{\omega}^{(k+1)} \) is directly determined by
\[ M \delta \hat{\omega}^{(k+1)} = -G_\Phi - K \delta \hat{\Phi}^{(k+1)}. \]

Such an approach works well for the second-order finite-difference approximation. However, for high-order finite-element methods used in this work, it is found that it leads to oscillations in the solution of \( \delta \hat{\omega}^{(k+1)} \) resulting in preconditioner performance degradation. Instead, we propose to use the original system to solve \( \delta \hat{\omega}^{(k+1)} \) again, i.e.,
\[ (A_\nu + \tau_\nu T) \delta \hat{\omega}^{(k+1)} = -G_\omega + P_\omega \delta \hat{\Phi}^{(k+1)} - K M^{-1} N_{\omega} \delta \hat{\Psi}^{(k+1)}, \]

after the Jacobi iteration. Then we further update \( \delta \hat{\Phi}^{(k+1)} \) by
\[ K \delta \hat{\Phi}^{(k+1)} = -G_\Phi - M \delta \hat{\omega}^{(k+1)}. \]

The above steps invert the convection-diffusion operator and a stiffness matrix, and therefore it will increase the smoothness in both \( \delta \hat{\Phi}^{(k+1)} \) and \( \delta \hat{\omega}^{(k+1)} \). To achieve scalability, AMG solver is used through Hypre (BoomerAMG) to invert most of the linear operators in the preconditioning stage, except the mass matrix, which is typically inverted by conjugate gradient with a generic preconditioner. Finally, the steps of the full physics-based preconditioner are summarized in Algorithm 1.

**Algorithm 1 Physics-based preconditioning**

```
Compute \( b = MK^{-1}[G_\omega - (A_\nu + \tau_\nu T) M^{-1} G_\Phi] \)
Let \( \delta \hat{\Phi}^{(0)} = 0 \)

for \( m = 0 : N_{ja} \) do
    Update \( \tilde{b} = b - (A_\nu + \tau_\nu T - D_\nu) \delta \hat{\Phi}^{(m)} \)
    Solve \( S \delta \hat{\Psi}^{(m+1)} = -G_\Psi + N_B D_\nu^{-1} \tilde{b} \)
    Solve \( D_\nu \delta \hat{\Phi}^{(m+1)} = \tilde{b} + N_B \delta \hat{\Psi}^{(m+1)} \)
end for

Solve \( (A_\nu + \tau_\nu T) \delta \hat{\omega} = -G_\omega + P_\omega \delta \hat{\Phi} - K M^{-1} N_B \delta \hat{\Psi}^{(N_{ja})} \)
Solve \( K \delta \hat{\Phi} = -G_\Phi - M \delta \hat{\omega} \)
```

We typically set the total number of Jacobi iterations \( N_{ja} \) to 4. How tightly the sub-block matrices are inverted can play an important role in the performance of the preconditioner. Since the mass matrix and stiffness matrix are outside of the Jacobi iteration and they are essentially used to evaluate the right hand side or update the final solution, we invert them tightly with a relative tolerance of \( 10^{-6} \). On the other hand, the Schur complement matrix is inverted inside the Jacobi iteration, and since we do not need a very accurate solution from Jacobi iteration, we invert it relatively loosely with a relative tolerance of \( 10^{-4} \). In some cases, we find that solving the Schur complement more tightly can harm the overall performance of the preconditioner.

The overall cost in the preconditioner consists of inverting the Schur complement \( N_{ja} \) times and inverting the stiffness matrix twice. All these inversions are performed with the scalable AMG solver. Other costs in the preconditioner are negligible compared to this one. The cost of the preconditioner dominates the cost of the rest of the algorithm, including evaluation of the FE residual \( G(U) \) and the AMR overhead. Therefore,
the overall algorithm will be *scalable* in parallel as long as the total number of linear and nonlinear iterations do not grow when we increase the number of processors and, correspondingly, the mesh. This will be demonstrated later in the numerical section.

It is tempting to ignore the stabilization terms in the preconditioner since they are “small” compared to other operators. However, we find ignoring those terms can severely degrade preconditioner performance when the flow speed becomes sufficiently large. The reason is related to the Schur complement and the convection-diffusion operator $A_v$ being inverted in the preconditioner. As demonstrated in [34], when the viscosity is around $10^{-5}$ or smaller, the AMG preconditioner can become very inefficient to invert the convection-diffusion operator if it is under-resolved even when a SUPG formulation is used. Without the SUPG term, it behaves much worse and the AMG preconditioner will fail to invert the convection-diffusion operator. The same in our context also applies to the Schur complement. Although the Schur complement involves the elliptic operator $(\mathbf{B} \cdot \nabla)^2$, it is found that in certain regions the flow speed will dominate the magnetic field, resulting in AMG failure. Therefore, it is critical to keep the stabilization terms in both the residual and the preconditioner.

The current study only considers the essential boundary condition as the physical boundary condition. To impose it in the preconditioner, the diagonal terms are replaced with 1 and all the off-diagonal terms are replaced with 0 in $A_v$ and $A_{S_k}$, while all the terms associated with the boundaries are replaced with 0 in $N_{B_0}$. We have verified that there is no boundary layer introduced by the preconditioner in all the numerical examples. Finally, all the operators such as mass and stiffness matrices are discretized by the operator of the same polynomial spaces, and we have not explored the possibility of using the same operators from lower-order representations. As we document later, the above preconditioning strategy works well.

5. Preconditioned JFNK-based algorithm

We briefly summarize the high-level steps to solve the implicit system using JFNK combined with inexact Newton [35] and our physics-based preconditioner. For more details on JFNK and inexact Newton methods, see the review paper [36]. Assume at time $t^n$ there is a known solution of $\hat{U}^n = [\hat{\Phi}^n, \hat{\Psi}^n, \hat{\omega}^n]^T$, and we are seeking $\hat{U}^{n+1}$. JFNK consists of the following four important steps:

1. Define a nonlinear equation: $G(\hat{U}) = 0$ for $\hat{U}^{n+1}$ using the previous solution $\hat{U}^n$.
2. Perform a Newton iteration: the $k$th Newton iteration is defined by solving
   \[ J_k \delta \hat{U}_k = -G(\hat{U}_k), \]
   where the matrix vector product is defined as $J_k \mathbf{v} := (G(\hat{U}_k + \epsilon \mathbf{v}) - G(\hat{U}_k))/\epsilon$ and $\epsilon$ stands for a small perturbation in the matrix-free product.
3. Solve the Jacobian system with a Krylov solver with right preconditioning: FGMRES is used in an inexact Newton method, which adjusts its convergence tolerance adaptively according to $||J_k \delta \hat{U}_k + G(\hat{U}_k)|| < \zeta ||G(\hat{U}_k)||$, where $\zeta$ is the inexact Newton parameter. A right preconditioner is used in each linear iteration:
   \[ (J_k P_k)(P_k^{-1} \delta \hat{U}_k) = -G(\hat{U}_k). \]
   The product of $J_k P_k \mathbf{v}_j$ in the $j$th Krylov iteration is provided by first finding $\mathbf{y} = P_k \mathbf{v}_j$ and then computing $J_k \mathbf{y}$ by the definitions in Steps 1 and 2. $P_k$ is the physics-based preconditioner described in Algorithm 1.

The JFNK solver provided in PETSc is used here. A fixed convergence criterion for the Newton iteration throughout all the numerical examples is used with a relative tolerance of $10^{-4}$ and no absolute tolerance. A fixed maximum number of 20 Newton iterations is used. If the number of Newton iterations exceeds 20, we determine that Newton iteration has failed. In this work, a reasonable range for the matrix-free parameter $\epsilon$ is found to be $[10^{-4}, 10^{-1}]$, which is somewhat larger than values used in previous work [3]. This indicates the numerical residual are slightly more noisy, which is generally true since the current work uses high-order finite-element bases and targets much higher Lundquist numbers. Note that while the value of $\epsilon$ does not have an impact on the converged solutions, it may significantly affect the convergence of FGMRES.
The number of Newton iterations is also used as an indicator of the presence of fast dynamics during the time stepping. Since we have a very efficient physics-based preconditioner for the stiff Alfvén wave, a general expectation is that the Newton iteration will converge very fast, typically only requiring 2 to 8 iterations in our implementation. If the Newton iteration fails to converge after 20 iterations, we surmise that there are fast dynamics present in the system, which cannot be stepped over by the implicit scheme. This happens, for instance, when plasmoids appear in the solution. When such a scenario occurs, we reduce the time step by a factor of two. When the Newton iteration starts to converge, we slowly increase the time step to improve the efficiency until the targeted time step is reached or the Newton iteration fails again. For simulations involving plasmoids, this strategy is necessary to run through the entire simulation.

6. Dynamic adaptive mesh refinement

AMR is an important component for reduced MHD, and a number of previous AMR implementations are available in [25, 27, 29, 30]. A key element in all AMR algorithms is the refinement/coarsening indicator, which are of two types, error-based and feature-based. For instance, in the finite-difference-based AMR solver in [25], the refinement criterion is based on the feature in the current $J$ and vorticity $\omega$, which is ad hoc, requiring parameter tuning and resulting in unnecessary refinement or coarsening. A common error-based approach for finite-difference is through Richardson extrapolation, which can be cumbersome to implement. On the other hand, an advantage of FE-based AMR algorithms is the availability of many a posteriori error estimators (see the textbook [37] for details). Unfortunately, for a complicated system like the reduced MHD equation, there is no a posteriori error estimator currently available. Ref. [27] instead uses a feature-based indicator for the FE formulation of the same MHD problem. In this work, we propose to use a combination of feature-based and a posteriori error estimators. Our approach is inspired by the AMR error estimator in the deal.II package [38]. In deal.II, a Kelly error estimator [39] is typically used for a complicated system if the system has an elliptic nature (or parabolic if it is time-dependent). Although the Kelly error estimator was originally proposed for the Poisson equation, the approach is used to estimate more complicated systems in deal.II. The estimator uses the gradient of the solution as a gradient recovery estimator. Even though the estimator does not feature theoretical bounds, in practice it typically gives a good hint for mesh refinement.

6.1. Error estimator

The error estimator is based on the superconvergent patch recovery (SPR) approach proposed in [40, 41], commonly referred to as the Zienkiewicz-Zhu estimator. In a gradient recovery approach, the a posteriori error estimator for a small domain $K$ is simply defined as the energy norm of the difference between estimated and numerical fluxes

$$\eta^2_K(u_h) := \int_K \| G_h[u_h] - \nabla u_h \|^2 dx,$$

where $G_h[u_h]$ denotes an accurate approximation to the gradient of the true solution and $\nabla u_h$ is the numerical gradient (the flux for the Poisson equation). The idea of SPR is to use a least-squares approximation to recover a more accurate flux $G_h[u_h]$ locally, and the superconvergence of such a recovery can be proved at certain points in the element. Note, however, that the above energy norm for the flux only rigorously leads to a good estimator for the Poisson equation $-\Delta u = f$. Thus, in principle, the Zienkiewicz-Zhu estimator can only be used for $\Phi$ in the system. However, since the approach proposed in the current work is fully implicit, one can argue that the above estimator is applicable to other components as well, since the dominant error in the numerical solution is the component containing the highest-order derivative, which is a Laplacian operator with constant coefficients. This is a common approach for practical problems, for instance, when extending the Zienkiewicz-Zhu estimator from $-\Delta u = f$ to a more general case $-\Delta u + cu = f$; see the discussions in [37] for details.

The estimated error for each element is then defined as a weighted sum of the Zienkiewicz-Zhu estimated errors of certain components. Following [25], we choose one component from the fluid variables, $\omega$, and one component from the field-related variable, $J$. It is common in simulations that both variables contain more interesting structures than other variables. The total error is then defined as a simple sum of two components of the solutions, such as,

$$e_K := \alpha \eta_K(J) + \eta_K(\omega),$$

(11)
where $\alpha \in (0,0.1)$ is taken. Here, $\alpha$ is chosen as a small value because the current magnitude can be significantly larger than the vorticities in our simulations. Note that our MFEM implementation can readily leverage to future error estimators, when they become available in the package.

6.2. Refinement strategy

A successful AMR algorithm necessitates a good refinement and coarsening strategy. It is particularly important to find balance among different pieces in the adaptive solver, including the refinement/coarsening frequency, the overhead due to the AMR algorithm, effective grid resolutions, smallest length scales and fastest time scales in the system, etc. For instance, interpolation or restriction grid operations may lead to small local oscillations in the solution near refinement boundaries, which typically need a few time steps to damp away. If adaptive patches are changed too frequently, the small oscillations will accumulate and result into larger estimated errors later, which further leads to more unnecessary refinement. On the other hand, if adaptive grids are changed too infrequently, it leads to under-resolved structures. We have found under-refinement to be particularly problematic in simulations with current sheets of high aspect ratio in two ways: (i) it leads to oscillations in the current sheets, resulting in a lot more plasmoids generated (many more than well resolved runs, indicating triggered by oscillations); (ii) it typically results in the failure of the solver.

We find a refinement and coarsening frequency of once every four to ten time steps to be a good balance for the problems considered. The refinement and coarsening stages are called in the same time step. In order to mark elements for refinement/coarsening, we first compute the estimated errors $e_{K_i}$ for each element $K_i$ using (11) and then evaluate the total error $e_{total}$ though a $L_2$-norm of the errors of all the elements. The $L_2$ norm instead of $L_\infty$ is chosen to avoid the total errors being dominated by a few elements. The element $K_i$ is refined locally if

$$e_{K_i} > \max(\beta_r e_{total}, e_{lgoal})$$

and $e_{total} > e_{goal}$.

The element $K_i$ is coarsened locally if

$$e_{K_i} < \max(\beta_c e_{total}, \beta_c e_{lgoal}).$$

Here $e_{goal}$ and $e_{lgoal}$ are the global and local error goals for the refinement and coarsening criteria, and they are used as safeguards to avoid refining or coarsening excessively. We typically set $\beta_r = 0.1$ and $\beta_c = 0.001$. Using the percentage of the total error is common in many finite-element AMR solvers based on error estimators, see [42, 43] for instance. Finally, after the mesh is updated, a load-balancing algorithm is called to preserve the parallel performance.

7. Parallel implementation in MFEM

The described algorithm for the 2D visco-resistive MHD equation was implemented in the C++ finite element library MFEM [44]. Our implementation is complicated and below we comment on several specific points.

The fully implicit solvers, along with a simple explicit solver, are implemented in both serial and parallel in MFEM. The simple explicit solver is only implemented as a verification tool. All the results discussed in the current work are generated with the parallel fully implicit solver. The parallel algorithms are implemented using an MPI-based domain decomposition method. The vectors and small block matrices use the parallel distributed data structure in MFEM. PETSc [45] provides the nonlinear Newton solver as well as the linear solvers in the preconditioner, and Hypre [46] provides linear solvers in the FE residual and also provides the preconditioner for the sub-block matrices like the Schur complement and the convection-diffusion operator to improve scalability. The physics-based preconditioner is implemented through MFEM’s PETSc interface. We take the full advantage of the pceshell interface provided by PETSc and linked by MFEM. In this shell interface, the input is a block vector $\mathbf{x}$ consisting of three component, $\delta \Phi$, $\delta \Psi$ and $\delta \omega$, and its output is $\mathbf{y} = P\mathbf{x}$ where $P$ is the physics-based preconditioning described in Algorithm 1. Sub-block matrices assembled in MFEM are inverted using PETSc inside the shell interface. Note that the physics-based preconditioner is created once per every Newton iteration and it is reused until the FGMRES iteration converges.

Our implementation of the algorithms is general, supporting arbitrary order of accuracy and general meshes including triangular, quadrilateral and high-order curvilinear meshes, taking full advantage of the
MFEM capabilities. However, in the numerical study, we focus on quadrilateral meshes and polynomial order less than or equal to four, particularly in the high-Lundquist-number runs. For high-order polynomials such as $p = 8$ or higher, the preconditioner performs considerably worse than the lower-order polynomials, which indicates the need for further tuning. The AMR implementation supports both conforming and nonconforming meshes with coarsening and refining as well as dynamic load-balancing. In practice, we focus on the nonconforming quadrilateral meshes due to their more flexible refinement. A load-balancing for quadrilateral meshes is based on a space-filling curve and it leads to a continuous decomposition of the meshes throughout the simulations, while other meshes typically cannot achieve that and the decompositions become discontinuous as time evolves. See Figure 1 for a sample AMR mesh. For more details on the nonconforming AMR algorithm and its MFEM implementation, see Ref. [47].

One significant advantage of the MFEM package is its scalability, which has been demonstrated up to hundreds of thousands of processors (as well as on GPU systems) [44]. In the current work, the majority of the cost of the algorithm comes from the preconditioner, which takes the full advantage of AMG solvers, so it is not too challenging to achieve good strong scaling. See Figure 2 for instance, which demonstrates a perfect linear scaling for the current solver up to 2048 CPUs on a relatively coarse mesh. (Due to the 2D nature of problems considered, the total number of processors typically does not exceed 4098.) The benchmark problem is an island coalescence with a relatively small Lundquist number. See the corresponding numerical section for more details of the problem setup. However, while achieving a good strong scaling is relatively easy in MFEM, it is very challenging to achieve a good weak scaling in implicit solvers, as it requires algorithmic
scalability. This will be one focus of the study in the numerical section.

Reproducibility. The implementation of the solvers described above, as well as most of the numerical examples presented in this work, is freely available as an MFEM branch of `tds-mhd-dev` distributed along with MFEM's master branch on GitHub\(^2\). The `tds-mhd-dev` branch currently contains both serial and parallel versions of the solver including a simple explicit scheme and fully implicit schemes along with physics-based preconditioning and AMR.

8. Numerical results

Several benchmark problems are considered in this section to demonstrate the accuracy and efficiency of the proposed full algorithm. The benchmark problems are organized in the order of increasing complexity. We begin in Section 8.1 by considering a linear Alfvén wave propagation example. This benchmark problem provides a good first test of the accuracy of the scheme as well as the performance of the iterative solver. In Section 8.2, we consider a second benchmark problem propagating MHD Rayleigh flow and Alfvén wave. The example is used to demonstrate the high-order spatial accuracy. Section 8.3 considers the tearing mode instability. Some physics scaling results are presented to validate the associated solver. The example is also used to perform a weak scaling test to demonstrate the algorithmic scalability of the proposed solver. This example is then used for a careful study of the performance of the AMR solver. Attention will be devoted to the accuracy improvement of the adaptive meshes, the computational cost savings, the performance of the iterative solver along with the AMR algorithm, etc. Some quantitative comparisons in those aspects will be presented. The last problem we consider in Section 8.4 is the island coalescence. The study of this example is split into two parts, steady meshes (Section 8.4.1) and adaptive meshes (Section 8.4.2). The steady mesh results are used for validation study through a physics scaling test relating the reconnection rate with the Lundquist number. A weak scaling demonstration up to 4096 CPUs is also presented on the uniform meshes using a moderate Lundquist number. The robustness and efficiency of the AMR solver is then demonstrated using moderately high to high Lundquist-number setups. In particular, results with Lundquist number of \(10^5\), \(10^6\) and \(10^7\) are presented. The solutions around the current sheets show a transition from no plasmoids (\(S_L = 10^5\)), to isolated plasmoids and simple dynamics (\(S_L = 10^6\)), and finally to many colliding plasmoids and complicated dynamics (\(S_L = 10^7\)). Some interesting physics phenomena in the numerical solutions are observed. The computational savings of the adaptive meshes over a uniform refined mesh is also presented.

Throughout all the tests, a relative tolerance of \(10^{-4}\) with no absolute tolerance of the Newton solver is used. A solution update tolerance of \(10^{-6}\) is added to avoid over-solving, which only activates in the finest uniform resolution during the weak-scaling study. The Schur complement uses the same relative tolerance of \(10^{-4}\) while the advection-diffusion operator is typically solved tighter, with a relative tolerance of \(10^{-6}\). Other operators such as the mass matrix and stiffness matrix are also inverted tightly using a relative tolerance of \(10^{-6}\). The parameters associated with JFNK and inexact Newton methods use the default values of PETSc. All the scaling tests are performed on the LANL Grizzly cluster, which consists of XEON E5-2695V4 18C 2.1GHz processors.

8.1. Alfvén wave propagation

We first consider a linear Alfvén wave propagation test with zero dissipation (\(\nu = \eta = 0\)). The problem is similar to the example given in [3], except a manufactured solution is introduced to examine the accuracy here. Consider the following system

\[
\nabla^2 \Phi = \omega, \\
(\partial_t + v \cdot \nabla) \Psi = -E_0, \\
(\partial_t + v \cdot \nabla) \omega = B \cdot \nabla J.
\]

\(^2\)See https://github.com/mfem/mfem/tree/tds-mhd-dev.
in the domain of $[0, L_x] \times [0, 1]$. A manufactured standing-wave solution satisfies

$$\Phi = -\alpha \sin(\pi y) \sin(kx) \sin(kt),$$
$$\Psi = -y + \alpha \sin(\pi y) \cos(kx) \cos(kt),$$
$$\omega = \alpha (\pi^2 + k^2) \sin(\pi y) \sin(kx) \sin(kt),$$

where the frequency is $k = 2\pi/L_x$. To balance the equation, a time-dependent source electric field is needed $E_0 = \alpha^2 \pi k \sin(kt) \cos(kt) \sin(\pi y) \cos(\pi y)$. A periodic boundary condition is imposed in the $x$-direction and a homogeneous Dirichlet boundary condition is imposed in the $y$-direction. We let $L_x = 3$ and the perturbation magnitude $\alpha = 10^{-3}$. The problem is essentially driven by the background magnetic field of $B_0 = [1, 0]^T$ which results into an Alfvén wave with speed of 1. Note that the system develops a standing wave in the domain. The problem is used to examine both of the spatial and temporal accuracy of the scheme as well as the efficiency of the preconditioner. Due to the special linear-wave structure, the problem does not need a physical or numerical dissipation. Nevertheless, we still apply the fully implicit nonlinear solver to the system, as a way to examine overall performance of the algorithm.

We have verified several time integrators implemented in the solver, including the backward Euler method, a second-order DIRK scheme and a third-order DIRK scheme. To avoid any potential superconvergence related to the sinusoidal waves, we compare the numerical solutions with the exact solutions at $t = 1.8$. A computational grid of $192 \times 192$ with polynomial order of 3 is used for the backward Euler and DIRK2 integrators while a grid of $768 \times 768$ is used for the DIRK3 integrator. The numerical errors are dominated by the temporal errors for these grid resolutions. The time step starts from $\Delta t = 0.1$ and refined by a factor of 2. The resulting numerical errors vs the time steps are presented in Figure 3. Here a $L_2$-norm is used to evaluate the absolute errors. Note that the desired orders of accuracy are observed for all the time integrators.

Table 1: Wave propagation. Solver performance during the temporal refinement study (DIRK2) are presented. The averaged number of Newton iterations and Krylov iterations in each solve are presented. Note DIRK2 contains two backward Euler solves per time steps. The computational grid is fixed as $192 \times 192$ and $p = 3$. A fixed number of CPU=32 is used for all the runs.
The problem is also used to examine the performance of the preconditioner. We use the second-order DIRK results for this study. Performance details are summarized in Table 1. The computational grid is fixed to $192 \times 192$, which corresponds to a grid spacing of $\Delta x = 0.015625$. The time step of $\Delta t = 0.1$ is therefore much larger than $\Delta t_{CFL}$. Here $\Delta t_{CFL}$ follows the definition in Ref. [3], which is identical to $\Delta x$ due to the normalized Alfvén wave speed of 1 and CFL of 1, but for the high-order finite-element scheme, the stable explicit time step is typically smaller. We also note that the number of averaged Newton and Krylov iterations only increase slightly when the time step increases. As a result, the large time-step run is faster than smaller time-step runs. The good performance of the preconditioner is consistent with the nature of the problem, as it is dominated by the Alfvén wave propagation. Note that the CPU time per time-step increases when the time steps increase. This is largely because the sub-block matrices, particularly the Schur complement, in the preconditioner become easier to invert for smaller time steps. For a given targeted accuracy, the overall CPU time suggests that it is preferable to take a large time step. This fact will be further emphasized in the next few examples.

![Spatial convergence study](image)

Figure 4: Wave propagation. Grid refinement study for $p = 3$. A fixed time step of $\Delta t = 0.001$ is used for all the simulations and the third-order DIRK integrator is used. Fourth-order accuracy is observed for both $\Phi$ and $\Psi$ while we find order-reduction for $\omega$.

The problem is also used to verify the spatial accuracy of the solver. Verifying the spatial accuracy turns out to be challenging. To make sure the numerical error is dominated by the spatial accuracy, we use the third-order DIRK integrator with a much smaller time step $\Delta t = 0.001$. Due to the small time step used, we need to adjust the relative tolerance to $10^{-7}$ to fully expose the spatial accuracy. We focus on $p = 3$ in the convergence study. The refinement study starts from a $6 \times 6$ grid and refine it by a factor of 2. The resulting numerical errors vs. the grid spacing are presented in Figure 4. It is found that the expected accuracy (fourth-order) is observed for both $\Phi$ and $\Psi$ while $\omega$ shows order reduction, with a convergence rate around 2.5. The reason for the poor performance of $\omega$ is two-fold: the problem is diffusion-free, and the error in $\omega$ is dominated by the high-order derivative $\mathbf{B} \cdot \nabla J$ term. More importantly, note that physics components of interest in the reduced MHD system are $\Phi$ and $\Psi$, since they are used to construct the velocity and magnetic fields, respectively, while $\omega$ acts like an auxiliary variable in the system. Therefore, for the purpose of practical simulations, it is sufficient to achieve optimal accuracy for $\Phi$ and $\Psi$.

We compare the results of $p = 3$ and $p = 2$ in Figure 5. The figure shows oscillatory behaviors in both of $\omega$ and $J$ for $p = 2$, while other solution components, such as $\Phi$, remain smooth. The assessment of the spatial accuracy for $p = 2$ indicates $\Phi$ and $\Psi$ are second-order while the numerical error in $\omega$ decays slower than first order. However, as we shall see, the quality of the solution with $p = 2$ improves markedly in the presence of physical dissipation.

8.2. MHD Rayleigh flow and Alfvén wave propagation

We consider the MHD Rayleigh flow and Alfvén wave propagation with a known exact solution. An analytical solution to the MHD equation is given in [48] and tested in [4, 49]. The exact solution is given by
\( \mathbf{B} = [B_x, B_0/\sqrt{\mu_0 \rho}]^T \) and \( \mathbf{V} = [V_x, 0]^T \) where, in our units:

\[
B_x = \frac{U}{4} e^{-\frac{A_0}{4}} \left( -1 + e^{\frac{A_0}{4}} \right) \left[ \text{erfc} \left( \frac{-A_0 t + y}{\sqrt{2 \pi dt}} \right) + e^{\frac{A_0}{4}} \text{erfc} \left( \frac{A_0 t + y}{\sqrt{2 \pi dt}} \right) \right],
\]

\[
V_x = \frac{U}{4} \left[ \text{erfc} \left( \frac{-A_0 t + y}{\sqrt{2 \pi dt}} \right) + e^{\frac{A_0}{4}} \text{erfc} \left( \frac{A_0 t + y}{\sqrt{2 \pi dt}} \right) \right],
\]

and \( A_0 \) here is the Alfvén wave speed given by \( A_0 = B_0/\sqrt{\mu_0 \rho} \). Unlike the previous test, we consider here the full SUPG formulation.

The corresponding components in the resistive MHD system considered in the current work can be worked out as

\[
\Phi = \frac{U}{4A_0} \left[ \left( tA_0^2 + de^{\frac{A_0}{4}} - A_0 y + d \right) \text{erf} \left( \frac{A_0 t - y}{\sqrt{2 \pi dt}} \right) + \left( tA_0^2 + de^{\frac{A_0}{4}} + A_0 y + d \right) \text{erf} \left( \frac{A_0 t + y}{\sqrt{2 \pi dt}} \right) \right]
\]

\[
- de^{\frac{A_0}{4}} + de^{-\frac{A_0}{4}} - 2A_0 y + \frac{U \sqrt{\pi dt}}{2} \left( e^{-\frac{(A_0 t - y)^2}{4\pi dt}} + e^{-\frac{(A_0 t + y)^2}{4\pi dt}} \right)
\]

\[
\Psi = \frac{B_0 x}{\sqrt{\mu_0 \rho}} \left[ \left( tA_0^2 + de^{\frac{A_0}{4}} - A_0 y + d \right) \text{erf} \left( \frac{A_0 t - y}{\sqrt{2 \pi dt}} \right) + \left( tA_0^2 + de^{\frac{A_0}{4}} + A_0 y + d \right) \text{erf} \left( \frac{A_0 t + y}{\sqrt{2 \pi dt}} \right) \right]
\]

\[
+ \frac{U}{4A_0} \left[ \left( de^{\frac{A_0}{4}} + A_0 y \right) \text{erfc} \left( \frac{-A_0 t + y}{\sqrt{2 \pi dt}} \right) + \left( de^{-\frac{A_0}{4}} - A_0 y \right) \text{erfc} \left( \frac{A_0 t + y}{\sqrt{2 \pi dt}} \right) \right]
\]

\[
\omega = \frac{UA_0}{4d} \left[ 2e^{-\frac{A_0}{4}} - e^{\frac{A_0}{4}} \text{erfc} \left( \frac{A_0 t + y}{\sqrt{2 \pi dt}} \right) - e^{-\frac{A_0}{4}} \text{erfc} \left( \frac{A_0 t - y}{\sqrt{2 \pi dt}} \right) \right]
\]

\[
+ \frac{U}{2\sqrt{\pi dt}} \left( e^{-\frac{(A_0 t - y)^2}{4\pi dt}} + e^{-\frac{(A_0 t + y)^2}{4\pi dt}} \right)
\]

Note that due to the definition of the magnetic potential, there is a negative sign in \( \Psi \) compared to the magnetic potential given in [4]. It is easy to verify that the above components satisfy the MHD system (1) with an external \( E \) field given by \( E_0 = -UB_0/(2\sqrt{\mu_0 \rho}) \) and \( d = \nu = \eta = 1 \). Therefore, the magnetic
Prandtl number $Pr_m = \nu/\eta = 1$ in this test. The rest of the parameters are taken from [4, 49] as $U = 1.0, \rho = 4 \times 10^{-5}, B_0 = 1.4494 \times 10^{-4}$, and $\mu_0 = 1.256636 \times 10^{-6}$. The resulting Alfvén speed is $A_0 \approx 20.44$. The computational domain is $[0, 5] \times [0, 5]$ with a Dirichlet boundary condition applied to all the component of the system using the exact solution. Note that unlike the case in [4, 49], the vorticity at $t = 0$ has a singular boundary condition in our MHD system. To avoid such a singularity in the boundary condition, the exact solution is initialized at $t = 0.02$ in this test.
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Figure 6: MHD Rayleigh flow and Alfvén wave propagation. The numerical solution at $t = 0.08$ at $x = 0$ are presented as green triangles in the above plots. The exact solutions at different times are plotted as a reference. The spatial refinement study for $p = 3$ is presented at the bottom right. The expected order of accuracy is observed in $\Phi$ and $\Psi$ while the accuracy of $\omega$ is shows order reduction.

We present the results of $p = 3$ in Figure 6. In particular, the numerical solution at $t = 0.08$ and $x = 0$ solved on a grid of $64 \times 64$ is presented as green triangles. The figures suggest the solution is smooth and matches well the exact solution. A grid refinement study for $p = 3$ is performed at $t = 0.08$ and its result is also presented in Figure 6. It is observed that an expected order of accuracy is achieved in $\Phi$ and $\Psi$, while $\omega$ again shows order reduction (although less than in the wave propagation case) with the finest resolutions showing an order of 2.8. Here the DIRK3 time integrator is used with a very small time step. The current test also suggests the SUPG terms do not diminish the optimal order of accuracy of the overall scheme.

8.3. Tearing mode

The next example we consider is the resistive tearing mode [3, 25, 50, 51]. The tearing mode is one of the most fundamental resistive instabilities. It is a spontaneous reconnection process occurring in sheared
magnetic topologies [20]. The inverse time scale and length scale of the problem scales as $\sqrt{\eta}$ and thus the problem becomes more challenging with increasing Lundquist numbers. This test is used to validate the full solver through some physics scaling tests, and it is also used to verify the accuracy and efficiency of the adaptive solver.

The same problem setup as described in [3] is adopted. The initial condition starts from an equilibrium given by

$$\Psi_0 = \frac{1}{\lambda} \ln[\cosh \lambda(y - \frac{1}{2})], \quad \omega_0 = 0, \quad \Phi_0 = 0,$$

balanced with a source term of $E_0 = \eta\nabla^2 \Psi_0$. The initial magnetic field here is based on a Harris current sheet equilibrium. The problem is excited by a perturbation on $\Psi_0$ of

$$\delta \Psi = 10^{-3} \sin(\pi y) \cos \left(\frac{2\pi}{L_x} x\right).$$

The computational domain is $[0, L_x] \times [0, 1]$ and the boundary conditions are the PEC wall (Dirichlet) along the $y$ boundaries and periodic along the $x$ direction. The other parameters are $L_x = 3$, $\lambda = 5$, and $\nu = \eta = 10^{-3}$, unless otherwise noted.

The study of this example is split into two parts in the following discussion. In the first part, the solver is verified on uniform meshes against previous work including some physics scaling studies, and tested in parallel up to 4096 processors. In the second part, the solver is tested with dynamic AMR.

8.3.1 Uniform-mesh results

Figure 7: Tearing mode. The poloidal flux $\Psi$, streaming function $\Phi$, vorticity $\omega$ and parallel current $J$ at $t = 250$ are presented. Here $\nu = \eta = 10^{-3}$. The computational grid is $96 \times 96$ and the polynomial degree used is $p = 2$. The time step is $\Delta t = 5$ and DIRK2 is used as the time integrator.

The problem is first solved on a uniform mesh to compare with the results given in [3]. In Figure 7, the solutions of the tearing mode at $t = 250$ are presented. In this test, a computational grid of $96 \times 96$ is used with a large time step $\Delta t = 5$. The test uses $p = 2$ and the DIRK2 time integrator. For such a resolution, the preconditioner performs very well with large time steps (the time step corresponds to roughly $160\Delta t_{CFL}$ based on the definition given in [3]). In particular, the averaged number of Newton iterations is 2 and the averaged total Krylov linear solver iterations are about 5. Both the numerical solutions and performance of the solver are in excellent agreement with the results given in [3].

As a part of our verification tests, we also perform the same scaling tests as presented in [3]. The first verification test is the time history of the magnetic perturbation $\log \|\delta \Psi\|_2$ (global measure) and the current density at the midpoint of the computational domain (local measure). We present the results of $p = 2$ with the DIRK2 time integrator and $p = 3$ with the DIRK3 time integrator in Figure 8. We note that both curves
match well with each other, as well as with the second-order large time-step solution given in [3]. The kink in the current plot of Figure 8 is due to the large time step taken ($\Delta t = 5$). A simple linear regression is used to estimate the growth rate of the tearing mode as $0.0433$, which is also comparable with the reported growth rate in [3].

Figure 9: Scaling of the tearing mode growth rate $\gamma$ versus the Lundquist number $S_L$ for a fixed Reynolds number $Re = 10^3$. Two theoretical scalings ($S_L^{-3/5}$ and $S_L^{-5/6}$) are shown for comparison.

The growth rate is further studied by varying the Lundquist number. An identical scaling test is performed in Fig. 3 of [3]. The Reynolds number is fixed at $10^3$ while the Lundquist number varies between $10^2$ to $10^6$. The scaling result is found to be comparable to Ref. [3]. The growth rate is close to $S_L^{-3/5}$ in the small Lundquist number cases and approaches to $S_L^{-5/6}$ when the Lundquist number increases. We find the SUPG stabilization on the $\Psi$ equation to be necessary when the Lundquist number is greater than or equal to $10^5$. Note the Lundquist number for this case is simply defined as $1/\eta$.

The last important test on the uniform meshes is the parallel weak scaling test. The Reynolds number and Lundquist number are taken as $10^4$ as representative, and the general trend of the scaling results is very similar for other choices of Reynolds/Lundquist numbers. The weak scaling result is reported in Table 2.
Table 2: Preconditioner performance study for the tearing mode. \( Re = S_L = 10^4 \). DIRK2 is used that has two solves per time step. A fixed relative tolerance of 10\(^{-4}\) and a fixed relative solution tolerance of 10\(^{-6}\) are used as the Newton convergence criterion. The steps are averaged over 10 time steps and \( p = 2, \Delta t = 1 \). Dofs stands for total degrees of freedoms in one scalar component.

| Grid          | dofs  | \( \Delta t/\Delta t_{CFL} \) | CPUs | Newton/solve | Krylov/solve | Time(s)/\( \Delta t \) | Time(s)/Krylov |
|---------------|-------|--------------------------------|------|--------------|---------------|------------------------|----------------|
| 96 \( \times \) 32 | 12480 | 32                             | 1    | 2.0          | 4.5           | 11.5                   | 1.3            |
| 192 \( \times \) 64 | 49536 | 64                             | 4    | 2.0          | 4.9           | 16.0                   | 1.6            |
| 384 \( \times \) 128 | 197376 | 128                           | 16   | 2.0          | 6.5           | 20.5                   | 1.6            |
| 768 \( \times \) 256 | 787968 | 256                           | 64   | 2.0          | 8.5           | 30.1                   | 1.8            |
| 1536 \( \times \) 512 | 3.1M | 512                           | 256   | 2.0          | 15.5          | 38.7                   | 1.2            |
| 3072 \( \times \) 1024 | 12.6M | 1024                          | 1024 | 2.0          | 29.5          | 58.5                   | 1.0            |
| 6144 \( \times \) 2048 | 50.3M | 2048                          | 4096 | 3.0          | 35.5          | 72.3                   | 1.0            |

Note the number of dofs on each processor is fixed to 12480. We choose a uniform mesh such that the grid spacings along \( x \)- and \( y \)-directions are identical, which we found gives a more consistent performance than the case of different grid spacings considered in [3]. The reported dofs are the number of dofs of a scalar unknown. The time step is fixed to \( \Delta t = 1 \) and thus the problem becomes more stiff as we refine the mesh. The problem has been normalized such that the shear Alfvén speed is 1. As a result, the CFL number of the mesh 6144 \( \times \) 2048 is about 2048. The number of Newton iterations, Krylov iterations and CPU time per time step are reported in Table 2. The dominant computational cost of the current solver stems from inverting the preconditioner (representing 80-90\% of the total cost). The computational cost is found to be proportional to the number of Krylov iterations per solve. The wall-clock time per Krylov solve (Time(s)/Krylov) is found to stay more or less constant, which indicates a scalable parallel implementation (attributed to the domain decomposition of MFEM, algebraic multigrid of Hypre, etc.). The more interesting and exciting result is the algorithmic scalability of the overall algorithm. The number of Krylov iterations grows weakly with respect to the number of dofs. Note that the Krylov iterations grow in the last few resolutions, largely due to growth of the condition number of the system. In fact, for the last resolution of 6144 \( \times \) 2048, the solution update in the last few Newton iterations is close to “noise”. To avoid solving for noise, we add a fixed relative solution tolerance of 10\(^{-6}\), i.e., the iteration stops when the relative solution update is less than 10\(^{-6}\). This solution tolerance is only necessary in the finest mesh resolutions. The overall performance of the current work is very comparable with [3], in which the solver shows perfect scaling until the very last few refined meshes. Note the convergence criteria used in the current work is tighter compared to other works such as [13], where comparable finite-element schemes are used to solve extended MHD. A looser tolerance can improve the scaling result significantly, particularly with fine meshes. Overall, the weak scaling performance is excellent. The total dofs from a single processor to 4096 processors grow by a factor of 4096, while the computational time only grows by a factor of 6.3.

We would like to comment that, despite the growth of iterations in the last few resolutions, this kind of uniform resolution is not necessary in practice. AMR significantly reduces the total dofs and guarantees a smaller workload on the preconditioner. This will be discussed in the next section.

8.3.2. AMR results

In the second part of this numerical example, we examine the performance of the fully implicit solver with dynamic AMR. We will consider accuracy and performance with respect to the uniform mesh solver, and we will compare our solver against existing ones for the same system [25, 27].

We choose a simple tearing mode test problem to perform all the AMR performance studies in this section, while a more interesting and challenging test will be considered in the next section. Our setup follows the same test given in the finite-difference-based AMR solver of [25]. The test case uses relatively large resistivity and viscosity \( \nu = \eta = 10^{-3} \). As indicated by the uniform mesh results in Figure 7, the solutions are rather smooth and the current sheet does not have very sharp structures. Despite its simplicity, this is a very useful test to verify accuracy improvements in the AMR solutions. The error estimator is chosen as a combination
of the error in $\Psi$ and $\omega$

$$e_K := \alpha \eta_K(\Psi) + \eta_K(\omega),$$

where $\alpha = 0.1$. We choose the refinement ratio $\beta_r = 0.1$ and the coarsening ratio $\beta_c = 0.001$ as described in Section 6.2.

Note that the indicator here uses the error estimator as the refinement criterion. As a comparison, the AMR solver in [25] uses an ad hoc refinement/coarsening indicator, while the work in [27] chooses the Hessian matrix of certain solution as the indicator, which according to Ref. [27] is an indirect reflection of some local error estimator. In general, an indicator based on the error estimator is preferred since it needs less tuning compared to the approach in [25] and it can be easily extensible to other test problems. The AMR approach in the current work is non-conforming and it is octree-based using the quadrilateral elements as the building block. The octree-based approach only changes the mesh very locally in the re-gridding, and the parallel communication and rebalancing is very minimal. As a result, the overhead of the AMR stage of the current solver needs less than 1% of the total computational time. This contrasts with the approach described in [25, 27]. The former uses a patch-based AMR package while the latter uses an unstructured grid. But, as we previously found in [42], due to the conforming constraint, the conforming unstructured adaptive grid is generally less effective compared to the octree-based adaptive grid. The work of [27] is based on FreeFem++ [52], and the adaptive mesh stage there regenerates the entire unstructured mesh every time and performs a global projection, which can be a lot more expensive than our AMR algorithm.

Owing to the implicit scheme and physics-based preconditioning, the time step can be kept fixed throughout the entire simulation. We use the polynomials of $p = 3$ in all the AMR tests and fix time step to 0.5. Note in [25] the time step is fixed to be grid-dependent at $140\Delta t_{CFL}$, which is comparable to the time step used here. On the other hand, [27] uses a much smaller time step since it does not focus on preconditioning and needs to respect the CFL constraint. In the current test, the solver starts with a uniform mesh of $96 \times 32$ and uses three levels of refinement. Every 10 time steps, the solver checks the error in the elements and mark those for the refinement and coarsening. For better performance, the refinement and coarsening stages ensure the added and removed cells do not lead to a jump more than one level across neighboring cells.

The solutions, adaptive meshes and domain partitioning are presented at several times in Figure 10. Note the final result at $t = 250$ matches well with the uniform solution result in Figure 7. The adaptive meshes are found to follow the solution structures very well. For instance, at $t = 50$, the mesh shows two levels of refinement. The mesh at level 1 largely follows the initial perturbation $\delta \Psi$ and the mesh at level 2 has some local structures. It is interesting to observe that the structures in $\omega$ are very well captured in the level 2 mesh at $t = 50$. This indicates the proposed error estimator is effective in capturing the features of the solutions. As time evolves, the adaptive mesh changes slowly, and, eventually, all three levels of refinement are fully utilized at $t = 120$ and $t = 250$. The mesh still follows the structures in $\Psi$ and $\omega$ well. Even with continuous re-gridding and load balancing, the overall meshes still keep a symmetric structure and are largely comparable with the adaptive mesh in [25]. 72 CPUs are used to perform the AMR test. The domain partitioning is presented along with the solution to show the evolution of partitioning. To better visualize the partitioning, a random number is assigned to each partition for easily distinguishing different sub-domains. It is observed that the partitioning forms connected sub-domains.

Next, we examine the algorithmic performance of the AMR solver. The averaged number of dofs for a scalar unknown in the AMR simulation is about 213329, while the total number of dofs for a scalar unknown on the uniform mesh of the same finer resolution needs 1771776. It follows that the AMR solver only needs 12% of the total number of dofs on the uniform fine mesh. This is comparable with the performance of the same AMR test in [25], in which 14% of the total number of dofs on the fine mesh is reported. Note since a high-order finite-element method is used, the dofs in our implementation is more than 10 times more than the dofs in [25] for a similar mesh resolution. Thus, the computational time is considerably longer than the time reported in [25]. The uniform mesh of $768 \times 256$ needs 24 Krylov iterations on average per solve, and takes 106250s on 72 CPUs. As a comparison, the AMR solver needs 29 Krylov iterations and 12451s on 72 CPUs, or 11.7% of the computational time of the uniform grid solver.

The final examination focuses on the potential accuracy improvement of AMR. While it is challenging to compare two finite-element solutions on two different meshes, MFEM provides limited support for such a task. We rely on the gslib tool on MFEM, which provides a high-order interpolation on any given point in the domain. We use this tool to pick 40000 points in the entire domain to compare the two interpolated solutions on the coarse mesh and the finer mesh and collect its averaged difference and maximal difference.
The reference solution is computed on a $1536 \times 512$ grid and we choose $\Psi$ to compute the errors. We focus on a given time ($t = 50$) as the demonstration and compare four different meshes (a very coarse uniform mesh of $96 \times 32$, and adaptive meshes with a base mesh of $96 \times 32$ with one, two and three levels of refinement, respectively). The solutions and their differences are presented in Figure 11, and the corresponding difference values are reported in Table 3. To easily visualize the differences in Figure 11, they are only evaluated at the node point of the $1536 \times 512$ grid during visualization. Nevertheless, this provides us a good indication of where error concentrates in the solutions.

We first note the uniform mesh has a very large error in the center region, which is largely proportional to the solution $\Psi$. The adaptive mesh with one-level refinement improves the error significantly by effectively
Figure 11: Tearing mode. Errors on different meshes are presented for comparison. Top row: the solution $\Psi$ at $t = 50$ and the point value errors on the mesh of $96 \times 32$. Second row: the mesh using one refinement level and the error. Third row: the mesh using two refinement levels and the error. Bottom row: the mesh using three refinement levels and the error. The errors are computed as point value difference between the solution and highly resolved solution on a uniform grid of $1536 \times 512$. To visualize the errors, they are all evaluated at the nodes of the grid $1536 \times 512$. For easy comparison, all the error plots share the same colormap in the range of $[0, 10^{-7}]$.

Table 3: Maximum and average differences on 40000 points between solutions on coarse meshes and the reference solutions.

| Grid         | Average dofs | Maximum error | Average error |
|--------------|--------------|---------------|---------------|
| $96 \times 32$ | 27536        | 2.69e-7       | 3.09e-8       |
| 1-level mesh | 63247        | 5.35e-8       | 8.13e-9       |
| 2-level mesh | 157432       | 3.92e-8       | 9.36e-9       |
| 3-level mesh | 225487       | 2.64e-8       | 3.36e-9       |

locating the region of larger error and reduce the error in the center region. The adaptive mesh with two-level refinement has a mixed result, in which some part of the error increases and some part of the error decreases compared to the one-level mesh. It is however still noticeably better than the error on the uniform mesh. Such a mixed result is likely the outcome of frequent refinement and coarsening steps. The adaptive mesh with three-level refinement is found to be better than all the other meshes. It is also observed that the errors closely follow the pattern of the refined regions in all the meshes, which indicates the effectiveness of the AMR solver. For a quantitative comparison of performance, we present the average and maximum errors in Table 2. First note the error in the current work is much smaller than the errors reported in [25] (Fig.10 in [25] indicates a relative error of $10^{-3}$ to $10^{-4}$ compared to the relative error in the level of $10^{-8}$ to
In the current work of the same test. We note that the maximum and averaged errors among all the solutions decay as the number of refinement levels increases. It is also important to stress that the proposed error estimator (12) is used in all the tests considered in this study. Although it is not an optimal error estimator, it provides a satisfactory result based on the above accuracy study. (The optimal error estimator here refers to the error estimator using a true solution or a reference solution.) We conclude that the AMR solver provides a more accurate solution with increasing levels of refinement.

8.4. Island coalescence

The final example we consider is the island coalescence, originally considered in studies such as [53, 54]. The problem shows true time and space multiscale behaviors when the Lundquist number increases including plasmoid development, and therefore serves as a great test to challenge our solver.

The coalescence instability, which drives this example, is an ideal MHD instability, driven by the attractive force between parallel currents. For low and moderately high Lundquist number, the simulation can be divided into two phases [54]. In the first phase, the current-density ropes are freely accelerated toward each other and a current sheet starts to form, while in the second phase the current sheet at the reconnection layer stays somewhat stationary and gets slowly damped until the two islands fully merge. For high-Lundquist numbers, the current sheet tears after the aspect ratio of the current sheet becomes sufficient large, and results in plasmoids forming along the sheet [20]. The plasmoids can further excite more plasmoids and eventually lead to very complicated turbulence-like local structures.

The physics properties described above indicate the numerical solutions for the test can be very challenging. The first challenge is due to the stiffness of the Alfvén wave. The earlier stage of the dynamics is very slow, and one would like to step over the CFL constraint from the Alfvén speed using implicit time stepping. The second challenge is the evolving small spatial scales due to the formulation of a localized current sheet. In particular, we found that the current sheet has to be well-resolved for two reasons: (i) an under-resolved current sheet may lead to spurious oscillations in the solution, resulting in the failure of the solver; (ii) although one may reduce the time step so that the implicit solver may still converge, we found those oscillations may lead to unphysical solutions. For instance, a large “plasmoid” may form at the reconnection site for small Lundquist numbers. We observe one giant plasmoid forms for Lundquist number of $5 \times 10^4$ when it is under-resolved, and similar unphysical solutions were observed previously in [55, 56]. Note the current sheet thickness scales as $\sqrt{\eta}$ (according to the Sweet-Parker model), becoming thinner as the Lundquist number increases. The third challenge is due to large flow speed along the current sheet at the peak reconnection time. As a result, it needs adequate stabilization. Last, the violent plasmoid instability poses a significant challenge to the solver. The spatial structure becomes more complicated than a simple current sheet, which requires the dynamic AMR to capture fully those small structures. The dynamics also happens much faster than the coalescence instability, requiring the time step to be reduced. All those challenges will be carefully studied and addressed here.

Many of the previous studies applied various numerical schemes with some preconditioning techniques to this problem; see [4, 9, 13, 25, 26, 55, 57–59] for instance. Most of those studies however focus on the moderately high Lundquist number cases (the maximal Lundquist number considered is typically under $10^5$). Among them, [26, 55] also develop an implicit AMR FEM solver, but owing to low Lundquist numbers in their tests the plasmoid instability is not observed. One of the highest Lundquist number considered in previous studies is [59] in which $S_L$ up to $10^9$ is studied for this example using a resistive MHD model, while [13] considers a simulation of $S_L = 10^7$ for the same example. The approach proposed in [13, 59] does not use AMR to capture plasmoids. Instead, [59] relied on a locally packed structured grid and [13] used a very high-order HDG scheme with stabilization to resolve plasmoids and currents sheets. Those techniques are quite different from the approach proposed here.

The same problem setup as in [25, 57] is adopted. The initial condition is a Fadeev magnetic equilibrium [60] given by

$$\Psi_0 = -\lambda \ln \left[ \cosh\left( \frac{y}{\lambda} \right) + \epsilon \cos\left( \frac{x}{\lambda} \right) \right], \quad \omega_0 = 0, \quad \Phi_0 = 0,$$

balanced with a source term of $E_0 = \eta \nabla^2 \Psi_0$. The perturbation exciting the instability is

$$\delta \Psi = 10^{-3} \cos(\pi y/2) \cos(\pi x),$$

$10^{-9}$ in the current work of the same test. We note that the maximum and averaged errors among all the solutions decay as the number of refinement levels increases. It is also important to stress that the proposed error estimator (12) is used in all the tests considered in this study. Although it is not an optimal error estimator, it provides a satisfactory result based on the above accuracy study. (The optimal error estimator here refers to the error estimator using a true solution or a reference solution.) We conclude that the AMR solver provides a more accurate solution with increasing levels of refinement.
The computational domain is $[-1, 1] \times [-1, 1]$ and the boundary conditions are the PEC wall (Dirichlet) along the $y$ boundaries and periodic in $x$. Other parameters are $\epsilon = 0.2$, and $\nu = \eta = 10^{-4}$, unless otherwise noted. The definitions of Reynolds and Lundquist numbers also follow [4, 25, 57], i.e., $Re = 1/\nu$ and $SL = 1/\eta$. The reference length scale and Alfvén speed are both 1. Thus, the time scale for the Alfvén wave is $\tau_A = 1$. Note unlike the computations in [4, 57, 59], our computational domain is the entire domain and we do not assume symmetry in either direction. This is important to capture the full solutions structures when plasmoids start to appear and break the symmetry. The readers are referred to [57] for more discussions on physics.

The example is again split into two parts in the following discussion. The first part focuses on the results on static meshes, while, in the second part, the solver is truly pushed to the limit with dynamic adaptivity, studying the cases of high Lundquist numbers and particular the one with violent plasmoid instabilities.

### 8.4.1. Static-mesh results

![Figure 12: Island coalescence. Solutions of $\nu = \eta = 10^{-4}$ at different times are presented. The parallel current $J$ is presented as pseudocolor and the magnetic flux $\Psi$ is presented as black contours. The colormap and contour values are fixed over time. The presented computation uses a uniform grid of $512 \times 512$ with $p = 2$ and DIRK2 with a fixed time step of $\Delta t = 0.1$.](image)

The problem is first solved on a uniform mesh of $512 \times 512$ with the results presented in Figure 12. The test uses $\nu = \eta = 10^{-4}$, $p = 2$ and the DIRK2 time integrator with a large time step $\Delta t = 0.1$. Again, the preconditioner performs very well with a large time step. In particular, the average Newton iteration is 2 and the average total Krylov linear solver is about 11. The numerical solutions are very comparable with the results given in Ref. [4] but with better performance. Starting from time of $t = 5$, a current sheet starts to form in the center and the number of iterations grows from 5 iterations to 10 to 20 iterations.

![Figure 13: Island coalescence. The current and flow speed of $\nu = \eta = 10^{-4}$ at first peak time $t = 6.9$ are presented. The peak current at the center is about 140 and the highest flow speed is about 0.38 (with normalized Alfvén speed of 1). The presented computation uses a uniform grid of $512 \times 512$ with $p = 2$ and DIRK2 with a fixed time step of $\Delta t = 0.1$.](image)
The solution at peak reconnection is presented in Figure 13. With this Lundquist number, the current sheet structure follows the Sweet-Parker model. The current sheet is found to be well resolved and the largest current density in the current sheet is about 140. The largest flow speed in the outgoing jet regions of the reconnection diffusion region is about 0.38 of the Alfvén speed. Note that, for this test, since the Lundquist and Reynolds numbers are relatively small, the solvers work well without the stabilization term and produce good results.

Figure 14: Locally packed mesh for the island coalescence scaling tests. The grid is visualized between \( y \in [-0.5, 0.5] \). The base uniform grid is refined by four levels gradually from the external region to the center. Here the finest grid corresponds to a uniform grid of 2048 \( \times \) 2048.

We further test the solver by varying the Reynolds and Lundquist numbers following [4, 57] and study the reconnection rate at the reconnection X-point, i.e., \( x = [0, 0] \). We simulate the same test in [4, 57] by varying the Lundquist number from \( 10^2 \) to \( 2 \times 10^5 \). In this test, the Reynolds number is always chosen to be identical to the Lundquist number. We use a locally packed grid for all the simulations given in Figure 14. The mesh has a uniform background mesh of 512 \( \times \) 512 and is gradually refined towards the center region. The final level is packed around the current sheet and has an effective grid spacing identical to the 2048 \( \times \) 2048 mesh. This is a meshing technique commonly employed for this test when dynamic AMR is not utilized; see [4] for instance. Such a mesh indeed saves computational cost considerably. For the third-order polynomials used, the packed mesh has 2.8M dofs in a scalar variable while the uniform mesh of 2048 \( \times \) 2048 has 38M dofs. Thus, the packed mesh only needs 7.4% of the comparable uniform mesh.

Figure 15: Left plot: time histories of the reconnection rate, defined as \( \partial \Psi / \partial t \), at the X-point for different resistivity. Right plot: scaling result between the peak reconnection rate at X-point and resistivity. A locally packed grid described in Figure 14 is used in all the tests. The scaling results match well with [4, 57]. The linear regression of the smallest three resistivity data points indicate the scaling of reconnection rate is \( \Psi_t \sim \eta^{0.48} \).

The reconnection rate results are presented in Figure 15. In all these tests, a smaller time step of 0.025
is used. When a large time step of 0.1 is used, we found the reconnection rate may not be accurate for the large Lundquist number runs, which has been also described in [55]. Our results match very well with [4, 57]. The shape of the reconnection rate in the left plot of Figure 15 matches well with the result presented in [4]. The runs with $\eta = 10^{-5}$ are found to have a slightly smaller peak reconnection rate than those in Fig. 17 of [4]. The peak reconnection rate also matches well with [4, 57]. The linear regression of the smallest three resistivity data points in the scaling plot indicates the scaling of reconnection rate satisfies $\Psi_t \sim \eta^{0.48}$, which is identical to the scaling result found in [4] and comparable with the Sweet-Parker slow reconnection rate of $\Psi_t \sim \sqrt{\eta}$. We found that the stabilization terms are necessary for all the simulations with $\eta \leq 5 \times 10^{-5}$. The above scaling test validates our solver and also indicates that SUPG is not affecting the quality of the physics results.

Table 4: Preconditioner performance study with different grid resolutions for the island coalescence. $Re = S_L = 10^4$. DIRK2 is used with two solves per time step. A fixed relative tolerance of $10^{-4}$ and a fixed relative solution tolerance of $10^{-6}$ are used as the Newton convergence criterion. The steps are averaged over 10 time steps and $p = 2$, $\Delta t = 0.1$. Dofs stands for the total degrees of freedoms for one scalar component.

| Grid       | dofs | $\Delta t/\Delta t_{CFL}$ | CPUs | Newton/solve | Krylov/solve | $\text{Time}/\Delta t$ | $\text{Time}/\text{Krylov}$ |
|------------|------|---------------------------|------|--------------|--------------|-------------------------|-------------------------------|
| 64 $\times$ 64 | 16512 | 3.2                       | 1    | 2.0          | 3.9          | 8.9                     | 1.1                           |
| 128 $\times$ 128 | 65792 | 6.4                       | 4    | 2.0          | 3.9          | 16.5                    | 2.1                           |
| 256 $\times$ 256 | 262656 | 12.8                      | 16   | 2.0          | 3.9          | 19.3                    | 2.4                           |
| 512 $\times$ 512 | 128 M | 25.6                      | 64   | 2.2          | 4.0          | 23.3                    | 2.9                           |
| 1024 $\times$ 1024 | 4.2 M | 51.2                      | 256  | 2.1          | 5.3          | 21.3                    | 2.0                           |
| 2048 $\times$ 2048 | 16.8 M | 102.4                     | 1024 | 3.0          | 11.2         | 41.1                    | 1.8                           |
| 4096 $\times$ 4096 | 67.1 M | 204.8                     | 4096 | 3.1          | 19.5         | 64.5                    | 1.6                           |

The last uniform-mesh test is the weak parallel scaling test. The Reynolds number and Lundquist number are chosen as $10^4$. The weak scaling result is reported in Table 4. The result is very comparable to the tearing-mode test. The weak scaling is almost optimal until we reach the finest resolutions. We also found the performance to be quite comparable with the finite difference version [3]. (Note the original work [3] does not perform a weak scaling test with as many as CPUs as the current work. But a similar weak scaling test has been performed using the code developed in [3] during the development of the current work.) Overall, the performance of the solver is satisfactory. The total dofs from a single processor to 4096 processors grows by a factor of 4096 while the computational time only grows by a factor of 7.2. We also would like to highlight the current solver is better than the weak scaling result reported in Table 7 of [4]. The setup between two weak scaling tests are almost identical but the number of Krylov iterations grows much faster for the purely algebraic-based multilevel smoother in [4].

8.4.2. AMR results

We consider next numerical results using the implicit dynamic AMR solver. The simulation considered here is a first step to demonstrate viability of dynamically resolving current sheets and plasmoid structures in fusion devices using AMR. Note some plasmoid related simulations for practical devices can be found in [61, 62].

In the following AMR tests, the error estimator (11) is used with $\alpha = 0.1$. The error estimator is chosen since the solutions such as Figure 12 indicate structures are mostly observed in the current and vorticity. We choose the refinement ratio $\beta_r = 0.1$ and the coarsening ratio $\beta_c = 0.001$ as described in Section 6.2. The refinement and coarsening steps are called every 10 time steps but are switched to every 4 time steps later at $t = 5.5$ when the simulation becomes more dynamic. This is particularly necessary when plasmoids form and collide into each other. The base computational grid is $128 \times 128$, and all the simulation starts with the same base mesh but with different refinement levels. Our coarsening algorithm is implemented such that it will not coarsen the element beyond the base mesh. We found that coarsening beyond the base level may introduce a lot of oscillations during the projection. All the AMR tests use a polynomial order of three. The number of processors used are between 180 to 3600 processors for all the runs presented.

We first consider the case of $\nu = \eta = 10^{-5}$. The solutions and the corresponding adaptive meshes at
different times are presented in Figure 16. The time step is fixed to $\Delta t = 0.05$ throughout the simulation. The number of refinement levels is four, and thus the adaptive grid is effectively comparable to the grid in Figure 14. Throughout the entire simulation, the adaptive meshes capture the interesting structure in the current very well and the meshes are very localized, with the base mesh covering the majority of the computational domain. Therefore, the adaptive mesh saves a lot of computational cost even compared to an optimized locally packed grid like the one in Figure 14. In fact, the average number of dofs in the entire run is 472961, which is 17% of the locally packed grid in Figure 14 and 1.2% of the effective uniform mesh. The adaptive meshes are largely symmetric even at a later time. At $t = 8$, the solution is found to be slightly asymmetric, which is also observed in the fixed-mesh solution. It is also interesting to observe the AMR algorithm starts to capture this asymmetry in the mesh at $t = 8$. The test indicates the AMR algorithm performs as expected, and the techniques such as refinement, coarsening and the error estimator are very effective and suitable for practical simulations like this.

The solution of the above run at the first reconnection peak time is presented in Figure 17. With a Lundquist number of $10^5$, the structure still follows the current sheet in the Sweet-Parker model. The current sheet is found to be well resolved and the largest current density in the current sheet is about 700. The largest speed in the top and bottom jet regions of the current sheet is about 0.58. The aspect ratio of this peak current sheet is about 70. Plasmoids are not observed in the entire simulation since the aspect ratio is not large enough. (Plasmoids will appear for aspect ratios greater than 100 [20]).

Figure 17 also illustrates the importance of including the stabilization terms in the physics-based pre-
conditioners for these strongly hyperbolic operators. The stabilization terms are needed for two reasons. The obvious one is inversion of the advection-diffusion operator $A_{\nu} + \tau_{\nu} T$ in the preconditioner. Without the SUPG term, the scheme becomes unstable and the inversion of the operator $A_{\nu}$ through AMG will fail. The second subtle reason is the inversion of the Schur complement $S = A_{\eta} + \tau_{\eta} S - N_{B_0} D_{\nu}^{-1} N_{B_0}$. We note that around the jet region the magnetic-field strength is very small. Therefore, the Schur complement is dominated by the advection-diffusion operator $A_{\eta}$, which is dominated by the strong advective term.

Figure 18: Island coalescence of $\nu = \eta = 10^{-5}$. Top row: current at $t = 6.5$ and the corresponding adaptive mesh. Here 6 levels of refinement are used and $p = 3$. The mesh captures the interesting structure in the current very well. Second row: the zoomed-in views around the current sheet region. The left plot focuses on the center region while the right plot zooms in further to visualize the bottom jet and current sheet. Note the jet and the current sheet are very well captured by AMR.
Next we consider the case of $\nu = \eta = 10^{-6}$. In this test, we use 6 levels of refinement on top of the $128 \times 128$ base mesh, $p = 3$ and an initial time step of 0.05. Unlike the previous case, plasmoids do develop in the simulation. To accommodate the fast dynamics of plasmoids, we use an approach similar to [13, 59] that reduce time step dynamically when the local dynamics become too fast. Specifically, if the maximum number of Newton iterations is reached, we reduce the time step by a factor of two. After the time step is reduced, the simulation runs with the new time step. If the solver successfully runs with the same time step for 10 steps, we start to slowly increase the time step by 10%. The time step will continuously increase every 10 time steps until the solver fails again or reaches the original target maximum time step. This approach is found to be sufficient to run through the entire simulation. The smallest time step for this run is found to be 0.003125. The computational cost is significantly reduced compared to the uniform mesh case. The average number of dofs in this run is 1.30M, while a uniform mesh of the same resolution needs 604M dofs. As a result, the implicit adaptive solver needs only 0.21% of the total dofs compared to a comparable uniform mesh.

The solutions and mesh with their zoomed-in views at $t = 6.5$ are depicted in Figure 18. The zoomed-in views show that the current sheet and jet regions are very well resolved, indicating the error estimator is very effective. The time slice of $t = 6.5$ is right before the first plasmoid appears at $t = 6.525$. At $t = 6.5$, the aspect ratio is estimated as 200 and the appearance of the plasmoid is consistent with the estimate given in [20]. The highest current density in the center peak region is about 2400. In the next time step, the first plasmoid appears right above the central peak region.

![Figure 19](image.png)

Figure 19: Island coalescence of $\nu = \eta = 10^{-6}$. The current sheet and plasmoid evolution around the center region after the sheet becomes unstable. A giant plasmoid forms in the very end after several plasmoids merge together.

The time evolution of the current sheet is presented in Figure 19. We select a few time slides to demonstrate the dynamics of the plasmoids. Between $t = 6.5$ and $t = 7.0$, the plasmoid dynamics are rather simple. There are a few isolated plasmoids (typically two to three) appearing along the current sheet. The
plasmoids then propagate towards the top or bottom jet regions. When the plasmoids hit the jet regions, the plasmoids collapse and separate into two small bumps to propagate away along the current layers to the left and right, respectively. At this stage, the movement of the plasmoids is rather straightforward, and they are driven by the flow velocity, i.e., the plasmoids appearing on the top part of the current sheet move upward and those appearing on the bottom move downward. At the later time, starting around $t = 7.08$, there are multiple plasmoids appearing. For instance, at $t = 7.21$, a few plasmoids with different sizes appear at the same time. It is observed that the plasmoids merge into a larger plasmoid, which starts to move upward at $t = 7.28$. Eventually, all the plasmoids merge together and form a giant plasmoid in the center at $t = 7.43$. At this time, the current sheet has passed the peak time and the plasmoid dynamics becomes less violent until the second peak starts to form. One important takeaway here is the simulation in the high Lundquist number breaks symmetry in both $x$ and $y$ directions. Therefore, this test suggests it is necessary to perform the simulation in the entire domain instead of assuming symmetry as in previous studies [4, 57].

![Figure 20: Island coalescence for $\nu = \eta = 10^{-7}$. 7 levels of refinement are used with $p = 3$. Left: the current sheet at the center. Middle: the corresponding adaptive mesh. Right: the zoomed-in view around the central plasmoid.](image)

In the final test, we consider the most challenging case of $\nu = \eta = 10^{-7}$. In this test, we use 7 levels of refinement. The current sheet is found to be much thinner and the plasmoid dynamics are much more violent. As a result, the smallest time step is found to be 0.00091 for this run. The computational cost is again significantly reduced compared to the uniform mesh. The average number of dofs in this run is 1.77M, while a uniform mesh needs 2416M dofs. As a result, the implicit adaptive solver only needs 0.07% of the total dofs compared to a comparable uniform mesh. The current density and mesh at $t = 6$ is presented at Figure 20. From the zoomed-in view, we found the plasmoid in the center is very well captured by AMR. There are 8 plasmoids already along this current sheet and the maximum current density values is 7086, which is found between two isolated plasmoids. The plasmoids first appear around $t = 5.75$ with current sheet aspect ratio of 250 and the maximum current density in the center around 3000.

The time evolution of the current sheet is presented in Figure 21. We select a few time slices to demonstrate the dynamics of the plasmoids. At an earlier stage, the plasmoid dynamics are similar to the dynamics of $\nu = \eta = 10^{-6}$, i.e., there are many plasmoids of different sizes forming along the current sheet and they move and merge together, roughly between $t = 5.75$ and $t = 6.26$. However, this dynamics changes at a later time. Starting at $t = 6.31$, the current sheet continuously generates small plasmoids along both directions. When those plasmoids move up or down, they deform into an asymmetric drop-like shape, with the front speed faster than the tail speed. As a result, the tail is caught up by plasmoids generated at a later time, leading to their merging. We find that this process occurs continuously, and as a result a stable X-shape structure forms in the center of the current sheet, which is very similar to the structure in the Petschek reconnection model (as marked in Figure 21). Note such a structure is also observed at the plot of $t = 7.28$ in Figure 19 (along the bottom current sheet) for the case of $\nu = \eta = 10^{-6}$. Similar results were previously observed in [24, 63] for moderately high Lundquist number simulations. Discussions on forming of such a structure can be found in [63]. We defer a deeper investigation into high Lundquist number cases to a future physics study.
Figure 21: Island coalescence for $\nu = \eta = 10^{-7}$. Evolution around the current sheet regions. The dynamics become very fast and the current sheet breaks into many smaller structures.

Table 5: Comparison between average dofs in AMR meshes and dofs in the corresponding uniform meshes of comparable fine grid resolutions

| $S_L$ | AMR dofs | uniform meshes | AMR/uniform meshes |
|-------|-----------|----------------|---------------------|
| $10^7$ | 0.47M     | 38M            | 1.2%                |
| $10^8$ | 1.30M     | 604M           | 0.21%               |
| $10^9$ | 1.77M     | 2416M          | 0.07%               |

Based on the above tests, we conclude the proposed implicit AMR solver is suitable for simulations of ultra high Lundquist numbers. It is found that the implicit AMR solver is robust and efficient for different
Lundquist number regimes, ranging from no plasmoids and simple dynamics to many colliding plasmoids and very complicated dynamics. The highest Lundquist number tested with the proposed solver is $10^8$, and in a future physics study we plan to explore this limit further. The savings in dofs have been summarized in Table 5, demonstrating the ability of the approach to evolve previously inaccessible dissipation regimes.

9. Conclusions

We have developed a fully implicit, stabilized finite-element formulation for 2D incompressible reduced resistive MHD, incorporating important techniques of physics-based preconditioning and adaptive mesh refinement. An SUPG-based stabilization approach is added into the continuous finite-element formulation to handle high Lundquist numbers. The proposed physics-based preconditioner handles the stiff hyperbolic Alfvén wave, the diffusive terms and the stabilization terms in the formulation. An octree-based parallel AMR algorithm is employed, for which we propose an error estimator and a proper refining/coarsening strategy. The algorithm is implemented in the scalable finite-element framework, MFEM, with which we achieve good performance up to thousands of cores.

The performance of the proposed algorithm is carefully studied with several numerical examples. The major points of interest include the accuracy of the discretization, the efficiency and validation of the associated solver, and the performance improvement of the AMR algorithm (both in accuracy and computational cost). Our study confirms the expected high-order convergence rates in both space and time. Weak parallel scaling results up to 4096 CPUs for moderately high Lundquist-number simulations demonstrate excellent algorithmic and parallel scalability. Results using the implicit AMR solver for low Lundquist-number (tearing mode) to moderately-high and high Lundquist-number problems (island coalescence) demonstrate the AMR algorithm improves the accuracy of numerical solutions and reduces computational cost significantly over the implicit solver on a uniform mesh. In particular, the AMR algorithm is capable of capturing the vast scale separations and dramatic dynamics in the solution when the thin current sheet breaks into small plasmoids.

The proposed solver provides a unique and promising tool to study the physics of high Lundquist numbers, such as magnetic reconnection when plasmoid instabilities become violent. Those results will be investigated in a future physics study. Another important future direction is to adapt the solver for tokamak simulations of practical interest.
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