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Abstract—This paper analyzes the application of decision trees to the problem of communication channel equalization. Decision trees are interesting structures because they are nonlinear and relatively simple from a computational standpoint. They are tested for channel models that engender classification tasks of different complexity and have their performance compared to those of the optimal (Bayesian) equalizer and the Wiener linear equalizer. The results are quite encouraging, as they show that the tree-based equalizer reaches, in many cases, a performance similar to that of the Bayesian filter with a computational cost that tends to be lower as the duration of the channel impulse response increases.

I. INTRODUCTION

In simple terms, a communication system is composed of a transmitter, a channel and a receiver. The messages sent by the transmitter are, as a rule, distorted by the channel. Therefore, it is necessary to make use of countermeasures to preserve the relevant information content [1].

One possible strategy is to use a filter – called equalizer – to process the received signal with the aim of “inverting” the effects of the channel [2]. Naturally, this filter must be carefully designed: it should be based on a structure with enough complexity and a criterion for determining the parameters thereof by making use of the available information. From a structural standpoint, equalizers are typically thought of as being, for instance, linear / nonlinear or recurrent / feedforward. As for the adaptation criterion, there are two fundamental possibilities: it can be either supervised or unsupervised [3]. In the former case, there will be labeled training samples to guide the parameter choice, whereas, in the latter, only general statistical properties will be used [4] [5] [6].

The combination of channel, noise and equalization delay may give rise to equalization tasks that demand nonlinear filtering structures. In a supervised scenario, the optimal finite memory equalizer in terms of symbol error rate is the Bayesian equalizer [7]. Although it is theoretically possible to devise design strategies within the Bayesian structural framework, in general, it is simpler and more robust to employ general nonlinear models. Neural networks and Volterra filters are examples of models that were used with success [6].

Decision trees are promising options in nonlinear equalization, but, to the best of our knowledge, there has not been a systematic study concerning their use in this task. The work of Gelfand et al. [8] is conceptually related to this context, but their approach is essentially distinct in that a tree is employed to partition the input space and select a linear equalizer in a piecewise linear scheme, and not to classify the input signal per se. In this work, we will analyze the use of decision trees strictly in the role of equalizers for channel / noise models of different complexity, so as to establish an initial corpus of results and analyses.

In the next sections, we present a brief explanation of the communication channel model, followed by the supervised paradigm of the equalization problem. We also talk about the concept and the induction of decision trees, the test scenario, methodology and obtained results. Finally, we present our conclusions and final remarks.

II. COMMUNICATION SYSTEM MODEL

A. Information Source

In this paper, the information source will be modeled as a stochastic process generated by a uniform random distribution, in which the symbols are independent and identically distributed (i.i.d.) [5].

For the sake of simplicity, the chosen alphabet is \( \mathcal{A} = \{-1, +1\} \), which corresponds to a 2-PAM (Pulse-Amplitude Modulation) modulation scheme [1]. Nevertheless, the results of this work are extendable to other modulation schemes.

B. Communication Channel Model

Channels are mathematical models of the physical medium through which the modulated information is sent. They are responsible for introducing distortions that affect the information signal. Two of the most usual distortions are intersymbol interference (ISI) and noise [6].

1) Intersymbol Interference: Intersymbol interference (ISI) is caused by the temporal scattering of the transmitted symbols due to structural limitations of the channel. In this work, we will use a linear ISI mathematical model, which is the most widely employed in practice [4] [6].

ISI can be modeled in terms of a linear combination of delayed versions of the transmitted symbols. In other words, ISI can be understood as the result of a Finite Impulse Response (FIR) filtering process.

2) Noise: Noise is a random-like fluctuation to which the signal is submitted mostly due to thermal agitation and electromagnetic interference [4]. It can be modeled, in many cases, with a signal \( \rho_k \) generated by a zero-mean Gaussian stationary stochastic process with variance equal to \( \sigma^2_n \), which is added to the FIR filter output [6].

C. Signal-to-Noise Ratio (SNR)

Signal-to-Noise Ratio (SNR) is a metric that quantifies the relative power of the information signal and of the noise signal...
During the training phase, the equalizer is given the signal. Figure 1 shows a supervised equalizer block diagram [6].

### III. Communication Channel Equalization

Communication channel equalization is a signal processing technique that has the objective of reversing the distortions introduced by the channel.

#### A. Channel States

In digital communications, we have the alphabet \( A \) of the transmitted signal as finite and discrete, a fact that implies that \( u \) – derived from the convolution \( u[k] = h^*[k] * s[k] \), where \( h[k] \) is the impulse response of \( H(z) \) – also assumes finite and discrete values, since \( H(z) \) is a FIR filter. Given this result, we will further investigate the \( U \) alphabet.

The \( m \) dimensional channel states – i.e. the states for a \( s \) sequence with size \( \eta_c + m - 1 \) – consist on the \( C = \{u_0, \ldots, u_m-1\} \) set, where \( \dim(C) = l(\eta_c + m - 1) \), considering no coincident states. Since each state \( c_j \) is related to a different transmitted sequence – with a total of \( C \) states –, we can identify the subset of states which is related to a \( s[k-d] \) transmitted symbol.

In this paper, we will work with \( m = 2 \) and \( d = 0 \), that is, we will use two samples of \( x = [x[k], x[k-1]] \) as the equalizer inputs to recover \( s[k] \).

#### B. Supervised Equalization

A supervised equalizer has access to the received symbols \( x \) as well as the transmitted symbols \( s \) [6]. In practice, this is usually done through a predefined training sequence or pilot signal. Figure 1 shows a supervised equalizer block diagram [6]. During the training phase, the equalizer is given the \( x \) signal and also the \( s \) signal to adapt its parameters so that the error signal \( e[k] \), defined by 1, has a magnitude that is as small as possible.

\[
e[k] = s[k] - \hat{s}[k]
\]

During the operation stage, the equalizer only receives the \( x \) signal and yields \( \hat{s} \), which is the estimate of the \( s \) signal.

From the retrieved symbols, it is possible to calculate the BER for this communication system – channel plus equalizer.

### C. MAP Criterion and Bayesian Equalizer

The use of a maximum a posteriori (MAP) criterion to determine the \( s[k] \) symbol given the \( x \) vector is optimal with respect to the error probability. Thus, the so-called MAP / Bayesian equalizer is the finite memory symbol-by-symbol equalizer that retrieves the transmitted sequence with the least possible number of classification errors compared to any other equalizer under the same conditions [7].

The Bayesian equalizer can be seen as a classifier that segments the space \( x = [x[k], \ldots, x[k-m+1]] \in \mathbb{R}^m \) into \( l = \dim(A) \) regions, each one corresponding to a \( A \) symbol. For example, for the 2-PAM modulation scheme with \( A = \{-1, +1\} \), and considering a sequence \( x = \{x[k], x[k-1]\} \) with two delays (i.e. \( m = 2 \)), we would have the \( x \) space divided into two regions, one corresponding to \( s = -1 \) and the other corresponding to \( s = +1 \). Note that the equalizer output for a given \( x \) would not be exactly \( \hat{s} = -1 \) or \( \hat{s} = +1 \), but a possible range of values to be discriminated through a decision, which sorts this output into \( A \) elements. For this specific example, when we have \( \hat{s} = 0 \), the decision boundary is obtained.

Considering the 2-PAM alphabet (as will be the rule in this paper) and the defined linear channel model, we identify that any equalizer makes a mistake when the noise is large enough so that a received \( x \) sequence crosses the decision boundary from the correct channel state into any wrong one. Therefore, in order to minimize misclassification, we must then maximize the \textit{a posteriori} probability of the estimated symbol being the correct one given the \( x \in \mathbb{R}^m \) vector received. This assertion can be summarized according to the mathematical expression 2 [7]

\[
\hat{s}[k-d] = \arg\max_{a \in A} P(s[k-d] = a|x),
\]

where \( d \) is a general equalization delay – which in this paper was defined as \( d = 0 \). The choice of the delay has direct impact on the difficulty of the equalization task for maximum, mixed or minimum phase channels [7].

The optimal equalizer mapping is given by [7]

\[
f(x) = \sum_{j=1}^{2^{\eta_c+m-1}} w_j \exp \left( -\frac{|x - c_j|^2}{2\sigma_p^2} \right),
\]

where \( c_j \) is the \( j \)-th channel state for \( x \in \mathbb{R}^m \), \( w_j = +1 \) for \( c_j \) where \( s[k-d] = +1 \) and \( w_j = -1 \) for \( c_j \) where \( s[k-d] = -1 \) – case of the 2-PAM alphabet.

A few points about the Bayesian equalizer are noteworthy. As one can see, despite the fact that it has the best result among all the equalizers concerning the error rate, for its calculation, it is necessary to have knowledge of the channel states – and, therefore, the \( h_i \) coefficients. This is difficult to estimate and often impractical given the eventual time-changing character of the channel.

Another point to consider is the computational complexity. Note that, in (3), the sum goes from 1 to \( 2^{\eta_c+m-1} \). That is, as the channel size increases, or that of the \( x \) sequence considered for equalization, the number of times that the summation internal expression is calculated increases exponentially – this for each \( \hat{s}[k] \) one wants to calculate. Moreover, with this
addition of $\eta_c$ and/or $m$, the amount of $C$ states also increases exponentially ($2^{\eta_c+m-1}$), which poses serious computational issues. In fact, the Bayesian equalizer becomes impractical as the length of the channel increases.

D. MMSE Criterion and Wiener Filter

The minimum Mean Square Error (MMSE) criterion is based on the minimization of the average square error between the equalizer output and the transmitted signal (aiming at making these signals as similar as possible). It does not take into account the error rate, like the MAP criterion, but, for a linear structure, leads to a straightforward solution [5].

The MSE cost function is given in 4:

$$J_{MSE} = E\left[ (s[k] - d[k] - \hat{s}[k])^* (s[k] - d[k] - \hat{s}[k]) \right] = E[|e(k)|^2]$$

(4)

For linear equalizers, the minimization of the cost function 4 leads to a single solution, known as Wiener solution [5].

This equalizer – which is termed Wiener Filter – does not require prior knowledge of channel coefficients, as is the case with the Bayesian Equalizer. This means that the technique may lead to a lower computational cost and to a more organic real-time operation.

IV. DECISION TREES

Decision Trees are Machine Learning methods based on the idea of ramification [10]. The structure is named this way because it is a graph that resembles the image of a tree.

Trees are commonly used for classification, but it is also possible to find in the literature their use in regression tasks [11]. Compared to some AI techniques, they present interesting aspects, like a relatively simple operation and significant interpretability [10] [12] [13]. In the following sections, we will explain in detail how this technique works. In the scope of this paper, we will not use Decision Trees as regression models, so the explanations will be focused on the classification problem.

A. Fundamentals

Trees are supervised machine learning methods, which means that their training is based on labeled examples [12].

The operation of Decision Trees assumes that successive divisions of the sample space performed by setting thresholds for the input features are able to determine which class is correct for that example [11]. To determine which attribute will be used for division and its threshold, a classification purity metric is used, which we are going to call purity gain (section IV-C) [11].

In the following, one can see a simple example of how a decision tree works, and, in the following sections, we look further into the metrics that can be used to determine, given a tree node, what is the best input feature and what threshold value brings the best sample space splitting.

B. Example

As an example, let us address the following problem: an athletics team needs to select new members. As the number of applicants is too high, they decided to look into the data of their late selection process (table I), and then develop a Decision Tree to make the selection automatically. After the training process, the team arrived at the tree given by the figure 2, which uses as inputs the dominant age, weight, height and dominant hand data of each candidate.

| Candidate | Age | Weight | Height | Dom. Hand | Selected? |
|-----------|-----|--------|--------|-----------|-----------|
| A         | 25  | 65 kg  | 1.70 m | Right     | YES       |
| B         | 31  | 63 kg  | 1.74 m | Left      | NO        |
| C         | 27  | 51 kg  | 1.65 m | Left      | YES       |
| D         | 17  | 75 kg  | 1.80 m | Right     | NO        |
| E         | 20  | 60 kg  | 1.55 m | Left      | NO        |
| F         | 23  | 49 kg  | 1.64 m | Right     | NO        |

TABLE I

| Candidate | Age | Weight | Height | Dom. Hand | Selected? |
|-----------|-----|--------|--------|-----------|-----------|
| A         | 25  | 65 kg  | 1.70 m | Right     | YES       |
| B         | 31  | 63 kg  | 1.74 m | Left      | NO        |
| C         | 27  | 51 kg  | 1.65 m | Left      | YES       |
| D         | 17  | 75 kg  | 1.80 m | Right     | NO        |
| E         | 20  | 60 kg  | 1.55 m | Left      | NO        |
| F         | 23  | 49 kg  | 1.64 m | Right     | NO        |

TABLE FOR THE EXAMPLE IV-B

Fig. 2. Decision Tree for the example IV-B.

C. Purity Gain

As seen in the example IV-B, in some cases, it is possible to obtain Decision Trees that perfectly split the samples according to the correct classes. This can be verified by submitting the candidates from the table I to the Decision Tree in figure 2, confirming that all those candidates were correctly classified. For these cases, we say that there is no impurity, hence it is the ideal scenario – except in case of overfitting.
Overfitting is a concept related to an excessive flexibility of machine learning models in comparison with the generative model of the examples presented to them. The more parameters a model has – in the case of a Decision Tree, the more divisions we allow it to perform – the more flexible it is, and can adapt to different situations. Take for example polynomials, which are parametric models. The more parameters are available (degrees of freedom), the larger is the set of functions it is able to approximate [12]. However, a model with many free parameters tends, if proper precautions are not taken, to be subject of overfitting. This corresponds to performing very well for the examples that were used for training, but not for test samples.

Hence, from these assertions, the question arises: how do we choose Decision Trees so that we have the highest possible purity in the final branches? We should then look for purity metrics that allow us to evaluate, before and after the proposed divisions, whether the obtained classification is better or worse than that of the previous situation (whether we have more or less pure sets).

1) Gini Impurity: The Gini Impurity is a metric of class purity defined by the equation 5[14]:

\[
Y = \sum_{c \in C} P[c](1 - P[c]),
\]

being \( S \) the dataset over which the index is going to be calculated, \( C \) the set of available classes and \( P[c] \) is the probability to be the class \( c \) given \( S \).

The Gini Gain can be defined as in the equation 6[14]:

\[
G_y(S) = Y_y(S) - Y_f(S) = Y_y(S) - \frac{1}{N} \sum_{b \in B} n_b Y_b(S_b),
\]

where \( Y_y(S) \) is the Gini Index in the branch before the splitting, \( Y_f(S) \) is the total Gini Index of the \( S \) set (that contains \( N \) elements) in the nodes after the branch. \( B \) is the set of leaves originated by the splitting, being \( Y_b(S_b) \) the Gini Index for each leaf, taking into account \( S_b \), with \( n_b \) elements directed to each leaf\(^1\).

Thus, it makes sense to choose decisions that yield a larger Gini Gain over others that yield a smaller gain. It is the role of the Decision Tree algorithm – presented in section IV-D – to perform impurity gain optimization. As an example, we can compare the Gini Gain for two distinct inputs from the example IV-B, as seen in table II. The Gini Impurity calculated for the root node is given by the equation 7.

\[
Y = \frac{2}{6} \left(1 - \frac{2}{6}\right) + \frac{4}{6} \left(1 - \frac{4}{6}\right)
\]

\[
= 0.444
\]

As one can see, dividing the sample space according to the age input leads to a better Gini Gain, while doing it according to the dominant hand does not help the model to sort the dataset in a purer way.

After this optimization criterion, it is expected that the Decision Tree be able to solve the equalization problem. This assertion is true due to the fact that the equalization problem as stated in section III can be seen as a classification problem, since the desired outcome is to identify which sent symbol, belonging to the alphabet \( A \), a received vector \( x \) is associated with. As so, the BER can be seen as a measure of classification purity, since a misclassified sample can be seen as a misclassified element integrating a set of correctly classified samples, thus, increasing the class impurity. In this sense, the higher the BER, more misclassified elements in the alphabet classes we have, which implies in a higher class impurity.

Since one trains a Decision Tree aiming at the highest possible classification purity – i.e. at the maximization of the purity gain –, it is reasonable to expect that the BER be also, to some extent, minimized. Hence, ideally, it can be expected that the Decision Tree fairly approximate the performance of the Bayesian Equalizer.

D. CART Algorithm

The CART [11] algorithm was developed to induce a Decision Tree, choosing decisions that increase the purity gain within the classification task.

Initially, it is important to define metrics for measuring the performance of the decisions made by the tree. The Gini Gain was taken as the cost function to be maximized, and it was applied greedily through several evaluations performed by the algorithm, which leads us to obtain the attribute – and its respective decision threshold, when applicable – for each division.

| Initial Branch | 2 YES | 4 NO |
|----------------|------|-----|
| Gini Index     | Y = 0.444 | |

| Criterion: Age | \( \geq 1.6 \)m | \(< 1.6 \)m |
|----------------|-----------|-----------|
| Total Elements | 2 YES | 3 NO | 0 YES | 1 NO |
| Gini Index     | Y = 0.48 | Y = 0 |
| Gini Gain      | \( G_x = 0.044 \) | |

| Criterion: Dom. Hand | Right | Left |
|----------------------|------|-----|
| Total Elements       | 2 YES | 1 NO | 1 YES | 2 NO |
| Gini Index           | Y = 0.444 | Y = 0.444 |
| Gini Gain            | \( G_y = 0 \) | |
The search for a decision threshold – performed when the input variables are continuous – is made through a process of choosing candidates for evaluation. From the dataset received on a particular node, each feature value from all examples is sorted. The candidates for decision threshold are then determined as the average between the values of two differently classified examples (see figure 3). After it, the purity gain metric is calculated for all candidates and the one with the highest gain [11][12] is chosen. Finally, the feature – and its threshold – that gave the highest purity gain is used as the node splitter.

![Threshold candidates](image)

**Fig. 3.** Process of choosing splitting candidates for the example IV-B.

After a first version of the tree generated by the algorithm, a pruning process is started, which evaluates the overall cost function of the tree by removing each of the decisions made – and its subsequent complete branch. If there is an improvement in the cost function or if it remains the same after a pruning, the decision canceling is effective, since it either implied in an improvement or the model shows more parsimony than the previous one – Occam’s Razor principle – that is, the model presents a lower computational cost [11][10][12].

From the initial node, the Decision Tree divides each node into two new child nodes – based on the division criteria presented above – adding another layer of depth to that branch of the tree. When, for any node, there is no division that presents purity gain or some other criterion is met – such as only one element in the node for new division – that node is no longer divided and is considered as a leaf [11][10].

A pseudocode of the CART algorithm – concerning the equalization problem presented in this paper – is presented in the algorithm 1, where $\mathcal{U}$ is the whole training data set.

### Algorithm 1 CART Pseudocode

1. **Initializing:**
2. Start $\mathcal{L}$ as a FIFO stack
3. $\mathcal{L} \leftarrow \mathcal{U}$
4. **Splitting:**
5. while $\mathcal{L}$ is not empty do
6. pop $\mathcal{B}$ from $\mathcal{L}$
7. for each feature $F_i$ from the inputs in $\mathcal{B}$ do
8. sort $F_i$
9. find the threshold candidates $T$
10. for each $T_i$ do
11. calculate the information gain after $T_i$ division
12. Divide $\mathcal{B}$ into $\mathcal{B}_1$ and $\mathcal{B}_2$ according to the pair $\{F_i, T_i\}$ that provides the greater information gain
13. for each $\mathcal{B}_i$ do
14. calculate the purity metric for $\mathcal{B}_i$
15. if stopping criteria is not met then
16. push $\mathcal{B}_i$ into $\mathcal{L}$
17. **pruning:**
18. calculate the purity metric $P_f$ for $\mathcal{U}$ submitted to the induced tree
19. for each division $D_i$ do
20. remove $D_i$
21. calculate the purity metric $P_g$ for $\mathcal{U}$ submitted to the pruned tree
22. if $P_g \geq P_f$ then
23. make the removal $D_i$ definitive

### Table III

Inputs data set to the Decision Tree training.

| $x[k]$ | $x[k-1]$ | $x[k]$ |
|--------|----------|--------|
| -1.501 | -1.497   | -1     |
| -1.499 | -0.502   | -1     |
| -0.500 | 0.500    | -1     |
| -0.502 | 1.498    | -1     |
| 0.503  | -1.501   | 1      |
| 0.500  | -0.500   | 1      |
| 1.504  | 0.498    | 1      |
| 1.500  | 1.502    | 1      |
The next step of the algorithm is to define what will be the feature of the model first division and the corresponding threshold. To perform this task, according to the CART algorithm, one must sort the values of the input attributes and choose as candidates for division the mean value between differently classified adjacent samples (see figure 4). Knowing the candidates, one should calculate the Gini Gain for each of them and choose as the best division the one that brings the highest purity gain. These calculations were performed and are presented in table IV.

\[
Y_p = \frac{4}{8} \left(1 - \frac{4}{8}\right) + \frac{4}{8} \left(1 - \frac{4}{8}\right) = 0.5
\]

As already stated, the alphabet chosen is 2-PAM and all techniques will constitute supervised equalizers with null delay \((d = 0)\) and \(m = 2\) – i.e., the inputs are \(x = [x[k], x[k-1]]\) aiming to recover \(s[k]\) – so it is possible to compare them directly between themselves.

For the Decision Tree and Wiener filter, 85,000 examples were presented for training each SNR scenario, and 15,000 examples for test. To avoid the effect of suboptimal solutions, 10 trials of these models were considered; the Bayesian Equalizer is deterministic and does not require any training; the methods were evaluated until at least 100 errors were committed. The BER was calculated over all test examples presented to the methods.

The SNR values will be defined for each test scenario individually, since the state topology has high influence in the noise immunity for each case.

VI. TEST SCENARIO

In this section, we discuss the characteristics of the channels we presented to the techniques proposed. It was chosen four representative scenarios, such as minimum-phase, maximum-phase and mixed-phase channels, also varying the length \((\eta)\) of them.

Table V shows the main attributes of each scenario and the configuration of their channel states is presented in figure 7.

A. Channel 1 - Minimum-phase

Channel 1 represents a minimum-phase short scenario, which implies that all its zeros are inside the Unit Radius.
| Channel | Coefficients | \( \eta_i \) | No. of States |
|---------|--------------|-------------|---------------|
| 1       | \( h = [0.804 
0.447]^T \) | 2           | 8             |
| 2       | \( h = [0.447 
0.894]^T \) | 2           | 8             |
| 3       | \( h = [0.5 
0.71 
0.5]^T \) | 3           | 16            |
| 4       | See eq. 9    | 10          | 2048          |

TABLE V
CHARACTERISTICS OF THE PROPOSED TEST SCENARIOS.

Channel 4

We define Channel 4 as a longer-term channel, since its length \( \eta_i \) is large enough so that the computational cost of the Bayesian equalizer may be prohibitively high for real time applications. It is a mixed-phase channel, with 2048 states and a highly nonlinear boundary is required for its equalization. In equation 9, it is presented its coefficients and figure 8 shows the configuration of its channel states.

\[
\mathbf{h} = \begin{bmatrix}
0.0114693 & -0.0802852 & 0.2565113 & -0.4875893 \\
0.6008345 & -0.4947074 & 0.2725110 & -0.0972204 \\
0.0206233 & -0.0021290
\end{bmatrix}^T.
\]

A. Performance of the Methods

B. Channel 2 - Maximum-phase

Channel 2 represents a maximum-phase short scenario, with all its zeros outside the Unit Radius Circle. This channel has the same amount of states of Channel 1, but not linearly separable (check figure 7-(Channel 1)), implying that it is impossible for the Wiener Filter to achieve BER=0, even in a noiseless situation – it requires a nonlinear equalization boundary. For Channel 2, the SNR scenario will be SNR = [16dB, 13dB, 10dB, 7dB, 4dB, 1dB].

C. Channel 3 - Mixed-phase shorter-term

Channel 3 is a mixed-phase scenario, with 16 states. The equalization boundary required to perfectly separate is non-linear (see figure 7-(Channel 3)), and its zeros are located on the Unit Radius Circle, which makes the equalization task considerably more difficult than the past two scenarios. Channel 3 will be tested for a SNR scenario as follows: SNR = [16dB, 13dB, 10dB, 7dB, 4dB, 1dB].

D. Channel 4 - Mixed-Phase longer-longer

This scenario is of special interest since its features, the high amount of states and their topology, are expected to be challenging for the Wiener filter and will lead to a high computational cost for the Bayesian Equalizer. It is expected that the Decision Tree may stand out as a technique with satisfactory performance and acceptable computational cost, especially in online applications. The SNR scenario presented will be SNR = [70dB, 60dB, 50dB, 40dB, 30dB].

VII. RESULTS

A. Performance of the Methods

1) Channel 1: In the figure 9 and table VI are presented the results of the proposed equalizers to Channel 1.

Circle. For the equalization topology and delay chosen, this channel has linearly separable states (see figure 7-(Channel 1)), which is expected to present satisfactory results for all equalizers, including the Wiener Filter, as a linear technique. For this case, it is going to be tested a SNR scenario as follows: SNR = [13dB, 10dB, 7dB, 4dB, 1dB].

As can be seen in figure 8, for this scenario, there are several adjacent clusters of states with different classifications, implying that the equalizer decision boundary must be flexible enough to make the necessary folds.

A larger \( m \) may improve the performance of the equalizer when the channel response is longer, as more information may be required for the model to perform well. Despite of that, as mentioned in the section V, \( m = 2 \) is going to be constant for all test scenarios, for the sake of comparability between the analyzed methods.

This scenario is of special interest since its features, the high amount of states and their topology, are expected to be challenging for the Wiener filter and will lead to a high computational cost for the Bayesian Equalizer. It is expected that the Decision Tree may stand out as a technique with satisfactory performance and acceptable computational cost, especially in online applications. The SNR scenario presented will be SNR = [70dB, 60dB, 50dB, 40dB, 30dB].

VII. RESULTS

A. Performance of the Methods

1) Channel 1: In the figure 9 and table VI are presented the results of the proposed equalizers to Channel 1.
As expected, the Wiener Filter presents good results. The method approximated the Bayesian Equalizer, that, as previously mentioned, is the optimal finite memory method concerning the bit error rate (BER). The Decision Trees also present applicability, since approximated the Bayesian Results as well, especially concerning the high SNR scenarios.

For the noisier scenarios (7dB, 4dB and 1dB), the Wiener Filter outperformed the Decision Trees results, fact that can be explained due to the overfitting that affect the Decision Trees, as stated in the section IV-C. In a noisy scenario, the proposed Decision Tree tends to select a high amount of outliers at the expense of learning a general rule for separating the state clusters, loosing performance.

2) Channel 2: For Channel 2, the performance of the analysed equalizers can be seen in the figure 10 and table VII.

Since this scenario requires a nonlinear equalization boundary due to the states topology, as showed in figure 7-(channel 2), the linear Wiener filter presents poor performance, even for the least noisy scenario (16 dB).

On the other hand, the Decision Tree approximated the Bayesian Equalizer results. It is possible to notice the same tendency for both methods, and the characteristic loose of performance in the noisy scenarios due to the overfitting. One more time, the Wiener Filter outperformed the Decision Tree in the lowests SNR scenarios.

3) Channel 3: In figure 11 and table VIII are presented the results of the equalizers for the Channel 3.
As stated in the VI-C, Channel 3 is a difficult scenario to perfectly equalize, since its zeros are on the Unit Radius Circle, which implies in a intricate state topology (see figure 7-(channel 3)), requiring a nonlinear separation boundary for the chosen equalization delay. In this sense, as happens for Channel 2, the Wiener Filter linear equalization boundary is not well suitable for the present scenario. Its results were around BER=0.22 and BER=0.33, being outperformed in almost 315% more errors than the Decision Tree for the least noisy scenario (16dB).

Due to its lower noise immunity, the BER attained by the nonlinear methods for Channel 3 is considerably higher comparing to Channels 1 and 2. The Decision Tree presents poorer results than the Wiener Filter in the three lowests SNR values. The low noise immunity implies in a higher amount of outliers, increasing the effect of overfitting for the Decision Trees. Despite of this fact, it once more approximated the Bayesian Equalizer results for the higher SNR scenarios.

4) Channel 4: The channel presented here is of special interest, since it has ten coefficients (longer-term) and is of mixed phase. Finding techniques that perform well on difficult scenarios and still can be computed with relatively low computational cost is an interesting subject for real-time systems. In the figure 12 and table IX, we present the results for this scenario.

Analyzing the Wiener Equalizer performance, its unsuitability to this scenario is patent. Regardless of the low SNR, the method presented BER close to 0.5, the worst possible result. Once again, the performance can be explained by the fact that the linear equalizer can produce only linear decision boundaries while the problem requires a nonlinear boundary to classify the signal appropriately.

In the analysis of the proposed method – Decision Tree –, the results are quite reasonable. The Decision Tree approximated the optimal equalizer trend. As the noise increases, the gap between the performance of the Decision Tree and the Bayesian equalizer increases, but the Decision Tree has better results than those of the Wiener Filter for the the entire SNR range considered in the experiment.

### B. Decision Tree Computational Complexity

From the previous results indicating the good performance of the Decision Tree, it is important to evaluate the difference in computational cost between the tested algorithms, aiming to identify if computational advantages arise by employing one over the other. If it is the case, this information will allow us to understand the applicability of the Tree in online contexts.

Since the Decision Tree is a nonparametric method, whose decision structure is built after an optimization process that only uses examples from the presented data set (and some structural assumptions), for each set of samples – even considering the same channel and parameters –, a different tree can be developed, implying in a distinct computational cost for its execution. However, it is possible to define some hypotheses of correlation between the tree execution complexity and some aspects of the channel equalization problem.

Since it is likely that some parameters of the channel equalization problem – as channel length and state distribution – affect the computational complexity of the Decision Tree, it is necessary that different communication channels, with different characteristics, be evaluated. Hence, for these tests, the scenarios presented in section VII-A will be evaluated.

In this work, the decision tree maximum depth is going to be used as the evaluation cost criterion. The maximum depth consists on how many comparisons are needed to classify an input vector that travels the longest path within the model structure. Hence, it is possible to guarantee that any other samples presented to the Tree are calculated with less comparisons, implying a faster execution.

It is due to the decision tree model structure that the more fragmented the Tree decision boundary is – i.e. the more segmented the input space is – the more comparisons are necessary for its execution. This statement follows from the fact that a greater boundary segmentation implies on
The present paper results from the perspective of using Decision Trees to solve the problem of Communication Channel optimization algorithms in different channel and noise scenarios are required.

The Bayesian Equalizer computational cost is proportional to the number of channel states which, in turn, increases exponentially with the channel length and with the number of filter inputs, as discussed in section III-C. Therefore, the computational cost of the Bayesian Equalizer is related to the evaluation of 8 exponentials in Channels 1 and 2, 16 exponentials in Channel 3 and 2048 exponentials in Channel 4. In some cases, mainly for lower SNR values in shorter channels, the maximum number of comparisons of the tree is larger than the number of channel states. However, it is important to note that, especially for channel 4, the Decision Tree evaluation cost is considerably lower than the Bayesian Equalizer. In the worst case, the maximum number of comparisons for the tree was around 128.3 ± 1.0 calculations. When considering the Bayesian Equalizer equation (eq. 3), for the same scenario, its computational cost is dominated by the calculation of 2048 exponentials, which computation is individually already more expensive than a comparison.

Also, from the evolution of the most costly scenarios for each channel, it is possible to suggest that the maximum number of tree comparisons does not appear to be exponentially related to the order of the equalized communication channel – as it is the case for the Bayesian – since from channel 3 to channel 4 we increased 128 times the number of states, and only about three times more comparisons were required to evaluate the largest branch of the Tree. This phenomenon can be due to the Decision Tree topology: at each branch, it subdivides the input space into two, and so it is possible, concerning a linear depth, to analyze an exponential space of possibilities.

Concerning the Wiener Filter, it can be stated that this technique is computationally cheaper than both the Decision Tree and Bayesian Equalizer. Its evaluation is dominated by as many multiplications as the filter order. For the cases here presented, its evaluation is made after two multiplications and one sum, being the least expensive of all.

VIII. CONCLUSION

Analyzing the noise influence on the computational cost, it can be noticed that, as expected, the maximum tree depth becomes larger as the noise power increases. However, as also suggested, depending on the noise power and the arrangement of channel states, there may be a decrease in the Decision Tree cost with the noise increase. This is observed when calculating the evaluation cost for channel 4, with noise scenarios such as SNR = 70dB (less noisy), resulting in 167.9 ± 13.2 comparisons and SNR = 30dB (more noisy), resulting in 90.7 ± 8.4 comparisons. From the experiments, it is not possible to categorically state the cause for this phenomenon, assuming that it is due to a better adjustment of the optimization algorithm, resulting in less segmented decision regions given the higher noise power. For a safer statement concerning the reasons for this event, further study concerning the Decision Tree optimization algorithms in different channel and noise scenarios are required.

The present paper results from the perspective of using Decision Trees to solve the problem of Communication Channel...
Equalization. As proposed, it was thought that this technique could be an alternative to the optimal equalizer with lower computational cost, to be used in online systems.

To comparatively analyze the tree performance, the Wiener Filter was employed as a benchmark technique, with low computational cost and usable in online systems. A great advantage of it is the lack of prior knowledge of the channel coefficients, parameters that are difficult to estimate, specially for time-variant channels. For the presented channels and equalization delay, its performance was poor for the majority of the scenarios, except for Channel 1, which is suitable for its approach.

Another proposed comparison method was the Bayesian Equalizer. Being the optimal finite memory method concerning the bit error rate, it actually presented the best results for all tested SNRs scenarios. Acting as the theoretical lower limit for other techniques, the Bayesian Equalizer has two major disadvantages that prevent it from being used in practical scenarios: it has high computational complexity – non-polynomial – and also requires estimation of channel coefficients. As the channel has a longer temporal response, the number of calculations to be done for each output grows exponentially – see equation 3 – quickly becoming unfeasible.

The Decision Tree performance for the equalization problem can be considered quite satisfactory. Given the simplicity of training, low computational complexity and no prior knowledge of channel coefficients, its usage is quite appropriate for online systems. When it comes to performance, especially considering the higher SNR scenarios, its performance was encouraging. With results close to the Bayesian Equalizer – and far better than the Wiener filter –, the Decision Tree can be considered as a tool with potential for effective use. As for the scenarios with lower SNRs, the technique tends to overfitting and lose performance.

Especially considering the longer-term channel as test scenario, the Decision Tree exhibited excellent results. Channels like this are difficult to solve, especially in a real-time paradigm. As noted by the channel states, the complexity of the decision boundary topology that reasonably separates the states is highly nonlinear, leading the Wiener method to yield results very close to the worst possible. The fact that the Decision Tree performs considerably better than this technique – approaching the Bayesian Equalizer result – with low computational complexity shows an important advance in the search for long channel equalization methods.

Yet, it is important to notice that the computational complexity of the Decision Tree (as a channel equalizer) is somehow casuistic, but, apparently, there is no exponential relationship between the number of channel states, or equalizer inputs, and the number of comparisons required to evaluate the Tree – as it does for the Bayesian Equalizer. In order to confirm such assertion, further studies are needed. Nevertheless, the Monte Carlo simulations performed in the session VII-B indicate that the tree may approximate the optimal performance with reduced computational cost.
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