Generating Structured Adversarial Attacks Using Frank-Wolfe Method
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Abstract

White box adversarial perturbations are generated via iterative optimization algorithms most often by minimizing an adversarial loss on a $\ell_p$ neighborhood of the original image, the so-called distortion set. Constraining the adversarial search with different norms results in disparately structured adversarial examples. Here we explore several distortion sets with structure-enhancing algorithms. These new structures for adversarial examples might provide challenges for provable and empirical robust mechanisms. Because adversarial robustness is still an empirical field, defense mechanisms should also reasonably be evaluated against differently structured attacks. Besides, these structured adversarial perturbations may allow for larger distortions size than their $\ell_p$ counter-part while remaining imperceptible or perceptible as natural distortions of the image. We will demonstrate in this work that the proposed structured adversarial examples can significantly bring down the classification accuracy of adversarially trained classifiers while showing low $\ell_2$ distortion rate. For instance, on ImageNet dataset the structured attacks drop the accuracy of adversarial model to near zero with only 50% of $\ell_2$ distortion generated using white-box attacks like PGD. As a byproduct, our finding on structured adversarial examples can be used for adversarial regularization of models to make models more robust or improve their generalization performance on datasets which are structurally different.

1. Introduction

Adversarial examples are inputs to machine learning classifiers designed to cause the model to misclassify the input images. These samples are searched in the vicinity of some samples in the test set, and typically in their norm-ball neighborhoods, the so-called distortion set. When replacing every test set samples with their corresponding adversarial examples, the accuracy of standardly trained classifiers drops to zero in the inverse correlation with the considered norm-ball radius. Thus, the lack of robustness of classifiers to adversarial samples challenges the security of some real-world systems and pose questions regarding the generalizing properties of neural classifiers [46, 50].

Thus far, there have been some successful studies on defense strategies against adversarial examples, though most of the attack and defense mechanisms considered $\ell_p$ neighborhoods. In particular, existing approaches for learning adversarially robust networks include methods which are both empirically robust via adversarial training [23, 32, 41] and also certifiably robust with certified bounds [52, 42, 59] and randomized smoothing [8, 57]. Recently, there were some studies which outlined the inherent limitations of the $\ell_p$ balls [49, 47]. While some recent papers [55, 54] pointed out the benefits of other families of distortions sets, many classical norm families remained mostly unexplored in the adversarial setting. In this work we consider white-box adversarial attacks on neural networks. In the white-box framework, the model and the in place defenses are known to the attacker. Adversarial examples in this framework are typically crafted using optimization algorithms aiming to minimize constrained adversarial losses. In the black-box attacks the attacker can only make queries and observe the response of the model.

Although norms are equivalent in the image finite-dimensional space, the type of norm-ball influences the structure of the optimization algorithm iterations and the (local) minima to which they converge. As the studies on the robustness of neural model still remained empirical, it is hence necessary to explore the effect of particular structures in adversarial perturbation besides $\ell_p$ balls. For instance, Figure 1 shows that the perturbation generated by the proposed attack (FWnucl) is more structured and targeted to the main objective in the image. Relatedly, important security concerns can be raised when some empirical defense mech-
anisms are vulnerable to certain pattern in the adversarial examples. Thus, providing a catalog of many structured attacks would cause rapid development of robust machine learning algorithm due to an arms race between attack and defense mechanisms and can greatly expand the scope of adversarial defenses to new contexts. For instance in [4], it is shown many defense mechanisms can be broken by stronger attacks, while exhibiting robustness to the weaker attacks. Thus, finding more diverse attacks is important for evaluating defense strategies. In addition, as adversarial training uses attack methods as a form of regularization for training neural networks, the training process can be performed on the newly proposed adversaries to robustify models against discovered structured semantic perturbations. These sorts of training process can better flatten the curvature of decision boundaries which can be potentially an important parameter to improve generalization performance in non-adversarial setting [31].

In this work, we do not limit ourselves to the imperceptible regime of perturbation. Instead, we explore adversarial examples’ structure leading to possibly perceptible deformations that would yet be considered as non-suspicious alteration of the image. In particular, we consider the trace norm ball (the nuclear ball), which is the convex relaxation of rank-1 matrices. Qualitatively, adding perturbation in this distortion set leads to blurring effects on the original image. This blurring effect could be further localized in a controlled way to specific semantic areas in the image by considering the group-nuclear ball distortion set, where the groups are defined on the specific semantic area of interest.

In the sequel, for the sake of simplicity of the presentation we focus on untargeted adversarial examples. Our approach is to use an auxiliary optimization problem to craft the adversarial perturbations. The optimization problem to generate untargeted adversarial attack for the original sample $x^{ori}$ is formulated by

$$
\begin{align*}
\text{minimize} \quad & L(x) = -L(f(x), y) \\
\text{subject to} \quad & ||x - x^{ori}|| \leq \epsilon
\end{align*}
$$

where $L$ is an adversarial loss (e.g., cross entropy loss), $f$ is the neural classifier and $y$ is the label of the original sample $x^{ori}$. In this formulation, $\epsilon$ constrains the perturbation magnitude in particular norms.

**Related Work.** Several recent research studies question the underlying reason for considering $\ell_p$ neighborhood as distortion sets and propose alternative adversarial models. For instance, [49] suggest that $\ell_p$ norms are neither the right metric for perceptually nor even content-preserving adversarial examples. In [47] a behavioral study is conducted which shows that $\ell_p$ norms and some other metrics do not align with the human perception.

There are some recent works which consider adversarial perturbations beyond the $\ell_p$ distortion sets. In [13] it is shown that simple rotation and translation can create efficient adversarial examples. [55] consider group-lasso distortion sets which are optimized based on methods like ADMM. [38] generate adversarial examples based on the geometry and physical rendering of the image. They notably suggest that large pixel perturbations can be realistic if the perturbation is conducted in the physical parameter space (e.g., lighting). [54] recently argue that robustness to Wasserstein perturbations of the original image is essentially an invariant
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Figure 1: The images correspond to two types of targeted attacks. Projected Gradient Descent (PGD) solve (1) constrained by a $\ell_\infty$ ball while FWnucl solves (1) constrained with a nuclear ball. The type of adversarial perturbations differs significantly in structure.

Regarding with generating the white-box adversarial samples, the radius of the convex balls is often considered sufficiently small to ensure that the added perturbations to the original samples are imperceptible. This imperceptibility requirement is pervasive in the literature, although it is not the only studied regime for adversarial examples [22]. Arguably, the imperceptibility of the distortion does not play a crucial role in crafting adversaries, in particular when the ideal level of imperceptibility is aligned with the human perception in the sense that the perturbed image is labeled as the original image for a human observer. In fact, the imperceptible deformation regime of non-robust classifiers has received much attention because it highlights the gap between human perception and the processing done by machine learning systems to classify non-perceptible class of perturbed samples [22].
that should typically exist in classifiers. Recently, [53] investigate learning perturbation sets without optimization based approaches and via applying conditional generative models.

There exists some methods which solve the adversarial optimization problem on specific subspaces, which might lead to specifically structured adversarial examples. While a random subspace [56] does not necessarily induce specific perturbation structure, projection on low-frequency domain [25] or onto the subspace generated by the top few singular vectors of the image [58, §3.4] will induce structured adversarial examples. These approaches are leveraged to reduce the search space of adversarial perturbation for more efficient computational complexity. Finally, one can consider the problem of adversarial attack generation as an image processing task. A recent trend to various types of such algorithms are for instance conditional or unconditional generative models, style transfer algorithms, or image translation algorithms [44, 21, 45, 39].

In this paper we particularly apply Frank-Wolfe methods to solve adversarial optimization problem. These algorithms have shown a recent revival in constrained optimization problems for machine learning, where their success is notably due to their low cost computational cost per iterations [27]. It is known that Frank-Wolfe method exhibits linear convergence on polytopes [24, 17, 18, 33, 34], on strongly convex set [37, 10, 12, 19] or uniformly convex sets [29]. Frank-Wolfe algorithm has been extensively studied in convex setting for large scale nuclear norm regularization [28, 36, 48, 26, 11, 1, 20]. Furthermore, many variations of Frank-Wolfe method exist [16, 7] that leverage the facial properties to preserve structured solutions for non-polytop or strongly convex domains. A closer approach to this work is [6], where the authors apply zero-order Frank-Wolfe algorithm for solving adversarial problems in the black-box setting.

**Contribution.** Currently the defense techniques and in particular the mechanisms which provide theoretical guaranties are designed for non-structured norms while structured norms are largely overlooked in literature. This shortcoming may render previous defense algorithms less appealing when exposed to structured adversaries. We study some families of structured norms in the adversarial example setting. This is a pretense to more generally motivate the relevance of structured norms in the adversarial example setting, projection on low-frequency domain [25] or onto the subspace generated by the top few singular vectors of the image [58, §3.4] will induce structured adversarial examples. These approaches are leveraged to reduce the search space of adversarial perturbation for more efficient computational complexity. Finally, one can consider the problem of adversarial attack generation as an image processing task. A recent trend to various types of such algorithms are for instance conditional or unconditional generative models, style transfer algorithms, or image translation algorithms [44, 21, 45, 39].

In this paper we particularly apply Frank-Wolfe methods to solve adversarial optimization problem. These algorithms have shown a recent revival in constrained optimization problems for machine learning, where their success is notably due to their low cost computational cost per iterations [27]. It is known that Frank-Wolfe method exhibits linear convergence on polytopes [24, 17, 18, 33, 34], on strongly convex set [37, 10, 12, 19] or uniformly convex sets [29]. Frank-Wolfe algorithm has been extensively studied in convex setting for large scale nuclear norm regularization [28, 36, 48, 26, 11, 1, 20]. Furthermore, many variations of Frank-Wolfe method exist [16, 7] that leverage the facial properties to preserve structured solutions for non-polytop or strongly convex domains. A closer approach to this work is [6], where the authors apply zero-order Frank-Wolfe algorithm for solving adversarial problems in the black-box setting.

The iterations of conditional gradient algorithms are then constructed as a (sparse) convex combination of the solutions to (2). These solution points can always be chosen as the vertices of $\mathcal{C}$. Hence, the specific structure of the solutions of the LMO is applied in the early iterations of optimization problem. In the following section we provide the mathematical formulation of optimization problem.

**2.1. Low-rank perturbation**

We let $\| \cdot \|_{S_1}$ denote the nuclear norm which is the sum of the matrix singular value, a.k.a. the trace norm or the 1-Schatten norm. The nuclear norm has been classically used to find low-rank solutions of convex optimization problems [14, 3] such as matrix completion. Here, we propose to simply consider nuclear balls as distortion sets when searching for adversarial examples in problem (1). We later explain the various potential benefits of using this structural distortion set. To our knowledge, the low-rank structure is leveraged in different aspects of some defense techniques [58] but it has never been acquired to craft adversarial attacks. As an empirical defense mechanism, [35] add a penalization in the training loss to enhance the low-rank structure of the convolutional layer filters. [58] notably propose a pre-processing of the classifier outputs, which randomly removes some input pixels and further reconstructs it via matrix completion for denoising purposes.
More formally, with nuclear ball as a distortion set, the adversarial optimization problem is defined as

$$\arg\min_{\|x-x^\epsilon\|_1 \leq \epsilon} \mathcal{L}(x) = -L(f(x), y).$$  \hspace{1cm} (3)

This formulation is a particular example of the family of $p$-Schatten norms $\| \cdot \|_p$, i.e., the $p$-norm of the singular value vector with $p = 1$. These structured norms lead to differently structured adversarial examples. Given the lack of explicit mathematical translation across norms, this adversarial examples may end up to defeat certified approaches in terms of $\epsilon_p$ neighborhoods. At this point, we solve the adversarial problem (3) in the framework of conditional gradient methods. The analytical solution of LMO (2) for a nuclear ball of radius $\rho$ is given by

$$\text{LMO}_{\| \cdot \|_p}(M) \triangleq \rho U_1 V_1^T,$$  \hspace{1cm} (4)

where $U_1, V_1$ are the first columns of matrices $U$ and $V$ in the SVD decomposition of matrix $M$ given by $USV^T$. For $q$-Schatten norm (with $q > 1$) the LMO has also a closed form solution involving the full singular decomposition (see e.g., [19, Lemma 7]). Solving LMO involves computing the right and left singular vectors $U_1$ and $V_1$ which are associated to the largest singular value $\rho$. Lanczos algorithm can be used to calculate singular vectors corresponding to largest singular value, where the solution is found using the Krylov subspace formed by the columns of matrix $M$. This demonstrates the computational efficiency of Frank-Wolfe methods as apposed to the other optimization approaches such as projected gradient descent, which requires the full SVD computation in each iteration. Qualitatively, adversarial perturbations in nuclear norm add blurring effect to the original images, as for instance is depicted in Figure 2. Thus, this can potentially pose a risk in some security scenarios, when such perturbations could be perceived as simple alterations of the image rather than a malware deformation of it, e.g., see [22] for real-world scenarios.

2.2. Group constraints

In this section we demonstrate how to leverage weighted group norms in order to localize the low-rank perturbations. Group-norms are defined by a partition of the pixels’ coordinates into groups. For instance, such a partition can be adapted from a segmentation of the sample image. These group-norms are a combination of two norms: a local one applied on vectors formed by each group of pixel values, and a global one applied on the vectors of the norms of all the groups. Here, we consider the nuclear norm as the local norm and the global $\ell_1$ norm to induce sparsity at the group level. Considering such norms provides some tools to substantially control the perturbations restricted to desirable parts to craft adversarial perturbed images.

![Figure 2: For a test image of CIFAR-10, we computed the various adversarial examples stemming from solving (1) on the nuclear ball with Frank-Wolfe algorithm. From left to right: original image, adversarial example with a nuclear radius of $\epsilon_{s1} = 5, 10, 20, 30$. Note that the adversarial examples are already miss-classified with $\epsilon_{s1} = 3$; here we increase the radius purposely to observe the perturbation on the initial image.](image)

**Nuclear Group Norm.** Let $G$ be an ensemble of groups of pixels’ coordinates of the tensor image of $(c, h, w)$, where each element $g \in G$ is a set of pixel coordinates. Then for $x \in \mathbb{R}^{c \times h \times w}$ we define $G$-nuclear group-norm as

$$\|x\|_{g,1,p} = \|x[g]\|_{\ell(1),g \in G} \|p,$$  \hspace{1cm} (5)

with $p \in [1, \infty] \cup \{\infty\}$ (see for instance [51]). When $G$ is a partition of the pixels, $\| \cdot \|_{g,1,\ell(1)}$ is a norm. The nuclear group-norm allows to localize the blurring effect of the nuclear norm. Indeed, the LMO of $G$-nuclear group-norm is given by

$$\text{LMO}_{\| \cdot \|_{g,1,\ell(1)}}(M) \triangleq \begin{cases} \rho U_1^{(g)} (V_1^{(g)})^T \\ 0 \end{cases},$$  \hspace{1cm} (6)

where $g^* = \arg\max_{g \in G} \|M[g]\|_{\ell(1)}$ and the singular value decomposition of $M[g]$ for each group $g$ is given by $U^{(g)} S^{(g)} (V^{(g)})^T$. When solving (1) with such norms, each iteration of the conditional gradient will add to the adversarial perturbation a vertex of the form described by (6), i.e. a matrix of rank-one on the rectangle defined by the group of pixels in $g \in G$. Note that the only modification for the approximate solution of group nuclear ball versus nuclear ball is the solution to LMO problem, and the rest of conditional gradient method for both of the distortion sets is similar.

**Different Distortion Radius per Group.** When perturbing an image, modification in the pixel regions with high variance are typically harder to perceive than pixel modification in low variance regions. This knowledge was leveraged in [40] or in the $\sigma$-map of [9, §2.2.] to craft more imperceptible adversaries. Weighted nuclear group norms allow to search adversarial perturbations with different distortion radius across the image. With some $w_g > 0$, the weighted
nuclear group norm is defined as
\[ \|x\|_{g,1,S(1),w} = \sum_{g \in G} w_g \|x[g]\|_{S(1)}, \] (7)
and the LMO for weighted nuclear group-norm is then obtained as
\[
\text{LMO}_{\|x\|_{g,1,S(1),w}}(M) = \begin{cases} 
\frac{1}{w_g} \left( T^* \right)^T \left( V^* \right)^T & \text{on group of pixels } g^* \\
0 & \text{otherwise}
\end{cases}
\] (8)

where \( g^* = \arg \max_{g \in G} \frac{1}{w_g} \|M[g]\|_{S(1)} \) and the singular value decomposition of \( M[g] \) for each group \( g \) is given by \( U(\gamma) S(\gamma) (V(\gamma))^T \). In particular, this means that the solution corresponding to the group associated with \( g \) have a nuclear radius of \( \frac{1}{w_g} \) and the weights \( w_g \) which allows to control the distortion in each group of pixels. The weights can be customized by the attacker to impose perturbation in desirable regions of the image. For instance, the weights can be chosen in inverse correlation with the variance of pixel regions to make the perturbations more targeted.

3. Structure Enhancing Algorithm for Adversarial Examples

We apply Frank-Wolfe algorithms [15], a.k.a. conditional gradient algorithms [37], for problem (1). Given the conditional gradient optimization framework, the algorithm 1 can iteratively find the adversarial perturbation to fool the network. For specific constraint structures such as the distortion set introduced earlier, conditional gradient algorithms naturally trades off between the convergence accuracy and the structured solutions in the early iterations.

**Algorithm 1** Vanilla Frank-Wolfe

**Input:** Original image \( x_0 \)

for \( t = 0, \cdots, T \) do

\( s_t = \text{LMO}_C \left( - \nabla L(x_t) \right) \),
\( \gamma_t = \text{LineSearch}(x_t, s_t - x_t) \)
\( x_{t+1} = (1 - \gamma_t)x_t + \gamma ts_t \)

end for

For almost all the distortion sets which we consider in this work, LMO has a closed form solution. Note that the LMO has a low computational requirement as opposed to the projection based approaches. In particular, LMO requires only to compute the first singular vectors, while comparably projection steps demand the full SVD matrix to find the solution in each iteration. Provided the upper-bound for the Lipschitz constant \( L \) of the adversarial loss is known, we apply the short step size \( \gamma_t = \text{clip}_{[0,1]} (\langle -\nabla f(x_t), s_t - x_t \rangle / L ||s_t - x_t||^2) \) for the optimization method. This is the only parameters that should be tuned in the algorithm, which makes the method more versatile to many models as compared to attacks which require hyperparameter tuning such as CW attacks [5].

It is well-known that for non-convex, objective functions e.g. the adversarial losses, injecting noise might be useful to escape from local optimums. This noise could be added either via random starts or via randomized block-coordinate methods. Under some additional conditions, [30] propose a version of Frank-Wolfe that solves linear minimization oracles on random subsets of the constraint sets. Here we consider subsuming the image channels, i.e., \( \|x\|_{\text{color},S_1} = \sum_{c=1}^3 \|x_c\|_{S_1} \) where \( x_c \) is one of the image channels. Note that we did not impose the box constraints which demonstrate that the values of image elements should be inside the interval \([0,1]^d\). To impose this restriction, we clamp the last iteration of optimization process to satisfy box constraints. Although this approach does not guarantee the convergence to a saddle point but removes the need to compute the LMO over the intersection of two sets, which is non-trivial.

4. Numerical Experiments

This section aims at evaluating the adversarial accuracy of adversarial examples using Frank-Wolfe algorithms to the adversarial problem (1) with nuclear balls as distortion sets, which we refer as FWnuc. The complementary results for Frank-Wolfe with group norms and random initialization are provided in appendix.

**Experiments Goal.** We tested FWnuc white-box attack against two baselines of defenses for untargeted attacks. The first is [41], the state-of-the-art defense against white-box attacks. It uses the training images augmented with adversarial perturbations to train the network. The second one [58] leverages matrix estimation techniques as a pre-processing step; each image is altered by randomly masking various proportions of the image pixels and then reconstructed using matrix estimation by nuclear norm. For a given training image, this approach produces a group of images that are used during training, see [58, §2.3.] for more details. This provides a non-differentiable defense technique, i.e. a method that cannot be straightforwardly optimized via back-propagation algorithms, and was reported to be robust against methods in [2] by circumventing the obfuscated gradients defenses. Qualitatively it leverages a structural difference between the low-rank structure of natural images and the adversarial perturbations that are not specifically designed to share the same structures. We also evaluate our method against provably robust model trained with randomized smoothing [8]. In the randomized smoothing, a provably robust classifier is derived from the convolution of base classifier with the isotropic.
Gaussian distribution of variance \( \sigma^2 \). This approach provides provable certified bounds in \( L_2 \) norm for the smoothed classifier. We show that the structured attacks can bring down the accuracy of model to the certified accuracy in almost all the smoothed models. Overall, a key motivation of our experiments is to propose adversarial examples with specific structures, serving at least as a sanity check for defense approaches.

**Experiment Settings.** We assess the accuracy of networks in different scenarios over MNIST and CIFAR-10 testsets. For ImageNet we randomly selected 4000 from the ImageNet validation set that are correctly classified. For defense evaluation, for MNIST we use the LeNet model with two convolutional layers similar to [41] and SmallCNN with four convolutional layers followed by three fully connected layers as in [5]. For CIFAR-10 dataset we use ResNet-18 and its wide version WideResNet and ResNet-50. For the ImageNet dataset we use ResNet-50 architecture.

We report the adversarial accuracy of FWNucl along with those of classical attack methods like Fast Gradient Sign Method (FGSM) [23], and Projected Gradient Descent (PGD) [41] to solve adversarial problem (1) using \( \ell_p \) ball as the distortion set. FGSM generates adversarial examples with a single gradient step, while PGD is a more powerful adversary that performs a multi-step variant of FGSM. For each technique, in Table 1 we report accuracy as the percentage of adversarial examples that are classified correctly. We repeated the experiments several times to insure the results are general. These numerical experiments demonstrate that the attack success rates for FWNucl are comparable to the classical ones in an imperceptibility regime while also retaining specific structures in the perturbation. Note that FGSM for ME-Net provides better success rate (lower adversarial accuracy) compared to PGD which is the result of gradient masking generated by ME-Net over MNIST dataset.

Table 1 also shows that FWNucl with \( \epsilon = 3 \) significantly performs better than other attacks. We attribute this difference to the fact that FWNucl has tendency to induce low-rank solutions, leading in global structures perturbation in images without any \( \ell_p \) norm restrictions. This key characteristic of FWNucl makes it orthogonal to the existing adversarial attacks. FWNucl is specifically designed to iterate over solutions that lie on low-dimensional faces of the feasible set, as low-dimensional faces of the feasible region contain desirable well-structured low-rank matrices. In Table 2 we provided the adversarial accuracy for standardly and adversarially trained models over ImageNet dataset. The results show that the attacks created by PGD show at least 50% increase in \( \ell_2 \) norm distortion compared with FWNucl. Note that enlarging the radius of norm ball for PGD attack significantly increases the distortion while for FWNucl the increase in distortion rate is not fierce per increasing the nuclear ball radius. It confirms our earlier intuition that FWNucl is designed to selectively add distortion to pixels.
Table 2: ImageNet extensive white-box attack results on 4000 randomly selected images. FWnucl and PGD runs for 100 iterations. We reproduce Madry defense in $\ell_\infty$ norm with $\epsilon = 8/255$. In the table we report accuracy (Acc) versus the average of generated $\ell_2$ distortion for each attack.

| Network      | Training Model | Clean $\epsilon_S1 = 1$ | FWnucl $\epsilon_S1 = 3$ | PGD $\epsilon = 2/255$ | $\epsilon = 4/255$ | $\epsilon = 8/255$ |
|--------------|----------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|              |                | $\ell_2$ | Acc  | $\ell_2$ | Acc  | $\ell_2$ | Acc  | $\ell_2$ | Acc  | $\ell_2$ | Acc  |
| ResNet-50    | Standard       | 80.55 | 19.67 | 1.69 | 1.27 | 0.17 | 1.68 | 0.2 | 2.53 | 0.0 | 4.55 | 0.0 | 8.53 |
|              | Madry          | 50.02 | 38.3 | 1.45 | 16.8 | 3.82 | 6.62 | 5.80 | 42.07 | 2.97 | 34.52 | 5.90 | 18.9 | 11.69 |

Table 3: Comparison of the white-box attacks for CIFAR-10 on ResNet-18 adversarially trained. PGD, on the $\ell_\infty$ ball, and FGSM have a total perturbation scale of 8/255 (0.031), and step size 2/255(0.01). FWnucl $20^*$: FWnucl with $\epsilon_S1 = 1$. FWnucl $20^+$: FWnucl with $\epsilon_S1 = 3$.

| Attack       | ResNet-18 Mean $\ell_2$ | Mean $\|\cdot\|_S1$ | ResNet-50 Mean $\ell_2$ | Mean $\|\cdot\|_S1$ |
|--------------|-------------------------|----------------------|-------------------------|----------------------|
| FWnucl $20^*$ | 1.38 | 0.91 | 1.31 | 0.91 |
| FWnucl $20^+$ | 3.37 | 2.72 | 3.00 | 2.65 |
| PGD 20       | 1.68 | 3.88 | 1.66 | 3.89 |
| FGSM         | 1.73 | 4.04 | 1.73 | 4.10 |

which are important for the label predictions. For adversarially trained model, the robust accuracy for FWnucl is significantly lower that the counterparts from PGD. It indicates that FWnucl generate patterns that the robust models may not be robust to them. In Table 3 we report the mean $\ell_2$, and nuclear norms of the adversarial noise over all attacks in Table 1 for the CIFAR-10 dataset (see the Appendix for MNIST dataset).

Our method with $\epsilon_S1 = 1$ generates perturbations with almost $7x$ and $10x$ lower $\ell_2$ norm for the MNIST dataset. Interestingly, the adversarial examples for FWnucl show significantly lower nuclear norm.

Figure 3 summarizes the results for FWnucl with varying $\epsilon_S1$ for standard and robust model on CIFAR-10. The figure shows FWnucl algorithm noticeably drops the accuracy rate by increasing the radius $\epsilon_S1$. The performance of different FWnucl methods is slightly different, as the higher number of FWnucl steps may gain better performance.

**Imperceptibility nuclear threshold.** We illustrate in Figure 4 some adversarial examples generated by FWnucl, for three different values of epsilon. The imperceptibility threshold exclusively depends on the dataset. On CIFAR-10, we qualitatively observed that with $\epsilon_S1 = 1$, all adversarial examples are perceptually identical to the original images. Also as the dataset becomes more complex, the tolerance of imperceptibility to nuclear ball radius values $\epsilon_S1$ increases;

Figure 3: Accuracy of standard model (left) and robust model of Madry (right) on ResNet-18 for CIFAR-10, versus the nuclear ball radius when varying the number of steps.

Figure 4: FWnucl adversarial examples for the CIFAR-10 dataset for different radii. The fooling label is shown on the image.

on ImageNet we realized the imperceptibility threshold is $\epsilon_S1 = 10$.

In Figure 5, we observe that the perturbations are particularly congregated around important regions (i.e., body, head), although there is not a universal configuration to detect specific features that are the most important for the network. While the noise generated by PGD attack exhibits abrupt changes in pixel intensities (see Figure 1), the perturbation from FW has a continuous variations in pixel values. It is seen from the same figure that the conventional $\ell_p$ norm constrained methods e.g., FGSM, PGD do not encourage
any structure and tends to generate perturbations even for pixels which might not be crucial for the label predictions, e.g., the background. However FWnucl only focuses on important regions of the image which might induce dramatic shift in the predictions. The FWnucl significantly reduces the number of perturbed elements in the image. For instance, the number of non-zero pixel coordinates for PGD and FGSM on ImageNet is respectively almost $11$ and $14$ larger than the number of non-zero pixel intensities for FWnucl with $\epsilon_{S_1} = 1$. In Figure 6 we display the adversarial images and the corresponding perturbation generated by the nuclear norm versus group nuclear norm $\| \cdot \|_{S_1}$, where the weights $w$ are calculated based on local variance of each group. The figures show that Group-FWnucl create perturbations which are more targeted and are localized to groups of pixels around the objective which are important for the classifier to make the prediction. It is important to characterize the type of deformation that arise with radii above the imperceptibility threshold as the imperceptibility regimes are not the only existing scenario for generating adversarial examples. In particular accuracy of robust networks quickly drop to zero in the regimes above the perceptibly regions, see Figure 3 and appendix for adversarial accuracy with $\epsilon_{S_1}$. In the nuclear ball case, as the radius $\epsilon_{S_1}$ of the nuclear ball increases, the perturbation becomes perceptible with a blurring effect. Structure in the adversarial examples can be leveraged to create specific perceptible deformation effects that look natural to humans.

Table 4: Evaluation of FWnucl against certifiably robust classifiers trained by randomized smoothing over CIFAR-10 dataset. Certified (accuracy) denotes the certifiable accuracy of smoothed classifier [8]. Adversarial (accuracy) is the accuracy under FWnucl attack with the perturbations specified in the table.

|                | Certified | $l_2$ radius | 0.25 | 0.5 | 0.75 |
|----------------|-----------|--------------|------|-----|------|
| FWnucl $l_{S_1}$ radius |           | 0.25          | 0.5  | 0.75 |
| Certified      | ResNet-18 | 52.26         | 39.94| 27.49|
| Adversarial    | ResNet-18 | 48.66         | 38.37| 28.28|
| Certified      | WideResNet | 55.9          | 28.97| 16.83|
| Adversarial    | WideResNet | 53.89         | 41.65| 30.75|
| Certified      | ResNet-50 | 50.04         | 37.11| 24.77|
| Adversarial    | ResNet-50 | 49.77         | 38.38| 27.95|

Provably robust models with certifiable bounds We also evaluate the performance of the proposed adversary against the robust models with provable certified bounds. Table 4 shows that the accuracy of certified classifiers trained with randomized smoothing with standard deviation $\sigma = 0.5$. The results show that FWnucl can bring down the accuracy of the certifiably robust classifier up to the certified accuracy provided by provable defense methods for ResNet-18 and ResNet-50 models. It is also observed that there is a gap between the certified and adversarial accuracy for WideResNet model.
5. Conclusion

We consider adversarial attacks beyond $\ell_p$ distortion set. Our proposed structured attacks allow an attacker to design imperceptible adversarial examples with specific characteristics, like localized bluriness. Furthermore, in the imperceptible regime, some defensive techniques may rely on a lack of certain structured patterns in the adversarial perturbations. Evaluating robustness against various structured adversarial examples then seems to be a reasonable defense sanity check. Our method is a competitor to the methods designed to craft sparse and targeted perturbations while maintaining success rates similar to powerful attacks like PGD.
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