Multivariate fluctuation relations for currents

Pierre Gaspard

Center for Nonlinear Phenomena and Complex Systems—Department of Physics, Université Libre de Bruxelles, Code Postal 231, Campus Plaine, B-1050 Brussels, Belgium
E-mail: gaspard@ulb.ac.be

New Journal of Physics 15 (2013) 115014 (37pp)
Received 26 July 2013
Published 21 November 2013
Online at http://www.njp.org/
doi:10.1088/1367-2630/15/11/115014

Abstract. This paper is devoted to multivariate fluctuation relations for all the currents flowing across an open system in contact with several reservoirs at different temperatures and chemical potentials, or driven by time-independent external mechanical forces. After some transient behavior, the open system is supposed to reach a nonequilibrium steady state that is controlled by the thermodynamic and mechanical forces, called the affinities. The time-reversal symmetry of the underlying Hamiltonian dynamics implies symmetry relations among the statistical properties of the fluctuating currents, depending on the values of the affinities. These multivariate fluctuation relations are not only compatible with the second law of thermodynamics, but they also imply remarkable relations between the linear or nonlinear response coefficients and the cumulants of the fluctuating currents. These relations include the Onsager and Casimir reciprocity relations, as well as their generalizations beyond linear response. Methods to deduce multivariate fluctuation relations are presented for classical, stochastic and quantum systems. In this way, multivariate fluctuation relations are obtained for energy or particle transport in the effusion of an ideal gas, heat transport in Hamiltonian systems coupled by Langevin stochastic forces to heat reservoirs, driven Brownian motion of an electrically charged particle subjected to an external magnetic field, and quantum electron transport in multi-terminal mesoscopic circuits where the link to the scattering approach is established.
1. Introduction

If driving systems out of equilibrium requires free energy supply, controlling their dynamics is based on the distribution of this supply into separate channels and the transduction of free energy between its different forms: chemical, electrical, mechanical or else. During recent decades, this preoccupation has shifted from the macroscale down to micro- and nanometric systems such as Brownian particles driven in optical traps [1–3], self-propelled Janus particles [4, 5], enzymes and biomolecular motors [6–12], molecular machines [13, 14], catalytic particles [15] or semiconducting electronic circuits [16–19]. These small systems are in contact with heat, chemical or electrical reservoirs. They may be driven away from equilibrium by external...
mechanical forces, or thermodynamic forces given by differences in temperature or chemical potentials between several reservoirs in contact with the small system. The reservoirs are supposed to be large enough for their thermodynamic conditions to remain constant in time. All these possible driving parameters are called the affinities and they induce heat or particle currents flowing across the system [20–24]. In the case of chemical reactions, the currents are defined by the fluxes of molecules transforming from reactants into products under the drive of the chemical affinities.

For nonequilibrium systems close to equilibrium, the currents are proportional to the affinities by the linear response coefficients, which obey the Onsager–Casimir reciprocity relations as the consequence of microreversibility, as well as the Green–Kubo formulae [24–27]. Since the 1950s, such results have been extended to the nonlinear response properties [28–33]. Remarkable relationships have been discovered by Bochkov and Kuzovlev for closed and open systems ruled by time-reversal symmetric Hamiltonian dynamics and driven out of equilibrium by mechanical forces [30–32]. More recently, close connections with non-equilibrium thermodynamics and the second law have been established thanks to the so-called fluctuation relations [34–47]. Such relations were first obtained for a unique fluctuating variable globally characterizing the nonequilibrium driving of the system. In this context, an important issue is that systems are driven out of equilibrium not only by mechanical forces, but also by chemical or thermal affinities, which are of statistical origin. These latter affinities, which are very common in natural phenomena, are induced by coupling the system of interest with several reservoirs at different chemical potentials or temperatures. Indeed, a system in contact with a single reservoir could not be driven out of equilibrium without mechanical forces. In the case of molecular motors, the chemical affinities are due to differences of free energies between reactants and products mixed together at specific concentrations in the solution surrounding the motor. The description of these systems should combine very different formulations to take into account, on the one hand, the mechanical forces and, on the other hand, the chemical affinities of statistical origin. Nevertheless, the challenge can be overcome and multivariate fluctuation relations have been proved for nonequilibrium systems driven by chemical or thermal affinities and performing free energy transduction [48–56].

In this direction, many questions remain open about systems driven in nonequilibrium steady states by combined mechanical, chemical, electrical or thermal affinities, especially, if they are moreover subjected to an external magnetic field. Such systems are the stage of thermoelectric, galvanomagnetic or thermomagnetic effects, which have been investigated mainly in linear regimes for lack of general methods beyond. Furthermore, fundamental questions arise concerning the origins of thermodynamic time asymmetry in such systems, because it is still unclear at which level the time-reversal symmetry is broken in the description of nonequilibrium processes.

The purpose of the present paper is to address these issues from the unifying viewpoint provided by the multivariate fluctuation relations and their consequences exposed in section 2. For this purpose, methods are developed in order to establish multivariate fluctuation relations in different kinds of classical, stochastic and quantum systems. A key issue is to define the affinities of nonmechanical origins. In this regard, several reservoirs should be coupled to the system and the nonmechanical affinities can thus be defined with respect to a reference reservoir.

For the effusion process of an ideal gas through a small hole in a thin wall separating two reservoirs, a multivariate fluctuation relation is here deduced in section 3 directly from the underlying Hamiltonian dynamics. This deduction shows that such relations hold because of
time-reversal symmetry breaking at the statistical level of description, but without requiring the approximations at the basis of Markovian master equations.

Nevertheless, many natural processes such as driven Brownian motion or Hamiltonian systems in contact with heat baths by Langevin forces are very well described in terms of stochastic processes. For such systems, multivariate fluctuation relations are here established thanks to the method of the time-evolution operator that is modified to include parameters counting heat and particle transports \([40, 57]\). In section 4, the modification is carried out by using the path-integral theory of Machlup and Onsager \([58]\) and a multivariate fluctuation relation is proved for all the heat currents flowing between the heat baths across an arbitrary Hamiltonian system. In section 5, this method is extended and a multivariate fluctuation relation is obtained for driven Brownian motion in an external magnetic field, allowing us to consider galvanomagnetic effects in nonlinear regimes.

Remarkably, multivariate fluctuation relations can also be established in the same unifying framework for open quantum systems in nonequilibrium steady states and subjected to an external magnetic field. In the case of quantum electron transport in multi-terminal circuits, it is here shown that the two-time measurement set up \([59, 60]\) is closely related to Landauer’s scattering approach \([61–63]\). In particular, the cumulant generating function of the full counting statistics obtained in the two-time measurement set up is here shown to be equivalently given by the Levitov–Lesovik formula \([64]\) also in the presence of an external magnetic field. For these quantum systems, the multivariate fluctuation relation is directly deduced from the time-reversal symmetry of the scattering matrix.

In this way, different kinds of open systems driven in nonequilibrium steady states by either mechanical and nonmechanical affinities are here shown to obey multivariate fluctuation relations as the consequence of microreversibility. Therefore, the Onsager–Casimir reciprocity relations and Green–Kubo formulæ can be generalized from the linear to the nonlinear response properties, as explained section 2. In the presence of an external magnetic field, these properties concern the galvanomagnetic and thermomagnetic effects in nonlinear regimes. Conclusions are drawn in section 7.

2. Generalities about multivariate fluctuation relations

2.1. The multivariate fluctuation relation

An open system in contact with several reservoirs at different temperatures and chemical potentials is crossed by heat and particle currents (see figure 1). The system is at equilibrium if the temperature and the chemical potentials are uniform in all the reservoirs. Otherwise, the global system is out of equilibrium and a nonequilibrium steady state may establish itself after some transient behavior. At the macroscale, the steady state is characterized by the average values of the currents across the open system. These currents depend on the thermodynamic forces or affinities \(A\) including

\[
\begin{align*}
\text{the thermal affinities:} & \quad A_{j0} = \frac{1}{k_B T_r} - \frac{1}{k_B T_j}, \\
\text{the chemical affinities:} & \quad A_{jp} = \frac{\mu_{jp}}{k_B T_j} - \frac{\mu_{rp}}{k_B T_r},
\end{align*}
\]

between the reservoirs \(j = 1, 2, \ldots, r - 1\) at the temperatures \(\{T_j\}\) and the chemical potentials \(\{\mu_{jp}\}\) for the different particle species \(p = 1, 2, \ldots, s\), and the reference reservoir \(j = r\)
Figure 1. Schematic representation of (a) an open system $S$ in contact with four reservoirs; (b) two interacting open systems $S_1$ and $S_2$, each in contact with two reservoirs. If $s$ particle species are transported between every reservoir besides energy, the system (a) is controlled by $d = 3s + 3$ affinities and the system (b) by $d = 2s + 3$ affinities.

$k_B$ is Boltzmann’s constant. The nonequilibrium conditions are thus fixed by $d = (s + 1)(r - 1)$ different affinities in a globally coupled system such as the one in figure 1(a). If the system is composed of $c$ channels where the $s$ particle species are separately conserved and if the channels interact with each other so that the total energy is globally conserved as in figure 1(b), there are $c$ different reference chemical potentials for each one of the $s$ species but a unique reference temperature, so that the nonequilibrium steady state of this system is controlled by $d = s(r - c) + r - 1$ affinities. We notice that the thermodynamic forces (1) and (2) may have to be supplemented by external mechanical forces if the system is subjected to them. The system reaches the steady state of thermodynamic equilibrium if all these affinities are vanishing.

At the mesoscale, the currents are fluctuating and their statistical properties are described by a stationary probability distribution if the system is in a steady state. The random variables of interest are the quantities of matter and energy $\Delta Q = \{\Delta Q_i\}$ that are transferred between the reservoirs during a time interval $[0, t]$. There are as many such quantities as there are affinities. The fluctuating currents are thus defined as $J = \Delta Q/t$. If $P_A$ denotes the probability distribution describing the steady state corresponding to the affinities $A$, the multivariate fluctuation relation for the currents reads

$$\frac{P_A(J)}{P_A(-J)} \approx_{t \to \infty} \exp (A \cdot J t),$$

which compares the opposite fluctuations of the currents. This result has been proved in particular for Markovian stochastic jump processes [51, 55] using the Hill–Schnakenberg cycle decomposition of the graph associated with the Markovian process [6, 65]. It has been extended to semi-Markov processes in particular in [53].

At equilibrium where $A = 0$, we recover the principle of detailed balancing, according to which opposite fluctuations are equiprobable. This principle results from the fact that equilibrium states are described by Gibbsian probability distributions that are functions of the Hamiltonian. Since the Hamiltonian is invariant under time reversal (in the absence of external magnetic field), the Gibbsian probability distributions are also invariant. Accordingly, every
phase-space trajectory over a time interval \([0, t]\) has the same probability as its reversal, hence the principle of detailed balancing.

Out of equilibrium where \(A \neq 0\), the time-reversal symmetry is broken at the statistical level of description in terms of the probability distribution \(P_A\) and the probabilities of opposite fluctuations are thus no longer equal. Nevertheless, the multivariate fluctuation relation (3) holds thanks to the microreversibility of the underlying microscopic dynamics. Since the ratio of probabilities is increasing or decreasing exponentially with time, one of both fluctuations soon dominates over the opposite and a directionality appears in the open system. This directionality is controlled by the affinities and can thus be reversed by changing the sign of the affinities.

Remarkably, the relation (3) shows that the current fluctuations are larger in the direction of the affinities, which thus control the directionality. Therefore, the knowledge of the affinities in the frame defined by the reservoirs determines the direction of the most probable current fluctuations \([66, 67]\). In this regard, the question arises whether it is possible to guess the direction of the affinities \(A\) imposed by the reservoirs from the sole observation of a current fluctuation \(J\) in some macroscopic steady state. Using Bayesian inference \([45, 68]\), the likelihood of the hypotheses that the observed current fluctuation \(J\) goes either forward (+) or backward (−) with respect to the direction of the affinities is given by

\[
P(+|J) = \frac{1}{1 + \frac{P(-) P(J|-)}{P(+) P(J|+)}}.
\]

Tossing a fair coin on either hypothesis amounts to taking \(P(+) = P(-) = \frac{1}{2}\), while \(P(J|\pm) = P_A(\pm J)\). According to the multivariate fluctuation relation (3), the likelihood that the observed current fluctuation \(J\) indeed goes forward with respect to the direction of the affinities is thus given by

\[
P(+|J) \approx \frac{1}{1 + \exp(-A \cdot J t)} \to_{t \to +\infty} \theta(A \cdot J),
\]

where \(\theta(x)\) is Heaviside’s function. In the limit of a long positive time, the likelihood reaches the unit probability that \(A \cdot J \geq 0\), if the system is out of equilibrium with \(A \neq 0\). In contrast, if the affinities vanish \(A = 0\), the likelihood remains at the value \(P(+|J) \approx \frac{1}{2}\), which confirms the absence of directionality at equilibrium. The reasoning is compatible with the overall time-reversal symmetry because a similar result holds in the limit \(t \to -\infty\) for \(-A \cdot J\) replaced by \(-A \cdot J\). As aforementioned, the question is pertinent only if the reservoirs and their affinities remain unknown to the observer.

2.2. The multivariate fluctuation relation and the second law of thermodynamics

The multivariate fluctuation relation (3) implies that the thermodynamic entropy production is always non-negative. In consistency with nonequilibrium thermodynamics at the macroscale, the entropy production should be identified with the sum of the affinities multiplied by the average values of the currents in units of Boltzmann’s constant \([24]\). In a nonequilibrium steady state, these average values are obtained in the long-time limit as

\[
\langle J \rangle_A = \lim_{t \to \infty} \int dJ P_A(J) J = \lim_{t \to \infty} \frac{1}{t} \Delta Q,
\]

\[\text{New Journal of Physics 15 (2013) 115014 (http://www.njp.org/)}\]
if the process is ergodic with respect to the probability distribution $P_A$. According to the multivariate fluctuation relation (3), the entropy production is given by

$$\frac{1}{k_B} \frac{dS}{dt} = \mathbf{A} \cdot \langle \mathbf{J} \rangle_A = \lim_{t \to \infty} \frac{1}{t} \int d\mathbf{J} P_A(\mathbf{J}) \ln \frac{P_A(\mathbf{J})}{P_A(-\mathbf{J})} \geq 0 \tag{7}$$

in terms of the Kullback–Leibler divergence between the distributions $P_A(\mathbf{J})$ and $P_A(-\mathbf{J})$, which is always non-negative, hence the agreement with the second law of thermodynamics. In this regard, the fluctuation relation shows that the thermodynamic entropy production is a measure of the breaking of the time-reversal symmetry by the nonequilibrium probability distribution $P_A(\mathbf{J})$. A further remark is that the inverse of the entropy production in units of Boltzmann’s constant gives an estimation of the characteristic time taken by the likelihood (5) to approach asymptotically the unit probability: $\Delta t = (\mathbf{A} \cdot \langle \mathbf{J} \rangle_A)^{-1} = \left( \frac{1}{k_B} \frac{dS}{dt} \right)^{-1}$. This characteristic time becomes tiny if the system is macroscopic and driven far from equilibrium by increasing the affinities $\mathbf{A}$.

Since free energy dissipation generates entropy production, its non-negativity can be used to define thermodynamic efficiencies for different possible processes transducing free energy into a specific form. For instance, in order to drive a particular current $\langle J_k \rangle_A$ in the direction opposite to its associated affinity $A_k$, energy should be supplied by using the other currents. In this case, $A_k \langle J_k \rangle_A < 0$ and a thermodynamic efficiency can be defined according to

$$0 \leq \eta_k = -\frac{A_k \langle J_k \rangle_A}{\sum_{i \neq k} A_i \langle J_i \rangle_A} \leq 1, \tag{8}$$

which is always less or equal to the unit value according to the second law of thermodynamics (7) as a consequence of the multivariate fluctuation relation (3).

2.3. Consequences for the response properties

An alternative expression of the fluctuation relation (3) can be obtained in terms of the generating function of the statistical cumulants defined as

$$Q_A(\lambda) \equiv \lim_{t \to \infty} -\frac{1}{t} \ln \int d\mathbf{J} P_A(\mathbf{J}) e^{-\lambda \cdot \mathbf{J}} \tag{9},$$

where $\lambda$ are the so-called counting parameters. The full counting statistics of the currents is known to be completely characterized by this function. The theory of large deviations provides the methods to determine the long-time behavior of the probability distribution $P_A(\mathbf{J})$ from the knowledge of the cumulant generating function [69]. An important remark is that this function may be piecewise defined with respect to the counting parameters $\lambda \in \mathbb{R}^d$, if the probability distribution $P_A(\mathbf{J})$ presents exponential tails for some specific currents. In the following, the cumulant generating function is supposed to be indefinitely differentiable at $\lambda = 0$, as well as at $\mathbf{A} = 0$.

The average values of the currents, their diffusivities, as well as their higher cumulants are given by taking the successive derivatives of the generating function (9) with respect to the counting parameters:

$$\langle J_i \rangle_A = \frac{\partial Q_A}{\partial \lambda_i} \bigg|_{\lambda=0}, \tag{10}$$
On the other hand, the average value of some current can be expanded in powers of the affinities as

\begin{equation}
\langle J_i \rangle_A = \sum_j L_{i,j} A_j + \frac{1}{2} \sum_{j,k} M_{i,jk} A_j A_k + \frac{1}{6} \sum_{j,k,l} N_{i,jkl} A_j A_k A_l + \cdots,
\end{equation}

which defines the linear and nonlinear response coefficients:

\begin{align}
L_{i,j} &= \left. \frac{\partial^2 Q_A}{\partial \lambda_i \partial A_j} \right|_{\lambda=A=0}, \\
M_{i,jk} &= \left. \frac{\partial^3 Q_A}{\partial \lambda_i \partial A_j \partial A_k} \right|_{\lambda=A=0}, \\
N_{i,jkl} &= \left. \frac{\partial^4 Q_A}{\partial \lambda_i \partial A_j \partial A_k \partial A_l} \right|_{\lambda=A=0}.
\end{align}

Remarkably, these properties are interrelated thanks to the multivariate fluctuation relation (3), as the following reasoning shows. Inserting the fluctuation relation (3) in the definition (9) of the cumulant generating function yields the symmetry relation

\begin{equation}
Q_A(\lambda) = Q_A(A - \lambda).
\end{equation}

Taking successive derivatives of this relation with respect to the counting parameters and the affinities, the cumulants (11)–(13), etc and the response coefficients (15)–(17), etc are found to be interrelated.

Indeed, taking the derivative of equation (18) with respect to the counting parameter \( \lambda_i \) at \( \lambda = 0 \) gives two equivalent expressions for the corresponding average current:

\begin{equation}
\langle J_i \rangle_A = \left. \frac{\partial Q_A}{\partial \lambda_i} \right|_{\lambda=A=0} = -\left. \frac{\partial Q_A}{\partial \lambda_i} \right|_{\lambda=A}.
\end{equation}

Expanding the second expression in powers of the counting parameters, which are here set equal to the affinities \( \lambda = A \), the average current can be expressed only in terms of the cumulants (11)–(13), etc as

\begin{equation}
\langle J_i \rangle_A = \sum_j D_{ij}(A) A_j - \frac{1}{4} \sum_{j,k} C_{ijk}(A) A_j A_k + \frac{1}{6} \sum_{j,k,l} B_{ijkl}(A) A_j A_k A_l + \cdots,
\end{equation}
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which shows that the response coefficients are completely determined by the cumulants characterizing the fluctuations around the nonequilibrium or equilibrium steady state \[31, 32\].

Now, the response coefficients are obtained by expanding the cumulants in powers of the affinities. Accordingly, the symmetry relation (18) implies the Green–Kubo formulae and the Onsager reciprocity relations for the linear response coefficients \[31, 36\]

\[ L_{i,j} = D_{ij}(0), \tag{21} \]

\[ L_{i,j} = L_{j,i}. \tag{22} \]

With higher derivatives, generalizations of these relations to the higher cumulants and the nonlinear response coefficients can be deduced for systems driven away from equilibrium by mechanical forces \[31, 32\] and chemical or thermal affinities \[48, 50, 52\]. In particular, the nonlinear response coefficients (16) and (17) are related to the second and third cumulants according to

\[ M_{i,jk} = \left( \frac{\partial D_{ij}}{\partial A_k} + \frac{\partial D_{ik}}{\partial A_j} \right)_{A=0}, \tag{23} \]

\[ N_{i,jkl} = \left( \frac{\partial^2 D_{ij}}{\partial A_k \partial A_l} + \frac{\partial^2 D_{ik}}{\partial A_j \partial A_l} + \frac{\partial^2 D_{il}}{\partial A_j \partial A_k} - \frac{1}{2} \frac{\partial^2 C_{ijk}}{\partial A_l} \right)_{A=0}, \tag{24} \]

\[ \vdots \]

which are generalizations of the Green–Kubo formulae. A generalization of Onsager reciprocity relations is given by the total symmetry of the following fourth-order tensor:

\[ B_{ijkl}(0) = \left( \frac{\partial C_{ijk}}{\partial A_l} \right)_{A=0} = 2 N_{i,jkl} - 2 \left( \frac{\partial^2 D_{ij}}{\partial A_k \partial A_l} + \frac{\partial^2 D_{ik}}{\partial A_j \partial A_l} + \frac{\partial^2 D_{il}}{\partial A_j \partial A_k} - \frac{1}{2} \frac{\partial^2 C_{ijk}}{\partial A_l} \right)_{A=0}, \tag{25} \]

which is obtained by considering all the fourth derivatives of the generating function (9) with respect to the affinities and the counting parameters \[48, 50, 52\]. We notice that the third-cumulant tensor (12) is vanishing at equilibrium, \( C_{ijk}(0) = 0 \). Similar relations exist at higher orders as well \[31, 52\]. They are the consequences of the underlying microreversibility.

As discussed in sections 5 and 6, similar results generalizing the Casimir–Onsager reciprocity relations can also be obtained for systems in an external magnetic field.

### 2.4. From multivariate to univariate fluctuation relations

#### 2.4.1. Univariate fluctuation relation for the global fluctuating variable.

This random variable is defined as the sum of the affinities \( A \) multiplied by the values \( J \) of the corresponding current fluctuations

\[ \zeta = A \cdot J. \tag{26} \]

The average value of this random variable is equal to the entropy production in units of Boltzmann’s constant. Its probability distribution is given by

\[ P_A(\zeta) = \int dJ \, P_A(J) \, \delta(\zeta - A \cdot J), \tag{27} \]

where \( \delta(x) \) denotes the Dirac delta distribution.
Using the multivariate fluctuation relation (3), we deduce the univariate relation for \( \zeta \):

\[
\frac{P_A(\zeta)}{P_A(-\zeta)} \underset{t \to \infty}{\approx} \exp(\zeta t).
\] (28)

The random variable \( \zeta \) is related to the quantity called the action functional in [40].

2.4.2. Univariate fluctuation relation for a sole current. In general, the multivariate fluctuation relation (3) holds for all the currents flowing across an open system and it does not imply the validity of similar relations for a subset of currents. Let us consider a system with two currents, in which case the fluctuation relation (3) is bivariate and reads

\[
\frac{P_{A_1, A_2}(J_1, J_2)}{P_{A_1, A_2}(-J_1, -J_2)} \underset{t \to \infty}{\approx} e^{(A_1 J_1 + A_2 J_2) t}.
\] (29)

We may wonder [70] if there exist specific conditions under which the univariate fluctuation relation

\[
\frac{P_{A_1, A_2}(J_1)}{P_{A_1, A_2}(-J_1)} \underset{t \to \infty}{\approx} e^{\tilde{A}_1 J_1 t}
\] (30)

is satisfied for the marginal distribution of the current \( J_1 \) defined as

\[
P_{A_1, A_2}(J_1) \equiv \int dJ_2 P_{A_1, A_2}(J_1, J_2)
\] (31)

and for an effective affinity \( \tilde{A}_1 \) that may differ from the actual affinity \( A_1 \).

It turns out that such univariate fluctuation relations may indeed hold, but under the following specific conditions.

2.4.3. Tight coupling between the currents. The tight-coupling condition is defined by requiring that both currents remain proportional to each other during their random time evolution:

\[
J_2 = \chi J_1,
\] (32)

which is only possible under special circumstances encountered for instance in molecular motors [8]. Inserting the condition (32) in the bivariate fluctuation relation (29), we get the univariate fluctuation relation (30) with the effective affinity

\[
\tilde{A}_1 \equiv A_1 + \chi A_2,
\] (33)

which is associated with the coupled currents.

In this case, the entropy production (7) reduces to

\[
\frac{1}{k_B} \frac{dS}{dt} = \tilde{A}_1 \langle J_1 \rangle \geq 0
\] (34)

so that the sole affinity \( \tilde{A}_1 \) drives the system out of equilibrium.

Under the tight-coupling condition (32), the thermodynamic efficiency is directly determined by the affinities

\[
\eta_1 \equiv -\frac{A_1 \langle J_1 \rangle}{A_2 \langle J_2 \rangle} = -\frac{A_1}{\chi A_2} = \frac{1}{1 - \tilde{A}_1/A_1}.
\] (35)
The condition of tight coupling between mechanics and chemistry is encountered in the rotary motor $F_1$-ATPase if it is subjected to a small enough external torque. Otherwise, the torque decouples the mechanical and chemical currents and the motor enters in the regime of loose coupling [7, 8].

2.4.4. Separation of time scales. In other circumstances, the transition rates for one current may be much higher than for the other current, e.g. \( |\langle J_2 \rangle| \gg |\langle J_1 \rangle| \), in such a way that the assumption
\[
\int \text{d}J_2 \, e^{-A_1 J_1} P_{A_1, A_2}(J_1, J_2) \simeq P_{A_1, A_2}(J_1) e^{-\Delta A_1 J_1 t}
\]
holds for some $\Delta A_1(A_1, A_2)$ in the long-time limit. Inserting the bivariate fluctuation relation (29) in the assumption (36), we get the univariate fluctuation relation (30) for the marginal (31) and the effective affinity $\tilde{A}_1 = A_1 + \Delta A_1 = \tilde{A}_1(A_1, A_2)$, which depends on both affinities $A_1$ and $A_2$.

Using Jensen’s inequality $\langle e^X \rangle \geq e^{\langle X \rangle}$ here with $X = \tilde{A}_1 J_1 t - (A_1 J_1 + A_2 J_2) t$ and noting that $\langle e^X \rangle \simeq 1$ as the consequence of the assumption (36), we find that the entropy production has the following lower bound:
\[
\frac{1}{k_B} \frac{dS}{dt} = A_1 \langle J_1 \rangle + A_2 \langle J_2 \rangle \geq \tilde{A}_1 \langle J_1 \rangle \geq 0
\]
in terms of the effective affinity $\tilde{A}_1$ of the univariate fluctuation relation (30) [71, 72].

Accordingly, the thermodynamic efficiency is here limited to a value lower than unity:
\[
\eta_1 \equiv - \frac{A_1 \langle J_1 \rangle}{A_2 \langle J_2 \rangle} \leq \frac{1}{1 - \tilde{A}_1/A_1} < 1 \quad \text{if} \quad \tilde{A}_1/A_1 < 0.
\]

This situation is encountered in mesoscopic electronic devices where the current $J_1$ in quantum dots is driven by the Coulomb drag of a large current $J_2$ in a quantum point contact capacitively coupled to the quantum dots [71, 72]. We notice that the bound (38) is attained for the tight-coupling condition, which is thus stronger.

These results show that the multivariate fluctuation relation is very useful to characterize the coupling between different currents and the efficiencies of free energy transduction.

2.5. Connection to other types of large-deviation relationships

Generally speaking, the multivariate fluctuation relation (3) characterizes the large-deviation properties of the current fluctuations. Further quantities of interest can be observed during the time evolution of the system. This is the case for Brownian particles driven by an optical trap where the position of the Brownian particle can be recorded with a certain sampling time, giving the statistics of the random histories followed by the system [2, 3]. Such observations provide much more details on the time evolution of the system than the measurement of the fluctuating currents. From the viewpoint that every observable corresponds to some degree of coarse graining, the fluctuating currents are coarser than the positions of the particles sampled at a finite frequency. The finer the graining, the higher the rate of data accumulation in the recording of the time evolution of the system. The quantitative theory of data accumulation rates has been developed, in particular, for the study of chaotic dynamics [73]. In this context, large-deviation relationships have also been discovered relating chaotic and transport properties [74–77].
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Considering microreversibility, the data accumulation rate of the typical histories can be compared with the data accumulation rates of their reversals. Out of equilibrium, both rates differ because the time-reversal symmetry is broken by the probability distribution $P_A$ of nonequilibrium steady states. A remarkable result is that the difference between both is the Kullback–Leibler divergence between the probabilities of the histories and their reversals, which is again related to the thermodynamic entropy production, but at a finer degree of coarse graining than in equation (7) [78, 79]. The dependence on the resolution used for coarse graining has been studied in the case of driven Brownian particles and noisy electric $RC$ circuits [2, 3].

In the following, we shall see how multivariate fluctuation relations can be established for different classes of systems.

3. Multivariate fluctuation relation for heat and particle currents in effusion

In this section, our purpose is to show that the multivariate fluctuation relation can be directly deduced from the microscopic Hamiltonian dynamics without using a stochastic master equation. This demonstration emphasizes the importance of the breaking of time-reversal symmetry by the nonequilibrium probability weights given to the trajectories that are the solutions of Hamilton’s equations, although the equations themselves remain perfectly symmetric. Furthermore, the demonstration shows that there is no need to use the Markovian stochastic master equation to deduce the fluctuation relation [82]. The multivariate fluctuation relation is thus more fundamental than previously thought.

3.1. The invariant probability measure for an ideal gas

With this aim, let us consider the effusion of an ideal gas through a small hole in a thin wall separating the gas between two reservoirs at different temperatures and densities (see figure 2). The ideal gas is composed of independent monoatomic particles of mass $m$ moving in free flight and undergoing elastic collision on the thin wall $W$. The free flights are the solutions of Hamilton’s equations for the single-particle position $r \in \mathbb{R}^3$ and momentum $p \in \mathbb{R}^3$ with the Hamiltonian function given by $H = p^2/(2m)$. Moreover, the free flights are eventually interrupted by elastic collisions on the thin wall $W$ reflecting the $z$-component of the momentum according to the collision rule of specular reflection on the wall $W$. The motion of every particle is thus ruled by a Hamiltonian flow $\Phi_t$ in the single-particle phase space $\mathcal{M} = \{(r, p) \in (\mathbb{R}^3 \setminus W) \otimes \mathbb{R}^3\}$. This single-particle Hamiltonian flow is symplectic, obeys Liouville’s theorem, and is symmetric under the time-reversal transformation $\Theta(r, p) = (r, -p); \Theta \circ \Phi_t \circ \Theta = \Phi_{-t}$.

In the left-hand reservoir, the particles arrive from $z = -\infty$ with velocities distributed according to a Maxwell–Boltzmann distribution at the temperature $T_L$ and the density $n_L$. In the right-hand reservoir, the particles arrive from $z = +\infty$ with velocities distributed according to a Maxwell–Boltzmann distribution at the temperature $T_R$ and the density $n_R$. The single-particle distribution function has thus the Maxwell–Boltzmann form

$$ f(r, p) = \frac{n_C}{(2\pi mk_BT_C)^{3/2}} \exp \left( -\frac{p^2}{2mk_BT_C} \right), \quad (39) $$

where the particle density $n_C$ and the temperature $T_C$ take the values associated with the trajectory $C$ to which the phase-space point $(r, p)$ belongs and corresponding to the domain from which the trajectory is coming. There are three types of possible trajectories: (i) the
Figure 2. Schematic representation of an effusion process in the physical position space $\mathbf{r} = (x, y, z) \in (\mathbb{R}^3 \setminus W)$ where the wall $W$ separates the position space between the two reservoirs where the gas of noninteracting particles has different densities and temperatures, respectively $(n_L, T_L)$ and $(n_R, T_R)$. The wall $W$ has a hole of area $\sigma$. The figure also shows the cylinder containing the particles with the velocity $\mathbf{v} = \mathbf{p}/m$ crossing the boundary between both reservoirs through some time interval $[0, t]$.

trajectories $\{C_1\}$ and their reversals $\{\Theta C_1\}$ undergo a specular reflection on the left-hand side of the wall. (ii) The trajectories $\{C_2\}$ and their reversals $\{\Theta C_2\}$ cross the wall through its small hole. (iii) The trajectories $\{C_3\}$ and their reversals $\{\Theta C_3\}$ undergo a specular reflection on the right-hand side of the wall. The key point is that the trajectories $\{C_2\}$ crossing the hole move to a reservoir at a different temperature and density than where they come from. Therefore, the single-particle distribution function (39) may take different values for these trajectories than for their corresponding reversals $\{\Theta C_2\}$. Accordingly, we have that

$$n_C = n_L, \quad T_C = T_L \quad \text{for} \quad (\mathbf{r}, \mathbf{p}) \in C_1, \quad \Theta C_1, \quad C_2,$$

$$n_C = n_R, \quad T_C = T_R \quad \text{for} \quad (\mathbf{r}, \mathbf{p}) \in C_3, \quad \Theta C_3, \quad \Theta C_2.$$

The distribution function is invariant under the Hamiltonian flow, $f[\Phi_t(\mathbf{r}, \mathbf{p})] = f(\mathbf{r}, \mathbf{p})$. Nevertheless, it is not symmetric under time reversal, $f[\Theta(\mathbf{r}, \mathbf{p})] \neq f(\mathbf{r}, \mathbf{p})$, if the reservoirs have different temperatures or densities: $T_L \neq T_R$ or $n_L \neq n_R$. For monoatomic particles, the chemical potentials are related to the densities by $\mu_C = k_B T_C \ln(an_C/T_C^{3/2})$ with $C = L, R$ and some constant $a$.

Because of the infinite spatial extension of the reservoirs, the ideal gas contains an infinite number of particles and its microstate is given by the point

$$\Gamma = (\mathbf{r}_1, \mathbf{p}_1, \mathbf{r}_2, \mathbf{p}_2, \ldots, \mathbf{r}_N, \mathbf{p}_N, \ldots) \in \mathcal{M} = \mathcal{M}^\infty.$$

In this infinite-particle system, the Hamiltonian flow $\Gamma_t = \Phi^t(\Gamma_0)$ is also time-reversal symmetric:

$$\Theta \circ \Phi^t \circ \Theta = \Phi^{-t}.$$

New Journal of Physics 15 (2013) 115014 (http://www.njp.org/)
where $\Theta$ is the time-reversal transformation acting on the microstate (42) by reversing all the momenta: $p_i \rightarrow -p_i$ for $i = 1, 2, 3, \ldots, N, \ldots$.

For the infinite-particle system, an invariant probability measure $\mu$ can be constructed as a Poisson suspension on the basis of the invariant distribution function (39) [80]. For any six-dimensional domain $D \subset \mathcal{M}$ of the single-particle phase space $\mathcal{M}$, we consider the random events

$$A_{D,N} = \{ \Gamma \in \mathcal{M} : \text{card}(\Gamma \cap D) = N \}, \quad (44)$$

for which there are $N$ particles in the domain $D$. The average number of particles in the phase-space domain $D$ is given by

$$\nu(D) = \int_D f(r, p) \, dr \, dp \quad (45)$$

in terms of the single-particle distribution function (39). The number $N$ of particles in the phase-space domain $D$ is a random variable of Poisson distribution

$$\mu \left( A_{D,N} \right) = \frac{\nu(D)^N}{N!} e^{-\nu(D)}. \quad (46)$$

Moreover, random events in which disjoint phase-space domains have given particle numbers are statistically independent so that

$$\mu \left( A_{D_1,N_1} \cap A_{D_2,N_2} \right) = \mu \left( A_{D_1,N_1} \right) \mu \left( A_{D_2,N_2} \right) \quad \text{if} \quad D_1 \cap D_2 = \emptyset. \quad (47)$$

Both equations (46) and (47) define the probability distribution of the so-called Poisson suspension [80]. This probability measure is invariant under the time evolution of the Hamiltonian flow $\Phi^t$:

$$\mu \left( \Phi^t A \right) = \mu \left( A \right) \quad (48)$$

for any random event $A$. This is the consequence of the stationarity of the single-particle distribution function (39), $f(\Phi^t(r, p)) = f(r, p)$, which implies the invariance $\nu(\Phi^t D) = \nu(D)$ of the measure (45).

The flow $\Phi^t$ in the infinite phase space $\mathcal{M}$ and the invariant probability measure of the Poisson suspension defines the infinite-particle dynamical system $(\Phi^t, \mathcal{M}, \mu)$, which is known to be ergodic and mixing [80]. Although the flow $\Phi^t$ has the microreversibility (43), the dynamical system is not symmetric under time reversal because

$$\mu \left( \Theta A \right) \neq \mu \left( A \right) \quad \text{if} \quad T_L \neq T_R \quad \text{or} \quad n_L \neq n_R, \quad (49)$$

as already pointed out in [75]. The time-reversal symmetry is thus broken at the statistical level of description in terms of the stationary probability distribution $\mu$ under nonequilibrium conditions, which is essential for the multivariate fluctuation relation, as shown here below.

### 3.2. Exact multivariate fluctuation relation for the effusion of an ideal gas

In the previous framework, the counting statistics of the particle and energy currents can be directly established. The method is similar as for the sole particle current [81], but more involved since the groups of particles with different energies should be separated.

The transfers of energy and particles from the left-hand to the right-hand reservoirs during the time interval $[0, t]$ are given by

$$\Delta E = \int \varepsilon \, dN_{\varepsilon^+} - \int \varepsilon \, dN_{\varepsilon^-}. \quad (50)$$
\[
\Delta N = \int dN_{e^+} - \int dN_{e^-},
\]

where \(dN_{e^+}\) (respectively, \(dN_{e^-}\)) denotes the number of particles with a positive (respectively, negative) \(z\)-component \(v_z\) of their velocity \(v = p/m\), a kinetic energy such that \(H = \frac{1}{2}mv^2 \in [\varepsilon, \varepsilon + d\varepsilon]\), and going through the hole in the wall during the time interval \([0, t]\). In the phase space, these particles belong to the domain \(D_{e^+}\). In position space, this domain corresponds to the cylinder of basis given by the hole of area \(\sigma\), of height equal to \(v_z t\), and of volume \(\sigma v_z t\) (see figure 2). The average number of these particles is given by

\[
v_{e^+} = v(D_{e^+}) = \int_{D_{e^+}} f(r, p) \, dr \, dp = t \frac{\sigma n_L}{\sqrt{2\pi mk_BT_L}} \frac{\varepsilon}{k_B T_L} \exp\left(-\frac{\varepsilon}{k_B T_L}\right) \, d\varepsilon = t \, w_{L}(\varepsilon) \, d\varepsilon,
\]

where we used equation (39) for an orbit \(C = L\), on which the condition (40) holds. Similarly, the average number of particles of kinetic energy \(H = \frac{1}{2}mv^2 \in [\varepsilon, \varepsilon + d\varepsilon]\) flowing from the right-hand to the left-hand reservoir during the time interval \([0, t]\) is given by

\[
v_{e^-} = v(D_{e^-}) = \int_{D_{e^-}} f(r, p) \, dr \, dp = t \frac{\sigma n_R}{\sqrt{2\pi mk_BT_R}} \frac{\varepsilon}{k_B T_R} \exp\left(-\frac{\varepsilon}{k_B T_R}\right) \, d\varepsilon = t \, w_{R}(\varepsilon) \, d\varepsilon.
\]

The ratio of these average numbers satisfies the relation

\[
\frac{v_{e^+}}{v_{e^-}} = \frac{w_{L}(\varepsilon)}{w_{R}(\varepsilon)} = e^{A_E + A_N}
\]

in terms of the thermal and chemical affinities here given by

\[
A_E = \frac{1}{k_B T_R} - \frac{1}{k_B T_L},
\]

\[
A_N = \frac{\mu_L}{k_B T_L} - \frac{\mu_R}{k_B T_R} = \ln \left[ \frac{n_L}{n_R} \left( \frac{T_R}{T_L} \right)^{3/2} \right].
\]

Now, the cumulant generating function for the transport of energy and particles between the reservoir is defined as

\[
Q_A(\lambda) \equiv \lim_{t \to \infty} -\frac{1}{t} \ln \left\{ e^{-\lambda E \Delta E - \lambda_N \Delta N} \right\}_t
\]

in terms of the affinities \(A = (A_E, A_N)\), the counting parameters \(\lambda = (\lambda_E, \lambda_N)\), and the transfers (50) and (51). The axis of energy \(0 \leq \varepsilon < \infty\) is divided into small intervals \([\varepsilon, \varepsilon + d\varepsilon]\) of width \(d\varepsilon\). In every one of these intervals, the numbers of particles transferred from the left-hand to the right-hand reservoir or vice versa constitute Poisson random variables, \(n_{e^+}\) and \(n_{e^-}\), of average values given by equations (52) and (53), respectively. Therefore, the moment generating function can be calculated as follows:

\[
\left\{ e^{-\lambda_E \Delta E - \lambda_N \Delta N} \right\}_t = \sum_{\Delta N} \int d\Delta E \, P(\Delta E, \Delta N) \, e^{-\lambda_E \Delta E - \lambda_N \Delta N}
\]

\[
= \sum_{\{n_{e^+}, n_{e^-}\}} \mu \left( (n_{e^+}, n_{e^-}) \right) \, e^{-\sum \left( \lambda_E \lambda_N \right) (n_{e^+} + n_{e^-})}
\]
in terms of the multiple Poisson distribution

$$\mu \left( \{ n_{\varepsilon^+}, n_{\varepsilon^-} \} \right) = \prod_{\varepsilon} \frac{n_{\varepsilon^+}!}{n_{\varepsilon^+}!} \frac{n_{\varepsilon^-}!}{n_{\varepsilon^-}!} e^{-v_{\varepsilon^+}} e^{-v_{\varepsilon^-}}, \quad (60)$$

where $\sum_{\varepsilon}$ and $\prod_{\varepsilon}$ denote the sum and product over all the intervals $[\varepsilon, \varepsilon + d\varepsilon]$ partitioning the energy axis. Performing the summation over the random numbers $\{ n_{\varepsilon^+}, n_{\varepsilon^-} \}$, we get

$$\langle e^{-\lambda E - \lambda N} \rangle = \prod_{\varepsilon} \exp \left[ \nu_{\varepsilon^+} \left( e^{-\lambda_{\varepsilon^+} - \lambda_{\varepsilon^-}} - 1 \right) + \nu_{\varepsilon^-} \left( e^{\lambda_{\varepsilon^+} + \lambda_{\varepsilon^-}} - 1 \right) \right]. \quad (61)$$

Using equations (52) and (53) and taking the limit $d\varepsilon \to 0$, the generating function (57) becomes

$$Q_A(\lambda_E, \lambda_N) = \int_{0}^{\infty} d\varepsilon \left[ w_L(\varepsilon) \left( 1 - e^{-\lambda_{\varepsilon^-} - \lambda_N} \right) + w_R(\varepsilon) \left( 1 - e^{\lambda_{\varepsilon^+} + \lambda_N} \right) \right]. \quad (62)$$

Integrating over the energy $\varepsilon$, the cumulant generating function for heat and particle transport in effusion is finally obtained as

$$Q_A(\lambda_E, \lambda_N) = \sigma n_L \frac{k_B T_L}{2\pi m} \left[ 1 - \frac{e^{-\lambda_N}}{1 + k_B T_L \lambda_E} \right] + \sigma n_R \frac{k_B T_R}{2\pi m} \left[ 1 - \frac{e^{\lambda_N}}{1 - k_B T_R \lambda_E} \right], \quad (63)$$

as it should $[82, 83]$.

Transferring equation (62) with the ratio (54), the multivariate fluctuation relation is established for effusion in the form:

$$Q_A(\lambda_E, \lambda_N) = Q_A(A_E - \lambda_E, A_N - \lambda_N) \quad (64)$$

in terms of the affinities (55) and (56). Accordingly, the consequences presented in the previous section, in particular concerning the response properties, apply to effusion $[83]$. 

We notice that the demonstration has been directly carried out from the microscopic Hamiltonian dynamics and the invariant probability distribution defining the infinite-particle dynamical system without using any stochastic master equation. The demonstration clearly shows that the fluctuation relation characterizes time-reversal symmetry breaking by the invariant probability distribution under nonequilibrium conditions, while microreversibility is always satisfied by the underlying Hamiltonian dynamics.

If the wall between both reservoirs had a thickness and the hole a billiard-like geometry with a possible chaotic repeller, the scattering of particles by the wall should be studied to determine which trajectories are going through the hole and which are back-scattered, and the result would be similar.

In the case where the gas is not ideal but diluted or rarefied, the effusion process can be described in terms of the fluctuating Boltzmann equation, for which a multivariate fluctuation relation has also been established $[84]$. 

4. Multivariate fluctuation relation for heat currents across Hamiltonian systems coupled to thermal reservoirs

4.1. The system and its time evolution

Heat transport is a fascinating topic that has recently focused much interest in connection with fluctuation relations $[85–97]$. Here, our purpose is to show that multivariate fluctuation relations...
Figure 3. (a) A chain of oscillators in contact with two heat reservoirs at different temperatures. (b) Several coupled chains of oscillators in contact with four heat reservoirs at different temperatures. The system (a) is controlled by one thermal affinity and the system (b) by three thermal affinities.

hold for a Hamiltonian system coupled to heat reservoirs, as schematically depicted in figure 3. We suppose that the Hamiltonian system contains $N$ particles of masses $m_i$, positions $r_i \in \mathbb{R}^3$, and momenta $p_i \in \mathbb{R}^3$ with $i = 1, 2, \ldots, N$. The total energy of the isolated system is given by the Hamiltonian function

$$H = \sum_{i=1}^{N} \frac{p_i^2}{2m_i} + V(r_1, r_2, \ldots, r_N).$$  \hfill (65)

Moreover, the particles $j = 1, 2, \ldots, r$ are coupled to so many heat reservoirs of temperatures $\{T_j\}_{j=1}^r$ as Brownian particles of friction coefficients $\{\zeta_j\}_{j=1}^r$. Accordingly, Newton’s equations ruling their motion include a friction force proportional to their velocity, $-\zeta_j \dot{r}_j$, and a Langevin random force $\mathbf{f}_j(t)$ given by a corresponding Gaussian white noise characterized by

$$\langle \mathbf{f}_j(t) \rangle = 0 \quad \text{and} \quad \langle \mathbf{f}_j(t) \mathbf{f}_{j'}(t') \rangle = 2\zeta_j k_B T_j \delta(t - t') \delta_{jj'} \mathbf{1}$$  \hfill (66)

for $j, j' = 1, 2, \ldots, r$, where $\mathbf{1}$ is the $3 \times 3$ unit matrix. Newton’s equations thus read as

$$m_j \ddot{r}_j = -\nabla V(\mathbf{r}_j) - \zeta_j \dot{r}_j + \mathbf{f}_j(t)$$  \hfill (67)
for \( j = 1, 2, \ldots, r \), and
\[
m_i \ddot{r}_i = -\frac{\partial V}{\partial r_i}
\] (68)
for \( i \neq j \).

If \( \rho = \rho(\mathbf{R}, \mathbf{P}) \) denotes the probability density in the phase space \( \mathbf{R} = \{r_i, p_i\}_{i=1}^{N} \in \mathbb{R}^{6N} \) of the system, the Fokker–Planck equation ruling the Langevin stochastic process (67) and (68) is given by
\[
\partial_t \rho = \{H, \rho\} + \sum_{j=1}^{r} \hat{L}_j \rho \equiv \hat{L}_0 \rho
\] (69)
in terms of the Poisson bracket
\[
\{H, \rho\} \equiv \sum_{i=1}^{N} \left( \frac{\partial H}{\partial \mathbf{r}_i} \cdot \frac{\partial \rho}{\partial \mathbf{p}_i} - \frac{\partial H}{\partial \mathbf{p}_i} \cdot \frac{\partial \rho}{\partial \mathbf{r}_i} \right)
\] (70)
and the operators
\[
\hat{L}_j \rho = \zeta_j \frac{\partial}{\partial \mathbf{p}_j} \cdot \left( \frac{\mathbf{p}_j}{m_j} \rho \right) + \zeta_j k_B T_j \frac{\partial^2 \rho}{\partial \mathbf{p}_j^2}.
\] (71)

4.2. The evolution operator with the counting parameters

The Fokker–Planck operator (69) is modified to include the counting parameters \( \lambda = \{\lambda_j\}_{j=1}^{r-1} \) of the heat transfers from \( r - 1 \) heat reservoirs to the Hamiltonian system and the reference reservoir \( j = r \). For this purpose, we use the theory by Machlup and Onsager [58]. The probability that the Gaussian white noises of the \( r \) Langevin forces (66) would take specific values during the time interval \([0, t]\) gives the contribution of all the \( r \) reservoirs to the probability of the path \( \mathbf{R}(t) = \{r_i(t)\}_{i=1}^{N} \) followed by the system:
\[
P[\mathbf{R}(t)] \propto \exp \left[ -\sum_{j=1}^{r} \frac{1}{4 \zeta_j k_B T_j} \int_{0}^{t} dt \left( m_j \ddot{r}_j + \frac{\partial V}{\partial r_j} + \zeta_j \dot{r}_j \right)^2 \right].
\] (72)
We notice that the path probability also includes the Liouvillian contribution from the Hamiltonian dynamics, which is deterministic and preserves phase-space volumes. The probability weight given in equation (72) corresponds to the operators (71) in the Fokker–Planck equation (69).

Now, we consider the moment generating function of the heat currents in a steady state
\[
\langle e^{-\lambda \Delta \mathbf{J}} \rangle_t = \langle e^{-\lambda \Delta \mathbf{Q}} \rangle_t = \int D\mathbf{R}(t) P[\mathbf{R}(t)] e^{-\lambda \Delta \mathbf{Q}},
\] (73)
where \( \Delta \mathbf{Q} = \{\Delta Q_j\}_{j=1}^{r-1} \) denote the quantities of heat transferred from the reservoirs to the Hamiltonian system during the time interval \([0, t]\).

Using Stratonovich’s integral [86], the heat transfers can be expressed in terms of the instantaneous heat currents as
\[
\Delta Q_j = \int_{0}^{t} \left[ -\zeta_j \dot{r}_j^2 + \mathbf{f}_j(t) \cdot \ddot{r}_j \right] dt.
\] (74)
In order to make the usual correspondence with the partial differential operator, Itô’s integral is required \[ \Delta Q_j = \int_0^t \left[ (m_j \ddot{r}_j + \frac{\partial V}{\partial r_j}) \cdot \dot{r}_j + 3 k_B T_j \frac{\xi_j}{m_j} \right] dt. \] Combining with the path probability \[ (72) \), we get

\[ P \left[ R(t) \right] e^{-\lambda \Delta Q} \propto \exp \left\{ -\sum_{j=1}^r \frac{1}{4 \xi_j k_B T_j} \int_0^t dt \left[ m_j \ddot{r}_j + \frac{\partial V}{\partial r_j} + \xi_j \dot{r}_j (1 + 2 \lambda_j k_B T_j) \right]^2 \right\}. \] Provided that the path probability \[ (72) \) corresponds to the Fokker–Planck operator \[ (69) \), the modified path probability \[ (76) \) corresponds to the operator

\[ \hat{L}_\lambda = \hat{L}_0 + \sum_{j=1}^{r-1} \left[ 2 \lambda_j k_B T_j \xi_j \frac{p_j}{m_j} \frac{\partial}{\partial p_j} + \lambda_j (1 + \lambda_j k_B T_j) \xi_j \frac{p_j^2}{m_j^2} + 3 \lambda_j k_B T_j \frac{\xi_j}{m_j} \right], \] where \( \hat{L}_0 \) is the Fokker–Planck operator \[ (69) \). The sum has been restricted to \( r - 1 \) terms because the reference reservoir \( j = r \) does not need a counting parameter since heat transfers are measured with respect to it. Moreover, the identity \( \frac{\partial}{\partial p_j} (p_j \rho) = p_j \frac{\partial \rho}{\partial p_j} + 3 \rho \) has been used, which explains that the last term comes with a plus sign in place of the minus sign in the last term of equation \[ (76) \).

Using equation \[ (69) \), the modified operator \[ (77) \) can be written in the form

\[ \hat{L}_\lambda = \{ H, \cdot \} + \sum_{j=1}^r \hat{L}_j + \sum_{j=1}^{r-1} \hat{K}_{j,\lambda_j}, \] where \( \hat{K}_{j,\lambda_j} \) denotes the operator depending on the counting parameter \( \lambda_j \) in equation \[ (77) \).

For the following, the key point is that the leading eigenvalue of the modified operator gives the cumulant generating function as

\[ \hat{L}_\lambda \Psi_\lambda = -Q_\lambda(\lambda) \Psi_\lambda. \] Indeed, the cumulant generating function is the long-time decay rate of the moment generating function \[ (73) \), but the time evolution of this latter is ruled by the modified operator, whereupon its leading eigenvalue gives the cumulant generating function. Although the modified operator is not Hermitian, the Perron–Frobenius theorem guarantees that its adjoint has the same leading eigenvalue \[ (99) \].

### 4.3. The time-reversal symmetry and the multivariate fluctuation relation

Since the modified operator and its adjoint share the same leading eigenvalue, the fluctuation relation \[ (18) \) results from the symmetry relation

\[ e^{\beta_j H} \Theta \hat{L}_\lambda \left( \Theta e^{-\beta_j H} \Phi \right) = \hat{L}_{A-\lambda}^\dagger \Phi, \]
where $\Theta(\mathbf{R}, \mathbf{P}) = (\mathbf{R}, -\mathbf{P})$ is the time-reversal transformation and $\beta_r = (k_B T_r)^{-1}$ is the inverse temperature of the reference reservoir.

This symmetry relation is proved as follows.

Firstly, the Hamiltonian part of the modified operator (78) satisfies the symmetry

$$e^{\beta_r H} \Theta \{ H, \Theta e^{-\beta_r H} \phi \} = -\{ H, \phi \},$$

since the Liouvillian operator $\{ H, \cdot \}$ is anti-Hermitian. The equation (81) is obtained because the Hamiltonian function is even under time reversal, $\Theta H = H \Theta$, while the Poisson bracket is odd. Furthermore, the Boltzmann factor $e^{-\beta_r H}$ has a vanishing Poisson bracket with the Hamiltonian function since it is a constant of Hamiltonian motion.

Secondly, the operator (71) with $j = r$ satisfies the symmetry

$$e^{\beta_r H} \Theta \hat{L}_r \left( e^{-\beta_r H} \phi \right) = \hat{L}_r \phi,$$

because the Hamiltonian function depends on the momentum $p_r$ as $H = \frac{p_r^2}{2m_r} + \cdots$.

Thirdly, we verify that

$$e^{\beta_r H} \Theta \left( \hat{L}_j + \hat{K}_{j,\lambda_j} \right) \left( e^{-\beta_r H} \phi \right) = \hat{L}_j \phi + \hat{K}_{j,\lambda_j} \phi$$

with the thermal affinity

$$A_j = \beta_r - \beta_j = \frac{1}{k_B T_r} - \frac{1}{k_B T_j}$$

for every $j = 1, 2, \ldots, r - 1$.

Consequently, the symmetry relation (80) holds for the modified operator and its leading eigenvalue has the symmetry (18), which proves the multivariate fluctuation relation for heat transport.

4.4. Consequences on heat conduction properties

Microreversibility and the fluctuation relation (18) have fundamental consequences on the heat conduction properties of mesoscopic devices [100]. Thermal rectifiers made of carbon and boron nitride nanotubes [101] or quantum dots [102] are studied in the new field of phononics [103]. Rectification in thermal diodes is based on the nonlinear response of these devices to the thermal affinity $A = (k_B T_2)^{-1} - (k_B T_1)^{-1}$. Thanks to the fluctuation relation (18), the nonlinear as well as the linear response coefficients are given in terms of the fluctuation properties of the heat current in nonequilibrium steady states. For a thermal diode, there is a single heat current $\langle J \rangle_A$.

Accordingly, the second and third cumulants (11) and (12) can be expanded in powers of the single affinity $A$ as

$$D(A) = D_0 + D_1 A + \frac{1}{2} D_2 A^2 + O(A^3),$$

$$C(A) = C_0 + C_1 A + O(A^2),$$

where $D_n = \frac{d D}{d A^n}(0)$ and $C_n = \frac{d C}{d A^n}(0)$. The coefficients $D_0$ and $C_0 = 0$ characterize the fluctuations at equilibrium. Inserting these expansions in equation (20), the heat current is given by

$$\langle J \rangle_A = D_0 A + D_1 A^2 + \left( \frac{1}{2} D_2 - \frac{1}{12} C_1 \right) A^3 + O(A^4)$$

so that all the response coefficients turn out to be determined by the statistical cumulants.
Rectification is due to the terms that are even powers of the affinity. The first of them has the coefficient $D_1$, which characterizes the sensitivity of the diffusivity of the current fluctuations with respect to some perturbation $A$ away from equilibrium. This coefficient gives the main contribution to the rectification ratio

$$R \equiv \frac{|\langle J \rangle_A + \langle J \rangle_{-A}|}{|\langle J \rangle_A|} = 2 \left| \frac{D_1 A}{D_0} \right| + O(A^2).$$

(88)

Surprisingly, thermal rectification appears as a feature of heat current fluctuations under nonequilibrium conditions.

5. Multivariate fluctuation relation for a charged Brownian particle in a magnetic field

5.1. Equation of motion and Fokker–Planck equation

In this section, we consider an electrically charged particle of mass $m$ undergoing Brownian motion in a spatially periodic energy potential $V(r)$, in a uniform external magnetic field $B$, and driven out of equilibrium by a uniform external electric field $E$. This particle is for instance a charged Brownian particle moving in an optical lattice or a charged ion in a crystal. The potential has thus the spatial periodicity of a crystallographic group: $V(r) = V(r + a)$ for all the vectors $a \in \mathcal{L}$ of the lattice $\mathcal{L}$.

The position $r = (x, y, z)$ of this particle obeys a stochastic differential equation of Langevin type:

$$m \ddot{r} = -\nabla V + eE + e\dot{r} \times B - \zeta \dot{r} + f(t),$$

(89)

where $e$ is the electric charge of the particle, $\zeta$ its friction coefficient and $f(t)$ a Langevin random force such that

$$\langle f_i(t) \rangle = 0, \quad \text{and} \quad \langle f_i(t) f_j(t') \rangle = 2 \zeta k_B T \delta(t-t') \delta_{ij}$$

(90)

with $i, j = x, y, z$ and the temperature $T$ of the medium where the particle moves. This model has been formulated for the study of orbital diamagnetism [104]. More recently, it has been used to investigate Jarzynski’s identity [105] and Crooks’ fluctuation relation [38, 39] for a charged Brownian particle in a time-dependent potential or magnetic field [106, 107]. The issue of geometric magnetism has also been studied with such a model [108]. Here, we are interested by the multivariate fluctuation relation in nonequilibrium steady states. The potential $V(r)$ is thus time independent, as well as the external electric and magnetic fields.

In the absence of external electric field $E = 0$, the particle is at equilibrium in the medium at the temperature $T$. If the electric field is switched on $E \neq 0$, the particle undergoes a biased Brownian motion with a mean drift velocity to be determined. The affinity controlling the nonequilibrium drive of this system is defined as

$$A = \frac{eE}{k_B T}.$$  

(91)

The motion of the particle admits a Hamiltonian description in terms of the momentum

$$p = m\dot{r} + \frac{e}{2}B \times r$$

(92)
and the Hamiltonian function
\[ H_{E,B} = \frac{1}{2m} \left( \mathbf{p} - \frac{e}{2} \mathbf{B} \times \mathbf{r} \right)^2 - e \mathbf{E} \cdot \mathbf{r} + V(\mathbf{r}). \] (93)

Under the time-reversal transformation \( \Theta(\mathbf{r}, \mathbf{p}) = (\mathbf{r}, -\mathbf{p}) \), the external magnetic field should also be reversed to get the symmetry of the Hamiltonian function
\[ \Theta H_{E,B} \Theta = H_{E,-B}. \] (94)

In these terms, the equation of motion (89) becomes
\[
\begin{cases}
\dot{\mathbf{r}} = \frac{\partial H_{E,B}}{\partial \mathbf{p}}, \\
\dot{\mathbf{p}} = -\frac{\partial H_{E,B}}{\partial \mathbf{r}} - \zeta \frac{\partial H_{E,B}}{\partial \mathbf{p}} + \mathbf{f}(t).
\end{cases}
\] (95)

If \( \rho(\mathbf{r}, \mathbf{p}) \) denotes the probability density in phase space, the Fokker–Planck equation corresponding to the stochastic differential equation reads
\[
\frac{\partial \rho}{\partial t} = \{H_{E,B}, \rho\} + \zeta \frac{\partial}{\partial \mathbf{p}} \left( \frac{\partial H_{E,B}}{\partial \mathbf{p}} \rho \right) + \zeta k_B T \frac{\partial^2 \rho}{\partial \mathbf{p}^2} \equiv \hat{L}_{A,B} \rho,
\] (96)

which defines the Fokker–Planck operator \( \hat{L}_{A,B} \).

### 5.2. The evolution operator with the counting parameters

Under nonequilibrium conditions, the drift velocity of the Brownian particle represents the current of this transport process. Integrating the velocity \( \dot{\mathbf{r}} \) over a time interval \([0, t]\), we find that \( \mathbf{J}_t = \Delta \mathbf{r}_t = \mathbf{r}_t - \mathbf{r}_0 \). Therefore, the cumulant generating function is defined as
\[
Q_A(\lambda; B) \equiv \lim_{t \to \infty} -\frac{1}{t} \ln \left[ e^{-\lambda \cdot \Delta \mathbf{r}_t} \right]_{A,B}
\] (97)
in terms of the counting parameters \( \lambda = (\lambda_x, \lambda_y, \lambda_z) \).

Since the integrated current is given in terms of the basic observable that is the position \( \mathbf{r} \), the modification of the evolution operator to include the counting parameter is here given by
\[
\hat{L}_{A,B,\lambda} \Phi \equiv e^{-\lambda \cdot \mathbf{r}} \hat{L}_{A,B} \left( e^{\lambda \cdot \mathbf{r}} \Phi \right)
\] (98)
in terms of the Fokker–Planck operator (96). Since the Poisson bracket \( \{\cdot, \cdot\} \) involves a derivative with respect to the position, the modified operator reads
\[
\hat{L}_{A,B,\lambda} \Phi = \hat{L}_{A,B} \Phi - \lambda \cdot \frac{\partial H_{E,B}}{\partial \mathbf{p}} \Phi
\] (99)
for an arbitrary differentiable function \( \Phi \).

In order to emphasize the fact that the Brownian particle is driven out of equilibrium by the external electric field \( \mathbf{E} \), it is interesting to write the modified operator in the form
\[
\hat{L}_{A,B,\lambda} \Phi = \hat{L}_{0,B} \Phi - e \mathbf{E} \cdot \frac{\partial \Phi}{\partial \mathbf{p}} - \lambda \cdot \frac{\partial H_{E,B}}{\partial \mathbf{p}} \Phi.
\] (100)
5.3. The time-reversal symmetry and the multivariate fluctuation relation

In the presence of an external magnetic field $B \neq 0$, but zero electric field $E = 0$, the Fokker–Planck operator (96) obeys the following time-reversal symmetry:

$$e^{\beta H_{0,B}} \otimes \hat{L}_{0,-B} \left( \otimes e^{-\beta H_{0,B}} \Phi \right) = \hat{L}_{0,B}^\dagger \Phi$$

(101)

with the inverse temperature $\beta = (k_B T)^{-1}$. This identity can be verified by direct calculation. We notice that the magnetic field is reversed in the left-hand side of this identity, but it is not the case for adjoint operator in the right-hand side.

Now, if the affinity (91) is switched on $A \neq 0$, the modified operator satisfies

$$e^{\beta H_{0,B}} \otimes \hat{L}_{A,-B,A} \left( \otimes e^{-\beta H_{0,B}} \Phi \right) = \hat{L}_{A,B,A-\lambda}^\dagger \Phi.$$  

(102)

We notice that the Hamiltonian function in the Boltzmann factor continues to be taken with zero electric field. The reason is that the Boltzmann factor defines the reference equilibrium state so that the electric field should be equal to zero otherwise the Brownian particle would be driven out of equilibrium.

The symmetry (102) is established by focusing on the operator

$$\hat{K}_{A,B,\lambda} \Phi = \hat{L}_{A,B,\lambda} \Phi - \hat{L}_{0,B} \Phi = -eE \cdot \frac{\partial \Phi}{\partial p} - \lambda \cdot \frac{\partial H_{E,B}}{\partial p} \Phi$$

(103)

for which we verify that

$$e^{\beta H_{0,B}} \otimes \hat{K}_{A,-B,A} \left( \otimes e^{-\beta H_{0,B}} \Phi \right) = e^{\beta H_{0,B}} eE \cdot \frac{\partial}{\partial p} \left( e^{-\beta H_{0,B}} \Phi \right) + \lambda \cdot \frac{\partial H_{E,B}}{\partial p} \Phi$$

$$= eE \cdot \frac{\partial \Phi}{\partial p} - \beta eE \cdot \frac{\partial H_{0,B}}{\partial p} \Phi + \lambda \cdot \frac{\partial H_{E,B}}{\partial p} \Phi$$

$$= eE \cdot \frac{\partial \Phi}{\partial p} - (A - \lambda) \cdot \frac{\partial H_{E,B}}{\partial p} \Phi$$

$$= \hat{K}_{A,B,A-\lambda}^\dagger \Phi.$$  

(104)

In the first line, we have used the fact that time reversal changes the sign of the momentum and the magnetic field. At the second line, the chain rule of derivatives is used. At the third line, the point is that $\partial_p H_{E,B}$ does not depend on the electric field $E$ and the definition (91) of the affinity is used. The fourth line is finally obtained because $\partial_p \beta = -\partial_p$. This proves the symmetry (102) of the modified operator.

Again, the cumulant generating function is obtained as the leading eigenvalue of the modified operator or its adjoint as

$$\hat{L}_{A,B,\lambda} \Psi_{A,B,\lambda} = -Q_A(\lambda; B) \Psi_{A,B,\lambda},$$

(105)

$$\hat{L}_{A,B,\lambda}^\dagger \tilde{\Psi}_{A,B,\lambda} = -Q_A(\lambda; B) \tilde{\Psi}_{A,B,\lambda},$$

(106)

given the fact that the generating function is real. Using the symmetry (102), we find that the eigenfunctions of the operator and its adjoint are related by

$$\tilde{\Psi}_{A,B,\lambda} = e^{\beta H_{0,B}} \Psi_{A,-B,A-\lambda},$$

(107)

while the cumulant generating function obeys the symmetry relation

$$Q_A(\lambda; B) = Q_A(A - \lambda; -B),$$

(108)
which corresponds to the following multivariate fluctuation relation:

$$\frac{P_A(\Delta r_i; B)}{P_A(-\Delta r_i; -B)} \sim_{\epsilon \to \infty} e^{\sum A_i \Delta r_i},$$

(109)
as can be checked using the definition (97) of the cumulant generating function.

5.4. Consequences on galvanomagnetic properties

The multivariate fluctuation relation implies a hierarchy of time-reversal symmetry relations between the response coefficients and the cumulants of the random drift of the Brownian particle, here, in the presence of the external magnetic field. The average drift velocity is in general a nonlinear function of the affinities, which vanishes at equilibrium. The response coefficients are introduced by expanding the average drift velocity in powers of the affinities as

$$\langle \dot{r}_i \rangle_{A,B} = \frac{\partial}{\partial \lambda_i} Q_A(\lambda; B) \bigg|_{\lambda=0} = \sum_j L_{i,j}(B) A_j + \frac{1}{2} \sum_{j,k} M_{i,jk}(B) A_j A_k + \cdots$$

(110)
with $i, j, k = x, y, z$. Taking second derivatives of the symmetry relation (108), the Casimir–Onsager reciprocity relations are recovered

$$L_{i,j}(B) = L_{j,i}(-B).$$

(111)
We notice that the Hall effect is identified by decomposing the linear response tensor (111) into its symmetric and antisymmetric parts as

$$L_{i,j}(B) = L_{i,j}^S(B) + L_{i,j}^A(B)$$

(112)
with

$$L_{i,j}^S(B) = \frac{1}{2} \left[ L_{i,j}(B) + L_{j,i}(B) \right] = L_{i,j}^S(-B),$$

(113)
$$L_{i,j}^A(B) = \frac{1}{2} \left[ L_{i,j}(B) - L_{j,i}(B) \right] = -L_{i,j}^A(-B).$$

(114)
The symmetric part is even in the magnetic field, while the antisymmetric part is odd. In three-dimensional space, the antisymmetric tensor can be written in terms of an axial vector characterizing the Hall effect. Moreover, the antisymmetric part behaves linearly in weak magnetic field: $L_{i,j}^A(B) = O(B)$ [109].

Remarkably, the symmetry relation (108) also implies similar relations valid beyond linear response. In particular, the following relations hold for the nonlinear response coefficients at second order in the perturbations with respect to equilibrium [60]:

$$M_{i,jk}(B) + M_{i,jk}(-B) = 2 \frac{\partial D_{ij}}{\partial A_k}(0; B) + 2 \frac{\partial D_{jk}}{\partial A_i}(0; -B),$$

(115)
$$M_{i,jk}(B) + M_{j,ki}(B) + M_{k,ij}(B) = 2 \left( \frac{\partial D_{ij}}{\partial A_k} + \frac{\partial D_{jk}}{\partial A_i} + \frac{\partial D_{ki}}{\partial A_j} - \frac{1}{2} C_{ijk} \right)_{B=0},$$

(116)
If $i = j = k$, we infer from equation (116) that unidirectional response coefficients are given by

$$M_{i,ii}(B) = 2 \frac{\partial D_{ij}}{\partial A_i}(0; B) - \frac{1}{3} C_{iii}(0; B).$$

(117)
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The other coefficients remain linked together by equations (115)–(116). Taking the third derivatives of the symmetry relation (108), we can also deduce that, at equilibrium where $A = 0$, the third cumulants (12) are odd with respect to the magnetic field

$$ C_{ijk}(0; B) = -C_{ijk}(0; -B). \quad (118) $$

These cumulants characterize the magnetic-field asymmetry of the fluctuations [110, 111]. In the absence of magnetic field $B = 0$, this magnetic-field asymmetry disappears because the third cumulants vanish at equilibrium, $C_{ijk}(0; 0) = 0$. Accordingly, these cumulants are proportional to the external magnetic field, as it was the case for the antisymmetric part of the linear response tensor (114):

$$ C_{ijk}(0; B) = O(B). \quad (119) $$

Furthermore, the third cumulants are related to the responses of the diffusivities (11) with respect to the affinities according to

$$ C_{ijk}(0; B) = 2\frac{\partial D_{ij}}{\partial A_k}(0; B) - 2\frac{\partial D_{ij}}{\partial A_k}(0; -B) = O(B). \quad (120) $$

Taking the difference between equation (116) for ±B and using equation (120), we can infer that the third cumulants are also given by

$$ C_{ijk}(0; B) = M_{i,jk}(B) - M_{i,jk}(-B) + M_{j,ki}(B) - M_{j,ki}(-B) + M_{k,ij}(B) - M_{k,ij}(-B) = O(B), \quad (121) $$

which could be verified by direct experimental measurements. Generalizations have also been deduced at higher orders [60].

These results show that the galvanomagnetic nonlinear response properties obey as fundamental relationships as the Casimir–Onsager reciprocity relations and the Green–Kubo formulae are for linear response.

6. Multivariate fluctuation relation for quantum electron transport in multi-terminal circuits

In this section, we turn to quantum transport in an open system in contact with several reservoirs, as depicted in figure 1. Advances in microelectronics have led to the fabrication of submicrometric semiconducting circuits where electron transport is essentially ballistic. These circuits are composed of several elements such as quantum dots and quantum point contacts. The coherence of electron transport between the reservoirs can be described thanks to the scattering approach developed by Landauer, Büttiker, Imry and others [61–63].

If early interest was focused on the quantization of the conductance itself, recent efforts have been devoted to the noise properties and to the full counting statistics [62]. A formula has been obtained by Levitov and Lesovik for the cumulant generating function of full counting statistics within the scattering approach [64]. More recently, the connection has been established with the fluctuation theorem and the issue of time-reversal symmetry [44, 46, 50, 59, 60, 112].

Thanks to the formalism of quantum mechanics, multivariate fluctuation relations have already been established for all the energy and particle currents flowing across an open quantum system. Here, our purpose is to show the equivalence between the theory developed in [60] and the Levitov–Lesovik formula obtained in the scattering approach [64]. Furthermore, the time-reversal symmetry of the generating function is shown to result directly from the known symmetry of the scattering matrix in the presence of an external magnetic field [61].
6.1. Quantum theory of full counting statistics

The counting statistics of the energy and particle currents is established in a scheme with an initial and a final quantum measurements. The system evolves in time under the effect of the interaction coupling the open system to the reservoirs during a time interval \([0, t]\). Before the initial time \(t' = 0\) when the interaction is switched on, the energies and particle numbers can be measured in the reservoirs during the semi-infinite lapse of time \(-\infty < t' < 0\). After the time interval \([0, t]\), the interaction is switched off and the energies and particle numbers of the reservoirs can again be measured during the semi-infinite lapse of time \(t < t' < +\infty\). The differences between the final and the initial values of the energies and particle numbers give the corresponding transfers, which fluctuate over the many measurements performed to obtain the statistics.

During the time interval \([0, t]\), the Hamiltonian operator is given by

\[
\hat{H} = \sum_{j=1}^{r} \hat{H}_j + \hat{V},
\]  

(122)

where \(\hat{H}_j\) is the Hamiltonian of the \(j\)th reservoir and \(\hat{V}\) the interaction. In the presence of an external magnetic field \(\mathbf{B}\), the Hamiltonian operator (122) has the symmetry

\[
\hat{\Theta} \hat{H}_B = \hat{H}_B \hat{\Theta}
\]

(123)

under the time-reversal transformation \(\hat{\Theta}\).

The quantum states evolve in time under the unitary evolution operator as

\[
|\Psi_t\rangle = \hat{U}_B(t) |\Psi_0\rangle \quad \text{with} \quad \hat{U}_B(t) = \exp(-i\hat{H}_B t/\hbar).
\]

(124)

The evolution operator has the symmetry

\[
\hat{\Theta} \hat{U}_B(t) = \hat{U}_B(-t) \hat{\Theta}
\]

(125)

under time reversal.

The reservoirs contain different species of particles \(p = 1, 2, \ldots, s\). The particle number operators \(\hat{N}_{jp}\) are observables that commute among themselves and with the reservoir Hamiltonian operators \(\hat{H}_j\). The total particle numbers

\[
\hat{N}_p = \sum_{j=1}^{r} \hat{N}_{jp}
\]

(126)

with \(p = 1, 2, \ldots, s\) are constants of motion together with the total Hamiltonian (122). Here, we assume that the borders between the reservoirs are located in the middle of the system itself [113].

Before the interaction is switched on, every reservoir is supposed to be in a grand-canonical equilibrium state. The reservoirs may have different temperatures \(\{T_j\}\) and chemical potentials \(\{\mu_{jp}\}\). The initial density matrix of the total system is thus given by

\[
\hat{\rho}(0) = \prod_{j=1}^{r} \frac{1}{\Xi_j} e^{-\beta_j (\hat{H}_j - \sum_{p=1}^{s} \mu_{jp} \hat{N}_{jp})},
\]

(127)

where \(\Xi_j\) is the grand-canonical partition function of the \(j\)th reservoir and \(\beta_j = (k_B T_j)^{-1}\) its inverse temperature.
The initial quantum measurement is performed before the time \( t' = 0 \) on the energies and particle numbers of the decoupled reservoirs:

\[
\begin{align*}
\hat{H}_j |\Psi_k\rangle &= \varepsilon_{jk} |\Psi_k\rangle, \\
\hat{N}_{jp} |\Psi_k\rangle &= n_{jp} |\Psi_k\rangle.
\end{align*}
\]

The outcome of this measurement is the quantum state \( |\Psi_k\rangle \), which appears with the probability

\[
\langle \Psi_k | \hat{\rho}(0) |\Psi_k\rangle.
\]

A subsequent quantum measurement is performed after the time evolution (124) during the time interval \([0, t]\) and after the interaction between the reservoirs is switched off:

\[
\begin{align*}
t \leq t': \quad \hat{H}_j |\Psi_l\rangle &= \varepsilon_{jl} |\Psi_l\rangle, \\
\hat{N}_{jp} |\Psi_l\rangle &= n_{jp} |\Psi_l\rangle.
\end{align*}
\]

Its outcome is the other quantum state \( |\Psi_l\rangle \), which appears after the initial state \( |\Psi_k\rangle \) and thus with the probability

\[
\langle \langle \Psi_l | \hat{U}_B(t) |\Psi_k\rangle \rangle^2.
\]

Accordingly, the energies and particle numbers that are transferred between the reservoirs during the time interval \([0, t]\) are defined as

\[
\begin{align*}
\Delta \varepsilon_j &= \varepsilon_{jl} - \varepsilon_{jk}, \\
\Delta n_{jp} &= n_{jp} - n_{jp}.
\end{align*}
\]

The probability density to observe these transfers is therefore given by

\[
P_t(\Delta \varepsilon_j, \Delta n_{jp}; B) = \sum_{kl} \prod_{jp} \delta \left( \Delta \varepsilon_j - \varepsilon_{jl} + \varepsilon_{jk} \right) \delta \left( \Delta n_{jp} - n_{jp} + n_{jp} \right)
\]

\[
\times \langle \langle \Psi_l | \hat{U}_B(t) |\Psi_k\rangle \rangle^2 \langle \Psi_k | \hat{\rho}(0) |\Psi_k\rangle.
\]

The moment generating function is defined as

\[
G_t(\xi_j, \eta_{jp}; B) = \int \prod_{jp} d\Delta \varepsilon_j d\Delta n_{jp} P_t(\Delta \varepsilon_j, \Delta n_{jp}; B) e^{-\sum_j \xi_j \Delta \varepsilon_j - \sum_{jp} \eta_{jp} \Delta n_{jp}},
\]

where \( \{\xi_j, \eta_{jp}\} \) are the counting parameters. Using the expression (136), the moment generating function becomes

\[
G_t(\xi_j, \eta_{jp}; B) = \text{tr} \hat{\rho}(0) e^{-\sum_j \xi_j \hat{H}_j(t) - \sum_{jp} \eta_{jp} \hat{N}_{jp}(t)} e^{\sum_j \xi_j \hat{H}_j + \sum_{jp} \eta_{jp} \hat{N}_{jp}},
\]

where

\[
\begin{align*}
\hat{H}_j(t) &= \hat{U}_B^\dagger(t) \hat{H}_j \hat{U}_B(t), \\
\hat{N}_{jp}(t) &= \hat{U}_B^\dagger(t) \hat{N}_{jp} \hat{U}_B(t).
\end{align*}
\]

This set up with a preparation period \(-\infty < t' < 0\) and a post-interaction measurement for \( t < t' < +\infty \) is reminiscent of the scattering approach [114, 115]. In this approach, the interaction evolves the total wavefunction from the incoming to the outgoing state. The former is asymptotic towards the past and the latter towards the future. This similarity allows us to prove here below the equivalence between the counting statistics obtained in the two-measurement set up and in the scattering approach for independent particles.
6.2. Connection to the scattering approach for independent electrons

We consider the transport of independent electrons in a circuit as the one of figure 1(a). For independent electrons, the Hamiltonian and other operators are quadratic functions of the annihilation and creation operators \( \{ \hat{c}_q, \hat{c}_q^\dagger \} \) of an electron in every one-electron state \( \{ \phi_q \} \) of the system:

\[
\hat{X} = \sum_{q,q'} x_{qq'} \hat{c}_q^\dagger \hat{c}_{q'} = \Gamma (\hat{x}),
\]

where \( \hat{X} \) denotes a many-body operator and \( \hat{x} = (x_{qq'}) \) the corresponding one-body operator.

Klich has shown that the trace of products of exponential functions of many-body operators can be expressed as appropriate determinants involving the one-body operators \([116, 117]\). For fermions, Klich’s formula reads

\[
\text{tr } e^{\hat{X}} e^{\hat{Y}} = \text{tr } e^{\Gamma (\hat{x})} e^{\Gamma (\hat{y})} = \det (1 + e^{\hat{x}} e^{\hat{y}}).
\]

Now, the moment generating function (138) has the form

\[
G_t(\xi_j, \eta_{jp}; B) = \frac{\text{tr } e^{-\hat{Y} t} e^{-\hat{X} t} e^{\hat{Y} t}}{\text{tr } e^{-\hat{X} t}}
\]

with

\[
\hat{X} = \sum_j \beta_j \left( \hat{H}_j - \sum_p \mu_{jp} \hat{N}_{jp} \right),
\]

\[
\hat{Y} = \sum_j \xi_j \hat{H}_j + \sum_{jp} \eta_{jp} \hat{N}_{jp},
\]

which commute, \([\hat{X}, \hat{Y}] = 0\).

According to Klich’s formula (142), the moment generating function becomes

\[
G_t(\xi_j, \eta_{jp}; B) = \frac{\det (1 + e^{-\hat{Y} t} e^{-\hat{X} t} e^{\hat{Y} t})}{\det (1 + e^{\hat{x}})}.
\]

Using the property that the determinant of a product of operators is equal to the product of determinants, the generating function can be rewritten as

\[
G_t(\xi_j, \eta_{jp}; B) = \det \left[ 1 + f (e^{-\hat{Y} t} e^{\hat{y}} - 1) \right]
\]

with the operator

\[
f = \frac{1}{e^\hat{x} + 1} = \frac{1}{e^{\sum_j \beta_j (\hat{H}_j - \sum_{jp} \mu_{jp} \hat{N}_{jp}) + 1}}
\]

describing the Fermi–Dirac distributions in the reservoirs. In the following, we consider a single species of fermions \( s = 1 \).

The connection to the scattering approach can be established by introducing the unitary scattering operator defined in the long-time limit by

\[
\hat{S} = \lim_{t \to \infty} e^{i\hat{h} t / 2} e^{-i\hat{H} t} e^{i\hat{h} t / 2}
\]
in terms of the full Hamiltonian $\hat{h}$ and the noninteracting Hamiltonian $\hat{h}_0 = \sum_j h_j$ and with $\hbar = 1$ [114, 115]. Therefore, we have that
\[
e^{-\hat{h}t} = e^{\hat{h}_0 t/2} e^{-i\hat{h}_0 t/2} \approx e^{\hat{h}_0 t/2} \hat{S}^+ e^{-i\hat{h}_0 t/2}
\]
over a long enough time interval. Since the noninteracting Hamiltonian $\hat{h}_0 = \sum_j h_j$ commutes with the operator (148), the moment generating function can be written as
\[
G_t(\xi_j, \eta_j; B) \simeq \det[1 + \hat{f}(\hat{S}^+ e^{-\hat{\xi}} \hat{S} e^{\hat{\xi}} - 1)].
\]

To make sense, the determinant should be taken over an appropriate discrete set of one-electron states forming a quasi continuum in the long-time limit. Indeed, the left-hand side of equation (151) concerns the many-body system although the expression in the right-hand side concerns single independent electrons flowing one by one across the system. Every one-body operator can be decomposed on the eigenstates of the noninteracting Hamiltonian $\hat{h}_0$. This is the case for the scattering operator:
\[
\hat{S} = \int d\varepsilon \hat{S}(\varepsilon) \delta(\varepsilon - \hat{h}_0),
\]
where $\hat{S}(\varepsilon)$ is the scattering matrix. This is a $r \times r$ unitary matrix if there is a single open channel in every reservoir, which is the simplifying assumption we use in the following. Similarly, the operator (148) decomposes as
\[
\hat{f} = \int d\varepsilon \hat{f}(\varepsilon) \delta(\varepsilon - \hat{h}_0)
\]
in terms of the matrix
\[
\hat{f}(\varepsilon) = \begin{pmatrix}
 f_1(\varepsilon) & 0 & \cdots & 0 \\
 0 & f_2(\varepsilon) & \cdots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
 0 & 0 & \cdots & f_r(\varepsilon)
\end{pmatrix}
\]
with the Fermi–Dirac distributions of the reservoirs:
\[
f_j(\varepsilon) = \frac{1}{e^{\beta_j(\varepsilon - \mu_j)} + 1}.
\]

Moreover, the counting parameters appear in the matrix
\[
e^{\hat{\xi}(\varepsilon)} = \begin{pmatrix}
 e^{\xi_1 + \eta_1} & 0 & \cdots & 0 \\
 0 & e^{\xi_2 + \eta_2} & \cdots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
 0 & 0 & \cdots & e^{\xi_r + \eta_r}
\end{pmatrix} = e^{\hat{\xi} + \hat{\eta}},
\]
where $\hat{\xi} = (\xi_j \delta_{jj'})$ and $\hat{\eta} = (\eta_j \delta_{jj'})$ are the diagonal $r \times r$ matrices containing the counting parameters on their diagonal.

Accordingly, the moment generating function (151) becomes a product over all the relevant single-electron states $\{\varepsilon, \sigma\}$ as
\[
G_t(\xi_j, \eta_j; B) \simeq \prod_{\varepsilon, \sigma} \det[1 + \hat{f}(\varepsilon)(\hat{S}^+ e^{-\hat{\xi}} \hat{S} e^{\hat{\xi}} - 1)].
\]
where \( \sigma \) is the spin label. Using the aforementioned property of determinants, the unitarity of scattering matrix, and the commutativity of the diagonal Hermitian operators \( \hat{J}(\varepsilon) \) and \( e^{\epsilon \hat{\xi} + \hat{\eta}} \), the expression (157) can be shown to be real, as it should.

A crucial property is that the \( r \times r \) determinants in equation (157) are invariant under the transformations
\[
e^{\epsilon \hat{\xi} + \hat{\eta}} \rightarrow e^{\epsilon \hat{\xi} - \chi(\varepsilon) \hat{\eta}}
\]
for any function \( \chi(\varepsilon) \) of the energy \( \varepsilon \) and where \( \hat{I} \) is the identity matrix. In [60], the function \( \chi(\varepsilon) = \frac{1}{r} \sum'_{j=1}(\varepsilon \xi_j + \eta_j) \) was used, which corresponds to counting the currents with respect to a reference taken by averaging over the \( r \) reservoirs. In the following, we consider the function \( \chi(\varepsilon) = \varepsilon \xi_r + \eta_r \), which corresponds to using the \( r \)th reservoir as the reference. Consequently, the generating function (157) only depends on the differences of the counting parameters with respect to those of the reference reservoir, as it should to properly describe nonequilibrium steady states. We can thus define the \( 2(r-1) \) counting parameters:
\[
\lambda_{jE} = \xi_j - \xi_r,
\]
\[
\lambda_{jN} = \eta_j - \eta_r
\]
with \( j = 1, 2, \ldots, r-1 \), corresponding to the \( r-1 \) independent energy and electron currents in the circuit. These currents are induced by the \( 2(r-1) \) thermal and chemical affinities given by
\[
A_{jE} = \beta_r - \beta_j,
\]
\[
A_{jN} = \beta_j \mu_j - \beta_r \mu_r
\]
for \( j = 1, 2, \ldots, r-1 \).

The cumulant generating function is introduced as
\[
Q_A(\lambda; B) = \lim_{t \rightarrow \infty} -\frac{1}{t} \ln G_t(\xi_j - \xi_r, \eta_j - \eta_r; B),
\]
where \( A = \{A_{jE}, A_{jN}\}_{j=1}^{r-1} \) and \( \lambda = (\lambda_{jE}, \lambda_{jN})_{j=1}^{r-1} \). Taking the logarithm of the function (157), the product over the relevant states \( \{\varepsilon, \sigma\} \) becomes a sum of logarithms. For a process lasting over a time interval \([0, t] \), the spacing between the relevant energies \( \{\varepsilon\} \) is equal to \( \Delta \varepsilon = 2\pi \hbar / t \). Since these relevant energies form a quasi continuum, the sum is replaced by an integral in the infinite-time limit. Moreover, the spin orientation takes the two values \( \sigma = \pm \) for electrons. For spin one-half particles such as electrons, we thus find that
\[
\lim_{t \rightarrow \infty} \frac{1}{t} \sum_{\varepsilon, \sigma} (\cdot) = 2_s \int \frac{d\varepsilon}{2\pi \hbar} (\cdot),
\]
with the factor \( 2_s \) due to the electron spin [62]. The cumulant generating function is finally obtained as
\[
Q_A(\lambda; B) = -2_s \int \frac{d\varepsilon}{2\pi \hbar} \ln \det \left\{ 1 + \hat{J}(\varepsilon) \left[ \hat{S}^\dagger(\varepsilon) e^{-\epsilon \hat{\xi} - \hat{\eta}} \hat{S}(\varepsilon) e^{\epsilon \hat{\xi} + \hat{\eta}} - 1 \right] \right\}
\]
for independent electrons. This result is equivalent to the Levitov–Lesovik formula [64], as can be checked for two-terminal circuits [118]. In equation (165), the counting parameters \( \lambda \) only appear in the operators \( e^{\epsilon \hat{\xi} + \hat{\eta}} \). The scattering matrix \( \hat{S}(\varepsilon) \) depends on the external magnetic field \( B \). The Fermi–Dirac distributions \( \hat{J}(\varepsilon) \) depend on the temperatures and the chemical potentials.
of the $r$ reservoirs or, equivalently, on the $r-1$ affinities $A$ together with the temperature $T$, and the chemical potential $\mu_r$ of the reference reservoir. The Fermi–Dirac distribution may also depend on the magnitude $\|B\|$ of the external magnetic field if this latter extends to the reservoirs, but not on its sign if there is no spontaneous magnetization in the reservoirs.

6.3. The time-reversal symmetry and the multivariate fluctuation relation

For spinless particles or for each spin component in systems without spin–orbit interaction, the time-reversal symmetry implies that the scattering matrix in the presence of an external magnetic field $B$ obeys

$$\hat{S}_B^T = \hat{S}_{-B},$$

(166)

where $^T$ denotes the transpose $[61, 63]$. In order to deduce the multivariate fluctuation relation in the form (18), we use the property

$$\det (1 + e^i e^j) = \det(1 + e^i e^j),$$

(167)

the fact that the determinants in equation (157) are real, and the symmetry (166). We thus have the following identities:

$$\det\{1 + \hat{f}(\varepsilon) [\hat{S}_B^+(\varepsilon) e^{-\xi - \eta} \hat{S}_B(\varepsilon) e^{\xi + \eta} - 1]\}$$

$$= \det\{1 - \hat{f}(\varepsilon) + \hat{f}(\varepsilon) \hat{S}_B^+(\varepsilon) e^{-\xi - \eta} \hat{S}_B(\varepsilon) e^{\xi + \eta}\}$$

$$= \det\{1 - \hat{f}(\varepsilon)\} \det\left\{1 + \frac{\hat{f}(\varepsilon)}{1 - \hat{f}(\varepsilon)} \hat{S}_B(\varepsilon) e^{-\xi - \eta} + \hat{S}_B^+(\varepsilon) e^{\xi + \eta}\right\}$$

$$= \det\{1 - \hat{f}(\varepsilon)\} \det\left\{1 + \hat{S}_B(\varepsilon) e^{\xi + \eta} \frac{\hat{f}(\varepsilon)}{1 - \hat{f}(\varepsilon)} \hat{S}_B^+(\varepsilon) e^{-\xi - \eta}\right\}$$

$$= \det\{1 - \hat{f}(\varepsilon)\} \det\left\{1 + \hat{S}_B^+(\varepsilon) e^{\xi + \eta} \frac{\hat{f}(\varepsilon)}{1 - \hat{f}(\varepsilon)} \hat{S}_B(\varepsilon) e^{-\xi - \eta}\right\}$$

(168)

$$= \det\left\{1 + \hat{f}(\varepsilon) \left[\hat{S}_B^+(\varepsilon) e^{-\xi(\beta - \xi) + \beta \mu + \eta} \hat{S}_B(\varepsilon) e^{\beta(\xi - \beta) - \beta \mu - \eta} - 1\right]\right\}. $$

(170)

After using the cyclic property (167), equation (168) results from the fact that the determinant is real and equation (169) from the time-reversal symmetry (166) of the scattering matrix. Finally, equation (170) is the consequence of the identity

$$\frac{\hat{f}(\varepsilon)}{1 - \hat{f}(\varepsilon)} = e^{-\beta(\varepsilon - \mu)},$$

(171)
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where \( \hat{\beta} = (\beta_j \delta_{jj}) \) and \( \hat{\mu} = (\mu_j \delta_{jj}) \) are the diagonal \( r \times r \) matrices containing the inverse temperatures and the chemical potentials on their diagonal.

Therefore, equation (170) expresses the symmetry of the cumulant generating function under the transformation \( \{ \hat{\xi}, \hat{\eta}, \mathbf{B} \} \rightarrow \{ \hat{\beta} - \hat{\xi}, -\hat{\beta} \hat{\mu} - \hat{\eta}, -\mathbf{B} \} \). Since the determinant and, thus, the cumulant generating function is invariant under the transformation (158) with \( \chi(\varepsilon) = \varepsilon \hat{\xi} + \hat{\eta} \), the cumulant generating function is symmetric under the transformation \( \{ \lambda, \mathbf{B} \} \rightarrow \{ \mathbf{A} - \lambda, -\mathbf{B} \} \), which proves the multivariate fluctuation relation

\[
Q_A(\lambda; \mathbf{B}) = Q_A(\mathbf{A} - \lambda; -\mathbf{B})
\]  

(172)
directly from the time-reversal symmetry (166) of the scattering matrix in the presence of an external magnetic field.

6.4. Consequences on the galvanomagnetic and thermomagnetic properties

The multivariate fluctuation relation (172), which finds its origin in the fundamental symmetry (123), has consequences on the nonlinear galvanomagnetic and thermomagnetic properties of mesoscopic devices performing free energy transduction between multiple electron and heat reservoirs [100]. These consequences are the fundamental relations (115)–(121), which generalize the Casimir–Onsager reciprocity relations (111) from the linear to the nonlinear response and fluctuation properties. Here, the indices refer to the different independent affinities and currents between the reservoirs (instead of the three spatial dimensions in section 5). Till now, such relations have been experimentally investigated for the single-current case in a circuit with an Aharonov–Bohm ring in a external magnetic field at low temperature [17, 18]. However, equations (115) and (116) and equations (118)–(121) constitute predictions for the coefficients characterizing the coupling between the multiple electrical and thermal currents flowing across mesoscopic devices. These fundamental results concern not only electronic devices such as quantum dots at low temperature, but also transistors and other devices sensitive to an external magnetic field at room temperature. In such devices, noise manifests itself as in RC circuits and experimental methods are available to measure independently the response coefficients and the statistical cumulants in order to verify the predictions of the multivariate fluctuation relation [119].

7. Conclusions

In this paper, multivariate fluctuation relations are demonstrated for all the currents flowing across different kinds of open systems. A unified presentation is given for classical, stochastic and quantum systems. They are maintained in nonequilibrium steady states by thermodynamic forces called affinities, which are defined in terms of the difference of temperatures and chemical potentials between several reservoirs, or by mechanical forces. The multiple affinities controlling the nonequilibrium steady state induce so many currents. They may be coupled together, allowing free energy transduction in the open system.

Multivariate fluctuation relations find their origin in the microreversibility of the underlying Hamiltonian dynamics. Yet, the time-reversal symmetry is broken by the probability distribution describing the nonequilibrium steady state, which is reminiscent of symmetry-breaking phenomena at equilibrium [120, 121]. The non-negativity of the entropy production can be directly deduced from the multivariate fluctuation relation, which is thus compatible with
the second law of thermodynamics. The multivariate fluctuation relation implies the Onsager or Casimir reciprocity relations between the linear response coefficients, as well as the Green–Kubo formulae between these coefficients and the second cumulants of the fluctuating currents, i.e. the current diffusivities. Most remarkably, the multivariate fluctuation relation also implies generalizations of these relations between the nonlinear response coefficients, higher-order coefficients and their responses to perturbations with respect to equilibrium. Under certain conditions presented in section 2.4, the multivariate fluctuation relation may reduce to univariate fluctuation relations.

Different methods are here presented to obtain the multivariate fluctuation relation for specific open systems. For the effusion of an ideal gas through a small hole in a thin wall separating two reservoirs at different temperatures and chemical potentials, the multivariate fluctuation relation can be directly deduced from the Hamiltonian dynamics of the independent particles, using the classical scattering approach [75]. The invariant probability distribution describing the nonequilibrium steady state is given by a many-particle Poisson distribution based on the Maxwell–Boltzmann single-particle distribution. The cumulant generating function of the currents can be calculated from this invariant probability distribution and its symmetry under time reversal can be established, depending on the affinities of the reservoirs.

For stochastic processes ruled by a Fokker–Planck master equation, the multivariate fluctuation relation for the currents can be obtained from a time-reversal symmetry of the Fokker–Planck evolution operator after its modification to include the counting parameters associated with the energy or particle currents between the reservoirs. Accordingly, the leading eigenvalue of this modified evolution operator gives the cumulant generating function of the currents. The symmetry of the modified evolution operator implies the symmetry of the cumulant generating function, hence the multivariate fluctuation relation. The advantage of this method is that the symmetry can be established by analyzing separately the different terms composing the modified evolution operator and corresponding to different processes contributing to the overall time evolution [40, 57, 84].

This method is applied to heat transport in Hamiltonian systems coupled to several heat reservoirs by Langevin stochastic forces. As shown in section 4, the evolution operator can be modified by using the Machlup–Onsager path integral defining the generating function of the heat currents. A fundamental symmetry is obtained for the so-modified stochastic evolution operator, which established the multivariate fluctuation relation. This result has fundamental consequences on the nonlinear properties of heat conduction in thermal diodes or other mesoscopic devices. In particular, a formula is deduced showing that thermal rectification is determined at leading order by the sensitivity to nonequilibrium perturbations of the diffusivity characterizing the heat current fluctuations.

In section 5, a charged Brownian particle driven in a spatially periodic potential by an external electric field and subjected to a magnetic field is considered with a similar method. Here, micereversibility should be conceived together with the reversal of the external magnetic field. Consequently, the multivariate fluctuation relation involves two invariant probability distributions differing by the sign of the magnetic field. In this respect, the Casimir–Onsager reciprocity relations are recovered for the linear response coefficients and the multivariate fluctuation relation also yields their generalizations to higher orders, which allows us to make predictions on the nonlinear galvanomagnetic properties of this system.
For open quantum systems, the multivariate fluctuation relation can be deduced by considering the transfers of energy and particles during the time interval starting and ending by a quantum measurement of the energy and particle numbers in the reservoirs. In section 6, an equivalence is established between the two-measurement set up and the quantum scattering approach. For independent electrons moving in multi-terminal mesoscopic circuits, the Levitov–Lesovik formula [64] is shown to be equivalent to the formula obtained in [60]. Moreover, the multivariate fluctuation relation is directly proved from the time-reversal symmetry of the scattering matrix in the presence of an external magnetic field. In this way, the relations between the nonlinear response coefficients and the statistical cumulants of the current fluctuations are shown to hold also for the nonlinear galvanomagnetic and thermomagnetic properties.

The unified presentation shows the generality of the multivariate fluctuation relations in classical, stochastic and quantum open systems. These relations allow us to understand much better than previously the subtle interplay between the microreversibility of the underlying Hamiltonian dynamics of the particles composing matter and the thermodynamic time asymmetry appearing at the statistical level of description. The perspectives given by the multivariate fluctuation relations extend from physics to chemistry and biology. In chemistry, multivariate fluctuation relations apply to nonequilibrium reactions in gases, liquids or at surfaces [122–124]. They are fundamental to our understanding of autonomous molecular machines, self-propelled Janus particles or catalysts, where chemical energy powers mechanical motion or pattern oscillations [4, 5, 15]. In biology, multivariate fluctuation relations provide a framework to understand free energy transduction in molecular motors and their thermodynamic efficiencies in regimes of loose or tight coupling [7, 8, 49]. More fundamentally, these new advances shed a new light on the thermodynamic origins of directionality and dynamical order in natural systems.
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