Doubling constructions and tensor product $L$-functions: the linear case
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Abstract We present an integral representation for the tensor product $L$-function of a pair of automorphic cuspidal representations, one of a classical group, the other of a general linear group. Our construction is uniform over all classical groups, and is applicable to all cuspidal representations; it does not require genericity. The main new ideas of the construction are the use of generalized Speh representations as inducing data for the Eisenstein series.
and the introduction of a new (global and local) model, which generalizes the Whittaker model. Here we consider linear groups, but our construction also extends to arbitrary degree metaplectic coverings; this will be the topic of an upcoming work.
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1 Introduction

One of the pillars of the Langlands program is the study of global automorphic $L$-functions as mediating agents in the framework of functoriality. The analytic properties of $L$-functions for representations of classical groups twisted by representations of general linear groups played a central role in the proof of functoriality for classical groups by Cogdell et al. [17]. That proof relied on the Converse Theorem of Cogdell and Piatetski-Shapiro [18,19]: strong analytic properties of the twisted $L$-functions imply automorphy. Cogdell et al. only considered globally generic representations—those affording a Whittaker–Fourier coefficient—because constructions of the $L$-functions, either using the Langlands–Shahidi method or the Rankin–Selberg method, were limited to such representations.

On the other hand, Piatetski-Shapiro and Rallis [67] introduced a different type of global integral which represents the standard $L$-function for any classical group. Their construction is advantageous in two important aspects. First, it presents a unified approach to integral representations of these $L$-functions, comparable to the uniformity of the Langlands–Shahidi method. Second, it is applicable to any cuspidal automorphic representation on the classical group. Previously known integrals unfolded to a special model, afforded by some but not all cuspidal automorphic representations, most notably the Whittaker model. In contrast, the construction of [67], now known as the doubling method, unfolded to an integral involving a global matrix coefficient on the classical group, which is always nontrivial for some choice of data, and for decomposable data can be expressed as the (infinite) product of local matrix coefficients. On the downside, these constructions were limited to the standard representation, or its twists by characters. Thus they did not provide enough information to be used in concert with the Converse Theorem to establish functoriality for non-generic automorphic representations.

Here we describe a new construction, which extends the doubling method, to provide integral representations for arbitrary automorphic cuspidal representations of classical groups twisted by automorphic cuspidal representations of arbitrary rank general linear groups. Our integrals inherit the benefits of the doubling method in that the construction is uniform across all classical groups.
and applies to all cuspidal automorphic representations (as opposed to only globally generic ones), but in sharp contrast with the doubling method, we are not limited to rank-one twists.

This paper removes a fundamental obstruction to extending the functoriality results of Cogdell et al. [17] to any automorphic cuspidal representation. Although such liftings also follow from the work of Arthur, an independent proof is of high interest. In a forthcoming work we further develop the global and local theory, analyze the local integrals over both non-archimedean and archimedean fields and define $\gamma$, $L$- and $\epsilon$-factors, along the lines of the work of Lapid and Rallis [62] on the original doubling method (see also [25, 87]). We use these results to construct a functorial lift of $\pi$ to $GL_N(\mathbb{A})$ using the Converse Theorem (see [13]).

Let $F$ be a number field with a ring of adeles $\mathbb{A}$, and $G$ be a split classical group. Let $\pi$ and $\tau$ be irreducible cuspidal automorphic representations of $G(\mathbb{A})$ and $GL_k(\mathbb{A})$, respectively. We construct an Eisenstein series $E(h; f, s)$ on $H(\mathbb{A})$, where $H$ is an auxiliary classical group defined depending on $G$ and $k$. The inducing data of the Eisenstein series is the generalized Speh representation $\mathcal{E}_\tau$ attached to $\tau$, defined by Jacquet [46]. We choose a unipotent subgroup $U$ of $H$ and an automorphic character $\psi_U$ of $U$, such that $G \times G$ is embedded in the normalizer of $U$ and stabilizer of $\psi_U$. We consider the integral

$$Z(s, \varphi_1, \varphi_2, f) = \int_{G(F) \times G(F) \backslash G(\mathbb{A}) \times G(\mathbb{A})} \varphi_1(g_1) \overline{\varphi_2(g_2)} E_{U, \psi_U}^U ((g_1, g_2); f, s) \, dg_1 \, dg_2. \quad (1.1)$$

Here $\varphi_1$ and $\varphi_2$ are cusp forms in the space of $\pi$, $^i$ is an involution of $G$ and $E_{U, \psi_U}^U$ denotes the Fourier coefficient of the series with respect to $U$ and $\psi_U$. This is a “doubling construction” in the sense that the integral is over two copies of $G$ and for $k = 1$, reproduces the doubling integral of [67] (the original doubling method was motivated by doubling in the context of quadratic forms).

The main result of this paper is the following.

**Theorem A.** The global integral (1.1) represents the global partial $L$-function $L^S(s, \pi \times \tau)$.

The function $L^S(s, \pi \times \tau)$ here is the product of local $L$-functions over all finite places of $F$ for which the local data are unramified. Theorem A follows by combining Theorem 1, identity (3.1), Theorems 21 and 29 below. Here we treat two cases in detail: $G = Sp_{2n}$ and $SO_{2n}$. 
In a subsequent paper we elaborate on the details of this construction also for $\text{SO}_{2n+1}$ and split general spin groups of arbitrary rank (see [13]). In this paper we do not treat these groups as they require additional work of a technical nature.

The novel ingredients of (1.1) compared to the doubling method of [67], are the usage of the specialized inducing data, namely the representation $E_\tau$, and the replacement of the Eisenstein series there with its Fourier coefficient. Critically, it turns out that the representation $E_\tau$ is supported on a sufficiently small unipotent orbit. The unfolding process leads us to introduce a new (global and local) model, which we call a Whittaker–Speh–Shalika model, since it generalizes the Whittaker and Shalika models for generalized Speh representations (see Definition 3 below). The nonvanishing of the appropriate Fourier coefficient of $E_\tau$, as well as the vanishing properties of $E_\tau$ that we use, were proved by Ginzburg [32]; see also Jiang and Liu [53] for a detailed study of these representations in a global context. Then to deduce that the integral is Eulerian (Theorem 1) we establish multiplicity one results, at least over the unramified places.

One immediate consequence of Theorem A is that $L^S(s, \pi \times \tau)$ admits meromorphic continuation to the plane, see Theorem 30. This is of course a well-known result of Langlands (e.g., [60,61]), who established it by analyzing the constant term of the Eisenstein series. However, the constant term approach is not sufficient to handle local factors at the remaining places, nor to get the full analytic behavior necessary to apply the Converse Theorem. Local factors for irreducible generic representations are usually defined via Shahidi’s celebrated method of local coefficients (e.g., [73]). This method is not applicable in general to non-generic representations, hence the aforementioned functoriality results [17] were limited to generic ones. By contrast, the local version of our integrals was recently used in [13] to define and study local $L$- and $\epsilon$-factors at all places. In fact, the definition of local factors using integral representations may well be the only available analytic method for the general case. For further reference see, e.g., [41,44,45,56,62,66,68,87]. Note that historically, for general linear groups this was the original definition, see [38,48].

Our ideas and construction apply also to non-linear coverings, this was recently described in [54]. See also Gao [27] for the extension of the constant term approach to covering groups.

For linear groups, the descent method was used to construct an explicit realization of an inverse to the functorial lift from globally generic representations of classical groups to $\text{GL}_N$; see Ginzburg et al. [35–37] and also Soudry [80]. We expect to use the integrals developed here to extend the descent method to functorial lifts of arbitrary automorphic cuspidal representations, and also to obtain new descent constructions for covering groups.
The doubling method has had numerous important applications. We list several of these. Its strong relation to the theta correspondence, via the Siegel–Weil formula, has been studied in [26,41,59,87]; Böcherer and Schmidt [7] used the doubling method to construct standard $p$-adic $L$-functions for Siegel modular forms; recently, Eischen et al. [22] used this method to construct $p$-adic $L$-functions for unitary groups, completing the results of Harris et al. [43] (see also [42]), which are part of a long-term project by these authors; and Garrett [28] developed the doubling method in a classical framework. Among other works on the doubling method we mention [58,84].

The original doubling method was developed for classical groups of symplectic, orthogonal or unitary type [62,67], and later extended to several more cases including the double cover of the symplectic group by Gan [25], and unitary groups of hermitian or skew-hermitian forms over division algebras in the work of Yamana [87]. We expect similar extensions to be applicable here. Interestingly, the odd orthogonal case was excluded from [67] and was first treated only in [62] (for technical reasons). Also note that we develop the theory for connected groups, i.e., $SO_{2n}$ instead of $O_{2n}$. This is compatible with the theories of Langlands and Shahidi, which were formulated for connected groups, and with several other works on Rankin–Selberg integrals.

Earlier works on integral representations include [10,11,29,30,50,51,77,85]. Recent works [32,33,53] developed $L$-functions for tensor products of automorphic cuspidal representations of classical groups and general linear groups. In these works the Whittaker model was replaced by a pairing with a suitable auxiliary cuspidal representation. In particular, Jiang and Zhang [53] extended the construction from cuspidal representations of $GL_k$ to isobaric representations. The isobaric sum was previously considered in [37], albeit in a less general context. We also mention two recent works by Soudry [81,82], who reduced local computations with non-generic data to the known generic case, in the context of the integrals of [32,33,53]. By contrast, our approach to the (local) study of non-generic representations is to use the uniqueness of the pairing of an irreducible representation with its contragredient, which is true without any additional assumption (even over covering groups).

The rest of this work is organized as follows. In Sect. 2 we present the global construction, starting with the integral (Sect. 2.1), then discuss the generalized Speh representation and its properties (Sect. 2.2) and carry out the unfolding process (Sect. 2.3). The computation of the local integrals with unramified data is described in Sect. 3. The local integrals are presented in Sect. 3.1 and their computation is reduced to a similar computation on general linear groups, which is further reduced to a rank-1 case (Sect. 3.6). The latter integral is computed in Sect. 3.7 by, surprisingly enough, reducing it to the familiar Rankin–Selberg integrals of $GL_1 \times GL_k$ and $GL_1 \times GL_{2k}$ from [48,51].
2 The global construction

2.1 The global integral

We introduce the general global integral. Let $n$ and $k$ denote two positive integers, $F$ be a number field with a ring of adeles $\mathbb{A}$, and $G$ be a split connected classical group of rank $n$. Let $\pi_1$ and $\pi_2$ denote two irreducible cuspidal automorphic representations of $G(\mathbb{A})$, and $\tau$ denote an irreducible cuspidal automorphic representation of $\text{GL}_k(\mathbb{A})$.

Let $c = c(n)$ be the rank of the natural general linear group containing $G$, i.e., $c = 2n$ for $G = \text{Sp}_{2n}$ and $\text{SO}_{2n}$, and $c = 2n + 1$ for $G = \text{SO}_{2n+1}$. Depending on $G$, we introduce another classical group $H$ of rank $kc$, on which we shall construct an Eisenstein series. For example if $G = \text{Sp}_{2n}$, $H = \text{Sp}_{4kn}$.

Let a Borel subgroup $B_H$ in $H$ and let $P = M_P \ltimes U_P$ denote a maximal standard parabolic subgroup of $H$ with a Levi part $M_P \cong \text{GL}_{kc}$, i.e., a so-called Siegel parabolic subgroup. The precise definitions of $H$ and $P$ will be given near the end of this section.

The key building block in our construction is a residue representation $\mathcal{E}_\tau$ of $\text{GL}_{kc}(\mathbb{A})$, which we call a Whittaker–Speh–Shalika representation of type $(k, c)$. In this work it is the generalized Speh representation corresponding to $c$ copies of $\tau$. The definition and construction are detailed in Sect. 2.2 below. Its fundamental properties are that it is supported on a sufficiently small unipotent orbit (in the sense of [31]), and on this orbit it supports a $(k, c)$ functional $\Lambda$. This functional is “almost decomposable” (see Claim 4). These properties are crucial for the unfolding argument and proof that the global integral is “almost” an Euler product (see (3.1)). Explicitly, if $\varphi$ belongs to the space of $\mathcal{E}_\tau$,

$$
\Lambda(\varphi) = \int_{V(c,k)(F)/V(c,k)(\mathbb{A})} \varphi(v) \psi^{-1}(\text{tr}((\sum_{i=1}^{k-1} v_{i,i+1})) \, dv,
$$

where $V(c,k)$ is a subgroup of upper triangular matrices, which is the unipotent radical of the parabolic subgroup of $\text{GL}_{kc}$ corresponding to the partition $(c^k)$, $v_{1,2}, \ldots, v_{k-1,k}$ are the $c \times c$ blocks above the main diagonal of $v$ (see Sect. 2.2) and $\text{tr}$ is the trace map. For example when $c = 1$, this is the usual Whittaker–Fourier coefficient and $\mathcal{E}_\tau$ is simply $\tau$, which is known to be globally generic, i.e., supports a $(k, 1)$ functional. Note that for $c > 1$ we do not claim or expect arbitrary cuspidal automorphic representations of $\text{GL}_{kc}(\mathbb{A})$ to be of type $(k, c)$, this is a special property enjoyed by the representations $\mathcal{E}_\tau$; see also Remark 14 for a local discussion.

Let $K_H$ be a maximal compact subgroup of $H$ which is in a “good position” with respect to the maximal torus of $B_H$ (see e.g., [65, § I.1.4]). Form the Eisenstein series $E(h; f, s)$ on $H(\mathbb{A})$, attached to the induced representation
\[
\text{Ind}_{P(\mathbb{A})}^{H(\mathbb{A})} (E_\tau \delta_P^s).
\]

Here \(\delta_P\) is the modulus character of \(P\) (throughout, induction is normalized). By definition, for \(\text{Re}(s) \gg 0\),

\[
E(h; f, s) = \sum_{\gamma \in P(F) \setminus H(F)} f(\gamma h, s), \quad h \in H(\mathbb{A}),
\]

where \(f(h, s)\) is a standard section, i.e., a section whose restriction to \(K_H\) is independent of \(s\). We will use a certain Fourier coefficient of this series.

To describe this coefficient, let \(Q = M \times U\) be a standard parabolic subgroup of \(H\), whose Levi part \(M\) is isomorphic to \(k - 1\) copies of \(\text{GL}_c\) multiplied by a split classical group of rank \(c\). The subgroup \(Q\) is uniquely defined given \(k\) and the type of \(H\). E.g., for \(G = \text{Sp}_{2n}\), \(M = \text{GL}_{2n} \times \cdots \times \text{GL}_{2n} \times \text{Sp}_{4n}\). Recall that unipotent orbits for classical groups are indexed by (certain) partitions (see e.g., [14, 20, 83]). Consider the unipotent orbit

\[
((2k - 1)c^c 1^c)
\]

associated with the group \(H\). It follows from Collingwood and McGovern [20] that this is a well-defined orbit for every group \(H\) (for \(\text{Sp}_{2n}\), odd numbers occur with even multiplicity, in the orthogonal cases this is clear since there are no even parts), and that the stabilizer of this orbit over an algebraically closed field contains the group \(G \times G\). From [31] we deduce that a Fourier coefficient associated with this orbit can be constructed along \(U\), and an automorphic character \(\psi_U\) of \(U(\mathbb{A})\) can be defined such that its stabilizer inside \(M(\mathbb{A})\) contains \(G(\mathbb{A}) \times G(\mathbb{A})\). For an example of \(U\), \(\psi_U\) and the embedding \((g_1, g_2) : G(\mathbb{A}) \times G(\mathbb{A}) \to M(\mathbb{A}) < H(\mathbb{A})\) in the cases of \(\text{Sp}_{2n}\) and \(\text{SO}_{2n}\) see Sect. 2.3. For brevity, we denote the identity element of \(G\) by \(1\) in the embedding, e.g., write \((1, g)\).

The global integral we consider is

\[
Z(s, \varphi_1, \varphi_2, f) = \int_{G(F) \times G(F) \setminus G(\mathbb{A}) \times G(\mathbb{A})} \int_{U(F) \setminus U(\mathbb{A})} \varphi_1(g_1) \overline{\varphi_2(\iota g_2)} E(u(g_1, g_2); f, s) \psi_U(u) \, du \, dg_1 \, dg_2.
\]

Here \(\varphi_i\) is a cusp form in the space of \(\pi_i\), \((g_1, g_2)\) is the embedding and \(\iota\) is a certain involution of \(G\) (see below). The integral converges absolutely for \(\text{Re}(s) \gg 0\) and admits meromorphic continuation to the whole complex plane; this follows from the rapid decay of cusp forms, moderate growth of the Eisenstein series and the meromorphic continuation of the Eisenstein series.
Let \( L = (G \times G)U \). It is a subgroup of \( Q \). The action of \( L(F) \) on the right on the homogeneous space \( P(F) \setminus H(F) \) has a unique open orbit. Let \( \delta \in H(F) \) be a representative for this orbit. The involution \( \iota \) is chosen such that \( \delta(g, \overset{t}{g})\delta^{-1} \in MP(\mathbb{A}) \) for all \( g \in G(\mathbb{A}) \). Denote \( U_0 = U \cap UP \). Also let

\[
\langle \varphi_1, \varphi_2 \rangle = \int_{G(F) \setminus G(\mathbb{A})} \varphi_1(g)\overline{\varphi_2(g)} \, dg
\]

be the standard inner product on \( G(\mathbb{A}) \). Refer to Sect. 2.3 for the concrete choices of \( \iota \) and \( \delta \) (for \( Sp_{2n} \) see (2.10) and (2.18)).

In the following theorem we state the basic properties of the integral.

**Theorem 1.** The integral \( Z(s, \varphi_1, \varphi_2, f) \) is absolutely convergent for \( \text{Re}(s) \gg 0 \) and admits meromorphic continuation to the plane. It is not identically zero only if \( \pi_1 = \pi_2 = \pi \). In this case, for \( \text{Re}(s) \gg 0 \) it is equal to

\[
\int_{G(\mathbb{A})} \int_{U_0(\mathbb{A})} \langle \varphi_1, \overset{\iota}{\pi(g)\varphi_2} \rangle f_W(\varepsilon_\iota)(\delta u_0(1, \overset{t}{g}), s) \psi_U(u_0) \, du_0 \, dg. \tag{2.1}
\]

Here \( f_W(\varepsilon_\iota) \) is the composition of the section and the unique functional \( \Lambda \) attached to \( \varepsilon_\iota \): for any \( s \in \mathbb{C} \) and \( h \in H(\mathbb{A}) \),

\[
f_W(\varepsilon_\iota)(h, s) = \int_{V(\mathcal{C}_k)(F) \setminus V(\mathcal{C}_k)(\mathbb{A})} f(vh, s) \psi^{-1}(\text{tr}(\sum_{i=1}^{k-1} v_{i,i+1})) \, dv.
\]

We prove the main identity (2.1) for \( Sp_{2n} \) in Sect. 2.3. The proof for \( SO_{2n} \) is similar, and the changes that are needed for this group are described in Remark 20 below. Also note that, while we do not provide details for other groups in this work, Theorem 1 is also valid for \( SO_{2n+1} \), and (with minor changes) for split general spin groups of even or odd rank.

As explained in the introduction, here we describe in detail the cases of the split groups \( Sp_{2n} \) and \( SO_{2n} \). For concreteness, \( Sp_{2n} \) is defined as the subgroup of matrices \( g \in SL_{2n} \) such that \( \overset{t}{g} \begin{pmatrix} J_n & \overset{t}{J}_n \\ J_0 & -J_n \end{pmatrix} g = \begin{pmatrix} J_n & \overset{t}{J}_n \\ J_0 & -J_n \end{pmatrix} \), where \( \overset{t}{g} \) is the transpose of \( g \) and \( J_n \) is the \( n \times n \) permutation matrix having 1 on its anti-diagonal. Also define \( SO_{2n} = \{ g \in SL_{2n} : \overset{t}{g} J_{2n} g = J_{2n} \} \).

Put \( c = 2n \). For \( G = Sp_{2n} \) let \( H = Sp_{2kc} \), if \( G = SO_{2n} \) take \( H = SO_{2kc} \). Regarding \( H \) as a subgroup of \( GL_{2kc} \), choose the Borel subgroup \( B_H = B_{GL_{2kc}} \cap H \), where \( B_{GL_{2kc}} < GL_{2kc} \) is the subgroup of upper triangular invertible matrices, and similarly \( B_G \) for \( G < GL_c \). This already fixes \( P \) unless \( H = SO_{2kc} \), then we choose \( P \) with \( MP = \{ \text{diag}(g, J_{kc} \overset{t}{g}^{-1} J_{kc}) : g \in GL_{kc} \} \).
The doubling construction can also be described for general linear groups extending the case \( k = 1 \) of [67, § 4.2]. One must divide by the center and handle convergence (as in [67, § 4.2]). We omit the details, since we will only be using these integrals locally, for the purpose of computing the integrals for classical groups with unramified data.

2.2 Whittaker–Speh–Shalika representations

We present the family of representations \( \mathcal{E}_\tau \) used in Sect. 2.1 to define the Eisenstein series.

In the group \( \text{GL}_l \), write \( B_{\text{GL}_l} = T_{\text{GL}_l} \ltimes N_{\text{GL}_l} \) where \( T_{\text{GL}_l} \) is the diagonal torus. For a composition \((l_1, \ldots, l_r)\) of \( l \), \( P_{(l_1, \ldots, l_r)} = M_{(l_1, \ldots, l_r)} \ltimes V_{(l_1, \ldots, l_r)} \) denotes the standard parabolic subgroup of \( \text{GL}_l \) whose Levi part \( M_{(l_1, \ldots, l_r)} \) is isomorphic to \( \text{GL}_{l_1} \times \cdots \times \text{GL}_{l_r} \). (We recall that a composition of a positive integer \( l \) is an ordered sequence of positive integers summing to \( l \).) Also let \( C_l \) be the center of \( \text{GL}_l \), denote the additive group of \( l \times l' \) matrices by \( \text{Mat}_{l \times l'} \), and set \( \text{Mat}_l = \text{Mat}_{l \times 1} \).

Recall that the unipotent orbits of \( \text{GL}_l \) are in bijection with the partitions of \( l \), and for such a partition there is a corresponding unipotent subgroup and a set of generic characters (see [20] and [31, § 2] for these definitions).

Let \( k \) and \( c \) be positive integers. The unipotent subgroup corresponding to the orbit \((kc)\) is \( V_{(ck)} \). Fix a nontrivial character \( \psi \) of \( F \backslash \mathbb{A} \). Denote a matrix \( v \in V_{(ck)} \) by \( v = (v_{i,j})_{1 \leq i, j \leq k} \), where \( v_{i,j} \in \text{Mat}_c \). For an automorphic function \( \varphi \) on \( \text{GL}_{kc}(F) \backslash \text{GL}_{kc}(\mathbb{A}) \), consider the integral

\[
\Lambda(\varphi) = \int_{V_{(ck)}(F) \backslash V_{(ck)}(\mathbb{A})} \varphi(v) \psi^{-1}(v) \, dv, \tag{2.2}
\]

where \( \psi \) is the character of \( V_{(ck)} \) defined by

\[
\psi(v) = \psi(\text{tr}(\sum_{i=1}^{k-1} v_{i,i+1})). \tag{2.3}
\]

This is a Fourier coefficient corresponding to the orbit \((kc)\), and we call it a Whittaker–Speh–Shalika coefficient.

Example 2. In particular when \( c = 1 \),

\[
\Lambda(\varphi) = \int_{N_{\text{GL}_k}(F) \backslash N_{\text{GL}_k}(\mathbb{A})} \varphi(v) \psi^{-1}(\sum_{i=1}^{k-1} v_{i,i+1}) \, dv
\]
is the well-known Whittaker–Fourier coefficient. An automorphic representation \( \rho \) of \( \text{GL}_k(\mathbb{A}) \) is globally generic when this functional is not identically zero on the elements \( \phi \) in the space of \( \rho \). As we will see below, the representation \( \mathcal{E}_\tau \) is defined for \( c = 1 \) to be \( \tau \) itself. Since \( \tau \) is cuspidal, by \([47, 69, 75]\) it is globally generic.

**Definition 3.** An irreducible automorphic representation \( \rho \) of \( \text{GL}_{kc}(\mathbb{A}) \) is a Whittaker–Speh–Shalika representation of type \((k, c)\), orbicial \((k, c)\) representation, if the following holds.

1. The Fourier coefficient \( \Lambda_1(\phi) \) does not vanish identically on the space of \( \rho \), and moreover, for all unipotent orbits greater than or non-comparable with \((k^c)\), all corresponding Fourier coefficients are zero for all choices of data.

2. Let \( \rho_\nu \) denote the irreducible constituent of \( \rho \) at a finite place \( \nu \), and assume \( \rho_\nu \) is unramified. Then for all unipotent orbits greater than or non-comparable with \((k^c)\), the corresponding twisted Jacquet module of \( \rho_\nu \) vanishes (i.e., the local analogue of (1) holds). Moreover, \( \text{Hom}_{V(k^c)}(\rho_\nu, \psi_\nu) \) is one-dimensional, where \( \psi_\nu \) is given by (2.3).

In the notation of \([31]\), condition (1) may be written as \( \mathcal{O}_{\text{GL}_{kc}}(\rho) = (k^c) \). The local vanishing properties of \( \rho_\nu \) in the definition imply the global vanishing by a local-global principle (see e.g., \([49, \text{Proposition 1}]\)). In the opposite direction, the nonvanishing of the global functional (2.2) implies \( \text{Hom}_{V(k^c)}(\rho_\nu, \psi_\nu) \neq 0 \) for all \( \nu \) (not only the unramified places), because (in general) the global functional gives rise to nonzero local functionals at all places.

For a unitary continuous character \( \eta : F^* \backslash \mathbb{A}^* \to \mathbb{C} \), let \( L^2(\text{GL}_{kc}(F) \backslash \text{GL}_{kc}(\mathbb{A}), \eta) \) be the space of measurable \( L^2 \)-functions \( \varphi : \text{GL}_{kc}(F) \backslash \text{GL}_{kc}(\mathbb{A}) \to \mathbb{C} \) such that \( \varphi(zg) = \eta(z) \varphi(g) \) for all \( z \in C_{kc}(\mathbb{A}) \). The group \( \text{GL}_{kc}(\mathbb{A}) \) acts on \( L^2(\text{GL}_{kc}(F) \backslash \text{GL}_{kc}(\mathbb{A}), \eta) \) by right-translation and we denote the action by \( g \cdot \varphi \), where \( g \in \text{GL}_{kc}(\mathbb{A}) \).

Let \( \rho_0 \) be an irreducible subrepresentation of \( L^2(\text{GL}_{kc}(F) \backslash \text{GL}_{kc}(\mathbb{A}), \eta) \) for some \( \eta \) and \( \rho = | \det |^r \rho_0 \) for some \( r \in \mathbb{R} \). Assume \( \rho \) is a \((k, c)\) representation. The space \( W(\rho) \) of functions

\[
g \mapsto \Lambda(g \cdot \varphi),
\]

where \( \varphi \) varies in the space of \( \rho_0 \), is called a global \((k, c)\) model of \( \rho \).

Write \( \rho = \bigotimes'_{\nu} \rho_\nu \) as a restricted tensor product, with respect to a system \( \{ \xi_\nu \}_{\nu \not\in S} \) of spherical vectors, where \( S \) is a finite set of places of \( F \) depending on \( \rho \). For all \( \nu \not\in S \), \( \rho_\nu \) is unramified and then the space \( \text{Hom}_{V(k^c)}(\rho_\nu, \psi_\nu) \) is one-dimensional. We fix \( \Lambda_\nu^0 \in \text{Hom}_{V(k^c)}(\rho_\nu, \psi_\nu) \) at these places by requiring \( \Lambda_\nu^0(\xi_\nu^0) = 1 \). We can further define
\[ \Lambda_S \in \text{Hom}_{V_{(c, k)}(F_S)}(\rho_S, \psi_S), \]

where the subscript \( S \) denotes the finite product over the places of \( S \) (e.g., \( \rho_S = \otimes_{v \in S} \rho_v \)), by

\[ \Lambda_S(\xi_S) = \Lambda(\xi_S \otimes'_{v \notin S} \xi_v^0). \tag{2.4} \]

Then we have the following decomposition result.

**Claim 4.** Let \( \varphi \) be a decomposable vector in the space of \( \rho \), which we identify with the element \( \xi_S \otimes'_{v \in S} \xi_v^0 \) in \( \otimes'_{v} \rho_v \). Then for all \( g \in \text{GL}_{kc}(\mathbb{A}) \),

\[ \Lambda(\rho(g)\varphi) = \Lambda_S(\rho_S(gS)\xi_S) \prod_{v \notin S} \Lambda_v(\rho_v(g_v)\xi_v), \]

where \( \Lambda_v \) is a scalar multiple of \( \Lambda_v^0 \) for all \( v \notin S \).

**Proof.** Similar to [85, Proposition 3.14], which is an adaptation of the decomposition result when uniqueness holds everywhere (see [75, §4], [9, Theorem 3.5.2]). \( \square \)

Let \( F' \) be a local field of characteristic 0.

**Definition 5.** Let \( \sigma \) be a smooth admissible finite length (complex) representation of \( \text{GL}_{kc}(F') \). We say that \( \sigma \) is a \((k, c)\) representation if the following holds:

1. For all unipotent orbits \( \beta \) greater than or non-comparable with \( (k^c) \),
   \[ \text{Hom}_{V_{(c, k)}(F')}((\beta), \psi'_\beta) = 0, \]
   where \( V(\beta) \) is the unipotent subgroup corresponding to \( \beta \) and \( \psi'_\beta \) is any generic character of \( V(\beta) \).
2. The space \( \text{Hom}_{V_{(c, k)}(F')}((\sigma, \psi) \) (continuous morphisms over archimedean fields) is one-dimensional, where \( \psi \) is defined by (2.3).

Any nonzero \( \lambda \in \text{Hom}_{V_{(c, k)}(F')}(\sigma, \psi) \) is called a \((k, c)\) functional on \( \sigma \), and if we fix one such \( \lambda \), the \((k, c)\) model \( W(\sigma) \) is the space of functions \( g \mapsto \lambda(\sigma(g)\xi^\prime) \) where \( \xi^\prime \) varies in the space of \( \sigma \) and \( g \in \text{GL}_{kc}(F') \). We mention that even if \( \text{Hom}_{V_{(c, k)}(F')}(\sigma, \psi) \) is not one-dimensional, we can still consider spaces of such functions, defined for each choice of \((k, c)\) functional, but they will typically depend on the choice of the functional, i.e., the model is not unique.

**Example 6.** A \((k, 1)\) representation is a representation of \( \text{GL}_k \) affording a unique Whittaker model.
Remark 7. If we do have local uniqueness everywhere, then we can decompose $W(\rho) = \otimes^\prime \nu W(\rho \nu)$ as a restricted tensor product (see the argument in [75, § 4]). This is the case, for example, when $c = 1$ and the representation is globally generic.

Let $\varphi$ belong to the space of $\rho$. The Fourier coefficient $\Lambda(\varphi)$ enjoys an extra invariance property. Let $\text{GL}_c^\Delta$ denote the image of $\text{GL}_c$ inside $\text{GL}_{kc}$ under the diagonal embedding $h \mapsto h^\Delta = \text{diag}(h, h, \ldots, h)$.

Claim 8. For all $h \in \text{SL}_c(\mathbb{A})$, $\Lambda(h^\Delta \cdot \varphi) = \Lambda(\varphi)$.

Proof. The group $\text{GL}_c^\Delta$ is the stabilizer of the character $\psi$ inside $M(\varepsilon^k)$. If we expand along any unipotent subgroup of $\text{SL}_c(\mathbb{A})$, the nontrivial contribution to the expansion vanishes, because the nontrivial term of the expansion is associated with a unipotent orbit which is greater than or non-comparable with $(k^c)$, while the unipotent orbit attached to $\rho$ is $(k^c)$. See [24, Proposition 3] for details.

We proceed to show that the generalized Speh representations, defined by Jacquet [46], are $(k, c)$ representations. Let $\tau$ denote an irreducible unitary cuspidal automorphic representation of $\text{GL}_k(\mathbb{A})$, $s = (s_1, \ldots, s_c) \in \mathbb{C}^c$, and $E(g; \xi, s)$ denote the Eisenstein series associated with the induced representation

$$\text{Ind}_{\text{GL}_c(\mathbb{A})}^{\text{GL}_{kc}(\mathbb{A})}(|\det|^{s_1} \tau \otimes \cdots \otimes |\det|^{s_c} \tau),$$

where $\xi$ is a standard section. Let $s_0 \in \mathbb{C}^c$ be the point defined by

$$s_1 + \cdots + s_c = 0; \quad s_i - s_{i+1} = 1; \quad 1 \leq i \leq c - 1.$$

The series has a simple multi-residue at $s_0$,

$$E_{s_0}(g; \xi) = \lim_{s \to s_0} \prod_{i=1}^{c-1} (s_i - s_{i+1} - 1)M(w_0, s)\xi(g, s),$$

where $M(w_0, s)$ is the standard intertwining operator defined by (the meromorphic continuation of)

$$M(w_0, s)\xi(g, s) = \int_{V_{(k^c)}(\mathbb{A})} \xi(w_0 u g, s) \, du, \quad w_0 = \begin{pmatrix} I_k & \cdots & I_k \end{pmatrix}.$$
Doubling constructions and tensor product

\[ L^2(\text{GL}_{kc}(F) \backslash \text{GL}_{kc}(\mathbb{A}), \eta_c^\tau), \] 
where \( \eta_\tau \) is the central character of \( \tau \) ([46,61,65]), and is irreducible ([64]).

Furthermore, write \( \tau = \bigotimes_v \tau_v \). At all places, \( \tau_v \) is irreducible unitary and generic, and at almost all places \( \tau_v \) is unramified and can be written in the form

\[ \text{Ind}_{B_{\text{GL}_{kc}}(F_v)}^{\text{GL}_{kc}(F_v)}(\chi_1 \otimes \cdots \otimes \chi_k), \quad (2.5) \]

where \( \chi_1, \ldots, \chi_k \) are unramified quasi-characters of \( F_v^* \). In this case we also denote

\[ \sigma_{k,c} = \text{Ind}_{P((k)_c)}^{\text{GL}_{kc}(F_v)}(\chi_1 \otimes \cdots \otimes \chi_k), \quad (2.6) \]

where each \( \chi_i \) is pulled back to a character of \( \text{GL}_c(F_v) \) using \( \det \). Observe that since \( \tau_v \) is unitary, by [51, Corollary 2.5] (applied to \( \tau_v \) and \( \tau_v^\vee \)), \( q_v^{-1/2} < |\chi_i| < q_v^{1/2} \) for all \( i \), where \( q_v \) is the residue cardinality of \( F_v \). Thus the segments corresponding to \( \chi_i \circ \det \) and \( \chi_j \circ \det \), for all \( i \neq j \), are not linked, using the terminology of Zelevinsky [88, §3, §4], and then \( \sigma_{k,c} \) is irreducible [88, Theorem 4.2].

To extend the applicability of some of our local arguments, we define \( \sigma_{k,c} \) in the same way for arbitrary unramified quasi-characters \( \chi_i \), i.e., not necessarily the inducing data of an irreducible unitary generic representation of \( \text{GL}_k(F_v) \). Then \( \sigma_{k,c} \) may be reducible.

**Claim 9.** Assume \( \tau_v \) is given by (2.5) and let \( \sigma_{k,c} \) be given by (2.6). Then \((E_\tau)_v = \sigma_{k,c}\).

**Proof.** Since \((E_\tau)_v \) is irreducible ([64]), by construction it is the unique irreducible unramified quotient of

\[ \text{Ind}_{P((k)_c)}^{\text{GL}_{kc}(F_v)}((\tau_v \otimes \cdots \otimes \tau_v)\delta_{P((k)_c)}^{1/(2k)}). \quad (2.7) \]

Permuting the inducing characters of \( \tau_v \) in the full induced representation (2.7), we reach

\[ \text{Ind}_{B_{\text{GL}_{kc}}(F_v)}^{\text{GL}_{kc}(F_v)}\left(\chi_1 \delta_{B_{\text{GL}_c}}^{1/2} \otimes \cdots \otimes \chi_k \delta_{B_{\text{GL}_c}}^{1/2}\right). \quad (2.8) \]

Here \( \chi_i \delta_{B_{\text{GL}_c}}^{1/2} \) is regarded as a representation of \( T_{\text{GL}_c} \). By Bernstein and Zelevinsky [6, Theorem 2.9], the constituents of (2.7) and (2.8) are isomorphic (including multiplicities). Therefore the unique irreducible unramified quotient of (2.7), which is \((E_\tau)_v \), is the unique irreducible unramified constituent of (2.8).
Since the trivial representation is the unique irreducible unramified quotient of \( \text{Ind}_{B_{k,c}}^{G_{k,c}}(\delta_{B_{k,c}}^{1/2}) \), \( \sigma_{k,c} \) is an unramified quotient of (2.8). Therefore \((E_\tau)_\psi\) is already a constituent of \( \sigma_{k,c} \), which is irreducible because \( \tau \) is unitary, as explained above.

**Claim 10.** The representation \( \sigma_{k,c} \) with arbitrary unramified quasi-characters \( \chi_i \) is \((k, c)\).

**Proof.** We proceed with local notation and omit references to the field. For any composition \( \lambda \) of \( kc \), let \( \psi_\chi \) be the character of \( N_{k,c} \) which restricts to \( \psi \) on the simple root subgroups of \( M_\lambda \) and acts trivially otherwise. Extend the partial order on partitions to compositions by comparing their underlying partitions. According to [12, Proposition 5.5] (see also [40,63]), to deduce the vanishing property it is enough to prove that for any \( \lambda \) which is greater than or non-comparable with \((k^c)\), the twisted Jacquet module \( J_{N_{k,c}}E_\lambda(\sigma_{k,c}) \) vanishes.

Assuming \( \lambda_i > k \) for some \( i \), we prove \( J_{N_{k,c}}E_\lambda(\sigma_{k,c}) = 0 \). We argue by induction on \( k \). When \( k = 1 \) this is trivial because \( \sigma_{1,c} \) is a character of \( GL_c \).

Since \( \sigma_{k,c} = \sigma_{k-1,c} \times \sigma_{1,c} \), where \( \times \) is the parabolic induction functor (see [6]), by [6, 4.14] \( J_{N_{k,c}}E_\lambda(\sigma_{k,c}) \) is glued from the representations

\[
J_{N_{k,c}}E_\lambda(\sigma_{k-1,c}) \times J_{N_{k,c}}E_\lambda(\sigma_{1,c}),
\]

where \( \lambda' \) and \( \lambda'' \) vary over the compositions of \((k-1)c\) and \( c \) (resp.) such that \( \lambda_i = \lambda'_i + \lambda''_i \) for all \( i \). If \( \lambda_i > k \) for some \( i \), then either \( \lambda'_i > (k-1) \) or \( \lambda''_i > 1 \), whence by the induction hypothesis all the representations vanish. Thus \( J_{N_{k,c}}E_\lambda(\sigma_{k,c}) = 0 \).

It remains to show \( \dim J_{N_{k,c}}E_\lambda(\sigma_{k,c}) = 1 \). By [12, Proposition 5.5],

\[
\dim J_{N_{k,c}}E_\lambda(\sigma_{k,c}) = \dim J_{N_{k,c}}E_\lambda(\sigma_{1,c}),
\]

so that we can prove \( \dim J_{N_{k,c}}E_\lambda(\sigma_{k,c}) = 1 \), using induction on \( k \). This is clear for \( k = 1 \). Now looking at the filtration above with \( \lambda = (k^c) \), the contribution is nontrivial if and only if \( \lambda' = ((k-1)^c) \) and \( \lambda'' = (1^c) \). Applying the induction hypothesis,

\[
\dim J_{N_{k,c}}E_\lambda(\sigma_{k,c}) = 1 \]

and \( (\sigma_{k,c}, \psi_\lambda) = 1 \), thus \( J_{N_{k,c}}E_\lambda(\sigma_{k,c}) \) is one-dimensional. \( \square \)

**Remark 11.** Note that this result holds without any assumption on \( \sigma_{k,c} \).

**Remark 12.** Fourier coefficients corresponding to \( N_{k,c} \) and \( \psi_\lambda \) are called semi–Whittaker coefficients. They are intimately related to Fourier coefficients associated with unipotent orbits, both locally and globally, see [2,12,39,40,63]. In fact, we have recently learned that Claim 10 and its archimedean analogue already follow from [1,2,40].

**Theorem 13.** Let \( \tau \) be an irreducible cuspidal automorphic representation of \( GL_k(\mathbb{A}) \). The representation \( E_\tau \) is a \((k, c)\) representation.
Proof. Since $\tau = |\det|^d \tau_0$ for some $d \in \mathbb{R}$ and a similar representation $\tau_0$ which is also unitary, we can already assume $\tau$ is unitary. The global condition of Definition 3 was proved in [32, Proposition 5.3] (see also [52]). The local condition now follows immediately from Claims 9 and 10. \qed

Remark 14. It is important to note that the representations $\sigma_{k,c}$ are special, in the sense that they admit a unique $(k, c)$ functional. We do not expect an arbitrary irreducible representation $\sigma$ of $\text{GL}_{kc}$ to enjoy this property. In fact for $c > 1$, the dimension of $J_{\psi}(\sigma)$ can be infinite. We also mention that for $k = 2$, the character (2.3) is the Shalika character, and again $J_{\psi}(\sigma)$ can be infinite dimensional: to obtain uniqueness results we require the additional invariance property with respect to the reductive part of the stabilizer—the diagonal embedding of $\text{GL}_c$ in $\text{GL}_{2c}$. Nonetheless, for specific representations (similar to $\sigma_{2,c}$) invariance with respect to the reductive part is automatic (see e.g., [4]).

2.3 Unfolding of the global integral for symplectic groups

In this section we complete the proof of Theorem 1 for the symplectic group. Let $G = \text{Sp}_{2n}$ and recall that $c = 2n$, $H = \text{Sp}_{4kn}$ and $Q = M \ltimes U$ where

$$M = \text{GL}_{2n} \times \cdots \times \text{GL}_{2n} \times \text{Sp}_{4n}.$$ 

Here $\text{GL}_{2n}$ appears $k - 1$ times. Identify the quotient $U/[U, U]$ with

$$\text{Mat}_{2n} \oplus \cdots \oplus \text{Mat}_{2n} \oplus \text{Mat}_{2n \times 4n},$$

where $\text{Mat}_{2n}$ appears $k - 2$ times. For $Y \in \text{Mat}_{2n \times 4n}$ write

$$Y = \begin{pmatrix} Y_1 & Z_1 & Y_2 & Y_3 \end{pmatrix}, \quad Y_i \in \text{Mat}_{n}, \ Z_j \in \text{Mat}_{n \times 2n}.$$ 

Let $\psi_U$ be the pullback to $U$ of the character of $U/[U, U]$ given by

$$(X_1, \ldots, X_{k-2}, Y) \mapsto \psi(\text{tr}(X_1 + \cdots + X_{k-2} + Y_1 + Y_4)). \quad (2.9)$$

The corresponding Fourier coefficient given by $U$ and $\psi_U$ is associated with the unipotent orbit $((2k - 1)^{2n} 1^{2n})$. The embedding of $G \times G$ in $H$ is given by

$$(g_1, g_2) \mapsto \text{diag}(g_1, \ldots, g_1, \begin{pmatrix} g_{1,1} & g_{1,2} \\ g_2 & g_{1,3} \\ g_{1,4} \end{pmatrix}, \ g_1^*, \ldots, \ g_1^*),$$
where $g_1 = \left( \begin{smallmatrix} g_{1.1} & g_{1.2} \\ g_{1.3} & g_{1.4} \end{smallmatrix} \right)$, $g_{1,i} \in \text{Mat}_n$ and $g_1^* = J_{2n} r g_1^{-1} J_{2n}$ appears $k-1$ times. Note that the middle $4n \times 4n$ block is the standard embedding of $G \times G$ in the middle $\text{Sp}_{4n}$ block of $M$. The involution $i$ is defined by $i g = t g t^{-1}$ with

$$i = \left( \begin{array}{cccc} I_n & 0 \\ 0 & I_n \end{array} \right). \tag{2.10}$$

We have to show that for $\text{Re}(s) \gg 0$,

$$Z(s, \varphi_1, \varphi_2, f) = \int_{G(F) \times G(F) \backslash G(\mathbb{A}) \times G(\mathbb{A})} \int_{U(\mathbb{A})} \varphi_1(g_1) \varphi_2(g_2) E(u(g_1, g_2); f, s) \psi_U(u) \, du \, dg_1 \, dg_2$$

$$= \int_{G(\mathbb{A})} \int_{U_0(\mathbb{A})} \int_{L(\mathbb{A})} \varphi_1(g_1) \varphi_2(g_2) f_W(\mathcal{E}_\tau) \, \psi_U(u_0) \, du_0 \, dg.$$ 

(The right hand side is (2.1).) The element $\delta$ is given in (2.18).

Recall that $P = M_P \ltimes U_P$ is the standard maximal parabolic subgroup of $H$ with $M_P \cong \text{GL}_{2kn}$, and let $L = (G \times G) U$ denote the subgroup of $Q$ embedded in $H$ as described above. In general for $h, h' \in H$ and $H' < H$, put

$$h h' = h h' h^{-1}, \quad h H' = \{h h' : h' \in H'\}. \tag{2.11}$$

Unfolding the Eisenstein series in $Z(s, \varphi_1, \varphi_2, f)$, the integral becomes

$$\sum_{\gamma \in P(F) \backslash H(F) / L(F)} I(\gamma), \tag{2.12}$$

where

$$I(\gamma) = \int_{L(\mathbb{A})} \varphi_1(g_1) \varphi_2(g_2) f(\gamma u(g_1, g_2), s) \psi_U(u) \, du \, dg_1 \, dg_2.$$ 

Here $L_\gamma = \gamma^{-1} P \cap L$. We show that there is a unique representative $\gamma$ such that $I(\gamma)$ is equal to integral (2.1), and that for all other representatives $I(\gamma) = 0$. The representative contributing to the sum corresponds to the open orbit.

In general, there are three ways to show $I(\gamma) = 0$ (and we use all three). The first is using the character $\psi_U$. Specifically, if there is a unipotent subgroup $U'$ of $U$ on which $\psi_U$ is nontrivial and $U' < U_P$, the integral $I(\gamma)$ vanishes because the integral of $\psi_U$ on $U'(F) \backslash U'(\mathbb{A})$ is zero. The second option is to use the cuspidality of $\pi_i$: if $L_\gamma$ contains a unipotent radical $V$ of a parabolic subgroup of one of the copies of $G$, and the suitable integral over $f$ is invariant...
under $V(\mathbb{A})$, then $I(\gamma)$ vanishes because $\pi_i$ is cuspidal. The third alternative is to use the smallness of $\varepsilon_\tau$, which is the $(k, 2n)$ representation appearing in the inducing data of the Eisenstein series, and is attached to the unipotent orbit $(k^{2n})$ of $\text{GL}_{2kn}$. Thus, if we obtain as an inner integration a Fourier coefficient attached to a unipotent orbit which is greater than or non-comparable with $(k^{2n})$, then we get zero contribution from this representative.

We begin with a parametrization of the representatives $\gamma$ of $P(F) \backslash H(F)/L(F)$. Let $N_H$ be the unipotent radical of $B_H$. By the Bruhat decomposition the double cosets $P \backslash H/B_H = P \backslash H/N_H$ can be represented using Weyl elements, and since $N_H < Q = MU$, every representative $\gamma$ can be written in the form

$$\gamma = wu,$$

for a Weyl element $w$ of $H$ and $u \in M \cap N_H$. In the following, we will gradually reduce the number of possible representatives contributing to (2.12), until we remain with only one, which we will denote by $\delta$. Hence $Z(s, \varphi_1, \varphi_2, f)$ is equal to $I(\delta)$, which will then be slightly modified to produce integral (2.1).

Our main tool for reducing the number of representatives is the following claim. Its proof, along with the proofs of several subsequent statements, is deferred until later in this section.

**Lemma 15.** If $\gamma = wu$ and there is a one-parameter subgroup $U'$ of $U$ such that $\psi_{U' \mid U} \neq 1$ and $wU' < U_P$, then $I(\gamma) = 0$.

Using the action of $\text{GL}_{2kn}$ on the left and $(I_{2n}, G)$ on the right, we may assume

$$w = \begin{pmatrix} \mu_1 & \mu_2 \\ \epsilon_1 & \epsilon_2 \\ I_{2n} & \epsilon_3 & \epsilon_4 \\ \mu_3 & \mu_4 \end{pmatrix},$$

(2.13)

where $\mu_i \in \text{Mat}_{(k-1)2n}$; $\epsilon_i \in \text{Mat}_n$; $\mu_1, \epsilon_1, \epsilon_4$ and $\mu_4$ are diagonal matrices whose entries are zeros and ones; $\mu_2, \epsilon_2, \epsilon_3$ and $\mu_3$ are matrices whose nonzero entries are on the anti-diagonal; the nonzero entries of $\mu_2$ and $\epsilon_2$ are ones; the nonzero entries of $\epsilon_3$ and $\mu_3$ are $-1$. Since $w \in H$ (and is a Weyl element), it is completely determined by $\mu_1$ and $\epsilon_1$. Further write $\mu_1 = \text{diag}(\mu_{1,1}, \mu_{1,2}, \ldots, \mu_{1,k-1})$ where $\mu_{1,i} \in \text{Mat}_{2n}$. We shall denote the $(l, l)$-th entry of $\mu_{1,i}$ by $\mu_{1,i}(l)$. Similarly, $\epsilon_1(l)$ is the $(l, l)$-th coordinate of $\epsilon_1$. 
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Set \( u = u^1 u^2 \), with an upper triangular matrix \( u^2 \in \text{Sp}_{4n} (\text{Sp}_{4n} < M) \). Using \((G, I_{2n})\) we may assume

\[
u ^2 = \begin{pmatrix} I_{(k-1)2n} & T & & \\ & I_{n} & T’ \\ & & I_{2n} \\ & & & I_{n} \end{pmatrix}, \quad T = (T_1 0),
\]

(2.14)

where \( T’ \) is defined uniquely by \( T \) and the definition of \( H \), and \( T_1 \in \text{Mat}_n \). Put \( u^1 = (u_1, u_2, \ldots, u_{k-1}) \), for upper triangular matrices \( u_i \in \text{GL}_{2n} \), and regard \( u^1 \) as an element in the product of \( k - 1 \) factors of \( \text{GL}_{2n} \) in \( M \).

For any \( h, h’ \in H \), write \( h \sim h’ \) if \( PhL = Ph’L \).

**Claim 16.** If \( u^1 \) is nontrivial, either \( I(\gamma) = 0 \) or \( \gamma \sim wu^2 \).

Fix \( \gamma = wu^2 \) as in (2.13) and (2.14). For \( 1 \leq i \leq n - 1 \), let \( v_i \) denote the simple reflections in the Weyl group of \( G \), which are contained inside the standard maximal parabolic subgroup of \( G \) whose Levi part is \( \text{GL}_n \) (the Siegel parabolic subgroup). Using the reflections

\[
e(v_i) = (v_i, I_{2n}) \in H,
\]

(2.15)

we may assume \( \epsilon_1 = \text{diag}(I_j, 0_{n-j}) \), where \( 0_{n-j} \in \text{Mat}_{n-j} \) is the zero matrix and \( 0 \leq j \leq n \). This implies \( \epsilon_4 = \text{diag}(0_{n-j}, I_j) \), whence

\[
u ^2 = \begin{pmatrix} I_{(k-1)2n+j} & & & \\ & I_{n-j} & T & \\ & & I_{n} & T’ \\ & & & I_{n-j} \end{pmatrix},
\]

(2.16)

**Claim 17.** Assume that \( u^2 \) takes the form (2.16). Then \( I(\gamma) = 0 \) unless there is some \( 0 \leq j < n \) such that \( \mu_{1,l} = \text{diag}(I_{j_l}, 0_{2n-j_l}) \) with \( 0 \leq j_l \leq j \) for all \( 1 \leq l \leq k - 1 \).

**Claim 18.** If \( j > 0 \), \( I(\gamma) = 0 \).

It remains to consider \( j = 0 \). Thus \( j_l = 0 \) for all \( l \). This already implies \( w = \begin{pmatrix} I_{2kn} \\ -I_{2kn} \end{pmatrix} \). Multiplying on the right by \( (I_{2n}, \left( -I_n I_n \right)) \) (this shifts the block \( T \) in (2.16) and \( w(I_{2n}, \left( -I_n I_n \right)) \in P \), we need to consider all representatives with
\[ u^2 = u^2[T] = \begin{pmatrix} I_{(k-1)2n} & I_n & T \\ I_n & I_{T'} \\ I_n & I_n \\ I_{(k-1)2n} \end{pmatrix}. \]  

(2.17)

The group \( \text{GL}_n \times \text{GL}_n \), embedded inside \( G \times G \) as the group of matrices of the form

\[ [A, B] = \left( \begin{pmatrix} A^* \\ A \end{pmatrix}, \begin{pmatrix} B^* \\ B \end{pmatrix} \right) \quad (X^* = J_n^t X^{-1} J_n), \]

acts on all matrices (2.17) by \([A, B] \cdot u^2[T] = u^2[AT(J_n^t B J_n)]\). Hence, a set of representatives for this action can be taken to be any \( n+1 \) matrices whose ranks are 0, 1, \ldots, \( n \), e.g., the matrices \( (I_l^0) \), where \( 0 \leq l \leq n \).

**Claim 19.** If \( T = (I_l^0) \) with \( 0 \leq l < n \), \( I(\gamma) = 0 \).

Finally denote the remaining representative by \( \delta \),

\[ \delta = \begin{pmatrix} -I_{2kn} \\ I_{2kn} \end{pmatrix} \begin{pmatrix} I_{(k-1)2n} & I_{2n} \\ I_{2n} & I_{2n} \\ I_{(k-1)2n} \end{pmatrix}. \]  

(2.18)

The group \( L_\delta \) is described as follows. First, inside \( G \times G \) we obtain the group \( G \) embedded as \( g \mapsto (g, \iota g) \). In \( U \), we obtain the subgroup \( V \) of all matrices of the form

\[ \begin{pmatrix} u_1 \\ I_{2n} \\ I_{2n} \\ u_1^* \end{pmatrix} \begin{pmatrix} I_{(k-1)2n} & u_2 & -u_2 & 0 \\ I_{2n} & -u_2' & -u_2' & 0 \\ I_{2n} & -u_2' & -u_2' & 0 \\ I_{(k-1)2n} \end{pmatrix} \begin{pmatrix} u_2' = J_{2n}^t u_2 J_{(k-1)2n} \end{pmatrix}. \]

Since all summands but \( I(\gamma) = I(\delta) \) vanish,

\[ Z(s, \varphi_1, \varphi_2, f) = I(\delta) \]

\[ = \int_{L_\delta(F) \backslash L(h)} \varphi_1(g_1) \varphi_2(g_2) f(\delta u(g_1, g_2), s) \psi_U(u) du \, dg_1 \, dg_2. \]  

(2.19)
We factor the integration through $L_\delta(\mathbb{A})$. The quotient $L_\delta \backslash L = (I_{2n}, G) \ltimes U_0$, where we recall that $U_0 = U \cap U_P$. Therefore (2.19) becomes

$$\int G(\mathbb{A}) U_0(\mathbb{A}) G(F) \backslash G(\mathbb{A}) V(F) \backslash V(\mathbb{A})$$

$$\varphi_1(g_1) \varphi_2(g_1 g_2) f(\delta u_0(g_1, g_1(1, g_2), s) \psi_U(v u_0) dv dg_1 du_0 dg_2.$$

Conjugating $V$ across $\delta$, we obtain the subgroup $V_{(2n)k}$ of GL$_{2kn}$, where $V_{(2n)k}$ is the unipotent subgroup defined in Sect. 2.2, and after adjusting $\psi_U(v)$ we obtain the character (2.3), so that we can write the integral in the form

$$\int G(\mathbb{A}) U_0(\mathbb{A}) G(F) \backslash G(\mathbb{A})$$

$$\varphi_1(g_1) \varphi_2(g_1 g_2) f_W(\mathcal{E}_\tau)(\delta u_0(g_1, g_1(1, g_2), s) \psi_U(u_0) du_0 dg_1 du_0 dg_2.$$

We remind the reader that

$$f_W(\mathcal{E}_\tau)(h, s) = \int_{V_{(2n)k}} f(\psi h, s) \psi^{-1}(v) dv,$$

where $\psi$ is defined by (2.3). By Claim 8, the $(k, 2n)$ functional is invariant under SL$_{2n}(\mathbb{A})$. Since $\delta(g_1, g_1) = \text{diag}(g_1, \ldots, g_1) \in SL_{2n}(\mathbb{A})$, the integral over $G(F) \backslash G(\mathbb{A})$ produces the inner product $\langle \varphi_1, \pi(g_2) \varphi_2 \rangle$. Changing $g_2 \mapsto g_2$, we reach

$$\int G(\mathbb{A}) U_0(\mathbb{A})$$

$$\langle \varphi_1, \pi(g_2) \varphi_2 \rangle f_W(\mathcal{E}_\tau)(\delta u_0(1, g_2), s) \psi_U(u_0) du_0 dg_2.$$

This is the integral (2.1). In particular $I(\delta) = 0$ whence $Z(s, \varphi_1, \varphi_2, f)$ itself vanishes, unless $\pi_1 = \pi_2 = \pi$. The proof of the theorem is complete.

Remark 20. The only differences in the construction for $G = $ SO$_{2n}$ are that $M = $ GL$_{2n} \times \cdots \times $ GL$_{2n} \times $ SO$_{4n}$ and $\iota = \begin{pmatrix} -I_n & I_n \\ I_{2kn} & I_{2kn} \end{pmatrix}$. The remaining parameters are similar: the character $\psi_U$ is still given by (2.9), the embedding $(g_1, g_2)$ is the same, $U_0 = U \cap U_P$, $\mathcal{E}_\tau$ (still) corresponds to the unipotent orbit $(k^{2n})$, and $\delta = \begin{pmatrix} I_{2kn} & I_{2kn} \\ I_{2kn} & I_{2kn} \end{pmatrix} \text{diag}(I_{k-1}I_{2n}, I_{2n}A, I_{(k-1)2n})$, $I_{(k-1)2n}$ with $A = \begin{pmatrix} -I_n & I_n \\ I_n & -I_n \end{pmatrix}$.

Proof of Lemma 15. The result clearly follows if $^\gamma U' \subset U_P$: indeed by definition, $U' \subset ^{\gamma^{-1}}P \cap U \subset L_\gamma$, so that we can factor the integral $I(\gamma)$ through
\(U'(F) \setminus U'(\mathbb{A}) \cong F \setminus \mathbb{A}\) (\(U'\) is a one-parameter subgroup), then the left invariance properties of \(f\) yield an inner integration \(\int_{F \setminus \mathbb{A}} \psi(u)du\), which vanishes.

Assume that \(U'\) exists with the stated properties. We will show that \(\psi U' < U_P\) implies the existence of another one-parameter subgroup \(U''\) of \(U\) such that \(\psi U'' < U_P\) and \(\psi_U|_{U''} \neq 1\), whence \(I(\gamma) = 0\).

For \(1 \leq i < j \leq 4kn\), let \(x_{i,j}\) denote the one-parameter unipotent subgroup along the positive root \((i, j)\) of \(H\). Put

\[
x_i = \begin{cases} x_{i,2n+i} & 1 \leq i \leq (k-1)2n-n, \\
x_{i,4n+i} & (k-1)2n-n+1 \leq i \leq (k-1)2n. \end{cases} \tag{2.20}
\]

Then \(\psi_U|_{x_i} \neq 1\) for all \(i\), and \(\psi_U\) is trivial on any other subgroup \(x_{i,j}\) contained in \(U\). Our assumption is thus \(wu_xi < U_P\) for some \(i\). Since \(u \in M\) (\(\gamma = wu\)), \(U'' = u^{-1}x_i < U\), and because \(u\) is unipotent, \(\psi_U(x_i(a)) = \psi_U(u^{-1}x_i(a))\) for \(a \in \mathbb{A}\). Hence \(U''\) has the required properties. \(\square\)

**Proof of Claim 16.** The proof is by induction on \((l, i_1, i_2)\) where \(1 \leq l \leq k-1\) and \(1 \leq i_1 < i_2 \leq 2n\). Assume that the \((i_1, i_2)\)-th entry of \(u_l\) is nonzero, where \(l\) is minimal such that for all \((i'_1, i'_2)\) with either \(i'_1 < i'_2 < i_2\) or \(i_1 < i'_1 < i'_2 = i_2\), and all \(l \leq l' \leq k-1\), the \((i'_1, i'_2)\)-th entry of \(u_{l'}\) is zero. For instance if the \((1, 2)\)-th coordinate of \(u_1\) is nonzero, we set \(l = 1\) and \((i_1, i_2) = (1, 2)\).

In general, if we can write \(u^1 = u'v^1\) where \(wu' \in P\) and \(v^1\) is of the same form as \(u^1\), that is, an element in the product of \(k-1\) factors of \(GL_{2n}\) in \(M\), then \(h = wu^1u^2 \sim wv^1u^2\). Hence if \((l, i_1, i_2)\) are given, it is implicitly assumed we cannot write \(u^1 = u'v^1\) where the \((i_1, i_2)\)-th coordinate of \(v^1\) is zero.

All \(1 \leq l \leq k-1\) are handled in the same manner, and for simplicity we assume \(l = 1\). Denote by \(e_{i_1, i_2} \in \text{Mat}_{2n}\) the matrix whose \((i_1, i_2)\)-th entry is one and whose other entries are all zero, and for \(a \in \mathbb{A}\) put \(y_{i_1, i_2}(a) = I_{2n} + ae_{i_1, i_2}\). Then

\[
u^1 = (y_{i_1, i_2}(t_1)u_1', y_{i_1, i_2}(t_2)u_2', \ldots, y_{i_1, i_2}(t_{k-1})u_{k-1}')
\]

with \(t_1 \neq 0\). The matrices \(u_i' \in \text{Mat}_{2n}\) are upper triangular unipotent matrices whose \((j_1, j_2)\)-th entries are zero for all \(i_1 \leq j_1\) and \(i_2 \leq j_2\). We show that either \(I(\gamma) = 0\) or

\[
u^1 = (u_1', u_2', \ldots, u_{k-1}')
\]

where \(v = (v_1', v_2', \ldots, v_{k-1}')\) and \(v^2\) takes the form (2.14).

There are three cases to consider. Either \(i_1 < i_2 \leq n\), \(i_1 \leq n < i_2\), or \(n < i_1 < i_2\). We will present the details in the second case; the other two cases are treated similarly. Assume
1 ≤ i_1 ≤ n, \quad i_2 = n + j, \quad 1 ≤ j ≤ n.

There are initially 4 possibilities for the values of \( \mu_{1,1}(i_1) \) and \( \mu_{1,1}(n + j) \). Matrix multiplication implies

\[
\mu_{1,1}(i_1) = 0, \quad \mu_{1,1}(n + j) = 1,
\]

since otherwise \( u(y_{i_1,i_2}(t_1), 1, \ldots, 1) \in P \), contradicting our assumption.

Now we show

\[
\forall 2 \leq l \leq k - 1, \quad \mu_{1,l}(n + j) = 1, \quad \quad \text{and} \quad \epsilon_4(j) = 0. \tag{2.21}
\]

Here \( \epsilon_4(j) \) is the \((j, j)\)-th coordinate of \( \epsilon_4 \). Indeed, if \( \mu_{1,2}(n + j) = 0 \), then \( w_{x_{n+j}} < U_P \) (\( x_{n+j} \) is defined by (2.20)) and since \( \psi_U|_{x_{n+j}} \neq 1 \), Lemma 15 implies \( I(\gamma') = 0 \). In general for any \( 2 \leq l \leq k - 1 \), using the unipotent subgroup \( x_{(l-1)n+j} \) we deduce from Lemma 15 that \( \mu_{1,l}(n + j) = 1 \). To deduce \( \epsilon_4(j) = 0 \) use Lemma 15 with \( x_{(k-1)2n-n+j} \). This proves (2.21).

Since \( w \in H \),

\[
\epsilon_1(n - j + 1) = \epsilon_4(j) = 0.
\]

Next, we show

\[
\forall 1 \leq l \leq k - 1, \quad \mu_{1,l}(n - j + 1) = 0. \tag{2.22}
\]

Indeed, if \( \mu_{1,l}(n - j + 1) = 1 \), matrix multiplication implies \( w_{x_{2nl-n-j+1}} < U_P \). Since \( \psi_U|_{x_{2nl-n-j+1}} \neq 1 \), it follows from Lemma 15 that \( I(\gamma') = 0 \).

Now there are two possibilities, \( \mu_{1,2}(i_1) = 1 \) or 0. Assume the former. Using Lemma 15 as above (the proof of (2.21)), we conclude that \( \mu_{1,l}(i_1) = \epsilon_1(i_1) = 1 \) for all \( 3 \leq l \leq k - 1 \). Since \( w \in H \), \( \epsilon_1(i_1) = 1 \) implies \( \epsilon_4(n - i_1 + 1) = 1 \), and an argument similar to the one used for (2.22) implies that \( \mu_{1,l}(2n - i_1 + 1) = 0 \) for all \( 1 \leq l \leq k - 1 \). Then we see that \( w(1, y_{i_1,i_2}(t_2), \ldots, y_{i_1,i_2}(t_{k-1})) \in P \) \((i_2 = n + j)\). Therefore, we may assume that \( u \) is such that

\[
u^1 = (y_{i_1,i_2}(t_1)u_1', u_2', \ldots, u_{k-1}').
\]

Let \( x(t_1) = y_{i_1,n+j}(-t_1)y_{n-j+1,2n-i_1+1} \zeta t_1 \in G \), where \( \zeta = \pm 1 \). For brevity, put \( e(x(t_1)) = (x(t_1), I_{2n}) \in H \). We have

\[
w u = w u^1 u^2 \sim w u^1 u^2 e(x(t_1)) = w u^1 e(x(t_1)) u^2,
\]
where $v^2$ has the same form as $u^2$ ($e(x(t_1))$ does not commute with $u^2$). Also

$$u^1 e(x(t_1)) = (y_{i_1,i_2}(t_1)e(x(t_1)) u'_1, e(x(t_1)) u'_2, \ldots, e(x(t_1)) u'_{k-1})$$

$$= (x_{n-j+1,2n-i_1+1}(t_1), e(x(t_1)), \ldots, e(x(t_1))) v^1.$$  

However, from the structure of $w$ it follows that

$$w(x_{n-j+1,2n-i_1+1}(t_1), e(x(t_1)), \ldots, e(x(t_1))) \in P.$$  

Hence $wu \sim wv^1 v^2$. This completes the first case $\mu_{1,2}(i_1) = 1$.

Now assume $\mu_{1,2}(i_1) = 0$. Recall that we assumed

$$u^1 = (y_{i_1,i_2}(t_1) u'_1, y_{i_1,i_2}(t_2) u'_2, \ldots, y_{i_1,i_2}(t_k-1) u'_{k-1})$$

with $t_1 \neq 0$. Let

$$x(a, t_1, t_2) = x_{n+j,2n+i_1}(a)x_{i_1}(-at_1)x_n(jat_2),$$

where $x_{n+j,2n+i_1}$ was defined before (2.20). By the definition of $x_{i_1}, x_{n+j}, x_{n+j,2n+i_1}$ and $\psi U$,

$$\psi(U(x_{n+j,2n+i_1}(a_1)x_{i_1}(a_2)x_{n+j}(a_3)) = \psi(U(a_2 + a_3), \forall a_i \in \mathbb{A}.$$  

It follows from matrix multiplication that one can choose $u' \in U$ in such a way that $\psi(U(u')) = 1$ and

$$u^1 x(a, t_1, t_2) u' = x_{n+j,2n+i_1}(a) u^1.$$  

In fact, $u'$ is a product of matrices of the form $x_{2n+c,d}(\cdot)$ where $1 \leq c < d \leq 2n$. Thus if $t_1 \neq t_2$,

$$\psi(U(x(a, t_1, t_2) u') = \psi(U(x(a, t_1, t_2)) = \psi(a(t_2 - t_1))$$

which is nontrivial, and also $w_{x_{n+j,2n+i_1}} \in U_P$, hence $I(\gamma) = 0$. Therefore, we may assume $t_1 = t_2$. Next consider the value of $\mu_{1,3}(i_1)$. If $\mu_{1,3}(i_1) = 1$, we proceed as in the case $\mu_{1,2}(i_1) = 1$. If $\mu_{1,3}(i_1) = 0$, continue as above to deduce $t_3 = t_1$. Proceeding in this manner we need to consider the case where $u^1$ is such that $t_l = t_1$ for all $2 \leq l \leq k - 1$. Finally, if $\epsilon_1(i_1) = 1$ we proceed as in the case $\mu_{1,2}(i_1) = 1$. If $\epsilon_1(i_1) = 0$, since we established $t_{k-1} = t_1$ we can use Lemma 15 with the unipotent subgroup $x_{(k-1)2n-n+j}$. This completes the proof of the case $\mu_{1,2}(i_1) = 0$ and thereby the case $i_1 \leq n < i_2$. 

$\square$
Proof of Claim 17. Our first step is to prove that if $I(\gamma) \neq 0$, then
\[ \forall 1 \leq l \leq k - 1, \quad \mu_{1,l} = \text{diag}(\alpha_l, 0_{n-j}, \beta_l, 0_j). \]  
(2.23)

Here $\alpha_l \in \text{Mat}_j$ and $\beta_l \in \text{Mat}_{n-j}$ are diagonal matrices, whose diagonal elements are zeros and ones. Consider the matrix $\mu_{1,l}$, and assume that for some $1 \leq i \leq j$ we have $\mu_{1,l}(2n - j + i) = 1$. Then, it follows from matrix multiplication that $wx_{2nl-n+i} < U_P$. Hence by Lemma 15, $I(\gamma) = 0$ for this representative. Thus we may assume $\mu_{1,l} = \text{diag}(d, 0_j)$ where $d$ is a diagonal matrix of size $2n - j$. Similarly, if $\mu_{1,l}(j + i) = 1$ for some $1 \leq i \leq n - j$, we use the unipotent subgroup $x_{2nl+j+i}$ and Lemma 15 to deduce that this representative contributes zero. Thus, we have shown (2.23).

Consider the matrix $\mu_{1,1}$. Assume $\alpha_1$ contains $j_1$ nonzero entries and $\beta_1$ contains $b_1$ nonzero entries (these nonzero entries must then be 1), where $0 \leq j_1 \leq j$ and $0 \leq b_1 \leq n - j$. Using the Weyl elements $e(v_1), \ldots, e(v_{j-1})$ and $e(v_{j+1}), \ldots, e(v_{n-1})$ (see (2.15)), we have $wu^2 \sim w'v^2$ where $v^2$ is a matrix of the form (2.16) with possibly a different matrix $T$, and $w'$ is as follows. First, we have
\[ \mu_{1,1} = \text{diag}(I_{j_1}, 0_{n-j_1}, I_{b_1}, 0_{n-b_1}) \]
(we do not need to use $e(v_j)$ for this), and for $2 \leq l \leq k - 1$, the matrices $\mu_{1,l}$ are still of the form (2.23), perhaps with different $\alpha_l$ and $\beta_l$. Finally, the matrix $\epsilon_1$ of both $w$ and $w'$ is the same. Re-denote $w = w'$ and $u^2 = v^2$.

Next we claim that if $I(wu^2) \neq 0$, then the first $j_1$ (resp., $b_1$) diagonal entries of $\alpha_2$ (resp., $\beta_2$) are 1, i.e., $\alpha_2 = \text{diag}(I_{j_1}, \alpha'_2), \beta_2 = \text{diag}(I_{b_1}, \beta'_2)$ and then
\[ \mu_{1,2} = \text{diag}(I_{j_1}, \alpha'_2, 0_{n-j}, I_{b_1}, \beta'_2, 0_j). \]

Indeed, suppose $\mu_{1,2}(i) = 0$ for some $1 \leq i \leq j_1$. Then $wx_i < U_P$ and we get zero contribution. Similarly for $\beta_2$.

Now using multiplication on the right by the Weyl elements $e(v_{j_1+1}), \ldots, e(v_{j-j_1-1})$ (if $j_1 < j - 1$), or $e(v_{j+1}), \ldots, e(v_{n-b_1-1})$ (if $b_1 < n - j - 1$), we deduce $wu^2 \sim w'v^2$. Here $\mu_{1,1}$ and $\epsilon_1$ are the same for $w$ and $w'$, but the matrix $\mu_{1,2}$ of $w'$ is
\[ \text{diag}(I_{j_2}, 0_{n-j_2}, I_{b_2}, 0_{n-b_2}), \]
where $0 \leq j_1 \leq j_2 \leq j$ and $0 \leq b_1 \leq b_2 \leq n - j$. Again, put $w = w'$ and $u^2 = v^2$.

Proceeding this way, we may assume that if $wu^2$ is a representative with nonzero contribution, then for some $0 \leq j \leq n$ we have $\epsilon_1 = \text{diag}(I_j, 0_{n-j})$, \[ \text{diag}(I_{j_2}, 0_{n-j_2}, I_{b_2}, 0_{n-b_2}), \]
where $0 \leq j_1 \leq j_2 \leq j$ and $0 \leq b_1 \leq b_2 \leq n - j$. Again, put $w = w'$ and $u^2 = v^2$.
and there are $0 \leq j_1 \leq \cdots \leq j_{k-1} \leq j$ and $0 \leq b_1 \leq \cdots \leq b_{k-1} \leq n - j$ such that

$$\forall 1 \leq l \leq k - 1, \quad \mu_{1,l} = \text{diag}(I_{j_l}, 0_{n-j_l}, I_{b_l}, 0_{n-b_l}). \quad (2.24)$$

Also $u^2$ has the form (2.16).

Note that in all cases we can assume that $wu^2 \sim w$, in particular that $u^2$ is not the identity matrix, i.e., $T \neq 0$. Otherwise $wu^2(I_{2n}, G) \cap UP = w(I_{2n}, G) \cap UP$, and $w(I_{2n}, G) \cap UP$ contains the unipotent radical of the Siegel parabolic subgroup of $G$. Hence, since $\pi_2$ is cuspidal, $I(\gamma) = 0$ (then the claim is proved).

The last paragraph implies that we can also assume $j < n$, since otherwise $wu^2 \sim w$.

Next assume $b_l \neq 0$, for some $l$. Since $b_l \leq b_{k-1}$, we also have $b_{k-1} \neq 0$. The rank of $T$ is at most $n - j$. Further assume that one of the first $b_{k-1}$ columns of $T'$ is nonzero. We prove that in this case, $wu^2$ contributes zero to the integral. Conjugating by a suitable element in $\text{GL}_{2kn}(F)$, we may assume that the $(1, l)$-th entry of $T'$ is 1 for some $1 \leq l \leq b_{k-1}$. Consider the unipotent element $x(a) = x((k-1)2n-n+l, 2kn+1)(a)x((k-1)2n-n+l)(-a) \in U$. Then $\psi_U(x(a)) \neq 1$ and $u^2x(a)(u^2)^{-1} = x((k-1)2n-n+l, 2kn+1)(a)$. Also since $b_{k-1} \neq 0$ and $1 \leq l \leq b_{k-1}$, we have $wx((k-1)2n-n+l, 2kn+1) < UP$. Hence by Lemma 15 we get zero contribution from this element.

Assuming the first $b_{k-1}$ columns of $T'$ are zero, let

$$v_0 = \begin{pmatrix} I_{n-b_{k-1}} & I_{b_{k-1}} \\ -I_{b_{k-1}} & I_{n-b_{k-1}} \end{pmatrix}, \quad I_{2n} \in H.$$ 

Then $v_0$ and $u^2$ commute. Also, since $b_l \leq b_{k-1}$ for all $l$, then $wu_0 \sim w'$ (because $v_0 \in G \times G$), where in $w'$ we have

$$\mu_{1,l} = \text{diag}(I_{j_l}, 0_{n-j_l-b_l}, I_{b_l}, 0_n). \quad (2.25)$$

Here we used the fact that $b_l \leq n - j \leq n - j_l$ for all $l$, in order to permute each $\mu_{1,l}$ from (2.24) to (2.25) (the last $0_{b_l}$ block of $0_{n-j_l}$ was permuted to form $0_n$ with the last $0_{n-b_l}$ block). Multiplying on the left by a suitable permutation matrix in $\text{GL}_{2kn}$, we deduce $w'u^2 \sim w'v^2$, where $v^2$ is defined as in (2.16) with $j$ replaced by $j'$ such that $j < j'$, and $T$ is replaced by a matrix of size $(n - j') \times n$. The matrix $w''$ has the structure that
\[ \mu_{1,l} = \text{diag}(I_{j'_l}, 0_{n-j'_l}, 0_n) \]

for some \( j'_l \leq j' \).

Therefore, we reduced the structure of \( \gamma \) to the form \( wu^2 \) where for some \( 0 \leq j < n, \mu_{1,l} = \text{diag}(I_{j_l}, 0_{2n-j_l}) \) with \( 0 \leq j_l \leq j \) for all \( 1 \leq l \leq k - 1 \), and \( u^2 \) takes the form (2.16). \( \square \)

**Proof of Claim 18.** We have \( 0 < j < n, \mu_{1,l} = \text{diag}(I_{j_l}, 0_{2n-j_l}) \) and \( 0 \leq j_l \leq j \) for all \( 1 \leq l \leq k - 1 \). Also \( u^2 \) is of the form (2.16). First assume \( j_l > 0 \) for some \( l \), and let \( l_0 \) be the minimal \( l \) with this property. Let \( V \) be the unipotent radical of the standard parabolic subgroup of \( \text{GL}_{2kn} \) corresponding to the following composition

\[(2n)^{l_0-1}, j_{l_0}, j_{l_0+1}, \ldots, j_{k-1}, j, b)\]

of \( 2kn \) (here \( b \) is uniquely determined by the previous integers). Identify \( V/[V, V] \) with the abelian group

\[ \text{Mat}_{2n} \oplus \cdots \oplus \text{Mat}_{2n} \oplus \text{Mat}_{j_{l_0}(j_{l_0+1})} \oplus \text{Mat}_{(j_{l_0+1})(j_{l_0+2})} \oplus \cdots \oplus \text{Mat}_{jk-1 \times j} \]

\[ \oplus \text{Mat}_{j \times b} \]

Let \( X \) be the subgroup of \( V/[V, V] \) consisting of vectors such that in their projection into the rightmost component \( \text{Mat}_{j \times b} \), the last \( b - (2n - j_{l_0}) \) columns are zero. Define the unipotent group \( Y \) as the preimage of \( X \) under the quotient map \( V \mapsto V/[V, V] \). Define a character of \( V/[V, V] \) by multiplying \( \psi \circ \text{tr} \) of each component. Here \( \text{tr} \) of a non-square matrix is still defined as the sum of entries on the (principal) diagonal. Pulling back this character to a character of \( V \) and restricting to \( Y \) yields a character denoted \( \psi_Y \). We see that \( Y \) is contained in \( \gamma^{-1}U \cap \text{GL}_{2kn} \). Thus we obtain the Fourier coefficient

\[ \int_{Y(F) \backslash Y(A)} f(yh, s) \psi_Y(y) dy, \quad h \in H(A), \] (2.26)

as an inner integration. We claim that this coefficient vanishes for all data. Indeed, after a suitable conjugation of a subgroup of \( Y \) by a Weyl element of \( \text{GL}_{2kn}(F) \) (\( f \) is left–invariant by \( \text{GL}_{2kn}(F) \)), and after a suitable root exchange, we obtain in (2.26) an inner integration

\[ \int_{Y'(F) \backslash Y'(A)} f(y'h, s) \psi \left( \sum_{i=1}^{k} y'_{i,i+1} \right) dy'. \]
Here $Y' = V_{(1,k,2kn-k)}$. Specifically, the Weyl element has the entry 1 at the following positions: $(i, 2n(2i - 2) + 1)$ for $1 \leq i \leq l_0 - 1$, $(l_0 + i, 2n(l_0 - 1) + 1 + \sum_{m=0}^{i} j_{l_0+m})$ for $0 \leq i \leq k - l_0 - 1$, $(k, 2kn - n - j + 1)$ and $(k + 1, 2kn - b + 1)$, and the remaining rows can be chosen arbitrarily so that the matrix will be a representative of a Weyl element in $H$. This Fourier coefficient is attached to the unipotent orbit $((k+1)1^{2kn-k-1})$. See e.g., [31] and the references therein. However, the representation $E_{\tau}$ is attached to the unipotent orbit $((2n)^{k})$ which is non-comparable with $((k+1)1^{2kn-k-1})$. Hence this integral and thereby (2.26) is identically zero.

It remains to consider $\gamma$ such that for $w$ we have $0 < j < n$ and $j_l = 0$ for all $l$. This case is omitted here, as it is very similar to the proof of Claim 19 below.

Proof of Claim 19. Here we consider representatives $wu^2[\left(\begin{smallmatrix} I_l & 0 \\ 0 & I_l \end{smallmatrix}\right)]$ with $w = \left(\begin{smallmatrix} I_{2kn} \\ -I_{2kn} \end{smallmatrix}\right)$ and $0 \leq l < n$. In fact we can assume $l > 0$, since in the proof of Claim 17 above we showed $I(w) = 0$ (i.e., $I(wu^2) = 0$ when $u^2$ is the identity, see after (2.24)).

Put $\gamma_l = \mu_l wu^2[\left(\begin{smallmatrix} I_l & 0 \\ 0 & I_l \end{smallmatrix}\right)]$ where

$$\mu_l = \text{diag}\left(\left(\begin{smallmatrix} I_{l-n-l} \\ I_{l-n-l} \end{smallmatrix}\right), I_{(4k-2)n}, \left(\begin{smallmatrix} I_{l-n-l} \\ I_{l-n-l} \end{smallmatrix}\right)\right) \in P$$

($\mu_l$ is included to simplify the notation of $L_{\gamma_l}$). The groups $L_{\gamma_l}$ are similar to what we obtained for the element $\delta$ defined in (2.18). In particular, inside $G \times G$ we obtain the unipotent subgroup

$$\left(\begin{array}{c}
I_{2n}, \\
\left(\begin{array}{cc}
I_{n-l} & u_1 \\
u_2 & I_l \\
u_3 & u_2' u_1' I_{n-l}
\end{array}\right)
\end{array}\right). \quad (2.27)$$

The important observation is that $\gamma_l U \cap \text{GL}_{2kn} = V_{((2n)^{k})}$, but the character we obtain on this group is different from the one obtained for the representative $\delta$. To describe it, put $V = V_{((2n)^{k})}$ and identify $V/[V, V]$ with the direct product of $k - 1$ copies of $\text{Mat}_{2n}$. Define the character $\psi_l$ of $V$ by pulling back the character

$$(X_1, \ldots, X_{k-1}) \mapsto \psi(\text{tr}(X_1 \left(\begin{smallmatrix} 0 \\ I_{n+l} \end{smallmatrix}\right) + X_2 + \cdots + X_{k-1})).$$

Thus, as an inner integration we obtain the integral
\[
\int_{(U \cap U_P)(\mathbb{A})} \int_{V(F) \setminus V(\mathbb{A})} f(v \gamma u_0(g_1, g_2), s) \psi_l^{-1}(v) \psi_U(u_0) \, dv \, du_0. \tag{2.28}
\]

Consider the subgroup

\[
V' = \left\{ \begin{pmatrix} I_{n-l} & z \\ I_{n+l} & I_{(k-1)2n} \end{pmatrix} \right\} < \text{GL}_{2kn}.
\]

For a fixed \( h \in H(\mathbb{A}) \), expand the function

\[
a \mapsto \int_{V(F) \setminus V(\mathbb{A})} f(v \text{diag}(a, I_{(k-1)2n})h, s) \psi_l^{-1}(v) \, dv, \quad a \in \text{GL}_{2n}(\mathbb{A}),
\]

along \( V'(F) \setminus V'(\mathbb{A}) \). All nontrivial Fourier coefficients correspond to unipotent orbits which are strictly greater than \((k^{2n})\), hence by the definition of the \((k, 2n)\) representation (Definition 3 part (1)), they all vanish. We are left with the constant term, so that integral (2.28) becomes

\[
\int_{(U \cap U_P)(\mathbb{A})} \int_{V'(F) \setminus V'(\mathbb{A})} \int_{V(F) \setminus V(\mathbb{A})} \times f(vv' \gamma u_0(g_1, g_2), s) \psi_l^{-1}(v) \psi_U(u_0) \, dv \, dv' \, du_0.
\]

As a function of \( g_2 \), this integral is left invariant under the unipotent radical (2.27): indeed for \( v \) of the form (2.27), \( \gamma v = \text{diag}(v', v'^*)u' \) where

\[
v' = \text{diag} \left( \begin{pmatrix} I_{n-l} & u'_1 - u'_2 \\ I_l & I_l \end{pmatrix}, I_{(k-1)2n} \right) \in V'
\]

and \( u' \in U_P \), and now we use the left invariance properties of the function \( f \) and change variables in \( V' \). Using this fact we obtain the constant term of \( \varphi_2 \) along (2.27), which is zero because \( \pi_2 \) is cuspidal. Therefore \( I(\gamma) = 0 \) for all \( 0 \leq l < n \). \( \square \)
3 Computation of the local factors with unramified data

Recall that by Theorem 1 and using the same notation, for $\Re(s) \gg 0$,

$$Z(s, \varphi_1, \varphi_2, f) = \int_{G(\mathbb{A})} \int_{U_0(\mathbb{A})} \langle \varphi_1, \pi(g)\varphi_2 \rangle f_W(\varepsilon)(\delta u_0(1, ^t g), s) \psi_U(u_0) \, du_0 \, dg.$$

Assume $\varphi_1$ and $\varphi_2$ are decomposable. Then we can write $\langle \varphi_1, \pi(g)\varphi_2 \rangle = \prod_v \omega_v(g_v)$, where $\omega_v$ is a matrix coefficient of $\pi_v$ for all $v$. Let $S$ be a sufficiently large finite set of places of $F$ (which depends only on $\tau$), and write $F_S, \tau_S$ etc., for the product of local factors over the places of $S$. Then if $f$ is decomposable, by Claim 4 we can write

$$f_W(\varepsilon)(h, s) = f_W((\varepsilon)_S)(h_S, s) \prod_{v \not\in S} f_W((\varepsilon)_v)(h_v, s) \quad (h \in H(\mathbb{A})).$$

This is the weaker form of an Eulerian integral we can obtain, called an “almost Euler product” by Takeda [85].

In this section we compute the local factors $Z_v(s, \omega_v, f_W((\varepsilon)_v))$ with unramified data. In order to compute the integral for $G \times \text{GL}_k$, we shall reduce it to the $\text{GL}_n \times \text{GL}_k$ integral. The latter will be further reduced.
to the case of \( n = 1 \), which is computed directly. Throughout this section notation is local and references to the field are omitted (e.g., \( \text{Sp}_{2n} = \text{Sp}_{2n}(F) \)). Local fields are of characteristic 0. Representations are always assumed to act on complex vector spaces, and are smooth. Over archimedean fields representations are also assumed to be admissible Fréchet of moderate growth (e.g., an irreducible representation is automatically assumed to have these properties as well). Note that the local representation \( \pi_v \) is irreducible and unitary, \( \tau_v \) is irreducible generic, and an unramified twist of \( \tau_v \) is unitary (usually the cuspidal representation \( \tau \) is already taken to be unitary, then this twist is trivial and \( \tau_v \) is already unitary). However, parts of the arguments are more convenient to state in a more general context.

### 3.1 The integrals for \( \text{Sp}_{2n} \) and \( \text{SO}_{2n} \)

We present the local integrals for \( G = \text{Sp}_{2n} \) and \( \text{SO}_{2n} \) over a local field \( F \). Let \( \pi \) be an irreducible representation of \( G \) and \( \tau \) be an irreducible, generic representation of \( \text{GL}_k \).

We now consider two possible cases for the representation \( \tau \): these are the cases relevant for the study of the integrals on the right hand side of (3.1). In the first case \( \tau \) is a component at a place \( v \) of an irreducible cuspidal automorphic representation \( \Upsilon \) of \( \text{GL}_k(\mathbb{A}) \), and define \( \rho_c(\tau) = (E_\Upsilon)_v \). The representation \( \rho_c(\tau) \) affords at least one \((k, c)\) model \( W(\rho_c(\tau)) \), which we denote for brevity \( W_c(\tau) \) (recall \( c = 2n \)).

In the second case \( F \) is \( p \)-adic and \( \tau \) is irreducible, generic and unramified. Write \( \tau = \text{Ind}_{B_{\text{GL}_k}}^{\text{GL}_k}(\chi_1 \otimes \cdots \otimes \chi_k) \), then by Claim 10 the representation \( \sigma_{k,c} = \text{Ind}_{\text{P}_{(k)}^{(c)}}^{\text{GL}_k}(\chi_1 \otimes \cdots \otimes \chi_k) \) is \((k, c)\). The representation \( \sigma_{k,c} \) might be reducible, but it is irreducible when the parameters \( \chi_i \) are in “general position”. Either way, we let \( \rho_c(\tau) \) be the unique irreducible constituent of \( \sigma_{k,c} \) which is \((k, c)\).

When the local integrals arise as the integrals in the decomposition (3.1) at \( v \notin S \), by Claim 9 both cases above coincide and \( \rho_c(\tau) = \sigma_{k,c} \), which affords a unique \((k, c)\) model \( W_c(\tau) \).

Recall that \( H = \text{Sp}_{2kc} \) if \( G = \text{Sp}_{2n} \), and \( H = \text{SO}_{2kc} \) when \( G = \text{SO}_{2n} \). Let \( P = M_P \times U_P \) be the Siegel parabolic subgroup of \( H \) with \( M_P = \{\text{diag}(g, g^*) : g \in \text{GL}_{kc}\} \). Also fix a maximal compact subgroup \( K_H \) in \( H \).

The local integral takes the form

\[
Z(s, \omega, f_{W_c(\tau)}) = \int_G \int_{U_0} \omega(g) f_{W_c(\tau)}(\delta u_0(1, \iota g), s) \psi_U(u_0) \, du_0 \, dg.
\]
Here $\omega$ is a matrix coefficient of $\pi^\vee$; $f_{W_c(\tau)}$ belongs to the space of the representation $\text{Ind}_P^H(W_c(\tau))$, and is regarded as a complex-valued function; $h \mapsto f_{W_c(\tau)}(h, s)$ is the unique extension of $f_{W_c(\tau)}$ to a standard section of $\text{Ind}_P^H(W_c(\tau)\delta_P^s)$ (i.e., its restriction to $K_H$ is independent of $s$, see e.g., [86, § IV.1]); $\delta = \delta_0\delta_1$ with

$$
\delta_0 = \left( \begin{array}{c} \epsilon_0 I_{kc} \\ I_{kc} \end{array} \right), \quad \delta_1 = \left( \begin{array}{ccc} I_{(k-1)c} & I_n & -\epsilon_0 I_n \\ I_n & I_n & I_n \\ I_n & I_n & I_{(k-1)c} \end{array} \right),
$$

$$
\epsilon_0 = \begin{cases} -1 & G = \text{Sp}_{2n}, \\ 1 & G = \text{SO}_{2n}; 
\end{cases}
$$

the unipotent subgroup $U_0$, the restriction of $\psi_U$ to $U_0$, $(1, g)$ and $\iota$ are defined by

$$
U_0 = \left\{ \left( \begin{array}{ccc} I_{(k-1)c} & X & Z \\ I_c & X' \\ I_c & I_{(k-1)c} \end{array} \right) \in H \right\}, \quad \left( \begin{array}{c} t' Z J_{(k-1)c} + \epsilon_0 J_{(k-1)c} Z = 0 \\ X' = -\epsilon_0 J_c X J_{(k-1)c} \end{array} \right),
$$

$$
\psi_U(u_0) = \psi(\text{tr}(0 I_n X (0 I_n))),
$$

$$(1, g) = \text{diag}(I_{(k-1)c+n}, g, I_{n+(k-1)c}), \quad \iota = \left( \begin{array}{c} -\epsilon_0 I_n \\ I_n \end{array} \right).
$$

The integral, at least formally, can be regarded as a morphism in the space

$$
\text{Hom}_{G \times G}(J_{U, \psi_U^{-1}}(\text{Ind}_P^H(W_c(\tau)\delta_P^s)), \pi^\vee \otimes \pi^\iota), \quad \pi^\iota(g) = \pi(\iota' g).
$$

Here $J_{U, \psi_U^{-1}}(\cdots)$ is the twisted Jacquet module with respect to $U$ and $\psi_U^{-1}$, regarded as a representation of $G \times G$ by virtue of the embedding $(g_1, g_2)$. This follows from the construction and can be verified directly.

**Theorem 21.** The integrals $Z(s, \omega, f_{W_c(\tau)})$ satisfy the following properties.

1. They are absolutely convergent in a right half-plane $\text{Re}(s) \gg 0$ depending only on the representations.

2. Over non-archimedean fields, one can choose data $(\omega, f_{W_c(\tau)})$ such that the integral is absolutely convergent and equals 1, for all $s$. Over archimedean fields, for any $s$ there is data $(\omega, f_{W_c(\tau)})$ where $f_{W_c(\tau)}$ is $K_H$-finite, such that the integral is holomorphic and nonzero in a neighborhood of $s$. 
(3) They admit meromorphic continuation to the plane, and over a non-archimedean field with residue cardinality \( q \), the continuation is a rational function in \( q^{-s} \), i.e., belongs to \( \mathbb{C}(q^{-s}) \).

**Proof.** We provide only a sketch of the proof, because very similar statements can be found in numerous places in the literature, e.g., [11,23,29,34,38,48,56,57,62,77,78] (for more details see [13]).

Over non-archimedean fields, convergence follows from the following observations: if \( \pi \) is supercuspidal, the matrix coefficient is compactly supported modulo the center; in the general case, one can write \( \omega \) as a sum of products of matrix coefficients of the representations appearing in the cuspidal support of \( \pi \), as in [38]; the Iwasawa decomposition can then be used to reduce to an integral over the torus of \( G \); functions in \( W_c(\tau) \) vanish on torus elements outside a cone, similarly to Whittaker functions (see [15, § 6]); the unipotent integration is handled as in [77, § 4].

Part (2) is shown by selecting a section \( f \) which is supported in the open orbit \( P\delta U(G,G) \), such that the function \( (u_0,g) \mapsto f(\delta u_0(1,\iota g), s) \) on \( U_0 \times G \) vanishes outside the product of compact neighborhoods in \( U_0 \) and \( G \). The compact neighborhood \( \mathcal{N}_G \) in \( G \) can be taken to be sufficiently small, such that \( \omega \) is constant on \( \mathcal{N}_G \). See [70, § 4]. The argument on the support also implies absolute convergence.

Regarding meromorphic continuation one can use Bernstein’s continuation principle (in [3]), which also implies the rationality statement. To apply this principle we need the following uniqueness result: outside a finite set of values of \( q^{-s} \), the space (3.2) is at most one-dimensional. The proof of this result is analogous to the global unfolding of the integral (for \( k = 1 \) this uniqueness was proved in [41]). According to (1), in a right half-plane the integral can be regarded as a morphism in (3.2). Combining the uniqueness result with (2), the meromorphic continuation follows.

Over archimedean fields the proof of (2) is similar, for a smooth section \( f_{W_c}(\tau) \). The meromorphic continuation is more difficult, because Bernstein’s result is not applicable, but one can argue directly by reducing the integral over \( G \) to an integral over a torus, then using the Dixmier–Malliavin Lemma [21] and asymptotic results as in [78] (see [34, § 3.2]). See also [23] for an asymptotic expansion of matrix coefficients. It then follows that the continuation is continuous in the input data, from which we deduce (2) for a \( K_H \)-finite section.

\( \square \)

### 3.2 The integrals for \( GL_n \)

As mentioned in Sect. 2.1, the global and hence local integrals can also be defined for general linear groups. As we show in Lemma 27 below, the \( G \times GL_k \)
integral reduces to a $GL_n \times GL_k$ integral. We therefore define this integral, in a purely local context, where it will be needed.

Let $\pi$ be an irreducible representation $GL_n$, and $\tau$ and $\tau'$ be irreducible generic representations of $GL_k$ such that the central character of $\tau$ is the inverse of the central character of $\tau'$ (e.g., $\tau' = \tau^\vee$). The representation $\rho_n(\tau)$ is defined as in Sect. 3.1, either as $(\mathcal{E}\tau)_v$ when $\tau$ is assumed to be a component of a cuspidal representation $\Upsilon$, or as the unique irreducible $(k, n)$ constituent of $\sigma_{k,n} = \text{Ind}_{P_{(n,k)}}^{\text{GL}_{kn}}(\chi_1 \otimes \cdots \otimes \chi_k)$. We similarly define $\rho_n(\tau')$. Note that for the applications in this work, one can simply take $\tau' = \tau^\vee$.

Put $G = GL_n$, $H = GL_{2kn}$ and $P = P_{(kn,kn)}$. Then $M_P = M_{(kn,kn)}$ and $U_P = V_{(kn,kn)}$. Let $Q = M \times U$ be the standard parabolic subgroup of $H$ with $M = M_{(n^{k-1},2n,n^{k-1})}$. To define $\psi_U$, note that $U$ contains a top left and bottom right copies of $V_{(n^{k-1})}$. The character $\psi_U$ is given by the inverse of (2.3) on each copy of $V_{(n^{k-1})}$, and if the middle $4n \times 4n$ block of $u \in U$ is written in the form

$$
\begin{pmatrix}
I_n & u_1 & u_2 & u_3 \\
I_n & u_4 & & \\
I_n & u_5 & & \\
I_n & & & \\
\end{pmatrix}
$$

then $\psi_U$ restricts to the character $\psi(\text{tr}(-u_1 + u_4))$. The embedding of $G \times G$ in $H$ is defined by

$$(g_1, g_2) = \text{diag}(g_1, \ldots, g_1, g_1, g_2, g_1, \ldots, g_1), \quad g_1, g_2 \in G,$$

where $g_1$ appears $k$ times on the left of $g_2$, and $k - 1$ times on the right. The $GL_n \times GL_k$ integral is

$$Z(s, \omega, f_{W_n(\tau) \otimes W_n(\tau')}) = \int_G \int_{U_0} \omega(g) f_{W_n(\tau) \otimes W_n(\tau')}(\delta u_0(1, g), s) \psi_U(u_0) du_0 dg.$$

Here $\omega$ is a matrix coefficient of $\pi^\vee$; the section $h \mapsto f_{W_n(\tau) \otimes W_n(\tau')}(h, s)$ is on

$$\text{Ind}_P^H((W_n(\tau) \otimes W_n(\tau'))\delta_P^s);$$

$$\delta = \delta_0 \delta_1, \quad \delta_0 = \begin{pmatrix} I_{kn} \\ I_{kn} \end{pmatrix}, \quad \delta_1 = \begin{pmatrix} I_{(k-1)n} & I_n \\ I_n & I_{(k-1)n} \end{pmatrix}.$$
\[
U_0 = U \cap U_P = \left\{ \begin{pmatrix}
I_{(k-1)n} & X & Z \\
I_n & Y \\
I_{(k-1)n}
\end{pmatrix} \right\},
\]

\[\psi_U(u_0) = \psi \left( \text{tr} \left( Y \left( \begin{pmatrix} I_n \\ 0 \end{pmatrix} \right) \right) \right).\]

We may also set \( c = n \) in this case, to unify the notation. To avoid confusion, we will usually defer from this and write \( n \) explicitly.

The immediate analog of Theorem 21 applies to the \( \text{GL}_n \times \text{GL}_k \) integral. In particular over non-archimedean fields, it is absolutely convergent in a right half-plane, can be regarded as an element of

\[\text{Hom}_{G \times G}(J_U, \psi_U^{-1}(\text{Ind}_P^H ((W_n(\tau) \otimes W_n(\tau')) \delta_P^s)), \pi^\vee \otimes \pi)\] (3.3)

(non-normalized Jacquet functor), and admits meromorphic continuation which belongs to \( \mathbb{C}(q^{-s}) \).

### 3.3 Preliminaries for the unramified computation

Henceforth until the end of the paper, let \( F \) be a non-archimedean local field with residue cardinality \( q \), \( \mathcal{O} \) be its ring of integers, \( \varpi \in \mathcal{O} \) be a uniformizer, and normalize the absolute value so that \( |\varpi| = q^{-1} \). Let \( \psi \) be a nontrivial additive character of \( F \), and assume it is unramified, i.e., its conductor is 0. We choose a Haar measure on \( F \) which is self-dual with respect to \( \psi \), in particular it assigns the volume 1 to \( \mathcal{O} \).

We fix hyperspecial maximal compact subgroups: \( K_{GL_j} = \text{GL}_j(\mathcal{O}) \), \( K_G = G(\mathcal{O}) \) and \( K_H = H(\mathcal{O}) \), where \( G \) is either \( \text{Sp}_{2n} \), \( \text{SO}_{2n} \) or \( \text{GL}_n \) and \( H \) is defined according to \( G \). These choices satisfy the compatibility conditions \( (K_G, K_G) < K_H, K_{GL,k} = M_P \cap K_H \) and if \( G \neq \text{GL}_n \), \( K_G = K_G \). The measures of \( K_G \) and \( K_H \) are normalized to be 1.

For any irreducible unramified representations \( \sigma \) and \( \tau \) of \( \text{GL}_N \) and \( \text{GL}_k \) (resp.), the \( L \)-function \( L(s, \sigma \times \tau) \) was defined in [48,51]. If \( t_\sigma \) and \( t_\tau \) are the Satake parameters of \( \sigma \) and \( \tau \), regarded as representatives of the semi-simple conjugacy classes in \( \text{GL}_N(\mathbb{C}) \) and \( \text{GL}_k(\mathbb{C}) \) associated to \( \sigma \) and \( \tau \),

\[L(s, \sigma \times \tau) = \det(1 - t_\sigma \otimes t_\tau q^{-s})^{-1}.
\]

Moreover, for any finite dimensional representation \( \kappa \) of \( \text{GL}_k(\mathbb{C}) \), define

\[L(s, \tau, \kappa) = \det(1 - \kappa(t_\tau)q^{-s})^{-1}.
\]
In particular by definition

\[ L(s, \tau \times \tau) = L(s, \tau, \text{Sym}^2) L(s, \tau, \wedge^2), \]

where \( \text{Sym}^2 \) is the symmetric square and \( \wedge^2 \) is the exterior square representation. This equality actually holds for any irreducible admissible representation \( \tau \) by Shahidi [74, Corollary 8.2]. Also denote \( L(s, \tau) = L(s, \tau, \text{id}) \), where \( \text{id} \) is the identity representation of \( \text{GL}_k(\mathbb{C}) \).

Let \( G \) be either \( \text{Sp}_{2n} \) or \( \text{SO}_{2n} \). Recall that if \( G = \text{Sp}_{2n} \), then \( L'G = \text{SO}_{2n+1}(\mathbb{C}) \) and we set \( N = 2n + 1 \), and if \( G = \text{SO}_{2n} \), then \( L'G = \text{SO}_{2n}(\mathbb{C}) \) and \( N = 2n \). Assume that \( \pi \) is an irreducible unramified representation of \( G \). Let \( \Pi \) be the lift of \( \pi \) to \( \text{GL}_N \), obtained using the Satake isomorphism ([8,71]). The representation \( \Pi \) is the irreducible unramified representation of \( \text{GL}_N \) whose Satake parameter is the transfer of the parameter of \( \pi \) under the natural embedding \( L'G \to \text{GL}_N(\mathbb{C}) \). Then by definition \( L(s, \pi \times \tau) = L(s, \Pi \times \tau) \).

Furthermore, let \( R = M_R \ltimes U_R \) be a Siegel parabolic subgroup of \( G \). One can choose an irreducible unramified representation \( \pi_n \) of \( \text{GL}_n \cong M_R \) such that \( \pi \) is the irreducible unramified constituent of \( \text{Ind}_G^R(\pi_n) \). Then the definition implies

\[ L(s, \pi \times \tau) = [L(s, \tau)] L(s, \pi_n \times \tau) L(s, \pi_n^\vee \times \tau), \]

where \( L(s, \tau) \) appears only when \( G = \text{Sp}_{2n} \).

### 3.4 Local decomposition of \((k, c)\) functionals

Let \( k \) and \( c \) be positive integers. We describe a realization of local \((k, c)\) functionals. Let

\[ \tau = \text{Ind}_{B_{\text{GL}_k}}^{\text{GL}_k} (\chi_1 \otimes \cdots \otimes \chi_k), \quad \sigma_{k,c} = \text{Ind}_{P_{(c)^k}}^{\text{GL}_{kc}} (\chi_1 \otimes \cdots \otimes \chi_k), \]

where \( \tau \) is assumed to be irreducible and \( \chi_1, \ldots, \chi_k \) are unramified quasi-characters of \( F^* \). We do not assume at this point that \( \sigma_{k,c} \) is irreducible. According to Claim 10, the space of \((k, c)\) functionals on \( \sigma_{k,c} \) is one-dimensional. We construct such a functional using the Jacquet integral.

Put

\[ w_{k,c} = \begin{pmatrix} I_{rc} \\ I_{c} \\ \cdots \\ I_{c} \end{pmatrix} \in \text{GL}_{kc}. \]
The following defines a \((k, c)\) functional on \(\sigma_{k,c}\):

\[
\xi \mapsto \int_{V_{(c^k)}} \xi(w_{k,c}v)\psi^{-1}(v) \, dv. \tag{3.4}
\]

Here \(\xi\) belongs to the space of \(\sigma_{k,c}\), and \(\psi\) is defined by (2.3). Twisting the inducing data using auxiliary complex parameters, i.e., replacing \(\chi_i\) by \(|\zeta_i|\chi_i\) with \(\zeta_i \in \mathbb{C}\) for \(1 \leq i \leq k\), there is a cone where the integral is absolutely convergent (the proof is identical to the proof for the similar intertwining integral, see e.g., [72, § 2]). We can also choose data such that (3.4) is absolutely convergent and equals 1, for all choices of \(\zeta_i\), namely a function with support in \(P_{(c^k)}w_{k,c}N\), where \(N\) is a small compact open neighborhood of the identity in \(GL_{kc}\). Since the space of \((k, c)\) functionals on \(\sigma_{k,c}\) is one-dimensional, Bernstein’s continuation principle (in [3]) implies that (3.4) admits analytic continuation in the parameters \(\zeta_i\), and it also follows (by the aforementioned choice of data) that it is a nonzero functional for all \(\zeta_i\), in particular on \(\sigma_{k,c}\) when setting \(\zeta_1 = \cdots = \zeta_k = 0\).

Let \(0 \subset V_1 \subset \cdots \subset V_l \subset \sigma_{k,c}\) be a Jordan–Hölder series of \(\sigma_{k,c}\), and \(i\) be minimal such that (3.4) does not vanish on \(V_i\) (\(i\) exists because the functional does not vanish on \(\sigma_{k,c}\)). Then (3.4) restricts to a nonzero functional on \(V_i\) and factors through the quotient \(V_{i-1}\backslash V_i\). Since the Jacquet functor is exact and the dimension of \(JV_{(c^k)}\psi(\sigma_{k,c})\) is 1, \(V_{i-1}\backslash V_i\) is the unique irreducible constituent of \(\sigma_{k,c}\) affording a \((k, c)\) functional, and we denote it by \(\rho_c(\tau)\). The corresponding \((k, c)\) model of \(\rho_c(\tau)\) is denoted \(W_c(\tau)\); it is isomorphic to \(\rho_c(\tau)\) and a summand of the \((k, c)\) model of \(\sigma_{k,c}\).

We describe a decomposition result for the functional (3.4) on \(\sigma_{k,c}\). For simplicity, the dependence on the twisting parameters \(\zeta_i\) is omitted from the notation. Assume \(c = a + b\) with \(a, b \geq 1\) and put \(V = V_{(c^k)}\). As in Sect. 2.2, denote \(v \in V_{(c^k)}\) by \(v = (v_{i,j})_{1 \leq i, j \leq k}\), where \(v_{i,j} \in \text{Mat}_c\). We rewrite the blocks \(v_{i,j}\) of \(v \in V\) in the form

\[
v_{i,j} = \begin{pmatrix}
  v_{i,j}^1 & v_{i,j}^2 \\
  v_{i,j}^3 & v_{i,j}^4
\end{pmatrix}, \quad v_{i,j}^t \in \text{Mat}_a, \quad v_{i,j}^{t'} \in \text{Mat}_b. \tag{3.5}
\]

For \(t = 1, \ldots, 4\), let \(V^t\) be the subgroup consisting of the matrices \(v \in V\) such that in each block \(v_{i,j}\) with \(i < j\), the coordinates of \(v_{i,j}^{t'}\) are zero for all \(t' \neq t\). Also define for any \(a, b \geq 1\),
\[
I_{a,b} = \begin{pmatrix}
I_a & 0 & 0 & I_a & \cdots \\
0 & 0 & 0 & 0 & I_a & \cdots \\
0 & I_b & 0 & & & \\
0 & 0 & I_b & \cdots & & \\
& & & & & 0 & I_b
\end{pmatrix} \in \text{GL}_{k(a+b)}.
\]

For example if \( k = 3, a = 2 \) and \( b = 3 \),
\[
I_{2,3} = \begin{pmatrix}
l_2 & l_2 & l_2 \\
l_3 & l_2 & l_2 \\
l_3 & l_3 & l_3
\end{pmatrix}.
\]

**Lemma 22.** For \( a, b \geq 1 \) such that \( c = a + b \), and for any \( \xi \) in the space of \( \sigma_{k,c} \),
\[
\int_{V_{(c^k)}} \xi(w_{k,c}v)\psi^{-1}(v) \, dv = \int_{V^3} \xi_{W_a(\tau)\otimes W_b(\tau)}(l_{a,b}v) \, dv,
\]
where \( \xi_{W_a(\tau)\otimes W_b(\tau)} \) is defined by (3.11) below and belongs to the space of the representation
\[
\text{Ind}_{P(ka,kb)}^{\text{GL}_{kc}} \left( (W_a(\tau) \otimes W_b(\tau))\delta_{P(ka,kb)}^{-1/(2k)} \right). \tag{3.6}
\]
This equality is valid in the domain where (3.4) is absolutely convergent and in general by meromorphic continuation.

**Proof.** First note that
\[
w_{k,c} = l_{a,b}^{-1} \text{diag}(w_{k,a}, w_{k,b})
\]
(see (2.11) for our notation regarding conjugations). Write the integral over \( V_{(c^k)} \) as an iterated integral \( dV^2 \, dV^1 \, dV^4 \, dV^3 \). We have
\[
w_{k,c} V_{(c^k)} = l_{a,b}^{-1} \text{diag}(w_{k,a}, w_{k,b}) I_{a,b} V^2 \text{diag}(w_{k,a}, w_{k,b}) l_{a,b} (V^1 V^4) l_{a,b} V^3.
\]
The character $\psi$ is trivial on $V^2$ and $V^3$. Then (3.4) becomes

\[
\int \int \int \int_{V^3 V^4 V^1 V^2} \xi(l_{a,b}^{-1} (\text{diag}(w_{k,a}, w_{k,b}) l_{a,b} v^1) \text{diag}(w_{k,a}, l_{a,b} v^4) l_{a,b} v^3) \\
\psi^{-1}(v^1) \psi^{-1}(v^4) dv^2 dv^1 dv^4 dv^3.
\]

(3.7)

Denote, for any $\xi$ in the space of $\sigma_{k,c}$,

\[
T_{l_{a,b}} \xi(g) = \int_{V^2} \xi(l_{a,b}^{-1} (\text{diag}(w_{k,a}, w_{k,b}) l_{a,b} v^2) g) dv^2 \quad (g \in \text{GL}_{kc}).
\]

(3.8)

For $A_i \in \text{GL}_a$ and $B_i \in \text{GL}_b$,

\[
T_{l_{a,b}} \xi(\text{diag}(A_1, \ldots, A_k, B_1, \ldots, B_k)) \\
= \delta^{1/2}_P(c) (\text{diag}(A_1, B_1, \ldots, A_k, B_k)) \\
\times \prod_{i=1}^k \chi_i(\det A_i) \chi_i(\det B_i) \prod_{i=1}^k |\det A_{k-i+1}|^{b(k-i)} |\det B_i|^{-a(k-i)} T_{l_{a,b}} \xi(I_{kc}).
\]

Then if $A = \text{diag}(A_1, \ldots, A_k)$, $B = \text{diag}(B_1, \ldots, B_k)$ and $\chi(A) = \prod_{i=1}^k \chi_i(\det A_i)$,

\[
T_{l_{a,b}} \xi(\text{diag}(A, B)) \\
= \delta^{1/2}_P(a^k) \delta^{1/2}_P(b^k) \delta^{(k-1)/(2k)} (\text{diag}(A, B)) \chi(A) \chi(B) T_{l_{a,b}} \xi(I_{kc}).
\]

(3.9)

Also $T_{l_{a,b}} \xi(ug) = T_{l_{a,b}} \xi(g)$ for $u \in V_{(ka, kb)}$. Therefore $T_{l_{a,b}}$ is an intertwining operator from the space of $\sigma_{k,c}$ to the space of the representation

\[
\text{Ind}_{P_{(ka, kb)}}^{\text{GL}_{kc}} ((\sigma_{a,k} \otimes \sigma_{b,k}) \delta^{-1/(2k)}_P(ka, kb)).
\]

(3.10)

Now (3.7) becomes

\[
\int \int \int_{V^3 V^4 V^1} T_{l_{a,b}} \xi(\text{diag}(w_{k,a}, l_{a,b} v^1, w_{k,b} l_{a,b} v^4) l_{a,b} v^3) \psi^{-1}(v^1) \psi^{-1}(v^4) dv^1 dv^4 dv^3.
\]

(3.10)
The integrals \( dv^1 dv^4 \) constitute the applications of \((k, a)\) and \((k, b)\) functionals, e.g., \( l_{a,b} V^1 = \text{diag}(V(a^k), I_{kb}) \). Hence if

\[
\xi_{W_a(\tau) \otimes W_b(\tau)}(g) = \int \int_{V^4 V^1} T_{l_{a,b}}(\text{diag}(w_{k,a} l_{a,b} v^1, w_{k,b} l_{a,b} v^4)g) \psi^{-1}(v^1) \psi^{-1}(v^4) dv^1 dv^4, 
\]

(3.11)

the function \( \xi_{W_a(\tau) \otimes W_b(\tau)} \) belongs to the space of (3.6). Integral (3.10) is equal to

\[
\int_{V^3} \xi_{W_a(\tau) \otimes W_b(\tau)}(l_{a,b} v^3) dv^3,
\]

as claimed. \( \square \)

**Corollary 23.** Assume \( 1 - q^{-s} \chi_i(\varpi) \chi_j^{-1}(\varpi) \neq 0 \) for \( \text{Re}(s) \geq 1 \), for all \( i \neq j \). Then the functional (3.4) is nonzero on the normalized unramified vector \( \xi \) in the space of \( \sigma_{k,c} \). Note that the assumption always holds if we consider \( |\xi_i| \chi_i \) instead of \( \chi_i \) and take \( \xi_i \gg \xi_j \) for all \( i < j \).

**Proof.** We use induction on \( c \). For \( c = 1 \), the functional (3.4) is the usual Whittaker functional given by a Jacquet integral. Since \( \sigma_{k,1} = \tau \) which is irreducible, this functional is nonzero on \( \xi \) by the Casselman–Shalika formula [16] and the irreducibility criterion for principal series representations (e.g., [6, 15]).

Assume \( c > 1 \) and apply Lemma 22 using \( a = 1 \) and \( b = c-1 \). Conjugating \( V^3 \) by \( l_{1,c-1} \), we obtain

\[
\int_{V^3} \xi_{W_1(\tau) \otimes W_{c-1}(\tau)}(l_{1,c-1} v) dv.
\]

We will show that the coordinates of \( v \) can be assumed to lie in \( \mathcal{O} \). If the coordinates of \( v \) are given by (3.5), i.e., the nontrivial coordinates of \( v \) are the blocks \( v_{i,j}^3 \) where \( v_{i,j}^3 \in \text{Mat}_{c-1 \times 1} \), then

\[
l_{1,c-1} v = \begin{pmatrix} I_k \\ [v] \end{pmatrix} \begin{pmatrix} I_{k(c-1)} \\ \end{pmatrix}, \quad [v] = \begin{pmatrix} 0 & v_{1,2} & \cdots & v_{1,k} \\ \vdots & \ddots & \ddots & \vdots \\ \vdots & & \ddots & \vdots \\ 0 & \cdots & 0 & v_{k-1,k} \end{pmatrix}.
\]

\( \square \) Springer
let this scalar is nonzero. We may decompose $T_l$ with this argument for $(123)$ where for the second equality we used (3.11), and $O$ was chosen to be 1, this integration evaluates to the constant 1. Proceeding

\((\text{Direct matrix multiplication.})\) Consider matrices of the form

$$
\begin{pmatrix}
I_k & [x] \\
I_{k(c-1)} &
\end{pmatrix},
[x] = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
\vdots & x_{1,2} & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
0 & x_{1,k} & \cdots & x_{k-1,k}
\end{pmatrix},
$$

$x_{i,j} \in \text{Mat}_{1 \times c-1}$. For each $1 \leq i \leq k-1$ and $2 \leq j \leq k$, let $\mathcal{X}_{i,j}$ be the subgroup consisting of matrices of this form where the coordinates of $[x]$ are zero except at the block $x_{i,j}$, which takes arbitrary coordinates in $O$. Starting with $i = k-1$ and $j = k$, for $x \in \mathcal{X}_{i,j}$ we have

$$
\xi_{W_1(\tau) \otimes W_{c-1}(\tau)}(I_{1,c-1}v) = \xi_{W_1(\tau) \otimes W_{c-1}(\tau)}(I_{1,c-1}vx)
= \psi(\text{tr}(v_{i,j}^3x_{i,j}))\xi_{W_1(\tau) \otimes W_{c-1}(\tau)}(I_{1,c-1}v).
$$

The first equality follows since $\xi$ is unramified, the second follows from the invariance properties of $W_{c-1}(\tau)$. Thus the coordinates of $v_{i,j}^3$ can be taken in $O$, and since $\xi$ is unramified, the integration over these coordinates becomes an integral of the constant function 1 over $\text{Mat}_{1 \times 1}(O)$. Since the measure of $O$ was chosen to be 1, this integration evaluates to the constant 1. Proceeding with this argument for $(i, j) = (k-2, k-1), (k-3, k-2)$, etc., the blocks $v_{l,l+1}^3$ can each be taken in $O$ and the integral over these coordinates is 1, for $l = k-1, \ldots, 1$. Then we continue with $v_{k-2,k}^3$ using $\mathcal{X}_{k-2,k}$ and in this way show that all the diagonal $v_{l,l+2}^3$ can be taken in $O, l = k-2, \ldots, 1$. The last block to consider is $v_{1,k}^3$, which we handle using $\mathcal{X}_{1,k}$. We deduce

$$
\int_{v^3} \xi_{W_1(\tau) \otimes W_{c-1}(\tau)}(I_{1,c-1}v) \, dv = 1 \times \xi_{W_1(\tau) \otimes W_{c-1}(\tau)}(I_k)
= \int_{v^4} \int_{v^1} T_{l,c-1} \xi(\text{diag}(w_{k,1}^1v_{1,l-1}^1 l_{1,c-1}^1 v_{1,4})) \psi^{-1}(v^1) \psi^{-1}(v^4) \, dv^1 \, dv^4,
$$

where for the second equality we used (3.11), and $T_{l,c-1}$ is the intertwining operator given by (3.8). Since $\xi$ is unramified, $T_{l,c-1} \xi$ is a scalar multiple of the normalized unramified vector $\xi'$ in the space of (3.9). We only need to show that this scalar is nonzero. We may decompose $T_{l,c-1}$ into rank-1 intertwining operators on spaces of the form

$$
\text{Ind}^{\text{GL}_2}_{\text{BGL}_2}(\mathbf{1} \otimes \chi_i \otimes \mathbf{1} \otimes \chi_j), \quad i < j, \quad l' \leq l - 1.
$$

 Springer
According to the Gindikin–Karpelevich formula ([15, Theorem 3.1]), each intertwining operator takes the normalized unramified vector in this space to a constant multiple of the normalized unramified vector in its image, and this constant is given by

\[
1 - q^{-l + l'} \chi_i(\omega) \chi_j^{-1}(\omega) \frac{1}{1 - q^{-s} \chi_i(\omega) \chi_j^{-1}(\omega)}.
\]

Since \(-l + l' \leq -1\), if the quotient has a zero or pole, then \(1 - q^{-s} \chi_i(\omega) \chi_j^{-1}(\omega) = 0\) for \(\text{Re}(s) \geq 1\), contradicting our assumption.

We deduce that

\[
\int_{V^4} \int_{V^1} T_{l_{1, c-1}}(\xi(\text{diag}(w_{k, l_{1, c-1}} v^1, w_{k, c-1} l_{1, c-1} v^4))) \psi^{-1}(v^1) \psi^{-1}(v^4) dv^1 dv^4
\]

is a nonzero multiple of

\[
\int_{V^4} \int_{V^1} \xi'(\text{diag}(w_{k, l_{1, c-1}} v^1, w_{k, c-1} l_{1, c-1} v^4)) \psi^{-1}(v^1) \psi^{-1}(v^4) dv^1 dv^4.
\]

Since \(\xi'(\text{diag}(x, I_{k(c-1)}))\) (resp., \(\xi'(\text{diag}(I_k, y)))\) is the normalized unramified vector in the space of \(\sigma_{k, 1}\) (resp., \(\sigma_{k, c-1}\)), and by the inductive hypothesis the \((k, 1)\) (resp., \((k, c - 1)\)) functional is nonzero on this element, we conclude that the \((k, c)\) functional is nonzero on \(\xi\).

Recall the diagonal embedding \(\text{GL}_c \to \text{GL}_{kc}\) given by \(h \mapsto h^\Delta = \text{diag}(h, \ldots, h)\). We prove a local analog of Claim 8.

**Proposition 24.** Let \(\lambda\) be a \((k, c)\) functional on \(\sigma_{k, c}\). For a vector \(\xi\) in the space of \(\sigma_{k, c}\), let \(\lambda_\xi(g) = \lambda(g \cdot \xi)\) \((g \in \text{GL}_{kc})\). Then \(\lambda_\xi(h^\Delta g) = \tau(\det h) I_k) \lambda_\xi(g)\) for all \(h \in \text{GL}_c\). In particular \(\lambda_\xi(h^\Delta g) = \lambda_\xi(g)\) for \(h \in \text{SL}_c\). The same assertion applies to the representation \(\rho_c(\tau)\).

**Proof.** Since the representation \(\sigma_{k, c}\) admits a unique \((k, c)\) functional, we can assume that \(\lambda\) is given by (3.4). Since \(h^\Delta\) normalizes \(V_{(c^k)}\) without changing the measure, stabilizes \(\psi\) and commutes with \(w_{k, c}\),

\[
\lambda_\xi(h^\Delta g) = \int_{V_{(c^k)}} \xi(h^\Delta w_{k, c} v g) \psi^{-1}(v) dv.
\]

Now the assertion follows because \(\xi(h^\Delta g) = \prod_i \chi_i(\det(h)) \xi(g)\) by the definition of \(\sigma_{k, c}\). Since \(W_c(\tau)\) is a summand of the \((k, c)\) model of \(\sigma_{k, c}\), the same result is valid for \(\rho_c(\tau)\). □
Remark 25. Since the space of \((k, c)\) functionals on \(\sigma_{k, c}\) is one-dimensional, \(J_{V_{(k)}, \psi}(\sigma_{k, c})\) is one-dimensional. Hence a priori \(\text{GL}^\Delta_c\) acts by a character (which must then be trivial on \(\text{SL}^\Delta_c\)).

Claim 26. Let \(\tau\) be an unramified twist of an irreducible generic unramified and unitary representation of \(\text{GL}_k\). Then \(\sigma_{k, c}\) is irreducible and the assumption of Corollary 23 is satisfied.

Proof. Let \(d \in \mathbb{R}\) be such that \(\tau = | \det|^d \tau_0\), where \(\tau_0\) is an irreducible generic unramified and unitary representation of \(\text{GL}_k\). Write \(\tau_0 = \text{Ind}_{\text{GL}_k \times B}^{\text{GL}_k} (\chi_0^1 \otimes \cdots \otimes \chi_0^k)\). As we explained in Sect. 2.2, the representation \(\text{Ind}_{\text{GL}_k \times B}^{\text{GL}_k} (\chi_0^1 \otimes \cdots \otimes \chi_0^k)\) is irreducible and \(q^{-1/2} < |\chi_i^0(\varpi)| < q^{1/2}\) for all \(i\). Since \(\chi_i = | d \chi_i^0\), we conclude that \(\sigma_{k, c}\) is irreducible and \(|\chi_i(\varpi)\chi_j^{-1}(\varpi)| = |\chi_i^0(\varpi)(\chi_j^0)^{-1}(\varpi)| < q\). \(\square\)

3.5 The computation of the integrals with unramified data

In this section we compute the integrals from (3.1) with unramified data. We use the notation and conventions from Sect. 3.3. Let \(G = \text{Sp}_{2n}\) or \(\text{SO}_{2n}\). Let \(\tau\) be an irreducible unramified representation of \(G\). Let \(\tau\) be an unramified twist of an irreducible unitary generic unramified representation of \(\text{GL}_k\). Recall that the \(G \times \text{GL}_k\) integrals were described in Sect. 3.1 and the \(\text{GL}_n \times \text{GL}_k\) integrals were defined in Sect. 3.2. We also use notation from these sections.

Define

\[
d_{\tau}(s) = \left[ \frac{L(\alpha s + 1/2, \tau)}{L(\alpha s + n + 1/2, \tau)} \right] \times \prod_{1 \leq j \leq \lfloor n/2 \rfloor} \frac{L(2\alpha s + 2j, \tau, \text{Sym}^2)}{L(2\alpha s + 2j + 2n - 2\lfloor n/2 \rfloor - 1, \tau, \text{Sym}^2)} \times \prod_{1 \leq j \leq \lceil n/2 \rceil} \frac{L(2\alpha s + 2j - 1, \tau, \wedge^2)}{L(2\alpha s + 2j + 2n - 2\lceil n/2 \rceil, \tau, \wedge^2)},
\]

(3.12)

where if \(G = \text{Sp}_{2n}\), \(\alpha = 2kn + 1\), and if \(G = \text{SO}_{2n}\), \(\alpha = 2kn - 1\); and the factor in square brackets here and in Theorem 29 below is included only for \(\text{Sp}_{2n}\).

Let \(\omega^0\) be the unramified matrix coefficient of \(\pi^\vee\) normalized such that \(\omega^0(I_{2n}) = 1\). Let \(f_{W_c(\tau)}^0\) be the unramified element in the space of \(\text{Ind}_P^H(W_c(\tau))\) normalized by \(f_{W_c(\tau)}^0(I_{2kc}) = 1\), and extended to a standard section of \(\text{Ind}_P^H(W_c(\tau)\delta_P^s)\).
The following lemma reduces the $G \times \text{GL}_k$ integral to the $\text{GL}_n \times \text{GL}_k$ integral. Its proof occupies Sect. 3.5.1 below.

**Lemma 27.** Assume $\pi$ is an irreducible quotient of $\text{Ind}^G_R(\pi_n)$, where $R = M_R \ltimes U_R$ is the Siegel parabolic subgroup with $M_R = \{ \text{diag}(a, a^*) : a \in \text{GL}_n \}$ and $\pi_n$ is an irreducible unramified representation of $\text{GL}_n$. Let $\omega_0^n$ be the normalized unramified matrix coefficient of $\pi_n^\vee$ and $\rho_0^W(\tau) \otimes W_n(\tau^\vee)$ be the normalized unramified function in the space of

$$\text{Ind}_{P_{(kn, kn)}}^G (W_n(\tau) \otimes W_n(\tau^\vee)).$$

Then

$$Z(s, \omega_0^n, f_0^W(\tau)) = d_\tau(s) Z(\alpha s / (kn), \omega_0^n, \rho_0^W(\tau) \otimes W_n(\tau^\vee)).$$ (3.13)

Since $\pi$ is irreducible and unramified, by Langlands’ classification one can choose an unramified principal series representation $\pi'_n$ of $\text{GL}_n$, such that $\pi$ is a quotient of $\text{Ind}^G_R(\pi'_n)$ and in addition, $\pi'_n$ contains an irreducible unramified quotient $\pi_n$. Then $\text{Ind}^G_R(\pi_n)$ is an unramified quotient of $\text{Ind}^G_R(\pi'_n)$, hence contains $\pi$. Thus the assumption of the lemma is always satisfied.

**Theorem 28.** For irreducible unramified representations $\pi$ of $\text{GL}_n$, $\tau$ and $\tau'$ of $\text{GL}_k$ (as in Sect. 3.2), if $\omega_0^n$ is the normalized unramified matrix coefficient of $\pi_n^\vee$ and $f_0^W(\tau) \otimes W_n(\tau^\vee)$ is the normalized unramified element in the space of $\text{Ind}_{P_{(kn, kn)}}^G (W_n(\tau) \otimes W_n(\tau^\vee))$,

$$Z(s, \omega_0^n, f_0^W(\tau) \otimes W_n(\tau^\vee)) = \frac{L(kns + 1/2, \pi^\vee \times \tau) L(kns + 1/2, \pi \times \tau^\vee)}{\prod_{j=1}^n L(2kns + j, \tau \times \tau^\vee)}.$$  

This theorem is proved in Sect. 3.6. As a corollary we obtain the computation of the $G \times \text{GL}_k$ integrals with unramified data.

**Theorem 29.** ¹ When all data are unramified,

$$Z(s, \omega_0^n, f_0^W(\tau)) = \frac{L(\alpha s + 1/2, \pi \times \tau)}{[L(\alpha s + n + 1/2, \tau)] \prod_{1 \leq j \leq n} L(2\alpha s + 2j, \tau, \wedge^2) L(2\alpha s + 2j - 1, \tau, \text{Sym}^2)}.$$  

¹ There was a typo in an early version of this statement; we would like to thank Dihua Jiang for pointing it out to us.
**Proof of Theorem 29.** According to Theorem 28 the $GL_n \times GL_k$ integral

$$Z(\alpha s/(kn), \omega_0^n, \rho^0_{W_n(\tau) \otimes W_n(\tau^\vee)}) = \frac{L(\alpha s + 1/2, \pi_n^\vee \times \tau) L(\alpha s + 1/2, \pi_n \times \tau)}{\prod_{j=0}^{n-1} L(2\alpha s + j + 1, \tau \times \tau)}.$$  

Combining this with Lemma 27, the formula (3.12) for $d_\tau(s)$ and using the identities

$$L(s, \pi \times \tau) = [L(s, \tau)] L(s, \pi_n \times \tau) L(s, \pi_n^\vee \times \tau),$$

$$L(s, \tau \times \tau) = L(s, \tau, \text{Sym}^2) L(s, \tau, \wedge^2)$$

(see Sect. 3.3) gives the result. \(\square\)

Now we can deduce the meromorphic continuation of the global partial $L$-function.

**Theorem 30.** Let $\pi$ and $\tau$ be irreducible automorphic cuspidal representations of $G(\mathbb{A})$ and $GL_k(\mathbb{A})$, respectively. Let $S$ be a finite set of places of $F$, outside which all data are unramified. Then $L^S(s, \pi \times \tau)$ admits meromorphic continuation to $\mathbb{C}$.

**Remark 31.** This theorem is not new, it follows from Langlands’ general theory of Eisenstein series [60,61], which is applicable in a much wider setting (e.g., for a large class of groups $G$). It is provided as an illustration of the applicability of our results.

**Proof.** According to Theorem 1, the global integral $Z(s, \varphi_1, \varphi_2, f)$ admits meromorphic continuation to $\mathbb{C}$, and for $\text{Re}(s) \gg 0$ coincides with (2.1). For decomposable data, we can write (2.1) in the form (3.1): the product of an integral $Z_S$ and infinitely many local integrals $Z_\nu$ for the places $\nu / \notin S$. The integral $Z_S$ is meromorphic and can be chosen to be holomorphic and nonzero, in a neighborhood of a given $s \in \mathbb{C}$. This can be proved along the lines of Theorem 21 (which deals with one place). Therefore the product of integrals over the places outside $S$ admits meromorphic continuation.

For each integral $Z_\nu$ with $\nu / \notin S$, all data are unramified: the local representations $\pi_\nu$ and $\tau_\nu$ are irreducible unramified, $\tau_\nu$ is also generic, and $\psi_\nu$ is unramified. In addition, because $\tau = |\det|^d \tau_0$ for some $d \in \mathbb{R}$ where $\tau_0$ is unitary, $\tau_\nu$ is the unramified twist of a unitary representation.

By virtue of Theorem 29 (applied to $Z_\nu$), the product of local integrals over all $\nu / \notin S$ is precisely $L^S(s, \pi \times \tau)$ divided by products of partial $L$-functions $L^S(s, \tau)$, $L^S(s, \tau, \wedge^2)$ and $L^S(s, \tau, \text{Sym}^2)$ (with $s$ replaced by a suitable linear polynomial of $s$). Since by Langlands’ general theory of Eisenstein series [60,61], each of the $L$-functions in the denominator is meromorphic, we deduce that $L^S(s, \pi \times \tau)$ admits meromorphic continuation. \(\square\)
Remark 32. In a subsequent paper ([13]) we develop the local theory of the doubling integrals over all places of $F$ (including the ramified and archimedean ones), and define the local $\mu$-, $\epsilon$- and $L$-factors. This enables us to define the complete $L$-function $L(s, \pi \times \tau)$, and study its analytic behavior. In particular we show that it satisfies a global functional equation

$$L(s, \pi \times \tau) = \epsilon(s, \pi \times \tau)L(1 - s, \pi^\vee \times \tau^\vee).$$

3.5.1 Proof of Lemma 27.

The proof consists of two steps. First, we use the realization of the $(k, c)$ functional using $(k, a)$ and $(k, b)$ functionals given in Sect. 3.4, for $a = b = n$. Note that here $c = 2n$. This changes the inducing data of $f_{W_c(\tau)}$. Then we write the unipotent integration over $U_0$ as an iterated integral, where the inner part is “almost” an intertwining operator (some coordinates are missing, they are taken from $U_R$), the middle part is the unipotent integration of a $GL_n \times GL_k$ integral, and the outer integral reduces to a constant. This essentially completes the reduction, with the remaining part being to compute the proportionality factor $d_\tau(s)$ of the operator.

We replace the matrix coefficient with a suitable element of an unramified principal series. Since $\pi$ is an irreducible quotient of $\text{Ind}_{G}^{G}(\pi_n)$, the representation $\pi^\vee$ is a subrepresentation of $\text{Ind}_{R}^{G}(\pi_n^\vee)$, and we can further regard $\pi_n^\vee$ as a subrepresentation of an unramified principal series representation of $GL_n$. By transitivity of induction, $\pi^\vee$ is embedded in an unramified principal series of $G$. Specifically, this is obtained by taking a function $\phi^\vee$ in the space of $\text{Ind}_{G}^{G}(\pi_n^\vee)$ and evaluating at the identity of $G$. Thus we can realize the $G$-invariant pairing on $\pi \times \pi^\vee$ using the Iwasawa decomposition $G = B_GK_G$. Let $\phi^0$ and $\phi^{\vee,0}$ be the unramified vectors in the spaces of $\text{Ind}_{R}^{G}(\pi_n)$ and $\text{Ind}_{R}^{G}(\pi_n^\vee)$, respectively, normalized by $\phi^0(I_{2n}) = \phi^{\vee,0}(I_{2n}) = 1$. Then

$$\omega^0(g) = \int_{K_G} \phi^0(o)\phi^{\vee,0}(og) \, do = \int_{K_G} \phi^{\vee,0}(og) \, do.$$

Observe that for any $g_0 \in G$,

$$\int_{U_0} f_{W_c(\tau)}^0(\delta u_0(g_0, {}^tg_0)(1, {}^tg), s) \psi_U(u_0) \, du_0$$

$$= \int_{U_0} f_{W_c(\tau)}^0(\text{diag}(g_0, \ldots, g_0, g_0^*, \ldots, g_0^*)\delta u_0(1, {}^tg), s) \psi_U(u_0) \, du_0.$$
(direct computation) and by Proposition 24, for any $h \in H$,
\[
f^0_{W_c(\tau)}(\text{diag}(g_0, \ldots, g_0, g^*_0, \ldots, g^*_0)h, s) = f^0_{W_c(\tau)}(h, s).
\]

In addition, the embeddings of the two copies of $G$ in $H$ commute and $f^0_{W_c(\tau)}$ is right $K_H$-invariant, so that for any $o \in K_G$,
\[
f^0_{W_c(\tau)}(h(1, (o^{-1}g)), s) = f^0_{W_c(\tau)}(h(1, (o^{-1}g))(o^{-1}, 1), s)
\]
\[
= f^0_{W_c(\tau)}(h(o^{-1}, (o^{-1})(1, g)), s).
\]

Therefore
\[
Z(s, \omega^0, f^0_{W_c(\tau)}) = \int_G \left( \int_{K_G} \phi^{\vee, 0}(og) \, do \right) \int_{U_0} f^0_{W_c(\tau)}(\delta u_0(1, g), s) \psi_U(u_0) \, du_0 \, dg
\]
\[
= \int_G \int_{K_G} \phi^{\vee, 0}(g) \int_{U_0} f^0_{W_c(\tau)}(\delta u_0(1, (o^{-1}g)), s) \psi_U(u_0) \, du_0 \, do \, dg
\]
\[
= \int_G \phi^{\vee, 0}(g) \int_{U_0} f^0_{W_c(\tau)}(\delta u_0(1, g), s) \psi_U(u_0) \, du_0 \, dg.
\] (3.14)

Note that the measure of $K_G$ was taken to be 1. Apply Lemma 22 to the function on $GL_{kc}$ given by $x \mapsto f^0_{W_c(\tau)}(\text{diag}(x, x^*)h, s)$ with $a = b = n$. Then with $V^3$ and $l_{n,n}$ as defined in Sect. 3.4,
\[
f^0_{W_c(\tau)}(h, s) = \int_{V^3} f^0_{W_n(\tau) \otimes W_n(\tau)}(l_{n,n}v, s) \, dv.
\]

Using transitivity of induction and (3.6), we see that $f^0_{W_n(\tau) \otimes W_n(\tau)}(h, s)$ belongs to the space of the representation
\[
\text{Ind}_L^H (| \det |^{-n/2+\alpha s} W_n(\tau) \otimes | \det |^{n/2+\alpha s} W_n(\tau)), \] (3.15)

where $L$ is the standard parabolic subgroup of $H$ with a Levi part $M_L = GL_{kn} \times GL_{kn}$. It is an unramified function. In addition, $f^0_{W_n(\tau) \otimes W_n(\tau)}(I_{2kc}, s) = 1$ because by Lemma 22, if we assume that $W_c(\tau)$ is realized by (3.4),
\[
1 = f^0_{W_c(\tau)}(I_{2kc}, s) = \int_{V^3} f^0_{W_n(\tau) \otimes W_n(\tau)}(l_{n,n}v, s) = f^0_{W_n(\tau) \otimes W_n(\tau)}(I_{2kc}, s),
\]
where for the last equality see the proof of Corollary 23 (and recall that the volume of $\mathcal{O}$ is 1).

With the above modifications, integral (3.14) becomes

$$
\int_G \phi^{\vee,0}(g) \int_{U_0} \int_{V^3} f^0_{\omega_\tau} (l_{n,r} v \delta u_0 (1, i \xi), s) \psi_U (u_0) \, dv \, du_0 \, dg. 
$$  

(3.16)

This integral is absolutely convergent for $\text{Re}(s) \gg 0$ as a triple integral; this is obtained using the auxiliary complex parameters which guarantee the convergence of (3.4) (if $\xi_1 \gg \ldots \gg \xi_k \gg 0$, then $\text{Re}(s) \gg \xi_1$, see e.g., [79, Lemma 3.1], [57, Claim 5.20]). All forthcoming manipulations are justified in this right half-plane.

Next we shift $v$ to the right of $(1, i \xi)$. Observe the following properties, which are immediate to verify.

1. $\delta_0$ normalizes $V^3$.
2. For $v \in V^3$, $v \delta_1 = \delta_1 u'$ where $u' \in U_0$ and $\psi_U (u') = 1$.
3. The elements of $V^3$ normalize $U_0$ and fix $\psi_U |_{U_0}$.
4. $V^3$ commutes with $(1, i \xi)$.
5. $\delta_0$ commutes with $l_{n,r}$.
6. $l_{n,r}$ commutes with $(1, i \xi)$.

($\delta_0, \delta_1$ were given in Sect. 3.1.) We also see that

$$
U'_0 = l_{n,r} U_0 = \begin{cases} 
\left( \begin{array}{cc}
I_{kn} & U_1 \\
I_{kn} & U_2 \\
I_{kn} & U_3 \\
I_{kn} & U_4 \\
\end{array} \right), 
\end{cases} 
$$  

(3.17)

where $U_1 = \left( \begin{array}{cc} * & * \\
0 & * \end{array} \right)$ with $0 \in \text{Mat}_n$, so that

$$
\begin{cases} 
\left( \begin{array}{cc}
I_{kn} & U_1 \\
I_{kn} \end{array} \right) 
\end{cases} 
$$  

(3.18)

is the unipotent subgroup appearing in the integral for $\text{GL}_n \times \text{GL}_k$ (defined in Sect. 3.2); for $\text{Sp}_{2n}$ (resp., $\text{SO}_{2n}$), restriction of $\psi_U$ to the coordinates of $U_1$ gives the character $\psi_U$ (resp., $\psi_U^{-1}$) for the $\text{GL}_n \times \text{GL}_k$ integral; $\psi_U$ is trivial on $U_2$ and $U_3$; $U_2$ and $U_3$ each takes the form $\left( \begin{array}{cc} * & * \\
0 & * \end{array} \right)$ where $0 \in \text{Mat}_n$; and $U_4$ is already determined by $U_1$ and the form defining $H$. 
Utilizing properties (1)–(6), integral (3.16) equals

$$\int_G \phi^\vee,0(g) \int_{U'_0 \setminus V^3} \int_{W_n(\tau) \otimes W_n(\tau)} f^0_{W_n(\tau) \otimes W_n(\tau)}(\delta_0(l_{n,n} \delta_1)u'_0(1,^tg)I_{n,n}v,s) \psi_U(u'_0) \, dv \, du'_0 \, dg. \quad (3.19)$$

Here $\psi_U$ is regarded as a character of $U'_0$ using conjugation $(l_{n,n}^{-1}u'_0 \in U_0)$.

To produce a $GL_n \times GL_k$ integral (pertaining to the statement of the lemma), we must alter $f^0_{W_n(\tau) \otimes W_n(\tau)}$ such that its restriction to $GL_{2kn} \cong MP$ becomes a section of a representation induced from $W_n(\tau) \otimes W_n(\tau^\vee)$. This would be the result of an application of an intertwining operator. If we had arbitrary coordinates in the bottom $n \times n$ block of $U_2$, then the integral over $U_2$ together with the Weyl element $\text{diag}(I_{kn}, (\epsilon_0 I_{kn}), I_{kn})$ (when $G = \text{Sp}_{2n}$ or $kn$ is even) would constitute this operator (recall that $\epsilon_0 = -1$ for $\text{Sp}_{2n}$ and $\epsilon_0 = 1$ for $\text{SO}_{2n}$). To fill in these missing coordinates we factor the integral through $U_R$. Refer to Sect. 3.2 for the definition of the $GL_n \times GL_k$ integral.

Let $U_0^\bullet$ be the group obtained from $U'_0$ by replacing the 0 block of $U_2$ with arbitrary coordinates, subject to the definition of $H$. This group will “receive” the coordinates from $U_R$. We can still write the elements of $U_0^\bullet$ in the form (3.17), i.e.,

$$\begin{pmatrix} I_{kn} & U_1 & U_2 \\ I_{kn} & U_3 & U_4 \\ I_{kn} & I_{kn} \end{pmatrix}, \quad (3.20)$$

the only difference being the block $U_2$, which now does not contain the 0 block. Now factoring (3.19) through $U_R$, it becomes

$$\int_{U_R \setminus G} \phi^\vee,0(zg) \int_{U'_0 \setminus V^3} \int_{W_n(\tau) \otimes W_n(\tau)} f^0_{W_n(\tau) \otimes W_n(\tau)}(\delta_0(l_{n,n} \delta_1)u'_0(1,^tg)I_{n,n}v,s) \psi_U(u'_0) \, dv \, du'_0 \, dz \, dg. \quad (3.21)$$

By definition $\phi^\vee,0(zg) = \phi^\vee,0(g)$ and $\delta_0(1,^tg) \in U_P$. For $z \in U_R$ and $u'_0 \in U'_0$,

$$(1,^tg^{-1})(l_{n,n} \delta_1)u'_0 = m_z(l_{n,n} \delta_1)u_z,$$

where $m_z$ belongs to the unipotent subgroup $V((2k-1)n,n)$ of $MP$ and $u_z \in U_0^\bullet$. Moreover, as $z$ and $u'_0$ vary over $U_R$ and $U'_0$, $u_z$ varies over $U_0^\bullet$. In coordinates,
put \( z = \left( \begin{array}{c} I_n \\ z_i \end{array} \right) \) and for \( 1 \leq l \leq 4 \) and \( 1 \leq i, j \leq k \), denote the \((i, j)\)-th block of \( U_l \) appearing in (3.20) by \( U_l^{i, j} \in \text{Mat}_n \). For \( u'_0 \), the block corresponding to \( U_l^{i, j} \) is denoted by \([u'_0]^i_j\). Then \( \delta_0 m_z \in V_{(n,(2k-1)n)} \) and the top \( n \) rows of \( \delta_0 m_z \) are

\[
\left( I_n \epsilon_0 z[u'_0]^{k, 2}_3 \cdots \epsilon_0 z[u'_0]^{k, k}_3 \epsilon_0 z \epsilon_0 z[u'_0]^{k, 2}_4 \cdots \epsilon_0 z[u'_0]^{k, k}_4 \right).
\]

We change variables in \( u_z \) to remove the dependency on \( z \). The change is described as follows: for \( l \in \{1, 3\}, 1 \leq i \leq k-1 \) and \( 2 \leq j \leq k \),

\[
[u'_0]^i_j \mapsto [u'_0]^i_j - \epsilon_0 [u'_0]^{l, 1}_3 z[u'_0]^{k, j}_3, \quad [u'_0]^{k, j}_1 \mapsto [u'_0]^{k, j}_1 + z[u'_0]^{k, j}_3,
\]

\[
[u'_0]^{i, j}_2 \mapsto [u'_0]^{i, j}_2 - \epsilon_0 [u'_0]^{l, 1}_4 z[u'_0]^{k, j}_4, \quad [u'_0]^{i, 1}_2 \mapsto [u'_0]^{i, 1}_2 - \epsilon_0 [u'_0]^{l, 1}_4 z.
\]

In this list, changes to \([u'_0]^{i, j}_2\) and \([u'_0]^{i, j}_3\) are only applied if \( i + j \leq k + 1 \) for \( \text{Sp}_{2n} \) and \( i + j \leq k \) for \( \text{SO}_{2n} \), because outside of this range the coordinates are already determined by the definition of \( H \). Only the change to \([u'_0]^{i, 2}_1\) affects \( \psi_U \), and we obtain \( \psi(\text{tr}(-\epsilon_0 z[u'_0]^{k, 2}_3)) \) (for \( \text{SO}_{2n} \) as mentioned after (3.18) \( \psi_U \) restricts to the inverse of the character for the \( \text{GL}_n \times \text{GL}_k \) integral, i.e., to \( \psi^{-1}(\text{tr}(U_1^{k, 2})) \)). In addition, for any \( h \in H \),

\[
f_{W_n(\tau) \otimes W_n(\tau)}^0(m_z h, s) = \psi(\text{tr}(\epsilon_0 z[u'_0]^{k, 2}_3)) f_{W_n(\tau) \otimes W_n(\tau)}^0(h, s)
\]

because of the character of the (top left) \((k, n)\)-functional \( W_n(\tau) \). Therefore (3.21) becomes

\[
\int_{U_R \backslash G} \phi^{\vee, 0}(g) \int_{U_0^*} \int_{V^3} f_{W_n(\tau) \otimes W_n(\tau)}^0(\delta_0(\delta_0(1, 1, 1, 1) u_0^*(1, 1, 1, 1) n, n, n, s)) \psi_U(u_0^*) \, dv \, du_0^* \, dg.
\]

(3.22)

Note that here the integration over \( U_R \) is incorporated into the integration over \( U_0^* \).

Write \( \delta_0 = w \delta'_0 w' \) as follows. For \( G = \text{Sp}_{2n} \), \( \delta'_0 \) is the embedding in \( M_P \) of the element \( \left( \begin{array}{cc} I_k & 0 \\ 0 & I_n \end{array} \right) \) corresponding to \( \delta_0 \) in the \( \text{GL}_n \times \text{GL}_k \) integral, and

\[
w = w' = \left( \begin{array}{cc} I_k & 0 \\ 0 & I_k \\ -I_k & I_k \end{array} \right).
\]
If $G = \text{SO}_{2n}$, set $\kappa = I_{4kn}$ if $kn$ is even, otherwise $\kappa = \text{diag}(I_{2kn-1}, (1^1), I_{2kn-1})$. Then $\delta'_0$ is the embedding of $\left(I_{kn}^{\phantom{I}}\right)$ in $M_P$, i.e., when $kn$ is odd, it is obtained from the embedding in $M_P$ by conjugation with $\kappa$, and

$$w = \begin{pmatrix} I_{kn} & I_{kn} \\ I_{kn} & I_{kn} \end{pmatrix} \kappa, \quad w' = \kappa \begin{pmatrix} I_{kn} & I_{kn} \\ I_{kn} & I_{kn} \end{pmatrix}.$$  

(The element $\kappa$ is needed because when $kn$ is odd, we must have $\det w = \det w' = 1$.) To make the notation uniform, set $\kappa = I_{4kn}$ when $G = \text{Sp}_{2n}$.

For $u^* \in U^*$ and $i = 2, 3$, let $u^i$ denote the element obtained from $u^*$ by zeroing out the coordinates in the blocks $U_j$ with $j \neq i$, and let $u^{1,4}$ denote the element obtained similarly, by erasing the coordinates in $U_2$ and $U_3$ (see (3.20)). Write

$$\delta_0 u^* = w \cdot (\delta'_0 w') u^2 \cdot \delta'_0 \cdot w' (u^{1,4}) \cdot w' u^3.$$  

Since $^{l_{n,n}} \delta_1 \in U_P$, it commutes with $u^*$ and with $u^3$. Also $\delta'_1 = \delta'_0 (u_{n,n} \delta_1)$ and $\delta' = \delta'_0 \delta'_1$ are the embeddings in $M_P$ of the elements corresponding to $\delta_1$ and $\delta$ for the $\text{GL}_n \times \text{GL}_k$ integral, except that for $G = \text{SO}_{2n}$, $\delta'_1$ is actually the embedding of $\delta_1^{-1}$, and $\delta'$ is the embedding of

$$\begin{pmatrix} I_{kn} & I_{kn} \end{pmatrix} \text{diag}(I_{(k-1)n}, (I_{n} - I_{n}^1), I_{(k-1)n}).$$  

Then

$$\delta_0 (u_{n,n} \delta_1) u^* = w \cdot (\delta'_0 w') u^2 \cdot \delta' \cdot w' (u^{1,4}) \cdot w' u^3.$$  

Denote the subgroup of elements $(\delta'_0 w') u^2$ by $U^2$, let $U^{1,4}$ be the subgroup of elements $w' (u^{1,4})$ and $U^3$ be the subgroup of elements $u^3$. For example,
Then for any \( h \in H \),

\[
\int_{U_0^*} \int f_{W_n(\tau) \otimes W_n(\tau)}^0 (\delta_0 (\ell_{n, n} \delta_1) u_0^* h, s) \psi_U(u_0^*) \, du_0^* \\
= \int_{U^3} \int_{U^{1,4}} \int_{U^2} f_{W_n(\tau) \otimes W_n(\tau)}^0 (wu^2 \delta' u w' u^3 h, s) \psi_U(u) \, du^2 \, du \, du^3.
\]

Below we will show that the integration over \( U^3 \) evaluates to the constant 1. The \( du \)-integral is the unipotent integration appearing in the \( \text{GL}_n \times \text{GL}_k \) integral (defined in Sect. 3.2), when we identify \( \text{GL}_{2kn} \) with \( M_{\kappa} \). The integration over \( U^2 \) defines an intertwining operator \( M(s) \) from the space of (3.15) to

\[
\text{Ind}^H_{\text{L}} (|\det |^{-n/2+\alpha s} W_n(\tau) \otimes |\det |^{-n/2-\alpha s} W_n(\tau^\vee)).
\]

The image \( M(s) f_{W_n(\tau) \otimes W_n(\tau)}^0 \) of \( M(s) \) on \( f_{W_n(\tau) \otimes W_n(\tau)}^0 \) is the normalized unramified vector multiplied by a constant which we denote \( d_\tau(s) \), and we indeed prove below that it is equal to (3.12). Again, identify \( \text{GL}_{2kn} \) with \( M_{\kappa} \). When we restrict \( M(s) f_{W_n(\tau) \otimes W_n(\tau)}^0 \) to \( \text{GL}_{2kn} \) we obtain a rational section of

\[
|\det |^{(\alpha-n)/2} \text{Ind}_{P_{(kn,kn)}}^{\text{GL}_{2kn}} ((W_n(\tau) \otimes W_n(\tau^\vee)) \delta^{\ell s}_{P_{(kn,kn)}}), \quad \ell = \alpha/(kn).
\]

Let \( \rho_{W_n(\tau) \otimes W_n(\tau^\vee)}^0 \) be the normalized unramified vector in the space of

\[
\text{Ind}_{P_{(kn,kn)}}^{\text{GL}_{2kn}} (W_n(\tau) \otimes W_n(\tau^\vee)).
\]

Then for any \( h \in \text{GL}_{2kn} \),

\[
M(s) f_{W_n(\tau) \otimes W_n(\tau)}^0 (h, s) = |\det h|^{(\alpha-n)/2} d_\tau(s) \rho_{W_n(\tau) \otimes W_n(\tau^\vee)}^0 (h, \ell s),
\]

where \( h \mapsto \rho_{W_n(\tau) \otimes W_n(\tau^\vee)}^0 (h, \ell s) \) is the standard section of

\[
\text{Ind}_{P_{(kn,kn)}}^{\text{GL}_{2kn}} ((W_n(\tau) \otimes W_n(\tau^\vee)) \delta^{\ell s}_{P_{(kn,kn)}}).
\]

\( \odot \) Springer
corresponding to $p_{W_n(τ)⊗W_n(τ)}^0$. Now (3.22) takes the form

$$\int_{U_R \backslash G} \int_{V^3 U^3 U^{1.4}} \int_{GL_n} \int_{U^1, 4} M(s) f_{W_n(τ)⊗W_n(τ)}^0 (δ' u w' u^3 (1, 'g) l_{n, n} v, s)$$

$$\psi_U(u) \, du \, dv \, dg. \quad (3.25)$$

Let $g = \text{diag}(g', g'^* \in M_R, g' \in \text{GL}_n$. Then

$$u'(1, 'g) = \text{diag}(I_{kn}, g', I_{(k-1)n}) \in \text{GL}_{2kn}$$

is the embedding $(I_n, \text{GL}_n)$ in the construction of the $\text{GL}_n \times \text{GL}_k$ integral. Apply the Iwasawa decomposition $G = RK$. The change of measure $δ_{R}^{-1}(g)$ incurred by this decomposition, the conjugation of $U^3$ by $(1, 'g)$ and the additional $δ_{R}^{1/2}(g)$ emitted from $φ_{ν, 0}$, multiply the integrand by $|\text{det} g'|^{(n-α)/2}$ (which will cancel out with the power of $|\text{det}|$ from (3.23)). Also note that $φ_{ν, 0}(g) = δ_{R}^{1/2}(g)φ_{ν, 0}(g')$, where $φ_{ν, 0}$ is the normalized unramified vector in the space of $π_{n}^\vee$. Then (3.25) equals

$$\int_{V^3 U^3 GL_n U^{1.4}} \int_{GL_n} \int_{U^1, 4} |\text{det} g'|^{(n-α)/2} φ_{n, 0}^\vee φ_{n, 0} (g') M(s) f_{W_n(τ)⊗W_n(τ)}^0 (δ' u (1, g') w' u^3 l_{n, n} v, s)$$

$$\psi_U(u) \, du \, dg' \, du^3 \, dv. \quad (3.26)$$

Let $φ_{n, 0}$ be the normalized unramified vector in the space of $π_n$. Since for $g' \in \text{GL}_n$,

$$ω_{n}^0 (g') = \int_{K_{\text{GL}_n}} φ_{n}(o) φ_{n, 0} (og') \, do = \int_{K_{\text{GL}_n}} φ_{n, 0} (og') \, do,$$

as in the beginning of this section we can replace $φ_{n, 0}^\vee (g')$ with $ω_{n}^0 (g')$ (see Sect. 3.6.1 for more details). Then (3.26) becomes

$$\int_{V^3 U^3 GL_n U^{1.4}} \int_{GL_n} \int_{U^1, 4} |\text{det} g'|^{(n-α)/2} ω_{n}^0 (g') M(s) f_{W_n(τ)⊗W_n(τ)}^0 (δ' u (1, g') w' u^3 l_{n, n} v, s)$$

$$\psi_U(u) \, du \, dg' \, du^3 \, dv$$

$$\quad = \int_{V^3 U^3} Z' (|\text{det}|^{(n-α)/2} ω_{n}^0, (w' u^3 l_{n, n} v) \cdot M(s) f_{W_n(τ)⊗W_n(τ)}^0) \, du^3 \, dv, \quad (3.27)$$
where \( Z'(\cdots) \) is the \( \text{GL}_n \times \text{GL}_k \) integral, with the exception that for \( \text{SO}_{2n} \), \( \delta'_1 \) (\( \delta'_1 \) is the unipotent part of \( \delta' \)) and \( \psi_U \) appearing in \( Z' \) are the inverses of those defined in Sect. 3.2. The value of the \( \text{GL}_n \times \text{GL}_k \) integral with unramified data is invariant with respect to this change. To see this, replace the section on \( \text{GL}_{2kn} \) with its right translate by \( \text{diag}(-I_{kn}, I_{kn}) \) (this matrix commutes with the embedding \( (\text{GL}_n, \text{GL}_n) < \text{GL}_{2kn} \)).

We will show that the \( du^3 \)-integral in (3.27) vanishes unless \( v \in K_H \) and \( u^3 \in K_H \). Since \( M(s) f^0_{Wn(\tau) \otimes Wn(\tau)} \) is unramified, for any \( v, u^3 \in K_H \) and \( h \in H \) we have

\[
M(s) f^0_{Wn(\tau) \otimes Wn(\tau)}(h(w'u^3 l_{n,n} v), s) = M(s) f^0_{Wn(\tau) \otimes Wn(\tau)}(h, s),
\]

thus (3.27) becomes

\[
Z'(\mid \det |^{(n-\alpha)/2} \omega_n, M(s) f^0_{Wn(\tau) \otimes Wn(\tau)} \mid \int_{V^3 \cap K_H} \int_{U^3 \cap K_H} 1 du^3 \, dv = 1 \times Z'(\mid \det |^{(n-\alpha)/2} \omega_n, M(s) f^0_{Wn(\tau) \otimes Wn(\tau)}),
\]

because the measure of \( \mathcal{O} \) is 1. Finally using (3.24),

\[
Z'(\mid \det |^{(n-\alpha)/2} \omega_n, M(s) f^0_{Wn(\tau) \otimes Wn(\tau)} = d_\tau(s) Z(\ell s, \omega_n, \rho^0_{Wn(\tau) \otimes Wn(\tau)},
\]

which is the integral appearing on the right hand side of (3.13). This will complete the proof of the lemma, once we handle the integrals over \( V^3 \) and \( U^3 \) in (3.27) and compute \( d_\tau(s) \).

Conjugate the elements \( w' \) and \( l_{n,n} \) to the right. They disappear because \( M(s) f^0_{Wn(\tau) \otimes Wn(\tau)} \) is \( K_H \)-invariant on the right. In coordinates, for \( G = \text{Sp}_{2n} \),

\[
w'(U^3, l_{n,n} V^3) = \left\{ \begin{pmatrix} I_{kn} & I_{kn} \\ V & U^3 I_{kn} \\ 0 & V' I_{kn} \end{pmatrix} \in H \right\},
\]

\[
V = \begin{pmatrix} 0 & V^3_{1,2} & \cdots & V^3_{1,k} \\ \vdots & \ddots & \vdots & \vdots \\ \vdots & \vdots & \ddots & V^3_{k-1,k} \\ 0 & \cdots & \cdots & 0 \end{pmatrix}, \quad V^3_{i,j} \in \text{Mat}_n,
\]

where \( V' \) is uniquely defined given \( V \) and \( H \).
To show that the coordinates of $V_{i,j}^3$ must belong to $\mathcal{O}$, otherwise the $du^3$-integral vanishes, consider matrices

$$x = \begin{pmatrix} I_{kn} & [x] \\ I_{kn} & I_{kn} \\ I_{kn} & I_{kn} \end{pmatrix} \in H, \quad [x] = \begin{pmatrix} x_{1,2} & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ x_{1,k} & \cdots & x_{k-1,k} & 0 \\ 0 & \cdots & \cdots & 0 \end{pmatrix}, \quad x_{i,j} \in \text{Mat}_n.$$

For each $1 \leq i \leq k - 1$ and $2 \leq j \leq k$, let $\mathcal{X}_{i,j}$ be the subgroup of these matrices $x$ where the only nonzero block in $[x]$ is $x_{i,j}$, which takes arbitrary coordinates in $\mathcal{O}$. Then $\mathcal{X}_{i,j} < K_H$. We handle $V_{i,j}^3$ using $\mathcal{X}_{i,j}$. Starting with $V_{1,2}^3$, we proceed along the diagonal $(l, l+1)$ with $l = 2, \ldots, k-1$ in increasing order, then the diagonal $(l, l+2)$, $l = 1, \ldots, k-2$, etc., the last block of $V$ to handle being $V_{1,k}^3$, for which we use $\mathcal{X}_{1,k}$.

Consider $z \in w'(U^3, l_{n,n}V^3)$. Let $v_{i,j}^3$ be the block of $z$ corresponding to $V_{i,j}^3$. If $v_{i,j}^3 \in \text{Mat}_n(\mathcal{O})$, we can assume $v_{i,j}^3 = 0$ since $M(s)f_{W_n(\tau)\otimes W_n(\tau)}^0$ is $K_H$-invariant on the right. To show $v_{i,j}^3 \in \text{Mat}_n(\mathcal{O})$, assuming we have already shown this for the previous blocks in the order along the diagonals, note that for $x \in \mathcal{X}_{i,j}$, $x^{-1}z = u_xz_x$ with $u_x \in P$ and $z_x \in w'(U^3, l_{n,n}V^3)$. The projection of $u_x$ to $M_P$ belongs to the unipotent group $U$ of the $\text{GL}_n \times \text{GL}_k$ integral. The invariance properties of this integral (see (3.3)) imply that

$$Z'(\| \det |^{(n-\alpha)/2} \omega_n^0, (z_x) \cdot M(s)f_{W_n(\tau)\otimes W_n(\tau)}^0) = \psi(\text{tr}(v_{i,j}^3x_{i,j}))Z'(\| \det |^{(n-\alpha)/2} \omega_n^0, z_x \cdot M(s)f_{W_n(\tau)\otimes W_n(\tau)}^0).$$

Regarding $z_x$, the coordinates depending on $x$ belong to the blocks of $U^3$ and this dependence can be removed by a change of variables. Therefore if we consider the integral $du^3$ over the coordinates of $U^3$ appearing in $z$,

$$\int_{U^3} Z'(\| \det |^{(n-\alpha)/2} \omega_n^0, z \cdot M(s)f_{W_n(\tau)\otimes W_n(\tau)}^0) \ du^3 = \int_{U^3} Z'(\| \det |^{(n-\alpha)/2} \omega_n^0, (z_x) \cdot M(s)f_{W_n(\tau)\otimes W_n(\tau)}^0) \ du^3
\psi(\text{tr}(v_{i,j}^3x_{i,j})) \int_{U^3} Z'(\| \det |^{(n-\alpha)/2} \omega_n^0, z \cdot M(s)f_{W_n(\tau)\otimes W_n(\tau)}^0) \ du^3.$$

Hence the integral $du^3$ is zero unless $v_{i,j}^3 \in \text{Mat}_n(\mathcal{O})$ (cf. the proof of Corollary 23), and we can proceed to the next block.
Next we handle the coordinates of $U^3$. Let $U_{i,j}$ denote the $(i,j)$-th $n \times n$ block of $U^3$ ($1 \leq i,j \leq k$) and note that $U_{k,1}$ is 0, because this is the bottom left block of $U^3$ (see after (3.18)). We show that the coordinates of $U_{i,j}$ can be taken in $\mathcal{O}$. Consider

$$x = \begin{pmatrix} I_{(k-1)n} & [x] \\ I_n & I_{kn} \end{pmatrix} \begin{pmatrix} [y] \end{pmatrix} \in H,$$

$$[x] = (x_{1,2} \cdots x_{k,2}),$$

$$[y] = \begin{pmatrix} 0 & x'_{k,k} & \cdots & x'_{k,3} & 0 \\ x_{1,3} & x_{2,3} & \cdots & x_{k-1,3} & x_{k,3} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ x_{1,k} & x_{2,k} & \cdots & x_{k-1,k} & x_{k,k} \\ 0 & x'_{1,k} & \cdots & x'_{1,3} & 0 \end{pmatrix},$$

where $x_{i,j} \in \text{Mat}_n$. Note that while $[x]$ can take arbitrary coordinates, in the notation for $[y]$ coordinates are dependent, since $x \in H$. Let $X_{i,j}$ be the subgroup of matrices $x$ such that $x_{i,j} \in \text{Mat}_n(\mathcal{O})$ (if $j > 2, x_{i,j}$ also depends on $H$) and all other blocks which are independent of $x_{i,j}$ are 0. We handle $U_{i,j}$ using $X_{i,j}$ and as above, the order matters.

Let $z \in w'U^3$. Denote the coordinates in $z$ corresponding to the blocks $U_{i,j}$ by $u_{i,j}$. For any $i$ and $j$, if $u_{i,j} \in \text{Mat}_n(\mathcal{O})$, we can assume $u_{i,j} = 0$ because the section is right $K_H$-invariant. Let $1 \leq i \leq k$. If $u_{l_1,1} = u_{l_2,2} = 0$ for all $l_1 \geq i$ and $l_2 > i$, then for $x \in X_{i,2}$ we have $x^{-1}z = u_xz$, where $u_x \in M_P$, $u_x$ belongs to the unipotent subgroup $U_0$ appearing in the $\text{GL}_n \times \text{GL}_k$ integral and

$$Z'(\det |(n-\alpha)/2\omega_0^0, z \cdot M(s) f_{W_n(\tau) \otimes W_n(\tau)}^0)$$

$$= Z'(\det |(n-\alpha)/2\omega_0^0, (zx) \cdot M(s) f_{W_n(\tau) \otimes W_n(\tau)}^0)$$

$$= \psi(\text{tr}(x_{i,2}u_{i,2}))Z'(\det |(n-\alpha)/2\omega_0^0, z \cdot M(s) f_{W_n(\tau) \otimes W_n(\tau)}^0).$$

Thus the integrand vanishes unless $u_{i,2} \in \text{Mat}_n(\mathcal{O})$. We start with $U_{k,2}$ using $X_{k,2}$ and deduce $U_{k,2} \subset \text{Mat}_n(\mathcal{O})$, which implies $U_{k-1,1} \subset \text{Mat}_n(\mathcal{O})$. Then $U_{k-1,2} \subset \text{Mat}_n(\mathcal{O})$, using $X_{k-1,2}$.

To handle $U_{k,3}$ a change of variables is needed. For $x \in X_{k,3}$, $x^{-1}z = u_xz_x$, where $z_x$ belongs to $w'U^3$ but depends on $x$. However, we can change variables.
in the blocks \(U_{i,j}\) with \(i \leq k - 2\) and \(j \geq 3\) (in particular, blocks which have not been handled) to remove this dependency. The element \(u_x\) belongs to \(P\) and its projection to \(M_P\) is in the subgroup \(U\) of the \(\GL_n \times \GL_k\) integral. It follows that

\[
\int_{\mathcal{X}_{k,3} \subset U^3} Z'(\| \det (n-\alpha)/2 \omega_n^0, z \cdot M(s) f_{W_n(\tau) \otimes W_n(\tau)} ) du^3
\]

\[
= \int_{\mathcal{X}_{k,3} \subset U^3} \int Z'(\| \det (n-\alpha)/2 \omega_n^0, (z, x) \cdot M(s) f_{W_n(\tau) \otimes W_n(\tau)} ) dx du^3
\]

\[
= \int_{\mathcal{X}_{k,3} \subset U^3} Z'(\| \det (n-\alpha)/2 \omega_n^0, z \cdot M(s) f_{W_n(\tau) \otimes W_n(\tau)} ) du^3 \int \psi(\text{tr}(x_{k,3} u_{k,3})) dx,
\]

which equals zero unless \(u_{k,3} \in \Mat_n(\mathcal{O})\) (the measure of \(\mathcal{X}_{k,3}\) was taken to be 1). Thus \(U_{k,3} \subset \Mat_n(\mathcal{O})\) and then also \(U_{k-2,1} \subset \Mat_n(\mathcal{O})\), so that we can proceed with \(U_{k-2,2}\). In general, once \(U_{i,2} \subset \Mat_n(\mathcal{O})\), we handle the diagonal \(U_{i+l,2+l, l = k-l, \ldots, 1}\). Then in particular \(U_{i-1,1} \subset \Mat_n(\mathcal{O})\) so that we can continue with \(U_{i-1,2}\). Once \(U_{1,2} \subset \Mat_n(\mathcal{O})\) (thereby \(U_{k-1,k} \subset \Mat_n(\mathcal{O})\)), we proceed with the remaining blocks \(U_{i,j}\) on the diagonals, from bottom to top: the first diagonal is \(U_{l,k}, U_{l-1,k-1}, \ldots, U_{1,k-l+1} \) with \(l = k-1\), the next diagonal \(U_{l,k}, \ldots, U_{1,k-l+1}\) with \(l = k-2\), etc. The last block is \(U_{1,k}\). In this way, the changes of variables are always to blocks which have not been considered.

The case of \(\SO_{2n}\) is similar: \(V^3\) is the same, there are fewer coordinates in \(U^3\).

It remains to compute \(d_\tau(s)\). Consider the standard Levi subgroup of \(H\) isomorphic to \(\GL_{kn} \times H'\), where \(H'\) is a classical group of the same type as \(H\) but with rank \(kn\). Regard \(H'\) as a subgroup of \(H\) via this isomorphism. Fix the Borel subgroup \(B_{H'} = B_H \cap H'\). Looking at (3.15) we see that the restriction of \(f_{W_n(\tau) \otimes W_n(\tau)}^0\) to \(H'\) is the normalized unramified element, in the space of the unramified principal series representation of \(H'\) induced (normalized induction) from

\[
\otimes_{1 \leq i \leq k, 1 \leq j \leq n} \chi_i \mid \alpha s + j - 1/2.
\]

Let \(\Delta(\tau, n, s)\) be the irreducible unramified constituent of this representation.

Assume \(H' = \Sp_{2kn}\). The subgroup \(U^2\) is the unipotent radical of a standard parabolic subgroup of \(H'\) whose Levi part is \(\GL_{kn}\). The adjoint action of \(\GL_{kn}(\mathbb{C})\) on the Lie algebra of the \(L\)-group of \(U^2\) is \(st \oplus \wedge^2\), where \(st\) is the standard representation. By Langlands' theory [60] and the Gindikin–Karpelevich formula [15, Theorem 3.1],
Doubling constructions and tensor product

\[ d_\tau(s) = \frac{L(0, \Delta(\tau, n, s), \text{st})}{L(1, \Delta(\tau, n, s), \text{st})} L(0, \Delta(\tau, n, s), \wedge^2) \cdot L(1, \Delta(\tau, n, s), \wedge^2). \]

The first quotient (for the standard representation) contributes

\[ \prod_{1 \leq i \leq k} \prod_{1 \leq j \leq n} \frac{L(\alpha s + j - 1/2, \chi_i)}{L(\alpha s + j + 1/2, \chi_i)} = \frac{L(\alpha s + 1/2, \tau)}{L(\alpha s + n + 1/2, \tau)}. \tag{3.28} \]

The second quotient (the exterior square) contributes, for each pair \(1 \leq i \neq i' \leq k,\)

\[ \prod_{1 \leq j, j' \leq n} \frac{L(2\alpha s + j + j' - 1, \chi_i \chi_i')}{L(2\alpha s + j + j', \chi_i \chi_i')} = \prod_{1 \leq j \leq n} \frac{L(2\alpha s + j, \chi_i \chi_i')}{L(2\alpha s + j + n, \chi_i \chi_i')}, \]

and for \(1 \leq i \leq k,\)

\[ \prod_{1 \leq j_1 < n} \prod_{j_1 < j_2 \leq n} \frac{L(2\alpha s + j_1 + j_2 - 1, \chi_i^2)}{L(2\alpha s + j_1 + j_2, \chi_i^2)} = \prod_{1 \leq j < n} \frac{L(2\alpha s + 2j, \chi_i^2)}{L(2\alpha s + j + n, \chi_i^2)}. \]

(This product is empty for \(n = 1,\) then it simply equals 1.) Thus when \(n\) is odd we obtain

\[ \prod_{1 \leq j \leq (n-1)/2} \frac{L(2\alpha s + 2j, \tau, \text{Sym}^2)}{L(2\alpha s + 2j + n, \tau, \text{Sym}^2)} \times \prod_{1 \leq j \leq (n+1)/2} \frac{L(2\alpha s + 2j - 1, \tau, \wedge^2)}{L(2\alpha s + 2j + n - 1, \tau, \wedge^2)}, \]

and for even \(n,\)

\[ \prod_{1 \leq j \leq n/2} \frac{L(2\alpha s + 2j, \tau, \text{Sym}^2)}{L(2\alpha s + 2j + n - 1, \tau, \text{Sym}^2)} \prod_{1 \leq j \leq n/2} \frac{L(2\alpha s + 2j - 1, \tau, \wedge^2)}{L(2\alpha s + 2j + n, \tau, \wedge^2)}. \]

The constant \(d_\tau(s)\) is this product multiplied by (3.28). For \(H' = \text{SO}_{2kn}\) the adjoint action of \(\text{GL}_{kn}(\mathbb{C})\) on the Lie algebra of the \(L\)-group of \(U^2\) is \(\wedge^2.\) The only change in the computation above is we omit (3.28). The proof of the lemma is complete.

### 3.6 Local factors for \(\text{GL}_n\)

In this section we prove Theorem 28. We proceed with the set-up from Sect. 3.3. Let \(G = \text{GL}_n\) and \(\pi\) be an irreducible unramified representation of \(G.\) Let \(\tau\)
and $\tau'$ be unramified twists of irreducible unitary generic unramified representations of $GL_k$, with the additional assumption on the central characters of $\tau$ and $\tau'$, namely $\tau \tau'(aI_k) = 1$ for all $a \in F^*$. For the definition of the $GL_n \times GL_k$ integral see Sect. 3.2, but we recall that $H = GL_{2kn}$, $P = P_{(kn, kn)}$ and the sections belong to $Ind^H_P ((W_n(\tau) \otimes W_n(\tau'))\delta_p)$.

Let $\omega^0$ and $f^0_{W_n(\tau) \otimes W_n(\tau')}$ be the normalized unramified elements given by the theorem. We reduce the $G \times GL_k$ integral to the case $n = 1$, which is computed directly. Put $a = kn$ and for any positive integers $a$ and $b$ such that $a + b = n$,

$$d_{\tau, \tau', a, b}(s) = \prod_{1 \leq j \leq b} \frac{L(2\alpha s + j, \tau \times \tau'^\vee)}{L(2\alpha s + a + j, \tau \times \tau'^\vee)}.$$

**Lemma 33.** For $a$ and $b$ as above, write $\pi$ as a quotient of $Ind^G_R (\pi_a \otimes \pi_b)$, where $R = P_{(a, b)}$ and $\pi_a$ and $\pi_b$ are irreducible unramified representations of $GL_a$ and $GL_b$. Let $\omega^0_a$ and $\omega^0_b$ be the normalized unramified matrix coefficients of $\pi_a^\vee$ and $\pi_b^\vee$, $\rho^0_{W_a(\tau) \otimes W_a(\tau')}$ be the normalized unramified function in the space of

$$Ind^G_{P_{(ka, ka)}} (W_a(\tau) \otimes W_a(\tau')),$$

and $\rho^0_{W_b(\tau) \otimes W_b(\tau')}$ be the normalized unramified function in the space of

$$Ind^G_{P_{(kb, kb)}} (W_b(\tau) \otimes W_b(\tau')).$$

Then

$$Z(s, \omega^0, f^0_{W_n(\tau) \otimes W_n(\tau')}) = d_{\tau, \tau', a, b}(s) Z(\alpha s/(ka), \omega^0_a, \rho^0_{W_a(\tau) \otimes W_a(\tau')}) Z(\alpha s/(kb), \omega^0_b, \rho^0_{W_b(\tau) \otimes W_b(\tau')}).$$

**Proposition 34.** For $n = 1$ and when all data are unramified,

$$Z(s, \omega^0, f^0_{W_1(\tau) \otimes W_1(\tau')}) = \frac{L(k s + 1/2, \pi^{-1} \times \tau) L(k s + 1/2, \pi \times \tau'^\vee)}{L(2ks + 1, \tau \times \tau'^\vee)}.$$

The lemma is proved in Sect. 3.6.1 and the proposition in Sect. 3.7. Now we can compute the integral inductively, for all $n$. 
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Proof of Theorem 28. We argue using induction on $n$. We have to show that the integral with unramified data equals

$$
\frac{L(kns + 1/2, \pi^\vee \times \tau)L(kns + 1/2, \pi \times \tau'^\vee)}{\prod_{j=1}^{n} L(2kns + j, \tau \times \tau'^\vee)}.
$$

The result holds for $n = 1$ by Proposition 34. Consider a $GL_n \times GL_k$ integral. Assume the formula is true for $n - 1$ and apply Lemma 33 to the integral with $a = 1$ and $b = n - 1$. The integral becomes the product of $d_{\tau, \tau', 1, n-1}(s)$, the $GL_1 \times GL_k$ integral and the $GL_{n-1} \times GL_k$ integral. Using the case $n = 1$,

$$
Z(ns, \omega_1^0, \rho_{W_1(\tau)}^0) = \frac{L(kns + 1/2, \pi_1^{-1} \times \tau)L(kns + 1/2, \pi_1 \times \tau'^\vee)}{L(2kns + 1, \tau \times \tau'^\vee)}.
$$

Applying the induction hypothesis to the $GL_{n-1} \times GL_k$ integral,

$$
Z(ns/(n - 1), \omega_{n-1}^0, \rho_{W_{n-1}(\tau) \otimes W_{n-1}(\tau')}^0)
= \frac{L(kns + 1/2, \pi_{n-1}^{-1} \times \tau)L(kns + 1/2, \pi_{n-1} \times \tau'^\vee)}{\prod_{j=1}^{n-1} L(2kns + j, \tau \times \tau'^\vee)}.
$$

Together we obtain

$$
\frac{L(kns + 1/2, \pi^\vee \times \tau)L(kns + 1/2, \pi \times \tau'^\vee)}{L(2kns + 1, \tau \times \tau'^\vee)^2 \prod_{j=2}^{n-1} L(2kns + j, \tau \times \tau'^\vee)},
$$

and multiplying this by

$$
d_{\tau, \tau', 1, n-1}(s) = \prod_{1 \leq j \leq n-1} \frac{L(2kns + j, \tau \times \tau'^\vee)}{L(2kns + 1 + j, \tau \times \tau'^\vee)} = \frac{L(2kns + 1, \tau \times \tau'^\vee)}{L(2kns + n, \tau \times \tau'^\vee)}
$$

gives the result.

We turn to the proof of the reduction lemma.

3.6.1 Proof of Lemma 33.

The proof is a straightforward modification of the proof of Lemma 27, but manipulations applied to the $(k, c)$ functional are now doubled, because we work with both $W_n(\tau)$ and $W_n(\tau')$. We focus on the differences between the proofs, and when possible, use similar notation. Also recall that the definitions of $U_0$, $\delta$, $\delta_0$, $\delta_1$ and $\psi_U$ were given in Sect. 3.2.
We replace \( \omega^0 \) with the normalized unramified vector \( \phi^{\vee,0} \) in the space of \( \text{Ind}_R^G(\pi^\vee) \). As in the proof of Lemma 27, we write
\[
\omega^0(g) = \int_{K_G} \phi^{\vee,0}(og) \, do.
\]
Then for any \( g_0 \in G \),
\[
\int_{U_0} f_{W_n(\tau) \otimes W_n(\tau')}(\delta u_0(g_0, g_0)(1, g), s) \psi_U(u_0) \, du_0
= \int_{U_0} f_{W_n(\tau) \otimes W_n(\tau')}((\text{diag}(g_0, \ldots, g_0)) \delta u_0(1, g), s) \psi_U(u_0) \, du_0
= \tau(\det g_0 I_k) \tau'(\det g_0 I_k) \int_{U_0} f_{W_n(\tau) \otimes W_n(\tau')}((\text{diag}(g_0, \ldots, g_0)) \delta u_0(1, g), s) \psi_U(u_0) \, du_0.
\]
Here the second equality follows from Proposition 24. Our condition on the central characters of \( \tau \) and \( \tau' \) implies \( \tau(\det g_0 I_k) \tau'(\det g_0 I_k) = 1 \). Combining this with the right \( KH \)-invariance of \( f_{W_n(\tau) \otimes W_n(\tau')} \), we deduce
\[
Z(s, \omega^0, f_{W_n(\tau) \otimes W_n(\tau')})
= \int_{G} \left( \int_{K_G} \phi^{\vee,0}(og) \, do \right) \int_{U_0} f_{W_n(\tau) \otimes W_n(\tau')}((\text{diag}(g_0, \ldots, g_0)) \delta u_0(1, g), s) \psi_U(u_0) \, du_0 \, dg
= \int_{G} \phi^{\vee,0}(g) \int_{U_0} f_{W_n(\tau) \otimes W_n(\tau')}((\text{diag}(g_0, \ldots, g_0)) \delta u_0(1, g), s) \psi_U(u_0) \, du_0 \, dg. \tag{3.29}
\]
(Cf. (3.14).)

Let \( a, b \geq 1 \) be given by the statement of the lemma (\( a \) and \( b \) need not be equal). Apply Lemma 22 twice, to the functions on \( \text{GL}_{kn} \) given by
\[
x \mapsto f_{W_n(\tau) \otimes W_n(\tau')}((\text{diag}(x, I_{kn}) h), s), \quad y \mapsto f_{W_n(\tau) \otimes W_n(\tau')}((\text{diag}(I_{kn}, y) h), s),
\]
where \( h \in H \) is fixed. In the notation of that lemma,
\[
f_{W_n(\tau) \otimes W_n(\tau')}(h, s) = \int_{V^3} \int_{V^3} f_{(W_a(\tau) \otimes W_b(\tau)) \otimes (W_a(\tau') \otimes W_b(\tau'))}((\text{diag}(l_a, b), l_{a,b}) \text{diag}(v, v') h, s) \, dv \, dv'. \tag{3.30}
\]
This is a section in the space of the representation

\[ \text{Ind}_{L}^{H} (| \det |^{-b/2 + \alpha s} W_a(\tau) \otimes | \det |^{a/2 + \alpha s} W_b(\tau) \otimes | \det |^{-b/2 - \alpha s} W_a(\tau') \otimes | \det |^{a/2 - \alpha s} W_b(\tau')) , \]  

(3.31)

where \( L = P_{(k_a,k_b,k_a,k_b)} \).

Substituting (3.30) into (3.29) one obtains

\[ \int_{G} \phi^{\vee,0}(g) \int_{U_0} \int_{V^3} \int_{V^3} f_{0}(\text{diag}(l_{a,b}, l_{a,b}) \text{diag}(v, v') \delta u_0(1, g), s) \psi_U(u_0) dv dv' du_0 dg. \]  

(3.32)

(Cf. (3.16).)

Properties (1)–(6) from Sect. 3.5.1 now take the following form:

1. \( \delta_0^{-1} \text{diag}(v, v') = \text{diag}(v', v) \).
2. If \( v, v' \in V^3 \), \( \text{diag}(v', v) \delta_1 = \delta_1 u' \) where \( u' \in U_0 \) and \( \psi_U(u') = 1 \).
3. The elements of both copies of \( V^3 \) normalize \( U_0 \) and fix \( \psi_U|_{U_0} \).
4. The group \( \text{diag}(V^3, I_{kn}) \) commutes with \( (1, g) \).
5. \( \delta_0 \) commutes with \( \text{diag}(l_{a,b}, l_{a,b}) \).
6. \( \text{diag}(l_{a,b}, I_{kn}) \) commutes with \( (1, g) \).

Define

\[ U'_0 = \text{diag}(l_{a,b}, l_{a,b}) U_0 = \begin{pmatrix} I_{ka} & U_1 & U_2 \\ I_{kb} & U_3 & U_4 \\ I_{ka} & I_{kb} \end{pmatrix}. \]  

(3.33)

Here \( U_4 \) is independent of \( U_1 \),

\[ \left\{ \begin{pmatrix} I_{ka} & U_1 \\ I_{ka} \end{pmatrix} \right\}, \quad \left\{ \begin{pmatrix} I_{kb} & U_4 \\ I_{kb} \end{pmatrix} \right\} \]

are the unipotent subgroups corresponding to the \( \text{GL}_{a} \times \text{GL}_{k} \) and \( \text{GL}_{b} \times \text{GL}_{k} \) integrals, and restriction of \( \psi_U \) to the coordinates of \( U_1 \) and \( U_4 \) gives the character \( \psi_U \) defined for these integrals. Also \( \psi_U \) is trivial on \( U_2 \) and \( U_3 \), and \( U_2 \) (resp., \( U_3 \)) takes the form \( \begin{pmatrix} * & * \\ 0 & * \end{pmatrix} \) where \( 0 \in \text{Mat}_{a \times b} \) (resp., \( 0 \in \text{Mat}_{b \times a} \)).

Cf. (3.17) and (3.18).
Utilizing properties (1)–(6), integral (3.32) equals
\[
\int_{G} \phi^{\vee,0}(g) \int_{U'_0} \int_{V^3} f^{0}_{\cdot,0}(\delta_0(\text{diag}(l_{a,b},l_{a,b}) \delta_1) u'_0 \\
\text{diag}(I_{kn}, I_{a,b,v})(1,g) \text{diag}(l_{a,b,v'},I_{kn}), s) \\
\psi_U(u'_0) du' dv' du'_0 dg.
\] (3.34)

(Cf. (3.19).)

Let
\[
U^*_0 = \left\{ \begin{pmatrix} I_{ka} & U_1 & U_2 \\ I_{kb} & U_3 & U_4 \\ I_{ka} & & I_{kb} \end{pmatrix} \right\},
\]
which is similar to (3.33) except the block $U_2$, which contains arbitrary coordinates in place of the 0 block (cf. (3.20)). Then for $u^*_0 \in U^*_0$ and $1 \leq i \leq 4$, $u^i$ denotes the element obtained from $u^*_0$ by zeroing out the coordinates in the blocks $U_j$ with $j \neq i$.

As in the proof of Lemma 27 ((3.19)–(3.21)), we proceed by factoring the integral through $U_R$, to produce an intertwining operator. Then (3.34) equals
\[
\int_{U_R \setminus G} \int_{U'_0} \int_{V^3} f^{0}_{\cdot,0}(\delta_0(\text{diag}(l_{a,b},l_{a,b}) \delta_1) u'_0 \\
\text{diag}(I_{kn}, l_{a,b,v})(1,zg) \text{diag}(l_{a,b,v'},I_{kn}), s) \\
\psi_U(u'_0) du' dv' du'_0 dz dg.
\] (3.35)

(Cf. (3.21).)

Let $z \in U_R$. First we conjugate $\text{diag}(I_{kn}, V^3)$ by $(1,z)$. We can write
\[
\text{diag}(I_{kn}, l_{a,b,v})(1,z) = \text{diag}(I_{kn}, l_{a,b}) \text{diag}(I_{kn},v)(1,z) \\
= \text{diag}(I_{kn}, l_{a,b})(1,z) \text{diag}(I_{kn},v_z) \text{diag}(I_{kn},v) \\
= \left(\text{diag}(l_{a,b},l_{a,b})(1,z)\right) \text{diag}(I_{kn}, l_{a,b}) \text{diag}(I_{kn},v_z) \\
\quad \times \text{diag}(I_{kn},v)
\]
with $v_z \in V_{(a, kn - a)}$. Then conjugating $(\text{diag}(l_{a,b},l_{a,b}) \delta_1) u'_0$ by $\text{diag}(I_{kn}, l_{a,b})(1,z)$ we obtain $\text{diag}(l_{a,b},l_{a,b}) \delta_1$ multiplied by a general element $u^*_0$ of $U^*_0$, and when we take $\text{diag}(I_{kn}, l_{a,b})(1,z)$ to the left and conjugate by $\delta_0$, and use the invariance properties of $W_a(\tau)$ on the top left $a \times a$ block ($W_a(\tau)$ in the inducing data of
integrals. Let $U$, doubling constructions and tensor product $1047$

Here the $dz$-integration was incorporated into $du_0^*$ (cf. (3.22)).

Put $\delta_0 = w \text{diag}(\delta_{0,a}, \delta_{0,b}) w'$ with

$$w = \begin{pmatrix} I_{ka} & I_{kb} \\ I_{ka} & I_{kb} \end{pmatrix}, \quad \delta_{0,a} = \left( I_{ka} \right), \quad \delta_{0,b} = \left( I_{kb} \right), \quad w' = w^{-1}. $$

Then

$$\delta_0 u_0^* = w \cdot (\text{diag}(\delta_{0,a}, \delta_{0,b}) w') u_2^2 \cdot \text{diag}(\delta_{0,a}, \delta_{0,b}) \cdot w' (u^1 u^4) \cdot w'^3. $$

Also $\text{diag}(\delta_{0,a}, \delta_{0,b}) \cdot w' (\text{diag}(\delta_{0,a}, \delta_{0,b}) w') = \text{diag}(\delta'_{a}, \delta'_{b})$ is the embedding in $M(2ka, 2kb)$ of the elements $\delta$ corresponding to the $GL_a \times GL_k$ and $GL_b \times GL_k$ integrals. Let $U^2$ be the subgroup of elements $(\text{diag}(\delta_{0,a}, \delta_{0,b}) w') u_2^2$, $U^1$ corresponding to $w'(u^1)$, $U^4$ corresponding to $w'(u^4)$, and $U^3$ to $u^3$. For $h \in H$,

$$\int_{U_0^*} f_{\tau}^0(\text{diag}(\delta_{0,a}, \delta_{0,b}) \delta_1) u_0^* h, s) \psi_U(u_0^*) du_0^*$$

$$= \int_{U^3 U^4 U^1 U^2} \int \int \int f_{\tau}^0(wu^2 \text{diag}(\delta'_{a}, \delta'_{b}) u_1^4 u^3 h, s) \psi_U(u) du^2 du^1 du^4 du^3. $$

The $du^2$-integration over $U^2 = \text{diag}(I_{ka}, V_{(ka, kb)}, I_{kb})$ defines an intertwining operator $M(s)$ from the space of (3.31) to the space of

$$\text{Ind}_{P_{(ka, ak, bb, kb)}}^H (|\det|^{-b/2+\alpha s} W_a(\tau) \otimes |\det|^{-b/2-\alpha s} W_a(\tau')$$

$$\otimes |\det|^{a/2+\alpha s} W_b(\tau) \otimes |\det|^{a/2-\alpha s} W_b(\tau')), \quad (3.37)$$

 Springer
applied to \( f^0 \). The result is a rational section in the space of \((3.37)\), such that for all \( \text{diag}(x, y) \in M_{(2ka, 2kb)} \),

\[
M(s) f^0_{\tau, \tau'}(\text{diag}(x, y), s) = d_{\tau, \tau', a,b}(s) \left| \det x \right|^{kb-b/2} \left| \det y \right|^{-ka+a/2} \rho^0 W_a(\tau) \otimes W_a(\tau')(x, \alpha s/(ka)) \rho^0 W_b(\tau) \otimes W_b(\tau')(y, \alpha s/(kb)).
\]

The powers of \( |\det x| \) and \( |\det y| \) will cancel out as we explain.

For \( g = \text{diag}(x, y) \in M_R \), conjugating \( \text{diag}(I_{kn}, V^3) \) by \((1, g)\) multiplies the measure by \( |\det y|^{(k-1)a} \); conjugating \( U^3 \) by \( \text{diag}(I_{kn}, a, b) \) \((1, g)\) multiplies the measure by \( |\det x|^{(1-k)b} \); and when we use the Iwasawa decomposition \( G = RK_G \) and consider the modulus character emitted by \( \phi' \), the integrand is further multiplied by \( \delta^{-1/2} R_g \); so that the total change of measure is \( |\det x|^{-kb+b/2} |\det y|^{ka-a/2} \).

In addition,

\[
w'(\text{diag}(I_{kn}, a, b))(1, g) = \text{diag}(I_{ka}, x, I_{(k-1)a}, I_{kb}, y, I_{(k-1)b}) = (1, x)(1, y),
\]

where \((1, x)\) is the embedding of \( \text{GL}_a \) in the \( \text{GL}_a \times \text{GL}_k \) integral on the top left block of \( M_{(2ka, 2kb)} \), for the representations \( \pi_a \times \tau \), and \((1, y)\) is the embedding corresponding to the \( \text{GL}_b \times \text{GL}_k \) integral on the bottom right block of \( M_{(2ka, 2kb)} \), for \( \pi_b \times \tau \). Regarding the unipotent integrations over the copies of \( V^3 \) and over \( U^3 \), we can see (using conjugations as in Sect. 3.5.1) that the \( du^3 \)-integral vanishes unless both copies of \( V^3 \) are in \( K_H \), then the integral over \( U^3 \) also vanishes outside \( U^3 \cap K_H \), so that the integrals \( du^3 dv du' \) evaluate to 1. Integral \((3.36)\) is then equal to

\[
d_{\tau, \tau', a,b}(s) Z(\alpha s/(ka), \omega_a, \rho^0 W_a(\tau) \otimes W_a(\tau'), Z(\alpha s/(kb), \omega_b, \rho^0 W_b(\tau) \otimes W_b(\tau')).
\]

In conclusion,

\[
Z(s, \omega, f^0 W_a(\tau) \otimes W_a(\tau')) = d_{\tau, \tau', a,b}(s) Z(\alpha s/(ka), \omega_a, \rho^0 W_a(\tau) \otimes W_a(\tau'), Z(\alpha s/(kb), \omega_b, \rho^0 W_b(\tau) \otimes W_b(\tau')).
\]

Let us turn to \( d_{\tau, \tau', a,b}(s) \). Put \( H' = \text{GL}_{kn} \). Restricting the normalized unramified section in the space of \((3.31)\) to the subgroup \( \text{diag}(I_{ka}, H', I_{kb}) \) of \( H \), it becomes an unramified element in the space of the unramified principal series representation of \( H' \) induced from

\[
(\otimes_{1 \leq i \leq k, 1 \leq j \leq b} X_i | |^{as+(a-b)/2+j-1/2} \otimes (\otimes_{1 \leq i' \leq k, 1 \leq j' \leq a} X_i' | |^{-as-n/2+j'-1/2})).
\]
The adjoint action of $\text{GL}_{kb}(\mathbb{C}) \times \text{GL}_{ka}(\mathbb{C})$ on the Lie algebra $\text{Mat}_{kb \times ka}(\mathbb{C})$ is given by $[A, B] \cdot T = ATB^{-1}$. The value of $d_{\tau, \tau', a, b}(s)$ now follows as in Sect. 3.5.1.

### 3.7 Proof of Proposition 34

Here $\pi$ is an unramified quasi-character of $G = \text{GL}_1 = F^*$. Since the $(k, 1)$ model $W_1(\tau)$ is simply the Whittaker model, we can in this section consider any irreducible generic unramified representations $\tau$ and $\tau'$ of $\text{GL}_k$ (e.g., non-unitary), such that their central characters are inverses of one another. Since $\tau$ is irreducible, $W_1(\tau)$ is isomorphic to $\tau$ (and similarly for $\tau'$). For $k = 1$ Proposition 34 was proved in [67, § 6.1] (using [38]). Henceforth assume $k > 1$.

The proof of the proposition and in particular the proof of Claim 36 below, is based on the ideas of Soudry [77–79] (in the context of Rankin–Selberg integrals for $\text{SO}_{2n+1} \times \text{GL}_k$, see also [55] for the application of these ideas to Rankin–Selberg integrals for $\text{SO}_{2n} \times \text{GL}_k$).

For the $\text{GL}_1 \times \text{GL}_k$ integral, $H = \text{GL}_{2k}$ and $P = P_{(k,k)}$. Then $U_P = V_{(k,k)}$. The section $h \mapsto f_{W_1(\tau) \otimes W_1(\tau')}^\text{GL}_{2k}((W_1(\tau) \otimes W_1(\tau'))\delta_{P_{(k,k)}}^s)(h, s)$ is on

$$I(W_1(\tau), W_1(\tau'), s) = \text{Ind}_{P_{(k,k)}}^{\text{GL}_{2k}}((W_1(\tau) \otimes W_1(\tau'))\delta_{P_{(k,k)}}^s). \quad (3.38)$$

We recall the definitions of $U$, $\psi_U$, the embedding $(g_1, g_2) : \text{GL}_1 \times \text{GL}_1 \to \text{GL}_{2k}$ and subgroup $U_0 < U$ from § 3.2 (for $n = 1$). Here $U = V_{(1^k-1,2,1^{k-1})}$ and

$$\psi_U(u) = \psi(-\sum_{i=1}^{k-1} u_{i,i+1} + u_{k,k+2} - \sum_{i=1}^{k-2} u_{k+1+i,k+2+i}).$$

Note that $U$ is obtained from $N_{\text{GL}_{2k}}$ by removing the $(k, k + 1)$-th coordinate, and $\psi_U$ is “almost” a generic character of $N_{\text{GL}_{2k}}$. For brevity, throughout this section we write a general element of $V_{(k,k)}$ in the form

$$\begin{bmatrix} y & z \\ u & x \end{bmatrix} = \begin{pmatrix} I_{k-1} & y & z \\ 1 & u & x \\ 1 & & I_{k-1} \end{pmatrix}.$$

Then $U_0$ is the subgroup of elements $\{\begin{bmatrix} y & z \\ 0 & x \end{bmatrix}\}$ with arbitrary $x$, $y$ and $z$, and $\psi_U(\begin{bmatrix} y & z \\ 0 & x \end{bmatrix}) = \psi(x_1)$, where $x_1$ is the leftmost coordinate of (the row) $x$. The measure $du_0$ on $U_0$ is the product measure on the coordinates of $x$, $y$ and $z$ separately, e.g., regarding $y$ as an element of $F^{k-1}$. The product $\text{GL}_1 \times \text{GL}_1$ is
embedded in the diagonal torus of GL\(_{2k}\) by \((g_1, g_2) = \text{diag}(g_1 I_k, g_2, g_1 I_{k-1})\); it normalizes \(U\) and stabilizes \(\psi_U\). Also

\[
\delta_0 = \begin{pmatrix} I_k \\ \end{pmatrix}, \quad \delta_1 = \text{diag}(I_{k-1}, \begin{pmatrix} 1 & 1 \\ 0 & 1 \\ \end{pmatrix}), \quad I_{k-1} = \begin{pmatrix} 0 & 0 \\ 1 & 0 \\ \end{pmatrix}.
\]

The GL\(_1 \times \text{GL}_k\) integral \(Z(s, \omega, f_{W_1(\tau)} \otimes W_2(\tau'))\) takes the form

\[
\int \int f_{W_1(\tau)} \otimes W_2(\tau') (\delta_0 \begin{bmatrix} y & z \\ u & x \\ \end{bmatrix} \text{diag}(I_k, a, I_{k-1}), s) \psi(x_1) \omega(a) \, dx \, dy \, dz \, d^* a.
\]  

(3.39)

(We multiplied \(\delta_1\) by \(u_0 \in U_0\).) Here and below, the domains of integration for variables \(\begin{bmatrix} y & z \\ u & x \\ \end{bmatrix}\) are omitted for brevity; they are products of \(F\) according to the dimensions of the variables. Since \(\pi^{-1}\) is a quasi-character, we can replace the matrix coefficient \(\omega\) with \(\pi^{-1}\) in (3.39), and denote \(Z(s, f_{W_1(\tau)} \otimes W_2(\tau')) = Z(s, \pi^{-1}, f_{W_1(\tau)} \otimes W_2(\tau'))\). This integral is absolutely convergent in a right half-plane which is independent of the choice of section, and in this domain it satisfies the following equivariance properties:

\[
Z(s, (g_1, g_2)u \cdot f_{W_1(\tau)} \otimes W_2(\tau')) = \psi_U^{-1}(u) \pi(g_2) \pi^{-1}(g_1) Z(s, f_{W_1(\tau)} \otimes W_2(\tau')), \quad \forall g_1, g_2 \in \text{GL}_1, u \in U.
\]  

(3.40)

Therefore, in its domain of convergence it can be regarded as an element of

\[
\text{Hom}_{\text{GL}_1 \times \text{GL}_1}(J_U, \psi_U^{-1}(I(W_1(\tau), W_2(\tau'), s)), \pi^{-1} \otimes \pi).
\]  

(3.41)

(This is (3.3) for \(n = 1\).)

**Lemma 35.** For all but a finite set of values of \(q^{-s}\), the space (3.41) is at most one-dimensional.

The proof of the lemma appears at the end of this section. The statement is valid also for \(k = 1\) (see Remark 38). There is a choice of section such that \(Z(s, f_{W_1(\tau)} \otimes W_2(\tau'))\) is absolutely convergent for all \(s\), and equals a nonzero constant (independent of \(s\)). To see this, take \(f_{W_1(\tau)} \otimes W_2(\tau')\) such that \(\delta_0 \cdot f_{W_1(\tau)} \otimes W_2(\tau')\) is right-invariant by \(N\) and supported in \(P_{\delta_0 \delta_1 N'}\), where \(N\) is a small compact open neighborhood of the identity in \(\text{GL}_{2k}\). Together with Lemma 35, Bernstein’s continuation principle (in [3]) implies that (3.39) admits meromorphich continuation to a rational function in \(q^{-s}\).

We compute (3.39) by comparing it to another integral defined using the Whittaker model of (3.38). First consider the Jacquet integral realizing the
Whittaker functional on (3.38), defined by

\[ f_{W_1}(\tau) \otimes W_1(\tau') \mapsto \int f_{W_1}(\tau) \otimes W_1(\tau') (\delta_0 \left[ \begin{array}{c} \frac{y}{u} \\ \frac{z}{x} \end{array} \right], s) \psi(u) \, dx \, dy \, dz \, du. \]

This integral is absolutely convergent for Re\((s) \gg 0\) and admits analytic continuation to a function in \(\mathbb{C}[q^{-s}, q^s]\) (for a rational section of (3.38), the continuation is in \(\mathbb{C}(q^{-s})\)). For any fixed \(s\), the Whittaker model of (3.38) consists of the Whittaker functions

\[ W_{f_{W_1}(\tau) \otimes W_1(\tau')}(h, s) = \int f_{W_1}(\tau) \otimes W_1(\tau') (\delta_0 \left[ \begin{array}{c} \frac{y}{u} \\ \frac{z}{x} \end{array} \right] h, s) \psi(u) \, dx \, dy \, dz \, du \quad (h \in \text{GL}_2), \]

where on the right hand side the integral is defined by analytic continuation.

For any representation \(\vartheta\) of \(\text{GL}_{2k}\), let \(\vartheta^*\) be the representation on the same space of \(\vartheta\), defined by \(\vartheta^*(h) = \vartheta(h^*)\), where \(h^* = J_{2k} t^{-1} g^{-1} J_{2k}\). Denote \(\tilde{W}_{f_{W_1}(\tau) \otimes W_1(\tau')}(h, s) = W_{f_{W_1}(\tau) \otimes W_1(\tau')}(J_{2k} h^{-1}, s)\). The Whittaker model of \(I(W_1(\tau), W_1(\tau'), s)^*\) consists of the functions \(\tilde{W}_{f_{W_1}(\tau) \otimes W_1(\tau')}\) (see [48, § 2.1]), again defined by analytic continuation. Also denote

\[ [t, v] = \text{diag}(I_k, \left( \begin{array}{cc} 1 & I_{k-2} \\ -t & v \end{array} \right)), \quad w' = \text{diag}(I_k, \left( \begin{array}{c} I_{k-1} \end{array} \right)). \]

Now consider the following integral

\[
\Psi(\zeta, s, f_{W_1}(\tau) \otimes W_1(\tau'))
= \int \int \int_{F^*} W_{f_{W_1}(\tau) \otimes W_1(\tau')} (\text{diag}(I_{2k-1}, a)[t, v]w', s) \\
\times \pi^{-1}(a)|a|^\zeta + k - 1 \, dt \, dv \, d^*a. \tag{3.42}
\]

Our first step is to show that for any fixed \(s\), this integral is absolutely convergent in a left half-plane \(\text{Re}(\zeta) \ll 0\), and admits meromorphic continuation to (a function in) \(\mathbb{C}(q^{-\zeta})\). Observe that the integrand vanishes unless \(t\) and \(v\) belong to compact subgroups, independent of \(a\): if

\[ e(\epsilon) = w'^{-1} \left( \begin{array}{c} I_{k-1} \\ 1 \end{array} \right) \left( \begin{array}{cc} I_{k-1} & \epsilon \\ 0 & 1 \end{array} \right) w'. \]
and $\epsilon$ is sufficiently small, depending on $f_{W_1(\tau) \otimes W_1(\tau')}$,

$$W_{f_{W_1(\tau) \otimes W_1(\tau')}}(\text{diag}(I_{2k-1}, a)[t, v]w', s) = W_{f_{W_1(\tau) \otimes W_1(\tau')}}(\text{diag}(I_{2k-1}, a)[t, v]w' \epsilon(\epsilon), s) = \psi^{-1}(\epsilon t) W_{f_{W_1(\tau) \otimes W_1(\tau')}}(\text{diag}(I_{2k-1}, a)[t, v]w, s).$$

Hence if $t$ is large, the Whittaker function must vanish. Therefore (3.42) becomes a finite sum of integrals

$$\int \int_{F^* F^{k-2}} W^{(j)}_{f_{W_1(\tau) \otimes W_1(\tau')}}(\text{diag}(I_{2k-1}, a)[0, v]w', s)\pi^{-1}(a)|a|^{\xi+k-1} d v d^* a,$$

(3.43)

where $W^{(j)}_{f_{W_1(\tau) \otimes W_1(\tau')}}$ are Whittaker functions, right-translations of $W_{f_{W_1(\tau) \otimes W_1(\tau')}}$.

Next let

$$e(\epsilon_1, \ldots, \epsilon_{k-2}) = w^{-1} \epsilon_1 \text{diag}(I_k, \begin{pmatrix} 1 & & & \epsilon_1 \\ & \ddots & & \\ & & 1 & \epsilon_{k-2} \\ 1 & 0 & & 1 \end{pmatrix}),$$

and for a fixed $1 \leq i \leq k-2$ choose $\epsilon_i$ sufficiently small and $\epsilon_j = 0$ for $j \neq i$. Then as with $t$ above, using $e(\epsilon_1, \ldots, \epsilon_{k-2})$ (instead of $e(\epsilon)$) we handle the coordinates of $v$ from left to right, starting with $i = 1$ up to $i = k-2$, and see that (3.43) becomes a finite sum of integrals

$$\int_{F^*} W^{(j)}_{f_{W_1(\tau) \otimes W_1(\tau')}}(\text{diag}(I_{2k-1}, a), s)\pi^{-1}(a)|a|^{\xi+k-1} d^* a$$

$$= \int_{F^*} W^{(j)}_{f_{W_1(\tau) \otimes W_1(\tau')}}(\text{diag}(I_{2k-1}, a^{-1}), s)\pi(a)|a|^{1-k-\xi} d^* a$$

$$= \int_{F^*} \tilde{W}^{(j)}_{f_{W_1(\tau) \otimes W_1(\tau')}}(\text{diag}(a, I_{2k-1})J_{2k}, s)\pi(a)|a|^{1-k-\xi} d^* a. \quad (3.44)$$

But each of these is a Rankin–Selberg integral for $GL_{2k} \times GL_1$ and its convergence for $\text{Re}(\xi) \ll 0$ and continuation to $\mathbb{C}(q^{-\xi})$ was proved in [48] (in fact, already in [38]).
In its domain of convergence and in general by meromorphic continuation, 
\( \Psi(\zeta, s, f_{W_1(\tau) \otimes W_1(\tau')}) \) satisfies equivariance properties similar to (3.40) but
with \( \pi \) replaced by \( | |^{-\zeta} \pi \): 
\[
\Psi(\zeta, s, (g_1, g_2)u \cdot f_{W_1(\tau) \otimes W_1(\tau')}) \\
= \psi_{U}^{-1}(u)|g_2|^{-\zeta}(g_2)|g_1|\pi^{-1}(g_1)\Psi(\zeta, s, f_{W_1(\tau) \otimes W_1(\tau')}).
\]
By [48, Theorem 3.1] and (3.44), the poles of \( \Psi(\zeta, s, f_{W_1(\tau) \otimes W_1(\tau')}) \) are
contained in the zeros of polynomials in \( q^\zeta \) of the form \( 1 - q^{\zeta \pm ks} A \), where \( A \) belongs to a finite set of complex constants independent of \( \zeta \) and \( s \), hence the
meromorphic continuation of \( \Psi(\zeta, s, f_{W_1(\tau) \otimes W_1(\tau')}) \) is well defined at \( \zeta = 0 \),
as a function of \( s \). Then for \( \zeta = 0 \), the continuation of \( \Psi(\zeta, s, f_{W_1(\tau) \otimes W_1(\tau')}) \) belongs to (3.41) and by Lemma 35, it is proportional to the meromorphic
continuation of \( Z(s, f_{W_1(\tau) \otimes W_1(\tau')}) \).

**Claim 36.** Let \( \text{Re}(s) \ll 0 \). Then
\[
\gamma(ks + 1/2, \pi^{-1} \times \tau, \psi)Z(s, f_{W_1(\tau) \otimes W_1(\tau')}) = \Psi(0, s, f_{W_1(\tau) \otimes W_1(\tau')}).
\]
(3.45)

Here \( \gamma(ks + 1/2, \pi^{-1} \times \tau, \psi) \) is the Rankin–Selberg \( \gamma \)-factor of \( \pi^{-1} \times \tau \) ([48]).

The proof is given below. Since \( \gamma(ks + 1/2, \pi^{-1} \times \tau, \psi) \in \mathbb{C}(q^{-s}) \),
we deduce that \( \Psi(0, s, f_{W_1(\tau) \otimes W_1(\tau')}) \) admits meromorphic continuation to
\( \mathbb{C}(q^{-s}) \). Then (3.45) immediately holds as an identity in \( \mathbb{C}(q^{-s}) \).

Now we can compute \( Z(s, f^{0}_{W_1(\tau) \otimes W_1(\tau')}) \) using \( \Psi(0, s, f^{0}_{W_1(\tau) \otimes W_1(\tau')}) \). For
the computation of the latter, we start with \( \Psi(\zeta, s, f^{0}_{W_1(\tau) \otimes W_1(\tau')}) \) for \( \text{Re}(\zeta) \ll 0 \), then take \( \zeta = 0 \). Since \( \tau \) and \( \tau' \) are irreducible, we can also take \( s \) such that
(3.38) is irreducible (e.g., \( \text{Re}(s) \ll 0 \)).

Since \( f^{0}_{W_1(\tau) \otimes W_1(\tau')} \) is unramified, it is invariant on the right with respect to
\( w' \), and
\[
\Psi(\zeta, s, f^{0}_{W_1(\tau) \otimes W_1(\tau')}) \\
= \int_{F^*} \int_{F^*} \int_{F} W^{f^{0}_{W_1(\tau) \otimes W_1(\tau')}} f^{0}_{W_1(\tau) \otimes W_1(\tau')} \left( \text{diag}(I_{2k-1}, a)[t, v], s \right) \\
\times \pi^{-1}(a)|a|^{\zeta+k-1} dt dv d^* a.
\]
The \( dt dv \)-integration can be computed by arguing as above: using conjugations
by \( w^*e(\epsilon) \), now with \( \epsilon \in \mathcal{O}^* \) we see that the integrand vanishes unless \( t \in \mathcal{O} \),
and then since \( f^{0}_{W_1(\tau) \otimes W_1(\tau')} \) is unramified, the integral \( dt \) equals 1. Similarly
we show that the coordinates of $v$ belong in $\mathcal{O}$, and the integral over these coordinates equals 1. Thus

$$
\Psi(\zeta, s, f_{W_{1}(\tau) \otimes W_{1}(\tau')}) = \int_{F_{*}} \tilde{W}_{0}^{0} f_{W_{1}(\tau) \otimes W_{1}(\tau')} (\text{diag}(a, I_{2k-1}), s) \pi(a)|a|^{1-k-\zeta} d^* a
$$

(see (3.44)).

Next observe that since $f_{W_{1}(\tau) \otimes W_{1}(\tau')}$ is normalized and unramified and (3.38) is irreducible (by our choice of $s$), by the Casselman–Shalika formula [16] and using [6,15],

$$
\tilde{W}_{0}^{0} f_{W_{1}(\tau) \otimes W_{1}(\tau')} (I_{2k}, s) = W_{0}^{0} f_{W_{1}(\tau) \otimes W_{1}(\tau')} (I_{2k}, s) = L(2ks + 1, \tau \times \tau^{\vee})^{-1} \neq 0.
$$

Also

$$
\text{I}(W_{1}(\tau), W_{1}(\tau'), s)^* = \text{Ind}_{\text{GL}_{2k}}^{\mathbb{R}} (|\det|^{ks \tau^{\vee}} \otimes |\det|^{-ks \tau^{\vee}})
$$

is irreducible unramified and generic. Then by [51, Proposition 2.3] (see also [38, § 6]),

$$
\Psi(\zeta, s, f_{W_{1}(\tau) \otimes W_{1}(\tau')}) = \frac{L(-\zeta - ks + 1/2, \pi \times \tau^{\vee})L(-\zeta + ks + 1/2, \pi \times \tau^{\vee})}{L(2ks + 1, \tau \times \tau^{\vee})}.
$$

Then we can take $\zeta = 0$ in this equality. Since also by [38,48,51],

$$
\gamma(ks + 1/2, \pi^{-1} \times \tau, \psi)^{-1} = \frac{L(ks + 1/2, \pi^{-1} \times \tau)}{L(-ks + 1/2, \pi \times \tau^{\vee})},
$$

Claim 36 implies

$$
Z(s, \omega^{0}, f_{W_{1}(\tau) \otimes W_{1}(\tau')}) = Z(s, f_{W_{1}(\tau) \otimes W_{1}(\tau')}) = \gamma(ks + 1/2, \pi^{-1} \times \tau, \psi)^{-1} \Psi(0, s, f_{W_{1}(\tau) \otimes W_{1}(\tau')}) = \frac{L(ks + 1/2, \pi^{-1} \times \tau)L(ks + 1/2, \pi \times \tau^{\vee})}{L(2ks + 1, \tau \times \tau^{\vee})}.
$$

This completes the proof of the proposition.

**Proof of Claim 36.** We start with the left hand side of (3.45). We take $\text{Re}(s) \gg 0$, where it is absolutely convergent. Put

$$
j(t) = \text{diag}(I_{k}, \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right), I_{k-2}).
$$
For fixed \( u, t \in F \),

\[
\int f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \begin{bmatrix} \frac{y}{u} & \frac{z}{x} \\ x & u \end{bmatrix} J(t), s) \psi(x_1) \, dx \, dy \, dz
= \psi((u - 1)t) \int f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \begin{bmatrix} \frac{y}{u} & \frac{z}{x} \\ x & u \end{bmatrix}, s) \psi(x_1) \, dx \, dy \, dz.
\]

Since \( \int_F \psi((u - 1)t) dt = 0 \) unless \( u = 1 \), when we apply this to \( Z(s, f_{W_1(\tau) \otimes W_1(\tau')}) \) we obtain

\[
\int_{F^*} \int f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \begin{bmatrix} \frac{y}{u} & \frac{z}{x} \\ x & u \end{bmatrix} J(t)
\text{diag}(I_k, a, I_{k-1}, s) \psi(x_1) \pi^{-1}(a) \, dx \, dy \, dz \, dt \, du \, d^* a.
\]

(3.46)

For a Schwartz–Bruhat function \( \phi \) on \( F \), define

\[
\phi f_{W_1(\tau) \otimes W_1(\tau')} (h, s) = \int_{F} f_{W_1(\tau) \otimes W_1(\tau')} (h j'(r), s) \phi(r) \, dr, \quad j'(r) = \begin{bmatrix} 0 & 0 \\ r & 0 \end{bmatrix}.
\]

Also let \( \hat{\phi} \) be the Fourier transform of \( \phi \), defined by \( \hat{\phi}(t) = \int_{F} \phi(r) \psi^{-1}(rt) \, dr \).

Formally, we can change the order of integration \( dt du \mapsto dudt \) and consider the integral

\[
Z'(s, f_{W_1(\tau) \otimes W_1(\tau')})
= \int_{F^*} \int_{F} f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \begin{bmatrix} \frac{y}{u} & \frac{z}{x} \\ x & u \end{bmatrix} J(t)
\text{diag}(I_k, a, I_{k-1}, s) \psi(x_1) \pi^{-1}(a) \, dx \, dy \, dz \, dt \, du \, d^* a.
\]

(3.47)

The convergence of (3.47) is in the sense that

\[
\int_{F^*} \int_{F} \left| \int f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \begin{bmatrix} \frac{y}{u} & \frac{z}{x} \\ x & u \end{bmatrix} J(t)
\text{diag}(I_k, a, I_{k-1}, s) \psi(x_1) \pi^{-1}(a) \, dx \, dy \, dz \, du \right| dt \, d^* a < \infty.
\]

(3.48)

To see this, note that since \( f_{W_1(\tau) \otimes W_1(\tau')} \) is locally constant on the right, one can always choose \( \phi \) such that \( \phi f_{W_1(\tau) \otimes W_1(\tau')} = f_{W_1(\tau) \otimes W_1(\tau')} \). Hence the left hand side of (3.48) becomes
We can change the order of integration: first integrate over \( x, y, z \) and \( u \), and then over \( r \) because \( \phi \) is compactly supported and the integral over \( [yz \ u \ x] \) is absolutely convergent (because \( \text{Re}(s) \gg 0 \), see e.g., [77, § 4.4–§ 4.6] and [77, § 11.15, Lemma 1]). Therefore we can conjugate \( j'(r) \) to the left and after changing variables in \( x_1 \) and \( u \), we obtain \( \psi^{-1}(a^{-1}rt) \). We then integrate first over \( r \) to obtain \( \hat{\phi}(a^{-1}t) \), and change variables \( t \mapsto at \). Then \( j(t) \mapsto j(at) \) and \( j(at) \text{diag}(I_k, a, I_{k-1}) = \text{diag}(I_k, a, I_{k-1})j(t) \). Integral (3.49) equals

\[
\int_{F^*} \int_{F} \left| \int f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \left[ \begin{array}{c} y \\ z \\ u \\ x \end{array} \right] j(t) \right| \right| \text{diag}(I_k, a, I_{k-1})j'(r), s)\phi(r)\psi(x_1)\pi^{-1}(a) \, dr \, dx \, dy \, dz \, du \, dt \, d^*a.
\]

(3.49)

The \( dt \)-integration produces a finite sum of integrals, and each is bounded in \( \text{Re}(s) \gg 0 \) (see [77, § 4.4–§ 4.6]). This proves (3.48).

Then for \( \text{Re}(s) \gg 0 \), integral (3.47) also belongs to (3.41). Hence by Lemma 35, it is proportional to (3.46). The proportionality factor is 1. Indeed, repeating the manipulations above used for the proof of (3.48),

\[
Z'(s, \phi f_{W_1(\tau) \otimes W_1(\tau')}) = \int_{F^*} \int_{F} \int f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \left[ \begin{array}{c} y \\ z \\ u \\ x \end{array} \right] j(at) \text{diag}(I_k, a, I_{k-1}), s)\hat{\phi}(t) \times \psi(x_1)\pi^{-1}(a) |a| \, dx \, dy \, dz \, du \, dt \, d^*a.
\]

Changing \( u \mapsto u + 1 \), conjugating \( j(at) \) to the left and changing variables in \( x_1: x_1 \mapsto x_1 + (u + 1)at \) and in \( z \), and since \( f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 j(at)h, s) = \psi^{-1}(at)f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 h, s) \), we obtain

\[
\int_{F^*} \int_{F} \int f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \left[ \begin{array}{c} y \\ z \\ u + 1 \\ x \end{array} \right] \text{diag}(I_k, a, I_{k-1}), s)\hat{\phi}(t)\psi(aut) \times \psi(x_1)\pi^{-1}(a) |a| \, dx \, dy \, dz \, du \, dt \, d^*a.
\]

Then integrating first over \( t \) and since \( \int_F \hat{\phi}(t)\psi(aut) \, dt = \phi(au) \) by the Fourier inversion formula, the last integral equals
\[
\int \int \int_{F^*} f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \begin{bmatrix} y & z \\ u & x \end{bmatrix} \text{diag}(I_k, a, I_{k-1}), s) \phi(au) \\
\times \psi(x_1) \pi^{-1}(a)|a| dx \, dy \, dz \, du \, d^*a.
\]

Noticing that \[\begin{bmatrix} y & z \\ u & x \end{bmatrix} = \begin{bmatrix} y & z \\ 1 & x \end{bmatrix} J'(u)\text{ and } J'(u) \text{diag}(I_k, a, I_{k-1}) = \text{diag}(I_k, a, I_{k-1})J'(au),\]
and changing \(u \mapsto a^{-1}u\), we arrive at \(Z(s, \phi f_{W_1(\tau) \otimes W_1(\tau')}). \)

Let \(W \in W_1(\tau)\) and choose \(f_{W_1(\tau) \otimes W_1(\tau')}\) such that \(\delta_0 \cdot f_{W_1(\tau) \otimes W_1(\tau')}\) is right-invariant by a small neighborhood of the identity \(N\) in \(GL_{2k}\), supported in \(P.N, \)
and such that for all \(a \in GL_k, \delta_0 \cdot f_{W_1(\tau) \otimes W_1(\tau')} (\text{diag}(a, I_k), s) = |\text{det} a|^{k(s+1/2)} W(a)\). Now take a Schwartz–Bruhat function \(\phi\) on \(F\) such that for all \(s\) and \(h \in GL_{2k}\),
\[
\int \int \int_{F^*} f_{W_1(\tau) \otimes W_1(\tau')} (hJ(t), s) \tilde{\phi}(t) dt = f_{W_1(\tau) \otimes W_1(\tau')} (h, s).
\]

Our choice of data for the computation is now the section \(\phi f_{W_1(\tau) \otimes W_1(\tau')}\). Plugging this section into (3.47), we see that \(Z'(s, \phi f_{W_1(\tau) \otimes W_1(\tau')})\) equals
\[
\int \int \int_{F^*} f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \begin{bmatrix} y & z \\ u & x \end{bmatrix} J(t)J'(r), s) \phi(r) \\
\times \psi(x_1) \pi^{-1}(a)|a| dr \, dx \, dy \, dz \, du \, dt \, d^*a.
\]

We can change the order of integration: first integrate over \(x, y, z\) and \(u\), and then over \(r\) because \(\phi\) is compactly supported. Therefore we can conjugate \(J'(r)\) to the left and after changing variables in \(x_1\) and \(u\), obtain \(\psi^{-1}(rt)\). Then we integrate first over \(r\) to obtain \(\tilde{\phi}(t)\). Now integrate over \(t\), and by our choice of \(\tilde{\phi}\) obtain
\[
\int \int \int_{F^*} f_{W_1(\tau) \otimes W_1(\tau')} (\delta_0 \begin{bmatrix} y & z \\ u & x \end{bmatrix} \text{diag}(I_k, a, I_{k-1}), s) \\
\times \psi(x_1) \pi^{-1}(a)|a| dx \, dy \, dz \, du \, d^*a.
\]

Conjugate \(\text{diag}(I_k, a, I_{k-1})\) to the left. For our choice of \(f_{W_1(\tau) \otimes W_1(\tau')}\) we see that the integrand vanishes unless the coordinates of \(\begin{bmatrix} y & z \\ u & x \end{bmatrix}\) are small. Thus
\[ Z'(s, \phi_{W_1(\tau) \otimes W_1(\tau')}) = \int_{F^*} W(\text{diag}(a, I_{k-1})) \pi^{-1}(a) |a|^{ks+1/2-(k-1)/2} d^* a, \]

which is the Rankin–Selberg integral for $\text{GL}_1 \times \text{GL}_k$ and $\pi^{-1} \times \tau$ ([48, § 2.4(3)] with $j = 0$). This integral is absolutely convergent for $\text{Re}(s) \gg 0$, and admits meromorphic continuation to $\mathbb{C}(q^{-s})$. Together with (3.50) we deduce, in $\mathbb{C}(q^{-s})$ and in particular when $\text{Re}(s) \ll 0$,

\[ Z(s, f_{W_1(\tau) \otimes W_1(\tau')}) = \int_{F^*} W(\text{diag}(a, I_{k-1})) \pi^{-1}(a) |a|^{ks+1/2-(k-1)/2} d^* a. \]  

(3.51)

For the right hand side of (3.45), since

\[ W_{\phi_{W_1(\tau) \otimes W_1(\tau')}}(h, s) = \int_{F} W_{f_{W_1(\tau) \otimes W_1(\tau')}}(h J'(r), s) \phi(r) dr, \]

a similar (but simpler) computation shows, for $\text{Re}(\zeta) \ll 0$,

\[ \Psi(\zeta, s, \phi_{W_1(\tau) \otimes W_1(\tau')}) = \int_{F^{k-2}} \int_{F^*} W \left( \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & I_{k-2} \\ a & 0 & v \end{pmatrix} \right) \pi^{-1}(a) |a|^{\zeta+ks+1/2-(k-1)/2} d^* a d v. \]  

(3.52)

This is again a Rankin–Selberg integral, now in the complex parameter $\zeta + ks$, which admits meromorphic continuation to $\mathbb{C}(q^{-\zeta-ks})$ and is absolutely convergent for any $\zeta$, when $\text{Re}(s)$ is sufficiently small (depending on $\zeta$). Hence we can take $\zeta = 0$ on the right hand side of (3.52) and obtain

\[ \int_{F^{k-2}} \int_{F^*} W \left( \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & I_{k-2} \\ a & 0 & v \end{pmatrix} \right) \pi^{-1}(a) |a|^{ks+1/2-(k-1)/2} d^* a d v. \]

Therefore when we take $\zeta = 0$ on the left hand side of (3.52), when $\text{Re}(s) \ll 0$,

\[ \Psi(0, s, \phi_{W_1(\tau) \otimes W_1(\tau')}) = \int_{F^{k-2}} \int_{F^*} W \left( \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & I_{k-2} \\ a & 0 & v \end{pmatrix} \right) \pi^{-1}(a) |a|^{ks+1/2-(k-1)/2} d^* a d v. \]  

(3.53)
Finally (3.51) and (3.53) are related by $\gamma(s, \pi^{-1} \times \tau, \psi) \pi (-1)^{k-1}$ (see [77, p. 70] for this version of [48, Theorem 2.7]), and $\pi(-1) = 1$. □

**Remark 37.** Alternatively, one can replace $\pi$ by $|\cdot|^{-\xi} \pi$ throughout this section. Lemma 35 is then valid outside a finite set of $q^{-s}$ and $q^{-\xi}$, Bernstein’s continuation principle will imply that the integrals admit continuation to $\mathbb{C}(q^{-s}, q^{-\xi})$, and Claim 36 provides an identity in $\mathbb{C}(q^{-s}, q^{-\xi})$.

**Proof of Lemma 35.** The Jacquet module $J_{U, \psi U} (I(W_1(\tau), W_1(\tau'), s))$ is a representation of the product $GL_1 \times GL_1$, but since $\{ (g_1, g_1) : g_1 \in F^* \} = C_{2k}$ (the center of $GL_{2k}$), which acts trivially on $W_1(\tau) \otimes W_1(\tau')$ by our condition on $\tau$ and $\tau'$ (their central characters are inverses of one another), it is natural to restrict our attention to one of the copies of $GL_1$.

Identify $GL_1$ with $\{ (1, g_2) : g_2 \in F^* \}$, and in this manner regard $J_{U, \psi U}^{-1} (I(W_1(\tau), W_1(\tau'), s))$ as a representation of $GL_1$. It is enough to prove the statement for

$$\text{Hom}_{GL_1} (J_{U, \psi U}^{-1} (I(W_1(\tau), W_1(\tau'), s)), \pi).$$

According to [5, 2.28, 2.25 (c)], this space is isomorphic to

$$\text{Hom}_{GL_{2k}} (I(W_1(\tau), W_1(\tau'), s), \text{Ind}_{GL_1 U}^{GL_{2k}} (\pi \otimes \psi_U^{-1}))$$

$$\cong \text{Bil}_{GL_{2k}} (\text{Ind}_{GL_1 U}^{GL_{2k}} ((\pi^{-1} \otimes \psi_U) \delta_{GL_1 U}), I(W_1(\tau), W_1(\tau'), s)). \quad (3.54)$$

Here $\text{Bil}(\cdots)$ is the space of $GL_{2k}$-equivariant bilinear forms, $\text{Ind}(\cdots)$ is the compact non-normalized induction and $\delta_{GL_1 U}$ is the modulus character of $GL_1 U$ (recall that $J_{U, \psi U}^{-1}$ is non-normalized).

For $h \in P \setminus GL_{2k} / GL_1 U$ (a finite set), put

$$\text{Hom}(h) = \text{Hom}_{(GL_1 U)^h} (h(\pi^{-1} \otimes \psi_U) \otimes (W_1(\tau) \otimes W_1(\tau') \delta_P^h), \theta), \quad (3.55)$$

where $(GL_1 U)^h = h(GL_1 U) \cap P$; for a representation $\vartheta$ of $GL_1 U$, $h \vartheta$ is the representation of $(GL_1 U)^h$ on the space of $\vartheta$ given by $h \vartheta(x) = \vartheta(h^{-1} x)$; and $\theta(x) = \delta_{\varphi(h)} (x, h^{-1} x) \delta_{\varphi^{-1/2}} (x) \delta_{GL_1 U} (h^{-1} x)$, where

$$\varphi(h) = \left\{ (x, h^{-1} x) : x \in (GL_1 U)^h \right\} < P \times GL_1 U$$

and $\delta_{\varphi(h)}$ is the modulus character of $\varphi(h)$. To us, the only important properties of $\theta$ are that it is independent of $s$ and trivial on unipotent elements (being a modulus character). Also note that by definition, the space of the representation on the left in $\text{Hom}(h)$ is the space of $W_1(\tau) \otimes W_1(\tau')$. 
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According to the Bruhat theory (see e.g., [76, Theorems 1.9.4 and 1.9.5], [77, p. 48]), the space \((3.54)\) injects into the semi-simplification

\[
\bigoplus_{h \in P \setminus \GL_{2k} / \GL_1 U} \Hom(h).
\]

We may assume that a representative \(h\) is either a permutation \(w\) or \(w\delta_1\), where \(\delta_1 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}\), and recall \(\delta_0 = \begin{pmatrix} I_k \\ I_k^{-1} \end{pmatrix}\). Put \(\kappa = \text{diag}(I_{k-1}, (1^1), I_{k-1})\). Also write \(h \sim h'\) if \(Ph\GL_1 U = P h'\GL_1 U\).

First assume \(w \sim \delta_0\) and \(w \sim \delta_0\kappa\). We claim that

\[
\psi_U|_{h^{-1}V(k,k) \cap U} \neq 1.
\] (3.56)

Granted this, we can choose \(u \in h^{-1}V(k,k) \cap U\) such that \(\psi_U(u) \neq 1\). Then in \((3.55)\), \(h (\tau^{-1} \otimes \psi_U) (h u) = \psi_U(u) \neq 1\), and \(h u\) acts trivially on \(W_1(\tau) \otimes W_1(\tau')\) (because \(h u \in V(k,k)\)). Thus the action of \(h u\) on the left in \((3.55)\) is nontrivial, while \(\theta(h u) = 1\) on the right. This implies \(\Hom(h) = 0\).

We turn to prove \((3.56)\). Note that \(h V(k,k) = w V(k,k)\). Write \(w = \begin{pmatrix} A_1 & A_2 \\ A_3 & A_4 \end{pmatrix}\) with \(A_i \in \text{Mat}_2\). Since in particular \(w \neq \delta_0\), we can assume \(A_1 \neq 0\). If the first column of \(A_1\) is nonzero, let \(i_0\) be the number of consecutive columns of \(A_1\) starting from the first which are nonzero, so by definition \(0 < i_0 \leq k\); if the first column of \(A_1\) is zero, put \(i_0 = 0\). Assume \(i_0 > 0\). Then we can write (perhaps after multiplying \(w\) by a permutation from \(M_P = M(k,k)\))

\[
\begin{pmatrix}
I_{i_0} \\
0 \\
I_{i_1} \\
\end{pmatrix},
\]

where the zero block above \(I_{i_1}\) is the \((k - i_0) \times i_1\) zero matrix and \(i_1 \geq 1\).

For any \(y \in F\), let \(j_{i,l}(y) \in \mathbb{N}_{\GL_{2k}}\) be such that its \((i,l)\)-th coordinate is \(y\), and the remaining coordinates above the diagonal are zero. We need to show that for some \(i, l\) such that \(j_{i,l}(y) \in V(k,k)\), \(h^{-1}j_{i,l}(y)\) belongs to \(U\) and \(\psi_U(h^{-1}j_{i,l}(y)) \neq 1\).

This is clear if \(i_0 = k\) (then we can take \(w = I_{2k}\)), using \(j_{k,k+2}(y)\) (which commutes with \(\delta_1\)). If \(i_0 = k - 1\), either \(h^{-1}j_{k-1,k+1}(y) = j_{k-1,k}(y)\) if \(h = w\), or when \(h = w\delta_1\),

\[
h^{-1}j_{k-1,k+1}(y) = \delta_1^{-1}j_{k-1,k}(y) = j_{k-1,k}(y)j_{k-1,k+1}(y).
\]
In both cases we use $J_{k-1,k+1}(y)$. Also if $0 < i_0 < k - 1$, $h^{-1}J_{i_0,k+1}(y) = J_{i_0,i_0+1}(y)$. This verifies (3.56) when $i_0 > 0$.

When $i_0 = 0$, we let $0 < i_1 < k$ be the number of consecutive columns of $A_1$, starting from the first, which are zero ($A_1 \neq 0$ whence $i_1 < k$). Then we write

$$w = \begin{pmatrix} 0 & I_{i_2} \\ \vdots & \ddots \\ 0 & I_{i_1} \\ \vdots \end{pmatrix},$$

where $I_{i_1}$ starts at the $(k + 1, 1)$-th coordinate, $i_2 > 0$ is the number of consecutive nonzero columns of $(A_1 \ A_2)$ starting from the $(i_1 + 1)$-th column, and $I_{i_2}$ begins at the $(1, i_1 + 1)$-th coordinate. Note that $i_2 \leq k$ and $i_1 + i_2 \leq 2k - 1$ (because $i_1 < k$).

Thus we can assume

$$w = \begin{pmatrix} 0 & I_{i_2} \\ \vdots & \ddots \\ 0 & I_{i_1} \\ 0 \end{pmatrix},$$

where $i_3 \geq 1$ and $I_{i_3}$ starts at the $(k + i_1 + 1, i_1 + i_2 + 1)$-th coordinate. By matrix multiplication,

$$w^{-1}J_{i_2,k+i_1+1}(y) = J_{i_1+i_2,i_1+i_2+1}(y).$$

If $i_1 + i_2 \geq k + 2$ or $i_1 + i_2 \leq k - 2$, then $\delta_1$ commutes with $J_{i_1+i_2,i_1+i_2+1}(y)$ and $\psi_U$ is nontrivial on $J_{i_1+i_2,i_1+i_2+1}(y)$, hence we can take $J_{i_2,k+i_1+1}(y)$. If $i_1 + i_2 = k + 1$, then $i_2 > 1$ (since $i_1 < k$) and $w^{-1}J_{i_2-1,k+i_1+1}(y) = J_{k,k+2}(y)$, so that we can take $J_{i_2-1,k+i_1+1}(y)$. When $i_1 + i_2 = k - 1$, $w^{-1}J_{i_2,k+i_1+1}(y) = J_{k-1,k}(y)$ and in both cases ($h = w$ or $h = w\delta_1$), $\psi_U$ is nontrivial on $h^{-1}J_{i_2,k+i_1+1}(y)$ (as above, when $i_0 = k - 1$). If $i_1 + i_2 = k$ and $i_3 \geq 2$, then again $h^{-1}J_{i_2,k+i_1+2}(y) = J_{k,k+2}(y)$.

The remaining case is $i_1 + i_2 = k$, in particular $i_2 < k$, and $i_3 = 1$. In this case we further write
\[
\begin{pmatrix}
0 & I_{i_2} & 0 \\
\vdots & \vdots & I_{i_4} \\
0 & \vdots & \ddots \\
I_{i_1} & 0 & \ddots \\
0 & 1 & 0 \\
0 & I_{i_5} & \ddots \\
\end{pmatrix},
\]
where \(i_4 > 0\) (because \(i_2 < k\)). If \(i_5 = 0\), then \(i_1 = k - 1\) whence \(i_2 = 1\) and \(i_4 = k - 1\), so that
\[
w = \begin{pmatrix}
1 & I_{k-1} \\
I_{k-1} & 1 \\
\end{pmatrix} = \delta_0 \kappa,
\]
contradicting our assumption \((w \not\sim \delta_0 \kappa)\). Therefore \(i_5 > 0\). Then \(j_{i_2+i_4,k+i_1+2}(y) \in V_{(k,k)}\) because \(i_2 + i_4 \leq k\) (also \(k + i_1 + 2 \leq 2k\) since \(k + i_1 + 1 + i_5 \leq 2k\)), \(w^{-1} j_{i_2+i_4,k+i_1+2}(y) = j_{k+i_4+1,k+i_4+2}(y)\) which commutes with \(\delta_1\) because \(k + i_4 + 1 \geq k + 2\), and \(\psi_U(j_{k+i_4+1,k+i_4+2}(y)) \neq 1\). In this case take \(j_{i_2+i_4,k+i_1+2}(y)\). This verifies (3.56) when \(i_0 = 0\), completing all cases.

There are now three possibilities remaining for \(h\): \(\delta_0\), \(\delta_0 \kappa\) or \(\delta_0 \delta_1\) (note that \(\delta_0 \kappa \sim \delta_0 \kappa \delta_1\)), because we proved \(\text{Hom}(h) = 0\) in all other cases.

Consider \(h = \delta_0\). Then
\[
(GL_1 U)^{\delta_0} = (\delta_0 GL_1) \ltimes (N_{GL_k} \times N_{GL_k}).
\]
Moreover, if we write \(\text{diag}(x, I_{2k-1}) \text{diag}(v, v') \in (GL_1 U)^{\delta_0}\) where \(v, v' \in N_{GL_k}\),
\[
\delta_0 (\pi^{-1} \otimes \psi_U)(\text{diag}(x, I_{2k-1}) \text{diag}(v, v'))
= \pi^{-1}(x) \psi^{-1}(\sum_{i=1}^{k-1} v'_{i,i+1}) \psi^{-1}(\sum_{i=2}^{k-1} v_{i,i+1}).
\] (3.57)
In particular \(\delta_0 \psi_U\) restricts to a degenerate character of the subgroup \(\text{diag}(N_{GL_k}, I_k)\) of \((GL_1 U)^{\delta_0}\). Let \(\mathcal{L} \in \text{Hom}(\delta_0)\). For a pure tensor \(\xi \otimes \xi'\) in the space of \(W_1(\tau) \otimes W_1(\tau')\) and \(v \in V_{(1,k-1)}\), by (3.57),
\[
\mathcal{L}(W_1(\tau)(v)\xi \otimes \xi') = \mathcal{L}(W_1(\tau) \otimes W_1(\tau')(v, I_k)\xi \otimes \xi') = \mathcal{L}(\xi \otimes \xi').
\]
Thus $L$ factors through the Jacquet module $J_{V(1,k-1)}(W_1(\tau))$ of $W_1(\tau)$ along $V(1,k-1)$. Moreover for $x \in \text{GL}_1$,

$$L(\pi^{-1}(x)|x|^{ks}W_1(\tau) \otimes W_1(\tau')(\text{diag}(x, I_{k-1}), I_k)\xi \otimes \xi') = \theta(x)L(\xi \otimes \xi').$$

Hence

$$L(W_1(\tau)(\text{diag}(x, I_{k-1}))\xi \otimes \xi') = \pi(x)|x|^{-ks}\theta(x)L(\xi \otimes \xi'). \quad (3.58)$$

Since $L$ must factor through one of the (finitely many) composition factors in a Jordan–Hölder series of $J_{V(1,k-1)}(W_1(\tau))$, $W_1(\tau)(\text{diag}(x, I_{k-1}))\xi = \beta(x)\xi$ for some quasi-character $\beta$ of $F^*$, which belongs to a finite set of characters and is independent of $s$. We deduce

$$L(\xi \otimes \xi') = \beta^{-1}(x)\pi(x)|x|^{-ks}\theta(x)L(\xi \otimes \xi').$$

Now if $L$ is nonzero, it is nonzero on some $\xi \otimes \xi'$, which may depend on $s$, but then

$$|x|^{ks} = \beta^{-1}(x)\pi(x)\theta(x), \quad \forall x \in F^*.$$ 

This equality can hold for at most finitely many values of $q^{-s}$. Therefore $L = 0$ and $\text{Hom}(\delta_0)$ vanishes outside finitely many values of $q^{-s}$.

Assume $h = \delta_0\kappa$. In this case $(\text{GL}_1 U)^{\delta_0\kappa} = \delta_0\kappa \text{GL}_1 \ltimes (N_{\text{GL}_k} \times N_{\text{GL}_k})$ and (3.57) becomes

$$\delta_0\kappa(\pi^{-1} \otimes \psi_U)(\text{diag}(I_{2k-1}, x) \text{ diag}(u, u')) = \pi^{-1}(x)\psi^{-1}(\sum_{i=1}^{k-2} u'_{i,i+1})\psi^{-1}(-v_{1,2} + \sum_{i=2}^{k-1} u_{i,i+1}).$$

Again $\delta_0\kappa\psi_U$ restricts to a degenerate character, now of diag($I_k, N_{\text{GL}_k}$). We can now argue as above: $L$ factors through $J_{V(k-1,1)}(W_1(\tau'))$ and instead of (3.58) we have

$$L(W_1(\tau')(\text{diag}(I_{k-1}, x))\xi \otimes \xi') = \pi(x)|x|^{ks}\theta(x)L(\xi \otimes \xi'). \quad (3.59)$$

Thus $\text{Hom}(\delta_0\kappa)$ vanishes outside finitely many values of $q^{-s}$.

Finally let $h = \delta_0\delta_1$ ($h = \delta$ in the notation of Sect. 3.2). Then $(\text{GL}_1 U)^h = N_{\text{GL}_k} \times N_{\text{GL}_k}$ and $\psi_U$ restricts to the non-degenerate character $\psi^{-1}(z) = \psi^{-1}(\sum_{i=1}^{k-1} z_{i,i+1})$ on each $N_{\text{GL}_k}$. Thus for $L \in \text{Hom}(h)$, a pure tensor $\xi \otimes \xi'$ in the space of $W_1(\tau) \otimes W_1(\tau')$ and $u, u' \in N_{\text{GL}_k}$,
\[ L(W_1(\tau) \otimes W_1(\tau')(v, v')\xi \otimes \xi') = \psi(v)\psi(v')L(\xi \otimes \xi'), \]

so that \( L \) is in particular a Whittaker functional on \( W_1(\tau) \otimes W_1(\tau') \cong \tau \otimes \tau' \), and since \( \tau \) and \( \tau' \) are irreducible generic, the functional \( L \) is unique up to scaling.

\[ \square \]

**Remark 38.** For \( k = 1 \) the proof of Lemma 35 is much simpler. First, the spaces \( \text{Hom}(h) \) are a priori at most one-dimensional, because \( \tau \) and \( \tau' \) are quasi-characters of \( F^* \). It is therefore enough to show \( \text{Hom}(h) = 0 \) for \( h \in \{\delta_0, I_2\} \) (now \( \delta_0 \kappa = I_2 \)), outside finitely many values of \( q^{-s} \). For \( h = \delta_0 \) this follows immediately from (3.58), because now \( W_1(\tau)(x) = \tau(x) \) (i.e., \( \beta = \tau \)), and for \( h = I_2 \) we use (3.59).
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