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This article is concerned with the study of existence and properties of stationary solutions for the dynamics of $N$ point vortices in an idealised fluid constrained to a bounded two–dimensional domain $\Omega$, which is governed by a Hamiltonian system

$$
\left\{
\begin{array}{l}
\Gamma_i \frac{dx_i}{dt} = \frac{\partial H_\Omega}{\partial y_i}(z_1, \ldots, z_N) \\
\Gamma_i \frac{dy_i}{dt} = -\frac{\partial H_\Omega}{\partial x_i}(z_1, \ldots, z_N)
\end{array}
\right.
$$

where $z_i = (x_i, y_i)$, $i = 1, \ldots, N$, $H_\Omega(z) := \sum_{j=1}^N \Gamma_j^2 h(z_j) + \sum_{i,j=1,i\neq j}^N \Gamma_i \Gamma_j G(z_i, z_j)$ is the so–called Kirchhoff–Routh–path function under various conditions on the “vorticities” $\Gamma_i$ and various topological and geometrical assumptions on $\Omega$. In particular, we will prove that (under an additional technical assumption) if it is possible to align the vortices along a line, such that the signs of the $\Gamma_i$ are alternating and $|\Gamma_i|$ is increasing, $H_\Omega$ has a critical point.

If $\Omega$ is not simply connected, we are able to derive a critical point of $H_\Omega$, if $\sum_{j \in J} \Gamma_j^2 > \sum_{i,j \in J \setminus i \neq j} |\Gamma_i \Gamma_j|$ for all $J \subset \{1, \ldots, N\}$, $|J| \geq 2$.
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1 Introduction

The $N$–vortex–problem of fluid dynamics is concerned with the dynamics of $N$ point vortices $z_1, \ldots, z_N$ in an ideal fluid constrained to a two–dimensional domain $\Omega$ with corresponding vortex strengths (so-called vorticities) $\Gamma_1, \ldots, \Gamma_N \in \mathbb{R}$, whose absolute values determine the degree to which the surrounding fluid is curled and whose signs determine the direction of revolution for the surrounding fluid. It is governed by a Hamiltonian system

$$\begin{cases}
\Gamma_i \frac{dx_i}{dt} = \frac{\partial H_\Omega}{\partial y_i}(z_1, \ldots, z_N) \\
\Gamma_i \frac{dy_i}{dt} = -\frac{\partial H_\Omega}{\partial x_i}(z_1, \ldots, z_N)
\end{cases}$$

where $z_i = (x_i, y_i)$, $i = 1, \ldots, N$, (1.1)

arises naturally as a limit of weak solutions of the Euler equations for the motion of the whole fluid, see e.g. [14]. The geometry of the domain comes into play through the hydrodynamic Green’s function, a generalisation of the classical Green’s function of the first kind for the Laplacian on $\Omega$, which plays a dominant role in the Hamilton function $H_\Omega$.

Since its derivation by Helmholtz, Kirchhoff, Lord Kelvin and Routh in the second half of the 19$^{th}$ century, this model has played a role in the research on fluid dynamics, for on the one hand its solutions provide some intuition for the more general problem of vorticity solutions for the Euler equations, on the other hand its applicability in turbulences of the earth’s atmosphere and oceans up to the dynamics of an electron plasma, see for example the survey article [1] as well as the monographies [20, 21, 24].

There is plenty of literature in the case that $\Omega$ is the whole Euclidean plane (in which case there are only relative equilibria of the system) or all the vorticities have the same sign. For research about these cases [1, 2, 20, 21, 23, 24] are a very good starting point. In particular, a lot of research has been done concerning existence, stability and geometrical form of stationary or periodic solutions, see for example [1, 2, 10, 22, 23].

In these papers it is crucial that if $\Omega$ is the whole Euclidean plane, the Hamilton function is explicitly given by

$$H(z_1, \ldots, z_N) = -\frac{1}{2\pi} \sum_{i,j=1}^{N} \Gamma_i \Gamma_j \ln |z_i - z_j|.$$
Much less is known about the behaviour of solutions of (1.1), if \( \Omega \) is a bounded domain. \( H_\Omega \) is then defined on the so-called configuration space
\[
\mathcal{F}_N \Omega := \{(z_1, \ldots, z_N) \in \Omega^N : z_i \neq z_j \text{ for } i \neq j\},
\]
which is an open subset of \( \Omega^N \) and therefore of all of \( \mathbb{C}^N \).

In case \( \Omega \) is not the whole Euclidean plane, the Hamilton function, which in the literature is commonly called “Kirchhoff–Routh path function” is given by
\[
H_\Omega(z_1, \ldots, z_N) = \sum_{j=1}^{N} \Gamma_j^2 h(z_j) + \sum_{i,j=1}^{N} \Gamma_i \Gamma_j G(z_i, z_j),
\]
where \( G : \mathcal{F}_2 \Omega \to \mathbb{R} \) is the hydrodynamic Green’s function with regular part \( g(x, y) = G(x, y) + \frac{1}{2\pi} \ln |x - y| \), and \( h(x) = g(x, x) \) is the so-called Robin’s function.

Basic results concerning \( G, h \) and the dynamics of the equation (1.1) in the case \( N = 1 \) were proven in [13, 14, 16].

Through the Robin’s function \( h \), interactions of the vortices with the domain’s boundary are introduced, which sets the problem covered here apart from the research on the case that \( \Omega = \mathbb{C} \), where for instance absolute equilibria are inexistent and instead one is interested in relative equilibria, that is, solutions, where the distance between all vortices remains fixed over time. If, instead, \( \Omega \) is a bounded domain, the presence of \( h \) allows for absolute equilibria of equation (1.1), which is the topic covered here.

For \( N \geq 2 \) there exist papers of numerical nature by mathematicians, physicists and engineers, especially for special domains, whose Green’s function is either explicitly known or can be described by methods of complex analysis, we refer to chapter three of [21] and the references therein.

Contrary to that, there are only a few analytical papers concerned with the case of a general domain \( \Omega \), notably [3, 6, 7, 11, 12], where, under some special conditions on \( \Omega \) and the coefficients \( \Gamma_i \), critical points of \( H_\Omega \) and thereby stationary solutions of (1.1) are obtained. In [11] it is assumed that \( \Gamma_i = 1 \) for all \( i \in \{1, \ldots, N\} \) and that \( \Omega \) is not simply connected. In [12] very special simply connected (“dumbbell shaped”) domains are allowed, but again only for the case \( \Gamma_i = 1 \) for all \( i \in \{1, \ldots, N\} \).

Even less is known if some of the vorticities \( \Gamma_i \) are positive, others negative, so that the vortices are rotating in different directions. This is due to the fact that the Hamiltonian \( H_\Omega \) becomes indefinite in this case, in which case the methods of the previously mentioned papers don’t apply.

The paper [3] is concerned with the case \( N = 2, \Gamma_1 = -1, \Gamma_2 = 1 \), and \( \Omega \) an arbitrary bounded domain, this is the first instance where a stationary configuration of counterrotating vortices in an arbitrary domain is found. Lastly, in [6] a stationary solution of \( N \) counterrotating vortices lying on the symmetry axis of a axially symmetric domain is found for arbitrary \( N \) and \( \Gamma_i = (-1)^i \) for \( i \in \{1, \ldots, N\} \). Additionally, the much more complicated case of a general bounded domain \( \Omega \) with \( \Gamma_i = (-1)^i \) is settled in [6] successfully for \( N = 3 \) and \( N = 4 \) with corrections and extensions to other values of \( \Gamma_i \) in [5].
It shall also be mentioned that, somewhat surprisingly, in the papers [3, 11, 12] the Hamiltonian $H_{\Omega}$ appears as a limit functional for some elliptic boundary value problems in $\Omega$ and the existence of critical points of certain perturbations of $H_{\Omega}$ gives rise to solutions of these problems. Moreover, in [8, 9] Cao et al. proved that an isolated stable critical point $(z_1, \ldots, z_N)$ of $H_{\Omega}$ leads to a family $v_\epsilon$ of stationary vector fields in $\Omega$ solving the Euler equations for an ideal fluid such that the vorticities concentrate in blobs near $z_1, \ldots, z_N$. As $\epsilon \to 0$ the vorticity blobs converge towards the stationary point vorticies $z_1, \ldots, z_N$. Although the critical points we obtain here are not necessarily isolated, so that the main theorems from [8, 9] do not apply, the methods from [8, 9] can be applied as in theorem 2.4 of [5].

The goal of this article is to investigate the existence and properties of critical points of $H_{\Omega}$ (and hence of stationary solutions to equation (1.1)) under various conditions on the vorticities $\Gamma_i$ as well as some geometrical and topological assumptions on $\Omega$, but for general $N \in \mathbb{N}$.

In particular, we will prove more general versions of the following two theorems.

**Theorem 1.1.** Let $\Gamma \in \mathbb{R}^N$ satisfy $\sum_{i,j \in J} \Gamma_i \Gamma_j \neq 0$ and $\sum_{j \in J} \Gamma_j^2 > \sum_{i,j \in J} |\Gamma_i \Gamma_j|$ for all $J \subset \{1, \ldots, N\}$, $|J| \geq 2$, as well as $\Gamma_j = (-1)^j |\Gamma_j|$, $j \in \{1, \ldots, N\}$, where $|\Gamma_j| \leq |\Gamma_{j+1}|$ for $j \in \{1, \ldots, N-1\}$. Then $H_{\Omega}$ has a critical point.

If $\Omega$ is not simply–connected, we may exploit the richer topology of the configuration space $\mathcal{F}_N \Omega$ to abolish the necessity for alternating vorticities.

**Theorem 1.2.** Assume $\Omega$ is not simply–connected and let, as before, $\Gamma \in \mathbb{R}^N$ satisfy $\sum_{i,j \in J} \Gamma_i \Gamma_j \neq 0$ and $\sum_{j \in J} \Gamma_j^2 > \sum_{i,j \in J} |\Gamma_i \Gamma_j|$ for all $J \subset \{1, \ldots, N\}$, $|J| \geq 2$. Then $H_{\Omega}$ has a critical point.

More general versions of the above theorems are found in theorems 2.12 and 2.13 respectively.

The proofs of these theorems seem to suggest that the critical point of theorem 1.1 has the vortices $z_1, \ldots, z_N$ aligned on a line through domain $\Omega$ such that the signs of the vorticities are alternating along the line, in analogy to the so-called Mallier–Maslowe row of counterrotating vortices (see [19]), and that the vortices in the critical point of theorem 1.2 are placed around a hole in $\Omega$, such that the attraction/repulsion of neighboring vortices cancel each other out together with the repulsion of the boundary, but unfortunately we are able to prove neither of these results.

However, if the domain has some symmetries, one is able to prove the above conjectures, see for example [6, 18].

Another difficult and interesting problem is the question of stability of the derived critical points. As we shall see in the proof, we are embedding $N - 2$– (or $N$ in the case of theorem 1.2) dimensional submanifolds into $\mathcal{F}_N \Omega$, which is a $2N$–dimensional manifold, and deforming them along the gradient flow of $H_{\Omega}$, therefore the derived critical points should have Morse indices $N + 2$ and $N$, respectively and therefore be unstable, provided they are nondegenerate, which in turn is a difficult problem on its own and is not covered here.
Although the problem of finding critical points of $H_\Omega$ is finite dimensional, the problem has proven itself to be considerably refractory. The most obvious difficulty is that for an arbitrary domain $\Omega$ the Green’s function as an essential part of $H_\Omega$ is only implicitly given as a solution of a partial differential equation, thus all relevant properties of $H_\Omega$ have to be derived through the analysis of the corresponding partial differential equation. More importantly, $H_\Omega$ is only defined on the incomplete manifold $\mathcal{F}_N \Omega$ and is for general vorticities $\Gamma_i$ strongly indefinite. In fact, it may be the case that $H_\Omega(z)$ remains bounded for $\text{dist}(z, \partial \mathcal{F}_N \Omega) \to 0$, which in the model corresponds to collisions of multiple vortices with each other or with $\partial \Omega$. This lack of compactness is crucial, since it prevents us from using standard methods of critical point theory, such as the “mountain–pass”–theorem. Hence a more detailed study of the behaviour of $H_\Omega$ is necessary. The usual methods of critical point theory, all of which apply some sort of modified gradient flow of $H_\Omega$ are difficult to apply due to the incompleteness of $\mathcal{F}_N \Omega$. Success in applying these methods is therefore intimately connected to a good analytical understanding of collisions, that is of flow lines $z : (t^{-}(z_0), t^{+}(z_0)) \to \mathcal{F}_N \Omega$ to the gradient flow of $H_\Omega$ satisfying
\[
\min \{ |z_i(t) - z_j(t)|, \text{dist}(z_i(t), \partial \Omega) : i, j \in \{1, \ldots, N\}, i \neq j \} \to 0
\]
for $t \to t^{+}(z_0)$. This, in turn, depends very sensitively on the constellation of the vorticities $\Gamma_i$.

The space $\mathcal{F}_N \Omega$ on the other hand exhibits a rich topology even for simply connected $\Omega$, such that, given appropriate compactness properties of $H_\Omega$, finding critical points of $H_\Omega$ is a rather easy task.

The bulk of this article is therefore concerned with deriving conditions on the vorticities $\Gamma_i$ and on the domain $\Omega$ such that the gradient flow of $H_\Omega$ has a compact flow line. The relevant condition on the $\Gamma_i$ has in part already been conjectured in [6] and is a rather strict one for larger $N$. In particular, for general $\Omega$, the "model case" $\Gamma_i = (-1)^i$ is not covered by our results, which therefore complement the results given in [6].

This paper is organized as follows. In section 2 we lay out suitable definitions to concisely state our main results, which are found in subsection 2.2. In 3 we prove some preliminary results concerning the behaviour of the Green’s and Robin–functions. We also give an abstract deformation argument which will be perpetually used throughout the whole article. Section 4 is concerned with the careful analysis of the behaviour of $H_\Omega$ along "collision" flowlines. Section 5 then provides linking properties for $H_\Omega$, consequently proving the existence of critical points of $H_\Omega$ also in the case of a general domain $\Omega$.

As far as the general topological techniques of critical point theory such as “linking phenomena” are concerned, the book [25] provides a good introduction.

The results in this paper were derived in the author’s doctoral dissertation [17], supervised by T. Bartsch, Giessen, to whom the author wishes to express his thankfulness.
2 Statement of results

In this section we give an outline of the theorems proven in this paper. We start out by fixing some notation and collecting hypotheses on $\Omega$ and $G$. We are then able to concisely state our results in subsection 2.2.

2.1 Hypotheses and basic notation

Hypothesis 2.1. Let $\Omega \subset \mathbb{C}$ be a bounded domain with $C^3$–boundary. A fortiori, $\Omega$ is finitely connected and satisfies a uniform exterior ball condition, that is there exists a constant $r > 0$ such that for any $x \in \partial \Omega$ there is $x^* \in \mathbb{C}$ such that $B_r(x^*) \subset \mathbb{C} \setminus \Omega$ as well as $x \in \partial B_r(x^*)$. Let $k_0 := \text{rank } \pi_1(\Omega)$, and denote the bounded components (if any) of $\mathbb{C} \setminus \bar{\Omega}$ by $\Omega_j$, $j \in \{1, \ldots, k_0\}$.

For convenience in stating our results and further hypotheses, we start by fixing some useful notation.

Definition 2.2 (Basic notation). The configuration space of $N$ point vortices in $\Omega$ is defined as

$$F_N\Omega := \{z \in \Omega^N : z_i = z_j \iff i = j\},$$

which is an open subset of $\Omega^N$ and therefore of all of $\mathbb{C}^N$. We denote its boundary in $\mathbb{C}^N$ by $\partial F_N\Omega$. We set $\Delta_N := \{(t \in (0, \infty)^N : t_i < t_{i+1} \forall i \in \{1, \ldots, N-1\}\},$ and for $a \in \mathbb{C}$ and $v \in S^1$ we define the space of ordered configurations of $N$ vortices along the line $a + \mathbb{R} \cdot v$ through $\Omega$ to be the $N$–dimensional submanifold of $F_N\Omega$ defined by

$$L_N(a,v) := (\tilde{a} + \Delta_N \cdot v) \cap \Omega^N = \{(a + t_1 v, \ldots, a + t_n v) \in \Omega^N : (t_1, \ldots, t_n) \in \Delta_N\},$$

where $\tilde{a} = (a, \ldots, a) \in \mathbb{C}^N$. The symmetric group $\Sigma_N$ on $N$ symbols acts freely on $F_N\Omega$ via

$$\Sigma_N \times F_N\Omega \ni (\sigma, z) \mapsto \sigma \ast z := (z_{\sigma^{-1}(1)}, \ldots, z_{\sigma^{-1}(N)}) \in F_N\Omega,$$

hence it is possible to define

$$L_N^\sigma(a,v) := \sigma^{-1} \ast L_N(a,v)$$

as well as

$$L_N^\sigma\Omega := \bigcup_{(a,v) \in \Omega \times S^1} L_N^\sigma(a,v)$$

for $\sigma \in \Sigma_N$. Lastly, for $\emptyset \neq C \subset \{1, \ldots, N\}$ it will be useful to define the orthogonal projection $\pi_C$ by

$$\pi_C : \mathbb{C}^N \ni z \mapsto (z_j)_{j \in C} \in \mathbb{C}^{|C|}.$$

Definition 2.3 (Reflection at $\partial\Omega$). Since $\Omega$ is $C^3$ there is $\varepsilon > 0$ such that the orthogonal projection

$$p : \Omega_\varepsilon := \{z \in \Omega : \text{dist}(z, \partial\Omega) < \varepsilon\} \to \partial\Omega$$
Figure 1: A configuration $z \in L_5^2(a, v) \subset F_5 \Omega$, where $\sigma = (12)(345)$, compare def. 2.2

is a well-defined $C^2$-map satisfying $|p(z) - z| = \text{dist}(z, \partial \Omega)$. The reflection at $\partial \Omega$ is then defined as the $C^2$-map

$$
\overline{\Omega}_\varepsilon \ni z \mapsto z := 2p(z) - z \in \mathbb{C}.
$$

Here and in all what follows, when talking about differentiability, we regard $\mathbb{C} = \mathbb{R}^2$, and thus mean differentiability in the real-valued sense. We regard $\Omega \subset \mathbb{C}$ simply because the elegant geometrical properties of complex multiplication allow us to state some things more concisely. Additionally, in what comes we will always abbreviate $d(z) := \text{dist}(z, \partial \Omega)$.

We are now ready to state the general sufficient assumptions on the function $G$ for carrying out our arguments.

**Hypothesis 2.4.** Let $G : F_2 \Omega \to \mathbb{R}$ satisfy the following hypotheses: $G$ is bounded below by some constant $C_0$ and has logarithmic singularities on the diagonal in $\Omega \times \Omega$, more precisely, the map $F_2 \Omega \ni (x, y) \mapsto G(x, y) + \frac{1}{2\pi} \ln |x - y| \in \mathbb{R}$ has a continuation $g \in C^1(\Omega^2)$, which is bounded from above by some constant $C_1 > 0$. Thus, we may write

$$
G(x, y) = g(x, y) - \frac{1}{2\pi} \ln |x - y|.
$$

Further, for every $\varepsilon > 0$ there is $C_2 > 0$ depending only on $\Omega$ and $\varepsilon$ such that

$$
|G(x, y)| + |\nabla_x G(x, y)| + |\nabla_y G(x, y)| \leq C_2
$$

for every $x, y \in \Omega$ with $|x - y| \geq \varepsilon$. Similarly, there is a constant $C_3 > 0$, also depending only on $\varepsilon$ and $\Omega$, such that

$$
|\psi(x, y)| + |\nabla_x \psi(x, y)| + |\nabla_y \psi(x, y)| \leq C_3,
$$

for every $x, y \in \Omega_\varepsilon$, where $\psi(x, y) = g(x, y) - \frac{1}{2\pi} \ln |\bar{x} - y|$ and $x \mapsto \bar{x}$ is reflection at $\partial \Omega$. Further there exists a constant $C_4 > 0$ such that for any line $L = \mathbb{R}v + w \subset \mathbb{C}$ with

$$
L = a + tv W
$$

and $W_1, W_2 \subset C^2$.

The reflection at $\partial \Omega$ is then defined as the $C^2$-map

$$
\overline{\Omega}_\varepsilon \ni z \mapsto z := 2p(z) - z \in \mathbb{C}.
$$

Here and in all what follows, when talking about differentiability, we regard $\mathbb{C} = \mathbb{R}^2$, and thus mean differentiability in the real-valued sense. We regard $\Omega \subset \mathbb{C}$ simply because the elegant geometrical properties of complex multiplication allow us to state some things more concisely. Additionally, in what comes we will always abbreviate $d(z) := \text{dist}(z, \partial \Omega)$.
\( L \cap \Omega \neq \emptyset \)
\[
G(w + rv, w + sv) - G(w + rv, w + tv) \geq -C_4. \tag{2.4}
\]
for all \( r < s < t \), for which the left hand side is defined.

Concerning interesting candidates for a function \( G \) satisfying the above hypotheses, we have the following result.

**Theorem 2.5.** *Green’s function of the first kind for the Dirichlet Laplacian in \( \Omega \) satisfies hypothesis \(2.4\).*

Rather than the regular Green’s function for the Dirichlet Laplacian, the single most important class of Green’s functions \( G \) for fluid dynamics is the class of so-called *hydrodynamic Green’s functions*, which we will now introduce. An excellent motivation and introduction to the topic of hydrodynamic Green’s functions is provided by \[14\].

**Definition 2.6 (Hydrodynamic Green’s function).** The *hydrodynamic Green’s function* with periods \( \gamma_0, \ldots, \gamma_{k_0} \in \mathbb{R} \), subjected to the condition \( \sum_{j=0}^{k_0} \gamma_j = -1 \) is the unique solution \( G \in C^2(F_2\Omega) \) of the problem

\[
\begin{align*}
-\Delta G(\cdot, y) &= \delta_y & \text{for every } y \in \Omega \\
\langle \nabla_x G(x, y), \tau_x \rangle &= 0 & \text{for every } y \in \Omega, x \in \partial \Omega \\
\int_{\partial \Omega_j} \langle \nabla_x G(x, y), \nu_x \rangle \, ds(x) &= \gamma_j & \text{for every } j \in \{0, \ldots, k_0\} \\
\int_{\partial \Omega} G(x, y) \, \langle \nabla_x G(x, z), \nu_x \rangle \, ds(x) &= 0 & \text{for every } y, z \in \Omega,
\end{align*}
\]

where \( \partial \Omega_0 = \partial \Omega \setminus \bigcup_{j=1}^{k_0} \partial \Omega_j \).

Using this definition we have the following

**Theorem 2.7.** *Any hydrodynamic Green’s function satisfies hypothesis \(2.4\).*

We postpone the proof of the last two theorems until the next section. Having these results in mind, we will in the following by slight abuse of language refer to any function \( G \) satisfying hypothesis \(2.4\) as a (hydrodynamic) Green’s function on \( \Omega \).

**Definition 2.8.** For \( \Gamma \in \mathbb{R}^N \) we define the *Kirchhoff–Routh path function* for vortices with vorticities \( \Gamma_i, i \in \{1, \ldots, N\} \) to be the function

\[
H^\Gamma_\Omega : \mathcal{F}_N \Omega \ni (z_1, \ldots, z_N) \mapsto \sum_{j=1}^N \Gamma_j^2 h(z_j) + \sum_{i,j=1 \atop i \neq j}^N \Gamma_i \Gamma_j G(z_i, z_j) \in \mathbb{R},
\]

where the function \( G \) satisfies hypothesis \(2.4\) and \( h(x) = g(x, x) \) for all \( x \in \Omega \). If the parameter \( \Gamma \) is understood, we will drop it from the notation, writing \( H^\Gamma_\Omega \) instead of \( H^\Gamma_\Omega \).

Let us conclude this subsection by specifying the necessary technical conditions on the parameter \( \Gamma \).
Definition 2.9 (\(\Delta\)-admissibility). We call a parameter \(\Gamma \in \mathbb{R}^N\) \(\Delta\)-admissible, if for every \(C \subset \{1, \ldots, N\}\), \(|C| \geq 2\):

\[
\sum_{i,j \in C \atop i \neq j} \Gamma_i \Gamma_j \neq 0.
\]

Definition 2.10 (\(\partial\)-admissibility). We call a parameter \(\Gamma \in \mathbb{R}^N\) \(\partial\)-admissible, if for every \(C \subset \{1, \ldots, N\}\), \(|C| \geq 2\):

\[
\sum_{i \in C} \Gamma_i^2 > \sum_{i,j \in C \atop i \neq j} |\Gamma_i \Gamma_j|.
\]

If \(\Omega\) is strictly convex, this condition may be replaced by

\[
\sum_{i \in C} \Gamma_i^2 > \sum_{i,j \in C \atop \Gamma_i \Gamma_j < 0} |\Gamma_i \Gamma_j|.
\]

Without any geometric or topological assumptions on \(\Omega\) we need more specialised parameters \(\Gamma\) in order to derive positive results. These conditions are stated in the following definition, which shall conclude this subsection.

Definition 2.11 (\(L\)-admissible parameters). A parameter \(\Gamma \in \mathbb{R}^N\) is called \(L\)-admissible if there is \(\sigma \in \Sigma_N\) such that \(\iota(\sigma \ast \Gamma) \in \Delta\) or \(-\iota(\sigma \ast \Gamma) \in \Delta\), where \(\iota : \mathbb{R}^N \to \mathbb{R}^N\) is the involution \((x_j)_j \in \{1, \ldots, N\} \mapsto (-1)^j x_j)_j \in \{1, \ldots, N\}\) and the closure is to be taken in \((0, \infty)^N\).

Similarly, we call \(\Gamma\) strictly \(L\)-admissible, if \(\iota(\sigma \ast \Gamma) \in \Delta\) or \(-\iota(\sigma \ast \Gamma) \in \Delta\).

The intuition behind the definitions 2.9 and 2.10 is simple: the idea is that \(\Delta\)-admissibility prevents collisions of vortices inside the “diagonal” \(\Delta = \{z \in \Omega^N : z_i = z_j\} \) for some \(i \neq j\) from happening while the energy \(H_\Omega\) of the system remains finite. Since \(\Gamma_i \Gamma_j G(z_i, z_j)\) becomes large if \(z_i\) and \(z_j\) collide inside \(\Omega\), we may regard the quantity \(\sum_{i,j \in C} \Gamma_i \Gamma_j\) as a kind of “collision weight” associated to the vortices with indices in \(C\). Since \(\Gamma_j^2 h(z_j) \to -\infty\) if \(z_j \to \partial \Omega\), we may, by the same intuitive reasoning, regard the quantity \(\sum_{i \in C} \Gamma_i^2\) as a kind of weight for the boundary interaction of the vortices \(z_i, i \in C\), and the condition of \(\partial\)-admissibility then simply states that the boundary interaction outweighs the collision weight, a condition which presents itself naturally in the proof of lemma 4.5 as we may see later on.

The condition of \(L\)-admissibility means, that one is able to align the vortices \(z_1, \ldots, z_N\) along a line in such a way that the signs of the vorticities are alternating and their moduli nonincreasing. The motivation behind this is the physical intuition that it should be possible for vortices aligned on an axis, that the repulsion between two neighbouring vortices of opposite sign is cancelled out by the attraction to the next but one vortices, whose vorticities have the same sign again, in analogy to the well-known Mallier–Maslowe row of counterrotating vortices.
2.2 Main results

Equipped with these definitions, we are now able to concisely state the theorems proven in this paper.

**Theorem 2.12.** For any \( N \in \mathbb{N} \) and any \( \mathcal{L} \)-admissible, \( \partial \)-admissible and \( \Delta \)-admissible parameter \( \Gamma \in \mathbb{R}^N \), the Kirchhoff–Routh path function \( H_\Omega \) has a critical point in \( F_N \Omega \).

If \( \Omega \) is not simply-connected, we may exploit the richer topology of the configuration space \( F_N \Omega \) to abolish the necessity for alternating vorticities.

**Theorem 2.13.** Suppose that \( \pi_1(\Omega) \neq 0 \). Then for any \( N \in \mathbb{N} \) and for any \( \partial \)-admissible and \( \Delta \)-admissible parameter \( \Gamma \in \mathbb{R}^N \), the Kirchhoff–Routh path function \( H_\Omega \) has a critical point in \( F_N \Omega \).

As work on these results started out, the paper [6] was the main starting point for the research conducted here. As of this writing, [6] and the recent preprint [5] are the only references known to the author dealing with \( N \geq 3 \) vortices having both general and alternating signs of vorticities. Without symmetries of the domain only the cases \( N = 3 \) and \( N = 4 \) have been treated in [6, 5]. For larger values of \( N \) the problem turns out to be a much more difficult one. The paper at hand is a first step in this direction providing criteria on the vorticity vector \( \Gamma \) which guarantee the existence of critical points of \( H_\Omega \) for arbitrary \( N \). The author believes, partly based on numerical simulations of the problem, that the severe restriction of \( \partial \)-admissibility is in fact unnecessary and may be completely abolished or at least be weakened, as it is done in [6, 5] for \( N \leq 4 \). A detailed investigation of the influence of symmetries going far beyond the results in [6] can be found in [17, 18].

3 Preliminaries

3.1 Preliminary results

This section is concerned with the proof of some preliminary results. We start out by proving the preliminary theorems 2.5 and 2.7.

**Proof (of theorem 2.5).** All of the conditions in 2.4 are either well known properties of the Dirichlet Laplacian, see for example [15] or verified in [6] except for property (2.4), which is a slight sharpening of the result given there.

To see that (2.4) holds assume on the contrary that there is a sequence \( L_n = a_n + \mathbb{R} v_n \) of lines with \( \Omega \cap L_n \neq \emptyset \) as well as \( r_n < s_n < t_n \) such that

\[
G(a_n + r_n v_n, a_n + s_n v_n) - G(a_n + r_n v_n, a_n + t_n v_n) \to -\infty
\] (3.1)

as \( n \to \infty \), where by selecting appropriate subsequences we may take the sequences \( (a_n) \subset \overline{\Omega} \) and \( (v_n) \subset S^1 \) to be convergent to some \( a \in \overline{\Omega} \) and \( v \in S^1 \), respectively.
Now since $G$ is bounded below (3.1) implies
\[ G(x_n, z_n) = g(x_n, z_n) - \frac{1}{2\pi} \ln |t_n - r_n| \to \infty, \]
hence $|t_n - r_n| \to 0$, such that $r_n, s_n, t_n \to t$ as $n \to \infty$, since $g$ is bounded from above, and where we abbreviated $x_n := a_n + r_nv_n$, $y_n := a_n + s_nv_n$, $z_n := a_n + t_nv_n$.

If $a + tv \in \Omega$ this leads to a contradiction via
\[ G(x_n, y_n) - G(x_n, z_n) \geq C - \frac{1}{2\pi} \ln \frac{s_n - r_n}{t_n - r_n} \geq C - \ln 1 = C, \]
for some constant $C$, since $g$ is bounded on compact subsets of $\Omega \times \Omega$.

Thus $a + tv \in \partial \Omega$, so if $n$ is large enough, $x_n, y_n, z_n \in \Omega_c$, where we may use the approximation
\[ G(x_n, y_n) - G(x_n, z_n) = \frac{1}{2\pi} \ln \frac{|x_n - y_n|}{|x_n - z_n|} \cdot \frac{|x_n - z_n|}{|x_n - y_n|} + O(1) \]
as $n \to \infty$. Considering the differentiable function
\[ f : (r_n, \infty) \ni \alpha \mapsto \frac{|x_n - a_n - \alpha v_n|^2}{|x_n - a_n - \alpha v_n|^2} \in \mathbb{R} \]
we easily compute
\[ f'(\alpha) = 2 \left( -v_n, x_n - a_n - \alpha v_n \right) [x_n - a_n - \alpha v_n]^2 + \left( v_n, x_n - a_n - \alpha v_n \right) [x_n - a_n - \alpha v_n]^2 \]
\[ = \frac{4d_{x_n} \langle v_n, \nu_{x_n} \rangle + \alpha - r_n)(\alpha - r_n) + 2 \langle v_n, r_nv_n - \alpha v_n \rangle [x_n - a_n - \alpha v_n]^2 }{|x_n - a_n - \alpha v_n|^4} \]
\[ = 2 \left( \frac{2d_{x_n} \langle v_n, \nu_{x_n} \rangle (\alpha - r_n)^2 + (\alpha - r_n)^3}{|x_n - a_n - \alpha v_n|^4} \right) \]
\[ + (r_n - \alpha) \left( 4d_{x_n}^2 + (r_n - \alpha)^2 - 2d_{x_n}(r_n - \alpha) \langle v_n, \nu_{x_n} \rangle \right) \]
\[ = \frac{8d_{x_n}^2 (r_n - \alpha)}{|x_n - a_n - \alpha v_n|^4} \leq 0, \]
thus $f$ is decreasing, in other words
\[ \frac{|x_n - y_n|^2}{|x_n - z_n|^2} = f(s_n) \geq f(t_n) = \frac{|x_n - z_n|^2}{|x_n - y_n|^2}, \]
hence
\[ \frac{|x_n - y_n|}{|x_n - z_n|} \cdot \frac{|x_n - z_n|}{|x_n - y_n|} \geq 1, \]
from which we deduce
\[ G(x_n, y_n) - G(x_n, z_n) = \frac{1}{2\pi} \ln \frac{|x_n - y_n|}{|x_n - z_n|} \cdot \frac{|x_n - z_n|}{|x_n - y_n|} + O(1) \]
\[ \geq \ln 1 + O(1) = O(1), \]
as $n \to \infty$, which is the desired contradiction. \qed
We continue by proving theorem 2.7.

**Proof (of theorem 2.7).** Nearly all of this follows from the fact that there is a symmetric positive semidefinite matrix \((g^{kl}) \in \mathbb{R}^{k_0 \times k_0}\), such that

\[
G(x, y) = G^0(x, y) + \sum_{k,l=1}^{k_0+1} g^{kl} u_{k-1}(x) u_{l-1}(y),
\]

where \(G^0\) is the Green’s function of the Dirichlet Laplacian in \(\Omega\) and the \(u_k\) are the unique solutions of

\[
\begin{cases}
\Delta u_k = 0 & \text{in } \Omega \\
u_k = \delta_{kl} & \text{on } \partial\Omega,
\end{cases}
\]

see [14], proposition 7. By assumption 2.1 on \(\partial\Omega\) each of the \(u_k\) has bounded gradient and is bounded by the maximum principle. Therefore (2.1), (2.2) and (2.4) are immediate and so is (2.3), since

\[
\psi(x, y) = g(x, y) - \frac{1}{2\pi} \ln |\bar{x} - y| = g_0(x, y) - \sum_{k,l} g^{kl} u_k(x) u_l(y) - \frac{1}{2\pi} \ln |\bar{x} - y|,
\]

in other words \(\psi(x, y) = \psi_0(x, y) - \sum_{k,l} g^{kl} u_k(x) u_l(y)\) and we are done.

Concerning the analysis of the boundary behaviour of \(H_\Omega\), the condition (2.3) is of course crucial. The detailed study of boundary collisions will be postponed until chapter 4, but by then we will need a technical lemma, which may be a simple case of some general theorem known to differential geometers.

**Lemma 3.1.** There is \(\varepsilon > 0\) such that

\[
Dp(z)v = \frac{1}{1 - \kappa_z d_z} \langle v, \tau_z \rangle \tau_z
\]

\[
D\nu_z v = -\frac{\kappa_z}{1 - \kappa_z d_z} \langle \tau_z, v \rangle \tau_z
\]

holds for any \(z \in \Omega_\varepsilon\), where \(\tau_z\) is the unit tangent vector to \(\partial\Omega\) at \(p(z)\), such that the basis \((\tau_z, \nu_z)\) is positively oriented and \(\kappa_z\) is the curvature of \(\partial\Omega\) at \(p(z)\) with respect to the induced orientation of \(\partial\Omega\).

**Proof.** This is an easy application of the implicit function theorem.

**Lemma 3.2.** There are \(\varepsilon > 0\) and constants \(C_0, C_7, C_8 > 0\) depending only on \(\Omega\) such that the inequalities

\[
\max\{d(x) + d(y), C_0|x - y|\} \leq |x - y| \leq |x - y| + 2d(y) \quad (3.2)
\]

\[
|x - \bar{y}| \geq C_7|p(x) - p(y)|^2 \quad (3.3)
\]

\[
||x - \bar{y}| - |\bar{x} - y||^2 \leq C_8(d(x) + d(y))|p(x) - p(y)|^2 \quad (3.4)
\]

hold for any \(x, y \in \Omega_\varepsilon\).
Proof. Concerning the first inequality consider the straight line joining \(x\) and \(y\). This line intersects \(\partial \Omega\) at some point \(z \in \partial \Omega\), which implies
\[
|x - y| = |x - z| + |z - y| \geq d(x) + d(y) = d(x) + d(y).
\]
The other direction is immediate from the triangle inequality, since
\[
|x - y| = |x - y + y - y| = |x - y + 2d(y)\nu_y| \leq |x - y| + 2d(y),
\]
and the other inequalities are verified as (2.1), (2.4) and (2.5) in [6]. \(\square\)

With this notation, we have the following theorem, which lies on the very foundation of this thesis. Its proof is similar to the one given for the case of axially symmetric \(\Omega\) in [6] but works out just as well for general \(\mathcal{L}\)-admissible parameters \(\Gamma\) without any assumptions on symmetry.

**Theorem 3.3.** Let \(\Gamma\) be \(\mathcal{L}\)-admissible with corresponding permutation \(\tilde{\sigma} \in \Sigma_N\) and let \(\sigma \in \{\tilde{\sigma}, \tilde{\sigma}^{-1}\}\), where \(\tilde{\sigma} \in \Sigma_N\) is the order–reversing permutation. Then \(H_\Omega\big|_{\mathcal{L}_N^a\sigma} \Omega\) is bounded above, and fixing a line \(L = a + \mathbb{R}v \subset \mathbb{C}\) with \(a \in \mathbb{C} \setminus \Omega\), \(v \in S^1\) and \(\Omega \cap L \neq \emptyset\), we have that
\[
H_\Omega\big|_{\mathcal{L}_N^a\sigma} \Omega(z) \to -\infty \text{ as } z \to \partial \mathcal{L}_N^a\sigma(\sigma),
\]
where the boundary of the \(N\)-dimensional submanifold \(\mathcal{L}_N^a\sigma(\sigma)\) of \(\mathcal{F}_N\Omega\) is to be taken in \(L^N\).

**Proof.** Let \(\Gamma\) be \(\mathcal{L}\)-admissible. Since the change \(\Gamma \mapsto -\Gamma\) leaves \(H_\Omega\) unaffected we may assume without loss of generality that \(\Gamma_j = (-1)^j|\Gamma_j|\) and \(|\Gamma_{j+1}| \leq |\Gamma_j|\). Thus \(H_\Omega\) takes the form
\[
H_\Omega(x) = \sum_{j=1}^{N} \Gamma_j^2 h(x_j) + \sum_{i,j=1}^{N} (-1)^{i+j}|\Gamma_i\Gamma_j|G(x_i, x_j)
\]
\[
= \sum_{j=1}^{N} \Gamma_j^2 h(x_j) + 2 \sum_{i=1}^{N-1} G_i(x),
\]
where for \(N - i\) even we have
\[
G_i(x) = \sum_{k=1}^{N-i} |\Gamma_i| \left( |\Gamma_{i+2k}| G(x_i, x_{i+2k}) - |\Gamma_{i+2k-1}| G(x_i, x_{i+2k-1}) \right),
\]
whereas for \(N - i\) odd
\[
G_i(x) = \sum_{k=1}^{N-i} |\Gamma_i| \left( |\Gamma_{i+2k}| G(x_i, x_{i+2k}) - |\Gamma_{i+2k-1}| G(x_i, x_{i+2k-1}) \right) - |\Gamma_i\Gamma_N| G(x_i, x_N)
\]
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We now are able to infer from hypothesis (2.4) that for any line \( L = \{ a + tv : t \in \mathbb{R} \} \) with \( a \in \partial \Omega, \, v \in S^1 \), and such that \( \Omega \cap L \neq \emptyset \)
\[
G(a + rv, a + sv) - G(a + rv, a + tv) \geq -C_4
\]
for all \( r < s < t \) for which the left hand side is defined, so combining this result with the condition \( |\Gamma_{i-1}| \geq |\Gamma_i| \) and the fact that \( G \geq C_0 \) we get for a \( x \in \mathcal{L}_N(a, v) \) and \( N - i \) even, that \( G_i(x) \) is equal to
\[
\sum_{k=1}^{N-i} |\Gamma_i| \left( G(x_i, x_{i+2k}) - G(x_i, x_{i+2k-1}) \right) 
\leq C_4
\]
\[
\sum_{k=1}^{N-i} \left( |\Gamma_i| |C_4 + |\Gamma_i| (|\Gamma_i+2k| - |\Gamma_i+2k-1|) C_0 \right) \]
whereas analogously for \( N - i \) odd
\[
G_i(x) \leq \sum_{k=1}^{N-i-1} \left( |\Gamma_i| |C_4 + |\Gamma_i| (|\Gamma_i+2k| - |\Gamma_i+2k-1|) C_0 \right) - |\Gamma_i| G(x_i, x_N) \]
Since by hypothesis 2.4 \( h \) is bounded from above by \( C_1 \), this gives the required upper bound.

Now fixing \( a \) and \( v \), every \( z \in \mathcal{L}_N(a, v) \) has a unique representation \( z = \tilde{a} + tv \) with \( t \in \Delta_N \), where \( \tilde{a} := (a, \ldots, a) \in \mathbb{C}^N \). Setting
\[
\mathcal{R} := \{ t \in \Delta_N : \tilde{a} + tv \in \mathcal{F}_N \Omega \}
\]
as well as
\[
E : \mathcal{R} \ni t \mapsto H_\Omega(\tilde{a} + tv) \in \mathbb{R},
\]
we have to show that \( E(t) \to -\infty \) as \( \text{dist}(t, \partial \mathcal{R}) \to 0 \). Therefore consider a sequence \( (t^n) \subset \mathcal{R} \) with the property that \( t^n \to \partial \mathcal{R} \) as \( n \to \infty \). Let us first consider the case that \( d(a + t^n_kv) \to 0 \) as \( n \to \infty \) for some \( k \in \{1, \ldots, N\} \). Since \( \sum_{i,j=1,i\neq j}^N (-1)^{i+j} |\Gamma_i| G(a + t^n_i v, a + t^n_j v) \) is bounded from above as \( n \to \infty \) and \( h(a + t^n_kv) \to -\infty \) for \( n \to \infty \) we infer that indeed \( E(t^n) \to -\infty \) as claimed.

Hence we may assume that
\[
\liminf_{n \to \infty} d(a + t^n_j v) > 0 \quad (3.5)
\]
for all \( j \in \{1, \ldots, N\} \) and that
\[
t^n_{k+1} - t^n_k \to 0 \quad \text{as } n \to \infty \quad (3.6)
\]
for some $k \in \{1, \ldots, N-1\}$. By assumption (3.5) the first two sums in

$$E(t^n) = \sum_{j=1}^{N} \Gamma_j^2 h(a + t^n_j v) + \sum_{i,j=1 \atop i \neq j}^{N} \Gamma_i \Gamma_j g(a + t^n_i v, a + t^n_j v) - \sum_{i,j=1 \atop i \neq j}^{N} (-1)^{i+j} |\Gamma_i \Gamma_j| \ln|t^n_i - t^n_j|$$

remain bounded as $n \to \infty$. We then expand

$$\sum_{i,j=1 \atop i \neq j}^{N} (-1)^{i+j} |\Gamma_i \Gamma_j| \ln|t^n_i - t^n_j| = 2 \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (-1)^{i+j} |\Gamma_i \Gamma_j| \ln|t^n_i - t^n_j| = 2 \sum_{i=1}^{N-1} |\Gamma_i| \ln\psi_i(t),$$

where for $N - i$ even

$$\psi_i(t) = \prod_{j=1}^{N-i} \frac{|t^n_{i+2j} - t^n_i| |\Gamma_{i+2j}|}{|t_{i+2j-1}^n - t^n_i| |\Gamma_{i+2j-1}|} \geq \prod_{j=1}^{N-i} |t^n_{i+2j-1} - t^n_i| |\Gamma_{i+2j-1}| \geq C$$

and for $N - i$ odd

$$\psi_i(t) = \frac{1}{|t^n_N - t^n_i| |\Gamma_N|} \prod_{j=1}^{N-i-1} \frac{|t^n_{i+2j} - t^n_i| |\Gamma_{i+2j}|}{|t^n_{i+2j-1} - t^n_i| |\Gamma_{i+2j-1}|} \geq \frac{C}{|t^n_N - t^n_i| |\Gamma_N|}$$

for some constant $C > 0$, since $|\Gamma_{i+2k} - |\Gamma_{i+2k-1}| \leq 0$. It thus remains to show that $\psi_k(t^n) \to \infty$ for $n \to \infty$ for some $k \in \{1, \ldots, N-1\}$. Let $k$ be maximal satisfying (3.6). If $k = N-1$ we infer $\psi_{N-1}(t^n) \to \infty$ for $n \to \infty$ and the proof is done. Otherwise there is $\delta > 0$ such that

$$\delta \leq |t^n_{j+1} - t^n_j| \leq \frac{1}{\delta} \quad \text{for all } j > k \quad (3.7)$$

and $n$ sufficiently large. Therefore, if $N - k$ is even,

$$\psi_k(t) = \frac{|t^n_{k+2} - t^n_k| |\Gamma_{k+2}|}{|t^n_{k+1} - t^n_k| |\Gamma_{k+1}|} \prod_{j=2}^{N-k} \frac{|t^n_{k+2j} - t^n_k| |\Gamma_{k+2j}|}{|t^n_{k+2j-1} - t^n_k| |\Gamma_{k+2j-1}|} \geq \frac{\tilde{C} \cdot \delta |\Gamma_{k+2}|}{|t^n_N - t^n_k| |\Gamma_N|} \to \infty$$

as $n \to \infty$ by (3.6) and (3.7), whereas for $N - k$ odd

$$\psi_k(t) = \frac{|t^n_{k+2} - t^n_k| |\Gamma_{k+2}|}{|t^n_{k+1} - t^n_k| |\Gamma_{k+1}|} \cdot \frac{1}{|t^n_N - t^n_k| |\Gamma_N|} \prod_{j=2}^{N-k} \frac{|t^n_{k+2j} - t^n_k| |\Gamma_{k+2j}|}{|t^n_{k+2j-1} - t^n_k| |\Gamma_{k+2j-1}|} \\geq \frac{\tilde{C} \cdot \delta |\Gamma_{k+2}| + 1}{|t^n_N - t^n_k| |\Gamma_N|} \to \infty \quad \text{as } n \to \infty,$$

again by (3.6) and (3.7) and the proof is done. \qed
3.2 A general deformation argument

For simplicity in stating our results, we find the following definition useful:

**Definition 3.4** (**ϕ**-complete deformations). Let $X$ be a topological space and let $\varphi$ be a flow on $\mathcal{F}_N\Omega$. We call a family $\beta \subset [\alpha] \in [X, \mathcal{F}_N\Omega]$ of homotopic maps $\varphi$-complete, if for any $\alpha \in \beta$ and any continuous map $T : \alpha(X) \to [0, \infty)$ such that $T(x) \in [0, t^+(x))$ for all $x \in \alpha(X)$ the map

$$X \ni x \mapsto \varphi(T(\alpha(x)), \alpha(x)) \in \mathcal{F}_N\Omega$$

is in $\beta$.

Denoting the gradient flow of $H_\Omega$ by

$$\varphi : \bigcup_{z \in \mathcal{F}_N\Omega} (t^-(z), t^+(z)) \times \{z\} \to \mathcal{F}_N\Omega,$$

in the sequel, we will frequently use the following

**Lemma 3.5** (general deformation argument). Suppose there is a subset $\mathcal{L} \subset \mathcal{F}_N\Omega$, such that $H_\Omega$ is bounded above on $\mathcal{L}$ by $\sigma$, that is

$$\sup_{\mathcal{L}} H_\Omega = \sigma < \infty.$$  \hfill (3.8)

Further let $X$ be a topological space, $\beta \subset [\alpha] \in [X, \mathcal{F}_N\Omega]$ be $\varphi$-complete, and such that for any representative $\alpha \in \beta$ the intersection

$$\alpha(X) \cap \mathcal{L} \neq \emptyset$$

is nonempty. Then, fixing some representative $\alpha_0$, there is $x \in \alpha_0(X)$, such that

$$\lim_{t \to t^+(x)} H_\Omega(\varphi(t, x)) < \infty.$$

**Proof.** Assume not. Then for every $x \in \alpha_0(X)$ there is a minimal $T(x) \in [0, t^+(x))$ such that

$$H_\Omega(\varphi(T(x), x)) = \sigma + 1.$$  

Since for each $x \in \alpha_0(X)$ $H_\Omega \circ \psi(\cdot, x)$ is strictly increasing (otherwise we are done), the map

$$T : \alpha_0(X) \ni x \mapsto T(x) \in \mathbb{R}$$

is continuous. It follows, that unambiguously defining

$$\alpha_t : X \ni \xi \mapsto \varphi(tT(\alpha_0(\xi)), \alpha_0(\xi)) \in \mathcal{F}_N\Omega,$$

where $t \in [0, 1]$: $\alpha_0 \simeq \alpha_1$ and $\alpha_1 \in \beta$, since $\beta$ is $\varphi$-complete, hence there is $\xi \in X$ with $\alpha_1(\xi) \in \mathcal{L}$, but $H_\Omega(\alpha_1(\xi)) = \sigma + 1$, in contradiction with (3.8), and we are done. \hfill \Box
4 Singularities of $H_\Omega$

This section is devoted to the study of $H_\Omega$ near collisions with the boundary $\partial \Omega$ or with each other away from the boundary and to give conditions on $\Gamma$ and $\Omega$ which prevent these.

The goal of this section is to prove the following

**Proposition 4.1.** Let $\Gamma \in \mathbb{R}^N$ be $\partial$–admissible and $\Delta$–admissible. Then there is $\delta > 0$ such that $|\nabla H_\Omega(z)| > 1$ for every $z$ in $\mathcal{M}_\delta$, where

$$\mathcal{M}_\delta := \{z \in \mathcal{F}_N\Omega : |z_i - z_j| \leq \delta \text{ or } d(z_j) \leq \delta \text{ for some } i, j \in \{1, \ldots, N\}, i \neq j\}.$$ 

In particular, $H_\Omega$ satisfies the Palais–Smale–condition. Further, if there is $z \in \mathcal{F}_N\Omega$ such that

$$\lim_{t \to t^+(z)} H_\Omega(\varphi(z,t)) < \infty,$$

we have $t^+(z) = \infty$ and there is a sequence $s_n \to \infty$ such that defining $z^{s_n} := \varphi(z,s_n)$, we have $z^{s_n} \to z^* \in \mathcal{F}_N\Omega$ where $\nabla H_\Omega(z^*) = 0$, hence $H_\Omega$ has a critical point.

The proof of proposition 4.1 of course involves a detailed study of the behaviour of $H_\Omega$ near its singularities. The functional $H_\Omega$ has singularities at the boundary $\partial \mathcal{F}_N\Omega$ of $\mathcal{F}_N\Omega$ in $\mathbb{C}^N$. This boundary consists of points $z \in \overline{\Omega}$ with $z_j \in \partial \Omega$ or $z_i = z_j$ for some indices $i, j \in \{1, \ldots, N\}$, $i \neq j$, corresponding to collisions of vortices with the boundary or with each other in $\overline{\Omega}$, respectively.

In order to deal with the problem of collisions effectively, we first introduce some convenient notation for dealing with different types of collisions of vortices within $\overline{\Omega}$, corresponding to the respective parts of the boundary $\partial \mathcal{F}_N\Omega$ of $\mathcal{F}_N\Omega$ in $\mathbb{C}^N$. In order not to get too deep into technicalities already in the introduction, we state the results in a simplified rather than their fully general version in order to give an overview of the topics covered.

First note that collisions of vortices correspond to partitions of the set $\{1, \ldots, N\}$ as follows: Given a point $z \in \overline{\Omega}^N$, we define

$$\mathcal{P}_z := \{C \subset \{1, \ldots, N\} : z_j = z_j \iff i, j \in C\},$$

which is clearly a partition of $\{1, \ldots, N\}$. We call an element $C \in \mathcal{P}_z$ a cluster, if it has more than one element itself. Denote the subset of clusters of $\mathcal{P}_z$ by $\mathcal{C}(\mathcal{P}_z)$. Now for $C \in \mathcal{P}_z$ define $z_C$ to be the unique element of $\{z_j : j \in C\}$. With this notation, the proof splits essentially into two major cases of types of collisions which have to be excluded. The one which can be settled most easily is the case of interior collisions, that is, given an initial value $z_0 \in \mathcal{F}_N\Omega$ there exists a point $z \in \partial \mathcal{F}_N\Omega$, such that the partition $\mathcal{P}_z$ has a cluster $C \in \mathcal{C}(\mathcal{P})$ satisfying $z_C \in \overline{\Omega}$, such that $\varphi(z_0,t)_{j} \to z_C$ as $t \to t^+(z_0)$ if and only if $j \in C$. We denote the set of interior collision points as

$$\partial_{\text{int}} \mathcal{F}_N\Omega = \{z \in \partial \mathcal{F}_N\Omega : \exists \ C \in \mathcal{C}(\mathcal{P}_z) \text{ such that } z_C \in \overline{\Omega}\}.$$
Note that this does include the case of vortices colliding with the boundary, as long as there are some other vortices, which collide inside \( \Omega \) at the same time.

The second case, which in the following is termed "boundary collisions" is more complicated to settle. In this case the collision point \( z \in \partial F_N \Omega \) satisfies \( z_C \in \partial \Omega \) for each cluster \( C \in C(P) \), and it holds that \( \varphi(z_0, t) \to z_C \) as \( t \to t^+(z_0) \) for all \( j \in C, C \in C(P_z) \).

We denote the set of boundary collisions with

\[
\partial_{\text{bdry}} F_N \Omega = \{ z \in \partial F_N \Omega : \forall C \in C(P_z) : z_C \in \partial \Omega \}.
\]

Clearly \( \partial F_N \Omega \) is the disjoint union of these two sets.

Before we turn to the proof of proposition 4.1 we state some essential lemmata which help us settle the above two cases.

### 4.1 Interior collisions

**Lemma 4.2.** Let \( \Gamma \) be \( \Delta \)–admissible and for any partition \( P \) of \( \{1, \ldots, N\} \), \( C \in C(P) \) define

\[
J_C : F_N C \ni z \mapsto \sum_{i,j \in C, i \neq j} \Gamma_i \Gamma_j \ln |z_i - z_j| \in \mathbb{R},
\]

\[
J_P : F_N C \ni z \mapsto \sum_{C \in C(P)} J_C(z) \in \mathbb{R}.
\]

Further define the constant \( C_\Gamma \) by

\[
C_\Gamma := \min_{\text{partition of } \{1, \ldots, N\}} \min_{C \in C(P), C \neq \emptyset} \left| \sum_{i,j \in C, i \neq j} \Gamma_i \Gamma_j \right|,
\]

which is positive since \( \Gamma \) is \( \Delta \)–admissible. With this notation the inequality

\[
|\nabla J_P(w)| \geq C_\Gamma \max_{C \in C(P_z)} \left( \sum_{i \in C} |w_i - z_C|^2 \right)^{-\frac{1}{2}}.
\]

holds for every \( z \in \partial F_N C, w \in F_N C \).

**Proof.** Fix points \( z \in \partial F_N C, w \in F_N C \) and some cluster \( C \in C(P_z) \), put \( \sim C := (z_C, \ldots, z_C) \in \mathbb{C}^N \) and define

\[
j_C : (0, \infty) \ni r \mapsto J_C(\sim C + r(w - \sim C)) \in \mathbb{R}.
\]

Then

\[
j_C'(1) = \sum_{i,j \in C, i \neq j} \Gamma_i \Gamma_j \neq 0
\]
and letting $c_C := \left| j'_C(1) \right|$ we infer

$$0 < c_C = \left| j'_C(1) \right| = \left| \langle \nabla J_C(w), w - \bar{z}_C \rangle \right| \leq \left| \nabla J_C(w) \right| \cdot \left( \sum_{i \in C} \left| w_i - \bar{z}_C \right|^2 \right)^{\frac{1}{2}}$$

for any $w \in \mathcal{F}_N$. Together with $\min_{C \in C(P_z)} c_C \geq C_\Gamma$ and

$$\left| \nabla J_{P_z}(w) \right| = \left( \sum_{C \in C(P_z)} \left| \nabla J_C(w) \right|^2 \right)^{\frac{1}{2}} \geq \max_{C \in C(P_z)} \left| \nabla J_C(w) \right|$$

the claim follows. 

\[ \square \]

**Lemma 4.3.** Let $\Gamma$ be $\Delta$-admissible and $\bar{z} \in \partial_{\text{int}} \mathcal{F}_N \Omega$ with corresponding partition $P_z$, and let $C \in C(P_z)$ be an interior collision cluster, that is $\bar{z}_C \in \Omega$. There exists $\delta > 0$, such that for each $z \in U_\delta(\bar{z}) \cap \mathcal{F}_N \Omega$:

$$\left| \nabla H_\Omega(z) \right| \geq \frac{C_\Gamma}{4\pi} \left( \sum_{i \in C} \left| z_i - \bar{z}_C \right|^2 \right)^{-\frac{1}{2}}.$$

**Proof.** We decompose $H_\Omega$ as

$$H_\Omega(z) = -\frac{1}{2\pi} J_{P_z}(z) + K(z),$$

where

$$K(z) = \sum_{j=1}^N \Gamma_j^2 h(z_j) + \sum_{I \in C(P_z)} \sum_{i,j \in I \atop i \neq j} \Gamma_i \Gamma_j g(z_i, z_j) + \sum_{i,j \in \{1,\ldots,N\}} \Gamma_i \Gamma_j G(z_i, z_j).$$

Fixing some interior collision cluster $C$, we have

$$\left| \nabla H_\Omega(z) \right| \geq \left| \nabla H_\Omega(z) \right|_C = \left| -\frac{1}{2\pi} \nabla J_{P_z}(z) + \nabla K(z) \right|_C$$

$$\geq \frac{1}{2\pi} \left| \nabla J_{P_z}(z) \right|_C - \left| \nabla K(z) \right|_C = \frac{1}{2\pi} \left| \nabla J_C(z) \right| - \left| \nabla K(z) \right|_C$$

$$\geq \frac{1}{2\pi} \left| \nabla J_C(z) \right| - \sum_{j \in C} \Gamma_j^2 \left| \nabla h(z_j) \right| - \sum_{i,j \in C \atop i \neq j} \left| \Gamma_i \Gamma_j \right| \left( \left| \nabla z_i g(z_i, z_j) \right| + \left| \nabla z_j g(z_i, z_j) \right| \right) - \sum_{i \in C, j \not\in C} \left| \Gamma_i \Gamma_j \right| \left| \nabla z_i G(z_i, z_j) \right|,$$

(4.1)
where for $\zeta \in \mathbb{C}^N$: $|\zeta|_C := |\pi_C \zeta|$, and $\pi_C : \mathbb{C}^N \to \{ z \in \mathbb{C}^N : z_j = 0 \text{ if } j \not\in C \}$ is the orthogonal projection. For $z \in \mathbb{C}^N$ define

$$r_C(z) := \min \left\{ \min_{i \in C, j \not\in C} |z_i - z_j|, \min_{j \in C} \text{dist}(z_j, \partial \Omega) \right\}.$$

Since $\delta_0 := r_C(\bar{z}) > 0$ and $r_C$ is clearly continuous, there is $\bar{\delta} > 0$, such that $r_C(z) \geq \frac{\delta_0}{2}$ for every $z \in U_{\bar{\delta}}(\bar{z}) \cap \mathcal{F}_N \Omega$, which by means of hypothesis 2.4 implies that on $U_{\bar{\delta}}(\bar{z}) \cap \mathcal{F}_N \Omega$ the last terms of (4.1) are bounded by some constant $C \geq 0$.

Now applying lemma 4.2 yields

$$|\nabla H_\Omega(z)| \geq C \Gamma \left( \sum_{i \in C} |z_i - \bar{z}_C|^2 \right)^{-\frac{1}{2}} - \tilde{C},$$

Since $\left( \sum_{i \in C} |z_i - \bar{z}_C|^2 \right)^{-\frac{1}{2}} \to \infty$ for $z \to \bar{z}$, we may choose some $\delta \in (0, \bar{\delta})$, such that for every $z \in U_\delta(\bar{z}) \cap \mathcal{F}_N \Omega$:

$$\left( \sum_{i \in C} |z_i - \bar{z}_C|^2 \right)^{-\frac{1}{2}} \geq \frac{4\pi \tilde{C}}{C \Gamma},$$

so that

$$|\nabla H_\Omega(z)| \geq \frac{C \Gamma}{4\pi} \left( \sum_{i \in C} |z_i - \bar{z}_C|^2 \right)^{-\frac{1}{2}},$$

which is what we were to show.

4.2 Boundary collisions

Now we study the behaviour of $H_\Omega$ near $\partial_{\text{bdry}} \mathcal{F}_N \Omega$. Let therefore be $\bar{z} \in \partial_{\text{bdry}} \mathcal{F}_N \Omega$, that is $\mathcal{P}_\bar{z}$ is a partition of $\{1, \ldots, N\}$, such that we have distinct points $\bar{z}_C \in \partial \Omega$ for every cluster $C \in \mathcal{C}(\mathcal{P}_\bar{z})$. It may as well be that $\mathcal{C}(\mathcal{P}_\bar{z}) = \emptyset$. In this case we have $\bar{z} \in \mathcal{F}_N \partial \Omega$.

Settling the case of interior collisions is relatively easy since, away from $\partial \Omega$, the logarithmic singularity of $G$ dominates the interaction between vortices. If two vortices $x, y$ are near to the boundary and to each other, this is no longer true, since then the term $g(x, y)$ cannot be neglected. The next lemma is the key to the understanding of the interaction taking place between vortices near the boundary.

**Lemma 4.4.** Setting

$$A(x, y) := 2\pi \left( \langle \nabla_x G(x, y), d_x \nu_x \rangle + \langle \nabla_y G(x, y), d_y \nu_y \rangle \right)$$

for $x, y \in \Omega_\epsilon$, we have

$$A(x, y) = \frac{(x - \bar{y}, \nu_y)^2}{|x - \bar{y}|^2} - \frac{(x - y, \nu_y)^2}{|x - y|^2} + o(1),$$

for $x, y \in \Omega_\epsilon$. Now applying lemma 4.2 yields
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as well as
\[ |A(x, y)| \leq 1 + o(1) \]
as \( x, y \to x_0 \in \partial \Omega \). Moreover, if \( \Omega \) is strictly convex, we have
\[ o(1) \leq A(x, y) \leq 1 + o(1) \]

**Proof.** By hypothesis 2.4 we may write
\[ G(x, y) = \frac{1}{2\pi} \ln \frac{|\bar{x} - y|}{|x - y|} + O(1), \]
as \( x, y \to x_0 \in \partial \Omega \), and the approximation holds in the \( C^1 \)-sense, therefore (since \( \bar{x} = 2p(x) - x \))
\[ 2\pi \nabla_x G(x, y) = (2Dp(x) - id) \frac{\bar{x} - y}{|\bar{x} - y|^2} - \frac{x - y}{|x - y|^2} + O(1) \]
which leads to
\[ A(x, y) = \left\langle \frac{y - \bar{x}}{|\bar{x} - y|^2} - \frac{x - y}{|x - y|^2}, d_x \nu_x \right\rangle + \left\langle \frac{\bar{y} - y}{|\bar{y} - \bar{x}|^2} - \frac{y - \bar{x}}{|y - \bar{x}|^2}, d_y \nu_y \right\rangle + o(1) \]
\[ = 2 \left( \frac{d_x^2}{|\bar{x} - y|^2} + \frac{d_y^2}{|\bar{y} - \bar{x}|^2} \right) + \left\langle y - x, \frac{d_x \nu_x}{|\bar{x} - y|^2} \right\rangle + \left\langle x - y, \frac{d_y \nu_y}{|\bar{y} - \bar{x}|^2} \right\rangle - \left\langle \frac{x - y}{|x - y|^2}, d_x \nu_x - d_y \nu_y \right\rangle + o(1) \]
\[ = 2 \left( \frac{d_x^2}{|\bar{x} - y|^2} + \frac{d_y^2}{|\bar{y} - x|^2} \right) + \left\langle x - y, \frac{d_y \nu_y}{|\(bar{y} - x)|^2} - \frac{d_x \nu_x}{|x - y|^2} \right\rangle - 1 \]
\[ + \left\langle \frac{x - y}{|x - y|^2}, p(x) - p(y) \right\rangle + o(1) \]
Since \( p(x) - p(y) = Dp(y)(x - y) + o(|x - y|) \) we have, using lemma 3.1
\[ A(x, y) = 2 \left( \frac{d_x^2}{|\bar{x} - y|^2} + \frac{d_y^2}{|\bar{y} - x|^2} \right) + \left\langle x - y, \frac{d_y \nu_y}{|\bar{y} - x|^2} - \frac{d_x \nu_x}{|x - y|^2} \right\rangle - 1 \]
\[ + \left\langle \frac{x - y}{(1 - \kappa_y d_y)|x - y|^2} \right\rangle + o(1) \]
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\[
= 2 \left( \frac{d_x^2}{|x-y|^2} + \frac{d_y^2}{|y-x|^2} \right) - \left( x-y, \frac{d_x \nu_x - d_y \nu_y}{|x-y|^2} \right) + \frac{(x-y, \tau_y)^2}{(1 - \kappa_y d_y)|x-y|^2} - 1
\]
\[
- (x-y, d_x \nu_x) \left( \frac{1}{|x-y|^2} - \frac{1}{|x-y|^2} + o(1) \right).
\tag{4.2}
\]

We shall now see, that the whole last line of (4.2) is in fact \(o(1)\):
\[
\left| (x-y, d_x \nu_x) \left( \frac{1}{|x-y|^2} - \frac{1}{|x-y|^2} \right) \right| \leq d_x |x-y| \cdot \frac{1}{|x-y|^2} \cdot |x-y|^2 - |x-y|^2 |x-y|^2 \]
\[
\leq \frac{d_x |x-y|}{|x-y|^2} \cdot c(d_x + d_y) p(x) - p(y) \leq \tilde{c} d_x (d_x + d_y) |x-y|^2 \cdot |x-y| \leq \tilde{c} |x-y| = o(1)
\]
for some constants \(c, \tilde{c} > 0\), where we used lemma 3.2 repeatedly. For the sake of a more readable presentation, we continue by estimating the second term of (4.2) separately.
\[
\left< x-y, \frac{d_x \nu_x - d_y \nu_y}{|x-y|^2} \right> = \frac{|x-y|^2}{|x-y|^2} - \left< x-y, \frac{1}{|x-y|^2} \cdot (x-y, \nu_y) \right> + o(|x-y|)
\]
\[
= \frac{|x-y|^2}{|x-y|^2} - \frac{(x-y, \nu_y)^2}{(1 - \kappa_y d_y)|x-y|^2} + o(1)
\]

Therefore
\[
A(x, y) = 2 \left( \frac{d_x^2}{|x-y|^2} + \frac{d_y^2}{|y-x|^2} \right) - \frac{|x-y|^2}{|x-y|^2} + \frac{(x-y, \nu_y)^2}{1 - \kappa_y d_y} \left( \frac{1}{|x-y|^2} + \frac{1}{|x-y|^2} \right) - 1 + o(1)
\]
\[
= 2 \left( \frac{d_x^2}{|x-y|^2} + \frac{d_y^2}{|y-x|^2} \right) - \frac{|x-y|^2}{|x-y|^2} + (x-y, \nu_y)^2 \left( \frac{1}{|x-y|^2} + \frac{1}{|x-y|^2} \right) - 1
\]
\[
+ (x-y, \tau_y)^2 \left( \frac{1}{|x-y|^2} + \frac{1}{|x-y|^2} \right) \left( \frac{1}{1 - \kappa_y d_y} - 1 \right) + o(1).
\]
Since \(|y-x| \geq \hat{c} |x-y|\) for some \(\hat{c} > 0\) and \(d_y = o(1)\), whereas \(\kappa_y\) is bounded, the last line of the preceding formula is again \(o(1)\). Since \(|x-y|^2 = (x-y, \nu_y)^2 + (x-y, \nu_y)^2\) we may then rewrite \(A(x, y)\) as
\[
A(x, y) = 2 \left( \frac{d_x^2}{|x-y|^2} + \frac{d_y^2}{|y-x|^2} \right) - \frac{|x-y|^2}{|x-y|^2} + (x-y, \tau_y)^2 \left( \frac{1}{|x-y|^2} + \frac{1}{|x-y|^2} \right) - 1 + o(1)
\]
\[
= 2 \left( \frac{d_x^2}{|x-y|^2} + \frac{d_y^2}{|y-x|^2} \right) - (x-y, \nu_y)^2 \left( \frac{1}{|x-y|^2} + \frac{1}{|x-y|^2} \right) + o(1)
\]

22
\[
= 2 \frac{d_x^2 + d_y^2}{|x - y|^2} - (x - y, \nu_y)^2 \left( \frac{1}{|x - y|^2} + \frac{1}{|x - y|^2} \right) \\
- 2d_x^2 \left( \frac{1}{|x - y|^2} - \frac{1}{|x - y|^2} \right) + o(1).
\]

Again, the last line is \( o(1) \), since

\[
\left| d_x \left( \frac{1}{|x - y|^2} - \frac{1}{|x - y|^2} \right) \right| = \frac{d_x^2 |\bar{x} - y|^2 - |x - y|^2|}{|x - y|^2 |x - y|^2} \leq \frac{d_x^2 |p(x) - p(y)|^2}{|x - y|^2 |x - y|^2} (dx + dy) = o(1),
\]

which is also obtained using lemma \( \ref{lemma3.2} \). In the following we abbreviate \( \alpha = \langle x - y, \nu_y \rangle \), \( \beta = \langle x - y, \tau_y \rangle \), hence

\[
x - y = \alpha \nu_y + \beta \tau_y,
\]

\[
d_x^2 = d_y^2 + Dd^2(x - y) + \frac{1}{2} D^2 d^2 |x - y| + o(|x - y|^2)
\]

\[
= d_y^2 + 2d_y (x - y, \nu_y) + \langle x - y, (id - Dp)(x - y) \rangle + o(|x - y|^2)
\]

\[
= d_y^2 + 2\alpha d_y + \alpha^2 + \beta^2 - \frac{1}{1 - \kappa_y d_y} \beta^2 + o(|x - y|^2)
\]

\[
= d_y^2 + 2\alpha d_y + \alpha^2 + \beta^2 \left( 1 - \frac{1}{1 - \kappa_y d_y} \right) + o(|x - y|^2)
\]

which implies

\[
A(x, y) = \frac{4d_y^2 + 4\alpha d_y + 2\alpha^2 - \alpha^2}{\alpha + 2d_y)^2 + \beta^2} + o(1) = \frac{(\alpha + 2d_y)^2}{\alpha + 2d_y)^2 + \beta^2} - \frac{\alpha^2}{\alpha^2 + \beta^2} + o(1),
\]

which is precisely our first claim. The second claim also follows easily, since \( \frac{\xi^2}{\xi^2 + \beta^2} \in [0, 1] \)

for every \( \xi \in \mathbb{R} \).

We will now show that the above is in fact nonnegative up to an error of \( o(1) \) if \( \Omega \) is strictly convex.

First observe that \( A(x, y) = o(1) \) for \( \beta = 0 \). On the other hand, setting \( f(t) := \frac{t^2}{t^2 + \beta^2} \)

for \( \beta \neq 0 \) and \( t \in \mathbb{R} \) we may apply the mean value theorem to get

\[
A(x, y) = f(\alpha + 2d_y) - f(\alpha) + o(1) = 2d_y f'(\xi) + o(1) = \frac{4d_y \beta \xi}{(\xi^2 + \beta^2)^2} + o(1)
\]

for some \( \xi \in [\alpha, \alpha + 2d_y] \).

Now define \( \alpha = \langle x - y, \nu_y \rangle \) and \( \alpha' = \langle y - x, \nu_x \rangle \). In the sequel, we will show that for

any \( x, y \in \Omega \), one of both scalar products is nonnegative if \( |x - y| \) is small enough.

Assume on the contrary that there are sequences \( (x^n), (y^n) \subset \Omega \) with \( |x^n - y^n| \to 0 \)

as \( n \to \infty \) such that \( \alpha_n = \langle x^n - y^n, \nu_y^n \rangle < 0 \) and \( \alpha'_n = \langle y^n - x^n, \nu_x^n \rangle < 0 \) for every

\( n \in \mathbb{N} \). Then we have

\[
0 > \alpha_n + \alpha'_n = \langle x^n - y^n, \nu_y^n - \nu_x^n \rangle = \langle x^n - y^n, -D\nu_y^n (x^n - y^n) + o(|x^n - y^n|) \rangle
\]
\[ \langle x^n - y^n, \frac{\kappa_y}{1 - \kappa_y d_y} (x^n - y^n, \tau_y n) \tau_y n + o(|x^n - y^n|) \rangle \]
\[ = \frac{\kappa_y}{1 - \kappa_y d_y} \beta_n^2 + o(|x^n - y^n|^2), \]
hence \( \beta_n^2 := (x^n - y^n, \tau_y n)^2 = o(|x^n - y^n|^2) \), since \( \kappa_y \geq \tilde{\epsilon} \) for all \( y \in \Omega \) and some \( \tilde{\epsilon} > 0 \) if \( \Omega \) is strictly convex. Since \( \alpha_n^2 + \beta_n^2 = |x^n - y^n|^2 \) we infer
\[ \frac{\alpha_n^2}{|x^n - y^n|^2} = 1 - \frac{\beta_n^2}{|x^n - y^n|^2} \to 1 \]
as \( n \to \infty \), which implies
\[ \frac{\alpha_n}{|x^n - y^n|} \to -1 \]
as \( n \to \infty \), since we have assumed \( \alpha_n < 0 \). It follows that
\[ -1 < \frac{\alpha_n}{|x^n - y^n|} > \frac{\alpha_n + \alpha'_n}{|x^n - y^n|} = \frac{\kappa_y}{1 - \kappa_y d_y} \frac{\beta_n^2}{|x^n - y^n|} + o(|x^n - y^n|) \to 0 \]
as \( n \to \infty \), which is the desired contradiction.

Hence for every \( x, y \in \Omega \) sufficiently close to each other, one of the two scalar products \( \alpha, \alpha' \) is nonnegative, and since \( A(x, y) \) is symmetric in \( x, y \) by definition, we might interchange the roles of \( x \) and \( y \) to assume \( \alpha \geq 0 \), which in turn implies \( \xi \geq 0 \) and we are done. \( \square \)

**Lemma 4.5.** Let \( \Gamma \) be \( \partial \)-admissible, \( \bar{z} \in \partial \text{bdry} F_N \Omega \) and let \( C \in P_{\bar{z}} \) satisfy \( \bar{z}_C \in \partial \Omega \).
There is \( \delta > 0 \) such that for every \( z \in U_{\delta}(\bar{z}) \cap F_N \Omega \)
\[ |\nabla H_{\Omega}(z)| \geq \frac{\varepsilon_C}{2\pi} \left( \sum_{j \in C} d(z_j)^2 \right)^{-\frac{1}{2}}, \]
where the constant \( \varepsilon_C > 0 \) is given by
\[ \varepsilon_C := \frac{1}{2} \left( \sum_{i \in C} \Gamma_i^2 - \sum_{i,j \in C, i \neq j} |\Gamma_i \Gamma_j| \right), \]
if \( \Omega \) is not strictly convex, and by
\[ \varepsilon_C := \frac{1}{2} \left( \sum_{i \in C} \Gamma_i^2 - \sum_{i,j \in C, \Gamma_i \Gamma_j < 0} |\Gamma_i \Gamma_j| \right), \]
instead, if it is strictly convex.
Proof. Note that in each case $\varepsilon_C > 0$ by the condition of $\partial$-admissibility. There is $\tilde{\delta} > 0$, such that $z_j \in \Omega_j$ for any $j \in C$, $z \in U_\delta(\tilde{z}) \cap F_N \Omega$. We thus may consider the function

$$\Phi_C : U_\delta(\tilde{z}) \cap F_N \Omega \ni z \mapsto \pi \sum_{j \in C} d(z_j)^2 \in [0, \infty)$$

and simply compute

$$\langle \nabla H_\Omega(z), \nabla \Phi_C(z) \rangle = 2\pi \sum_{j \in C} \langle \nabla_{z_j} H_\Omega(z), d(z_j)\nu(z_j) \rangle$$

$$= 2\pi \sum_{j \in C} \left( \Gamma_j^2 \nabla h(z_j) + 2 \sum_{i \in C \setminus \{j\}} \Gamma_i \Gamma_j \nabla_{z_j} G(z_j, z_i) + O(1), d(z_j)\nu(z_j) \right)$$

$$= 2\pi \sum_{j \in C} \left( \Gamma_j^2 \nabla h(z_j), d(z_j)\nu(z_j) \right) + 4\pi \sum_{i,j \in C, i \neq j} \Gamma_i \Gamma_j \langle \nabla_{z_j} G(z_j, z_i), d(z_j)\nu(z_j) \rangle + o(1)$$

$$= \sum_{j \in C} \Gamma_j^2 \frac{\nu(z_j)}{d(z_j)}, d(z_j)\nu(z_j) \right) + 2 \sum_{i,j \in C, i < j} \Gamma_i \Gamma_j A(z_i, z_j) + o(1)$$

as $z \to \tilde{z}$. Here we have used the fact that $\nabla_{z_j} G(z_j, z_i) = O(1)$ for $j \in C$, $i \notin C$ as $z \to \tilde{z}$ by hypothesis 2.4.

In case $\Omega$ is not strictly convex, we may estimate this by

$$\geq \sum_{j \in C} \Gamma_j^2 - 2 \sum_{i,j \in C, i < j} |\Gamma_i \Gamma_j| + o(1) = \sum_{j \in C} \Gamma_j^2 - \sum_{i,j \in C, i \neq j} |\Gamma_i \Gamma_j| + o(1) = 2\varepsilon_C + o(1)$$

as $z \to \tilde{z}$ by use of lemma 4.4.

If, on the other hand, $\Omega$ is strictly convex, we may again use lemma 4.4 and similarly conclude

$$\langle \nabla H_\Omega(z), \nabla \Phi_C(z) \rangle \geq \sum_{j \in C} \Gamma_j^2 - 2 \sum_{i,j \in C, i < j, \Gamma_i \Gamma_j < 0} |\Gamma_i \Gamma_j| + o(1)$$

$$= \sum_{j \in C} \Gamma_j^2 - \sum_{i,j \in C, \Gamma_i \Gamma_j < 0} |\Gamma_i \Gamma_j| + o(1) = 2\varepsilon_C + o(1)$$

as $z \to \tilde{z}$. In any case we obtain that there is $\delta \in (0, \tilde{\delta})$ such that

$$\langle \nabla H_\Omega(z), \nabla \Phi_C(z) \rangle \geq \varepsilon_C$$

for every $z \in U_\delta(\tilde{z}) \cap F_N \Omega$.

On the other hand we have

$$\langle \nabla H_\Omega(z), \nabla \Phi_C(z) \rangle \leq |\nabla H_\Omega(z)| \cdot |\nabla \Phi_C(z)| = 2\pi \cdot |\nabla H_\Omega(z)| \cdot \left( \sum_{j \in C} d(z_j)^2 \right)^{\frac{1}{2}}$$
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by simply applying the Cauchy–Schwarz–inequality, hence we obtain

\[ |\nabla H_\Omega(z)| \geq \frac{\varepsilon C}{2\pi} \left( \sum_{j \in C} d(y_j)^2 \right)^{-\frac{1}{2}} \]

for every \( z \in U_\delta(\tilde{z}) \cap F_N \Omega \) and we are done. \( \square \)

### 4.3 Proof of proposition 4.1

Equipped with these estimates we now turn to the proof of proposition 4.1, which is comprised of the next few lemmata.

**Lemma 4.6.** There is \( \delta > 0 \) such that \( |\nabla H_\Omega(z)| > 1 \) for every \( z \in M_\delta \).

**Proof.** Assume on the contrary that there are sequences \( \delta_n \to 0 \), \( \delta_n > 0 \) and \( z^n \in M_{\delta_n} \) such that \( |\nabla H_\Omega(z^n)| \leq 1 \) for all \( n \in \mathbb{N} \). Then, upon choosing a convergent subsequence, we may assume \( z^n \in U_{\delta_n}(\tilde{z}) \) for some \( \tilde{z} \in \partial F_N \Omega \) and every \( n \in \mathbb{N} \). Now if \( \tilde{z} \in \partial_{\text{int}} F_N \Omega \) there are \( n_0 \in \mathbb{N} \) and \( C \in \mathcal{C}(\tilde{P}_\tilde{z}) \) satisfying \( \tilde{z}_C \in \Omega \) such that

\[ |\nabla H_\Omega(z^n)| \geq \frac{C}{4\pi} \left( \sum_{i \in C} |x_i^n - \tilde{z}_C|^2 \right)^{-\frac{1}{2}} \geq \frac{C}{4\pi \sqrt{|C|\delta_n}} \]

for every \( n \geq n_0 \) by lemma 4.3. Similarly, if \( \tilde{z} \in \partial_{\text{bdry}} F_N \Omega \) there are \( n_0 \in \mathbb{N} \) and \( C \in \mathcal{P}_{\tilde{z}} \) satisfying \( \tilde{z}_C \in \partial \Omega \) such that

\[ |\nabla H_\Omega(z^n)| \geq \frac{\varepsilon C}{2\pi} \left( \sum_{j \in C} d(y_j)^2 \right)^{-\frac{1}{2}} \geq \frac{\varepsilon C}{2\pi \sqrt{|C|\delta_n}} \]

for every \( n \geq n_0 \) by lemma 4.5. This, however, contradicts the fact that \( |\nabla H_\Omega(z^n)| \leq 1 \) for all \( n \in \mathbb{N} \) and the proof is done. \( \square \)

Since \( \overline{M_\delta} \) is a neighbourhood of \( \partial F_N \Omega \) in \( \overline{\Omega} \), this in particular shows that \( H_\Omega \) satisfies the Palais–Smale–condition.

**Lemma 4.7.** Let \( z \in F_N \Omega \) satisfy

\[ \lim_{t \to t^+(z)} H_\Omega(\varphi(z,t)) = c_0 < \infty. \]

Then \( t^+(z) = \infty \).

**Proof.** In general we have for \( s, t \in [0, t^+(z)), \ s < t \) and \( z^t := \varphi(z,t) \)

\[ |z^t - z^s| \leq \int_s^t |\nabla H_\Omega(z^\tau)|d\tau \leq \sqrt{t-s} \sqrt{\int_s^t |\nabla H_\Omega(z^\tau)|^2d\tau} = \sqrt{t-s} \sqrt{H_\Omega(z^t) - H_\Omega(z^s)} \]
\[ \leq \sqrt{|t-s|} \sqrt{c_0 - H_\Omega(z^s)} \quad (4.3) \]

Now if \( t^+(z) < \infty \) we may take the limit \( t \to t^+(z) \) on the right hand side of (4.3) to obtain that for every \( \varepsilon > 0 \) there is \( t_0 \in [0,t^+(z)) \) and any \( s,t \in [t_0,t^+(z)) \), \( s < t \):

\[ |z^t - z^s| < \varepsilon, \text{ hence } z^t \to z \text{ as } t \to t^+(z) \]

for some \( \bar{z} \in \mathcal{F}_N \Omega = \Omega^N \), since \( \Omega^N \) is compact.

Let \( \delta > 0 \) be such that the consequences of lemmata 4.3 and 4.5 hold.

If \( \bar{z} \in \partial_{bdry} \mathcal{F}_N \Omega \) we find \( C \in \mathcal{P}_z \) and \( t_0 \in [0,t^+(z)) \) such that for every \( t \in [t_0,t^+(z)) \)

\[ \frac{d}{dt} \Phi_C(z^t) = \langle \nabla H_\Omega(z^t), \nabla \Phi_C(z^t) \rangle \geq \varepsilon_C > 0, \]

by application of lemma 4.5 which is a contradiction.

If, on the other hand, \( \bar{z} \in \partial_{int} \mathcal{F}_N \Omega \), we have \( C \in \mathcal{C}(\mathcal{P}_z) \) as well as \( t_0 \in [0,t^+(z)) \)

such that for all \( t \in [t_0,t^+(z)) \)

\[ |\nabla H_\Omega(z^t)| \geq \frac{C_\Gamma}{4\pi} \left( \sum_{i \in C} |z^t_i - \bar{z}_C|^2 \right)^{-\frac{1}{2}} \]

by lemma 4.3. We thus may compute for \( s \in [t_0,t^+(z)) \), \( t \in (s,t^+(z)) \)

\[ H_\Omega(z^t) - H_\Omega(z^s) \geq \int_s^t \frac{C_\Gamma}{4\pi} |\nabla H_\Omega(z^\tau)| \left( \sum_{i \in C} |z^\tau_i - \bar{z}_C|^2 \right)^{-\frac{1}{2}} d\tau \]

\[ = \frac{C_\Gamma}{4\pi} \int_s^t |\dot{z}^\tau| \left( \sum_{i \in C} |z^\tau_i - \bar{z}_C|^2 \right)^{-\frac{1}{2}} d\tau \geq \frac{C_\Gamma}{4\pi} \int_s^t |\pi_C \dot{z}^\tau| \left( \sum_{i \in C} |\pi_C(z^\tau - \bar{z})|^2 \right)^{-\frac{1}{2}} d\tau \]

\[ \geq \frac{C_\Gamma}{4\pi} \int_s^t \left| \left\langle \pi_C \dot{z}^\tau, \frac{\pi_C(z^\tau - \bar{z})}{|\pi_C(z^\tau - \bar{z})|} \right\rangle \right| \left( \sum_{i \in C} |z^\tau_i - \bar{z}_C|^2 \right)^{-\frac{1}{2}} d\tau \]

\[ = \frac{C_\Gamma}{4\pi} \int_s^t \frac{d}{d\tau} \left( \sum_{i \in C} |z^\tau_i - \bar{z}_C|^2 \right)^{\frac{1}{2}} d\tau \geq - \frac{C_\Gamma}{4\pi} \int_s^t \frac{d}{d\tau} \left( \sum_{i \in C} |z^\tau_i - \bar{z}_C|^2 \right)^{\frac{1}{2}} d\tau \]

\[ = \frac{C_\Gamma}{8\pi} \ln \frac{\sum_{i \in C} |z^\tau_i - \bar{z}_C|^2}{\sum_{i \in C} |z^\tau_i - \bar{z}_C|^2} \to \infty \quad (t \to t^+(z)), \]

contrary to our assumption. It follows that \( t^+(z) = \infty \), which is what we were to show.

The next lemma finishes the proof of proposition 4.1.

**Lemma 4.8.** If there is \( z \in \mathcal{F}_N \Omega \) satisfying

\[ \lim_{t \to t^+(z)} H_\Omega(\varphi(z,t)) = c_0 < \infty, \]

there is a sequence \( (z^n) \subset \mathcal{F}_N \Omega \) and a point \( z^* \in \mathcal{F}_N \Omega \) such that \( z^n \to z^* \) and \( \nabla H_\Omega(z^n) \to 0 \) as \( n \to \infty \).
Proof. Since \( t^+(z) = \infty \) by Lemma 4.7, consider a sequence \((t_n) \subset [0, \infty), t_n \to \infty, \) such that \( z^{t_n} \to z^* \) as \( n \to \infty. \)

Let us assume at first that there are \( n_0 \in \mathbb{N}, \delta > 0, \) such that \( \delta \leq t_{n+1} - t_n \) and \( |\nabla H_\Omega(z^t)| \geq \frac{1}{\sqrt{n}} \) for all \( n \geq n_0 \) and for all \( t \in [t_n, t_n + \delta]. \) Then we have

\[
H_\Omega(z^{t_n}) \geq H_\Omega(z^{t_{n_0}}) + \sum_{j=n_0}^{n} \int_{t_j}^{t_j+\delta} |\nabla H_\Omega(z^s)|^2 \, ds = H_\Omega(z^{t_{n_0}}) + \sum_{j=n_0}^{n} \frac{\delta}{j} \to \infty \quad (n \to \infty),
\]

contrary to our main assumption.

Thus there exists a sequence \( \delta_n \to 0, \delta_n > 0 \) for all \( n \in \mathbb{N}, \) such that with \( s_n := t_n + \delta_n: |\nabla H_\Omega(z^{s_n})| < \frac{1}{\sqrt{n}}. \) It follows that \( z^{s_n} \to z^* \) as \( n \to \infty \) because of (4.3), since \( |s_n - t_n| = \delta_n \to 0. \) Abbreviating \( z^{s_n} \) by \( z^n \) we have \( \nabla H_\Omega(z^n) \to 0 \) as well as \( z^n \to z^* \) as \( n \to \infty. \) Lemma 4.6 now implies \( z^* \in \mathcal{F}_N \Omega \) and the proof is finished.

This also finishes the proof of Proposition 4.1. All that is left to do for proving our main results concerning asymmetric domains is to provide a sort of linking argument for \( H_\Omega, \) that is finding a point \( z \in \mathcal{F}_N \Omega \) such that \( H_\Omega(z^t) \) has a finite limit for \( t \to \infty. \) This is done by applying Lemma 3.5 within the next section.

5 Linking phenomena for \( H_\Omega \)

5.1 The simply connected case

This subsection is concerned with the proof of Theorem 2.12.

Let \( \Gamma \) be \( \partial \)- and \( \Delta \)-admissible, and let \( \Gamma \) be \( \mathcal{L} \)-admissible with corresponding permutation \( \sigma. \) Reordering the vortices, we may without loss of generality assume that \( \sigma = \text{id} \) and hence abbreviate \( \mathcal{L}_N \Omega := \mathcal{L}_N^{\text{id}} \Omega. \)

The theorem is trivial for \( N \leq 2, \) for then \( H_\Omega(z) \to -\infty \) for \( z \to \partial \Omega \) and consequently \( H_\Omega \) assumes a local maximum in \( \mathcal{F}_N \Omega, \) since \( h(z_j) \to -\infty \) for \( z_j \to \partial \Omega, \) \( j \in \{1, 2\} \) as well as \( \Gamma_1 \Gamma_2 G(z_1, z_2) \to -\infty \) if \( |z_1 - z_2| \to 0, \) since \( \Gamma_1 \Gamma_2 < 0. \)

In what comes we thus consider the case \( N \geq 3 \) and begin to construct an explicit linking for \( H_\Omega. \)

Without loss of generality we may assume \( 0 \in \Omega. \) Choose \( \rho > 0 \) such that \( \overline{B_{N\rho}(0)} \subset \Omega. \) Define

\[
\gamma_0 : \mathbb{T}^{N-2} := (S^1)^{N-2} \to \mathcal{F}_N \Omega
\]

\[
\gamma_{0,j}(\zeta_1, \ldots, \zeta_{N-2}) := 0, \quad \gamma_{0,j}(\zeta_1, \ldots, \zeta_{N-2}) := (N-1) \rho,
\]

for \( j \in \{2, \ldots, N - 1\}, \) where \( \gamma_{0,j} \) denotes the \( j \)-th component of \( \gamma_0. \) Setting

\[
\Gamma_0 := \{ \gamma \in C^0(\mathbb{T}^{N-2}, \mathcal{F}_N \Omega) : \gamma \simeq \gamma_0 \},
\]

we have the following.
Figure 2: The action of the map $\gamma_0$: Vortices are rotated in concentric circles around the point $0 \in \Omega$.

Lemma 5.1. For every $\gamma \in \Gamma_0$: $\gamma(\mathbb{T}^{N-2}) \cap \mathcal{L}_N \Omega \neq \emptyset$.

Proof. Let $\tilde{H} : \mathbb{T}^{N-2} \times [0, 1] \to \mathcal{F}_N \Omega$ be a deformation from $\gamma_0$ to $\gamma$. For $t \in [0, 1]$ define
$$h_t : \mathbb{T}^{N-2} \times [0, 1]^{N-2} \to \mathbb{C}^{N-2}$$
by setting
$$h_{t,j}(\zeta, s) := s_j \left( \tilde{H}_j(\zeta, t) - \tilde{H}_{j+1}(\zeta, t) \right) + (1 - s_j) \left( \tilde{H}_{j+2}(\zeta, t) - \tilde{H}_{j+1}(\zeta, t) \right)$$
for $j \in \{1, \ldots, N - 2\}$. Obviously $\gamma(\zeta) \in \mathcal{L}_N \Omega$ if and only if $h_1(\zeta, s) = 0$ for some $s \in [0, 1]^{N-2}$. Furthermore $h_t(\zeta, s) \neq 0$ for all $s \in \partial([0, 1]^{N-2})$, $t \in [0, 1]$, since $\tilde{H}(\zeta, t) \in \mathcal{F}_N \Omega$, so the map
$$\tilde{g} : (\mathbb{T}^{N-2} \times [0, 1]^{N-2} \times [0, 1], \mathbb{T}^{N-2} \times \partial([0, 1]^{N-2}) \times [0, 1]) \to (\mathbb{C}^{N-2}, \mathbb{C}^{N-2} \setminus \{0\})$$
for $\zeta, s, t \in h_t(\zeta, s)$ is well–defined and continuous.

Using the K"unneth–formula for the pair
$$(X, A) := (\mathbb{T}^{N-2} \times [0, 1]^{N-2}, \mathbb{T}^{N-2} \times \partial([0, 1]^{N-2})) \cong (\mathbb{T}^{N-2} \times D^{N-2}, \mathbb{T}^{N-2} \times S^{N-3})$$
we easily get that
$$H_{2N-4}(\mathbb{T}^{N-2} \times [0, 1]^{N-2}, \mathbb{T}^{N-2} \times \partial([0, 1]^{N-2})) \cong \mathbb{Z},$$
where we are using singular homology with coefficients in $\mathbb{Z}$. Since $\tilde{g}$ is a homotopy of pairs by (5.1), $h_t$ induces a homomorphism in homology
$$h_* : H_{2N-4}(\mathbb{T}^{N-2} \times [0, 1]^{N-2}, \mathbb{T}^{N-2} \times \partial([0, 1]^{N-2})) \to H_{2N-4}(\mathbb{C}^{N-2}, \mathbb{C}^{N-2} \setminus \{0\}),$$
which is independent of \( t \in [0,1] \). We claim that the degree \( h_*(1) \in \mathbb{Z} \) of \( h_0 \) is nonzero.

Observe that \( h_0 \) has a unique zero at \( p := (\zeta_0, s_0) := (1, \ldots, 1, \frac{1}{2}, \ldots, \frac{1}{2}) \). Abbreviating \((Y, B) := (\mathbb{C}^{N-2}, \mathbb{C}^{N-2} \setminus \{0\})\) we thus have the following commutative diagram:

\[
\begin{array}{ccc}
(X, A) & \xrightarrow{h_0} & (Y, B) \\
\downarrow i & & \downarrow u \\
(X, X \setminus \{p\}) & \xrightarrow{j} & (U_\epsilon(p), U_\epsilon(p) \setminus \{p\})
\end{array}
\]

where \( u \) in the middle is given by \( u : (X, X \setminus \{p\}) \to (Y, B), x \mapsto h_0(x) \). Taking the \((2N-4)\)-th homology, we notice that the restriction homomorphism \( i_* \) is an isomorphism since \( A \) is the boundary of the \( \partial \)-manifold \( X \), where \( X \setminus A \) is orientable and \( i_* \) maps a generator \( \{X\} \) of \( H_{2N-4}(X, A) \), which is a fundamental class corresponding to a global orientation of \( X \) to a local orientation of \( X \), i.e. a generator of the local homology group \( H_{2N-4}(X, X \setminus \{p\}) \) of \( X \). See, for example [20], chapter V, theorem 13.1 for further details and rigorous proofs. Since \( j_* \) is an excision isomorphism, we have

\[
h_* = u_* i_* = w_* j_*^{-1} i_* ,
\]

so we are done if the map \( w_* \) to the right is an isomorphism. But this is surely the case, as \( w_*(1) \in \mathbb{Z} \) for small \( \varepsilon > 0 \) is the local degree of the differentiable map \( h_0 \) at \( p \) and is nonzero, which can be easily computed as follows: We have (regarding \( \mathbb{C}^{N-2} \) as \( \mathbb{R}^{2N-4} \))

\[
\frac{\partial}{\partial \zeta_{j-1}} h_{0,j}(p) = \frac{1}{2} (j-1)\rho \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \frac{\partial}{\partial \zeta_j} h_{0,j}(p) = -j\rho \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \frac{\partial}{\partial \zeta_{j+1}} h_{0,j}(p) = \frac{1}{2} (j+1)\rho \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]

\[
\frac{\partial}{\partial s_j} h_{0,j}(p) = -2\rho \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]

whereas all the other partial derivatives vanish. Reordering the Jacobian of \( h_0 \) at \( p \), such that the first \( N-2 \) rows correspond to the imaginary parts of the \( h_{0,j} \), we get that

\[
Dh_0(p) = \begin{pmatrix} A_N & 0 \\ 0 & B_N \end{pmatrix},
\]

where \( B_N = \text{diag}(-2\rho) \in \mathbb{R}^{(N-2) \times (N-2)} \). Developing the last \( N-2 \) columns of \( \det Dh_0(p) \), and using multilinearity to get rid of the \( \rho \)-factors, we get

\[
\left| \det Dh_0(p) \right| = 2^{N-2} \rho^{2N-4} \text{abs}
\]

\[
\begin{array}{cccccccc}
-1 & 1 & 0 & \cdots & \cdots & \cdots & 0 \\
\frac{1}{2} & -2 & \frac{3}{2} & 0 & & & \\
0 & 1 & -3 & 2 & 0 & & \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \\
\vdots & 0 & \frac{N-5}{2} & -(N-4) & \frac{N-3}{2} & 0 & \\
\vdots & 0 & \frac{N-4}{2} & -(N-3) & \frac{N-2}{2} & & \\
0 & \cdots & \cdots & \cdots & 0 & \frac{N-3}{2} & -(N-2)
\end{array}
\]

30
By looking at the first $N - 3$ rows of the above matrix, we see that if \( v \in \mathbb{R}^{N-2} \) is in the kernel, \( v \) must have all components equal to some \( v_0 \in \mathbb{R} \). The last row then implies that \( v_0 = 0 \), hence \( \det D h_0(p) \neq 0 \) and we are done.

\[ \square \]

By applying lemma 3.5 to the homotopy class $\Gamma_0$, we get that there is $\zeta \in T^{N-2}$ such that $H_\Omega$ remains bounded along the trajectory of $\gamma_0(\zeta)$. Since $H_\Omega$ satisfies the Palais–Smale–condition, the proof of theorem 2.12 is finished.
5.2 The case $\pi_1(\Omega) \neq 0$

This subsection is devoted to the proof of theorem 2.13. Hence let the parameter $\Gamma$ be $\partial$– and $\Delta$–admissible.

Let $\pi_1(\Omega) \neq 0$, that is $k_0 = \text{rank} \pi_1(\Omega) \geq 1$ and select a bounded component $\Omega_1$ of $\mathbb{C} \setminus \bar{\Omega}$. Without loss of generality we may assume $0 \in \Omega_1$. Defining

$$S := \left\{ z \in \mathcal{F}_N\Omega : \forall j \in \{1, \ldots, N\} : \frac{z_j}{|z_j|} = e^{\frac{2\pi i j}{N}} \right\},$$

we have the following

**Lemma 5.2.** $H_{\Omega}|_S$ is bounded from above.

**Proof.** Hypothesis 2.13 implies that $\Omega$ satisfies an exterior ball condition, hence there is $\rho > 0$ such that $|z_i - z_j| > \rho$ for $i, j \in \{1, \ldots, N\}, i \neq j$. Using hypothesis 2.4, the assertion is immediate. \hfill $\square$

Since $\tilde{\Omega}$ is a $\partial$–manifold with $\partial\Omega_1$ a component of $\partial\Omega$ there exists a collar of $\partial\Omega_1 \cong S^1$, that is, an open neighborhood $U$ of $\partial\Omega_1$ in $\bar{\Omega}$ and a homeomorphism

$$\tilde{h} : S^1 \times [0, 1) \to U$$

satisfying $h(S^1 \times \{0\}) = \partial\Omega_1$. Setting

$$h_j := \tilde{h}_{|S^1 \times \{j\}} : S^1 \to \Omega$$

for $j \in \{1, \ldots, N\}$, the $h_j$ are Jordan curves with disjoint images enclosing $\Omega_1$. Thus

$$\gamma_0 := h_1 \times \cdots \times h_N : \mathbb{T}^N \to \mathcal{F}_N\Omega$$

is well defined, and setting

$$\Gamma_0 := \{ \gamma : \mathbb{T}^N \to \mathcal{F}_N\Omega : \gamma \simeq \gamma_0 \},$$

we have the following

**Lemma 5.3.** For all $\gamma \in \Gamma_0$

$$\gamma(\mathbb{T}^N) \cap S \neq \emptyset.$$

**Proof.** Let $\gamma \in \Gamma_0$, and let $\tilde{H} : \mathbb{T}^N \times [0, 1] \to \mathcal{F}_N\Omega$ be a homotopy connecting $\gamma$ and $\gamma_0$. Setting

$$r : \Omega \ni z \mapsto \frac{z}{|z|} \in S^1,$$

$$\Psi := r \times \cdots \times r : \mathcal{F}_N\Omega \to \mathbb{T}^N,$$
Figure 3: The action of the map $\gamma_0$: Vortices are moved on equidistant trajectories around the hole $\Omega_1$.

$\Psi$ is well–defined and continuous, and the assertion is equivalent to $\bar{e} \in \Psi(\gamma(T^N))$, where $\bar{e} = \left( e^{2\pi i j} \right)_{j \in \{1, \ldots, N\}} \in T^N$. Now for every $t \in [0, 1]$, the map $f_t := \Psi \circ \hat{H}(\cdot, t)$ induces a homomorphism

$$f_* : \mathbb{Z} \cong H_N(T^N) \to H_N(T^N) \cong \mathbb{Z},$$

in singular homology which is independent of $t$. Since $h_j$ is a homeomorphism onto its image and $h_i \simeq h_j$ for $i, j \in \{1, \ldots, N\}$, the map $r \circ h_j : S^1 \to S^1$ has winding number $\pm 1$, hence induces an isomorphism $(r \circ h_j)_* = (r \circ h_1)_* : h_1(S^1) \to h_1(S^1)$. Now if $\{S^1\} \in H_1(S^1) \cong \mathbb{Z}$ is a generator, $\{T^N\} = \{S^1\} \times \cdots \times \{S^1\}$ is a generator of $H_N(T^N)$ and we compute

$$f_*(\{T^N\}) = (\Psi \circ \gamma_0)_*(\{S^1\} \times \cdots \times \{S^1\}) = ((r \circ h_1) \times \cdots \times (r \circ h_N))_* (\{S^1\} \times \cdots \times \{S^1\})$$

$$= (r \circ h_1)_* (\{S^1\}) \times \cdots \times (r \circ h_1)_* (\{S^1\}) = \pm \{S^1\} \times \cdots \times \{S^1\} = \pm \{T^N\},$$

hence $f_*$ is an isomorphism. Now if $\bar{e} \not\in \Psi(\gamma(T^N))$, the isomorphism $f_*$ factorizes over $H_N(T^N \setminus \{\bar{e}\})$, that is we have a commutative diagram

$$\begin{array}{ccc}
\mathbb{Z} \cong H_N(T^N) & \xrightarrow{f_*} & H_N(T^N) \cong \mathbb{Z} \\
\downarrow \cong & & \downarrow \cong \\
H_N(T^N \setminus \{\bar{e}\}) & \xrightarrow{j_*} & H_N(T^N) \cong \mathbb{Z}
\end{array}$$

where $j : T^N \setminus \{\bar{e}\} \hookrightarrow T^N$. Further we have the exact sequence

$$H_N(T^N \setminus \{\bar{e}\}) \xrightarrow{j_*} H_N(T^N) \cong H_N(T^N, T^N \setminus \{\bar{e}\}).$$
The restriction homomorphism to the right is an isomorphism since $\mathbb{T}^N$ is a compact orientable connected $N$–dimensional manifold, see for example [26], chapter V, theorem 12.1. Since the sequence is exact, we conclude that the homomorphism $j_*$ is trivial, which is a contradiction and the proof of [5.3] is complete.

Equipped with the results of lemmata [5.2] and [5.3] we can now conclude via [3.5] that there is a point $z \in F_N\Omega$, such that

$$\lim_{t \to t^+(z)} H_\Omega(\varphi(t,z)) < \infty.$$ 

Hence we are in the position to apply proposition [4.1], which implies that $H_\Omega$ has to have a critical point, and therefore the proof of theorem [2.13] is finished as well.
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