Active disturbance rejection control for a piezoelectric nano-positioning system: A U-model approach
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Abstract
Both speed and accuracy are key issues in nano-positioning. However, hysteresis existing in piezoelectric actuators severely reduces the positioning speed and accuracy. In order to address the hysteresis, a U-model based active disturbance rejection control is proposed. Based on the linear active disturbance rejection control, a controlled plant is dynamically transformed to be pure integrators. Then, according to the U-model control, a common inversion is obtained and the controlled plant is converted to be “1.” By integrating advantages of both linear active disturbance rejection control and U-model control, the U-model based active disturbance rejection control does promote the reference tracking speed and accuracy. Stability and steady-state error of the close-loop system have been analyzed. Phase lag between the system output and the control input has been effectively eliminated, and the phase-leading advantage of the U-model based active disturbance rejection control has been confirmed. Experimental results show that the U-model based active disturbance rejection control is capable of achieving faster and more accurate positioning. Remarkable improvements and practical realization make the U-model based active disturbance rejection control more promising in nano-positioning.

Keywords
Nano-positioning, phase-leading, U-model, active disturbance rejection control

Date received: 23 January 2021; accepted: 11 February 2021

Introduction
Nanotechnology is the science of understanding and controlling the matter at dimensions of 100 nm or less.¹ Piezoelectric actuators are widely used in nano-positioning due to their various advantages.² However, hysteresis, an inherent property in piezoceramic materials,³ becomes a key factor that hinders positioning speed and precision. Therefore, a suitable control technique is indispensable to get satisfactory positioning.⁴

Generally, two structures, including hysteresis-model-based feedforward control and hysteresis-model-free robust control,⁴ have been proposed to address the hysteresis. For the former structure, a hysteresis inverse model is designed as a compensator to mitigate hysteresis.⁵ Hysteresis models, such as Preisach model,⁶ Prandtl-Ishlinskii model,⁷ and modified Bouc-Wen model,⁸ have been established. Based on those hysteresis models, inverse models have been built, and numerous hysteresis-model-based feedforward control techniques have been proposed. For instance, based on a modified Bouc-Wen model, a feedforward compensation approach is proposed,⁹ an iterative learning control and a direct inverse hysteresis compensation have been designed to achieve high-precision reference tracking,⁹ and an adaptive inverse control is also proposed to address the hysteresis.¹⁰ Those approaches are based on accurate hysteresis (inverse) models.¹¹ However, modeling is time-consuming and the established model cannot describe the hysteresis accurately. On the contrary, instead of modeling the hysteresis, the hysteresis-model-free robust control regards the hysteresis as a disturbance. By estimating and cancelling it out, the hysteresis can be addressed effectively. For example, a sliding mode control (SMC) and an improved SMC are proposed to make the closed-loop system more robust.⁴

¹School of Computer and Information Engineering, Beijing Technology and Business University, Beijing, China
²School of Automation, Beijing University of Posts and Telecommunications, Beijing, China
³School of Automation and Electrical Engineering, University of Science and Technology Beijing, Beijing, China

Corresponding author:
Min Zuo, School of Computer and Information Engineering, Beijing Technology and Business University, No. 11, Fucheng Road, Haidian District, Beijing 100048, China.
Email: zuomin@btbu.edu.cn

Creative Commons CC BY: This article is distributed under the terms of the Creative Commons Attribution 4.0 License (https://creativecommons.org/licenses/by/4.0/) which permits any use, reproduction and distribution of the work without further permission provided the original work is attributed as specified on the SAGE and Open Access pages (https://us.sagepub.com/en-us/nam/open-access-at-sage).
Other approaches, such as $H_{\infty}$ control, damping control, repetitive control, and adaptive integral terminal finite-time sliding mode control, have also been proposed to achieve more robust positioning. The reported approaches are able to obtain satisfied responses. However, chattering of the control signal limits the SMC. $H_{\infty}$, damping control and the repetitive control depend greatly on model information of the stage. Moreover, for a system with relative order $n$, the control signal $u$ has to pass through $n$ integrators to affect the system output $y$. In other words, $(90n)^{\circ}$ lag exists between $u$ and $y$. The phase lag greatly deteriorates the response speed, or even destabilize a system. But it has always been ignored. Thus, to eliminate or minimize such a phase lag, an effective approach should be designed.

A U-model control (UC) was proposed by Zhu in 2002. Its key idea is to get a dynamic inverse model of a plant, and the plant can be converted to be “1,” that is, $G_{yu}(s) = y(s)/u(s) = G_p(s)G_{pi}(s) = 1$. Here, $G_{yu}(s)$ is the transfer function between $y$ and $u$, $G_{pi}(s)$ is the dynamic inversion of a plant, and $G_p(s)$ represents the transfer function of a plant. By this way, in an ideal case, no phase lag exists between $y$ and $u$, and satisfied closed-loop dynamics can be obtained by a pre-setting control law. Thus, via the UC, the phase lag between $y$ and $u$ can be avoided, and the control law design becomes independent of a plant model. Based on the UC, some new methods, such as a U-model based fuzzy PID control, a U-model based adaptive control, and a U-model based predictive control, have been proposed to achieve satisfied closed-loop performance.

However, some problems still limit the UC. First, the UC is model-independent but not model-free. If a plant is complex, its U-model will also be complex. Secondly, initially, unlike the neural network supervised control, the UC does not take uncertainties and external disturbances into consideration. Thus, the robustness of a closed-loop system cannot be guaranteed. Thirdly, nearly most of current UC approaches are discrete-time cases. Difficulties in solving continuous-time inversions make the continuous-time UC approaches few.

In order to take full advantage of the UC to eliminate the phase lag between $u$ and $y$, and overcome disadvantages of the UC, the linear active disturbance rejection control (LADRC) is employed. From viewpoint of the LADRC, the total disturbances, including internal uncertainties and external disturbances, can be reconstructed. Then, by compensating the total disturbance, a plant with relative degree $n$, no matter it is linear or nonlinear, can be dynamically linearized to be pure integrators ($1/s^n$). Thus, for any plant, its common inversion is $s^n$. Then, difficulties on getting an inversion for a controlled plant in the UC are overcome. Moreover, compared with the LADRC, the phase delay between control signal and system output is also well addressed. It does help accelerate and improve the closed-loop system responses. In other words, by combining the advantages of both LADRC and UC, the U-model based active disturbance rejection control (UADRC) becomes feasible. In addition, for the UADRC, the robustness to uncertainties and disturbances, fastness and accuracy to the set-values are more satisfactory. To sum up, contributions of this work can be summarized as follows,

(i) Both positioning accuracy and speed are improved by the proposed UADRC, and the experimental results on a nano-positioning stage are presented to confirm it.

(ii) A continuous-time UADRC is constructed, and there is no need to solve different continuous-time dynamic inverse models for different plants.

(iii) Stability, steady-state tracking error, tunable parameters, and the leading phase of a UADRC are confirmed from both theoretical and experimental results.

**An experimental system and the control problem**

**A nano-positioning experimental system**

A nano-positioning experimental system is presented in Figure 1. The positioning stage (P-561.3CD) is driven by a piezoelectric actuator. Its horizontal motion range
is up to 100 μm. The stage is connected to a voltage amplifier (E-727.3CDA). Displacements of the stage are measured by a built-in capacitive sensor. Based on the displacements, a host computer produces analogy voltages to drive the stage. Table 1 shows some parameters of the stage.

### Problem statements

Hysteresis, a ubiquitous nonlinear phenomenon existing in piezoelectric actuators (PEAs), seriously degrades positioning speed, accuracy, or even destabilizes a closed-loop system. Figure 2 presents hysteresis loops produced by input voltages with different frequencies. From the figure, one can see clearly that the hysteresis loops differ when input frequencies vary. Actually, it reflects the phase delays between inputs and outputs, and it challenges the precise control of a stage driven by a PEA, especially for the hysteresis model-based feedforward control, since it is difficult to get an accurate hysteresis model.

To minimize the hysteresis, an algorithm, which is independent of the hysteresis model and is able to effectively eliminate the phase delays between the inputs and the outputs, is indispensable. In next section, a UADRC is designed.

### U-model based active disturbance rejection control

#### Brief introduction to the linear active disturbance rejection control

Active disturbance rejection control (ADRC) is a practical approach to address disturbances. An extended state observer (ESO) plays a key role in ADRC. For satisfactory performance and practical design, ADRC has been applied in numerous industrial sectors.

To make a brief introduction to the LADRC, considering a first-order system as follows

\[ \dot{y} = f + b_0 u \]  

where \( y \) is the system output, \( f \) is the total disturbance, \( b_0 \) is a control gain, and \( u \) is the control signal.

### Table 1. Some parameters of the nanopositioning stage.

| Parameters               | Value (units) |
|--------------------------|---------------|
| Driving voltage          | 20–120 V      |
| Close-loop stroke        | 0–100 μm      |
| Close-loop resolution    | 0.8 nm        |
| Linear error             | 0.03%         |
| Power capacitor          | 5.2 μF        |
| Resonant frequency       | 190 Hz        |
| Quality                  | 1.45 kg       |

A second-order linear ESO (LESO) is

\[
\begin{align*}
\dot{z}_1 &= z_2 + \beta_1 (y - z_1) + b_0 u \\
\dot{z}_2 &= \beta_2 (y - z_1)
\end{align*}
\]  

(2)

where \( z_1 \) and \( z_2 \) estimates \( y \) and \( f \), respectively. \( \beta_1, \beta_2 \) are gains of a LESO.

According to the bandwidth parameterization method, let \( \beta_1 = 2\omega_c, \beta_2 = \omega_c^2 \) (\( \omega_c \) is an adjustable observer bandwidth). Estimation error is bounded for a time-varying disturbance. Following Lemma describes relationship between the estimation errors and the observer bandwidth.

**Lemma.** If change rate of the total disturbance is bounded, there exists an observer bandwidth \( \omega_c \) such that estimation errors of an ESO are bounded within a finite time. Additionally, bounds of estimation errors are inversely proportional to the observer bandwidth.

Let the total disturbance estimation error be \( e = f - z_2 \), and the system output estimation error be \( e_1 = y - z_1 \). According to the Lemma, one has \( |e| \leq \sigma \) and \( |e_1| \leq \sigma \). Here, \( \sigma > 0 \) is a constant, which is inversely proportional to the observer bandwidth.

Based on the LESO (2), a control law is designed for system (1)

\[ u = \frac{u_0 - z_2}{b_0} \]  

(3)

where \( u_0 \) is an auxiliary control law. In the LADRC, \( u_{0L} = k_p (r - z_1) = \omega_c (r - z_1) \). Here, \( \omega_c \) is a controller bandwidth.

Substituting control law (3) into system (1), one has

\[ \dot{y} = f + u_0 = z_2 = u_0 \]  

(4)

Obviously, for any system, the closed-loop system is approximate to be an integrator. This is the basis of a U-model control. Next, one has to get a differential operator, then any system can be dynamically transformed to be “1.” Accordingly, the desired closed-loop dynamics can be obtained by a pre-setting control law.
Remark 1. Generally, a positioning stage is a relatively high-order plant, for instance, a relative 5th-order model has been built to depict a nano-positioning platform. However, engineers prefer a lower-order controller (like a PID controller) for its effectiveness and convenience. Simultaneously, a lower-order active disturbance rejection control can stabilize a higher-order plant. Thus, in this work, rather than establish a high-order controller, a first-order controller (3) is designed. Following experimental results also confirm the designed first-order controller.

Remark 2. In this work, LESO (2) is crucial in overcoming hysteresis, uncertainties, and disturbances, and it plays a key role in transforming a system into an integrator. According to the Lemma, one can always find an observer bandwidth $C_0$, such that the LESO (2) works. Thus, the LESO (2) provides a sound basis for guaranteeing the closed-loop performance and realizing the UC. As to the estimation errors, it will be addressed by following designed control law.

The U-model based active disturbance rejection control

The UADRC design. Based on above discussions, the UADRC structure can be proposed, and it is given in Figure 3.

Here, $r$ is a reference, $\tilde{e} = r - z_1$ is the control error, $u^*$ is the control law which needs to be designed, and $u_0 = \dot{u}^*$. $u$ is the control signal applied to a plant, and $y$ is the system output. $z_1$ and $z_2$ are outputs of a LESO. By estimating and compensating the total disturbance, a plant approximates an integrator ($1/s$). Approximate dynamics of the inner loop shown in Figure 1 is given in Figure 4.

Clearly, by a LESO, a complicated plant is converted to be a simple one. However, system output $y$ is obtained by integrating its input $u_0$. It is known that an integration results in 90° phase lag. The phase lag reduces the response speed. If less integrators exist or even no integrator exists, less phase lag or even no phase lag will exist, and the response speed will be accelerated definitely.

Considering that Figure 4 gives out an approximate relationship between $y$ and $u_0$, one has (5), if the total disturbance estimation error is defined to be $\varepsilon$, that is, $\varepsilon = f - z_2$.

$$\dot{y} = u_0 + \varepsilon$$

According to key point of the UC, a differentiator is introduced (see Figure 1). Let $u_0 = \dot{u}^*$, here $u^*$ is the control law needed to be designed. Then, Figure 5 is obtained.

For Figure 5, its equivalent structure is shown in Figure 6. It is easy to find that, if there is no total disturbance estimation error, that is, $\varepsilon = 0$, for a control law $u^*$, the controlled plant is “1,” that is $y = u'$. It means that there is no phase lag between system output $y$ and its input $u'$. Thus, output $y$ follows reference $r$, if $u' = r$. Then, key point of the UC is realized, and the response speed can be enhanced greatly.
However, generally, \( \varepsilon \neq 0 \), and \( y = u^* + \int \varepsilon \, dt \). If \( u^* \) contains reference \( r \) and the part utilized to compensate \( \int \varepsilon \, dt \), then \( y = r \). Thus, a control law \( u^* \) can be designed as

\[
u^* = r + \int [k\varepsilon + p\text{sign}(\varepsilon)] \, dt \tag{6}
\]

where \( \dot{\varepsilon} = r - z_1 \) is the control error, and \( \text{sign}(\varepsilon) \) is the \( \text{sign} \) function of \( \varepsilon \). When \( \dot{\varepsilon} = 0, \text{sign}(\varepsilon) = 0, \dot{\varepsilon} > 0, \text{sign}(\varepsilon) = 1, \dot{\varepsilon} < 0, \text{sign}(\varepsilon) = -1 \). \( k > 0 \) and \( \rho > 0 \) are adjustable parameters. An equivalent structure of the UADRC given in Figure 3 is shown in Figure 7.

**Remark 3.** Here, one can find that the total disturbance (including external disturbances and/or internal uncertainties) estimation error can be cancelled out by integrating control errors. Then, the robustness of the closed-loop system can be enhanced by the designed control law (6).

**Theorem 1.** Control law \( u^* \) designed in (6) ensures the closed-loop system is exponentially stable and the control error \( \dot{\varepsilon} \) converges to zero in a finite time, if the adjustable control parameters satisfy \( \rho \geq \gamma, \gamma = 2\omega_0\sigma \). Here, \( \omega_0 \) is the observer bandwidth of a LESO, and \( \sigma \) is the bound of a LESO’s estimation error.

**Proof.** For the control error \( \dot{\varepsilon} \), a Lyapunov function candidate is defined as

\[
V = \frac{1}{2}\dot{\varepsilon}^2 \tag{7}
\]

then

\[
\dot{V} = \dot{\varepsilon}\dot{\varepsilon} = \dot{\varepsilon}(\dot{\varepsilon} - z_1) = \dot{\varepsilon}(\dot{r} - (\dot{r} - \dot{e}_1)) = \dot{\varepsilon}(-k\dot{\varepsilon} - p\text{sign}(\varepsilon) - e + e_1) \tag{8}
\]

Since \( e_1 = y - z_1 \), one has \( \dot{e}_1 = -2\omega_0\epsilon_1 + \varepsilon \), thus

\[
\dot{V} = -k\dot{\varepsilon}^2 - \rho|\varepsilon| - \dot{\varepsilon}\varepsilon + \dot{\varepsilon}(-2\omega_0\epsilon_1 + e) = -k\dot{\varepsilon}^2 - \rho|\varepsilon| - 2\omega_0\epsilon_1\dot{\varepsilon} - \dot{\varepsilon}\varepsilon + \dot{\varepsilon}\varepsilon \tag{9}
\]

Let \( \gamma = 2\omega_0\sigma \), then \( \dot{V} \leq -k\dot{\varepsilon}^2 + (\gamma - \rho)|\varepsilon| \). If \( \rho \geq \gamma \), one has

\[
\dot{V} \leq -2kV \tag{10}
\]

Therefore, the closed-loop system is exponentially stable.

Additionally,

\[
\dot{V} \leq -k\dot{\varepsilon}^2 + (\gamma - \rho)|\varepsilon| \leq (\gamma - \rho)|\varepsilon| \leq -\sqrt{2\gamma}V(\rho - \gamma) \tag{11}
\]

Define \( \mu = \rho - \gamma \), then

\[
\dot{V} \leq -\sqrt{2\gamma}\mu \tag{12}
\]

and \( \sqrt{V(t)} \leq -\frac{1}{\sqrt{2\gamma}}\mu t + \sqrt{V(0)}, \) when \( \mu \geq \frac{\sqrt{2\gamma}V(0)}{\gamma} \).

In other words, control error \( \dot{\varepsilon} \) converges to zero in a finite time.

**Remark 4.** \( \rho \geq \gamma \) is reasonable, since \( \rho \) is tunable, and it is practical to set a large enough \( \rho \).

**Remark 5.** Let tracking error be \( e = r - y \), then difference between the tracking error \( e \) and the control error \( \dot{\varepsilon} \) is the estimation error \( \dot{e}_1 \), that is, \( \dot{e} = r - z_1 = r - (y - \dot{e}_1) = e + \dot{e}_1 \).

**Steady-state tracking error.** From Figure 7 and Remark 5, one has the relationship between \( e \) and \( \dot{\varepsilon} \),

\[
e = -\int \varepsilon \, dt - \int [k\dot{\varepsilon} + p\text{sign}(\dot{\varepsilon})] \, dt \tag{13}
\]

Obviously, the tracking error \( e \) is dependent on the accumulative total disturbance estimation error \( \varepsilon \) and control error \( \dot{\varepsilon} \). Thus, the tracking error \( e \) will not be zero, even if the control error \( \dot{\varepsilon} \) converges to zero.

According to Figure 5, one has

\[
\dot{r} = u_0 + \varepsilon = \dot{u}^* + \varepsilon \tag{14}
\]

Substituting (6) into (14), then

\[
\dot{r} = \dot{r} + \dot{\varepsilon} + p\text{sign}(\dot{\varepsilon}) + \varepsilon \tag{15}
\]

that is,

\[
\dot{\varepsilon} + ke + p\text{sign}(\dot{\varepsilon}) + \varepsilon + k\dot{e}_1 = 0 \tag{16}
\]

Let \( P(t) \triangleq ke_1 + \varepsilon \),

\[
\dot{\varepsilon} + ke + p\text{sign}(\dot{\varepsilon}) + P(t) = 0 \tag{17}
\]

Define \( M(t) = p\text{sign}(\dot{\varepsilon}) + P(t) \), then (17) can be rewritten as

\[
\dot{e} + ke = -M(t) \tag{18}
\]

Solution of (18) is

\[
e = e(0)\exp(-kt) - \exp(-kt)\int_0^t \exp(k\tau)M(\tau) \, d\tau \tag{19}
\]

where \( e(0) \) is the initial tracking error.

Thus, steady-state tracking error \( e_{ss} \) is
\[ e_{ss} = \lim_{t \to \infty} e(0) \exp(-kt) - \lim_{t \to \infty} \frac{\int_0^t \exp(k\tau)M(\tau)d\tau}{\exp(kt)} \]

\[ = -\lim_{t \to \infty} \frac{\int_0^t \exp(k\tau)M(\tau)d\tau}{k \exp(kt)} \]

\[ = -M(\infty)/k \]

\[ = -P(\infty)/k \]

\[ (20) \]

From (20), one can see that the steady-state tracking error \( e_{ss} \) is proportional to \( P(\infty) \). In other words, \( e_{ss} \) is proportional to the estimation errors \( e \) and \( \dot{e} \). Thus, to reduce the steady-state error \( e_{ss} \), there are some suggestions on \( \rho \), \( \omega_c \), and \( k \).

1. Ensuring \( \rho \) is large enough to stabilize the closed-loop system;
2. A larger \( \omega_c \) guarantees more accurate estimation of a LESO. Then, smaller estimation error can be obtained. Then, the steady-state tracking error \( e_{ss} \) will be smaller. Generally, \( \omega_c > \omega \), here \( \omega \) is the frequency of a reference;
3. A larger \( k \) ensures smaller \( e_{ss} \), generally, \( 0 < k < \omega_c \);
4. Here, an experience is \( \omega_c = (4\sim10)k \).

**Remark 6.** From the analysis above, one can find that, by choosing a larger \( \rho \), the closed-loop system will be stable. In addition, by taking a larger \( k \), influence of the estimation errors (including \( e \) and \( \dot{e} \)) can be reduced. In other words, control law (6) addresses the stability, the estimation errors, and minimizes the steady-state tracking error \( e_{ss} \) effectively.

**Phase analysis**

Here, for the LADRC and the UADRC, phases between the reference signal \( r \) and the system output \( y \) are compared. After taking the Laplace transformation for both sides of (2), one has

\[
\begin{align*}
z_1(s) &= \omega_c^2 + 2\omega_c \dot{r}(s) + \frac{b_1}{b_0} \dot{z}(s) \\
z_2(s) &= \omega_c^2 + \omega_c \dot{r}(s) + \frac{b_0}{b_0} \dot{z}(s) - \frac{b_0}{b_0} \dot{u}(s) \\
\end{align*}
\]

Based on (3), for LADRC, the control law is

\[ u_L = \frac{1}{b_0}(\omega_c(r - z_1) - z_2) \]  

Taking (21) into consideration, one has the transfer function of \( u_L \)

\[ u_L(s) = \frac{1}{b_0} \left[ \omega_c r(s) - \omega_c z_1(s) - z_2(s) \right] \]

\[ = \frac{1}{b_0} \left[ (s + \omega_c^2) + (2\omega_c + \omega_c^2)s + \omega_c^2 \omega_c \right] \frac{\omega_c r(s) - (2\omega_c \omega_c + \omega_c^2)s + \omega_c^2 \omega_c}{(s + \omega_c)^2} y(s) \]

\[ (23) \]

Then, an equivalent structure of the closed-loop system can be shown in Figure 8.

Here, \( G_L(s) = \frac{e^{-t}(2\omega_c + \omega_c^2)}{(s + \omega_c)^2 + (2\omega_c + \omega_c^2)} \), \( H_L(s) = \frac{\omega_c}{(s + \omega_c)^2} \).

\[ G(s) = \frac{1}{\theta} \]

According to the superposition principle, by the LADRC, system output \( y_L(s) \) is

\[ y_L(s) = \frac{\omega_c}{s + \omega_c} r(s) + \frac{s^2 + (2\omega_c + \omega_c^2)s}{(s + \omega_c)^2} y(s) \]

\[ (24) \]

Then, the frequency response is

\[ y_L(j\omega) = \frac{\omega_c}{\sqrt{\omega_c^2 + \omega^2}} r(j\omega) \]

\[ = \frac{\omega_c}{\sqrt{\omega_c^2 + \omega^2}} \omega_c \]

\[ (25) \]

and, phase lag of the LADRC is

\[ \phi_{LADRC} = \phi_{y_L} - \phi_r = -\arctan \frac{\omega}{\omega_c} \]

\[ (26) \]

where \( \omega_c \) is the controller bandwidth and \( \omega \) is the frequency of the reference signal.

For \( \omega_c > 0 \) and \( \omega > 0 \), (26) means that the output falls behind the reference \( r(j\omega) \). Moreover, \[ |y_L(j\omega)| = \frac{\omega_c}{\sqrt{\omega_c^2 + \omega^2}} |r(j\omega)| \] it signifies that the amplitude of \( y_L \) is smaller than the one of reference.

In a word, for the response of the LADRC, its amplitude is reduced, and its phase is delayed.

On the other hand, according to Figure 3 and (6), control law of the UADRC is

\[ u_{UL} = \frac{1}{b_0}(\dot{r} + k(r - z_1) + \rho \text{sign}(\dot{e}) - z_2) \]  

\[ (27) \]
Taking the Laplace transformation for (27), one has
\[
\tilde{u}_{UL}(s) = \frac{1}{b_0} [s\tilde{r}(s) + k\tilde{r}(s) - k\tilde{z}_1(s) - \tilde{z}_2(s) \pm \rho]
\]  
(28)

Considering (21), one has
\[
\tilde{u}_{UL}(s) = \frac{1}{b_0 s^2 + (2\omega_o k + k)s} \left[ (s + k)\tilde{r}(s) - \frac{(2\omega_o k + \omega_o^2)s + \omega_o^2 k}{(s + \omega_o)^2} \tilde{y}_{UL}(s) \pm \rho \right]
\]  
(29)

Here, \(\tilde{y}_{UL}\) is the system output of the close-loop system by the UADRC, \(G_{UL}(s) = \frac{(s + \omega_o)^2}{s + (2\omega_o k + k)s} H_{UL}(s) = \frac{(2\omega_o k + \omega_o^2)s + \omega_o^2 k}{(s + \omega_o)^2}\), and \(G(s) = \frac{1}{2}\). Thus, another equivalent structure of the UADRC is given in Figure 9.

Then, system output \(\tilde{y}_{UL}(s)\) is
\[
\tilde{y}_{UL}(s) = \tilde{r}(s) + \frac{2}{(2\omega_o k + \omega_o^2)(s + k)} \tilde{r}(s) \pm \frac{1}{s + k} \tilde{\rho}
\]  
(30)

and the transfer relationship between reference \(\tilde{r}\) and system output \(\tilde{y}_{UL}\) is
\[
\tilde{y}_{UL}(s) = \tilde{r}(s)
\]  
(31)

It means that, for \(\tilde{y}_{UL}\) and \(\tilde{r}\), no difference exists in amplitude. Additionally, the phase difference between \(\tilde{r}\) and \(\tilde{y}_{UL}\) is
\[
\varphi_{UADRC} = \varphi_{UL} - \varphi_{r} = 0
\]  
(32)

Obviously, no phase lag exists between \(\tilde{y}_{UL}\) and \(\tilde{r}\). In other words, the UADRC eliminates the inherent phase lag of a close-loop system. Compared with (26), one can get a conclusion that tracking response of the UADRC is definitely faster than the one of the LADRC.

**Remark 7.** From (24), the total disturbance inevitably influences the transient response. However, for the LADRC, system output resulting from the total disturbance \(f(t)\) is
\[
y_{UL}(t) = (C_1 e^{-\omega_o t} + C_2 e^{-\omega_o t} + C_3 e^{-\omega_o t}) * f(t)
\]  
(33)

where \(C_1, C_2,\) and \(C_3\) are constants. Considering that
\[
\lim_{t \to \infty} (C_1 e^{-\omega_o t} + C_2 e^{-\omega_o t} + C_3 e^{-\omega_o t}) = 0
\]
one can arrive at a conclusion that, in the steady state, \(\tilde{y}_{UL}(t)\) will not influence the reference tracking.

**Remark 8.** Similarly, from (30), one can see that both \(\tilde{\rho}\) and the total disturbance \(f\) affect the transient response. However, for the UADRC, one has
\[
y_{\tilde{r}UL}(t) = (C_4 e^{-\omega_o t} + C_5 e^{-\omega_o t} + C_6 e^{-\omega_o t}) * f(t) \pm \tilde{\rho} e^{-ks}
\]  
(34)

where \(C_4, C_5,\) and \(C_6\) are constants. It also confirms that both \(\tilde{\rho}\) and \(f\) will not influence the reference tracking in the steady state.

**Remark 9.** With the help of the UADRC, no phase lag exists between reference signal \(\tilde{r}\) and system output \(\tilde{y}_{UL}\). Then, compared with the LADRC, the UADRC definitely accelerates the closed-loop system response, and the experimental results given in the experimental section will also confirm it.

**Design steps**

Structure of the UADRC is given in Figure 3, tunable parameters of the UADRC are \(b_0, k, \omega_o\) and \(\rho\). Design steps can be summarized as follows.

Step (1). The LESO (2) is designed. By choosing a suitable observer bandwidth \(\omega_o\), any system can be approximately transformed to be an integrator.

Step (2). Design \(\ddot{u}\). In this paper, \(\ddot{u}\) is designed to be
\[
\ddot{u} = \dot{r} + \int [k\ddot{e} + p\text{sign}(\ddot{e})] dt
\]  
(35)

Step (3). Design \(u_0\), and it is chosen to be
\[
u_0 = \ddot{u}
\]  
(36)

Step (4). Design control law \(u\), and it is
\[
u = \frac{u_0 - \dot{z}_2}{b_0} = \frac{\ddot{r} + k\ddot{e} + p\text{sign}(\ddot{e}) - \dot{z}_2}{b_0}
\]  
(37)
Then, the structure given in Figure 3 can be realized as shown in Figure 10.

Remark 10. By comparison with Figures 3 and 10, one can see that it is not difficult to realize the common inversion of the transformed plant. Here, one only needs to differentiate the reference signal \( r \), and it can be obtained via calculating the differential values. Therefore, the differentiator is not a barrier to realize the UADRC for a given reference tracking problem.

### Experimental results

Experiments have been performed on a commercial PEA driven stage (P-561.3CD). It is connected to a voltage amplifier (E-727.3CDA). An experimental platform is presented in Figure 11. In this work, the sampling interval is set to be 0.05 ms. To prove the UADRC, a step signal and three sine signals are set to be reference signals. Experiments with and without external disturbances have been performed. Results are given to confirm the advantages of the UADRC on both response speed and accuracy. Here, six cases are considered. Parameters of the UADRC and the LADRC are presented in Table 2.

In following experiments, adjustable parameters of both UADRC and LADRC are taken form Table 2. Here, for simplification, let the case with a constant disturbance be 20 Hz Sine (I), let 20 Hz Sine (II) be the case with a sinusoidal disturbance.

### Table 2. Parameters of the UADRC and the LADRC.

|            | UADRC | LADRC | UADRC | LADRC | UADRC | LADRC | UADRC | LADRC | UADRC | LADRC |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( \omega_c \) | 10    | 10    | 30    | 30    | 200   | 500   | 500   |       |       |       |
| \( \omega_0 \) | 100   | 100   | 50    | 50    | 300   | 300   | 1000  | 1000  | 1000  | 1000  |
| \( b_0 \)    | 1000  | 1000  | 1000  | 1000  | 1000  | 1000  | 1000  | 1000  | 1000  | 1000  |
| \( k \)      | 10    | 5     | 5     | 5     | 100   | 70    | 70    | 70    | 70    | 70    |
| \( \rho \)   | 4     | 5     | 20    | 20    | 42    | 42    | 42    | 42    |       |       |

Figure 10. Realization of a UADRC.

Figure 11. Experimental setup.
tracking errors of the UADRC converges faster than those of the LADRC.

In following sections, time-varying references, that is, 0.2 Hz, 2 Hz, and 20 Hz sine signals, are considered to confirm the UADRC.

A 0.2 Hz sine reference. Let \( r = \sin(0.4\pi t + 1.5\pi) + 5 \), parameters of the UADRC and the LADRC are listed in Table 2. Figure 13 presents the responses, tracking errors, and control efforts, respectively.

Obviously, for a 0.2 Hz sine reference, both LADRC and UADRC can achieve desired responses. However, by similar control energy, the UADRC has much smaller tracking errors. Additionally, Figure 13(a) shows distinct phase advantage of the UADRC.

A 2 Hz sine reference. A sinusoidal signal \( r = \sin(4\pi t + 1.5\pi) + 5 \) is taken as a reference. Adjustable parameters of the UADRC and the LADRC are presented in Table 2. Responses are given in Figure 14. Figure 14(a) illustrates the tracking responses, Figure 14(b) shows the tracking errors, and Figure 14(c) depicts the control signals, respectively. For a 2 Hz sine reference, system output of the UADRC is still superior to the one of the LADRC. By similar control energy, the UADRC can obtain almost no phase lag and much smaller tracking errors.

A 20 Hz sine reference. Let \( r = \sin(40\pi t + 1.5\pi) + 5 \), adjustable parameters are chosen from Table 2. Figure 15 shows system responses, tracking errors, and control signals. For a 20 Hz sine reference, compared with obvious phase lag responses of the LADRC, responses of the UADRC almost have no phase lag. In addition, the UADRC has much smaller tracking errors.

Simultaneously, hysteresis is a key matter in reducing the positioning accuracy. Figure 16 shows the compensated hysteresis loops, when frequencies of the references are 0.2 Hz, 2 Hz, and 20 Hz, respectively. An ideal case is that the hysteresis loop becomes a 45° line after compensation. A smaller hysteresis loop signifies
a better compensation. Obviously, in all cases, the UADRC behaves best.

Remark 11. Figure 16 shows a fact that, without modeling the hysteresis, the UADRC can suppress the hysteresis more successfully with the help of the LESO (2) and the controller (6).

Experiments with external disturbances

In this section, external disturbances are introduced to verify the disturbance rejection ability of both UADRC and LADRC. Let $r = \sin(40\pi t + 1.5\pi) + 5$. A constant disturbance whose amplitude is 0.5 and a time-varying sinusoidal disturbance $0.5\sin(2\pi t + 1.5\pi)$ are introduced. Disturbances are activated from 0.05 s to the end of the experiments. Figure 17 shows tracking responses of the UADRC and the LADRC when a constant disturbance is introduced. Figure 18 gives out system responses in presence of a sinusoidal disturbance. Adjustable parameters of both UADRC and LADRC are also taken from Table 2.

From Figures 17 and 18, one can see clearly that the LADRC is weak to track a 20 Hz sine reference. However, the UADRC is still able to track the sine reference well, even if there exist a constant and a time-varying disturbance.

To make a quantitative comparison, values of root mean square error (RMSE) and root mean square error of control signal $u$ (RMSU) are listed in Table 3. Here, improvements in Table 3 means the difference between the UADRC and the LADRC. If the value of the UADRC is smaller than the one of the LADRC, the improvement will be positive. Otherwise, the improvement will be negative. From Table 3, it is easy to get a conclusion that, compared with the LADRC, the UADRC has much smaller RMSE values with similar RMSU values. Additionally, when a constant disturbance and a sinusoidal disturbance exist, much better reference tracking can be also obtained by the UADRC with similar control energy.
With an attempt to show the fact vividly, histograms of both RMSE values and RMSU values are drawn in Figure 19. It also confirms that, with similar control energy, the UADRC tracks the references more accurately.

Table 3. RMSE and RMSU values of the UADRC and the LADRC.

|     | Step| 0.2 Hz sine | 2 Hz sine | 20 Hz sine (I) | 20 Hz sine (II) |
|-----|-----|-------------|-----------|----------------|----------------|
|     | RMSE| RMSU        | RMSE      | RMSE           | RMSU           |
| UADRC| 0.4392 | 0.3701     | 0.0116    | 0.4806         | 0.0126         |
| LADRC| 0.4782 | 0.3673     | 0.0532    | 0.4809         | 0.0826         |
| Improvements (%) | 8.2  | 20.7  | 78.2  | 84.7  | 51.6  |

Figures 17 and 18. Sine responses (IV): (a) tracking results, (b) positioning errors, and (c) control efforts.

With an attempt to show the fact vividly, histograms of both RMSE values and RMSU values are drawn in Figure 19. It also confirms that, with similar control energy, the UADRC tracks the references more accurately.

Obviously, tracking errors shown in figures, RMSE values given in Table 3 and Figure 19 reveal a fact that the U-model based control law $u'$ proposed in the UADRC is capable of achieving much faster and more accurate responses no matter whether external
disturbances exist or not. Moreover, the PD control law in the LADRC is not able to drive the system output track references as desirably as $u^*$. Phase advantage of the UADRC is more remarkable in the case of tracking a higher frequency reference. Finally, it is worth pointing out that more satisfactory tracking responses can be obtained by similar control energy.

**Remark 12.** The UADRC proposed in this paper smartly integrates advantages of both LADRC and U-model control. A system, no matter it is linear or nonlinear, time invariant or time varying, can be dynamically transformed to be pure integrators with the help of a LESO. Accordingly, the transformed system also provides an easy access to realize the U-model control. The UADRC is robust enough to both internal uncertainties and external disturbances, and it does improve the tracking speed to a great extent. Moreover, it is practical in engineering.

**Conclusion**

In this paper, by integrating advantages of both active disturbance rejection control and U-model control, a U-model based active disturbance rejection control is proposed and it is verified on a piezoelectric driven nano-positioning stage. Phase advantage of the UADRC is confirmed by both theoretical and experimental results. Better tracking performance is produced in a practical way. Therefore, the UADRC may be a promising way in the positioning control. Additionally, from theoretical analysis of the steady-state tracking error, one can also find that a better ESO and a more powerful control law ensure much smaller tracking errors. As a continuous research, a more effective ESO and a more robust control law in the UADRC promise much better closed-loop performance, and it is on the way.
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