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Dark compact objects ("clumps") transiting the Solar System exert accelerations on the test masses (TM) in a gravitational-wave (GW) detector. We reexamine the detectability of these clump transits in a variety of current and future GW detectors, operating over a broad range of frequencies. TM accelerations induced by clump transits through the inner Solar System have frequency content around \( f \sim \mu \text{Hz} \). Some of us [Fedderke et al., Phys. Rev. D 105, 103018 (2022)] recently proposed a GW detection concept with \( \mu \text{Hz} \) sensitivity, based on asteroid-to-asteroid ranging. From the detailed sensitivity projection for this concept, we find both analytically and in simulation that purely gravitational clump–matter interactions would yield one detectable transit every \( \sim 20 \text{ yrs} \), if clumps with mass \( m_{cl} \sim 10^{14} \text{kg} \) saturate the dark-matter (DM) density. Other (proposed) GW detectors using local TMs and operating in higher frequency bands are sensitive to smaller clump masses and have smaller rates of discoverable signals. We also consider the case of clumps endowed with an additional attractive long-range clump–matter fifth force significantly stronger than gravity (but evading known fifth-force constraints). For the \( \mu \text{Hz} \) detector concept, we use simulations to show that, for example, a clump–matter fifth-force \( \sim 10^3 \) times stronger than gravity with a range of \( \sim 1 \text{ AU} \) would boost the rate of detectable transits to a few per year for clumps in the mass range \( 10^{11} \text{kg} \lesssim m_{cl} \lesssim 10^{14} \text{kg} \), even if they are a \( \sim 1 \% \) sub-component of the DM. The ability of \( \mu \text{Hz} \) GW detectors to probe asteroid-mass-scale dark objects that may otherwise be undetectable bolsters the science case for their development.
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I. INTRODUCTION

The direct detection of gravitational waves (GWs) by the LIGO/Virgo Collaborations [1, 2] has opened a new window through which to observe the Universe. The \( \mathcal{O}(100) \) compact-object merger events that have since been observed [3–5] have provided insight into such varied topics as massive black-hole populations and formation histories [6]; the synthesis of heavy elements in the Universe [7]; precision measurements of the speed of propagation of gravitational disturbances [8] and of dynamical, strong-field general relativity [9, 10]; and new ways to measure the Hubble constant [11–15].

While ground-based laser interferometers such as the LIGO/Virgo/KAGRA [16] network are sensitive to GWs in the \( \sim 10 \text{ Hz}–10 \text{kHz} \) frequency band, existing pulsar timing arrays (PTAs) [17–21] are sensitive to nHz–\( \mu \text{Hz} \) GW signals. These PTAs are also beginning to observe an interesting common-spectrum process [21–24], which could be the herald of further discoveries to come.

A wide array of concepts is proposed and/or under development to cover as much as possible of the GW frequency range between PTAs and ground-based laser interferometers, including ideas based on astrometry [25–33], ranging between asteroids [34], studying orbital perturbations of astrophysical binaries [35, 36], and future atomic [37–45] or laser [46–54] interferometers on Earth or in space. Other space-based proposals include using atomic clocks on orbit [55, 56] and deploying lunar GW detectors of various types [57–63]; studies of ground-
based detectors with coverage at higher (MHz–GHz) frequencies have also been undertaken, see, e.g., Ref. [64] for a recent review. While many exciting lessons await from further observations of merging binaries (e.g., information regarding gaps and structure in the compact-object mass distribution [65–68], including implications for new physics [69, 70]) or future measurements of stochastic GW signals, it also behooves us to consider other discovery opportunities that existing and proposed GW detectors enable.

In this work, we revisit an old idea [71, 72] to use GW detectors to search for the nearby passage of a massive, compact object (see also Refs. [73–77]). Such a passage would induce a time-dependent change to the test-mass (TM) separation in the GW detector via the gravitational (or any additional force) interactions between that object and the TMs. For concreteness, we will consider the sensitivity of GW detectors to macroscopic compact dark matter (DM) “clumps” in the broad mass range of $1 \times 10^{20}$ kg $\sim 10^{-30}$–$10^{-10}$ $M_\odot$; see also Refs. [78–82] for related work on searching for DM clumps at the upper end of this mass range with PTAs, Ref. [83] for searches in the kg-range with ground-based laser interferometers, and Ref. [84] for a proposal to search for $10^{13}$–$10^{19}$ kg $\sim 10^{-17}$–$10^{-11}$ $M_\odot$ DM clumps via stellar shocks. Our analysis is insensitive to the nature of these clumps, and encompasses possibilities such as (primordial) black holes [85–102] and composite DM objects like blobs/nuggets [103–114], as long as they are stable and dense enough not to be tidally disrupted during their passage through the inner Solar System. Our analysis also readily extends to other, non-DM objects: e.g., rogue asteroids such as ‘Oumuamua. Our work is similar in conception to that carried out in Ref. [77], which considered LISA and aLIGO sensitivity to the passage of dark clumps (both for purely gravitational and fifth-force couplings); our main innovation is in considering the sensitivity of more recently proposed detection concepts that would expand the mass range over which such clumps could be searched for in this way (we also revisit the LISA sensitivity using current LISA projections).

DM clumps and other interstellar objects have typical speeds of order $v_{cl} \sim 10^{-3} c$ relative to the Solar System. The transit of such objects through the inner few-AU region of the Solar System takes $T \sim 10^6$ s, placing the frequency content of the corresponding signal in a GW detector squarely in the $0.1$–$10 \mu$Hz band. Refs. [71, 72] considered a LISA-like detector, but used overly optimistic estimates for the low-frequency noise. In particular, the stability of human-engineered TMs in space (at least those feasible with state-of-the-art technology) severely limits the sensitivity of such a detector below the mHz range, as demonstrated by the LISA Pathfinder mission [49, 115]. Much smaller low-frequency acceleration noise of local TMs could potentially be achieved for TMs that are much more massive than those that can be launched from the ground. Ref. [34] showed that certain asteroids in the inner Solar System can be sufficiently stable to serve as excellent TMs for GW searches in the $\mu$Hz band, with the GW detection implemented by direct asteroid-to-asteroid ranging via deployed laser or radio links. For carefully chosen asteroids, the dominant noise source limiting the stability of the asteroids as TMs at frequencies $\lesssim \mu$Hz is the so-called “asteroid gravity gradient noise”, which was characterized in Ref. [116]. This fundamental, unshieldable noise source (the computation of which in Ref. [116] applies to all GW detectors with both ends of the baseline confined to the inner Solar System) is due to the gravitational acceleration of the TMs induced by the $O(10^6)$ other inner Solar System asteroids. Its origin is hence conceptually similar to the TM acceleration signal arising from the close passage of a compact object we are attempting to search for. The recently improved understanding of the relevant noise sources in the $\mu$Hz frequency band [116] as well as the rich diversity of existing and proposed local-TM-based GW detector concepts across the GW frequency landscape from $\mu$Hz up to kHz and beyond makes this an opportune moment to reconsider the sensitivity of GW detectors to DM clumps.

In Sec. II we discuss an heuristic estimate of the sensitivity, through purely gravitational interactions, of GW detectors to the passage of compact objects through the inner Solar System. This estimate allows us to compare the reach of different detectors and to understand why a $\mu$Hz GW detector, such as one based on asteroid-to-asteroid ranging [34], is particularly well-suited for such a search. Assuming that the clumps make up a fixed fraction (or all) of the DM, we show that the higher the frequency at which a detector operates, the smaller the clump masses it is sensitive to. Due to the parametric scaling of the strain sensitivity of proposed detectors with GW frequency and baseline length, among the detectors and concepts that we consider, the rate of discoverable signals is highest for the asteroid-ranging proposal. A detector operating in the $\mu$Hz range would be most sensitive to clumps in the $10^{13}$–$10^{16}$ kg range. Taking the estimated sensitivity from Ref. [34] for the asteroid-ranging concept, the rate of discoverable signals could be as large as $\sim 5 \times 10^{-2}$ yr$^{-1}$ for clump masses $\sim 10^{14}$ kg, assuming that these clumps make up all of the DM. Detectors operating in the kHz band (e.g., ground-based laser interferometers) are best suited to search for clumps with masses in the $10$–$10^4$ kg mass range; the rate of detectable signals in a detector with the sensitivity of the Einstein Telescope [51] or Cosmic Explorer [52] proposals could be as large as $2 \times 10^{-2}$ yr$^{-1}$ for $\sim 10^2$ kg clumps making up the DM. Detectors operating at intermediate frequencies, such as space-based laser (e.g., LISA [48] or TianQin [46]) or atom interferometers, would be most sensitive to clump masses in between these ranges, but the
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1 AU $\approx 1.5 \times 10^{11}$ m.
expected rate of discoverable signals tends to be smaller than those for the asteroid ranging or next-generation ground-based laser-interferometer proposals. However, detectors operating in different frequency ranges are complimentary, as they are sensitive to clumps of different masses.

In Sec. III we then focus on the asteroid-ranging concept of Ref. [34] and present an improved sensitivity estimate based on a matched-filter search, again assuming purely gravitational interactions of the transiting compact object and the detector TMs. We present the results of a Monte Carlo simulation we implemented in order to calculate the sensitivity. This simulation accounts for the distribution of trajectories that DM clumps would take through the inner Solar System. We consider both a toy example of ranging two (fictitious) asteroids located 0.5 AU from the Sun and separated from each other by 1 AU, and a more realistic setup of ranging between two known asteroids with appropriate properties to serve as good TMs, 433 Eros and 2064 Thomsen. The projected sensitivities we find from this analysis are in good agreement with our heuristic estimates in Sec. II.

In Sec. IV we entertain the possibility of a stronger-than-gravity long-range fifth force between SM particles and DM clumps. Such a fifth force would have multiple interesting effects: while the force could obviously enhance the signal from a passing clump in the asteroid GW detector, there would also be a relevant focusing effect on the clump trajectories through the inner Solar System due to the fifth-force interaction between the clumps and the Sun. The latter effect reinforces the former, leading overall to a vastly enhanced detectable rate of transits, as high as a few per year for some parameter choices, even assuming that the clumps comprise only a $O(1\%)$ fraction of the DM.

We conclude in Sec. V.

II. HEURISTIC SENSITIVITY ESTIMATE

Let us discuss a rough estimate of the sensitivity of a GW detector to the passage of a clump in order to gain some intuitive understanding of the sensitivity. As noted above, this search will be insensitive to the nature of these clumps as long as they are stable and dense enough not to be tidally disrupted during their passage through the inner Solar System. Throughout this work, we denote the mass of the clump by $m_{cl}$, and its speed relative to the detector by $v_{cl}$. The acceleration\(^2\) such a clump will exert on a TM when the distance of the clump to the TM is $r$ is then

$$a \sim \frac{G_N m_{cl}}{r^2},$$

where $G_N$ is the gravitational constant. A GW detector does not measure the absolute acceleration of a clump, but rather the relative acceleration between two TMs. If we denote the separation of the TMs by $L$, the relative acceleration between the TMs from the passage of a clump will be

$$\Delta a \sim G_N m_{cl} \left( \frac{1}{r_1^2} - \frac{1}{r_2^2} \right) \sim \frac{G_N m_{cl}}{r^2} \min \left( 1, \frac{2L}{r} \right),$$

where $r_i$ is the distance of the clump to the $i$-th TM. In the second expression in Eq. (2), $r$ denotes the distance between the clump and the closest TM. The precise form of the appropriate approximation depends on the relative orientation of the clump trajectory to the TMs; qualitatively, however, the relative acceleration is simply given by the acceleration of the closer TM for $r \ll L$, while for $r \gtrsim L$, one picks up a tidal suppression factor of $\sim L/r$. As we will see below, GW detectors will mostly be sensitive to encounters with $r \ll L$.

In order to gain intuition for the sensitivity of GW detectors to such accelerations, let us convert this into a “strain” signal; i.e., into the integrated fractional change of the separation between the two TMs. We note that, when searching for clumps, the acceleration is a more natural quantity to consider than the strain; when discussing the matched-filter search in Sec. III, we will do so in terms of the acceleration. However, for pedagogical purposes, it useful to think about the signal in terms of the strain.

Suppose that the clump passes the detector such that the smallest distance between the closest TM and the clump on its trajectory is $d$. Given that the clump has speed $v_{cl}$ relative to the detector, the strain signal will be peaked at the frequency

$$f_{\text{peak}} \sim \frac{v_{cl}}{2\pi d}. \quad (3)$$

The strain induced by such a signal is then\(^3\)

$$h_{cl} \sim \frac{\Delta a}{(2\pi f_{\text{peak}})^2 L} \sim \frac{G_N m_{cl}}{v_{cl}^2 L} \min \left( 1, \frac{4\pi L f_{\text{peak}}}{v_{cl}} \right). \quad (4)$$

detectable Shapiro-delay signal. With very long baselines, such as in PTAs, close passages anywhere along the baseline can compensate the rate loss from the more massive clump (see, e.g., discussion in Ref. [81]); for the baselines we consider here, however, such a compensation does not occur.

\(^2\) It is well known that the Shapiro effect resulting from a clump passage anywhere along the baseline also gives a potential signal [79]. We have checked that, for the asteroid-ranging proposal of Ref. [34] that we study most carefully in this work, the rate of detectable DM clump transits via the Shapiro effect is highly suppressed as compared to the direct acceleration effect. This is because the clumps must be much more massive to generate a

\(^3\) Note that care must be taken when comparing this to a GW detector strain sensitivity curve at frequencies $f \gtrsim 1/(\pi L)$ [117]. A GW detector suffers a strain-response suppression in this regime as the GW wavelength falls inside the detector baseline. This suppression however does not affect our signal, and so must be removed from the published GW detector sensitivity curves $h_c(f)$ prior to employing them in this work. We have accounted for this effect in drawing the dotted lines in Fig. 1, where it is relevant.
Note that as long as \( d \ll L \), such that the acceleration is not in the tidal limit (i.e., the “min” expression is equal to 1), the induced strain is independent of \( d \); this is because the dependence of the relative acceleration of the TMs on \( d (\Delta a \propto d^{-2}) \) is canceled by the time it takes the clump to pass by the detector (\( 1/f_{\text{peak}} \propto d \)).

We can invert these expressions to derive an heuristic estimate for the sensitivity of a given GW detector. A GW detector with baseline \( L \) and characteristic strain sensitivity \( h_c(f) \) is sensitive to clumps coming within a distance

\[
d \sim \frac{v_{cl}}{2\pi f},
\]

provided that they have a mass

\[
m_{cl} \gtrsim m_{cl}^{\text{min}} = \frac{v_{cl}^2 h_c(f) L}{G_N} \max \left( 1, \frac{v_{cl}}{4\pi L f} \right).
\]

(5)

We can use Eq. (5) to eliminate \( f \) in favor of \( d \) in Eq. (6) and compute \( m_{cl}^{\text{min}}(d) \) for any detector. Assuming the clumps have a local mass density \( \rho_{cl} \), we can estimate the rate of discoverable signals as

\[
\dot{N}_{cl} \sim \pi d^2 \rho_{cl} \frac{v_{cl}}{m_{cl}^{\text{min}}} \sim \frac{G_N v_{cl} \rho_{cl}}{4\pi} \min \left( 1, \frac{4\pi L f}{v_{cl}} \right) \frac{1}{L^2 h_c(f)}.
\]

(6)

The latter form of this expression is useful to directly calculate the rate of discoverable signals from the detector characteristics, although it obscures that detectors are sensitive to different \( m_{cl}^{\text{min}}(d) \), depending on the frequencies at which they operate.

We are now in a position to estimate the sensitivity of different detectors. Assuming that the clumps make up the DM, we will use a typical speed of \( v_{cl} \approx 300 \text{ km/s} \) and assume a local mass density of \( \rho_{cl} = 0.3 \text{ GeV/cm}^3 \). To start, let us consider the asteroid-to-asteroid ranging proposal of Ref. [34], with a baseline of \( L \sim 1 \text{ AU} \) and optimum strain sensitivity of \( h_c^{\text{opt}} \approx 5 \times 10^{-20} \) at \( f_{\text{opt}} \sim 10 \mu\text{Hz} \). This corresponds to the peak frequency of the signal from a clump coming within \( d \sim 0.03 \text{ AU} \) of the detector (note that \( d \ll L \); the TM acceleration signal is thus clearly not in the tidal limit). This strain sensitivity corresponds to a minimal detectable clump mass \( m_{cl}^{\text{min}} \approx 5 \times 10^{-18} \text{ M}_\odot \approx 10^{13} \text{ kg} \), and we would expect such encounters to occur with a rate of \( \dot{N}_{cl} \approx 0.04 \text{ yr}^{-1} \).

However, inspecting Eq. (7), we can see that this is not quite the frequency (and, in turn, mass) for which we find the largest rate: since \( \dot{N}_{cl} \propto f^{-2} h_c^{-1}(f) \), the rate continues to increase for \( f_{\text{peak}} < f_{\text{opt}} \), until a corner frequency \( f_{\text{cut}} \) at which the detector sensitivity curve \( h_c(f) \) starts degrading faster than \( h_c \propto f^{-2} \).

For the asteroid-ranging proposal, \( f_{\text{cut}} \approx 3 \mu\text{Hz} \), giving \( h_c^{\text{cut}} \approx 5 \times 10^{-19} \). Taking \( f = f_{\text{cut}} \) in Eqs. (5)–(7) then gives \( m_{cl}^{\text{min}} \approx 5 \times 10^{-17} \text{ M}_\odot \approx 10^{14} \text{ kg} \), and a signal rate of \( \dot{N}_{cl} \approx 0.05 \text{ yr}^{-1} \) (i.e., \( \sim 1 \) detectable event every \( \sim 20 \text{ yrs} \)). It is amusing to note that the asteroid-to-asteroid ranging proposal would be most sensitive to DM clumps with asteroid-like masses.

Let us now compare these results for the asteroid-ranging proposal with other GW detectors. All other existing or proposed detectors with all of their TMs located in the Solar System are aimed at higher frequencies. From Eq. (5), we can immediately see that a detector optimized for higher-frequency signals will see clumps passing closer to the detector: \( d \propto 1/f_{\text{opt}} \). The optimal characteristic-strain sensitivities of different existing or proposed detectors lie very roughly along a line \( h_c^{\text{opt}} \propto f_{\text{opt}}^{-0.7} \). At the same time, the larger the frequency for which a detector is optimized, the shorter its baseline: approximately, detectors are designed\(^4\) with \( L \approx f_{\text{opt}} \). With Eq. (6), then see that detectors at higher frequencies will be sensitive to smaller clumps: \( m_{cl}^{\text{min}} \propto h_c^{\text{opt}} L_{\text{opt}} \propto f_{\text{opt}}^{-1.7} \). However, from Eq. (7), we see that this scaling leads to loss in signal rate with increasing frequency: \( \dot{N}_{cl} \propto L_{\text{opt}}^{-1} f_{\text{opt}}^{-2} (h_c^{\text{opt}})^{-1} \sim f^{-0.3}_{\text{opt}} \). Therefore, detectors operating at higher frequencies will typically be sensitive to smaller clump masses and thus complementary to a detector operating in the \( \mu\text{Hz} \) range; however, the expected signal rate (assuming the same clump velocity distribution and mass density) will be lower.

For a more quantitative comparison of the sensitivities of different existing or proposed detectors to DM clumps, we show their projected sensitivities computed via Eqs. (5)–(7) in Fig. 1. Projections are given for: (i) the asteroid-to-asteroid ranging proposal for a baseline of \( L \sim 1 \text{ AU} \), using the sensitivity curve from Ref. [34]; (ii) a LISA-like detector with \( L = 2.5 \times 10^6 \text{ km} \), with sensitivity as projected in Ref. [118]; (iii) an aLIGO-like detector with \( L = 4 \text{ km} \) and sensitivity taken from Ref. [119]; (iv) MAGIS-1 km as an example of an ground-based atom interferometer with \( L = 1 \text{ km} \) and sensitivity based on Ref. [45]; and (v) Einstein Telescope (ET) with \( L = 10 \text{ km} \) and strain sensitivity taken from Ref. [120]. These projections should be understood as approximate, order of magnitude estimates: e.g., in Fig. 1 we do not account for the velocity distribution one would expect for DM clumps, nor for the orientation of the clump trajectory relative to the detector, nor indeed for the geometry of the TMs in the detector. Moreover, the particular detectors or concepts we selected were chosen merely
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\(^4\) Atom interferometer based detectors tend to violate this scaling; the baselines of the proposed detectors [37–45] are typically much shorter than those of a laser interferometer aimed at the same frequency range.
as representative examples spanning a wide range of frequencies and detector technologies; e.g., Cosmic Explorer would have comparable reach to our projections for Einstein Telescope, TianQin’s sensitivity would be comparable to that of LISA, and other ground-based atom interferometer proposals [39, 41, 44] have projected sensitivities similar to MAGIS-1km.

A further comment on our sensitivity estimate is in order. In Fig. 1, we show the sensitivity projections based on the strain at the peak frequency of the signal, Eq. (3), by the dashed lines. However, this estimate is too conservative for clumps with $f_{\text{peak}} > f_{\text{opt}}$ for a given detector; i.e., it underestimates the sensitivity to clumps with smaller masses. For simple orientations of the clump trajectory relative to the detector, one can calculate the Fourier transform of the (single TM) acceleration signal analytically (see e.g., Refs. [71, 76]): one finds that the acceleration power spectral density, to which we will return in Sec. III, is approximately flat for $f \lesssim f_{\text{peak}}$. Using matched-filter arguments (see Appendix A), this observation can be shown to enhance the detectability of signals with $f_{\text{peak}} > f_{\text{opt}}$ as compared to the estimate given at Eq. (6): up to $\mathcal{O}(1)$ factors, the parametric replacement in Eq. (6) is $h_c(f) \rightarrow (\hat{f}/f) \times h_c(\hat{f})$, where $\hat{f}$ denotes the frequency at which $fh_c(f)$ is minimized for a given detector. This leads to the parametric scaling $m_{\text{cl}}^{\text{min}} \propto d$ when $f_{\text{peak}}(d) > \hat{f}$. In terms of the rate of discoverable signals, this implies $N_{\text{cl}} \propto d \times m_{\text{cl}}$ for $m_{\text{cl}} < m_{\text{cl}}^{\text{min}}(f_{\text{peak}} = \hat{f})$. This improved sensitivity estimate is shown by the solid lines in Fig. 1.

Let us focus on the sensitivity of the different existing or proposed detectors in terms of the rate of discoverable signals as a function of the clump mass, shown in the right panel of Fig. 1. As we stressed above, we see that detectors operating in different frequency ranges are sensitive to different clump-mass ranges. The detectors operating at the highest frequencies we consider here are the ground-based laser interferometers aLIGO and ET, which have the highest rate of discoverable signals for
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5 We note that a detectable passage of a less massive object by the higher-frequency, ground-based detector networks such as...
m_\text{cl} \sim 10^2 - 10^3 \text{kg}; by contrast, the asteroid-ranging concept is the lowest-frequency detector we consider, with largest \(N_{\text{cl}}\) to clumps with masses \(m_{\text{cl}} \sim 10^{14}\) kg. As we argued above, the scaling of the strain sensitivity of the different detector concepts in the different frequency bands generally leads to the rate of discoverable signals being larger in detectors optimized for lower frequencies (which are sensitive to heavier clumps). Note that the projected strain sensitivity of third-generation ground-based laser interferometers almost overcomes this trend: the rate of discoverable signals being larger in detectors optimized for lower frequency bands generally leads to the rate of discoverable signals in ET is almost as large as for the asteroid-ranging proposal.

The scaling of the discoverable rate \(N_{\text{cl}}\) with \(m_{\text{cl}}\) for a given detector is straightforward to understand from the arguments we presented above. Around the maximum of the \(N_{\text{cl}}(m_{\text{cl}})\) curves in the right panel of Fig. 1, the exact shape of the curve is dictated by the shape of the detector’s characteristic-strain sensitivity \(h_c(f)\). At smaller \(m_{\text{cl}}\), where the improved (solid lines in the right panel of Fig. 1) sensitivity estimate deviates from the overly conservative estimate based on the strain at \(f_{\text{peak}}\) only (dashed lines), the improved sensitivity estimate scales as \(N_{\text{cl}} \propto m_{\text{cl}}\), as argued above (see also Appendix A). For larger clump masses, on the other hand, a detector becomes increasingly sensitive to clumps passing the detector at greater and greater distances, leading to smaller and smaller \(f_{\text{peak}}\). Eventually, the signal will be peaked at frequencies \(f_{\text{peak}}(d) \lesssim f_{\text{det}}^{\text{min}}\), where \(f_{\text{det}}^{\text{min}}\) is the smallest frequency for which published noised curves are available for a detector. However, this does not imply complete loss of sensitivity, just a break in the scaling: fixing \(d\) to maintain \(f_{\text{peak}}(d) \sim f_{\text{det}}^{\text{min}}\) leads to our sensitivity forecast scaling as \(N_{\text{cl}}(m_{\text{cl}}) \propto 1/m_{\text{cl}}\) owing to the smaller number density of more massive objects; see Eq. (7) for fixed \(d\). This behavior can be seen for the LISA projection at \(m_{\text{cl}} \gtrsim 10^{14}\) kg in the right panel of Fig. 1: for the other detectors, this transition occurs outside the plotted range of \(N_{\text{cl}}\). Finally, we can note that the scaling of \(N_{\text{cl}}(m_{\text{cl}})\) for the MAGIS-1km case differs somewhat from the other detectors: MAGIS-1km (and other proposed atom-interferometer detectors) plan(s) to utilize TMs with much smaller separation compared to the (inverse) frequency band for which they are optimized than all other detector concepts for which we show projections in Fig. 1. As a consequence, MAGIS-1km is in the tidal limit for its sensitivity to clumps with \(m_{\text{cl}} \gtrsim 100\) kg, which is below the value \(m_{\text{cl}} \sim 10^9\) kg for which the (non-improved) sensitivity estimate based on the strain at \(f_{\text{peak}}\) becomes maximal. This results in scalings \(m_{\text{cl}}^{\text{min}} \propto d^2\) and \(N_{\text{cl}} \propto (m_{\text{cl}})^0\) between these two masses. All other detectors for which we show results in Fig. 1 enter the tidal limit only for their sensitivity to clumps with masses larger than those for which we find the largest \(N_{\text{cl}}(m_{\text{cl}})\).

It is interesting to compare our results to those of Ref. [77], which considered the sensitivity of aLIGO and LISA to the passage of dark clumps using Monte Carlo simulations similar to those that we consider in Secs. III and IV for the passage of proposed asteroid-ranging concept detector. Adjusting for the slightly different assumption for the DM mass density used in Ref. [77] \((\rho_{\text{dm}} = 0.39\ \text{GeV/cm}^3)\), Fig. 1 of that reference indicates that aLIGO could detect \((\rho \geq 1)\) \(m_{\text{cl}} \sim 10^3\) kg clumps at a rate of \(N_{\text{cl}} \sim 3 \times 10^{-4}\) yr\(^{-1}\), which agrees within an \(O(1)\) factor with the results in our Fig. 1; this is good agreement given the heuristic nature of our estimates in Fig. 1. However, our results for LISA are significantly less optimistic than those of Ref. [77]: again adjusted for the differing DM mass density, Ref. [77] projects that clumps of mass \(m_{\text{cl}} \sim 10^{11}\) kg are detectable at \(\rho \geq 1\) at a rate of \(N_{\text{cl}} \sim 8 \times 10^{-2}\) yr\(^{-1}\), which is a factor of \(\sim 25\) larger than the rate we project in our Fig. 1. We have not been able to resolve this discrepancy definitively. It is not due to the heuristic nature of our estimate; as we show in Sec. III and Fig. 2, our heuristic estimation procedure is well validated against Monte Carlo simulations within \(O(3)\) factors at worst. We speculate that the discrepancy could be due to evolution of LISA design parameters leading us to assume a different projected sensitivity: the preprint for Ref. [77] appeared before the final LISA L3 design proposal [48] was released (the strain sensitivity of the latter agrees well with the one we use [118]).

We note that the signal from the passage of an exotic DM clump in a GW detector can be degenerate with the signal from the passage of ordinary objects such as inner Solar System asteroids. In the non-tidal limit \((d \ll L)\), scaling the mass of a transiting object as \(m \propto v^2\) and its closest-approach distance as \(d \propto v\) yields the same signal waveform for objects transiting at different speeds \(v\); see Eqs. (5) and (6). A closer and less massive ordinary asteroid (slower moving) could thus be mistaken for a more distant and more massive DM clump (faster moving). This degeneracy is broken when both TMs respond non-trivially to the clump passage (i.e., in the tidal limit). Of course, in the degenerate case, optical follow-up is possible for an ordinary asteroid, and would allow discrimination of these possibilities [71, 72]: nightly all-sky surveys such as ATLAS [121] suffice to pick up the larger asteroids that the asteroid-ranging detector would be sensitive to (we estimate this is possible down to \(\sim 3\) km asteroid diameters, assuming they are at the closest part of the inner edge of the Main Belt). Future deep, wide field-of-view images from Rubin Observatory [122] will enable southern-sky optical follow-up for asteroids as small as 150 m in diameter, at similar distances; likewise, the existing Pan-STARRS instrument [123, 124] continually un-

\begin{align*}
aLIGO and ET can be required to be so close to the individual detectors in the network that the signal may not appear coincidentally in all the detectors: i.e., maximal values of \(d\) can be such that individual transits may be detectable in one detector and not the others in the network. Tailored searches for such non-coincident, impulsive events would thus be required. Of course, for the regions of parameter space that lie in this ‘independent transits’ limit, overall network event rates would be increased by the number of individual detectors in the network.
dertakes wide field-of-view, weekly-cadence, northern-sky monitoring at higher (i.e., fainter) magnitudes than AT-LAS, in search of near-Earth asteroids. Targeted optical follow-up would also be possible.

The sensitivity of the asteroid-ranging detector to roughly asteroid-mass-scale objects may also be viewed as a science opportunity: because detector sensitivity to $v \sim 10 \text{ km/s}$ transits (typical for bound objects in the inner Solar System) shifts to less massive objects as compared to DM clumps owing to the speed scalings discussed above, we may be able to use such a detector to augment our knowledge of the incomplete population census and orbital distributions of the smaller, less massive asteroids in the inner Solar System.

Concerning the maximal rate of discoverable signals, we can note from our results in Fig. 1 that, although in particular the asteroid-ranging proposal and next-generation ground-based laser interferometers such as ET come tantalizingly close to being able to discover clumpy DM, the rate of discoverable signals falls just short of what would be required to probe a scenario where all of the DM would be comprised of clumps of a given mass. We find the largest rate of discoverable signals out of all detectors for the asteroid-ranging concept, $N_{\text{cl}} \sim 0.05 \text{ yr}^{-1}$ for $m_{\text{cl}} \sim 10^{14} \text{ kg}$. Such a rate corresponds to one discoverable signal during a $\sim 20 \text{ yr}$ mission. The rate of discoverable signals could be larger than these projections if, for example, the clump density in the vicinity of the Solar System would be much larger than our assumption of $\rho_{\text{cl}} \sim \rho_{\text{DM}} \sim 0.3 \text{ GeV/cm}^3$. Current measurements of the “local” DM density are sensitive to the average DM density over volumes larger than $\sim (100 \text{ pc})^3$, leaving open the possibility that the DM density in the close vicinity of the Solar System is much larger than $0.3 \text{ GeV/cm}^3$; for instance, we could be in a DM stream or other over-dense sub-structure [125, 126].

Another possibility for a larger rate of discoverable signals is if there is an additional long-ranged force between the clumps and ordinary matter (including the detector TMs), a possibility which we will entertain further in Sec. IV. If, on the other hand, we maintain our assumption of $\rho_{\text{cl}} \sim \rho_{\text{DM}} \sim 0.3 \text{ GeV/cm}^3$ and purely gravitational interactions of the DM clumps with the detector, we can read off the improvement in sensitivity that would be required for any given detector concept to achieve any desired rate of discoverable signals. Keeping the baseline $L$ of a detector fixed but improving the characteristic-strain sensitivity by a factor $x$, would shift the corresponding $N_{\text{cl}}(m_{\text{cl}})$ curve in the right panel of Fig. 1 upwards in $N_{\text{cl}}$ and leftwards to lower $m_{\text{cl}}$ by the same factor $x$, as can be seen from equations Eqs. (6) and (7). For example, an asteroid-ranging detector with strain sensitivity improved by a factor of $\sim 20$ compared to the projection in Ref. [34] could detect one event per year if all of the DM is comprised of $m_{\text{cl}} \sim 10^{13} \text{ kg}$ clumps, while a ground-based laser interferometer with $L \sim 10 \text{ km}$ and a characteristic strain sensitivity $\sim 50$ times better than the projections for ET/CE could detect one event per year if all of the DM is made up of $\sim 1 \text{ kg}$ clumps.

Finally, it is also worth commenting on PTA sensitivity, as these detectors are in a different class to those with all their TMs located within the Solar System. PTA searches for GWs gain an advantage in their strain sensitivity by virtue of being able to consider effective baselines up to the GW wavelength, $\lambda_{\text{GW}} \sim 2 \times 10^5 \text{ AU} \times (\mu\text{Hz}/f_{\text{GW}})$. However, as a result of this, the sensitivity of a PTA to accelerations of the Earth or pulsar (accessed observationally via the Doppler effect [78, 81, 82]) is, for a given GW strain sensitivity, much poorer than that of a local-TM-based detector with the same strain sensitivity: if the local-TM-detector has a baseline $L$, it will have a factor of $\sim \lambda_{\text{GW}}/L \geq 1$ better acceleration sensitivity than the PTA. As such, PTAs are generally not well-suited for searching for impulsive acceleration signals from asteroid-mass-scale DM transits, where the baseline length is irrelevant to the size of the signal (modulo the possible tidal nature of the acceleration). PTAs do however have complementary sensitivity to accelerations caused by transiting objects somewhat more massive than what we consider in this work [78, 81, 82]. There is also a second signal that PTAs are sensitive to: pulsar timing shifts caused by Shapiro delays due to DM transits close to the Earth–pulsar line of sight. These are not as severely suppressed as might naïvely be expected, owing to the large distance to the pulsars [81]; however, detectable signals typically require even larger DM masses than the Doppler-based searches [79–82].

### III. MATCHED-FILTER SEARCH

So far, we have presented a simplified estimate of the sensitivity of GW detectors to the passage of a clump. In this section, we present a more careful estimate of the sensitivity based on a matched-filter search for the signal induced by a clump.

Since the precise form of the signal in a GW detector depends on the detector geometry, we will show quantitative results for only the particular case of ranging the distance between two asteroid test masses by means of a direct laser/radar ranging link, as proposed in Ref. [34]. Our formalism is straightforward to extend to more complicated detector geometries. Furthermore, we will account for the geometry of the clump trajectories relative to the detector expected for a given velocity distribution of the clumps, as well as gravitational effects on the clump trajectories during their passage through the gravitational potential of the Sun. We will show numerical results for the particular case of the clump velocity distribution following the Standard Halo Model [127, 128]; i.e., a Maxwell–Boltzmann distribution truncated at the galactic escape speed and boosted into the Solar System frame. We will assume two possible TM configurations: a toy example of ranging two (fictitious) asteroids located 0.5 AU from the Sun, separated from each other by 1 AU, and fixed in space (“Sun-straddling 1 AU baseline”); and
a more realistic setup of ranging between two known asteroids with appropriate properties to serve as good TMs, 433 Eros and 2064 Thomsen. The formalism we present readily extends to any other velocity distribution and locations of the TMs.

Let us begin by writing Eq. (1), the acceleration a TM exerts on a TM, more carefully. If we denote the location of the i-th TM (in any given coordinate system) as $r_i$ and the location of the clump as $r_{cl}$, the gravitational acceleration of the i-th test mass is

$$a_i(t) = G_N m_{cl} \frac{r_{cl}(t) - r_i(t)}{|r_{cl}(t) - r_i(t)|^3}. \quad (8)$$

A GW detector is sensitive to the relative acceleration of two TMs projected onto the baseline,

$$\Delta a_{ij}(t) = [a_i(t) - a_j(t)] \cdot \left[ \frac{r_i(t) - r_j(t)}{|r_i(t) - r_j(t)|} \right]. \quad (9)$$

This expression readily extends to multiple clumps accelerating the TMs at the same time; to account for this we simply need to replace $a_i \rightarrow a_i^{\text{tot}} = \sum_k a_k^i(t)$, where $a_k^i(t)$ is the acceleration of the i-th test mass by the k-th clump given by Eq. (8) [with $r_{cl} \rightarrow r_{cl}^k$].

In order to perform a matched-filter search, one computes the Fourier transform of $\Delta a_{ij}(t)$,

$$\tilde{\Delta}a_{ij}(f) \equiv \int dt \, e^{2\pi if t} \Delta a_{ij}(t). \quad (10)$$

The signal-to-noise ratio (SNR) $\rho$ is then [116, 129, 130]

$$\rho^2 \equiv 4 \int_0^{\infty} df \frac{\left| \tilde{\Delta}a_{ij}(f) \right|^2}{S_\nu(f)}, \quad (11)$$

where $S_\nu(f)$ is the (one-sided) power spectral density (PSD) of the relative (baseline-projected) acceleration noise at the frequency $f$. For the purpose of this work, we estimate $S_\nu(f)$ from published strain noise curves. These are typically published in terms of either the PSD noise of the strain, $S_h(f)$, or the characteristic strain sensitivity, $h_c(f)$, which are related via $h_c(f) \equiv \sqrt{\int S_h(f)df}$; see, e.g., Ref. [130]. From $S_h$ (or $h_c$) we estimate $S_\nu$ as [34]

$$S_\nu(f) \sim \frac{1}{2} (2\pi f)^4 L^2 S_h = \frac{1}{2} (2\pi f)^4 f^3 L^2 h_c^2(f), \quad (12)$$

where $L$ is the length of the detector baseline.

The remaining task to evaluate the sensitivity of a GW detector to the passage of a clump is to compute the trajectories of the clumps in the vicinity of the TMs; i.e., for our purposes of a detector with TMs in the inner Solar System, to compute $r_{cl}(t)$ through the inner Solar System.\(^6\) To this end, we perform a Monte Carlo simulation to draw initial conditions for clumps with a homogeneous density $\rho_{cl}$ and velocity distribution $f(v)$ entering a sphere with radius $R_0$ centered on the Sun [the “trajectory-initialization (TI) sphere”]. We evolve the orbits from these initial conditions in the (Newtonian) gravitational potential of the Sun. For our numerical results, we use a velocity distribution of the clumps following the Standard Halo Model (SHM); i.e., a Maxwell–Boltzmann distribution with velocity dispersion $\sigma_v = 156 \text{ km/s}$ in the Milky Way (MW) galactic rest frame, truncated at the galactic escape velocity $v_{\text{esc}} = 544 \text{ km/s}$, and boosted by the Solar System’s speed $v_{\odot} = 220 \text{ km/s}$ toward Cygnus in the galactic rest frame [131]. We normalize the flux of clumps through the TI sphere to $\rho_{cl} = \kappa \times 0.3 \text{ GeV/cm}^2$, where $\kappa$ is the fraction of the DM mass density in clumps. For the purposes of this section, we assume $\kappa = 1$. More discussion of the technical details of our calculation can be found in Appendix B.

In Fig. 2 we show sensitivity projections based on the matched-filter search. Throughout this work, we consider a signal detectable if the SNR satisfies $\rho \geq 1$. In the left panel of Fig. 2 we show the minimal clump mass required to give rise to a detectable signal as a function of the smallest achieved distance of the clump to either of the TMs, $m_{\text{cl,min}}(d)$, analogous to the left panel of Fig. 1. Each of the points in this scatter plot corresponds to a simulated trajectory. The spread in points in the vertical direction (i.e., the range of $m_{\text{cl,min}}$ we obtain for a given $d$) is due to the distribution of trajectories; for a given $d$, clumps pass the detector with different relative speeds and with different orientations of their trajectories with respect to the detector baseline. For computational efficiency, the computation is split into different intervals in $d$ as indicated by the thin dotted vertical lines and the different shades of points from different simulations. The results in this panel assume the fictitious “Sun-straddling 1 AU baseline” configuration (two asteroids located 0.5 AU from the Sun, separated from each other by 1 AU, and fixed in space), and we evolve the orbits in the gravitational potential of the Sun starting from a TI sphere with $R_0 = 15$ AU. For comparison, the dashed black line shows the matched-filter $m_{\text{cl,min}}(d)$ relation we find for a particular encounter geometry: choosing a Cartesian coordinate system where the TMs are located at $r_i = (\pm L/2, 0, 0)$, we consider a clump passing the detector with velocity $v_c = (0, 0, v_c)$ and point of closest approach $r_{cl} = (L/2 + d, 0, 0)$. We compute $v_{cl}$ from taking into account the gravitational effects of the Sun on a clump with asymptotic speed $v_{\odot}^2 = 300 \text{ km/s}$ relative to the Solar System. The solid magenta line shows the (improved) heuristic estimate from Sec. II.

In the left panel of Fig. 2, the heuristic estimate, the result for the particular geometry, and the scatter plots showing the results from our Monte Carlo simulation, all agree rather well. This demonstrates first that the heuristic estimate gives us a good understanding of the more careful projection based on a matched-filter search,

\(^6\) Note that technically we compute the $r_{cl}^{ij}(t)$, and, in turn, $\Delta a_{ij}(t)$, as discrete time series. The Fourier transform in Eq. (10) is accordingly replaced by a discrete Fourier transform and the integral in Eq. (11) by a sum over discrete frequencies. See, e.g., Ref. [116] for detailed formulae.
FIG. 2. Sensitivity projections based on our matched-filter search for an asteroid-to-asteroid ranging GW detector [34], assuming purely gravitational interactions between the clumps and ordinary matter (including the detector TMs). **Left panel:** Smallest clump mass $m_{\text{cl}}^\text{min}$ leading to a detectable signal (defined as having a SNR of $\rho \geq 1$) as a function of the smallest achieved distance $d$ of the clump to either of the test masses. These results assume the “Sun-straddling 1 AU baseline” TM configuration. Each point in the scatter plot corresponds to a trajectory from a Monte Carlo simulation with a TI sphere of radius $R_0 = 15$ AU, assuming a clump velocity distribution given by the Standard Halo Model. The different gray-shades of the clumps delineated by the vertical dotted black lines correspond to different disjoint parts of our simulation; see the text, and in particular Appendix B 2, for a technical discussion including the merging of the different simulations. For comparison, the dashed black line shows the matched-filter results for the specific ‘selected’ trajectory orientation discussed in the text, and the solid magenta line shows the (improved) heuristic estimate from Sec. II.

**Right panel:** Rate of discoverable ($\rho \geq 1$) signals $\dot{N}_{\text{cl}}$ assuming that clumps of mass $m_{\text{cl}}$ have a local density of $\rho_{\text{cl}} = 0.3$ GeV/cm$^3$. The different colored lines show results for different choices of the simulation setup and the detector TM configuration as denoted in the legend and discussed in the text. The shaded band around each colored line gives the 1σ Poisson error bands for our Monte Carlo simulation. The solid gray line shows the heuristic estimate from Sec. II (Fig. 1).

and second, that our Monte Carlo simulation reproduces the results from a simpler matched-filter calculation using a fixed geometry, up to expected spread from different possible clump trajectories for a given $d$. Taking a closer look, one can note that the heuristic estimate is overly conservative for clumps passing the TMs with $d \gtrsim 0.1$ AU, or in terms of the clump mass, for $m_{\text{cl}}^\text{min} \gtrsim 10^{14}$ kg. As discussed in Sec. II, for $d \gtrsim 0.1$ AU the strain signal is peaked at frequencies $f_{\text{peak}}$ smaller than the “corner frequency” $f_{\text{cnr}}$ at which the detector sensitivity curve starts degrading faster than $h_{\text{c}} \propto f^{-2}$. The reason that the matched-filter search yields better sensitivity for $d \gtrsim 0.1$ AU than our heuristic estimate is that the signal $\Delta a_{ij}(f)$, as given by Eq. (10), falls off slower at frequencies larger than $f_{\text{peak}}$ than does the detector noise $S_a(f)$ in this regime: tail effects not captured by the heuristic estimate boost the sensitivity. Modeling this effect in our heuristic estimate would have required detailed modeling of the frequency content of the signal and the shape of the detector noise curve; the matched-filter search by design accounts for such effects.

In the right panel of Fig. 2 we show projections for the rate of detectable events we expect as a function of $m_{\text{cl}}$, analogous to the right panel of Fig. 1. We show results from our Monte Carlo simulations for three cases: the solid red lines show results for the “Sun-straddling 1 AU” baseline configuration with orbits evolved from a $R_0 = 7.5$ AU TI sphere, while the dashed orange
lines show results for the same TM configuration but for \( R_0 = 15 \text{ AU} \); finally, the solid blue lines show projections for TMs that follow (oscillating) elliptical orbits corresponding to the known asteroids 433 Eros and 2064 Thomsen (see Tab. I in Appendix B2 for details) and \( R_0 = 15 \text{ AU} \). For comparison, the gray line shows the projections from our (improved) heuristic estimate from Sec. II (see Fig. 1). For the Eros–Thomsen case, the TMs move, and we have to make assumptions about the duration and time of the observations; we use a \( T = 10 \text{ yr} \) mission duration centered on one of the epochs of perihelion passage of 433 Eros, and all rate results should be understood to be averaged over that duration.

Comparing the matched-filter projections with the heuristic estimate, we find good agreement for \( m_{cl} \lesssim 10^{14} \text{ kg} \); for larger masses, the heuristic estimate of detectable events is overly conservative. This is due to the reasons discussed in the previous paragraph; i.e., in this regime, the heuristic estimate does not properly account for the frequency content of the signal at \( f \gtrsim f_{\text{peak}} \). Looking at the matched-filter projections for the three different cases shown in the right panel of Fig. 2, we can first note that the “Sun-straddling 1 AU” baseline configuration results for the two different choices of \( R_0 \) agree excellently with each other. This validates our sampling of the initial conditions at the TI sphere, a non-trivial exercise discussed in Appendix B. Comparing the results for this fictitious TM configuration with the projections for the Eros–Thomsen TM case, we find that the latter TM configuration performs slightly better. We caution that these results should be taken with a grain of salt; in the absence of dedicated sensitivity projections for particular TMs (and baseline configurations), we use the same sensitivity curve from Ref. \[34\] for both TM configurations. Thus, the only difference between these two TM configurations is that for the Eros–Thomsen case, the TMs (and hence the location, length, and orientation of the baseline) changes with time, while for the “Sun-straddling 1 AU” case, the TMs are fixed in space and the baseline has a fixed length of 1 AU. The moving TMs and, in particular, the different lengths of the baselines, lead to small differences in the sensitivity projections. The most pronounced difference is at \( m_{cl} \gtrsim 10^{16} \text{ kg} \). Consulting the left panel of Fig. 2, we can note that clump masses \( m_{cl} \gtrsim 10^{16} \text{ kg} \) are still detectable for \( d \gtrsim 1 \text{ AU} \); i.e., trajectories for which the interaction with the “Sun-straddling 1 AU” detector enters the tidal limit. For the 433 Eros and 2064 Thomsen orbits, the length of the baseline changes (slowly) with time, 1.1 AU \( \lesssim L \lesssim 4.6 \text{ AU} \); the time-averaged length of the baseline is \( L \sim 3.1 \text{ AU} \). Due to the longer baseline, the transition from the single-TM-acceleration limit to the tidal limit of the acceleration signal from the passage of a clump occurs at somewhat larger \( d \), leading to improved sensitivity to clumps with \( m_{cl} \gtrsim 10^{16} \text{ kg} \). Although we do not show the results here, the large-\( m_{cl} \) limit of the Eros–Thomsen results agrees well with simulation results for a “Sun-straddling 3 AU” baseline.

Returning to broader considerations of the sensitivity projections, we repeat our conclusions from Sec. II: Although the asteroid-ranging proposal comes tantalizingly close to being able to discover clumpy DM, the rate of discoverable signals falls just short of what would be required to probe a scenario where all of the DM would be comprised of clumps of a given mass. We find a largest rate of discoverable signals of \( N_{cl} \sim 0.05 \text{ yr}^{-1} \) for \( m_{cl} \sim 10^{14} \text{ kg} \), or one discoverable signal during a \( 20 \text{ yr} \) mission. These projections are based on a clump density of \( \rho_{cl} \sim \rho_{DM} \sim 0.3 \text{ GeV/cm}^3 \), a clump velocity distribution as given by the SHM, and purely gravitational interactions of the clumps with the TMs. Larger signal rates are possible if the local DM density in the close vicinity of the Solar System is larger or if the clumps follow a different velocity distribution. Another possibility leading to a larger rate of discoverable signals is an additional long-range force between the clumps and ordinary matter (including the detector TMs), which we will entertain in the following section.

### IV. FIFTH FORCE

So far, we have considered the sensitivity of GW detectors to the nearby passage of clumps that interact purely gravitationally with ordinary matter such as the detector TMs or the Sun. In this section, we entertain the possibility that the clumps are comprised of a form of matter which is subject to an additional attractive long-range force; see also Ref. [77] for a similar study for LISA and aLIGO.

There are strong experimental limits on new (long-range) forces between ordinary (Standard Model, SM) particles from, e.g., precision tests of the gravitational law ranging from the micrometer to the few-AU scale and null-results of searches for violations of the equivalence principle; see, e.g., Refs. [132, 133]. However, even if the clumps make up all of the DM, constraints on (long-range) forces between SM matter and the clumps, or clump-clump forces, are much weaker; moreover, any such limits disappear entirely when considering the clumps to make up only a small fraction of the DM, conservatively \( \kappa \lesssim 1\% \).

We will consider a new force between a clump with mass \( m_{cl} \) and a SM object with mass \( M \) that gives rise to an attractive Yukawa potential

\[
V_\gamma(r) = -\xi \frac{G N m_{cl} M}{r} e^{-m_{\phi} r},
\]

where \( r \) denotes the distance between the clump and the ordinary object, \( m_{\phi} \) is the mass of the particle mediating the new force, and \( \xi \) parameterizes the strength of the force relative to gravity (at \( r \ll 1/m_{\phi} \)). This new force will have two important effects on the signal such a clump would induce in a GW detector when passing through the Solar System. First, the acceleration of the detector TMs
would no longer be given by Eq. (8); instead,

\[
a_i(t) = G_N m_{cl} \frac{r_{cl,i}}{r_{cl,i}^2} \left[ 1 + \xi (1 + m_\phi r_{cl,i}) e^{-m_\phi r_{cl,i}} \right],
\]

(14)

where \(r_{cl,i} = r_{cl}(t) - r_i(t)\) and \(r_{cl,i} = |r_{cl,i}|\). Second, this new force will modify the clump trajectories through the Solar System. In our Monte Carlo simulation of the trajectories, we take into account the effect of the Sun on the clumps via both the new interaction and gravity; we will be interested in long range forces with range \(\lambda \equiv 1/m_\phi \gtrsim 1\) AU, such that the effect of the Sun–clump interaction will dominate in the inner Solar System and we thus we ignore the effects of the planets and other bodies on the clump trajectories. The effects of the new force on the clump trajectories are again twofold: the additional force \((a)\) accelerates clumps as they fall into the potential of the new force, and \((b)\) focuses the trajectories. In order to illustrate the latter effect, we show in Fig. 3 the perihelion distribution (i.e., the distribution of the closest approaches of the clump trajectories to the Sun) for a fifth force with range \(\lambda = 3\) AU and strength \(\xi = 10^3\). The black line shows the histogram of the trajectories obtained from our Monte Carlo simulation for orbits with a SHM velocity distribution at a TI sphere of radius \(R_0 = 22\) AU. The gray line shows the distribution one would obtain without focusing, and the red- and green-shaded areas highlight the focusing effect of the fifth force. Note that in the range shown in Fig. 3, the perihelion distribution for the same initial conditions but with gravity-only interactions (as in Sec. III) would look indistinguishable (up to statistical fluctuations) from the expectation without focusing.

Before we turn to our sensitivity projections for the asteroid-to-asteroid ranging proposal to clumps with this additional fifth force, let us sketch how this force could arise such that limits on additional forces between SM particles and on DM self-interactions are satisfied. Consider clumps composed of new constituent particles \(\chi\) with mass \(m_\chi\), and a new force mediated by a light mediator \(\phi\),

\[
\mathcal{L} \supset -g_\phi N N - g'_\phi \phi \chi \chi + \frac{1}{2} m_\phi^2 \phi^2.
\]

(15)

We can then parameterize the new force between ordinary nucleons \(N\) by \(\alpha_N = g^2/4\pi\), the \(\chi–\chi\) coupling by \(\alpha_\chi^2 = (g')^2/4\pi\), and the SM–\(\chi\) coupling by \(\alpha_\chi^4 = g g'/4\pi\). To connect to our notation above, we identify \(\xi = (\alpha_\chi^2/\alpha_N) \times (m_p/m_\chi)\), where we choose \(\alpha_N = G_N m_p^2\) to parameterize the strength of gravity using the gravitational coupling between protons with mass \(m_p\). Similarly, we can measure the strength of the new SM–SM force relative to the strength of gravity with \(\epsilon \equiv \alpha_\chi^4/\alpha_N\). Precision tests of gravity in the Solar System and in the laboratory constrain\(^7\) \(\epsilon \lesssim 10^{-10}\) in the force range we are most interested in, \(\lambda = 1/m_\phi \sim 1\) AU \([132]\). Numerically, \(\alpha_G \sim 10^{-38}\), such that one can achieve a stronger-than-gravity SM–clump force (i.e., \(\xi > 1\)) with tiny \(\alpha_D\) while satisfying these bounds on \(\epsilon\) as long as \(\alpha_D > (m_\chi/m_p)^2 \times (\alpha_N/\epsilon)\), the condition \(\xi > 1\) is satisfied. For example, taking \(\epsilon = 10^{-10}\) and \(m_\chi = m_p\), a dark-sector coupling of \(\alpha_D \sim 10^{-28}\) leads to \(\xi \sim 1\).

If the clumps constitute all of the DM, one might be concerned that the new clump–clump force leads to strong DM self-interactions. Indeed, the clump–clump total scattering cross section is enormous, \(\sigma \sim \alpha_D^2 m_{cl}^2/m_\chi^4\). However, this cross section is dominated by very soft interactions with typical momentum transfer \(\Delta q \sim m_\phi\). Limits on DM self-interactions mostly constrain the so-called momentum-transfer cross section \([134–137]\), which, for this model and for DM velocities \(v_{DM} \gg m_\phi/m_{cl}\), is \(\sigma_T \sim \alpha_D^2/m_{cl}^2 v_{DM}^4\). Limits on the DM self-interaction cross sections are roughly

\(^7\) Here, we assume that the new force couples to the SM propor-

tional to baryon number as suggested in Eq. (15). For couplings to either protons or neutrons only, the constraint is \(\epsilon \lesssim 10^{-11}\).
\[
\frac{\sigma_T/m_{\text{cl}}}{g} \lesssim 1 \text{ cm}^2/\text{g at } v_{\text{DM}} \sim 1000 \text{ km/s}; \text{ this bound is satisfied in this model by an enormous margin:}
\]
\[
\sigma_T \sim 10^{-172} \frac{\text{cm}^2}{\text{g}} \left( \frac{\alpha_D}{10^{-28}} \right)^2 \left( \frac{10^{14} \text{ kg}}{m_{\text{cl}}} \right)^3 \left( \frac{1000 \text{ km/s}}{v_{\text{DM}}} \right)^4.
\]

A detailed consideration of the bounds on, and effects of, such a new force on, e.g., clump–clump dynamics is beyond the scope of this work. The arguments above are advanced merely to illustrate how a stronger-than-gravity fifth force between the clumps and ordinary matter could arise without violating existing constraints. As we will see, the asteroid-to-asteroid ranging proposal could be sensitive to the passage of clumps which have such additional interactions even if the clumps have a mass density much smaller than that of DM; we will consider \( \rho_{\text{cl}} = \kappa \times 0.3 \text{ GeV/cm}^3 \) with \( \kappa = 10^{-2} \). In this case, DM self-interaction constraints disappear.

We now turn to the sensitivity projections for the asteroid-to-asteroid ranging proposal to the passage of clumps under the assumption of a new SM-clump force; these are shown in Fig. 4. We perform a Monte Carlo simulation of orbits drawn at a heliocentric TI sphere with radius \( R_0 \) as in Sec. III. Similar to how we included Sun–clump gravitational effects on the clump trajectories in Sec. III, we now include the effects of the fifth-force potential sourced by the Sun on the clump trajectories. As in Sec. III, we assume that the velocity distribution of the clumps at the TI sphere is given by the SHM.

The left panel of Fig. 4 shows the smallest clump mass giving rise to a detectable signal as a function of the smallest separation distance of the clump trajectory to either of the detector TMs, analogous to the left panels of Figs. 1 and 2. We set the strength of the fifth force to \( \xi = 10^3 \), assume a range of \( \lambda = 1/m_{\phi} = 1 \text{ AU} \), and assume the Eros–Thomsen TM configuration.\(^8\) Comparing to the gravity-only result in the left panel of Fig. 2, we find that, due to the fifth force, the mass of a clump required to give rise to a detectable signal is approximately a factor of \( \xi = 10^3 \) smaller at \( d \lesssim \lambda \), while for \( d \) large compared to the range of the fifth force, \( m_{\text{cl}}^{\text{min}} \) converges to the gravity-only result.

In the right panel of Fig. 4 we show the expected rate of discoverable events for a range of different assumptions on the strength and range of the fifth force and the configuration of the TMs, as denoted in the legend. First, note that compared to the gravity-only results in the right panel of Fig. 2, we find much larger detectable event rates for our choices of the strength (\( \xi = 10^3 \), except for one case with \( \xi = 10^2 \)) and the range of the fifth force (\( 1/m_{\phi} = 1-5 \text{ AU} \)), despite assuming that the clumps have mass density (at the TI sphere) corresponding to only a small fraction of the DM, \( \rho_{\text{cl}} = \kappa \times 0.3 \text{ GeV/cm}^3 \) with \( \kappa = 10^{-2} \). Furthermore, we now find the peak of the \( N_\infty(m_{\text{cl}}) \) curves at smaller clump masses, \( m_{\text{cl}} \sim 10^{12} \text{ kg} \), than for the gravity-only case where we found the largest \( N_\infty \) at \( m_{\text{cl}} \sim 10^{14} \text{ kg} \). Both effects are easy to understand. Due to the additional clump–TM interaction, a clump passing the TM at a fixed distance now exerts a stronger force on the TM; or, by the same token, a detectable acceleration signal can still be obtained for a smaller clump mass. Due to the effects of the additional clump–Sun interactions, orbits are focused in the inner Solar System, further enhancing the encounter rate. These effects are stronger than the suppression of the rate of discoverable signals from assuming a smaller clump density, \( \sim 10^{-2} \). Note that the results shown in the right panels of Figs. 1, 2, and 4 can be trivially rescaled to obtain results for any other value of \( \rho_{\text{cl}} \) (or \( \kappa \)): \( N_\infty \propto \kappa/\kappa_{\text{ref}} \) where \( \kappa_{\text{ref}} \) is the choice made in the corresponding plot.

Let us now discuss the results in the right panel of Fig. 4 in more detail, which will allow us to disentangle the different effects of the fifth force. For the “Sun-straddling 1 AU baseline” TM configuration and for the Eros-Thomsen case, we show two sets of results for the same assumptions on the strength of the fifth force (\( \xi = 10^3 \)) and its range (\( 1/m_{\phi} = 1 \text{ AU} \)), in solid and dashed lines. The difference between these results for a given TM configuration is solely the choice of the radius of the TI sphere: \( R_0 = 7.5 \text{ AU} \) for the solid lines and \( R_0 = 15 \text{ AU} \) for the dashed lines. The results for different \( R_0 \) are in excellent agreement, again validating our procedure for sampling the initial conditions for the orbits at the TI sphere. Note that we choose \( R_0 \) such that \( \xi e^{-m_{\phi}R_0} \ll 1 \); i.e., the Sun–clump potential is suppressed to that of gravity at \( R_0 \).

Comparing the \( \xi = 10^3 \), \( 1/m_{\phi} = 1 \text{ AU} \) results for the “Sun-straddling 1 AU baseline” TM configuration with the Eros-Thomsen case, we find that for \( m_{\text{cl}} \lesssim 10^{14} \text{ kg} \), \( N_\infty \) is much smaller for the Eros-Thomsen TM configuration. This is due to the focusing effect of the fifth force on the clump trajectories. Consulting the left panel of Fig. 4, we see that for these choices of fifth force parameters, clumps are detectable for \( m_{\text{cl}} \lesssim 10^{14} \text{ kg} \) if they come within \( d \lesssim 1 \text{ AU} \) of either TM. The focusing effect enhances the number of trajectories passing within \( 1/m_{\phi} \) of the Sun (see Fig. 3, where we used \( 1/m_{\phi} = 3 \text{ AU} \)). However, 433 Eros and 2064 Thomsen have orbits with average distances of 1.5 AU and 2.3 AU from the Sun, respectively; this TM configuration thus sees a much lower rate of clumps passing within 1 AU of the detector than the “Sun-straddling 1 AU” TM configuration where both

---

\(^8\) Note that since we are showing \( m_{\text{cl}}^{\text{min}} \) as a function of the smallest distance along a trajectory to either TM, \( d \), these results are largely independent of the TM configuration. For different TM configurations, small differences would arise in the \( d \)-distribution of the points in the scatter plot: each point corresponds to an orbit from our simulation which is subject to the focusing effect of the Sun. The velocities of the clumps in the vicinity of the TMs will differ slightly due to the different TM–Sun distances for different TM configurations, leading to minor differences in \( m_{\text{cl}}^{\text{min}} \) for a given \( d \).
FIG. 4. Same as Fig. 2 except that we include an attractive, stronger-than-gravity SM–clump fifth force. **Left panel:** We assume a fifth force stronger than gravity ($\xi = 10^3$) and with range $1/m_\phi = 1$ AU. The scatter plot shows the $m_{cl}^{min}(d)$ results for trajectories from our Monte Carlo simulations of clump trajectories under the influence of Solar gravity and the Sun-sourced fifth force, starting from a TI sphere with $R_0 = 15$ AU, assuming the Eros-Thomsen TM configuration, and accounting for the clump–TM fifth force. For comparison, the black dashed line shows $m_{cl}^{min}(d)$ for the same specific ‘selected’ trajectory as in Fig. 2, except that we account for the effects of the fifth force; note that this line assumes the “Sun-straddling 1 AU baseline” configuration and so is not a perfect benchmark. **Right panel:** Rate of discoverable signals as a function of the clump mass, $\dot{N}_{cl}(m_{cl})$, for different choices of the TM configuration, the strength and range of the fifth force, and the radius of the TI sphere as denoted in the legend. For all results, we assume that the clumps have a density (at the TI sphere) corresponding to $\kappa = 10^{-2}$ of the DM, $\rho_{cl} = \kappa \times 0.3$ GeV/cm$^3$. Projections for different values of $\kappa$ are trivially obtained by rescaling $\dot{N}_{cl}(m_{cl}) \propto \kappa/10^{-2}$.

TMs are at fixed positions 0.5 AU from the Sun. On the other hand, for $m_{cl} \gtrsim 10^{14}$ kg, our projections for Eros–Thomsen are slightly more optimistic than for the “Sun-straddling 1 AU” case: in this regime, the detectors are sensitive to clumps passing with $d \gtrsim 1$ AU, making the focusing effect less relevant; instead, the Eros–Thomsen case benefits from its longer baseline ($\bar{L} \sim 3.1$ AU) as discussed in Sec. III. We have checked explicitly that the suppression of the rate $\dot{N}_{cl}$ for $m_{cl} \lesssim 10^{14}$ kg for the Eros–Thomsen case is not due to an unfortunate choice of TMs; different choices for the asteroids used as TMs (e.g., replacing 2064 Thomsen with 1627 Ivar; see discussion in Ref. [34]) lead to similar results.

The effect of the clump-trajectory focusing from the fifth force between the clumps and the Sun suggest that TMs such as Eros–Thomsen which spend most of their orbits at distances of a few AU from the Sun would be more sensitive to the case where the range of the force is larger, such that the clump trajectories are focused into a larger region in the inner Solar System. The $\dot{N}_{cl}(m_{cl})$ projections for the Eros-Thomsen TM configuration and fifth-force ranges of $1/m_\phi = \{1, 3, 5\}$ AU (keeping $\xi = 10^3$ fixed) indeed reflect this expected behavior. The larger the range of the fifth force, the more clump trajectories get focused into a region where the TMs spend most of their time on their orbits. It is expected that the rate of this enhancement in $\dot{N}_{cl}(m_{cl})$ with increasing $1/m_\phi$ slows down as the range of the force becomes larger than the typical distance of the TMs orbits from the Sun; our results reflect this trend.
To demonstrate the effect of different fifth-force strengths on our $N_{cl}(m_{cl})$ projections, we also show results for $\xi = 10^2$ and $1/m_\phi = 1$ AU. Comparing to the case with $\xi = 10^3$ and $1/m_\phi = 1$ AU, we find that $N_{cl}$ is significantly reduced for smaller $\xi$. The weaker the fifth force, the closer clumps of a given $m_{cl}$ have to come to the TMs to give rise to a discoverable acceleration signal; in turn, the number of trajectories coming close enough to the TMs to give rise to discoverable signals becomes smaller. This effect is reduced at large clump masses where the detector is sensitive to clumps passing with $d \gg 1/m_\phi$; i.e., where the clump–TM fifth force is exponentially suppressed by the mass of the mediator. In this regime, our results become independent of $\xi$, because at larger and larger $d \gg 1/m_\phi$, more and more of the detectable trajectories never pass through the region where the fifth-force is appreciably large. Note that while the weaker fifth force also changes the focusing effect from the Sun–clump interaction, the corresponding re-distribution of the trajectories has a reduced but non-negligible effect on the Eros-Thomsen sensitivity for the value of $1/m_\phi = 1$ AU we have chosen here: this change mainly affects orbits much closer to the Sun than the orbits of 433 Eros and 2064 Thomsen. However, because of the modification to the trajectory-focusing effect that nevertheless accompanies a change in $\xi$, the change in $N_{cl}$ at $m_{cl} \lesssim 10^{14}$ kg when comparing the results for $\xi = 10^2$ and $\xi = 10^3$ is larger than one in direct proportion to the change in $\xi$: changing the density of the clumps to keep $\kappa \xi$ constant would thus not lead to a constant $N_{cl}$ prediction as one might have naively expected from Eq. (7) (with the necessary modifications to the fifth-force case).

In this section, we have demonstrated that an additional fifth force between clumps and ordinary matter would give rise to multiple non-trivial effects, leading to interesting implications on the sensitivity of GW detectors to the passage of the clumps. Trivially, additional interactions make it easier to detect such clumps: we found expected rates of discoverable signals with a fifth force present to be much larger than for the gravity-only case, despite the much smaller clump density that we assumed for our fifth-force results. Perhaps less obviously, the new force also leads to focusing effects on the clump trajectories which, for the non-trivial velocity distribution of the clumps we consider here, can only be captured by a numerical simulation of trajectories of the type we have undertaken. Furthermore, the interplay of the strength of the fifth force, its range, and the location of the TMs leads to relevant and non-trivial changes to the expected rate of discoverable signals, as exemplified by the different benchmark cases for these parameters we studied here.

V. CONCLUSIONS

A plethora of GW detectors with coverage over an enormous range of frequencies from nHz all the way up to MHz are already operating, under development, or proposed. The GW science cases for these detectors is well-established, compelling, and further augmented by the astrophysical and cosmological mysteries upon which they may shed light. That these detectors can also be sensitive to new physics in the dark sector is still further motivation to push forward with this observational program.

In this work, we studied the sensitivity of GW detectors with test masses located in the inner Solar System to the passage of dark clumps. One particular realization of such clumps may be DM. Given our present (lack of) knowledge of the nature of DM, it is entirely plausible that (some fraction) is in the form of such exotic objects. We described an heuristic estimate of the sensitivity of GW detectors operating in different frequency ranges to the passage of clumps in different mass ranges. The results of this study are summarized in Fig. 1. Given that the inner Solar System is of ~ AU size and DM clump travel at speeds $v_{cl} \sim 10^{-3} c$, leading to transit times on the order of $\sim 10^6$ s, it is perhaps unsurprising that we conclude that GW detectors with sensitivity around the $\mu$Hz band are the most promising for this search. Such detectors are most sensitive to clumps in the asteroid-mass range around $m_{cl} \sim 10^{14}$ kg. This heuristic estimate, however, intentionally simplified away many details of the clump transits, such as their distribution of orientations relative to the GW detector and their non-trivial velocity distribution; our results here would thus be open to question unless we went further.

We thus also performed a more sophisticated estimation of the sensitivity of a specific GW-detection proposal whose sensitivity is peaked in the $\mu$Hz band, the asteroid-to-asteroid ranging idea advanced in Ref. [34], to dark clumps. This more sophisticated calculation accounts for the distribution of clump trajectories. We evolved randomly selected clump trajectories through the inner Solar System under the influence of forces sourced by the Sun and computed the signal-to-noise ratio of the acceleration signal induced in the GW detector using a matched-filter approach.

We first performed this computation for purely gravitational interactions of the clumps with the detector TMs and the Sun, finding good agreement with the results of our earlier heuristic computation, but also demonstrating that the heuristic computation was too conservative in some ways. The results of this analysis are shown in Fig. 2. Nevertheless, the most optimistic rate projections for this refined computation, assuming the clumps comprise all of the average local DM density, indicate that about 1 event in 20 years would be borderline detectable in such a GW detector if the clump mass was $m_{cl} \sim 10^{14}$ kg. It is possible that the DM density in the close vicinity of the Solar System could be enhanced by, e.g., DM substructure, which would increase the event rate. Additionally, should future-generation GW detector sensitivities be improved, larger event rates and sensitivity to wider DM mass ranges via purely gravitational
interactions may be enabled.

We also considered the modifications to this picture that would be induced were there to exist a new, attractive, long-range, stronger-than-gravity fifth force between the dark sector and ordinary matter. Such a force can be constructed to easily evade all known fifth-force and DM self-interaction constraints, and it leads to dramatic modifications to the detectability prospects for clumpy DM using local-TM-based GW detectors. The fifth force influences the detectability of clumps both directly by increasing the clump–TM interaction strength as compared to gravity, and indirectly as a result of the strengthened clump–Sun interactions that result in strong focusing effects on clumps transiting the inner Solar System (see Fig. 3). Within the context of the asteroid-to-asteroid ranging proposal of Ref. [34], and making use of realistic asteroid TMs such as 433 Eros and 2064 Thomsen we find that rate of detectable clump transits around $10^{10}$ kg $\lesssim m_{cl} \lesssim 10^{14}$ kg could be as high as a few per year even if the clumps are only a $\sim 1\%$ sub-component of the local average DM density; see Fig. 4. These results hold for a clump–SM fifth-force with a range of 1–(few) AU and $10^6$ times stronger than gravity. We also studied the parametric dependence of these results to changing fifth-force strength and range.

We conclude that local-TM-based $\mu$Hz GW detectors in the inner Solar System hold promise to probe the local passage of heavy (composite) dark states imbued in the inner Solar System hold promise to probe the
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Appendix A: The Improved Heuristic Estimate

We sketch here the origin of the replacement $h_{cl}(f) \rightarrow (\bar{f}/f) \times h_{cl}(\bar{f})$ for Eq. (6) that led to the improved heuristic estimate given in Sec. II.

Consider that the discrete, finite-time analogue of the matched filter (squared) SNR at Eq. (11) is given by

$$\rho^2 \sim \sum_k \frac{4 |\tilde{a}_k|^2}{T S_a(f_k)},$$

where we have omitted the zero-frequency term and possible Nyquist term, taken an arbitrary duration-$T$ interval, and set $f_k = k/T$; see also Ref. [116].

We wish to relate $\tilde{a}_k$ to the known size of the time-domain acceleration signal.

We take as input to this discussion the following definitions and relationships taken from, e.g., Appendix C of Ref. [116], whose conventions we have adopted throughout this work:

1. we can define$^9$ the one-sided PSD of any discretely sampled (real) time-domain signal $a(t)$ whose discrete Fourier transform data are $\tilde{a}(f_k)$ as $S(f_k) \equiv (2/T)|\tilde{a}(f_k)|^2$; and

2. the one-sided PSD is related to the time-average of the time-domain signal via $(|a(t)|^2)_T = T^{-1} \sum_k S_a(f_k)$; together with point 1, this is just a statement of Parseval’s theorem.

As another important input, recall that we observed in Sec. II that the PSD for the acceleration signal induced by a clump passage is roughly flat for $f \lesssim S_{peak}$: $S_{a}(f \lesssim S_{peak}) \sim S_{a0}$. We also noted that it falls off exponentially for $f \gtrsim S_{peak}$ [76].

Substituting this into the relationship at point 2, and noting that the DFT frequency spacing is $\Delta f \equiv 1/T$, we can write$^{10}$ $(|a(t)|^2)_T \sim S_{a0} \sum_{k f_k < S_{peak}} 1 \sim S_{a0}$. But we also separately know the magnitude of $a(t)$: approximately, we have that $|a(t)| \sim a_0 \sim G_N(m_{cl}/d^2) \times \min [1, 2L/d]$ for a duration of time $\Delta t \sim 1/f_{peak}$ during the arbitrary length-$T$ interval over which the time-series data are assumed to be available for analysis. We can thus estimate $(|a(t)|^2)_T \sim (\Delta t/T) \times a_0^2 \sim a_0^2/(f_{peak} T)$. Combining this with the previous result, we have $S_{a0} \sim a_0^2/(f_{peak}^2 T)$. Then, invoking the definition at point 1, we arrive at the desired relationship between the Fourier amplitude of the signal and the time-domain amplitude: $|\tilde{a}(f_k)|^2 \sim a_0^2/(2f_{peak}^2)$ for $f_k \lesssim f_{peak}$, and $|\tilde{a}(f_k)|^2 \sim 0$ for $f_k \gtrsim f_{peak}$.

Also, recall from Eq. (12) that $f_k S_a(f_k) \sim (2\pi f_k)^4 L^2 [h_{cl}(f_k)]^2/2$.

Putting this all into Eq. (A1), we obtain

$$\rho^2 \sim \sum_{k f_k \lesssim S_{peak}} 4\Delta f \left(\frac{a_0^2}{f_{peak}^2 (2\pi)^4 f_k^2 L^2 [h_{cl}(f_k)]^2}\right),$$

9 The zero- and Nyquist-frequency terms have different definitions, but those are not important to this discussion; see Ref. [116].

10 Technically, we assume here that $a(t)$ is the mean-subtracted acceleration time series, but this changes the argument by only $O(1)$ factors.
where we have again used $\Delta f = T^{-1}$ to rewrite the factor of $T^{-1}$ appearing explicitly in Eq. (A1).

Now, suppose $h_c(f_k)$ is monotonically decreasing on $f_k \lesssim f_{\text{peak}}$, and assume that $h_c(f_k) \sim h_c(f_{\text{peak}})$ over a bandwidth $\delta f \sim f_{\text{peak}}$, which is typical. Then we would have the summand in Eq. (A2) roughly constant over that bandwidth and negligible otherwise, along with $f_k \sim f_{\text{peak}}$ and $\sum \Delta f \sim f_{\text{peak}}$, leading to

$$\rho \propto \frac{a_0}{f_{\text{peak}}^2 L h_c(f_{\text{peak}})},$$

(A3)

where we have now dropped numerical constants and focus on parametric dependences only. Fixing $\rho \sim 1$ then yields the minimum detectable acceleration amplitude $a_{\text{min}}^0 \propto f_{\text{peak}}^2 L h_c(f_{\text{peak}})$, leading to

$$m_{\text{cl}} \propto \frac{v_c^2 L h_c(f_{\text{peak}})}{G_N} \times \max \left[ 1, \frac{4\pi f_{\text{peak}} L}{v_c} \right],$$

(A4)

which has exactly the same parametric dependence as Eq. (6). The $O(1)$ factors can be similarly recovered.

However, if $h_c(f_k)$ has a broad minimum such that $fh_c(f)$ is minimized for $f \sim \tilde{f} \lesssim f_{\text{peak}}$, with $fh_c(f) \sim fh_c(\tilde{f})$ over a typical bandwidth $\delta f \sim \tilde{f}$, then the parameters change, and instead we have

$$\rho \propto \frac{a_0}{f_{\text{peak}} h_c(f_{\text{peak}})},$$

(A5)

generating numerical factors and keeping only parametric dependences. Fixing $\rho \sim 1$ now gives the result $a_{\text{min}}^0 \propto f_{\text{peak}} h_c(f_{\text{peak}})$, leading now to

$$m_{\text{cl}} \propto \frac{v_c^2 \left[ fh_c(f)/f_{\text{peak}} \right] L}{G_N} \times \max \left[ 1, \frac{4\pi f_{\text{peak}} L}{v_c} \right],$$

(A6)

which, up to $O(1)$ factors we have not tracked here, gives the replacement rule we stated for Eq. (6) given that we wrote $f \sim f_{\text{peak}}$ implicitly there.

Appendix B: Some Technical Simulation Details

In this appendix, we outline some more technical details of our Monte Carlo and trajectory computation simulation discussed in Secs. III and IV.

1. A ‘Trick’ to Avoid Spectral Leakage

In Sec. III, we noted that we utilized a $T = 10\text{yr}$ mission duration for our simulation. However, this presents a subtlety. A clump passage whose moment of closest approach $t_d$ and duration of transit $T_{\text{peak}} \sim 1/f_{\text{peak}}$ are such that a hard top-hat window of duration $T = 10\text{yrs}$ would clip off a part of the acceleration time series $\Delta a_{ij}(t)$ defined at Eq. (9) while it is still non-negligibly small, would give rise to artificial discontinuities and result in spectral leakage effects that would distort our results; see discussion in Ref. [138], and Appendix D of Ref. [116]. That is, we would mis-model the acceleration time series if $0 \leq t_d < T_{\text{peak}}$ or $T - T_{\text{peak}} \lesssim t_d \leq T$.

Instead of windowing the data to mitigate this, which would be a more standard approach, we can perform a simple ‘trick’ and impose approximately and by hand at the time-series level the signal periodicity that a discrete Fourier transform (see footnote 6) assumes of its input signal: namely, we replace

$$\Delta a_{ij}(t) \rightarrow \Delta a_{ij}(t) + \Delta a_{ij}(t + T) + \Delta a_{ij}(t - T).$$

(B1)

For a single transit of a clump with $t_d$ outside the ranges mentioned above, this has negligible impact on the results so long as $T_{\text{peak}} \ll T$, as the latter two terms on the RHS of Eq. (B1) are then negligible compared to the first. For transits with $t_d \sim 0, T$, however, this substitution has the effect of wrapping around the part of the acceleration time series that would otherwise be clipped off so that it appears near $t \sim T, 0$, respectively. While this is of course unphysical at the level of the time series, that is not relevant in our computation of the PSD; the key point is that this procedure results in a computation of the signal PSD that is unaffected by unphysical spectral leakage effects imposed by a hard mission-duration cutoff because the DFT automatically imposes signal periodicity outside its defining domain.

There is a further sampling effect that this trick addresses. In our simulation, we sample values of $t_0$, the TI-sphere entrance time in the range $t_0 \in [0, T]$, but we also assume that the mission duration is $t \in [0, T]$. Therefore, for the first duration of time $0 \leq t \lesssim (R_0 - r_{\text{det}})/v_c$ where $r_{\text{det}}$ is a typical detector heliocentric distance, there would be an artificial deficit of clumps passing the detector TMs at small $d$. Likewise, clumps entering the TI sphere during the final amount of time $T - (R_0 - r_{\text{det}})/v_c \lesssim t \lesssim T$ do not approach the detectors closely enough to achieve small values of $d$ before the end of the simulation. For some parameters this could in principle be quite a severe issue: with $R_0 \sim 37\text{AU}$ and $v_c \sim 10^{-3}\text{c}$, $R_0/(v_c T) \sim 0.6$. Adding in the latter two terms on the RHS of Eq. (B1) corrects both these effects by (a) effectively extending the simulation end time by an additional amount of time $T$, which is broadly sufficient to capture the full duration of the latter passages through the TI sphere (except for very slow clumps), and (b) wrapping those transits around to populate the equal-length interval at the beginning of the simulation which is artificially depleted by our sampling approach. While this is not at all relevant for the Sun-straddling, spatially fixed baselines, it is relevant for the Eros–Thomsen and similar baselines we consider, as these evolve in time. It does however give rise to a sampling of orbital configurations of the TMs in our simulation that is somewhat offset in time from the nominal mission interval $t \in [0, T]$; however, this is degenerate with
a mission start-time selection effect, and we have already assumed an arbitrary mission start time.

Note that for transits with $T_{\text{peak}} \gtrsim T$, the above procedures would yield inaccurate results because the implicit assumption in performing this trick is that the acceleration time series goes to zero well within the simulation duration, so that at most one of the terms on the RHS of Eq. (B1) is non-negligible at a fixed $t$. However, with $T = 10 \text{ yrs}$ chosen, these inaccurate trajectory results are out of the band of sensitivity of the asteroid-ranging detector, and this is therefore of little to no physical relevance to our results.

2. Extraction of Rate from Simulations

In this appendix, we detail how we extract our rate estimates from our numerical simulations.

As discussed in Sec. III, we perform a Monte Carlo (MC) sampling of initial conditions for the clump trajectories drawn from appropriate distributions of location, speed, and direction for the clumps, assuming that clump trajectories are initialized on the trajectory-initialization (TI) sphere: a Sun-centered sphere of radius $R_0$. The assumed underlying velocity distribution of the clumps is that of the Standard Halo Model (SHM) [131], a truncated Maxwell–Boltzmann distribution boosted in the direction of Cygnus, assumed to be located at ecliptic longitude $\sim 331^\circ$ and ecliptic latitude $\sim 57.5^\circ$. Appropriate flux-weighted sampling on a boosted sphere is non-trivial, but can be done quasi-analytically: sequentially marginalized cumulative distribution functions (CDFs) for all marginalized physical parameters can be derived in closed form (these CDF expressions are all algebraically complicated, and we omit them here). The only MC piece of the computation then involves sequential uniform random sampling of marginalized CDF values on the interval $[0,1]$, followed by numerical inversion of the marginalized CDFs to obtain the requisite physical parameter samples. For each set of parameters at the TI sphere, we numerically solve for the corresponding orbits under the action of gravity (and, if applicable, the fifth force), taking into account only Sun–TM interactions. We assume the Sun is a spatially fixed object, and ignore the effects of other bodies in the Solar System. For each trajectory $k$, we then perform the baseline-projected acceleration computation discussed in Sec. III, and solve for the minimum mass $m_{\text{cl},k}^\text{min}$ required on the computed trajectory to obtain an SNR $\rho_k = 1$ in the matched-filter search.

In performing our computations for the Eros–Thomsen TM baseline assumption, we assume the TMs follow the elliptical orbits specified by the osculating orbital elements of 433 Eros and 2064 Thomsen as given in the JPL Small-Body Database [139]; see Tab. I. We follow the procedures of Appendix A.4 of Ref. [116] to generate the osculating orbit approximations breaks down to a relevant degree.

| Element | 433 Eros | 2064 Thomsen |
|---------|---------|-------------|
| $a$ [AU] | 1.45827 | 2.17884 |
| $e$ | 0.22273 | 0.32972 |
| $i$ [degrees] | 10.8285 | 5.69482 |
| $\Omega$ [degrees] | 304.296 | 302.136 |
| $\omega$ [degrees] | 178.897 | 2.7875 |
| $t_p$ [s] | arbitrary; see caption $t_p^{\text{Eros}} + 7.16 \times 10^6$ |

11 To be precise, for each trajectory we sample the location of entrance of the trajectory on the TI sphere (2 parameters), an inward-directed velocity of the particle on the TI sphere (3 parameters), and a time of TI-sphere entrance $t_0$ (1 parameter).

12 For example, we mean the following procedure. Suppose we have a differential distribution $d^2N/(dxdy)$ of a number of events $N$ that has a known parametric dependence on $x$ and $y$. We can integrate out $y$ marginalize over $y$ by computing $dN/dx \equiv \int dy'(d^2N/(dy'dx))$. This can be turned into a CDF for $x$: $C(x) \equiv \int [f(x') dx'(dN/dx')] / \int [dx'(dN/dx')]$. If we generate $r \sim U[0,1]$ and solve $r = C(x)$, we obtain a sample $x = C^{-1}[r]$. Then we can return to the differential distribution $d^2N/(dxdy)$, condition on $x = C^{-1}[r]$, and define a CDF for $y$ conditional on $x = C^{-1}[r]$: $D[y|x = C^{-1}[r]] = \int y' [d^2N/(dxdy)]_{x = C^{-1}[r]} d'y' [d^2N/(dxdy)]_{x = C^{-1}[r]}$, and extract a sample for $y$ by generating $s \sim U[0,1]$ and solving $D[y|x = C^{-1}[r]] = s$ for $y = D^{-1}[s; x = C^{-1}[r]]$. This procedure can be repeated sequentially for more than two parameters, with each random sample from $U[0,1]$ involving ‘peeling back’ one more ‘layer’ of the differential distribution.

13 We note a minor typographical error in the text just below Eq. (A18) in Ref. [116]: ‘clockwise rotation’ should read instead ‘counter-clockwise rotation’. That is, the sense of rotation is such that the indicated (active) $SO(3)$ rotation matrix around, e.g., the $z$ axis by an angle $+\theta$ should have ‘$-\sin \theta$ appearing in the row 1, column 2 position, assuming that rotation is implemented by matrix multiplication on the left of a column vector representing the co-ordinates of an object in a fixed frame.
regions we choose are as indicated by the vertical dotted black lines in the left panels of Figs. 2 and 4, except $d_{\text{min}}^i = 1.5 \times 10^{-3}$ AU and $d_{\text{max}}^i = R_0$. Note that the $d_{\text{min}}^i$ cut is imposed for computational reasons; simulating trajectories with smaller $d$ requires exceedingly resource-intensive computations, and our results verify a posteriori that the chosen value, $d_{\text{min}}^i = 1.5 \times 10^{-3}$ AU, is sufficiently small to not affect our numerical results.

For each sub-simulation, we draw $N_{\text{MC}}$ initial conditions at the TI sphere, and calculate the corresponding orbits in the gravitational (and, if applicable, fifth-force) potential of the Sun; note that typically we use larger and larger $N_{\text{MC}}$ for smaller and smaller $d_{\text{max}}^i$ to obtain sufficient statistics. From the calculated orbits, we then select the orbits with $d \in D_i$. For each such selected orbit, we perform the baseline-projected acceleration computation discussed in Sec. III and calculate the SNR assuming a reference value of $m_{\text{cl}} = m_{\text{cl}}^{\text{ref}}$; since the acceleration signal scales linearly with $m_{\text{cl}}$, we can trivially obtain the SNR of the $k$-th trajectory for any other clump mass as $\rho_k(m_{\text{cl}}) = (m_{\text{cl}}/m_{\text{cl}}^{\text{ref}}) \times \rho_k(m_{\text{cl}}^{\text{ref}})$. Armed with these results, we compute the number of simulated trajectories in the $i$-th sub-simulation that give rise to a detectable signal, defined as $\rho_k(m_{\text{cl}}) \geq 1$ throughout this work, for a given clump mass, $N_{\text{cl}}^{\text{detectable}}(m_{\text{cl}})$.

In order to compute the rate of discoverable signals, we need the physical flux-weighted rate, $N_{\text{cl}}^{\text{physical}}$ of clumps expected to (on average) enter the TI sphere for a given clump density $\rho_{\text{cl}}$ and velocity distribution of the clumps at the TI sphere. For the homogeneous $\rho_{\text{cl}}$ and the SHM velocity distribution we assume in this work, $N_{\text{cl}}^{\text{physical}}$ is straightforward (if laborious) to compute in closed form; the final expressions are algebraically complicated and we omit them here. The (average) physical rate of discoverable signals for a given clump rate is then obtained by summing over the results of the sub-simulations,

$$N_{\text{cl}}^{\text{physical}}(m_{\text{cl}}) = \sum_i \left[ \frac{N_{\text{MC}}^{\text{detectable}}(m_{\text{cl}})}{N_{i}^{\text{MC}}} \right] \times N_{\text{phys}}^{\text{physical}}.$$ 

The uncertainty of this calculation is obtained from the Poisson error of $N_{i}^{\text{MC}}$,

$$\sigma \left[ N_{i}^{\text{MC}} \right] = \sqrt{N_{i}^{\text{MC}}};$$

since our sub-simulations are statistically independent and disjoint, standard error propagation yields

$$\sigma \left[ N_{\text{cl}}^{\text{physical}}(m_{\text{cl}}) \right] = \sqrt{\sum_i \left[ \frac{N_{i}^{\text{MC}}}{N_{\text{cl}}^{\text{detectable}}(m_{\text{cl}})} \right]^2}.$$ 

---
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