Method of analysis of cosmic ray data based on neural networks of LVQ
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Abstract. An automated method for analysis of cosmic ray data and for detection of sporadic effects is described. The method is based on the application of multi-scale wavelet decompositions and neural networks of vector quantization. Using the method as the base, cosmic ray dynamics was investigated during increased solar activity and magnetic storms. Sporadic effects preceding and accompanying magnetic storms were detected. The method showed its efficiency for data real time analysis and detection of sporadic effects including those of low amplitude. The results are important in the tasks of space weather forecast.

1. Introduction
Investigation of cosmic ray data is of interest in the problems of solar-terrestrial physics and applied researches related to space weather. Change of the conditions on the Sun, in the solar wind, in the Earth magnetosphere and ionosphere affects significantly the operation and reliability of on board and ground technological systems and threatens human health and life. At present, the task of fast and accurate forecast of space weather has not been solved. [1, 2]. In order to make real time forecast of space weather, it is very important to create automated methods for analysis of recorded cosmic ray data and to detect sporadic effects timely. The sporadic effects are the Forbush-effects and large proton enhancements or Ground Level Enhancements (GLE-events). For the first time, Forbush-effects were noted by S. Forbush [3]. They are anomalous changes (increases and decreases) of cosmic ray intensity which are usually associated with strong magnetic storms. Ground Level Enhancements of solar cosmic rays (GLE) are serious threats to human health and life [4].

Space and ground data of the neutron monitor global network are used to investigate cosmic ray dynamics [11]. The recorded variations of cosmic rays are a complicated nonlinear dependence. On the Earth surface, cosmic ray intensity depends on air temperature, pressure, observation site latitude and geomagnetic field state, on electromagnetic state in the Solar system and physical conditions in the Galaxy [5]. The variation amplitude of initial cosmic rays depends on particle energy and interplanetary magnetic field strength [6]. Classical analysis methods of neutron monitor data (spectral methods [7, 8], smoothing methods [6, 9] are not effective enough. Current methods, for example, station circuit method [10], makes it possible to determine the main characteristics of cosmic ray
variations with acceptable accuracy. However, these methods require labor-intensive computation and they have not been automated.

Taking into account the incomplete knowledge on the processes in the near-space and, as a sequence, on the recorded data inner structure, the neural network apparatus has been proposed to be applied in the analysis of neutron monitor data. It is known that neural networks are capable of approximating complicated nonlinear dependences of data without complete a priori knowledge on inner relations and dependences [12-18]. The advantage of this apparatus is the possibility of numerical realization [19,20], that is important in the tasks of real time data analysis. At present, neural networks are intensively used in different applied fields for the tasks of analysis of complicated structure data including geophysics [17,18]. The approach considered in the paper is based on the application of neural networks of vector quantization [21]. It was proposed in the paper [22] for the first time. The paper suggests and grounds the technique to increase the method efficiency based on data pre-processing by multi-scale wavelet decomposition method [23]. We construct neural networks and estimate their operation in real time analysis regime. The results confirmed the possibility of application of the developed methods in the problems of detection of different-scale sporadic effects including those of low amplitude.

2. Description of the method

2.1. Multi-scale wavelet decomposition of a function

Having discrete values of a function \( f_j \) (i.e. function values on a grid with resolution \( 2^{-j} \)), as a sample space we consider the sub-space

\[
V_j = \text{clo}_{\mathbb{L}^2(R)} \{ \varphi(2^j t - n) \}, n \in \mathbb{Z}.
\]

\( \mathbb{L}^2(R) \) is the Leber space, the scaling function \( \varphi \) produces sub-spaces \( V_j \) by its shifts and stretching [36].

Mapping \( f_j \) into spaces \( V_{j-1} \) and \( W_{j-1} \), we obtain [26, 27]:

\[
V_j = V_{j-1} \oplus W_{j-1},
\]

(1)

(\( \text{the symbol } \oplus \text{ in (1) denotes orthogonal sum} \)). The basis of space \( W_j \) is a wavelet set 

\[
\Psi_{j,n} = 2^{j/2} \Psi(2^j t - n), n \in \mathbb{Z}.
\]

Based on the mapping (1), the function \( f_j \) has the representation

\[
f_j(t) = f_{j-1}(t) + g_{j-1}(t) = \sum \phi_{j-1,n}(t) + \sum d_{j-1,n} \psi_{j-1,n}(t),
\]

(2)

Each component in (2) is determined uniquely by coefficient sequences \( \{ c_{j,n} \} \) and \( \{ d_{j,n} \} \) of the function \( f_j \). The calculation procedure (2) is applicable to any resolution (scale) \( j \) [25, 26]. If the procedure is used for the function \( f_{jm} \) times, we obtain its representation in the form

\[
f_j(t) = g_{j,m}(t) + g_{j-2}(t) + \ldots + g_{j-m}(t) + f_{j,n}(t) = \sum_{k=j-1}^{j-m} d_{k,m} \psi_{k,m}(t) + \sum c_{j,n} \varphi_{j,n}(t),
\]

(3)

In ratio (3), components \( g_{j,m} \) are detailing (high-frequency) components, component \( f_{j,n} \) is a smoothing component. In wavelet transform, decomposition (3) is called orthogonal multi-scale wavelet decomposition to the level \( m \) [25, 26]. Fig.1 shows the results of multi-scale wavelet decomposition of neutron monitor (NM) data to the levels \( m=1,2,3 \). Analysis of the results in Fig. 1 show the presence of high-level noise in the recorded data and the possibility to apply the procedure of multi-scale wavelet decomposition to reduce it. Fig. 2 illustrates the amplitude-frequency characteristics (AFCh) of a wavelet function and a scaling function at 1- st and 2-nd levels of wavelet decomposition.
3. Selection of wavelet function

2.2. Criteria for selection of wavelet function families

In the paper to obtain numerically stable decompositions, we considered the classes of orthogonal wavelet functions. When selecting orthogonal wavelet functions, the following criteria, suggested in the paper [25], were used:

1. Large number of wavelet function zero times. The number of zero times $s$ of wavelet function $\Psi$, i.e.

$$\int_{-\infty}^{\infty} t^k \Psi(t) \, dt = 0, \quad k = 0, s - 1$$

characterizes its capability to detect the feature of the kind $\alpha \leq s$, where $\alpha$ is the degree of function smoothness.

2. Small carrier of a wavelet function. Wavelet transform provides artificial «jumps» at the edges of function $f$, the so called tip effects [24]. Neighborhood dimensions on scale $j$, containing a tip effect is determined by the formula

$$h_j = 2^{j} \cdot q$$

where $q$ is the carrier used for basic function. Thus, the less the carrier $q$ is, the less error we have at function edges.

3. High order of wavelet function smoothness. Similar to the number of zero times, wavelet function smoothness characterizes its capability to determine features of the kind $\alpha \leq s$.

When selecting a wavelet function, we come to the choice between the number of zero times and carrier dimensions. It is known [24] that the number of zero times and wavelet function smoothness are associated, however, the character of this relation may be different. For example, for the wavelet
function of Daubechies family [26] the following property is typical: wavelet function smoothness increases with the number of zero times. In the majority of practical problems, it is necessary that a smoothed component \( f_{j-m} \) (ratio (3)) allows one to obtain best approximation of a function and to identify separate local features of the function by small-scale components \( g_{j-i} \). In this case, it is important that not only the wavelet function \( \Psi \) but the scaling function \( \phi \) as well have zero times. In the class of orthogonal functions the Daubechies and the Koiflet wavelet families satisfy the criteria 1–3 the most:

- the Daubechies family is the only family of orthogonal wavelet functions which have minimum carrier when the number of zero times is defined [29].
- Koiflet family is the only family from orthogonal wavelet functions which have the carrier of the least dimension when the number of zero times in the scaling function \( \phi \) is sufficient [26].

It is known [26] that if \( f \in C^r \) (\( C^r \) is the space of continuously differentiated functions by \( r \) times) in the neighborhood of \( 2^{-m}n \) with \( r \leq p \), then

\[
2^{-m/2} \langle f, \varphi_{-m,n} \rangle = f(2^{-m}n) + O(2^{-m(r+1)})
\]

Approximation order increases with \( p \) increase, the resultant Koiflet has the carrier \( 3p-1 \). Fig. 3 shows the results of multi-scale wavelet decomposition by NM data applying Daubechies and Koiflet functions. Analysis of the results in Fig. 3 shows good approximating properties of Koiflet function that confirms property (6).

**Figure 3.** Black color shows NM data on July 12, 2016 (Kingston site); yellow – application of Duabechies 3 function, decomposition level \( m=5 \), red – Koiflet 3 function, decomposition level \( m=5 \).

### 2.2.2. Selection of the «best» basic wavelet function

In order to construct an approximating basis, we applied the minimax approach [38], according to which signal \( F \) was estimated by transformation of noised data \( f \) by solution operator \( D \). The overall estimate is

\[
\widetilde{F} = Df.
\]

Estimate error \( \tilde{r} \) is

\[
\tilde{r} (D, F) = E \left\| F - Df \right\|^r,
\]

where \( E \) is the mathematical expectation, \( \left\| \right\| \) is the norm. The minimum risk is the lower boundary calculated by all operators \( D \) [38]:

\[
r (\Theta) = \inf \sup \left\{ r (D, F) \right\}.
\]

Considering transformations of the kind (3) as \( D \) and following the results of the paper [39], estimate of \( \tilde{F} \) in the basis \( \beta^+ \) can be obtained by threshold function

\[
\tilde{F}^+ = \sum_n P_{\gamma} \left\langle f, \beta^+_n \right\rangle \beta^+_n,
\]

where \( P_{\gamma} \) is the threshold function. It is obvious that the best basis \( \beta^+ \) is such which minimizes the error.
The algorithm for selection of the «best» basic wavelet function can be based on the following operations:

1. For each basis $\beta^\lambda, \lambda \in \Lambda$, perform the function $f$ to the level $m$ (ratio (3)):
   \[ f_j(t) = \sum_{k=1}^{m} \sum_{n} d_{k,n}^\lambda \psi_{k,n}^\lambda + \sum_{n} c_{j,m,n}^\lambda \varphi_{j,m,n}^\lambda(t). \]

2. Applying the threshold functions $T_j$ (ratio (7)), we obtain the estimates
   \[ \tilde{F}_m^\lambda = \sum_{k=1}^{m} \sum_{n} T_j(d_{k,n}^\lambda) \psi_{k,n}^\lambda + \sum_{n} c_{j,m,n}^\lambda \varphi_{j,m,n}^\lambda, \]

3. We estimate the value
   \[ Q_m^\lambda = \sum_{n \in I_m^\lambda} |c_{j,m,n}^\lambda|^2 + \sum_{k=1}^{m} \sum_{n \in I_m^\lambda} |d_{k,n}^\lambda|^2, \]
   where the set of indexes $i' : n \in I_j, \ if \ |(y, \psi_{j,m,n}^\lambda)| \geq T_j$, and, according to (8), determine the «best» basis $\beta_m^\alpha$:
   \[ Q_m^\alpha = \max_{\lambda \in \Lambda} E \{ Q_m^\lambda \}. \]

The algorithm can be executed for different levels of application, including a full tree of sentences, which will allow creating the best approximative function $f$ in the class of considered orthogonal wavelet functions.

3. Classification of neutron monitor data based on neural network of vector quantization LVQ

3.1. Data pre-processing based on multi-scale wavelet transform:

- assuming that the initial time series $f_j$ belongs to the space with resolution $j=0$, based on multi-scale wavelet decomposition $f_0$ to level $m$ (ratio (3)), we obtain a smoothed component of the time series in the form
  \[ f_{-m}(t) = \sum_{n} c_{-m,n} \varphi_{-m,n}(t); \]
- to recover the initial resolution of the function, we perform the operation of wavelet reconstruction [23, 24]:
  \[ f_{-m}(t) = \sum_{n} c_{-m,n} \varphi_{-m,n}(t), \]
  (superscript (-m) corresponds to the function resolution before the wavelet reconstruction operation);
- in order to exclude the tip effect, we eliminate the first and the last $2^m * q$ of counts (neighborhood dimension containing tip effect at the decomposition level $m$ is determined by formula (5)) from the reconstructed set.

3.2. Architecture and operation principle of neural network LVQ

Neural network LVQ consists of 2 layers. The architecture used in the work is illustrated in Fig. 4 [27]. The first layer is the Kohonen layer (competitive layer [27,28], Fig. 4), the second one is the linear layer and it is formed at the stage of neural network training. The compliance between neuron numbers of the 1-st layer (clusters) $k$ and corresponding classes $l$ is determined [29]

\[ F_j = \sum_{i} w_{ij} y_{s_i}, \]

where $w_{ij}$ are the weight coefficients of neuron $l$ of the network second layer, associated with neuron $k$ of the network first layer, $y_{s_i}$ is the output value of neuron $k$ of the network first layer.

Clusterization of output vectors into the defined number of classes is carried out by the metric

\[ d_k = d(X, W_k) = \left\| X - W_k \right\| - \sqrt{\sum_{i=1}^{j} (x_i - w_{s_i})^2} \]

(9)

where $X$ is the input vector; $W_k$ is the vector of neuron $k$ weights of the first competitive layer, $I$ is the input vector dimension.

During the neural network (NN) operation in the first layer, winning neuron $p$ is determined based on the estimation of the distance $d_k$ (ratio (9)) $p$. For the neuron

\[ D = d_{\text{min}}(X, W_k) = \min_{i} \left\| X - W_i \right\|, \]
Output value of the winning neuron \( p \) is set to be equal to 1: \( y_p = 1 \), and that of other neurons is zero: \( y_k = 0, k \neq p \). The winning neuron determines the input vector membership to \( X \) class associated with this neuron (cluster).

NN output vector has the dimension equal to the number of classes \( L \) (\( L = 3 \) during the operation, classes are described below). In case of correctly trained network, one element of the output vector equals 1, the others are zero. Thus, NN allows us to solve the problem of input vector membership to one of a priori known classes.

3.3. Determination of neural network classes and the scheme for solution of data classification problem

In the paper we determined the following classes according to the investigation task [21,22]:

1. «Calm» class – absence of sporadic effects. «Calm» class is characterized by: (1) absence of active spots and flares on the Sun (flare activity is zero); (2) absence of solar wind flux from the visible side along the line with the Earth; (3) absence of magnetic storms and disturbances in the magnetosphere (geomagnetic activity index \( K \) (\( K \)-index) is \( \leq 2 \)).

2. «Weakly-disturbed» class – presence of sporadic effects of low amplitude. «Weakly-disturbed» is characterized by: (1) occurrences of insignificant flares on the Sun directed to the Earth; (2) weak disturbances in the magnetosphere (\( K \)-index is 3, 4).

3. «Disturbed» class – presence of sporadic effects of high amplitude. «Disturbed» class is characterized by: (1) penetration of high-speed fluxes of solar wind and/or a shock wave related to it to the Earth vicinity; (2) magnetic storm occurrence and strong disturbances in the magnetosphere (\( K \)-index is \( \geq 5 \)).

According to the suggested approach, solution of the problem of data classification can be represented in the form of a scheme illustrated in Fig. 5.
4. Results of method application

Minute data of neutron monitors of Kingston, Moscow and Irkutsk [30] sites were used in the experiments. Strong and moderate storms were analyzed for the period 2015–2018. The neural network was built separately for each station. When constructing a training sampling, the selection of data for each of the introduced class (Sections 1-3) was based on the analysis of geomagnetic activity values; A, K and Dst indexes were used [31]. The «calm» class was formed from the data for the time intervals during which the A-index was <7, K-index was <3, Dst-index was within ±4. The «weakly-disturbed» class was formed from the data for the time intervals during which A-index was <18, K-index was <5, Dst-index was within ±8. The «disturbed» class included the time intervals during which A-index was >18, K-index was >5, Dst-index was more than ±8. Twenty vectors were used to train neural networks: 10 vectors the geomagnetic indexes of which corresponded to the «calm» class; 6 vectors corresponded to the «weakly-disturbed» class; 4 vectors corresponded to the «disturbed» class. To test the network, 37 vectors were used (data were not used during network training): 15 vectors the geomagnetic indexes of which corresponded to the «calm» class; 15 vectors corresponded to the «weakly-disturbed» class; 7 vectors corresponded to the «disturbed» class. Data multi-scale wavelet decompositions were carried out applying the Daubechies and Koiflet wavelet functions the selection of which was described in Section 2. Function $f$ was decomposed to the decomposition level $m = 1, 2, 3$. The results with the least error were obtained applying the Daubechies wavelet functions of order 3 and Koiflet wavelet functions of order 3 (the algorithm described in Section 2.2.2 was used). The constructed neural networks and the results of their processing are the following:

1. LVQ1 is the dimension of input vector $N = 2880$ (corresponds to two days). NM initial data were applied to the input. The success of recognition of the «calm» class was 100%, that of the «weakly-disturbed» class was 60% (6 vectors were attributed to the «calm» class) and that of the «disturbed» class was 72% (2 vectors were attributed to the «weakly-disturbed» class by the network).

2. LVQ1_db3_1 is the dimension of the input vector, corresponds to two days, approximating components $f_{i}(t)$ (ratio (2)) obtained by Daubechies basis of order 3 were applied to the input. The success of recognition of the «calm» class was 60% (4 vectors were attributed to the «weakly-disturbed» class), that of the «weakly-disturbed» class was 53% (4 vectors were attributed to the «calm» class and 3 vectors to the «disturbed» class) and that of the «disturbed» class was 72% (2 vectors were attributed to the «weakly-disturbed» class by the network).

3. LVQ2 is the dimension of the input vector $N=4320$ (corresponds to three days), NM initial data were applied to the input. The success of recognition of the «calm» class was 100%, that of the «weakly-disturbed» class was 80% (3 vectors were attributed to the «calm» class) and that of the «disturbed» class was 93% (1 vector was attributed to the «weakly-disturbed» class by the NN).

4. LVQ2_db3_1 is the dimension of the input vector, corresponds to three days, approximating components $f_{i}(t)$ (ratio (2)) obtained by Daubechies basis of order 3 were applied to the input. The success of recognition of the «calm» class was 100%, that of the «weakly-disturbed» class was 87% (2 vectors were attributed to the «calm» class), and that of the «disturbed» class was 93% (1 vector was attributed to the «weakly-disturbed» class by the network).

5. LVQ2_db3_2 is the dimension of the input vector, corresponds to three days, approximating components $f_{i}(t)$ (ratio (3)) obtained by Daubechies basis of order 3 were applied to the input. The success of recognition of the «calm» class was 67% (5 vectors were attributed to the «weakly-disturbed» class by the network), that of the «weakly-disturbed» class was 47% (5 vectors were attributed to the «calm» class and 3 vectors to the «disturbed» class), and that of the «disturbed» class was 71% (1 vector was attributed to the «weakly-disturbed» class and 1 vector to the «calm» class).

6. LVQ1_coif3_1 is the dimension of the input vector, corresponds to two days, approximating components $f_{i}(t)$ (ratio (2)) obtained by Koiflet basis of order 3 were applied to the input. The success of recognition of the «calm» class was 53% (7 vectors were attributed to the «weakly-
disturbed\textsuperscript{\textregistered} class by the network), that of the «weakly-disturbed» class was 53\% (5 vectors were attributed to the «calm» class and 2 vectors to the «disturbed» class), and that of the «disturbed» class was 43\% (4 vectors were attributed to the «weakly-disturbed» class).

7. LVQ\textsubscript{2,coif3,1} is the dimension of the input vector, corresponds to three days, approximating components \( f_{j}(t) \) (ratio (2)) obtained by Koiflet basis of order 3 were applied to the input. The success of recognition of the «calm» class was 100\%, that of the «weakly-disturbed» class was 93\% (1 vector was attributed to the «disturbed» class), and that of the «disturbed» class was 93\% (1 vector was attributed to the «weakly-disturbed» class).

8. LVQ\textsubscript{2,coif3,2} is the dimension of the input vector, corresponds to three days, approximating components \( f_{j}(t) \) (ratio (3)) obtained by Koiflet basis of order 3 were applied to the input. The success of recognition of the «calm» class was 60\% (6 vectors were attributed to the «weakly-disturbed» class by the network), that of the «weakly-disturbed» class was 47\% (4 vectors were attributed to the «calm» class and 3 vectors to the «disturbed» class), and that of the «disturbed» class was 57\% (2 vectors were attributed to the «weakly-disturbed» class and 1 vector to the «calm» class).

Table 1 shows the results of the NN operation. They confirm the efficiency of the neural network LVQ apparatus for the investigation tasks. The analysis also shows the effectiveness of application of data pre-processing procedure based on multi-scale wavelet decompositions to the 1-st level (ratio (3)). Results with the least accuracy were obtained by Koiflet order 3 wavelet function. The dimension of the input vector corresponds to three days (Table 1). At the 2-nd level of wavelet decomposition, the network error increases that indicates the loss of some useful information during this operation. Analysis of AFCh of wavelet function and the scaling function at the 1-st and the 2-nd levels of wavelet decomposition (Fig. 2) shows that for the initial minute data, the wavelet function at the 2-nd level of decomposition detects the periods of oscillations from 3 to 14 min, which contain useful information on cosmic ray dynamics based on the results of NN operation.

| NN input data | LVQ\textsubscript{1} | LVQ\textsubscript{2} |
|---------------|------------------|------------------|
|               | 1 class | 2 class | 3 class | 1 class | 2 class | 3 class |
| Initial data  | 100\%   | 60\%    | 72\%    | 100\%   | 80\%    | 93\%    |
| db3\_1        | 60\%    | 53\%    | 72\%    | 100\%   | 87\%    | 93\%    |
| db3\_2        | -       | -       | -       | 67\%    | 47\%    | 71\%    |
| coif3\_1      | 53\%    | 53\%    | 43\%    | 100\%   | 93\%    | 93\%    |
| coif3\_2      | -       | -       | -       | 60\%    | 53\%    | 57\%    |

The algorithm can be realized for different decomposition levels \( m \), including the complete decomposition tree that will allow us to construct the best approximation of function \( f \) in the class of orthogonal wavelet functions under consideration.

Fig. 6 shows the results of NM data processing for the periods of January 16-22, 2016 (Fig. 6) and March 15-20, 2015 (Fig. 7). A magnetic storm occurred on January 21. It was caused by high-velocity flux of the solar wind from the coronal whole (the times of beginning of magnetic storms are marked by vertical lines in Fig. 6). Space weather analysis for this period showed [34] that from the beginning of the day on January 15 till 20:55 UT on January 18, solar wind velocity gradually decreased from 450 to 300 km/s, the IMF southern component fluctuated within \( B_{z}=\pm 5 \) nT. On January 20-21 the solar wind velocity was \( v=320-420 \) km/s, the IMF southern component was \( B_{z}=\pm 12 \) nT. From the beginning till the end of the day on January 21, the solar wind velocity gradually increased to 550 km/s, IMF fluctuations increased to \( B_{z}=\pm 19 \) nT. Analysis of the wavelet spectrum in Fig. 6b shows that from January 19 to 20, cosmic ray variation amplitude increased in a wide frequency range that indicates the occurrences of sporadic effects during this period. Data processing was carried out on the basis of NN in real time data analysis regime (in a moving 3-hour time window). It shows occurrences of sporadic effects of low amplitude from 9:00 UT on January 17 to 15:00 UT on January 18 («weakly-disturbed» class) and from 15:00 UT on January 18 till 15:00 UT on January 22.
Comparison of the results of NN operation with space weather data and wavelet spectrum of NM data confirms the accuracy of network decision.

During the period under analysis, a strong magnetic storm with sudden commencement occurred on March 17, 2015 (Fig. 7). It was caused by coronal mass ejection. Analysis of space weather showed [34] that on March 15, the solar wind velocity fluctuated at the level of 400 km/s, IMF component changed within $B_z = \pm 9$ nT. At the beginning of the day on March 17, the IMF suddenly decreased to $B_z = -22$ nT, the solar wind velocity increased to 500 km/s. In the second half of the day on March 17, IMF decreased to $B_z = -28$ nT, the solar wind velocity increased to 670 km/s. At the end of the day on March 18, the solar wind velocity increased to 800 km/s. According to the results of NN operation (Fig. 7d), sporadic effects of low amplitude («weakly-disturbed» class) occurred in CR dynamics on March 15. The period of March 17 – 18 was attributed to the «disturbed» class by the network that indicates large sporadic effects. Comparison of the results of NN operation with space weather data and wavelet spectrum (Fig. 7b) confirms the accuracy of network decision. These results prove the efficiency of application of the suggested method for real time detection of sporadic effects including those of low amplitude.

Fig. 8 illustrates the results of application of the suggested method to NM data of Irkutsk and Moscow sites during the period of August 21-29, 2018. Based on space weather data [34], owing to the decreased effect of coronal whole, solar wind velocity decreased from 510 to 300 km/s from August 22 to 24, IMF southern component fluctuations were within $B_z=\pm 4$ nT-$B_z=\pm 6$ nT. Due to the arrival of inhomogeneous accelerated flux from coronal mass ejection (CME on August 20), the solar wind velocity increased to 450 km/s on August 25, IMF southern component fluctuations increased to $B_z=\pm 11$ nT. At the beginning of the day on August 26, the inhomogeneous accelerated flux from two coronal wholes arrived, solar wind velocity increased and reached its maximum of 666 km/s on August 27, IMF fluctuations increased to $B_z=\pm 17$ nT. Then up to the end of the period under analysis, the solar wind velocity was within $v=500-550$ km/s, the IMF southern component fluctuations were at the level of $B_z=\pm 4$ nT. According to the results of LVQ2_coif3_2 neural network operation (Fig. 8d and 9d) sporadic effects of low amplitude («weakly-disturbed» class) occurred in cosmic ray dynamics on August 24. The period of August 25-27 was attributed to the «disturbed» class by the network that
corresponds to the occurrences of large sporadic effects. Comparison of the results of neural network operation with space weather data and wavelet spectrum (Fig. 8.b, 9.b) confirms the accuracy of network decision. We should note that in spite of the difference in geographical latitudes of Irkutsk NM (104 degrees 16.8396 minutes) and Moscow NM (37 degrees 37.22358 minutes), the neural network classified the magnetic storm at the same point of time.

**Figure 8.** a) neutron monitor data (Irkutsk) for August 21-29, 2018, b) wavelet spectrum of neutron monitor data, c) k-index data, b) results of LVQ2_coif3_2 neural network operation.

**Figure 9.** a) neutron monitor data (Moscow) for August 21-29, 2018, b) wavelet spectrum of neutron monitor data, c) k-index data, b) results of LVQ2_coif3_2 neural network operation.

**Figure 10.** a) neutron monitor data (Irkutsk) for March 12-20, 2018, b) wavelet spectrum of neutron monitor data, c) k-index data, b) results of LVQ2_coif3_2 neuron network operation.

**Figure 11.** a) neutron monitor data (Moscow) for March 12-20, 2018, b) wavelet spectrum of neutron monitor data, c) k-index data, b) results of LVQ2_coif3_2 neuron network operation.
Fig. 10, 11 illustrates the results of NM data processing for Irkutsk and Moscow sites for the period of March 12-20, 2018. Analysis of geomagnetic activity index data (Kp-index [34], Fig. 10 c,11 c) shows the presence of strong and long geomagnetic disturbances during the period under analysis. Owing to the arrival of an accelerated flux from the coronal whole at 11.00 UT on March 14, the solar wind velocity gradually increased to 533 km/s on March 14 and 15, IMF southern component fluctuations increased to Bz=±11 nT on March 14 (Fig. 10, 11). On March 16 and 17, the solar wind velocity was within v=410-530 km/s, IMF component was Bz=±6-±9 nT. From the beginning of the day on March 18 and to the end of the day on March 19, the solar wind velocity increased to 624 km/s and IMF fluctuations reached Bz=±10 nT owing to the arrival of an accelerated flux from the second part of the coronal whole.

According to the results of LVQ2_coif3_2 neural network operation (Fig. 10 d,11 d), small-scale sporadic effects («weakly-disturbed» class) occurred in cosmic ray dynamics before the magnetic storm (March 12-13 at Irkutsk site and on March 12 at Moscow site). The period of March 14-20 was attributed to the «disturbed» class by the network that corresponds to large sporadic effects and confirms the accuracy of their decision.

5. Conclusions
The method suggested in the paper to analyze neutron monitor data showed the efficiency of its application in the tasks of investigation of cosmic ray dynamics and detection of sporadic effects. The effectiveness of application of multi-scale wavelet decompositions at the stage of pre-processing of the data, applied to the neuron network input, was experimentally confirmed. An algorithm to determine the «best» approximating basis in orthogonal wavelet class was suggested. The results confirmed good approximating properties of Koiflet 3 wavelet function. On the examples of strong magnetic storms in 2015-2018, based on the measurements of different sites, the possibility of application of the method in the problems of real time analysis of neutron monitor data and detection of different-scale sporadic effects, including those of low amplitude, was shown. Estimates of the constructed neuron network operation showed their high performance. The LVQ2_coif3_2 network solution error was less than 5%.

In the future the authors plan to continue the investigation in this direction applying a wider spectrum of sites recording cosmic ray data and increasing statistical material.
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