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Abstract

As a model to provide a hands-on, elementary understanding of ‘vortex dynamics’, we introduce a piecewise linear non-invertible map called a twisted baker map. We show that the set of hyperbolic repelling periodic points with complex conjugate eigenvalues and that without complex conjugate eigenvalues are simultaneously dense in the phase space. We also show that these two sets equidistribute with respect to the normalised Lebesgue measure, in spite of a non-uniformity in their Lyapunov exponents.
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1. Introduction

A natural approach to understanding complicated systems is to analyse a collection of simple examples that retain some essential features of the complexity of the original systems. The baker map \(^6\) is one of the simplest models of chaotic dynamical systems. It divides the unit square into \(p \geq 2\) equal vertical strips, and maps each strip to a horizontal one by squeezing it vertically by the factor \(p\) and stretching it horizontally by the same factor. The horizontal strips are laid out covering the square. Due to the squeezing and stretching, small initial errors
get amplified under iteration, and result in an unpredictable long-term behaviour. The name ‘baker’ is used since the action of the map is reminiscent of the kneading dough [3]. For fat (area-expanding), skinny (area-contracting) and heterochaos baker maps, see for example [1, 2, 5] respectively.

The baker map and these its variants are ‘anisotropic’, in that all coordinate directions are preserved under the action of the maps. As a consequence, all eigenvalues of periodic points are real. These maps may not be appropriate for modelling essential features of fluid turbulence, considering Kolmogorov’s universality law for small scales, in which vortex dynamics are real. These maps may not be appropriate for modelling essential features of fluid turbulence. This map does not preserve coordinate directions, and has periodic points with complex conjugate eigenvalues. Let $\lambda$, $\eta$, and twisting in vortex dynamics. This map does not preserve coordinate directions, and has periodic points with complex conjugate eigenvalues [8]. Taking these physical and experimental backgrounds into consideration, we need a simple model that provides a hands-on, elementary understanding of vortex dynamics.

In this paper, we introduce a piecewise linear map that models an interaction of stretching and twisting in vortex dynamics. This map does not preserve coordinate directions, and has periodic points of complex conjugate eigenvalues. Let $M \geq 2$ be an integer and let

$$X = \{(x_1, \ldots, x_M) \in \mathbb{R}^M: -1 \leq x_1 \leq 1 \text{ and } 0 \leq x_j \leq 1, \ j = 2, \ldots, M\}.$$ 

We put

$$X_L = \{(x_1, \ldots, x_M) \in X : x_1 < 0\} \quad \text{and} \quad X_R = \{(x_1, \ldots, x_M) \in X : x_1 \geq 0\}.$$

Define a twisted baker map $F: X \to X$ by

$$F(x_1, \ldots, x_M) = \begin{cases} (1 + 2x_1, x_2, \ldots, x_M) \text{ on } X_L, \\ (1 - 2x_M, x_1, \ldots, x_{M-1}) \text{ on } X_R. \end{cases}$$

The twisted baker map can be written as a composition $F = B \circ T$ of two maps:

$$T(x_1, \ldots, x_M) = \begin{cases} (x_1, \ldots, x_M) \text{ on } X_L, \\ (x_M, x_1, \ldots, x_{M-1}) \text{ on } X_R. \end{cases} \quad (1.1)$$

and

$$B(x_1, \ldots, x_M) = (\tau(x_1), x_2, x_3, \ldots, x_M), \quad (1.2)$$

where $\tau: [-1, 1] \to [-1, 1]$ is the tent map given by

$$\tau(x_1) = \begin{cases} 1 + 2x_1 \text{ for } x_1 < 0, \\ 1 - 2x_1 \text{ for } x_1 \geq 0. \end{cases}$$

The map $T$ ‘twists’ the coordinates in part of the phase space, see figure 1 for $M = 2$ and figure 2 for $M \geq 3$. Fixed points of $F$ are the point $(1/3, 1/3, \ldots, 1/3)$ in $R$ and all points in the set

$$N = \{(x_1, \ldots, x_M) \in X : x_1 = -1\}.$$

Let $S$ denote the set of discontinuities of $F$. We have

$$S = \{(x_1, \ldots, x_M) \in X : x_1 = 0\}.$$

If we replace the tent map $\tau$ by the map $1 + 2x_1$ for $x_1 < 0$ and $-1 + 2x_1$ for $x_1 \geq 0$, the composed map may look more similar to the baker map, with more discontinuities than $F$. All our results on $F$ stated below remain essentially the same for this map.

For the baker map and their variants mentioned above [1, 2, 5], periodic points are dense in their maximal invariant sets. Our first result establishes the density of periodic points for
the twisted baker map. A new feature here is a simultaneous density of periodic points with complex conjugate eigenvalues and that with only real ones. By a periodic point of $F$ of period $n$ we mean a fixed point of $F^n$. A periodic point $x$ of $F$ of period $n \geq 1$ is hyperbolic repelling if the set of eigenvalues of the Jacobian matrix of $F^n$ at $x$ does not intersect the unit disk $\{ z \in \mathbb{C} : |z| < 1 \}$. If $x$ is a boundary point of $X_L$ or $X_R$, some of the first-order derivatives in the Jacobian matrix are taken as one-sided derivatives.

For $n \geq 0$ and $x \in X$, let $JF^n(x)$ denote the Jacobian matrix of $F^n$ at $x$ with respect to the canonical basis of $\mathbb{R}^M$, and let $\text{spec}(JF^n(x))$ denote the set of eigenvalues of $JF^n(x)$. For each $n \geq 1$ we consider three sets of periodic points of period $n$:

$$\text{fix}(n) = \{ x \in X \setminus N : F^n(x) = x \},$$
$$\text{fix}_R(n) = \{ x \in \text{fix}(n) : \text{spec}(JF^n(x)) \subset \mathbb{R} \},$$
$$\text{fix}_C(n) = \{ x \in \text{fix}(n) : \text{spec}(JF^n(x)) \not\subset \mathbb{R} \}.$$

**Theorem A.** Let $F : X \to X$ be the twisted baker map.

(a) All periodic points in $\bigcup_{n=1}^{\infty} \text{fix}(n)$ are hyperbolic repelling.
(b) Both $\bigcup_{n=1}^{\infty} \text{fix}_R(n)$ and $\bigcup_{n=1}^{\infty} \text{fix}_C(n)$ are dense in $X$.

The twisted baker map is expanding in all directions at any periodic orbit not in $N$. The amount of this expansion is not uniform in the following sense. Let $x$ be a hyperbolic repelling periodic point of period $\gamma(x)$. The number

$$\chi(x) = \min \left\{ |\lambda|^{1/\gamma} : \lambda \in \text{spec}(JF^{\gamma(x)}(x)) \right\}$$
is strictly greater than 1. We say $F$ is **non-uniformly expanding on periodic points** if
\[ \inf_{x \in U} \chi(x) = 1 \]
for any non-empty open subset $U$ of $X$, where the infimum is taken over all hyperbolic repelling periodic points of $F$ contained in $U$.

**Theorem B.** The twisted baker map is non-uniformly expanding on periodic points.

Proofs of the two theorems rely on coding of points of $X$ into sequences of $L$ and $R$ by following histories of their orbits. For each point $x \in X$ we associate a **kneading sequence**, a one-sided infinite sequence $\{a_n(x)\}_{n=0}^{\infty}$ of $L$ and $R$ by
\[
a_n(x) = \begin{cases} L & \text{if } F^n(x) \in X_L \\ R & \text{if } F^n(x) \in X_R. \end{cases}
\] (1.3)

The map $F$ sends $X_L$ and $X_R$ affinely onto their images that contain $\text{int}(X)$, where $\text{int}(\cdot)$ denotes the interior operation. Points whose kneading sequences coincide up to the $n$th position form a rectangle, called a basic $n$-rectangle (see section 2.2): $F^n$ is one-to-one on this rectangle and its image under $F^n$ covers $\text{int}(X)$. A main step in the proof of theorem A is to show that Lebesgue almost every point in $X$ is contained in rectangles of arbitrarily small diameter. Then, periodic points are coded by periodic kneading sequences, and the existence of a complex conjugate
eigenvalue is partially determined by the frequency of the symbol $R$ in the kneading sequence. Moreover, the distortion (the ratio of the maximal and minimal side lengths) of the rectangle is determined by how $R$ appears in the kneading sequence. To prove theorem B, we construct sequences of periodic points for which the appearance of $R$ is very much biased.

All basic $n$-rectangles fill up $X$, and all of them but the one with the kneading sequence $L^n = LL \cdots L$ ($n$-times) contain exactly one point from $\text{fix}(n)$. Although the distortions of these rectangles are not uniform, the next theorem asserts that the sets of hyperbolic repelling periodic points with and without complex conjugate eigenvalues equidistribute with respect to the normalised restriction of the Lebesgue measure to $X$, denoted by $m$. Note that $m$ is an $F$-invariant measure.

**Theorem C.** Let $F: X \rightarrow X$ be the twisted baker map and let $\mathbb{K} = \mathbb{R}$ or $\mathbb{K} = \mathbb{C}$. For any continuous function $\phi: X \rightarrow \mathbb{R}$ we have

$$\lim_{n \rightarrow \infty} \frac{1}{\#\text{fix}_K(n)} \sum_{x \in \text{fix}_K(n)} \phi(x) = \int \phi dm.$$  

One ingredient in a proof of theorem C is a uniform lower bound

$$\liminf_{n \rightarrow \infty} \frac{\#\text{fix}_K(n)}{\#\text{fix}(n)} > 0,$$

which we prove using the formula for the multisection of a binomial expansion [7]. We then show that the coding into kneading sequences defines a continuous, measure-theoretic isomorphism between $(F, m)$ and the $(1/2, 1/2)$-Bernoulli shift, for which the set of periodic points equidistribute with respect to the Bernoulli measure.

Using this isomorphism we further obtain the following result. Recall that $(F, m)$ is mixing if for all Borel subsets $A$ and $B$ of $X$ we have

$$\lim_{n \rightarrow \infty} m(A \cap F^{-n}(B)) = m(A)m(B).$$

We also say $F$ is mixing relative to $m$. If $(F, m)$ is mixing, it is weak mixing and ergodic. The fat and skinny baker maps [1, 2] are mixing relative to the natural measures, and the hetero-chaos baker maps [5] are weak mixing relative to the Lebesgue measure.

**Theorem D.** Let $F: X \rightarrow X$ be the twisted baker map. Then $(F, m)$ is mixing.

The rest of this paper consists of two sections and one appendix. In section 2 we prove preliminary results, and in section 3 prove all the theorems. In the appendix we comment on prime periodic points of $F$, and give an alternative proof of the ergodicity of $(F, m)$.

## 2. Preliminaries

In sections 2.1 and 2.2 we introduce two main ingredients, twist number and basic rectangles respectively, and prove fundamental results. In section 2.3 we give lower bounds on the numbers of periodic points considered.

### 2.1. Existence of real and complex conjugate eigenvalues

For an integer $n \geq 1$ and $x \in X$ we define a twist number $t(n, x)$ by

$$t(n, x) = \# \{0 \leq k \leq n - 1 : a_k(x) = R\}.$$
Note that \( t(n, x) \geq 1 \) if \( x \in \text{fix}(n) \). The twist number of a hyperbolic repelling periodic point of \( F \) is related to the existence of complex conjugate eigenvalues.

Recall that \( M \geq 2 \) is an integer and \( X = [-1, 1] \times [0, 1]^{M-1} \). By (1.1) and (1.2), for \( x \in X_R \) we have

\[
JF(x) = \begin{cases} 
  \begin{pmatrix} 
  0 & -2 \\
  1 & 0 
  \end{pmatrix} & \text{for } M = 2, \\
  \begin{pmatrix} 
  1 & \cdots & 0 \\
  \vdots & \ddots & \vdots \\
  0 & \cdots & 1 
  \end{pmatrix} & \text{for } M \geq 3.
\end{cases}
\]

(2.1)

By an integer multiple of \( M \) we mean any product of a nonnegative integer and \( M \).

**Lemma 2.1.** Let \( n \geq 1 \), \( x \in X \) be such that \( t(n, x) \) is an integer multiple of \( M \). Then \( JF^n(x) \) is a diagonal matrix. All diagonal elements have the same sign, which is positive or negative according as \( t(n, x)/M \) is even or odd.

**Proof.** From (2.1), if \( t(n, x) = M \) then \( JF^n(x) \) is a diagonal matrix whose diagonal elements are all negative, which implies the last assertion.

**Lemma 2.2.** Let \( n \geq 1 \) and \( x \in \text{fix}(n) \) be such that \( t(n, x) \) is an integer multiple of \( M \). Then \( x \in \text{fix}_R(n) \).

**Proof.** Follows from lemma 2.1.

The next lemma allows us to find periodic points with complex conjugate eigenvalues.

**Lemma 2.3.** Let \( M \geq 2 \), and let \( n \geq 1 \), \( x \in \text{fix}(n) \) satisfy \( t(n, x) = qM + r \) for an integer \( q \geq 0 \) and \( r \in \{1, M-1\} \). Then \( x \in \text{fix}_C(n) \).

**Proof.** Let \( M = 2 \). If \( n = 1 \), then the desired conclusion follows from a direct calculation of the eigenvalues of the Jacobian matrix in (2.1). Let \( n \geq 2 \). By periodicity, we may assume \( a_{n-1}(x) = R \) with no loss of generality. Then \( t(n-1, x) \) is even. By lemma 2.1 we have

\[
JF^{n-1}(x) = \begin{pmatrix} \alpha & 0 \\ 0 & \beta \end{pmatrix}, \quad \alpha \beta > 0.
\]

By \( a_{n-1}(x) = R \) and (2.1),

\[
JF(F^{n-1}(x)) = \begin{pmatrix} 0 & -2 \\ 1 & 0 \end{pmatrix}.
\]

Hence

\[
JF^n(x) = JF(F^{n-1}(x))JF^{n-1}(x) = \begin{pmatrix} 0 & -2 \beta \\ \alpha & 0 \end{pmatrix}.
\]

Therefore, \( \text{spec}(JF^n(x)) = \{ \pm \sqrt{-2\alpha\beta} \} \) and \( x \in \text{fix}_C(n) \).

Let \( M \geq 3 \). From lemma 2.1 and equation (2.1), we have

\[
JF^n(x) = \begin{pmatrix} O & A \\ B & O \end{pmatrix},
\]

where 

\[
O = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad A = \begin{pmatrix} \alpha \\ \beta \end{pmatrix}, \quad B = \begin{pmatrix} \beta \\ \alpha \end{pmatrix}.
\]
where $A$ and $B$ are nonsingular diagonal matrices of size $r$ and $M - r$ respectively. Since $r \in \{1, M - 1\}$, the characteristic polynomial $g(\lambda)$ of $JF^n(x)$ is of the form $g(\lambda) = \lambda^M - \alpha$, $\alpha \in \mathbb{R} \setminus \{0\}$. Since $M \geq 3$, the equation $g(\lambda) = 0$ has a solution in $\mathbb{C} \setminus \mathbb{R}$. Hence we obtain $x \in \text{fix}_C(n)$.

2.2. Basic rectangles

Let $n \geq 1$ be an integer. Let $\{L, R\}^n$ denote the set of words of $\{L, R\}$ with word length $n$, namely

$$\{L, R\}^n = \{a_0 \cdots a_{n-1} : a_k \in \{L, R\} \text{ for } 0 \leq k \leq n - 1\}.$$ 

For each $a_0 \cdots a_{n-1} \in \{L, R\}^n$, define

$$[a_0 \cdots a_{n-1}] = \bigcap_{k=0}^{n-1} F^{-k}(X_{a_k}).$$

We call a subset of $X$ of this form a basic $n$-rectangle or simply a basic rectangle. Any basic $n$-rectangle is a Cartesian product of nondegenerate intervals, and mapped by $F^n$ affinely onto a rectangle that contains int$(X)$. See figure 3 for examples of basic rectangles. Below we list properties of basic rectangles:
There is no periodic point of $F$ in $S$.

Suppose $F$ has a fixed point $x$ in $S$. For all sufficiently large $n$, $F^n(x) = x$. Therefore, $F^n$ has a periodic point of period $n$. Let $I = [a_0, a_{n-1}]$ be an interval containing $x$. Then, $F^n(I) = [a_0, a_{n-1}]$ for all $n \geq 1$ and $a_0 \cdots a_{n-1} \in \{L, R\}^n$.

(P2) Two basic rectangles are nested or disjoint.

(P4) $m([a_0 \cdots a_{n-1}]) = 2^{-n}$ for all $n \geq 1$ and $a_0 \cdots a_{n-1} \in \{L, R\}^n$.

Let $\{L, R\}^\infty$ denote the set of one-sided infinite sequences of $L$ and $R$. Let $\Sigma$ denote the set of elements of $\{L, R\}^\infty$ in which $R$ appears infinitely many times.

**Lemma 2.4.** For any $(a_n)_{n=0}^\infty \in \Sigma$ the following hold:

(a) $\bigcap_{n=0}^\infty [a_0 \cdots a_{n-1}]$ is a singleton.

(b) For all sufficiently large $n \geq 1$, there is an open subset of $X$ that is compactly contained in $\text{int}([a_0 \cdots a_{n-1}])$ and contains a hyperbolic repelling periodic point of period $n$.

**Proof.** For an interval $I \subset [-1, 1]$ let $|I|$ denote its Euclidean length. For $0 \leq k \leq n$ write

$$F^k([a_0 \cdots a_{n-1}]) = I_1(k,n) \times I_2(k,n) \times \cdots \times I_M(k,n).$$

All $I_j(k,n)$ are nondegenerate intervals. Below we show that $|I_j(0,n)| \to 0$ as $n \to \infty$ for all $1 \leq j \leq M$. This yields (a). Then, for all sufficiently large $n \geq 1$ such that $|I_j(0,n)| < 1$ for $1 \leq j \leq M$, the restriction of $F^n$ to $[a_0 \cdots a_{n-1}]$ expands in all directions. Hence there is an open subset $U$ of $X$ that is compactly contained in $\text{int}([a_0 \cdots a_{n-1}])$ and contains a fixed point of $F^n$, which is a hyperbolic repelling periodic point of $F$, verifying (b).

Define a strictly increasing sequence $(n_i)_{i=1}^\infty$ of integers by $n_1 = 0$ and

$$n_{i+1} = \min \{n > n_i : \# \{n_i < k \leq n : a_k = R \} = M \},$$

for $i = 1, 2, \ldots$ inductively. Since $\text{int}(X) \subset F^n([a_0 \cdots a_{n-1}])$, we have $|I_j(n_i,n_i)| = 2$ and $|I_j(n_i,n_i+1)| = 1$. We have $|I_j(n_i,n_i+1)| \leq 1$ and $|I_j(n_i,n_i+1)| = 1/2$ for $2 \leq j \leq M$. Then

$$\frac{|I_j(0,n_{i+1})|}{|I_j(0,n_i)|} = \frac{|I_j(n_i,n_{i+1})|}{|I_j(n_i,n_i)|} \leq \frac{1}{2}.$$

For the first equality we have used (P2) and the fact that $F^n|_{[a_0 \cdots a_{n-1}]}$ is affine. It follows that $|I_j(0,n)| \to 0$ as $n \to \infty$.

**Lemma 2.5.** There is no periodic point of $F$ in $S = \{(x_1, \ldots, x_M) \in X : x_1 = 0\}$.

**Proof.** Suppose $x \in S$ is a periodic point of $F$. Since $x \in X_R$, $a_n(x) = R$ holds for infinitely many $n \geq 1$, namely $(a_n(x))_{n=0}^\infty \in \Sigma$. By Lemma 2.4(b), if $n$ is sufficiently large and $F^n(x) = x$, there is an open subset of $X$ that is compactly contained in $\text{int}([a_0(x) \cdots a_{n-1}(x)])$ and contains a hyperbolic repelling periodic point $y$ of period $n$. Since $x \in S$, $x$ is in the boundary of $[a_0(x) \cdots a_{n-1}(x)]$. Hence $x \neq y$, whereas $F^n(x) = x$ and $F^n(y) = y$. This cannot happen, since $F^n|_{[a_0(x) \cdots a_{n-1}(x)]}$ is affine and $y$ is hyperbolic repelling.

We endow $\{L, R\}^\infty$ with the product topology of the discrete topology on $\{L, R\}$, which makes $\Sigma$ a topological subspace of $\{L, R\}^\infty$. Let $\sigma$ denote the left shift acting on $\{L, R\}^\infty$: $\sigma((a_n)_{n=0}^\infty) = (a_n)_{n=1}^\infty$. We have $\sigma(\Sigma) = \Sigma$. Define $\pi : \Sigma \to X$ by

$$\pi((a_n)_{n=0}^\infty) = \bigcap_{n=0}^\infty \text{Cl}([a_0 \cdots a_n]),$$

where $\text{Cl}$ denotes the closure of a set.
where \( \text{cl}(\cdot) \) denotes the closure operation. By lemma 2.4(a), \( \pi \) is well-defined and continuous. Moreover, \( \pi \) satisfies \( F \circ \pi = \pi \circ \sigma \), and is one-to-one except on the set

\[
\tilde{S} = \bigcup_{n=0}^{\infty} F^{-n}(S),
\]

where it is at most \( 2^M \)-to-one.

### 2.3. Lower bounds on the numbers of periodic points

For \( n \geq 1 \) and \( r \in \{0, 1, \ldots, M - 1\} \), let \( \text{fix}(n, r) \) denote the set of \( x \in \text{fix}(n) \) such that \( r(n, x) = qM + r \) holds for a non-negative integer \( q \leq [n/M] \), where \([ \cdot ]\) denotes the floor function.

**Lemma 2.6.** For any \( r \in \{0, 1, \ldots, M - 1\} \), we have

\[
\lim_{n \to \infty} \frac{\# \text{fix}(n, r)}{\# \text{fix}(n)} = \frac{1}{M}.
\]

**Proof.** For \( n \geq 1 \), let \( \Sigma_n \) denote the set of periodic points of period \( n \) of the left shift \( \sigma \). Lemma 2.5 implies \( \Sigma_n \setminus \pi^{-1}(\tilde{S}) = \emptyset \), and so

\[
\# \text{fix}(n) = \# \Sigma_n = 2^n - 1.
\]

A similar reasoning shows

\[
\# \text{fix}(n, r) = \sum_{0 \leq q \leq [n/M]} \left( \frac{n}{qM + r} \right) - 1. \tag{2.3}
\]

The multisection of a binomial expansion \( (1 + x)^n = \sum_{k=0}^{n} \binom{n}{k} x^k \) at \( x = 1 \) in [7] gives the following identity for the sum of binomial coefficients with step \( M \):

\[
\sum_{0 \leq q \leq [n/M]} \left( \frac{n}{qM + r} \right) = \frac{1}{M} \sum_{k=0}^{M-1} \left( 2 \cos \frac{\pi k}{M} \right)^n \frac{\pi(n-2r)k}{M}. \tag{2.4}
\]

Put \( \alpha = \cos(\pi/M) \). We have

\[
\left| \sum_{k=1}^{M-1} \left( 2 \cos \frac{\pi k}{M} \right)^n \cos \frac{\pi nk}{M} \right| \leq (M-1)(2\alpha)^n,
\]

and hence

\[
\left| \frac{1}{2^nM} \sum_{k=0}^{M-1} \left( 2 \cos \frac{\pi k}{M} \right)^n \cos \frac{\pi(n-2r)k}{M} \right| \leq \frac{M-1}{M} \alpha^n.
\]

Since \( M \geq 2 \) we have \( \alpha \in [0, 1) \), and so the last number converges to 0 as \( n \to \infty \). This together with (2.2) and (2.3) yield \( \# \text{fix}(n, r)/\# \text{fix}(n) \to 1/M \) as \( n \to \infty \). \( \square \)
**Proposition 2.7.** For any $M \geq 2$, we have

$$\liminf_{n \to \infty} \frac{\# \text{fix}_A(n)}{\# \text{fix}(n)} \geq \frac{1}{M} \quad \text{and} \quad \liminf_{n \to \infty} \frac{\# \text{fix}_C(n)}{\# \text{fix}(n)} \geq \frac{\min\{M - 1, 2\}}{M}.$$ 

**Proof.** Lemma 2.2 gives $\text{fix}_A(n) \supset \text{fix}(n, 0)$, and lemma 2.3 gives $\text{fix}_C(n) \supset \text{fix}(n, 1) \cup \text{fix}(n, M - 1)$. Hence, the desired inequalities follow from lemma 2.6. \qed

### 3. Proofs of the main results

In this section we prove all the theorems. In what follows, we shall exclude from our consideration the set

$$\tilde{N} = \bigcup_{n=0}^{\infty} F^{-n}(N),$$

which is precisely the set of points in $X$ whose kneading sequence contains only finitely many $R$. Note the identity

$$\{(a_\nu(x))_{\nu=0}^{\infty} \in [L, R]^\infty : x \in \tilde{N}\} = \{L, R\}^\infty \setminus \Sigma.$$

#### 3.1. Proof of theorem A

Theorem A(a) is a consequence of lemma 2.4. To prove theorem A(b), let $x \in X$, let $U$ be an open subset of $X$ containing $x$ and let $y \in U \setminus \tilde{N}$. By lemma 2.4, there exist $n \geq 1$ such that $[a_0(y) \cdots a_{n-1}(y)] \subset U$, and a periodic point $z$ of period $n$ in $[a_0(y) \cdots a_{n-1}(y)]$. Write $t(n, y) = t(n, z) = qM + r$ where $q, r$ are integers with $q \geq 0$ and $0 \leq r \leq M - 1$. In view of (P1), set $\Omega = [a_0(y) \cdots a_{n-1}(y)R].$

If $z \in \text{fix}_A(n)$, then let $w$ denote the fixed point of $F^{n + M - r + 1}$ in $\Omega$ such that $a_k(w) = R$ for all $n + 1 \leq k \leq n + M - r + 1$. We have $t(n + M - r + 1, w) = t(n, z) + M - r + 1 = (q + 1)M + 1$, and so $w \in \text{fix}_A(n + M - r + 1)$ by lemma 2.3. If $z \in \text{fix}_C(n)$, then $r \neq 0$ by lemma 2.2.

Let $w$ denote the fixed point of $F^{n + M - r}$ in $\Omega$ such that $a_k(w) = R$ for all $k$ with $n + 1 \leq k \leq n + M - r$. Then $t(n + M - r, w) = t(n, z) + M - r = (q + 1)M$, and so $w \in \text{fix}_C(n + M - r)$ by lemma 2.2. Since $U$ is an arbitrary open subset of $X$ containing $x$, we have verified that $x$ is contained in the closure of $\bigcup_{\nu=1}^{\infty} \text{fix}_A(n)$ and that of $\bigcup_{\nu=1}^{\infty} \text{fix}_C(n)$. Since $x \in X$ is arbitrary, theorem A(b) holds. \qed

#### 3.2. Proof of theorem B

Fix a sequence $(p_\nu)_{\nu=1}^{\infty}$ of positive integers such that $\sum_{\nu=1}^{\infty} p_\nu$ is an integer multiple of $M$ for all $n \geq 1$ and $\lim_{n \to \infty} \sum_{\nu=1}^{n-1} p_\nu/p_n = 0$. By lemma 2.4, for all sufficiently large $n$ there exists a periodic point of period $\nu$ that is contained in $[L^{p_\nu - 1}R^{p_\nu - 1} \cdots L^{p_1 - 1}R]$. Note that $t(x_n, \nu \sum_{\nu=1}^{\infty} p_\nu) = n$. Suppose that $n$ is an integer multiple of $M$. By lemma 2.1, the matrix $JF^{\sum_{\nu=1}^{\nu} p_\nu}(x_n)$ is diagonal:

$$JF^{\sum_{\nu=1}^{\nu} p_\nu}(x_n) = \begin{pmatrix} \lambda_1^{(n)} \\ \lambda_2^{(n)} \\ \vdots \\ \lambda_n^{(n)} \end{pmatrix}.$$
Since $\sum_{k=1}^{n}p_k$ is an integer multiple of $M$, the expansion by $F^{p_k}$ is corresponding to $L^{p_k}$ which occurs in the second coordinate. Hence, for all $j \in \{1, \ldots, M\} \setminus \{2\}$ we have $1 \leq \chi(n_j) \leq 2^{(\sum_{k=1}^{n_j}p_k+1)/n_j}$.

It follows that $\liminf_{n \to \infty} \chi(x_n) = 1$.

Let $U$ be a non-empty open subset of $X$ and let $x \in U \setminus N$. From lemma 2.4, there exist an integer $t \geq 1$ and a periodic point $x_{n_j}$ of period $\ell + \sum_{k=1}^{n_j}p_k$ in $[a_0(x) \cdots a_{t-1}(x)]L^{p_2-1}R \cdots L^{p_2-1}R$ such that $t(x, \ell)$ is an integer multiple of $M$ and $[a_0(x) \cdots a_{t-1}(x)] \in U$. Note that $t(z_n, \ell + \sum_{k=1}^{n_j}p_k) = t(x, \ell) + n$, $F^{t+\sum_{k=1}^{n_j}p_k}(z_n) = F^{t+\sum_{k=1}^{n_j}p_k}(F^\ell(z_n))$ and $F^\ell(z_n)$ is a diagonal matrix by lemma 2.1. If $n$ is an integer multiple of $M$, then by lemma 2.1, $F^{t+\sum_{k=1}^{n_j}p_k}(F^\ell(z_n))$ is a diagonal matrix. It follows that $\liminf_{n \to \infty} \chi(x_n) = \liminf_{n \to \infty} \chi(x_n) = 1$. Since $U$ is an arbitrary open subset of $X$, $F$ is non-uniformly expanding on periodic points.

\[\Box\]

3.3. Proofs of theorems C and D

From lemma 2.4(a), the partition $\{X_t \cap X_\delta\}$ of $Y$ generates the Borel sigma-field on $Y$. By (P4), $m(X \setminus N) = 1$ and the Shannon-McMillan-Breiman theorem, the (measure-theoretic) entropy of $m$ with respect to $F$ is equal to

\[\int \lim_{n \to \infty} \frac{1}{n} \log m([a_0(x) \cdots a_{n-1}(x)]) \, dm(x) = \log 2.\]

For $Y \in \{X, \Sigma, \{L, R\}^\infty\}$ let $M(Y)$ denote the space of Borel probability measures on $Y$ endowed with the weak$^*$ topology. For $y \in Y$ let $\delta_y \in M(Y)$ denote the unit point mass at $y \in Y$.

Let $\mu_{\max}$ denote the (1/2, 1/2)-Bernoulli measure on $\{L, R\}^\infty$. Since the restriction of $\pi$ to the set $\Sigma \setminus \pi^{-1}(S)$ has a continuous inverse $x \mapsto (a_n(x))_{n=0}^\infty$, $\pi$ induces a measurable bijection between $\Sigma \setminus \pi^{-1}(S)$ and $\pi(\Sigma) \setminus S$. Therefore, for any $F$-invariant measure $\nu \in M(X)$ with $\nu(S) = 0$, there exists a $\sigma|\Sigma$-invariant measure $\mu \in M(\Sigma)$ such that $\nu = \mu \circ \pi^{-1}$ and the entropy of $\mu$ with respect to $\sigma|\Sigma$ equals the entropy of $\nu$ with respect to $F$.

Define $\pi_x : (\Sigma, \mu) \to (X, m)$ by $\pi_x = \pi \circ \mu$. The measure $\mu_{\max}$ is the unique measure of maximal entropy of $\sigma$ and the entropy is log 2. Since the entropy of $m$ with respect to $F$ is log 2 and $m(S) = 0$, we obtain $\pi_x \mu_{\max}|\Sigma = m$ where $\mu_{\max}|\Sigma$ denotes the restriction of $\mu_{\max}$ to $\Sigma$. In other words, $(F, m)$ is isomorphic to $(\sigma, \mu_{\max})$. Since the latter is mixing, so is $(F, m)$ and the proof of theorem D is complete.

For $K = \mathbb{R}$ or $K = \mathbb{C}$ and $n \geq 1$, consider measures

\[\nu_n, K = \frac{1}{\# \text{fix}(n)} \sum_{x \in \text{fix}(n)} \delta_x \in M(X), \quad \nu_n = \frac{1}{\# \text{fix}(n)} \sum_{x \in \text{fix}(n)} \delta_x \in M(X),\]

and

\[\mu_n = \frac{1}{\# \text{fix}(n)} \sum_{x \in \text{fix}(n)} \delta_x \in M(\Sigma),\]

where $\text{fix}(n) = \{x \in \Sigma : \sigma^n x = x\}$. Since the sequence $\{2^{-n} \sum_{x \in \{L, R\}^\infty} \delta_x\}_{n=1}^\infty$ in $M(\{L, R\}^\infty)$ converges to $\mu_{\max}$ as $n \to \infty$ in the weak$^*$ topology and all but one periodic points of $\sigma$ are contained in $\bigcup_{n=1}^\infty \text{fix}(n)$, the sequence $(\mu_n)^\infty_{n=1}$ converges to $\mu_{\max}|\Sigma$ as $n \to \infty$ in the weak$^*$ topology. Since $\pi_x$ is continuous, $\pi_{\mu_{\max}|\Sigma} = m$ and $\pi_{\mu_n} = \nu_n$, the sequence $(\nu_n)^\infty_{n=1}$ converges to $m$ as $n \to \infty$ in the weak$^*$ topology.
Write
\[ \nu_n = \frac{\#\text{fix}_R(n)}{\#\text{fix}(n)} \nu_{n,R} + \frac{\#\text{fix}_C(n)}{\#\text{fix}(n)} \nu_{n,C}. \quad (3.1) \]

Since the space \( \mathcal{M}(X) \) is compact, from any subsequence of the sequence of positive integers we can choose a subsequence \((n_k)\) such that both \((\nu_{n_k,R})\) and \((\nu_{n_k,C})\) converge to measures \(\nu_R\) and \(\nu_C\) respectively. From proposition 2.7, letting \(k \to \infty\) in (3.1) we obtain
\[ m = \rho \nu_R + (1 - \rho) \nu_C, \quad \rho \in (0, 1). \]
The ergodicity of \((F, m)\) yields \(\nu_R = \nu_C = m\). We have verified that any subsequence of \((\nu_{n,k,R})\) has a subsequence that converges to \(m\) in the weak* topology. Therefore, \((\nu_{n,k})\) converges in the weak* topology to \(m\). The proof of theorem \(C\) is complete. \(\Box\)

**Remark.** The proof of theorem \(D\) shows that \((F, m)\) is Bernoulli. Hence it is exact, and mixing.
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**Appendix**

**Prime periodic points**

Let \(\bar{\gamma}(x)\) denote the prime period of a hyperbolic repelling periodic point \(x\). For \(K = \mathbb{R}\) or \(K = \mathbb{C}\) and \(n \geq 1\), let
\[ \bar{\text{fix}}_K(n) = \{ x \in \text{fix}_K(n) : \bar{\gamma}(x) = n \}. \]
We have \(\text{fix}_K(n) = \sum_{d \mid n} \theta(n/d) \bar{\text{fix}}_K(d)\) where \(\theta\) denotes the Möbius function. Using the Möbius inversion formula and proposition 2.7 we obtain
\[ \liminf_{n \to \infty} \frac{\#\bar{\text{fix}}_K(n)}{\#\text{fix}(n)} > 0 \quad \text{and} \quad \liminf_{n \to \infty} \frac{\#\bar{\text{fix}}_C(n)}{\#\text{fix}(n)} > 0. \]

Using these equalities and the part of the proof of theorem \(C\), we obtain
\[ \lim_{n \to \infty} \frac{1}{\#\text{fix}_K(n)} \sum_{x \in \text{fix}_K(n)} \phi(x) = \int \phi \text{d}m \]
for any continuous function \(\phi : X \to \mathbb{R}\).

**Ergodicity**

We give an alternative proof of the ergodicity of \((F, m)\) that is based on the next lemma.

**Lemma A.1.** Let \(A\) be a Borel subset of \(X\) satisfying \(F^{-1}(A) = A\). For each nonempty open set \(U\) of \(X\) we have \(m(A \cap U) = m(A) m(U)\).

**Proof.** Lemma 2.4(a) implies that \(\bar{U} \setminus \tilde{N}\) is contained in the union of countably many basic rectangles in \(U\). If there are two overlapping basic rectangles which take part in this union, one
contains the other by (P3). Hence, there exists a countable collection \( R \) of pairwise disjoint basic rectangles in \( U \) such that \( U \setminus \tilde{N} \subseteq \bigcup_{\Omega \in R} \Omega \). Moreover, we have
\[
m(U \setminus \tilde{N}) = m(U) = \sum_{\Omega \in R} m(\Omega).
\]
Suppose that \( \Omega \in \mathcal{R} \) is a basic \( n \)-rectangle. Using \( F^{-n}(A) = A \) we have
\[
\frac{m(A \cap \Omega)}{m(\Omega)} = \frac{m(F^n(A \cap \Omega))}{m(F^n(\Omega))} = \frac{m(F^n(F^{-n}(A) \cap \Omega))}{m(X)} = m(A).
\]
Multiplying \( m(\Omega) \) and summing the result over all \( \Omega \in \mathcal{R} \) yields the desired equality. \( \square \)

**Proposition A.2.** The twisted baker map \( F \) is ergodic relative to \( m \).

**Proof.** If \((F, m)\) is not ergodic, there exists a Borel subset \( A \) of \( X \) such that \( 0 < m(A) < 1 \) and \( F^{-1}(A) = A \). By the Lebesgue density theorem, \( m \)-almost every point of \( A \) is a Lebesgue density point of \( A \). Let \( x \in A \) be a Lebesgue density point of \( A \) in \( \text{int}(X) \). For \( \varepsilon > 0 \) let \( B_\varepsilon \) denote the open ball of radius \( \varepsilon \) about \( x \). If \( \varepsilon \) is sufficiently small, \( B_\varepsilon \) is contained in \( X \), and we have \( \lim_{\varepsilon \to 0^+} m(B_\varepsilon \cap A) / m(B_\varepsilon) = 1 \). Taking \( B_\varepsilon = U \) in lemma A.1 we obtain \( m(B_\varepsilon \cap A) / m(B_\varepsilon) = m(A) \). Since \( m(A) < 1 \) by hypothesis, we reach a contradiction. \( \square \)
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