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Abstract: This paper presents a numerical approach to solve the Hamilton-Jacobi-Bellman (HJB) equation, which arises in nonlinear optimal control. In this approach, we first use the successive approximation to reduce the HJB equation, a nonlinear partial differential equation (PDE), to a sequence of linear PDEs called a generalized-Hamilton-Jacobi-Bellman (GHJB) equation. Secondly, the solution of the GHJB equation is decomposed by basis functions whose coefficients are obtained by the collocation method. This step is conducted by solving quadratic programming under the constraints which reflect the conditions that the value function must satisfy. This approach enables us to obtain a stabilizing solution of problems with strong nonlinearity. The application to swing up and stabilization control of an inverted pendulum illustrates the effectiveness of the proposed approach.
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1. Introduction

It is well known that the feedback solution to an optimal control problem is obtained by solving a Hamilton-Jacobi-Bellman (HJB) equation [1],[2]. If the plant dynamics is expressed by linear state equations and the cost functional is quadratic in the state and control, the HJB equation reduces to a Riccati equation. In this case, the corresponding optimal control problems are called linear quadratic (LQ) optimal control problems. Since the algorithms for solving Riccati equations are well established, the feedback solution to LQ optimal control problems can be easily obtained by means of existing solvers. On the other hand, in the case of nonlinear state equations, or non-quadratic cost functional, the corresponding HJB equation is a nonlinear PDE, which cannot be solved except for some special cases. Moreover, the solutions of HJB equations are not unique in general, which means that even if we obtain a solution, it does not necessarily correspond to the optimal feedback control. Because of these difficulties, nonlinear optimal control techniques are rarely applied to practical systems compared to the LQ case.

There have been numerous attempts to approximate the solutions of the HJB equations numerically. One of the approaches is the use of neural networks (NN), in which the residuals of the HJB equations are directly minimized by gradient-based optimization techniques [3]–[5]. Although these approaches are potentially capable of approximating the solution with high accuracy by exploiting the rich feature representation of NNs, it often falls into local minima and takes a great effort to tune the network properly, because of the nonlinearity of both the network and the HJB equation.

The stable manifold method is a promising approach to obtain stabilizing solutions to the HJB equation, which has been adopted to a wide range of optimal control problems [6]–[9]. Instead of directly approximating the solutions to the HJB equation, they practically simulate a flow of the associated Hamiltonian system backward from the neighborhood of origin to obtain points on the stable manifold and corresponding solutions to the HJB equation. An advantage of reformulating the optimal control problem to the computation of the stable manifold is that it can selectively obtain points on the solution that stabilizes the origin. However, the backward integration lacks numerical stability, and to generate trajectories that pass the desired states is not an easy task. Moreover, when the stabilizing solutions to the HJB equation are not unique, each of the points obtained by the stable manifold method is on one of the multiple stabilizing solutions. In such cases, we need to exclude points on stabilizing but not the optimal solutions, which is not an easy task. Because of these reasons, there still exist demands for methods to obtain approximation function directly from the equation.

The successive approximation approach (SAA) is another major approach, in which the solution is obtained as a parametric approximation function, and the nonlinearity of the HJB equation is abbreviated by an iterative scheme [10]–[23]. By employing the SAA, the problem to solve an HJB equation is reduced to recursively solving generalized Hamilton-Jacobi-Bellman (GHJB) equations, which are linear PDEs. The SAA has several desirable properties, which include the stability of the solutions obtained at each iterative step and uniform convergence to the stabilizing solutions [10]–[12]. Moreover, it is shown that the convergence rate of this algorithm can be quadratically fast under certain conditions in [22]. Finally, we would like to point out that the successive approximation based algorithm is also actively researched in reinforcement learning community, where the algorithms are called adaptive dynamic programming [24]–[26]. Among various solution methods of the GHJB equations, including the sum-of-squares approach [23] and the neural network least squares approach [20]–[22], the most major
one would be the Galerkin approach [13]–[19], in which the Galerkin method is applied to solve the GHJB equations. The Galerkin method enables us to obtain approximate solutions to GHJB equations as linear combinations of basis functions by solving algebraic equations. It is proved in [13] and [14] that as the number of basis function goes to infinity, an approximate solution will converge to the true solution of the GHJB equation. Moreover, numerically efficient modifications of this method are proposed to abbreviate the burden of numerical integration and thus enable application to systems with higher dimensional states [16]–[19]. However, this approach is based on the premise that approximation errors of GHJB equations are negligible, which is often not true. Especially, if the dynamics of a system have strong nonlinearity, the solutions of the GHJB equations are likely to be complex functions, which could hardly be approximated by a limited number of basis functions. In such cases, the numerical error at each step of the SAA accumulates and makes it difficult to obtain a meaningful solution.

In the proposed approach, the conventional method is modified in order to overcome these difficulties. In particular, problems of solving GHJB equations are reduced to constrained quadratic programming. Here the constraints reflect the conditions which the value function must satisfy, such as positive definiteness and relationships between the value function of the linearized system. By doing so, we selectively obtain numerical solutions with desirable properties so that the output of the iteration scheme will be a useful approximation. The proposed approach enables us to apply control synthesis via the HJB equation to problems with strong nonlinearity. This fact is illustrated by the application to swing-up and stabilization of an inverted pendulum.

The paper is organized as follows. In Section 2, the optimal control problem which we address throughout this paper is introduced, and we point out that the solution can be obtained by solving the HJB equation. In Section 3, we illustrate how the successive approximation scheme reduces the nonlinear HJB equation to a sequence of linear GHJB equations. Section 4 is devoted to the explanation of the proposed method, where we solve the constrained quadratic programming to obtain the solution of GHJB equations. In Section 5, the proposed method is applied to swing-up and stabilization task of an inverted pendulum. Finally, we make some concluding remarks in Section 6.

2. Problem Statement

Consider an input affine nonlinear dynamical system

\[ \dot{x} = f(x) + g(x)\eta(t), \]

where \( x \in \mathbb{R}^n \) is the state variable; \( f : \mathbb{R}^n \to \mathbb{R}^n \) and \( g : \mathbb{R}^n \to \mathbb{R}^{n \times m} \) are functions which characterize the dynamics; and \( \eta : \mathbb{R} \to \mathbb{R}^m \) is the control input. The cost functional is defined as

\[ J(x_0, \eta(\cdot)) = \int_0^\infty l(\phi(t; x_0, t_0, \eta(\cdot))) + ||\eta(t)||_R^2 \, dt, \]

where \( \phi(t; x_0, t_0, \eta) \) is the trajectory for the system equation (1) when starting from state \( x_0 \) at time \( t_0 \) and using input \( \eta \). For the simplicity of notation, we write \( \phi(t) = \phi(t; x_0, t_0, \eta(\cdot)) \) if \( x_0, t_0, \) and \( \eta \) are clear. Moreover, we assume that \( f \) is positive semi-definite and \( ||\eta||_R^2 = \eta^T R \eta, \) where \( R \in \mathbb{R}^{m \times m} \) is a positive definite symmetric matrix.

Let us suppose that the input \( \eta(t) \) is determined by a state feedback control law \( u, \) as \( \eta(t) = u(\phi(t)) \). By substituting it into (1), the state equation is given as

\[ \dot{x} = f(x) + g(x)u(x). \]

When the feedback control law \( u : \mathbb{R}^n \to \mathbb{R}^m \) is given, the cost functional (2) depends only on the initial state. Therefore, we redefine the cost functional which corresponds to control \( u \) as a function of the initial state:

\[ V(x; u) := \int_0^\infty l(\phi(t)) + ||u(\phi(t))||_R^2 \, dt, \]

where \( \phi(t) \) represents \( \phi(t; x, t_0, u(\phi(t))) \). Here, \( V(x; u) \) is called a value function. The optimal value function is defined as

\[ V^*(x) := V(x; u^*), \]

where \( u^* \) is the optimal control law. It is derived from the theory of dynamic programming that the optimal value function can be obtained by solving the HJB equation

\[ 0 = \min_{u \in \mathcal{U}} \left\{ \frac{\partial V^*}{\partial x} (f(x) + g(x)u(x)) + l(x) + ||u(x)||_R^2 \right\}, \]

Moreover, the relation between the optimal value function and the optimal control law is known as follows:

\[ u^* = \arg \min_{u \in \mathcal{U}} \left\{ \frac{\partial V^*}{\partial x} (f(x) + g(x)u(x)) + l(x) + ||u(x)||_R^2 \right\}, \]

By substituting (7) to (6), we obtain

\[ \frac{\partial V^*}{\partial x} f(x) - \frac{1}{4} \frac{\partial V^*}{\partial x} g(x)R^{-1}g(x)^T \frac{\partial V^*}{\partial x} + l(x) = 0. \]

Hence, the HJB equation could be written as a nonlinear PDE with respect to \( V^* \). The optimal value function \( V^* \) is a positive definite solution to nonlinear PDE (8), and the optimal control \( u^* \) can be calculated by (7) from \( V^* \).

3. Successive Approximation Approach [10]–[12]

In the SAA, a sequence of the value function, which converges to a solution of the HJB equation, is generated from an arbitrary admissible control by iterating value estimation and policy improvement, which corresponds to (6) and (7) respectively. A control \( u \) is defined to be admissible in \( \mathbb{R}^m \) if it satisfies the following properties:

- \( u \) is continuous on \( \mathbb{R}^n \)
- \( u(0) = 0 \)
- the origin of (3) is asymptotically stable
- \( J(x_0, u(\phi(\cdot))) < \infty \) for all \( x_0 \in \mathbb{R}^n \)

Assume that an admissible control \( \alpha \) is given. It is proved in [11] that the value function (4) which corresponds to an admissible control \( \alpha \) is the positive definite solution to the GHJB equation (9):

\[ 0 = \frac{\partial V}{\partial x} \left( f(x) + g(x)u(x) \right) + l(x) + ||u(x)||_R^2, \]
which is obtained by substituting $u'$ instead of $u^*$ to the HJB equation (6). We call this manipulation, where we obtain the value function $V^i$ which corresponds to $u'$. The past study shows that if we improve policy by (10).

Next, we analyze the computational complexity of the method. We have obtained the following equation for the numerical solution of the HJB equation in the region of interest $\Omega \subset \mathbb{R}^n$.

\[ V(x) = c^T \Phi(x) \] (11)

where $\Phi = (\phi_1, \phi_2, ..., \phi_M)^T$ is a basis vector and $c = (c_1, c_2, ..., c_M)^T$ is a coefficient vector. Let $\xi_k : \Omega \rightarrow \mathbb{R}$, $k = 1, 2, ..., M$ be linearly independent weight functions. By substituting (11) to the GHJB equation and integrating it with weight $\chi_k$, we obtain

\[
\int_\Omega \int_\Delta \left[ c^T \frac{\partial \Phi(x)}{\partial x} f(x) + c^T \frac{\partial \Phi(x)}{\partial x} g(x)u(x) \right] \, dx = 0 \quad (k = 1, 2, ..., M). \tag{12}
\]

Note that these are linear algebraic equations with respect to the coefficient vector $c$. Consequently, the coefficient vector $c$ is determined uniquely by solving this equation. Here, the linear independence of weight functions ensures the existence of the solution to the linear equation. In the conventional successive Galerkin approach (SGA), the weight functions are chosen as $\chi_k = \phi_k$.

Although the Galerkin method is empirically known to be more accurate than other weighted residual methods, it often fails to obtain an admissible solution when applied to hard problems, such as problems with highly nonlinear dynamics. In these cases, we may want to obtain a solution that could be less accurate but has a desirable property such as admissibility. Therefore, in the proposed approach, we will reformulate the equation of weighted residual (12) into a minimization problem so that we could obtain the solution with least residuals among those that satisfy the constraints that reflect necessary conditions of admissibility. For this purpose, instead of the Galerkin method, we employ the least squares method where the weight functions are chosen as $\chi_k = \phi_k$.

Algorithm 1: Successive Approximation Algorithm

**Input:** Initial controller $u^0$  
**Output:** $V^0$, $u^0$  
for $i = 0$ to $N - 1$ do  
$V^i \leftarrow G u'$  
$u^{i+1} \leftarrow S V^i$  
end for

In this case, the equation of weighted residual (12) is the first order necessary conditions for a solution of minimization problem

\[
\min_c \int_\Omega \left[ c^T \frac{\partial \Phi(x)}{\partial x} f(x) + c^T \frac{\partial \Phi(x)}{\partial x} g(x)u(x) \right] \, dx + l(x) + \|u(x)\|_R^2 \tag{14}
\]

Moreover, in order to abbreviate the computational burden, we replaced the integral by the sum of the values on sample points $x_k$, $k = 1, 2, ..., m$.

\[
\min_c \sum_{k=1}^m \left[ c^T \frac{\partial \Phi(x_k)}{\partial x} f(x_k) + c^T \frac{\partial \Phi(x_k)}{\partial x} g(x_k)u(x_k) \right] + l(x_k) + \|u(x_k)\|_R^2. \tag{15}
\]

For the simplicity of notation and to clarify that it is a quadratic programming problem, we reformulate (15) as

\[
\min_c (\Xi c + Z)^2, \tag{16}
\]

where

\[
\Xi = \begin{pmatrix} \xi_{11} & \cdots & \xi_{1M} \\ \vdots & \ddots & \vdots \\ \xi_{m1} & \cdots & \xi_{mM} \end{pmatrix}, \quad Z = \begin{pmatrix} \xi_1 \\ \vdots \\ \xi_M \end{pmatrix}. \tag{17}
\]

\[
\xi_{k1} = \frac{\partial \phi(x_k)}{\partial x} f(x_k) + g(x_k)u(x_k), \quad \xi_{k2} = l(x_k) + \|u(x_k)\|_R^2, \tag{18}
\]

In order to approximate the solution in a way that the corresponding control satisfies the condition for admissible control, we imposed constraints to the aforementioned quadratic programming. Firstly, the approximated value function $c^T \Phi(x)$ needs to be positive definite, which is practically implemented as

\[
c^T \Phi(0) = 0 \tag{20}
\]

and

\[
\Gamma c \geq 0, \tag{21}
\]

where $\Gamma$ represents

\[
\Gamma = \begin{pmatrix} \phi_1(x_1) & \cdots & \phi_M(x_1) \\ \vdots & \ddots & \vdots \\ \phi_1(x_M) & \cdots & \phi_M(x_M) \end{pmatrix}. \tag{22}
\]

Secondly, we make use of the fact that in the neighborhood of the origin, the optimal value function of the nonlinear system is equal to that of the linearized system. In particular, for the gain matrix $P$ obtained by solving the Riccati equation of the linearized system and the value of hessian of $V^*$ at the origin, the relation

\[ \chi(x) = \frac{\partial}{\partial x} \left[ c^T \frac{\partial \Phi(x)}{\partial x} f(x) + g(x)u(x) \right] \tag{13} \]
Algorithm 2 Proposed Method

Input: Initial controller $u^0$

Output: $c^N, u^N$

for $i = 0$ to $N - 1$ do

$c^i \leftarrow \arg \min \{ \mathbb{E}c + Z \} + \kappa \left\| \frac{\partial^2 \Phi}{\partial x^2} \right\|_{c=0} - P \}$

$u^{i+1} \leftarrow \frac{-1}{2} R^{-1} g(x^i) \left( c^i \frac{\partial \Phi}{\partial x} \right)^T$

end for

$P = \frac{\partial^2 V^*}{\partial x^2} \bigg|_{x=0}$ (23)

holds. In order to utilize this information, we add $\left\| \frac{\partial^2 \Phi}{\partial x^2} \right\|_{c=0} - P$ to the loss function as a penalty term. Here, the magnitude of the penalty term is tuned with the parameter $\kappa$ to obtain the intended solution. Note that a large value of $\kappa$ ensures that the obtained solution is close to the optimal solution of the linearized system nearby the origin, but this may degrade the accuracy in other regions since the solution is approximated by a finite sum of polynomial basis. The resulting constrained quadratic programming problem is as follows:

$$\begin{align*}
\text{minimize} & \quad \left\| \mathbb{E}c + Z \right\|^2 + \kappa \left\| \frac{\partial^2 \Phi}{\partial x^2} \right\|_{c=0} - P \\
\text{subject to} & \quad \Gamma c \geq 0, \\
& \quad c^T \Phi(0) = 0.
\end{align*}$$ (24)

In the proposed approach, the value estimation is performed by solving this problem, instead of the GHJB equation. Here, it is the coefficient vector $c$ that is updated in each step of the SAA. Therefore we write the coefficient vector at step $i$ as $c^i$ hereafter.

The policy improvement is performed as

$$u^{i+1} = \frac{-1}{2} R^{-1} g(x^i) \left( c^i \frac{\partial \Phi}{\partial x} \right)^T.$$

(25)

The procedure of the proposed algorithm is described in Algorithm 2.

5. Numerical Example

We now see that the proposed method is capable of obtaining stabilizing solutions of problems with strong nonlinearity by applying it to swing-up and stabilizing control of an inverted pendulum. Inverted pendulums have been one of the most popular benchmark problems in nonlinear control [27]. To design a single smooth controller that realizes both swing up and stabilization with limited control effort is especially a challenging task since the pendulum exhibits strong nonlinearity in the region apart from the target state. In this section, we apply the proposed method to the design of an optimal regulator that accomplishes this task, in order to illustrate the capability of obtaining a stabilizing controller to complex problems with strong nonlinearity.

5.1 Problem Setting

Consider an inverted pendulum system illustrated in Fig. 1, where $\theta$ is taken clockwise and $\dot{\theta} = 0$ when the mass is on the top. The state equation of this system can be written as

$$\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= \frac{g}{\ell} \sin(x_1) + \frac{1}{m\ell^2} u,
\end{align*}$$

(26)

where the state variable $x = (x_1, x_2)^T = (\theta, \dot{\theta})^T$ and the physical parameters are chosen as $m = 1, \ell = 1, g = 9.8$. The cost

![Fig. 1 Inverted pendulum.](image)

![Fig. 2 Value function and control.](image)
The functional is defined as
\[ J(x_0, u) = \int_0^\infty x^T Q x + u^T R u \, dt, \]  
(27)
where the weight matrices \( Q \) and \( R \) are determined as
\[
Q = \begin{pmatrix} 1 & 0 \\ 0 & 0.01 \end{pmatrix}, \quad R = 5.
\]  
(28)

To approximate the solution, we used 1225 polynomial basis functions which are defined by
\[
\Phi(x) = \text{vec} \left( \begin{pmatrix} \cdots \\ T_0(x_1) \\ \cdots \\ T_0(x_2) \\ \cdots \\ T_34(x_1) \\ T_34(x_2) \end{pmatrix} \right),
\]  
(29)
where \( T_l(x) \) denotes the Chebyshev polynomial of degree \( l \). The sample points for integration and constraints are 50×50 and 40×40 uniform grid points in \([-2.1\pi, 2.1\pi] \times [-12, 12] \) respectively. Both the number of points for integration and the number of points for imposing constraints are carefully chosen so that they will be large enough to approximate integral with sufficient accuracy and to obtain a solution that satisfies constraints everywhere in \([-2.1\pi, 2.1\pi] \times [-12, 12] \) but small enough to keep the computation tractable. We started the iteration from \( u_0 = 0 \), which is not an admissible control and therefore violating the assumption of the theoretical guarantee of convergence. This is because when we started from an admissible control obtained via exact linearization, the iteration is stuck in a control with a high cost. This may be the consequence of the fact that the HJB equation has many stabilizing solutions in the inverted pendulum case. Starting from \( u = 0 \), we performed value estimation and policy improvement 50 times. To solve the problem (24), we used CVX, a package for specifying and solving convex programs [28],[29] and Gurobi [30], a mathematical programming solver.

5.2 Results

The value function and control obtained by the proposed method are shown in Fig. 2. The hatched surface in Fig. 2 shows the LQ optimal control designed for the linearized system obtained by linearizing the state equation (26) at the origin. It can be seen that the value function and control are obtained as complex nonlinear functions, and the magnitude of control obtained by the proposed method is smaller than the one obtained by the LQ optimal control.

We also conducted a swing-up simulation of a pendulum with the controller in Fig. 2 from an initial state \((-\pi, 0)^T\), which corresponds to the pending position. The result is shown in Fig. 3, where the plot above and below show the control input \( u \) and the angle \( \theta \), respectively. For comparison, the simulation result of the LQ controller is also plotted with the gray dashed line. The controller obtained by the proposed method swings the pendulum five times before it reaches the top, whereas the LQ controller lifts the pendulum at a stroke. A consequence of this fact is that the controller obtained by the proposed method swings up and stabilizes the pendulum with extremely small control efforts compared to the LQ controller. As a result, when the controller designed by the proposed method is applied, the cost along this trajectory is 153, which is reduced by about 90% from the cost of the LQ controller.

In addition, simulated state trajectories in phase space starting from multiple initial states are displayed in Fig. 4. The bold spiral line is the state trajectory starting from the pending position \( x_0 = (-\pi, 0)^T \), which corresponds to the response displayed in Fig. 3. The domain surrounded by the closed curve with the
The dashed line is the region of attraction. In this figure, we can see that the controller obtained by the proposed method stabilizes all the trajectories from initial states included in a large connected domain in the state space.

Note that since in practical simulation we handle finite region of interest $\Omega \subset \mathbb{R}^n$ instead of $\mathbb{R}^n$ itself, we cannot guarantee that the trajectory starting from $\Omega$ converges to the origin without reaching $\mathbb{R}^n \setminus \Omega$. When the trajectory reaches $\mathbb{R}^n \setminus \Omega$, where the numerical solution is not obtained, the trajectory cannot be expected to reach the origin. Therefore $\Omega$ needs to be large enough to obtain a controller with sufficient region of attraction.

Finally, we show the result of the case where the conventional Galerkin method is applied to the identical problem. In Fig. 5, the value function obtained by the Galerkin method is displayed. We used the same basis functions and performed 50 times iteration. The integrals in equations of weighted residual are computed numerically by trapezoidal integration with $150 \times 150$ grids. The value function in Fig. 5 is not positive definite and does not correspond to admissible control. Since the Galerkin method solves linear equations without constraints at each step, it could not prevent the numerical error due to the lack of the number of basis functions from making the solution inadmissible, which led to the failure of the numerical scheme in this example. Therefore in this numerical example, we conclude that a stabilizing controller is obtained by reformulating the linear equation of weighted residuals (12) into the constrained quadratic programming problem (24).

6. Conclusion

This paper proposed a numerical method for solving HJB equations based on the SAA. In particular, we performed value estimation by solving quadratic programming problems under the constraints that reflect an attribute of the control problem, which enabled this approach to deal with complex problems with strong nonlinearity. This was illustrated by the numerical example of swing up and stabilizing control of an inverted pendulum. Finally, a possible future work will be analyzing the behavior of solutions of GHJB equations when started from inadmissible control such as $u = 0$.
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