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I will give an overview of what I see as some of the most important future directions in the theory of fault-tolerant quantum computation. In particular, I will give a brief summary of the major problems that need to be solved in fault tolerance based on low-density parity check codes and in hardware-specific fault tolerance. I will then conclude with a discussion of a possible new paradigm for designing fault-tolerant protocols based on a space-time picture of quantum circuits.
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1. Introduction

Building a large quantum computer is a daunting task. One of the main obstacles to doing so is errors. There are two reasons why errors are expected to be a more serious problem for quantum computers than for classical computers: First, quantum computers are necessarily made from extremely small components that can behave quantumly, and small components are always going to be more sensitive to disturbances than larger components. Second, quantum states are susceptible to more types of errors than classical computers; in particular, decoherence can be caused by any leakage of information about the state of the system into the environment, which could be through a full-fledged measurement or just a single atom wandering by and becoming correlated with the quantum system. Currently, there is a lot of interest in algorithms for the NISQ (Noisy Intermediate-Scale Quantum) era, in which modest-sized quantum computers without error correction are used to solve a restricted set of problems, but we expect that ultimately, to build larger universal quantum computers, they will need to be fault tolerant.

So what is fault tolerance? Fault tolerance is a method of transforming quantum circuits into new circuits that involve extra qubits and more gates but are robust against a low level of errors occurring throughout the computation. This means that all the quantum components — state preparation, gates, and measurements — are susceptible to errors.

Fault tolerance should be distinguished from quantum error correction, which is by itself only suitable for communication and memory scenarios. In quantum error correction, Alice encodes some qubits that need to be protected by adding extra qubits and performing a unitary encoding operation. The qubits of the code
are sent through a quantum channel (such as a communications channel or natural decoherence processes when the qubits are stored for some time) to Bob, who then decodes and uses the properties of the quantum error-correcting code (QECC) to identify and correct any errors that occurred in the quantum channel. Quantum error correction assumes that Alice’s encoding and Bob’s decoding procedures are perfect. For a fault-tolerant protocol, we need to remove this assumption and find ways of creating encoded states, correcting errors, and performing gates on the encoded qubits that continue to work even though the quantum gates used to do these procedures are themselves imperfect. A fault-tolerant protocol does encode the qubits in a QECC, but adds on top of that an encoding of all the circuit elements that make up a quantum computation.

I shall begin by giving an overview of the current state of the art in fault tolerance in Sec. 2 along with some useful definitions, then move on to discuss some specific current and future research directions on low-density parity check codes (Sec. 3) and hardware-specific fault tolerance (Sec. 4), and then conclude with a discussion of a possible new paradigm for designing fault-tolerant protocols in Sec. 5 and Sec. 6.

This paper is not intended to be an exhaustive list of open problems relating to fault tolerance, or even a prioritization of which open problems I feel deserve the most attention, but is instead a focus on three specific (albeit broad) directions that I think will be important in coming years. Certainly there will also be a continuing need to optimize existing protocols, with magic state distillation a likely focus. And I expect further experimental progress in demonstrating ever-larger and more capable fault-tolerant systems. Quantum error correction has proven to be quite useful in a variety of other areas beyond simply building quantum computers, and likely more such applications will be discovered, with fault-tolerant techniques starting to play a larger role as well.

2. Current State of the Art

A fault-tolerant quantum protocol is a mapping from quantum circuits that we wish to perform to larger circuits that are fault tolerant. The qubits of the original circuit are referred to as logical qubits and the gates of the original circuit are logical gates, whereas the qubits and gates of the fault-tolerant circuit are physical qubits and physical gates.

In the current paradigm of design for fault-tolerant protocols, a fault-tolerant mapping replaces logical qubits with qubits encoded in a QECC and each circuit element (state preparation, gate, and measurement) is replaced by an appropriate fault-tolerant gadget. I will use the term “gadget” in a slightly broader way to describe an indivisible unit of a fault-tolerant protocol, not necessarily performing any single logical circuit element. I will not give a precise definition of fault tolerance in the standard paradigm, but under current design principles, the main goal is for the gadget to keep error propagation under control. Error propagation is what happens when a two-qubit gate acting correctly interacts two qubits, one of which
has experienced an error. After the gate, it is often the case that the state now has a two-qubit error relative to the ideal world with no errors. For instance, if there is a bit flip (X) error on the first (control) qubit and then a perfect CNOT gate, now both qubits have bit flip errors, as the second qubit gets flipped exactly when it is not supposed to be flipped. If both qubits are physical qubits in the same QECC, this is likely to be a problem. For instance, if the code is able to correct arbitrary single-qubit errors, it was able to correct the error on the state before the gate but not after the gate.

The easiest way to avoid error propagation is to use transversal gates. The simplest example of a transversal gate is a tensor product of single-qubit gates, which certainly cannot propagate errors. Transversal multiple-qubit gates interact more than one block of the QECC, each of which is a separate copy of the QECC in use encoding different logical qubits. For such a gate to be transversal, it must interact only corresponding qubits from the different blocks, i.e., the 1st qubit of the first block interacts with the 1st qubit of the second block, the 2nd qubit of the first block interacts with the 2nd qubit of the second block, and so on. However, it is not possible to perform a universal set of gates using just transversal gates, so additional more complicated techniques are needed, which I will not discuss in this paper.

The choice of an appropriate QECC is central to the design of a fault-tolerant protocol. One large and widely-used family of QECCs are the stabilizer codes. Stabilizer codes are defined by a set of constraints (generators of a stabilizer group $S$), which require valid codewords to be a +1 eigenstate of elements of the Pauli group, which consists of tensor products of Pauli operators $I, X, Y, Z$.

$$X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$  

(1)

with an overall phase of $\pm 1, \pm i$. The stabilizer group elements must commute so that they have simultaneous +1 eigenstates.

Stabilizer codes are often characterized in terms of three parameters in the notation $[n, k, d]$. $n$ is the number of physical qubits and $k$ is the number of logical qubits, which for a stabilizer code is equal to $n - r$, with $r$ being the number of independent generators of the stabilizer $S$. $d$ is the distance, which for a stabilizer code is the smallest weight (number of non-trivial Pauli factors) of a Pauli group element $F$ for which $F$ commutes with all elements of $S$ but is not itself in $S$. Let $N(S) = \{ P | P$ is a Pauli and $PM = MP \forall M \in S \}$. Then the distance is the lowest weight of an element of $N(S) \setminus S$. The distance is the minimum number of qubits that must be touched in order to change one logical codeword to a different logical codeword. $d$ addresses the ability of the QECC to correct errors, and a code with distance $d$ can correct arbitrary errors affecting up to $\lfloor (d - 1)/2 \rfloor$ physical qubits. This is because an error $E$ that anticommutes with an element $M$ of the stabilizer changes the eigenvalue of the codeword from +1 for $M$ to $-1$. Thus, measuring the eigenvalues of the generators of the stabilizer gives us a binary vector of length
n−k called the error syndrome, which can be used to identify which error occurred.

In Sec. 5, I shall need a generalization of stabilizer codes called subsystem stabilizer codes. One way to think about subsystem codes is as a QECC where we do not care about the value of some of the logical qubits and that errors that only change those logical qubits are not considered a problem. A stabilizer subsystem code has a stabilizer group like a regular stabilizer code but also a gauge group $G$ also consisting of elements of the Pauli group. $G$ does not need to be Abelian, but $S \subseteq G \subseteq N(S)$. $G$ represents changes to the “unimportant” logical qubits. The distance of the subsystem stabilizer code is then the weight of the smallest $F$ that commutes with all elements of $S$ but is not in $G$, i.e., the minimum weight of an element of $N(S) \setminus G$.

I also want to add one more element, which has not previously been discussed in the literature as far as I know. We will consider some elements of the stabilizer to be masked, meaning that while correct codewords are constrained to be +1 eigenstates of the masked elements of the stabilizer, we are unable to measure the eigenvalues of those elements for whatever reason. Masking is helpful when considering QECCs with geometric constraints on measurements, will be needed in Sec. 5, and may have other applications as well. Formally, let us define two additional subgroups $U$ and $T$, $U \subseteq T \subseteq S$. $U$ will be the always unmasked subgroup of stabilizer elements whose eigenvalues can always be measured. $T$ will be the temporarily masked subgroup of stabilizer elements whose eigenvalues can be possibly be measured at some point in the future. $T \setminus U$ are stabilizer elements which cannot be measured currently but might be available later. $S \setminus T$ contains those stabilizer elements whose eigenvalues can never be measured, permanently masked elements. They are still relevant because an error that produces on net an element of $S \setminus T$ will leave codewords unchanged. The permanently masked stabilizer elements differ from gauge elements in two respects: First, acting by a masked stabilizer element leaves a codeword unchanged, whereas a gauge element can change the state, albeit in an unimportant way. Second, a gauge element is paired with another gauge element that anticommutes with it, whereas masked stabilizer elements commute with everything in the gauge group. We can define distances $d_U$, the minimum weight of an element of $N(U) \setminus S$ (or $N(U) \setminus G$ if it is a subsystem code), and $d_T$, the minimum weight of an element of $N(T) \setminus S$ (or $N(T) \setminus G$). Note that $d_U \leq d_T \leq d$. $d_U$ and $d_T$ encode the QECC’s ability to correct errors using only information from the unmasked generators or with the temporarily masked generators but without the permanently masked generators.

Stabilizer codes have a special relationship with a group of unitary gates known as the Clifford group. The Clifford group is defined as the set of unitaries $U$ such that when any element $P$ of the Pauli group is conjugated by $U$, the result $UPU^\dagger$ is another element of the Pauli group. Encoding and decoding circuits for stabilizer codes can be done using just the Clifford group, and yet circuits consisting of just Clifford group elements can be efficiently simulated on a classical computer. This is
one reason why stabilizer codes are useful. Another reason is that for Clifford group
elements, it is easy to understand the behavior of error propagation: Pauli errors $P$
before the Clifford group gate $U$ propagate to $UPU^\dagger$ after the gate. For instance,
the Hadamard rotation $H$ is an element of the Clifford group and it propagates $X$
to $Z = HXH$ and $Z$ to $X = HZH$. The CNOT gate, another element of the
Clifford group, propagates
\[ X \otimes I \rightarrow X \otimes X \]  
\[ I \otimes X \rightarrow I \otimes X \]  
\[ Z \otimes I \rightarrow Z \otimes I \]  
\[ I \otimes Z \rightarrow Z \otimes Z. \] 

The propagation of other elements of the Clifford group can be understood just
by multiplying the relations on $X$ and $Z$ together appropriately. For instance,
$Y = iXZ$, so CNOT maps $X \otimes Y \rightarrow i(X \otimes X)(I \otimes X)(Z \otimes Z) = Y \otimes Z$.

In order to protect a large quantum computation, it is not enough to focus
on fault tolerance with just a single small quantum code. For fixed $d$
there will always be a chance of a cluster of errors randomly occurring that overwheels the
capacity of the code to correct those errors. Therefore, if we wish to protect very
large computations, we need not just a single code, but a family of larger and larger
codes with a distance that grows with the size of the code. If there are $n$
physical qubits and a probability of $p$ of error per qubit per time step, then we expect there
to be about $pn$ errors at every time step. This might suggest that we need a distance
of at least $2pn$, but in fact, we can get away with a significantly smaller (including
sub-linear) distance. This is because the distance captures the code’s potential to
correct the worst-case error, but randomly-located errors are unlikely to conspire
in the worst possible ways. This is convenient, and there are a number of families
of QECCs that allow us to correct typical errors in the limit as $n \to \infty$ even though
they have distances that scale slower than $n$.

When we put one of these families of QECCs together with an appropriate
protocol for fault tolerance, we get the threshold theorem:

**Theorem 2.1.** There exists a threshold value $p_t$ with the following property: If the
error rate $p$ per physical gate or time step is below $p_t$, then for any $\epsilon > 0$, there
exists a fault-tolerant protocol such that any logical circuit of size $T$ is mapped to
a circuit with $\text{polylog}(T/\epsilon)$ times as many qubits, gates, and time steps, and the
output of the fault-tolerant circuit is correct except with probability $\epsilon$.

Here, $\text{polylog}(T/\epsilon)$ means a polynomial in the logarithm of $T/\epsilon$. This statement of
the threshold theorem skips some underlying assumptions, such as the nature
of the errors, but in fact many of those assumptions can be relaxed, and there is
still provably a threshold for a very wide variety of weak local error models,
including many non-Markovian error sources. The threshold theorem is critical
for the experimental realization of large-scale quantum computers, since it says
that experimentalists have a constant target value \( p_t \) for their error rates, and won’t need to continue to improve their gate fidelities in order to make larger and larger quantum computers. Instead, once the qubits are accurate enough, building a big quantum computer is solely a question of adding more physical qubits with the same level of reliability.

However, the statement of the threshold theorem is also somewhat misleading in practice, since it suggests that there is a single magical number \( p_t \) that is the target for all efforts to build a quantum computer, which is not the case. In fact, the precise numerical value of the threshold is sensitive to assumptions about the system, including both the details of the error model and the specific fault-tolerant protocol in use. Simulations suggest the threshold can be made as high as a few percent in a depolarizing error model,\(^{16}\) in which each qubit has an error at each time step with probability \( 4/3 p \), and if there is an error, the qubit is completely randomized. (I have included the factor of 4/3 because when the qubit is randomized, there is a 1/4 chance that the resulting error is the identity and the qubit doesn’t change.) However, to achieve such a high threshold value, we need ridiculously high overheads (e.g., \( 10^9 \) physical qubits per logical qubit), so these protocols are not practical.

Another simplification implicit in the statement of the threshold theorem is that there is just a single relevant parameter needed to quantify the amount of error, but in real systems, each different physical gate will have a different error profile associated with it, so the error model actually involves many parameters. The logical gates will have different effective error rates and also different kinds of errors than the corresponding physical gates. In this context, the threshold theorem is still valid, but instead of the threshold being a single number, it is instead a hypersurface in a high-dimensional space. Points inside the hypersurface have their error operators driven towards the identity, whereas points outside the hypersurface are mapped to worse error models. This is because the extra overhead involved in a fault-tolerant protocol results in additional opportunities for errors to occur. A fault-tolerant protocol is a race between correcting errors and the new errors being constantly created as the circuit proceeds, and the threshold surface demarcates the balance point between these two influences. Outside the threshold, the protocol cannot correct errors as fast as they occur, and so more gates will cause the amount of errors corrected to fall even further behind the number of errors occurring.

One fault-tolerant protocol that has emerged as being of considerable practical relevance is fault tolerance based on the family of surface codes.\(^{17–19}\) Fault tolerant protocols using surface codes have a high threshold error rate, about 0.7% for depolarizing noise, and can be easily arranged in a two-dimensional architecture with nearest-neighbor physical gates. Their overhead is still a bit high at hundreds or thousands of physical qubits per logical qubit, but if necessary, we can tolerate this much overhead if it is the only way to build a quantum computer.

Surface codes are stabilizer codes and the constraints for a surface code are defined by a two-dimensional graph, frequently a square lattice, as in Fig.\(^{11}\). The
qubits are located on the edges of this graph. For each face of this graph, the stabilizer has a generator which is a product of $X$ over each qubit on an edge bordering that face, and for each vertex, a generator which is a product of $Z$ over each qubit on an edge ending at that vertex. The graph can be on a non-trivial two-dimensional manifold, such as a torus, but it is more practical to set appropriate boundary conditions at the edges of the surface, including possibly leaving holes in it, to create a code with the desired number of logical qubits.

![Fig. 1. The surface code]

3. Low-Density Parity Check Codes

As an alternative to surface codes, I have championed the idea of using high-rate low-density parity check (LDPC) codes for fault tolerance. A quantum LDPC code is a stabilizer code whose generators have the following two properties:

- Each generator acts on only a constant number of qubits
- Each qubit is involved non-trivially in only a constant number of generators

Here constant means constant for a family of codes when the number of physical qubits $n$ gets large. Surface codes are an example of LDPC codes, but they have a low rate $k/n$, the ratio of logical qubits to physical qubits. However, there are other LDPC codes which have a high rate, even constant for large $n$, which are capable of correcting as many or more errors as a large surface code. Such codes can in principle remove the polylogarithmic overhead from the threshold theorem, allowing a fault-tolerant protocol with constant qubit overhead.

The family of all LDPC codes is very broad, so we should ask which specific subset of LDPC codes is the most interesting for the purpose of fault tolerance. Currently, codes based on the hypergraph product construction seem promising, particularly expander codes. Expander codes feature a distance that grows as
an efficient decoding algorithm that works for typical errors even in the fault-tolerant context (when faults can occur while performing error correction), and a threshold of about 7.5% in the non-fault-tolerant context, which is slightly worse than the surface codes, but not dramatically so.

It is also worth noting that there has been spectacular progress over the last few years in the construction of quantum LDPC codes, finally resolving the longstanding open problem of whether there exist families of good LDPC codes, namely code families with parameters $[n, k, d]$ with $d/n$ and $k/n$ both constant as $n \to \infty$. Such codes can correct many more errors in the worst case than a hypergraph product code, but it is not yet clear whether the new LDPC code constructions can improve our fault-tolerant protocols based on LDPC codes.

LDPC codes have the potential to reduce overheads relative to surface codes by an order of magnitude or more, but the work of making practical protocols with high-rate LDPC codes has only just begun. In the fully fault-tolerant context, we know of protocols with a threshold of just under 0.3%, which again is slightly worse than surface codes but perhaps good enough given the potential gain in overhead. It also worth noting that we are still just at the beginning of understanding LDPC codes, so further improvement may be possible to match or even exceed the threshold of surface-code-based protocols. Another advantage of high-rate LDPC codes over surface codes is that they have what is known as “single-shot” decoding, which means that the error correction procedure can be completed much more quickly, indeed in a time that is constant even as the code gets larger, whereas surface codes require a longer time for larger codes.

Still, there is a lot to be done if we wish to replace surface codes with high-rate LDPC codes. One particular area where progress is needed is in how to construct fault-tolerant gates between logical qubits encoded in an LDPC code. There are some general techniques that can be applied, but these are rather inefficient and not very practically useful. There are a number of recent papers investigating gate constructions for LDPC codes, but none of the existing solutions is completely satisfactory.

One particular flaw in existing gate constructions is that they require that we perform the logical circuit in a sequential fashion, which means one gate at a time. This is not an extra cost if the original circuit was already very sequential, but if the logical circuit to be performed is amenable to being parallelized, it would be a shame if a fault-tolerant version of it couldn’t retain that benefit. A recent result using a non-LDPC family of codes shows that it is possible in principle to have a threshold for fault tolerance with constant overhead in the limit of large $n$ and a sub-polynomial time slowdown relative to even a highly-parallelized logical circuit. It may be possible to find other gate gadget constructions which retain the other benefits of LDPC codes and additionally have a similarly low time overhead.

However, there is one inherent drawback to high-rate LDPC codes which is hard to circumvent. Because these codes require a high connectivity in order to rapidly
spread out the information in their many logical qubits, LDPC codes with a non-vanishing rate cannot be laid out so that all stabilizer generators are geometrically localized in two dimensions, or indeed any finite dimension.\cite{35,37} This means that high-rate LDPC codes are most suitable for hardware platforms which allow long-range gates with little or no extra cost. It may also be possible to lay out a fault-tolerant LDPC code-based protocol in such a way that only a handful of long-range gates are needed during the protocol, or even none at all, even though the stabilizer generators themselves are not all localized.\cite{36} We can draw inspiration from concatenated quantum codes here, which are also highly non-local but can still be arranged in a 2D or even 1D architecture with a fault-tolerant threshold.\cite{13,38}

4. Hardware-Specific Fault Tolerance

Another important route for fault tolerance research is to take into account specific properties of the hardware platform being used. To some extent this is already done, for instance in the use of geometrically local gates or not, but there is much more that can be done in this respect.

One avenue is to take advantage of the full Hilbert space of the platform. This is done, for instance, in the study of bosonic codes.\cite{39,43} Systems with a continuous-variable degree of freedom are not uncommon, typically harmonic oscillators (at least, approximately harmonic) of some sort, and they present both interesting new opportunities and new challenges. It is not possible to encode a continuous-variable system in another with full fault tolerance given the range of possible errors,\cite{44} but what can be done is to encode a qubit in the bosonic mode fault tolerantly. Control of these systems is experimentally challenging, since the encoding invariably involves some sort of non-linear process.\cite{45} However, a number of such codes have been realized in recent years.\cite{46,49}

One advantage of using a bosonic code is that it can provide some degree of error correction immediately, leading to qubits that are more reliable than would be achieved by a simpler but non-error-correcting encoding of a qubit in the mode. Unlike a code encoding qubits in qubits, this doesn’t result in any increase in the number of modes used since the extra degrees of freedom in the mode would normally remain unused. A bosonic code encoding one qubit in one mode will only have a limited amount of error-correction capability and therefore will not, by itself, be sufficient for a large quantum computer. The usual course is to concatenate: Use a family of qubit codes with a threshold, such as surface codes or LDPC codes, and each physical qubit of that code is further encoded as the logical qubit of a bosonic code.\cite{50} Because the bosonic code has a large physical Hilbert space, it gives some information about whether its own error-correction procedure is likely to have succeeded (when the state is close to a correct codeword) or failed (when the state is far from a correct codeword), and this information can help decode the qubit code at higher error rates than it would normally tolerate. One worthwhile approach that has not been explored enough is to find bosonic codes that use multiple modes...
Another important goal should be to develop fault-tolerant protocols that take advantage of as much information about the errors as possible. Standard protocols are designed and analyzed for simplistic error models, usually the depolarizing channel. There are two reasons for this. One is that it is hard to simulate general error models, whereas Pauli errors like the depolarizing channel can be efficiently simulated classically as they propagate through Clifford group circuits. The second is that error propagation through circuits changes not just the location and number of errors, but their type. As a simple example, suppose a qubit has a phase error ($Z$) and then undergoes a Hadamard gate. The gate is perfect but now the qubit has a bit flip error ($X$) on it instead of a phase error. Therefore, if our fault-tolerant circuit has Hadamard gates in it, we need to be prepared to correct both bit flip and phase errors, even if newly-occurring errors are always phase errors.

It is difficult to get past this problem, but there have been some successful efforts to design fault-tolerant protocols for the specific case of noise heavily biased in favor of $Z$ errors (i.e., noise dominated by a dephasing channel). As in the standard design paradigm, controlling error propagation is paramount, although in this case the goal is to control not just the number but the type of errors, so that phase errors are unlikely to transform into bit flip errors. This means working with gates which propagate phase errors only into other phase errors. One gate that has that property is the CNOT gate, but unfortunately, we still must be cautious using CNOT gates in a fault-tolerant protocol for dephasing errors. This is because, while CNOT propagates existing phase errors to one or two phase errors, if a new phase error occurs during the implementation of the CNOT gate, the interaction of the two can result in $X$ or $Y$ errors.

For CNOTs implemented on qubit Hilbert spaces, this behavior is unavoidable, but luckily by going to bosonic codes, there is a way around it. Bosonic codes such as the Kerr cat code allow a dephasing-preserving CNOT gate by rotating the state through the extra dimensions of the Hilbert space. When combined with a code well-suited for correcting phase-biased noise, such as the XZZX code, it is possible to design promising fault-tolerant protocols with improved performance on noise sources dominated by dephasing noise. However, we still do not know how to something similar with more general noise sources.

There are other hardware-specific fault tolerance challenges that will become more and more salient as quantum computers get bigger and start to need fault tolerance. For example, one common phenomenon in real systems is the presence of cross-talk errors, where performing a gate on one pair of qubits spills over to cause errors on other qubits not involved in the gate. This is not captured by standard theoretical error models of fault tolerance, and while it is not difficult to prove that the threshold theorem still holds if there is a reasonable level of cross-talk, it is possible that these errors can noticeably decrease the threshold, making it harder to implement fault tolerance on a machine with such errors. This may be one of
those specific types of error that we will need to design specialized fault-tolerant protocols for, as discussed above.

5. Fault Tolerance as a Space-Time Code

The difficulty in making fault-tolerant protocols which prevent specific kinds of errors from changing their nature under propagation suggests it might be wise to look for a new paradigm we can use to design fault-tolerant protocols. Luckily, there are a number of results in the literature that go beyond the standard paradigm in various ways and together they point to a potential new approach to fault tolerance.

The first thread is flag fault tolerance. Consider the circuits in Fig. 2(a) and 2(b). In Fig. 2(a), a phase error on the ancilla qubit after two of the CNOT gates can propagate backwards along the subsequent CNOTs into two phase errors in the qubits of the QECC. This is a problem, the precise problem we try to avoid by controlling error propagation. The conventional solution to this is to add extra ancilla qubits and make sure that they interact with different qubits from the code block. Flag fault tolerance takes a different approach and instead adds a single extra ancilla as in Fig. 2(b). In this circuit, a phase error in the same location will still propagate into two qubits of the code block, but will also cause the flag qubit to flip, which is identified when the flag qubit is measured. The goal is not to control the error propagation, but instead to identify when the error occurred. If we know when the phase error occurred, we will know whether it propagated into a single-qubit error on the code block or a multiple-qubit error. That is then sufficient to correct it. The lesson is that it is not necessary to control error propagation if we can identify the precise space-time location where and when the error occurred.

The second thread begins with the idea of code deformation. One of the standard methods of performing gates for surface codes involves progressively modifying the code to perform some topologically non-trivial transformation on it. There are many other methods of performing fault-tolerant gates that involve switching
between codes that are more suitable for one sort of gate or another. Even transversal gates, apparently so straightforward, can be viewed as a code deformation, dragging the code through a topologically non-trivial loop in the space of all codes.

Standard approaches to code deformation have a fixed QECC as the target, and however we deform the code to perform a logical gate, we always want to return to the original QECC. This is certainly convenient because it lets us compare the state before the code deformation to the state after the code deformation, but it is also somewhat arbitrary. Indeed, one can instead repeatedly cycle through a sequence of codes. None of them is the QECC we are using for the protocol; all of them are on equal footing. This is the idea of a Floquet code. The lesson is that the code used in a fault-tolerant protocol can change in time. Even the Floquet code is too restrictive, as there is no real need to repeat the same sequence of codes every time.

The final thread comes from a result in the model of measurement-based quantum computation (MBQC). In this model, we first prepare a many-qubit entangled state (a cluster state) which is independent of the computation to be performed and then perform a sequence of single-qubit measurements, synthesizing the results of the measurements to give the output of the desired quantum computation. Any quantum circuit can be converted into an appropriate sequence of measurements in the MBQC model. In general, what kind of measurement needs to performed next depends on the outcome to previous measurements, but remarkably this is not true for the sequence of measurements needed for Clifford group circuits. In particular, all the measurements needed for stabilizer error correction (including fault-tolerant error correction) can be done simultaneously and the outcomes examined to determine the nature of any errors.

The process of converting a quantum circuit into a pattern of measurements in MBQC results in a measurement sequence that is foliated, with a sequence of slices each of which corresponds to one moment in time of the original circuit. This results in a cluster state which has one more dimension than the layout of the original circuit. For instance, if the circuit involves only nearest-neighbor qubits in two dimensions, the cluster state involves qubits adjacent in three dimensions. One of the dimensions corresponds to time in the circuit, but if all we are doing is stabilizer error correction, it doesn’t matter which direction is time, and we can treat the whole thing as a sort of three-dimensional code. Nickerson and Bombin took this even further by noting that the foliation is arbitrary and unnecessary from the point of view of MBQC. Instead, we can build a fault-tolerant protocol using a cluster state that has no natural foliation. Even if we want to stay with the circuit model, there is still a lesson we can take to heart here, which is that we should try to treat space and time on as equal a footing as possible.

Putting this all together, what does it give us? We shouldn’t have a fixed QECC, but instead let the code change with time, perhaps not even in a regular cycle. We should look at our fault-tolerant circuit as a whole, considering space and time
together. Instead of limiting propagation of errors over time and then trying to identify which qubits have errors, we should try to identify the space-time location where an error occurred and perform a correction based on that knowledge. If we can identify when and where each error occurred and what kind of error it is, it doesn’t matter so much how those errors spread or changed afterwards, because we can analyze the circuit ourselves to see how they propagated and what error is in the system now.

Is it even possible to precisely identify where the errors occurred? Perhaps. Suppose we have a system with \( k \) logical qubits and \( m \) additional qubits. Let us look at a section of the circuit, a single gadget, consisting of \( T \) gates and suppose we measure \( O(m) \) qubits at the end of this gadget. Presumably we will then reset those qubits, re-entangle them, and continue the protocol from there, but that is not our present concern. Instead, let us try to determine if it is possible that the \( O(m) \) bits we get from the measurement contain enough information to identify the space-time location of every error occurring during the gadget.

Suppose each gate has \( a \) possible errors and the error rate per gate is \( p \). Then we expect roughly \( pT \) erroneous gates. There are a total of

\[
a^{pT} \left( \frac{T}{pT} \right) \approx 2^{T(h(p) + p \log_2 a)}
\]

(6)

possible sets of faults, where \( h(x) = -x \log_2 x - (1-x) \log_2 x \) is the binary entropy function. There are a total of \( k + m \) qubits used in the gadget. When the gadget has depth \( d \) (i.e., consists of \( d \) time steps), we have \( T = O(d(k + m)) \). We thus need

\[
O(d(k + m)(h(p) + p \log_2 a))
\]

(7)

bits of information in order to identify the space-time location where each error originated. Since \( h(p) + p \log_2 a \) is constant independent of the circuit size, when \( m = ck \) and the depth \( d \) is constant (independent of \( k \)), then the measurements in principle could have enough information in order to identify the source of every error.

Of course, this analysis is a far cry from actually designing a protocol to do this. Such a protocol could be analyzed as a spacetime code. Just as a QECC is structured so that the qubits containing errors can be identified, a fault tolerant protocol would be designed so that the physical and temporal location of errors can be identified. Some QECCs are degenerate, which means that there are some pairs of distinct correctable errors that act the same way on the code space and therefore can’t be distinguished, but don’t need to be. In the same way, a traditional fault tolerant protocol would be a degenerate spacetime code, where different temporal locations can’t be distinguished because they produce the same overall error.

6. A Framework for Describing Spacetime Codes

The general structure of a fault-tolerant gadget is illustrated in Fig. 3(a). The gadget takes \( n \) qubits as input encoded in some QECC \( Q \) and adds \( a \) ancilla qubits...
in the state $|0\rangle$. We perform a sequence of gates in parallel, but without a hard constraint on the depth of the circuit. (Higher depths will make it harder to identify and correct all faults, but some parts of the circuit, such as the ancilla preparation, may take a long time and require a large depth.) Then $n'$ qubits are output from the gadget encoded in a QECC $Q'$ and $b$ qubits are measured in the $Z$ basis. We don’t require $n = n'$ but we do require $n + a = n' + b$, which is the total number of qubits used in the gadget. For simplicity, we will assume that all ancilla qubits are introduced at the same time and all measurement qubits are measured at the same time. A more general gadget can be transformed into this form by adding additional waiting steps, which we should consider not to introduce extra errors.

We also allow the number of logical qubits to change from $Q$ to $Q'$, which may involve some new logical qubits being prepared in a standard state or some existing logical qubits being measured and no longer used afterwards. The one thing that is *not* included in a gadget like this is the ability to condition future operations on measurement results. Therefore, any fault-tolerant gadget that does that must be broken up into multiple smaller gadgets. Note that the code $Q'$ may be different from $Q$ and, indeed, which code $Q'$ results from the gadget may depend on the random measurement results. We allow information about measurement results to be passed classically between gadgets, allowing us to adapt the structure of those later gadgets to earlier events.

If the initial code $Q$ is a stabilizer code and the gadget consists of only Clifford group gates, the output code $Q'$ is a stabilizer code as well. In this case, we can look at the full stabilizer of the input state, which is composed of elements of the stabilizer $S$ of $Q$ and also the stabilizers $Z$ which constrain the ancilla qubits to be $|0\rangle$. In a traditional error correction gadget (fault-tolerant or otherwise), the stabilizer elements from $S$ and from the ancilla constraints, when propagated through the circuit, intermingle over the course of the circuit, allowing the propagation of error information into the output measurement qubits. The stabilizer of the output code $Q'$ (which in this case is the same as $Q$) is formed in the same way from products of elements of $S$ on the input and ancilla constraints which propagate through the gadget to give elements of $S$ on the output.

The framework also includes cases where we perform a fault-tolerant gate with no error correction. Some or all measurements may anti-commute with the initial stabilizer ($S$ and ancillas) propagated through the circuit. The measurements then act to change the code or the logical state. We can also have output measurements that commute with the initial stabilizer propagated through the circuit but are not themselves members of that set. A measurement of this form acts as a logical measurement, allowing the construction of fault-tolerant measurement gadgets. Because we are not requiring $n = n'$, we can also use this framework to describe constructions where the code shrinks or grows.

The next task is to determine a mathematical formalism to describe the fault tolerance properties of the spacetime code. One strong possibility, which I will
discuss here, was given by Bacon et al., although I will need to make a couple of modifications to their definition. Brown and Roberts have another possibly relevant framework based on MBQC. The construction by Bacon et al. takes a Clifford circuit with $|0\rangle$ ancilla states and $Z$-basis measurements and produces a stabilizer subsystem code. We will have qubits for each physical qubit in the circuit and each time step, as illustrated in Fig. 3. Label the qubits of the spacetime code by two indices $i, t$, with the first index being a qubit number from the original circuit and the second index being the time step. The time step $t$ goes from 0 to $T$, which should be even to get the spacetime code to work properly. If $T$ is odd, we can add an additional time step with no gates in order to make $T$ even.

The gauge group $G$ is defined by elements from four sources. First, for each single-qubit gate $U$ in the circuit, suppose the gate acts on qubit $i$ between time steps $t$ and $t + 1$. Add two gauge elements, one of the form $X_{i,t}(UXU^\dagger)_{i,t+1}$ and the other of the form $Z_{i,t}(UZU^\dagger)_{i,t+1}$. These thus encode the error propagation through the gate $U$. Similarly, for each two-qubit gate $U$ between qubits $i$ and $j$, we add four gauge elements

$$X_{i,t}[U(I \otimes X)U^\dagger]_{(i,t+1),(j,t+1)},$$

$$X_{j,t}[U(I \otimes I)U^\dagger]_{(i,t+1),(j,t+1)},$$

$$Z_{i,t}[U(I \otimes I)U^\dagger]_{(i,t+1),(j,t+1)},$$

$$Z_{j,t}[U(I \otimes Z)U^\dagger]_{(i,t+1),(j,t+1)}.$$ (8) (9) (10) (11)

Second, for each ancilla $i$ introduced during the circuit at time 0, we add a gauge element $Z_{i,0}$. Third, for each $Z$-basis measurement on qubit $i$ at time $T$, we add a gauge element $Z_{i,T}$. Finally, for each generator $M$ of the stabilizer code which is input to the circuit, add a gauge element $M_{\otimes 0}$ acting on the appropriate qubits at time 0. This last set of gauge generators was not needed by Bacon et al. because they were considering only circuits where the measurements revealed the full error syndrome (thus uniquely specifying the code), but I wish to be more general than that.
The gauge group $G_{st}$ for the spacetime code encodes error propagation through the original circuit as well as constraints on the state in the circuit. Suppose $P$ is a Pauli group element, perhaps an error, acting on the original circuit at time $t$. Let $P_t$ be the equivalent Pauli acting on the time $t$ qubits in the spacetime code. Let $\Pi_{t\rightarrow t'}(P)$ be the result of propagating $P$ through the original circuit from time $t$ to time $t'$ (which could be greater, smaller, or equal to $t$). Then $P_t$ is equal to $[\Pi_{t\rightarrow t'}(P)]_{t'}$, up to multiplication by elements of the gauge group. We say $P_t$ and $[\Pi_{t\rightarrow t'}(P)]_{t'}$ are gauge-equivalent.

Note that for any $P$, $t \leq T - 2$, the product $P_t[\Pi_{t\rightarrow t+1}(P)]_{t+1}[\Pi_{t\rightarrow t+2}(P)]_{t+2}$ is gauge-equivalent to $P_t$, and similarly for any odd product of propagated Paulis. Following the terminology of Bacon et al., let $\text{spackle}(P)$ at time $t$, let $\text{spackle}(P) = \Pi_{t=0}[\Pi_{t\rightarrow s}(P)]_s$. Then, since $T$ is even, $\text{spackle}(P)$ is gauge-equivalent to $P_t$.

Let $\hat{S}$ be the stabilizer for the input qubits generated by taking the stabilizer $S$ of the input code $Q$ and adding the ancilla constraints $Z$. It is the full stabilizer of the input state. Let $\hat{S}'$ be the stabilizer for the output qubits generated by taking the stabilizer $S'$ of the output code $Q'$ and adding the measurement operators $Z$. Recall that some measurements may act to perform logical operations or to change the code, so it is not necessarily true that $\Pi_{0\rightarrow T}(\hat{S}) = \hat{S}'$.

If $P$ at time 0 commutes with $\hat{S}$ and $\Pi_{0\rightarrow T}(P)$ commutes with $\hat{S}'$, then $\text{spackle}(P)$ commutes with all elements of the gauge group. This is because $\Pi_{0\rightarrow T}(P)$ must have the same commutation relation with $Q$ at time $t$ as $\Pi_{0\rightarrow t+1}(P)$ has with $\Pi_{t\rightarrow t+1}(Q)$. This means that $\text{spackle}(P)$ has the same commutation relations with the “input” and “output” Paulis for each gauge generator associated with a gate. If $P \in \hat{S}$ and $\Pi_{0\rightarrow T}(P)$ commutes with $\hat{S}'$, or $\Pi_{0\rightarrow T}(P) \in \hat{S}'$ and $P$ commutes with $\hat{S}$, then $\text{spackle}(P)$ is in the stabilizer $S_{st}$ of the spacetime code. Otherwise, $\text{spackle}(P)$ that commutes with the whole gauge group is a logical operator.

Note that if $P \in \hat{S}$ but $\Pi_{0\rightarrow T}(P) \notin N(\hat{S}')$ or $P \notin \hat{S}'$ but $\Pi_{T\rightarrow 0}(P) \notin N(\hat{S})$, then $\text{spackle}(P) \notin S_{st}$ because it does not commute with all gauge generators, even though any $\text{spackle}(P)$ with $P \in \hat{S}$ or $P \notin \hat{S}'$ is in $G_{st}$. In the first case, $P$ is an element of the initial stabilizer (or ancilla constraint) that is replaced by a measurement and no longer applies to the output state. The second case is when $P$ is the stabilizer element that replaces an initial stabilizer due to a measurement. This possibility did not exist for Bacon et al.

Next, let us consider how the spacetime code corrects errors and how that reflects the fault tolerance of the circuit. Let a fault path $\kappa$ be a set of locations in the original circuit and Pauli errors associated with those locations. We will assume that errors occur after gates, but before measurements (since after the measurement the qubit is replaced by a classical bit). That is, a faulty location corresponds to a perfect state preparation or gate followed by an error, or to an error followed by a perfect measurement. Any error in a gate just before a measurement can be combined with the error associated to the measurement. The qubits of $Q$ in the incoming state may have errors carrying over into the gadget from previously in the circuit; these
errors are assigned to the initial locations on the qubits of $Q$.

The fault path $\kappa$ can then be mapped to an associated Pauli error $K$ on the qubits of the spacetime code and vice-versa. $K$ is a product of Pauli errors at different times, and these can all be propagated through the circuit to time $t = 0$ or alternatively to the final time $T$. Let $\Pi_{\to \text{in}}(K)$ be the result of propagating all Pauli errors of $K$ to the initial time $0$ and let $\Pi_{\to \text{out}}(K)$ be the result of propagating all Pauli errors of $K$ to the final time $T$. Then $\Pi_{\to \text{in}}(K)$ and $\Pi_{\to \text{out}}(K)$ are both gauge-equivalent to $K$, and in particular, commute with the same stabilizer elements as $K$. Let $\Pi_{\to \text{in}}(\kappa)$ and $\Pi_{\to \text{out}}(\kappa)$ be the equivalent Pauli errors on the input or output states of the original circuit. To study whether an error $K$ or the corresponding fault path $\kappa$ is corrected or not, we only need to look at $\Pi_{\to \text{in}}(K)$ and $\Pi_{\to \text{out}}(K)$, or equivalently at $\Pi_{\to \text{in}}(\kappa)$ and $\Pi_{\to \text{out}}(\kappa)$.

And now we need to make one final deviation from Bacon et al. by masking some elements of the stabilizer. The stabilizer elements of $S_{st}$ are derived from initial and final stabilizer elements $M$, and we will define masking based on whether $M$ can be used to give us error information or not. Let us consider various possibilities:

1. $M \in \hat{S}$ and $\Pi_{0\to T}(M) \in N(\hat{S}) \setminus S'$. These are constraints on the initial state that become logical operators on the final state, representing the case where the circuit is preparing new logical qubits. We could in principle measure them at this point because the value of the new logical qubit is constrained by the preparation, but the point of preparing new logical qubits is that we want to relax that constraint, meaning these define permanently masked stabilizer elements of $S_{st}$.

2. $M \in \hat{S}'$ and $\Pi_{T\to 0}(M) \in N(\hat{S}) \setminus S$. These are measurements of logical qubits of the initial code. While they are being measured, the measurement tells us information about the encoded state at the start of the circuit and not about the errors. Therefore, we should also consider spackle$(M)$ of this form to be permanently masked.

3. $M \in \hat{S}$ and $\Pi_{0\to T}(M) \in \hat{S}'$ is a product of $Z$ elements of $\hat{S}'$ corresponding to final measurements. In this case, we have initial stabilizer elements that are actually being measured by the circuit, so these are always unmasked elements of $S_{st}$.

4. $M \in \hat{S}$ and $\Pi_{0\to T}(M) \in \hat{S}'$ which cannot be written as a product of final $Z$ measurements (and so it is a product which includes some non-trivial elements of the stabilizer of $Q'$). In this case, $M$ is not being measured in this circuit, but because $\Pi_{0\to T}(M)$ remains an element of the stabilizer, it may be measured by some future gadget of the fault-tolerant protocol. In this case, spackle$(M)$ is temporarily masked.

Thus, the temporarily masked subgroup is

$$T_{st} = \{M | M \in \hat{S}, \Pi_{0\to T}(M) \in \hat{S}'\}$$ (12)
and the always unmasked subgroup is

\[ U_{st} = \{ M | M \in \hat{S}, \Pi_{0 \rightarrow T}(M) \text{ a product of final } Z \text{ measurements} \} \]  \hspace{1cm} (13)

When we have two possible fault paths \( \kappa \) and \( \xi \), we can distinguish them via measurements if \( \Pi_{\rightarrow \text{out}}(\kappa) \) fails to commute with a different set of measurement \( Z \) operators than \( \Pi_{\rightarrow \text{out}}(\xi) \), although this is only true for those measurements which actually gain information about the error syndrome rather than those that change the code or logical state. If \( \kappa \) corresponds to spacetime error \( K \) and \( \xi \) corresponds to spacetime error \( L \), then the statement is that \( \Pi_{\rightarrow \text{out}}(K) \) and \( \Pi_{\rightarrow \text{out}}(L) \) have different syndromes in \( U_{st} \). This is in turn equivalent to saying that \( KL \not\in N(U_{st}) \).

There are also cases when we have no need to distinguish \( \kappa \) and \( \xi \). One such case is if they are equivalent up to error propagation and multiplication by elements of either \( \hat{S} \) or \( \hat{S}' \) at the initial and final times, respectively: Because we only care about the overall error on the ending state, error propagation does not distinguish fault paths. This means that when \( K \) and \( L \) are gauge-equivalent via gauge operators associated with the gates, the fault paths are equivalent as well. If we multiply the final error by a Pauli \( M \in \hat{S}' \), then \( M \) certainly leaves the state invariant (up to global phase due to errors). That leaves the case where we multiply the final state by \( M \) such that \( N = \Pi_{T \rightarrow 0}(M) \in \hat{S} \) but \( M \not\in \hat{S}' \). Since this is gauge-equivalent to multiplying by \( N \) at time 0, it should also leave the state unchanged. We can understand the behavior at the final time by considering the two cases. In one case, \( M \) is a logical operator for a logical qubit that has just been prepared, and the new logical qubit is constrained to be a +1 eigenstate of \( M \), so the state remains unchanged. The other case is when \( N \) has been replaced by a new measurement \( Z \) on some qubit. Then \( M \) must anticommute with this \( Z \) measurement, so \( M \) is either \( X \) or \( Y \) on that qubit. Therefore applying \( M \) changes the measurement result. However, we need to bear in mind what we do with that measurement result, which is to add \( \pm Z \) to the new stabilizer \( \hat{S}' \) depending on the measurement outcome. \( M \) changes the measurement result, but it also switches the state into one of the opposite eigenvalue, meaning the state is still correct. Consequently, we have the following result:

**Theorem 6.1.** The circuit can correct a set \( \mathcal{E}_{FP} = \{ \kappa \} \) of fault paths, leaving no residual errors, if and only if the spacetime code can correct the corresponding set of errors \( \mathcal{E}_{st} = \{ K \} \) using only the always unmasked stabilizer \( U_{st} \). That is, it can correct this set of fault paths or errors iff \( KL \not\in N(U_{st}) \setminus G \) for all \( K, L \in \mathcal{E}_{st} \). The circuit can correct all errors from fault paths containing up to \( \lfloor (d_U - 1)/2 \rfloor \) faults, where \( d_U \) is the unmasked distance of the spacetime code.

However, this is not the end of the story. It is not reasonable to expect a gadget to be able to correct all faults that occur during the gadget because there can always be late-occurring faults, such as those on the last layer of gates, that haven’t had time to propagate into measured qubits. Since the gadget is part of a larger
fault-tolerant protocol, we can still hope to correct any residual errors in a later gadget.

In order to correct those residual errors later, they need to be distinguishable and not logical errors on the final state. The residual errors are gauge-equivalent to the spacetime error $K$ corresponding to the fault path $\kappa$, and if they have different error syndromes for the code $Q'$, then there is hope of correcting them later. If we have $\kappa$ and $\xi$ with residual errors which have the same syndrome for $Q'$ but are not gauge equivalent, then guessing incorrectly as to which is the actual fault path will lead to a logical error. Therefore, a set of fault paths $\{\kappa\}$ or the corresponding set of errors $\{K\}$ is potentially correctable in the future if $KL \notin N(T_{st}) \setminus G$.

Unfortunately, this is being overly optimistic. Whether we can actually correct the residual error depends on what gadgets we do in the future and on the number and nature of any future faults. To fully understand fault tolerance in this framework, we need to study the protocol as a whole. Let $\Xi$ be a random variable, a probability distribution on fault paths. Let $\Xi_{in}$ be a probability distribution on fault paths on the input qubits only and $\Xi_{new}$ be a probability distribution on fault paths restricted to all qubits except the input qubits. Assuming the faults on different gates, state preparation, and measurement locations are independent, then

$$\text{Prob}(\Xi = \xi) = \text{Prob}(\Xi_{in} = \xi_{in})\text{Prob}(\Xi_{new} = \xi_{new}),$$

where $\xi = \xi_{in}\xi_{new}$ is a fault path composed of $\xi_{in}$ on input qubits and $\xi_{new}$ on all other qubits. Let $L$ be the spacetime error corresponding to $\xi$ and let $\sigma(L)$ be the unmasked error syndrome of $L$ (i.e., the error syndrome using only generators of $U_{st}$). We wish to find $\Xi_{out}$ corresponding to $L_{out}$, the distribution of residual errors at the end of our gadget. This distribution will depend on the measurement results of the circuit. Any measured qubits that replace stabilizer generators do not give us information about the errors, so in fact, the residual errors depend on $\sigma(L)$. Since this is information that is available to us and we can in principle adapt our circuit to this information, we will calculate the conditional distribution of $\Xi_{out}$:

$$\text{Prob}(\Xi_{out} = \xi_{out} | \sigma(L) = s) = \text{Prob}(\Pi_{\rightarrow out}(L) = L_{out})/\text{Prob}(\sigma(L) = s).$$

We can then plug in $\text{Prob}(\Xi_{out} = \xi_{out} | \sigma(L) = s)$ as $\text{Prob}(\Xi_{in} = \xi_{in})$ for the next gadget in order to understand the probability of error throughout the full fault-tolerant protocol.

Meanwhile, each gadget has some probability of failing outright, leading to a logical error. For the actually observed unmasked syndrome $s$, we have a decoding algorithm which deduces some fault path $\kappa_s$ (corresponding to spacetime error $K_s$) which leads to that syndrome and is consistent with syndromes from earlier circuit units. There is a logical error, as per the analysis above, if for the actual fault path $\xi$ (corresponding to spacetime error $L$), $K_sL \notin N(T_{st}) \setminus G$, where $K_s$ and $L$ are the spacetime errors corresponding to $\kappa_s$ and $\xi$. The probability of this occurring
in one gadget, conditioned on $s$, is

$$\text{Prob}(\text{failure}|s) = \left[ \sum_{\substack{\xi|\sigma(L) = s \text{ and } K,L \in N(T_{st}) \setminus G}} \text{Prob}(\Xi = \xi) \right] / \text{Prob}(\sigma(L) = s). \quad (16)$$

The failure probability accumulates throughout the protocol, so we wish $\text{Prob}(\text{failure}|s)$ to be small for every gadget. Given any protocol compatible with the spacetime code framework, we can use the above equations to determine if it is actually fault tolerant.

We can understand this analysis in a more qualitative way by deciding on a set of “acceptable” residual errors for each gadget, which may depend on the measured syndrome. All the acceptable errors for a specific measured syndrome of $U_{st}$ must be either gauge-equivalent or have different syndromes for $Q'$ (and thus for $T_{st}$). The acceptable residual errors become the possible input errors for the next gadget, and we can determine if that gadget is fault-tolerant by looking to see if all likely fault paths of new faults combined with all possible input errors produce one of the acceptable output errors for that gadget. If so, then the gadget is fault tolerant.

The precise analysis of this will depend on which specific errors are acceptable and how they interact with the likely faults in the circuit, but roughly speaking, the goal is just to make sure that the size of the set of acceptable output errors does not grow from one gadget to the next. In the standard approach to fault tolerance, this is essentially achieved by insisting that the acceptable residual errors be only errors of low weight.

7. Conclusion

The new approach to designing fault-tolerant circuits that I have outlined is more intended as inspiration than a practical approach at this point. A detailed analysis is certainly possible using the spacetime code, provided we restrict attention to only Pauli noise and Clifford group circuits, but more general noise and circuits may require a more difficult calculation. More seriously, the need to analyze a full fault-tolerant protocol as a unit is likely impractical. Instead, we should aim for new heuristics constraining the acceptable residual errors that relax the existing requirements. Extra freedom to change codes will allow more possible types of fault-tolerant constructions. While the framework as I have presented it still falls short of a full symmetry between space and time, it does help put them on a more even footing and may point towards new ideas for fault-tolerant gadgets.
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