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Abstract—Visual perception of the objects in a 3D environment is a key to successful performance in autonomous driving and simultaneous localization and mapping (SLAM). In this paper, we present a real time approach for estimating the distances to multiple objects in a scene using only a single-shot image. Given a 2D Bounding Box (BBox) and object parameters, a 3D distance to the object can be calculated directly using 3D reprojection; however, such methods are prone to significant errors because an error from the 2D detection can be amplified in 3D. In addition, it is also challenging to apply such methods to a real-time system due to the computational burden. In the case of the traditional multi-object detection methods, existing works have been developed for specific tasks such as object segmentation or 2D BBox regression. These methods introduce the concept of anchor BBox for elaborate 2D BBox estimation, and predictors are specialized and trained for specific 2D BBBoxes. In order to estimate the distances to the 3D objects from a single 2D image, we introduce the notion of anchor distance based on an object’s location and propose a method that applies the anchor distance to the multi-object detector structure. We let the predictors catch the distance prior using anchor distance and train the network based on the distance. The predictors can be characterized to the objects located in a specific distance range. By propagating the distance prior using a distance anchor to the predictors, it is feasible to perform the precise distance estimation and real-time execution simultaneously. The proposed method achieves about 30 FPS speed, and shows the lowest RMSE compared to the existing methods.

I. INTRODUCTION

Real-time visual perception and understanding of an environment is critical to the successes of robotic applications including autonomous driving. Visual Simultaneous Localization and Mapping (SLAM), in particular, is essential for performing navigation and exploration tasks as well as supporting high-level missions that require reliable mobility. Recently, SLAM focuses on two major facets: semantic recognition and spatial understanding [1], [2], [3], [4], [5]. With the advancement of deep neural networks, several approaches have been developed to achieve highly accurate results on semantic recognition, taking advantage of rich and sophisticated semantic features and various disentangled features such as shape, orientation, or dimensions of 2D and 3D Bounding Box (BBox) [6], [7], [8], [9], [10], [11]. In this paper, we focus on real-time spatial understanding including accurate estimation of object locations specifically addressing the challenge in a monocular camera setting.

The majority of existing work on SLAM systems for autonomous driving relies heavily on an inverse reprojection method [12], [13], [14], [15] where an optimal distance is computed by reprojecting a 3D shape or its 3D BBox to a corresponding 2D BBox. The performance of such a method, however, tends to be extremely sensitive to that of image segmentation and/or 2D BBox estimation.

Alternatively, depth estimation methods [16], [17], [18] can be utilized for object-level 3D estimation, by taking the median depth of all geometric features or pixels within the detected 2D BBox [4], [13], [19]. In these methods, however, it is hard to discard the outlier pixels especially if an object is severely occluded. Adding a segmentation method such as [20] can have minor improvements in the performance at the cost of significant computational burden; estimating the depth of object’s center from depth values of partial observation is still challenging.

To achieve robust object depth estimation, we can exploit existing single-shot, multi-object detection approaches, which are specialized in category classification, segmentation, and 2D BBox regression [20], [21], [22], [23]. Based on such methods, various approaches have been proposed for object disentangled representation [24], [25], [26], [27]. Some works on multi-object understanding use multi-object detector to obtain object region followed by a post-processing step [28], [9], [29]. Others train their baseline network with Region Proposal Network (RPN) and perform Region of Interest (RoI) pooling to obtain visual features of objects [30]. These methods deploy additional structure to estimate various object representations in addition to the baseline for multi-object detection. Such an increased
complexity of the network makes real-time performance challenging [20], [28]. To simplify the structure of the network, prior knowledge of an object can be exploited. Since the purpose of the existing multi-object detector is to perform the 2D BBox regression, anchor BBoxes are used as prior knowledge of 2D BBox [23], [22], [31]. To utilize such prior knowledge represented by anchor BBoxes, several methods construct their networks by deploying multiple predictors according to anchor BBoxes. These methods, however, have limitations in learning object representations such as distance estimation as they mainly focus on the 2D BBox on the image plane.

To bridge the gap between existing multi-object detection and distance estimation, we introduce the notion of anchor distance. We then propose a multi-object distance estimation method specifically designed for both real-time performance and accurate estimation. Given a 2D image as an input, we aim to estimate the distance to objects in a 3D space. Our work makes the following contributions to the state-of-the-art methods:

- as shown in Fig. 1, we transform the 2D single shot to 3D spatial grids represented as predictors so that the proposed method achieves real-time performance without a 2D RoI pooling network;
- compared to existing 2D detectors, the proposed method achieves robust detection results with overlapped objects since objects are detected in 3D grid space; and
- we define and utilize the notion of anchor distance, thus predictors in our proposed network are specialized and robust to the objects in specific distance range.

When compared to the state-of-the-art method, the proposed method runs about 4 times faster at 30 FPS and shows competitive results in Abs Relative (Abs Rel) difference, and outstanding results in RMSE.

II. RELATED WORK

In the context of mobile robot navigation, 3D object detection and localization are compulsory to perform collision avoidance, object-oriented SLAM or safe navigation in autonomous driving. In this section, we discuss related works on monocular SLAM specifically focusing on the 3D localization. Various existing works on this end adopt the idea of inverse perspective projection [13], [14], [3], [15]. The 2D projection of an object is invertible since its extent parameters resolve depth ambiguity. That is, by mapping between 2D BBoxes from an object detection module and 3D BBoxes, these approaches can estimate the distance in 3D given a 2D input image. Also, in a special setting such as autonomous driving, we can assume that the height of a camera is known and all of the objects are placed on the ground. This allows the algorithm to resolve the scale-ambiguity and estimate object location. These approaches are still based on 2D BBox regression, the quality of distance estimation is also bounded by the precision of the 2D BBoxes.

To obtain 2D perception such as 2D BBox regression, using an additional object detection method is inevitable. Several convolutional neural network (CNN)-based algorithms have been proposed to perform multi-object detection in real time. These approaches are mainly customized for specific tasks such as detection using 2D BBox regression, object categorization, and segmentation. Because the performance of these approaches depends on the quality of 2D BBoxes inferred from an object detector, results of 2D BBox detection have been commonly used as an evaluation criterion for the overall performance [23]. This trend has led to the development of new techniques and network designs to improve the performance of 2D BBox regression [22], [31].

Existing multi-object perception techniques mainly focus on 2D BBox regression and category estimation, and their variations estimate disentangled representations such as orientation, shape, or distance of objects [7], [24], [32]. Most of the proposed methods exploit visual features to learn the complex representations of objects [6], [11], [33], [34], [35]. Therefore, by using an additional multi-object detector, 2D BBox is provided for RoI pooling in order to obtain visual features for the target region. Other methods are proposed by modifying the existing multi-object detector structure for directly extracting features and performing object understanding [36], [24], [20], [30]. However, they still deploy the RPN for RoI pooling. Moreover, it is necessary to construct the networks in addition to the baseline structure for object understanding tasks with a large variation such as depth estimation. For these networks they use structures with several drawbacks such as the increase of memory footprint to cover the non-linearity of object understanding and perform elaborate estimation [30], [32]. These methods are effective in representing specific aspects of objects, but it is challenging to apply to mobile robot systems in real-time due to their complexity.

In order to relax the network and achieve more robust results, a number of methods have been introduced to provide prior information about objects to the networks using anchors. Techniques for 2D detection exploit anchor of 2D BBox [23], [22], [31], and techniques for 3D include orientation and distance as well as 2D BBox in anchor [32], [27]. However, in these methods, anchors are still defined by clustering based on the 2D BBox of object on 2D image plane. Since various object representations such as locations, shape, or orientation are not directly proportional to the projected 2D BBox, it is not suitable to use anchors arranged with 2D BBox for learning the distance of objects. Therefore, we define anchor distance for object 3D localization and introduce a method of training networks based on the anchors that achieves real-time performance.

III. APPROACH

In general, when a monocular camera sensor is used for recognizing an object, the location coordinates can be estimated using the mapping between the 2D object detection and both the dimension and the orientation of a corresponding 3D BBox. Assume that a 2D BBox of a detected object and the dimension and the orientation of
a 3D BBox are given or have been estimated. With the constraint that the 3D BBox fits tightly into the 2D detection box on the 2D input image, 3D coordinates of the detected object can be calculated; however, estimating 3D coordinates by overlapping the projection of 3D to 2D BBoxes usually causes inaccurate results due to the sensitivity to the size of the 2D BBoxes. A small error in the size of BBox can cause a substantial error in the distance estimation calculation. Furthermore, this approach can add a significant calculation burden, as each side of the 2D BBox can correspond to any of the eight corners of the 3D BBox. Even with the strong constraint that most of the objects are located on a ground plane, at least 64 configurations must be checked [10]. To address these challenges, we propose an approach that achieves both high accuracy and real-time performance by directly estimating the object distance.

A. 3D Coordinate and 2D Bounding Box

Given 3D directions to the center of object and depth (or distance from origin), 3D coordinates can solely be determined. For estimating the center of the 3D object, the center of a 2D BBox can be exploited by reprojection it to the 3D real-world coordinate. In this way, we can have a normalized ray direction vector toward the center of the 3D object from the origin. Hence, the 3D coordinate of an object can be obtained by multiplying this ray direction vector and estimated distance. The network can also be trained to directly estimate all 3D coordinates of an object. In case of using multi-object detector, however, it can be relatively advantageous to estimate the center of an object by using the predictors distributed in a grid form. Hence, it is more accurate to compute the coordinate from reprojection than learning the \( x, y, \) and \( z \) components of location directly. We design our network to train on the distance from the origin and the 2D BBoxes as in [21], [31].

B. Anchor Distance

In order to achieve the real-time multi-object distance estimation, our proposed method is based on a simple multi-object detection structure, namely, YOLOv2 [21]. As the existing network only estimates the center and dimensions of a 2D BBox, we let our network predict the distance from the origin of the object as well. The following problem, however, still remains: the purpose of conventional detectors is to estimate the 2D BBoxes rather than the distances to the objects, and each predictor is dedicated to learn for the corresponding BBoxes of different sizes. To reduce such a burden of the network, a 2D anchor BBox is applied to each predictor as the prior knowledge about the 2D BBox sizes. These approaches reduce the variation of the 2D BBoxes that each predictor should predict, resulting in more accurate 2D BBox estimation.

In order to achieve 3D coordinate estimations of multiple objects, we introduce the concept of anchor distance that is similar to the anchor BBox. To obtain the prior knowledge of the distance in a simple manner, the average distance corresponding to each anchor BBox can be defined by using the average of distances of objects belonging to each anchor BBox group. Unfortunately, the size of an anchor BBox is not exactly proportional to the distance of the object. When an anchor BBox simply includes the average distance, each predictor can undesirably learn the mapping between the size of a 2D BBox and a distance. In other words, the network still learns the 2D BBox regression as its main task, leaving the burden of distance estimation to each individual predictor where the distances within a large range should still be estimated.

To address this issue, we define the concept of an anchor distance to train each predictor as follows. With an anchor distance, each predictor is specialized in estimating the distance of the object in a specific distance range, instead of being specialized in specific 2D BBoxes. Similar to obtaining the anchor BBoxes, the distances of objects are grouped through \( k \)-means clustering. Each center of the groups (or clusters) is defined as anchor distance. We compare the variance of the average distance obtained from 2D BBox clustering and that of the anchor distance from distance clustering for the case of \( k = 2,3,5 \) in Table I. We use the car category in the KITTI dataset [37] as an example. The predictors are sorted by the corresponding distance in ascending order. In the case of 2D BBox grouping, the variance of the group for the long distance is greater than the one for the short distance. This is because objects that are far away from the origin are similar in terms of size of the 2D BBox. On the other hand, in the case of distance clustering, the variance is much smaller than that in the case of 2D BBox clustering for all predictors. Therefore, predictors can show more precise estimation results as they infer more consistent distances with anchor distance. The results of the network prediction using anchor distance are denoted as follows:

\[
d_i = d^a_i \times exp(t_i) \quad i \in \{0, 1, \ldots, k - 1\}
\]  

where \( t \) is an output of the network, and \( d^a \) is the anchor distance. Similar to [21], [31], we use an exponential function as the final activation function of the output.

In our method, the dimension of 2D BBox has no effect on distance estimation directly, but the center of 2D BBox...
is crucial as it is exploited to calculate the 3D coordinate by finding the ray direction. To achieve the 2D BBox regression, priors of the BBox can be defined for our distance grouping. Simply, we can define the average BBox of clusters for anchor distance by taking the arithmetic mean of dimensions of the BBoxes. However, our clusters focus on distance so that BBoxes in a group have large variance in terms of their sizes. For more accurate BBox regression with anchor distance groups, we take the average BBox approximately where we minimize not the differences of dimensions but the differences of intersection over union (IoU) as follows:

\[
(h^m)^2 = \frac{\sum w_j h_j^2}{\sum w_j}, \quad (w^m)^2 = \frac{\sum h_j w_j^2}{\sum h_j}
\]

where \(h^m\) and \(w^m\) are the height and width of the average BBox, respectively. \(h\) and \(w\) are height and width of BBox. Using this average BBox, the network output for BBox dimension is given as:

\[
h_i = h_i^m \times \exp(u_i), \quad w_i = w_i^m \times \exp(v_i), \quad i \in \{0, 1, ..., k - 1\}
\]

where \(u\) and \(v\) are outputs of the network. For the center of the 2D BBox, we follow the similar settings of [21].

C. Predictors

With the anchor distance, we can provide the prior knowledge of the distance to our network. The predictor is specialized and trained for objects near specific distance as each anchor distance is assigned to each predictor of the network. As the variance of the distance inferred by a predictor decreases, the complexity of the network is decreased. The predictors of the network can construct a 3D environment without additional structures such as 3D RPN or 3D convolutional layers.

The existing multi-object detectors utilize 2D anchor BBoxes by clustering 2D BBoxes. In order to cluster 2D BBoxes, we can use the dimensions of the BBox or IoU. Likewise, anchor distance can be achieved by using various formats such as normal, squared, or log-scaled. In our work we apply all three cases to obtain the anchor distance and train the network. Whilst training, the existing multi-object detector using anchor BBox chooses the predictor that infers the closest BBox to the target BBox and assigns that target BBox to learn. Similarly, the proposed method learns the distance of the target object by selecting and training a predictor which infers the value closest to the target distance. Note that the same distance format used for obtaining anchor distance is also used when comparing the the difference between the target distance and estimated one by the predictor during training.

At the beginning of training, we found that the predictor’s inference value highly fluctuates in order to learn distances with quite large variations. In this case, objects are inconsistently assigned to the predictors regardless of the anchor distance. Therefore, during the training phase, we use the predictor’s anchor distance rather than the estimated result for predictor selection.

D. Training Loss

In the proposed method, the distance from the origin of an object is estimated. Since a ray vector indicating the center direction of an object is obtained using a 2D BBox, all 3 components of 3D coordinate can be obtained by using distance from origin or depth. Therefore, it is possible to separately train \(x, y,\) and \(z\). However, we assume that 2D BBox and 3D location are independent and let 2D BBox and the distance be learned separately. For the 2D BBox training, we adopt CIoU loss [38], [31]. For depth estimation, \(L_1\) loss is generally used, but in our work \(L_2\) loss is applied.

IV. IMPLEMENTATION AND TRAINING DETAILS

To implement the proposed observation model, we use the darknet19 structure [21] for the encoder backbone. We construct the encoder by adding 3 convolutional layers with 1,024 filters followed by one convolutional layer on top of the backbone. The final convolutional layer has \(k \times (4 + 1)\) filters; 4 for 2D BBox dimensions and center, and 1 for the distance. Each predictor estimates 2D BBox and distance from the origin of the object. We pretrain the backbone network on the Imagenet classification dataset. We use the Adam optimizer with a learning rate of \(10^{-4}\). For all training processes, a multi-resolution augmentation scheme is adopted. Similar to [21], [8], Gaussian blur, HSV saturation, RGB inversion and random brightness are applied to 2D images while training. Random scaling and translation are not used in order to preserve the 3D coordinates of objects.

V. EXPERIMENTS

We evaluate the proposed method in various aspects. Similar to the traditional multi-object detectors, as the number of predictors increases, the estimation can be performed more precisely. In our experiments, we train the network with various numbers of predictors such as 2, 3, 5 and so on. We compare our methods to existing methods based on Faster R-CNN using RPN. A depth estimation method is also compared by using ground truth 2D BBox. We use the median depth within 2D BBox as the depth of a detected object. For the depth estimation method, we choose [16] since the method proposes ordinal regression in order to consider depth intervals. Additionally, we also implement several methods including ours in order to estimate the distance of objects - 1) 3D proj: we implement the method that calculates distance by projecting 3D BBox in 3D space to 2D BBox on 2D image. We construct the network which shares the same backbone with our proposed method, and train the network on dimensions of 2D, 3D BBox and orientations of objects. 2) anchor BBox: similar to the existing detector, we evaluate the method that uses anchor BBox and average distance of groups obtained from 2D BBox clustering. In this case the average distance is calculated by taking arithmetic mean. We also evaluate the case without any distance prior. 3) proposed method: the proposed method using anchor distance and its training scheme is evaluated. For obtaining anchor distance by distance clustering, normal, squared, and log-scale formats are used for 3 individual models. For
Fig. 2. Distance estimation error of $x$ and $z$ axes, which denote the horizontal location and depth of the object. As the distance of the object increases, the estimation error increases in case of other methods. The proposed method shows consistent error independent to the distance from origin as the method exploits the anchor distance.

In each model, the same format used for anchor distance is also used for training; while choosing the predictor for the target object, target distance and estimated distances from predictors are compared by using the same format of distance that is used for clustering.

For all experiments, we use the car category in the KITTI 3D object detection dataset. Since each grid in our network has multiple predictors, for evaluation we choose the predictor which estimates the highest 3D IoU to the ground truth.

A. Relation Between Object Distance and Error

We compare the results of 3D proj, anchor BBox with and without average distance, and the proposed method in Fig. 2. We plot the distance error of the object according to its distance from origin. For the method anchor BBox and the proposed method, we set $k = 5$. For the distance format of the proposed method, we use squared format. Results of $x$ and $z$ axis are shown, which denote horizontal and depth of the object location respectively. We leave the result of $y$ axis out, since the height of cars have small variations compared to the depth of cars so that errors of $y$ axis are significantly smaller than errors of the other axes. As shown in the graph, the estimation result of 3D proj is significantly more inaccurate as the objects locate further. The further the objects are, the more similar the sizes of the 2D BBoxes are; therefore, it is challenging to infer the distance precisely since the estimations are highly sensitive to the errors of small 2D BBoxes of objects in a far distance. Compared to 3D proj, methods using anchor BBox have more robust inferences of distance. However, as the variations are high for the distance of objects located far from the camera, it is still challenging to estimate the far distance without a tremendous error. From these results we can conclude that the distance and the 2D BBox of the object are not directly proportional to each other, but there exists a slight correlation. In the case of using anchor distance, estimations results show constant and uniform error regardless of the distance of the object.

B. Depth Estimation and Anchor Distance

We represent the metric evaluations of $z$ coordinate distance (depth) estimation of the object in Table II. We follow the definitions of the metrics as in [28]. Compared to the methods based on RPN [28], [30], our method achieves a better performance in RMSE at a substantially higher frame rate. Using depth estimation directly for object detection showed degraded performance compared to other methods as it hardly consider the overlapped or occluded states of objects.

In order to validate the anchor distance, we also evaluate the methods of 2D anchor BBox with and without average distance. As the number of predictors increases, the burden of one predictor decreases and the network can achieve the robust estimations. In other words, the more number of predictors there are, the more accurate inference is achieved. This trend is more pronounced when anchor distance is applied, and in this case the network shows significantly improved performance than when the predictors simply focus on 2D BBox.

The proposed method has the highest performance when the squared format is used, and shows the lowest performance when log-scale is used. We found that the squared distance format covers the largest range as shown in Table III. With the large range of anchor distances, the network can handle the objects distributed in various ranges efficiently. Meanwhile, in the case of 2D BBox with average distance, prior distance is the most similar to that of log-scale format. Reversely, log-scale distance grouping shows the most similar average 2D BBox to that of 2D BBox grouping; we display the 2D BBoxes of each grouping in Table IV. Therefore, we can conclude that the distance in the log-scale format is mostly related to the 2D BBox, but using the log-scale distance or 2D BBox is not sufficient to achieve the best performance as the 2D BBox is not directly proportional to the distance. In other words, using log-scale distance or 2D BBox for grouping in order to obtain prior distance is not effective. For 3D localization tasks it is better concentrating not on 2D projection, but on distance itself for defining anchors of 3D location.

C. Estimation Error and Execution Time

The proposed method shows a significantly better performance on the RMSE error than that of others, but in the Abs Rel metric the method does not outperform the existing method using complex structures such as ResNet or Mask-RCNN. In other words, although our proposed method is
TABLE II
VARIANCE OF THE DISTANCE OF 2D BBBox GROUPS AND DISTANCE GROUPS FOR KITTI DATASET

| Method                                      | FPS | # of predictors | \(\sigma < 1.25\) (higher is better) | Abs Rel | Sqr Rel (lower is better) | RMSE | RMSE\(_{log}\) |
|---------------------------------------------|-----|-----------------|--------------------------------------|---------|--------------------------|------|---------------|
| SVR[39]                                     | -   | -               | 0.345                                | 1.494   | 47.748                   | 18.970 | 1.494         |
| IPM[40]                                     | -   | -               | 0.701                                | 0.497   | 55.924                   | 55.924 | 0.497         |
| Zhu et al.(ResNet50)[28]                    | <15 | -               | 0.796                                | 0.188   | 0.843                    | 4.134  | 0.256         |
| Zhu et al.(VggNet16)[28]                    | <15 | -               | 0.848                                | 0.161   | 0.619                    | 3.580  | 0.228         |
| Zhang et al.(MaskRCNN[ResNet50])[30]        | <7  | -               | 0.988                                | 0.051   | -                        | 2.103  | -             |
| Zhang et al.(MaskRCNN[ResNet50] + addons)[30]| <7  | -               | 0.992                                | 0.049   | 1.931                    | -     | -             |
| DORN (depth map estimation) [16]            | -   | -               | 0.883                                | 0.190   | 4.802                    | 0.287  |               |

2D anchor BBBox w/o distance prior

| Method                                      | FPS | # of predictors | \(\sigma < 1.25\) (higher is better) | Abs Rel | Sqr Rel (lower is better) | RMSE | RMSE\(_{log}\) |
|---------------------------------------------|-----|-----------------|--------------------------------------|---------|--------------------------|------|---------------|
| Zhu et al.(ResNet50)[28]                    | <35 | 3               | 0.906                                | 0.103   | 0.547                    | 4.475 | 0.167         |
| Zhu et al.(VggNet16)[28]                    | <35 | 5               | 0.911                                | 0.096   | 0.474                    | 4.225 | 0.157         |
| Zhu et al.(VggNet16)[28]                    | <35 | 7               | 0.926                                | 0.085   | 0.410                    | 3.727 | 0.145         |
| Zhu et al.(VggNet16)[28]                    | <35 | 9               | 0.914                                | 0.099   | 0.491                    | 4.196 | 0.159         |
| Ours (normal anchor distance)               | <35 | 3               | 0.949                                | 0.094   | 0.344                    | 3.401 | 0.144         |
| Ours (log-scale anchor distance)            | <35 | 5               | 0.968                                | 0.084   | 0.230                    | 2.527 | 0.131         |
| Ours (squared anchor distance)              | <35 | 7               | 0.971                                | 0.076   | 0.155                    | 1.770 | 0.124         |
| Ours (squared anchor distance)              | <35 | 9               | 0.972                                | 0.098   | 0.073                    | 1.915 | 0.117         |

slightly inferior to the previous methods for objects that are close to the origin, it is more robust when the objects are far from the origin. The structure of the proposed network is simpler than others, yet our approach using anchor distance and training scheme consistently generally achieves more accurate estimation regardless of the distance of objects.

We also present the frame rate in terms of FPS for each method. In [28], they assume that the 2D BBBox regression is given in advance, so we approximately record its FPS by assuming that YOLOv2 is used. In [30], the FPS of their method is under 7, as the baseline is MaskRCNN [20] that shows 7 FPS and the method deploys additional network structure for distance estimation. The proposed network, which is based on YOLOv2 [21], however, only takes about 0.03 seconds and shows under 35 FPS for the entire estimation process. This execution time is irrelevant to the number of predictors, as adding one predictor is equivalent to adding \((4 + 1)\) convolutional filters that only have \((3 \times 3)\) parameters per filter. The method with 3D projection takes another 0.04 seconds after estimating 2D BBBox, 3d BBBox, and orientation which takes 0.03 seconds. We display the relation between RMSE error and FPS of various methods in Fig. 3.

For qualitative analysis, we display the visualization examples in Fig. 4 represented in a bird-eye view. For 3D proj, we exploit the 2D BBBox regression results from the network with \(k = 5\). The network for 3D proj shares the same structure of our proposed method. Also, it estimates orientations and dimensions of 2D and 3D BBBox which are used for calculating distance. Here, we use a squared format for the proposed method. In 3D proj, the error of the distance estimation increases since the size of the 2D BBBox becomes similar as the objects are located far away. In the proposed method, the higher the number of predictors \(k\) is, the more accurate the estimated results are.
TABLE IV

|                | # of predictors | 2 orders | 3 orders | 5 orders |
|----------------|-----------------|----------|----------|----------|
|                |                 | 1        | 2        | 3        | 1        | 2        | 3        | 4        | 5        |
| anchor box(IoU)| 151/268         | 51/86    | 164/296  | 83/144   | 39/64    | 175/321  | 108/183  | 57/104   | 37/61    |
| anchor dist(log-scale) | 139/226     | 37/67    | 156/246  | 59/103   | 29/53    | 181/273  | 104/178  | 57/99    | 36/67    |
| anchor dist(normal)    | 133/219      | 30/55    | 141/229  | 42/75    | 24/42    | 156/246  | 63/111   | 38/69    | 27/49    |
| anchor dist(squared)   | 129/215       | 24/43    | 134/220  | 33/60    | 21/36    | 140/227  | 42/75    | 29/54    | 22/39    |

Fig. 4. Examples of the visualizations in a bird-eye view. We compare the results of using 3D projection and the results of ours with $k = 2, 3, 5$. Since the method using 3D projection highly depends on the 2D bounding box and orientation, it shows incorrect results for the objects located far away or occluded. The proposed method shows better performance with multiple predictors, as a number of anchor distances allows the network to estimate the results with low non-linear complexity.

VI. CONCLUSION

We propose a multi-object distance estimation method using anchor distance. Conventional methods based on multi-object detection train their predictors based on 2D Bounding Box (BBox). Other techniques for multi-object distance estimation rely heavily on complex structure for sophisticated distance estimation. The proposed method can achieve robust estimation and real-time performance as the method selects and trains the predictors of the network based on the distance of objects. To build a prior, we define the anchor distance by clustering the objects with their distance in various formats such as squared or log-scaled. The anchor distance gives predictors a strong prior knowledge of distance. Predictors are dedicated to learning objects in a specific distance range according to their anchor distances. Because the proposed method trains the network based on distance, it is able to achieve more accurate estimations. Traditional methods of directly calculating the distance by projecting 3D BBox to 2D BBox require a large amount of computation, so an increased number of objects tend to decline the speed of estimation during execution. Using anchor distance as a prior the proposed approach develops a computationally concise network and performs single-shot, real-time, multi-object detection even for an arbitrarily large number of objects.
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