CLIP4Caption: CLIP for Video Caption
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ABSTRACT

Video captioning is a challenging task since it requires generating sentences describing various diverse and complex videos. Existing video captioning models lack adequate visual representation due to the neglect of the existence of gaps between videos and texts. To bridge this gap, in this paper, we propose a CLIP4Caption framework that improves video captioning based on a CLIP-enhanced video-text matching network (VTM). This framework is taking full advantage of the information from both vision and language and enforcing the model to learn strongly text-correlated video features for text generation. Besides, unlike most existing models using LSTM or GRU as the sentence decoder, we adopt a Transformer structured decoder network to effectively learn the long-range visual and language dependency. Additionally, we introduce a novel ensemble strategy for captioning tasks. Experimental results demonstrate the effectiveness of our method on two datasets: 1) on MSR-VTT dataset, our method achieved a new state-of-the-art result with a significant gain of up to 10% in CIDEr; 2) on the private test data, our method ranking 2nd place in the ACM MM multimedia grand challenge 2021: Pre-training for Video Understanding Challenge. It is noted that our model is only trained on the MSR-VTT dataset.

CCS CONCEPTS
• Computing methodologies → Neural networks.
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1 INTRODUCTION

Describing video content is a labor-intensive task for humans. Therefore, computer scientists have put much effort into connecting human language with visual information to develop a system that automatically describes videos using natural language sentences. The advancement of video captioning enhances various applications in reality, e.g., automatic video subtitling, aid to visually impaired person, human-computer interaction, and improving online video search or retrieval [1].

Early research in video captioning used template-based methods [8, 27, 36], which aligns predicted words with the pre-defined template. S2VT [31] proposed a LSTM [9] based sequence-to-sequence model for video captioning. Since then, numerous sequence learning methods, which adopt encoder-decoder architecture to generate captions flexibly, were introduced [13, 19, 20, 33, 37, 38]. [37] propose an attention-based approach that takes into account both the local and global temporal structure of videos to product descriptions. RecNet [33] proposed a reconstruction network that leverages both the video-to-text and text-to-sentence flows for video captioning. In recent years’ study, some researchers also successfully use vision-language (VL) pretraining for VL understanding, which has made significant progress in the downstream task of image captioning [11, 12, 40].

All the methods mentioned above build their video encoder with a CNN-based network, lacking adequate visual representation since they only take advantage of the information from vision modality. In this paper, we introduce a video-text matching network which is empowered by a well-pretrained CLIP [26] model to learn the video embeddings taking fully advantage from both vision and language modality.

Specially, we first pre-train a video-text matching model to obtain a text-correlated video embeddings, and then we taken those enhanced video embedding as input to fine-tune in a well pre-trained transformer decoder network. It is noted that our transformer decoder is initialized by the part of weights of the pretrained Uni-VL [15] model. Extensive experiments demonstrate that our methodology outperforms state-of-the-art video captioning methods [28] on the MSR-VTT dataset [35]. Additionally, our methodology ranks 2nd in the ACM MM grand challenge 2021: Pre-training for Video Understanding Challenge, in the first track of pre-training for video captioning.

The main contributions of this work are summarized as follows:
• We utilize a CLIP-enhanced video-text matching network to enforce our model to learn strongly correlated video and text features for text generation.
• We leverage the weights of well pre-trained video and language model Uni-VL while greatly simplified its structure to better-fitting video captioning tasks.
• We design a novel ensemble mechanism for video captioning.
• We extensively validate our model on the most widely used MSR-VTT dataset. The results indicate that our framework outperforms multiple state-of-the-art methods in video captioning, exhibiting the great potential of our framework for this challenging task.
2 METHODOLOGY

Figure 1 illustrates the framework of our proposed CLIP4Caption for video captioning. We train our system in two stage. First we pre-train a video-text matching network on MSR-VTT dataset to obtain better visual representation (2.1) (lower part in Fig. 1). Second, we take our pre-trained matching network as the video feature extractor in fine-tuning stage (upper part in Fig. 1). A sequence of frames embedding was inputted to video encoder, connected with a decoder which generated the text (2.2). For ensemble, we train multiple caption models with different layers of encoder and decoder, and ensemble all the generated captioning text for a final strong result (2.3). Details will be elaborated as follows.

2.1 Video-text matching pre-training

As the CLIP4Clip model transferred from CLIP [26] has demonstrated outstanding performance in the video-text retrieval task, we pre-train our video-text matching network (VTM) upon CLIP4Clip. CLIP4Clip extracts frames of images from the video at 1 FPS, the input video frames for each epoch come from the video’s fixed position. We improve the frames sampling method to the TSN sampling[34], which divides the video into K splits and randomly samples one frame in each split, thus increasing the sample randomness on the limited data set. After the TSN sampling, input frames are encoded by the pre-trained CLIP (ViT-B/32) video encoder [7] with 12 layers and the patch size 32, since CLIP is adequate for the video feature extractor in fine-tuning stage (upper part in Fig. 1). A sequence of frames embedding was inputted to video encoder, connected with a decoder which generated the text (2.2). For ensemble, we take our pre-trained matching network as the video feature extractor in fine-tuning stage (upper part in Fig. 1). A sequence of frames embedding was inputted to video encoder, connected with a decoder which generated the text (2.2). For ensemble, we take our pre-trained matching network as the video feature extractor in fine-tuning stage (upper part in Fig. 1). A sequence of frames embedding was inputted to video encoder, connected with a decoder which generated the text (2.2). For ensemble, we take our pre-trained matching network as the video feature extractor in fine-tuning stage (upper part in Fig. 1).

2.2 Fine-tune on video captioning

In fine-tuning stage, we leverage the well pre-trained model Uni-VL and fine-tune the encoder-decoder architecture of Uni-VL on video captioning with MSR-VTT dataset. Uni-VL is a two-stream video and language pre-training model. During Uni-VL’s pre-training, text and video are input to text encoder and video encoder, respectively, and a cross encoder aligns the text embedding and video embedding. In our fine-tuning stage, we discard the text encoder and cross encoder since the input video of our dataset without related transcripts. The fine-tuning stage on total pre-trained Uni-VL layers is difficult since the MSR-VTT dataset (for fine-tuning stage) is relatively tiny to the Uni-VL’s pre-training dataset HowTo100M [17]. CLIP4Caption, therefore, train effortless and prevent over-fitting through reducing the number of Transformer layers.

As described above, our captioning model is composed of the Transformer based Video Encoder and Decoder, the strongly text-correlated video feature $F_v$ is input to one-layer Transformer Video Encoder (TE) to obtain the enhanced feature $F_{ve} = TE(F_v)$, and then fed into a three-layer Transformer Decoder (TD) to produce caption $t = TD(F_{ve})$ for each video. We initialize TE and TD with the weights pre-trained in Uni-VL and train the model with only cross-entropy loss:

$$L_{ce} = -\sum_{l=1}^{L} \log p_t(S_l),$$  

where $L$ is the max length of caption sentence, $p_t$ is the probability of predicted word at time $t$, and $S_l$ is the sentence which has generated at time $t$.

2.3 Ensemble strategy

The single model is not strong enough for a great predicted result. In order to obtain a more powerful caption result, we design a novel metric-based voting strategy for captioning task. We utilise the captioning evaluation metrics, such as BLEU4, CIDEr, SPICE, etc., as the “importance score” of a generated sentences and select the sentence with highest score to compose the final result.

Mathematically, Considering the predicted captions of one video from $n$ different models as $T_i$, the importance score for $i$th caption $S_i$ using single metric can be calculated by assuming the rest of predicted captions $\{T_j\}_{j \neq i}$ as “ground-truth” captions:

$$S_i = \text{metric}(\text{ref} = [T_1, \ldots, T_{i-1}, T_{i+1}, \ldots, T_n], \text{hpy} = T_i),$$  

where $i \in [1, n]$ and metric($\cdot$) is the captioning metric. The predicted caption with biggest score $S$ is selected as the final output. Since captioning task often uses multiple metrics, and the value range of each metric is inconsistent, we use the maximum value of each metric to normalize it [5]. Considering multiple metrics, the
overall metric can be calculated as:

$$\text{metric}_{overall} = \frac{\text{metric}_1 \cdot \text{metric}_{c1b} + \text{metric}_2 \cdot \text{metric}_{c2b} + \cdots + \text{metric}_M \cdot \text{metric}_{cMb}}{M},$$

where $M$ denotes the number of metrics used for calculating $\text{metric}_{overall}$. $\text{metric}_{cib}$ denotes the best numeric value of the specific metric $\text{metric}_i$. And the importance score of multiple metrics is:

$$\bar{S}_i = \frac{\text{metric}_{overall}(\text{ref} = \{T_1, \ldots, T_{i-1}, T_{i+1}, \ldots, T_n\}, hpy = T_i)}{R_{T2V@1}}.$$  

### 3 RESULTS

#### 3.1 Dataset split

On account of the significant difference between Video Understanding Challenge pre-training dataset Auto-captions on GIF (ACTION) [18] and the MSR-VTT data set, we only use MSR-VTT as our training dataset. The MSR-VTT dataset covers a broad range of video content categories, with a total video time of about 50 hours, 10000 videos, and 20 descriptions per video. For pre-training results in Table 1 and Table 2, we report our results on the split of MSR-VTT Training-9K[16], which was used in CLIP4Clip. For fine-tuning results in Table 3, we used the MSR-VTT’s standard split (MSR-VTT Training-6K), i.e., 6,512, 498, and 2,990 clips for training, validation, and testing for comparison with state-of-the-art methods. We also used total MSRVTT (MSR-VTT Training-10K) to train more models for our ensemble results in Table 4, and evaluate our ensemble mechanism on Video Understanding Challenge test set.

#### 3.2 Pre-training result

Video-text matching pre-training is done on 8 NVIDIA Tesla P40 GPU graphics, with batch size set to 512 and max epochs set to 5.
We vary dataset split and the layers of the Transformer to train more models. We used two splits for the pre-training stage, the standard dataset split MSR-VTT Training-6k, and the other dataset split MSR-VTT Training-9k, with 9000 videos for training and 1000 videos for validation. As a result, two VTM features are obtained: VTM-6k-feature and VTM-9k-feature.

We adopted three splits for the fine-tuning stage, MSR-VTT Training-6k and MSR-VTT Training-9k as used in the pre-training stage, and MSR-VTT Training-10k, which used the total MSR-VTT dataset. At the same time, we also evaluate the different layers of Transformer layers. For the visual encoder, we tried 1-layer, 3-layer, and 6-layer Transformer encoders. As for the decoder, we tried the number of Transformer layers from 1 to 6. These combinations produced a lot of captioning results. We eliminated some of the results that were not effective on the MSR-VTT validation dataset and applied ensemble strategy in other results.

We validate our proposed strategy in Video Understanding Challenge test set. The metric used for the ensemble is SPICE and BLEU-4, because of the poor performance using other metrics. The experimental results are shown in Table 3. Compared with the best result of a single model, our ensemble strategy has significantly improved the metrics on the test dataset, and ranks 2nd in the Video Understanding Challenge. Furthermore, the result is positively correlated with the number of results we use, which means we can use this ensemble strategy to improve our results by continuously training enough models.

### 4 CONCLUSION

In this work, we focus on learning better visual representation for text generation and improving video captioning with video and language pre-training models. We propose the CLIP4Caption, a two-stage language and video pre-training-based video caption solution. For better visual representation, we adopt the pre-training stage to learn strongly text-correlated video features. Also, to improve video captioning, we make use of Uni-VL pre-trained weights to initialize our encoder-decoder-based captioning architecture and fine-tune the model in MSR-VTT dataset. Besides, we introduce a novel ensemble strategy to ensemble multiple models’ captioning results by using captioning metrics. Extensive experiments indicate that our proposed CLIP4Caption significantly outperforms the current state-of-the-art method and ranks 2nd in the Video Understanding Challenge test dataset.
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