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ABSTRACT

The investigation of asteroids near the Sun is important for understanding the final evolutionary stage of primitive Solar system objects. A near-Sun asteroid (NSA), (155140) 2005 UD, has orbital elements similar to those of (3200) Phaethon (the target asteroid for the JAXA’s DESTINY+ mission). We conducted photometric and polarimetric observations of 2005 UD and found that this asteroid exhibits a polarization phase curve similar to that of Phaethon over a wide range of observed solar phase angles (α = 20–105°) but different from those of (101955) Bennu and (162173) Ryugu (asteroids composed of hydrated carbonaceous materials). At a low phase angle (α ≤ 30°), the polarimetric properties of these NSAs (2005 UD and Phaethon) are consistent with anhydrous carbonaceous chondrites, while the properties of Bennu are consistent with hydrous carbonaceous chondrites. We derived the geometric albedo, pV ≈ 0.1 (in the range of 0.088–0.109); mean V-band absolute magnitude, H_v = 17.54 ± 0.02; synodic rotational period, T_rot = 5.2388 ± 0.0022 h (the two-peak solution is assumed); and effective mean diameter, D_eff = 1.32 ± 0.06 km. At large phase angles (α > 80°), the polarization phase curve is likely explained by the dominance of large grains and the paucity of small micron-sized grains. We conclude that the polarimetric similarity of these NSAs can be attributed to the intense solar heating of carbonaceous materials around their perihelia, where large anhydrous particles with small porosity could be produced by sintering.

Key words: techniques: photometric – techniques: polarimetric – minor planets, asteroids: individual: (3200) Phaethon, 2005 UD.

1 INTRODUCTION

Among tens of thousands of known near-Earth asteroids (NEAs), asteroids with small perihelion distances (so-called near-Sun asteroids, NSAs, Ohtsuka et al. 2009; Jewitt 2013) are attractive research targets in terms of the final evolutionary stage of small Solar system bodies. It was recently proposed that there could be catastrophic disruptions of NSAs at < 0.2 au from the Sun (Granvik et al. 2016), although the specific disruption mechanism is not clearly understood. (3200) Phaethon (formerly known as 1983 TB) is a typical NSA and was selected as the target of JAXA’s DESTINY+ mission (Arai et al. 2018). Since its discovery in 1983, it has exhibited peculiar physical properties. It is dynamically linked to the Geminid meteor stream (Whipple 1983) and possibly other several streams (Ohtsuka et al. 2006). Phaethon has an asteroid-like orbit (i.e. the Tisserand parameter with respect to Jupiter’s orbit, T_J < 3), but it exhibits weak recurrent activities like comets (Li & Jewitt 2013; Hui & Li 2017). Although such asteroid/comet-like hybrid objects have been discovered not only in the main asteroid belt (Hsieh & Jewitt 2005) but also in near-Earth space (Jewitt 2012), Phaethon has another puzzling aspect of a dynamical association with (155140) 2005 UD, the target object of this study.

Table 1 summarises the physical properties of these two NSAs, where the values written in boldface are obtained through our present work. Ohtsuka et al. (2005) pointed out for the first time that 2005 UD indicated dynamical behaviour similar to Phaethon and suggested that 2005 UD could be a split nucleus of Phaethon (Ohtsuka et al. 2006). Later, Jewitt & Hsieh (2006) conducted a photometric observation and supported the idea of Ohtsuka et al. (2006) because these two bodies have a bluish colour (B or F taxonomic type), which is rare among the small Solar system bodies (e.g. Binzel et al. 2004). In the Tholen’s taxonomy, B-types indicate a negative spectral slope (i.e. blue) with a moderate drop-off toward 0.4 μm, while F-types show a flat to slightly negative spectral slope with a weaker UV drop-off (Tholen 1984). de León et al. (2012) suggested B-types are further sub-categorized into a wide variety of carbonaceous chondrite counterparts (from CM2 to CK4). Subsequently, Kinoshita
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et al. (2007) noticed that the colour of 2005 UD changed with rotation, probably because of the surficial heterogeneity, and further speculated that the heterogeneity could result from fragmentation or collisional processes that occurred on the precursor of Phaethon and the 2005 UD. Ryabova, Avdyushev & Williams (2019) asserted that 2005 UD is not a member of the Phaethon–Geminid complex based on their dynamical analysis over the last 5000 yr; however, Hanuš et al. (2016), and more recently MacLennan, Toloio & Granvik (2021), suggested that the two objects might have separated from a common parent body a long time ago, approximately 10^6 yr ago or, more likely, even before this epoch. On the contrary, Karet a et al. (2021) argued that the similar spectral property is only by coincidence from the analysis of their near-infrared spectrum.

Polarimetric studies on Phaethon were recently conducted, and different research groups published a series of papers. First, Ito et al. (2018) noticed through their 2016 observations that Phaethon exhibited a large polarization degree of up to \( \sim 50\% \) at the largest phase angle (Sun–asteroid–observer angle) of their observation (\( \alpha = 106.5^\circ \)). Later, Shinnaka et al. (2018) derived the geometric albedo of \( p_V = 0.14 \pm 0.04 \) via the polarimetric slope and geometric albedo law and found that the geometric albedo is significantly larger than the comet nuclei (Buratti et al. 2004; Li et al. 2009, 2013; Fernández et al. 2013; Kim, Ishiguro & Usui 2014; Ciarniello et al. 2015). Devogèle et al. (2018) conducted independent polarimetric observations in 2017 and noticed that Phaethon’s polarimetric inversion angle, \( \alpha_0 \) (the phase angle when the polarization degree is zero) was within the range of typical asteroids but beyond the range of F-type asteroids and cometary nuclei, therefore supporting the idea of asteroidal origin. Borisov et al. (2018) utilised a set of data in Devogèle et al. (2018) and further stated that the rotational variation in the polarization degree was probably caused by local heterogeneity. Shinnaka et al. (2018) and Okazaki et al. (2020) pointed out that the polarization degree of Phaethon in 2017 was different from that in 2016 at larger phase angles (\( \alpha > 60^\circ \)) and conjectured that Phaethon might have large-scale surficial inhomogeneity.

We conducted the polarimetric observation using the same instruments as Ito et al. (2018) employed for Phaethon observation, which provides a reliable comparison between these two NSAs. Moreover, we re-analysed polarimetric data acquired through observations in Devogèle et al. (2020), including a set of unpublished data at a large phase angle. We also made a photometric observation at the opposition (\( \alpha \sim 1^\circ \)) for deriving the absolute magnitude and diameter. In Section 2, we describe our observations and data analysis. We report our findings in Section 3. In Section 4, we provide an interpretation of our polarimetric results compared to other asteroids and meteorite samples.

# 2 OBSERVATIONS AND DATA ANALYSIS

## 2.1 Observations

Table 2 shows the summary of our observations. We performed polarimetric observations for 9 nights from 2018 September 24–October 9 using the 1.6-m Piriška Telescope at the Nayoro Observatory of Faculty of Science, Hokkaido University (NO), Japan (Minor Planet Center observatory code Q33). We employed a Multi-Spectral Imager (MSI) mounted at the f/12 Cassegrain focus of the telescope (Watanabe et al. 2012). In the standard imaging mode, MSI covers a field of view (FOV) of 3.3’ × 3.3’ with 0.39 arcmin pixel^−1 resolution. MSI has an imaging polarization mode covering two adjacent sky areas of 3.3’ × 0.7’ each which are separated by 1.7’ with a polarization mask. We conducted the imaging polarimetry using the southern part of the sky in the FOVs, inserting the polarization mask, Wollaston beam splitter, and rotatable \( \lambda / 2 \) plate into the MSI optical path. We chose the standard \( R_c \)-band filter (with the central wavelength at 0.64 \( \mu \)m and the effective bandwidth of 0.15 \( \mu \)m, see, Watanabe et al. 2012). We operated the telescope mount in asteroid tracking mode, so background objects (e.g. stars and galaxies) were trailed in the FOV. During the observations, we examined the signal-to-noise ratio (S/N) and tuned individual exposure times in the range from 60 to 180 sec to archive S/N \( \sim 10–100 \) in the single exposures. At the beginning of the polarimetric run (\( \alpha \geq 46.4^\circ \)), we could not obtain substantial numbers of polarimetric images (N in Table 2) because of unfavourable weather conditions. However, we obtained sufficient numbers of images after October 2 (\( \alpha \leq 33.50^\circ \)) owing to clear-sky conditions.

In addition to the above polarimetry, we conducted photometric observations for 2 nights on 2018 October 12 and 13 using the 1-m
Table 2. Observation circumstance.

| Date       | UT     | Telescopes/instruments | Modea | Filter | Exptimeb (sec) | N°     | Airmass | r° (au) | Δ° (au) | Ω° (deg) | φ° (deg) |
|------------|--------|------------------------|-------|--------|---------------|--------|---------|--------|---------|----------|----------|
| 2018 Sep 24 | 15:07–16:14 | NO/MSI | Pol | RC   | 180       | 12  | 1.94–2.96 | 1.07 | 0.23  | 68.08  | 269.41   |
| 2018 Sep 25 | 15:59–19:38 | NO/MSI | Pol | RC   | 120       | 28  | 1.26–1.90 | 1.08 | 0.23  | 63.60  | 269.16   |
| 2018 Sep 27 | 14:29–15:36 | NO/MSI | Pol | RC   | 90       | 24  | 1.75–2.51 | 1.11 | 0.22  | 55.44  | 268.55   |
| 2018 Oct 02 | 13:04–19:45 | NO/MSI | Pol | RC   | 60       | 128 | 1.24–2.22 | 1.19 | 0.23  | 33.49  | 266.37   |
| 2018 Oct 03 | 13:32–19:20 | NO/MSI | Pol | RC   | 60       | 260 | 1.24–1.78 | 1.20 | 0.24  | 29.28  | 265.93   |
| 2018 Oct 04 | 11:55–19:42 | NO/MSI | Pol | RC   | 60       | 328 | 1.24–2.75 | 1.21 | 0.24  | 25.47  | 265.57   |
| 2018 Oct 08 | 13:36–17:04 | NO/MSI | Pol | RC   | 90       | 100 | 1.25–1.40 | 1.27 | 0.28  | 11.67  | 265.11   |
| 2018 Oct 09 | 13:11–18:46 | NO/MSI | Pol | RC   | 90       | 172 | 1.25–2.07 | 1.28 | 0.29  | 8.66   | 265.69   |
| 2018 Oct 12 | 10:53–19:46 | SAO/STX-16803 | Photo | RC   | 60       | 413 | 1.16–2.53 | 1.32 | 0.32  | 1.14   | 265.68   |
| 2018 Oct 13 | 10:36–18:57 | SAO/STX-16803 | Photo | RC   | 60       | 398 | 1.16–2.59 | 1.33 | 0.34  | 1.35   | 265.68   |
| 2018 Sep 12 | 05:21–05:29 | NOT/ALFOSC+FAPOL | Pol | RC   | 120       | 4  | 2.14–2.27 | 0.86 | 0.34  | 106.47  | 266.93   |
| 2018 Sep 19 | 04:58–05:18 | NOT/ALFOSC+FAPOL | Pol | RC   | 90       | 8   | 1.40–1.51 | 0.98 | 0.27  | 87.74  | 269.52   |
| 2018 Sep 30 | 05:03–05:34 | NOT/ALFOSC+FAPOL | Pol | RC   | 60       | 12  | 1.08–1.11 | 1.15 | 0.22  | 44.01  | 267.47   |
| 2018 Oct 01 | 05:49–05:53 | NOT/ALFOSC+FAPOL | Pol | RC   | 60       | 4   | 1.17–1.17 | 1.17 | 0.23  | 39.53  | 267.00   |
| 2018 Oct 02 | 02:47–03:39 | NOT/ALFOSC+FAPOL | Pol | RC   | 60       | 40  | 1.07–1.11 | 1.18 | 0.23  | 35.71  | 266.60   |
| 2018 Oct 04 | 23:57–00:44 | NOT/ALFOSC+FAPOL | Pol | RC   | 60       | 28  | 1.27–1.48 | 1.22 | 0.24  | 24.08  | 265.44   |
| 2018 Oct 12 | 21:02–21:38 | NOT/ALFOSC+FAPOL | Pol | RC   | 60       | 32  | 1.10–1.20 | 1.31 | 0.31  | 2.58   | 274.48   |
| 2018 Oct 14 | 01:36–01:55 | NOT/ALFOSC+FAPOL | Pol | RC   | 60       | 16  | 1.10–1.12 | 1.34 | 0.34  | 2.25   | 63.71    |
| 2018 Nov 01 | 05:57–01:58 | NOT/ALFOSC+FAPOL | Pol | RC   | 60       | 36  | 1.08–1.15 | 1.35 | 0.35  | 4.18   | 70.82    |
| 2018 Oct 17 | 02:10–03:03 | NOT/ALFOSC+FAPOL | Pol | RC   | 75       | 36  | 1.22–1.43 | 1.38 | 0.38  | 7.83   | 74.11    |

Notes: a Observation mode (photo: Photometry, Pol: Polarimetry). b Exposure time in seconds. c Number of valid exposures. d Median heliocentric distance in au. e Median geocentric distance in au. f Median solar phase angle in degrees. g Position angle of the scattering plane in degrees.

The Web-based JPL Horizons system (https://ssd.jpl.nasa.gov/horizons/) was used to obtain r, Δ, α, and φ in the table.

teleoscope at the Seoul National University Astronomical Observatory (SAO) on the Gwanak campus, Seoul, South Korea (Im et al. 2021). Although the observatory is located at the southern edge of a large metropolitan area where the sky is severely affected by light pollution, the specifications of the telescope and instruments are sufficient to obtain meaningful light-curve data for the bright asteroid (~15.7 mag) on these nights. The observations were performed taking advantage of the rare observation opportunity when the asteroid was located in the opposite direction from the Sun (i.e., the solar phase angle α = 0.8–1.5°). Accordingly, the observation data offer a forte for enabling derivation of the absolute magnitude (defined as a magnitude observed at opposition from the unit observer’s and heliocentric distances). We utilised the Santa Barbara Instrument Group STX-16803 CCD camera (4096 × 4096 pixels at 9 μm) mounted on the j/6 Nasmyth focus. This combination of the telescope and CCD camera covers the FOV of 2.11 × 2.11 with a pixel scale of 0.31 arcmin pixel⁻¹. The telescope was operated in asteroid tracking mode.

Table 2 also contains information on data acquired using the 2.5-m Nordic Optical Telescope (NOT, MPC code Z23) at the Observatorio del Roque de los Muchachos, La Palma, Canary Islands, Spain. These data were re-analysed in this work. The description of the observation is given in Devogèle et al. (2020). The data were acquired with the ALFOSC instrument and the FAPOL polarimeter. A broadband filter called R_Bes 650.130 was used for the observation. Since the transmittance of the filter is very similar to that of the MSI R_C-b band filter, we regard R_Bes 650.130 as the standard R_C-band filter in this paper. The polarimetric images were acquired through a calcite plate and a rotatable λ/2 plate. Because a field mask was not inserted for the observations, the ordinary and the extraordinary components are overlapped together with a small offset angle (15 arcmin). The combination of these instruments covers a circular FOV of ~1° with 0.43 arcmin pixel⁻¹ resolution. It is important to notice that there is a set of polarimetric images taken at a very large phase angle (106.47°) but not published in Devogèle et al. (2020) because only one set of polarimetric images was acquired on that night (UT 2018 September 12). Because these data are important to constrain the maximum polarization degree (P_max), we analysed the data with great care, as shown below.

2.2 Data analysis

We analysed the MSI polarimetric data in the same manner as Ishiguro et al. (2017) and Ito et al. (2018). The outline consists of (i) preprocessing using bias and dome–flat data, (ii) cosmic ray rejection, (iii) masking field stars near the target asteroid, (iv) source flux extraction from ordinary and extraordinary regions on MSI images using the aperture photometry algorithm while avoiding the masked regions for the field stars, and (v) derivation of the Stokes parameters (I, Q, and U), the linear polarization degree (P), and the position angle of polarization (θ_p). Since the details about the reduction and error analyses are given in these reference papers, we do not repeat the description in this paper. However, there is one difference regarding the process step (v) that is worth explaining. Since the primary and secondary mirrors of the Pirka Telescope were cleaned on 2017 February 11 (i.e. after the Phaethon observation and before the 2005 UD observation), it was thought that the cleaning process might have changed the instrumental polarization parameters. We obtained the polarimetric calibration data in 2018 March and 2019 June–September to examine the secular change after the maintenance period (see Table 3). Over 3 yr, the change in calibration parameters created only a 0.024–0.086 per cent difference in the polarization degree, comparable to or even smaller than the weighted mean errors of our final polarimetric results. Although the
Table 3. Polarimetric calibration parameters (\(R_c\)-band).

| Date       | Instruments       | \(P_{\ell} \, ^{\#1}\) | \(\theta_{\ell,1} \, ^{\#2}\) | \(\theta_{\ell,2} \, ^{\#3}\) | \(\theta_{\ell,3} \, ^{\#4}\) | Remarks                                                                 |
|------------|-------------------|--------------------------|--------------------------------|--------------------------------|--------------------------------|-------------------------------------------------------------------------|
| 2016 Oct   | MSI               | 99.48 ± 0.03             | 0.705 ± 0.017                  | 0.315 ± 0.016                  | 3.94 ± 0.31                  | Calibration data in Ito et al. (2018)                                    |
|            |                   |                          |                                |                                |                               | UP*: G191B2B, HD21447                                                   |
|            |                   |                          |                                |                                |                               | SP*: HD19820 (1.46 ± 0.16), HD25443                                     |
|            |                   |                          |                                |                                |                               | (133.65 ± 0.28)                                                        |
| 2018 Mar   | MSI               | 99.13 ± 0.01             | 0.791 ± 0.025                  | 0.339 ± 0.020                  | 3.66 ± 0.17                  | Calibration data in this study                                          |
|            |                   |                          |                                |                                |                               | UP*: G191B2B, GD319, Gamma Boo, HD154892, HD21447                        |
|            |                   |                          |                                |                                |                               | SP*: HD19820 (11.46 ± 0.16), HD204827                                  |
|            |                   |                          |                                |                                |                               | (59.10 ± 0.17), HD25443                                                 |
|            |                   |                          |                                |                                |                               | (133.65 ± 0.28)                                                        |
| 2019 Jun–Sep | MSI             | 99.60 ± 0.01             | 0.828 ± 0.006                  | 0.311 ± 0.006                  | 3.17 ± 0.07                  | Calibration data in this study                                          |
|            |                   |                          |                                |                                |                               | UP*: HD14069, HD154892, HD212311                                       |
|            |                   |                          |                                |                                |                               | SP*: BD+64106 (96.74 ± 0.54), HD155197                                  |
|            |                   |                          |                                |                                |                               | (102.88 ± 0.18), HD161056 (67.33 ± 0.23), HD204827                    |
|            |                   |                          |                                |                                |                               | (59.10 ± 0.17), Hiltner 960 (54.54 ± 0.16)                               |
| 2018 Sep–Oct | NOT/ALFOSC+FAPOL | 100 (assumed)            | −0.043 ± 0.005                 | −0.077 ± 0.075                 | 93.10 ± 0.06                 | Calibration data in this study                                          |
|            |                   |                          |                                |                                |                               | UP*: BD+284211, BD+323739, G191B2B, HD14069                                |
|            |                   |                          |                                |                                |                               | SP*: BD+59389 (98.14 ± 0.1), VI Cyg #12                                  |
|            |                   |                          |                                |                                |                               | (116.23 ± 0.14)                                                        |

Notes: \(^{\#1}\) Polarimetric efficiency in \%, see Ishiguro et al. 2017. \(^{\#2}\) Instrumental polarization of \(Q/100\) in \%, \(^{\#3}\) Instrumental polarization \(U/100\) in \%.

\(^{\#4}\) Reference position angle of the polarization in degrees.

\(^{\#5}\) Unpolarized standard stars. We regarded these polarization degrees as zero.

\(^{\#6}\) Polarized standard stars. The catalogued position angles in degrees are given in the parentheses.

difference was small, we applied the set of parameters obtained in 2018 March (after the maintenance) to provide reliable data sets.

We analysed the ALFOSC/FAPOL polarimetric data in a manner similar to the MSI data. The instrumental polarization parameters are examined by observing polarimetric standard stars (Table 3). We paid particular attention to field stars in this polarization data analysis. Because signals from ordinary and extraordinary components overlap in the obtained images, the asteroid signal is occasionally contaminated by the field stars. In particular, the asteroid most frequently encountered field stars on 2018 September 19 because it was located close to the galactic plane (the galactic latitude of 1.5°). We contrived a technique to eliminate field stars (see Appendix A). By this process, field stars vanished from the sky region near the asteroid in most images, making it possible to derive the polarization degree for the night. For the data of 2018 September 12 (\(\alpha = 106.47^\circ\)), we found that there are no field stars brighter than 20.8 magnitudes (i.e. stars listed in the Gaia catalogue, Gaia Collaboration 2018) passing within the aperture of the asteroid. We also checked whether there are hot pixels and cosmic rays within the aperture of the asteroid and found no such pixels. For these reasons, we derived the polarization degree at the largest phase angle (\(\alpha = 106.47^\circ\)) even from the single set of polarimetric images. Because the weighted mean is not available for the data on 2018 September 12, we append the error based on the S/N and the systematic error associated with the instrumental polarization parameters.

The photometric data were preprocessed in the standard manner for CCD data. The original object images were bias- and dark-subtracted and flat-fielded using the dome flat. The cosmic ray was then removed using the L. A. Cosmic algorithm (van Dokkum 2001) implemented in astrosnapper.\(^1\) Then, the World Coordinate System information was appended in each image header by the offline version of astrometry.net (Lang et al. 2010). We queried the Pan-STARRS1 DR1 (hereafter DR1) catalogue (Flewelling et al. 2020) \(r\) magnitude after preprocessing in the range between 10.0 and 15.2 mag, and toggled flags if there were DR1-catalogued objects near the target asteroid in order to avoid contamination of the photometric signal of the asteroid. In addition, we discarded the extracted objects from the DR1 catalogue if any pairs of stars were close to them. We only selected objects that were (1) not recognised as a quasar, galaxy, or variable star based on the DR1 catalogue’s flags, and (2) observed several instances in the shorter wavelengths (at least three times for the \(g\)- and \(r\)-band and once for the \(i\)-band).

Finally, we had a minimum of 5 to a maximum of more than 20 stars in each image. The magnitudes of these stars were used for the photometric calibration, as explained below.

The aperture shape of each star is designed as that of a pill-box. It is a combination of a rectangle and two half-ellipses, similar to TRIPPy (Fraser et al. 2016). The position angle of the aperture is obtained by fitting the two-dimensional elliptical Gaussian to field stars with the initial guess from the ephemerides, and the sigma-clipped median of the angles of the field stars is used to determine the aperture position angles. After testing many combinations of the semi-major and minor axis lengths of the half-ellipses, we empirically determined the appropriate solution for half-circles with a radius of 1.75 \(F\), where \(F\) is the full width at half-maximum (FWHM) of the point sources, to enclose a sufficient amount of the stellar signal even when the tracking accuracy of the telescope mount was not perfect. Therefore, the aperture was set as a combination of a rectangle with width \(L\), the expected trail length of the asteroid concerning the field stars during the exposure time retrieved from the ephemerides, and height 3.50 \(F\), with two half-circles with radius 1.75 \(F\). The instrumental magnitude of each frame was calculated by subtracting the sky value estimated from the locally defined pill-box annulus with inner and outer radii of 4 and 6 \(F\), respectively, while retaining the same width \((L)\) of the rectangle. For the asteroid, which is the tracked target, we set a circular aperture with a radius of 2 \(F\) and the circular annulus for the sky flux with inner and outer radii of 4 and 6 \(F\). We confirmed that a change of the apertures’ sizes affected the results only within much less than the estimated 1–\(\sigma\) error bars.

The magnitudes in DR1 were converted into Johnson–Cousins \(R_c\) magnitudes by the transformation formula given in Tonry et al. (2012). By comparing the instrumental and catalogue magnitudes, we determined the photometric zero point of each image. The instrumental magnitudes were then converted to the standardised

\(^{1}\)https://github.com/astropy/astrosnapper version 1.0.8 with a separable median filter and specifically tuned parameters.
magnitudes using the photometric extinction zero point. We ignored the colour-
term for the atmospheric extinction, which would be negligible for stars of $0 \lesssim g - r \lesssim 1$ from our analysis (zero-point slope $\lesssim 0.05$ for $g - r$).

The observed $R_C$ magnitudes, $R$, were converted into reduced magnitudes (hypothetical magnitudes at the unit heliocentric distance of 1 au and the observer’s distance of 1 au), which is given by,

$$ m_R(1, 1, \alpha) = R - 5 \log_{10}(r_\Delta), $$

(1)

where $r_\Delta$ and $\Delta$ are the heliocentric and the observer’s distances in au during the epoch of our observation. Since our photometric data were acquired at the opposition (i.e. $\alpha \sim 1$), we ignored the $\alpha$-dependency of the magnitude and derived the absolute magnitude $H_R := m_R(1, 1, 0)$ in the $R_C$-band.

To obtain the light-curve, we further corrected the light-time to consider the asteroid’s rotation while light travelled to the observer’s location. Finally, we manually inspected each image with the locations of photometric apertures to check whether our photometric results were affected by unexpected problems (such as close encounters with background objects that are not listed in the DR1 or imperfect centring of objects due to the low S/N, and so on.). Of 810 images, 41 images were excluded due to such unexpected situations. Since data points with a large scatter (29 data points) were automatically rejected in the period analysis, 740 photometric data points were used in this work.

3 RESULTS

In this section, we report our polarimetric and photometric findings separately as below.

3.1 Phase angle dependence of polarization degree

The weighted mean values of the nightly polarimetric data are given in Table 4. We also show the phase angle dependence of polarization degrees in Fig. 1. The data cover a wide area of the solar phase angles up to $\alpha = 106.47^\circ$. In Fig. 1, we show the polarization degrees of Phaethon and several asteroids (C- and S-groups, which are common in the near-Earth space). At a glance, it is evident that 2005 UD exhibits a polarization phase curve consistent with that of Phaethon but significantly different from that of S-group asteroids, as already noticed in Devogèle et al. (2020). Moreover, the polarization phase curve of 2005 UD at lower phase angles ($\alpha \lesssim 60^\circ$) is not as steep as those of C-type asteroids, (101955) Bennu (Cellino et al. 2018), (152679) 1998 KU$_2$ (Kuroda et al. 2018), and (162173) Ryugu (Kuroda et al. 2021). Because the polarization slope around the inversion angle is primarily dependent on the albedos but less dependent on particle sizes (Geake & Dollfus 1986), it is reasonable to hypothesize that 2005 UD and Phaethon have similar albedo values for the observed wavelength ($R_C$-band).

We fit the polarization phase curve using an empirical function that has been widely employed for the $P_I(\alpha)$ curves (Lumme & Muinonen 1993):

$$ P_I(\alpha) = h \left( \frac{\sin \alpha}{\sin \alpha_0} \right)^{c_1} \left( \frac{\cos \frac{\alpha}{2}}{\cos \frac{\alpha_0}{2}} \right)^{c_2} \sin(\alpha - \alpha_0), $$

(2)

where $h$, $c_1$, $c_2$, and $\alpha_0$ are all free parameters for fitting the $P_I(\alpha)$ curve. In equation (2), we modified the original formula so that $h$ coincided with the slope at the polarimetric inversion angle $\alpha = \alpha_0$. This empirical formula was probably contrived because $P_I = 0$ is guaranteed at $\alpha = 0^\circ$, $\alpha_0$, and 180$^\circ$ when $c_1 > 0$ and $c_2 > 0$. However, the restriction on $c_1$ and $c_2$ sometimes prevents us from fitting some phase curves. Thus, recent polarimetric observations of NSA, (1566) Icarus, over a very large $\alpha$ range suggest a limitation of equation (2) that $P_I(\alpha)$ data cannot be expressed by this equation when the restriction of $c_1 > 0$ and $c_2 > 0$ is applied (Ishiguro et al. 2017). Therefore, we also tested the data fitting without the restriction. Hereafter, we call the former case ($c_1 > 0$ and $c_2 > 0$) the ‘bound’ case and the latter the ‘unbound’ case. Moreover, we fitted the data at small phase angles ($\alpha < 45^\circ$). We assumed $\alpha_0 \in [10^\circ, 35^\circ]$ and $h \in [0\% \deg^{-1}, 1 \% \deg^{-1}]$ for both cases.

The detailed descriptions of the fitting and the code are given in Appendix B. We employed the Markov chain Monte Carlo (MCMC) method implemented in PyMC3 (Salvatier, Wiecki & Fonnesbeck 2016) and standard least-square (minimum $\chi^2$) root finding to perform a comprehensive search for the best-fit parameters and their uncertainties. We compiled data in Table 4 and the data acquired with FoReRo2 (Devogèle et al. 2020) for the fitting. The fitting results are summarized in Table 5 and shown in Fig. 2. Two parameters, $a_{\max}$ and $P_{\max}$, are not well determined because the polarization phase curve keeps increasing even at the largest observed phase angle ($\alpha = 106.47^\circ$). When $c_2 > 0$, the polarization phase curve was not fitted to the data at large phase angles (Fig. 2 left). The bound case also does not work in the small phase angles (see the blue area in Fig. 2). Therefore, there are discrepancies in $P_{\min}$ and $c_{\max}$ between these three cases. However, we obtained a set of consistent and reliable results of $h$, $a_0$, $a_{\min}$, and $P_{\min}$ for both the unbound (all) and unbound ($\alpha < 45^\circ$) cases. Almost all of the observed data points at low phase angles are in good agreement with the model curve within the margin of error (see the orange area in Fig. 2 right).

In the following discussion, we adopted the results of polarimetric parameters obtained in the unbound case for both all data and $\alpha < 45^\circ$ data.

3.2 Geometric albedo

It is known that the polarization slope $h$ exhibits good correlation with the geometric albedo (the so-called polarimetric slope–albedo law). The correlation was noticed by Widorn (1967) and Kenknight, Rosenberg & Wehner (1967) for the first time. The relation is understandable phenomenologically when considering that multiple scattering between individual constitutive scattering elements randomises the scattering plane so that a highly reflective surface tends to indicate a small polarization degree and, therefore, a low polarization slope (Dollfus & Titulaer 1971). The polarimetric slope–albedo law is written as

$$ \log_{10}(p_v) = C_1 \log_{10}(h) + C_2, $$

(3)

where $C_1$ and $C_2$ are constants. The uncertainty is obtained by

$$ \Delta P_v \approx P_v \ln 10 \sqrt{\left( \log_{10}(h) \Delta C_1 \right)^2 + (\Delta C_2)^2 + \frac{(C_1 \Delta h)^2}{h \ln 10}}. $$

(4)

In equation (4), we take account of the error of the polarization slope ($\Delta h$) and the errors of these coefficients ($\Delta C_1$ and $\Delta C_2$). These constants and errors have been examined using different sets of observational data. We employed these values from the latest publications (Cellino et al. 2015; Lupishko 2018), and we obtained the geometric albedo in the $R_C$-band of $p_{h0} \approx 0.1$ (Table 6). It is important to notice that the geometric albedo is usually defined in the V-band rather than the $R_C$-band. We obtained the polarimetric data using the $R_C$-band filter because the Pirka/MSI band provides more reliable data (i.e. smaller error) than the V-band. In this paper, we regard $p_v = p_{h0}$ in the following discussion because the colour index ($V -
Table 4. Polarimetric results.

| Date      | $\alpha$ | $P^a$ (%) | $\sigma P^b$ (%) | $\theta^c_0$ (°) | $\delta \theta^c_0$ (°) | $P_r^c$ (%) | $\theta_r^c$ (°) | Telescopes/instruments |
|-----------|----------|-----------|-----------------|-----------------|----------------------|-----------|----------------|-----------------------|
| 2018 Sep 24 | 68.08    | 22.74     | 3.59            | −0.33           | 4.52                 | 22.73     | 0.91           | NO/MSI                 |
| 2018 Sep 25 | 63.60    | 19.45     | 0.84            | −4.02           | 1.24                 | 19.33     | −3.18         | NO/MSI                 |
| 2018 Sep 27 | 55.44    | 14.10     | 1.29            | −0.80           | 2.65                 | 14.09     | 0.65           | NO/MSI                 |
| 2018 Oct 02 | 33.49    | 4.22      | 0.22            | −5.38           | 1.53                 | 4.22      | −1.75         | NO/MSI                 |
| 2018 Oct 03 | 29.28    | 2.40      | 0.10            | −5.37           | 1.21                 | 2.39      | −1.13         | NO/MSI                 |
| 2018 Oct 04 | 25.47    | 1.43      | 0.09            | −4.63           | 1.86                 | 1.43      | −0.20         | NO/MSI                 |
| 2018 Oct 08 | 11.67    | 1.16      | 0.10            | 82.57           | 2.41                 | −1.16     | 87.46         | NO/MSI                 |
| 2018 Oct 09 | 8.66     | 1.37      | 0.09            | 82.81           | 1.79                 | −1.36     | 87.13         | NO/MSI                 |
| 2018 Sep 12 | 106.47   | 51.44     | 3.62            | −5.11           | 2.01                 | 51.31     | −2.04         | NOT/ALFOSC+FAPOL       |
| 2018 Sep 19 | 87.74    | 43.18     | 0.59            | −1.24           | 0.39                 | 43.16     | −0.76         | NOT/ALFOSC+FAPOL       |
| 2018 Sep 30 | 44.01    | 8.68      | 0.14            | −5.24           | 0.47                 | 8.65      | −2.72         | NOT/ALFOSC+FAPOL       |
| 2018 Oct 01 | 39.53    | 6.49      | 0.13            | −5.42           | 0.56                 | 6.47      | −2.43         | NOT/ALFOSC+FAPOL       |
| 2018 Oct 02 | 35.71    | 4.97      | 0.10            | −6.05           | 0.60                 | 4.95      | −2.64         | NOT/ALFOSC+FAPOL       |
| 2018 Oct 04 | 24.08    | 1.17      | 0.11            | −3.46           | 2.60                 | 1.17      | 1.10          | NOT/ALFOSC+FAPOL       |
| 2018 Oct 05 | 20.15    | 0.08      | 0.07            | 3.63            | 24.76                | 0.08      | 8.49          | NOT/ALFOSC+FAPOL       |
| 2018 Oct 10 | 2.58     | 0.64      | 0.08            | −88.20          | 3.77                 | −0.64     | 87.32         | NOT/ALFOSC+FAPOL       |
| 2018 Oct 12 | 0.74     | 0.38      | 0.09            | −28.21          | 7.05                 | −0.33     | 104.65        | NOT/ALFOSC+FAPOL       |
| 2018 Oct 14 | 2.25     | 0.84      | 0.11            | 80.46           | 3.80                 | −0.70     | 106.74        | NOT/ALFOSC+FAPOL       |
| 2018 Oct 15 | 4.18     | 0.93      | 0.09            | 72.25           | 2.81                 | −0.93     | 91.43         | NOT/ALFOSC+FAPOL       |
| 2018 Oct 17 | 7.83     | 1.02      | 0.12            | 68.38           | 3.50                 | −1.00     | 84.28         | NOT/ALFOSC+FAPOL       |

Notes: $^a$Nightly averaged polarization degree as a percentage.
$^b$Uncertainty of $P$ as a percentage.
$^c$Position angle of the strongest electric vector in degrees.
$^d$Uncertainty of the $\theta_0$ in degrees.
$^e$Polarization degree referring to the scattering plane as a percentage. It is defined as $P_r = P \cos(2\theta_0)$.
$^f$Position angle referring to the scattering plane in degrees. It is given as $\theta_r = \theta_0 - (\phi = 90^\circ)$.

$R_C = 0.35 \pm 0.02$ for 2005 UD (Jewitt & Hsieh 2006) effectively matches $(V − R_C) = 0.354 \pm 0.010$ for the Sun (Holmberg, Flynn & Portinari 2006), suggesting that the albedo values are less dependent on wavelength between these bands (i.e. $V$ and $R_C$).

3.3 Photometric result and 2005 UD’s diameter

Fig. 3 shows the light-curve at the phase angle $\alpha = 0.8–1.5^\circ$. After correction of the distance effect using equation (1), we obtained the reduced magnitudes near the opposition, which were almost equivalent to the absolute magnitude $H_K$ because of the small phase angle. We obtained the mean absolute magnitudes of 17.182 on 2018 October 12 and 17.189 on 2018 October 13 in the $R_C$-band. We utilised the generalised Lomb-Scargle periodogram (Zechmeister & Kürster 2009) to determine the synodic rotational period and obtained $T_{rot} = 5.2388 \pm 0.0022$ h, assuming that one rotation creates two peaks and two troughs. For confirmation, we constructed the light-curve folded with the determined $T_{rot}$ and confirmed that the light-curve data obtained at different times were effectively overplotted (Fig. 3). Since the shape and amplitude of the light-curve are similar for these peaks and troughs, we cannot rule out the cases for more than three peaks and troughs in one rotation as a solution. However, as discussed in Devogèle et al. (2020) that more than three peaked light-curve is less likely, we adopt a rotation period of $T_{rot} = 5.2388 \pm 0.0022$ h. From the light-curve, we derived an amplitude of 0.293 mag, which corresponds to the apparent axial ratio of 1.31.

The effective diameter $D$ (km) is given by the following equation:

$$D = \frac{C}{\sqrt{P_v}} 10^{-H_v/5},$$

(5)

where $C = 2 au \times 10^{15}/5 = 1329$ km is a constant ($V_0$ is the $V$-band magnitude of the Sun at 1 au; Pravec & Harris 2007). It should be noted that the constant $C$ was derived for the absolute magnitude $H_v$ rather than $H_K$. Considering again that the colour index of the asteroid $(V − R_C) = 0.35 \pm 0.02$ (Jewitt & Hsieh 2006), we obtained the mean $V$-band absolute magnitude of 2005 UD as $H_v = 17.54 \pm 0.02$. Substituting $H_v$ and $P_v$ into equation (5), we found the apparent diameter of $D \sim 1.3$ km. Strictly, the diameter ranges from $D = 1.26$ km for $P_v = 0.109$ to $D = 1.38$ km for $P_v = 0.088$ using the unbound case in Table 6. The minimum and maximum values of $P_v$ are calculated according to the lower bound of the minimum and upper bound of the maximum albedo estimation in the unbound case, excluding the last row in the table.

4 DISCUSSION

The derived albedo, diameter, rotational period, and absolute magnitude were compared with previous results (see Table 1). All of them are consistent with each other, strengthening the reliability of these results. In the following subsection, we compare our polarimetric results with those of other asteroids and laboratory samples, and we conjecture a corresponding meteorite type and surface physical condition (porosity and grain size).

4.1 $\alpha$–$P_{min}$ relation

To begin with, we examine two parameters ($P_{min}$ and $\alpha_0$) for characterizing the negative branch of the polarization phase curve: $P_{min}$ is the minimum polarization degree, and $\alpha_0$ is the inversion angle at which $P_r(\alpha_0) = 0$ takes place. $\alpha_0$ is sometimes noted as $\alpha_{inv}$ in some literature. Fig. 4(a) indicates the comparison of the $\alpha_0$–$P_{min}$ relation between 2005 UD and other asteroids. These $\alpha_0$–$P_{min}$ data of asteroids other than 2005 UD and Bennu are given in fig. 5 of Belskaya et al. (2017). In the Belskaya database, taxonomic
Table 5. Polarimetric fitting results.

| Boundness $^a$ | Results $^b$ | $h$ ($\%$ deg$^{-1}$) | $c_0$ | $c_1$ | $c_2$ | $\sigma_{\text{min}}$ ($\%$) | $P_{\text{min}}$ (%) | $\sigma_{\text{max}}$ ($\%$) | $P_{\text{max}}$ (%) |
|----------------|--------------|------------------------|------|-------|------|---------------------------|-------------------|------------------------|-------------------|
| Bound (all data) | LS           | 0.197                  | 20.65 | 1.159 | 0.000 | 11.07                     | −0.93            | (99.58)                | (36.45)           |
|                | +            | 0.011                  | 0.27  | 0.063 | 0.011 | 0.23                      | 0.10             | (0.33)                 | (1.06)            |
|                | −            | 0.012                  | 0.29  | 0.058 | 0.000 | 0.23                      | 0.09             | (0.36)                 | (1.01)            |
|                | MC           | 0.006                  | 0.13  | 0.029 | 0.005 | 0.08                      | 0.03             | (0.13)                 | (0.37)            |
| Unbound (all data) | LS           | 0.197                  | 19.71 | 0.734 | −1.894 | 8.44                     | −1.17            | −                      | −                 |
|                | +            | 0.007                  | 0.28  | 0.048 | 0.174 | 0.34                      | 0.08             | −                      | −                 |
|                | −            | 0.008                  | 0.29  | 0.044 | 0.171 | 0.34                      | 0.08             | −                      | −                 |
|                | MC           | 0.004                  | 0.14  | 0.022 | 0.081 | 0.13                      | 0.03             | −                      | −                 |
| Unbound ($\alpha < 45^\circ$ ) | LS           | 0.207                  | 19.93 | 0.801 | −0.167 | 8.89                     | −1.20            | −                      | −                 |
|                | +            | 0.011                  | 0.33  | 0.083 | 1.533 | 0.52                      | 0.08             | −                      | −                 |
|                | −            | 0.011                  | 0.34  | 0.077 | 1.520 | 0.54                      | 0.08             | −                      | −                 |
|                | MC           | 0.020                  | 19.92 | 0.803 | −0.142 | 8.90                     | −1.20            | −                      | −                 |

Notes: $^a$‘Bound’ and ‘Unbound’ indicate conditions if $c_1$, $c_2 > 0$ is considered (the former) or not (the latter).

$^b$‘LS’: Least-square solution, ‘+’/‘−’: 1-$\sigma$ uncertainty bounds from the least-square method using MC samples, ‘MC’, and ‘sd’: The mean and standard deviation of the Monte Carlo samples, respectively.

$^c$ $\alpha_{\text{max}}$ and $P_{\text{max}}$ are less reliable and thus are in parentheses or omitted (see Section 3.1 and Appendix B).
types were appended using information obtained by either Tholen (1984) or DeMeo et al. (2009). It is known that $P_{\text{min}}$ depends not only on albedo, but also on surficial texture (i.e. porosity and grain size, Dollfus & Geake 1975), while $a_0$ is more sensitive to surficial texture (e.g. the existence of sub-wavelength small grains, Geake & Geake 1990). However, as mentioned in Belskaya et al. (2017), asteroids of the same taxonomic types tend to distribute in narrow regions in the $a_0-P_{\text{min}}$ plot, suggesting that the distribution in the plot is mostly determined by the compositions rather than the surficial textures for these observed samples. Our data point for 2005 UD is located in the M-type (possibly made of nickel-iron having moderately red spectra, Tholen 1984) concentration and close to the B-type concentration. This similarity can be explained by comparable albedo values (i.e. 0.14 ± 0.04 for B-type and 0.13 ± 0.05 for M-type, DeMeo & Carry 2013). It is, however, unlikely that 2005 UD has an M-type composition because this type of asteroid exhibits slightly red spectra, while 2005 UD exhibits a blue or almost flat spectrum (Jewitt & Hsieh 2006; Kinoshita et al. 2007; Devogèle et al. 2020). Therefore, among asteroids with blue – flat spectra (indicated as bluer symbols in Fig. 4a), B-type is the best counterpart of 2005 UD in the context of the polarimetric analysis (as described in the previous publications about 2005 UD).

Fig. 4(b) compares $a_0-P_{\text{min}}$ of 2005 UD with those of meteorite samples. These data were obtained by laboratory light scattering experiments at the University of Arizona (Zellner et al. 1977) and the Meudon Observatory (Geake & Dollfus 1986). Because the classifications of meteorites have been updated since these publications, we show the latest classification types in Table 7 based on the web-based service provided by the Meteoritical Society. While Zellner et al. (1977) did not describe the experimental accuracy, Geake & Dollfus (1986) described the accuracies of $P_{\text{min}}$ and $h$ (±0.05 per cent and ±0.005 per cent deg$^{-1}$, respectively). These accuracies are high enough for the discussion below. We did not plot the data for achondrite samples herein because their $P_{\text{min}}$ values ($> -0.5$ per cent) were substantially different from that of 2005 UD. From the comparison, two meteorite samples, CK4 (Karoonda) and

---

2https://www.lpi.usra.edu/ meteor/metbull.php
Figure 4. Comparison of $\alpha_0$-$P_{\min}$ between 2005 UD and (a) other asteroids and (b) meteorites. We chose 2005 UD results based on the fitting of all data in the unbound case (see Table 5).

Table 7. Polarimetric parameters of the meteorite samples.

| Name          | Class | $P_{\min}$ (%) | $\alpha_0$ (°) | $h$ (% deg$^{-1}$) | Filter$^a$ | Location$^b$ | Reference                 |
|---------------|-------|----------------|----------------|---------------------|------------|--------------|----------------------------|
| Mighei        | CM2   | −2.00          | 22.5           | 0.320               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Orgueil       | CI1   | −2.00          | 21.5           | 0.240               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Murchison     | CM2   | −1.80          | 23.0           | 0.300               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Allende       | CV3   | −1.10          | 25.0           | 0.160               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Karkona       | CK4   | −1.00          | 18.5           | 0.130               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Abeo          | EH4   | −1.20          | 18.5           | 0.150               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Ochansky      | H4    | −0.60          | 19.0           | 0.090               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Daniel’s Kuil | EL6   | −0.35          | 18.0           | 0.040               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Oubari        | LL6   | −0.65          | 22.5           | 0.080               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Pultusk       | H5    | −0.60          | 22.0           | 0.050               | … (0.580)  | …            | Geake & Dollfus (1986)     |
| Girgenti      | L6    | −0.35          | 18.0           | 0.040               | … (0.580)  | …            | Geake & Dollfus (1986)     |

Notes. Accuracies of data in Geake & Dollfus (1986) are 0.05 % for $P_{\min}$ and 0.005 % deg$^{-1}$ for $h$.

The other errors are not written in these reference papers.

$^a$ Filter name (the central wavelength in μm). ‘…’ denotes no information in the reference.

$^b$ Location of the laboratory, either the Meudon Observatory or the University of Arizona.
4.3 albedo–\(P_{\text{max}}\) relation

It is known that there is a correlation between albedo and \(P_{\text{max}}\) (Umov’s law, Umov (1905)). The albedo–\(P_{\text{max}}\) relation also depends on particle size and porosity Geake & Dollfus 1986; Worms et al. 1999. The particle size distribution of the lunar regolith has been investigated by measuring albedo and \(P_{\text{max}}\) (Dollfus 1999; Jeong et al. 2018). Although the \(P_{\text{max}}\) measurements are important for estimating the particle size and porosity, it is not easy to derive the \(P_{\text{max}}\) of asteroids because of the low visibility from ground-based observatories. Only NEAs provide opportunities to be observed at large phase angles. Fig. 6 compares the albedo–\(P_{\text{max}}\) relation between laboratory samples and asteroids, where the albedo is defined at the phase angle \(\alpha=5\)°. Note that we indicate lower limits of \(P_{\text{max}}\) for Phaethon and 2005 UD. We only consider asteroids with known albedo values observed at phase angle \(\geq 100\)° because most Solar system airless bodies (such as the Moon, Mercury, cometary dust, and the asteroid 4179 Toutatis) exhibit polarization maxima around \(\alpha \sim 100\)°, so that these polarimetric data provide more reliable estimates of \(P_{\text{max}}\) values. Phaethon and 2005 UD are likely covered with rock samples based on visual inspection in Fig. 6.

Using a formula in Shkuratov & Opanasenko (1992), we substituted the albedo at \(\alpha=5\)° (\(A_{\alpha}\)) and \(P_{\text{max}}\) of 2005 UD and obtained the lower limit of particle size of 280 \(\mu\)m. The lower limit is close to Phaethon (360 \(\mu\)m, Ito et al. 2018) and considerably larger than Toutatis (\(<50\) \(\mu\)m, Bach et al. 2019). However, it should be noted that these sizes are estimated using a formula based on the lunar regolith experiment. For carbonaceous asteroids such as Phaethon and 2005 UD, this size estimation method may not be applicable because the different composition and microscopic/sub-microscopic structure would result in different polarization phase curves. Therefore, we compare our observational results with the polarimetric measurement of CV and CO carbonaceous chondrites (Hadamik et al. 2011; Frattini et al. 2019). We are unable to find the experimental data for CK chondrites. Comparing \(P_{\text{max}}\) values between 2005 UD, Phaethon, and these anhydrous samples would make sense based on the low phase angle polarimetric properties (see Sections 4.1 and 4.2). Hadamik et al. (2011) measured ground and sieved samples whose maximum particle sizes were controlled by their device, while minimum sizes were not, and found that \(P_{\text{max}}\) depends on the maximum particle size but does not exceed 29 per cent (for Allende, CV3 chondrite with the particle size < 500 \(\mu\)m). Frattini et al. (2019) conducted a similar laboratory experiment for CV (Allende and DaG521) and CO3 (FRO99040 and FRO95002) chondrites with effective radius of 3.58–8.69 \(\mu\)m, and derived \(P_{\text{max}} = 10.0–12.6\) per cent. None of these ground and sieved carbonaceous chondrite samples showed \(P_{\text{max}}\) values as large as 2005 UD and Phaethon.

Why are \(P_{\text{max}}\) values of 2005 UD and Phaethon significantly larger than those of these anhydrous carbonaceous chondrites? First, different albedo values could be a possible reason. However, these meteorite samples indicate albedo values which are almost consistent with 2005 UD and Phaethon. The polarimetric slope \(h\) (the proxy of albedo) of the largest (\(<500\) \(\mu\)m) CV3 samples (\(h = 0.18 \pm 0.02\)) is as large as those of 2005 UD (\(h = 0.192 \pm 0.006\), this work) and Phaethon (\(h = 0.174 \pm 0.053\), Shinnaka et al. 2018). This fact suggests that the albedos of these asteroids and carbonaceous chondrites are similar to one another. Another possibility is the difference in porosity. According to Hadamik et al. (2002), it has been experimentally demonstrated that single-scattering becomes dominant in the case of materials with high porosity; therefore, \(P_{\text{max}}\) increases. However, in this case, \(\alpha_{\text{max}}\) becomes \(\sim 90\)°, which is not consistent with the polarization phase curve of Phaethon.

**Figure 5.** Comparison of \(h–P_{\text{min}}\) between 2005 UD and meteoritic samples. The slope of Phaethon (with an unknown \(P_{\text{min}}\)) is indicated by the arrow based on the result in Shinnaka et al. (2018). The B-type NEA, Bennu, is also shown in these plots. The 2005 UD result is derived from all data for the unbound case with MC results in Table 5.

EH4 (Abee), exhibit \(\alpha_{\text{0}}–P_{\text{min}}\) values similar to that of 2005 UD. However, it is unlikely that 2005 UD has a composition similar to EH4 (Abee), which exhibits a red spectrum in the B and V bands (Penttilä et al. 2018), and therefore, disagree with the optical colour of 2005 UD. In Fig. 4(b), four CV and CO chondrite samples [Allende (CV3), Grosnaja (CV3), Felix (CO3) and Ornans (CO3)] have \(P_{\text{min}}\) values roughly consistent with that of 2005 UD but indicate significantly large \(\alpha_{\text{0}}\) values (\(\geq 25\)°). In Zellner et al. (1977), where these meteorite data were given, the authors refrained from any specific interpretation of the large \(\alpha_{\text{0}}\) values of these meteorites because \(\alpha_{\text{0}}\) is sensitive to the sample preparation and the existence of submicron grains rather than the types of meteorites. Thus, at this stage of the discussion, we leave open the possibility that 2005 UD has a composition comparable to those of CV and CO as well as CK.

4.2 \(h–P_{\text{min}}\) relation

Next, we compared the \(h–P_{\text{min}}\) relation of 2005 UD with those of meteoritic samples (Fig. 5), where \(h\) denotes the polarimetric slope parameter (see equation (2)). In the plot, we included two B-type asteroids, Phaethon (Shinnaka et al. 2018) and Bennu (Cellino et al. 2018), for comparison, although Phaethon’s \(P_{\text{min}}\) value has not been determined to date. As we mentioned in Section 3.1, \(h\) is a good proxy for geometric albedo, showing that samples with high albedos are distributed leftward, while those with lower albedos are distributed rightward. From the comparison between these B-type asteroids and meteoritic samples, we found that 2005 UD and Phaethon are located near the concentration of meteoritic samples of petrographic types 3–4 (CK, CO, and CV, anhydrous). In contrast, we note that Bennu is close to the concentration of samples of anhydrous CK4, CV3, and CO3 chondrites. Lauretta et al. (2019) and Hamilton et al. (2019) reported that Bennu is linked to CM chondrites, which is consistent with the \(h–P_{\text{min}}\) of Bennu in Fig. 5. Therefore, we expect that the \(h–P_{\text{min}}\) relation of C-complex asteroids (including B-type asteroids) would provide a useful measure of aqueous alteration in future research.
and 2005 UD that keep increasing even when $\alpha > 100 \arcsec$. From a numerical simulation, Lasue & Levasseur-Regourd (2006) found that the presence of micron-sized grains in fluffy aggregates decreases $P_{\max}$. Moreover, Escobar-Cerezo et al. (2018) conducted a laboratory experiment for a lunar regolith simulant and found that $P_{\max}$ increased after removing particles with radius smaller than 1 $\mu$m. We thus suspect that such small grains would have been removed from these NSAs to explain the large difference in $P_{\max}$ between these experiments and observations.

Therefore, the most plausible explanation for the very large $P_{\max}$ values with large $\alpha_{\max}$ of these NSAs is the existence of large grains and the paucity of small micron-sized grains. The ejection of micron-sized grains can explain the lack of small grains via electrostatic lofting (Zimmerman et al. 2016) or thermal radiation pressure (Bach & Ishiguro 2021). However, these mechanisms are not sufficient to explain the dominance of large grains. We conjecture that sintering is a more probable mechanism for modifying the surfaces of these NSAs. The surface temperature of these asteroids reaches around 1000 K (MacLennan et al. 2021), which is high enough for the sintering of chondrites (beyond 600–700 K, Yomogida & Matsui 1984; Gupta & Sahijpal 2010).

By summarizing the polarization properties, the following evolutionary history of these NSAs can be inferred. After these asteroids were injected in the near-Sun orbits, the carbonaceous materials (with either hydrous or anhydrous silicates) would have experienced a high temperature of 900–1000 K around their perihelia. If the original ingredients contained hydrated silicates, they would have fully transformed to anhydrous silicates under such high temperatures (i.e. >900 K, Hiroi et al. 1996). This is the reason why our polarimetry of NSAs indicates the similarity to anhydrous meteoritic samples that have experienced significant heating. Small micron–submicron particles which were generated by impacts and thermal stress fill in the gaps between larger particles to produce even larger particles and reduce the porosity by sintering (Yomogida & Matsui 1984). As the porosity within particles or in the regolith layers decreases and the abundance of micron and submicron-sized grains decreases, the contact areas would enlarge to produce large grains, and, eventually, the multiple scattering is suppressed. This is a possible reason why these NSAs have very large $P_{\max}$ values and large $\alpha_{\max}$ despite the fact that their albedos are not as small as hydrated asteroids.

5 SUMMARY

We conducted photometric and polarimetric observations of 2005 UD during the 2018 observation opportunity. Our findings are as follows:

(i) The polarization phase curve is similar to that of Phaethon observed in 2016 for a wide range of the observed solar phase angles ($\alpha = 20–105 \arcsec$) but different from hydrous asteroids (101955) Bennu and (162173) Ryugu.
(ii) at low phase angles, the polarimetric property of 2005 UD is consistent with anhydrous carbonaceous chondrites,
(iii) the geometric albedo is in the range from 0.088–0.109, which is consistent with that of Phaethon but significantly larger than those of (101955) Bennu and (162173) Ryugu.

(iv) the mean absolute magnitude, synodic rotational period, and mean effective diameter are $H_V = 17.54 \pm 0.02$, $T_{rot} = 5.2388 \pm 0.0022$ h (assuming that one rotation creates two peaks and two troughs), and $D_{eff} = 1.32 \pm 0.06$ km.

(v) at large phase angles, 2005 UD show a polarization degree which is significantly larger than the value of $< 500 \mu m$ for anhydrous carbonaceous chondrite samples.

We conjecture that the discrepancy in the polarization phase curves at large phase angles can be explained by a dominance of large particles and a paucity of small grains, probably caused by the sintering under the strong solar radiation field.
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DATA AVAILABILITY
We provide the original observation data, the source codes, scripts, and result files, as well as originally developed packages used for this work. The observational data taken at the Nayoro Observatory are available in the Zenodo Repository.1 Regarding the observational data taken at the NOT and the SNU Astronomical Observatory, please contact Maxime Devogèle (mddevogele@ucf.edu) and Masateru Ishiguro (ishiguro@snu.ac.kr), respectively. The other materials are available via the GitHub service.2 The contents are shown below.

(i) MSI_NOT: Data analysis pipeline for the polarimetric data of NO and NOT. The star subtraction code is included.
(ii) polarimetry: Files related to polarimetric curve fitting (Section 3.1 and Appendix B), plots using polarimetric parameters (Sections 4.1 and 4.2 and Figs 1, 4, and 5).
(iii) photometry: Files related to photometric data reduction (Section 3.3) and light-curve analysis (Fig. 3).
(iv) data: The data files that we used in polarimetry, except for Fig. 4 (a).
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APPENDIX A: NOT IMAGE REDUCTION FOR SUBTRACTING STARS

We usually discarded the MSI images when the asteroid was close (within $3 \times$ FWHM) to the field stars. However, we could not discard the NOT images at large phase angles because of the lack of exposures. Especially in the NOT data on 2018 September 19, the asteroid was frequently contaminated by the field stars not only because these NOT data were taken without a field mask for polarimetry but also because the asteroid was close to the galactic plane. We also noticed that glares from very bright stars make aperture photometry difficult due to the severe sky gradients from the lights. To make the best use of the NOT data at $α \geq 87.7^\circ$, we applied the following steps to data on 2018 September 12 and 19 to eliminate the influence of the field stars.

First, we identified the locations of field stars in both ordinary and extraordinary images using the Gaia star catalogue. The locations of stars brighter than 20.8 mag were specified on the CCD frame. Second, in each image taken in succession, we specified the locations of the asteroid in both ordinary and extraordinary components referring to an ephememeris and masked the pixel data within $3 \times$ FWHM from the asteroid photocentre (Fig. A1b). Because the asteroid moved to the field stars, we created images where field stars and sky background signals are recorded while the asteroid is not. Then, a set of two successive images (with the retarder angle of 0 and 45 or 22.5 and 67.5°) were co-added to match the star’s positions, excluding the masked region for the asteroid. Finally, the original images (Fig. A1a) were subtracted using the images without the asteroids to obtain the images (Fig. A1b) where the contaminations of field stars are eliminated (Fig. A1c).

Figure A1. Example images for the star subtraction. (a) an original image, (b) an image with field stars and without the asteroid, and (c) an image after field stars subtracted.
APPENDIX B: POLARIMETRIC PHASE CURVE FITTING

This appendix introduces the outlines of the least square (LS) and Monte Carlo (MC) simulations to obtain the polarimetric parameters used in this work. Out of nine polarimetric measurements obtained in this work (Table 4), one (2018 September 29) was not used due to its large uncertainty. All other data points are assumed to follow Gaussian (normal) distribution with mean $P_i$ and standard deviation $\sigma_{P_i}$, (Table 4). The non-Gaussianity of optical polarimetric measurements is not considered. We used freely available packages including PyMC3 (Salvatier et al. 2016; version 3.8) with scipy (Virtanen et al. 2020) on Python 3.8 environment.

The polarimetric phase curve in equation (2) works as desired (zeros at $\alpha = 0\degree$, $\alpha_0$, and $180\degree$) only if both $c_1$ and $c_2$ are positive, i.e. the ‘bound’ case. If this condition is freed, it is called the ‘unbound’ case in this work. In the MC simulations below, the default settings of PyMC3 is used with 20,000 samples per chain with four chains. The initial guess of the parameters were $(h, \alpha_0, c_1, c_2) = (0.1 \% \text{deg}^{-1}, 20\degree, 0.1, 0.001)$. The identical MC simulations was done for the bound and unbound cases.

For the bound case, uniform priors with the range $h \in [0 \% \text{deg}^{-1}, 1 \% \text{deg}^{-1}]$, $\alpha_0 \in [10\degree, 35\degree]$, $c_1 \in [10^{-6}, 3]$, and $c_2 \in [10^{-6}, 3]$ are employed. The resulting parameter pair plots are shown in Fig. B1. As visible, the posterior of $c_2$ is truncated at zero. For the slope $h$ and inversion angle $\alpha_0$, the MC means, and medians match the LS estimations within an interval much less than the standard deviation. Other derived polarimetric parameters ($P_{\text{min}}$ and $\alpha_{\text{min}}$) are calculated for each MC sample by finding the minimum function value and its location. Then, the sample mean and standard deviations of these were calculated, similar to all other parameters.

After the MC samples are retrieved, the usual $\chi^2$ is calculated for each of those MC samples by

$$\chi^2 = \sum_i \left( \frac{P_i^{(\text{obs})}(\alpha_i) - P_i(\alpha_i; h, c_1, c_2, \alpha_0)}{\sigma P_i^{(\text{obs})}} \right)^2. \quad (B1)$$

The subscript $i$ denotes each observation, $P_i^{(\text{obs})}(\alpha_i)$ and $P_i(\alpha_i)$ are the observed and model polarization degree, respectively, and $\sigma P_i^{(\text{obs})}$ is the Gaussian error-bar of the $i$-th observation. If $\chi^2_{\text{min}}$ is the minimum $\chi^2$ among the MC samples, the code finds all other MC samples with $\chi^2(h, c_1, c_2, \alpha_0) < \chi^2_{\text{min}} + \Delta(v, \beta)$. Here, $\Delta$ is the inverse cumulative distribution function of the $\chi^2$ distribution, $\beta$ is the significance level ($\beta = 0.6827$ for $1-\sigma$), and $v$ is the number of free parameters (See, e.g. Section 15.6 of Press et al. 2007). Then, each sample with this small $\chi^2$ value is the parameter set within the 1-sigma level confidence interval. The minimum and maximum of parameters $(h, c_1, c_2, \alpha_0)$ are the $1-\sigma$ lower and upper bounds.

For the unbound case, the prior is loosen: $c_1, c_2 \in [-1, 1]$. Similar pair plots are shown in Fig. B2. The negative values of $c_1$ and $c_2$ do not guarantee the $P_i = 0\%$ at $\alpha = 0\degree$ and $180\degree$, and the $P_{\text{max}}$ can even exceed 100\%. This peculiar feature is visible in Fig. 2.

It is clear from Fig. 2 that the $P_{\text{max}}$ is significantly underestimated in the bound case. It is checked that increasing the uncertainties of the data points from Devogèlle et al. (2020) (mostly at small $\alpha$) by a factor of 5–10 did not change the fitting results. This implies that the strong weighting to the small-uncertainty data points at small $\alpha$ is not the main cause of the unsatisfactory fitting results near $\alpha_{\text{max}}$.

Due to the random nature of MC simulation, MC mean and standard deviation values may change in every run but must reside within intervals much less than the nominal uncertainties. Other MC uncertainty measures, such as quantiles or the highest posterior density intervals, do not change our logic in this work (see the codes in DATA AVAILABILITY).

Figure B1. The parameter estimation pair plots for the bound case (i.e. $c_1$ and $c_2$ are forced to be positive). The titles for each subplot gives the sample means and standard deviations from the Monte Carlo trace. In the posterior plots (diagonal panels), MC mean and median are indicated as green solid and red dotted lines, respectively, although they are barely distinguishable. The mean ± standard deviation is shown as green dotted lines. The blue dot-dashed lines show the least-square, i.e. the maximum likelihood estimation, which must be similar to the MC results.

Figure B2. Same as Fig. B1, but for the unbound case (i.e. $c_1$ and $c_2$ are free to be negative).
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