A New Framework Combining Local-Region Division and Feature Selection for Micro-Expressions Recognition

YANLIANG ZHANG¹, HANXIAO JIANG¹, XINGWANG LI¹, (Senior Member, IEEE), BING LU¹, KHALED M. RABIE², (Member, IEEE), AND ATEEQ UR REHMAN³, (Member, IEEE)

¹School of Physics and Electronic Information Engineering, Henan Polytechnic University, Jiaozuo 454003, China
²Department of Engineering, Manchester Metropolitan University, Manchester M1 5GD, U.K.
³Department of Computer Science, Abdul Wali Khan University, Mardan 23200, Pakistan

Corresponding author: Xingwang Li (lixingwangbupt@gmail.com)

This work was supported in part by the Henan Scientific and Technological Research Project under Grant 182102210307 and Grant 202102210122, in part by the Fundamental Research Funds for the Universities of Henan Province under Grant NSFRF180309, in part by the Outstanding Youth Science Foundation of Henan Polytechnic University under Grant J2019-4, in part by the Key Scientific Research Projects of Colleges and Universities in Henan Province under Grant 20A510007, and in party by the NSFC of China under Grant 61701172, Grant U1704128, and Grant 61601414.

ABSTRACT Micro-expressions are deliberate or unconscious movements of people’s psychological activities, reflecting the transient facial true expressions. Previous works focus on the whole face for micro-expressions recognition. These methods can extract a number of feature vectors which are relevant or irrelevant to the micro-expressions recognition. Besides, the high-dimension feature vectors can result in longer computational time and increased computational complexity. In order to address these problems, we propose a new framework which combines the local-region division and the feature selection. Based on the proposed framework, the original images can retain more efficient regions and filter out the invalid components of feature vectors. Specifically, with the joint efforts of the facial deformation identification model and facial action coding system, the global region is divided into seven local regions with their corresponding actions units. The ReliefF algorithm is used to select effective components of feature vectors and reduce the dimension. To evaluate the proposed framework, we conduct experiments on both the Chinese Academy of Sciences Micro-expression II Database and Spontaneous Micro-expression Database with Leave-One-Subject-Out Cross Validation method. The results show that the performance in local combined regions outperforms its counterpart in the global region, and the recognition accuracy is further improved with the combination of feature selection.

INDEX TERMS Micro-expression recognition, local region division, feature selection, ReliefF algorithm.

I. INTRODUCTION

Language is not the only way of human communication. In contrast to verbal communication, nonverbal communication plays a very important role in interpersonal communication and nurse-patient relationship accounting for 65% of all forms of communication. There are several types of nonverbal communication that can convey a person’s true sentiment, thought and personality such as facial expressions, attitudes, interpersonal styles [1], etc. Facial expressions are intuitive reflection of a person’s state. Currently, facial expressions can be mainly classified into macro-expressions and micro-expressions (MEs). In the early years, the automatic analysis of facial expressions focused on distinguishing the MEs and the macro-expressions [2], [3]. Macro-expressions usually last for about 2 to 5 seconds, and they are distributed throughout the face generally. However, MEs are brief, spontaneous facial movements and usually occur when a person tries to conceal the inner emotions [4], [5]. Studies showed that MEs only last one-twenty-fifth to one-third second with slight intensities of involved muscle movements [6]–[8]. Micro-expression recognition (MER) is considered as an important clue in the field of national security, medical care, psychological diagnosis, and investigative interrogation [9]–[13], etc., because it can detect the real emotions beneath the false surface.
Although Ekman and his team developed Micro Expression Training Tool (METT) [14] to train people to distinguish the categories of synthetic MEs, it is not completely applicable to spontaneous expressions.

Recently, the application of computer vision in MER has becoming very popular. Pfister et al. applied a temporal interpolation model together with the first comprehensive spontaneous micro-expression corpus to the field of MER, achieving the first success in recognizing spontaneous facial micro-expressions [15]. The proposed framework mainly consists of five subsections, namely, face alignment, motion magnification, Temporal Interpolation Model (TIM), feature extraction, and classification [16]. In addition, several previous researches have been proposed for MER. Shreve et al. put forward a new approach for the automatic temporal segmentation of facial expressions in long videos which can detect and distinguish between large expressions (macro) and localized micro-expressions in [3]. Huang et al. proposed Spatial-Temporal performed Local Quantization Patterns (STCLQP) [17], the expansion of Completed Local Quantized Pattern (CLQP) [18] to spatial-temporal space, realizing the progress in the analysis of facial MEs. STCLQP utilized three useful difference of pixels, including sign-based, magnitude-based and orientation-based, to obtain the compact and distinctive codebook for micro-expression analysis. In [19], Wang et al. proposed an identification algorithm based on Discriminant Tensor Subspace Analysis (DTSA) and extreme learning machine, and extended DTSA to a high-order tensor to process micro-expression video fragments. Furthermore, Local Spatial-temporal Direction Features [20] was developed for analyzing robust principal component of micro-expressions, but it was not improved. Then, the same team proposed a novel color space model which can translate the fourth dimensional RGB containing color information into tensor independent color space for greater accuracy [21]. The aforementioned works have laid a good foundation for the latter studies on facial expression recognition.

However, to date, there are several parts which could be used to enhance the performance of micro-expression recognition. Firstly, MEs are not distributed uniformly across the whole face [22]–[25], and they occur in a combination of several facial regions. For example, the muscular movements of the cheek lift and mouth upturn show a happy emotion, while the raised eyebrows and slightly parted lips indicate that someone feels surprised; Secondly, when using different feature descriptors to extract the block features, the dimension of the feature vectors will increase exponentially with the increase of parameters. For the high-dimensional feature vector containing many components which are unrelated to the occurrence of MEs, it has a high computational cost when performing micro-expression classification. In this paper, we propose an extended framework based on the case proposed by Pfister et al. [15]. We divide the local regions after operating the TIM and performing feature extraction on the local regions. To address the computational complexity of the feature vector, the feature vector with high information content is identified by feature selection for classifying the MEs. Therefore, a new method for automatically recognizing MEs is proposed. The contributions to this article are as follows:

- We propose a facial-regions-of-interest (RoIs) location technique which depends on an automatic discriminant method, namely, the discriminative facial deformable model method [26], to divide the facial key-area blocks. The divided local-region blocks completely cover all Facial Action Coding System (FACS) Action Units (AUs) corresponding to each micro-emotion category, and eliminate the areas which are irrelevant to MEs, effectively avoiding the influence of the irrelevant areas on MER.
- ReliefF algorithm is applied to carry out the feature selection with three spatial-temporal local texture descriptors. The combination of local regions and the feature selection [27] can adequately pick the feature subsets with good distinguishing characteristics. Feature selection can reduce the dimension of feature vectors and increase the speed of processing operation. At the same time, it can retain the feature components with high information content for the classification of MEs, which is the key to improve MER.
- Intensive experiments using three feature descriptors on the two aforementioned datasets show that for MER, the combination of local regions and feature selection performs better than the operations separately. Therefore, using a better combination of facial regions has a great influence on improving the recognition accuracy of MEs.

The remainder of the paper is organized as follows. Section II reviews the databases, the MER in global region and the spatial-temporal local texture descriptors which are used in the experiments. In Section III, we present our proposed framework for MER. Afterwards, we introduce the region division and feature selection in Sections IV and V. We design two comparisons for evaluating this framework in Section VI. Eventually, we draw the conclusion of our study in Section VII.

II. RELATED WORK

A. DATABASE

So far, MEs datasets have been established by some teams, but most of the MEs samples in the datasets are artificially controlled and non-spontaneous. Studies have shown that when people produce natural MEs, they themselves even do not realize that they leak their true feelings involuntarily. What’s more, there are essential differences between the posed and the authentic spontaneous micro-expressions, which proved the defect of the posed MEs in practical applications. Therefore, in order to obtain more realistic and natural spontaneous data, the Spontaneous Micro-Expression (SMIC) database and the Chinese Academy of Science Micro-Expression II (CASME II)
The SMIC database is the world’s first public spontaneous micro-expression database designed by a team in the University of Oulu in Finland in 2012. They carefully chose video clips to induce subjects’ emotional responses. To simulate high stake situations, subjects were told that there would be a punishment if they are found any emotion in their faces.

The team collected the real emotions, including happy, sad, disgust, fear, and surprise. In SMIC database, they are divided into three main categories, positive (happy), negative (sad, disgust and fear), and surprise. The collection is done by cameras with different frame rates, respectively, a high speed (HS) camera of 100fps, a normal visual camera (VIS), and a near-infrared (NIR) with 25 fps. Similar experiments were conducted under VIS and NIR cameras for obtaining another two sessions of SMIC with the last eight subjects. Table I demonstrates the specific composition of the SMIC database.

1) SMIC

The SMIC database is the world’s first public spontaneous micro-expression database designed by a team in the University of Oulu in Finland in 2012. They carefully chose video clips to induce subjects’ emotional responses. To simulate high stake situations, subjects were told that there would be a punishment if they are found any emotion in their faces.

The team collected the real emotions, including happy, sad, disgust, fear, and surprise. In SMIC database, they are divided into three main categories, positive (happy), negative (sad, disgust and fear), and surprise. The collection is done by cameras with different frame rates, respectively, a high speed (HS) camera of 100fps, a normal visual camera (VIS), and a near-infrared (NIR) with 25 fps. Similar experiments were conducted under VIS and NIR cameras for obtaining another two sessions of SMIC with the last eight subjects. Table I demonstrates the specific composition of the SMIC database.

2) CASME II

The CASME II database was established by the team of Fu Xiaolan in the Institute of psychology, Chinese academy of sciences. It was an extension of the CASME database, with higher temporal resolution (200 fps) and spatial resolution (about 280 × 340 pixels on facial area) in a well-controlled experimental environment. They selected 247 MEs from nearly 3000 sequences for the database with corresponding AUs and labeled emotions. Similarly, the label of CASME II database has an identical judgment-criteria with the CASME database. According to this, there are five micro-expression labels in the dataset, namely, happy, disgust, surprise, repression, and other. The specific number of sequence and pictures for each type of expressions is shown in the following Table 2.

| Database | Subjects | Positive | Negative | Surprise | Total |
|----------|----------|----------|----------|----------|-------|
| HS       | 16/20    | 51       | 70       | 43       | 164   |
| VIS      | 8/10     | 28       | 23       | 20       | 71    |
| NIR      | 8/10     | 28       | 23       | 20       | 71    |

Table 2: Composition of the CASME II database.

| MEs     | Happy | Disgust | Surprise | Repression | Other |
|---------|-------|---------|----------|------------|-------|
| MEs sequence | 32    | 64      | 25       | 27         | 99    |
| MEs number  | 2360  | 4159    | 1605     | 2187       | 6344  |

In the field of facial expression recognition, texture features are commonly used to reflect the distribution properties of pixel space. The Local Binary Patterns (LBP) [30], [31], proposed by the University of Oulu in Finland, is a simple, efficient, and typical texture feature extraction method which can be applied in many fields. Subsequently, Zhao and Pietikäinen put forward the LBP-TOP [29], [32], which is an extension of LBP descriptor in three-dimensional space and a measurement of dynamic image texture. The LBP-TOP descriptor sets three spatial-temporal axes for the dynamic image sequence, named T, X, and Y. Specifically, the XY plane contains texture information for each frame of image, the XT and YT planes include the changes of the MEs sequence in the spatial position over time. First, we can obtain the LBP values on XY, XT, and YT by using the LBP-TOP operator. Then, we form the final histogram by connecting the local LBP histograms in three orthogonal planes (XY, XT, YT) in series. The concatenated histogram represents the feature vector of LBP-TOP, including the information of the appearance and motion of the dynamic texture. Fig. 1 shows the diagram of extracting the LBP-TOP feature vector.

2) HOG-TOP

Histograms of Oriented Gradients (HOG) was proposed by Dalal and Triggs [33] in 2005. The HOG descriptor obtains the feature vectors based on the specification of image edges. Even in the case of lacking accurate information of the image direction gradient and edge position, the HOG descriptor can characterize the local appearance and shape them by calculating the gradient of image and the amplitude of gradient in different directions [34].

Firstly, we calculate the gradient amplitude and directions in the horizontal and vertical direction of the image to capture the expressions’ contour information. Provided the pixel (x, y), we can obtain the gradient components $G_x$ and $G_y$ by the convolution of the gradient operator $K$ and the original image in the respective directions of $x$ and $y$, where $K = [-1, 0, 1]^T$. For each point of the image, its gradient amplitude $G$ and gradient direction $\alpha$ of the pixel...
are computed as follows:

\[
G(x, y) = \sqrt{G_x(x, y)^2 + G_y(x, y)^2},
\]

(1)

\[
\alpha(x, y) = \tan^{-1}\left(\frac{G_y(x, y)}{G_x(x, y)}\right).
\]

(2)

Secondly, we need to divide the image into cells with the same size and count the histogram of oriented gradient of each cell. Each cell unit is combined into large, spatially connected blocks. Therefore, we can calculate the histogram features of the oriented gradient on the whole block and normalize the features to reduce the influence of background color and noise.

Finally, we can construct the HOG feature by concatenating the block-based gradient histograms. Moreover, the HOG-TOP [34] operator acts on the dynamic video sequences and its algorithmic process is the same as the HOG.

3) HIGO-TOP

HIGO-TOP is a simplified feature descriptor of the HOG-TOP. This operator ignores the size of the first derivative to reduce the effects of illumination and contrast. Similarly, the HIGO-TOP [17] operator can apply to the dynamic video sequences and its operation is the same as the HIGO.

C. RECOGNIZING MICRO-EXPRESSION IN GLOBAL REGION

When calculating the description over the entire facial expression sequence, the descriptors can only encode the appearance of micro-patterns and ignore their specific positions [35]. For solving the effect, Guoying Zhao and Matti Pietikäinen proposed a new facial representation in [29]. Taking the ordinary facial expression as an example, the regularized facial image can be divided into overlapping or non-overlapping blocks. Figs. 2 and 3 are static images in which blocks of area are separated. Thereinto, Fig. 2 describes the non-overlapping 7 × 5 blocks and the overlapping 4 × 3 blocks are illustrated in Fig. 3. Extracting the feature vectors of the spatial-temporal pattern on each region block and connecting them in series, we can obtain the feature vector of the dynamic video sequences from three different directions.

The method based on the global region can extract the motion features from the facial blocks. However, there are some differences between MEs and the conventional expressions. MEs often occur in some local areas, such as eyes, nose, and mouth [23], [24]. Furthermore, there are two shortcomings in extracting feature vectors from global regions. On one hand, there will be an effect on MER because of extracting the unrelated features in global region. On the other hand, the same organ is repeatedly divided owing to the irregular distribution of the main parts, resulting an incomplete extraction of motion features.

III. PROPOSED FRAMEWORK OF THE MEs RECOGNITION

In this paper, we propose a new framework for improving the accuracy of MER. A specific MER process of our method is shown in Fig. 4.

Firstly, according to a large number of observations, there will also be some changes in facial motions which are unrelated to the MEs. Therefore, dividing the original image into local areas of the face (i.e., eyes, mouth, and so on) and removing the unrelated facial regions are the key to study the internal structure information of the local module deeply. Then, for comparing the usability and superiority clearly, we perform the feature extraction and recognize the regions of interest (RoIs) based on three feature descriptors (i.e., LBP-TOP, HOG-TOP, and HIGO-TOP) in CASME II and SMIC databases.

Next, we use the ReliefF algorithm for feature selection. Feature selection is a process for selecting the most effective features. Therefore, the combination of feature extraction and feature selection can improve the model accuracy and reduce the running time.

There are three advantages of the proposed framework. Firstly, RoIs can exclude the unnecessary and retain the useful parts. Secondly, different combinations of the local regions are beneficial for finding a better information distribution combination. Thirdly, reducing the dimension of feature vectors can effectively shorten the running time and improve the recognition accuracy.
IV. REGION DIVISION

The global method of MEs treats every divided region uniformly, while, the presence of unrelated local regions will reduce the accuracy of recognition. Hence, we need to seek out the involved facial movement regions when MEs occur and use them as the division standard. Extracting the feature vectors of spatial-temporal pattern can eliminate the redundant facial information effectively.

A. FACIAL ACTION UNITS

In our daily life, our facial expressions are varied whether it is a regular expression or a voluntary micro-expression. However, there will be something in common when the same type of expressions appear. American psychologists Ekman and Friesen developed and revised the FACS in [36]–[38] for identifying facial expressions objectively. This system assigns the muscle actions to the face, of which thirty-two are named AUs and another fourteen are Action Descriptors (ADs) [39]. Each AU can describe the specific movement of a single local muscle of the face. Facial expressions are often composed by the synergy of several specific AUs.

The excitement of the muscles can arouse many AUs, which make up different emotions. In addition, an AU can also exist in several different expressions. For example, a person may be thinking when the facial muscles drive the AU4 movement. Likewise, AU4 also appears when someone feels anger, anxiety, pain or ache. Fig. 5 exemplifies some specific AUs. For example, AU1 indicates the inner eyebrows raiser and AU5 shows the rising upper eyelids. Fig. 6 presents the detailed decomposition of AUs with the example of “Happiness”. We can see that a facial expression can activate one or several AUs. For instance, there are two situations when generating a surprised expression. The first one is that people realized their surprise and concealed this emotion subconsciously when the AU5 fleeting on the face. The second is that people pose a surprised expression deliberately. In this situation, AU5 is mostly appearing with the combination of AUs (1, 2, 5, 25, 26) or AU27. Moreover, AUs (4, 7) indicate the confused or concentrated emotion state, while AUs (5, 7) represent slightly fear.

B. CORRESPONDENCE BETWEEN MEs AND AUs

Researchers have done a lot of studies on common expressions. Table 3 shows several conventional expressions with their corresponding AUs. However, the MEs are short and slight muscle movements in a special high-stake situation. It is different with the conventional expression in the relationship with AUs. For example, when a "surprise" expression appears on the face, it corresponds to AUs (1, 2, 5, 26) in the conventional expression. But it corresponds to AUs (1, 2), AU25 or AU2 in MEs. Therefore, the correspondence between the MEs and the related AUs have been summed up from the CASMEII database by the Fu Xiaolan group of the Chinese Academy of Sciences Psychology in Table 4.

C. BLOCK-BASED FACIAL DIVISION

In Fig. 7, we use the facial deformation identification model method [28], which is different from the classical Active Appearance Model (AAM) [40], to automatically identify...
TABLE 5. Coordinate Points of the boundary in each local region.

| Rectangular frame | Left border | Right border | Upper border | Lower border |
|-------------------|-------------|--------------|--------------|--------------|
| Left eye          | 1           | 5            | 3            | 24           |
| Right eye         | 6           | 10           | 8            | 31           |
| Nose              | 22          | 27           | 11           | Midpoint between 17 and 45 |
| Mouth             | 32          | 38           | 34           | 41           |
| Left cheek        | 1           | 4            | 24           | 15           |
| Right cheek       | 7           | 10           | 31           | 19           |
| Chin              | 32          | 38           | 41           | Lower boundary of image |

TABLE 6. The divided facial regions and corresponding FACS AUs.

| Region number | Regional part  | FACS AUs   |
|---------------|----------------|------------|
| 1.2           | Eyes, Eyebrows | AU1, AU2, AU4, AU7 |
| 3             | Nose           | AU9        |
| 4             | Mouth          | AU10, AU12, AU14, AU15, AU25 |
| 5.6           | Cheek          | AU6        |
| 7             | Chin           | AU17       |

V. FEATURE SELECTION

A. DIMENSION STRAIN

The feature dimension is increased due to the precise parameter setting after the feature extraction, which can easily lead to a “dimensional disaster”. The excessive feature vector dimension not only increases the computational complexity and the running time, it also reduces the classification accuracy. So, it is useful to reduce the dimension of the extracted feature vector for having a great efficient feature subset. At the same time, the selected features are more discriminative to understanding the model and analyzing the data. Therefore, feature selection [42] is well applied to select the most effective features for reducing the dimension of the feature space. We can see that some proposed feature-selection methods are shown in [43]–[46].

B. RELIEFF ALGORITHM

The Relief, a supervised feature selection algorithm, was first proposed by Kira and Rendell in [47]. It judges the correlation between features and categories based on the feature distinction ability of the nearest neighbor samples, and assigns the weight value for each feature. When the weight value is greater than the predetermined threshold, the feature is retained; otherwise, it will be rejected. ReliefF algorithm is an improved extension method based on the Relief algorithm by Kononeno [48]. This algorithm can overcome the problem of limitation on two-classifications. In addition, it can also solve both the problem of incomplete data and regression problem. ReliefF algorithm makes a great contribution to the multi-label learning when comparing with the most of the multi-label feature selection methods [49].

Similar to the Relief algorithm, we input the training set \( X = (x_1, x_2, \cdots, x_n) \) and \( x_i \in \mathbb{R}^m \). We set \( m \) as the number of features for each sample, the number of nearest neighbor samples is \( K \), the number of iterations is \( n \), and the feature weight threshold is \( \delta \). First, we need to initially set the preselected feature subset \( S \) to an empty set, and denote the weight values of all features as \( w(A_f) = 0 \), where \( A_f(f = 1, 2, \cdots, m) \) represents the \( f \)th feature of the sample.

Second, the scope of the iterative operation is selected from 1 to \( n \). ReliefF randomly obtains a sample \( R \) from the training sample set. Unlike the Relief algorithm, the ReliefF can find \( K \) of the nearest neighbors from the same class, named nearest hits \( H_j(j = 1, 2, \cdots, K) \). Also, the \( K \) of nearest neighbors from the different classes with sample \( R \) is named near misses \( M_j(C)(j = 1, 2, \cdots, K) \), where \( C \) is a different category from \( R \) [46]. Then, the update calculation for the weight values for each feature is shown as follows:

\[
\begin{align*}
    w(A_f) &= w(A_f) - \frac{K}{nK} \sum_{j=1}^{K} \text{diff}(A_f, R, H_j) \\
    &\quad - \frac{1}{nK} \sum_{C \notin \text{Class}(R)} P(C) \sum_{j=1}^{K} \frac{\text{diff}(A_f, R, M_j(C))}{1 - P(C(\text{Class}(R))},
\end{align*}
\]  

(3)

FIGURE 7. Location of the 49 facial key points.

FIGURE 8. Distribution of the divided local blocks.
Note that $\text{Class}(R)$ represents the category of sample $R$, and $P(C)$ expresses the ratio of the number of samples of the category $C$ to the total number of samples. Furthermore, the function $\text{diff}(A_f, R, B)$ for calculating the discrimination of sample $R$ and $B$ in the $f$th feature $A_f$ is defined as:

$$\text{diff}(A_f, R, B) = \begin{cases} 0, & R(A_f) = B(A_f) \\ 1, & R(A_f) \neq B(A_f) \end{cases} $$

(4)

where $R(A_f)$ and $B(A_f)$ represent the value of the $f$th feature in sample instances $R$ and $B$, respectively.

ReliefF algorithm performs mainly by comparing the feature weight values $w(A_f)$ and thresholds $\delta$. If the feature weight value $w(A_f)$ is greater than the threshold $\delta$, this feature will be added into the preselected feature subset $S$. So, it is beneficial for improving the recognition accuracy by using the new-building feature subset.

VI. EXPERIMENTS

In this section, we report some results of MER experiments on the databases of SMIC and CASMEII by using three feature extraction methods, LBP-TOP, HOG-TOP, and HIGO-TOP. From these results, we will make further analysis of the effect on different combination of regions and their improvement with feature selection.

A. EXPERIMENTAL SETTING

In the experiments, Leave-One-Subject-Out Cross Validation (LOSO-CV) [51] protocol with Chi square (chi2) kernel [52] of Support Vector Machine (SVM) [53] is used as the classifier for the MER.

For the LOSO-CV, take the CASME II as an example, it collected the MEs video sequences from 26 subjects. Each time the micro-expression video sequence of 25 subjects is gathered as a training set for machine learning, the remaining subject will be used as a test. Then, the classifier SVM can build a model based on the training set. Applying this model to the target dataset can obtain the recognition accuracy. The classification accuracy (Acc) is the ratio of the number of correctly classified samples to the total number of samples (247) in the experiment.

B. COMPARISON OF MER BETWEEN GLOBAL AND LOCAL REGION

The mouth and eyes (“1, 2, 4”) are the main parts in expressions, so we choose them as the basic regions. Based on the basic region (“1, 2, 4”) and the distribution of the divided facial local areas, we can form different region combinations by assembling the basic region and other regions.

1) PARAMETERS SETTING

According to the division code in Fig. 7, we mainly designe five local region combinations for the comparison with global region. In this sub-experiment, we set $(P, R)$ at different values with $(4, 1)$, $(8, 2)$, and $(8, 3)$. When extracting the feature vectors in each local area, the original image will be divided according to $(\alpha, \beta, \tau)$, where $\alpha$, $\beta$, and $\tau$ are the numbers divided along the axis of X, Y, and T. For this sub-experiment, we set the number $\alpha = \beta$ referring to the setting in [16].

We vary the value of the blocking area $(\alpha, \beta, \tau)$ to test the effect of classification recognition under different local area combination. Experiments are performed on CASME II by using LBP-TOP as feature descriptor. The concrete combination of the feature extraction areas and experimental results are shown in Table 7 and Table 8. The best accuracy in each combination areas are highlighted in bold in Table 8. We take the average accuracy for the comparison in Table 8.

2) DISCUSSION AND CONCLUSION

We can see that the average accuracy of the region combinations C, D, E, and F all performed better than that in the global region A. The increased accuracy values in the combinations are 4.05%, 3.24%, 0.49%, 5.43%, and 3.32%, respectively. It proves that the global region contains some irrelevant information for MER.

Table 8 shows that the best recognition performance of region combination C performs better than the combination B with the increased region 3. But that does not mean that increasing regions can improve the identification accuracy. For example, the best recognition performance in region combination D has decreased with the increased region 7. It suggests that the Acc of the MEs will also be reduced when extracting the features with little relevance.

C. COMPARISON OF FEATURE SELECTION IN LOCAL REGIONS

In this experiment, we compare the Acc before and after feature selection with the three spatial-temporal feature descriptors (LBP-TOP, HOG-TOP, HIGO-TOP) on two databases (CASME II and SMIC). From Table 8, we can see that region combination E has the best performance in average accuracy. To testify the validity of the framework, we conduct the following experiments under the region E. The ReliefF [54] algorithm is selected for feature selection.

1) PARAMETERS SETTING

For the LBP-TOP feature vectors, we design the same settings of $(P, R)$ and $(\alpha, \beta, \tau)$ on CASME II and SMIC databases. Similarly, we set the number of bins as 4 or 8 for the HOG-TOP and HIGO-TOP descriptors on both databases. Training and testing are all done by using Chi-Square SVM with LOSO-CV. The MER results on CASME II and SMIC databases are shown in Tables 9-14. Each table records

| Combination number | Selected regions |
|--------------------|------------------|
| A                  | Global region    |
| B                  | 1, 2, 4          |
| C                  | 1, 2, 3, 4, 5    |
| D                  | 1, 2, 3, 5, 7    |
| E                  | 1, 2, 3, 5, 6, 7 |

TABLE 7. Combination of different feature extraction regions.
TABLE 8. Performance of different region combinations by using LBP-TOP descriptor on CASME II.

| Parameter (P, R) | A | B | C | D | E | F |
|------------------|---|---|---|---|---|---|
| (3, 3, 2)        | 44.3% | 46.15% | 49.8% | 43.3% | 49.3% | 49.6% |
| (4, 1)           | 44.94% | 46.13% | 44.3% | 45.3% | 46.9% | 44.9% |
| (5, 3, 2)        | 43.32% | 46.96% | 42.37% | 42.51% | 48.79% | 48.58% |
| (8, 2)           | 43.72% | 51.42% | 52.23% | 46.96% | 52.33% | 51.47% |
| (8, 3)           | 45.34% | 51.42% | 48.58% | 46.96% | 51.42% | 49.39% |
| Average          | 44.37% | 48.42% | 47.01% | 44.86% | 49.88% | 47.69% |

TABLE 9. MER results by using LBP-TOP descriptor and ReliefF algorithm on CASME II database.

| Parameter (P, R) | Non-selected Feature | Selected Feature | Differential |
|------------------|----------------------|------------------|--------------|
| (3, 3, 1)        | 2430 D 3.8258       | 42.51%           | 9.31%        |
| (3, 3, 2)        | 48.60 D 7.3626       | 49.39%           | 3.65%        |
| (3, 3, 4)        | 9.720 D 14.6234      | 46.96%           | 12.55%       |
| (3, 5, 2)        | 13.500 D 20.5423     | 47.39%           | 5.67%        |
| (3, 3, 2)        | 191.12 D 28.8231     | 52.23%           | 4.05%        |
| (3, 5, 3)        | 796.50 D 117.5342    | 48.18%           | 8.91%        |
| (3, 3, 2)        | 191.16 D 28.9987     | 53.44%           | 2.43%        |

TABLE 10. MER results by using HOG-TOP descriptor and ReliefF algorithm on CASME II database.

| Parameter (P, R) | Non-selected Feature | Selected Feature | Differential |
|------------------|----------------------|------------------|--------------|
| (3, 3, 2)        | 1296 D 2.0732       | 49.39%           | 3.24%        |
| (4, 4, 1)        | 1152 D 1.3926       | 44.53%           | 0.81%        |
| (5, 5, 1)        | 1800 D 2.8289       | 41.30%           | 3.23%        |
| (3, 4, 1)        | 2304 D 3.6518       | 43.32%           | 4.86%        |
| (6, 5, 1)        | 3600 D 5.6855       | 44.13%           | 11.34%       |
| (6, 6, 1)        | 5134 D 8.3434       | 52.63%           | 2.43%        |
| (6, 6, 2)        | 10366 D 16.3827     | 53.04%           | 0.40%        |

TABLE 11. MER results by using HIGO-TOP descriptor and ReliefF algorithm on CASME II database.

| Parameter (P, R) | Non-selected Feature | Selected Feature | Differential |
|------------------|----------------------|------------------|--------------|
| (3, 3, 2)        | 1296 D 2.2299       | 48.18%           | 10.12%       |
| (4, 4, 1)        | 1152 D 1.9085       | 40.49%           | 11.33%       |
| (5, 5, 1)        | 1800 D 3.0604       | 40.49%           | 10.52%       |
| (4, 4, 1)        | 1296 D 3.9446       | 42.11%           | 4.45%        |
| (6, 6, 1)        | 2304 D 6.8003       | 47.37%           | 4.05%        |
| (6, 6, 2)        | 3600 D 16.8289      | 48.58%           | 4.46%        |

TABLE 12. MER results by using LBP-TOP descriptor and ReliefF algorithm on SMIC database.

| Parameter (P, R) | Non-selected Feature | Selected Feature | Differential |
|------------------|----------------------|------------------|--------------|
| (3, 3, 1)        | 2430 D 1.5658       | 36.59%           | 8.33%        |
| (4, 4, 1)        | 2430 D 1.5494       | 41.09%           | 15.25%       |
| (3, 3, 2)        | 2430 D 1.3121       | 41.46%           | 11.39%       |
| (6, 1)           | 5558 D 6.2005       | 40.83%           | 15.25%       |
| (3, 3, 2)        | 19116 D 12.6503     | 45.12%           | 12.20%       |

the dimension (D), the average time (t) of classification, the recognition accuracy (Acc) and the differentials of the selected and non-selected feature. The best accuracy values in each part are highlighted in bold. The arrow in the table intuitively reflects the tendency of the increased accuracy after feature selection.

2) DISCUSSION AND KEY FINDINGS

For the proposed framework, we used the ReliefF algorithm to operate in the combination E. Tables 9-11 and Tables 12-14 respectively demonstrate the comparison between the selected and non-selected features on both MEs databases.
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TABLE 13. MER results by using HOG-TOP descriptor and ReliefF algorithm on SMIC database.

| Parameter | Non-selected Feature | Selected Feature | Differential |
|-----------|----------------------|------------------|--------------|
| Number    | D t σ(%)             | D t σ(%)         |              |
| b = 4     | (3, 3, 2)            | 1296 0.9794 45.73% | 190 0.0710 54.27% | 8.54% ↑ |
|           | (4, 4, 1)            | 1152 0.8672 32.52% | 90 0.0527 38.42% | 6.01% ↑ |
|           | (4, 4, 2)            | 2304 1.7166 46.34% | 40 0.0345 51.83% | 5.49% ↑ |
|           | (3, 3, 1)            | 1296 0.9317 42.07% | 20 0.0257 48.78% | 6.71% ↑ |
|           | (3, 3, 2)            | 2392 1.9233 48.17% | 200 0.0754 56.10% | 7.93% ↑ |
|           | (4, 4, 1)            | 2304 1.6907 32.02% | 20 0.0262 36.10% | 17.08% ↑ |
|           | (4, 4, 2)            | 4608 3.3916 46.95% | 220 0.0923 54.27% | 7.32% ↑ |

TABLE 14. MER results by using HIGO-TOP descriptor and ReliefF algorithm on SMIC database.

| Parameter | Non-selected Feature | Selected Feature | Differential |
|-----------|----------------------|------------------|--------------|
| Number    | D t σ(%)             | D t σ(%)         |              |
| b = 4     | (3, 3, 2)            | 1296 0.9860 39.63% | 20 0.0317 52.44% | 12.81% ↑ |
|           | (4, 4, 1)            | 1152 0.8909 34.76% | 30 0.0310 42.68% | 7.92% ↑ |
|           | (4, 4, 2)            | 2304 1.7441 45.73% | 30 0.0324 52.44% | 6.71% ↑ |
|           | (3, 3, 1)            | 1296 0.9652 34.76% | 270 0.0928 49.39% | 14.63% ↑ |
|           | (3, 3, 2)            | 2392 1.9538 45.73% | 20 0.0264 53.05% | 7.32% ↑ |
|           | (4, 4, 1)            | 2304 1.8706 36.59% | 70 0.0498 52.44% | 15.85% ↑ |
|           | (4, 4, 2)            | 4608 3.5171 41.46% | 70 0.0498 56.10% | 14.64% ↑ |

Firstly, with the different parameter settings, dimension of the best MER performance in these experiments are not exactly fixed. Due to varying the parameters (α, β, τ), we can divide the image into various blocks with corresponding dimensions. For most of the results, the number of the selected best dimensions will be increased with the increasing of original dimensions.

Secondly, from the time comparison between the selected and non-selected features in Tables 9-14, it can be found that the time after feature selection can reduce at least one hundred times. For example, running the MER with the parameter settings (4, 1) and (3, 3, 1) in Table 9, the average time spent in non-selected feature recognition is 3.8258s, while it only takes 0.0359s in selected feature recognition. Because of the reduction in dimension, the running speed of data is faster and the time for extracting features is also shorten up.

Thirdly, the combination E contains the effective regions for feature extraction. In addition, the ReliefF can select the subset with a high-weight value. From the results of LBP-TOP, HOG-TOP, and HIGO-TOP shown in Tables 9-14, we can find that these selected feature accuracies are all superior to the non-selected features. The largest differentials under three spatial-temporal feature descriptors are 12.55%, 11.34% and 11.33% in CASME II (15.85%, 17.08% and 15.85% in SMIC). Besides, the average values of the differential in CASME II are 6.65%, 3.76% and 6.77% (12.96%, 8.45% and 11.41% in SMIC). Even though the differentials perform less obvious in CASME II, the proposed framework still achieves contended results.

VII. CONCLUSION

In this paper, we mainly propose a novel framework combining the region division and feature selection method ReliefF for automatic MER. The FACS and the facial deformation identification model method are applied to locate the facial local areas. With the assistance of the forty-nine facial key points and the distribution of thirty-two AUs, the global region can be divided into seven regions. Then, the LBP-TOP, HOG-TOP, and HIGO-TOP descriptors are adopted to extract features from MEs respectively. Ultimately, the high-dimensional feature vectors will gain an obvious dimension reduction and higher recognition accuracy by using the novel framework.

There are two important conclusions drawn from the two groups of experiments. Firstly, the best feature subset can be obtained after the feature selection in local areas, which excludes the influence of massive redundant information on classification. Secondly, the combination of local regions can make the most of the internal structure information and significantly improve the MER accuracy when comparing with the global region.

Overall, there are still some challenges and limitations that we need to overcome in the future. The first challenge is that there is still a long way to identify the MER accurately on the basis of current methods. When developing the MER into different fields, we also need to further investigate and work out more creative methods on different databases. In addition, new spontaneous ME datasets are still in demand, which are expected to collect with a large amount of samples and more detailed emotion categories. It is a long-term and arduous task to use computers to automatic discriminate MEs more accurately.
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