Statistical Inference of the Lifetime Performance Index with the Log-Logistic Distribution Based on Progressive First-Failure-Censored Data
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Abstract: Estimating the accurate evaluation of product lifetime performance has always been a hot topic in manufacturing industry. This paper, based on the lifetime performance index, focuses on its evaluation when a lower specification limit is given. The progressive first-failure-censored data we discuss have a common log-logistic distribution. Both Bayesian and non-Bayesian method are studied. Bayes estimator of the parameters of the log-logistic distribution and the lifetime performance index are obtained using both the Lindley approximation and Monte Carlo Markov Chain methods under symmetric and asymmetric loss functions. As for interval estimation, we apply the maximum likelihood estimator to construct the asymptotic confidence intervals and the Metropolis–Hastings algorithm to establish the highest posterior density credible intervals. Moreover, we analyze a real data set for demonstrative purposes. In addition, different criteria for deciding the optimal censoring scheme have been studied.
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1. Introduction

With the advancement of technology and the improvement of living standards, requirements for daily necessities have also increased. Product lifetime (PL), mentioned in Reference [1,2], is defined here as the functional life of a product. PL is related not only to the rights and interests of consumers but also to the survival and development of enterprises. The Process capability index (PCI), a parameter index used to appraise the performance of processes in the manufacturing and service industries, is used to test whether the manufactured products meet the minimum requirements. Generally, it is a default rule that the life span of a product can reflect its quality. In Reference [3], the lifetime performance index $C_L$ is proposed to measure such qualitative characteristics, and $L$ represents an artificially set lower specification limit. Many scholars have considered the statistical inference for the lifetime performance index $C_L$ with various well-informed distributions from different censored samples; see References [4–8].

Generally, censoring is used in lifetime experiments owing to the restriction on time and funds in real life. Certain types of classic censoring schemes, of which type-I and type-II are the most common analyzed schemes, have been studied in survival analysis. In the former, it tests $N$ units within a predetermined period of time $t$. On the contrary, the test will not terminate until $m$ ($<N$) units failed in the latter scheme. The sharing shortcoming of type-I and type-II censoring lies in the limitation that no test unit can be removed until the termination of the test. Later, a whole new censoring which
allows removal of units at various stages during the lifetime test: progressive censoring is proposed in Reference [9].

Compared with the traditional censoring schemes mentioned above in reliability theory, progressive censoring greatly improves the efficiency of reasoning method. The two can also be used in combination; see Reference [10]. In the monograph [11], a more detailed statement on progressive censoring schemes is given. In order to shun the problem that the long life of the product in most cases leads to a long time for review experiments, statisticians introduce new censoring schemes. The first-failure examination scheme is defined in Reference [12]. Randomly group the total $N = n \times k$ units to $n$ batches, and each batch we get contains $k$ identical units. All of the units are tested simultaneously. When the first failure of a unit contained in a batch is observed, the whole batch will be removed from the life test. Applying this model, a mass of time and economic costs can be saved.

Combining the advantage of progressive censoring and first-failure censoring mentioned in the previous paragraph, the progressive first-failure censoring is proposed in Reference [13]. We study this censoring, and the following is a brief introduction. Likewise, $N$ samples are randomly assigned to $n$ independent batches with $k$ identical units (satisfy the equation $N = n \times k$) during the initial life test. On observing the failure of the $m$th unit, the experiment is terminated. The batch containing the $i$th observed failure unit along with $R_i$ randomly selected batches are removed jointly, where $(i = 1, \cdots, m-1)$. When the $m$th unit fails, the delete operation is performed to remove all surviving batches in life test. It is worthwhile to emphasize that $m, k,$ and $R = (R_1, R_2, \cdots, R_m)$ are predetermined constants. The progressive first-failure censoring has the advantages of reducing trial time, saving trial resources, and removing a significant number of risky units from the trial at various stages of the life test. It has been widely used in reliability studies and several researchers; refer to References [14–20].

Note the following:
1. When $k = 1, R_i = 0$ $(i = 1, \cdots)$, we acquire the complete sample.
2. When equations $k = 1, R_i = 0$ $(i = 1, \cdots, m-1)$, and $R_m = n - m$ are satisfied, we get type-II censoring.
3. When $R_i = 0$ $(i = 1, \cdots, m)$, the progressive first-failure censoring reduces to the first-failure censoring.
4. When $k$ is equal to 1, we get a simplified form: the more familiar progressive type-II censoring.

The lifetime data we use is from log-logistic distribution. It is a kind of classical life distribution in reliability studies and is discussed by many scholars; refer to Reference [21–23]. When we have $x > 0, \alpha > 0, \beta > 0$, the cumulative distribution function (cdf) and the probability density function (pdf) of the log-logistic distribution are

\begin{align*}
F(x) &= \frac{x^\beta}{a^\beta + x^\beta} \quad (1) \\
\frac{\beta (\frac{x}{a})^{\beta-1}}{\left(1 + \left(\frac{x}{a}\right)^\beta\right)^2} \quad (2)
\end{align*}

Note that $\beta$ is the shape parameter; $\alpha$ is the scale parameter and the median of the log-logistic distribution.

Moreover, the hazard rate function of log-logistic distribution is

\[r(x, \alpha, \beta) = \frac{\beta x^{\beta-1}}{a^\beta + x^\beta}\]

We assume $\beta > 2$ for calculating the variance of the log-logistic distribution. As we can see from Figure 1, log-logistic distributions have a non-monotonic hazard function. It will decrease
monotonically if $\beta \leq 1$ and will become a unimodal function if $\beta > 1$. Therefore, the hazard function we will study is unimodal.

![Figure 1. The hazard rate function.](image)

In Section 2, we will discuss some basic characters of $C_L$ as well as the relationship between the product qualification ratio and the lifetime performance index. In Section 3, attention will be paid to the Maximum Likelihood Estimation (MLE) of $C_L$ using Fisher information matrix. In Section 4, we study normal approximation of the MLE and the log-transformed MLE. Then, Section 5 will use the Bayesian method to estimate $C_L$ with the help of Lindley approximation and Monte Carlo Markov Chain method. Sections 6 and 7 contain simulation studies and an illustrative example. Optimal censoring plan will be discussed in Section 8. In Section 9, some conclusions will be summarized.

### 2. The Lifetime Performance Index $C_L$

Let $X$ represent the lifetime of the products. The $C_{L_X}$ (the specific value of $C_L$ when using the random variable $X$) is defined in Reference [3] as follows:

$$C_{L_X} = \frac{\mu_X - L_X}{\sigma_X}$$  \hspace{1cm} (4)

where $\mu_X$ is the mean of $X$ and $\sigma_X$ is the standard deviation of $X$. $L_X$, the lower specification limit predetermined according to the market demands, specifies the minimum acceptable life of the product. Note that random variable $X$ follows a log-logistic distribution throughout the whole paper. Since the pdf and the cdf of log-logistic distribution are presented earlier as in Equations (1) and (2), we can easily calculate that $\mu_X = E(X) = \frac{ab}{\sin b}$ and $\sigma_X = \sqrt{Var(X)} = a^2\left(\frac{2b}{\sin 2b} - \frac{b^2}{\sin^2 b}\right)$, where $a > 0$, $\beta > 2$ and $b = \frac{\pi}{\beta}$. Then, from Equation (4), the lifetime performance index is

$$C_{L_X} = \frac{1}{A}\left(\frac{b}{\sin b} - \frac{L_X}{a}\right), -\infty < C_{L_X} < \sqrt{\frac{b}{\tan b - b}}$$  \hspace{1cm} (5)

Here, we have $A = \sqrt{\frac{2b}{\sin 2b} - \frac{b^2}{\sin^2 b}}$. It is evident that $C_{L_X} > 0$ while $L_X < \frac{ab}{\sin b}$. According to Equations (3) and (5), we can conservatively draw the conclusion that it is rational for $C_{L_X}$ to represent the lifetime performance of products since the hazard rate function $r(x, a, \beta)$ and $C_{L_X}$ have the opposite performance when $a$ increases.
In this paper, a product is assumed to be qualified (subquality) when \( X > (\leq) L_X \). We define the product qualification rate \( P_r \), which is also named as the conforming rate, as follows:

\[
P_r = P(X \geq L_X) = \frac{1}{1 + (\frac{b}{\sin\beta} - AC_{L_X})^\beta}, -\infty < C_{L_X} < \sqrt{\frac{b}{\tan\beta - b}}
\]  

(6)

Visibly, a strictly monotonic increasing relationship exits between \( P_r \) and \( C_{L_X} \) for given \( \beta > 2 \).

All in all, \( C_{L_X} \) has great practical relevance because it can represent the lifetime performance of products and can calculate the theoretical value of conforming rate \( P_r \).

3. Maximum Likelihood Estimation for \( C_{L_X} \)

Based on progressive first-failure-censored samples, the maximum likelihood estimation (MLE) for \( \alpha, \beta, \) and \( C_{L_X} \) with log-logistic distribution are analysed in this section. Firstly, let \( X_{1m:n} \leq X_{2m:n} \leq \cdots \leq X_{nm:n} \) be the sample generated from the log-logistic distribution following censoring schemes \((R_1, \cdots, R_m)\). Then, under this progressive first-failure-censored sample, the joint pdf based on the abovementioned censoring scheme is

\[
f_{X_{1m:n} \leq X_{2m:n} \leq \cdots \leq X_{nm:n}}(x_1, x_2, \cdots, x_m) = Bk^m \prod_{i=1}^{m} f(x_{i:n:n}) \times [1 - F(x_{i:n:n})]^k(R_i+1)^{-1},
\]

(7)

where \( B = n(n - R_1 - 1) \cdots (n - R_1 - \cdots - R_{m-1} - m + 1) \) is a normal constant and \( 0 < x_1 < x_2 < \cdots < x_m < +\infty \) is obligatory.

Substituting Equations (1) and (2) into Equation (7), we get the likelihood function \( l(f) \):

\[
L(\alpha, \beta) = Bk^m \alpha^m \beta^m \sum_{i=1}^{m} x_i^{\beta-1} \prod_{i=1}^{m} \left( \alpha^{\beta} + x_i^{\beta} \right)^{k(R_i+1)+1}
\]

(8)

Both \( \alpha \) and \( \beta \) are assumed to be unknown for further discussion. Take the logarithm of Equation (8) and the log-likelihood function \( l(\alpha, \beta, x) \) becomes the following:

\[
l = \log B + m \log k + \beta k \log \alpha \times \sum_{i=1}^{m} (R_i + 1) + (\beta - 1) \sum_{i=1}^{m} \ln x_i - \sum_{i=1}^{m} [k(R_i + 1) + 1] \log (\alpha^{\beta} + x_i^{\beta})
\]

\[
l(\alpha, \beta, x) \text{ differentiates } \alpha \text{ and } \beta \text{ respectively, and we can get the following:}
\]

\[
\frac{\partial l}{\partial \alpha} = \frac{\beta}{\alpha} \sum_{i=1}^{m} [k(R_i + 1)] - \sum_{i=1}^{m} [k(R_i + 1) + 1] \frac{\beta \alpha^{\beta-1}}{\alpha^{\beta} + x_i^{\beta}}
\]

(9)

\[
\frac{\partial l}{\partial \beta} = m + k \ln \alpha \sum_{i=1}^{m} (R_i + 1) + \sum_{i=1}^{m} \ln x_i - \sum_{i=1}^{m} [k(R_i + 1) + 1] \frac{\beta^{\alpha^{\beta} + x_i^{\beta}}}{\alpha^{\beta} + x_i^{\beta}}
\]

(10)

Set the above two Equations (9) and (10) to zero, and the MLEs of \( \alpha \) and \( \beta \) can be obtained through calculation. From Equation (9), we can observe the following:

\[
\alpha = \left( \frac{W}{m} \right)^{\frac{1}{\beta}}
\]

(11)

where \( W = \sum_{i=1}^{m} k(R_i + 1) x_i^{\beta} \).
Then, substitute the value of $\alpha$ from Equation (11) into Equation (10):

$$\frac{m}{\beta} + \sum_{i=1}^{m} \frac{W}{W + mx_i^\beta} \left( \ln x_i - \frac{1}{\beta} \ln \frac{W}{m} \right) - \sum_{i=1}^{m} k(R_i + 1) \frac{mx_i^\beta}{W + mx_i^\beta} \left( \ln x_i - \frac{1}{\beta} \ln \frac{W}{m} \right) = 0 \quad (12)$$

Choosing a suitable iterative procedure, the solution to Equation (12) can be evaluated numerically when values of $(k, n, m, R, x)$ are given. Let the MLE of $\beta$ be $\hat{\beta}$, and the MLE of $b$ can be obtained as $\hat{b} = \frac{\pi}{\hat{\beta}}$. Then, it is available to get $\hat{\alpha}$, the MLE of $\alpha$, by substituting $\hat{\beta}$ into Equation (11). Due to the invariance property, the MLE of $C_LX$ is obtained as follows:

$$\hat{C}_{LX} = \frac{1}{\hat{A}} \left( \frac{\hat{b}}{\sin \hat{b}} - \frac{L_X}{\hat{\alpha}} \right) \quad (13)$$

### 4. Confidence Intervals

#### 4.1. Asymptotic Confidence Intervals for MLE

Let $\theta = (\alpha, \beta)$, and the Fisher information matrix of $\theta$ is as follows:

$$I(\theta) = E \begin{bmatrix} \frac{\partial^2 l}{\partial \alpha^2} & \frac{\partial^2 l}{\partial \alpha \partial \beta} \\ \frac{\partial^2 l}{\partial \beta \partial \alpha} & \frac{\partial^2 l}{\partial \beta^2} \end{bmatrix} \quad (14)$$

The specific expressions of second derivatives of $l$ are presented in Appendix A.

It is infeasible to derive the expectation of above expressions; henceforward, the observed Fisher information matrix is utilized for calculation. Set $\hat{\theta} = (\hat{\alpha}, \hat{\beta})$ to be the MLE of $\theta = (\alpha, \beta)$. When $\theta = \hat{\theta} = (\hat{\alpha}, \hat{\beta})$, the inverse of Equation (14) is the observed variance–covariance matrix of MLEs:

$$I^{-1}(\hat{\theta}) = \begin{bmatrix} \text{Var}(\hat{\alpha}) & \text{Cov}(\hat{\alpha}, \hat{\beta}) \\ \text{Cov}(\hat{\beta}, \hat{\alpha}) & \text{Var}(\hat{\beta}) \end{bmatrix}_{\theta = \hat{\theta}} \quad (15)$$

With mean as $(\alpha, \beta)$ and covariance matrix as $I^{-1}(\alpha, \beta)$, the asymptotic distribution of MLEs $\hat{\theta}$ is approximately bivariately normal; $100(1 - \zeta)\%$ two-tailed asymptotic confidence intervals of $\alpha$ and $\beta$ are respectively the following:

$$\hat{\alpha} \pm Z_{\zeta/2} \sqrt{\text{Var}(\hat{\alpha})} \quad \text{and} \quad \hat{\beta} \pm Z_{\zeta/2} \sqrt{\text{Var}(\hat{\beta})} \quad (16)$$

The $\zeta/2$ percentile of the standard normal distribution is $Z_{\zeta/2}$. Then, applying Monte Carlo simulation, the coverage probabilities (CPs) of $\alpha$ and $\beta$ are respectively

$$\text{CP}_\alpha = P \left[ \left| \frac{(\hat{\alpha} - \alpha)}{\sqrt{\text{Var}(\hat{\alpha})}} \right| \leq Z_{\zeta/2} \right] \quad \text{and} \quad \text{CP}_\beta = P \left[ \left| \frac{(\hat{\beta} - \beta)}{\sqrt{\text{Var}(\hat{\beta})}} \right| \leq Z_{\zeta/2} \right]$$

In addition, we assume that $R^T = \left( \frac{\partial C_{LX}}{\partial \alpha}, \frac{\partial C_{LX}}{\partial \beta} \right)$ and we have the following:

$$\frac{\partial C_{LX}}{\partial \alpha} = \frac{L_X}{\alpha^2} \left( \frac{2\pi \csc \left( \frac{\pi}{\beta} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\pi}{\beta} \right)}{\beta^2} \right).$$
\[
\frac{\partial C_{LX}}{\partial \beta} = M - C_{LX} N
\]

where

\[
M = \frac{\pi^2 \cot\left(\frac{\pi}{\beta}\right) \csc\left(\frac{\pi}{\beta}\right)}{\beta^3} - \frac{\pi \csc\left(\frac{\pi}{\beta}\right)}{\beta^2} \sqrt{\frac{2\pi \csc\left(\frac{2\pi}{\beta}\right)}{\beta^4} - \frac{\pi^2 \csc^2\left(\frac{\pi}{\beta}\right)}{\beta^3}}
\]

\[
N = \frac{-\frac{2\pi^3 \cot\left(\frac{\pi}{\beta}\right) \csc^2\left(\frac{\pi}{\beta}\right)}{\beta^4} + \frac{2\pi^2 \csc^2\left(\frac{\pi}{\beta}\right)}{\beta^3} + \frac{4\pi^2 \cot\left(\frac{2\pi}{\beta}\right) \csc\left(\frac{2\pi}{\beta}\right)}{\beta^4} - \frac{2\pi \csc\left(\frac{2\pi}{\beta}\right)}{\beta^2}}{\beta^4}
\]

Then, we define the asymptotic estimator of \(\hat{\text{Var}}(C_{LX})\) as follows:

\[
\hat{\text{Var}}(C_{LX}) \approx [R^T I^{-1} R]_{(\hat{\alpha}, \hat{\beta})} = (\hat{\alpha}, \hat{\beta})
\]

Using the delta method, we know that

\[
\frac{C_{LX} - C_{LX}}{\sqrt{\text{Var}(C_{LX})}} \sim N(0, 1)
\]

Thus, the 100(1 - \(\zeta\))% asymptotic confidence interval of \(C_{LX}\) can be derived as

\[
C_{LX} \pm Z_{\zeta/2} \sqrt{\text{Var}(C_{LX})}
\] (17)

### 4.2. Asymptotic Confidence Intervals for the Log-Transformed MLE

According to References [8, 24], the asymptotic confidence intervals has better CP using log-transformed MLE. The 100(1 - \(\zeta\))% asymptotic confidence intervals of \(\alpha\) and \(\beta\) for the log-transformed MLE are

\[
\log \hat{\alpha} \pm Z_{\zeta/2} \sqrt{\text{Var}(\log \hat{\alpha})} \quad \text{and} \quad \log \hat{\beta} \pm Z_{\zeta/2} \sqrt{\text{Var}(\log \hat{\beta})}
\]

The 100(1 - \(\zeta\))% approximate confidence intervals of \(\alpha\) and \(\beta\) for log-transformed MLE are

\[
\hat{\alpha} \exp\left[\pm \frac{Z_{\zeta/2} \sqrt{\text{Var}(\hat{\alpha})}}{\hat{\alpha}}\right] \quad \text{and} \quad \hat{\beta} \exp\left[\pm \frac{Z_{\zeta/2} \sqrt{\text{Var}(\hat{\beta})}}{\hat{\beta}}\right]
\] (18)

Similarly, the 100(1 - \(\zeta\))% normal approximation confidence interval of \(C_{LX}\) is

\[
C_{LX}^* \exp\left[\pm \frac{Z_{\zeta/2} \sqrt{\text{Var}(C_{LX})}}{C_{LX}}\right].
\] (19)
5. Bayesian Estimation

5.1. Prior Distribution and Posterior Analysis

A more precise and efficient method is considered to obtain approximate estimators of $\alpha$ and $\beta$ here. First of all, prior distributions used in calculation are Gamma distributions:

\[
g_1(\alpha) \sim \alpha^{a_1-1}e^{-b_1\alpha}, \quad \alpha > 0, \quad a_1 > 0, \quad b_1 > 0
\]

\[
g_2(\beta) \sim \beta^{a_2-1}e^{-b_2\beta}, \quad \beta > 2, \quad a_2 > 0, \quad b_2 > 0
\]

The joint prior distribution is

\[
\pi(\alpha, \beta) \sim \alpha^{a_1-1}\beta^{a_2-1}e^{-(b_1\alpha+b_2\beta)}
\]

The joint posterior distribution is

\[
\pi(\alpha, \beta|x) = \frac{\pi(\alpha, \beta)L(x|\alpha, \beta)}{\int_0^\infty \int_2^\infty \pi(\alpha, \beta)L(x|\alpha, \beta)d\alpha d\beta}
\]

\[
= \frac{1}{K} \alpha^{\gamma_1-1}\beta^{\gamma_2-1}e^{-(b_1\alpha+b_2\beta)} \prod_{i=1}^m \frac{x_i^{\beta-1}}{(\alpha^\beta + x_i^\beta)^{k(R_i+1)+1}}
\]

where

\[
K = \int_0^\infty \int_2^\infty \alpha^{\gamma_1-1}\beta^{\gamma_2-1}e^{-(b_1\alpha+b_2\beta)} \prod_{i=1}^m \frac{x_i^{\beta-1}}{(\alpha^\beta + x_i^\beta)^{k(R_i+1)+1}} d\alpha d\beta.
\]

\[
\gamma_1 = \beta \sum_{i=1}^m k(R_i+1) + a_1, \quad \gamma_2 = m + a_2
\]

5.2. Asymmetric and Symmetric Loss Functions

In the Bayesian estimation, the loss function is of great importance. The Bayesian estimation for parameters $\alpha$ and $\beta$ and lifetime performance index $C_LX$ from a log-logistic distribution under both asymmetric as well as symmetric loss functions are carried out. The loss functions we chose are widely studied: the squared error loss function (SELF), the linex loss function (LF), the general entropy loss function (GELF). Their definitions are as follows:

\[
L_{\text{SELF}}(\eta, \hat{\eta}) = (\hat{\eta} - \eta)^2
\]

\[
L_{\text{LF}}(\eta, \hat{\eta}) = e^{\psi(\hat{\eta} - \eta)} - \psi(\hat{\eta} - \eta) - 1
\]

\[
L_{\text{GELF}}(\eta, \hat{\eta}) = (\frac{\hat{\eta}}{\eta})^\varphi - \varphi \log \frac{\hat{\eta}}{\eta} - 1
\]

Note that $\hat{\eta}$ represents an estimate of $\eta$, $\psi \neq 0$, and $\varphi \neq 0$. In LF and GELF, the positive and negative natures of $\psi$ and $\varphi$ show the direction of the asymmetry and the value size shows the degree of asymmetry.

The Bayesian estimation of $\eta$ under SELF, LF, and GELF are respectively as follows:

\[
\hat{\eta}_{\text{SELF}} = E_\eta[\eta|X]
\]

\[
\hat{\eta}_{\text{LF}} = -\frac{1}{\psi} \log(E_\eta[e^{-\psi\eta}|X])
\]
\[ \hat{\eta}_{\text{GELF}} = \left[ E_q[\eta^{-\eta}|X] \right]^{-\frac{1}{\eta}} \]

The Bayesian estimation under SELF, LF, and GELF of any given function of \( \alpha \) and \( \beta \), let us say \( \phi(\alpha, \beta) \), are

\[ \hat{\phi}(\alpha, \beta)_{\text{SELF}} = \frac{\int_0^\infty \int_2^\infty \phi(\alpha, \beta) \phi \, d\alpha d\beta}{\int_0^\infty \int_2^\infty \phi \, d\alpha d\beta} \]

\[ \hat{\phi}(\alpha, \beta)_{\text{LF}} = -\frac{1}{\psi} \log \left( \frac{\int_0^\infty \int_2^\infty e^{-\phi(a, \beta)} \phi \, d\alpha d\beta}{\int_0^\infty \int_2^\infty \phi \, d\alpha d\beta} \right) \]

\[ \hat{\phi}(\alpha, \beta)_{\text{GELF}} = \left( \frac{\int_0^\infty \int_2^\infty \phi(\alpha, \beta) - \theta \phi \, d\alpha d\beta}{\int_0^\infty \int_2^\infty \phi \, d\alpha d\beta} \right)^{-\frac{1}{\psi}} \]

where \( \phi = \pi(\alpha, \beta) \times L(x|\alpha, \beta) \).

Clearly, it is infeasible to get the accurate closed form of the Bayesian estimation. Hence, Lindley method is used in the next section to derive the Bayes estimator.

5.3. Lindley Approximation Method

Lindley approximation method is introduced by Reference [25] to approximate two integral ratios. According to this method, the Bayes estimate of any function of \( \phi_1, \phi_2 \), \( \hat{\phi}(\phi_1, \phi_2) \), is

\[ \hat{\phi} = \phi(\hat{\phi}_1, \hat{\phi}_2) + 0.5(E + l_{30}F_{12} + l_{21}G_{12} + l_{12}G_{21} + \rho_1E_{12} + \rho_2E_{21}) \quad (22) \]

where

\[ E = \sum_{i=1}^{2} \sum_{j=1}^{2} \phi_{ij} \tau_{ij}, \quad E_{ij} = \phi_i \tau_{ii} + \phi_j \tau_{jj}, \quad l_{ij} = \frac{\partial^2\phi(\phi_1, \phi_2)}{\partial \psi_i \partial \psi_j} \]

\[ F_{ij} = (\phi_i \tau_{ii} + \phi_j \tau_{jj}) \sigma_{ii}, \quad G_{ij} = 3\phi_i \tau_{ii} \tau_{jj} + \phi_j (\tau_{ii} \tau_{jj} + 2 \tau_{ij}^2) \]

\[ \rho_i = \frac{\partial \rho}{\partial \psi_i}, \quad \rho = \log \pi(\phi_1, \phi_2) \]

\[ \phi_i = \frac{\partial \phi}{\partial \psi_i}, \quad \phi_{ij} = \frac{\partial^2 \phi}{\partial \psi_i \partial \psi_j}, \quad i, j = 1, 2 \]

\[ \rho_1 = \frac{\partial \rho}{\partial \alpha} = \frac{a_1 - 1}{\alpha} - b_1, \quad \rho_2 = \frac{\partial \rho}{\partial \beta} = \frac{a_2 - 1}{\beta} + b_2 \]

The specific expressions of \( l_{ij} \) (also known as third derivatives of \( l \)) are presented in Appendix B. \( \tau_{ij} \) represents the \( (i, j) \)th element from the observed variance–covariance matrix in Equation (15) calculated in Section 4.1. We calculate \( \hat{\phi} \) for the estimation of \( (\phi_1, \phi_2) = (\alpha, \beta) \).

5.3.1. The Squared Error Loss Function (SELF)

Taking \( \phi(\alpha, \beta) = \alpha, \beta \) and \( C_{\text{LF}} \), first of all, the Bayes estimator of \( \alpha \) and \( \beta \) under SELF can be obtained respectively as

\[ \hat{\alpha}_{\text{LB}} = \hat{\alpha} + \rho_1 \tau_{11} + \rho_2 \tau_{12} + 0.5 \left[ \tau_{11}(l_{30} \tau_{11} + 2l_{21} \tau_{12} + l_{12} \tau_{22}) + \tau_{21}(l_{21} \tau_{11} + 2l_{12} \tau_{21} + l_{03} \tau_{22}) \right] \]

\[ \hat{\beta}_{\text{LB}} = \hat{\beta} + \rho_1 \tau_{21} + \rho_2 \tau_{22} + 0.5 \left[ \tau_{12}(l_{30} \tau_{11} + 2l_{21} \tau_{12} + l_{12} \tau_{22}) + \tau_{22}(l_{21} \tau_{11} + 2l_{12} \tau_{21} + l_{03} \tau_{22}) \right] \]
Similarly, we take \( \phi(a, \beta) = C_{L_X} \), and the Bayes estimator of \( C_{L_X} \) can be obtained as follows:

\[
\hat{C}_{L_{X, \text{self}}} = \hat{C}_{X} + 0.5 \left[ (\phi_{11} + 2\phi_{1}\phi_1) \hat{\tau}_{11} + (\phi_{12} + 2\phi_{1}\phi_2) \hat{\tau}_{12} + (\phi_{21} + 2\phi_{2}\phi_1) \hat{\tau}_{21} + \phi_{22} \hat{\tau}_{22} + (\phi_{11} + \phi_{12})(l_{30} \hat{\tau}_{11} + 2l_{21} \hat{\tau}_{12} + l_{12} \hat{\tau}_{22}) \right]
\]

The specific expressions of \( \phi_i \) and \( \phi_{ij} \) under SELF are presented in Appendix C.1.

5.3.2. The Linex Loss Function (LF)

For \( \alpha \), taking \( \phi(\alpha, \beta) = e^{-\psi \alpha} \), we obtain that

\[
\phi_1 = -\psi e^{-\psi \alpha}, \quad \phi_{11} = \psi^2 e^{-\psi \alpha}, \quad \phi_2 = \phi_{12} = \phi_{21} = \phi_{22} = 0.
\] (23)

Substituting Equation (23) into Equation (22), the Bayes estimator of \( \alpha \) under LF is

\[
\hat{\alpha}_{LF} = -\frac{1}{\psi} \log \left[ e^{-\psi \hat{\alpha}} + 0.5(\psi^2 e^{-\psi \alpha} \hat{\tau}_{11} - \psi e^{-\psi \alpha}(2\rho_1 \hat{\tau}_{11} + 2\rho_2 \hat{\tau}_{12}) + \hat{\tau}_{11}(l_{30} \hat{\tau}_{11} + 2l_{21} \hat{\tau}_{12} + l_{12} \hat{\tau}_{22}) + \tau_{21}((l_{21} \hat{\tau}_{11} + 2l_{21} \hat{\tau}_{21} + l_{03} \hat{\tau}_{22})) \right]
\]

Similarly, taking \( \phi(\alpha, \beta) = e^{-\psi \alpha} \), we can obtain that

\[
\phi_2 = -\psi e^{-\psi \alpha}, \quad \phi_{22} = \psi^2 e^{-\psi \alpha}, \quad \phi_1 = \phi_{11} = \phi_{21} = \phi_{12} = 0.
\]

The Bayes estimator of \( \beta \) according to Equation (22) under LF is

\[
\hat{\beta}_{LF} = -\frac{1}{\psi} \log \left[ e^{-\psi \hat{\beta}} + 0.5(\psi^2 e^{-\psi \alpha} \hat{\tau}_{22} - \psi e^{-\psi \alpha}(2\rho_1 \hat{\tau}_{21} + 2\rho_2 \hat{\tau}_{22}) + \hat{\tau}_{22}(l_{30} \hat{\tau}_{21} + 2l_{21} \hat{\tau}_{22} + l_{03} \hat{\tau}_{22})) \right]
\]

Then, we compute the Bayesian estimation of \( C_{L_X} \) under LF when \( \phi(\alpha, \beta) = e^{-\psi C_{L_X}} \) is

\[
\hat{C}_{L_{X, \text{LF}}} = -\frac{1}{\psi} \log \left[ e^{-\psi \hat{C}_{L_X}} + 0.5((\phi_{11} + 2\phi_{1}\phi_1) \hat{\tau}_{11} + (\phi_{12} + 2\phi_{1}\phi_2) \hat{\tau}_{12} + (\phi_{21} + 2\phi_{2}\phi_1) \hat{\tau}_{21} + \phi_{22} \hat{\tau}_{22} + (\phi_{11} + \phi_{12})(l_{30} \hat{\tau}_{11} + 2l_{21} \hat{\tau}_{12} + l_{12} \hat{\tau}_{22}) \right]
\]

The specific expressions of \( \phi_i \) and \( \phi_{ij} \) under GELF are presented in Appendix C.2.

5.3.3. The General Entropy Loss Function (GELF)

Taking \( \phi(\alpha, \beta) = \alpha^{-\psi} \), we calculate that

\[
\phi_1 = -\psi \alpha^{-\psi - 1}, \quad \phi_{11} = \psi(\psi + 1)\alpha^{-\psi - 2}, \quad \phi_2 = \phi_{21} = \phi_{22} = 0
\]

Then, we can get the Bayesian estimation of \( \alpha \) under GELF as

\[
\hat{\alpha}_{GELF} = \left[ -\frac{1}{\psi} \log \left[ e^{-\psi \hat{\alpha}} + 0.5(\psi(\psi + 1)\alpha^{-\psi - 2} \tau_{11} - \psi \alpha^{-\psi - 1}(2\rho_1 \tau_{11} + 2\rho_2 \tau_{12}) + \tau_{11}(l_{30} \tau_{11} + 2l_{21} \tau_{12} + l_{12} \tau_{22}) + \tau_{21}(l_{21} \tau_{11} + 2l_{21} \tau_{21} + l_{03} \tau_{22})) \right] \right]^{-\frac{1}{\psi}}
\]
Taking $\phi(a, b) = \beta^{-\gamma}$, we have
\[
\phi_2 = -\phi \beta^{-\gamma - 1}, \quad \phi_{22} = \phi(\varphi + 1)\beta^{-\gamma - 2}, \quad \phi_{12} = \phi_{21} = \phi_1 = \phi_{11} = 0
\]

Then, we can get the Bayesian estimation of $\beta$ under GELF as
\[
\hat{\beta}_{GELF} = \hat{a} + \hat{b} \phi^{0.5} \xi(\gamma_1) \Gamma(\gamma_1) \beta_{0.5} \xi(\gamma_2) \Gamma(\gamma_2) \beta_{0.5} \xi(\gamma_1) \Gamma(\gamma_1) \beta_{0.5} \xi(\gamma_2) \Gamma(\gamma_2) \beta_{0.5} \xi(\gamma_1) \Gamma(\gamma_1) \beta_{0.5} \xi(\gamma_2) \Gamma(\gamma_2) \beta_{0.5} \xi(\gamma_1) \Gamma(\gamma_1) \beta_{0.5} \xi(\gamma_2) \Gamma(\gamma_2) \beta_{0.5} \xi(\gamma_1) \Gamma(\gamma_1) \beta_{0.5} \xi(\gamma_2) \Gamma(\gamma_2)
\]

Similarly, taking $\phi(a, b) = C_{iX}^{-\gamma}$, the Bayes estimate of $C_{iX}$ under GELF is
\[
\hat{C}_{iX_{GELF}} = \hat{a} + \hat{b} \phi^{0.5} \xi(\gamma_1) \Gamma(\gamma_1) \beta_{0.5} \xi(\gamma_2) \Gamma(\gamma_2) \beta_{0.5} \xi(\gamma_1) \Gamma(\gamma_1) \beta_{0.5} \xi(\gamma_2) \Gamma(\gamma_2) \beta_{0.5} \xi(\gamma_1) \Gamma(\gamma_1) \beta_{0.5} \xi(\gamma_2) \Gamma(\gamma_2) \beta_{0.5} \xi(\gamma_1) \Gamma(\gamma_1) \beta_{0.5} \xi(\gamma_2) \Gamma(\gamma_2)
\]

The specific expressions of $\phi_i$ and $\phi_{ij}$ under GELF are presented in Appendix C.3.

The Bayes estimator of parameters $a$ and $b$ and the lifetime performance index $C_{iX}$ can be obtained using the Lindley method. Unfortunately, the Higher Posterior Density (HPD) credible intervals could not be studied since the Lindley approximation method only makes the point estimation. That is what we are going to focus on in the next section.

5.4. Monte Carlo Markov Chain Method

When estimating intricate Bayesian models, Monte Carlo Markov Chain (MCMC) is an effective method and have been used for research by many scholars; see Reference [16,26]. Metropolis–Hastings algorithm is the most commonly used Monte Carlo Markov Chain method in statistics, digital communication, signal processing, and other fields. In this paper, a mixed strategy combining the Metropolis–Hastings algorithm within the type of random walk chain is utilized for generating progressive first-failure-censored samples from each posterior distribution arising from log-logistic distribution. We apply the R function rwmmetrop in the LearnBayes package. Reference [27] gave a detailed description.

From Equation (21), we acquire the joint posterior distributions of $\alpha$ and $\beta$:
\[
\pi(a, b | x) \sim \alpha^{\gamma_1 - 1} e^{-b_1 a} \beta^{\gamma_2 - 1} e^{-b_2 b} \prod_{i=1}^{m} \frac{x_i^{b_i - 1}}{(a \beta + x_i)^{k(R_i+1)+1}}
\]
\[
\sim \frac{b_1^{\gamma_1}}{\Gamma(\gamma_1)} \alpha^{\gamma_1 - 1} e^{-b_1 a} \beta^{\gamma_2 - 1} e^{-b_2 b} \prod_{i=1}^{m} \frac{x_i^{b_i - 1}}{(a \beta + x_i)^{k(R_i+1)+1}}
\]
\[
\pi(a, b | x) \sim \pi_1(a | x) \times \pi_2(b | a, x).
\]

Here, we have
\[
\pi_1(a | b, x) = \text{Gamma}(\gamma_1, b_1) = \frac{b_1^{\gamma_1}}{\Gamma(\gamma_1)} \alpha^{\gamma_1 - 1} e^{-b_1 a}
\]
\[
\pi_2(b | a, x) = \frac{b_2^{\gamma_2}}{\Gamma(\gamma_2)} \beta^{\gamma_2 - 1} e^{-b_2 b} \prod_{i=1}^{m} \frac{1}{x_i (a \beta + x_i)^{k(R_i+1)+1}}
\]

Since $\pi_1(a | b, x)$ is a standard gamma density function, samples of $a$ can be easily generated. Unfortunately, $\pi_2(b | a, x)$ cannot be simplified to the widely studied distributions. Consequently,
the required random samples are generated from the conditional posterior density by applying the Metropolis–Hastings method and the process is as follows:

**Step 1:** Initialize the values of \((\alpha_1, \beta_1)\).

**Step 2:** Set the initial value of \(t\) to 1.

**Step 3:** Generate \(\alpha_1\) from Gamma\((\gamma_1, b_1)\).

**Step 4:** Generate \(\beta_1\) from \(\pi_2(\beta_{t-1}|\alpha_t, x)\), using the following algorithm:

- **Step 4-1:** Generate \(\dot{\beta}\) from Normal\((\beta_{t-1} - 1, \text{Variance}(\beta))\).
- **Step 4-2:** Generate \(\omega\) from Uniform\((0, 1)\) distribution.
- **Step 4-3:** Set \(\beta_t = \begin{cases} \dot{\beta} & \text{if } \omega < \nu \\ \beta_{t-1} & \text{if } \omega > \nu \end{cases}\), where \(\nu = \min(1, \frac{\pi_2(\dot{\beta}|\alpha_t, x)}{\pi_2(\beta_{t-1}|\alpha_t, x)})\).

**Step 5:** \(t = t + 1\).

**Step 6:** Repeat steps 3–5 for \(M\) times.

Under SELF, the approximate Bayes estimator of parameters \(\alpha\) and \(\beta\), and the lifetime performance index \(C_{L_X} = \Re(\alpha_i, \beta_i)\) can be obtained as

\[
\hat{\alpha}_{\text{MCMC–SE}} = \frac{1}{M} \sum_{i=1}^{M} \alpha_i \quad \hat{\beta}_{\text{MCMC–SE}} = \frac{1}{M} \sum_{i=1}^{M} \beta_i \quad C_{L_X, \text{MCMC–SE}} = \frac{1}{M} \sum_{i=1}^{M} \Re(\alpha_i, \beta_i)
\]

HPD credible intervals of parameters \(\alpha\) and \(\beta\) and the lifetime performance index \(C_{L_X}\) can be obtained applying MCMC techniques as follows:

1. Arrange \(\alpha_i\) and \(\beta_i\) as \(\alpha_1, \alpha_2, \ldots, \alpha_M\) and \(\beta_1, \beta_2, \ldots, \beta_M\).
2. The \((100 - \zeta)\%\) symmetric credible intervals of \(\alpha\) and \(\beta\) are \(\left[\hat{\alpha}_M(\zeta/2), \hat{\alpha}_M(1-\zeta/2)\right]\) and \(\left[\hat{\beta}_M(\zeta/2), \hat{\beta}_M(1-\zeta/2)\right]\), respectively.
3. Similarly, the \((100 - \zeta)\%\) symmetric credible interval of \(C_{L_X}\) is \(\left[C_{L_X,M(\zeta/2)}, C_{L_X,M(1-\zeta/2)}\right]\).

### 6. Simulation Results

The Monte Carlo simulation study is used for analyzing and comparing the performance of various estimators proposed in the preceding sections. Values of various scale parameters \(\alpha\) and \(\beta\) and different sample sizes \(n\), group sizes \(k\), effective sample sizes \(m\), and censored schemes \((R_1, R_2, \ldots, R_m)\) from log-logistic distribution are used in simulation study. Reference [28] proposed referential algorithm for generating the progressive first-failure-censored samples. Briefly summarized, generating the progressive first-failure censored sample with cdf \(F(x)\) can be regarded as generating the progressive type-II censored sample with cdf \(1 - (1 - F(x))^k\) on calculating. Furthermore, different censoring schemes \((R_1, R_2, \ldots, R_m)\) presented in the Tables 1–8 are abbreviations. For example, \((0*3)\) denotes \((0,0,0)\) and \(((0,1)*2)\) denotes \((0,1,0,1)\). Note that we use R for simulation study.
Table 1. Maximum Likelihood Estimations (MLEs) of $\alpha$, $\beta$, and $C_L$ when $L = 1$, $N = 1000$, $\alpha = 1.25$, $\beta = 1.1\pi$, and $C_L = 0.4761017$.

| $k$ | $n$ | $m$ | Censoring Scheme | $\hat{\alpha}_{ML}$ | $\hat{\beta}_{ML}$ | $\hat{C}_{LML}$ |
|-----|-----|-----|------------------|---------------------|---------------------|-----------------|
| 50  | 30  |     | $(10,0^{*}28,10)$ | 1.2440              | 0.0091              | 3.6203          |
|     |     |     | $(1^{*}20,0^{*}10)$ | 1.2414              | 0.0098              | 3.6027          |
|     |     |     | $(1^{*}10,0^{*}10,1^{*}10)$ | 1.2369              | 0.0087              | 3.6118          |
| 40  |     |     | $(10,0^{*}39)$ | 1.2476              | 0.0068              | 3.5585          |
|     |     |     | $(1^{*}10,0^{*}30)$ | 1.2480              | 0.0073              | 3.5454          |
|     |     |     | $(0^{*}39,10)$ | 1.2440              | 0.0065              | 3.6012          |
| 70  | 35  |     | $(35,0^{*}34)$ | 1.2448              | 0.0081              | 3.5508          |
| 2   |     |     | $(1^{*}35)$ | 1.2453              | 0.0083              | 3.5879          |
|     |     |     | $(0^{*}34,35)$ | 1.2448              | 0.0089              | 3.6055          |
| 50  |     |     | $(0,1^{*}20,1^{*}10)$ | 1.2477              | 0.0056              | 3.5354          |
|     |     |     | $(1^{*}20,0^{*}30)$ | 1.2472              | 0.0062              | 3.5310          |
|     |     |     | $(0^{*}30,1^{*}20)$ | 1.2443              | 0.0057              | 3.5573          |
| 100 | 50  |     | $(25,0^{*}48,25)$ | 1.2472              | 0.0058              | 3.5471          |
|     |     |     | $(1^{*}50)$ | 1.2452              | 0.0053              | 3.5579          |
|     |     |     | $(0^{*}49,50)$ | 1.2395              | 0.0065              | 3.5943          |

$EV^1$ means the expected values; $MSE^2$ means the mean square error.

Table 2. Bayes estimates of $\alpha$, $\beta$, and $C_{LX}$ using the Lindley approximation method under squared error loss function (SELF) when $L = 1$, $N = 1000$, $\alpha = 1.25$, $\beta = 1.1\pi$, $C_{LX} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.1\pi$, and $b_2 = 1$.

| $k$ | $n$ | $m$ | Censoring Scheme | $\hat{\alpha}_{SELF}$ | $\hat{\beta}_{SELF}$ | $\hat{C}_{LX,SELF}$ |
|-----|-----|-----|------------------|------------------------|-----------------------|----------------------|
| 50  | 30  |     | $(10,0^{*}28,10)$ | 1.2651              | 0.0089              | 3.4924          |
|     |     |     | $(1^{*}20,0^{*}10)$ | 1.2595              | 0.0098              | 3.5247          |
|     |     |     | $(1^{*}10,0^{*}10,1^{*}10)$ | 1.2625              | 0.0095              | 3.5065          |
| 40  |     |     | $(10,0^{*}39)$ | 1.2534              | 0.0069              | 3.5171          |
|     |     |     | $(1^{*}10,0^{*}30)$ | 1.2606              | 0.0078              | 3.5059          |
|     |     |     | $(0^{*}39,10)$ | 1.2616              | 0.0066              | 3.5034          |
| 70  | 35  |     | $(35,0^{*}34)$ | 1.2643              | 0.0079              | 3.5023          |
| 2   |     |     | $(1^{*}35)$ | 1.2620              | 0.0087              | 3.5125          |
|     |     |     | $(0^{*}34,35)$ | 1.2643              | 0.0090              | 3.5226          |
| 50  |     |     | $(0,1^{*}20,1^{*}10)$ | 1.2548              | 0.0056              | 3.5019          |
|     |     |     | $(1^{*}20,0^{*}30)$ | 1.2558              | 0.0051              | 3.4950          |
|     |     |     | $(0^{*}30,1^{*}20)$ | 1.2572              | 0.0052              | 3.5059          |
| 100 | 50  |     | $(25,0^{*}48,25)$ | 1.2564              | 0.0049              | 3.4998          |
|     |     |     | $(1^{*}50)$ | 1.2571              | 0.0059              | 3.5092          |
|     |     |     | $(0^{*}49,50)$ | 1.2623              | 0.0061              | 3.5018          |
Table 4. Bayes estimates of $\alpha$, $\beta$, and $C_{L_X}$ using the Lindley approximation method under LF when $L = 1, N = 1000, a = 1.25, b = 1.1\pi, C_{L_X} = 0.4761017, a_1 = 5, b_1 = 4, a_2 = 1.1\pi, b_2 = 1$, and $\psi = -1$.

| k  | n   | m   | Censoring Scheme | $\hat{\alpha}_{SELF}$ | $\hat{\beta}_{SELF}$ | $C_{L_X,SELF}$ |
|----|-----|-----|------------------|------------------------|-----------------------|-----------------|
|   |     |     |                  | EV        | MSE          | EV        | MSE          | EV        | MSE          |
| 50| 30  |     | (10,0*28,10)     | 1.2658    | 0.0102       | 3.5151    | 0.2710       | 0.5765    | 0.0182       |
|   |     |     | (1*20,0*10)      | 1.2629    | 0.0099       | 3.5083    | 0.2272       | 0.5578    | 0.0145       |
|   |     |     | (1*10,0*1,10)    | 1.2668    | 0.0107       | 3.5254    | 0.2623       | 0.5735    | 0.0179       |
| 40|     |     | (10,0*39)        | 1.2583    | 0.0069       | 3.5051    | 0.1790       | 0.5390    | 0.0103       |
|   |     |     | (1*10,0*30)      | 1.2388    | 0.0068       | 3.4888    | 0.1671       | 0.5350    | 0.0097       |
|   |     |     | (0*39,10)        | 1.2586    | 0.0068       | 3.5219    | 0.1944       | 0.5530    | 0.0120       |
| 70| 35  |     | (35,0*34)        | 1.2610    | 0.0082       | 3.5065    | 0.2021       | 0.5427    | 0.0117       |
|   |     |     | (1*35)           | 1.2676    | 0.0101       | 3.5050    | 0.2141       | 0.5575    | 0.0124       |
|   |     |     | (0*34,35)        | 1.2752    | 0.0135       | 3.5142    | 0.2524       | 0.5891    | 0.0186       |
| 3 |     |     | (0,1)*20,1*10    | 1.2630    | 0.0061       | 3.4780    | 0.1449       | 0.5283    | 0.0069       |
|   |     |     | (1*20,0*30)      | 1.2588    | 0.0057       | 3.5038    | 0.1233       | 0.5257    | 0.0064       |
|   |     |     | (0*30,1*20)      | 1.2639    | 0.0062       | 3.4899    | 0.1593       | 0.5377    | 0.0075       |
|   |     |     | (25,0*48,25)     | 1.2628    | 0.0065       | 3.4992    | 0.1443       | 0.5412    | 0.0080       |
|   |     |     | (1*50)           | 1.2628    | 0.0065       | 3.4840    | 0.1516       | 0.5302    | 0.0063       |
|   | 50  |     | (0*49,50)        | 1.2667    | 0.0081       | 3.4991    | 0.1852       | 0.5521    | 0.0091       |

Table 3. Bayes estimates of $\alpha$, $\beta$, and $C_{L_X}$ using the Lindley approximation method under Linex loss function (LF) when $L = 1, N = 1000, a = 1.25, \beta = 1.1\pi, C_{L_X} = 0.4761017, a_1 = 5, b_1 = 4, a_2 = 1.1\pi, b_2 = 1$, and $\psi = -1$.

| k  | n   | m   | Censoring Scheme | $\hat{\alpha}_{LF}$ | $\hat{\beta}_{LF}$ | $C_{L_X,LF}$ |
|----|-----|-----|------------------|----------------------|---------------------|----------------|
|    |     |     |                  | EV        | MSE          | EV        | MSE          | EV        | MSE          |
| 50| 30  |     | (10,0*28,10)     | 1.2698    | 0.0095       | 3.6439    | 0.3285       | 0.4650    | 0.0072       |
|   |     |     | (1*20,0*10)      | 1.2674    | 0.0104       | 3.6252    | 0.2708       | 0.4635    | 0.0072       |
|   |     |     | (1*10,0*1,10)    | 1.2638    | 0.0099       | 3.6553    | 0.3277       | 0.4602    | 0.0073       |
| 40|     |     | (10,0*39)        | 1.2626    | 0.0070       | 3.6085    | 0.2183       | 0.4725    | 0.0058       |
|   |     |     | (1*10,0*30)      | 1.2605    | 0.0075       | 3.6145    | 0.2165       | 0.4709    | 0.0061       |
|   |     |     | (0*39,10)        | 1.2655    | 0.0075       | 3.6111    | 0.2527       | 0.4702    | 0.0058       |
|   | 70  | 35  | (35,0*34)        | 1.2637    | 0.0074       | 3.6280    | 0.2480       | 0.4740    | 0.0067       |
|   |     |     | (1*35)           | 1.2607    | 0.0082       | 3.6466    | 0.2640       | 0.4621    | 0.0055       |
|   |     |     | (0*34,35)        | 1.2661    | 0.0097       | 3.6838    | 0.3380       | 0.4576    | 0.0055       |
| 2 |     |     | (0,1)*20,1*10    | 1.2572    | 0.0056       | 3.5581    | 0.1704       | 0.4651    | 0.0039       |
|   |     |     | (1*20,0*30)      | 1.2629    | 0.0064       | 3.5498    | 0.1446       | 0.4701    | 0.0041       |
|   |     |     | (0*30,1*20)      | 1.2632    | 0.0055       | 3.5833    | 0.1900       | 0.4717    | 0.0042       |
|   | 50  |     | (25,0*48,25)     | 1.2623    | 0.0053       | 3.5918    | 0.1952       | 0.4706    | 0.0039       |
|   |     |     | (1*50)           | 1.2659    | 0.0063       | 3.5857    | 0.1817       | 0.4720    | 0.0033       |
|   | 100 | 50  | (25,0*48,25)     | 1.2640    | 0.0063       | 3.6134    | 0.2293       | 0.4659    | 0.0031       |

Table 4. Bayes estimates of $\alpha$, $\beta$, and $C_{L_X}$ using the Lindley approximation method under LF when $L = 1, N = 1000, a = 1.25, \beta = 1.1\pi, C_{L_X} = 0.4761017, a_1 = 5, b_1 = 4, a_2 = 1.1\pi, b_2 = 1$, and $\psi = -1$.
Table 5. Bayes estimates of $\alpha$, $\beta$, and $C_{L_X}$ using the Lindley approximation method under general entropy loss function (GELF) when $L = 1$, $N = 1000$, $\alpha = 1.25$, $\beta = 1.1\pi$, $C_{L_X} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.1\pi$, $b_2 = 1$, and $\varphi = -1$.

| $k$ | $n$ | $m$ | Censoring Scheme | $\hat{k}_{\text{GELF}}$ | $\hat{\beta}_{\text{GELF}}$ | $\hat{C}_{L_X\text{GELF}}$ |
|-----|-----|-----|-----------------|----------------|----------------|----------------|
| 50  | 30  |     | (10,0.28,10)   | 1.2650         | 0.0086         | 3.5013         |
|     |     |     | (1*,20,0.10)   | 1.2649         | 0.0096         | 3.5038         |
|     |     |     | (1*,10,0.1,1*,10) | 1.2644         | 0.0085         | 3.5304         |
| 40  |     |     | (10,0.39)      | 1.2553         | 0.0068         | 3.5103         |
|     |     |     | (1*,10,0.30)   | 1.2574         | 0.0077         | 3.4775         |
|     |     |     | (0*,39,10)     | 1.2618         | 0.0064         | 3.5001         |
| 70  | 35  |     | (35,0.34)      | 1.2593         | 0.0082         | 3.5016         |
| 2   |     |     | (1*,35)        | 1.2602         | 0.0061         | 3.5187         |
|     |     |     | (0*,34,35)     | 1.2739         | 0.0095         | 3.5054         |
| 50  |     |     | ((0,1)*20,1*,10)| 1.2596        | 0.0055         | 3.4922         |
|     |     |     | (1*,20,0,30)   | 1.2574         | 0.0059         | 3.4804         |
|     |     |     | (0*,30,1*,20)  | 1.2587         | 0.0055         | 3.4952         |
| 100 | 50  |     | (25,0.48,25)   | 1.2539         | 0.0049         | 3.5156         |
|     |     |     | (1*,50)        | 1.2610         | 0.0057         | 3.4682         |
|     |     |     | (0*,49,50)     | 1.2616         | 0.0071         | 3.5032         |

Table 6. Bayes estimates of $\alpha$, $\beta$, and $C_{L_X}$ using the Lindley approximation method under GELF when $L = 1$, $N = 1000$, $\alpha = 1.25$, $\beta = 1.1\pi$, $C_{L_X} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.1\pi$, $b_2 = 1$, and $\varphi = -0.8$.

| $k$ | $n$ | $m$ | Censoring Scheme | $\hat{k}_{\text{GELF}}$ | $\hat{\beta}_{\text{GELF}}$ | $\hat{C}_{L_X\text{GELF}}$ |
|-----|-----|-----|-----------------|----------------|----------------|----------------|
| 50  | 30  |     | (10,0.28,10)   | 1.2097         | 0.0065         | 2.6748         |
|     |     |     | (1*,20,0.10)   | 1.2086         | 0.0071         | 2.7004         |
|     |     |     | (1*,10,0.1,1*,10) | 1.2098        | 0.0069         | 2.6863         |
| 40  |     |     | (10,0.39)      | 1.2006         | 0.0060         | 2.6951         |
|     |     |     | (1*,10,0.30)   | 1.2024         | 0.0062         | 2.7056         |
|     |     |     | (0*,39,10)     | 1.2061         | 0.0054         | 2.6908         |
| 70  | 35  |     | (35,0.34)      | 1.2041         | 0.0065         | 2.6854         |
| 2   |     |     | (1*,35)        | 1.2097         | 0.0062         | 2.6992         |
|     |     |     | (0*,34,35)     | 1.2138         | 0.0064         | 2.6912         |
| 50  |     |     | ((0,1)*20,1*,10)| 1.2049        | 0.0052         | 2.6973         |
|     |     |     | (1*,20,0,30)   | 1.2023         | 0.0056         | 2.6907         |
|     |     |     | (0*,30,1*,20)  | 1.2015         | 0.0054         | 2.7052         |
| 100 | 50  |     | (25,0.48,25)   | 1.2044         | 0.0050         | 2.6879         |
|     |     |     | (1*,50)        | 1.2028         | 0.0055         | 2.7009         |
|     |     |     | (0*,49,50)     | 1.2042         | 0.0059         | 2.7025         |

Table 7. Bayes estimates of $\alpha$, $\beta$, and $C_{L_X}$ using the Metropolis–Hastings method when $L = 1$, $N = 1000$, $\alpha = 1.25$, $\beta = 1.1\pi$, $C_{L_X} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.1\pi$, and $b_2 = 1$.

| $k$ | $n$ | $m$ | Censoring Scheme | $\hat{k}_{\text{MH}}$ | $\hat{\beta}_{\text{MH}}$ | $\hat{C}_{L_X\text{MH}}$ |
|-----|-----|-----|-----------------|----------------|----------------|----------------|
| 50  | 30  |     | (10,0.28,10)   | 1.2654         | 0.0113         | 3.5899         |
|     |     |     | (1*,20,0.10)   | 1.2717         | 0.0123         | 3.5746         |
|     |     |     | (1*,10,0.1,1*,10) | 1.2596        | 0.0133         | 3.6023         |
| 40  |     |     | (10,0.39)      | 1.2666         | 0.0114         | 3.5591         |
|     |     |     | (1*,10,0.30)   | 1.2523         | 0.0093         | 3.6125         |
|     |     |     | (0*,39,10)     | 1.2668         | 0.0100         | 3.5813         |
| 70  | 35  |     | (35,0.34)      | 1.2578         | 0.0123         | 3.5666         |
| 2   |     |     | (1*,35)        | 1.2606         | 0.0103         | 3.5886         |
|     |     |     | (0*,34,35)     | 1.2772         | 0.0136         | 3.5638         |
| 50  |     |     | ((0,1)*20,1*,10)| 1.2545        | 0.0081         | 3.5743         |
|     |     |     | (1*,20,0,30)   | 1.2616         | 0.0075         | 3.5689         |
|     |     |     | (0*,30,1*,20)  | 1.2569         | 0.0075         | 3.5707         |
| 100 | 50  |     | (25,0.48,25)   | 1.2688         | 0.0084         | 3.5109         |
|     |     |     | (1*,50)        | 1.2584         | 0.0077         | 3.5934         |
|     |     |     | (0*,49,50)     | 1.2674         | 0.0090         | 3.5866         |
Table 8. Average length (AL) and coverage probability (CP) of 95% asymptotic confidence/Higher Posterior Density (HPD) credible intervals for the lifetime performance index $C_{LX}$ when $a = 1.25$, $\beta = 1.1\pi$, and $M = 1000$.

| $k$ | $n$ | $m$ | Censoring Scheme | $C_{LX,MLE}$ | $C_{LX,log,MLE}$ | $C_{LX,MH}$ |
|-----|-----|-----|------------------|-------------|----------------|-------------|
|     |     |     |                  | AL | CP | AL | CP | AL | CP |
| 50  | 30  |     | (10,0*29,10)     | 0.3259 | 0.950 | 0.3422 | 0.966 | 0.3346 | 0.950 |
|     |     |     | (1*20,0*10)      | 0.3271 | 0.956 | 0.3364 | 0.962 | 0.3327 | 0.950 |
|     |     |     | (1*10,0*10,1*10) | 0.3210 | 0.980 | 0.3303 | 0.978 | 0.3253 | 0.974 |
| 40  |     |     | (10,0*39)        | 0.3108 | 0.942 | 0.3171 | 0.966 | 0.3138 | 0.940 |
|     |     |     | (1*10,0*30)      | 0.3037 | 0.946 | 0.3097 | 0.950 | 0.3053 | 0.924 |
|     |     |     | (0*39,10)        | 0.2859 | 0.960 | 0.2908 | 0.970 | 0.2920 | 0.960 |
| 70  | 35  |     | (35,0*34)        | 0.3282 | 0.960 | 0.3359 | 0.968 | 0.3318 | 0.944 |
| 2   |     |     | (1*35)           | 0.2852 | 0.976 | 0.2911 | 0.978 | 0.2897 | 0.960 |
| 50  |     |     | (0*34,35)        | 0.2832 | 0.972 | 0.2924 | 0.988 | 0.2909 | 0.934 |
| 100 | 50  |     | (0*49,50)        | 0.2266 | 0.958 | 0.2299 | 0.964 | 0.2339 | 0.946 |

In simulation study, we generate the progressive first-failure-censored data from log-logistic distribution ($\alpha = 1.1, \beta = 1.1\pi$). We suppose that $L = 1$, and according to Equation (5), the corresponding $C_{LX}$ is 0.4761017. The **optim** command in the R software is utilized to acquire the approximate MLEs of $\alpha$, $\beta$, and $C_{LX}$. Under symmetric loss function, the Lindley method and the Monte Carlo Markov Chain method are used to perform the Bayesian estimation precisely as well as under asymmetric loss functions. In Bayesian estimation, set the value of the hyperparameters equal to the true values and $(a_1, b_1, a_2, b_2) = (5, 4, 1.1\pi, 1)$. We assume that $\psi = -1$ and $\psi = 1$ under LF and that $\varphi = -1$ and $\psi = -0.8$ under GELF. Set $M = 1000$ in the Metropolis–Hastings algorithm, and the whole process is simulated for $N = 1000$ times; 95% asymptotic confidence intervals of the lifetime performance index $C_{LX}$ are obtained using both the MLEs and the log-transformed MLEs. Using the Metropolis–Hastings algorithm, we obtain 95% symmetric credible intervals of $C_{LX}$. Under the abovementioned estimators, the calculation results of the expected values (EV) and the corresponding mean square error (MSE) are shown in Tables 1–7. Table 8 presents the interval estimation of $C_{LX}$.

Due to limited space, we only list the results of group sizes $k = 2$ and three cases $n = 50, 70, 100$ in Tables 3–8. Tables 1 and 2 are fully listed as representatives to show the affect of $k$ on simulation results of MLE and Bayesian estimation, respectively. The complete results of group sizes $k = 2, 3$ are listed in Appendix D. From Tables 1–8, we can draw the following conclusions:

1. From Table 1, we conclude that, in MLE, the MSEs of $\alpha$ increase as $k$ increases when $n$ and $m$ are invariant and decrease as $n$ or $m$ increases when $k$ is invariant. The MSEs of $\beta$ and $C_{LX}$ decrease when we assume that only one of the three parameters $(k, m, n)$ increases and that the other two are invariant. Figure 2 is drawn to better illustrate the relationship. In all cases, the MSEs of the parameters and the lifetime performance index perform well since the values of MSEs are close to 0.

2. From Table 2, we conclude that, in Bayesian estimation, the MSEs of $\alpha$, $\beta$, and $C_{LX}$ decrease when we assume that $m$ or $n$ increases and that the $k$ is invariant. When $m$ and $n$ are invariant, the MSEs of $\alpha$ increase while the MSEs of $\beta$ and $C_{LX}$ decrease as $k$ increases. From Tables 2–7, the Bayesian estimation results based on the Lindley method perform better than the Bayesian estimation based on Metropolis–Hastings method in respect of MSEs. From Tables 3 and 4, the result of Lindley approximation under LF when $\psi = 1$ performs better than when $\psi = -1$. From Tables 5 and 6, the result of Lindley approximation under GELF when $\varphi = -1$ performs better than when $\varphi = 1$. It is also concluded from Tables 1–7 that the point estimation performs better as the failure proportion $\frac{m}{n}$ increases when $k$ is invariant.
In Table 8, when we set that only one of the three parameters (k, m, and n) increases and the other two are invariant, the average length (AL) of 95% asymptotic confidence/HPD credible intervals narrow down. In almost all cases, the CP of $C_{L_X}$ reaches their prescribed confidence intervals. To conclude, it is better to apply the log-transformed MLEs than MLEs when considering the asymptotic confidence intervals.

![Figure 2. MSEs of $C_{L_X}$ in Table 1 when $k = 2$.](image)

Broadly speaking, the Bayesian estimation of parameters and the lifetime performance index is recommended in this situation.

7. Real Data Analysis

To illustrate the reliability of the simulation results using the methods discussed above, a set of real data is used here. We consider a lifetime data of 100 observations of tensile strength of carbon fibers. Reference [29] originally reported this data set which was later discussed by Reference [30]. The dataset is presented in Table 9.

| 3.70 | 3.11 | 4.42 | 3.28 | 3.75 | 2.96 | 3.39 | 3.31 | 3.15 | 2.81 | 1.41 | 2.76 | 3.19 | 1.59 | 2.17 | 3.51 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1.84 | 1.61 | 1.57 | 1.89 | 2.74 | 3.27 | 2.41 | 3.09 | 2.43 | 2.53 | 2.81 | 3.31 | 2.35 | 2.77 | 3.68 | 4.91 |
| 1.57 | 2.00 | 1.17 | 2.17 | 0.39 | 2.79 | 1.08 | 2.88 | 2.73 | 2.87 | 3.19 | 1.87 | 2.95 | 2.67 | 4.20 | 2.85 |
| 2.55 | 2.17 | 2.97 | 3.68 | 0.81 | 1.22 | 5.08 | 1.69 | 3.68 | 4.70 | 2.03 | 2.82 | 2.50 | 1.47 | 3.22 | 3.15 |
| 2.97 | 2.93 | 3.33 | 2.56 | 2.59 | 2.83 | 1.36 | 1.84 | 5.56 | 1.12 | 2.48 | 1.25 | 2.48 | 2.03 | 1.61 | 2.05 |
| 3.60 | 3.11 | 1.69 | 4.90 | 3.39 | 3.22 | 2.55 | 3.56 | 2.38 | 1.92 | 0.98 | 1.59 | 1.73 | 1.71 | 1.18 | 4.38 |

Table 9. Real data set of breaking stress of carbon fibers (GPa).

In the first step, the complete data set is used for the log-logistic distribution fitting and the fitting results are compared to that of some well-informed distributions, for instance, Rayleigh distribution, inverse Weibull distribution, and generalized inverted exponential distribution (GIED). The probability density functions are $f(x) = \frac{2}{\theta} e^{-x^2/\theta}$, $f(x) = \alpha \beta x^{-(\alpha+1)} e^{-\beta x^{-\alpha}}$, and $f(x) = \frac{\alpha \beta}{x} e^{-\beta / x} (1 - e^{-\beta / x})^{\alpha-1}$, respectively.

Based on the MLE method, various methods can be applied to test the fitting performance of the abovementioned distributions. We consider various indicators, $-\ln L$, $AIC$, $BIC$, and Kolmogorov–Smirnov K-S statistics with $p$-value. $-\ln L$ is estimated to be a negative log-likelihood function. $AIC = 2 \times (p - \ln L)$ is the Akaike information criterion. $BIC = p \times \ln(n) - 2 \times \log(L)$ is Bayesian information criterion, where $p$ is the parameter value of distribution, $n$ is sample size, and
$L$ is the maximum of $lf$. If log-logistic distribution fits the data well, it will have the lowest statistic values of $-lnL$, AIC, BIC, and K-S and the highest statistic value of $p$-value. A graphical method in R is used to show the goodness of fitness of different distributions mentioned above. Quantile-quantile plots (Q-Q) are drawn and are showed in Figure 3. In Table 10, the values of MLEs of parameters, $-lnL$, AIC, BIC, and K-S statistics with $p$-value of different distributions are shown, and it is obvious that the log-logistic distribution best fits the lifetime data. Simultaneously, the above conclusions are clearly shown in Figure 3.
Table 10. Fitting result.

| Distribution | MLEs | -lnL | AIC | BIC | K-S | p-Value |
|--------------|------|------|-----|-----|-----|---------|
| Rayleigh     | $\hat{\theta} = 7.8258$ | 149.0086 | 300.0172 | 302.6224 | 0.1402 | 0.039263 |
| Inverse Weibull | $\hat{\alpha} = 1.7738$ | 172.4966 | 348.9931 | 354.2035 | 0.1761 | 0.004038 |
|              | $\hat{\beta} = 3.0856$ |            |       |       |     |         |
| GIED         | $\hat{\alpha} = 9.1967$ | 150.4161 | 304.8322 | 310.0426 | 0.1330 | 0.058198 |
|              | $\hat{\beta} = 6.2141$ |            |       |       |     |         |
| Log-logistic | $\hat{\alpha} = 2.490$ | 145.3980 | 294.7960 | 300.0064 | 0.0860 | 0.449972 |
|              | $\hat{\beta} = 4.1455$ |            |       |       |     |         |

Next, randomly grouping the given data into $n = 50$ groups with $k = 2$ items in each, we obtain the progressive first-failure-censored sample in Table 11.

Table 11. Progressive first-failure-censored data of breaking stress of carbon fibers (GPa).

| 0.39 | 0.81 | 0.85 | 0.98 | 1.08 | 1.12 | 1.17 | 1.18 | 1.25 | 1.36 | 1.41 | 1.47 | 1.57 | 1.57 | 1.59 | 1.59 | 1.61 | 1.69 | 1.69 | 1.71 | 1.80 | 1.84 | 1.84 | 1.89 | 2.00 | 2.03 | 2.05 | 2.17 | 2.35 | 2.41 | 2.48 | 2.53 | 2.55 | 2.59 | 2.74 | 2.82 | 2.88 | 2.95 | 2.97 | 2.97 | 3.19 | 3.19 | 3.27 | 3.28 | 3.31 | 3.60 | 3.75 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|

Then, for the abovementioned progressive first-failure censored data, three different censoring schemes when set at $m = 30$ is applied to obtain three different censored samples. The first column in each row of Table 12 is a censored scheme, and the second column is the corresponding censored sample. We calculate the MLE and Bayes estimates of $\alpha$, $\beta$, and $C_{LX}$ for three censoring schemes. For the Metropolis–Hastings procedure, we take $M = 1000$. We also obtain 95% asymptotic confidence and HPD credible intervals for $\alpha$ and $\beta$. The results are listed in Table 13.

Table 12. The MLEs and Bayes estimates of $\alpha$, $\beta$, and $C_{LX}$ of a real data set.

| Censoring Scheme | $\mathcal{R}_1$ | $\mathcal{R}_2$ | $\mathcal{R}_3$ |
|------------------|-----------------|-----------------|-----------------|
| $\hat{\alpha}_{ML}$ | 3.0026 (2.7037,3.3014) | 2.8616 (2.4917,3.2315) | 2.5402 (2.1406,2.9398) |
| $\hat{\beta}_{ML}$ | 5.1557 (3.6353,6.6761) | 3.9363 (2.7578,5.1148) | 3.3795 (2.3110,4.4480) |
| $C_{LX,ML}$ | 1.8021 | 1.2854 | 0.9945 |
| $\hat{\alpha}_{SELF}$ | 3.0241 | 2.9038 | 2.5987 |
| $\hat{\beta}_{SELF}$ | 5.0412 | 3.8403 | 3.2878 |
| $C_{LX,SELF}$ | 2.3527 | 1.5038 | 1.1405 |
| $\hat{\alpha}_{MH}$ | 2.9774 (2.1088,3.1307) | 2.9453 (2.1960,3.1280) | 2.4499 (2.0829,2.6401) |
| $\hat{\beta}_{MH}$ | 4.6815 (3.6730,5.7100) | 3.6493 (3.1576,4.9303) | 3.7345 (3.2811,4.5882) |
| $C_{LX,MH}$ | 1.6024 | 1.1778 | 1.1097 |

Table 13. Different progressive first-failure censored samples of various censored scheme when $k = 2$, $n = 50$, and $m = 30$.

| Censoring Scheme | Sample |
|------------------|--------|
| $\mathcal{R}_1 = (20, (0 + 29))$ | 0.39, 1.80, 1.84, 1.84, 1.89, 1.92, 2.00, 2.03, 2.05, 2.17, 2.35, 2.41, 2.48, 2.50, 2.53, 2.55, 2.59, 2.74 |
| $\mathcal{R}_2 = (10, (0 + 28), 10)$ | 0.39, 1.47, 1.57, 1.57, 1.59, 1.61, 1.69, 1.69, 1.71, 1.73, 1.80, 1.84, 1.84, 1.89, 1.92, 2.00, 2.03 |
| $\mathcal{R}_3 = ((0 + 29), 20)$ | 0.39, 0.81, 0.85, 0.98, 1.08, 1.12, 1.17, 1.18, 1.25, 1.36, 1.41, 1.47, 1.57, 1.57, 1.59, 1.59, 1.61, 1.69, 1.71, 1.73, 1.80, 1.84, 1.84, 1.89, 1.92, 2.00, 2.03, 2.05, 2.17 |

8. Optimal Censoring Plan

The point and interval estimation of unknown quantities $\alpha$ and $\beta$ and the lifetime performance index $C_{LX}$ of log-logistic distribution is analysed with progressive first-failure censored data. In simulation and real data analysis, different censoring schemes have been considered. It raises the problem about how to decide the optimal censoring schemes. Many scholars and researchers—see
has studied the criteria of comparing and analyzing different progressive and hybrid censored schemes. It is desirable in life-testing experiments to select the optimal censoring schemes from a set of censoring schemes as well as in reliability theory. Here are some evaluation criteria that we consider:

**Criterion 1: Minimum determinant of \( I^{-1}(\hat{\theta}) \).** Under this criterion, the optimal censoring scheme for the experiment is supposed to have the minimum value of the determinant of \( I^{-1}(\hat{\theta}) \) of MLEs.

**Criterion 2: Minimum trace \( I^{-1}(\hat{\theta}) \).** The optimal censoring scheme is considered to have the minimum value of the trace of \( I^{-1}(\hat{\theta}) \) of MLEs under this criterion. Without scale-invariant characteristic, criteria 1 and 2 are efficacious when lifetime distributions have one parameter.

**Criterion 3: Minimum \( \text{Var}[\ln \hat{T}_p] \).** Under this criterion, the optimal censoring scheme has the minimum value of \( \langle \ln \hat{T}_p \rangle \) and the \( p \)th \( (0 < p < 1) \) quantile of the MLE logarithmic variance of log-logistic distribution can also be written as \( \ln T_p = \ln \left( \frac{\alpha}{\beta} \right)^{1/\beta} \). We can get the approximation value of \( \text{Var}(\ln \hat{T}_p) \) as \( |\nabla \ln \hat{T}_p| \left( \text{Var}(\hat{\theta}) \right)^{1/2} \right)\nabla \ln \hat{T}_p \), where \( |\nabla \ln \hat{T}_p| \) is defined in criterion 3. The results of criterion 3 hinges on the selection of \( p \).

**Criterion 4: Minimum \( \int_0^1 \text{Var}[\ln \hat{T}_p] w(p) dp \).** \( \ln \hat{T}_p \) is defined in criterion 3. \( w(p) \) is nonnegative and satisfies \( \int_0^1 w(p) dp = 1 \). We take \( w(p) = 1 \) when \( 0 < p < 1 \).

Example: Based on the real data set analyzed in Section 7, we elaborate on how the above criteria are utilized in actual tests. \( p = 0.05 \) and \( p = 0.95 \) are two different values computed under criterion 3. The values that we calculated are shown in Table 14. Conclusions are that \( \mathcal{N}_1 \) is the optimal scheme under criteria 3 and 4, and \( \mathcal{N}_3 \) is optimal for criteria 1 and 2.

| Censoring Scheme                  | \( \text{det}(I^{-1}(\hat{\theta})) \) | \( \text{trace}(I^{-1}(\hat{\theta})) \) | \( \text{Var}[\ln \hat{T}_{0.05}] \) | \( \text{Var}[\ln \hat{T}_{0.95}] \) | \( \int_0^1 \text{Var}[\ln \hat{T}_p] dp \) |
|----------------------------------|-----------------------------------------|-----------------------------------------|-----------------------------------------|-----------------------------------------|-----------------------------------------|
| \( \mathcal{N}_1 = (20,(0 \times 29)) \)  | 0.0130                                  | 0.6250                                  | 0.0238                                  | 0.0320                                  | 0.0266                                  |
| \( \mathcal{N}_2 = (10,(0 \times 28),10) \) | 0.0102                                  | 0.3972                                  | 0.0259                                  | 0.0428                                  | 0.0317                                  |
| \( \mathcal{N}_3 = ((0 \times 29),20) \) | 0.0080                                  | 0.3388                                  | 0.0303                                  | 0.0611                                  | 0.0407                                  |

**9. Conclusions**

Our main consideration is the lifetime performance index \( C_L \), an indicator employed to evaluate the performance of a progress. In this article, different methods of estimating \( C_L \) with progressive first-failure-censored data with the log-logistic distribution is discussed carefully. Both the MLE and the Bayesian estimation of \( \alpha \) and \( \beta \) and the lifetime performance index \( C_L \) are investigated. The main difference between MLE and the Bayes estimate is the consideration of prior distributions. The parameters are regarded as unknown variables in MLE while they are random variables following known prior distributions in Bayesian estimation. For Bayesian estimation, Lindley method and the Monte Carlo Markov Chain method are applied to approximate the Bayes estimator under asymmetric and symmetric loss functions. Asymptotic confidence intervals are constructed based on MLEs and log-transformed MLEs applying the observed Fisher information matrix. The HPD confidence intervals are studied applying the Metropolis–Hastings algorithm with the type of random walk chain. The performances of estimations have been compared and discussed. Also, four criteria of selecting optimal censoring plan in a real life test have been considered since it is significant for a researcher to determine under certain circumstances which censoring scheme will best fit the life-testing experiment.

It is worth noting that, here, we focus on the functional time of a product, which is strongly related to manufacturers and designers and can be enhanced on aspects of innovation, technology, design improvement, and systems approaches. Refurbishment, remanufacturing, and various business models can extend product life cycles since products can have one or more use. In this way, materials
can be recycled into other products so that we can better defend the environment. For more detailed information, see References [32,33].
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Appendix A. Second Derivatives of $l$

\[
\frac{\partial^2 l}{\partial \alpha^2} = -\frac{\beta}{a^2} \sum_{i=1}^{m} k(R_i + 1) - \sum_{i=1}^{m} [k(R_i + 1) + 1] \left[ \frac{(\beta - 1) a^{\beta - 2}}{a^\beta + x_i^\beta} - \frac{\beta^2 a^{2\beta - 2}}{(a^\beta + x_i^\beta)^2} \right],
\]

\[
\frac{\partial^2 l}{\partial \beta^2} = -\frac{m}{\beta^2} \sum_{i=1}^{m} [k(R_i + 1) + 1] \left[ \frac{a^\beta \log^2(a) + x_i^\beta \log^2(x_i)}{a^\beta + x_i^\beta} - \frac{(a^\beta \log(a) + x_i^\beta \log(x_i))^2}{(a^\beta + x_i^\beta)^2} \right],
\]

\[
\frac{\partial^2 l}{\partial \beta \partial \alpha} = \frac{\partial^2 l}{\partial \alpha \partial \beta} = \frac{1}{a} \sum_{i=1}^{m} k(R_i + 1) - \sum_{i=1}^{m} [k(R_i + 1) + 1] \left[ \frac{a^{\beta - 1}}{a^\beta + x_i^\beta} + \frac{\beta a^{\beta - 1} \log(a)}{a^\beta + x_i^\beta} - \beta a^{\beta - 1} \left( \frac{a^\beta \log(a) + x_i^\beta \log(x_i)}{a^\beta + x_i^\beta} \right)^2 \right].
\]

Appendix B. Third Derivatives of $l$ ($l_{ij}$)

\[
l_{30} = \frac{\partial^3 l(a, \beta)}{\partial \alpha^3} = \frac{2\beta}{a^5} \sum_{i=1}^{m} k(R_i + 1)
\]

\[-\sum_{i=1}^{m} [k(R_i + 1) + 1] \left[ \frac{2\beta^3 a^{\beta - 3}}{(a^\beta + x_i^\beta)^3} - \frac{\beta^2 (3\beta - 3) a^{2\beta - 3}}{(a^\beta + x_i^\beta)^2} \right] + \frac{(\beta - 2)(\beta - 1) \beta a^{\beta - 3}}{(a^\beta + x_i^\beta)},
\]

\[
l_{12} = \frac{\partial^3 l(a, \beta)}{\partial \alpha \partial \beta^2} = -\sum_{i=1}^{m} [k(R_i + 1) + 1] \left[ \frac{\beta a^{\beta - 1} \log^2(a)}{a^\beta + x_i^\beta} - \frac{\beta a^{\beta - 1} \left( a^\beta \log(a) + x_i^\beta \log(x_i) \right)}{(a^\beta + x_i^\beta)^2} \right]
\]

\[+ \frac{2\beta a^{\beta - 1} \left( a^\beta \log(a) + x_i^\beta \log(x_i) \right)^2}{(a^\beta + x_i^\beta)^3} + \frac{2\beta a^{\beta - 1} \log(a)}{a^\beta + x_i^\beta} + \frac{2\beta a^{\beta - 1} \left( a^\beta \log(a) + x_i^\beta \log(x_i) \right)}{(a^\beta + x_i^\beta)^2}
\]

\[-\frac{2\beta a^{\beta - 1} \left( a^\beta \log(a) + x_i^\beta \log(x_i) \right)}{(a^\beta + x_i^\beta)^2},
\]

\[
l_{21} = \frac{\partial^3 l(a, \beta)}{\partial \alpha^2 \partial \beta} = -\frac{1}{a^2} \sum_{i=1}^{m} k(R_i + 1) - \sum_{i=1}^{m} [k(R_i + 1) + 1] \left[ \frac{2\beta^2 a^{2\beta - 2}}{(a^\beta + x_i^\beta)^3} - \frac{2\beta^2 a^{2\beta - 2} \log(a)}{(a^\beta + x_i^\beta)^2} + \frac{(\beta - 1) a^{\beta - 2}}{a^\beta + x_i^\beta} - \frac{2\beta a^{2\beta - 2}}{(a^\beta + x_i^\beta)^2}
\]

\[+ \frac{(\beta - 1) \beta a^{\beta - 2} \log(a)}{a^\beta + x_i^\beta} - \frac{(\beta - 1) \beta a^{\beta - 2} \left( a^\beta \log(a) + x_i^\beta \log(x_i) \right)}{(a^\beta + x_i^\beta)^2} \right].
\]
\[ l_{03} = \frac{\partial^3 l(\alpha, \beta)}{\partial \beta^3} = \frac{2m}{\beta^3} - \sum_{i=1}^{m} [k(R_i + 1) + 1] \]

\[
\begin{align*}
&\frac{a^\beta \log^3(\alpha) + x_i^\beta \log^3(x_i)}{a^\beta + x_i^\beta} - 3 \left( a^\beta \log^2(\alpha) + x_i^\beta \log^2(x_i) \right) \left( a^\beta \log(\alpha) + x_i^\beta \log(x_i) \right) \\
&\quad + \frac{2 \left( a^\beta \log(\alpha) + x_i^\beta \log(x_i) \right)^3}{(a^\beta + x_i^\beta)^3}.
\end{align*}
\]

Appendix C. \( \phi_i \) and \( \phi_{ij} \)

Appendix C.1. The Squared Error Loss Function

\[
\phi_1 = \frac{L_X}{a^2 \sqrt{\frac{2\pi \csc\left(\frac{\pi}{p}\right)}{\beta^2} - \frac{\pi^2 \csc^2\left(\frac{\pi}{p}\right)}{\beta^2}}},
\]

\[
\phi_2 = M - C_{L_X}N
\]

\[
\phi_{11} = -\frac{2L_X}{a^3 \sqrt{\frac{2\pi \csc\left(\frac{2\pi}{p}\right)}{\beta^2} - \frac{\pi^2 \csc^2\left(\frac{\pi}{p}\right)}{\beta^2}}},
\]

\[
\phi_{12} = \phi_{21} = -\frac{L_XN}{a^2 \sqrt{\frac{2\pi \csc\left(\frac{2\pi}{p}\right)}{\beta^2} - \frac{\pi^2 \csc^2\left(\frac{\pi}{p}\right)}{\beta^2}}},
\]

\[
\phi_{22} = R - 2MN + 3C_{L_X}N^2 - \frac{SC_{L_X}}{2 \left( \frac{2\pi \csc\left(\frac{2\pi}{p}\right)}{\beta^2} - \frac{\pi^2 \csc^2\left(\frac{\pi}{p}\right)}{\beta^2} \right)}.
\]

where

\[
S = -\frac{2\pi^4 \csc^4\left(\frac{\pi}{p}\right)}{\beta^6} + \frac{12\pi^3 \cot\left(\frac{\pi}{p}\right) \csc^2\left(\frac{\pi}{p}\right)}{\beta^5} - \frac{6\pi^2 \csc^2\left(\frac{\pi}{p}\right)}{\beta^4} - \frac{4\pi^4 \cot^2\left(\frac{\pi}{p}\right) \csc^2\left(\frac{\pi}{p}\right)}{\beta^6}
\]

\[
+\frac{8\pi^3 \csc^3\left(\frac{2\pi}{p}\right)}{\beta^5} + \frac{8\pi^3 \cot^2\left(\frac{2\pi}{p}\right) \csc\left(\frac{2\pi}{p}\right)}{\beta^5} - \frac{4\pi \csc\left(\frac{2\pi}{p}\right)}{\beta^3} - \frac{16\pi^2 \cot\left(\frac{2\pi}{p}\right) \csc\left(\frac{2\pi}{p}\right)}{\beta^4}
\]

\[
R = -\frac{\pi^3 \csc^3\left(\frac{\pi}{p}\right)}{\beta^3} + \frac{\pi^3 \cot^2\left(\frac{\pi}{p}\right) \csc\left(\frac{\pi}{p}\right)}{\beta^3} - \frac{4\pi^2 \cot\left(\frac{\pi}{p}\right) \csc\left(\frac{\pi}{p}\right)}{\beta^3} + \frac{2\pi \csc\left(\frac{\pi}{p}\right)}{\beta^3}
\]

\[
\sqrt{\frac{2\pi \csc\left(\frac{2\pi}{p}\right)}{\beta^2} - \frac{\pi^2 \csc^2\left(\frac{\pi}{p}\right)}{\beta^2}}
\]
Appendix C.2. The Linex Loss Function

\[ \begin{align*}
\phi_1 &= -\psi e^{-\psi C_{LX}} \left( \frac{L_X}{\alpha^2 \sqrt{\frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2}}} \right), \\
\phi_{11} &= \psi^2 e^{-\psi C_{LX}} \left( \frac{L_X^2}{\alpha^4 \left[ \frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2} \right]} \right) + \psi e^{-\psi C_{LX}} \left( \frac{2L_X}{\alpha^3 \sqrt{\frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2}}} \right), \\
\phi_{12} &= \psi^3 e^{-\psi C_{LX}} \psi L_X \left( -\psi M + \psi C_{LX} N \right), \\
\phi_{21} &= e^{-\psi C_{LX}} \left( -\psi M + \psi C_{LX} N \right)^2, \\
\phi_{22} &= e^{-\psi C_{LX}} \left[ -\psi R + 2\psi MN - 3\psi C_{LX} N \right]^2 + \frac{\psi C_{LX} S}{2 \left( \frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2} \right)} \left( A_2 \right) \
\end{align*} \]

Appendix C.3. The General Entropy Loss Function

\[ \begin{align*}
\phi_1 &= -\frac{L \phi C_{LX}^{-\phi - 1}}{\alpha^2 \sqrt{\frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2}}}, \\
\phi_{11} &= \left( \frac{2L \phi C_{LX}^{-\phi - 1}}{\alpha^2 \sqrt{\frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2}}} \right) + \left( \frac{L^2 (\phi + 1) \phi C_{LX}^{-\phi - 2}}{\alpha^4 \left[ \frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2} \right]} \right), \\
\phi_{12} &= \frac{L \phi N C_{LX}^{-\phi - 1}}{\alpha^2 \sqrt{\frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2}}} + \frac{L (\phi + 1) \phi C_{LX}^{-\phi - 2}}{\alpha^2 \sqrt{\frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2}}} \times (M - C_{LX} N), \\
\phi_{21} &= -\phi C_{LX}^{-\phi - 1} (M - C_{LX} N), \\
\phi_{22} &= (\phi + 1) \phi C_{LX}^{-\phi - 2} (M - C_{LX} N)^2 - \phi C_{LX}^{-\phi - 1} \left( R - 2MN + 3C_{LX} N^2 - \frac{C_{LX} S}{2 \left( \frac{2\pi \csc \left( \frac{\beta}{2} \right)}{\beta^2} - \frac{\pi^2 \csc^2 \left( \frac{\beta}{2} \right)}{\beta^2} \right)} \right). 
\end{align*} \]
Table A1. Bayes estimates of $\alpha$, $\beta$, and $C_{LX}$ using the Lindley approximation method under LF when $L = 1$, $N = 1000$, $\alpha = 1.25$, $\beta = 1.1\pi$, $C_{LX} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.1\pi$, $b_2 = 1$, and $\psi = -1$.

| $k$ | $n$ | $m$ | Censoring Scheme | $\hat{\alpha}_{LF}$ | $\hat{\beta}_{LF}$ | $\hat{C}_{LX,LF}$ |
|-----|-----|-----|------------------|----------------------|---------------------|------------------|
|     |     |     |                  | EV       | MSE    | EV       | MSE    | EV       | MSE    |
|     |     |     | (10,0)*28,10     | 1.2698   | 0.0095 | 3.6439   | 0.3285 | 0.4650   | 0.0072 |
| 50  | 30  |     | (1*20,0)*10      | 1.2674   | 0.0104 | 3.6252   | 0.2708 | 0.4635   | 0.0072 |
|     |     |     | (1*10,0)*10,1*10| 1.2638   | 0.0099 | 3.6553   | 0.3277 | 0.4602   | 0.0073 |
| 40  |     |     | (10,0)*39        | 1.2626   | 0.0070 | 3.6058   | 0.2183 | 0.4725   | 0.0058 |
|     |     |     | (1*10,0)*30      | 1.2605   | 0.0075 | 3.6145   | 0.2165 | 0.4709   | 0.0061 |
|     |     |     | (0*39,10)        | 1.2655   | 0.0075 | 3.6111   | 0.2527 | 0.4702   | 0.0058 |
| 70  | 35  |     | (35,0)*34        | 1.2637   | 0.0074 | 3.6280   | 0.2480 | 0.4740   | 0.0067 |
|     |     |     | (1*35)           | 1.2607   | 0.0082 | 3.6466   | 0.2640 | 0.4621   | 0.0055 |
|     |     |     | (0*34,35)        | 1.2661   | 0.0097 | 3.6838   | 0.3380 | 0.4576   | 0.0055 |
| 50  |     |     | (0,1)*20,1*10    | 1.2572   | 0.0056 | 3.3581   | 0.1704 | 0.4651   | 0.0039 |
|     |     |     | (1*20,0)*30      | 1.2629   | 0.0064 | 3.5498   | 0.1446 | 0.4701   | 0.0041 |
|     |     |     | (0*30,1)*29      | 1.2632   | 0.0055 | 3.5833   | 0.1900 | 0.4717   | 0.0042 |
| 100 | 50  |     | (25,0)*48,25     | 1.2623   | 0.0053 | 3.5918   | 0.1952 | 0.4706   | 0.0039 |
|     |     |     | (1*50)           | 1.2659   | 0.0063 | 3.5857   | 0.1817 | 0.4720   | 0.0033 |
|     |     |     | (0*49,50)        | 1.2640   | 0.0063 | 3.6134   | 0.2293 | 0.4659   | 0.0031 |

Table A2. Bayes estimates of $\alpha$, $\beta$, and $C_{LX}$ using the Lindley approximation method under LF when $L = 1$, $N = 1000$, $\alpha = 1.25$, $\beta = 1.1\pi$, $C_{LX} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.1\pi$, $b_2 = 1$, and $\psi = 1$.

| $k$ | $n$ | $m$ | Censoring Scheme | $\hat{\alpha}_{LF}$ | $\hat{\beta}_{LF}$ | $\hat{C}_{LX,LF}$ |
|-----|-----|-----|------------------|----------------------|---------------------|------------------|
|     |     |     |                  | EV       | MSE    | EV       | MSE    | EV       | MSE    |
|     |     |     | (10,0)*28,10     | 1.2719   | 0.0104 | 3.6619   | 0.3446 | 0.4599   | 0.0059 |
| 50  | 30  |     | (1*20,0)*10      | 1.2733   | 0.0113 | 3.6188   | 0.2704 | 0.4624   | 0.0056 |
|     |     |     | (1*10,0)*10,1*10| 1.2672   | 0.0106 | 3.6655   | 0.3519 | 0.4566   | 0.0059 |
|     |     |     | (10,0)*39        | 1.2583   | 0.0072 | 3.6025   | 0.2321 | 0.4622   | 0.0050 |
|     |     |     | (1*10,0)*30      | 1.2623   | 0.0075 | 3.6073   | 0.2108 | 0.4683   | 0.0051 |
|     |     |     | (0*39,10)        | 1.2681   | 0.0072 | 3.6138   | 0.2479 | 0.4676   | 0.0044 |
| 70  | 35  |     | (35,0)*34        | 1.2598   | 0.0078 | 3.6254   | 0.2461 | 0.4652   | 0.0062 |
|     |     |     | (1*35)           | 1.2716   | 0.0102 | 3.6170   | 0.2467 | 0.4612   | 0.0052 |
|     |     |     | (0*34,35)        | 1.2849   | 0.0135 | 3.6439   | 0.3340 | 0.4577   | 0.0049 |
| 3   |     |     | (0,1)*20,1*10    | 1.2622   | 0.0065 | 3.5916   | 0.1788 | 0.4699   | 0.0037 |
|     |     |     | (1*20,0)*30      | 1.2621   | 0.0058 | 3.5629   | 0.1571 | 0.4698   | 0.0036 |
|     |     |     | (0*30,1)*20      | 1.2654   | 0.0065 | 3.5757   | 0.1893 | 0.4667   | 0.0033 |
| 100 | 50  |     | (25,0)*48,25     | 1.2661   | 0.0070 | 3.5754   | 0.1912 | 0.4644   | 0.0032 |
|     |     |     | (1*50)           | 1.2615   | 0.0065 | 3.5773   | 0.1625 | 0.4642   | 0.0032 |
|     |     |     | (0*49,50)        | 1.2732   | 0.0099 | 3.5850   | 0.2182 | 0.4597   | 0.0034 |
Table A2. Cont.

| k  | n  | m       | Censoring Scheme | $\hat{\alpha}_{LF}$ | $\hat{\beta}_{LF}$ | $C_{LX}^{CL}$ |
|----|----|---------|------------------|----------------------|---------------------|--------------|
|    |    |         |                  | EV  | MSE   | EV  | MSE   | EV  | MSE   |
| 3  | 50 | 30      | (10,0*28,10)     | 1.2650 | 0.0086  | 3.5013 | 0.2675  | 0.4542 | 0.0073 |
|    |    |         | (1*20,0*10)     | 1.2619 | 0.0096  | 3.5038 | 0.2230  | 0.4521 | 0.0075 |
|    |    |         | (1*10,0*10,1*10) | 1.2644 | 0.0085  | 3.5304 | 0.2473  | 0.4752 | 0.0065 |
| 40 | 40 | (10,0*39) |                  | 1.2553 | 0.0068  | 3.5103 | 0.1761  | 0.4632 | 0.0065 |
|    |    |         | (1*10,0*39)     | 1.2574 | 0.0077  | 3.4775 | 0.1740  | 0.4587 | 0.0067 |
|    |    |         | (0*39,10)       | 1.2618 | 0.0064  | 3.5001 | 0.2153  | 0.4630 | 0.0058 |
| 70 | 35 | (35,0*34) |                  | 1.2593 | 0.0082  | 3.5016 | 0.1950  | 0.4598 | 0.0070 |
|    |    |         | (1*35)          | 1.2602 | 0.0081  | 3.5187 | 0.2008  | 0.4540 | 0.0052 |
| 100| 50 | (25,0*48,25) |              | 1.2539 | 0.0049  | 3.5156 | 0.1729  | 0.4601 | 0.0039 |
|    |    |         | (1*50)          | 1.2610 | 0.0057  | 3.4682 | 0.1379  | 0.4603 | 0.0037 |
|    |    |         | (0*49,50)       | 1.2616 | 0.0071  | 3.5032 | 0.1918  | 0.4546 | 0.0038 |

Table A3. Bayes estimates of $\alpha$, $\beta$, and $C_{LX}$ using the Lindley approximation method under GELF when $L = 1$, $N = 1000$, $a = 1.25$, $b = 1.17$, $C_{LX} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.17$, $b_2 = 1$, and $\phi = -1$.

| k  | n  | m       | Censoring Scheme | $\hat{\alpha}_{GELF}$ | $\hat{\beta}_{GELF}$ | $C_{LX}^{GELF}$ |
|----|----|---------|------------------|------------------------|-----------------------|--------------|
|    |    |         |                  | EV  | MSE   | EV  | MSE   | EV  | MSE   |
| 50 | 30 | (10,0*28,10) |              | 1.2654 | 0.0102  | 3.5045 | 0.2759  | 0.4491 | 0.0067 |
|    |    |         | (1*20,0*10)    | 1.2690 | 0.0104  | 3.5134 | 0.2123  | 0.4538 | 0.0064 |
|    |    |         | (1*10,0*10,1*10) | 1.2642 | 0.0104  | 3.5086 | 0.2310  | 0.4459 | 0.0066 |
| 40 | 40 | (10,0*39)  |                  | 1.2551 | 0.0068  | 3.5144 | 0.1702  | 0.4572 | 0.0050 |
|    |    |         | (1*10,0*39)    | 1.2569 | 0.0066  | 3.5013 | 0.1836  | 0.4572 | 0.0051 |
|    |    |         | (0*39,10)      | 1.2620 | 0.0068  | 3.4972 | 0.2024  | 0.4558 | 0.0045 |
| 70 | 35 | (35,0*34)  |                  | 1.2524 | 0.0081  | 3.4915 | 0.1846  | 0.4583 | 0.0057 |
|    |    |         | (1*35)         | 1.2673 | 0.0104  | 3.5076 | 0.2120  | 0.4494 | 0.0052 |
| 100| 50 | (25,0*48,25) |              | 1.2582 | 0.0059  | 3.4849 | 0.1467  | 0.4586 | 0.0036 |
|    |    |         | (1*50)         | 1.2585 | 0.0055  | 3.5161 | 0.1315  | 0.4664 | 0.0036 |
|    |    |         | (0*49,50)      | 1.2600 | 0.0067  | 3.5050 | 0.1851  | 0.4570 | 0.0036 |

Table A4. Bayes estimates of $\alpha$, $\beta$, and $C_{LX}$ using the Lindley approximation method under GELF when $L = 1$, $N = 1000$, $a = 1.25$, $b = 1.17$, $C_{LX} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.17$, $b_2 = 1$, and $\phi = -1$. 
Table A4. Bayes estimates of $\alpha$, $\beta$, and $C_{LX}$ using the Lindley approximation method under GELF when $L = 1$, $N = 1000$, $\alpha = 1.25$, $\beta = 1.1\pi$, $C_{L} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.1\pi$, $b_2 = 1$, and $\varphi = -0.8$.

| $k$ | $n$ | $m$ | Censoring Scheme | $\hat{\alpha}_{GELF}$ | $\hat{\beta}_{GELF}$ | $C_{LXGELF}$ |
|-----|-----|-----|----------------|-----------------|-----------------|----------------|
|     |     |     |                | EV  | MSE | EV  | MSE | EV  | MSE |
| 50  | 30  |     | $(10,0^{*}28,10)$ | 1.2097 | 0.0065 | 2.6748 | 0.6893 | 0.5273 | 0.0083 |
|     |     |     | $(1^{*}20,0^{*}10)$ | 1.2086 | 0.0071 | 2.7004 | 0.6471 | 0.5291 | 0.0091 |
|     |     |     | $(1^{*}10,0^{*}10,1^{*}10)$ | 1.2098 | 0.0069 | 2.6863 | 0.6661 | 0.5281 | 0.0089 |
| 40  |     |     | $(10,0^{*}39)$ | 1.2006 | 0.0060 | 2.6951 | 0.6388 | 0.5351 | 0.0086 |
|     |     |     | $(1^{*}10,0^{*}30)$ | 1.2024 | 0.0062 | 2.7056 | 0.6257 | 0.5370 | 0.0088 |
|     |     |     | $(0^{*}39,10)$ | 1.2061 | 0.0054 | 2.6908 | 0.6571 | 0.5376 | 0.0085 |
| 70  | 35  |     | $(35,0^{*}34)$ | 1.2041 | 0.0065 | 2.6854 | 0.6556 | 0.5324 | 0.0087 |
|     |     |     | $(1^{*}35)$ | 1.2097 | 0.0062 | 2.6992 | 0.6482 | 0.5310 | 0.0076 |
|     |     |     | $(0^{*}34,35)$ | 1.2138 | 0.0064 | 2.6912 | 0.6637 | 0.5257 | 0.0073 |
| 50  |     |     | $(0,1)^{*}20,1^{*}10$ | 1.2049 | 0.0052 | 2.6973 | 0.6228 | 0.5410 | 0.0076 |
|     |     |     | $(1^{*}20,0^{*}30)$ | 1.2023 | 0.0056 | 2.6907 | 0.6329 | 0.5370 | 0.0073 |
|     |     |     | $(0^{*}30,1^{*}20)$ | 1.2015 | 0.0054 | 2.7052 | 0.6213 | 0.5374 | 0.0073 |
| 100 | 50  |     | $(25,0^{*}48,25)$ | 1.2044 | 0.0050 | 2.6879 | 0.6447 | 0.5294 | 0.0077 |
|     |     |     | $(1^{*}50)$ | 1.2028 | 0.0055 | 2.7009 | 0.6240 | 0.5342 | 0.0063 |
|     |     |     | $(0^{*}49,50)$ | 1.2042 | 0.0059 | 2.7025 | 0.6292 | 0.5295 | 0.0060 |

Table A5. Bayes estimates of $\alpha$, $\beta$, and $C_{LX}$ using the Metropolis–Hastings method when $L = 1$, $N = 1000$, $\alpha = 1.25$, $\beta = 1.1\pi$, $C_{L} = 0.4761017$, $a_1 = 5$, $b_1 = 4$, $a_2 = 1.1\pi$, and $b_2 = 1$.

| $k$ | $n$ | $m$ | Censoring Scheme | $\hat{\alpha}_{MH}$ | $\hat{\beta}_{MH}$ | $C_{LXMH}$ |
|-----|-----|-----|----------------|-----------------|-----------------|----------------|
|     |     |     |                | EV  | MSE | EV  | MSE | EV  | MSE |
| 50  | 30  |     | $(10,0^{*}28,10)$ | 1.2179 | 0.0064 | 2.6892 | 0.6642 | 0.5294 | 0.0077 |
|     |     |     | $(1^{*}20,0^{*}10)$ | 1.2083 | 0.0075 | 2.7018 | 0.6303 | 0.5234 | 0.0077 |
|     |     |     | $(1^{*}10,0^{*}10,1^{*}10)$ | 1.2143 | 0.0074 | 2.6812 | 0.6776 | 0.5210 | 0.0069 |
| 40  |     |     | $(10,0^{*}39)$ | 1.2034 | 0.0062 | 2.6922 | 0.6479 | 0.5310 | 0.0073 |
|     |     |     | $(1^{*}10,0^{*}30)$ | 1.2086 | 0.0057 | 2.6930 | 0.6412 | 0.5356 | 0.0074 |
|     |     |     | $(0^{*}39,10)$ | 1.2073 | 0.0063 | 2.6806 | 0.6728 | 0.5261 | 0.0061 |
| 70  | 35  |     | $(35,0^{*}34)$ | 1.2030 | 0.0063 | 2.6958 | 0.6396 | 0.5289 | 0.0074 |
|     |     |     | $(1^{*}35)$ | 1.2120 | 0.0071 | 2.6965 | 0.6438 | 0.5243 | 0.0062 |
|     |     |     | $(0^{*}34,35)$ | 1.2194 | 0.0075 | 2.6895 | 0.6633 | 0.5171 | 0.0062 |
| 50  |     |     | $(0,1)^{*}20,1^{*}10$ | 1.2046 | 0.0053 | 2.7011 | 0.6161 | 0.5374 | 0.0066 |
|     |     |     | $(1^{*}20,0^{*}30)$ | 1.2042 | 0.0054 | 2.6985 | 0.6184 | 0.5376 | 0.0066 |
|     |     |     | $(0^{*}30,1^{*}20)$ | 1.2077 | 0.0051 | 2.6920 | 0.6361 | 0.5351 | 0.0061 |
| 100 | 50  |     | $(25,0^{*}48,25)$ | 1.2055 | 0.0055 | 2.7053 | 0.6235 | 0.5320 | 0.0059 |
|     |     |     | $(1^{*}50)$ | 1.2098 | 0.0053 | 2.6885 | 0.6387 | 0.5342 | 0.0060 |
|     |     |     | $(0^{*}49,50)$ | 1.2139 | 0.0061 | 2.6811 | 0.6628 | 0.5247 | 0.0052 |
Table A5. Cont.

| k  | n  | m  | Censoring Scheme | \( \hat{\alpha}_{GELF} \) | \( \hat{\beta}_{GELF} \) | \( \hat{C}_{LX-GELF} \) |
|----|----|----|------------------|----------------|----------------|----------------|
|    |    |    |                  | EV | MSE | EV | MSE | EV | MSE |
| 50 | 30 | (10,0*28,10) | 1.2788 | 0.0139 | 3.5777 | 0.3462 | 0.4731 | 0.0066 |
|    |    | (1*20,0*10) | 1.2747 | 0.0150 | 3.5818 | 0.2870 | 0.4725 | 0.0072 |
| 40 | 30 | (10,0*39) | 1.2636 | 0.0104 | 3.5979 | 0.2753 | 0.4725 | 0.0064 |
|    |    | (1*10,0*10,1*10) | 1.2737 | 0.0146 | 3.5694 | 0.3354 | 0.4651 | 0.0069 |
| 70 | 35 | (35,0*34) | 1.2684 | 0.0104 | 3.5955 | 0.2798 | 0.4807 | 0.0073 |
| 3  |    | (1*35) | 1.2739 | 0.0147 | 3.5713 | 0.2652 | 0.4678 | 0.0060 |
| 50 |    | ((0,1)*20,1*10) | 1.2575 | 0.0083 | 3.5933 | 0.2302 | 0.4723 | 0.0046 |
|    |    | (1*20,0*30) | 1.2551 | 0.0085 | 3.6030 | 0.2046 | 0.4731 | 0.0052 |
| 100| 50 | (25,0*48,25) | 1.2729 | 0.0104 | 3.5749 | 0.2337 | 0.4773 | 0.0037 |

Table A6. AL and CP of 95% asymptotic confidence/HPD credible intervals for the lifetime performance index \( C_{Lx} \) when \( \alpha = 1.25, \beta = 1.1, \pi = \). and \( M = 1000 \).

| k  | n  | m  | Censoring Scheme | \( \hat{C}_{Lx-MLE} \) | \( \hat{C}_{Lx-log-MLE} \) | \( \hat{C}_{Lx-MH} \) |
|----|----|----|------------------|----------------|----------------|----------------|
|    |    |    |                  | AL | CP | AL | CP | AL | CP |
| 50 | 30 | (10,0*28,10) | 0.3259 | 0.950 | 0.3422 | 0.966 | 0.3346 | 0.950 |
|    |    | (1*20,0*10) | 0.3271 | 0.956 | 0.3364 | 0.962 | 0.3237 | 0.950 |
| 40 | 30 | (10,0*39) | 0.3108 | 0.942 | 0.3171 | 0.966 | 0.3138 | 0.940 |
|    |    | (1*10,0*30) | 0.3037 | 0.946 | 0.3097 | 0.970 | 0.3053 | 0.924 |
| 70 | 35 | (35,0*34) | 0.2859 | 0.960 | 0.2908 | 0.970 | 0.2920 | 0.960 |
| 2  |    | (1*35) | 0.2852 | 0.976 | 0.2911 | 0.978 | 0.2897 | 0.960 |
| 50 |    | ((0,1)*20,1*10) | 0.2505 | 0.952 | 0.2537 | 0.964 | 0.2532 | 0.936 |
|    |    | (1*20,0*30) | 0.2588 | 0.962 | 0.2624 | 0.964 | 0.2619 | 0.960 |
| 100| 50 | (25,0*48,25) | 0.2339 | 0.954 | 0.2366 | 0.974 | 0.2375 | 0.944 |
|    |    | (1*50) | 0.2291 | 0.968 | 0.2321 | 0.984 | 0.2329 | 0.950 |
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