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Abstract

We study the size of the near-critical window for Bernoulli percolation on \( \mathbb{Z}^d \).
More precisely, we use a quantitative Grimmett-Marstrand theorem to prove that the correlation length, both below and above criticality, is bounded from above by \( \exp(C/|p - p_c|^2) \). Improving on this bound would be a further step towards the conjecture that there is no infinite cluster at criticality on \( \mathbb{Z}^d \) for every \( d \geq 2 \).

1 Introduction

1.1 Critical percolation

The main open question in percolation theory is to understand the behaviour at criticality, i.e. when \( p \) is equal to \( p_c \), and in particular to prove that there does not exist an infinite cluster at \( p_c \) (precise definitions will be given below, in §2).

Conjecture 1. For every \( d \geq 2 \), \( \mathbb{P}_{p_c}[0 \leftrightarrow \infty] = 0 \).

This conjecture has been solved for \( d = 2 \) [Har60, Kes80] and for \( d \geq 11 \) [FvdH17] based on ideas pioneered in [BS85, HS90]. An important result related to the techniques of our paper is the fact that there is no percolation on a half space [BGN91]. Further, the result is also known for graphs of the form \( \mathbb{Z}^2 \times G \) with \( G \) finite; see [DNS15, DST15]. On transitive graphs with rapid growth, additional tools are available, and the following cases are known: non-amenable graphs [BLPS99], graphs with exponential growth [Hut16], and recently some graphs with stretched-exponential growth [HH].

A natural scheme to attack the conjecture on \( \mathbb{Z}^d \) is to find a \( \delta > 0 \) and a sequence of events \( E_n \) depending on edges in the box \( A_n := \{-n, \ldots, n\}^d \) only, such that for any \( p \),

\[
\exists n > 0 \text{ s.t. } \mathbb{P}_p[E_n] > 1 - \delta \iff \mathbb{P}_p[0 \leftrightarrow \infty] > 0. \quad (\star)
\]
If such a sequence exists, the set of \( p \) such that \( \mathbb{P}_p[0 \leftrightarrow \infty] > 0 \) is an open set since it is the union of the open sets (indexed by \( n \)) \{ \( p : \mathbb{P}_p[E_n] > 1 - \delta \} \) (this set is open since \( p \mapsto \mathbb{P}_p[E_n] \) is continuous).

Of course, this strategy is tempting, but the main difficulty is that the \( \implies \) and the \( \iff \) implications involved in (⋆) are difficult to prove simultaneously. One may for instance easily check the \( \implies \) implication by asking a lot on \( E_n \), but then the \( \iff \) one becomes difficult, and vice-versa. To illustrate this trade-off phenomenon, let us give a few examples of possible sequences \( (E_n) \), going from the strongest criterion (meaning the one for which the \( \implies \) implication is the easiest to prove) to the weakest one (meaning the one for which \( \implies \) is the hardest).

**Example 1.** Let \( E_n \) be the event that \( \Lambda_{n/10} \) is connected to \( \partial \Lambda_n := \Lambda_n \setminus \Lambda_{n-1} \) and that the second largest cluster in \( \Lambda_n \) has radius smaller than \( n/10 \). In this case, a coarse-graining argument similar to [AP96] implies the \( \implies \) implication easily. Proving \( \iff \) is still open in particular because of the difficulty to exclude the existence of many large clusters avoiding each other.

**Example 2.** Let \( E_n \) be the intersection of the events that \( (\pm n, 0) + \Lambda_{n/2} \) are connected in \( \Lambda_2n \), and that there exists at most one cluster in \( \Lambda_2n \) going from \( (\pm n, 0) + \Lambda_{n/2} \) to \( (\pm n, 0) + \partial \Lambda_n \). A coarse-graining argument may be used to prove \( \implies \) but \( \iff \) remains open due to the same reason as the previous condition.

In general, uniqueness of clusters going from one area to another one is a key difficulty in these problems. This might be related to the fact that in high dimensions \( \Lambda_n \) indeed hosts many disjoint clusters in \( p_c \), see [Aiz97]. In order to circumvent this difficulty, one can make different choices for \( E_n \).

**Example 3.** Let \( E_n \) be the same event as in the second example, but with \( (\pm n, 0) + \Lambda_{n/2} \) replaced by \( (\pm n, 0) + \Lambda_{u_n} \), with \( u_n \) much smaller than \( n/2 \). In this case, the implication \( \implies \) is as before, and does not depend on \( u_n \). As for the implication \( \iff \), as \( u_n \) becomes smaller the connectivity part becomes harder and the uniqueness part becomes easier.

Recently, a paper of Cerf [Cer15], based on [AKN87], provided a beautiful insight on how big \( u_n \) must be taken to have that with large probability, \( \Lambda_n := \{-n, \ldots, n\}^d \), the box of size \( n \), contains at most one cluster going from \( \Lambda_{u_n} \) to \( \partial \Lambda_n \). We will come back to this later in the introduction, but let us mention the result right now.

Given \( 1 \leq m \leq n \), consider the set of clusters in the configuration restricted to the box \( \Lambda_n \), and define \( A_2(m, n) \) to be the event that there exists at least two disjoint such clusters intersecting both \( \Lambda_m \) and \( \partial \Lambda_n \).

**Proposition 1** (Cerf). Let \( d \geq 2 \). There exists \( \alpha = \alpha(d) \in (0, 1) \) such that for any \( p \in [0, 1] \) and \( n \) large enough,

\[
\mathbb{P}_p[A_2(n^\alpha, n)] \leq \frac{1}{n^\alpha}.
\]

We fill some details on this proposition in §7. Let us finish by a last example, which is very simple but interesting for the discussion that follows.

**Example 4.** Let \( E_n \) be the event that the box \( \Lambda_N \) is connected to \( \{n\} \times \{-n, \ldots, n\}^{d-1} \), with \( N = N(\delta) > 0 \) independent of \( n \). Here, \( \iff \) follows easily from the ergodicity of \( \mathbb{P}_p \) and FKG but again the \( \implies \) implication seems difficult to obtain.
The search for a good sequence of events $E_n$ has been at the heart of attempts to prove the conjecture. An important development was made in [GM90]. In this paper, the authors considered the sequence of events $E_n$ defined in the fourth example. As mentioned above, the $\implies$ seems extremely difficult to derive. Nevertheless, Grimmett and Marstrand introduced a clever renormalisation scheme allowing to prove the following weaker version of the implication: for any $\varepsilon > 0$, there exists $\delta > 0$ such that for every $n$,

$$\mathbb{P}_p[E_n] > 1 - \delta \implies \mathbb{P}_{p+\varepsilon}[0 \leftrightarrow \infty] > 0$$

where $\text{Slab}^d_n := \mathbb{Z}^2 \times \{-n, \ldots, n\}^{d-2}$. In words, the implication can be proved if one allows some sprinkling. As suggested in [GM90], if one could get rid of the sprinkling by $\varepsilon$ in the previous statement, then the conjecture would follow.

The goal of this paper is to prove a quantitative version of the Grimmett-Marstrand argument by bounding the critical point of $\text{Slab}^d_n$ in terms of $n$. In the language of the Grimmett-Marstrand theorem, we will be interested in how small $\varepsilon$ can be taken as a function of $n$. We believe that improving how small $\varepsilon$ can be taken is a good intermediate problem for the conjecture. Getting bounds is non-trivial and requires some understanding of the critical phase. As a consequence, each improvement on the existing bounds should shed a new light on the critical behaviour.

There is a quantity which is intimately related to $p_c(\text{Slab}^d_n)$, called the *correlation length*, which appears repeatedly in physics. In order to have a statement which is independent of the Grimmett-Marstrand theorem, we choose to first state our main result in terms of the correlation length.

### 1.2 An upper bound on the correlation length

For $p < p_c$, the probability $\mathbb{P}_p[0 \leftrightarrow \partial \Lambda_n]$ decays exponentially fast in $n$ (see [AB87, Men86, DT15]). The rate at which this happens is known as the *correlation length* $\xi_p$, namely

$$\xi_p := \lim_{n \to \infty} -\frac{n}{\log \mathbb{P}_p[0 \leftrightarrow \partial \Lambda_n]}.$$

For $p > p_c$, the correlation length is also defined, but the formula is slightly modified:

$$\xi_p := \lim_{n \to \infty} -\frac{n}{\log \mathbb{P}_p[0 \leftrightarrow \partial \Lambda_n, 0 \not\leftrightarrow \infty]}.$$

Again, the probability decays exponentially fast so $\xi_p$ is finite. This is due to the following. Grimmett and Marstrand [GM90] showed that for any $p > p_c$, there exists $n \geq 1$ such that

$$\mathbb{P}_p[0 \leftrightarrow \infty] > 0.$$

And the exponential decay follows from that by the results of [CCN87]. Let us mention that in fact, both limits exist. We could not find a reference for this fact, but it follows using standard methods, see e.g. [Gri99, Section 6.2] for the subcritical case and [CCG+89] for the supercritical case (both prove the existence of the limit with a different definition of the correlation length, but the proofs work also with our definition and the values are equal).

Our main result is the following.
Theorem 2. Let $d \geq 3$. There exists $C = C(d) > 0$ such that for any $p \neq p_c$, 
\[ \xi_p \leq \exp(C|p - p_c|^{-2}). \]

The results below and above $p_c$ are different in nature (even though the same proof gives both), a point which will become clearer when we discuss the proof in the next section. In particular, the use of [GM90] to connect slabs and the correlation length mentioned above is used only for $p > p_c$.

Our bound on $\xi_p$ is far from the truth. Conjecturally, one has $\xi_p \approx |p - p_c|^{-\nu + o(1)}$, where $o(1)$ tends to 0 as $p \to p_c$ ($p \neq p_c$) and $\nu$ is given by

\[ \nu = \begin{cases} 
\frac{4}{3} & \text{if } d = 2, \\
0.87 \ldots & \text{if } d = 3, \\
0.69 \ldots & \text{if } d = 4, \\
0.56 \ldots & \text{if } d = 5, \\
\frac{1}{2} & \text{if } d \geq 6. 
\end{cases} \]

Some physics references are [AMAH90, LS18, W]. The predictions for $d = 3, 4, 5$ are numerical, while the prediction for $d = 2$ is based on conformal field theory, quantum gravity or Coulomb gas formalism, and the prediction for $d \geq 6$ on the fact that the model should have a mean-field behaviour. For site percolation on the triangular lattice, $\xi_p = |p - p_c|^{-4/3 + o(1)}$ was proved in [SW01] using the conformal invariance of the model proved in [Smi01], the theory of Schramm-Löwner evolution and scaling relations obtained by Kesten in [Kes87] (such scaling relations were proved under the hyper-scaling hypothesis [BCKS99] which is expected to be valid for $d \leq 5$). In fact, Russo-Seymour-Welsh theory [Rus78, SW78] combined with [Kes87] imply that there exists $C > 0$ such that $\xi_p \leq |p - p_c|^{-C}$ for Bernoulli bond percolation on $\mathbb{Z}^2$. For $d \geq 19$, $\xi_p = |p - p_c|^{-1/2 + o(1)}$ was proved in [HS90, H90] for $p < p_c$. Let us remark that lower polynomial bounds may be achieved. We could not found a proof in the literature for this fact, so we include a proof sketch in §8.

1.3 A quantitative Grimmett-Marstrand theorem

The theory of static renormalisation, developed throughout the eighties [ADS80, CCN87, CCG+89, BGN91, GM90], allows to relate the correlation length, percolation in slabs, and various events of the type discussed in §1.1. It is a deep theory and we will not attempt to survey it here. But, as already explained, it motivates us to state a version of our main theorem in terms of slabs.

Definition. Throughout the paper we denote by $p_n$ the smallest $p < p_c$ such that $\xi_p = n$.

Theorem 3. Fix $d \geq 3$. There exists a constant $C = C(d) > 0$ such that for every $n \geq 3$,
\[ \mathbb{P}^{p_n + \frac{C}{\sqrt{\log n}}}[0 \xleftarrow{\text{Slab}^d_n} \infty] \geq \frac{1}{2\sqrt{\log n}}, \]

In particular, we have that
\[ p_c(\text{Slab}^d_n) < p_c + \frac{C}{\sqrt{\log n}}. \]
Let us explain the main elements in the proof of Theorems 2 and 3 (they share 95 percent of the proof). The proof is composed of the following 3 steps, each of which requires to increase the probability somewhat.

**Step 1.** The result of Chayes and Chayes [CC86] stating that \( P_{p_c+\varepsilon}[0 \leftrightarrow \infty] \geq \varepsilon \) ([AB87] was the first unconditioned proof). We take the opportunity to give a new proof of this inequality, based on the ideas of [DT15].

**Step 2.** The result of Kahn, Kalai and Linial ([KKL88], see also [Rus82, BKK+92, Tal94]) that any boolean function with small individual influences has at least logarithmic total influence. We apply this to the function \( 1\{A_n \leftrightarrow \infty\} \) for some \( n \). To show that all individual influences are small (as \( n \to \infty \)) we use a geometric argument connecting the probability that a certain edge is pivotal to the same probability for nearby edges. Thus from the information that \( P_{p_c+\varepsilon}[0 \leftrightarrow \infty] \geq \varepsilon \) we can get \( P_{p_c+2\varepsilon}[A_n \leftrightarrow \infty] \geq 1 - \delta \) (with appropriate connections between the parameters \( \varepsilon, n \) and \( \delta \)).

**Step 3.** A “seedless” renormalisation scheme, based on ideas of [MT17]. In Grimmett-Marstrand the renormalisation follows by finding seeds, i.e. small boxes (say of size \( n \)) all whose edges are open, which are on the boundary of a much larger box, say of size \( N \) [GM90]. A first version of our argument which used the same scheme gave \( p_c(Slab_n) < p_c + C/\log \log \log \log n \). Here the path that already exists inside the \( N \)-box is used in place of the seeds, each piece of it, if sufficiently separated, can be used independently. Proposition 1 plays a crucial role in the argument. Sprinkling is used as in [GM90], so eventually we get a renormalisation scheme at \( p_c + 3\varepsilon \).

The value \( \varepsilon = 1/\sqrt{\log n} \) comes from the interaction of Steps 2 and 3. In Step 3 we do an \( \varepsilon \)-sprinkling and the proof requires connections happening with probability at least \( 1 - \exp(1/\varepsilon) \). This forces the \( \delta \) of Step 2 to be smaller than \( \exp(-1/\varepsilon) \). But this forces \( n \) to be \( \exp(1/\varepsilon^2) \) since our estimate of the total influence is only logarithmic in \( n \). Thus, the use of [KKL88] is the main constraining factor.

Finally, let us remark on the subcritical case in Theorem 2, i.e. on the bound of \( \xi_p \) for \( p < p_c \). It is a corollary from the supercritical result. There are various ways to perform this conclusion, but here the simplest was simply not to start all the process (i.e. Steps 1–3) from \( p_c \) but rather from an appropriate \( p < p_c \) where \( \xi_p \) is sufficiently large. Thus we prove both results in one fell swoop. Let us stress again, though, that it is the supercritical result which is central and the subcritical result is merely a corollary.

In §3-5 we detail these steps, one step per section. In the last sections we prove Theorems 2 and 3, as well as Proposition 1.
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2 Preliminaries

Fix an integer \( d \geq 2 \). Two vertices \( x \) and \( y \) of \( \mathbb{Z}^d \) are said to be neighbours (denoted \( x \sim y \)) if \( \|x - y\| = 1 \). In such a case, \( \{x, y\} \) is called an edge of \( \mathbb{Z}^d \). The set of edges is denoted by \( E(\mathbb{Z}^d) \). For \( n \geq 1 \), introduce the box \( \Lambda_n := \{-n, \ldots, n\}^d \) and its (vertex) boundary \( \partial \Lambda_n := \Lambda_n \setminus \Lambda_{n-1} \). Also, we define \( \text{Slab}_n^d := \mathbb{Z}^2 \times \{-n, \ldots, n\}^{d-2} \).

A percolation configuration \( \omega = (\omega(e) : e \in E(\mathbb{Z}^d)) \) is an element of \( \{0, 1\}^{E(\mathbb{Z}^d)} \). If \( \omega(e) = 1 \), the edge \( e \) is said to be open, otherwise it is said to be closed. Let \( S \subset \mathbb{Z}^d \). Two vertices \( x \) and \( y \) are said to be connected in \( S \) (in \( \omega \)) if there exists a path \( x = v_0 \sim v_1 \sim v_2 \sim \cdots \sim v_k = y \) of vertices in \( S \) such that \( \omega(\{v_i, v_{i+1}\}) = 1 \) for every \( 0 \leq i < k \).

Let \( A \) and \( B \) be two subsets of \( S \), we write \( A \xrightarrow{S} B \) if some vertex of \( A \) is connected in \( S \) to some vertex of \( B \), and \( A \xrightarrow{S} \infty \) if \( A \xrightarrow{S} \partial \Lambda_n \) holds for any \( n \geq 1 \). If \( S = \mathbb{Z}^d \), we drop it from the notation and simply write \( A \leftrightarrow B \) and \( A \leftrightarrow \infty \). A cluster is a maximal set of vertices that are connected together in \( \omega \).

For \( p \in [0, 1] \), consider the Bernoulli bond percolation measure \( \mathbb{P}_p \) on \( \{0, 1\}^{E(\mathbb{Z}^d)} \) under which the variables \( \omega(e) \) with \( e \in E(\mathbb{Z}^d) \) are i.i.d. Bernoulli random variables with parameter \( p \). Define \( p_c = p_c(d) \in (0, 1) \) such that \( \mathbb{P}_p[0 \leftrightarrow \infty] \) is 0 when \( p < p_c \) and strictly positive when \( p > p_c \). See [Gri99, Theorem 1.10] for the fact that indeed \( 0 < p_c < 1 \).

An event \( A \) is increasing if it is stable to opening edges. The FKG inequality states that increasing events are positively correlated, see [Gri99, Theorem 2.2]. The edge \( e \) is pivotal for the event \( A \) if the configurations \( \omega^e \) and \( \omega_e \) defined by

\[
\omega^e(f) = \begin{cases} 
\omega(f) & \text{if } f \neq e \\
1 & \text{if } f = e,
\end{cases}
\]

\[
\omega_e(f) = \begin{cases} 
\omega(f) & \text{if } f \neq e \\
0 & \text{if } f = e
\end{cases}
\]

satisfy \( \omega^e \in A \) and \( \omega_e \notin A \).

We will denote by \( c \) and \( C \) arbitrary constants which depend only on the dimension \( d \) (and occasionally other parameters, which will be noted). Their value may change from formula to formula, and even inside the same formula. Occasionally we will number them for clarity. We will use \( c \) for constants which are sufficiently small and \( C \) for constants which are sufficiently large.

3 The result of Chayes and Chayes

In this section, we prove the following (recall that \( p_n \) is the smallest \( p < p_c \) such that \( \xi_p = n \)).

**Proposition 4.** For every \( n \) large enough,

\[
\mathbb{P}_{p_n + \frac{1}{\sqrt{\log n}}} [0 \leftrightarrow \partial \Lambda_n] \geq \frac{1}{\sqrt{\log n}}.
\]

(For the purpose of the supercritical result it would have been enough to know this at \( p_c + 1/\sqrt{\log n} \), which is exactly the original result of Chayes and Chayes, but for the subcritical result we want to know it with \( p_c \) replaced by \( p_n \).)
Proof. Given a finite set \( S \) containing 0, and a parameter \( p \in [0, 1] \), define
\[
\phi_p(S) := \sum_{x \sim y : x \in S, y \notin S} p \mathbb{P}_p[0 \leftrightarrow x].
\]
Fix \( n \geq 1 \). Let us recall two relations between this quantity and the one-arm probability, established in [DT15]. First, for every \( S \subset \Lambda_n \) containing 0, the last displayed equation of Section 2.1 of [DT15] gives the upper bound
\[
\mathbb{P}_p[0 \leftrightarrow \partial \Lambda_{nk}] \leq \phi_p(S)^{k-1}. \tag{2}
\]
for every \( k \geq 1 \). Also, the quantity \( \phi_p(S) \) can be used to bound the derivative of the one-arm probability. Lemma 2.1 of [DT15] states that for every \( p \in [0, 1] \),
\[
\frac{d}{dp} \mathbb{P}_p[0 \leftrightarrow \partial \Lambda_n] \geq \frac{1}{p(1-p)} \cdot \left[ \inf_{0 \in S \subset \Lambda_n} \phi_p(S) \right] \cdot (1 - \mathbb{P}_p[0 \leftrightarrow \partial \Lambda_n]). \tag{3}
\]

The proof of Proposition 4 can be easily derived from the two equations above. If for some \( p \in [0, 1] \), there exists a subset \( S \) of \( \Lambda_n \) with \( \phi_p(S)<\frac{1}{e} \), then one deduces immediately from (2) that
\[
\mathbb{P}_p[0 \leftrightarrow \partial \Lambda_n] \leq e^{-A[k/n]^{-1}}, \quad A > 1,
\]
which implies that \( \xi_p < n \). As a consequence, \( \phi_{p_n}(S) \geq \frac{1}{e} \) for any set \( S \) included in \( \Lambda_n \) containing 0. Since \( \phi_p(S) \) is increasing in \( p \), we have \( \phi_p(S) \geq \frac{1}{e} \) for any \( p \geq p_n \), and the differential inequality (3) gives that for every \( p \geq p_n \),
\[
\frac{d}{dp} \mathbb{P}_p[0 \leftrightarrow \partial \Lambda_n] \geq \frac{1}{e} (1 - \mathbb{P}_p[0 \leftrightarrow \partial \Lambda_n]). \tag{4}
\]
Now, set \( p'_n := p_n + 1/\sqrt{\log n} \). Either \( \mathbb{P}_{p'_n}[0 \leftrightarrow \partial \Lambda_n] > 1 - \frac{e}{4} \), or integrating (4) between \( p_n \) and \( p'_n \) gives (1). This concludes the proof. \( \square \)

4 Sharp threshold

In this section we prove the following result.

Proposition 5. For every \( 0 < \beta < 1 \), there exists \( C = C(\beta, d) > 0 \) such that for every \( n \)
\[
\mathbb{P}_{p_n+C/\sqrt{\log n}}[\Lambda_{n^\beta} \leftrightarrow \partial \Lambda_n] \geq 1 - e^{-\sqrt{\log n}}.
\]

We may assume without loss of generality that \( \beta < \alpha \), where \( \alpha \) is chosen such that the statement of Proposition 1 holds. Further, we may assume \( n \) to be sufficiently large, as for small \( n \) and large \( C \) we would have \( p_n + C/\sqrt{\log n} > 1 \), making the claim trivial. Set \( m := \lfloor n^{\beta} \rfloor \) for brevity. The proposition will follow, using standard arguments, once we prove the following lemma.

Lemma 6. With \( n, \alpha, \beta \) and \( m \) as above, and for any \( p \),
\[
\mathbb{P}_p[e \text{ is a closed pivotal for } \Lambda_m \leftrightarrow \partial \Lambda_n] \leq \frac{1}{m^{\alpha/4}}. \tag{5}
\]
Figure 1: Two edges $e_i, e_j$ for $i < j$, and the corresponding translated boxes.

**Proof.** Fix an edge $e \in E$ and distinguish between two cases, depending on whether the edge $e$ is close to $\partial \Lambda_m \cup \partial \Lambda_n$ or not. Write $\rho$ for the $L^\infty$-distance between the edge $e$ and $\partial \Lambda_m \cup \partial \Lambda_n$.

If $\rho \geq m^{1/4}$, then observe that a translated version of the event $A_2(m^{\alpha/4}, m^{1/4})$ must occur around the edge $e$ when the edge is a closed pivotal. Therefore, Proposition 1 implies that (5) holds.

The more difficult case is when $\rho \leq m^{1/4}$. Let us first assume that $e$ is at a distance smaller than $m^{1/4}$ of $\Lambda_m$. Then there exists a translation $\tau$ by a vector in $\Lambda_{m^{1/4}}$ such that $e$ belongs to the translate $\tau \Lambda_m$ of $\Lambda_m$ by $\tau$, and further, such that $e \in \tau^i \Lambda_m$ (where $\tau^i$ denotes the $i$-th iterate of $\tau$) for every $i \in \{1, \ldots, I\}$, where $I := \lfloor \frac{1}{2} m^{3/4} \rfloor$. For $0 \leq i < I$ define the edges $e_i = \tau^i e$. It follows that for every $i < j$, both endpoints of the edge $e_i$ belong to $\tau^j \Lambda_m$, see Figure 1. Define also the event

$$B_i := \{e_i \text{ is a closed pivotal for } \tau^i \Lambda_m \leftrightarrow \tau^i \partial \Lambda_n\}.$$  

Writing $M$ for the number of indices $i$ for which $B_i$ occurs, translation invariance and the Cauchy-Schwarz inequality imply

$$(I \cdot \mathbb{P}_p[B_0])^2 = \mathbb{E}_p[M]^2 \leq \mathbb{E}_p[M^2] = \mathbb{E}_p[M] + 2 \sum_{i<j} \mathbb{P}_p[B_i \cap B_j]. \quad (6)$$

Let us bound probabilities on the right-hand side. Fix $i < j$ and assume that $B_i \cap B_j$ occurs. Then, we claim that there must exist two disjoint clusters in $\Lambda_{n/2}$ crossing the annulus between $\Lambda_m$ and $\Lambda_{n/2}$. Indeed, one extremity $x_i$ of $e_i$ must be connected to the boundary of $\tau^i \Lambda_m$, and one extremity $x_j$ of $e_j$ must be connected to the boundary of $\tau^j \Lambda_n$. The fact that $e_j$ is a closed pivotal implies in particular that $\tau^j \Lambda_m \leftrightarrow \tau^j \partial \Lambda_n$ and hence, since $x_i$ belongs to $\tau^j \Lambda_m$, it is not connected to the boundary of $\tau^j \Lambda_n$ so that the clusters of $x_i$ and $x_j$ in the box $\Lambda_{n/2}$ must be disjoint (see again Figure 1). For $n$ large enough, we have $2m \leq (n/2)^a$ and Proposition 1 implies that

$$\mathbb{P}_p[B_i \cap B_j] \leq \frac{1}{2m}.$$
Plugging this estimate in (6) and using the trivial bound $M \le I$, we obtain
\[ \mathbb{P}_p[B_0]^2 \le \frac{1}{I} + \frac{1}{m} \le \frac{1}{\sqrt{m}}, \]
provided $n$ is large enough. This completes the proof in this case.

The exact same reasoning also works if one assumes that the edge $e$ is within distance $m^{1/4}$ of the boundary of $\Lambda_n$. Consider a translation $\tau$ by a vector in $\Lambda_{m^{1/4}}$ such that $e$ does not belong to $\tau \Lambda_n$. One can define the edges $e_i$ and the events $B_i$ as above. In this case, for $i < j$, the edge $e_i$ does not belong to $\tau^j \Lambda_n$ and the same reasoning as above concludes the proof.

**Proof of Proposition 5.** We use the following standard sharp threshold result for Boolean functions (see e.g. [Tal94, Corollary 1.2]): for any $\delta > 0$, there exists a constant $c' = c'(\delta) > 0$ such that for any increasing event $A$ depending on a finite set $E$ of edges, and any $p \in [\delta, 1 - \delta]$,
\[ \frac{d}{dp} \mathbb{P}_p[A] \ge c' \log \left( \max \left\{ \mathbb{P}_p[ e \text{ pivotal for } A] : e \in E \right\} \right) \cdot \mathbb{P}_p[A] \left( 1 - \mathbb{P}_p[A] \right). \]

We apply (7) to the event $A = \{ \Lambda_m \leftrightarrow \partial \Lambda_n \}$, bounding the pivotality probability inside the log using Lemma 6. Note that we use here the fact that pivotality is independent of the status of the edge, hence the probability of being closed pivotal (which is what we get from Lemma 6) is $1 - p$ times the probability of being pivotal, as needed in (7). We get that for any $\delta > 0$, there exists $c = c(\delta, \beta, d) > 0$ such that for every $p \in [\delta, 1 - \delta]$ and every $n$ large enough,
\[ \frac{f''(p)}{f(p)(1 - f(p))} \ge c \log n, \quad \text{where } f(p) = \mathbb{P}_p[\Lambda_n^{\beta} \leftrightarrow \partial \Lambda_n]. \]

Set $p'_n := p_n + \frac{1}{\sqrt{\log n}}$. By Proposition 4,
\[ \mathbb{P}_{p'_n}[\Lambda_n^{\beta} \leftrightarrow \partial \Lambda_n] \ge \mathbb{P}_{p_n}[0 \leftrightarrow \partial \Lambda_n] \ge \frac{1}{\sqrt{\log n}}. \]

We now integrate the differential inequality (8). Define $p''_n$ by $f(p''_n) = \frac{1}{2}$ and then throughout the interval $[p'_n, p''_n]$ we can remove the factor $1 - f(p)$ from the denominator, and pay only by halving the constant on the right hand side of (8). This gives $\log(f') \ge c \log n$ which we integrate and get that $p''_n$ must be no more than $p'_n + C \log n / \log n$. Similarly, in the interval $[p''_n, p''_n + C / \sqrt{\log n}]$ we remove the factor $f(p)$ from the denominator, get $-\log(1 - f') \ge c \log n$ and arrive at the conclusion that $f(p''_n + C / \sqrt{\log n}) \ge 1 - \exp(-C / \sqrt{\log n})$, if $C = C(\beta, \delta)$ is sufficiently large. This is exactly the conclusion of the proposition (with a larger $C$ to compensate for replacing $p''_n$ with $p_n$).

**Remark.** Proposition 5 can be directly obtained using Section 3 of [DRT] with the definition of the event $A_k$ being, for $0 \le k \le \frac{1}{2} n^\beta$,
\[ A_k = A_k(n) := \{ \Lambda_n^{\beta/2+k} \leftrightarrow \partial \Lambda_n \}. \]

Roughly speaking, since all the events $A_k$ have a probability larger than $1/\sqrt{\log n}$ at $p_n$, the argument in [DRT] implies that at every $p \ge p_n$, one of the event $A_k$ has a logarithmic
derivative larger than $c \log n$ for some small constant $c$. A careful manipulation enables
to prove that one of the events $A_k$ (and therefore $A_{n^{3/2}}$) must have probability larger
than $1 - e^{-\sqrt{\log n}}$ at $p_n + C/\sqrt{\log n}$. We believe that the present solution is simpler in the
case of Bernoulli percolation and may have further applications, even though the other
alternative does not use the Aizenman-Kesten-Newman estimate on the probability of
the two-arm event.

## 5 The seedless renormalisation scheme

The normalisation scheme we will work with uses four different scales, which we will
denote by $k < K < n < N$. The most important is the scale between $K$ and $n$, where we
will insert $1/\varepsilon^2$ boxes of size $K$ and use the independence between these boxes to get to
an event with high probability. The scales between $k$ and $K$; and between $n$ and $N$ will
be used for gluing paths using Proposition 1 (the second one, between $n$ and $N$, is used
only for resolving a technical issue of connecting to a specific facet and is less important).
Here is the exact formulation which we will use.

**Theorem 7.** Fix $d \geq 3$. There exists a constant $C = C(d) > 0$ such that the following holds. Assume that for some $p \in [0, 1]$ and some $\varepsilon > 0$, there exist $1 \leq k \leq K \leq n \leq N < \infty$ such that $K \leq \varepsilon^2 n$ and

(a) $P_p[0 \leftrightarrow \partial \Lambda_N] \geq \varepsilon$,

(b) $P_p[A_k \leftrightarrow \partial \Lambda_N] \geq 1 - \exp(-\frac{1}{\varepsilon})$,

(c) $P_p[A_2(k, K)] \leq \exp(-\frac{1}{\varepsilon})$ and $P_p[A_2(n, N)] \leq \exp(-\frac{1}{\varepsilon})$.

Then

$$P_{p+C\varepsilon}[0 \xleftarrow{\text{Slab}_d^{\infty}} \infty] \geq \varepsilon^2.$$  

Again, the reader who is interested only in the supercritical case may mentally replace
"some $p \in [0, 1]"$ with "$p_c + 2\varepsilon"$ as in the proof sketch in the introduction. But for the
subcritical result we will apply it at $p + 2\varepsilon$ for a slightly subcritical $p$, and we do not
know, eventually, if $p + 2\varepsilon$ is sub- or supercritical.

The proof is divided into two parts. In the first one, we prove the following intermediate statement.

**Lemma 8.** Assume that conditions (a), (b) and (c) hold. Then, there exists some $c > 0$
(depending on $d$ only) such that for every connected set $S \ni 0$ with a diameter larger than
$n$,

$$P_p[S \leftrightarrow F(N)] \geq 1 - 2\exp[-c/\varepsilon],$$

where $F(N) := \{(x_1, \ldots, x_d) \in \partial \Lambda_N : x_1 = N, x_2 \geq 0, \ldots, x_d \geq 0\}$.

Here and below we call sets such as $F(N)$ “quarter-faces” even though this name is
correct only in $d = 3$.  

10
Remark. The introduction of quarter-faces is a purely technical step and should not worry the reader. Indeed, the probability of connecting to a quarter-face is easily compared to the probability of connecting to the boundary of the box. To this end, divide $\partial \Lambda_N$ into $d^2$ quarter-faces $F_1, \ldots, F_{d^2}$. Using the Harris-FKG inequality (sometimes called “the square root trick” when used in this way, see [Gri99, equation (11.14)]) together with (b), we find that

$$
\mathbb{P}_p[\Lambda_k \xleftrightarrow{\Lambda^N} F(N)] \geq 1 - \exp(-1/(\varepsilon d^2)).
$$

(9)

The conclusion of Lemma 8 can be understood as a strengthening of the condition (b) where the box $\Lambda_k$ is replaced by arbitrary sufficiently large sets, and the boundary of $\Lambda_N$ is replaced by one of its quarter-faces. Using it, we will be able to construct an infinite cluster in Slab$_{2N}^d$ by propagating it using local connections. Heuristically, if the cluster of the origin is connected to a large box $\Lambda$ away from 0, then it must contain a large set, which is sufficient to propagate this cluster to other boxes neighbouring $\Lambda$. The condition on connectedness of arbitrary large sets was introduced in the work of Martineau and Tassion [MT17], where it was established using abstract measurability arguments. The main contribution here is to make it quantitative.

The proof of Theorem 7 is now organised as follows. In § 5.1, we prove Lemma 8. The proof of the main theorem is then concluded in § 5.2.

### 5.1 Connections to arbitrary sets

In this section we prove Lemma 8. Without loss of generality we may assume $\varepsilon$ is sufficiently small (as otherwise by choosing $c$ sufficiently small the claim is trivially true). Below, the constants $c_i$ depend on $d$ only.

Let $p \in [0, 1]$, $\varepsilon > 0$ and $k \leq K \leq n \leq N$ be such that $K \leq \varepsilon^2 n$ and the three conditions (a), (b) and (c) hold. Fix a connected set $S$ containing 0 with a diameter at least $n$. Without loss of generality, we may assume $S \subset \Lambda_n$.

Consider a family of points $x_1, \ldots, x_\ell \in S$ such that the boxes $Q''_i := x_i + \Lambda_k$ are all disjoint and included in $\Lambda_n$. Also, introduce the smaller box $Q'_i := x_i + \Lambda_k$. Note that we may choose $\ell \geq c_1/\varepsilon^2$ such points, so let us fix $\ell = \lceil c_1/\varepsilon^2 \rceil$.

For every $i \in \{1, \ldots, \ell\}$, define the two events

$$
E_i := \{x_i \leftrightarrow \partial Q''_i\} \cap \{\exists \text{ unique cluster in } Q''_i \text{ from } Q'_i \text{ to } \partial Q''_i\},
$$

$$
B_i := \{Q'_i \leftrightarrow \partial \Lambda_N\}.
$$

By translation invariance and conditions (a) and (c),

$$
\mathbb{P}_p[E_i] \geq \mathbb{P}_p[x_i \leftrightarrow \partial Q''_i] - \mathbb{P}_p[A_2(k, K)] \\
\geq \varepsilon - \exp(-1/\varepsilon) \geq \varepsilon/2.
$$

Since the boxes $Q''_i$ are disjoint, the events $E_i$ are independent, and hence

$$
\mathbb{P}_p[\bigcup E_i] \geq 1 - 2e^{-c_2\ell \varepsilon} \geq 1 - 2e^{-c_3/\varepsilon}.
$$

where the second inequality is from our requirement that $\ell \geq c_1/\varepsilon^2$. 
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Now, (b) implies that for every $i$, 
\[ \mathbb{P}_p [B_i] \leq \exp[-1/(d2^d\varepsilon)]. \]

Indeed, find a quarter-face $F$ of $x_i + \Lambda_N$ outside $\Lambda_{N-1}$ and then apply (9) (with 0 shifted to $x_i$) to get 
\[ \mathbb{P}_p [B_i] \leq \mathbb{P}_p [Q_i \leftrightarrow F] \leq \exp[-1/(d2^d\varepsilon)]. \]

By a union bound we have 
\[ \mathbb{P}_p [\cup B_i] \leq \ell \exp[-1/(d2^d\varepsilon)] \leq \exp(-c/\varepsilon) \]
where the last inequality is by our assumption that $\ell \leq c_1/\varepsilon^2 + 1$ and that $\varepsilon$ is sufficiently small.

Assume $E_i \setminus B_i$ occurred for some $i$. Then we know that $x_i \leftrightarrow \partial Q_i'$ (from the first part of $E_i$), that $Q_i' \leftrightarrow \partial \Lambda_N$ (from the negation of $B_i$) and that the two clusters performing these two connections are the same (from the second part of $E_i$). We get that there is a path from $x_i$ to $\partial \Lambda_N$, and in particular from $S$ to $\partial \Lambda_N$. This gives 
\[ \mathbb{P}_p [S \leftrightarrow \partial \Lambda_N] \geq \mathbb{P}_p [\exists i \text{ s.t. } E_i \setminus B_i] \]
\[ \geq \mathbb{P}_p [\cup E_i] - \mathbb{P}_p [\cup B_i] \]
\[ \geq 1 - 2e^{-c_1/\varepsilon}. \]

It remains to replace the boundary of $\partial \Lambda_N$ in the equation above by the quarter-face $F(N)$. Yet, because we assumed $S \subset \Lambda_n$, 
\[ \mathbb{P}_p [S \xrightarrow{\Lambda_N} F(N)] \geq \mathbb{P}_p [\{\Lambda_n \leftrightarrow F(N)\} \cap \{S \leftrightarrow \partial \Lambda_N\} \cap A(n, N)] \geq 1 - Ce^{-c_1/\varepsilon} \]
thanks to (b) (again in the form (9)) and (c). This concludes the proof.

\[
\square
\]

### 5.2 Renormalisation

To prove Theorem 7 we couple a growing exploration process on the slab with a growing exploration process on a rescaled version of the square lattice. One will need a simple condition for a growing exploration process on $\mathbb{Z}^2$ to contain an infinite cluster. Therefore, before moving to the proof, we describe a particular type of exploration process on $\mathbb{Z}^2$ and give a sufficient condition for the existence of an infinite connected component.

Fix an arbitrary ordering of the edges of $\mathbb{Z}^2$. Let $\{0\} = A_0 \subset A_1 \subset A_2 \ldots$ and $\emptyset = B_0 \subset B_1 \subset B_2 \ldots$ be two growing sequences of subsets of $\mathbb{Z}^2$. We say that the sequence $X_t = (A_t, B_t)$ is an exploration sequence if for every $t \geq 0$,

- $X_{t+1} = X_t$ if there is no edge connecting $A_t$ to $(A_t \cup B_t)^c$,
- $X_{t+1} = (A_t \cup \{x_t\}, B_t)$ or $X_{t+1} = (A_t, B_t \cup \{x_t\})$ otherwise,

where $x_t$ is the endpoint in $(A_t \cup B_t)^c$ of the minimal edge connecting $A_t$ to $(A_t \cup B_t)^c$ (here and below, when we write minimal we mean with respect to the chosen ordering of the edges of $\mathbb{Z}^2$). A typical example of a random exploration sequence results from the exploration of the cluster of the origin in a site percolation process on $\mathbb{Z}^2$. In this case,
the set $A_t$ corresponds to the open sites discovered after $t$ steps of exploration and $B_t$ is
the discovered part of the (closed) boundary of the cluster.

We say that an exploration sequence percolates if the set $\cup_{t \geq 0} A_t$ is infinite. The
following lemma, proved in [GM90, Lemma 1], gives a sufficient condition for a random
exploration sequence to percolate.

**Lemma 9.** Let $p_{c}^{\text{site}}$ be the critical parameter of Bernoulli site percolation on $\mathbb{Z}^2$. Let
$X_t = (A_t, B_t)$ be a random exploration sequence and assume that there exists some $q > p_{c}^{\text{site}}$ such that for every $t \geq 0$,

$$
\mathbb{P}(B_{t+1} = B_t \mid X_0, \ldots, X_t) \geq q \ a.s.,
$$

then the process $X$ percolates with probability larger than a constant $c = c(q) > 0$ that
can be taken arbitrarily close to 1 provided that $q$ is close enough to 1.

We now return to the proof of the theorem. For every $x \in \mathbb{Z}^2$, set $\Lambda_x = Nx + \Lambda_N \subset
\mathbb{Z}^d$ and $\tilde{\Lambda}_x = Nx + \Lambda_{2N} \subset \mathbb{Z}^d$, where for both we identify $x = (x_1, x_2) \in \mathbb{Z}^2$ with
$(x_1, x_2, 0, \ldots, 0) \in \mathbb{Z}^d$. We will identify 0 with $(0,0)$ so $\Lambda_0$ is the box of size $N$ centered
at 0 in $\mathbb{Z}^d$.

Let $\omega$ be a Bernoulli percolation of parameter $p$ in Slab$_{2N}$ and for every $x \in \mathbb{Z}^2$, let $\omega^x$
be a $\lambda x$-percolation on $\Lambda_x$, where $\lambda$ is some constant to be fixed later. We assume that $\omega$
and the $\omega^x$'s are independent of each other. We will prove that the origin is connected to infinity in

$$
\omega_{\text{total}} := \omega \lor \bigvee_{x \in \mathbb{Z}^2} \omega^x
$$

with a probability which is larger than $\varepsilon/2$ (the notation $\lor$ stands for the maximum, or
the union of the open edges if one prefers). This will conclude the proof since $\omega_{\text{total}}$ is
stochastically dominated by a $(p + 25 \cdot \lambda x)$-percolation — each edge of the slab appears in
at most 25 boxes $\tilde{\Lambda}_x$ (note that the number 25 does not depend on $d$ because $x$ is taken
only in $\mathbb{Z}^2$).

To prove this claim, define an increasing sequence of percolation configurations $(\omega_t)_{t \geq 0}$
in the slab, coupled with a random exploration sequence $X_t = (A_t, B_t)$ in $\mathbb{Z}^2$. Given a
percolation configuration $\omega$ in the slab, let $\mathcal{C}(\omega)$ be the set of vertices that are connected
inside $\mathbb{Z}^2 \times \{-2N, \ldots, 2N\}^{d-2}$ to 0 by a path of $\omega$.

**Definition.** Set $X_0 = (A_0, B_0) := (\{0\}, \emptyset)$ and $\omega_0 = \omega$. For every $t \geq 0$, let $\omega_{t+1}$ and
$X_{t+1}$ be constructed from $\omega_t$ and $X_t$ as follows. If there is no edge connecting $A_t$ to
$(A_t \cup B_t)^c$, define $X_{t+1} = X_t$. Otherwise, let $x = x_t$ be the extremity in $(A_t \cup B_t)^c$ of the
minimal edge connecting $A_t$ to $(A_t \cup B_t)^c$ and define

$$
\omega_{t+1} := \omega_t \lor \omega^x,
$$

$$
X_{t+1} := \begin{cases} 
(A_t \cup \{x\}, B_t) & \text{if } 0 \leftrightarrow \Lambda_x \text{ in } \omega_{t+1}, \\
(A_t, B_t \cup \{x\}) & \text{otherwise}. 
\end{cases}
$$

**Remark.** There is something unorthodox in the exploration process just defined, as we
are not constraining the length of the paths that are created in each step. For example, it
is possible that the path in $\mathbb{Z}^d$ that is responsible to connect 0 to $\Lambda_{\langle 0,1 \rangle}$ goes much further.
than $N$. This will have no effect on the argument, but the reader who prefers a more “geometric” exploration is welcome to change the definition of $X_{t+1}$ to one where the path demonstrating $0 \leftrightarrow \Lambda_x$ is constrained in some reasonable explored domain. The proof would go through equally well.

Returning to the construction, we have the following two properties:

(i) $\omega_\infty := \forall_{t \geq 0} \omega_t \leq \omega_{\text{total}},$

(ii) if $(X_t)$ percolates, then $0$ is connected to infinity in $\omega_\infty$.

We now wish to prove a third property which, when combined with the previous two and (a), concludes the proof.

(iii) $\mathbb{P}[X \text{ percolates} \mid 0 \leftrightarrow \partial \Lambda_0 \text{ in } \mathcal{C}(\omega_0)] \geq 1/2$.

The proof relies on an application of Lemma 9. In order to apply this lemma, let us fix $q > p_\text{crit}(\mathbb{Z}^d)$ in such a way that $c(q) \geq 1/2$ and try to prove

$$\mathbb{P}(B_{t+1} = B_t \mid X_0, \ldots, X_t) \geq q \ a.s.$$ 

Since $B_{t+1} = B_t$ as soon as there is no edge connecting $A_t$ to $(A_t \cup B_t)^c$, we can focus on the case where the minimal edge $e$ connecting $A_t$ to $(A_t \cup B_t)^c$ is well defined, and therefore its endpoint $x$ in $(A_t \cup B_t)^c$ also is. In this case, we have $B_{t+1} = B_t$ if $0$ is connected to $\Lambda_x$ in $\omega_{t+1}$. Since $X_0, \ldots, X_t$ and the event that $x$ is well defined are measurable with respect to $\mathcal{C}(\omega_0), \ldots, \mathcal{C}(\omega_t)$, it suffices to show that for any admissible $C_0, C_1, \ldots, C_t$, we have

$$\mathbb{P}(\Lambda_0 \leftrightarrow \Lambda_x \text{ in } \omega_{t+1} \mid \mathcal{C}(\omega_0) = C_0, \ldots, \mathcal{C}(\omega_t) = C_t) \geq q \ a.s.,$$

which would follow if we showed that for every admissible $C_t$,

$$\mathbb{P}(C_t \leftrightarrow \Lambda_x \text{ in } \omega_t \vee \omega^x \mid \omega_t|_{\partial_e C_t} \equiv 0) \geq q. \quad (10)$$

Now, observe that any admissible $C_t$ must intersect $\Lambda_{x'}$, where $x'$ is the endpoint of $e$ in $A_t$. Furthermore, the diameter of $C_t$ must be at least $N$ (here is where we use the conditioning over the event $0 \leftrightarrow \partial \Lambda_0$). Let $y$ be a vertex of $C_t \cap \Lambda_{x'}$. Since at least one of the quarterfaces of $y + \Lambda_N$ is included in $\Lambda_x$ (see an example in the figure on the right, where it is denoted by $F$; the reader is kindly requested to imagine the third dimension), Lemma 8 (applied after shifting 0 to $y$) implies

$$\mathbb{P}_p[C_t \leftrightarrow \Lambda_x \text{ in } \omega \vee \omega^x] \geq 1 - 2e^{-c/\varepsilon}.$$

Since the event $C_t \leftrightarrow \Lambda_x$ is increasing, we may replace $\omega \vee \omega^x$ with $\omega_t \vee \omega^x$. Since $\omega^x$ is independent of $\omega_t$, Lemma 10 below shows that (10) holds, provided the constant $\lambda$ is large enough. This concludes the proof of Item (iii) and therefore of Theorem 7. \hfill \Box

For the next (and last) lemma, it will be convenient to have a notation for the edge boundary restricted to a fixed set. Fix therefore a set $R \subset \mathbb{Z}^d$, and define

$$\Delta A = \{ \{x,y\} \subset R : |x - y| = 1, x \in A, y \in R \setminus A \}.$$
Lemma 10. For any \( \delta, \eta > 0 \), there exists \( \lambda > 0 \) such that for any \( p \in [\delta, 1 - \delta] \) and \( \varepsilon > 0 \), as well as any \( A, B \subset R \), \( \mathbb{P}_p[A \leftrightarrow B] \geq 1 - 2 \exp(-\eta/\varepsilon) \) implies that

\[
\mathbb{P}
\begin{array}{l}
A \leftrightarrow B \text{ in } \omega \lor \tilde{\omega} \mid \omega(e) = 0, \forall e \in \Delta A \geq 1 - \delta,
\end{array}
\]

where \( \omega \) is a Bernoulli percolation configuration satisfying \( \mathbb{P}[\omega(e) = 1] \geq p \) for every \( e \), and \( \tilde{\omega} \) a Bernoulli percolation of parameter \( \lambda \varepsilon \) which is independent of \( \omega \).

Proof. If \( A \cap B \neq \emptyset \), the result is obvious. We therefore assume \( A \cap B = \emptyset \). Also, introduce the event \( E \) that \( \omega(e) = 0 \) for all \( e \in \Delta A \) and the set \( W \) defined by

\[
W = \{ \{x, y\} \in \Delta A \text{ and } y \overset{R \backslash A}{\rightarrow} B \text{ in } \omega \}.
\]

Any path from \( A \) to \( B \) in \( R \), open in \( \omega \), must use at least one edge of \( W \). Consequently, for any \( t \in \mathbb{N} \), we have

\[
\mathbb{P}_p[A \leftrightarrow B] \geq (1 - p)^{t-1} \mathbb{P}_p[|W| < t].
\]

Then, using that \( |W| \geq t \) is independent of the event \( E \), we deduce that, still for an arbitrary \( t \),

\[
\mathbb{P}
\begin{array}{l}
A \leftrightarrow B \text{ in } \omega \lor \tilde{\omega} \mid E \geq \mathbb{P} \exists e \in W : \tilde{\omega}(e) = 1, W \geq t \mid E \\
\geq (1 - (1 - \lambda \varepsilon)^t) \mathbb{P}[W \geq t] \\
\geq (1 - (1 - \lambda \varepsilon)^t) \left(1 - \frac{\mathbb{P}_p[A \leftrightarrow B]}{(1 - p)^{t-1}}\right) \\
\geq (1 - (1 - \lambda \varepsilon)^t) \left(1 - \exp(-\eta/\varepsilon)\right) \left(1 - \frac{\mathbb{P}_p[A \leftrightarrow B]}{(1 - p)^{t-1}}\right).
\end{array}
\]

Choosing \( \lambda = \lambda(\delta, \eta) \) large enough, the result follows by optimizing on \( t \). \( \square \)

6 Proofs of Theorems 2 and 3

Theorem 3 follows immediately from what was already proved. Indeed, we use Theorem 7 with

\[
p = p_n + \lambda/\sqrt{\log n},
\]

\[
\varepsilon = 1/\sqrt{\log n},
\]

\[
(k, K, n, N) = (n^{\alpha_3}, n^{\alpha_2}, n^{\alpha}, n),
\]

where \( \alpha \) is given by Proposition 1, and where \( \lambda \) is some sufficiently large constant. By the definition of \( \alpha \), condition (c) of Theorem 7 is satisfied when \( n \) is large enough. Condition (a) follows from Proposition 4, while Condition (b) follows from Proposition 5, if only \( \lambda \) is sufficiently large (we use Proposition 5 with \( \beta = \alpha^3 \)).

The \( p < p_c \) case of Theorem 2 is identical. Given \( p < p_c \), we define \( n = \lfloor \xi p \rfloor \) and then \( p_n \leq p \). Using Theorem 7 in the same way and with the same parameters as above gives
that at $p_n + C/\sqrt{\log n}$ we already have percolation in a slab, and in particular it is above $p_c$. Hence

$$p_c \leq p_n + \frac{C}{\sqrt{\log n}} \leq p + \frac{C}{\sqrt{\log \xi_p}}$$

which is identical to $\xi_p \leq \exp(C(p_c - p)^{-2})$, as claimed.

For the case $p > p_c$ of Theorem 2 we need to estimate the probability to percolate in a slab starting from the boundary of the slab. It will be slightly more convenient to work in the “other slab”, $\text{OSlab}_n = \{-n, \ldots, n\} \times \mathbb{Z}^{d-1}$. Define

$$\theta(p, n) := \mathbb{P}_p[(-n, 0, \ldots, 0) \xrightarrow{\text{OSlab}_n} \infty].$$

To estimate $\theta(p, n)$ we use the fact that at $p_c$

$$\sum_{x \in \partial \Lambda_n} \mathbb{P}_{p_c}[0 \xrightarrow{\Lambda_n} x] \geq c.$$  

(this is well-known, and in fact we already gave a proof of that while proving Proposition 4). By symmetry the same holds for the bottom face, i.e.

$$\sum_{x \in (-n) \times \{-n, \ldots, n\}^{d-1}} \mathbb{P}_{p_c}[0 \xrightarrow{\Lambda_n} x] \geq c.$$  

Hence for some $x$ on this face we have $\mathbb{P}_{p_c}[0 \xrightarrow{\Lambda_n} x] \geq c n^{1-d}$. By translation invariance we get for some $y \in \{0\} \times \{-n, \ldots, n\}^{d-1}$ that

$$\mathbb{P}_{p_c}[(-n, 0, \ldots, 0) \xrightarrow{\text{OSlab}_n} y] \geq c n^{1-d}.$$  

Let now $p > p_c$ and define $n$ such that $\mathbb{P}_p[0 \xrightarrow{\text{Slab}_n} \infty] \geq 1/2\sqrt{\log n}$. By Theorem 3 we may take $n \leq \exp(C(p - p_c)^{-2})$. We may certainly replace $\text{Slab}_n$ with $\text{OSlab}_n$, as it is larger. We get

$$\theta(p, n) \geq \mathbb{P}_p[(-n, 0, \ldots, 0) \xrightarrow{\text{OSlab}_n} y, y \xrightarrow{\text{OSlab}_n} \infty] \geq \mathbb{P}_p[(-n, 0, \ldots, 0) \xrightarrow{\text{OSlab}_n} y]\mathbb{P}_p[y \xrightarrow{\text{OSlab}_n} \infty] \geq c n^{1-d} \cdot \frac{1}{2\sqrt{\log n}}$$

where we used FKG, translation invariance and the fact that the event $(-n, 0, \ldots, 0) \leftrightarrow y$ is monotone. By [CCN87, Theorem 5], $\xi_p \leq n/\theta(p, n)$ and Theorem 2 is established. ∎

7 On Proposition 1

Proposition 1 was not stated in this generality in the paper of Cerf [Cer15] (in that paper, the polynomial upper bound is stated for $p = p_c$). Here we explain how the arguments of [Cer15] can be adapted to get a bound which is uniform in $0 \leq p \leq 1$.

Proof of Proposition 1. It suffices to prove the estimate above for $p \in (\delta, 1 - \delta)$, for some fixed $\delta > 0$ small enough. Indeed if $p$ is close to 0 or 1, one can easily prove the bounds
of the proposition using standard perturbative arguments. Now, using for example the inequality above Proposition 5.3 of [Cer15], we see that there exists a constant $\kappa > 0$ such that for every $\delta \leq p \leq 1 - \delta$, and every $n \geq 1$

$$\mathbb{P}_p[A_2(0, n)] \leq \frac{\kappa \log n}{\sqrt{n}}.$$  
We will prove that there exists $C \geq 1$ large enough such that, uniformly in $\delta \leq p \leq 1 - \delta$, we have for every $n \geq 2$

$$\mathbb{P}_p[A_2(n, n^C)] \leq \frac{1}{n},$$  
which concludes the proof. In the proof of [Cer15], the fact that $p = p_c$ was used in order to obtain a lower bound on the two-point function (see Lemma 6.1 in [Cer15]). One can replace the input coming from the hypothesis that $p = p_c$ by the following simple argument. Fix $n \geq 2$. Since $\mathbb{P}_p[A_2(n, n^C)] \leq \mathbb{P}_p[\Lambda_n \leftrightarrow \partial \Lambda_{2n}]$, we can assume that the probability that there exists an open path from $\Lambda_n$ to $\partial \Lambda_{2n}$ is larger than $\frac{1}{n|\partial \Lambda_n|}$. Hence, by translation invariance, 0 is connected to $\partial \Lambda_n$ with probability larger than $\frac{1}{n|\partial \Lambda_n|}$, and the union bound again implies that for every $m \leq n$,

$$\sum_{y \in \partial \Lambda_m} \mathbb{P}_p[0 \leftrightarrow \Lambda_m \rightarrow y] \geq \frac{1}{n|\partial \Lambda_n|}.$$  
Using this estimate, one can repeat the argument of Lemma 6.1 in [Cer15] to show that there exists a constant $C > 0$ (independent of $n$ and $p$) such that

$$\forall x, y \in \Lambda_n \quad \mathbb{P}_p[x \leftrightarrow \Lambda_n \rightarrow y] \geq \frac{1}{n^C}.$$  
Then one can conclude the proof using the estimate above together with Corollary 7.3 in [Cer15].

8 A lower bound

In this section, we make a few remarks on lower bounds for the correlation length. We first note that [AN84] shows that at $p < p_c$ the expected size of the cluster (“the susceptibility”) is at least $1/(p_c - p)$, and this shows that $\xi_p \geq (p_c - p)^{-1/d}$. Newman [1] shows a lower bound also on the truncated susceptibility for $p > p_c$ but he makes assumptions on the behaviour of critical percolation which are still unknown: we could not complete Newman’s argument without assuming Conjecture 1.

Here we will sketch a proof that $\xi_p \geq (p_c - p)^{-2/d + o(1)}$ in the case that $p < p_c$, leaving the more complicated case of $p > p_c$ for the future. Let $N > 0$, and let $E$ be the event that there exists an easy-way crossing of the box $3N \times \cdots \times 3N \times N$. By [Kes82, §5.1] there is a constant $c_1(d)$ such that if $\mathbb{P}_q[E] < c_1$ then $q < p_c$.

Let now $p < p_c$. Standard arguments using supermultiplicativity (see [CCN87]) show that for every $x$ with $|x| > N$ we have $\mathbb{P}_q(0 \leftrightarrow x) \leq \exp(-N/\xi_p)$. Hence there exists $N \approx \xi_p \log \xi_p$ such that $\mathbb{P}_p[E] < \frac{1}{2}c_1(d)$. Now, it is well-known that for any boolean function
the total influence $I(f)$ satisfies $I(f) \leq \sqrt{n \text{var} f / p(1-p)}$. Defining $F(p) = \mathbb{E}_p[f]$ this gives, for $p$ bounded away from 0 and 1, $\sqrt{F} \leq C \sqrt{n}$. We apply this for $f$ being the indicator of the event $E$ and get

$$\frac{d}{dp} \sqrt{\mathbb{P}_p[E]} \leq C N^{d/2} \leq C(\xi_p \log \xi_p)^{d/2}.$$ 

Hence at $q := p + c_2(\xi_p \log \xi_p)^{-d/2}$ for some $c_2$ sufficiently small, we would have $\mathbb{P}_q[E] < c_1(d)$ and hence $q < p_c$. The claim follows.

References

[AMAH90] J. Adler, Y. Meir, A. Aharony and A. B. Harris. Series study of percolation moments in general dimension. *Phys. Rev. B* 41(13):9183–9206, 1990.

[Aiz97] M. Aizenman, On the number of incipient spanning clusters. *Nuclear Phys. B* 485(3):551–582, 1997. Available at: sciencedirect.com/550321396006268

[AB87] M. Aizenman and D. J. Barsky. Sharpness of the phase transition in percolation models. *Commun. Math. Phys.*, 108(3):489–526, 1987. Available at: projecteuclid/1104116538

[ADS80] M. Aizenman, F. Delyon and B. Souillard, Lower bounds on the cluster size distribution. *J. Statist. Phys.* 23(3):267–280, 1980. Available at: springer.com/BF01011369

[AKN87] M. Aizenman, H. Kesten and C. M. Newman. Uniqueness of the infinite cluster and continuity of connectivity functions for short and long range percolation. *Commun. Math. Phys.* 111(4):505–531, 1987. Available at: projecteuclid/1104159720

[AN84] M. Aizenman and C. M. Newman. Tree graph inequalities and critical behavior in percolation models. *J. Stat. Phys.* 36(1-2):107–143, 1984. Available at: springer.com/BF01015729

[AP96] P. Antal and A. Pisztora. On the chemical distance for supercritical Bernoulli percolation. *Ann. Probab.*, 24(2):1036–1048, 1996. Available: projecteuclid/1039639377

[BGN91] D. Barsky, G. R. Grimmett and C. M. Newman. Percolation in half-spaces: equality of critical densities and continuity of the percolation probability. *Probab. Theory Related Fields* 90(1):111–148, 1991. Available at: springer.com/BF01321136

[BLPS99] I. Benjamini, R. Lyons, Y. Peres, and O. Schramm. Critical percolation on any nonamenable group has no infinite clusters. *Ann. Probab.*, 27(3):1347–1356, 1999. Available at: projecteuclid/1022677450
[BCKS99] C. Borgs, J. T. Chayes, H. Kesten, and J. Spencer. Uniform boundedness of critical crossing probabilities implies hyperscaling. *Random Structures Algorithms*, 15(3-4):368–413, 1999. Statistical physics methods in discrete probability, combinatorics, and theoretical computer science (Princeton, NJ, 1997). Available at: [wiley.com/3.0.CO;2-B](http://wiley.com/3.0.CO;2-B)

[BKK+92] J. Bourgain, J. Kahn, G. Kalai, Y. Katznelson and N. Linial. The influence of variables in product spaces. *Israel J. Math.*, 77(1-2):55–64, 1992. Available at: [springer.com/BF02808010](https://springer.com/BF02808010)

[BS85] D. Brydges and T. Spencer. Self-avoiding walk in 5 or more dimensions. *Commun. Math. Phys.*, 97(1-2):125–148, 1985. [projecteuclid/1103941982](http://projecteuclid.org/1103941982)

[CC86] J. T. Chayes and L. Chayes. Inequality for the infinite-cluster density in Bernoulli percolation. *Phys. Rev. Lett.* 56(16):1619–1622, 1986. Available at: [aps.org/PhysRevLett.56.1619](https://aps.org/PhysRevLett.56.1619)

[CCG+89] J. T. Chayes, L. Chayes, G. R. Grimmett, H. Kesten, and R. H. Schonmann. The correlation length for the high-density phase of Bernoulli percolation. *Ann. Probab.*, 17(4):1277–1302, 1989. Available at: [jstor/2244436](http://jstor.org/2244436)

[CCN87] J. T. Chayes, L. Chayes and C. M. Newman. Bernoulli percolation above threshold: an invasion percolation analysis. *Ann. Probab.*, 15(4):1272–1287, 1987. Available at: [jstor/2244002](http://jstor.org/2244002)

[Cer15] R. Cerf. A lower bound on the two-arms exponent for critical percolation on the lattice. *Ann. Probab.*, 43(5):2458–2480, 2015. Available: [projecteuclid/1441792290](http://projecteuclid.org/1441792290)

[DNS15] M. Damron, C. M. Newman and V. Sidoravicius. Absence of site percolation at criticality in $\mathbb{Z}^2 \times \{0,1\}$. *Random Structures Algorithms* 47(2):328–340, 2015. Available at: [wiley.com/rsu.20544](http://wiley.com/rsu.20544)

[DRT] H. Duminil-Copin, A. Raoufi and V. Tassion. A new computation of the critical point for the planar random-cluster model with $q \geq 1$. *Annales Institut Henri Poincaré*, 1(54):422–436, 2018. Available at: [projecteuclid/1519030834](http://projecteuclid.org/1519030834)

[DST15] H. Duminil-Copin, V. Sidoravicius and V. Tassion. Absence of infinite cluster for critical bernoulli percolation on slabs. *Commun. Pure Appl. Math.*, 69(7):1397–1411, 2016. Available at: [wiley.com/cpa.21641](http://wiley.com/cpa.21641)

[DT15] H. Duminil-Copin and V. Tassion. A new proof of the sharpness of the phase transition for Bernoulli percolation on $\mathbb{Z}^d$. *L’Enseignement Mathématique*, 62(1/2):199–206, 2016. Available at: [ems.ph/0013-8584](http://ems.ph/0013-8584)

[FvdH17] R. Fitzner and R. van der Hofstad. Mean-field behavior for nearest-neighbor percolation in $d > 10$. *Electron. J. Probab.*, 22(43):1–65, 2017. Available at: [projecteuclid/1493777019](http://projecteuclid.org/1493777019)
[GM90] G. R. Grimmett and J. M. Marstrand. The supercritical phase of percolation is well behaved. Proc. Roy. Soc. London Ser. A, 430(1879):439–457, 1990. Available at: royalsocietypublishing/rspa.1990.0100

[Gri99] G. R. Grimmett. Percolation, volume 321 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, second edition, 1999.

[H90] T. Hara. Mean-field critical behaviour for correlation length for percolation in high dimensions. Probab. Theory Related Fields 86(3):337–385, 1990. Available at: springer.com/FBF01208256

[Har60] T. E. Harris. A lower bound for the critical probability in a certain percolation process. Proc. Cambridge Philos. Soc., 56(1):13–20, 1960. Available at: cambridge.org/0E285B31D3

[HS90] T. Hara and G. Slade. Mean-field critical behaviour for percolation in high dimensions. Commun. Math. Phys., 128(2):333–391, 1990. Available at: projecteuclid/1104180434

[HH] J. Hermon and T. Hutchcroft. No percolation at criticality on certain groups of intermediate growth. Preprint, 2018. Available at: arXiv:1809.11112

[Hut16] T. Hutchcroft. Critical percolation on any quasi-transitive graph of exponential growth has no infinite clusters. Comptes Rendus Math., 354(9):944–947, 2016. Available at: sciencedirect.com/S1631073X16301352

[KKL88] J. Kahn, G. Kalai and N. Linial. The influence of variables on boolean functions. 29th Symposium on the Foundations of Computer Science, White Plains, 68–90, 1988. Available at: ieee.org/SFCS.1988.21923

[Kes80] H. Kesten, The critical probability of bond percolation on the square lattice equals 1/2. Commun. Math. Phys. 74(1):41–69, 1980. projecteuclid/1103907931

[Kes82] H. Kesten, Percolation theory for mathematicians. Progress in Probability and Statistics, 2. Birkhäuser, Boston, Mass., 1982. cornell.edu/~kesten

[Kes87] H. Kesten. A scaling relation at criticality for 2D-percolation. In Percolation theory and ergodic theory of infinite particle systems (Minneapolis, Minn., 1984–1985), volume 8 of IMA Vol. Math. Appl., pages 203–212. Springer, New York, 1987. Available at: springer.com/978-1-4613-8734-3_12

[LS18] A. LeClair and J. Squires. Conformal bootstrap for percolation and polymers. J. Stat. Mech. Theory Exper. 2018(12):1–19, 2018. iopscience.org/aaf10a

[Men86] M. V. Menshikov. Совпадение критических точек в задачах перколяции. Dokl. Akad. Nauk SSSR, 288(6):1308–1311, 1986. Available at: mathnet.ru/8543. English translation: Coincidence of critical points in percolation problems. Soviet Math. Dokl., 33:856–859, 1986.
[MT17] S. Martineau and V. Tassion. Locality of percolation for abelian Cayley graphs. Ann. Probab., 45(2):1247–1277, 2017. Available at: projecteuclid/1490947319

[1] [New86] C. M. Newman Some critical exponent inequalities for percolation. J. Stat. Phys., 45(3-4):359–368, 1986. Available at: springer.com/BF01021076

[Rus78] L. Russo. A note on percolation. Z. Wahrsch. Verw. Gebiete, 43(1):39–48, 1978. Available at: springer.com/BF00535274

[Rus82] L. Russo. An approximate zero-one law. Z. Wahrsch. Verw. Gebiete, 61(1):129–139, 1982. Available at: springer.com/BF00537230

[Smi01] S. Smirnov. Critical percolation in the plane: conformal invariance, Cardy’s formula, scaling limits. C. R. Acad. Sci. Paris Sér. I Math., 333(3):239–244, 2001. Available at: sciencedirect.com/4201019917

[SW78] P. D. Seymour and D. J. A. Welsh. Percolation probabilities on the square lattice. Ann. Discrete Math., 3:227–245, 1978. Advances in graph theory (Cambridge Combinatorial Conf., Trinity College, Cambridge, 1977). Available at: els-cdn.com/S0167506008705090.pdf

[SW01] S. Smirnov and W. Werner. Critical exponents for two-dimensional percolation. Math. Res. Lett., 8(5-6):729–744, 2001. Available at: intlpress.com/a004

[Tal94] M. Talagrand. On Russo’s approximate zero-one law. Ann. Probab., 22(3):1576–1587, 1994. Available at: jstor.org/2245033

[W] Wikipedia, Percolation critical exponents (visited by us Jan. 2020). https://en.wikipedia.org/wiki/Percolation_critical_exponents