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Abstract—Quantum optimal control problems are typically solved by gradient-based algorithms such as GRAPE, which suffer from exponential growth in storage with increasing number of qubits and linear growth in memory requirements with increasing number of time steps. Employing QOC for discrete lattices reveals that these memory requirements are a barrier for simulating large models or long time spans. We employ a non-standard differentiable programming approach that significantly reduces the memory requirements at the cost of a reasonable amount of re-computation. The approach exploits invertibility properties of the unitary matrices to reverse the computation during back-propagation. We utilize QOC software written in the differentiable programming framework JAX that implements this approach, and demonstrate its effectiveness for lattice gauge theory.

I. INTRODUCTION

Quantum control allows systems that obey the laws of quantum mechanics to be manipulated to create desired behaviors. The application of external electromagnetic fields or force affects dynamical processes at the atomic or molecular scale [26]. Quantum optimal control (QOC) approaches determine the external fields and forces to achieve a task in a quantum system in the best way possible [10], [13], [19]. In particular, QOC can be used to achieve state preparation and gate synthesis.

One of the computational advantages of quantum information processing is realized through the efficient simulation of quantum mechanical effects [7], [18]. This potential impact is considerable within the fields of condensed matter and particle physics where the simulation of large quantum systems is critical for scientific discovery. In particular, the study of lattice gauge theories (LGT) provides significant insight into fundamental and emergent physics and is a critical application for quantum simulation [2], [11], [20], [21].
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One potential route to achieving high-fidelity quantum simulation is through the use of QOC. In this application, QOC provides a compilation of the desired unitary process \( U_{\text{target}} \) onto a set of analog device controls \( \vec{\alpha} \). Using optimal control to implement the simulation is advantageous for two reasons. First, by reducing the device time needed to implement a specific unitary process one achieves higher fidelity due to reduced decoherence. Second, decomposing the desired unitary process into a locally-optimal quantum gate set accrues an approximation error and an optimal control route avoids this by compiling the desired unitary directly.

One of the major downsides of QOC for quantum simulation is due to the need to accurately model the parameterized device evolution \( U_{\text{device}}(\vec{\alpha}) \). While in principle this optimization can be accomplished without additional information, accessing the derivative information, i.e. \( \partial_{\vec{\alpha}} U_{\text{device}}(\vec{\alpha}) \), can dramatically accelerate the optimization protocol but comes with additional computational overhead. Our work assesses how this burden can be lifted by using memory-efficient differentiable programming strategies and applies these strategies to simulations of LGTs on superconducting quantum computers.

We follow the QOC model of [16]. Given a Hamiltonian \( H_0 \), an initial state \( |\psi_0\rangle \), and a set of control operators \( H_1, H_2, \ldots H_m \), one seeks to determine, for a sequence of time steps \( t_0, t_1, \ldots, t_N \), a set of control fields \( g_i(t) \) such that

\[
\begin{align*}
H_t & = H_0 + \sum_{i=1}^{m} g_i(t) H_i \\
U_t & = e^{-iH_t \Delta t} \\
K_t & = U_t U_{t-1} \ldots U_1 U_0 \\
|\psi_t\rangle & = K_t |\psi_0\rangle
\end{align*}
\]

One possible objective is to minimize the trace distance between \( K_N \) and a target quantum gate \( K_T \):

\[
F_0 = 1 - |\text{Tr}(K_T^\dagger K_N)/D|^2,
\]

where \( D \) is the Hilbert space dimension.

In this work we approach QOC using the gradient ascent pulse engineering (GRAPE) algorithm [14], as shown in Al-
Algorithm 1. The algorithm requires derivative terms $\frac{\partial g_i}{\partial \rho(t)}$ that can be accurately calculated using automatic differentiation (AD or autodiff) [16], a well-known technique for obtaining derivatives and gradients of numerical functions [3], [9], [23].

Algorithm 1  Pseudocode for the GRAPE algorithm.

Guess initial controls $g_i(t)$. 

repeat 

Starting from $H_0$, calculate 

$$g_t = U_t U_{t-1} \ldots U_1 H_0 U_1^\dagger \ldots U_{t-1} U_1^\dagger.$$ 

Starting from $\lambda_N = K_T$, calculate 

$$\lambda_t = U_t^\dagger \ldots U_N^\dagger K_T U_N \ldots U_t.$$ 

Evaluate $\frac{\partial g_i}{\partial \rho(t)}$ 

Evaluate the $m \times N$ control amplitudes: 

$$g_i(t) \xrightarrow{} g_i(t) + \epsilon \frac{\partial g_i}{\partial \rho(t)}$$

until $\text{Tr}(K_T^T K_N) < \text{threshold}$

return $g_i(t)$

For computations with many input parameters, it is often most efficient to use the so-called reverse mode of AD, which has been popularized as back-propagation in machine learning. Reverse mode AD computes the derivatives of a function’s output with respect to its inputs by tracing sensitivities backwards through the computational graph after the original computation is completed. Since QOC has a large number of input parameters and few outputs (only the cost function(s)), reverse mode AD is a promising approach.

However, reverse mode AD requires that certain intermediate states of the original computation are available during the derivative computation. In the case of QOC, storing such values in order to re-use them during the derivative computation results in additional memory usage that is exponentially proportional to the number of qubits as well as proportional to the number of time steps, severely limiting the system size and duration that can be simulated on classical computers. Our previous work [22] introduced non-standard approaches for reducing the memory requirements of QOC through recomputation or by exploiting reversibility, and we apply these approaches to lattice gauge theory in this work.

There exist several implementations of quantum control. QuantumControl.jl and its subpackages GRAPE.jl and Krotov.jl provide a Julia framework for quantum optimal control. GRAPE.jl is an implementation of (second-order) GRAPE extended with automatic differentiation. GRAPE.jl optimizes its memory utilization and achieves low runtime using a technique that combines analytical derivatives with naïve automatic differentiation. Their approach is suitable for both open as well as closed quantum systems.

QuTiP is open-source software for simulating the dynamics of open quantum systems in Python and utilizes the Numpy, Scipy, and Cython numerical packages [12]. For the derivative-based optimal control it uses the GRAPE algorithm, where control pulses are piece-wise constant functions [17]. QuTiP also provides the derivative-free CRAB algorithm. Krotov is a Python library that supports optimal control in closed and open systems [8].

Classical differentiable programming frameworks like JAX provide autodiff capabilities. One approach to differentiable programming for quantum control uses reinforcement learning. Here, a control agent is represented as a neural network that maps the state of the system at a given time to a control pulse. The parameters of this agent are optimized via gradient information obtained by direct differentiation through both the neural network and the differential equations of the system [24], [25].

The rest of the paper is organized as follows. Section II presents our differentiable programming approach for reducing the memory requirements of QOC. Section III discusses LGT. Simulation results are presented in Section IV. Section V concludes the paper.

II. APPROACH

We apply the three “advanced” automatic differentiation approaches presented in [22], which we summarize in this section, as well as a simpler “naïve” approach. All four approaches are used to restore intermediate values of the computation when they are needed during the subsequent derivative computation.

Naïve Approach (Store-All) retains in memory all intermediate values that will be needed for the derivative computation, and is the default in JAX and many other frameworks and AD tools such as PyTorch, Tapenade, etc.

Periodic Checkpointing is an AD technique that stores selected intermediate values in memory so that they can later be loaded during the subsequent derivative computation. Values that have not been stored will instead be recomputed, by restarting parts of the computation from the nearest available earlier state. Periodic checkpointing is a sub-optimal approach but is straightforward to implement. To compute the derivative of an interval, the intermediate states are recomputed and kept in memory for the duration of the derivative computation of that interval. The checkpointing approach reduces the overall memory consumption compared to a store-all approach, at the cost of some recomputation.

Reversibility exploits the fact that the inverse of unitary matrices is their conjugate transpose, which can be computed cheaply and accurately. The use of the inverse allows computing $K_{t-1}$ from $K_t$ and $\psi_{t-1}$ from $\psi_t$:

$$K_t = U_t U_{t-1} \ldots U_1 U_0$$

$$K_{t-1} = U_t^\dagger K_t$$

$$|\psi_{t-1}\rangle = U_t^\dagger |\psi_t\rangle$$

Thus, one does not have to store any of the $K_t$ matrices required to compute the adjoint of a time step. Additionally, reversibility allows a further memory reduction by avoiding the storage of $U_t$, and recomputing it from the $g_i(t)$ control values instead. While this drastically reduces memory consumption and recomputation cost compared to checkpointing approaches, it potentially incurs roundoff errors during the inversion of long time-step sequences.
Checkpointing with Reversibility is the third advanced approach, which combines checkpointing and reversibility to combine the accuracy of checkpointing with the efficiency of reversibility approaches. Checkpoints are stored at regular intervals as in the first approach, but the intermediate states within each interval are obtained by reversing the trajectory backwards from the final state of the interval.

The approaches are implemented in JAX, a differentiable programming framework that can automatically differentiate native Python and NumPy functions [4]. It can differentiate through loops, branches, recursion, and closures, and it can take derivatives of derivatives of derivatives. It supports reverse-mode differentiation (a.k.a. backpropagation) via grad as well as forward-mode differentiation, and the two can be composed arbitrarily to any order.

We have used JAX’s `jax.custom_vjp` feature to implement the three advanced approaches. Using the feature, one can provide derivatives for a portion of the computation instead of relying on JAX’s standard approach. Listing 1 shows how the derivative for \( f(x, y) \) can be computed analytically and used in the overall derivative computation.

**Listing 1 Custom derivatives in JAX.**

```python
@jax.custom_vjp
def f(x, y):
    return jnp.sin(x) * y
def f_fwd(x, y):
    return f(x, y), (jnp.cos(x), jnp.sin(x), y)
def f_bwd(res, g):
    cos_x, sin_x, y = res
    return (cos_x * g * y, sin_x * g)
f.defvjp(f_fwd, f_bwd)
```

### III. BENCHMARK APPLICATION

We will restrict our discussion to the simulation of qubit systems but wish to emphasize that our analysis and methods are also applicable to arbitrary quantum systems. To assess the reduced memory footprint that the combination of checkpointing and reversibility provides, we have explored the task of quantum simulation lattice gauge theories using optimal control.

In this application context one specifies a model Hamiltonian \( H_{\text{model}} \) and device Hamiltonian \( H_{\text{device}}(\vec{g}, t) \) and uses optimization to determine a set of controls \( \vec{a} \) that yields a device evolution \( U_{\text{device}} \) close to the desired model evolution \( U_{\text{model}} \). This is often difficult because the simulation of \( n \) qubits requires computing and storing operators defined on a Hilbert space with dimension \( 2^n \), growing exponentially with increasing system size. To alleviate this, one typically decomposes the model evolution from a single global unitary defined on \( n \) qubits to a product of unitary evolutions with support on only \( m \) qubits through the Lie-Trotter decomposition [5], [13], [18].

Commonly referred to as Trotterization, applying the Lie-Trotter decomposition only approximates the global unitary to some error. Furthermore, when choosing \( m \) to be small (which reduces classical computational overhead by limiting the classical simulation to \( m \) qubits) this will tend to yield larger Trotter error and requires deeper quantum circuits to mitigate [5]. Thus increasing \( m \) as much as possible will help to mitigate errors due to approximations and reduce circuit depth, limiting errors due to decoherence. Using methods of checkpointing and reversibility enable optimal control studies of larger quantum systems and therefore could enable more accurate and efficient quantum simulations.

One application instance in which \( m \) is large is the simulation of quantum systems exhibiting non-local interactions. A family of systems which exhibit these non-local interactions are found within the class of LGTs, which describe both fundamental and emergent physics and are a prime application for quantum simulation [2].

We choose to focus on a 2-dimensional \( U(1) \) LGT model that has been explored in the context of analog simulation with superconducting circuits in Ref. [20]. In that work the LGT is described by the model Hamiltonian:

\[
H_{\text{model}} = -J H_P + V H_C
\]

where spins (respectively, qubits) are defined on the edges of a square lattice shown in Figure 1 and \( H_P \) denotes a Hamiltonian of “plaquette” terms involving 4-local operators defined on each square of the lattice (highlighted in blue in the Figure 1)

\[
H_P = \sum_{\Box} \left( S_{+}^{(i)} S_{-}^{(j)} S_{+}^{(k)} S_{-}^{(l)} + \text{h.c.} \right)
\]

and \( H_C \) denotes a Hamiltonian of “corner” terms involving 2-local operators defined on each corner of the lattice (highlighted in green in Figure 1):

\[
H_C = \sum_{\text{r}} S_{z}^{(i)} S_{z}^{(j)}
\]

![Fig. 1. The definition of a U(1) lattice gauge theory on a square lattice with spin-1/2 particles as defined in Ref. [20]. The spin-1/2 particles (respectively, qubits) are denoted as circles positioned on the edges of the lattice. The global Hamiltonian of the lattice is defined as the sum of “plaquette” operators and “corner” operators. Square operators have non-identity support on four spins within a single square (highlighted in blue) and corner operators have non-identity support on two spins on each corner of the lattice (highlighted in green).](image-url)
The operators $S_z^{(i)} = S_x^{(i)} \pm i S_y^{(i)}$ denote the qubit $i$ raising and lowering operator, $S_+^{(i)}$, $S_-^{(i)}$, $S_y^{(i)}$ are the qubit spin matrices, and h.c. denotes Hermitian conjugate. The notation $\sum_\square$ represents the sum over all square plaquettes on the lattice, and $\sum_\tau$ is the sum over pairs of qubits in each corner which share a vertex [20].

One can approximate the global time evolution operator $U_{\text{model}}(t) = \exp(-\frac{i}{\hbar} H_{\text{model}})$ as a product of local operators via Trotterization:

$$U_{\text{model}}(t) = \lim_{q \to \infty} \left[ U_P \left( \frac{t}{q} \right) \cdot U_C \left( \frac{t}{q} \right) \right]^q$$  \hspace{1cm} (12)

where $U_P = \exp \left[ \frac{i t}{\hbar} J P \right]$ and $U_C = \exp \left[ - \frac{it}{\hbar} V H_C \right]$ are the time evolution operators under only the plaquette and corner Hamiltonian and equality holds in the limit of $q$. Typically, one truncates this limit at finite $q$ which yields a $q$th order approximation to the unitary dynamics $U_{\text{model}}^q(t)$ with error $\Delta U_{\text{model}}^q(t) = U_{\text{model}}(t) - U_{\text{model}}^q(t)$ scaling polynomially in $t/q$:

$$\Delta U_{\text{model}}^q(t) = \frac{t^2}{2q} \sum_{1 \leq m \leq M} [H_1, H_m] + \mathcal{O} \left( \frac{t^3}{q^2} \right)$$  \hspace{1cm} (13)

where the sum of commutators is over every term in the Hamiltonian of Eq. 9.

The four-body interaction terms given by $S_+^{(i)} S_-^{(j)} S_+^{(k)} S_-^{(l)}$ are known as “ring exchange” interactions and represent a unique non-local operator [20]. This model Hamiltonian exhibits a number of interesting properties such as emergent excitations in the ground state and a quantum phase transition in the ratio of $J/V$ [20]. This model Hamiltonian was chosen as an application in which the memory advantages of checkpointing and reversibility could provide meaningful utility. Specifying the model Hamiltonian is only part of the example application. We also need to specify a Hamiltonian that models the assumed quantum device on which the simulation will be implemented. In this work we choose a device Hamiltonian derived from a two-dimensional array of coupled superconducting transmons such as those used to demonstrate quantum supremacy in 2019 [1].

In this work we approximate the system as a set of coupled qubits, neglecting higher energy levels [15]. When a set of coupled transmons are tuned into resonance with one another their effective Hamiltonian can be described as:

$$H(\vec{\alpha}, t) = \sum_i \gamma_i(\vec{\alpha}, t) S_x^{(i)} + \sum_{(i,j)} g_y(S_x^{(i)} S_x^{(j)} + S_y^{(i)} S_y^{(j)})$$  \hspace{1cm} (14)

where $\sum_{(i,j)}$ is the sum over all neighboring qubits on a square lattice, $q = -20 \times 2\pi$ MHz is a typical coupling strength between transmons, and $\gamma_i(\vec{\alpha}, t)$ are the time-dependent microwave control envelope functions modulated in resonance with the transmon frequencies [1], [15].

Thus the optimal control task is to determine a set of controls $\vec{\alpha}$ that minimizes the infidelity as defined by:

$$F(U_{\text{model}}, U_{\text{device}}) = \frac{\left| \text{Tr} (U_{\text{model}}^\dagger U_{\text{device}}) \right|^2}{D^2}$$  \hspace{1cm} (15)

where $D$ is the dimension of the Hilbert space on which $U_{\text{model}}$ is defined [6].

IV. EXPERIMENTAL RESULTS

We first provide a validation that the reversibility method leads to optimal controls which are both feasible and highly accurate. Shown in Figure 2 are two sets of optimal controls for a 4-transmon system. These controls were initialized with a
constant initial condition and over 1000 optimization iterations achieved infidelities below $10^{-4}$ for a 100 ns control time.

While these fidelities neglect decoherence, they are much better than state-of-the-art two-transmon operations in real devices [15]. Additionally, the optimized controls are extremely smooth and have well-defined amplitude both of which are within current experimental limitations [15].

As an additional validation, we visualize in Figure 3 the convergence of infidelity with increasing optimization iterations. Similar to [16], [22] we use the ADAM optimizer with a learning rate of $10^{-3}$. We find that there are only small differences between the convergence of the optimizer with the reversibility method compared to the naive JAX method. This is to be expected as numerical errors due to imperfect reversibility begin to propagate through the derivative calculation and will therefore drive subtle differences in convergence.

Vary Qubits In these experiments, we fixed the width of the lattice to two and varied the length of the lattice. The results in Figure 4 (right) show that the device memory requirements for the standard approach are highest whereas the requirements for reversibility are lowest. We note that the standard approach can be executed at most for a $2 \times 3$ lattice made up of 7 qubits and runs out of available device memory thereafter. The periodic checkpointing approach and reversibility approaches can be run for at most a $2 \times 4$ lattice made up of 10 qubits and run out of available device memory thereafter. Figure 4 (left) also shows the execution time for the various approaches.

Vary Timesteps Next, we fixed the size of the lattice to $2 \times 3$ made up of 7 qubits and varied the number of time steps, $N$. For periodic checkpointing, we used the optimal checkpoint period, $C = \lceil \sqrt{N} \rceil$. Our results are consistent with [22]. The time is roughly linear in $N$ and independent of $C$. Periodic checkpointing and full reversibility are slower than naive AD. Full reversibility is somewhat faster than periodic checkpointing. The memory requirements of naive AD rise rapidly with more timesteps, while reversibility and checkpointing do not rise appreciably.

We explored the performance and memory requirements of the naive AD, reversibility, checkpointing, and checkpointing with reversibility approaches in three sets of experiments. In the first set, we vary the size of the lattice, thereby varying the number of qubits in the system. In the second set, we vary the number of timesteps in each iteration of the optimization process. Finally, we vary the interval between checkpoints for the checkpointing and the checkpointing with reversibility approach. Our experiments were conducted on a cluster where each compute node was connected to 8 NVIDIA A100 40GB GPUs. Each node contained 1TB DDR4 memory and 320GB GPU memory. We report the time taken to execute 20 iterations of the optimization procedure. We used the JAX memory profiling capability in conjunction with GO pprof to measure the memory needs for each case.
**Vary Checkpoints** We examined the dependence of execution time and memory requirements on the checkpointing period, $C$, keeping the size of the lattice fixed at $2 \times 3$ made up of 7 qubits and the number of time steps fixed at $N = 500$. Again the results obtained in in Figure 6 are consistent with [22]. The time taken is roughly independent of $C$. Periodic checkpointing with reversibility is somewhat faster than periodic checkpointing alone. The memory requirements of periodic checkpointing with reversibility vary as a function of $N^2$. The memory requirements of periodic checkpointing alone vary as a function of $N^2 + C$.

V. CONCLUSION

We have demonstrated the application of three advanced AD approaches, implemented in the JAX differentiable programing framework, to lattice gauge theory. These approaches increase the number of qubits that can be simulated by reducing the memory requirements of automatic differentiation.
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