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Abstract. We strengthen, in various directions, the theorem of Garnett that every \( \sigma \)-compact, completely regular space \( X \) occurs as a Gleason part for some uniform algebra. In particular, we show that the uniform algebra can always be chosen so that its maximal ideal space contains no analytic discs. We show that when the space \( X \) is metrizable, the uniform algebra can be chosen so that its maximal ideal space is metrizable as well. We also show that for every locally compact subspace \( X \) of a Euclidean space, there is a compact set \( K \) in some \( C^N \) so that \( \hat{K} \setminus K \) contains a Gleason part homeomorphic to \( X \), and \( \hat{K} \) contains no analytic discs.

1 Introduction

Early in the study of uniform algebras, it was conjectured that whenever the maximal ideal space \( \mathfrak{M}_A \) of a uniform algebra \( A \) on a compact Hausdorff space \( K \) is strictly larger than \( K \), then the complementary set \( \mathfrak{M}_A \setminus K \) must contain an analytic disc. This conjecture was Andrew Gleason's motivation for introducing his notion of parts in a maximal ideal space [13]. His hope was that each nontrivial part would be a union of analytic discs. However, the conjecture about the existence of analytic discs in maximal ideal spaces turned out to be false, as shown by Gabriel Stolzenberg [21]. Furthermore, it was later shown by John Garnett that, in general, nontrivial Gleason parts need not be, in any reasonable sense, analytic sets. Specifically, Garnett proved the following striking theorem [12].

**Theorem 1.1 (Theorem 2)** Let \( X \) be a \( \sigma \)-compact, completely regular space. Then there exists a uniform algebra \( B \) and a Gleason part \( P \) for \( B \) homeomorphic to \( X \) such that the restriction \( B|P \) is isometrically isomorphic to the algebra \( C_b(X) \) of all bounded continuous functions on \( X \).

Since it is easily seen that each Gleason part must be a \( \sigma \)-compact, completely regular space, this theorem characterizes the spaces that occur as Gleason parts. Furthermore, the theorem decisively shows that Gleason parts need not contain analytic discs. Nevertheless, there are analytic discs in the maximal ideal spaces of the uniform algebras constructed by Garnett. Thus, the theorem leaves open the possibility that the presence of a particular space as a Gleason part might force the existence of analytic discs in a maximal ideal space. The main purpose of this paper...
is to show that, on the contrary, every \( \sigma \)-compact, completely regular space occurs as a Gleason part for some uniform algebra whose maximal ideal space contains no analytic discs.

There are additional issues left unsettled by Garnett's theorem that we will address. The maximal ideal space of the uniform algebra in Theorem 1.1 is enormous whenever the space \( X \) is noncompact, since it necessarily contains the Stone–Čech compactification of \( X \). Given a \( \sigma \)-compact, metrizable space \( X \), one would like to get \( X \) as a Gleason part in a metrizable maximal ideal space. We will show that this can indeed be done, thus characterizing the spaces that occur as Gleason parts in metrizable maximal ideal spaces. (In the case when \( X \) is \( \sigma \)-compact and locally compact, Garnett [12, Corollary] gave a second construction of a uniform algebra with a Gleason part homeomorphic to \( X \), simpler than the proof of Theorem 1.1. For \( X \) a locally compact, \( \sigma \)-compact, metrizable space, this simpler construction yields a uniform algebra whose maximal ideal space is metrizable, although that is not pointed out in Garnett's paper.) In the case when \( X \) embeds in a Euclidean space, one would like to get \( X \) as a Gleason part in the maximal ideal space of a finitely generated uniform algebra. Here, the issue can be rephrased more concretely in terms of polynomial hulls as follows. Given a \( \sigma \)-compact space \( X \) that embeds in a Euclidean space, does there exist a compact set \( K \) in some \( \mathbb{C}^n \) such that the polynomial hull \( \bar{K} \) of \( K \) contains a space \( P \) homeomorphic to \( X \) and such that \( P \) is a Gleason part for the uniform algebra \( P(K) \)? Under the additional hypothesis that \( X \) is locally compact, we will answer this affirmatively. This fails to provide a characterization of the topological spaces that occur as Gleason parts in polynomial hulls, for as we will show, there exist compact planar sets \( K \) such that the uniform algebra \( R(K) \) has a Gleason part that is not locally compact. The question of whether every \( \sigma \)-compact subspace of a Euclidean space occurs as a Gleason part in a polynomial hull remains open.

Of course, when we require our Gleason part \( P \) to lie in a metrizable space, or a Euclidean space, we must give up the condition in Garnett's theorem that the restriction \( B|P \) is isometrically isomorphic to \( C_\beta(X) \). We will show, however, that in the general case, we can make the restriction \( B|P \) isometrically isomorphic to the algebra of continuous functions determined by any compactification of \( X \), while when we require \( P \) to lie in a metrizable space, or a Euclidean space, the compactification must of course also be restricted to lie in such a space, but there are no further restrictions.

Another issue is that the original conjecture about analytic structure concerned analytic discs in the complementary set \( \mathfrak{M}_A \setminus K \), it is of interest to obtain our Gleason part in this complementary set. We will indeed achieve this. Actually, Garnett's original construction yielded the Gleason part in this complementary set as well, although he did not remark upon this.

The precise statements of our main theorems are as follows.

**Theorem 1.2** Let \( X \) be a \( \sigma \)-compact, completely regular space. Then there exists a uniform algebra \( B \) on a compact Hausdorff space \( K \) with a Gleason part \( P \) homeomorphic to \( X \) contained in \( \mathfrak{M}_B \setminus K \) and such that \( \mathfrak{M}_B \) contains no analytic discs. Furthermore, if \( \bar{X} \) is any compactification of \( X \), then \( B \) and \( K \) can be chosen so that the restriction \( B|P \) is isometrically isomorphic to \( C(\bar{X}) \).
Theorem 1.3 Let $X$ be a $\sigma$-compact, metrizable space. Then there exists a uniform algebra $B$ on a compact, metrizable space $K$ with a Gleason part $P$ homeomorphic to $X$ contained in $\mathfrak{M}/K$ and such that $\mathfrak{M}$ contains no analytic discs. Furthermore, if $\tilde{X}$ is any metrizable compactification of $X$, then $B$ and $K$ can be chosen so that the restriction $B|P$ is isometrically isomorphic to $C(\tilde{X})$.

Theorem 1.4 Let $X$ be a locally compact subspace of $\mathbb{R}^m$. Then there exists a compact set $K$ in $\mathbb{C}^{2m+2}$ such that $P(K)$ has a Gleason part $P$ homeomorphic to $X$ contained in $\tilde{K}/K$ and such that $\tilde{K}$ contains no analytic discs. Furthermore, if $\tilde{X}$ is any compactification of $X$ contained in $\mathbb{R}^m$, then $K$ can be chosen so that the restriction $P(K)|P$ is isometrically isomorphic to $C(\tilde{X})$.

In connection with Theorem 1.4, note that every locally compact subspace of a Euclidean space is $\sigma$-compact. It should also be noted that by the theorem of Menger and Nöbeling about embedding spaces of finite topological dimension in Euclidean spaces [14, Theorem V.2], the locally compact subspaces of Euclidean spaces are precisely the locally compact, separable, metrizable spaces of finite topological dimension.

Given that the introduction of Gleason parts was motivated by the search for analytic structure, it is surprising that until recently little attention was given in the literature to the existence of Gleason parts in maximal ideal spaces containing no analytic discs. The first result concerning Gleason parts in this setting is due to Richard Basener [1] who proved that there exists a compact set in $\mathbb{C}^2$ with a nontrivial rational hull that contains no analytic discs but contains a Gleason part of positive 4-dimensional measure. From this, it follows easily, by a standard device recalled at the end of the next section, that there exists a compact set in $\mathbb{C}^3$ with a nontrivial polynomial hull that also contains no analytic discs but contains a Gleason part of positive 4-dimensional Hausdorff measure. Further examples of nontrivial polynomial and rational hulls without analytic discs and containing Gleason parts that are large in the sense of Hausdorff measure were given recently by the first author in [15, 16]. Brian Cole [3] gave a construction that produces a uniform algebra $A$ defined on a proper subset of its maximal ideal space $\mathfrak{M}/A$ such that $\mathfrak{M}/A$ contains no nontrivial Gleason parts [3]. Fifty years later it was shown in the paper [4] of Cole, Swarup Ghosh, and the first author, that there exists a nontrivial polynomial hull in $\mathbb{C}^3$ containing no nontrivial Gleason parts.

In Garnett’s proof of Theorem 1.1, one first constructs a certain uniform algebra $A$ whose maximal ideal space contains a Gleason part that contains a subspace homeomorphic to $X$. The uniform algebra $B$ whose existence is asserted by the theorem is then obtained from $A$. The proofs of Theorems 1.2, 1.3, and 1.4 all have this same overall structure. However, substantial changes are needed. Curiously, in the proofs of Theorems 1.2 and 1.3, the substantial changes are in the second step, while in the proof of Theorem 1.4, they are in the first step. In the proofs of Theorems 1.2 and 1.3, we construct the initial uniform algebra as in Garnett’s proof. The maximal ideal space of this uniform algebra contains analytic discs. So as to eliminate the analytic discs, we carry out the passage from $A$ to $B$ using Cole’s method of root extensions [3], a completely different approach from the one used by Garnett. (Note that since Theorem 1.2 contains Theorem 1.1, this gives an alternative proof of Garnett’s theorem.)
To prove Theorem 1.4, one must obtain at the end a finitely generated uniform algebra. The authors do not see a way to carry out the passage from $A$ to $B$ using the Cole construction so as to achieve this. Therefore, in the proof of Theorem 1.4, we change the construction of the initial uniform algebra so as to obtain at the outset a uniform algebra $A$ whose maximal ideal space contains no analytic discs. We then carry out the passage from $A$ to $B$ by a modification of the argument used by Garnett. The authors have not been able to carry out the construction of the initial uniform algebra $A$ used in the proof of Theorem 1.4 in the case when $X$ is not locally compact. Nevertheless, the approach used in the proof of Theorem 1.4 can be used to give an alternative proof of the special case of Theorems 1.2 and 1.3 when $X$ is locally compact.

In the next section, we recall some definitions and notations already used above. Theorems 1.2 and 1.3 are proved in Section 3. Section 4 contains the proof of Theorem 1.4 along with examples showing that the theorem does not provide a full characterization of the spaces that occur as Gleason parts in polynomial hulls.

2 Preliminaries

For $K$ a compact Hausdorff space, we denote by $C(K)$ the algebra of all continuous complex-valued functions on $K$ with the supremum norm $\|f\|_K = \sup\{|f(x)| : x \in K\}$. A uniform algebra $A$ on $K$ is a closed subalgebra of $C(K)$ that contains the constant functions and separates the points of $K$. We tacitly regard $K$ as a subspace of the maximal ideal space $\mathfrak{M}_A$ of $A$ by identifying each point of $K$ with the corresponding point evaluation functional. When convenient, we will also tacitly regard $A$ as a uniform algebra on $\mathfrak{M}_A$ via the Gelfand transform.

For a compact set $K$ in $\mathbb{C}^N$, the polynomial hull $\overline{K}$ of $K$ is defined by

$$\overline{K} = \{z \in \mathbb{C}^N : |p(z)| \leq \max_{x \in K} |p(x)| \text{ for all polynomials } p\},$$

and the rational hull $h_r(K)$ of $K$ is defined by

$$h_r(K) = \{z \in \mathbb{C}^N : p(z) \in p(K) \text{ for all polynomials } p\}.$$

The set $K$ is said to be polynomially convex if $\overline{K} = K$ and rationally convex if $h_r(K) = K$. We say that a polynomial hull $\overline{K}$ (or rational hull $h_r(K)$) is nontrivial if $\overline{K} \neq K$ (or $h_r(K) \neq K$).

We denote by $P(K)$ the uniform closure on $K \subset \mathbb{C}^N$ of the polynomials in the complex coordinate functions $z_1, \ldots, z_N$, and we denote by $R(K)$ the uniform closure of the rational functions holomorphic on (a neighborhood of) $K$. Both $P(K)$ and $R(K)$ are uniform algebras, and it is well known that the maximal ideal space of $P(K)$ can be naturally identified with $\overline{K}$, and the maximal ideal space of $R(K)$ can be naturally identified with $h_r(K)$.

Throughout the paper, $D$ will denote the open unit disc in the complex plane, and $A(D)$ will denote the disc algebra, that is, the uniform algebra of continuous functions on $D$ that are holomorphic functions on $D$.

By an analytic disc in $\mathbb{C}^N$, we mean an injective holomorphic map $\sigma : D \to \mathbb{C}^N$. By the statement that a subset $S$ of $\mathbb{C}^N$ contains no analytic discs, we mean that there is no analytic disc in $\mathbb{C}^N$ whose image is contained in $S$. An analytic disc in the maximal ideal space $\mathfrak{M}_A$ of a uniform algebra $A$ is, by definition, an injective map $\sigma : D \to \mathfrak{M}_A$.
such that the function \( \hat{f} \circ \sigma \) is analytic on \( D \) for every function \( f \) in \( A \), where \( \hat{f} \) denotes the Gelfand transform of \( f \).

Let \( A \) be a uniform algebra on a compact Hausdorff space \( K \). The *Gleason parts* for the uniform algebra \( A \) are the equivalence classes in the maximal ideal space of \( A \) under the equivalence relation \( \varphi \sim \psi \) if \( \| \varphi - \psi \| < 2 \) in the norm on the dual space \( A^* \). (That this really is an equivalence relation is well known but not obvious!) We say that a Gleason part is *nontrivial* if it contains more than one point. It is immediate that the presence of an analytic disc in the maximal ideal space of \( A \) implies the existence of a nontrivial Gleason part.

The following two lemmas are standard (see [2, Lemmas 2.6.1 and 2.6.2]).

**Lemma 2.1** Two multiplicative linear functionals \( \phi \) and \( \psi \) on a uniform algebra \( A \) lie in the same Gleason part if and only if

\[
\sup \{ |\psi(f)| : f \in A, \|f\| \leq 1, \phi(f) = 0 \} < 1.
\]

**Lemma 2.2** Let \( \phi \) and \( \psi \) be two multiplicative linear functionals on a uniform algebra \( A \). If there is a function \( f \in A \) such that \( \|f\| = 1, |\phi(f)| < 1 \), and \( \psi(f) = 1 \), then \( \phi \) and \( \psi \) lie in different Gleason parts.

A subset \( S \) of the maximal ideal space of a uniform algebra \( A \) is said to be a *hull* if \( S \) is the common zero set of some collection of Gelfand transforms of elements of \( A \). In other words, \( S \subset \mathcal{M}_A \) is a hull if

\[
S = \{ \phi \in \mathcal{M}_A : \hat{f}(\phi) = 0 \text{ for all } f \in A \text{ such that } \hat{f}|S = 0 \}.
\]

This use of the term *hull* should not be confused with the use of the word hull in the terms *polynomial hull* and *rational hull*. The ideal of functions in \( A \) whose Gelfand transforms vanish on \( S \) will be denoted by \( I(S) \).

By a compactification of a space \( X \) we mean a compact Hausdorff space that contains a dense subspace that is homeomorphic to \( X \).

Given a set \( \Omega \) in \( \mathbb{C}^N \), we denote the topological boundary of \( \Omega \) by \( \partial \Omega \). We denote the set of positive integers by \( \mathbb{N} \).

Finally, we recall the standard method for showing that every uniform algebra of the form \( R(L) \) for \( L \) a compact planar set is isomorphic as a uniform algebra to \( P(K) \) for some compact set \( K \) in \( \mathbb{C}^2 \). A theorem due to Kenneth Hoffman and Errett Bishop (and in more general form to Hugo Rossi [20]) asserts that for \( L \) a compact set in \( \mathbb{C} \), there is a function \( g \) such that the identity function \( z \) and \( g \) generate \( R(L) \) as a uniform algebra. Let \( \tau : L \rightarrow \mathbb{C}^2 \) be given by \( \tau(z) = (z, g(z)) \). Then \( P(\tau(L)) \) is isomorphic as a uniform algebra to \( R(L) \).

### 3 Gleason Parts in Maximal Ideal Spaces Without Analytic Discs

In this section we prove Theorems 1.2 and 1.3. As discussed in the introduction, we will achieve the absence of analytic discs by using Cole’s method of root extensions [3]. In Cole’s original application of the method, he repeatedly adjoined square roots for every function in a nontrivial uniform algebra and thereby obtained a nontrivial uniform algebra with no nontrivial Gleason parts. We will adjoin square roots only to
functions that vanish on a fixed hull and thereby eliminate nontrivial Gleason parts outside that hull while preserving nontrivial Gleason parts in the hull. Our use of Cole’s method of root extensions is contained in the proof of the following theorem, which will be invoked in the proofs of Theorems 1.2 and 1.3. Some earlier applications of Cole’s method using only functions vanishing on a specific set were given by Joel Feinstein [6–8] and Feinstein and Matthew Heath [9].

Recall that given a uniform algebra $A$ and a subset $S$ of $M_A$, we use the notation $I(S) = \{ f \in A : f|S = 0 \}$.

**Theorem 3.1** Let $A$ be a uniform algebra on a compact Hausdorff space $Y$, and let $S \subset M_A$ be a hull for $A$. Then there exists a uniform algebra $A^C$ on a compact Hausdorff space $Y^C$ and a continuous surjective map $\pi: M_{AC} \to M_A$ such that the following hold:

(i) $\pi(Y^C) = Y$;
(ii) the formula $\pi^*(f) = f \circ \pi$ defines an isometric embedding of $A$ into $A^C$;
(iii) $\pi$ takes $\pi^{-1}(S)$ homeomorphically onto $S$;
(iv) $\pi^{-1}(S)$ is a hull for $A^C$;
(v) $\pi^*$ induces in the obvious way an isometric isomorphism of $A|S$ onto $A^C|\pi^{-1}(S)$;
(vi) the set $\{ f^2 : f \in I(\pi^{-1}(S)) \}$ is dense in $I(\pi^{-1}(S))$;
(vii) the nontrivial Gleason parts for $A^C$ are exactly the sets of the form $\pi^{-1}(S \cap \Pi)$ for $\Pi$ a Gleason part for $A$ such that $S \cap \Pi$ contains more than one point.

Furthermore, if the maximal ideal space of $A$ is metrizable, then $A^C$ can be chosen so that its maximal ideal space is metrizable as well.

**Proof of Theorem 3.1**

**Step 1:** We construct the the uniform algebra $A^C$.

Let $\Sigma_0 = M_A$, and let $A_0$ denote $A$ regarded as a uniform algebra on $\Sigma_0$. Let $S_0 = S$. We will define a sequence of uniform algebras $\{ A_m \}_{m=0}^\infty$. First, let $F_0$ be a dense subset of $I(S_0)$. If the maximal ideal space of $A$ is metrizable, choose $F_0$ to be countable. (In the general case, one can take $F_0 = I(S_0)$.) Let $p_1: \Sigma_0 \times \mathbb{C}^{F_0} \to \Sigma_0$ and $p_f: \Sigma_0 \times \mathbb{C}^{F_0} \to \mathbb{C}$ denote the projections given by $p_1(x, (z_g)_{g \in F_0}) = x$ and $p_f(x, (z_g)_{g \in F_0}) = z_f$. Define $\Sigma_1 \subset \Sigma_0 \times \mathbb{C}^{F_0}$ by

$$\Sigma_1 = \{ y \in \Sigma_0 \times \mathbb{C}^{F_0} : (p_f(y))^2 = f(p_1(y)) \text{ for all } f \in F_0 \},$$

and let $A_1$ be the uniform algebra on $\Sigma_1$ generated by the set of functions $\{ f \circ p_1 : f \in A_0 \} \cup \{ p_f : f \in F_0 \}$. On $\Sigma_1$, we have $p_f^2 = f \circ p_1$ for every $f \in F_0$. Set $\pi_1 = p|\Sigma_1$, and note that $\pi_1$ is surjective. Also, there is an isometric embedding $\pi_1^*: A_0 \to A_1$ given by $\pi_1^*(f) = f \circ \pi_1$. Let $S_1 = \pi_1^{-1}(S_0)$. Then $S_1 = S_0 \times \{0\}^{F_0}$, so $\pi_1$ takes $S_1$ homeomorphically onto $S_0$. Also observe that $S_1$ is a hull for $A_1$. If $\Sigma_0$ is metrizable, so is $\Sigma_1$. By [3, Theorem 1.6], the maximal ideal space of $A_1$ is $\Sigma_1$.

We next iterate the construction to obtain a sequence $\{ (A_m, \Sigma_m, \pi_m, S_m, F_m) \}_{m=0}^\infty$, where each $A_m$ is a uniform algebra on $\Sigma_m$, each $\pi_m: \Sigma_m \to \Sigma_{m-1}$ is a surjective continuous map, each $S_m$ is a hull for $A_m$ such that $\pi_m$ takes $S_m$ homeomorphically onto $S_{m-1}$, and each $F_m$ is a dense subset of $I(S_m)$ such that for every $f \in F_m$ the function $f \circ \pi_{m+1}$ is the square of a function in $A_{m+1}$. Finally, we take the inverse limit...
of the system of uniform algebras \( \{A_m\} \). Explicitly, we set

\[
\Sigma_w = \{ (y_k)_{k=0}^\infty \in \prod_{k=0}^\infty \Sigma_k : \pi_{m+1}(y_{m+1}) = y_m \text{ for all } m = 0, 1, 2, \ldots \},
\]

and letting \( q_m : \Sigma_w \to \Sigma_m \) be the restriction of the canonical projection \( \prod_{k=0}^\infty \Sigma_k \to \Sigma_m \), we let \( A_w \) be the uniform closure of \( \bigcup_{m=0}^\infty \{ h \circ q_m : h \in A_m \} \). Note that the sets \( q_m^{-1}(S_m) \), as \( m \) ranges over \( \mathbb{N} \cup \{0\} \), all coincide. Let \( S_w \) denote this common set. Set \( \pi = q_0 \). Then, of course, \( S_w = \pi^{-1}(S) \).

By [3, Theorem 2.3], the maximal ideal space of \( A_w \) is \( \Sigma_w \), and the inverse image under \( \pi \) of the Shilov boundary for \( A_0 \) is the Shilov boundary for \( A_w \). Consequently, setting \( Y^C = \pi^{-1}(Y) \) and \( A^C \) equal to the restriction algebra \( A_w|Y^C \), we have that \( A^C \) is a uniform algebra isometrically isomorphic to \( A_w \).

Note that if \( \Sigma_0 \) is metrizable, then so is \( \Sigma_w \).

**Step 2:** Observe that properties (i)--(iv) hold. Note also that for each \( m \in \mathbb{N} \), the formula \( q_m(f) = f \circ q_m \) defines an isometric embedding of \( A_m \) into \( A_w \).

**Step 3:** We introduce certain norm 1 linear operators.

Cole [3, Theorem 2.1] (see also [22, Lemma 19.3]) proved the existence of a continuous linear operator \( T_0 : A_w \to A_0 \) of norm 1 such that \( T_0 \circ \pi^* \) is the identity on \( A_0 \). When taking the inverse limit of a system of uniform algebras, discarding the first \( m \) algebras, i.e., replacing the system \( \{ A_k \}_{k=0}^\infty \) by \( \{ A_k \}_{k=m}^\infty \), yields a uniform algebra isometrically isomorphic in an obvious way to \( A_w \). Consequently, we get, for each \( m \), an analogous norm 1 operator \( T_m : A_w \to A_m \) such that \( T_m \circ q_m^* \) is the identity on \( A_m \). It is clear from the way that \( T_0 \) is defined, that for each point \( x \in \Sigma_m \), the value of \( (T_m f)(x) \) depends only on the values of \( f \in A_w \) on the fiber \( q_m^{-1}(x) \). (The operator \( T_0 \) is obtained from a sequence of operators with the \( n \)-th operator given by averaging over the map \( \pi_n \circ \cdots \circ \pi_1 \).) The fact that \( T_m \circ q_m^* \) is the identity then gives that for any \( f \in A_w \) and any point \( x \in \Sigma_m \) such that \( q_m^{-1}(x) \) consists of a single point, \( (T_m f)(x) = f(q_m^{-1}(x)) \). Consequently, \( q_m^*(T_m f)|S_w = f|S_w \) for every \( f \in A_w \).

**Step 4:** For the proof of (v), note that given \( f \in A \), the restriction of \( \pi^* \) is \( f \circ \pi \) to \( \pi^{-1}(S) = S_w \) depends only on the restriction of \( f \) to \( S \), so \( \pi^* \) induces a map of \( A[S] \) into \( A^C|\pi^{-1}(S) \) that is obviously isometric. Setting \( m = 0 \) in the last sentence of Step 3 yields the equality \( \pi^*(T_0 f)|\pi^{-1}(S) = f|\pi^{-1}(S) \) for all \( f \in A_w \), which establishes that the map is onto.

**Step 5:** For the proof of (vi), first note that each element of \( q_m^*(\mathcal{F}_m) \) has a square root in \( q_{m+1}^*(A_{m+1}) \): indeed, given \( h \in \mathcal{F}_m \), there exists \( k \in A_{m+1} \) such that \( k^2 = h \circ \pi_{m+1} \), and then \( (k \circ q_{m+1})^2 = h \circ q_m \). Furthermore, \( q_m^*(\mathcal{F}_m) \) is dense in \( q_m^*(I(S_m)) \). Consequently, to prove (vi), it suffices to show that \( \bigcup_{m=0}^\infty q_m^*(I(S_m)) \) is dense in \( I(S_w) \).

Fix \( f \in I(S_w) \) and \( \varepsilon > 0 \) arbitrary. We will show that \( \| q_m^*(T_m f) - f \| < \varepsilon \) for some \( m \in \mathbb{N} \). Since \( q_m^*(T_m f) \) is in \( q_m^*(I(S_m)) \) by the last sentence of Step 3, this will establish the desired density.

By the definition of \( A_w \), there exist \( m \in \mathbb{N} \) and \( h \in A_m \) such that

\[
\| f - q_m^*(h) \| < \varepsilon/2.
\]

Then

\[
\|(q_m \circ T_m)(f) - (q_m \circ T_m)(q_m^* h)\| < \varepsilon/2.
\]
Since \( T_m \circ q_m^* \) is the identity on \( A_m \), this gives
\[
(3.2) \quad \| (q_m^* \circ T_m)(f) - (q_m^* h) \| < \varepsilon /2.
\]
From (3.1) and (3.2), we get
\[
\| (q_m^* \circ T_m)(f) - f \| \leq \| (q_m^* \circ T_m)(f) - q_m^* h \| + \| q_m^* h - f \| < \varepsilon.
\]

**Step 6:** Let \( \| \cdot \|_0 \) and \( \| \cdot \|_\omega \) denote the dual space norms on \( A_0^* \supseteq M_{A_0} \) and \( A_\omega^* \supseteq M_{A_\omega} \), respectively. We show that for \( x \) and \( y \) in \( S_\omega \),
\[
\| x - y \|_\omega = \| \pi(x) - \pi(y) \|_0.
\]
Consequently, two points \( x \) and \( y \) of \( S_\omega \) lie in the same Gleason part for \( A_\omega \) if and only if \( \pi(x) \) and \( \pi(y) \) lie in the same Gleason part for \( A_0 \).

By definition,
\[
\| x - y \|_\omega = \sup \{ |h(x) - h(y)| : h \in A_\omega, \| h \| \leq 1 \},
\]
\[
\| \pi(x) - \pi(y) \|_0 = \sup \{ |f(\pi(x)) - f(\pi(y))| : f \in A_0, \| f \| \leq 1 \}.
\]
Because \( f \circ \pi \) is in \( A_\omega \) and satisfies \( \| f \circ \pi \| \leq 1 \) for every \( f \) in \( A_0 \) with \( \| f \| \leq 1 \), we have
\[
\| x - y \|_\omega \geq \| \pi(x) - \pi(y) \|_0.
\]
But given \( h \) in \( A_\omega \) with \( \| h \| \leq 1 \), the function \( T_0 h \) is in \( A_0 \) with \( \| T_0 h \| \leq 1 \) and satisfies
\[
| (T_0 h)(\pi(x)) - (T_0 h)(\pi(y)) | = | h(x) - h(y) | \] by the end of Step 3. Thus, we also have
\[
\| x - y \|_\omega \leq \| \pi(x) - \pi(y) \|_0.
\]

**Step 7:** In view of (vi), Lemma 3.2 below gives that each point of \( \Sigma_\omega \setminus S_\omega \) is a one-point Gleason part for \( A_\omega \). Property (vii) is then a consequence of the result in Step 6.  

**Lemma 3.2**  Let \( A \) be a uniform algebra on a compact Hausdorff space \( \Sigma \), and let \( S \) be a hull for \( A \). If the set \( \{ f^2 : f \in I(S) \} \) is dense in \( I(S) \), then each point of \( \Sigma \setminus S \) is a one-point Gleason part for \( A \).

**Proof**  The proof is essentially a repetition of the proof of [3, Lemma 1.1 (i)]. Let \( x \in \Sigma \setminus S \) be arbitrary, and let \( y \) be an arbitrary element of \( \Sigma \) distinct from \( x \). Since \( S \) is a hull for \( A \), one can find a function \( f \) in \( I(S) \) such that \( f(x) \neq 0, f(y) = 0 \), and \( \| f \| < 1 \). For each \( n \in \mathbb{N} \) and \( \varepsilon > 0 \), there exist functions \( f_1, \ldots, f_n \) in \( I(S) \) such that \( \| f - f_n^2 \| < \varepsilon, \ldots, \| f_{n-1} - f_n^2 \| < \varepsilon \). Choosing \( \varepsilon > 0 \) small enough, \( f_n^2 \) can be made arbitrarily close to \( f \). Replacing \( f_n \) by \( f_n - f_n(y) \), this approximation can be done with \( f_n(y) = 0 \). Since \( |f(x)|^2 \to 1 \), choosing \( n \) large enough, \( |f_n(x)| \) can be made arbitrarily close to 1. Thus, \( x \) and \( y \) lie in different Gleason parts by Lemma 2.1

We are now ready to prove Theorems 1.2 and 1.3.

**Proof of Theorem 1.2**  We first treat the case when \( X \) is compact. Recall that we denote the disc algebra by \( A(D) \). Let
\[
A = \{ f \in C(X \times \overline{D}) : f|((x) \times \overline{D}) \in A(D) \text{ for all } x \in X \text{ and } f|(X \times \{0\}) \text{ is constant} \}.
\]
Then $\mathcal{M}_A$ is the quotient space obtained from $X \times D$ by collapsing the set $X \times \{0\}$ to a point. We will denote points of $\mathcal{M}_A$ by their representatives in $X \times D$. Then the set

$$\Pi = \{(x, z) \in \mathcal{M}_A : |z| < 1\}$$

is a Gleason part for $A$.

Let $S = \{(x, 1/2) : x \in X\}$. Then $S$ is a subspace of $\Pi$ homeomorphic to $X$, and $S$ is the zero set of the function $g$ on $\mathcal{M}_A$ defined by $g(x, z) = 1 - 2z$.

The algebras $A|S$ and $C(X)$ are isometrically isomorphic. To see this, let $\rho : X \to S$ be given by $\rho(x) = (x, 1/2)$, and note that given $f \in C(X)$, the function $I$ on $\mathcal{M}_A$ defined by $I(y, z) = 2zf(y)$ is in $A$, and $f = I \circ \rho$. Consequently, the map $T : A \to C(X)$ given by $T(I) = I \circ \rho$ induces an isometric isomorphism of $A|S$ onto $C(X)$.

Every function in $A$ takes its maximum modulus on $X \times \partial D$. (In uniform algebra terminology, $X \times \partial D$ is a boundary for $A$.) Therefore, $A| (X \times \partial D)$ is a uniform algebra isometrically isomorphic to $A$.

Now we apply Theorem 3.1 to the algebra $A|(X \times \partial D)$. Letting $A^C, Y^C,$ and $\pi$ denote the objects given by Theorem 3.1, set $B = A^C, K = Y^C,$ and $P = \pi^{-1}(S)$. Then $P$ is homeomorphic to $X$ by Theorem 3.1(iii), and $P$ is a Gleason part for $B$ by Theorem 3.1(vii). Theorem 3.1(v) gives that $B|P$ is isometrically isomorphic to $C(X)$. Consequently, there are no analytic discs in $P$. Furthermore, Theorem 3.1(vii) gives that each point of $\mathcal{M}_B\backslash P$ is a one-point Gleason part for $B$. It follows that there are no analytic discs in $\mathcal{M}_B$. Note that $P$ is contained in $\mathcal{M}_B\backslash K$, since $S$ is disjoint from $X \times \partial D$. This completes the proof of the theorem in the case when $X$ is compact.

We now treat the more complicated case when $X$ is noncompact. Let $\tilde{X}$ be a compactification of $X$, and let $\Lambda = \tilde{X}\backslash X$. Let $Z = D^\Lambda$ be the product of $\Lambda$ copies of the closed unit disc, and let $A_\Lambda$ denote the tensor product of $\Lambda$ copies of the disc algebra $A(D)$. Then $\mathcal{M}_A = Z$. Denote by $\theta$ the point in $Z$ all of whose coordinates are zero, and let $\Pi_\theta$ denote the Gleason part containing $\theta$. Then as shown in [12] (or see [22, p. 193]),

$$\Pi_\theta = \{z = (z_x)_{x \in \Lambda} \in Z : \text{there exists } a < 1 \text{ such that } |z_x| < a \text{ for all } x \in \Lambda\}.$$

Let

$$A = \{f \in C(\tilde{X} \times Z) : f|((\{x\} \times Z) \in A_\Lambda \text{ for all } x \in \tilde{X} \text{ and } f|((\tilde{X} \times \{\theta\}) \text{ is constant})\}.$$

Then $\mathcal{M}_A$ is the quotient space obtained from $\tilde{X} \times Z$ by collapsing the set $\tilde{X} \times \{\theta\}$ to a point. We will denote points of $\mathcal{M}_A$ by their representatives in $\tilde{X} \times Z$. Then the set

$$\Pi = \{(x, z) \in \mathcal{M}_A : z \in \Pi_\theta\}$$

is a Gleason part for $A$.

Write $X = \bigcup_{n=1}^{\infty} X_n$, where $X_1 \subset X_2 \subset \cdots$ and each $X_n$ is compact. Given $y \in \Lambda = \tilde{X}\backslash X$, there is a function $h_y \in C(\tilde{X})$ with range contained in $[1/2, 1]$ such that $h_y(y) = 1$ and $\|h_y\|_{X_n} \leq 1 - 2^{-n}$ for each $n \in \mathbb{N}$. Define a map $\rho : \tilde{X} \to \mathcal{M}_A$ by $\rho(x) = (x, H(x))$, where $H(x) = (h_y(x))_{y \in \Lambda}$. The map $\rho$ is an embedding of $\tilde{X}$ into $\mathcal{M}_A$. Set $S = \rho(\tilde{X})$, and note that $S \cap \Pi = \rho(X)$.
The set \( S \) is a hull in \( \mathfrak{M}_A \); if for each \( y \in \Lambda \) we define \( g_y \) on \( \mathfrak{M}_A \) by

\[
g_y(x, z) = (h_y(x) - z_y) / (3h_y(x) - z_y),
\]
then each \( g_y \) is in \( A \) and \( S = \cap_{y \in \Lambda} g_y^{-1}(0) \).

The algebras \( A((S \cap \Pi)) \) and \( C(\bar{X}) \) are isometrically isomorphic; indeed, given \( f \in C(\bar{X}) \), and \( y \in \Lambda \), the function \( l \) on \( \mathfrak{M}_A \) given by

\[
l(x, z) = yf(x) / h_y(x)
\]
is in \( A \), and \( f = l \circ \rho \). Consequently, the map \( T: A \to C(\bar{X}) \) given by \( T(l) = l \circ \rho \) induces an isometric isomorphism of \( A((S \cap \Pi)) \) onto \( C(\bar{X}) \).

We claim that distinct points of \( S \setminus \Pi \) lie in distinct Gleason parts. To see this, let \( a \) and \( b \) be distinct points of \( \bar{X} \setminus X \), and choose a function \( f \in C(\bar{X}) \) such that \( f(a) = 1 \), \( f(b) = 0 \), and \( \|f\| = 1 \). Then the function on \( \mathfrak{M}_A \) given by \( h(y, z) = za(f(y)) \) belongs to \( A \) and satisfies \( h(\rho(a)) = 1 \), \( h(\rho(b)) = 0 \), and \( \|h\| = 1 \). Thus \( \rho(a) \) and \( \rho(b) \) lie in different Gleason parts by Lemma 2.1.

Note that every function in \( A_{\Lambda} \) takes its maximum modulus on \((\partial D)^{\Lambda}\), and consequently, every function in \( A \) takes its maximum modulus on \( \bar{X} \times (\partial D)^{\Lambda} \). Therefore, \( A((\bar{X} \times (\partial D)^{\Lambda})) \) is a uniform algebra isometrically isomorphic to \( A \).

Now we apply Theorem 3.1 to the algebra \( A((\bar{X} \times (\partial D)^{\Lambda})) \). Letting \( A^C, Y^C, \) and \( \pi \) denote the objects given by Theorem 3.1, set \( B = A^C \), \( K = Y^C \), and \( P = \pi^{-1}(S \cap \Pi) \). Then by Theorem 3.1, \( P \) is a Gleason part for \( B \) homeomorphic to \( X \), and \( B \middle| P \) is isometrically isomorphic to \( C(\bar{X}) \). Consequently, there are no analytic discs in \( P \). Furthermore, Theorem 3.1(vii), together with the fact that distinct points of \( S \setminus \Pi \) lie in distinct Gleason parts for \( A \), gives that each point of \( \mathfrak{M}_B \setminus P \) is a one-point Gleason part for \( B \). It follows that there are no analytic discs in \( \mathfrak{M}_B \). Note that \( P \) is contained in \( \mathfrak{M}_B \setminus \overline{K} \), since \( S \cap \Pi \) is disjoint from \( \bar{X} \times (\partial D)^{\Lambda} \).

**Proof of Theorem 1.3** The case when \( X \) is compact has really already been proved in the proof of Theorem 1.2, for in that case the uniform algebra \( B \) constructed there is defined on a metrizable space in view of the last sentence of Theorem 3.1. In the case when \( X \) is noncompact, first note that since \( X \) is separable and metrizable, \( X \) can be embedded in \([0, 1]^\omega\) (by the standard proof of the Urysohn metrization theorem) and thus does have a metrizable compactification. Let \( \bar{X} \) be any such compactification of \( X \). Now the only change needed in the construction given in the proof of the noncompact case of Theorem 1.2 is that we must show that we can replace the possibly uncountable index set \( \Lambda = \bar{X} \setminus X \) by a suitable countable subset of \( \bar{X} \setminus X \).

Write \( X = \bigcup_{n=1}^{\infty} X_n \), where \( X_1 \subset X_2 \subset \cdots \) and each \( X_n \) is compact. Given \( y \in \bar{X} \setminus X \), there is a function \( h_y \in C(\bar{X}) \) with range contained in \([\frac{1}{2}, 1]\) such that \( h_y(y) = 1 \) and \( \|h_y\|_{X_n} \leq 1 - 2^{-n} \) for each \( n \in \mathbb{N} \). For each \( m \in \mathbb{N} \), the collection of sets

\[
\{h_y > 1 - \frac{1}{m} : y \in \bar{X} \setminus X\}
\]
is an open cover of \( \bar{X} \setminus X \). Choose a countable subcover, and let \( \{y^m_k : k \in \mathbb{N}\} \) be the set of corresponding \( y \)'s. The proof can now be carried out by repeating the argument given in the noncompact case of Theorem 1.2 setting \( \Lambda = \{y^m_k : k, m \in \mathbb{N}\} \) instead of setting \( \Lambda = \bar{X} \setminus X \). Metrizability of \( \mathfrak{M}_A \) is assured by the following lemma, and then
metrizability of the space $K = Y^C$ obtained in the final paragraph of the proof is given by the last sentence of Theorem 3.1.

Lemma 3.3 Let $X$ be a compact metrizable space and let $Y$ be a quotient space of $X$. If $Y$ is Hausdorff, then $Y$ is metrizable.

This lemma is essentially [19, Corollary 26.16], and a short proof can be found in [10, Lemma 2.5].

4 Gleason Parts in Polynomial Hulls

In this section, we prove Theorem 1.4, which shows that every locally compact subspace of a Euclidean space occurs as a Gleason part in a polynomial hull without analytic discs. In the proofs of Theorem 1.2 and 1.3, we initially constructed, as in Garnett’s proof, a uniform algebra $A$ whose maximal ideal space contains analytic discs, and we then eliminated the analytic discs by passing to another uniform algebra $B$ using the Cole construction. As mentioned in the introduction, we do not see a way to carry our this passage from $A$ to $B$ using the Cole construction so as to obtain a finitely generated uniform algebra. Therefore, in the proof of Theorem 1.4, we change the construction of the initial uniform algebra $A$; in place of the tensor product of disc algebras used in Garnett’s construction, we use a certain special “Swiss cheese algebra”. In this way, we obtain at the outset a uniform algebra $A$ whose maximal ideal space contains no analytic discs. We then carry out the passage from $A$ to the final desired uniform algebra $B$ via a modification of the method used by Garnett. Both the construction of the initial uniform algebra $A$ and the passage from $A$ to $B$ rely heavily on the first author’s papers [15,17].

Following Garth Dales and Feinstein [5], we will say that a uniform algebra $A$ has dense invertibles if the invertible elements of $A$ are dense in $A$. Dales and Feinstein [5] constructed a compact set $X$ in $\mathbb{C}^2$ such that $\overline{X}$ is strictly larger than $X$ and yet the uniform algebra $P(X)$ has dense invertibles. As noted in [5], the condition that $P(X)$ has dense invertibles is strictly stronger than the condition that $\overline{X}$ contains no analytic discs. We will also use the observation in [5] that when $P(X)$ has dense invertibles, the polynomial and rational hulls of $X$ coincide. For our construction, we will need a special $P(X)$ with dense invertibles provided by the following result of the first author.

Theorem 4.1 ([17, Corollary 1.3]) Let $\Omega \subset \mathbb{C}^N (N \geq 2)$ be any bounded open set, and let $x_0 \in \Omega$. Then there exists a compact set $X \subset \partial \Omega$ such that $x_0$ is in $\overline{X} \setminus X$ and is a one-point Gleason part for $P(X)$, and $P(X)$ has dense invertibles.

In Garnett’s construction, the passage from the initial uniform algebra $A$ to the desired uniform algebra $B$ uses the big disc algebra. Applying the above theorem, we obtain in the following result a suitable replacement for the big disc algebra in our context.

Theorem 4.2 There exists a compact set $X \subset \partial D^2$ such that the following hold:

(i) $0$ is in $\overline{X}$ and is a one-point Gleason part for $P(X)$;
(ii) \( P(X) \) has dense invertibles;
(iii) there is a compact subset \( J \) of \( X \) such that \( 0 \not\in \overline{J} \) and for every representing measure \( \mu \) for \( 0 \) as a functional on \( P(X) \), we have \( \mu(J) > 0 \).

**Proof** Applying Theorem 4.1 with \( N = 2, \Omega = D^2 \), and \( x_0 = 0 \), we get a compact set \( X \subset \partial D^2 \) such that (i) and (ii) hold. Now let \( \mu \) be a representing measure for \( 0 \). Set \( J = X \cap ((\partial D) \times \overline{D}) \) and \( K = X \cap (\overline{D} \times (\partial D)) \). Because \( P(X) \) has dense invertibles, the same is true of \( P(J) \) and \( P(K) \). Thus, \( \overline{f} = h_r(J) \) and \( \overline{K} = h_r(K) \). Furthermore, the sets \( (\partial D) \times \overline{D} \) and \( \overline{D} \times (\partial D) \) are each rationally convex, so we conclude that \( \overline{f} \subset (\partial D) \times \overline{D} \) and \( \overline{K} \subset \overline{D} \times (\partial D) \). In particular, neither \( \overline{f} \) nor \( \overline{K} \) contains \( 0 \). Consequently, the representing measure \( \mu \) is supported on neither \( f \) nor \( K \). Since \( X = J \cup K \), it follows that each of \( J \) and \( K \) has positive \( \mu \)-measure. 

The next theorem is a variation on Garnett’s [12, Theorem 1].

**Theorem 4.3** Let \( A \) be a uniform algebra generated by \( n \) elements such that \( M_A \) contains no analytic discs. Let \( S \subset M_A \) be a hull, and let \( \Pi \) be a Gleason part for \( A \) with \( S \cap \Pi \neq \emptyset \). Then there exists a uniform algebra \( B \) on a compact Hausdorff space \( Y \) such that the following hold:

(i) \( B \) is generated by \( n + 2 \) elements;
(ii) \( M_B \) contains no analytic discs;
(iii) there is a Gleason part \( Q \) for \( B \) homeomorphic to \( S \cap \Pi \) with \( Q \subset M_B \setminus \{0\} \);
(iv) \( B|Q \) is isometrically isometric to an algebra lying between \( A|\{S \cap \Pi\} \) and its uniform closure in the space of bounded continuous functions on \( S \cap \Pi \).

**Proof** Let \( X \) and \( J \) be as in Theorem 4.2. Let \( g_1, \ldots, g_n \) be generators for \( A \). The algebra \( P(X) \otimes A \), regarded as a uniform algebra on its maximal ideal space \( M_{P(X) \otimes A} = \hat{X} \times M_A \), is generated by the \( n + 2 \) functions \( z_1 \circ \pi_1, z_2 \circ \pi_1, g_1 \circ \pi_2, \ldots, g_n \circ \pi_2 \), where \( \pi_1 \) and \( \pi_2 \) are the projections of \( \hat{X} \times M_A \) onto the first and second factors, respectively. Set

\[
Y = (J \times M_A) \cup (X \times S),
\]

and let \( B \) be the closure in \( C(Y) \) of the restriction algebra \((P(X) \otimes A)|Y\).

The maximal ideal space \( M_B \) of \( B \) is the \((P(X) \otimes A)\)-convex hull \( \overline{Y} \) of \( Y \) defined by

\[
\overline{Y} = \{ x \in \hat{X} \times M_A : |f(x)| \leq \|f\|_Y \text{ for all } f \in P(X) \otimes A \}.
\]

We now show that

\[
\overline{Y} = (\overline{J} \times M_A) \cup (\hat{X} \times S).
\]

First note that for each function \( f \in P(X) \otimes A \) and \( s \in M_A \), the function on \( \hat{X} \) given by \( x \mapsto f(x, s) \) is in \( P(X) \). It follows that \( \overline{Y} \) contains the set on the right-hand side of (4.1). Now suppose \( x = (x_1, x_2) \) is in \( (\hat{X} \times M_A) \) but is not in the set on the right-hand side of (4.1). Then \( x_1 \notin \overline{J} \) and \( x_2 \notin S \). Since \( S \) is a hull, there exists \( g \in A \) such that \( g|S = 0 \) and \( g(x_2) = 1 \). Since \( x_1 \notin \overline{J} \), there exists \( f \in P(X) \) such that \( f(x_1) = 1 \) and \( \|f\|_Y < 1 \). Replacing \( f \) by a sufficiently high power of \( f \), we can assume
that \( \|f\| < \|g\|^{-1} \). Then the function \( h \) on \( \tilde{X} \times \mathcal{M}_A \) defined by \( h(u_1, u_2) = f(u_1)g(u_2) \) is in \( P(X) \otimes A \) and satisfies that \( h(x) = 1 \) and \( \|h\|_Y < 1 \). Thus, \( x \) does not belong to \( \tilde{Y} \).

Note that \( B \) is generated by the \( n + 2 \) functions \( (f_1 \circ \pi_1)|Y, (f_2 \circ \pi_1)|Y, (g_1 \circ \pi_2)|Y, \ldots, (g_n \circ \pi_2)|Y \). Also, \( \mathcal{M}_B \) contains no analytic discs, since neither \( \tilde{X} \) nor \( \mathcal{M}_A \) contains analytic discs.

Note that the set
\[
Q = \{0\} \times (S \cap \Pi),
\]
which is clearly homeomorphic to \( S \cap \Pi \), is contained in \( \tilde{Y} \setminus Y = \mathcal{M}_B \setminus Y \). We show that it is a Gleason part for \( B \). For \( s \in S \cap \Pi \), let \( p_s = (0, s) \in Q \). Suppose \( x = (x_1, x_2) \in \tilde{Y} \setminus Q \). If \( x_1 \neq 0 \), then since \( 0 \) is a one-point Gleason part for \( P(X) \), using functions from \( P(X) \), we get that \( x \) and \( p_s \) lie in different Gleason parts. Similarly, if \( x_2 \notin \Pi \), then again \( x \) and \( p_s \) lie in different Gleason parts. If finally \( x_2 \notin S \), then we see from (4.1) that \( x_1 \notin \tilde{\Pi} \), so \( x_1 \neq 0 \), which we already noted implies that \( x \) and \( p_s \) lie in different Gleason parts. Hence, \( Q \) is a union of Gleason parts. To show that \( Q \) is a Gleason part, let \( \mu \) be a representing measure on \( X \) for the functional evaluation at \( 0 \) on \( P(X) \).

For \( s, t \in S \cap \Pi \) and \( g \in B \) such that \( \|g\| \leq 1 \), we have
\[
\begin{align*}
|g(p_s) - g(p_t)| &\leq \int_X |g(x, s) - g(x, t)|d\mu(x) \\
&\leq 2\mu(X \setminus \Pi) + \int_X |g(x, s) - g(x, t)|d\mu(x).
\end{align*}
\]

For \( x \in J \), we have \( \{x\} \times \mathcal{M}_A \subset Y \), and thus the function on \( \mathcal{M}_A \) given by \( y \mapsto g(x, y) \) is in \( A \) and of norm at most \( 1 \). Since \( s \) and \( t \) are in the common Gleason part \( \Pi \), there is a constant \( c < 2 \), independent of \( x \), such that \( |g(x, s) - g(x, t)| < c \). Since \( \mu(X) = 1 \) and \( \mu(J) > 0 \), we get from (4.2) that \( |g(p_s) - g(p_t)| < 2\mu(X \setminus \Pi) + c\mu(J) < 2 \), and hence \( p_s \) and \( p_t \) lie in a common Gleason part. Thus, \( Q \) is a Gleason part.

Finally, we note that \( (P(X) \otimes A)Q \) is isometrically isometric to \( A|(S \cap \Pi) \), since for each function \( f \in P(X) \otimes A \), the function on \( \mathcal{M}_A \) given by \( y \mapsto f(0, y) \) is in \( A \).

Assertion (iv) of the theorem follows.

Given \( a \in \mathbb{C} \) and \( r > 0 \), we will denote the open disc of radius \( r \) with center \( a \) by \( D(a, r) \) and the corresponding closed disc by \( \overline{D}(a, r) \). For \( X \subset \mathbb{C}^N \) a compact set, and for \( \Omega \subset \mathbb{C}^N \) an open set, each of which contains the origin, we will denote by \( \mathcal{B}_0(X) \) the set of rational functions \( f \) holomorphic on a neighborhood of \( X \) such that \( f(0) = 0 \) and \( \|f\|_X \leq 1 \), and by \( \mathcal{B}_0(\Omega) \) the set of functions \( f \) holomorphic on \( \Omega \) such that \( f(0) = 0 \) and \( \|f\|_\Omega \leq 1 \). The next two lemmas are taken from the first author’s papers [15, 18].

**Lemma 4.4** ([18, Lemma 3.4]) Suppose \( K \) is a compact set containing the origin and contained in an open set \( \Omega \subset \mathbb{C}^N \). Then there exists an \( R \) with \( 0 < R < 1 \) such that \( \|f\|_K \leq R \) for all \( f \in \mathcal{B}_0(\Omega) \) if and only if \( K \) is contained in the component of \( \Omega \) that contains the origin.
Lemma 4.5 ([15, Lemma 5.3]) Let $K$ be a compact set containing the origin and contained in an open set $\Omega \subset \mathbb{C}$, let $a \in \Omega \setminus K$, and let $\varepsilon > 0$ be given. Let $0 < R < 1$, and suppose that $\|f\|_K \leq R$ for all $f \in \mathcal{B}_0(\Omega)$. Then there exists an $r > 0$ such that $\overline{B}(a, r) \subset \Omega \setminus K$ and $\|f\|_K \leq R + \varepsilon$ for all $f \in \mathcal{B}_0(\Omega \setminus \overline{B}(a, r))$.

By a Swiss cheese we shall mean a compact set $L$ obtained from the closed unit disc $\overline{D} \subset \mathbb{C}$ by deleting a sequence of open discs $\{D_j\}_{j=1}^{\infty}$ with radii $\{r_j\}_{j=1}^{\infty}$ and contained in $D$ such that the closures of the $D_j$ are disjoint, $\sum_{j=1}^{\infty} r_j < \infty$, and the resulting set $L = \{D \setminus (\bigcup_{j=1}^{\infty} D_j)\}$ has no interior. It is well known that every Swiss cheese $L$ satisfies $R(L) = C(L)$.

The proof of the next result is reminiscent of, though much simpler than, the proof of [15, Theorem 1.5].

Theorem 4.6 There exists a Swiss cheese $L$ such that $[0,1)$ is contained in a single Gleason part for $R(L)$.

Proof Set $D' = D \setminus \{0,1\}$ and $I_n = [0,1 - 2^{-n}]$ for each $n \in \mathbb{N}$.

Choose a sequence $\{a_j\}$ that is dense in $D'$. Set $R_1 = 1/2$. By the Schwarz Lemma, $\|f\|_{I_1} \leq R_1$, for every $f \in \mathcal{B}_0(D)$. Set $a_1 = \alpha_1$. By Lemma 4.5, there exists $0 < r_1 < 1/2$ such that $\overline{D}(a_1, r_1) \subset D'$, the boundary of $D(a_1, r_1)$ is disjoint form the set $\{a_j\}$, and

$$\|f\|_{I_1} \leq R_1 + \frac{1}{2}(1 - R_1) \quad \text{for all } f \in \mathcal{B}_0(D \setminus \overline{D}(a_1, r_1)).$$

By Lemma 4.4, there exists $0 < R_2 < 1$ such that

$$\|f\|_{I_2} \leq R_2 \quad \text{for all } f \in \mathcal{B}_0(D \setminus \overline{D}(a_1, r_1)).$$

Now let $a_2$ be the first term of the sequence $\{a_j\}$ not belonging to $D(a_1, r_1)$. By Lemma 4.5, there exists $0 < r_2 < 1/4$ such that $\overline{D}(a_2, r_2) \subset D' \setminus \overline{D}(a_1, r_1)$, the boundary of $D(a_2, r_2)$ is disjoint from the set $\{a_j\}$, and

$$\|f\|_{I_2} \leq R_1 + \left(\frac{1}{4} + \frac{1}{2}\right)(1 - R_1) \quad \text{for all } f \in \mathcal{B}_0(D \setminus \overline{D}(a_1, r_1) \cup \overline{D}(a_2, r_2)), $$

$$\|f\|_{I_2} \leq R_2 + \frac{1}{4}(1 - R_2) \quad \text{for all } f \in \mathcal{B}_0(D \setminus \overline{D}(a_1, r_1) \cup \overline{D}(a_2, r_2)).$$

We continue by induction. Suppose that for some $k \geq 2$, we have chosen $a_1, \ldots, a_k$, $r_1, \ldots, r_k$, and $R_1, \ldots, R_k$ such that for all $1 \leq l \leq k$ and all $1 \leq n \leq m \leq k$ the following conditions hold:

(i) $a_l$ is the first term of $\{a_j\}$ not in $D(a_1, r_1) \cup \cdots \cup D(a_{l-1}, r_{l-1})$;
(ii) $0 < r_l < 1/2^l$ and $0 < R_l < 1$;
(iii) $\overline{D}(a_l, u_l) \subset D' \setminus \bigcup_{j=1}^{l-1} \overline{D}(a_j, r_j)$;
(iv) $\partial D(a_l, r_l)$ is disjoint from the set $\{a_j\}$;
(v) we have the inequality $\|f\|_{I_n} \leq R_n + \left(\frac{1}{4} + \frac{1}{2} + \cdots + \frac{1}{2^{n+k}}\right)(1 - R_n)$ for all $f \in \mathcal{B}_0(D \setminus \bigcup_{j=1}^{k} \overline{D}(a_j, r_j))$.

Let $a_{k+1}$ be the first term of $\{a_j\}$ not in $D(a_1, r_1) \cup \cdots \cup D(a_k, r_k)$. By Lemma 4.4, there exists $0 < R_{k+1} < 1$ such that

$$\|f\|_{I_{k+1}} \leq R_{k+1} \quad \text{for all } f \in \mathcal{B}_0(D \setminus \bigcup_{j=1}^{k} \overline{D}(a_j, r_j)).$$
Topology of Gleason Parts

By Lemma 4.5, there exists \( 0 < r_{k+1} < 1/2^{k+1} \) such that conditions (i)–(v) continue to hold when, in the restriction \( 1 \leq n \leq m \leq k \), we replace \( k \) by \( k + 1 \). Thus, the induction can proceed.

We conclude that there are sequences \( \{ a_j \} \), \( \{ r_j \} \), and \( \{ R_j \} \) such that for all \( 1 \leq l \) and all \( 1 \leq n \leq m \), conditions (i)–(v) hold.

Set \( L = \overline{D} \setminus \bigcup_{j=1}^{\infty} D(a_j, r_j) \).

Now let \( z \in [0, 1) \) be arbitrary. Then \( z \in I_n \) for some \( n \in \mathbb{N} \). Given \( g \in \mathcal{B}_0(L) \), there is some \( m \geq n \) such that \( g \in \mathcal{B}_0(D \setminus \bigcup_{j=1}^{m} \overline{D}(a_j, r_j)) \). By condition (v), \( |g(z)| \leq R_n + \left( \frac{1}{4} + \frac{1}{8} + \cdots + \frac{1}{2^{m-1}} \right) (1 - R_n) \). Therefore,

\[
\sup_{f \in \mathcal{B}_0(L)} |f(z)| \leq R_n + \frac{1}{2} (1 - R_n) < 1.
\]

Thus, \( z \) is in the same Gleason part for \( R(L) \) as \( 0 \) by Lemma 2.1.

\[ \square \]

**Lemma 4.7** Suppose that \( A \) is a uniform algebra generated by \( m \) functions on a compact Hausdorff space \( X \), that \( C \) is a uniform algebra generated by \( n \) functions on a compact Hausdorff space \( Y \), and that \( p \in Y \). Then

\[
\{ f \in A \otimes C : f(X \times \{ p \}) \text{ is constant} \}
\]

is a unital Banach algebra generated by \( mn \) functions.

**Proof** Let \( f_1, \ldots, f_m \) be generators for \( A \) and let \( g_1, \ldots, g_n \) be generators for \( C \). Replacing each \( g_j \) by \( g_j - g_j(p) \), we can assume that each \( g_j \) vanishes at \( p \). Let

\[
C_0 = \{ g \in C : g(p) = 0 \}.
\]

Then \( C_0 \) is the smallest non-unital Banach algebra containing the functions \( g_1, \ldots, g_n \). Denote by \( (A \otimes C_0) \oplus C \) the smallest Banach algebra of functions on \( X \times Y \) that contains the constants and the functions \( f \otimes g \) defined by \( (f \otimes g)(x, y) = f(x)g(y) \) for \( f \in A \) and \( g \in C_0 \).

Then

\[
(A \otimes C_0) \oplus C = \{ f \in A \otimes C : f(X \times \{ p \}) \text{ is a constant} \}.
\]

The proof is thus concluded by noting that \( (A \otimes C_0) \oplus C \) is generated by the set \( \{ f_k \otimes g_l : k = 1, \ldots, m \text{ and } l = 1, \ldots, n \} \).

\[ \square \]

The proof of Theorem 1.4 will use the fact that a locally compact Hausdorff space is open in each of its compactifications. This fact is surely known, but we have not seen it in the standard topology texts, so we include a proof.

**Theorem 4.8** For a completely regular space, the following are equivalent:

(i) \( X \) is locally compact;

(ii) \( X \) is open in some compactification of \( X \);

(iii) \( X \) is open in every compactification of \( X \).

**Proof** The implication (iii) \( \Rightarrow \) (ii) is immediate from the existence of a compactification of a completely regular space, and the implication (ii) \( \Rightarrow \) (i) is well known (and easily proven). That (i) \( \Rightarrow \) (iii) is immediate from the following lemma.

\[ \square \]
Lemma 4.9  Let $X$ be a dense subspace of a Hausdorff space $Y$. If $X$ is locally compact at a point $x \in X$, then $x$ is an interior point of $X$ relative to $Y$.

Proof  Suppose that $X$ is locally compact at $x$. Choose an open neighborhood $U$ of $x$ in $X$ with the closure $\overline{U}^X$ of $U$ in $X$ compact. Then $\overline{U}^X$ must be closed in $Y$. Consequently, $\overline{U}^X$ equals the closure $\overline{U}$ of $U$ in $Y$. Since $U$ is open in $X$, we have $U = X \cap W$ for some open set $W$ of $Y$. Then $W \setminus U$ is an open set of $Y$ that is disjoint from $X$. Thus, $W \setminus U$ must be empty, since $X$ is dense in $Y$. Thus, we have $W \subset \overline{U} = \overline{U}^X \subset X$. Thus, $W = U$, so $W$ is an open set of $Y$ such that $x \in W \subset X$. Thus, $x$ is an interior point of $X$ relative to $Y$.

We are now ready to prove Theorem 1.4

Proof of Theorem 1.4  Let $\widetilde{X}$ be a compactification of $X$ contained in $\mathbb{R}^m$. (Note that because $X$ is homeomorphic to a bounded subspace of $\mathbb{R}^m$, such a compactification necessarily exists. If $X$ is compact, then $\widetilde{X} = X$.) Let $L$ be the Swiss cheese of Theorem 4.6 and consider the algebra

$$A = \{ f \in C(\widetilde{X}) \otimes R(L) : f(\{ \widetilde{X} \times \{ 0 \} \}) \text{ is constant} \}.$$ 

Then $\mathcal{M}_{\Lambda}$ is the quotient space obtained from $\widetilde{X} \times L$ by collapsing the set $\widetilde{X} \times \{ 0 \}$ to a point. We will denote points of $\mathcal{M}_{\Lambda}$ by their representatives in $\widetilde{X} \times L$. Then the set $\{(x, y) \in \mathcal{M}_{\Lambda} : y \in [0, 1)\}$ is contained in a single Gleason part $\Pi$ of $A$. Lemma 2.2 shows that no point of the form $(x, 1) \in \mathcal{M}_{\Lambda}$ lies in $\Pi$.

Since $X$ is locally compact, $\widetilde{X} \setminus X$ is closed in $\widetilde{X}$ by Theorem 4.8, and there exists a function $h \in C(\widetilde{X})$ with range contained in $[\frac{1}{2}, 1]$ such that $h(\widetilde{X} \setminus X) = 1$ and $h(x) < 1$ for all $x \in X$. (If $X$ is compact, simply take $h(x) = 1/2$ for all $x \in X$.) Define $\rho : \widetilde{X} \to \mathcal{M}_{\Lambda}$ by $\rho(x) = (x, h(x))$, and observe that $\rho$ is an embedding. The set $S = \rho(\widetilde{X})$ is a hull, since the function $g$ defined on $\mathcal{M}_{\Lambda}$ by $g(x, y) = 1 - (y/h(x))$ is in $A$ and $S = g^{-1}(0)$. Furthermore, $\rho(X) = S \cap \Pi$.

Note that $\mathcal{M}_{\Lambda}$ contains no analytic discs, since neither $\mathcal{M}_{C(\widetilde{X})}$ nor $\mathcal{M}_{R(L)}$ contains analytic discs.

It is well known that $R(L)$ is generated by two functions (see the last paragraph of Section 2) and $C(\widetilde{X})$ is generated by $m$ functions. Thus, Lemma 4.7 gives that $A$ is generated by $2m$ functions.

The algebras $A_{| (S \cap \Pi)}$ and $C(\widetilde{X})$ are isometrically isometric; indeed, given $f \in C(\widetilde{X})$, the function $l$ on $\mathcal{M}_{\Lambda}$ given by

$$l(x, z) = zf(x)/h(x)$$

is in $A$, and $f = l \circ \rho$. Consequently, the map $T : A \to C(\widetilde{X})$ given by $T(l) = l \circ \rho$ induces an isometric isomorphism of $A_{| (S \cap \Pi)}$ onto $C(\widetilde{X})$.

Now let the uniform algebra $B$ and the compact Hausdorff space $Y$ be obtained from $A$ as in Theorem 4.3. Then $B$ is generated by $2m + 2$ functions, say $f_1, \ldots, f_{2m+2}$. Let $\tau : Y \to \mathbb{C}^{2m+2}$ be defined by $\tau(y) = (f_1(y), \ldots, f_{2m+2}(y))$. Then the set $K = \tau(Y)$ in $\mathbb{C}^{2m+2}$ has all the required properties.  ■
We conclude with examples showing that, in contrast to the situation in Theorems 1.2 and 1.3 that provided complete characterizations of the spaces that occurred as Gleason parts in the given contexts, local compactness does not characterize the subspaces of a Euclidean space that occur as Gleason parts in polynomial hulls. We begin with two examples of compact planar sets $L$ such that $R(L)$ has a Gleason part that is not locally compact. These can be translated into examples involving algebras of the form $P(K)$, with $K$ in $\mathbb{C}^2$, by the standard device recalled at the end of Section 2, but in both cases, the relevant Gleason part is not contained in the complementary set $\mathbb{C} \setminus K$. For our final example, we, in essence, take the tensor product of such a $P(K)$ with $P(X)$ for $X$ as in Theorem 4.2 to get an example with the Gleason part in the complementary set, thus showing that local compactness of the space $X$ in Theorem 1.4 is not a necessary condition for the conclusion of (at least the first part of) the theorem to hold.

**Example 1**  Let $L \subseteq \mathbb{C}$ be the “road runner set” obtained by deleting from the closed unit disc $\overline{D}$ a sequence of open discs $\{D_j\}_{j=1}^{\infty}$ with radii $r_j = 9^{-j}$ and centers $c_j = 3^{-j} + 9^{-j}$. It was shown in [11, Lemma 11.1] that $R(L)$ has a single nontrivial Gleason part $P$, namely the interior of $L$ union the origin. Lemma 4.9 shows that $P$ is not locally compact at 0, since $\overline{P} = L$, but 0 is not an interior point of $P$ relative to $L$.

**Example 2**  It was proved in [15, Theorem 1.5] that there exists a Swiss cheese $L = \overline{D}_{0}(\bigcup_{j=1}^{\infty} D_j)$ with a Gleason part $P$ for $R(L)$ of full measure in $L$. We claim that $P$ is locally compact at no point. As shown in [15, Remark 5.6], the fact that $P$ has full measure in the Swiss cheese $L$ implies that $P$ is dense in $L$. Applying Lemma 2.2 (for instance) shows that each point of $\bigcup_{j=1}^{\infty} \partial D_j$, a dense subset of $L$, is a one-point part, so $P$ has empty interior in $L$. The claim now follows from Lemma 4.9.

**Example 3**  Let $L$ be a Swiss cheese such that $R(L)$ has a Gleason part $P$ that is not locally compact (for instance the Swiss cheese of Example 2). Let $\overline{Y} = \tau(L)$, where $\tau$ is as in the paragraph at the end of Section 2. Let $X$ be as in Theorem 4.2. Then $X \times Y$ is a compact set in $\mathbb{C}^4$ such that $\overline{X} \times \overline{Y} = \overline{X} \times \overline{Y}$ contains no analytic discs, and $\{0\} \times \tau(P)$ is a Gleason part for $P(X \times Y)$ that is not locally compact and is contained in $\overline{X} \times \overline{Y} \setminus (X \times Y)$.
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