Construction of the Lyapunov Spectrum in a Chaotic System Displaying Phase Synchronization
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Abstract We consider a three-dimensional chaotic system consisting of the suspension of Arnold’s cat map coupled with a clock via a weak dissipative interaction. We show that the coupled system displays a synchronization phenomenon, in the sense that the relative phase between the suspension flow and the clock locks to a special value, thus making the motion fall onto a lower dimensional attractor. More specifically, we construct the attractive invariant manifold, of dimension smaller than three, using a convergent perturbative expansion. Moreover, we compute via convergent series the Lyapunov exponents, including notably the central one. The result generalizes a previous construction of the attractive invariant manifold in a similar but simpler model. The main novelty of the current construction relies in the computation of the Lyapunov spectrum, which consists of non-trivial analytic exponents. Some conjectures about a possible smoothening transition of the attractor as the coupling is increased are also discussed.
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1 Introduction

Synchronization in chaotic systems is a surprising phenomenon, which recently received a lot of attention, see e.g. [2–4, 11, 14, 15]. Even though the heuristic theory and the classification of the synchronization phenomena are well studied and reasonably well understood, a mathematically rigorous theory is still lacking. Generally speaking, a standard difficulty lies in the fact that the phenomenon involves the dynamics of non-uniformly chaotic systems, typically consisting of different sub-systems, whose long-time behavior depends crucially on the sign of the “central” Lyapunov exponents, i.e. of those exponents that are zero in the case of zero coupling, and become possibly non-trivial in the presence of interactions among the sub-systems. The mathematical control of such exponents is typically very hard. Progress in their computation is a fundamental preliminary step for the construction of the SRB measure of chains or lattices of chaotic flows, which may serve as toy models for extensive chaotic systems out-of-equilibrium (i.e. they may serve as standard models for non-equilibrium steady states in non-equilibrium statistical mechanics).

In a previous paper [10], we introduced a simple model for phase synchronization in a three-dimensional system consisting of the suspension flow of Arnold’s cat map coupled with a clock. The coupling in [10] was unidirectional, in the sense that it did not modify the suspension flow, but only the clock motion. Notwithstanding its simplicity, the model has a non-trivial behavior: in particular, it exhibits phase locking and in [10] we constructed the corresponding attractive invariant manifold via a convergent expansion. However, because of unidirectionality, the Lyapunov spectrum in [10] was very simple: the “longitudinal” exponents (i.e., those corresponding to the motion on the invariant manifold) coincided with the unperturbed ones, and the central exponent was expressed in the form of a simple integral of the perturbation over the manifold. In this paper, we extend the analysis of [10] to a simple bidirectional model, for which the Lyapunov spectrum is non-trivial, and we show how to compute it in terms of a modified expansion, which takes the form of a decorated tree expansion discussed in detail in the following.

The model is defined as follows. Take Arnold’s cat map $x \mapsto Sx$ and denote by $\lambda_{\pm}$ and $x_{\pm}$ the eigenvalues and eigenvectors, respectively, of $S$:

$$S = \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix}, \quad \lambda_{\pm} = \frac{3 \pm \sqrt{5}}{2}, \quad x_{\pm} = \pm \frac{1}{N_{\pm}} \begin{pmatrix} 1 \\ \lambda_{\pm} - 2 \end{pmatrix},$$

with $N_{\pm} := \sqrt{1 + (\lambda_{\pm} - 2)^2}$, so that $x_{\pm}$ are normalized. We let the suspension flow of Arnold’s cat be defined as $x \mapsto x(t) := \Phi^t(x)$, with $x(t) = S^k x$, if $2\pi k <$
\[ t \leq 2\pi(k+1) \quad \forall k \in \mathbb{Z}. \]
Formally, \( x(t) \) is the solution to the following differential equation\(^1\) on \( T^2 = \mathbb{R}^2/(2\pi \mathbb{Z}) \):
\[
\dot{x} = \delta(t)(\log S)x, \quad (1.2)
\]
where \( \delta \) is the \( 2\pi \)-periodic Dirac-delta function defined so that \( \int_0^t dt' \delta(t') = 1 \) for all \( 0 < t \leq 2\pi \) (i.e., \( \delta \) is the periodic Dirac delta with the “bumps” centered at \( 2\pi k + 0^+ \), \( k \in \mathbb{Z} \)). Choosing the suspension of an Anosov diffeomorphism is rather natural: indeed this is the simplest Anosov flow one can think of, and any other example, such as the geodesic flow on a compact Riemannian manifold with negative curvature [1], would require a more involved analysis. The model of interest is obtained by coupling the suspension flow of Arnold’s cat map with a clock by a regular perturbation, so that on \( T^2 \times T \) the evolution equation is
\[
\begin{align*}
\dot{x} &= \delta(t)[\log S]x + \varepsilon f(x, w, t), \\
\dot{w} &= 1 + \varepsilon g(x, w, t),
\end{align*}
\quad (1.3)
\]
where \( \varepsilon \geq 0 \) and \( f, g \) are \( 2\pi \)-periodic in their arguments. For \( \varepsilon = 0 \) the motions of \( x \) and \( w \) are independent. Therefore, the relative phase \( w \mod 2\pi \) among the two flows is arbitrary. If \( \varepsilon \neq 0 \) and if the interaction is dissipative (in a suitable sense, to be clarified in a moment), then the phases of the two sub-systems can lock, so that the limiting motion in the far future takes place on an attractor of dimension smaller than 3, for all initial data in an open neighborhood of the attractor. In [10], we explicitly constructed such an attractor in terms of a convergent power series expansion in \( \varepsilon \), for \( f = 0 \) and a special class of dissipative functions \( g \). In this paper, we generalize the analysis of [10] to \( f \neq 0 \). Our first result concerns the construction of the attractive invariant manifold for \( f \neq 0 \).

**Theorem 1.1** Let \( S^t_\varepsilon \) be the flow on \( T^3 \) associated with the dynamics (1.3), with \( f \) and \( g \) analytic in their arguments. Set
\[
\begin{align*}
\tilde{\gamma}_0(\varphi, w_0) := \int_0^{2\pi} dt g(S\varphi, w_0+t, t), \\
\tilde{\gamma}_1(\varphi, w_0) := \int_0^{2\pi} dt \partial_w g(S\varphi, w_0+t, t),
\end{align*}
\quad (1.4)
\]
and assume there exists \( w_0 \in T \) such that \( \tilde{\gamma}_0(\varphi, w_0) = 0 \) and \( \Gamma := \tilde{\gamma}_1(\varphi, w_0) < 0 \), independently of \( \varphi \). Then there are constants \( \varepsilon_0, c > 0 \) such that for \( 0 < \varepsilon < \varepsilon_0 \) there exist a homomorphism \( H : T^2 \to T^2 \) and a continuous function \( W : T^2 \to T \), both H"older-continuous of exponent \( \beta \geq c\varepsilon \), such that the surface

\(^1\)In [10] we erroneously wrote \( \dot{x} = \delta(t)(S-1)x \) instead of (1.2), but throughout the paper we only used the fact that at all times \( 2\pi k + 0^+ \) the variable \( x \) jumped abruptly from \( x(2\pi k) \) to \( Sx(2\pi k) \), and besides these discontinuities the flow was smooth. Therefore, all the results and statements of [10] are correct, modulo this re-interpretation of the flow equation [10, (2.1)], where \( \delta(t)(Sx-x) \) should be replaced by \( \delta(t)(\log S)x \).
\[ \Omega = \{(H(\varphi), W(\varphi)) : \varphi \in \mathbb{T}^2\} \text{ is invariant under the Poincaré map } S^{2\pi}_\varepsilon \text{ and the } \]
\[ \text{dynamics of } S^{2\pi}_\varepsilon \text{ on } \Omega \text{ is conjugated to that of } S \text{ on } \mathbb{T}^2, \text{i.e.} \]
\[ S^{2\pi}_\varepsilon (H(\varphi), W(\varphi)) = (H(S\varphi), W(S\varphi)). \quad (1.5) \]

Of course the theorem above, as well as the forthcoming Theorem 1.2, could be stated directly in terms of the Poincaré map \( S^{2\pi}_\varepsilon \), with the conditions on \( (1.4) \) also expressed in terms of the unperturbed map \( S^{2\pi}_0 \). In particular we could consider analytic perturbations not arising from Poincaré maps of analytic flows (as far as we know, the inclusion of analytic maps in time-periodic analytic flows has been proved only in the case of quasi-integrable exact symplectic diffeomorphisms [13]). However, we prefer to keep the formulation in terms of flows, instead of diffeomorphisms, because the proof would be essentially the same and, on the other hand, the application we have in mind is the phenomenon of phase locking in chaotic time-continuous systems. As already remarked above, the only reason why we have considered a suspension flow is because it provides the simplest example of Anosov flow, and in turn the Anosov flow exhibits hyperbolicity properties which ensure a chaotic behaviour.

The conditions that both functions in \( (1.4) \) do not depend on \( \varphi \) are rather strong. The condition on \( \tilde{\gamma}_1(\varphi, w_0) \) can be easily weakened by requiring just that there exists \( \Gamma < 0 \) such that \( \tilde{\gamma}_1(\varphi, w_0) \leq \Gamma \), uniformly in \( \varphi \). On the contrary, the condition on \( \tilde{\gamma}_0(\varphi, w_0) \) is crucial in our discussion, in that it provides a key cancellation in the perturbative expansion for the attractor. It would be very interesting to investigate the existence (and possibly the structure) of the attractor in cases where \( \tilde{\gamma}_0(\varphi, w_0) \) is zero in average, with respect to the uniform measure on \( \varphi \), but not identically zero. Preliminary computations suggest that in this case the perturbation series for the attractor is well behaved (or, better, it has hopes to be well behaved) for almost-every \( \varphi \) only, rather than on the whole torus.

Note that the conjugating functions \( H \) and \( W \) are found to be continuous, but not differentiable. In fact only Hölder-continuity, with a very small exponent, follows from our proof, and very likely this is the best one can obtain. Note also that Hölder-continuity with a small Hölder exponent is compatible with a fractal nature of the attractor, see Section 4 for a discussion of this point.

The proof of Theorem 1.1 is constructive: it provides an explicit algorithm for computing the generic term of the perturbation series of \( (H, W) \) with respect to \( \varepsilon \), it shows how to estimate it and how to prove convergence of the series. As a by-product, we show that the invariant manifold is holomorphic in \( \varepsilon \) in a suitable domain of the complex plane, whose boundary contains the origin. The construction also implies that \( \Omega \) is an attractor for the Poincaré map \( S^{2\pi}_\varepsilon \) (of course, if we change the sign of \( \varepsilon \), the same argument as used to prove Theorem 1.1 shows that \( \Omega \) becomes a repeller). The existence of an attractor for the Poincaré map yields asymptotic phase locking and hence synchronization for the original continuous flow.

In addition to the construction of the invariant surface, in this paper we show how to compute the invariant measure on the attractor and the Lyapunov spectrum, in terms of convergent expansions. Denote by \( B \) the basin of attraction of \( \Omega \) and by \( B_0 \) an arbitrary open neighborhood of \( \Omega \) contained in \( B \) such that \( \mu_0(B_0) > 0 \), with \( \mu_0 \) the Lebesgue measure on \( \mathbb{T}^3 \). Let \( \mu \) be the Lebesgue measure restricted to \( B_0 \),
i.e., denoting by $\chi_{B_0}$ the characteristic function of $B_0$, $\mu(A) := \mu_0(\chi_{B_0}\chi_A)$, for any measurable set $A$. The “natural” invariant measure on the attractor, $\mu_{SRB}$, is defined by

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t F(S_\epsilon^\tau(x))d\tau = \mu_{SRB}(F)$$

for all continuous functions $F$ and $\mu$-a.e. $x$, where $x = (x, w) \in \mathbb{T}^3$. The limiting measure $\mu_{SRB}$ is supported on $\Omega$ and such that $\mu_{SRB}(\Omega) := \mu_{SRB}(\chi_{\Omega}) = 1$. On the attractor, $\mu_{SRB}$-a.e. point defines a dynamical base, i.e. a decomposition of the tangent plane as $T\mathbb{T}^3 = W_+ + W_0 + W_-$, such that

$$\lim_{k \to \infty} \frac{1}{k} \log \frac{|\partial S_{\epsilon^{2\pi k}}(x)|d\xi|}{d\xi} = \Lambda_i , \quad \text{if} \quad 0 \neq d\xi \in W_i(x) , \quad i \in \{+, 0, -\}.$$

The constants of motion $\Lambda_i$ are the Lyapunov exponents, and we suppose them ordered as $\Lambda_+ > \Lambda_0 > \Lambda_-;$. In the following we shall call $\Lambda_0$ the central Lyapunov exponent. Our second main result is the following.

**Theorem 1.2** There exists $\epsilon_0$ such that the following is true. Let $F$ be an Hölder continuous function on $\mathbb{T}^3$. Then $\mu_{SRB}(F)$ is Hölder continuous in $\epsilon$, for $0 < \epsilon \leq \epsilon_0$. If $F$ is analytic, then $\mu_{SRB}(F)$ is analytic in $\epsilon$, for $0 < \epsilon < \epsilon_F \leq \epsilon_0$ and a suitable $F$-dependent constant $\epsilon_F$. Moreover, the Lyapunov exponents $\Lambda_i$, $i \in \{+, 0, -\}$, are analytic in $\epsilon$ for $0 < \epsilon \leq \epsilon_0$. In particular, the central Lyapunov exponent is negative: $\Lambda_0 = \epsilon \Gamma + O(\epsilon^2)$, while $\Lambda_{\pm} = \log \lambda_{\pm} + O(\epsilon)$.

The (proof of this) theorem provides a convergent expansion for the stationary measure on the attractor, as well as for the Lyapunov exponents, including the transverse, central, one. Our result is a first step towards the control of the Lyapunov spectrum and of the stationary measure for systems of coupled chaotic flows (say, chains of weakly interacting Anosov flows). The difficulty in studying this kind of problems lies in the divergences induced by the Lyapunov exponents that are zero at the unperturbed level. The technique underlying the proof of Theorem 1.2 provides a resummation scheme that allows us to constructively control the series expansion of one of such exponents, at least in the simplified context considered in this paper.

The paper is organized as follows. Theorem 1.1 is proved in Section 2 below. The proof follows the same strategy of [10]: (1) we first write the equations for the invariant surface and solve them recursively at all orders in $\epsilon$; (2) then we express the result of the recursion (which is not simply a power series in $\epsilon$) in terms of tree diagrams (planar graphs without loops); trees with $n$ nodes are proportional to $\epsilon^n$ times a tree value, which is also a function of $\epsilon$; (3) finally, using the tree representation, we derive an upper bound on the tree values. The fact that the dissipation is small, of order $O(\epsilon)$, produces bad factors $\epsilon^{-k}$ in the bounds of the tree values, for some $k$ depending on the tree. Therefore, we need to show that for any tree with $n$ nodes, $k$ is smaller than a fraction of $n$. This is proved by exhibiting suitable cancellations, arising from the condition $\bar{y}_0(\varphi, w_0) = 0$.

Theorem 1.2 is proved in Section 3. The proof adapts the tree expansion to the computation of the local Lyapunov exponents $\Lambda_i(x)$ on the invariant surface, in the spirit of [9, Chapter 10] and [5]. More precisely, we write the equations of motion for
the vectors in the tangent space and study the corresponding conjugation equation; then we look for a solution in the form of a series which can be graphically expressed in terms of trees; once more the series looks like a power series in $\varepsilon$ with coefficients depending on $\varepsilon$; finally, by using the same argument as in proving Theorem 1.1, we provide bounds on the coefficients of order $n$ growing at most as $\varepsilon^{-k}$, with $k$ equal to a fraction of $n$. The positive local Lyapunov exponent $\Lambda_+(x)$ plays the role of the Gibbs potential for the invariant measure $\mu_{SRB}$. Therefore, given a convergent expansion for $\Lambda_+(x)$, $\mu_{SRB}$ can be constructed by standard cluster expansion methods, as in [9, Chapter 10]. Finally, $\Lambda_1$ can be expressed as averages of the local exponents over the stationary distribution.

In Section 4, we present some numerical evidences for a fractal to non-fractal transition of the invariant manifold, and formulate some conjectures.

2 Formation of an Invariant Surface

2.1 Conjugation

In this section, we define the equations for the invariant manifold, by introducing a conjugation that maps the dynamics restricted to the attractor onto the unperturbed one. The conjugation is denoted by $(H, W) : \mathbb{T}^2 \rightarrow (\mathbb{T}^2, \mathbb{T})$, with

$$H(\varphi) := \varphi + h(\varphi) = (1 + h)(\varphi), \quad W(\varphi) := w_0 + U(\varphi),$$

where $1$ is the identity in $\mathbb{R}^2$.

Let $x(0) = x = H(\varphi)$ and $w(0) = w_0 + U(\varphi)$ be the initial conditions at time $t = 0$. We will look for a solution to (1.3) of the form

$$\begin{cases}
x(t) = Sx + a(\varphi, t) = SH(\varphi) + a(\varphi, t) = S\varphi + Sh(\varphi) + a(\varphi, t), \\
w(t) = w_0 + t + u(\varphi, t),
\end{cases} \quad (2.1)$$

for $0 < t \leq 2\pi$, with boundary conditions

$$a(\varphi, 0^+) = 0, \quad a(\varphi, 2\pi) = H(S\varphi) - SH(\varphi), \quad u(\varphi, 0^+) = U(\varphi), \quad u(\varphi, 2\pi) = U(S\varphi). \quad (2.2)$$

The evolution equation for $w$ will be written by “expanding the vector field at first order in $u$ and at zeroth order in $Sh + a$”, i.e. as

$$\dot{u}(\varphi, t) = \varepsilon g(x(t), w(t), t) = \varepsilon \gamma_0(\varphi, t) + \varepsilon \gamma_1(\varphi, t) u(\varphi, t) + \varepsilon G(\varphi, t), \quad (2.3)$$

where

$$\gamma_0(\varphi, t) := g(S\varphi, w_0 + t, t), \quad \gamma_1(\varphi, t) := \partial_w g(S\varphi, w_0 + t, t) \quad (2.4)$$

and

$$G(\varphi, t) := g(SH(\varphi) + a(\varphi, t), w_0 + t + u(\varphi, t), t) - \gamma_0(\varphi, t) - \gamma_1(\varphi, t) u(\varphi, t). \quad (2.5)$$

The logic in the rewriting (2.3) is that the (linear) approximate dynamics obtained by neglecting $G$ is dissipative, with contraction rate proportional to $\varepsilon$, thanks to the
second condition in (1.4): this will allow us to control the full dynamics as a perturbation of the approximate one. The approximation obtained by neglecting \( G \) is the simplest one displaying dissipation. In principle we could have expanded the dynamics at first order both in \( u \) and in \( Sh + a \), but the result would be qualitatively the same. We now set

\[
\Gamma(\varphi, t, \tau) := \int_{\tau}^{t} d\tau' \gamma_{1}(\varphi, \tau')
\]

(2.6)

and fix \( w_{0} \) such that \( \Gamma(\varphi, 2\pi, 0) = \Gamma < 0 \); then we obtain

\[
u(\varphi, t) = e^{\Gamma(\varphi, t, 0)}U(\varphi) + \xi(\varphi, t), \quad \xi(\varphi, t) := \varepsilon \int_{0}^{t} d\tau e^{\varepsilon \Gamma(\varphi, \tau)} (\gamma_{0}(\varphi, \tau) + G(\varphi, \tau)).
\]

(2.7)

The equation for \( x \), if expressed in terms of \( a \), gives, after integration,

\[
a(\varphi, t) = \varepsilon \int_{0}^{t} d\tau \int (SH(\varphi) + a(\varphi, \tau), w_{0} + \tau + u(\varphi, \tau), \tau).
\]

(2.8)

For \( t = 2\pi \), these give

\[
U(S\varphi) = e^{\mu}U(\varphi) + \varepsilon \int_{0}^{2\pi} d\tau e^{\varepsilon \Gamma(\varphi, \tau)} (\gamma_{0}(\varphi, \tau) + G(\varphi, \tau)).
\]

(2.9a)

\[
H(S\varphi) = SH(\varphi) + \varepsilon \int_{0}^{2\pi} d\tau f(SH(\varphi) + a(\varphi, \tau), w_{0} + \tau + u(\varphi, \tau), \tau).
\]

(2.9b)

It is useful to introduce an auxiliary parameter \( \mu \), to be eventually set equal to \( \varepsilon \), and rewrite (2.7) and (2.9a) as

\[
u(\varphi, t) = e^{\mu \Gamma(\varphi, t, 0)}U(\varphi) + \xi(\varphi, t), \quad \xi(\varphi, t) = \varepsilon \int_{0}^{t} d\tau e^{\mu \Gamma(\varphi, \tau)} (\gamma_{0}(\varphi, \tau) + G(\varphi, \tau)),
\]

(2.10a)

\[
U(S\varphi) = e^{\mu \Gamma}U(\varphi) + \varepsilon \int_{0}^{2\pi} d\tau e^{\mu \Gamma(\varphi, \tau)} (\gamma_{0}(\varphi, \tau) + G(\varphi, \tau)).
\]

(2.10b)

The idea is to first consider \( \mu \) as a parameter independent of \( \varepsilon \), then write the solution in the form of a power series in \( \varepsilon \), with coefficients depending on \( \mu \), and finally show that the (\( \mu \)-dependent) radius of convergence of the series in \( \varepsilon \) behaves like \( \mu^{\alpha}, \alpha < 1 \), at small \( \mu \): this implies that we will be able to take \( \mu = \varepsilon \) without spoiling the summability of the series.

Summarizing, we will look for a solution of (1.3) in the form

\[
x(t) = S\varphi + Sh(\varphi) + a(\varphi, t), \quad w(t) = w_{0} + t + e^{\mu \Gamma(\varphi, t, 0)}U(\varphi) + \xi(\varphi, t),
\]

(2.11)
with
\[
\xi(\varphi, t) = \varepsilon \int_0^t d\tau \, e^{\mu \Gamma(\varphi, t, \tau)} (\gamma_0(\varphi, \tau) + G(\varphi, \tau)), \quad (2.12a)
\]
\[
U(S\varphi) = e^{\mu \Gamma} U(\varphi) + \varepsilon \int_0^{2\pi} d\tau \, e^{\mu \Gamma(\varphi, 2\pi, \tau)} (\gamma_0(\varphi, \tau) + G(\varphi, \tau)), \quad (2.12b)
\]
\[
a(\varphi, t) = \varepsilon \int_0^t d\tau \, F(\varphi, \tau), \quad (2.12c)
\]
\[
h(S\varphi) = Sh(\varphi) + \varepsilon \int_0^{2\pi} d\tau \, F(\varphi, \tau). \quad (2.12d)
\]
and: \( F(\varphi, t) := f(x(t), w(t), t) \), with \( x(t) \) and \( w(t) \) as in (2.11); \( G \) is defined in (2.5); \( \mu \) must be eventually set equal to \( \varepsilon \).

### 2.2 Recursive Equations

The solution to (2.11)-(2.12a) is looked for in the form of a power series expansion in \( \varepsilon \) (at fixed \( \mu \), in the sense explained after (2.10a)). Therefore, we write
\[
U(\varphi) = \sum_{n=1}^{\infty} \varepsilon^n U^{(n)}(\varphi), \quad \xi(\varphi, t) = \sum_{n=1}^{\infty} \varepsilon^n \xi^{(n)}(\varphi, t), \quad (2.13a)
\]
\[
h(\varphi) = \sum_{n=1}^{\infty} \varepsilon^n h^{(n)}(\varphi), \quad a(\varphi, t) = \sum_{n=1}^{\infty} \varepsilon^n a^{(n)}(\varphi, t), \quad (2.13b)
\]
and insert these expansions into (2.12a). By the analyticity assumption on \( f \) and \( g \), we may expand (defining \( \mathbf{q} = (q_+, q_-, q_3) \) and \( \mathbb{N}_0 = \mathbb{Z} \cap [0, +\infty) \))
\[
G(\varphi, t) = \sum_{\mathbf{q} \in \mathbb{N}_0^3} G_{\mathbf{q}}(\varphi, t) (\lambda_+ h_+(\varphi) + a_+ (\varphi, t))^q_+ (\lambda_- h_-(\varphi) + a_- (\varphi, t))^q_- (e^{\mu \Gamma(\varphi, t, 0)} U(\varphi) + \xi(\varphi, t))^q_3,
\]
\[
F(\varphi, t) = \sum_{\mathbf{q} \in \mathbb{N}_0^3} F_{\mathbf{q}}(\varphi, t) (\lambda_+ h_+(\varphi) + a_+ (\varphi, t))^q_+ (\lambda_- h_-(\varphi) + a_- (\varphi, t))^q_- (e^{\mu \Gamma(\varphi, t, 0)} U(\varphi) + \xi(\varphi, t))^q_3,
\]
where \( \ast \) in the first sum denotes the constraint \( \mathbf{q} \neq (0, 0, 0), (0, 0, 1) \), and \( h_\pm = h \cdot x_\pm \) and similarly for \( a_\pm \) (recall that \( \lambda_\pm \) and \( x_\pm \) are the eigenvalues and eigenvectors of \( S \)); here and henceforth we are denoting by \( \cdot \) the standard scalar product in \( \mathbb{R}^2 \). Moreover
\[
G_{\mathbf{q}}(\varphi, t) := \frac{1}{\mathbf{q}!} \partial_{q_+}^q \partial_{q_-}^q \partial_{q_3}^q g(S\varphi, w_0 + t, t), \quad F_{\mathbf{q}}(\varphi, t) := \frac{1}{\mathbf{q}!} \partial_{q_+}^q \partial_{q_-}^q \partial_{q_3}^q f(S\varphi, w_0 + t, t),
\]
where \( \mathbf{q}! := q_+! q_-! q_3! \) and \( \partial_{q_\pm} := x_\pm \cdot \partial_{x_\pm} \). For future reference, we note since now that the analyticity of \( f \) and \( g \) yields, by the Cauchy inequality,
\[
|G_{\mathbf{q}}|, |F_{\mathbf{q}}| \leq C_0^{\mathbf{q}!}, \quad (2.14)
\]
for some constant \( C_0 > 0 \), uniformly in \( \varphi, t \) (here \( \mathbf{q}! = q_+ + q_- + q_3 \)).
Define \( \mathbb{Z}_+ := \mathbb{N}_0 \), \( \mathbb{Z}_- := \mathbb{Z} \setminus \mathbb{N}_0 \), and \( F_{\alpha, \mathbf{q}} := x_\alpha \cdot F_{\mathbf{q}} \), with \( \alpha = \pm \). Setting \( \lambda := e^{\mu / \Gamma} \) and plugging (2.13a) into (2.12a), we find for \( n = 1 \)

\[
\xi^{(1)}(\varphi, t) = \int_0^t d\tau e^{\mu \Gamma(\varphi, t, \tau)} \gamma_0(\varphi, \tau),
\]

\[
U^{(1)}(\varphi) = \sum_{m \in \mathbb{Z}_-} \lambda^{-m-1} \int_0^{2\pi} d\tau e^{\mu \Gamma(S^m \varphi, 2\pi, \tau)} \gamma_0(S^m \varphi, \tau),
\]

\[
a^{(1)}_{\alpha} (\varphi, t) = \int_0^t d\tau F_{\alpha, 0}(\varphi, \tau),
\]

\[
h^{(1)}_{\alpha} (\varphi) = -\alpha \sum_{m \in \mathbb{Z}_\alpha} \lambda^{-m-1} \int_0^{2\pi} d\tau F_{\alpha, 0}(S^m \varphi, \tau).
\]

Introduce the notation

\[
P_{\mathbf{q}, n}(\varphi, \tau) := \left( \prod_{i=1}^{q_+} (\lambda_+ h_{\mathbf{q}}^{(n_i)}(\varphi) + a_{\mathbf{q}}^{(n_i)}(\varphi, \tau)) \right) \cdot \left( \prod_{i=q_++1}^{q_+ + q_-} (\lambda_- h_{\mathbf{q}}^{(n_i)}(\varphi) + a_{\mathbf{q}}^{(n_i)}(\varphi, \tau)) \right) \left( \prod_{i=q_++q_-+1}^{\lfloor q \rfloor} (e^{\mu \Gamma(\varphi, \tau, 0)} U^{(n_i)}(\varphi) + \xi^{(n_i)}(\varphi, \tau)) \right),
\]

where \( n := (n_1, \ldots, n_{\lfloor q \rfloor}) \). Here and henceforth, if \( q_+ = 0 \), the product \( \prod_{i=1}^{q_+} (\lambda_+ h_{\mathbf{q}}^{(n_i)}(\varphi) + a_{\mathbf{q}}^{(n_i)}(\varphi, \tau)) \) should be interpreted as 1, and similarly for the other products in the case that \( q_- = 0 \) and/or \( q_3 = 0 \). Then, defining \( \mathbb{N}_1 := \mathbb{Z} \cap (0, +\infty) \), we find, for \( n \geq 2 \),

\[
\xi^{(n)}(\varphi, t) = \int_0^t d\tau e^{\mu \Gamma(\varphi, t, \tau)} \sum_{\mathbf{q} \in \mathbb{N}_0^3} \sum_{n \in \mathbb{N}_1^{|\mathbf{q}|}} \lambda^{-m-1} \int_0^{2\pi} d\tau e^{\mu \Gamma(S^m \varphi, 2\pi, \tau)} \sum_{\mathbf{q} \in \mathbb{N}_0^3} \sum_{n \in \mathbb{N}_1^{|\mathbf{q}|}} P_{\mathbf{q}, n}(\varphi, \tau),
\]

\[
U^{(n)}(\varphi) = \sum_{m \in \mathbb{Z}_-} \lambda^{-m-1} \int_0^{2\pi} d\tau e^{\mu \Gamma(S^m \varphi, 2\pi, \tau)} \sum_{\mathbf{q} \in \mathbb{N}_0^3} \sum_{n \in \mathbb{N}_1^{|\mathbf{q}|}} \lambda^{-m-1} \sum_{\mathbf{q} \in \mathbb{N}_0^3} \sum_{n \in \mathbb{N}_1^{|\mathbf{q}|}} P_{\mathbf{q}, n}(S^m \varphi, \tau),
\]

\[
a^{(n)}_{\alpha} (\varphi, t) = \int_0^t d\tau \sum_{\mathbf{q} \in \mathbb{N}_0^3} F_{\alpha, \mathbf{q}}(\varphi, \tau) \sum_{n \in \mathbb{N}_1^{|\mathbf{q}|}} P_{\mathbf{q}, n}(\varphi, \tau),
\]

\[
h^{(n)}_{\alpha} (\varphi) = -\alpha \sum_{m \in \mathbb{Z}_\alpha} \lambda^{-m-1} \int_0^{2\pi} d\tau \sum_{\mathbf{q} \in \mathbb{N}_0^3} F_{\alpha, \mathbf{q}}(S^m \varphi, \tau) \sum_{n \in \mathbb{N}_1^{|\mathbf{q}|}} P_{\mathbf{q}, n}(S^m \varphi, \tau),
\]

where \( |n| := n_1 + \ldots + n_{\lfloor q \rfloor} \).

### 2.3 Tree Expansion and Convergence

We now want to bound the generic term in the series originating from the recursive equations (2.17a); the goal is to show that the \( n \)-th order is bounded proportionally
to \((C\mu^{-\alpha})^n\), with \(C > 0\) and \(0 < \alpha < 1\). We find it convenient to represent graphically the coefficients in (2.13a) in terms of rooted trees (or simply trees, in the following) as in [10]. Such a reformulation allows us to visualize the structure of the various contributions at order \(n\), to identify the potentially dangerous terms (i.e., those that are individually too large, and would lead to non-convergent bounds, if estimated separately), and to combine them (possibly via graphical manipulations of the corresponding tree diagrams), thus exhibiting suitable cancellations among them. An alternative to the tree expansion would be to bound the coefficients of the series inductively, via the defining recursive (2.17a); however, such a strategy would lead to poorer bounds, because the cancellations among dangerous contributions would be harder to identify within the inductive scheme.

We refer to [10, Section V] for the definition of trees and notations. With respect to the trees in [10] in the present case there are four types of nodes. We use the symbols \(\bullet, \bigcirc, \blacksquare\) and \(\square\), calling them nodes of type 0, 1, 2 and 3, respectively: they correspond to contributions to \(\xi, U, a, h\), respectively. The constraint \(*\) forbids a node of type 0 or 1 to be immediately preceded by exactly one node of these two types.

Recall that a tree is a partially ordered set of nodes and lines; the partial ordering relation is denoted by \(\geq\) and each line will be drawn as an arrow pointing from the node it exits to the node it enters. We call \(V(\theta)\) the set of nodes and \(L(\theta)\) the set of lines of the tree \(\theta\). As in [10] we denote by \(v_0\) the node such that \(v_0 \geq v\) for any node \(v \in V(\theta)\); \(v_0\) will be called the special node and the line exiting \(v_0\) will be called the root line. The root line can be imagined to enter a further point, called the root, which, however, is not counted as a node.

With each node we associate a label \(\eta_v \in \{0, 1, 2, 3\}\) to denote its type and a time variable \(\tau_v \in (0, 2\pi)\). With the nodes of types 2 and 3 we also associate a label \(\alpha_v \in \{\pm\}\). Denoting by \(P(v, w)\) the path of lines connecting \(w\) to \(v < w\), with both \(v\) and \(w\) included, set

\[
m(v) = \sum_{w \in P(v, v_0)} m_w,
\]

where \(m_w \in \mathbb{Z}_-\) if \(\eta_v = 1\), \(m_w \in \mathbb{Z}_{\alpha_v}\) if \(\eta_v = 3\), and \(m_w = 0\) otherwise. Given a node \(v\), we denote by \(v'\) the unique node immediately following it; moreover, we let \(s^\eta_v\) be the number of nodes of type \(\eta\) immediately preceding it; if \(\eta = 2, 3\), we also define \(s^\eta_v\alpha, \alpha = \pm\), to be the number of nodes \(w\) of type \(\eta\) with \(\alpha_w = \alpha\) immediately preceding it (i.e. such that \(w' = v\)). Finally, we let \(q_v = (q_{v, +}, q_{v, -}, q_{v, 3})\), with \(q_{v, \pm} = s^2_v\pm + s^3_v\pm\), and \(q_{v, 3} = s^0_v + s^1_v\). A node \(v\) is called an end-node if \(q_v = (0, 0, 0)\), while it is called an internal node if it is not an end-node.

The node factor \(A_v = A_v(\varphi, \tau_v, \tau_v')\) is defined as

\[
A_v := \begin{cases}
\frac{e^{i\alpha_1}}{1} G_{q_v}(S^m(\varphi, \tau_v)) e^{i\alpha_1(\varphi, \tau_v)} \frac{\mu_s}{1} G_{q_v}(S^m(\varphi, \tau_v) e^{i\alpha_1(\varphi, \tau_v)} q_v^+, q_v^-), & \text{if } \eta_v = 0, \\
\lambda - m - 1 G_{q_v}(S^m(\varphi, 2\pi, \tau_v)) e^{i\alpha_1(\varphi, \tau_v)} q_v^+, q_v^-), & \text{if } \eta_v = 1, \\
F_{q_v}(S^m(\varphi, \tau_v)) e^{i\alpha_1(\varphi, \tau_v)} q_v^+, q_v^-), & \text{if } \eta_v = 2, \\
-\alpha_v \lambda - m - 1 F_{q_v}(S^m(\varphi, \tau_v)) e^{i\alpha_1(\varphi, \tau_v)} q_v^+, q_v^-), & \text{if } \eta_v = 3,
\end{cases}
\]
where $\tau_{v_0}'$ is interpreted as equal to $t$, while the node integral is

$$I_v := \begin{cases} \int_0^{\tau_v'} \text{d}\tau_v & \text{if } \eta_v = 0, 2, \\ \int_0^{2\pi} \text{d}\tau_v & \text{if } \eta_v = 1, 3. \end{cases}$$

With the definitions above, we denote by $\Theta_{n,\eta}^*$ the set of labelled trees with $n$ nodes, $\eta_{v_0} = \eta$, and the constraint that nodes of type 0 or 1 cannot be immediately preceded by exactly one node of type 0 or 1; if $\eta = 2, 3$, we also denote by $\Theta_{n,\eta,\alpha}^*$ the subset of by $\Theta_{n,\eta}^*$ with $\alpha_{v_0} = \alpha$. Then, one can prove by induction that

$$\xi^{(n)}(\varphi, t) = \sum_{\theta \in \Theta_{n,0}^*} \text{Val}(\theta), \quad U^{(n)}(\varphi) = \sum_{\theta \in \Theta_{n,1}^*} \text{Val}(\theta),$$

$$a^{(n)}_{\alpha}(\varphi, t) = \sum_{\theta \in \Theta_{n,2,\alpha}^*} \text{Val}(\theta), \quad h^{(n)}_{\alpha}(\varphi) = \sum_{\theta \in \Theta_{n,3,\alpha}^*} \text{Val}(\theta).$$

where

$$\text{Val}(\theta) = \prod_{v \in V(\theta)} I_v A_v,$$

with the integrals to be performed by following the tree ordering, i.e. by starting from the end-nodes and by moving towards the root.

In Fig. 1 the first order contributions are graphically represented, while the contributions of order $n = 2$ are shown in Fig. 2. For each node $v$, the label $\alpha_v$ is drawn superimposed on the line exiting $v$, for clarity purposes, while the label $m_v$ (to be summed over) is not explicitly shown.

For $n = 3$ a few contributions to $U^{(3)}(\varphi)$ are shown in Fig. 3. All the other contributions are obtained by replacing the nodes preceding the special node $v_0$ by nodes of a different type, with the constraint that if only one line enters $v_0$ then it exits a node of type 2 or 3; note that in [10] the linear trees at the bottom of the figure were not possible.

Given $\bar{\theta} \in \Theta_{n,\eta}^*$, we let $T(\bar{\theta})$ be the family of labelled trees differing from $\bar{\theta}$ just by the choice of the labels $\{m_v\}$. Then, using (2.14) and proceeding as in [10, Section VI], we obtain

$$\sum_{\theta \in T(\bar{\theta})} |\text{Val}(\theta)| \leq C_1^n \mu^{-N_1^1(\bar{\theta})},$$

where $C_1 > 0$ is a suitable constant and $N_1^1(\bar{\theta})$ is the number of internal nodes of type $\eta$ in $\bar{\theta}$; see [10] for details. We are then left with bounding $N_1^1(\bar{\theta})$.
Lemma 2.1 For all $\theta \in \Theta^*_{n,\eta}$ one has $N^1_i(\theta) \leq \frac{2n-1}{3}$.

The proof is given in Appendix A, where it is also shown that such an upper bound on $N^1_i(\theta)$ is optimal, i.e. there are trees that saturate the inequality. Combining Lemma 2.1 with (2.19) and recalling that the number of distinct families $T(\bar{\theta})$ in $\Theta^*_{n,\eta}$ is bounded by $C_2^n$, for a suitable $C_2$, we get

$$\max \left\{ |\xi^{(n)}(\varphi, t)|, |U^{(n)}(\varphi)|, |a^{(n)}_\alpha(\varphi, t)|, |h^{(n)}_\alpha(\varphi)| \right\} \leq C_3^n \mu^{-(2n-1)/3}, \quad (2.20)$$

where $C_3$ is a positive constant and $[\cdot]$ is the integer part. The bound (2.20) implies that the radius of convergence of the series (2.13a) is bounded by $\varepsilon_0 = C_3^{-1} \mu^{2/3}$. Therefore, we can take $\mu = \varepsilon$. Hölder-continuity of $U$ and $H$ can be proved mutatis mutandis like in [10]. This completes the proof of Theorem 1.1.

Fig. 2 Graphical representation of $\xi^{(2)}(\varphi, t), U^{(2)}(\varphi, t), a^{(2)}_\alpha(\varphi, t)$ and $h^{(2)}_\alpha(\varphi, t)$

Fig. 3 Graphical representation of some contributions to $U^{(3)}(\varphi, t)$
3 Lyapunov Exponents

3.1 Conjugation of the Tangent Dynamics

In order to compute the Lyapunov exponents, we need to understand how the vectors on the tangent space evolve under the interacting dynamics. To this purpose, we set \( \mathbf{x} := (x_1, x_2, x_3) = (x, w) \in \mathbb{T}^3 \), rewrite (1.3) as \( \dot{\mathbf{x}} = f_0(x, t) + \varepsilon f(x, t) \), with \( f = (f_1, f_2, f_3) := (f_1, f_2, g) \), and write the dynamics on the tangent space as follows:

\[
\dot{y} = A_t(S^t_\varepsilon(x)) y, \quad A_t(x) = \delta(t)\left[ P_+ \log \lambda_+ + P_- \log \lambda_- \right] + \varepsilon \partial f(x, t), \tag{3.1}
\]

where \( y \in \mathbb{R}^3 \), \( S^t_\varepsilon(x) = (x(t), w(t)) \) is the solution (2.11) to (1.3) found in Section 2, \( P_\pm \) are the projections into the unperturbed eigendirections \( (x_\pm, 0) \), \( \lambda_\pm \) are the corresponding unperturbed eigenvalues, and \( \partial f \) is the Jacobian matrix of \( f \).

Integration of (3.1) gives the tangent map \( D S^t_\varepsilon : T_x \mathbb{T}^3 = \mathbb{R}^3 \rightarrow T_{S^t_\varepsilon(x)} \mathbb{T}^3 = \mathbb{R}^3 \).

We denote by \( D S^t_\varepsilon(x)y \) the solution to (3.1) with initial condition \( y \) at \( t = 0 \) (started at \( S^0_\varepsilon(x) = x \)). For \( t \in (0, 2\pi] \) we obtain

\[
D S^t_\varepsilon(x)y = \Lambda y + \varepsilon \int_0^t \mathrm{d}\tau \partial f(S^\tau_\varepsilon(x), \tau) D S^\tau_\varepsilon(x)y, \quad \Lambda = \begin{pmatrix} 2 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \tag{3.2}
\]

We look for a conjugation \( \mathcal{H} : \mathbb{T}^2 \times \mathbb{R}^3 \rightarrow \mathbb{T}^3 \times \mathbb{R}^3 \)

\[
\mathcal{H} : (\varphi, Y) \rightarrow (H(\varphi), (I + K(\varphi)) Y), \quad H(\varphi) = (H(\varphi), W(\varphi)), \tag{3.3}
\]

where \( I \) is the identity in \( \mathbb{R}^3 \) and \( K(\varphi) \) is a 3 \times 3 matrix, such that, by setting

\[
\Phi^t_\varepsilon(x, y) = (S^t_\varepsilon(x), D S^t_\varepsilon(x)y), \quad \tilde{S}_{0,\varepsilon}(\varphi, Y) = (S\varphi, (\Lambda + N(\varphi)) Y)
\]

for a suitable 3 \times 3 matrix \( N(\varphi) \), to be determined, one has \( \Phi^{2\pi}_\varepsilon \circ \mathcal{H} = \mathcal{H} \circ \tilde{S}_{0,\varepsilon} \), that is

\[
\Phi^{2\pi}_\varepsilon(H(\varphi), (I + K(\varphi)) Y) = (H(S\varphi), (I + K(S\varphi)) (\Lambda + N(\varphi)) Y). \tag{3.4}
\]

Of course only the part of (3.4) involving the tangent dynamics has still to be solved, so we study the conjugation equation

\[
D S^{2\pi}_\varepsilon(H(\varphi)) (I + K(\varphi)) Y = (I + K(S\varphi)) (\Lambda + N(\varphi)) Y. \tag{3.5}
\]

The matrix \( N(\varphi) \) will be taken to be diagonal in the basis \( \{y_+, y_-, y_3\} \), where \( y_\pm = (x_\pm, 0) \), and \( y_3 = (0, 0, 1) \). Then in the basis \( \{y_+, y_-, y_3\} \) one has

\[
K(\varphi) = \begin{pmatrix} k_{++}(\varphi) & k_{+-}(\varphi) & k_{+3}(\varphi) \\ k_{-+}(\varphi) & k_{-\pm}(\varphi) & k_{-3}(\varphi) \\ k_{3+}(\varphi) & k_{3-}(\varphi) & k_{33}(\varphi) \end{pmatrix}, \quad N(\varphi) = \begin{pmatrix} v_+(\varphi) & 0 & 0 \\ 0 & v_-(\varphi) & 0 \\ 0 & 0 & v_3(\varphi) \end{pmatrix},
\]

while the matrix \( \Lambda \) takes diagonal form, with values \( \lambda = (\lambda_+, \lambda_-, 1) = (\lambda_+, \lambda_-, \lambda_3) \) along the main diagonal. From now on we shall use this basis, and implicitly assume that the indices \( i, j, \ldots \), run over the values \( +, -, 3 \), unless stated otherwise.

By setting \( y_i(\varphi) := (I + K(\varphi)) y_i \), we obtain from (3.5)

\[
D S^{2\pi}_\varepsilon(H(\varphi), W(\varphi)) y_i(\varphi) = \lambda_i(\varphi) y_i(S\varphi), \quad \lambda_i(\varphi) := \lambda_i + v_i(\varphi). \tag{3.6}
\]
Note that, given a solution $y_i(\varphi)$ of (3.6), then also $y'_i(\varphi) := l_i(\varphi) y_i(\varphi)$ is a solution with $\lambda_i(\varphi)$ replaced with $\lambda'_i(\varphi) = (l_i(\varphi)/l_i(S\varphi)) \lambda_i(\varphi)$, where $l_i(\varphi)$ are non-zero functions from $\mathbb{T}^2$ to $\mathbb{R}$. Therefore, with no loss of generality, we can require the diagonal elements of $K(\varphi)$ to vanish: hence $K(\varphi)$ will be looked for as an off-diagonal matrix.

3.2 Recursive Equations

We look for the conjugation in the form (3.3)-(3.4), with

$$k_{ij}(\varphi) = \sum_{n=1}^{\infty} \varepsilon^n k_{ij}^{(n)}(\varphi), \quad v_{ij}(\varphi) = \sum_{n=1}^{\infty} \varepsilon^n v_{ij}^{(n)}(\varphi). \quad (3.7)$$

Equations (3.2) and (3.5) give

$$\Lambda (\mathbb{I} + K(\varphi)) + \varepsilon \int_{0}^{2\pi} d\tau \partial f(S_{\varepsilon}^T(H(\varphi)), \tau) DS_{\varepsilon}^T(H(\varphi)) (\mathbb{I} + K(\varphi)) = \Lambda + N(\varphi) + K(S\varphi)\Lambda + K(S\varphi)N(\varphi), \quad (3.8)$$

where $DS_{\varepsilon}^T(H(\varphi))$ can be computed iteratively via (3.2) as

$$DS_{\varepsilon}^T(H(\varphi)) = \Lambda + \sum_{n\geq 1} \varepsilon^n \int_{0}^{\tau_1} d\tau_1 \partial f(S_{\varepsilon}^{(1)}(H(\varphi)), \tau_1) \int_{0}^{\tau_2} d\tau_2 \partial f(S_{\varepsilon}^{(2)}(H(\varphi)), \tau_2) \cdots$$

$$\cdots \int_{0}^{\tau_n-1} d\tau_n \partial f(S_{\varepsilon}^{(n)}(H(\varphi)), \tau_n) \Lambda := (\mathbb{I} + \mathfrak{M}(\varphi, \tau))\Lambda. \quad (3.9)$$

At first order in $\varepsilon$, (3.8) gives (with $i, j \in \{\pm, 3\}$)

$$\lambda_i k_{ij}^{(1)}(\varphi) - \lambda_j k_{ij}^{(1)}(S\varphi) + \lambda_j \int_{0}^{2\pi} d\tau \partial_j f_i(S\varphi, w_0 + \tau, \tau) = v_i^{(1)}(\varphi) \delta_{ij}. \quad (3.10)$$

In particular, setting $i = j$ and recalling that $k^{(1)}$ is off-diagonal, we find

$$v_{\pm}^{(1)}(\varphi) = \lambda_{\pm} \int_{0}^{2\pi} d\tau \partial \pm f_{\pm}(S\varphi, w_0 + \tau, \tau), \quad v_{3}^{(1)}(\varphi) = \int_{0}^{2\pi} d\tau \partial w g(S\varphi, w_0 + \tau, \tau) \equiv \Gamma,$$

while, for $i \neq j$, we have to solve recursively (3.10) for $k_{ij}^{(1)}(\varphi)$, the result being (if $\alpha = \pm$):

$$k_{\alpha,-\alpha}^{(1)}(\varphi) = -\alpha \sum_{m \in \mathbb{Z}_{\alpha}} \left(\frac{\lambda_{\alpha}}{\lambda_{-\alpha}}\right)^{-m-1} \int_{0}^{2\pi} d\tau \partial_{-\alpha} f_{\alpha}(S^{m+1}\varphi, w_0 + \tau, \tau), \quad (3.11a)$$

$$k_{\alpha,3}^{(1)}(\varphi) = -\alpha \sum_{m \in \mathbb{Z}_{\alpha}} \lambda_{\alpha}^{-m-1} \int_{0}^{2\pi} d\tau \partial_{w} f_{\alpha}(S^{m+1}\varphi, w_0 + \tau, \tau), \quad (3.11b)$$

$$k_{3,-\alpha}^{(1)}(\varphi) = -\alpha \sum_{m \in \mathbb{Z}_{\alpha}} \lambda_{-\alpha}^{m+1} \int_{0}^{2\pi} d\tau \partial_{-\alpha} f_{3}(S^{m+1}\varphi, w_0 + \tau, \tau). \quad (3.11c)$$
In order to compute the higher orders, we insert (3.9) in the left side of (3.8), thus getting

\[ \Lambda K(\varphi) - K(S\varphi) \Lambda - N(\varphi) - K(S\varphi)N(\varphi) + \mathcal{M}(\varphi)\Lambda(\mathbb{I} + K(\varphi)) = 0, \]  

where \( \mathcal{M}(\varphi) := \mathcal{M}(\varphi, 2\pi) \). Note that, according to (3.9), \( \mathcal{M}(\varphi) \) is expressed as a series of iterated integrals of \( \partial f(S_\varepsilon(H(\varphi)), \tau) \), where \( \partial f \) is analytic in its argument. Therefore, the series expansion in \( \varepsilon \) of \( \mathcal{M}(\varphi) \) can be obtained (and its \( n \)-th order coefficient can be bounded) by using the corresponding expansions for the components of \( S_\varepsilon(H(\varphi)) = (SH(\varphi) + a(\varphi, \tau), w_0 + \tau + e^{\mu(\varphi, \tau, 0)}U(\varphi) + \xi(\varphi, \tau)) \); here the functions \( H(\varphi), a(\varphi, \tau), U(\varphi) \) and \( \xi(\varphi, \tau) \) are as in (2.13a) with the coefficients given by (2.18a) and bounded as in (2.20). We write

\[ \mathcal{M}(\varphi) = \sum_{n=1}^{\infty} \varepsilon^n \mathcal{M}^{(n)}(\varphi). \]  

(3.13)

By using the very definition of \( \mathcal{M}(\varphi) \) and the bounds (2.20), it is straightforward to prove that

\[ \|\mathcal{M}^{(n)}(\varphi)\| := \max_{i,j,\in\{+,-,3\}} |\mathcal{M}_{i,j}^{(n)}(\varphi)| \leq C_4^n \mu^{-\left(\frac{12n-1}{3}\right)} \]  

(3.14)

for a suitable \( C_4 > 0 \). Now, if \( n \geq 2 \), the diagonal part of (3.12) gives

\[ \nu_i^{(n)}(\varphi) = \mathcal{M}_{ii}^{(n)}(\varphi)\lambda_i + \sum_{n_1 + n_2 = n} \sum_{n_1, n_2 \geq 1} \mathcal{M}_{i,j}^{(n_1)}(\varphi)\lambda_j k_{ji}^{(n_2)}(\varphi), \]  

(3.15)

while the off-diagonal part can be solved in a way similar to (3.11a), i.e., if \( \alpha = \pm \),

\[ k_{\alpha,-\alpha}^{(n)}(\varphi) = -\alpha \lambda_{\alpha}^{-1} \sum_{m \in \mathbb{Z}_\alpha} \left( \frac{\lambda_{\alpha}}{\lambda_{-\alpha}} \right)^{-m} \left[ \mathcal{M}_{\alpha,-\alpha}^{(n)}(S^m \varphi)\lambda_{-\alpha} + Q_{\alpha,-\alpha}^{(n)}(S^m \varphi) \right], \]  

(3.16a)

\[ k_{\alpha,3}^{(n)}(\varphi) = -\alpha \lambda_{\alpha}^{-1} \sum_{m \in \mathbb{Z}_\alpha} \lambda_{\alpha}^{-m} \left[ \mathcal{M}_{\alpha,3}^{(n)}(S^m \varphi) + Q_{\alpha,3}^{(n)}(S^m \varphi) \right], \]  

(3.16b)

\[ k_{3,-\alpha}^{(n)}(\varphi) = -\alpha \sum_{m \in \mathbb{Z}_\alpha} \lambda_{\alpha}^m \left[ \mathcal{M}_{3,-\alpha}^{(n)}(S^m \varphi)\lambda_{-\alpha} + Q_{3,-\alpha}^{(n)}(S^m \varphi) \right], \]  

(3.16c)

where we have set

\[ Q_{i,j}^{(n)}(\varphi) := \sum_{n_1 + n_2 = n} \sum_{n_1, n_2 \geq 1} \left( -k_{i,j}^{(n_1)}(S\varphi)v_j^{(n_2)}(\varphi) + \sum_{j' = \pm,3} \mathcal{M}_{i,j'}^{(n_1)}(\varphi)\lambda_{j'} k_{j'j}^{(n_2)}(\varphi) \right). \]  

(3.17)

In the simple case that \( f = (0, 0, g), \nu_{\pm}(\varphi) = \nu_{-}(\varphi) = 0 \), while

\[ 1 + \nu_3(\varphi) = 1 + \sum_{n \geq 1} \varepsilon^n \int_0^{2\pi} dt_1 \int_0^{t_1} dt_2 \cdots \int_0^{t_{n-1}} dt_n \prod_{i=1}^n \partial_\alpha g(S\varphi, w(t_i), t_i) = e^{\int_0^{2\pi} \partial_\alpha g(S\varphi, w(\tau), \tau)}. \]
thus recovering the formula for $A(2\pi) = \log(1 + \nu_3(\varphi))$ given in [10, Section VII].

### 3.3 Tree Expansion and Convergence

In Figures 4 and 5 we give a graphical representation of (3.15) and (3.16a), respectively. The representation of (3.16b) and (3.16c) is the same as in Fig. 5, simply with the labels $(\alpha, -\alpha)$ replaced by $(\alpha, 3)$ and $(3, \alpha)$, respectively.

In the pictures, the symbol $\blacksquare$ with an apex $(n)$ represents $\nu_i^{(n)}$; the symbol $\blacksquare$ with an apex $(n)$ represents $k_{i,j}^{(n)}$; the symbol $\bullet$ with an apex $(n)$ represents $M_{i,j}^{(n)}$. While $M_{i,j}^{(n)}$ is already known (by its very definition and the construction in Section 2), the coefficients $\nu_i^{(n)}$ and $k_{i,j}^{(n)}$ with $n > 1$ have to be computed recursively (the coefficients with $n = 1$ are known, and are given by (3.10)–(3.11c)). Therefore, by proceeding as in Section 2, we iterate the graphical equations, until all the leaves of type $\blacksquare$ and $\blacksquare$ have apex equal to $(1)$.

In order to describe the resulting tree representation for $N(\varphi)$ and $K(\varphi)$ more precisely, we need a few more definitions. The three types of *principal nodes*, represented graphically, respectively, by $\blacksquare$, $\blacksquare$ and $\bullet$, are called of type $K$, $N$ and $M$. With any such node $v$, we associate a label $\eta_v \in \{K, N, M\}$, to denote its type, and two labels $i_v, j_v \in \{+, -, 3\}$, which will be drawn superimposed to the line exiting $v$; if $v$ is of type $N$, then $i_v = j_v$, while if $v$ is of type $K$, then $i_v \neq j_v$. A node is of

$$k_{i,j}^{(n)}(\varphi) = \frac{ij}{v_0} \bullet \left(n_1\right) = \frac{ij}{v_0} \blacksquare \left(n_2\right) + \sum_{n_1 + n_2 = n, n_1, n_2 \geq 1} \frac{ij}{v_0} \blacksquare \left(n_1\right) \bullet \left(n_2\right)$$

Fig. 5 Graphical representation of $k_{i,j}^{(n)}(\varphi)$
type $M$ if and only if it is an end-node. Furthermore, with each node $v$ with $\eta_v = M$, we associate a label $n_v \in N_1$, while we set $n_v = 0$ for all nodes $v$ with $\eta_v \neq M$; with each node $v$ with $\eta_v = K$, we associate a label $\alpha_v \in \{+, -\}$ such that either $i_v = \alpha_v$ or $j_v = -\alpha_v$ (recall that if $v$ is a nodes of type $K$ then $i_v \neq j_v$, so that either $i_v$ or $j_v$ are $= \pm$), and a label $m_v \in \mathbb{Z}_{\alpha_v}$; if $v$ is of type $N$ or $M$ we define $m_v = 0$.

If $s_v$ denotes the number of lines entering $v$ and $s_{\eta}^v$ the number of lines of type $\eta$ entering $v$, we have the constraints $s_v \in \{0, 1, 2\}$ and $s_{\eta}^v \in \{0, 1\}$. Moreover: $s_v = 1 \Rightarrow s_{M}^v = 1$; $s_v = 2 \Rightarrow s_{K}^v = 1$. If $s_v = 1$ and $v_1$ is the node immediately preceding $v$ on has $i_v = i_{v_1}$ and $j_v = j_{v_1}$. If $s_v = 2$, let $v_1, v_2$ be the two nodes immediately preceding $v$; if $s_{M}^v = 1$, with no loss of generality we assume that $v_1$ is of type $M$ (so that $v_2$ is of type $K$); if $s_{N}^v = 1$, with no loss of generality we assume that $v_1$ is of type $K$ (so that $v_2$ is of type $N$); in both cases we impose the constraints that $i_v = i_{v_1}$, $j_v = j_{v_2}$ and $j_{v_1} = i_{v_2}$. Denoting by $v'$ the node immediately following $v$, we set $q_v := s_{\eta}^{v'}$, and

$$p(v) = \sum_{w \in P(v,v_0)} (m_w + q_w).$$

We are finally ready to define the node factors associated with the nodes:

$$A_v(\varphi) := \begin{cases} 1, & \text{if } \eta_v = N, \\ -\alpha_v \lambda_i^{-1}(\lambda_i/\lambda_j)^{-m_v}(-1)^{s_{N}^v}, & \text{if } \eta_v = K, \\ \lambda_j \lambda_{i,\eta}^{(n_v)}(S^{p_{\eta}})(\varphi), & \text{if } \eta_v = M. \end{cases} \quad (3.18)$$

Then, by iterating the graphical representation in Figs. 4 and 5, we end up with trees like that in Fig. 6 for $i \neq j$; note that the end-nodes are all of type $M$. If $i = j$ the only difference is that the special node $v_0$ is of type $N$.

![Fig. 6](https://example.com/fig6.png) A tree contributing to $k_{i,j}^{(n)}(\varphi)$ with $n = 11$
We denote by $\Theta_{n,n,(i,j)}^{**}$ the set of labelled trees such that $\sum_{v \in N(\theta)} \eta_v = n, \eta_{v_0} = \eta, i_{v_0} = i, j_{v_0} = j$, and verify the constraints and properties described above. Then it is straightforward to prove by induction that

$$
\nu_i^{(n)}(\varphi) = \sum_{\theta \in \Theta_{n,N,(i,i)}^{**}} \text{Val}(\theta), \quad k_{i,j}^{(n)}(\varphi) = \sum_{\theta \in \Theta_{n,K,(i,j)}^{**}} \text{Val}(\theta), \quad (3.19)
$$

where

$$
\text{Val}(\theta) := \prod_{v \in V(\theta)} A_v. \quad (3.20)
$$

Given $\bar{\theta} \in \Theta_{n,\eta,(i,j)}^{**}$, we let $\mathcal{T}(\bar{\theta})$ be the family of labelled trees differing from $\bar{\theta}$ just by the choice of the labels $\{m_v\}$, and denote by $N^K_i(\bar{\theta})$ and $E(\bar{\theta})$ the number of internal node of type $K$ and the number of end nodes, respectively, in $\bar{\theta}$. Then, using (3.14), it is easy to see that

$$
\sum_{\theta \in \mathcal{T}(\bar{\theta})} |\text{Val}(\theta)| \leq \left(\frac{\lambda_+}{1 - \lambda_+^{-2}}\right)^{N^K_i(\bar{\theta})} C_4^E E(\bar{\theta}) \mu^{-[(2n-E(\bar{\theta}))/3]},
$$

which immediately implies that

$$
|\nu_i^{(n)}(\varphi)|, |k_{i,j}^{(n)}(\varphi)| \leq C_5^n \mu^{-[(2n-1)/3]},
$$

for a suitable constant $C_5 > 0$. Therefore, the radius of convergence in $\varepsilon$ of the series for $K(\varphi)$ and $N_{\varepsilon}(\varphi)$ is proportional to $\mu^{2/3}$, which allows us to fix eventually $\varepsilon = \mu$.

The Lyapunov exponents $\Lambda_i$ are the time average of the quantities $\log \lambda_i(\varphi)$. However, if $S^{2\pi}_{\varepsilon}|\Omega$ denotes the restriction of $S^{2\pi}_{\varepsilon}$ on the attractor $\Omega$, the dynamical system $(\Omega, S^{2\pi}_{\varepsilon}|\Omega)$ is conjugated to an Asonov system and hence it is ergodic: therefore time-averaged observables are $\varphi$-independent. Furthermore, there exists a unique SRB measure $\mu_{\varepsilon}$ such that

$$
\Lambda_+ = \int d\mu_{\varepsilon}(\varphi) \log (\lambda_+ + v_+(\varphi)) = \int d\mu_{\varepsilon}(\varphi) \log (1 + v_3(\varphi)). \quad (3.21)
$$

The measure $\mu_{\varepsilon}$ can be computed by reasoning as in [9, Chapter 10]. Let $\mathcal{P}_{\varepsilon}$ be a Markov partition for $S$ on $\mathbb{T}^2$ and set $\mathcal{P}_{\varepsilon} = (H(\mathcal{P}_{\varepsilon}), W(\mathcal{P}_{\varepsilon}))$. Call $X_{\varepsilon}$ the symbolic code induced by the Markov partition $\mathcal{P}_{\varepsilon}$ and denote by $\sigma$ the symbolic representation of a point $x \in \Omega$, i.e. $x = X_{\varepsilon}(\sigma)$. Then the expansion rate of $S^{2\pi}_{\varepsilon}|\Omega$ along the unstable manifold of $X_{\varepsilon}(\sigma)$ is $e^{A_+(\sigma)}$, where

$$
A_+(\sigma) = \log (\lambda_+ + v_+(X_{\varepsilon}(\sigma))) \frac{|w_+(X_{\varepsilon}(\tau\sigma))|}{|w_+(X_{\varepsilon}(\sigma))|},
$$

with $\tau$ denoting the shift map and $w_+(\varphi) = (1 + K(\varphi))y_+$. If $\mu_{\varepsilon}$ denotes the Gibbs distribution for the energy function $A_+(\sigma)$ (see [9, Chapter 5]), then the SRB distribution $\mu_{\varepsilon}\text{SRB}$ for the system $(\Omega, S^{2\pi}_{\varepsilon}|\Omega)$ is $\mu_{\varepsilon}$ and can be computed accordingly (see [9, Chapter 6]).

Moreover, by construction, $A_+(\sigma)$ is analytic in $\varepsilon$, for $0 < \varepsilon < \varepsilon_0$, with $\varepsilon_0$ small enough, and Hölder-continuous in $\sigma$, since obtained as compositions of functions.
which have the same regularity. Therefore applying [9, Corollary 10.3.1], for any Hölder-continuous function $F : \mathbb{T}^2 \to \mathbb{R}$, the expectation value

$$\mu_\varepsilon(F) := \int d\mu_\varepsilon(\varphi) F(\varphi)$$

is Hölder-continuous in $\varepsilon$ for $0 < \varepsilon \leq \varepsilon_0$. If $F$ is analytic in $\varepsilon$, then there exists a positive constant $\varepsilon_F$, depending on $F$, such that $\mu_\varepsilon(F)$ is analytic for $0 < \varepsilon < \varepsilon_F \leq \varepsilon_0$, see again [9, Corollary 10.3.1]. In particular the Lyapunov exponents (3.21) are analytic in $\varepsilon$ in the same domain and, from (3.21), one finds

$$\Lambda_0 = \int d\mu_\varepsilon(\varphi) \log (1 + \nu_3(\varphi)) = \int d\mu_\varepsilon(\varphi) \left( \varepsilon \Gamma + O\left(\varepsilon^2\right) \right) = \varepsilon \Gamma + O\left(\varepsilon^2\right).$$

This completes the proof of Theorem 1.2.

4 Perspectives: Transition from Fractal to Smooth(er) Synchronization

In this section, we discuss informally some of the consequences of our main theorem, and formulate a conjecture about the transition from fractal to smooth(er) behavior, which is suggested by our result. From Theorem 1.1 we know that the surface $\Omega$ of the attractor is Hölder continuous, but we do not have any control on its possible differentiability. This means that our attractor may be fractal, and we actually expect this to be the case for $\varepsilon$ positive and small enough. An analytic estimate of the fractal dimension of the attractor in terms of the Lyapunov exponents is provided by the Lyapunov dimension $D_L$, which is defined as follows. Consider an ergodic dynamical system admitting an SRB measure on its attractor, and let $\Lambda_1 \geq \Lambda_2 \geq \cdots \geq \Lambda_n$ be its Lyapunov exponents, counted with their multiplicities. Then,

$$D_L = k + \frac{\sum_{i=1}^{k} \Lambda_i}{|\Lambda_{k+1}|},$$

where $1 \leq k \leq n$ is the largest integer such that $\sum_{i=1}^{k} \Lambda_i \geq 0$. The Kaplan-Yorke conjecture [7, 12] states that $D_L$ coincides with the Hausdorff dimension of the attractor (also known as the information dimension, see, e.g., [8, Chapt.5.5.3] for a precise definition). In this section, we take $D_L$ as a heuristic estimate of the fractal dimension of the attractor, without worrying about the possible validity of the conjecture (which has been rigorously proven only some special cases, see e.g. [6]).

Specializing the expression of $D_L$ to our context, we find that, for $\varepsilon$ sufficiently small,

$$D_L = 2 + \frac{\Lambda_+ + \Lambda_0}{|\Lambda_-|} = 3 + \varepsilon \frac{\Gamma}{\log \lambda_+} + R_2(\varepsilon),$$

where $R_2(\varepsilon) = O(\varepsilon^2)$ is the Taylor remainder of order 2 in $\varepsilon$, which is computable explicitly in terms of the convergent expansion derived in the previous sections. Note that $\Gamma < 0$, so that $D_L = D_L(\varepsilon)$ is smaller than 3 (as desired) and is decreasing.
in $\epsilon$, for $\epsilon$ small. Therefore, combined with the Kalpan-Yorke conjecture, (4.2) suggests that the attractor is fractal for $\epsilon$ small, and its fractal dimension decreases (as expected) by increasing the strength $\epsilon$ of the dissipative interaction.

It is now tempting to extrapolate (4.2) to larger values of $\epsilon$ (possibly beyond the range of validity of Theorem 1.2), up to the point where, possibly, the relative ordering of $\Lambda_0$ and $\Lambda_+$ changes. In the simple case that $f = 0$ (which is the case considered in [10]), the Lyapunov exponents $\Lambda_\pm$ are independent of $\epsilon$: $\Lambda_+ = -\Lambda_- = \log \lambda_+$. Therefore, on the basis of (4.2), we conjecture that by increasing $\epsilon$ the Hausdorff dimension of the attractor decreases from 3 to 2 until $\epsilon$ reaches the critical value $\epsilon_c$, where $\Lambda_0(\epsilon)_{\epsilon=\epsilon_c} = \Lambda_-$. Formally, this critical point is $\epsilon_c = (\log \lambda_+)/(-\Gamma) +$ corrections, the corrections being computable via the higher orders of the expansion described in the previous sections. For $\epsilon \geq \epsilon_c$, we expect the attractor to be a smooth

Fig. 7 Numerical plot of the invariant surface $\Omega$ in the case $f = 0$ and $g(\varphi, w, t) = \sin(w - t) + \sin(\varphi_2 + w + t)$. The values of $\epsilon$ used here are: $\epsilon = 0.05$ (left), and $\epsilon = 0.1$ (right)

Fig. 8 Numerical plot of the invariant surface $\Omega$ in the case $f = 0$ and $g(\varphi, w, t) = \sin(w - t) + \sin(\varphi_2 + w + t)$ (same as Fig. 7), with higher values of $\epsilon$. The values of $\epsilon$ used here are: $\epsilon = 0.153 \simeq \epsilon_c$ (left), and $\epsilon = 1$ (right)
Fig. 9  Numerical plot of the invariant surface \(\Omega\) in the case \(f = (f_1, f_2, g) = (\cos(\varphi_1 + w + t), 0, \sin(w - t) + \sin(\varphi_2 + w + t))\). The values of \(\varepsilon\) used here are: \(\varepsilon = 0.1\) (left), and \(\varepsilon = 0.8\) (right).

manifold of dimension two. The transition is illustrated in Figs. 7 and 8 for the simple case that \(f = 0\) and \(g(\varphi, w, t) = \sin(w - t) + \sin(\varphi_2 + w + t)\), in which case the expected critical point is \(\varepsilon_c \simeq 0.153\).

If \(f \neq 0\), on the basis of numerical simulations, the attractor does not seem to display a transition from a fractal set to a smooth manifold. Still, for suitable choices of \(f \neq 0\), we expect the attractor to display a “first order phase transition”, located at the value of \(\varepsilon\) where \(\Lambda_0(\varepsilon) = \Lambda_-(\varepsilon)\), to be called again \(\varepsilon_c\). At \(\varepsilon = \varepsilon_c\), the derivative of the Hausdorff dimension of the attractor with respect to \(\varepsilon\) is expected to have a jump. A possible scenario is that the attractor is fractal both for \(\varepsilon < \varepsilon_c\) and for \(\varepsilon > \varepsilon_c\), but it is “smoother” at larger values of \(\varepsilon\), in the sense that its closure may be a regular, smooth, manifold of dimension two. An illustration of this “smoothing” mechanism is in Fig. 9.

It would be interesting to investigate the nature of this transition in a more quantitative way, by comparing a numerical construction of the attractor with the theory proposed here, obtained by extrapolating the convergent expansion described in this paper to intermediate values of \(\varepsilon\). Such a comparison goes beyond the purpose of this paper, and we postpone the discussion of this issue to future research.
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Appendix

A Estimate of \(N^1_i(\theta)\)

One has \(N^1_i(\theta) = 0\) for \(n = 1\) and \(N^1_i(\theta) \leq 1\) for \(n = 2\). Given a tree of order \(n \geq 3\) one proceed by induction. Assume that \(N^1_i(\theta') \leq (2n' - 1)/3\) for all the trees \(\theta'\) of
order \( n' \leq n - 1 \) and consider a tree \( \theta \) of order \( n \). Let \( v_0 \) be the special node of \( \theta \), and call \( \theta_1, \ldots, \theta_i \) the subtrees entering \( v_0 \), with \( s \geq 1 \). If \( v_0 \) is a node of type 1, then
\[
N_i^1(\theta) = 1 + \sum_{k=1}^{s} N_i^1(\theta_k) \leq 1 + \sum_{k=1}^{s} (2n_k - 1)/3 \leq 1 + (2(n - 1) - s)/3 = (2n + 1 - s)/3,
\]
so that the bound follows for \( s \geq 2 \). If \( s = 1 \), then the node preceding \( v_0 \) cannot be of type 1. Call \( \theta_1', \ldots, \theta_{s'} \) the subtrees entering \( v_1 \), with \( s' \geq 1 \). Then one has
\[
N_i^1(\theta) = 1 + \sum_{k=1}^{s'} N_i^1(\theta_k') \leq 1 + (2(n-2) - s')/3 = (2n - 1 - s')/3 \leq (2n - 1)/3
\]
for all \( s' \geq 1 \). Finally if \( v_0 \) is not a node of type 1, then it has not to be counted and the argument follows by using the inductive bounds for the subtrees entering \( v_0 \).

Moreover the bound in Lemma 2.1 is optimal. Indeed there are trees \( \theta \) of order \( n \) such that \( N_i^1(\theta) = (2n - 1)/3 \). Define recursively the level \( \ell(v) \) of a node \( v \) by setting \( \ell(v) = 0 \) if \( v \) is an end-node and \( \ell(v) = p \) if at least one line entering \( v \) exits a node \( w \) with level \( \ell(w) = p - 1 \). Then consider a tree in which all nodes except the end-nodes are circles (this is of type 1 or 2) and have two entering lines except those with level \( 1 \) which have only one entering line; see Fig. 10 for an example with \( n = 11 \).\( \blacksquare \) means we can have any kind of square node. For such trees one has
\[
n = 2^k - 1 + 2^{k-1}, \quad \text{where} \quad k = \ell(v_0), \quad 2^k - 1 \text{ is the number of internal nodes and } 2^{k-1} \text{ is the number of end-nodes. Hence } N_i^1(\theta) = 2^k - 1 = (2n - 1)/3.
\]
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