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ABSTRACT

In recent years, stable isotopes of the water molecule (oxygen-18 and deuterium) have become a useful tool for tracking the water cycle. The concentration of these tracers changes with variations of water molecules within the water cycle. Due to this feature of isotopes, global large-scale isotope models have been developed. On the other hand, numerous local and global networks have been created in order to monitor the concentration of precipitation isotopes. The main problem with the simultaneous use of these local stations and the large-scale isotope datasets is their temporal and spatial mismatch. To use both isotope databases for monitoring the hydrological cycle in local scale, it is necessary to downscale the large-scale models’ outputs. In this research, a downscaling approach is proposed for isotopes’ concentrations using three statistical models, including multiple linear regression, generalized linear and weighting least square regression models. The results indicate that the implementation of the statistical downscaling method in the case of information preprocessing based on the seasonal changes, their spatial variations and a suitable method selection is a useful tool for monitoring the climate changes of a region according to the information on the stable oxygen-18 isotope.
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INTRODUCTION

Along with all the available methods for identifying the basins and connections among the components of the hydrological cycle, isotope tracing has become an effective tool for a better understanding of hydrological processes through creating new insight into our present and past climate. During recent decades, many researchers have used the water constituent stable isotopes (hydrogen and oxygen) in order to investigate the connection details of the hydrological cycle’s components (Bowen & Revenaugh 2003).

The difference in physical properties of water molecules leads to a change in the stable isotope composition of water, due to fractionation during phase changes (Kim & Lee 2011). In general, one can say that the water molecule’s isotopologues show different behaviors during the phase transition. The occurring fractionation process on the water isotopologues has led to a significant correlation between the isotopes’ concentration and climatic variables (Sutanto et al. 2015). Among all the tracers used in hydrology, oxygen-18 isotope concentration is sensitive to phase changes of water during its circulation. Therefore, it has been used as a natural tracer for hydrological cycles since the 1960s because the isotope-related characteristics of water are dependent on phase changes of water in evaporation and condensation as well as geographic and temporal variations. By using the isotope information in precipitation and vapor, one can study atmospheric vapor
cycling processes on various scales, such as large-scale transport and in-cloud processes (Rozanski & Gonfiantini 1990). With the assistance of the World Meteorological Organization (WMO), the International Atomic Energy Agency (IAEA) established the global network of GNIP in 1954 in order to monitor the temporal and spatial variations of oxygen-18, deuterium and tritium contents of precipitation samples, investigate the correlation between the isotopes and climatic variables and simulate the fractionation imposed by the water molecules in a hydrologic cycle. The irregular dispersion of these measurement networks around the globe and lack of data recording at regular intervals has made it impossible to rely on the data recorded at GNIP stations alone for studying the long-term mean changes in the meteorological variables, isotopes and examining the correlation among them. To compensate for this information scarcity, many researchers around the world have tried to create an integrated database with the regular coverage of the entire Earth for the concentration of the existing vapor isotopes in the atmosphere and precipitation by implementing the physical basis of the atmospheric general circulation models (AGCM), identifying the system dynamic of changes in the water molecule’s isotopes in this cycle and thermodynamic modeling of the moisture motion in the atmosphere. Attempts have been made to arrive at a novel perspective on climate change by using the water molecule’s isotopes via implementing the computational information in the large-scale isotope general circulation models (IsoGCM) (Hoffmann et al. 2000; Bowen & Revenaugh 2003).

In addition to simulating the temporal-spatial distribution of the isotope, the IsoGCM models, which are equipped with the concentration simulation of water molecule’s isotopes, can also interpret the effects of kinematic and equilibrium fractionation on the isotopes’ concentration during a global hydrological cycle (Haese et al. 2013). Researchers created the IsoGCM models by counting the fractionation process in all transfer phases such as evaporation, condensation, precipitation, air vapor and added them to the GCM models. In the general modeling of the isotopes, the Earth’s atmosphere is divided into hundreds of air columns and the parameters of the dynamic differential equations of the atmosphere such as solar radiation, cloud, and convective flow are calculated in these columns and transferred to the next columns. In each transfer, the concentration of isotopes is updated based on the fractionation among the different phases of the air mass. Depending on the conditions and structure of each of the applied IsoGCM models, the use of isotopes also varies in the simulated atmospheric variables (Hoffmann et al. 2000; Dee et al. 2015). Xi (2014) synthesized the recent advances in IsoGCM models. Having introduced nine large-scale models equipped with the simulation of a water molecule’s isotopes cycle, Xi (2014) described the temporal and spatial characteristics and the output of each model and stated that there are some discrepancies among model outputs and measurements. This could lead to more model improvements in the future (Xi 2014).

Since 2000, several committees have been established around the globe for isotopic modeling to rectify the results of dynamical and physical mechanisms in isotope hydrology and observations. To evaluate the performance of these models, the output results of the large-scale IsoGCM models were compared with those recorded via ground and air stations (Henderson-Sellers et al. 2006; Zhang et al. 2012; Che et al. 2016). Sutanto et al. (2015) compared the results achieved via the two large-scale isotopic models of GISS and ECHAM with each other and also with those recorded by field measurements. They stated that the results of these two models could not be prioritized as the simulation results of both models were consistent with the ground measurements (Sutanto et al. 2015). Yao et al. (2013) investigated and compared the results of the two large-scale isotopic models LMDZiso and ECHAM5-wiso in the Tibet region. They reported that the isotope concentration in this region during the monsoon precipitations is not consistent with the simulated value. Both of these models successfully indicate the effect of temperature and elevation on the concentration of the water molecule’s isotopes in the region (Yao et al. 2013).

Following vapor particles from the ocean surface to land by using the infrared technique was the aim of Zakharov et al. (2004). They illustrated that by monitoring the isotope trackers, the effect of successive fractionations tolerated by water particles during evaporation, distillation, and precipitation can be clearly seen (Yao et al. 2013). The concentration simulation results of the water molecule’s isotopes in the LMDZ4 large-scale isotope model have
been investigated by Hourdin et al. (2006). They indicated that the simulation results in this model are sensitive to temperature and elevation variations, therefore, it can be utilized for modeling the isotopic concentration of the water molecule (Hourdin et al. 2006). Lee et al. (2007) tried to simulate the concentration distribution of the water molecule’s isotopes by improving the NCAR model by adding the evaporation process and precipitation changing rate, further to the temperature. A comparison of their model’s outputs with the observed data indicates that the effect of Rayleigh distillation fractionation is diminished (Yoshimura et al. 2011). Yoshimura et al. (2011) provided a large-scale IsoGSM model. They attempted to simulate the flux of water molecules’ isotopes in the rain via adding the evaporation and distillation of a water molecule which undergoes the isotopes fractionation. They compared their simulation results with those of the observation stations and eliminated the difference between the simulation model and observations by two satellite sensors (Yoshimura et al. 2011).

Although the isotopic large-scale models are utilized to increase our understanding of the physical relationships between the climate variables and water isotope, the outputs of these models do not have the resolution to assess climate change at the regional scale (Dansgaard 1964). Climate change assessment studies are usually carried out with high spatial resolution in small areas. In this case, it is desirable that the outputs of these models are downscaled. In the meantime, choosing the downscaling technique of the global simulation models’ information is one of the primary challenges in using data from these models on a local or regional scale. The regional dynamic models and statistical methods are considered as two common techniques for downscaling the information on the large-scale models.

Yoshimura et al. (2008) applied spectral nudging techniques for the downscaling of global reanalysis. They expressed that fractionation during transport is a purely numerical issue, but is clearly non-trivial and persists even in recent isotope schemes (Yoshimura et al. 2008). Delavau et al. (2011) worked to create a series of empirical relationships among the registered isotope concentrations at 23 stations in Canada by using the data of Canadian Network for Isotopes in Precipitation (CNIP) based on the spatial variables of elevation and latitude, hydrological variables as the predictors of the dependent variable of oxygen-18 isotope concentration. They illustrated that the statistical equations including the temperature and precipitation climate variables have demonstrated better performance (Rahimzadeh et al. 2009).

The dynamic downscaling models meet suitable spatial accuracy criteria for the climate assessment but have distinct disadvantages, such as depending on the area of the studied region and model resolution and computational complexity (Akbari et al. 2015). On the other hand, the statistical downscaling methods are based on the empirical relationship found between the predicted local variable and the predictor variables (Asadi & Heydari 2011). The statistical downscaling methods are generally classified into three groups, including the regression method, weather typing schemes, and weather generators. Among the above-mentioned methods, the regression method is one of the most widely used data downscaling techniques of the large-scale models (Delavau et al. 2011).

Dansgaard (1964) divided the effective factors on the water molecule’s isotopes concentration in the cycle into four general categories, including temperature, latitude, seasonal, and continental effects. In this study, while accepting the effects of the above-mentioned factors by Dansgaard (1964) on the isotopes concentration, we attempt to investigate the mechanism of changes in the precipitation isotope concentration in the region by generating a regression numerical model between the concentration of oxygen-18 precipitation isotope and meteorological variables.

For using isotopic data for climate change studies it is necessary to spatially downscale them to be used beside the weather characteristics. Less attention is paid to this issue in the literature and few models and methods are available for this purpose. The limited amount of isotopic measurements is another issue that causes more difficulty in this regard. Therefore, the aim of this study is to develop a downscaling model considering the limited available data through developing relations between weather and isotopic variables.

**THE STUDY AREA**

Shiraz, the capital of Fars province with an area of about 8,725 square kilometers, accounts for approximately 7.6%
of Iran’s total area and its altitude is 1,486 m above sea level. Shiraz is located 53° 34’ east of the Greenwich meridian and 29° 36’ north of the equator. Based upon the meteorological data during the statistical period of 45 years (1971–2016) for this region, the average annual temperature in this city is 18.04 °C and the total annual precipitation in the province is 320.2 mm. Also, the average long-term annual precipitation of Shiraz is reported as 100.4 mm. The majority of rainfall in the study area is due to the winter masses. The Mediterranean Sea is the main moisture source of the study area during winter and affects the area from the northwest, west, and southwest (Rahimzadeh et al. 2009; Akbari et al. 2015; Pourtouiserkani et al. 2015). The minimum and maximum long-term absolute temperatures of this city are recorded as −14.4 and 43.2 °C, respectively. The long-term monthly average of this station was used for simulating the missing data of precipitation, temperature, and humidity. The main objective of this research is to develop a series of oxygen-18 concentrations in precipitation data on the local scale using large-scale IsoGSM outputs and local weather variables. Preparing these data on a local scale can provide researchers with the opportunity to identify the causes of climate change in a region. In this regard, and to understand the causes of climate change, the basic condition for selecting the study area is that the occurrence of climate change in that area must be proven by other studies. The occurrence of the climate change phenomenon in the Fars province has been proved by many researchers via statistical methods. Since this province is located in a dry and semi-arid climate, it is more vulnerable to the effects of climate change (Asadi & Heydari 2011).

### DATASETS

In this study, two datasets are used for the calibration as well as verification of the suggestive statistical downscaling model of the oxygen-18 concentration in Shiraz’s monthly precipitation. The first set includes the IsoGCM model data. The second group of data used for model validation are the recorded data in the study area which include rainfall, temperature, humidity, and oxygen-18 concentration in precipitation. Since the number of local measurements is too few, this information is only used to evaluate the function of equations at the regional level. In order to study the effects of climate change here, we have first weighed the isotopes concentration based on the precipitation amount of the model and then used its monthly average for the simulation (Delavau et al. 2011). In the following, each of these databases will be introduced in detail.

#### Local database

To evaluate the efficiency of the proposed downscaling models in the study area, the statistical information of the meteorological station located in Shiraz has been used. The meteorological station information includes temperature, precipitation, wind speed, and relative humidity on a daily basis. The observation period of the meteorological data at this station is from 1983 to 2017. The daily information of these data has been provided from Iran Meteorological Organization. To use this information, a monthly time scale has been selected. The average monthly temperature recorded at this station is 17.5 °C and its total annual precipitation is 312 mm. Along with the meteorological station data, 12 precipitation samples of Shiraz city were evaluated in terms of the isotopic concentration of deuterium and oxygen-18 during the data downscaling period. The isotope concentrations of the precipitation samples are indicated with δ notation relative to the VSMOW (Vienna Standard Mean Ocean Water). The isotopic abundance ratios are expressed as parts per mill of their deviations as given by VSMOW and δ is calculated according to the following relation:

$$\delta(\text{‰}) = \frac{\alpha_{\text{sample}} - \alpha_{\text{standard}}}{\alpha_{\text{standard}}} \times 1000 \quad (1)$$

where, $\alpha$ represents the concentration ratio of heavy to light isotope in the measured and standard samples. Currently, VSMOW is declared as the standard defining the water isotopic composition by IAEA. The concentrations of oxygen-18 and deuterium isotopes of the samples have been measured using the Los Gatos Research (LGR) setup. Table 1 lists the results of the isotopic experiments and precipitation sampling time in Shiraz city.
In this research, the concentration of the stable isotope oxygen-18 ($\delta^{18}O$) in precipitation and meteorological parameters is extracted from the IsoGSM model which contains data from the period 1979–2016. IsoGSM stands for Isotopes-incorporated Global Spectral Model. Improving the data of the NCEP/DOE large-scale model based upon the spectral nudging technique, Yoshimura et al. (2013) have simulated the existing isotope's data in the precipitation of this model (Yoshimura et al. 2010, 2011; Kim & Lee 2011). This model includes 19 atmospheric variables along with the concentrations of the water molecule's isotopes in precipitation and available vapor in the air, which are located in networks with approximate dimensions of 200 km on the horizon. The air column in this model is divided into 17 sections up to the pressure level between 500 and 800 hPa. The information from this model is available with a 6-hour time resolution and can be accessed online at https://data.giss.nasa.gov/swing2.

Table 1 lists the 19 simulated variables by this model, among which, the independent variables for the concentration prediction of oxygen-18 isotope in precipitation are deduced. Since the present research will attempt to investigate climate change, data will be used monthly. The deduced concentration of oxygen-18 isotope from this model is first weighted by the daily precipitation amount on the basis of Equation (2) and then its weighted average evaluated:

$$\delta^{18}O = \frac{\sum P_i \times \delta^{18}O_i}{\sum P_i}$$

where, $i$, $P_i$, and $\delta^{18}O_i$ define the month indicator, average monthly precipitation, and monthly isotopic concentration of oxygen-18, respectively.

In the data downscaling process of the IsoGSM model, 70% of the studied time data have been randomly selected in order to train the regression model and the remaining 30% used for validating the model. The IsoGSM data output scale is a 6-hour timeframe and their monthly average is...
used in the present study. Figure 1 indicates the study area and network location of the IsoGSM large-scale model.

Alijani & Harmant (1985) have determined the path of Iran’s moisture fronts. Based on the maps provided by them (wind direction and movement path of the moisture fronts), four points of this large-scale model have been selected around the studied area (Alijani & Harman 1989). According to the findings of Dansgaard (1964), the geographic location of the studied area is one of the most significant factors affecting the concentration of precipitation isotopes (Dansgaard 1964), but according to Liebminger et al. (2006) and Argiriou & Lykoudis (2008), finding the effect of this parameter can be ignored in atmospheric datasets which have finer resolution range. Therefore, based on the location of the study area, which is situated among these four points of the large-scale model, two different scenarios are defined for selecting the IsoGSM grids to be used in developing the downscaling model. In the first scenario, due to the fact that the local sampling point and Point 1 and Point 3 are approximately located at the same latitude, only the information from these points (Point 1 and Point 3) was used for creating the statistical downscaling model. However, in the second scenario, taking into account the directions of wind and moisture sources, the information for all four nodes around the region has been used for developing the downscaling model.

Two scenarios are defined for using IsoGSM data in this study area, as follows:

Figure 1 | Location map of IsoGSM grid points around the study area, local sampling point, and weather stations in the study area.
(1) using Point 1 and Point 3 information in developing the downscaling model because the local sampling point and the two points of 1 and 3 are approximately located at the same latitude;
(2) using Point 1 to Point 4 information in developing the downscaling model considering sources of moisture in the study area and wind direction.

Table 3 illustrates the geographical coordinates of the large-scale model’s points and sampling site for the precipitation isotopes in the study area.

### METHODOLOGY

The research implementation method is summarized in four steps. The first step is the information classification of the IsoGSM large-scale model according to the temporal and spatial changes (step A). The second step concludes the selection of dominant independent variables among the simulated variables by the large-scale isotopic model for predicting the concentration of oxygen-18 isotope in precipitation. In this step, the correlation between the predictand variable of the oxygen-18 isotope concentration in precipitation is assessed with other variables in the large-scale IsoGSM (step B). In the third step, attempts will be made to calibrate the statistical model for the selective nodes’ conditions in the two above-mentioned scenarios using the multiple linear regression (MLR), generalized linear model (GLM), and weighting least square regression (WLSR) methods together with the creation of a linear relation between the predictand variable (the oxygen-18 isotope concentration in precipitation) and predictor (variables selected in step B) (step C). The fourth step deals with verifying the obtained equations in step C and evaluating their performance in predicting the concentration of oxygen-18 isotope in precipitation (step D). Figure 2 depicts the flowchart of the methodology process used in the present study. In the following, efforts will be made to briefly introduce the steps outlined above.

#### Step A

Since a method is being developed for estimating the concentration of oxygen-18 isotope in rainfall, the days in which rainfall has not occurred or the amount of precipitation is small, must be deleted from the database. In this study, the boundary value of 0.5 mm of precipitation per day has been used. The basis for choosing this boundary value for the wet days is according to the suggestion of Chen et al. (2010).

On the other hand, before choosing the predictor variables of the oxygen-18 isotope concentration, it is necessary to first assess the conditions of the region by reviewing the Dansgaard rules. Dansgaard (1964) divided the effective parameters on the concentration of water molecules’ isotopes into four general categories including the temperature changes, latitude, seasonal, and continental effects. Therefore, to consider these cases, there is a need to adopt two different attitudes to the data: first, spatial classification of the data to take into account the latitude and continental effects and second, the data temporal grouping in order to consider the seasonal and temperature effects. In the spatial classification, as stated earlier, the information is introduced to the simulation via two different scenarios.

A review of technical literature shows that several geostatistical methods are developed that generate gridded sets of isotopic composition. They use several IsoGCM models and GNIP station data with different resolution. The results show that the regression coefficient of distance is negligible versus the other variables such as temperature and precipitation in atmospheric datasets which have a finer resolution range, from 0.5° × 0.5° down to 5° × 5° (Liebinger et al. 2006; Argiriou & Lykoudis 2008; Delavau et al. 2011). Besides, the distances (distances between the nodes are 200 km) among the four nodes surrounding the region are such that one can ignore the latitudinal and continental effects among them. In the temporal classification, the

| Station | Long. | Lat.  | Elev. (m) |
|---------|-------|-------|-----------|
| Point 1 | 50.625| 29.523| 53.5      |
| Point 2 | 50.625| 31.428| 1,267.4   |
| Point 3 | 52.500| 29.523| 1,485.2   |
| Point 4 | 52.500| 31.428| 2,376.5   |
| Shiraz  | 52.600| 29.534| 1,488     |
Figure 2 | The proposed algorithm for downscaling isotope concentration.
effects of season and temperature on the concentration of precipitation isotopes will be considered by categorizing the data according to the seasons.

**Step B**

The results of numerous studies in the field of downscaling have shown that using all the output variables of a large-scale model to simulate the predictor variable does not necessarily meet with good results. The importance of this section is due to the fact that the characteristics of the model and results are directly influenced by the selected independent variables. The independent variables selected from the existing ones are called the dominant variables. In most cases, there is a correlation among the selected variables for the predictor group. To this end, this correlation is investigated by means of the variance inflation factor (VIF). The dominant variables must be physically related to the dependent ones and meet a high degree of statistical correlation with them. In this research, the stepwise regression technique is implemented in order to examine the correlation between the predicted variable (oxygen-18) and predictor ones (output of the large-scale IsoGSM model) and also to reduce the variables and their optimum selection (Silhavy et al. 2017).

In this approach, the independent variables are added to the equation one by one and they are eliminated if they do not play a significant role in the regression. In the stepwise regression model, the correlation analysis is used for examining the effect of each variable and an independent variable with less correlation is eliminated in each step. The correlation evaluation criteria in this method are the correlation \( R^2 \) and determination \( R \) coefficients (Karamouz et al. 2014). This method provides an automatic procedure for selecting the variables which should be entered into the regression models by conducting a series of t-tests at the 95% confidence level (Delavau et al. 2011).

**Step C**

Here, three simple regression methods have been used for simulating and downscaling the concentration of oxygen-18 isotope, including GLM, MLR, and WLSR. Usually, the regression equations rarely show all the climatic changes but they are suitable to illustrate the generalities of the behavior occurring in the region and the average behavior of climate variables is well represented by them. Statistical downscaling is a suitable choice compared to the dynamic one which is computationally costly and complex and does not show enough flexibility for convenient use by users. Statistical methods have more advantages and capabilities when there is a need for quicker assessment of the factors affecting the climate change (Kigawa 2014). Each of the methods will be briefly explained below.

**C-1) MLR**

The multiple linear downscaling method is based upon the empirical relations between the predictors and predictand variable. From the strengths of this model, one can point out the ease of use for predicting and accessibility of the equations for the user. In this study, the MLR technique is implemented for predicting the concentration of oxygen-18 isotope in precipitation according to the following relation:

\[
y = \beta_0 + \sum_{j=1}^{n} \beta_i X_i \]

where, \( y \) and \( X_i \) denote the value of dependent variable \( (\delta^{18}O) \) and selected predictor variables in step B (precipitation, temperature, and relative humidity), respectively. \( \beta_i \) stands for the regression coefficient being estimated by means of the least squares method. In the MLR approach, it is assumed that there is no multicollinearity among the predictor variables. This assumption is assessed using the VIF coefficient which can be obtained as below:

\[
VIF_i = \frac{1}{(1 - R^2_i)}
\]

where, \( R^2_i \) is the coefficient of determination of the model in which the independent variable of \( X_i \) is regressed on the remaining ones.

This factor indicates how much the variance of the estimated coefficients is inflated compared to the state in which the estimated variables are not linearly correlated. As an
empirical rule, for VIF values greater than 5, the multicollinearity is high. If the colinearity level among the independent variables is high, it indicates correlation existence among them and the selection of the predictor variables should be reconsidered. Since the independent and dependent data have different measurement units and the range of numbers varies for each variable, the data must be standardized before the analysis according to the following relation:

\[ Nx_i = \frac{x_i - \mu}{\sigma} \]  

(5)

where, \( \mu \) and \( \sigma \) stand for the average and standard deviation of the data, respectively. Also, \( Nx_i \) is the standardized value with average and variance values of 0 and 1, respectively.

C-2) GLM

The GLM model is a method used to simulate the linear relationships between several independent variables with an independent one and it is assumed in this method that all the investigated data are subjected to the normal distribution. The GLM regression model is defined as:

\[ y = \beta_0 + \sum_{j=1}^{n} \beta_j N x_i + \varepsilon_i \]  

(6)

in which, \( \varepsilon_i \) is the random error with normal distribution as \( \varepsilon_i \sim N(0, \sigma^2) \). Since the prediction of the relation between the dependent and independent variables is not accurate, the considered random variable as the model error prevents bias in simulations made by Equation (6). \( Nx_i \) indicates the standardized predictor variables selected in step B. The other variables and parameters are defined as in Equation (3).

In this research, the Kolmogorov–Smirnov test is implemented due to the large amount of input data. When examining the data normality, the zero assumption is tested at a 5% error rate. If the test statistic is greater than 0.05, then there is no reason to reject the zero assumption based on the normal distribution of data.

C-3) WLSR

The WLSR method used here for the information downscaling is very similar to the MLR one, with the difference that in this regression approach, a weight \( W \) is assigned to each of the independent variables. This weight is equal to the inverse square of the linear regression variance fitted on the independent variables by stepwise regression method. The WLSR method is used to weigh the independent variables of a regression when the error variance is constant. The data weight according to the least squares indicates the error’s random behavior in the simulation model. If the parameters of a regression model are estimated using the LSM, the error terms will not depend on each other and will have the same variance. This is because when less weight is assigned to the data that are more accurate and higher to those with less accuracy, this makes the data behave better compared to the overall variance. Therefore, weighing independent variables in the regression equation reduces the number of deviated information from the time series. The equation governing the WLSR is defined as:

\[ y = \beta_0 + \sum_{j=1}^{n} w_i (\beta_i N x_i + \varepsilon_i) \]  

(7)

where \( w_i \) denotes the weight of \( i \)th variable given by:

\[ w_i = \left( \begin{array}{ccc} 1 \\ \sigma_1 \\ \vdots \\ \vdots \\ 0 \end{array} \right)^{-1} \]  

(8)

Step D

In order to evaluate and analyze the performance of estimation and forecasting models, there are various performance indicators. In the following, a brief explanation is given for the indices used in this research. The resultant equations are verified for 30% of the remaining data from the IsoGSM model. Comparison of the standardized residual values, box plot, probability density function, and modeling performance indicators are from the methods...
RESULTS AND DISCUSSION

In this section, attempts are made to show the results of the statistical downscaling of the oxygen-18 isotope concentration according to the steps described in the previous sections.

Step A

In the first step, by first applying the boundary value of 0.5 mm of rainfall per day, the days of the year are divided into two categories of wet and dry. On dry days, due to the absence of precipitation, isotope concentrations cannot be monitored. The abundance of oxygen-18 in precipitation is temporally and spatially variable. Major isotope variations are linked to air temperature changes, especially seasonal variation (creates temporal variations in long-term isotope records). Attitude and continental (distance from the coast) changes cause spatial variation in the isotopic composition of the precipitation. To consider these effects, data are divided into two sets of seasonal and annual ones based on the time and two spatial scenarios according to the geographical location of the large-scale IsoGSM model’s nodes. Regarding the effect of temperature variations on the concentration of the water molecule’s isotopes, the outputs of IsoGSM are classified into four categories based on the seasons. In addition to the seasons categorization, the results of the annual downscaling are also evaluated in this study so that one can be able to state whether Dansgaard rules can be ignored in the region or not through comparing these equations. To consider the effects of geographical changes on the isotope concentration, the large-scale model’s data have been divided into two sets based on the location: first, setting up a database for creating regression models by using the information of Point 1 and Point 3 which are located in the same latitude as the study area (first scenario) and second, creating another database by using the information of all four nodes which are located around the study area (second scenario).

Step B

The IsoGSM large-scale model has 19 outputs as defined in Table 2. One of the most important steps in the statistical
downscaling is to select the dominant variables used in the model. Since the purpose of this study is to achieve statistical downscaling methods of the oxygen-18 isotope concentration based on the meteorological variables, only the meteorologically measurable variables have been selected for correlation analysis among the above model’s outputs. These variables include the precipitation amount, relative humidity, specific humidity, and temperature. The correlation between the predicted variable and predictors has been investigated according to the stepwise regression method.

It is necessary to mention that climate change can impact the type of precipitation and the fraction of convective and stratiform rainfalls (Aggarwal et al. 2016; Tharammal et al. 2017). Based on Aggarwal et al. (2016), this issue can be well investigated using isotopic data. The downscaled data in this study can be used for such purposes which is of high value. In this study, because of limitations in data accessibility, the effect of precipitation type is not investigated.

Table 4 illustrates the steps of the stepwise regression model. In each step, a variable is added to the regression model and correlation (R) and determination (R²) coefficients are estimated as well. The results show that in both scenarios, the combination of three independent variables of precipitation, temperature, and relative humidity meet the highest correlation with the dependent variable (oxygen-18 isotope concentration). The values of VIF and correlation among the selected combination’s variables are listed in Tables 5 and 6 for both scenarios. As can be seen from the results of Table 5, the value of this coefficient in two scenarios is lower than 2.5, therefore, one can ignore the correlation among the independent variables.

### Table 4

| No. | Predictors                        | R     | R²   | Sig  |
|-----|-----------------------------------|-------|------|------|
| (a) Scenario 1                   |       |      |      |
| 1  | RH2 m                             | 0.465 | 0.218| 0.000|
| 2  | RH2 m, TMP2 m                     | 0.468 | 0.219| 0.000|
| 3  | RH2 m, TMP2 m, PRATE              | 0.471 | 0.220| 0.000|
| 4  | RH2 m, TMP2 m, PRATE, SPFH2 m     | 0.449 | 0.201| 0.000|
| 5  | TMP2 m, PRATE, SPFH2 m            | 0.435 | 0.189| 0.068|
| (b) Scenario 2                   |       |      |      |
| 1  | RH2 m                             | 0.429 | 0.184| 0.000|
| 2  | RH2 m, TMP2 m                     | 0.430 | 0.185| 0.000|
| 3  | RH2 m, TMP2 m, PRATE              | 0.431 | 0.185| 0.000|
| 4  | RH2 m, TMP2 m, PRATE, SPFH2 m     | 0.428 | 0.183| 0.000|
| 5  | TMP2 m, PRATE, SPFH2 m            | 0.425 | 0.180| 0.078|

### Table 5

| Scenario | Independent variable | VIF |
|----------|----------------------|-----|
| PO.1 & PO.3 | RH2 m            | 2.33|
|           | TMP2 m            | 1.82|
|           | PRATE             | 1.57|
| PO.1 TO PO.4 | RH2 m         | 2.27|
|           | TMP2 m            | 1.78|
|           | PRATE             | 1.53|

**Step C**

The downscaling results of the oxygen-18 isotope concentration via MLR (Equation (3)), GLM (Equation (6)), and WLSR (Equation (7)) models are given in Table 7 based upon the seasonal and annual classifications in two different spatial scenarios. In all seasons and scenarios, the relative humidity has a negative effect on the concentration of oxygen-18 isotope in precipitation and its increment means the precipitation is depleted from the light isotopes. Apart from in the GLM method, the precipitation amounts possess negative effects on the concentration of oxygen-18 isotope in precipitation. During the autumn and winter seasons, temperature increase has a positive effect on the concentration of isotopes and enriches the precipitation of heavy isotopes.

**Verification of the downscaling regression models’ results**

**Verification of the model results with those of the large-scale IsoGSM model**

As mentioned before, in the data downscaling process of the IsoGCM model, 70% of the studied time data have been
randomly selected in order to train the regression model and the remaining 30% used for the model validation. In this section, we evaluate the regression models introduced in step C for simulating the data of the large-scale IsoGSM model using the appropriate statistical methods.

Investigating the standardized residual values. Figure 3 depicts the standardized residuals in the verification data (30% of the whole data separated by season) for each regression model and spatial scenario. All graphs represent the randomness of the residuals’ pattern. This randomness

Table 6 | Correlation coefficient between variables selected in each scenario of the stepwise regression model

| Correlations |
|---------------|
| PO.1 TO PO.4 | PO.1 & PO.3 |
| T | RH | P | T | RH | P |
| P Pearson correlation 0.034 | 0.433 | 1 | P Pearson correlation 0.029 | 0.408 | 1 |
| Sig. 0.132 | 0 | 0.132 | 0 | 0.132 | 0 |
| N 1,987 | 1,987 | 1,987 | N 3,832 | 3,832 | 3,832 |
| RH Pearson correlation −0.474 | 1 | 0.433 | RH Pearson correlation −0.425 | 1 | 0.408 |
| Sig. 0 | 0 | 0 | Sig. 0 | 0 | 0 |
| N 1,987 | 1,987 | 1,987 | N 3,832 | 3,832 | 3,832 |
| T Pearson correlation 1 | −0.474 | 0.034 | T Pearson correlation 1 | −0.425 | 0.029 |
| Sig. 0.000 | 0.132 | 0 | Sig. 0 | 0.072 | 0.072 |
| N 1,987 | 1,987 | 1,987 | N 3,832 | 3,832 | 3,832 |

Table 7 | Regression coefficient for each scenario at 5% significant level

| Class | Scenario | Methods | β₀ | NRH | NP | NT |
|-------|----------|---------|----|-----|----|----|
| Annual simulation | PO.1 & PO.3 | MLR | 0.00 | −0.435 | −0.036 | 0.028 |
| | | GLM | 0.628 | −0.107 | −0.001 | −0.058 |
| | | WLSR | −0.003 | −0.392 | −0.053 | 0.041 |
| | PO.1 TO PO.4 | MLR | 0.00 | −0.406 | −0.022 | 0.023 |
| | | GLM | 0.576 | −0.095 | −0.009 | −0.028 |
| | | WLSR | −0.005 | −0.299 | −0.053 | 0.155 |
| Winter season | PO.1 & PO.3 | MLR | 0.00 | −0.244 | −0.17 | 0.272 |
| | | GLM | 0.650 | −0.10 | 0.013 | 0.027 |
| | | WLSR | 0.005 | −0.389 | −0.038 | 0.092 |
| | PO.1 TO PO.4 | MLR | 0.00 | −0.275 | −0.127 | 0.244 |
| | | GLM | 0.536 | −0.114 | 0.019 | 0.027 |
| | | WLSR | 0.002 | −0.295 | −0.101 | 0.192 |
| Autumn season | PO.1 & PO.3 | MLR | 0.00 | −0.465 | −0.036 | 0.028 |
| | | GLM | 0.781 | −0.206 | −0.04 | 0.042 |
| | | WLSR | 0.008 | −0.482 | −0.018 | 0.002 |
| | PO.1 TO PO.4 | MLR | 0.00 | −0.412 | −0.053 | 0.041 |
| | | GLM | 0.651 | −0.186 | −0.042 | 0.067 |
| | | WLSR | −0.004 | −0.371 | −0.007 | −0.019 |
| Spring season | PO.1 & PO.3 | MLR | 0.00 | −0.635 | −0.041 | 0.028 |
| | | GLM | 0.583 | −0.117 | 0.026 | −0.018 |
| | | WLSR | −0.043 | −0.293 | −0.151 | 0.085 |
| | PO.1 TO PO.4 | MLR | 0.00 | −0.582 | −0.028 | 0.028 |
| | | GLM | 0.533 | −0.102 | 0.022 | −0.008 |
| | | WLSR | −0.098 | −0.381 | −0.121 | 0.015 |
of the residuals’ pattern, indicates the proper fitting of the linear models to the simulated data of the large-scale IsoGSM model. On the other hand, the standardized residual error around the x-axis is approximately symmetrically distributed. This dispersion in the first spatial scenario (Points 1 and 3) has a more symmetric distribution than the second counterpart.

**Box plot investigation.** The simulated concentration value of the oxygen-18 isotope in winter using different models is plotted in Figure 4 for the first spatial scenario (Points 1 and 3).

Figure 4 shows a sample of variations of models’ results in comparison with the IsoGSM model simulations in winter for the first spatial scenario (Points 1 and 3). As can be observed, the extreme values are not well simulated by all developed models while the simulation of long-term average value of isotopic concentrations is acceptable. This is because of the nature of regression-based models which are commonly weak in extreme values’ simulation. The weakest results belong to the GLM model because the GLM model is not sensitive to extreme value. The performance of MLR and WLSR models are almost the same but better than the GLM.
Figure 5 shows the box plot associated with the simulation results of oxygen-18 isotope concentration in precipitation. It seems that the size of error bars in the MLR approach is very close to the observations’ error. In the MLR model, the average simulated isotope concentration remains relatively stable for both scenarios. The amount of simulated isotope concentration using validation data is not accurately modeled in the second scenario with the help of the MLR model. The WLSR model indicates a reduction in the first and third quartiles rather than the observational data in the large-scale IsoGSM model’s nodes. However, in the first scenario, this method illustrates decrement and increment in the third and first quartiles, respectively. The simulation error by the GLM model relative to the observations is illustrated in this graph as well. In the box plot of this technique, the average simulated isotope concentration for the first scenario is less than the observational one. However, the trend becomes reversed for the second scenario and the average simulated value is higher than the observational one. This method has not been successful even in simulating the training data. Also, the results of Figure 4 clarify that the maximum difference between the simulated and observational oxygen-18 isotope concentration occurs in
the GLM model; whereas, the results via the two models of MLR and WLSR are closer to the observational value in the large-scale IsoGSM.

**Probability density function (pdf) investigation.** The pdf investigation is considered as another test for evaluating the simulation performance of the modeling methods. Figure 6 depicts the pdf associated with each regression method used for downscaling the concentration data of oxygen-18 isotope in precipitation and two spatial scenarios during the winter. The pdf shape in the downscaling methods has a small skewness to the left. However, the pdf of the simulated data by the IsoGSM model shows a tendency to the normal distribution function. Among the three regression methods, the skewness amount in the pdf of the MLR technique is more similar to that of the IsoGSM model. In the first scenario, the GLM model has indicated the worst performance. According to Figures 4 and 5, this method underestimates the oxygen-18 isotope concentration compared to the real values. As shown by pdf forms, none of the methods are able to simulate the limit values in accordance with the observational function of the IsoGSM model. In both scenarios, the GLM and MLR models have been able to partially simulate the minimum limit values.

Table 8 shows the comparison of the data recorded in the large-scale IsoGSM model with the results of three methods applied for simulating the oxygen-18 isotope concentration in precipitation under the two defined scenarios. In the Sig column, there are no significant differences between the groups’ average in the first scenario under the two modeling methods of MLR and WLSR; that is, the isotope modeling behavior is homogeneous relative to the information recorded in the large-scale model. However, the concentration simulation of oxygen-18 isotopes via the GLM model differs from the recorded data of the large-scale one. In the second scenario, only the WLSR method has no significant difference with the data recorded in the large-scale model.

**Investigation of the performance indicators.** Table 9 lists the performance indicator values associated with each regression model in two different spatial scenarios. As illustrated by the results, the two models of WLSR and MLR achieve better performance. These two models have the highest RS performance index for simulating the concentration of oxygen-18 isotopes in precipitation, respectively. The value of $E_{NS}$ index in the regression model of GLM is equal to 0. This value indicates that the GLM model can successfully simulate the values close to the observational time series.

**Validation of the model’s results by means of the local measured data**

As stated before, investigating the long-term changes in the rainfall’s isotope concentrations is a suitable method for assessing the changes in the source of precipitation and occurrence of the climate change in a region. It has been attempted in this section to investigate the behavior of the selective downscaling models in the studied area. At this stage, the concentration of oxygen-18 was first calculated using the equations presented in Table 7 and using the weather data of the region and then compared with the results of the observational data (Table 1). Figure 7 shows the comparison of the regression models’ achievements with the regional observational data in both spatial scenarios. As can be seen from this figure, all annual downscaling models (except the GLM method in the second scenario), estimate the concentration of oxygen-18 isotope to be less than the observational values. Further to this, with the separation of data and time separation, the simulation results seem to be somewhat satisfactory with the help of the seasonal equations. On the other hand, simulation results are closer to the observational values with the help of the first scenario. This means that the information classification according to Dansgaard rules has resulted in better simulation results.

**CONCLUSION**

Using long-term data of the large-scale isotopic models for climate investigation at local and regional levels is the primary challenge in climate studies. On the one hand, the use of information from these models at the local level requires the use of a downscaling process. On the other hand, it is difficult and costly to measure the concentration of isotope molecules in water, and expensive and
Figure 6 | Probability density function of $\delta^{18}$O values: (a) first scenario and (b) second scenario in verification samples of IsoGSM database in JFD.
delicate equipment is required. Also, the dispersion of measuring stations for isotopic concentration of precipitation near meteorological ones is very limited for regional studies. Therefore, the present study attempted to create a regular database from the time series of oxygen-18 isotope concentration at the local scale through downscaling the concentration of the precipitation isotopes which have been simulated in global large-scale models. This study dealt with the development and evaluation of three statistical downscaling models in order to predict the concentration of oxygen-18 isotope in precipitation using a combination of meteorological parameters. Two spatial scenarios have also been defined here to consider the geographical changes on the isotopes’ concentration. In the data downscaling process of the IsoGCM model, 70% of the studied time data have been randomly selected in order to train the regression model and the remaining 30% used for validating the model.

The above methodologies have their limitations. The main limitation of this study is the small sample size of isotopic data which is mostly because of the high cost of these kinds of measurements. Using a bigger sample of isotopic data will definitely improve the study results and outputs’ accuracy. Furthermore, other weather variables such as geopotential height and surface pressure can be taken into account in developing the downscaling model. This is not considered in this study because of limitations in data accessibility.

The results of the three basic statistical downscaling models have been compared with the information of the large-scale isotopic (information used for the validation) one and the observational results in terms of the statistical downscaling ability of oxygen-18 isotope concentration in precipitation of Shiraz, southwest Iran. Comparison of the simulation results with the data via the global and regional large-scale data shows that the first spatial scenario utilizing data from nodes 1 and 3 has better performance than the second scenario which contains the information from four nodes around the study area. The standardized residual

| Table 8 | Paired-samples t-test results in JFD |
|---------|-----------------------------------|
| Scenario | Mean     | Std. error mean | 95% Confidence interval of the difference |
|          |          |                  |        |             |           |
|          |          |                  | Lower | Upper | t   | df | Sig. |
| First scenario | OBS-WLSR | -0.01 | 3.61 | 0.12 | -0.24 | 0.22 | 935 | 0.945 |
|              | OBS-GLM  | -1.33 | 3.384| 0.15 | -1.58 | -1.09 | 937 | 0.000 |
|              | OBS-MLR  | 0.00  | 3.6  | 0.12 | -0.23 | 0.25 | 935 | 1.000 |
| Second scenario | OBS-WLSR | 0.02  | 3.52 | 0.162| -0.30 | 0.34 | 469 | 0.906 |
|                | OBS-GLM  | 5.59  | 3.8  | 0.175| 5.25  | 5.94 | 469 | 0.000 |
|                | OBS-MLR  | 0.58  | 3.41 | 0.157| 0.27  | 0.88 | 469 | 0.000 |

| Table 9 | Statistics of downscaling results on winter season (JFD months) |
|---------|---------------------------------------------------------------|
| Calibration | RSME (%) | Eₙₛ | RS | R² | Validation | RSME | Eₙₛ | RS | R² |
| PO.1 & PO.3 | MLR | 0.02 | 0.22 | 0.47 | 0.22 | 0.05 | 0.18 | 0.47 | 0.23 |
|            | GLM | 0.00 | 0.19 | 0.44 | 0.19 | 0.00 | -0.19 | 0.37 | 0.17 |
|            | WLSR | 0.05 | 0.91 | 0.44 | 0.37 | 0.05 | 0.18 | 0.44 | 0.22 |
| PO.1 TO PO.4 | MLR | 0.01 | 0.18 | 0.43 | 0.21 | 0.02 | 0.22 | 0.43 | 0.22 |
|             | GLM | 0.00 | 0.16 | 0.40 | 0.18 | 0.00 | -0.09 | 0.64 | 0.16 |
|             | WLSR | 0.00 | 0.95 | 1.94 | 0.26 | 0.02 | 0.22 | 0.44 | 0.23 |

It is important to note that the results of the downscaling models should be interpreted with caution due to the limitations of the study.
error around the x-axis in the first spatial scenario (Points 1 and 3) is more symmetric than the second counterpart. This is mainly due to the fact that the two nodes of 1 and 3 have approximate latitudes as wide as the study area. Comparison of the time separation information also shows the effect of season and time variations on the concentration of isotopes. Simulating oxygen-18 isotope concentration using the seasonal equations is more accurate than their annual simulation. Therefore, it can be concluded that the use of the statistical downscaling method in the case of information pre-processing based on their seasonal and spatial changes and the selection of a suitable method is a useful tool for monitoring climate change of a region based on stable oxygen-18 isotope information.

The maximum difference between the simulated and observational oxygen-18 isotope concentration occurs in the GLM model. Whereas, the results via the two models of MLR and WLSR are closer to the observational value in the large-scale IsoGSM model. Furthermore, the MLR and WLSR models have the highest RS performance index for simulating the concentration of oxygen-18 isotopes in precipitation. In contrast to the WLSR and GLM methods, the skewness amount in the pdf of the MLR technique is more similar to that of the IsoGSM model. Also, comparing
the results obtained via the improved statistical simulation models with the observational data and those of the isotopic global large-scale model (information used for the verification), indicates that the WLSR and MLR models have better performance of the three selected statistical methods.

Using the equations presented in this research, one is able to draw the monthly concentration distribution map of oxygen-18 precipitation isotopes in Shiraz using meteorological variables (precipitation, temperature, and humidity) and utilize them for long-term ecological, hydrological, and hydrogeological studies by means of isotope trackers.

A review of technical literature shows that the isotopic concentration is affected by the type of precipitation. For further studies, downscaled isotopic data can be used for the investigation of climate change impacts on the type of rainfall.
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