Analysis of the Optimal Wavelength for Oceanographic Lidar at the Global Scale Based on the Inherent Optical Properties of Water
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Abstract: Understanding the optimal wavelength for detecting the water column profile from a light detection and ranging (lidar) system is important in the design of oceanographic lidar systems. In this research, the optimal wavelength for detecting the water column profile using a lidar system at the global scale was analyzed based on the inherent optical properties of water. In addition, assuming that the lidar system had a premium detection characteristic in its hardware design, the maximum detectable depth using the established optimal wavelength was analyzed and compared with the mixed layer depth measured by Argo data at the global scale. The conclusions drawn are as follows: first, the optimal wavelengths for the lidar system are between the blue and green bands. For the open ocean, the optimal wavelengths are between 420 and 510 nm, and for coastal waters, the optimal wavelengths are between 520 and 580 nm. To obtain the best detection ability using a lidar system, the best configuration is to use a lidar system with multiple bands. In addition, a 490 nm wavelength is recommended when an oceanographic lidar system is used at the global scale with a single wavelength. Second, for the recommended 490 nm band, a lidar system with the 4 attenuating length detection ability can penetrate the mixed layer for 80% of global waters.
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1. Introduction

Vertical profiles of oceanic water data, such as chlorophyll profiles and temperature and salinity profiles, which determine the upper mixed layer depth, play important roles in understanding oceanic physical–biogeochemical processes, ocean–atmosphere interactions, and ocean primary production [1–3]. Various platforms have been used to obtain vertical profiles, including buoys, subsurface buoys, Argo, Bio-Argo, and autonomous climbing systems that use ropes, gliders, AUVs, etc. These platforms can only be used to obtain data from a small region. Therefore, to achieve global coverage, many platforms would need to be deployed which would be costly. Traditional passive remote sensing can obtain a global overview, but only of surface information or weighted integral information at a limited depth. Light detection and ranging (lidar) systems are the only systems that have the ability to obtain depth-resolved profile information. In addition, these systems can be deployed from airborne or space-borne platforms and can provide an additional fast and non-expensive survey of vast areas of ocean.
Up to now, an oceanographic lidar system designed to detect water column profile data has not been deployed in space. The existing oceanographic lidar systems are mainly shipborne and airborne [4,5]. Recent research results indicate that lidar could provide information on underwater target detection and identification, bathymetry, laser-induced fluorescence, surface roughness, profile beam attenuation, profile diffuse attenuation, profile absorption, volume scattering at the scattering angle of 180-degrees, total backscattering, and the backscattering ratio [4,6,7]. Additionally, lidar can be used to infer the relative vertical distributions of fish, plankton, bubbles, and other scattering particles. Using scattering as a tracer, lidar can also provide information on the dynamics of the upper ocean, including the mixed layer depth, internal wave action, and turbulence [6]. In addition, it can also be used to supplement passive ocean color satellite data to obtain night ocean color data [8]. Therefore, space-borne oceanographic lidar used to detect water column profile characteristics at the global scale is given prominent attention [9–12].

However, the greatest challenge for an oceanographic lidar system is the limit to the detectable depth which is due to the strong attenuating characteristics of the water column. The detectable depth obtained by a lidar system is determined by both the optical properties of the water column and the design parameters of the lidar hardware. Bogucki and Spiers [13] used passive ocean color satellite data and current lidar hardware characteristics to illustrate the detection capabilities of these systems. However, they only discuss the detection capabilities of the mature laser at 532 nm. The 532 nm band is most suitable for coastal waters [6]; however, the majority of the global oceans consist of clear open ocean waters, and perhaps the 532 nm band is not the optimal wavelength for detecting the characteristics of the water column profile. This discrepancy is mainly due to the different types of water having different active optical components. Using the optimal wavelength for a specific type of water will remarkably enhance the detectable depth [14].

To acquire the most ideal detection capabilities, an optimal lidar hardware system with a high detection ability is needed; however, the light source of the lidar must match the transmitting windows of the water. Therefore, to design an oceanographic lidar for global detection, we must know the optimal wavelength based on the optical properties of different types of water. Up to now, neither the laser wavelength that is optimal for detecting the characteristics of the water column profile at the global scale nor the maximum detectable depth has been determined from the optimal laser wavelength.

This paper analyzed the optimal wavelength for detecting the characteristics of the water column profile for oceanographic lidar based on the inherent optical properties of water, assuming that the lidar hardware system had a fixed detection capability. After establishing the optimal wavelength, we discuss its depth of detection and its relationship with the upper mixed layer depth at the global scale. It is anticipated that the research results will guide designs of oceanographic lidar systems.

2. Data and Methods

2.1. Data

Data used in this research mainly includes two datasets: ocean color satellite data from MODerate Imaging Spectroradiometer (MODIS) [15] and data from Argo buoys which can be downloaded from the website [16]. For the MODIS dataset, which was mainly used to retrieve several specific parameters to obtain the optimal global scale wavelength using conversion algorithms (discussed below), the level 3 binned global data were used. In addition, the temperature and salinity of the Argo data were used to obtain the upper mixed layer depth at the global scale.

2.2. Definition of the Optimal Wavelength and the Detectable Depth

Some basic information is presented here before defining the optimal wavelength and the detectable depth as follows.

Based on the analysis of lidar received signals from current research results [6,13,17], the attenuation coefficient for lidar in water ($K_{\text{lidar}}$) is the diffuse attenuating coefficient ($K_d$) or the
collimated attenuation coefficient (c), depending on the field of view and the detection height. The detection capability of lidar hardware is often evaluated on the number of attenuating lengths (ALs) achieved. The AL is defined in Equation (1); one AL is equivalent to the K\text{lidar} value multiplied by the geometry depth which equals to 1. Therefore, the detection capability of a lidar system is N × AL (N represents a number) which indicates that the maximum geometry depth that can be detected is N/K_{\text{lidar}} as shown in Equation (2):

\[
K_{\text{lidar}} \times Z = 1
\]

\[
Z_{\text{max}} = N/K_{\text{lidar}}
\]

Because we were mainly concerned with the influence of the optical properties of water on the detection ability of a lidar system, we assumed a fixed AL detection ability for the lidar system. According to reports from commercial bathymetric lidar, a maximum 4 AL can return a receivable signal [18,19]; therefore, a 4 AL detection ability for lidar systems was assumed in this research. In addition, the maximum depth of detection for lidar systems can be expressed as 4/K_{\text{lidar}}.

In addition, the K_{\text{lidar}} value is a physical quantity that ranges from K_d to c, and for K_d and c, the value of K_d is lower than the value of c. Therefore, to explore the maximum detection ability, we let K_{\text{lidar}} equal K_d to analyze the detectable depth and the optimal wavelength. Therefore, the wavelength corresponding to the minimum value of spectral K_d (K_{d_{\text{min}}}), as shown in Figure 1, can be used to represent the optimal wavelength for an oceanographical lidar system. It is noted that spectral K_d in Figure 1 is only used as an illustration; it was measured in the coastal waters of the Yellow Sea in July 2018 under the support of the National Natural Science Foundation of China. After establishing the optimal wavelength, we can further use the value of K_d at the optimal wavelength to analyze the detectable depth of the lidar system. Therefore, the optimal wavelength (\lambda_{\text{opt}}) and the maximum detectable depth (Z_{\text{max}}) for a lidar system with a 4 AL detection ability can be defined using Equations (3) and (4) as follows:

\[
K_d(\lambda_{\text{opt}}) = K_{d_{\text{min}}}(\lambda)
\]

\[
Z_{\text{max4}} = 4/K_d(\lambda_{\text{opt}})
\]

**Figure 1.** Definition of the optimal wavelength.

In addition, in this research, the influence of the inelastic scattering, for instance, Raman scattering and fluorescence, and the polarization on the detection ability of an oceanographical lidar was omitted, because, for the impact of inelastic scattering, the attenuation in one specified band was included in the retrieved K_d using a passive ocean color remote sensing technique as stated below, which was validated by extensive in situ measurements. As for the impact of polarization, it depends on the real design of the lidar hardware system. In this paper, the focus was on the maximum detection depth
and premium detection wavelength; as for the detected parameter, it also depended on the real design of the lidar system and was beyond the scope of this research.

2.3. Method to Retrieve the Hyper-Spectral $K_d$ at the Global Scale

To obtain the value of spectral $K_d$ at the global scale, traditional passive multi-bands ocean color satellite MODIS data were used. The detailed flowchart for using MODIS data is shown in Figure 2. First, daily chlorophyll a (Chla), the absorption coefficient of detritus, and the colored dissolved organic matter at 443 nm ($a_{dG}(443)$) and the backscattering coefficient at 555 nm ($b_p(555)$) were retrieved from the daily remote sensing reflectance data from MODIS based on the color index algorithm (CIA) and the quasi-analytical algorithm (QAA), respectively [20,21]. Then, a simple averaging merging algorithm was used to obtain ten years of climatological monthly averaged data for Chla, $a_{dG}(443)$ and $b_p(555)$. The spectral dependence values $a_{ph}$, $a_{dG}$, and $b_p$ from Lee et al. [22], Morel and Maritorena [23], Chen and Zhang [24] were used, respectively. The total absorption coefficient ($a$) was the sum of the absorption coefficient of pure water ($a_w$), $a_{ph}$ and $a_{dG}$; and the total backscattering coefficient ($b_p$) was the sum of the backscattering coefficient of pure water ($b_{bw}$) and $b_p$. Once the spectral $a$ and $b_p$ were obtained, a semi-analytical method shown in Equation (5) and developed by Lee et al. [25] for deriving the spectral diffuse attenuation coefficient ($K_d$) was used. Ultimately, the climatological monthly averaged data for the spectral diffuse attenuation coefficient ($K_d$) was obtained and the $\lambda_{opt}$ and $Z_{max4}$ values were established at the global scale according to Equations (3) and (4).

$$K_d(\lambda) = (1 + 0.0050a(\lambda)) + (1 - 0.265 \times \frac{b_{bw}(\lambda)}{b_p(\lambda)}) \times 4.259 \times (1 - 0.52e^{-10.8a(\lambda)})b_p(\lambda)$$

where $\theta_a$ represents the solar zenith angle.

![Figure 2. Flowchart for retrieving spectral $K_d$ using MODerate Imaging Spectroradiometer (MODIS) data.](image)

3. Results

3.1. Distribution of the Optimal Wavelength at the Global Scale

Figure 3 shows the wavelength distribution at which the value of $K_d$ is a minimum. For convenience, the wavelength is represented by its color (meaning the blue band is denoted by a blue color and the green band is denoted by a green color). The optimal wavelengths corresponding to a minimum $K_d$ value range from the blue to the green bands. The optimal wavelengths for the open ocean range from 420 to 510 nm and from 520 to 580 nm for coastal waters. To further illustrate the optimal wavelength in different regions, the frequency distribution of the optimal wavelengths is shown in Figure 4. As shown, the optimal wavelengths are approximately 430, 469, 481, 490, 499, 541, 559, and 571 nm, respectively. For 32.8% of the global oceans, the optimal wavelength is 490 nm. In addition, the optimal wavelengths ranged from 460 to 510 nm regions for 80% of the global oceans.
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Figure 3. Spatial distribution of the optimal wavelengths at the global scale.

Figure 4. Frequency distribution of the wavelength corresponding to a minimum value of $K_d$.

3.2. Distribution of the Maximum Detectable Depth of Lidar at the Global Scale and its Relationship with the Upper Mixed Layer Depth

Because the ultimate objective of using lidar is to detect the vertical structure of the water column, the detectable depth and whether lidar can penetrate the upper mixed layer to obtain information, such as depth, are primary concerns. In this section, we further analyze the detectable depth using the optimal wavelength 490 nm. The maximum detectable depth should be estimated from the corresponding optimal wavelength for different regions, but not all of the wavelengths established in Section 3.1 can be determined for the current lidar system. Here, we used the 490 nm wavelength which is suitable for most of the oceans as a proxy to discuss the relationship between the detectable depth of oceanographic lidar and the upper mixed layer depth which is established by the Argo data [26].

Figure 5a shows the distribution of the maximum detectable depth using 490 nm. In oligotrophic oceanic waters, the detectable depth can reach up to 110–150 m; in usual oceanic waters, it can reach up to 60–100 m; and in eutrophic coastal waters, the detectable depth is less than 50 m. The frequency and cumulative frequency distributions of the detectable depth shown in Figure 5 show that, for 95% of the global waters, the detectable depth is greater than 40 m, and for 60% of the global waters, the detectable depth is greater than 80 m. Figure 5b shows the distribution of the mixed layer depth at the global scale. In addition, Figure 5c shows the difference between the maximum detection depth and the MLD. For most of the global ocean, 490 nm lidar can penetrate the upper mixed layer and detect the region below it, especially in mid-latitude regions. The regions in which lidar cannot penetrate are mainly located at high latitudes where there is strong vertical mixing. In addition, Figure 5d shows that the lidar system with a 490 nm wavelength can obtain water profile information under the upper mixed layer for 80% of global waters. It is noted that there are 623,520 points for the data from satellite at the global scale, but for data from Argo, there only 95,417 points.
wavelength is better than using the 455 and 532 nm wavelengths. The statistical results shown in Figure 6a show that, for most of the ocean, the difference is positive except for the regions in high latitudes. Similarly, Figure 6b shows that, for most of the ocean, the difference is positive except for in several small regions located in coastal waters. Therefore, we conclude that using 490 nm as the detection wavelength is better than using the 455 and 532 nm wavelengths. The statistical results shown in Figure 6c,d further illustrate that, compared with the 532 nm wavelength, using the 455 nm wavelength improves the detectable depth for 75% of the global oceans and the average improvement in this depth is approximately 20 m. In addition, using 490 nm as the detection wavelength improved the detection depth for 90% of the global oceans, with an average improvement of approximately 30 m. The above analysis further illustrates that 490 nm is the optimal wavelength for oceanographic lidar. This section describes the differences in the detection ability at different bands, with the assumption of an oceanographic lidar system with a single wavelength. If possible, the best configuration for oceanographic lidar is one in which a laser with multiple wavelengths and the ability to switch wavelengths is used as described in Section 3.1.

4. Discussion

In the section above, the optimal wavelength, the maximum detectable depth, and the relationship between the maximum detectable depth and the upper mixed layer depth are determined based on the assumption that the lidar system has a fixed detection ability of 4 AL. However, not only are several optimal wavelengths difficult to determine for current lidar systems but also current lidar systems cannot always detect 4 AL, especially when they are spaceborne because of the large attenuation created by long distances and the effect of the atmosphere.

In this section, we further discuss the factors that influence the detection ability, including the band difference, and the detection ability at different ALs, respectively.

4.1. Comparison of the Performances of Oceanographic Lidar Systems with Different Wavelengths

To discuss the influence of different wavelengths on the detection ability, three typical wavelengths that can be currently determined were selected: 490 nm (the optimal wavelength for the majority of the ocean), 455 nm (developing laser), and 532 nm (mature laser).

Figure 6a,b show the differences in the detectable depth between 455 and 532 nm and 490 and 532 nm, respectively. The detectable depth was estimated based on the same assumption that the laser detection system could have a detection ability of 4 AL. The warm color (red) represents the positive values (the detectable depth at 455 nm is greater than that at 532 nm) and vice versa. Figure 6a shows that, for most of the ocean, the difference is positive except for the regions in high latitudes. This illustrates that using the 455 nm as the detection wavelength is preferable to using the 532 nm. Similarly, Figure 6b shows that, for most of the ocean, the difference is positive except for in several small regions located in coastal waters. Therefore, we conclude that using 490 nm as the detection wavelength is better than using the 455 and 532 nm wavelengths. The statistical results shown in Figure 6c,d further illustrate that, compared with the 532 nm wavelength, using the 455 nm wavelength improves the detectable depth for 75% of the global oceans and the average improvement in this depth is approximately 20 m. In addition, using 490 nm as the detection wavelength improved the detection depth for 90% of the global oceans, with an average improvement of approximately 30 m. The above analysis further illustrates that 490 nm is the optimal wavelength for oceanographic lidar. This section describes the differences in the detection ability at different bands, with the assumption of an oceanographic lidar system with a single wavelength. If possible, the best configuration for oceanographic lidar is one in which a laser with multiple wavelengths and the ability to switch wavelengths is used as described in Section 3.1.
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Figure 6. Global distribution of the maximum detection depth difference (a, b) and the frequency and cumulative frequency distributions of the differences (c,d) following the assumption that the optimal detection for lidar is 4 AL between 455 and 532 nm (a,c) and 490 and 532 nm (b,d), respectively.

4.2. Impact of Different Detection Ability of Lidar System on Detection Performance

The analyses of the maximum detectable depth in this research were all based on the assumption that the lidar system had a detection ability of 4 AL. In this section, the influence of the detection ability under different AL is discussed. Figures 5c and 7 show the difference in the detectable depths under a 4, 3, and 2 AL detection ability using the optimal wavelength of 490 nm. For a wavelength of 490 nm, the detection ability decreased significantly as the detectable depth decreases, but the lidar could still penetrate the upper mixed layer for most of the global oceans, especially in the middle and low latitudes. Therefore, the degradation of the detection ability for lidar systems has a weak influence on the profile detection of water columns and the detection in the upper mixed layer at the global scale.

Figure 7. Comparison of detection performance at different detection abilities of a lidar system under 3 AL (a) and 2 AL (b).
5. Conclusions

In this research, the optimal wavelength for detecting global-scale characteristics of the water column profile using a lidar system was determined based on the inherent optical properties of water. In addition, assuming that the lidar system has optimal detection characteristics in its hardware design, the maximum detectable depth using the established optimal wavelength was analyzed and compared with the mixed layer depth measured by Argo data at the global scale. In addition, the factors that influence the detection capabilities at different ALs, including band difference, and detection ability were also discussed. The conclusions are as follows:

(a) The optimal wavelengths for oceanographic lidar systems are those between the blue and green bands. For the open ocean, the optimal wavelengths are between 420 and 510 nm, and for coastal waters, the optimal wavelengths are between 520 and 580 nm. A lidar system with multiple bands is the best configuration for obtaining the best detection at the global scale. In addition, if an oceanographic lidar system with a single band is used at the global scale, a 490 nm wavelength is recommended.

(b) Using the 490 nm band, a lidar system with four attenuating length detection methods can penetrate the mixed layer of over 80% of global waters.

In addition, the maximum detectable depth at the global scale analyzed above was measured by passive ocean color satellites. The data obtained from passive ocean color sensors is the weighted integral signal from the first attenuating depth [27] and the values are approximately equal to those of the surface waters. However, if the vertical profile distribution (VPD) is inhomogeneous, the detection ability of an oceanographic lidar system will be affected. The results of this research are based on the assumption of vertically homogeneous values for \( a \) and \( b_0 \); however, the values of \( a \) and \( b_0 \) and \( K_4 \) are depth-inhomogeneous and will influence the actual detection ability of the lidar system. Generally, for open oceans, the variability in the optical properties is mainly dominated by phytoplankton and their appendants [28,29]. The vertical profile of phytoplankton varies among regions and within the same region, and large changes can be observed at different time scales [30]. We also performed this analysis using global Bio-Argo data (not shown here). Therefore, a further analysis of the impact of a vertically inhomogeneous profile on the detection ability of oceanographic lidar systems will be conducted in the future as well as the inelastic scattering, polarization, and atmosphere for the future space-borne oceanographic lidar.
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