THE NORM OF TIME-FREQUENCY LOCALIZATION OPERATORS
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Abstract. Time-frequency localization operators (with Gaussian window) \( L_F : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \), where \( F \) is a weight in \( \mathbb{R}^{2d} \), were introduced in signal processing by I. Daubechies in 1988, inaugurating a new, geometric, phase-space perspective. Sharp upper bounds for the norm (and the singular values) of such operators turn out to be a challenging issue with deep applications in signal recovery, quantum physics and the study of uncertainty principles.

In this note we provide optimal upper bounds for the operator norm \( \| L_F \|_{L^2 \to L^2} \), assuming \( F \in L^p(\mathbb{R}^{2d}) \), \( 1 < p < \infty \) or \( F \in L^p(\mathbb{R}^{2d}) \cap L^\infty(\mathbb{R}^{2d}) \), \( 1 \leq p < \infty \). It turns out that two regimes arise, depending on whether the quantity \( \| F \|_{L^p} / \| F \|_{L^\infty} \) is less or greater than a certain critical value. In the first regime the extremal weights \( F \), for which equality occurs in the estimates, are certain Gaussians, whereas in the second regime they are proved to be truncated Gaussians, degenerating in a multiple of a characteristic function of a ball for \( p = 1 \). This phase transition through truncated Gaussians appears to be a new phenomenon in time-frequency concentration problems.

1. Introduction and discussion of the results

The uncertainty principle is an ubiquitous theme in mathematics and still represents an endless source of challenging and inspirational problems. The literature in this connection is enormous. Here we only recall, for a deep introduction to the topic, the classical contributions [16, 23, 26] and the recent account [52]. The principle states, roughly speaking, that a function and its Fourier transform cannot both be too concentrated, or even that a time-frequency distribution cannot be too concentrated in the time-frequency space. To better develop the latter point of view, we recall the definition of the time-frequency distribution known as short-time, or windowed, Fourier transform in harmonic analysis and signal processing [21, 29, 44, 45], and coherent state transform in mathematical physics [40].

Let \( \varphi \) be the “Gaussian window”

\[
\varphi(x) = 2^{d/4} e^{-\pi |x|^2}, \quad x \in \mathbb{R}^d,
\]
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normalized in such way that $\|\varphi\|_{L^2} = 1$. The short-time Fourier transform with Gaussian window of a function $f \in L^2(\mathbb{R}^d)$, is defined as

$$Vf(x, \omega) = \int_{\mathbb{R}^d} e^{-2\pi i y \cdot \omega} f(y) \varphi(x - y) dy, \quad x, \omega \in \mathbb{R}^d.$$ 

It turns out that $V : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^{2d})$ is an isometry, so that the function $|Vf(x, \omega)|^2$ can be interpreted as the time-frequency energy density of $f$. Consequently, the integral $\int_\Omega |Vf(x, \omega)|^2 dx d\omega$, over a measurable subset $\Omega \subset \mathbb{R}^{2d}$, will be the fraction of its energy trapped in $\Omega$ (see e.g. [1, 5, 6, 25, 46, 47, 50]). Sharp upper bounds for this quantity were recently proved in [47]; the relevant estimate, that we state here in dimension $d = 1$ for simplicity, reads

$$\int_\Omega |Vf(x, \omega)|^2 dx d\omega \leq (1 - e^{-|\Omega|}) \|f\|_{L^2}^2,$$

(see Theorem 3.1 below for the complete statement), where $|\Omega|$ stands for the measure of $\Omega$, that here is supposed finite. Since the constant on the right-hand side is strictly less than one, this result can be regarded as a manifestation of the uncertainty principle. Upper bounds in the same spirit, for certain Cantor-type rotationally invariant subsets $\Omega \subset \mathbb{R}^2$ have recently been obtained in [3, 32, 33, 34] in connection with the fractal uncertainty principle. We also address to [11, 22, 28, 30, 48] for other forms of the uncertainty principle involving the short-time Fourier transform.

While the localization in the time-frequency plane by means of the characteristic function of a subset $\Omega$, as in (1.2), is quite natural, following a practice dating back at least to [16] and fully promoted in [17], one can similarly localize using other weight functions $F(x, \omega) \geq 0$ (satisfying possibly other constraints such as $F(x, \omega) \leq 1$, to avoid an amplification) and ask for similar estimates for the weighted energy

$$\langle L_F f, f \rangle = \int_{\mathbb{R}^{2d}} F(x, \omega) |Vf(x, \omega)|^2 dx d\omega.$$ 

Here we introduced the so-called time-frequency localization operator $L_F$ associated with the weight $F$, defined as

(1.3) $L_F = V^* F V$,

or weakly as $\langle L_F f, g \rangle_{L^2(\mathbb{R}^d)} = \langle F, Vf \overline{Vg} \rangle_{L^2(\mathbb{R}^{2d})}$. One can easily see that $L_F$ is indeed a bounded operator in $L^2(\mathbb{R}^d)$ for, e.g., any complex valued $F \in L^p(\mathbb{R}^{2d})$, $1 \leq p \leq \infty$ (see e.g. [53]). This class of operators were introduced by I. Daubechies [17] as a joint time-frequency version of the celebrated Landau-Pollack-Slepian operator [36, 37, 51] from signal theory, and by F. A. Berezin [5], motivated by the quantization problem in quantum mechanics. Since then, they have been object of intensive studies, especially regarding boundedness, compactness, Schatten properties and asymptotics of the eigenvalues, even for more general weights and function spaces; see the classical references [9, 13, 19, 53], the more recent contributions [2, 4, 7, 11, 13, 24, 42, 43] and the references therein.
In this note we confine ourselves to the basic case of weights in Lebesgue spaces, but on the other hand we compute exactly the quantity
\[
\sup_{\|F\|_{L^\infty} \leq A, \|F\|_{L^p} \leq B} \|L_F\|_{L^2 \to L^2},
\]
as a function of \(A, B\), where \(1 \leq p < \infty\), and \(A, B > 0\). If \(p > 1\) we also consider the case \(A = +\infty\), i.e. we do not impose the \(L^\infty\) constraint (if \(B = +\infty\) the above supremum is trivially equal to \(A\), since \(L_F\) is the identity operator when \(F \equiv 1\)).

For simplicity, we state the bound in dimension \(d = 1\) and we address the reader to Section 4 for the extension to the multidimensional case.

**Theorem 1.1.** Let \(1 \leq p < \infty\), \(0 < A \leq +\infty\), \(0 < B < +\infty\); if \(p = 1\) we require \(A < +\infty\).

(a) If \((B/A)^p \leq (p-1)/p\) (in particular if \(p > 1\) and \(A = +\infty\)) we have
\[
\sup_{\|F\|_{L^\infty} \leq A, \|F\|_{L^p} \leq B} \|L_F\|_{L^2 \to L^2} = \left(\frac{p-1}{p}\right)^{(p-1)/p} B,
\]
and the supremum is attained at \(F\) if and only if
\[
F(z) = ce^{-\frac{1}{p-1}|z-z_0|^2}, \quad z \in \mathbb{R}^2
\]
for some \(c \in \mathbb{C} \setminus \{0\}\) with \(|c| = ((p-1)/p)^{-1/p} B\), and \(z_0 \in \mathbb{R}^2\).

(b) If \((B/A)^p \geq (p-1)/p\) we have
\[
\sup_{\|F\|_{L^\infty} \leq A, \|F\|_{L^p} \leq B} \|L_F\|_{L^2 \to L^2} = A \left(1 - \frac{1}{p} e^{-(B/A)^p + (p-1)/p}\right).
\]
If \(p > 1\) the supremum in (1.6) is attained at \(F\) if and only if
\[
F(z) = c \min\{Ce^{-\frac{1}{p-1}|z-z_0|^2}, 1\}, \quad z \in \mathbb{R}^2
\]
where \(C = e^{(B/A)^p/(p-1)-1/p}\), for some \(c \in \mathbb{C} \setminus \{0\}\), with \(|c| = A\), and \(z_0 \in \mathbb{R}^2\).

If \(p = 1\) the supremum in (1.6) if attained at \(F\) if and only if \(F = c \chi_B\) for some \(c \in \mathbb{C} \setminus \{0\}\), \(|c| = A\), where \(B \subset \mathbb{R}^2\) is a ball of measure \(|B| = B/A\).

In the above cases where the supremum in attained at some \(F \neq 0\), we have
\[
\|L_F\|_{L^2 \to L^2} = |\langle L_F f, g \rangle| \text{ for some } f, g \in L^2(\mathbb{R}), \|f\|_{L^2} = \|g\|_{L^2} = 1, \text{ if and only if for some } c, c' \in \mathbb{C}, |c| = |c'| = 1 \text{ and some } (x_0, \omega_0) \in \mathbb{R}^2 \text{ we have}
\]
\[
f(x) = c' g(x) = ce^{2\pi i x \omega_0} \varphi(x - x_0), \quad x \in \mathbb{R},
\]
where \(\varphi\) is the Gaussian in (1.1) (with \(d = 1\)).

The above result has some nontrivial immediate consequences.
Corollary 1.2.

(a) Let \( 1 < p < \infty \). For every \( F \in L^p(\mathbb{R}^2) \) we have

\[
\| L_F \|_{L^2 \rightarrow L^2} \leq \left( \frac{p - 1}{p} \right)^{(p-1)/p} \| F \|_{L^p},
\]

and the equality occurs if and only if \( F \) has the form in (1.3) for some \( c \in \mathbb{C}, z_0 \in \mathbb{R}^2 \).

(b) Let \( 1 \leq p < \infty \). For every \( F \in L^\infty(\mathbb{R}^2) \cap L^p(\mathbb{R}^2) \setminus \{0\} \), satisfying \((\| F \|_{L^p}/\| F \|_{L^\infty})^p \geq (p - 1)/p\), we have

\[
\| L_F \|_{L^2 \rightarrow L^2} \leq \| F \|_{L^\infty} \left( 1 - \frac{1}{p} e^{-\left(\| F \|_{L^p}/\| F \|_{L^\infty}\right)^p + (p-1)/p} \right).
\]

If \( p > 1 \) the equality occurs in (1.10) if and only if \( F \) has the form in (1.7) for some \( c \in \mathbb{C} \setminus \{0\}, C \geq 1, z_0 \in \mathbb{R}^2 \).

If \( p = 1 \) the equality occurs in (1.10) if and only if \( F = c \chi_B \) for some \( c \in \mathbb{C} \setminus \{0\}, \) where \( B \subset \mathbb{R}^2 \) is a ball.

In the above cases of equality, if \( F \neq 0 \), we have \( \| L_F \|_{L^2 \rightarrow L^2} = |\langle L_F f, g \rangle| \) for some \( f, g \in L^2(\mathbb{R}), \| f \|_{L^2} = \| g \|_{L^2} = 1 \), if and only if for some \( c, c' \in \mathbb{C}, |c| = |c'| = 1 \) and some \((x_0, \omega_0) \in \mathbb{R}^2, (1.8) \) holds true.

Some remarks are in order. The estimate (1.9) already appeared in [10, Lemma 4], and is easily seen to be equivalent, by duality, to Lieb’s uncertainty inequality for the short-time Fourier transform (with Gaussian window) [38] (see also [13, 39]), which in dimension \( d = 1 \) reads as follows: for \( 2 \leq p < \infty \),

\[
\| \mathcal{V} f \|_{L^p(\mathbb{R}^2)} \leq (2/p)^{1/p} \| f \|_{L^2(\mathbb{R})}.
\]

However, our proof does not rely on (1.11) and therefore provides an alternative indirect proof of (1.10) (we address to [38] for applications of this estimate in quantum physics).

If \( p = 1 \), (1.10) reduces to the estimate

\[
\| L_F \|_{L^2 \rightarrow L^2} \leq \| F \|_{L^\infty} \left( 1 - e^{-\| F \|_{L^1}/\| F \|_{L^\infty}} \right),
\]

which was already proved in [27] under the additional assumption that \( F \) is real valued (so that \( L_F \) is self-adjoint) and spherically symmetric, exploiting the fact that in that case \( L_F \) diagonalizes in the Hermite bases. Also, when \( F \) is the characteristic function of a measurable subset \( \Omega \) of finite measure the latter estimate reduces to (1.2).

The appearance in (1.7) of truncated Gaussians, as extremal functions of a time-frequency concentration problem, seems an unprecedented fact in the literature, as far as we know. Also, the presence of two regimes according to a critical value for \( \| F \|_{L^p}/\| F \|_{L^\infty} \) arises naturally in the variational perspective of Theorem 1.1. Indeed, by a slicing argument and using the concentration estimates (1.1) on the superlevel sets of \( |F| \), we are led to an
optimization problem for the distribution function $u(t)$ of $|F|$, which will be solved first, in Section 2. The condition $(B/A)^p \geq (p-1)/p$ in Theorem 2.1 (b) then corresponds to the case when the optimal $u$ is strictly positive in $(0, A)$. Incidentally, this pattern seems to go to the very heart of the problem and is flexible enough to encompass more general function spaces, where the norm $\|F\|_{L^p}$ is replaced by $\int_{\mathbb{R}^2} G(|F(x, \omega)|) \, dx \, d\omega$, $G$ being a nonnegative convex function satisfying some natural conditions. Here we chose to confine ourselves to the basic case of $L^p$ spaces for the sake of concreteness.

We notice that the above estimates could be rephrased as uncertainty principles. As an illustration, suppose that for some $\varepsilon \in (0, 1)$, $f \in L^2(\mathbb{R}) \setminus \{0\}$ and $F \in L^\infty(\mathbb{R}^2)$, with $0 \leq F \leq 1$, we have

$$\int_{\mathbb{R}^2} F(x, \omega) |Vf(x, \omega)|^2 \, dx \, d\omega \geq (1 - \varepsilon) \|f\|^2_{L^2}.$$  

Then it follows from (1.12) that $\|F\|_{L^1} \geq \log(1/\varepsilon)$, which generalizes [47, Theorem 1.2], where the case $F = \chi_\Omega$ was considered.

We also observe that we could regard the above results as optimal bounds for the norm of Toeplitz operators in the Bargmann-Fock space of entire functions [54], the “translation” between the two frameworks being standard (cf. [27]). Also, this general scheme should give sharp bounds for the weighted $L^q$ integral $\int_{\mathbb{R}^2} F(x, \omega) |Vf(x, \omega)|^q \, dx \, d\omega$, $2 \leq q < \infty$. Interestingly, similar results should hold for wavelet localization operators [19, 20], the estimate analogous to (1.2) being recently proved in [49]; see also [12, 35, 41] for other deep applications of this circle of ideas in the hyperbolic setting. We will investigate these issues in a sequel, in preparation.

2. A PRELIMINARY VARIATIONAL PROBLEM

In this section we address a variational problem which arises naturally in the study of the norm of localization operators.

Let $1 \leq p < \infty$, $0 < A \leq +\infty$ and $0 < B < +\infty$ be fixed. If $p = 1$, we require that $A < +\infty$.

Consider the maximization problem

(2.1) \[ \sup_{u \in C} I(u) \]

where $C = C_{A,B}$ denotes the set of decreasing functions $u : (0, A) \to [0, +\infty)$, satisfying the constraint

(2.2) \[ p \int_0^A t^{p-1} u(t) \, dt \leq B^p. \]
The functional $I(u)$ is defined as
\begin{equation}
I(u) := \int_0^A \left(1 - e^{-u(t)}\right) dt.
\end{equation}

**Theorem 2.1.** There exists a $u \in \mathcal{C}$ which attains the supremum in (2.1).
Moreover, the maximizing function is unique, and is given by
\[ u(t) = \max\{-\log(\lambda t^{p-1}), 0\} \quad t \in (0, A), \]
where $\lambda > 0$ is a constant that depends on $p$, $A$ and $B$. Moreover, for this $u$, there is equality in the constraint (2.2).

We first show the existence of an extremal function.

**Proposition 2.2.** The supremum in (2.1) is attained by at least one function $u \in \mathcal{C}$. Moreover, every extremal function $u$ achieves equality in the constraint (2.2).

**Proof.** First of all we observe that, for every $u \in \mathcal{C}$ and every $t \in (0, A)$,
\[ t^p u(t) \leq p \int_0^t \tau^{p-1} u(\tau) d\tau \leq B^p, \]
so that
\begin{equation}
(2.4) \quad u(t) \leq \frac{B^p}{t^p} \quad \forall t \in (0, A), \quad \forall u \in \mathcal{C}
\end{equation}
(when $p > 1$ and $A = +\infty$ this implies that $I(u) < \infty$ for every $u \in \mathcal{C}$, while the finiteness of $I(u)$ is trivial when $A < +\infty$, regardless of $p$).

Now let $u_n \in \mathcal{C}$ be a maximizing sequence for problem (2.1). Then, by the previous bound, $u_n(t) \leq B^p/t^p$ for every $n$ and $t > 0$. By Helly’s selection theorem we can extract a subsequence, still denoted by $u_n$ in the following, pointwise converging on to a decreasing function $u : (0, A) \to [0, +\infty)$. Now, by the Fatou lemma, we have
\[ \lim_{n \to \infty} I(u_n) = I(u), \]
which gives the first part of the statement.

Suppose now that the supremum in (2.1) is attained at $u \in \mathcal{C}$. If (2.2) holds with the strict inequality then, for some $\sigma > 1$, the function $\sigma u$ still verifies (2.2), whereas $I(\sigma u) > I(u)$, because $u$ is not 0 a.e. (recall $B > 0$), and the function $1 - e^{-s}$ in (2.3) is strictly increasing. This contradicts that $u$ is an extremal function. \qed
We now show that we can remove the monotonicity assumption in the definition of the class $C$, while retaining the same extremal functions for the corresponding maximization problem.

Namely, let $C' = C'_{A,B}$ be the set of measurable functions $u : (0, A) \to [0, +\infty)$, satisfying the constraint (2.2), and consider the maximization problem

$$\sup_{u \in C'} I(u).$$

Proposition 2.3. We have

$$\sup_{u \in C} I(u) = \sup_{u \in C'} I(u).$$

As a consequence, if the supremum on the left-hand side is attained at some $u \in C$, also the supremum on the right-hand side is attained at the same $u$.

Proof. Let $u \in C'$. Since it satisfies (2.2), all its superlevel sets $\{u > s\}$, $s > 0$, have finite measure and we can consequently consider its decreasing rearrangement $u^* : (0, A) \to [0, +\infty)$ (cf. [31, Section 10.12]). Since the function $t^{p-1}$ is increasing, we have

$$p \int_0^A t^{p-1} u^*(t) \, dt \leq p \int_0^A t^{p-1} u(t) \, dt \leq B^p,$$

so that $u^* \in C$.

On the other hand, $u$ and $u^*$ are equi-measurable, so that

$$I(u) = I(u^*).$$

We are now ready to prove Theorem 1.1.

Proof of Theorem 1.1. We already known from Proposition 2.2 that the supremum in (2.1) is attained at some $u \in C$ and that the equality holds in (2.2) for such $u$. Moreover, by Proposition 2.3 such $u$ is also en extremal function for the problem (2.5).

Let $0 < M \leq A$ be such that $u(t) > 0$ for $0 < t < M$ and $u(t) = 0$ for $t > M$ (so that $M = A$ if $u > 0$ on $(0, A)$). Let $0 < a, b < M$ and $\eta \in L^\infty(0, +\infty)$ be a function supported in $[a, b]$ and satisfying

$$\int_a^b t^{p-1} \eta(t) \, dt = 0.$$  

Then for $\varepsilon \in \mathbb{R}$ small enough (depending on $\eta$), $u + \varepsilon \eta \in C'$ and the function $I(u + \varepsilon \eta)$ has a maximum at $\varepsilon = 0$. Hence

$$0 = \frac{d}{d\varepsilon} I(u + \varepsilon \eta)|_{\varepsilon = 0} = \int_a^b e^{-u(t)} \eta(t) \, dt,$$

where we applied the dominated convergence theorem in the second equality. By a simple approximation argument the same holds true for every
\( \eta \in L^2([a, b]) \) satisfying (2.7). Hence, the restriction to \([a, b]\) of the function \( e^{-u(t)} \) is orthogonal, in \( L^2([a, b]) \), to every such \( \eta \), and therefore

\begin{equation}
(2.7) \quad e^{-u(t)} = \lambda t^{p-1}
\end{equation}

for a.e. \( t \in [a, b] \), for some constant \( \lambda \) (possibly depending on \( a \) and \( b \)). But \( a \) and \( b \) are arbitrary, so that (2.7) holds, for some constant \( \lambda > 0 \), for a.e. \( t \in (0, M) \), for every \( t \in (0, b) \), being \( u(t) \) decreasing.

We now show that, if \( M < A \), the function \( u \) is continuous at \( t = M \) as well, i.e. \( \lim_{t \to M^-} u(t) = 0. \) We argue similarly, by considering variations \( \eta \) of the form

\[
\eta(t) = -1 \text{ for } t \in (M - \delta, M), \quad \eta(t) = c \text{ for } t \in (M, M + \delta), \quad \eta(t) = 0 \text{ elsewhere, where } \delta > 0 \text{ is small enough and } c = c(\delta) \text{ is adjusted so that}
\]

\[
\int_{M-\delta}^{M+\delta} t^{p-1} \eta(t) \, dt = 0;
\]

hence

\begin{equation}
(2.8) \quad c(\delta) = \frac{M^p - (M - \delta)^p}{(M + \delta)^p - M^p} \to 1 \quad \text{as } \delta \to 0^+.
\end{equation}

Assume, by contradiction, that \( \lim_{t \to M^-} u(t) > 0. \) Then if \( \varepsilon > 0 \) is small enough, \( u + \varepsilon \eta \in \mathcal{C}' \), so that

\[
0 \geq \lim_{\varepsilon \to 0^+} \frac{I(u + \varepsilon \eta) - I(u)}{\varepsilon} = \int_{M-\delta}^{M+\delta} e^{-u(t)} \eta(t) \, dt.
\]

Multiplying by \( \delta \) and letting \( \delta \to 0^+ \), using (2.8), we obtain

\[
- \lim_{t \to M^-} e^{-u(t)} + 1 \leq 0,
\]

namely \( \lim_{t \to M^-} u(t) \leq 0 \), which gives the desired contradiction.

Summing up, we have

\[
u(t) = \max\{-\log(\lambda t^{p-1}), 0\} \quad 0 < t < A.
\]

The uniqueness of the extremal function is clear, because the constant \( \lambda > 0 \) is uniquely determined by the condition that \( u \) satisfies (2.2) with the sign of equality, being the function

\[
\lambda \rightarrow p \int_0^A t^{p-1} \max\{-\log(\lambda t^{p-1}), 0\} \, dt
\]

strictly decreasing on \((0, +\infty)\). This concludes the proof.

\text{Remark 2.4.} In Theorem 2.1 when \( p = 1 \), the case \( A = +\infty \) was excluded. Indeed, in that case there is not an extremal function: for \( u \in \mathcal{C} \) we have, by (2.2) (with \( p = 1, A = +\infty \)),

\[
\int_0^{+\infty} (1 - e^{-u(t)}) \, dt < \int_0^{+\infty} u(t) \, dt = B,
\]

where \( B > 0 \).
whereas if we consider the sequence of functions $u_n$ on $(0, +\infty)$ given by $u_n(t) = B/n$ for $t \in (0, n)$, and $u_n(t) = 0$ elsewhere, we have

$$\int_0^{+\infty} (1 - e^{-u_n(t)}) \, dt = n(1 - e^{-B/n}) \to B \quad \text{as } n \to \infty.$$ 

Also, observe that in the case $p = 1$ (hence $A < +\infty$), the unique extremal function in Theorem 2.1 reduces to the constant function $u(t) = B/A$, $0 < t < A$. This is also a consequence of Jensen inequality, being the function $1 - e^{-s}$ strictly concave: we have

$$\frac{1}{A} \int_0^A (1 - e^{-u(t)}) \, dt \leq 1 - e^{-\frac{1}{A} \int_0^A u(u) \, dt},$$

with equality if and only if $u$ is constant.

Remark 2.5. For future reference we observe that if $A < +\infty$ the extremal function $u(t) = u_\lambda(t)$ in Theorem 2.1 is strictly positive on $(0, A)$, i.e. $\lambda A^{p-1} \leq 1$, if and only if $(B/A)^p \geq (p-1)/p$.

Indeed, let $\lambda A^{p-1} \leq 1$. Then

$$B^p = p \int_0^A t^{p-1} u(t) \, dt = -A^p \left( \log \lambda + (p-1) \log A - \frac{p-1}{p} \right) \geq \frac{p-1}{p} A^p,$$

because $\log \lambda + (p-1) \log A \leq 0$, so that $(B/A)^p \geq (p-1)/p$. We observe that in this case

$$\lambda = A^{-(p-1)} e^{-(B/A)^p + (p-1)/p}.$$ 

Instead, if $M := \lambda^{-1/(p-1)} < A$ (so that $M \in (0, A)$ is the first zero of $u(t)$),

$$B^p = p \int_0^A t^{p-1} u(t) \, dt = -M^p \left( \log \lambda + (p-1) \log M - \frac{p-1}{p} \right) = \frac{p-1}{p} M^p,$$

so that

$$(B/A)^p < (B/M)^p = \frac{p-1}{p}.$$ 

Also, we notice that when $(B/A)^p \leq (p-1)/p$ (in particular for $p > 1$ and $A = +\infty$), if $u$ denotes again the corresponding extremal function, we have

$$I(u) = \left( \frac{p-1}{p} \right)^{(p-1)/p} B$$

whereas if $(B/A)^p \geq (p-1)/p$ it turns out

$$I(u) = A \left( 1 - \frac{1}{p} e^{-(B/A)^p + (p-1)/p} \right).$$
Incidentally, it is clear from these results that, if $p > 1$ and $(B/A)^p \geq (p - 1)/p$,
\[
A \left(1 - \frac{1}{p} e^{-(B/A)^p + (p-1)/p}\right) \leq \left(\frac{p-1}{p}\right)^{(p-1)/p} B,
\]
which can also be checked directly; indeed
\[
x^{-1} \left(1 - \frac{1}{p} e^{-x + (p-1)/p}\right)^p \leq \left(\frac{p-1}{p}\right)^{(p-1)}
\]
for $x \geq (p-1)/p$, being the function on the left-hand side strictly decreasing for $x > 0$.

3. Proof of the main result in dimension 1 (Theorem 1.1)

This section is devoted to the proof of Theorem 1.1. To this end, we recall from [47] the following result.

**Theorem 3.1.** [47, Theorem 1.1] For every $f \in L^2(\mathbb{R})$, $\|f\|_{L^2} = 1$, and every measurable subset $\Omega \subset \mathbb{R}^2$ of measure $|\Omega| < \infty$, we have
\[
\int_{\mathbb{R}^2} |\mathcal{V}f(x, \omega)|^2 \, dx \, d\omega \leq 1 - e^{-|\Omega|}.
\]
The equality occurs if and only if
\[
(3.1) \quad f(x) = c e^{2\pi i \omega \cdot \varphi(x-x_0)}, \quad x \in \mathbb{R},
\]
where $\varphi$ is the Gaussian in (1.1) (with $d = 1$), for some $c \in \mathbb{C}$, $|c| = 1$, and $\Omega$ is equivalent (up to a set of measure 0) to a ball centered at $(x_0, \omega_0)$.

**Proof of Theorem 1.1** (a) Suppose that $\|F\|_{L^\infty} \leq A$, $\|F\|_{L^p} \leq B$. Since $p < \infty$ we know (see e.g. [53]) that $L_F$ is a compact operator on $L^2(\mathbb{R})$. Hence there exist $f, g \in L^2(\mathbb{R})$, $\|f\|_{L^2} = \|g\|_{L^2} = 1$, such that $\|L_F\|_{L^2 \to L^2} = \langle L_F f, g \rangle$. By the Cauchy-Schwarz inequality we have
\[
(3.2) \quad \|L_F\|_{L^2 \to L^2} = \langle L_F f, g \rangle = \int_{\mathbb{R}^2} F(x, \omega) \mathcal{V}f(x, \omega) \overline{\mathcal{V}g(x, \omega)} \, dx \, d\omega
\]
\[
\leq \left( \int_{\mathbb{R}^2} |F(x, \omega)|^2 \mathcal{V}f(x, \omega) \overline{\mathcal{V}g(x, \omega)} \, dx \, d\omega \right)^{1/2} \left( \int_{\mathbb{R}^2} |F(x, \omega)|^2 \overline{\mathcal{V}g(x, \omega)} \, dx \, d\omega \right)^{1/2}.
\]
We now apply the “layer cake” formula (cf. [40, Page 26])
\[
|F(z)| = \int_0^{+\infty} \chi_{\{|F|>t\}}(z) \, dt, \quad z \in \mathbb{R}^2
\]
and Theorem 3.1 to estimate
\[
\int_{\mathbb{R}^2} |F(x, \omega)|^2 \mathcal{V}f(x, \omega) \overline{\mathcal{V}g(x, \omega)} \, dx \, d\omega = \int_{0}^{+\infty} \int_{|F|>t} |\mathcal{V}f(x, \omega)|^2 \, dx \, d\omega \, dt
\]
\[
\leq \int_0^{+\infty} (1 - e^{-u(t)}) \, dt,
\]
where
\[
u(t) = |\{|F|>t\}|
\]
is the distribution function of $|F|$.

From Theorem 2.1 and Remark 2.5 we deduce that
\[ \int_0^{+\infty} (1 - e^{-u(t)}) dt \leq \left( \frac{p-1}{p} \right)^{(p-1)/p} B. \]

Since the same estimate holds for $\int_{\mathbb{R}^2} |F(x,\omega)||\nabla g(x,\omega)|^2 \, dx \, d\omega$, we obtain (1.4).

Concerning the characterization of the extremal functions, observe that if the supremum in (1.4) is attained at $F$, then there exists equality in the above chain of inequalities. In particular by Theorem 2.1 the distribution function $u(t)$ is given by
\begin{equation}
(3.3) \quad u(t) = \max\{-\log(\lambda t^{p-1}), 0\} \quad 0 < t < A,
\end{equation}
with $\lambda = ((p-1)/p)^{(p-1)/p} B^{(p-1)}$ (cf. Remark 2.5). Moreover
\[ \int_0^{+\infty} \int_{|F|>t} |\nabla f(x,\omega)|^2 \, dx \, d\omega \, dt = \int_0^{+\infty} (1 - e^{-u(t)}) \, dt, \]
which together with Theorem 3.1 implies that
\[ \int_{|F|>t} |\nabla f(x,\omega)|^2 \, dx \, d\omega = 1 - e^{-u(t)} \]
for a.e. $t > 0$. Since the right-hand side is a continuous functions of $t$, and the left-hand side is decreasing, this equality holds for every $t > 0$, indeed. By Theorem 3.1 this implies that $f$ has the form in (3.1) for some $(x_0,\omega_0) =: z_0 \in \mathbb{R}^2$, $|c| = 1$ and the sets $\{|F| > t\}$ are balls of center $z_0$. The same happens with $f$ replaced by $g$, necessarily for the same $z_0$.

Summing up, $f$ and $g$ have the form in (3.1) possibly for different constants $c$, and $|F|$ is spherically symmetric around $z_0$, hence, by (3.3),
\[ |F(z)| = c e^{-\frac{1}{p-1}|z-z_0|^2}, \quad \text{a.e. } z \in \mathbb{R}^2, \]
with $c = \lambda^{-1/(p-1)} = ((p-1)/p)^{-1/p} B$.

Coming back to (3.2) we see that
\[ c' \int_{\mathbb{R}^2} F(x,\omega)||\nabla f(x,\omega)||^2 \, dx \, d\omega = \int_{\mathbb{R}^2} |F(x,\omega)||\nabla f(x,\omega)||^2 \, dx \, d\omega \]
for some $c' \in \mathbb{C}$, $|c'| = 1$, and therefore
\[ c' F(z)||\nabla f(z)||^2 = |F(z)||\nabla f(z)||^2, \quad \text{a.e. } z \in \mathbb{R}^2. \]
Since $|\nabla f(z)||^2 > 0$ (indeed, $|\nabla f(z)||^2$ is easily seen to be a Gaussian function) we have $c' F = |F|$, which gives the desired expression (1.5).

(b) The proof follows the same pattern as above, and therefore we just point out the differences. Assuming $\|F\|_{L^\infty} \leq A$, $\|F\|_{L^p} \leq B$ and arguing
as above, from Theorem 2.1 and Remark 2.5 since now \((B/A)^p \geq (p-1)/p\), we obtain
\[
\int_0^{+\infty} (1 - e^{-u(t)}) \, dt \leq A \left( 1 - \frac{1}{p} e^{-(B/A)^p + (p-1)/p} \right),
\]
which gives at once the desired estimate (1.3).

As far as the extremal functions is concerned, by Theorem 2.1 and Remark 2.5 the optimal distribution function \(u(t) = |\{ |F| > t \}|\) is given now by
\[
u(t) = -\log(\lambda t^{p-1}), \quad 0 < t < A,
\]
with \(\lambda = A^{-1} e^{-(B/A)^p + (p-1)/p}\), whereas for \(p = 1\)
\[
|F(z)| = A \chi_B
\]
where \(B\) is a ball of measure \(B/A\). Then we conclude as above.

The last sentence in the statement is also clear from the above proof. □

**Remark 3.2.** The proof of Theorem 3.1 shows that, if \((B/A)^p \geq (p-1)/p\), the maximization problem
\[
\sup \|F\|_{L^\infty} \leq A, \|F\|_{L^p} \leq B, \|L_F\|_{L^2 \to L^2}
\]
is in fact equivalent to
\[
\sup \|L_F\|_{L^2 \to L^2}.
\]
It easy to see that also if \((B/A)^p < (p-1)/p\) we have
\[
(3.4) \sup_{\|F\|_{L^\infty} = A, \|F\|_{L^p} = B} \|L_F\|_{L^2 \to L^2} = \sup_{\|F\|_{L^\infty} \leq A, \|F\|_{L^p} \leq B} \|L_F\|_{L^2 \to L^2} = \left( \frac{p-1}{p} \right)^{(p-1)/p} B.
\]
Indeed, consider the extremal function \(F\) in (1.5), which satisfies \(\|F\|_{L^p} = B\) and \(\left( \|F\|_{L^p} / \|F\|_{L^\infty} \right)^p = (p-1)/p\). If \((B/A)^p < (p-1)/p\), i.e., \(A > \|F\|_{L^\infty}\), and \(A < +\infty\), adding to \(F\) a suitable multiple of a characteristic function, and normalizing in \(L^p\), produces a function \(F'\), with \(\|F'\|_{L^p} = B\), \(\|F'\|_{L^\infty} = A\) and \(\|F - F'\|_{L^p}\) arbitrarily small. Then \(\|L_{F'}\|_{L^2 \to L^2}\) will be arbitrarily close to \(\|L_F\|_{L^2 \to L^2}\) by (1.9). A similar argument holds for \(A = +\infty\). This gives (3.4).

4. THE MULTIDIMENSIONAL CASE

Looking for an extension of Theorem 1.1 to the case of dimension \(d > 1\), and following the same pattern as in its proof, suitable estimates for
\[ \int_{\Omega} |\nabla f(x, \omega)|^2 \, dx \, d\omega \] are needed, where \( f \in L^2(\mathbb{R}^d) \) and \( \Omega \subset \mathbb{R}^{2d} \) is a measurable subset of finite measure. The relevant bound was proved in [47, Theorem 4.1] and reads

\[ (4.1) \quad \int_{\Omega} |\nabla f(x, \omega)|^2 \, dx \, d\omega \leq G(|\Omega|) \| f \|_{L^2}^2, \]

where

\[ (4.2) \quad G(s) := \frac{1}{(d-1)!} \int_0^{\pi(s/\omega_{2d})^{1/d}} \tau^{d-1} e^{-\tau} \, d\tau, \]

\( \omega_{2d} \) being the measure of the unit ball in \( \mathbb{R}^{2d} \). Moreover, the equality occurs in (4.1) if and only if

\[ f(x) = ce^{2\pi i x \cdot \omega_0} \varphi(x-x_0), \]

for some \( c \in \mathbb{C}, (x_0, \omega_0) \in \mathbb{R}^d \times \mathbb{R}^d \), and \( \Omega \) is equivalent to a ball of center \( (x_0, \omega_0) \), where \( \varphi \) is the Gaussian in (1.1).

For future reference we recall the definition of the (lower) incomplete \( \gamma \) function as

\[ (4.3) \quad \gamma(k, s) := \int_0^s \tau^{k-1} e^{-\tau} \, d\tau \]

where \( k \geq 1 \) is an integer and \( s \geq 0 \), so that

\[ (4.4) \quad \frac{\gamma(k, s)}{(k-1)!} = 1 - e^{-s} \sum_{j=0}^{k-1} \frac{s^j}{j!} \]

and

\[ (4.5) \quad G(s) = \frac{\gamma(d, \pi(s/\omega_{2d})^{1/d})}{(d-1)!}. \]

Let \( 1 \leq p < \infty \), \( 0 < A \leq +\infty \), \( 0 < B < +\infty \), with \( A < +\infty \) if \( p = 1 \). Arguing as in the proof of Theorem 1.1 one is now faced with the problem

\[ \sup_{u \in \mathcal{C}} \tilde{I}(u) \]

where \( \mathcal{C} = \mathcal{C}_{A,B} \) is the same class of functions occurring in Section 2 (namely \( u : (0, A) \to [0, +\infty) \) is decreasing and satisfies the constraint (2.2)), and the functional \( \tilde{I} \) is defined as

\[ \tilde{I}(u) = \int_0^A G(u(t)) \, dt. \]

Again we see that \( \tilde{I}(u) \) is finite for \( u \in \mathcal{C} \), because \( G(s) \leq Cs \) for \( s > 0 \). This problem can be addressed essentially by the same argument as in Section 2. We deduce that there exists a unique extremal function \( u \in \mathcal{C} \); moreover \( u \) is continuous on \( (0, A) \) and in the interval where it is strictly positive we have

\[ G'(u(t)) = \lambda t^{p-1} \]
for some constant $\lambda > 0$. Since
\[
G'(s) = \frac{\pi^d}{d!} e^{-\pi(s/\omega_{2d})^{1/d}}
\]
we find
\[
(4.6) \quad u(t) = u_\lambda(t) = \max \left\{ \frac{\omega_{2d}}{\pi^d} (-\log(\lambda t^{p-1}))^{d}, 0 \right\} \quad 0 < t < A,
\]
for a new constant $\lambda > 0$ uniquely determined by the fact that $u_\lambda$ satisfies the constraint (2.2) with equality, i.e.
\[
(4.7) \quad p \int_0^A t^{p-1} u_\lambda(t) \, dt = B^p.
\]
Indeed, the expression on the left-hand side, for fixed $A$ as above, is strictly decreasing as a function of $\lambda > 0$. We will write
\[
(4.8) \quad \lambda = \psi(A, B)
\]
where $\psi$ in general is not an elementary function (when $p > 1$). Also, observe that, if $p > 1$ and $A < +\infty$, $u_\lambda$ is strictly positive on $(0, A)$, i.e.
\[
(4.9) \quad \sup \|F\|_{L^\infty} \leq A, \quad \|F\|_{L^p} \leq B, \quad \|L_F\|_{L^2 \to L^2} = \left( \frac{p-1}{p} \right)^{d(p-1)/p} B,
\]
and the supremum is attained at $F$ if and only if
\[
(4.10) \quad F(z) = ce^{-\frac{\pi^{1/d}}{\pi^d} |z-z_0|^2} \quad z \in \mathbb{R}^{2d}
\]
for some $c \in \mathbb{C} \setminus \{0\}$, with $|c| = (\pi^d/(d!\omega_{2d}))^{1/p}((p-1)/p)^{-d/p} B$ and $z_0 \in \mathbb{R}^{2d}$.

(b) If $(B/A)^p \geq \frac{d!\omega_{2d}}{\pi^d} \left( \frac{p-1}{p} \right)^d$,
\[
(4.11) \quad \sup \|F\|_{L^\infty} \leq A, \quad \|F\|_{L^p} \leq B, \quad \|L_F\|_{L^2 \to L^2} = \int_0^A G(u_\lambda(t)) \, dt,
\]
for some constant $\lambda > 0$. Since
\[
G'(s) = \frac{\pi^d}{d!} e^{-\pi(s/\omega_{2d})^{1/d}}
\]
we find
\[
(4.6) \quad u(t) = u_\lambda(t) = \max \left\{ \frac{\omega_{2d}}{\pi^d} (-\log(\lambda t^{p-1}))^{d}, 0 \right\} \quad 0 < t < A,
\]
for a new constant $\lambda > 0$ uniquely determined by the fact that $u_\lambda$ satisfies the constraint (2.2) with equality, i.e.
\[
(4.7) \quad p \int_0^A t^{p-1} u_\lambda(t) \, dt = B^p.
\]
Indeed, the expression on the left-hand side, for fixed $A$ as above, is strictly decreasing as a function of $\lambda > 0$. We will write
\[
(4.8) \quad \lambda = \psi(A, B)
\]
where $\psi$ in general is not an elementary function (when $p > 1$). Also, observe that, if $p > 1$ and $A < +\infty$, $u_\lambda$ is strictly positive on $(0, A)$, i.e.
\[
(4.9) \quad \sup \|F\|_{L^\infty} \leq A, \quad \|F\|_{L^p} \leq B, \quad \|L_F\|_{L^2 \to L^2} = \left( \frac{p-1}{p} \right)^{d(p-1)/p} B,
\]
and the supremum is attained at $F$ if and only if
\[
(4.10) \quad F(z) = ce^{-\frac{\pi^{1/d}}{\pi^d} |z-z_0|^2} \quad z \in \mathbb{R}^{2d}
\]
for some $c \in \mathbb{C} \setminus \{0\}$, with $|c| = (\pi^d/(d!\omega_{2d}))^{1/p}((p-1)/p)^{-d/p} B$ and $z_0 \in \mathbb{R}^{2d}$.

(b) If $(B/A)^p \geq \frac{d!\omega_{2d}}{\pi^d} \left( \frac{p-1}{p} \right)^d$,
\[
(4.11) \quad \sup \|F\|_{L^\infty} \leq A, \quad \|F\|_{L^p} \leq B, \quad \|L_F\|_{L^2 \to L^2} = \int_0^A G(u_\lambda(t)) \, dt,
\]
for some constant $\lambda > 0$. Since
\[
G'(s) = \frac{\pi^d}{d!} e^{-\pi(s/\omega_{2d})^{1/d}}
\]
where \( \lambda = \psi(A, B) \), cf. (1.2) and (4.8).

If \( p > 1 \) the supremum in (4.11) is attained at \( F \) if and only if

\[
F(z) = c \min \{ Ce^{-\frac{1}{d} (|z| - z_0)^2}, 1 \} \quad z \in \mathbb{R}^d
\]

with \( C = A^{-1} \psi(A, B)^{-1/(p-1)} \), for some \( c \in \mathbb{C} \setminus \{0\} \), with \(|c| = A\) and \( z_0 \in \mathbb{R}^d \).

If \( p = 1 \) (4.11) can be written more explicitly as

\[
\sup_{\|F\|_L^\infty \leq A, \|F\|_{L^1} \leq B} \|L_F\|_{L^2 \to L^2} = A \gamma(d, \pi \omega_{2d}^{-1/d} (B/A)^{1/d}) (d-1)!
\]

and the supremum is attained at \( F \) if and only if \( F = c \chi_B \) for some \( c \in \mathbb{C} \setminus \{0\} \), with \(|c| = A\), where \( B \subset \mathbb{R}^d \) is a ball of measure \(|B| = B/A\).

In the above cases where the supremum in (4.11) is attained at some \( F \neq 0 \), we have \( \|L_F\|_{L^2 \to L^2} = |\langle L_F f, g \rangle| \) for some \( f, g \in L^2(\mathbb{R}^d) \), \( \|f\|_{L^2} = \|g\|_{L^2} = 1 \), if and only if for some \( c, c' \in \mathbb{C} \), \(|c| = |c'| = 1\) and some \((x_0, \omega_0) \in \mathbb{R}^d \times \mathbb{R}^d \) we have

\[
f(x) = c'g(x) = ce^{2\pi ix \cdot \omega} \varphi(x - x_0), \quad x \in \mathbb{R}^d,
\]

where \( \varphi \) is the Gaussian in (1.1).

The following estimates therefore follow immediately.

**Corollary 4.2.**

(a) Let \( 1 < p < \infty \). For every \( F \in L^p(\mathbb{R}^d) \) we have

\[
\|L_F\|_{L^2 \to L^2} \leq \left( \frac{p-1}{p} \right)^{d(p-1)/p} \|F\|_{L^p},
\]

and the equality occurs and if and only if \( F \) has the form in (4.11) for some \( c \in \mathbb{C} \), \( z_0 \in \mathbb{R}^d \).

(b) Let \( 1 \leq p < \infty \). For every \( F \in L^\infty(\mathbb{R}^d) \cap L^p(\mathbb{R}^d) \setminus \{0\} \), satisfying

\[
\frac{\|F\|_{L^p}^p}{\|F\|_{L^\infty}^p} \geq \frac{d!\omega_{2d}}{\pi^d} \left( \frac{p-1}{p} \right)^d,
\]

we have

\[
\|L_F\|_{L^2 \to L^2} \leq \int_0^{\|F\|_{L^\infty}} G(u\lambda(t)) \, dt,
\]

where \( \lambda = \psi(\|F\|_{L^\infty}, \|F\|_{L^p}) \), cf. (1.2) and (4.8).

If \( p > 1 \) the equality occurs in (4.16) if and only if \( F \) has the form in (4.11) for some \( c \in \mathbb{C} \setminus \{0\} \), \( C \geq 1 \), \( z_0 \in \mathbb{R}^d \).

If \( p = 1 \) (4.11) can be written more explicitly as

\[
\|L_F\|_{L^2 \to L^2} \leq \|F\|_{L^\infty} \gamma(d, \pi \omega_{2d}^{-1/d} (\|F\|_{L^1}/\|F\|_{L^\infty})^{1/d}) (d-1)!
\]
and the equality occurs if and only if $F = c \chi_B$ for some $c \in \mathbb{C} \setminus \{0\}$, where $B \subset \mathbb{R}^{2d}$ is a ball.

In the above cases of equality, if $F \neq 0$, we have $\|L_F\|_{L^2 \to L^2} = |\langle L_F f, g \rangle|$ for some $f, g \in L^2(\mathbb{R}^d)$, $\|f\|_{L^2} = \|g\|_{L^2} = 1$, if and only if for some $c, c' \in \mathbb{C}$, $|c| = |c'| = 1$ and some $(x_0, \omega_0) \in \mathbb{R}^d \times \mathbb{R}^d$, (4.14) holds true.

**Proof of Theorem 4.1.** The desired result can be obtained by following the same pattern as in the proof of Theorem 1.1. Hence, we point out only the needed modifications.

(a) Using (4.1) we are led to consider the optimization problem at the beginning of this section. The unique solution $u_\lambda \in C$ is given in (4.6), with the constant $\lambda$ as in (4.7). The corresponding extremal functions $F$ will be therefore the Gaussians in (4.10), and the norm $\|L_F\|_{L^2 \to L^2}$ can be computed using the formula in [17, Formula (11)] for the eigenvalues in the case of spherically symmetric weights (keeping in mind the different normalization for the Fourier transform), which gives the expression on the right-hand side of (4.9).

(b) The desired results follow again by the same argument, using (4.1) and the results at the beginning of this section.

When $p = 1$, the function $u$ in (4.6) is constant: $u(t) = B/A$. The more explicit formula (4.13) then follows from (4.11) and (4.5). □
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