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Abstract

Positroids are families of matroids introduced by Postnikov in the study of non-negative Grassmannians. In particular, positroids enumerate a CW decomposition of the totally non-negative Grassmannian. Furthermore, Postnikov has identified several families of combinatorial objects in bijections with positroids. We will provide yet another characterization of positroids for $Gr_{\geq 0}(2, n)$, the Grassmannians of lines, in terms of certain graphs. We use this characterization to compute the dimension and the boundary of positroid cells. This also leads to a combinatorial description of the intersection of positroid cells, that is easily computable. Our techniques rely on determining different ways to enlarge a given collection of subsets of $\{1, \ldots, n\}$ to represent the dependent sets of a positroid, that is the dependencies among the columns of a matrix with non-negative maximal minors. Furthermore, we provide an algorithm to compute all the maximal positroids contained in a set.
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1 Introduction

In this note, we take an algorithmic approach to study positroids, a class of matroids that can be represented by the columns of a real matrix with non-negative maximal minors. More explicitly, for the Grassmannians of lines $Gr(2, n)$, we provide a characterization for families of 2-subsets of $\{1, \ldots, n\}$ to represent the dependencies of a positroid and study the positroids whose dependent sets are compatible with them. We then provide an algorithm to identify all maximal positroids among them. This, in turn, enables us to compute the dimension of positroid cells, their boundaries, and their intersections.
Based on the seminal work on *positivity* by Lusztig [9], as well as Fomin and Zelevinsky [6], Postnikov [15] introduced positroids in the study of the cell decompositions of non-negative Grassmannians and showed that they have remarkable geometric structures. For example, the restriction of the matroid stratification of $\text{Gr}(k, n)$ given in [8], to the non-negative Grassmannian provides a decomposition of $\text{Gr}_{\geq 0}(k, n)$ into so-called *positroids* cells [15, 16, 17]. Each positroid cell is a topological cell homeomorphic to a ball [7], and moreover, the positroid cells glue together to form a CW complex [16]. Since Postnikov’s work [15], positroids have been extensively studied in mathematics and have also appeared in various other fields including in the amplituhedron theory (see, e.g. [4] and references therein).

On the combinatorial side, Postnikov has identified several families of objects in bijections with positroids, such as decorated permutations, plabic graphs, Grassmann necklaces, and Le diagrams. The properties of these objects and bijections among them are further studied in [3, 13, 2, 18, 10, 5] among others. Each of these objects has been proven to be useful in a specific approach to analyzing positroids and their geometric properties. However, to date, there is no practical algorithm to determine whether a given set represents (the dependent sets of) a positroid, and if so what is its relation with other positroids. For example, we are interested to determine whether a given positroid cell lies in the boundary of the closure of another positroid cell.

This work overcomes this challenge for $\text{Gr}_{\geq 0}(2, n)$ by answering the following questions.

**Question 1.1.** Given a collection $D$ of 2-subsets of $[n] := \{1, \ldots, n\}$, is $D$ the dependent sets of a matroid? Is there a $2 \times n$ matrix whose columns $i$ and $j$ are (linearly) dependent if and only if $\{i, j\} \in D$? Does there exist such a matrix with non-negative 2-minors?

In case $D$ does not represent (the dependent sets of) a matroid or a positroid, we ask:

**Question 1.2.** Given a collection $D$ of 2-subsets of $[n]$, how many ways can we enlarge $D$ to represent the dependent sets of a positroid? Or equivalently, what are the positroids whose collection of dependent sets contain $D$? What are the maximal positroids (with respect to inclusion) among them?

We answer the above questions by taking an algorithmic approach. We first illustrate any collection of dependent sets as (the edges of) a simple graph on $n$ vertices. We then use this graphic representation to characterize graphs encoding the dependent sets of a matroid or a positroid, see Lemma 3.4 and Propositions 3.9. Then in Proposition 3.13 we provide a process for finding matroids whose dependent sets contain $D$, and we use these matroids to identify all the maximal positroids with this property. In particular, Algorithm 1 enumerates all such positroids, hence answering Question 1.2. This then allows us to determine all the codimension one boundaries of a given positroid cell, and in particular, the maximal positroids in the intersection of positroid cells (see Propositions 4.5 and 4.6). Moreover, in Proposition 4.1 we compute the dimension of each positroid cell in terms of the graph invariants.

We finish the introduction with an outline of the paper. Section 2 fixes notations for the non-negative Grassmannians and positroids, and outlines an explicit bijection between positroids and Le diagrams. In Section 3, we present our main results. More precisely, §3.1 contains our graphical representation of sets, and §3.2 the characterization of positroids in terms of these graphs. In §3.3, we present a procedure to identify the collection of maximal positroids that are compatible with a given set of dependencies. In §4.1, we give a formula to compute the dimension of positroid cells. In §4.2, we apply our main results to compute the codimension one boundaries of positroid cells, and in §4.3, we compute the maximal positroid cells contained in the intersection of the closure of given positroid cells.

**Acknowledgments.** F.M. would like to thank Matteo Parisi and Leonid Monin for helpful discussions on [12] and Question 1.2 above. The authors would like to thank Susama Agarwala for valuable comments on an earlier draft of this paper. The authors were partially supported by UGent BOF grant STA/201909/038 and FWO grants (G023721N, G0F5921N).
2 Preliminaries

In this section, we establish some general background on different means of defining positroid cells, many of which are equivalent, but are useful identifications in different contexts. For more details, we refer the reader to [15] and [14].

Throughout we let \([n] = \{1, \ldots, n\}\) be cyclically ordered and we denote \(\binom{n}{k}\) for the collection of \(k\)-subsets of \([n]\). Given a subset \(D \subset \binom{n}{k}\), we denote \(D^c\) for its complement in \(\binom{n}{k}\), that is \(D^c = \binom{n}{k} \setminus D\).

2.1 Totally non-negative Grassmannians

The real Grassmannian \(\text{Gr}(k, n)\) is the space of all \(k\)-dimensional linear subspaces of \(\mathbb{R}^n\). A point \(V\) in \(\text{Gr}(k, n)\) can be represented by a full-rank \(k \times n\) matrix with entries in \(\mathbb{R}\). Let \(X = (x_{ij})\) be such a matrix. For any \(k\)-subset \(I = \{i_1, \ldots, i_k\}\), let \(X_I\) denote the \(k \times k\) submatrix of \(X\) with the column indices \(i_1, \ldots, i_k\). The Plücker coordinates of \(V\) are \(p_I(V) = \det(X_I)\) for \(I \in \binom{n}{k}\). Note that the Plücker coordinates do not depend on the choice of matrix \(X\) representing the point \(V\) in \(\text{Gr}(k, n)\) (up to simultaneous rescaling by a nonzero constant).

An element in the real Grassmannian \(\text{Gr}(k, n)\) is called totally non-negative if it has a matrix representation whose (cyclically ordered) maximal minors are all non-negative. The subset defined by these elements is called the non-negative Grassmannian, denoted by \(\text{Gr}_{\geq 0}(k, n)\).

2.2 Matroids and positroids

There are many equivalent ways to define matroids. However, for our discussion, it will be most useful to define them in terms of their bases.

A matroid is a pair \(\mathcal{M} = (E, \mathcal{B})\) where \(E\) is a finite set called ground set and \(\mathcal{B}\), called bases, is a nonempty collection of subsets of \(E\) satisfying the exchange axiom for every pair of bases \(B_1, B_2\) in \(\mathcal{B}:

\begin{itemize}
  \item If \(b_1 \in B_1 \setminus B_2\), then there exists \(b_2 \in B_2 \setminus B_1\) such that \(B_1 \setminus \{b_1\} \cup \{b_2\} \in \mathcal{B}\).
\end{itemize}

As a consequence of the exchange axiom, every element of the bases \(\mathcal{B}\) has the same cardinality, which is called rank of the matroid \(\mathcal{M}\). We can now define dependent and independent sets of matroids, as central concepts of this paper. A set is called independent if and only if it is a subset of a basis, otherwise it is called dependent. In particular minimal dependent sets of \(\mathcal{M}\) are called circuits denoted by \(\mathcal{C}(\mathcal{M})\).

A matroid \(\mathcal{M} = (E, \mathcal{B})\) is called representable over a field \(\mathbb{K}\) if there exists a \(k \times |E|\) matrix \(A\) with entries in \(\mathbb{K}\) such that, if we denote by \(A[I]\) the submatrix obtained by selecting the columns indexed by the set \(I \in \binom{|E|}{k}\), then

\[
\det(A[I]) \neq 0 \text{ if and only if } I \in \mathcal{B}.
\]

If there exists such a matrix \(A\) which is a representative of an element in the non-negative Grassmannian \(\text{Gr}_{\geq 0}(k, n)\), that is all its maximal minors are non-negative, then \(\mathcal{M}\) is called a positroid.

**Definition 2.1** (Positroid cells). For each \(\mathcal{I} \subseteq \binom{n}{k}\), we define the set \(S_+(\mathcal{I})\) as

\[
S_+(\mathcal{I}) = \{GL_+(k) \cdot A \mid \det(A[I]) > 0 \text{ if } I \in \mathcal{I}, \text{ and } \det(A[I]) = 0 \text{ if } I \notin \mathcal{I}\},
\]

where \(GL_+(k)\) is the set of invertible totally positive \(k \times k\) matrices. If \(S_+(\mathcal{I}) \neq \emptyset\), then we call \(\mathcal{I}\) a positroid and \(S_+(\mathcal{I})\) a positroid cell.

**Remark 2.2.** We recall from [3, Lemma 3.3] that being a positroid firmly depends on the total order on its ground set, however, it is invariant under cyclically shifting the ground set. Consider the column vectors \(v_1, \ldots, v_n \in \mathbb{R}^k\) forming the \(k \times n\) matrix \(A = (v_1, \ldots, v_n)\) and let \(A' = (v_2, \ldots, v_n, (-1)^{k-1}v_1)\).
Note that \( p_I(A) = p_{I'}(A') \) for every \( k \)-subset \( I \) and its cyclic shift \( I' \). This gives an action of the cyclic group \( \mathbb{Z}/n\mathbb{Z} \) on the set \( \text{Gr}_{\geq 0}(k, n) \). In particular, this implies that for each \( i \) the cyclic shift of \( 1 < \cdots < n \) to \( i < i + 1 < \cdots < n < 1 < \cdots < i - 1 \) preserves the class of positroids in \( \text{Gr}_{\geq 0}(k, n) \).

**Remark 2.3 (Dual matroids).** We recall that given a matroid \( \mathcal{M} = (E, \mathcal{B}) \), its dual is the matroid \( \mathcal{M}^* = (E, \mathcal{B}^*) \) with bases \( \mathcal{B}^* = \{ E \setminus B \mid B \in \mathcal{B} \} \). In particular, \( \text{rank}(\mathcal{M}^*) = n - \text{rank}(\mathcal{M}) \). Moreover, by [3, Proposition 3.5] the dual of any positroid on the cyclically ordered set \( E \) is also a positroid.

In the following, we will focus on matroids and positroids of rank 2. However, by the above remark, the results can be applied for matroids and positroids of rank \( n - 2 \) by taking the dual matroids.

### 2.3 A bijection between positroids and Le diagrams

There are several different ways to index the positroids, each with its own set of advantages and disadvantages. In particular, in [15] and in [3, §4], there are many different construction of bijections among decorated permutations, Le diagrams, Grassmann necklaces, and equivalence classes of reduced plabic graphs. Here we are interested in giving a direct way to move between positroids and Le diagrams: such maps can be constructed combining the previously mentioned bijections.

**Definition 2.4 (Le diagrams).** A **Le diagram** is a Young diagram where each box contains either a + or a 0 symbol, in such a way that if a box contains a 0, then at least one of the following hold:

- Every box to its left in the same row contains a 0;
- Every box above it in the same column also contains a 0.

The positroids in \( \text{Gr}_{\geq 0}(k, n) \) are in bijection with the Le diagrams that fit inside a \( k \times (n - k) \) rectangle. The advantage of Le diagrams is that one can easily read off the dimension of a positroid cell by simply counting the number of + symbols. Furthermore, we can identify the bases of a positroid from its Le diagram.

In the following, we provide an algorithm to label the positroids with Le diagrams.

**Constructing a positroid from a Le diagram.** To construct the positroid associated to a given Le diagram we can combine the correspondence between Le diagrams and planar directed networks shown in [15, §6] with the bijection between planar directed networks and positroids in [15, §4].

Let \( L \) be a Le diagram fitting inside a \( k \times (n - k) \) rectangle. Label each step along the southeast border of \( L \) with 1, 2, \ldots, \( n \) starting from the north-east corner. Note that if \( L \) has fewer than \( k \) rows or fewer than \( n - k \) columns, some of these steps will lie on the bounding \( k \times (n - k) \) rectangle. Let \( S \) and \( T \) be the sets of labels of rows and columns, respectively. We associate a directed graph \( \Gamma(L) \) to \( L \) as follows, and we show that every such graph has a canonical positroid. To construct the graph \( \Gamma(L) \):

1. Place a vertex next to each row and column label. Add a vertex in each square containing a +;
2. Join any two consecutive vertices in the same row with a leftward pointing arrow. Join any two consecutive vertices in the same column with an arrow directed downwards.

A **path** in \( \Gamma(L) \) is any path from a vertex \( s \in S \) to a vertex \( t \in T \) along the directed arrows. Two paths are called **vertex-disjoint** if they do not have any vertex in common. If \( I = \{ i_1, \ldots, i_r \} \subseteq S \) and \( J = \{ j_1, \ldots, j_r \} \subseteq T \), then a **vertex-disjoint path system** for \((I, J)\) is a collection of paths \( i_1 \rightarrow j_1, \ldots, i_r \rightarrow j_r \) which are pairwise disjoint. Every such graph \( \Gamma(L) \) defines a positroid \( \mathcal{P}_L = ([n], B) \) where

\[
B \in \mathcal{B} \iff |B| = k \text{ and } (S\setminus B, T \cap B) \text{ admits a vertex-disjoint path system.}
\]

Given a Le diagram, we say that a box is in position \((i, j)\) if, assigning the labels to rows and columns as described above, the box lies in the row indexed \( i \) and the column indexed \( j \). For instance in the Le diagram in Example 2.5, the box containing zero is in position \((1, 5)\).
Constructing a Le diagram from a positroid. Let $B \subseteq \binom{[n]}{k}$ be the bases set of a positroid. To construct the Le diagram associated to $B$ we may combine the following two algorithms: first we construct the so-called Grassmann necklace $I_B = \{I_1, \ldots, I_n\}$ corresponding to the positroid $B$ as shown in [15, 11]. Then we apply [2, Algorithm 2] to obtain the corresponding Le diagram.

1. For $i \in [n]$, let $I_i$ be the lexicographically minimal element of $B$ with respect to the shifted linear order $<_i$ on $[n]$, where $i <_i i + 1 <_i \cdots <_i n <_i 1 <_i \cdots <_i i - 1$.
2. Draw the Young diagram fitting inside a $k \times (n - k)$ rectangle such that labeling the southeast border as seen before, the row label is $I_1$
3. For every $i, 2 \leq i \leq n$, write:
   $$I_1 \setminus I_i = \{a_1 > a_2 > \cdots > a_r\}, \quad I_i \setminus I_1 = \{b_1 < b_2 < \cdots < b_r\}.$$ 
   Place a “+” in each box $(a_1, b_1), \ldots, (a_r, b_r)$.
4. After performing step (3) for all $i$, place a “0” in every box remained unfilled.

Example 2.5. Consider the positroid with bases set $B \subseteq \binom{[6]}{2}$ given by

$$\{\{1, 4\}, \{1, 5\}, \{1, 6\}, \{2, 4\}, \{2, 5\}, \{2, 6\}, \{3, 4\}, \{3, 5\}, \{3, 6\}, \{4, 6\}, \{5, 6\}\}.$$ 

The associated Grassmann necklace is $I_B = \{I_1, \ldots, I_6\}$ with

$$I_1 = \{1, 4\}, \quad I_2 = \{2, 4\}, \quad I_3 = \{3, 4\}, \quad I_4 = \{4, 6\}, \quad I_5 = \{5, 6\}, \quad I_6 = \{1, 6\}.$$ 

Then the corresponding Le diagram is constructed from the Young diagram fitting inside the $2 \times (6 - 2)$ rectangle with rows labeled by $\{1, 4\}$. Moreover we have:

$$\begin{align*}
   I_1 \setminus I_2 &= \{1\} & I_1 \setminus I_3 &= \{3\} & I_1 \setminus I_4 &= \{1\} & I_1 \setminus I_5 &= \{4 > 1\} & I_1 \setminus I_6 &= \{4\} \\
   I_2 \setminus I_1 &= \{2\} & I_3 \setminus I_1 &= \{1\} & I_4 \setminus I_1 &= \{6\} & I_5 \setminus I_1 &= \{5 < 6\} & I_6 \setminus I_1 &= \{6\}
\end{align*}$$

which means that we need to place a + in the boxes $(1, 2), (1, 3), (1, 6), (4, 5), (4, 6)$. Then the Le diagram associated to $B$ is the diagram $L$ on the left:

$$L = \begin{array}{cccc}
   + & 0 & + & + \\
   + & 3 & 2 & 1 \\
   6 & 5 & & 
\end{array}$$

$$\Gamma(L) = \begin{array}{c}
   \begin{array}{cccc}
   1 & 2 & 3 & 4 \\
   6 & 5 & &
   \end{array}
\end{array}$$

Note that this is indeed a Le diagram. Moreover, we can easily see that the dimension of the corresponding positroid cell is equal to 5, that is the number of + in the Le diagram.

Let us now apply the algorithm to obtain the positroid associated to $L$ and check that this is in fact the positroid $B$. Note that the associated graph $\Gamma(L)$ is the diagram on the right. Moreover, the 2-subsets $B$ such that $\{\{1, 4\} \cap B, \{2, 3, 5, 6\} \cap B\}$ admits a vertex-disjoint path system are:

$$\{\{1, 4\}, \{1, 5\}, \{1, 6\}, \{2, 4\}, \{2, 5\}, \{2, 6\}, \{3, 4\}, \{3, 5\}, \{3, 6\}, \{4, 6\}, \{5, 6\}\},$$

which equals $B$. \(\triangle\)

3 Main results

3.1 Positroid cells in the Grassmannian of lines

We now focus on the case $k = 2$. Our goal in this paper is to completely answer Questions 1.1 and 1.2.
Note that if there exists a matrix satisfying the conditions in Question 1.1, i.e. it has nonzero (respectively non-negative) 2-minors, then $D^c$ is a representable matroid (respectively a positroid). When there is no such a matrix, that is $D^c$ is not a positroid, then we are interested to compute the maximal positroids in $D^c$, particularly answering Question 1.2. In general, there are multiple possible definitions of maximal that one may want to consider such as the cardinality or the dimension of the positroid. We are in particular interested to compute the maximal collections of 2-pairs $M \subseteq D^c$ such that $M$ is a matroid (or a positroid), but there exists no other matroid (or a positroid) $M'$ such that $M \subset M' \subseteq D^c$.

**Definition 3.1.** Given a subset $D \subset \binom{[n]}{2}$, we define $\text{Mat}(D)$ to be the set of maximal matroids contained in $D^c$ and $\text{MPos}(D)$ for the set of maximal positroids contained in $D^c$.

In this paper, we are interested in computing $\text{Mat}(D)$ and $\text{MPos}(D)$. Note that any $2 \times n$ matrix $A$ of rank 2 defines a (representable) matroid $M = ([n], B)$ with $|B| = 2$ for all $B \in B$. Recall from §2.2 that the dependent sets of $M$ are all non-empty subsets of $[n]$ that are not contained in any basis. In particular, all subsets with at least three elements are dependent. Moreover, any zero column $i$, that is a circuit of size one, gives rise to dependent pairs $\{i,j\}$ for all $j \in [n]\{i\}$. See Remark 3.3. Therefore, to classify representable matroids or positroids of rank 2, we only consider the dependent sets of size 2. This property does not generalize beyond $k = 2$.

We now define a bijection between collections of 2-subsets of $[n]$ and graphs on subsets of $[n]$.

**Definition 3.2.** Given a subset $D \subset \binom{[n]}{2}$, we define $T_D = \{i \in [n] \mid \{i,j\} \in D \text{ for all } j \in [n]\{i\}\}$ and $G_D$ the graph with vertex set $[n]\setminus T_D$ and edge set $\{\{i,j\} \in D \mid i,j \in [n]\setminus T_D\}$. Conversely, to any graph $G = ([n]\setminus T, E)$ we associate the subset $D_G = E \cup \{\{i,j\} \mid i \in T, j \in [n]\setminus \{i\}\}$. Given $T \subset [n]$, we denote $P_{n,T}$ for the polygon with vertex set $[n]\setminus T$. (See Example 3.6 and Figure 1).

**Remark 3.3.** Note that when $D^c$ is a matroid, $T_D$ is the set of loops in $D^c$, or equivalently, it encodes the zero columns in a matrix representation of $D^c$. Graphically, if a vertex (a.k.a. column) does not contribute to any basis set, then the set of $k$ planes in $\mathbb{R}^n$ defined by this matrix is the same as the set of $k$ planes in $\mathbb{R}^{n-|T_D|}$. More precisely, suppose that $D$ is the dependent set of a positroid and that $T_D \neq \emptyset$. Then there exists a $k \times n$ matrix representative $A$ for $D^c$ such that the columns indexed by $i \in T_D$ are the zero vector. Let $A'$ be the $k \times ([n] - |T_D|)$ matrix obtained from $A$ by eliminating the columns indexed by $T_D$. This is a matrix representative for the matroid with ground set $[n]\setminus T_D$ and dependent set $\{\{i,j\} \in D \mid i,j \notin T_D\}$. In particular, every such subset $D$ can be identified as the dependent set $D'$ of a matroid with ground set $[n]\setminus T_D$ and $T_D' = \emptyset$ with $G_D = G_{D'}$.

A first property $D$ must have to define a positroid is to represent a matroid. This corresponds to the following condition on the graph $G_D$.

**Lemma 3.4.** $D^c$ is a matroid if and only if every connected component of $G_D$ is a complete graph.

**Proof.** Let $D^c$ be the bases of a matroid. We want to prove that if $\{i,j\}, \{j,k\} \in D$ for some $i,j,k \in [n]$, then $\{i,k\} \in D$ or $j \in T_D$. Suppose by contradiction $\{i,k\} \in D^c$ and $j \notin T_D$. Then $\{j,l\} \in D^c$ for some $l \in [n]\{i,k\}$. By definition of matroid, since $j \in \{j,l\}\{i,k\}$, either $\{i,j\}$ or $\{j,k\}$ is a basis. This is a contradiction, hence either $\{i,k\} \in D$ or $j \in T_D$, that is $G_D$ has complete connected components.

Assume now that $G_D$ has complete connected components. To prove that $D^c$ is a bases set of a matroid, we need to show that $\{i,k\}$ or $\{i,l\}$ is in $D^c$, if $\{i,j\}, \{k,l\} \in D^c$. Suppose by contradiction $\{i,k\}, \{i,l\} \in D$. Then either $i \in T_D$ or $\{k,l\} \in D$. The latter is not possible since $\{k,l\} \in D^c$ and if $i \in T_D$, then $\{i,j\} \in D$. This is a contradiction with the assumption that $\{i,j\} \in D^c$. \hfill $\square$

**Example 3.5.** Consider the positroid with bases set $B$ from Example 2.5. The corresponding dependent set is $D = B^c = \{\{1,2\}, \{1,3\}, \{2,3\}, \{4,5\}\}$, $T_D = \emptyset$ and $G_D$ is the graph depicted in Figure 1(left). \hfill $\triangle$
Example 3.6. Let $\mathcal{D} = \{\{1, 2\}, \{2, 4\}, \{1, 4\}, \{3, 5\}, \{3, 6\}, \{5, 6\}\} \cup \{\{7, i\} \mid i \in [8]\setminus\{7\}\}$. In this case, we see that $T_D = \{7\}$ and the graph $G_D$ can be represented as Figure 1(right). Note that in this case we “forget” the vertex 7 since every element of the form $\{7, i\}$ for $i \in [8], i \neq 7$ is in the set $\mathcal{D}$. The dashed heptagon in the picture represents the polygon $P_{8,\{7\}}$.

We can see from the graph $G_D$ and Lemma 3.4 that $\mathcal{D}$ is the dependent set of a matroid. One way to determine whether $\mathcal{D}$ is the dependent set of a positroid is to apply the algorithm from §2.3, to construct the Le diagram from $\mathcal{D}^c$ and check if the resulted diagram is a Le diagram, and whether it is indeed the Le diagram associated to $\mathcal{D}^c$. If one of these two conditions is not satisfied, $\mathcal{D}^c$ cannot be a positroid.

We have $I_1 = \{1, 3\}$ and the Le diagram needs to fit inside a $2 \times (8 - 2)$ rectangle. Constructing the associated diagram we obtain the diagram:

$$
\begin{array}{ccc|ccc}
+ & 0 & 0 & 0 & + & + \\
+ & 0 & + & + & 0 & 3^2 \\
8 & 7 & 6 & 5 & 4 \\
\end{array}
$$

However, this diagram is not a Le diagram, since the box in position (3, 4) contains + both in the box over it in the same column and in some boxes to its left on the same row. Hence, $\mathcal{D}^c$ is not a positroid. △

3.2 Combinatorial characterization of positroids

We now determine the necessary and sufficient conditions for a set to be the dependent set of a positroid.

Let us first fix our notation through this section. Here, $\mathcal{D}$ is a subset of $\binom{[n]}{2}$.

Notation 3.7. • If $T \subset [n]$ and $H = ([n], E)$ is a graph, we denote by $H \setminus T$ the restriction of $H$ to $[n] \setminus T$, the edge set of which is given by $E(H \setminus T) = \{i, j\} \in E \mid i, j \in [n] \setminus T\}$. 

• Given $\mathcal{D} \subset \binom{[n]}{2}$, denote by $c(\mathcal{D})$ the number of connected components of the graph $G_\mathcal{D}$. Note that every singleton vertex of $[n] \setminus T_D$ in $G_\mathcal{D}$ is counted as one connected component.

• Finally, given a graph $H$, we denote by $\overline{H}$ the graph obtained from $H$ by adding all the necessary edges to $H$ to obtain a graph whose connected components are complete. Accordingly, given $\mathcal{D} \subset \binom{[n]}{2}$, we denote by $\overline{\mathcal{D}}$ the subset of $\binom{[n]}{2}$ obtained from $\mathcal{D}$ by adding every pair $\{i, k\}$ to $\overline{\mathcal{D}}$ if $\{i, j\}, \{j, k\} \in \mathcal{D}$ with $j \notin T_D$. In other words, $\overline{\mathcal{D}} = \mathcal{D} \cup E(G_\mathcal{D})$.

Definition 3.8. A subset $\mathcal{D} \subset \binom{[n]}{2}$ is called nice on the cyclically ordered set $[n]$ if the following hold:

1. Every connected component of the associated graph $G_\mathcal{D}$ is complete;
2. There is no connected component $C$ of $G_\mathcal{D}$ such that $P_{n,T_D} \setminus C$ is disconnected.

Note that the graph $G_D$ from Example 3.6 does not satisfy the second property above. For instance, if $C$ is the triangle on the vertices $\{3, 5, 6\}$, then $P_{8,\{7\}} \setminus C$ has two connected components: one consisting of the vertex 4 and the other consisting of the part of the polygon comprised of vertices $\{1, 2, 8\}$. 

...
Proposition 3.9. $D^c$ is a positroid if and only if $D$ is nice.

Proof. Note that if $T_D \neq \emptyset$, by Remark 3.3, we can consider the set $D' = E(G_D) = D \setminus T_D$ with ground set $[n] \setminus T_D$, since $D^c$ is a positroid if and only if $(D')^c$ is a positroid. Moreover, $G_D = G_{D'}$ which implies that $D$ is nice if and only if $D'$ is nice. Therefore, we only need to consider the case $T_D = \emptyset$.

First we show that if $D$ is not nice, then $D^c$ is not a positroid. We may assume that every connected component of $G_D$ is complete. Otherwise, by Lemma 3.4, $D^c$ does not even define a matroid. Therefore, we only need to check the second condition of Definition 3.8. Let $C$ be a connected component of $G_D$. Note that if $C$ has only one vertex, then $P_n \setminus C$ is connected. Moreover, we can assume that at least two of the vertices of $P_n$ are not in $C$, otherwise $|P_n \setminus C| \in \{0, 1\}$ and both the empty set and single vertex is connected. In either case, this results in $D$ being nice. Therefore, it is sufficient to assume that there is a connected component of $G_D$ that consists of more than one, but not all vertices of $P_n$. Note that we can assume $1 \in V(C)$ and $n \notin V(C)$. Indeed if this is not the case, by Remark 2.2, we can take a cyclic shift of the set $[n]$ so that this property is satisfied. Moreover, if $D'$ is the resultant set, then under this cyclic shift, $D^c$ is a positroid if and only if $(D')^c$ is a positroid. In other words, we may write the vertices of $C$ as $1 = v_1 < v_2 < \cdots < v_k < n$. Suppose that $P_n \setminus C$ is disconnected and $C$ is complete. Then there exist some $i \in [n]$ and $j \in [k - 1]$ such that $v_j < i < v_{j+1}$. Take the minimal such $i$.

With this assumption, we have that $I_1 = \{1, i\}$ gives the row label of the Le diagram associated to $D^c$. We want to prove that if $(D')^c \subset [n]$ is the set associated to this diagram, then $\{1, v_j+1\} \in (D')^c$, from which it would follow that $D^c \neq (D')^c$, hence $D^c$ is not a positroid. Note that we have

$$I_1 = \{1, i\} \text{ and } I_{v_{j+1}} = \{v_{j+1}, k\} \text{ for some } k > v_{j+1}.$$ 

Thus, we need to add a “+” in the box in position $(i, v_{j+1})$. Since there is a path from $i$ to $v_{j+1}$, following the algorithm in §2.3 to construct a positroid from a Le diagram, we obtain a set $(D')^c$ containing the pair $\{1, v_{j+1}\}$. Since $\{1, v_{j+1}\}$ is an edge in $G_D$, it follows that $\{1, v_{j+1}\} \notin D^c$, hence $D^c$ is not a positroid.

Suppose now that $D$ is nice. Note that if one connected component of $G_D$ contains all the vertices $1, \ldots, n$, then $D^c = \emptyset$ is a positroid. We can now assume that no connected component $C$ of $G_D$ is such that $V(C) = [n]$. Let $C_1$ be a connected component of $G_D$ and we can assume as before, up to relabelling the vertices with a cyclic rotation, that $V(C_1) = \{1, \ldots, k\}$ for some $k < n$. Note that $C_1$ must contain all vertices between 1 and $k$. Otherwise, $P_n \setminus C_1$ has two connected components, one containing the missing vertex from $[k]$ and one containing $n$. Since the component $C_1$ is complete, $I_1 = \{1, k + 1\}$ is the lexicographically minimal element in $D^c$, hence $\{1, k + 1\}$ is the column set in the diagram associated to $D^c$. Then, we fill the diagram as follows: insert a “+” in every box in position $(1, i)$ for $i \in \{2, \ldots, k\}$ and in position $(k + 1, j)$ for $j \in \{k + 2, \ldots, n\}$. Moreover, for every $j \in \{k + 1, \ldots, n - 1\}$, if $\{j, j + 1\} \notin D$, insert a “+” in the box. Fill all the remaining empty boxes with a “0”. The resulted diagram is of form:

```
+   +   +   +   + 1
n   \cdots k+1 k+2
```

Note that this is a Le diagram since “0”s only appear in the top row, satisfying the Le condition.

To check that such a Le diagram is indeed the Le diagram associated to $D^c$, we need to show that the diagram admits a vertex disjoint path $\{(1, k + 1) \setminus \{i, j\}, \{i, j\} \setminus \{1, k + 1\}\}$ if and only if $\{i, j\} \in D^c$. Note that this occurs if and only if $i$ and $j$ are in different connected components of $G_D$. Assume without loss of generality that $i < j$. We may have the following cases:

**Case 1.** $1 \leq i, j \leq k$: Note that in this case $i, j \in V(C_1)$. In particular $\{i, j\} \in D$. On the other hand, there is no path in the Le diagram.

**Case 2.** $i \leq k$ and $j \geq k + 1$: Then $i \in V(C_1)$ and $j \notin V(C_1)$, in particular $\{i, j\} \in D^c$. Moreover, there is one path from 1 turning down at $i$ and one path from $k + 1$ turning down at $j$, as desired.
Case 3. $k+1 \leq i, j \leq n$: Then $\{i, j\} \in D^c$, or equivalently, $i$ and $j$ are in different connected components of $G_D$, if and only if there are two vertices $i \leq l < l+1 \leq j$ such that $l$, $l+1$ are in different connected components. In this case, by construction, there is one path from $k+1$ to $i$ and another path from 1 to $j$ that turns down at $(1, l+1)$, left at $(k+1, l)$, and down at $(k+1, j)$. Conversely, there is no “+” in the box $(1, l+1)$ for any $i < l+1 \leq j$, if and only if $i$ and $j$ are in the same connected component of $G_D$. Moreover, in this case any path from $\{1, k\}$ to $\{i, j\}$ must either share a vertex or a cross. 

Remark 3.10. Our characterization can be used to prove that every rank 2 matroid is representable over $\mathbb{R}$. Recall that this is true for every rank 2 matroids over any infinite field [14]. We show that for every matroid $M$ there is some (cyclic) order $\prec$ on the ground set $[n]$ such that with respect to that order $M$ is a positroid. Indeed, let $D$ be the dependent set of $M$ and let $C_1, \ldots, C_k$ be the connected components of $G_D$. Then, since $V(C_1), \ldots, V(C_k), T_D$ form a partition of $[n]$, we can define an order on $[n]$ such that for every $i < j$, the vertices of $C_i$ appear before the vertices of $C_j$, or equivalently $u < v$ for every $u \in V(C_i)$ and $v \in V(C_j)$. Moreover, we can assume that the vertices in $T_D$ appear at the end. On the other hand, since $M$ is a matroid, the connected components of $G_D$ are all complete. Furthermore, with respect to this order, each $V(C_i)$ is a cyclic interval in $[n]\setminus T_D$, hence $D$ is a nice set.

Consider for example the matroid on the ground set $[10]$ whose dependent sets are given by

$$D = \{\{1, 2\}, \{1, 5\}, \{2, 5\}, \{3, 8\}, \{3, 9\}, \{8, 9\}, \{4, 7\}, \{4, 10\}, \{7, 10\}\}.$$ 

We note that $D$ is not a nice set with respect to the standard ordering of $[10]$. On the other hand if we define $\prec$ to be the cyclic ordering on $[10]$ defined by $1 < 2 < 5 < 3 < 8 < 9 < 6 < 4 < 7 < 10$ and denote by $D'$ the set $D$ considered with respect to the ordering $\prec$, then $D'$ is nice and $(D')^c$ defines a positroid.

![Diagram](image)

### 3.3 Maximal positroids

Given a set $D \subset \binom{[n]}{2}$, we can apply Proposition 3.9 to determine whether $D^c$ is a positroid. When it is not the case, we may ask what are the maximal positroids contained in $D^c$, that is we wish to compute the set MPos($D$). There are, in general, different ways to shrink $D^c$ to a positroid, and we would like to compute the maximal (with respect to inclusion) such positroids. More precisely, we start by computing the maximal matroids contained in $D^c$. We then proceed by studying how to construct positroids lying inside a matroid. Furthermore, in Algorithm 1 we restrict these operations to compute all the maximal positroids. In particular, we answer Question 1.2 by studying the minimal dependency data that we need to add to a set $D$ so that the resulted set represents a positroid.

**Example 3.11.** Consider the set $D$ from Example 3.6, where $D^c$ is not a positroid, since the associated diagram in Example 3.6 is not a Le diagram. However, note that if the box $(1, 4)$ was filled with a “0” instead of a “+”, then we would obtain a Le diagram. This corresponds to adding the edge $\{3, 4\}$ to the set $D$. By Lemma 3.4, if a set $D' \supseteq D \cup \{\{3, 4\}\}$ represents the dependent sets of a positroid, then the connected components of its corresponding graph $G_D'$ should be complete. There are three ways to obtain such a graph from $G_D$ leading to three positroids of the following form:

- $D_1 = D \cup \{\{i, j\} \mid i \in \{1, 2, 4\}, j \in \{3, 5, 6\}\}$, where $G_{D_1}$ is obtained from $G_D$ by connecting the two crossing connected components;
• $\mathcal{D}_2 = \mathcal{D} \cup \{{3, i} \mid i \in [8]\{3\}\}$, where $G_{\mathcal{D}_2}$ is obtained from $G_\mathcal{D}$ by removing the vertex 3;
• $\mathcal{D}_3 = \mathcal{D} \cup \{{4, i} \mid i \in [8]\{4\}\}$, where $G_{\mathcal{D}_3}$ is obtained from $G_\mathcal{D}$ by removing the vertex 4;

As we see in the graphs above, the sets $\mathcal{D}_1, \mathcal{D}_2, \mathcal{D}_3$ are all nice, hence $\mathcal{D}_1^c, \mathcal{D}_2^c, \mathcal{D}_3^c$ are positroids. In particular, these positroids are all contained in $\mathcal{D}^c$.

Since every positroid is in particular a matroid, we divide the process of finding the positroids contained in a given set $\mathcal{D}^c$ into two steps: First, we find all the maximal matroids contained in $\mathcal{D}^c$. Second, we determine all the maximal positroids contained in such matroids.

**Notation 3.12.**

- Given $\mathcal{D} \subset \binom{[n]}{2}$ and $T \subset [n]$, we define the set $\mathcal{D} + T$ as:
  $$\mathcal{D} + T := \mathcal{D} \cup \{{i, j} \mid i \in T, j \in [n]\{i\}\}.$$  
  Note that we can assume $T \subset [n]\T_\mathcal{D}$. We also have $T_{\mathcal{D} + T} = T_\mathcal{D} \cup T$.

- Given $\mathcal{D} \subset \binom{[n]}{2}$ we define the set $T_\mathcal{D}$ as the family of subsets $T$ of the vertices in $[n]\T_\mathcal{D}$ such that $c(\mathcal{D} + T)$ is strictly larger than $c(\mathcal{D} + S)$ for every subset $S \subset T$.
  $$T_\mathcal{D} := \{T \mid T = \emptyset \text{ or } T \subset [n]\T_\mathcal{D} \text{ such that } c(\mathcal{D} + T) > c(\mathcal{D} + (T\{i\})) \text{ for every } i \in T\}.$$  

In the terminology of graph theory, $T \in T_\mathcal{D}$ if and only if every $i \in T$ is a cut-point of the graph $G_{\mathcal{D} + (T\{i\})}$ which is obtained from $G_\mathcal{D}$ by eliminating the vertices in $T\{i\}$.

Recall $\overline{\mathcal{D}} = \mathcal{D} \cup E(G_{\overline{\mathcal{D}}})$ from Notation 3.7.

**Proposition 3.13.** The family of maximal matroids contained in $\mathcal{D}^c$ is given by:

$$\text{Mat}(\mathcal{D}) = \left\{\left(\overline{\mathcal{D} + T}\right)^c \mid T \in T_\mathcal{D}\right\}.$$  

**Proof.** Note that by construction every element in $\text{Mat}(\mathcal{D})$ is a matroid. Let us start by proving that each $\mathcal{F}^c \in \text{Mat}(\mathcal{D})$ is one of the maximal matroids contained in $\mathcal{D}^c$. Let $\mathcal{F} = \overline{\mathcal{D} + T}$ for some $T \in T_\mathcal{D}$. Suppose by contradiction that there exists $\mathcal{F}'$ with $\mathcal{D} \subset \mathcal{F}' \subset \mathcal{F}$ such that $(\mathcal{F}')^c$ is a matroid. Then, by Lemma 3.4, the connected components of the graphs $G_{\mathcal{F}'}$ and $G_{\mathcal{F}}$ are complete. Since $\mathcal{F}' \neq \mathcal{F}$, then $T_\mathcal{D} \subset T_{\mathcal{F}'} \subset T_{\mathcal{F}} = T \cup T_\mathcal{D}$. Recall that $T \in T_\mathcal{D}$. Therefore, by definition of $T_\mathcal{D}$, for any $i \in T\T_{\mathcal{F}'}$, we have that $i \in [n] \T_\mathcal{D}$. Thus, $c(\mathcal{D} + T) > c(\mathcal{D} + (T\{i\})) \geq c(\mathcal{D} + T_{\mathcal{F}'})$. Let $C$ be the connected component in $G_{\mathcal{D} + T_{\mathcal{F}'}}$ containing $i$. Note that by the previous inequality if we remove $T\T_{\mathcal{F}'}$ from $C$, $C$ will be divided in at least two components $C_1$ and $C_2$, such that $C_1 \cup C_2 \subset G_{\mathcal{F}}$. For any $j_1 \in V(C_1)$ and $j_2 \in V(C_2)$, we have that $j_1, j_2 \in V(C)$ and since $C$ is a connected component in $G_{\mathcal{F}}$, which is complete, we must have $\{j_1, j_2\} \in \mathcal{F}'$. On the other hand, $j_1$ and $j_2$ lie in different connected components in $G_{\mathcal{F}}$ and $j_1, j_2 \notin T_{\mathcal{F}}$, hence $\{j_1, j_2\} \notin \mathcal{F}$. This contradicts with the assumption that $\mathcal{F}' \subset \mathcal{F}$, so the claim follows.

It remains to prove that all the maximal matroids contained in $\mathcal{D}^c$ are of this form. Let $\mathcal{F} \supset \mathcal{D}$ be such that $\mathcal{F}^c$ is a matroid and there is no $\mathcal{D} \subset \mathcal{F}' \subset \mathcal{F}$ such that $(\mathcal{F}')^c$ is a matroid. Let $T = T_{\mathcal{F}}\T_{\mathcal{D}}$. It is
enough to prove that $T \in \mathbb{T}_D$. If $T = \emptyset$, then $T \in \mathbb{T}_D$. Assume that $T \neq \emptyset$, and suppose by contradiction that there is $i \in T$ such that $c(D + T) = c(D + (T \setminus \{i\}))$ (that is, that $T \notin \mathbb{T}_D$). Let $F' = D + (T \setminus \{i\})$ and let $C'$ be the connected component of $G_{F'}$ containing $i$. We want to show that $F' \subseteq F$ and $(F')^c$ is a matroid. Note that the latter follows directly from Lemma 3.4, as we took the completion of the connected components in the graph $G_{F'}$. It remains to prove that $E(C') \subseteq F$. For every edge of the form $(i, k) \in E(C')$ for some $k \in V(C') \setminus \{i\}$, we have that $(i, k) \in F$ since $i \in T$. Now let $(i, k) \in E(C')$ with $j, k \in V(C') \setminus \{i\}$. Since removing $i$ did not change the number of connected components, the vertices $j$ and $k$ must lie in the same connected component of $G_{F'}$. This connected component is complete by Lemma 3.4, hence $(j, k) \in F$. This is in contradiction with the assumption that $(F')^c$ is one of the maximal positroids contained in $D^c$. Thus $c(D + T) > c(D + (T \setminus \{i\}))$ for every $i \in T$, and so $T \in \mathbb{T}_D$. \qed

**Example 3.14.** Let $D = \{\{2, 3\}, \{2, 4\}, \{2, 6\}, \{3, 4\}\} \subset \binom{[6]}{2}$. Then $\mathbb{T}_D = \{\emptyset, \{2\}\}$ and $\text{Mat}(D) = \{\overline{D}, \overline{D} + \{2\}\}$. In particular, the corresponding graphs are:

![Graphs]

Note that $D + \{6\}$ is also the dependent set of a matroid, but $\overline{D} \subset D + \{6\}$.

From now on we may assume that $D$ is the dependent set of a matroid, i.e. $D = \overline{D}$. Our goal is to provide an algorithm for computing $\text{MPPs}(D)$. To do so, we first give a combinatorial condition for the containment between dependent sets of a pair of matroids in terms of their associated graphs.

**Lemma 3.15.** Let $D$ and $F$ be the dependent sets of two matroids. Then $D \subset F$ if and only if:

(a) $T_D \subset T_F$ and

(b) for every connected component $C$ of $G_D$ there exists a connected component $C'$ of $G_F$ such that $V(C) \setminus T_F \subset V(C')$.

**Proof.** Suppose $D \subseteq F$. Then (a) holds by definition. Moreover, every connected component $C$ of $G_D$ is complete, since $D^c$ is a matroid and $\{i, j\} \in D \subset F$ for every $i, j \in V(C)$. Then every pair of vertices $i, j \in V(C) \setminus T_F$ are connected in $G_F$ and so there exists a component $C'$ of $G_F$ with $V(C) \setminus T_F \subset V(C')$. Suppose now that $D$ and $F$ are dependent sets of matroids such that (a) and (b) hold. Consider $\{i, j\} \in D$. If $i \in T_F$, then $\{i, j\}$ must be in $F$. If none of the indices $i, j$ are in $T_F$ then $i, j \in V(C)$ for some connected component $C$ of $G_D$, and by assumption there exists a connected component $C'$ of $G_F$ such that $i, j \in V(C) \setminus T_F \subset V(C')$. Since $C'$ is complete because $F$ is a matroid, then $\{i, j\} \in F$. \qed

Let us now fix our notation used in Algorithm 1 and throughout the rest of this section.

**Notation 3.16.**

- For $D \subset \binom{[n]}{2}$ and $C$ a connected component of $G_D$, we write
  
  $P_{n, T_D} \setminus C = D_1 \sqcup \cdots \sqcup D_k$ and $C|_{P_{n, T_D}} = F_1 \sqcup \cdots \sqcup F_k$,

  where $D_1, \ldots, D_k$ are the connected components of $P_{n, T_D} \setminus C$ and $F_1, \ldots, F_k$ are those of $C|_{P_{n, T_D}}$. Note that each $D_i$ is a cyclic interval in $[n]/(T_D \cup V(C))$ and $P_{n, T_D} \setminus C$ has the same number of connected components as $C|_{P_{n, T_D}}$. Moreover $P_{n, T_D} \setminus C$ is connected if and only if $k = 1$. 
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• For any subgraph $D$ of $P_{n,T_D}$ and any connected component $C$ of $G_D$, we define

$$C \cdot D = \{\{i,j\} \mid i \in V(C), j \in V(D)\}$$

which is obtained by connecting the vertices of $C$ to those of $D$. In the sequel, we will study dependent sets of the form $D \cup (C \cdot D)$ whose associated graphs are obtained from $G_D$ by connecting the vertices of $C$ to those of $D$ and then completing each connected component in the resulted graph.

Note that in the notation above, $D$ can be any subgraph of $P_{n,T_D}$, not just one of the connected components $D_i$. In particular, we may consider $D$ to either be one of the $D_i$ or a single vertex. Furthermore, to simplify our notation, we omit the closure and simply write $D \cup (C \cdot D)$.

**Lemma 3.17.** Let $D \subset D' \subset \begin{pmatrix} [n] \end{pmatrix}$ be dependent sets of two matroids such that $D^c$ is not a positroid and $(D')^c$ is a positroid. Then there exists a connected component $C$ of $G_D$ such that $P_{n,T_D} \setminus C$ is disconnected. Moreover there exists $\{i,j\} \in D' \setminus D$ for some $i \in V(C)$.

**Proof.** The first assertion follows by Proposition 3.9 as $D^c$ is not a positroid. Let $C$ be such a connected component. Assume by contradiction that there is no $\{i,j\} \in D' \setminus D$ for some vertex $i \in V(C)$. Then we must have $T_D = T_{D'}$. Indeed, suppose by contradiction that there exists $j \in T_{D'} \setminus T_D$. If $j \notin V(C)$ then since $j \notin T_D$ there exists $k \in [n] \setminus (T_D \cup V(C))$ such that $\{j,k\} \notin D$ but $\{j,k\} \in D'$. If $j \notin V(C)$ then $\{i,j\} \in D' \setminus D$ for every $i \in V(C)$. Moreover, $C$ is a connected component in $G_{D'}$ since, by assumption, no edge touching $C$ was added in $D'$. Hence $P_{n,T_{D'}} \setminus C = P_{n,T_D} \setminus C$, which is disconnected. This contradicts with the assumption that $(D')^c$ is a positroid, by Proposition 3.9. \qed

**Remark 3.18.** Given $\{i,j\} \in D' \setminus D$ as in Lemma 3.17, we either have $D \cup (C \cdot \{j\}) \subseteq D'$ or $i \in T_{D'}$ by Lemma 3.4. Note that we do not need to consider the case $j \in T_{D'}$, since we are only interested in determining the maximal positroids and in this case $D \cup (C \cdot \{j\}) \subseteq D + \{j\}$. Having only these two cases shows that we can construct a nice set $D' \supset D$ by performing a sequence of operations as follows:

1. Let $C$ be a connected component of $G_D$ such that $P_{n,T_D} \setminus C$ is disconnected. Connect $C$ to a vertex $j \in [n] \setminus (T_D \cup V(C))$ and add all the edges to obtain a complete component. Then we obtain the set $D \cup (C \cdot \{j\})$;

2. Given a vertex $i \in V(C)$, where $C$ is a component of $G_D$ such that $P_{n,T_D} \setminus C$ is disconnected, add the vertex $i$ to the vanishing set $T_D$. Then we obtain the set $D + \{i\}$. Note that $C$ is no longer a connected component of $G_{D+\{i\}}$, but its restriction to the vertex set $V(C) \setminus \{i\}$ is.

**Remark 3.19.** Since we are only interested to obtain the maximal positroids contained in a given matroid, we can further restrict the two operations from Remark 3.18 to the following two operations:

(a) Given a connected component $C$ of $G_D$ such that $P_{n,T_D} \setminus C$ is disconnected, and a connected component $D$ of $P_{n,T_D} \setminus C$, we let $D' = D \cup (C \cdot D)$;

(b) Given a connected component $C$ of $G_D$ such that $P_{n,T_D} \setminus C$ is disconnected, and a connected component $F$ of $C|_{P_{n,T_D}}$, we let $D' = D + F$.

If $F \supseteq D$ is the dependent set of a positroid contained in the matroid $D^c$ where $F$ is constructed by connecting a connected component $C$ of $G_D$ to a component strictly contained in a connected component $D \subset D_i$ of $P_{n,T_D} \setminus C$, then we can obtain a smaller set $F'$ with $F \supseteq F' \supseteq D$ such that $(F')^c$ is a positroid. Similarly, if $F \supseteq D$ is the dependent set of a positroid and $F$ is constructed by enlarging the vanishing set $T$ by adding a component strictly contained in a connected component $F \subseteq F_i$ of $C|_{P_{n,T_D}}$ to $T$, we obtain a smaller set $F'$ with $F \supseteq F' \supseteq D$ such that $(F')^c$ is a positroid. This will be proved in Proposition 3.21.
Example 3.20. Consider the matroid $D^c$ where $D = \{\{1,2\}, \{1,5\}, \{2,5\}\} \subset \binom{[6]}{2}$. If $C$ is the connected component of $G_D$ given by the triangle on vertices $\{1,2,5\}$ then we have that $P_0 \setminus C = D_1 \cup D_2$ with $V(D_1) = \{3,4\}$, $V(D_2) = \{6\}$ and $C|_{P_0} = F_1 \cup F_2$ with $V(F_1) = \{1,2\}$ and $V(F_2) = \{5\}$.

Let $F$ be the dependent set of a positroid and suppose $F' = D \cup (C \cdot \{3\}) \subset F$ but $\{4,i\} \notin F$ for $i = 1,2,5$. Then there are two possibilities to obtain a positroid from $F'$ by either connecting the connected component $C' = C \cdot \{3\}$ to the vertex 6 or adding the vertex 5 to the vanishing set.

We obtain respectively $F_1 = F' \cup (C' \cdot \{6\})$ and $F_2 = F' \cdot \{5\}$. Let $D_1, D_2$ be the sets obtained by performing the same operations but not connecting $C$ to $\{3\}$, that is $D_1 = D \cup (C \cdot \{6\})$ and $D_2 = D \cdot \{5\}$. It is easy to see that $D_1 \subseteq F_1$ and $D_2 \subseteq F_2$, and the associated graphs are the ones depicted above. \(\triangle\)

Description of Algorithm 1. We use the set $\mathcal{G}$ to keep track of the intermediate sets that do not define a positroid. We denote $\mathcal{C}$ for the set of connected components of the graph $G_D$. We start with $D$ and check whether it is nice, i.e. if the vertices of the connected components of $G_D$ lie on cyclic intervals of $[n] \setminus T_D$. If it is nice, then the algorithm terminates. Otherwise, for each connected component $C \in \mathcal{C}$, for which the vertices do not define a cyclic interval, it considers the connected components of $P_{n,T_D} \setminus C = D_1 \cup \cdots \cup D_k$ and the cyclic intervals defined by $C$, i.e. $C|_{P_{n,T_D}} = F_1 \cup \cdots \cup F_k$. The algorithm then identifies each dependent set formed by completing the graph on $V(C) \cup D_i$ (denoted $D \cup (C \cdot D_i)$) or connecting the vertices of $F_i$ to every vertex in $[n] \setminus T_D$ (denoted $D + F_i$), and then repeats the process for each set.

We now prove that the output of Algorithm 1, i.e. the set $\text{Pos}(D)$ contains all the maximal positroids contained in a given matroid $D^c$. First we recall from Definition 3.1 that

$$\text{MPos}(D) = \{B \mid B^c \text{ is a positroid and there exist no } D' \text{ s.t. } B \supseteq D' \supseteq D \text{ and } (D')^c \text{ is a positroid}\}.$$ 

Proposition 3.21. Let $D \subset \binom{[n]}{2}$ be such that $D^c$ is a matroid. Then the set $\text{Pos}(D)$ obtained by applying Algorithm 1 to $D$ contains $\text{MPos}(D)$.

Proof. First note that if $D$ is nice, then $D^c$ is a positroid by Proposition 3.9, and so it is the unique maximal positroid that we are looking for. In this case, $\text{Pos}(D) = \{D^c\}$ which is equal to $\text{MPos}(D)$.

Suppose now that $D$ is not nice. Consider an element $D' \supset D$ in $\text{MPos}(D)$. We want to show that $D' \in \text{Pos}(D)$. Since $D^c$ is a matroid, every connected component of $G_D$ is complete. By Lemma 3.17, there exists a connected component $C$ of $G_D$ such that $P_{n,T_D} \setminus C$ is disconnected, and there exists $\{i,j\} \in D' \setminus D$ for some $i \in V(C)$. Then, by Remark 3.18 there are two possible cases that we consider separately.

Case 1. $D \cup (C \cdot \{j\}) \subset D'$. Let $D$ be the connected component of $P_{n,T_D} \setminus C$ containing $j$. We need to prove that $D \cup (C \cdot D)$ is contained in $D'$. Suppose by contradiction that there exists $k \in V(D)$ such that $\{k,\ell\} \notin D'$ for some $\ell \in V(C)$. Define the sets

$$D(G_{D'}) = \{j \in V(D) \mid \{i,j\} \in D' \text{ for all } i \in V(C)\} \text{ and } \mathcal{F} = D' \setminus \{i,\ell \mid i \in V(C), \ell \in D(G_{D'})\}.$$

Note that $\mathcal{F} \subseteq D'$. We show that $\mathcal{F}$ is nice. Suppose by contradiction that $\mathcal{F}$ is not nice. Then the connected component $C'$ in $G_{\mathcal{F}}$ containing $V(C) \setminus T_{D'}$ is such that $P_{n,T_D} \setminus C' = D_1 \cup D_2$ where $D_1$ is the connected component containing $D(G_{D'})$. Since the changes in the construction of $\mathcal{F}$ only involve the vertices in $D_1$, it follows that $\{i,\ell\} \in D'$ for all $i \in V(C')$ and $\ell \in D_1$. Hence $\{i,\ell\} \in D'$ for all $i \in V(C)$ and $\ell \in V(D)$, which is a contradiction. Therefore $\mathcal{F}$ is nice.
Case 2. $i \in T_{D'}$. Let $F$ be the connected component of $C|_{P_{n,T_D}}$ containing $i$. We prove that $D + F \subset D'$. Suppose by contradiction that $V(F) \nsubseteq T_{D'}$ and let $k \in V(F) \setminus T_{D'}$. Define

$$F = D' \setminus \{\{i, \ell\} \mid i \in V(F) \cap T_{D'}, \ell \in [n] \setminus \{i\}\} \cup \{\{i, k\} \mid i \in V(F) \cap T_{D'}, k \in V(C) \setminus \{i\}\}.$$ 

Note that $F$ is defined by removing all the elements of $V(F) \cap T_{D'}$ from the vanishing set. Now let $\overline{F}$ be the set obtained from $F$ by completing the connected components of $G_{\overline{F}}$. If we prove that $F$ is connected, since we would get a contradiction with the assumption that $D'$ is one of the smallest set (containing $D$) with the required property. Let $C'$ be the connected component in $G_{\overline{F}}$ containing $k$. If $P_{n,T_{D'}} \setminus C'$ is not connected, since the only changes made in the process of constructing $F$ involve the vertices of $F$, there is a connected component of $P_{n,T_{D'}} \setminus C'$ contained in $V(F) \setminus V(C')$. By definition of $F$, the set $V(F) \setminus V(C')$ is empty, hence $\overline{F}$ is connected. \vspace{1em}

**Algorithm 1:** Finding all the maximal positroids contained in a given matroid.

**Input:** A subset $D \subset ([n])_2$ such that $D^c$ is a matroid.

**Output:** A set containing all the maximal positroids contained in the matroid $D^c$.

**Initialization:** $G \leftarrow \{D\}$; 
$C \leftarrow \emptyset$; 
$\text{Pos}(D) \leftarrow \emptyset$;

while $G \neq \emptyset$ do

foreach $F \in G$ do

$C \leftarrow \{C_1, \ldots, C_m \mid G_{C} = C_1 \cup \cdots \cup C_m\}$;

if for all $i \in [m]$, $P_{n,T_F} \setminus C_i$ is connected then

$\text{Pos}(D) \leftarrow \text{Pos}(D) \cup \{F^c\}$;
$G \leftarrow G \setminus \{F\}$;

else

$P_{n,T_F} \setminus C_i = D_i^1 \cup \cdots \cup D_i^k$, for all $i \in [m]$;
$C_i|_{P_{n,T_F}} = F_{i}^1 \cup \cdots \cup F_{i}^k$, for all $i \in [m]$;

foreach $j \in [m]$ such that $k_j > 1$ do

$G \leftarrow G \cup \{F \cup (C_j \cdot D_j^1), \ldots, F \cup (C_j \cdot D_j^{k_j}), F + F_i^1, \ldots, F + F_i^k\}$;

end

$G \leftarrow G \setminus \{F\}$;

end

end

return $\text{Pos}(D)$;

**Example 3.22.** Consider $D = \{\{1,2\}, \{2,4\}, \{1, 4\}, \{3, 5\}, \{3, 6\}, \{5, 6\}\} \cup \{\{7, i\} \mid i \in [8] \setminus \{7\}\}$ from Examples 3.6 and 3.11. Note that $D$ is a matroid, since $G_D$ has complete connected components, but it is not a positroid. We want to construct the set $\text{Pos}(D)$ applying Algorithm 1. Let $G = \{D\}$. Consider the graph $G_D$ and let $C_1$ be the connected component with vertices $\{1, 2, 4\}$ and let $C_2$ be the connected component with vertices $\{3, 5, 6\}$. Let us start by considering the connected component $C_1$. We have $P_{8,\{7\}} \setminus C_1 = D_1^1 \cup D_2^1$, $C_1|_{P_{8,\{7\}}} = F_1^1 \cup F_2^1$ with $V(D_1^1) = \{3\}$, $V(D_2^1) = \{5, 6, 8\}$ and $V(F_1^1) = \{1, 2\}$, $V(F_2^1) = \{4\}$. Applying the algorithm to this connected component we obtain the sets with associated graphs:
After this step, we have \( G = \{ D, D \cup (C_1 \cdot D_1^1), D \cup (C_1 \cdot D_2^1), D + F_1^1, D + F_2^1 \} \). We now do the same for the connected component \( C_2 \) and obtain:

\[
P_{8,\{7\}} \setminus C_2 = D_1^2 \cup D_2^2, \quad C_2|_{P_{8,\{7\}}} = F_1^2 \cup F_2^2
\]

with \( V(D_1^2) = \{4\}, V(D_2^2) = \{1, 2, 8\} \) and \( V(F_1^2) = \{3\}, V(F_2^2) = \{5, 6\} \).

Repeating the same procedure, after the first cycle of the algorithm we get:

\[
G = \left\{ D, D \cup (C_1 \cdot D_1^1), \left[ \frac{|n|}{2} \right], D + F_1^1, D + F_2^1, D + F_1^2, D + F_2^2 \right\}
\]

We remove \( D \) from the set \( G \). We then proceed to repeat the same procedure for every element in \( G \). We now determine the nice sets in \( G \) and add them to the positroid set \( \text{Pos}(D) \):

\[
\text{Pos}(D) = \left\{ (D \cup (C_1 \cdot D_1^1))^c, \emptyset, (D + F_1^1)^c, (D + F_2^1)^c \right\}.
\]

The only sets in \( G \) that are not nice are \( F = D + F_1^1, F' = D + F_2^2 \). Denoting with a tilde the connected components in \( G_F \) and \( G_F' \) corresponding to the ones in \( G_D \) and repeating the same procedure for these two sets we obtain that the algorithm returns the set:

\[
\text{Pos}(D) = \left\{ (D \cup (C_1 \cdot D_1^1))^c, \emptyset, (D + F_2^2)^c, (D + F_1^2)^c, (F \cup (C_2 \cdot D_1^2))^c, (F \cup (C_2 \cdot D_2^2))^c, (F + F_1^2)^c, (F + F_2^2)^c, (F' \cup (C_1 \cdot D_1^2))^c, (F' \cup (C_1 \cdot D_2^2))^c, (F' + F_1^2)^c, (F' + F_2^2)^c \right\}.
\]

Note that there might be non-maximal positroids in \( D^c \). For instance, the empty set is clearly contained in every other set in \( \text{Pos}(D) \). Moreover, \( D \cup (C_2 \cdot D_1^1) \not\subseteq F \cup (C_2 \cdot D_1^2) \) and \( D \cup (C_2 \cdot D_2^1) \not\subseteq F' \cup (C_1 \cdot D_1^2) \). Hence, we remove the non-maximal positroids from \( \text{Pos}(D) \) to obtain:

\[
\text{MPos}(D) = \left\{ (D \cup (C_1 \cdot D_1^1))^c, (D + F_1^1)^c, (D + F_2^2)^c, (F \cup (C_2 \cdot D_2^2))^c, (F + F_1^2)^c, (F + F_2^2)^c, (F' \cup (C_1 \cdot D_1^2))^c, (F' \cup (C_1 \cdot D_2^2))^c, (F' + F_1^2)^c, (F' + F_2^2)^c \right\}.
\]

As an immediate corollary of Proposition 3.13, we obtain all the maximal positroids contained in any set \( D \), specifically, for \( D \) that do not already define matroids.

**Corollary 3.23.** Let \( D \subseteq \left[ \frac{|n|}{2} \right] \) when \( D^c \) is not necessarily a matroid and \( T_D = \{ T \mid c(D + T) > c(D + (T \setminus \{i\})) \text{ for all } i \in T \} \). Then \( \text{MPos}(D) \subseteq \bigcup_{T \in T_D} \text{Pos}(D + T) \).

**Remark 3.24.** In Algorithm 1, we have significantly restricted the number of operations, identified in Remark 3.18, leading to the calculation of all the maximal positroids contained in \( D^c \). More precisely, applying the graph operations in Remark 3.18 lead to many more positroids comparing to the output of Algorithm 1, however, Proposition 3.21 shows that the output contains all the maximal positroids. Moreover, we can easily detect the non-maximal positroids in \( \text{Pos}(D) \) by either checking the dependent sets by inclusion or applying the characterization given in Lemma 3.15.
4 Properties of positroid cells

We now apply the results of §3 to compute the dimension, boundaries and intersections of positroid cells.

4.1 Dimensions of positroid cells

**Proposition 4.1.** The dimension of the positroid cell \( S_+(D^c) \) is \( n - |T_D| + c(D) - 4 \).

**Proof.** Consider the case \( T_D = \emptyset \). Following the notation in the proof of Proposition 3.9, we have that the associated Le diagram has the following form:

\[
\begin{array}{c|c|c|c}
 & + & \cdots & + \\
\hline
n & k+1 & 2 \\
\end{array}
\]

There are \( n - 2 \) “+” in the diagram. We also add a “+” in the box \((1, j + 1)\) for every \( j \in \{k + 1, \ldots, n - 1\}\) where \( \{j, j + 1\} \in D^c \). Note that there are as many subsets \( \{j, j + 1\} \) in \( D^c \) as the number of connected components of the graph \( G_D \), which we denote by \( c(D) \). Moreover among these pairs, there are the subsets \( \{1, n\} \) and \( \{k, k + 1\} \) which correspond to the boxes of Le diagram containing a “+” that have already been counted among the previous \( n - 2 \). Since the dimension of the positroid cell equals to the number of “+”s in the Le diagram, the dimension is \( n - 2 + c(D) - 2 = n + c(D) - 4 \).

Now assume that \( T \neq \emptyset \). As shown in the proof of Proposition 3.9, we can see \( D^c \) as a positroid on the ground set \([n] \setminus T\). For such a positroid we will have \( T_D = \emptyset \), and so its dimension is given by \( (n - |T|) + c - 4 \), where \( c \) is the number of connected components of \( G_D \) on the set \([n] \setminus T\), that is \( c(D) \).

**Example 4.2.** The graphs associated to the maximal positroids in Example 3.22 are:

By applying Proposition 4.1, we can compute the dimensions of these positroids as follows:

\[
\begin{align*}
\dim \left( (D \cup (C_1 \cdot D_1^1))^c \right) &= 8 - 1 + 2 - 4 = 5 \\
\dim \left( (D + F_2^1)^c \right) &= \dim \left( (D + F_2^2)^c \right) = 8 - 2 + 3 - 4 = 5 \\
\dim \left( (\mathcal{F} \cup (\tilde{C}_2 \cdot \tilde{D}_2^2))^c \right) &= \dim \left( (\mathcal{F}' \cup (\tilde{C}_1 \cdot \tilde{D}_1^2))^c \right) = 8 - 3 + 2 - 4 = 3 \\
\dim \left( (\mathcal{F} + \tilde{F}_1^1)^c \right) &= \dim \left( (\mathcal{F} \cdot \tilde{F}_2^1)^c \right) = 8 - 4 + 3 - 4 = 3 \\
\dim \left( (\mathcal{F} + \tilde{F}_2^2)^c \right) &= 8 - 5 + 3 - 4 = 2.
\end{align*}
\]

Note that the maximal positroids contained in a given set may have different dimensions. \( \triangle \)

**Remark 4.3.** It is interesting to notice that the elements of \( \text{MPos}(D) \) may have different dimensions, as seen in Example 4.2. If we are interested only in the ones with the maximal dimension, then we can easily compute all the dimensions of the sets in \( \text{Pos}(D) \) using Proposition 4.1 and select those with maximal dimensions. This way, we obtain all and only the positroids of maximal dimension contained in \( D^c \).
4.2 Boundaries of positroid cells

We now apply our results to compute all the codimension one boundaries of a given positroid cell which are themselves are positroids. Similarly, by applying Proposition 4.5 multiple times, one can compute all codimension $k$ boundaries. To date, given any of the cryptomorphic representations of positroid cells (e.g. Grassmann necklaces, Le diagrams, plabic graphs, etc) there is no explicit algorithm to determine all the boundaries of a given codimension for a positroid cell. While one can count the number of “+” decorations in a Le diagram to get the dimension cell, one cannot get all the codimension one boundaries of a Le diagram by simply replacing the “+”s with “0”s such that the resulting decoration satisfies the Le condition. An example of this is given in [1, Example 2.17] and mentioned as Example 4.7 here.

**Example 4.4.** Consider the matroids with basis sets $B_1 = \{12, 14, 24\}$ and $B_2 = \{12, 13, 14, 23, 24\}$. By inclusion of the basis sets, we have $B_1 \subseteq B_2$. The corresponding Le diagrams are:

$$L(B_1) = \begin{bmatrix} + & 0 \\ + & 0 \end{bmatrix} \quad \text{and} \quad L(B_2) = \begin{bmatrix} 0 & + \\ + & + \end{bmatrix}.$$ 

The positroid cell corresponding to $B_2$ is of dimension three and the positroid cell for $B_1$ is of dimension two. Inclusion of the basis sets implies that the positroid of $B_1$ is a codimension one boundary of the positroid defined by $B_2$. However, there is no way to obtain this boundary by simply taking a subset of “+”s in $L(B_2)$ that respects the Le condition.

The main idea of the proposition below is to use the dimension formula in Proposition 4.1 to determine the types of changes that can be made to a nice set $D$ to form a larger nice set $D'$ of the correct dimension.

**Proposition 4.5.** Let $D \subseteq \binom{[n]}{2}$ be such that $D^c$ is a positroid with associated graph $G_D$. Let $C_1, \ldots, C_m$ be the connected components of $G_D$ which are cyclically ordered. Consider the subset $J = \{j \in [n] \setminus T_D \mid j \in V(C_i) \text{ with } |V(C_i)| > 1 \text{ for some } i \in [m]\}$. Then the set

$$\partial \text{Pos}_1(D) = \{D \cup (C_i \cdot C_{i+1}) \mid i \in [m]\} \cup \bigcup_{j \in J}(D + \{j\})$$

is the set of all positroids $P$ such that $P \subseteq D^c$ and $\dim P = \dim(D^c) - 1$.

**Proof.** By Proposition 4.1, the dimension of the positroid cell corresponding to $D$ is $n - |T_D| + c(D) - 4$. Assume that $D^c \subseteq \binom{[n]}{2}$ is such that $(D^c)^c$ is a positroid contained in $D^c$ and $\dim((D^c)^c) = \dim(D^c) - 1$. We know that $D \subseteq D'$ and that $D'$ is nice. Hence $D'$ satisfies $n - |T_{D'}| + c(D') = \dim(D^c) - 1$. In other words, there is some integer $b < c(D)$ such that $c(D') = c(D) - b$ and $|T_{D'}| = |T_D| - b + 1$. Note that $c(D') \leq c(D)$, since all the connected components are complete, and so we can not separate one connected component by adding a vertex to the vanishing set $T_{D'}$. Hence $b \geq 0$. Moreover, $T_D \subseteq T_{D'}$ implies that $|T_D| \leq |T_{D'}| = |T_D| - b + 1$, and so $b$ can be either 0 or 1.

For $b = 1$, the number of connected components decreases by 1. The only possibilities to obtain a nice set is to merge two consecutive connected components, $C_i$ and $C_{i+1}$ for some $i$. On the other hand, for $b = 0$, we are adding an element to the vanishing set $T_D$ without changing the number of connected components of $G_D$, so the only possibilities are the vertices lying in components with at least 2 vertices, that is $\{i \in [n] \setminus T_D \mid \text{there exists } j \in [n] \setminus T_D \text{ such that } \{i, j\} \in E\}$. These are exactly the graphs corresponding to the codimension one positroids contained in the boundary of $D^c$. \hfill \square

4.3 Intersections of positroid cells

We now show that the maximal positroids in the intersection, or the common boundary of two or more positroid cells are exactly the maximal matroids contained in the intersection. That is, applying Proposition 3.13 to the union of the dependent sets produces all the maximal positroids.

---

1i.e. $C_{m+1} = C_1$ and for every $i \in [m]$ there is some $j \in [n]$ such that $j \in V(C_i)$ and $j + 1 \in V(C_{i+1})$. 
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Proposition 4.6. Let \( D_1, \ldots, D_k \subset \binom{[n]}{2} \) be the dependent sets of \( k \) positroids. The set of the maximal positroids lying in the common boundary of the positroid cells associated to \((D_1)^c, \ldots, (D_k)^c \) is equal to:

\[
\text{MPos}(D_1 \cup \cdots \cup D_k) = \text{Mat}(D_1 \cup \cdots \cup D_k) = \left\{ \left( (D_1 \cup \cdots \cup D_k) + T \right)^c | T \in T_{D_1 \cup \cdots \cup D_k} \right\}
\]

Proof. Consider the set \( D = D_1 \cup \cdots \cup D_k \). Let \( T \in T_D \) and \( F = \overline{D + T} \). We want to prove that \( F \) is a positroid. Since by construction of \( F \) all the connected components of \( G_F \) are complete, we only need to prove that for every connected component \( C \) of \( G_F \), \( P_{n,T_F \setminus C} \) is connected. Suppose by contradiction this is not true and let \( C \) be a connected component of \( G_F \) such that \( P_{n,T_F \setminus C} \) is disconnected. Let \([a_1, b_1], \ldots, [a_m, b_m] \) be the maximal cyclic intervals in \( C \setminus P_{n,T_F} \). Note that since \( C \) is a complete component, for every \( e \in [m] \) there exists \( f_e \in [n] \setminus T_F \) such that \( b_e < f_e < a_{e+1} \) (with respect to cyclic order). Since \( C \) is a connected component, there must exist \( c \in [a_i, b_i] \) and \( d \in [a_j, b_j] \) for some \( i < j, i, j \in [m] \), such that \( \{c, d\} \in D = D_1 \cup \cdots \cup D_k \). In particular, \( \{c, d\} \in D_\ell \) for some \( \ell \in [k] \). Since \((D_\ell)^c \) is a positroid, if \( C' \) is the connected component of \( G_{D_\ell} \) containing \( \{c, d\} \), then one of the cyclic interval of \([n] \setminus T_{D_\ell}, [c, d] \) or \([d, c] \) is contained in \( V(C') \). Assume that \( [c, d] \subset V(C') \). Then, since \( C' \) is complete, \([c, d] \subset [a_e, b_e] \). This is not possible since \( f_i \in [c, d] \subset (n \setminus T_F) \cup \bigcup_{i \leq j \leq i} [a_e, b_e] \). In the same way, if \([d, c] \subset V(C') \) we would get a contradiction. It follows that \( F = \overline{D + T} \) is the dependent set of a positroid and hence, applying Algorithm 1 to \( F \) we would get Pos(\( F = \{F^c \}). In particular we have that

\[
\text{MPos}(D) = \bigcup_{T \in T_D} \text{Pos}(\overline{D + T}) = \bigcup_{T \in T_D} \left\{ \left( \overline{D + T} \right)^c \right\} = \text{Mat}(D). \tag*{\Box}
\]

We now consider Example 4.4 from [1], where the authors presented a pair of positroids for which there was a codimension one positroid in their common boundary that could not be obtained by looking at their corresponding Le diagrams. In the example below, we see that the new graphic characterization (or representation) of positroids simplifies the visualization of such cells.

Example 4.7. Consider the subsets \( D_1 = \{\{3, 4\}, \{5, 6\} \} \) and \( D_2 = \{\{2, 3\}, \{5, 6\} \} \). By Proposition 3.9, we see that \((D_1)^c \) and \((D_2)^c \) are both positroids. The graph associated to these positroids are:

\[
\begin{array}{c}
\begin{array}{c}
3 \\
2 \\
4 \\
5 \\
6
\end{array}
\end{array}
\quad
\begin{array}{c}
\begin{array}{c}
3 \\
2 \\
4 \\
5 \\
6
\end{array}
\end{array}
\]

and we have \( \dim(D_1) = \dim(D_2) = 6 + 4 - 4 = 6 \). In order to compute the positroids contained in their common boundaries, we use Corollary 3.23 to determine all the maximal positroids whose dependent set contains \( D = D_1 \cup D_2 \). We have \( T_D = \{\emptyset, \{3\} \} \) and

\[
\text{Mat}(D) = \left\{ \left( (D_1 \cup D_2)^c \right)^c, \left( (D_1 \cup D_2)^c + \{3\} \right)^c \right\}.
\]

The dimension of these positroid cells are \( 6 + 3 - 4 = 5 \) and \( 6 - 1 + 4 - 4 = 5 \). The associated graphs are:

\[
\begin{array}{c}
\begin{array}{c}
3 \\
2 \\
4 \\
5 \\
6
\end{array}
\end{array}
\quad
\begin{array}{c}
\begin{array}{c}
3 \\
2 \\
4 \\
5 \\
6
\end{array}
\end{array}
\]

We can see that these are nice sets, hence they are the maximal positroids contained in \((D_1)^c \cap (D_2)^c \). Moreover, they are both positroids of codimension 1 lying in the boundary of both \( D_1^c \) and \( D_2^c \). \( \triangle \)
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