Finite temperature correlations in the Bose-Hubbard model: application of the Gauge $P$ representation
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We study ultracold Bose gases in periodic potentials as described by the Bose-Hubbard model. In 1D and at finite temperature, we simulate ultracold Bose gases in imaginary time with the gauge $P$ representation. We study various quantities including the Luttinger parameter $K$, which is important for locating the boundaries of the Mott insulator lobes, and find a simple relation for the kinetic energy part of the Bose-Hubbard Hamiltonian. We show that for $J = 0$, the stepwise pattern of the average number of particles per lattice site versus the chemical potential vanishes at temperatures above $T \approx 0.1U$. Also, at chemical potential $\mu = 0.5U$ and temperature $T = 0.5U$ by increasing $J$, the relative value of the number fluctuation decreases and approaches that of a coherent state.
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We investigate quantum degenerate Bose gases at finite temperature in the grand canonical ensemble and use the Bose-Hubbard model which can describe the dynamics of ultracold atoms in periodic potentials such as optical and magnetic lattices. A superfluid of ultracold bosons trapped in a periodic lattice undergoes a superfluid to Mott insulator quantum phase transition if the barrier height between the lattice sites is adiabatically increased. In the Mott insulator phase there is a fixed number of atoms per lattice site which may have applications in quantum computation. The Bose-Hubbard model is also important for the study of systems with strongly correlated bosons.

Ultracold bosons at zero temperature in the Bose-Hubbard model have been studied using different methods such as Monte Carlo simulations, mean field theory, Bethe-Ansatz solution, exact diagonalization, strong-coupling expansions, density-matrix renormalization group (DMRG) (infinite-size), DMRG (finite-size) and exact diagonalization plus renormalization group. DMRG gives high precision results in one dimensional many-body problems. Bose-Hubbard model at finite temperature has been considered via mean-field theory, Monte Carlo simulations of a quantum rotor model, an ab initio stochastic method, perturbative DMRG and slave particle techniques. So far, most of the finite temperature studies on the Bose-Hubbard model have been based on perturbation theory or some approximations.

In this paper we use gauge $P$ representation which is an exact phase space method based on a coherent state representation. We promote the use of gauge $P$ representation as an exact method to benchmark various approximate methods and simplifying assumptions. We evaluate the performance of this method for these imaginary time calculations of the Bose-Hubbard model to calculate correlations at finite temperature to connect between the different limiting cases. Applying a phase space method for a system with a Hamiltonian written in the second quantized form, it is possible to convert the master equation of the system (such as the Liouville-von Neumann equation) into a differential equation. Phase space methods such as positive $P$ representation and gauge $P$ representation can give accurate results which their accuracy depends on the number of simulation trajectories. Using the gauge $P$ representation, the second-order spatial correlation function and also momentum distribution have been calculated for an interacting 1D degenerate Bose gas in the Bose-Hubbard model. We investigate ultracold atoms at finite temperatures with the gauge $P$ representation and open boundary conditions. We choose the gauge $P$ representation over other quantum phase space methods including the positive $P$ representation because in studying the many-body physics problems with strongly correlated bosons, the gauge $P$ representation gives more stable results and also the sampling error is reduced, compared with the positive $P$ representation. Furthermore, the positive $P$/gauge $P$ is exact, whereas other phase-space methods are not.

We have verified the gauge $P$ technique by comparisons with exact numerical and also analytical results in simple cases. Our simulation results are, within the sampling error, in remarkable agreement with the known limiting cases when either the hopping matrix element $J$ or the onsite interaction $U$ is zero. Therefore, they could be considered as a touchstone for testing the reliability of approximate techniques when both $J$ and $U$...
are nonzero. Nevertheless, with the present gauge in the gauge $P$ representation, because of increase in sampling error, simulation results for the the physical quantities in the Bose-Hubbard model are not precise at temperatures below $T = 0.05U$, when both $J$ and $U$ have finite values.

In 1D, we simulate ultracold atoms in the Bose-Hubbard model with up to 11 lattice sites and study the average number of particles and coherence between lattice sites at finite temperatures. We show that for 11 lattice sites, the edge effects are not very important and for a Bose-Hubbard model with 11 sites, we calculate the Luttinger liquid parameter which is important for locating the boundaries of the Mott insulator lobes [39, 41].

The Bose-Hubbard Hamiltonian is [2, 3]

$$\hat{H} = -J \sum_{<i,j>} \hat{a}_i^\dagger \hat{a}_j + \frac{1}{2} U \sum_{i=1}^{M} \hat{n}_i (\hat{n}_i - 1) + \sum_{i=1}^{M} \epsilon_i \hat{n}_i, \quad (1)$$

where $M$ is the number of lattice sites and $<i,j>$ means that the summation is taken over adjacent sites only. Also, $\hat{a}_i, \hat{a}_i^\dagger$ and $\hat{n}_i = \hat{a}_i^\dagger \hat{a}_i$ are creation, annihilation and number operators, respectively. The canonical commutation relations for $\hat{a}_i$ and $\hat{a}_i^\dagger$ are $[\hat{a}_i, \hat{a}_j^\dagger] = \delta_{ij}$. The hopping matrix element $J$ is defined by $J = -\int d^3\mathbf{x} w^* (\mathbf{x} - \mathbf{x}_i) [-\hbar^2/2m \nabla^2 + V_0 (\mathbf{x})] w(\mathbf{x} - \mathbf{x}_j)$, where $V_0$ is a periodic potential like the optical lattice (see [42], for a review on optical lattices) or the magnetic lattice [3, 6, 10]. Wannier functions $w(\mathbf{x} - \mathbf{x}_i)$ are localized position eigenstates [43]. The on-site interaction $U = g \int d^3\mathbf{x} |w(\mathbf{x})|^4$, where $g = 4\pi a_s \hbar^2 / m$ and $a_s$ and $m$ are the s-wave scattering length and mass of the bosonic atom, respectively.

At zero temperature, if $U \gg J$, the system is well into the Mott insulator (MI) regime. For the Mott insulator with the commensurate filling of $n_i = n = N/M$, where $n_i$ are the number of particles per lattice site, the ground state of the system for $J = 0$ is described by $|\Psi_{MI} \rangle = \sum_n \frac{|n, \ldots, n \rangle}{\sqrt{N!}}$. Atom-atom correlations $C_i (r)$ and density-density correlations $D_i (r)$ are defined by $C_i (r) = \langle \hat{a}_i^\dagger \hat{a}_{i+r} \rangle$ and $D_i (r) = \langle \hat{n}_i \hat{n}_{i+r} \rangle$, where $r$ is an integer and $0 < r < M$. The standard deviation of the number of particles is $\Delta n_i = \sqrt{\langle n_i^2 \rangle - \langle n_i \rangle^2}$. For the ground state given by $|\Psi_{MI} \rangle$, the atom-atom correlations, the density-density correlations and the standard deviations at each site are $C_i (r) = 0$, $D_i (r) = n^2$ and $\Delta n_i = 0$ [43], respectively. For a Mott insulator with $J \neq 0$, according to first-order perturbation theory, we have $\Delta n_i = JU \sqrt{4dm(n+1)}$ [43], where $d$ and $n$ are the dimension of the system and the average number of particles in a Mott insulator lobe, respectively.

At zero temperature, when the on-site interaction $U$ is very small compared with the hopping matrix element $J$, the system is a superfluid (SF) and the ground state for $U = 0$ can be described by a coherent state $|\Psi_U \rangle = \sum_{\{n_i\}} \frac{|n_1, \ldots, n_M \rangle}{\sqrt{n_1! \cdots n_M!}}$ [43], where $\sum_i n_i = N$ is the total number of particles. Also, the sum extends over all sets of occupation numbers $\{n_i\}$ subject to $0 \leq n_i \leq N$. For $M \gg 1$ and commensurate filling $N/M = 1$, we obtain $C_i (r) = 1$, $D_i (r) = 1$ and $\Delta n_i = 1$ [43]. Therefore, for the commensurate filling of $n = 1$ we have the same density-density correlations $D_i (r) = 1$ for both the superfluid and the Mott insulator ground states.

I. FORMALISM OF THE GAUGE $P$ REPRESENTATION AND DERIVATION OF ITO STOCHASTIC EQUATIONS

In this section, we perform some calculations in the positive $P$ representation and finally write the Ito form of the Langevin equations in the gauge $P$ representation. Then, in section III we give the simulation results. Also, in this section to obtain some general expressions valid for both cases where $U \neq 0$ and $U = 0$, using the Boltzmann constant $k_B = 1$, we define dimensionless imaginary times $\tau = U/T$ for $U \neq 0$ and $\tau' = J/T$ for $U = 0$ and $J \neq 0$.

Now, we consider the unnormalized density matrix $\hat{\rho}_u = e^{-\hat{H} \tau - \mu N \tau}$, which is in the grand canonical ensemble, and take its derivative with respect to $\tau = U/T$

$$\frac{\partial \hat{\rho}_u}{\partial \tau} = -\frac{1}{2} \left[ \hat{H} - \mu \hat{N}, \hat{\rho}_u \right]_+ \quad (2)$$

where $[\hat{A}, \hat{B}]_+ = \hat{A} \hat{B} + \hat{B} \hat{A}$ is the anticommutator of $\hat{A}$ and $\hat{B}$. Also, $\mu_e$ is defined by

$$\mu_e = \frac{\partial [\tau \mu (\tau)]}{\partial \tau} \quad (3)$$

We now have

$$\frac{\partial \hat{\rho}_u}{\partial \tau} = -\frac{1}{2} \left[ \hat{H}'(\hat{a}, \hat{a}^\dagger) \hat{\rho}_u + \hat{\rho}_u \hat{H}'(\hat{a}, \hat{a}^\dagger) \right] \quad (4)$$

where

$$\hat{H}'(\hat{a}, \hat{a}^\dagger) = \hat{H}(\hat{a}, \hat{a}^\dagger) - \mu_e \sum_{i=1}^{M} \hat{a}_i^\dagger \hat{a}_i \quad (5)$$

According to Eq. (5), in the positive $P$ representation, we have

$$\hat{\rho}_u = \int P(\alpha, \beta, \tau) \hat{\Lambda} d^4 \alpha \hat{\Lambda} \quad (6)$$

Taking the derivative of Eq. (6) with respect to $\tau$ and considering Eq. (4) and Eq. (6), we obtain

$$\int \frac{\partial P(\alpha, \beta, \tau)}{\partial \tau} \hat{\Lambda} d^4 \alpha \hat{\Lambda} =$$

$$-\frac{1}{2} \int P(\alpha, \beta, \tau) \hat{H}'(\hat{a}, \hat{a}^\dagger) \hat{\Lambda} d^4 \alpha \hat{\Lambda} +$$

$$+ \frac{1}{2} \int P(\alpha, \beta, \tau) \hat{H}'(\hat{a}, \hat{a}^\dagger) d^4 \alpha \hat{\Lambda} \quad (7)$$
According to Eqs. (8) and (9), we also have
\[ \omega \]
where
\[ A \]
number is
\[ \omega \]
Comparing Eq. (13) with Eq. (A7), we obtain
\[ Eq. (B8), \] we have
\[ \omega \]
Choosing the gauge \( g_k = i \sqrt{2} (n'_k - |n_k|) \) and considering Eq. (17), we can now calculate the Ito equations and convert them into the Stratonovich form of the Langevin equations (see appendix C for more calculations details). The Stratonovich stochastic equations, which are a natural physical choice and more suitable for numerical solutions, compared to the Ito stochastic equations, and also have superior convergence properties, are
\[ d\Omega^{(S)} = \Omega \left( V - \sum_{j=1}^{M} (g_j^2 - i \frac{U}{2} n''_j) \right) dt \]
\[ + \Omega \sum_{k=1}^{2M} g_k dW_k \]
where \( \Omega \) is the Wiener increments \( dW \), and have the property
\[ \langle dW_s (\tau) dW_j (\tau) \rangle = \delta_{ij} \delta (\tau - s) d\tau^2 \]
where \( \langle \rangle_s \) means stochastic average.

II. SIMULATIONS AND COMPARISONS IN DIFFERENT LIMITING CASES

We simulate the 1D Bose-Hubbard model Stratonovich equations Eq. (19) using eXtensible Multi-Dimensional Simulator (XMDS). We use XMDS with the semi-implicit interaction picture SIIP method. We assume that at \( \tau = 0 \), there are \( N \) particles on average, in a thermal state in the system. So the initial conditions are
\[ \alpha_j = \sqrt{N/2} (\xi_j + i \xi_m), \quad \beta_j = \alpha_j^*, \quad \Omega = 1 \]
where \( \xi_j \) and \( \xi_m \) are random numbers with zero mean and standard deviation 1 which can be realised by Gaussian random numbers with zero mean and standard deviation 1.

A. One-site model

Figure 1 compares the highly accurate numerical calculations, using a truncated number state basis, with the gauge \( P \) representation simulations for \( M = 1 \). It shows the independence of the expectation value of the number of particles \( \langle n_1 \rangle \) at the target temperature.
According to the figure, the expectation value of the number of particles $n$ is independent of the initial number of particles $n_0$ of the different initial values of $\tau$. As the figure shows, for a sufficiently large $\tau$, the numerical calculations based on a truncated number-state basis. The target chemical potential $\mu_T$ is 0.5. Solid, upper dotted, and lower dotted lines show simulation results $\langle \hat{n}_1 \rangle$, $\langle \hat{n}_1 \rangle + \sigma$ (sampling error) and $\langle \hat{n}_1 \rangle - \sigma$, respectively. Black dashed lines show the highly accurate numerical calculations using a truncated number-state basis.

$T = 10U$ (here, $\tau_T = 0.1$) from the initial average number of particles $n_0$, which is in good agreement with the numerical calculations based on a truncated number-state basis. As the figure shows, for a sufficiently large target imaginary time $\tau_T$ (sufficiently small temperature $T$) and a common value of the chemical potential $\mu_T$, $\langle \hat{n}_1 \rangle$ is independent of the initial number of particles $n_0$. According to the figure, the expectation value of the number of particles at $\tau = 0.1$ is 2.66, which is independent of the different initial values of $n_0 = 0.5, 1, 2, 3$ and 4.5. Independence from the $n_0$ is very useful for the phase space simulations, because for different sets of the chemical potential and other parameters such as $J$ and $U$ the sampling error and also the stability of the simulations depends on $n_0$.

Figure 2 shows the average number of particles, $\langle \hat{n}_1 \rangle$, versus the inverse temperature $\tau$ for the large value of $\tau_T = 20$. There is good agreement between the highly accurate numerical values and the gauge $P$ simulation results. Figure 3 shows the simulation results for $\langle \hat{n}_1 \rangle$ as a function of the chemical potential $\mu_T$. By decreasing the temperature sampling error is increased, specially at high values of the chemical potential. It is possible to reduce the sampling error by increasing the number of simulation trajectories. According to Fig. 3, the stepwise pattern of the average number of particles as a function of the chemical potential vanishes as the temperature is increased from $T = 0.1U$ to $T = 10U$. Because there is no hopping matrix element $J$, this result is valid for an array of $M$ lattice sites in 1D, 2D and 3D. Therefore, for $J = 0$, in a system with $M$ lattice sites in 1D, 2D and 3D, the stepwise pattern in the $\langle \hat{n}_1 \rangle - \mu_T$ plot vanishes as the temperature is increased from $T = 0.1U$ to $T = 10U$.

For $M = 2$, we have a double well and the Stratonovich equations can be written from Eq. (13) and Eq. (19). Figure 4 shows $\langle \hat{n}_1 \rangle$ for a double site model ($M = 2$) with $U = 0$, $J = 1$, $n_0 = 5$ and $\mu_T/J = -1.01$ ($\mu_T = -0.9918$), where $\mu_T = -1.01$ is the target chemical potential at $T = 0.1J$. This figure also compares the exact analytical results with the gauge $P$ simu-
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**FIG. 1:** Solid lines show the gauge $P$ numerical calculations of $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $J = 0$ and $n_0 = 0.5, 1, 2, 3$ and 4.5. The target chemical potential $\mu_T$ is 0.5. Solid, upper dotted, and lower dotted lines show simulation results $\langle \hat{n}_1 \rangle$, $\langle \hat{n}_1 \rangle + \sigma$ (sampling error) and $\langle \hat{n}_1 \rangle - \sigma$, respectively. Black dashed lines show the highly accurate numerical calculations using a truncated number-state basis.
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**FIG. 2:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
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**FIG. 3:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
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**FIG. 4:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
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**FIG. 5:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
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**FIG. 6:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
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**FIG. 7:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
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**FIG. 8:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
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**FIG. 9:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
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**FIG. 10:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
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**FIG. 11:** $\langle \hat{n}_1 \rangle$ versus $\tau$ for $M = 1$, $n_0 = 3$, $J = 0$, $U = 1.0$, $d\tau = 10^{-5}$, $\mu_T = 0.9$ ($\mu_T = 0.9144$) and (a) $n_p = 2 \times 10^9$ and (b) $n_p = 2 \times 10^{10}$. Conventions as in Fig. 1.
C. Two-site model for $U \neq 0$ and $J \neq 0$

The simulation codes have been tested for the limiting cases when either $U = 0$ or $J \neq 0$ and are now ready for the general case of a two-site system in which both hopping matrix element $J$ and the on-site interaction $U$ exist. In Fig. 5 ($\langle n_2 \rangle$) (blue solid line), the relative standard deviation $\overline{\Delta n_2} = \Delta n_2 / \langle n_2 \rangle$ (black solid line), the relative standard deviation for a coherent state with the same number of particles $\Delta n_{coh} = \Delta n_{coh} / \langle \hat{n}_2 \rangle$ (green dashed-dotted line) and the relative standard deviation for a thermal state with the same number of particles $\Delta n_{th} = \Delta n_{th} / \langle \hat{n}_2 \rangle$ at one of the sites in a double well system. $\tau$ is proportional to the inverse temperature and the dotted lines around each line show the sampling errors. Here, the stochastic averages have been taken over $n_p = 10^5$ trajectories and the target chemical potential $\mu_T$ is 0.5.

As Fig. 5(a) shows, when $J/U = 0.1$ at $\tau_T = 20$, the average number of particles at the temperature $T = 0.05$ $U$ ($\tau_T = 20$) is almost 1 which is close to the exact value of the average number of particles for $J/U = 0$, shown in Fig. ?? Note that, as we increase $J/U$ to 1.0, at $\tau_T = 20$, we have $\langle \hat{n}_2 \rangle \simeq 1.8$. Also, if we increase the hopping matrix ele-
FIG. 6: $\langle \hat{n} \rangle$ and the relative standard deviation $\Delta \bar{n} = \Delta n / \langle \hat{n} \rangle$ for the hopping matrix element $J = 0.4$ and three different system sizes $M = 3, 7$ and 11. Here, we also have $n_0 = 1.2$, $U = 1.0$ and $\mu_T = 0.5$. When the size of the system changes from 7 to 11, for the central sites, 4 and 6, respectively, the expectation values of the number of particles and especially the standard deviations, within the sampling error, are in good agreement.

FIG. 7: $\langle \hat{n}_6 \rangle$ and the relative standard deviations for a general state $\Delta n_6$, a thermal state $\Delta n_{th}$ and the coherent state $\Delta n_{coh}$. Here we have $M = 11$, $n_0 = 1.2$, $U = 1.0$, $\mu_T = 0.5$ and (a) $J = 0$, $\tau_T = 1$, $n_p = 10^6$, (b) $J = 0.2$, $\tau_T = 1$, $n_p = 10^6$, (c) $J = 0$, $\tau_T = 2$, $n_p = 10^7$ and (d) $J = 0.2$, $\tau_T = 2$, $n_p = 10^7$.

It is interesting also that the relative standard deviation $\Delta n_2$ increases and in both cases for $J/U = 0.1$ and $J/U = 1.0$ we have

$$\Delta \bar{n}_2 < \Delta n_{coh} < \Delta n_{th}$$

It is interesting also that the relative standard deviation $\Delta \bar{n}_2$ approaches that of a coherent state as we move to large values of $J/U$ which at low temperatures are in the superfluid regime. This is in the right direction for describing a superfluid as a coherent state.

III. SIMULATION OF M-SITE MODEL FOR $U \neq 0$ AND $J \neq 0$

For $M \geq 3$, the Stratonovich equations can be written from Eq. (C13) and Eq. (19). Figure 6 compares $\langle \hat{n} \rangle$ and $\Delta \bar{n} = \Delta n / \langle \hat{n} \rangle$ at the central site for three different system sizes with the hopping matrix element $J = 0.4$. This figure shows that the size effect is not very considerable for $M = 11$ as, within the sampling error, the values of $\langle \hat{n} \rangle$ and $\Delta \bar{n}$ are similar to those for $M = 7$ and, in particular the relative number fluctuations are the same. Therefore, a Bose-Hubbard model with $M = 11$ may be
large enough to approximately represent the behaviour of an infinite system. In Fig. 7 the relative standard deviations $\Delta n_6$, are plotted versus the inverse temperature, $\tau$, for a general state and are compared with those of an ideal thermal state $\Delta n_{th}$, where $\left(\Delta n_{th} = \sqrt{\langle \hat{n} \rangle^2 + \langle \hat{n} \rangle} \right)$, and a coherent state $\Delta n_{coh}$, where $\left(\Delta n_{coh} = \sqrt{\langle \hat{n} \rangle} \right)$ for two different values of $J/U$. In order to obtain $\Delta n$ for the thermal and the coherent states we have used the simulation results for $\langle \hat{n} \rangle$. According to the plots, at a constant low temperature, as $J/U$ is increased, the standard deviation increases. Also the standard deviation at the target temperature $T$ and the target chemical potential $\mu$, for both different values of $J/U$ is less than the standard deviation for a coherent state and much less than that of a thermal state. Also because at low values of $J/U$ the atoms form a superfluid, when the temperature goes to zero, the closeness of the standard deviation $\Delta n_{6}$ to $\Delta n_{coh}$ supports the idea of describing a superfluid by a coherent state. Also an increase in the (quantum) standard deviation $\langle \hat{n} \rangle$ is observed as the temperature increases.

Because the number of atoms changes with temperature, it is important to know the behaviour of the measures of the coherence relative to the average number of atoms per lattice site. Figure 8 shows relative coherences $\langle \hat{a}_i \hat{a}_j^\dagger \rangle = \langle \hat{a}_1 \hat{a}_2^\dagger \rangle / \langle \hat{n}_6 \rangle$ and $\langle \hat{a}_5 \hat{a}_6^\dagger \rangle / \langle \hat{n}_6 \rangle$ at two different target temperatures $T = U$ in (a) and (c) and $T = 0.5 U$ in (b) and (d). The labels in (a)-(c) are the same as in (d). By decreasing the target temperature (increasing $\tau$) $\overline{\text{Coh}}$, $\overline{\text{Ke}}$, $\langle \hat{a}_1 \hat{a}_2^\dagger \rangle$ and $\langle \hat{a}_5 \hat{a}_6^\dagger \rangle$ increase. Also, at a constant temperature, by increasing the hopping matrix element, all of these measures of the coherence between lattice sites increase.

FIG. 8: This figure shows relative values of the coherence between sites, $\overline{\text{Coh}} = \text{Coh} / \langle \hat{n}_6 \rangle$, $\overline{\text{Ke}} = \text{Ke} / \langle \hat{n}_6 \rangle$, $\langle \hat{a}_1 \hat{a}_2^\dagger \rangle = \langle \hat{a}_1 \hat{a}_2^\dagger \rangle / \langle \hat{n}_6 \rangle$ and $\langle \hat{a}_5 \hat{a}_6^\dagger \rangle / \langle \hat{n}_6 \rangle$ at two different target temperatures $T = U$ in (a) and (c) and $T = 0.5 U$ in (b) and (d). The labels in (a)-(c) are the same as in (d). By decreasing the target temperature (increasing $\tau$) $\overline{\text{Coh}}$, $\overline{\text{Ke}}$, $\langle \hat{a}_1 \hat{a}_2^\dagger \rangle$ and $\langle \hat{a}_5 \hat{a}_6^\dagger \rangle$ increase. Also, at a constant temperature, by increasing the hopping matrix element, all of these measures of the coherence between lattice sites increase.

Because the number of atoms changes with temperature, it is important to know the behaviour of the measures of the coherence relative to the average number of atoms per lattice site. Figure 8 shows relative coherences $\langle \hat{a}_1 \hat{a}_2^\dagger \rangle = \langle \hat{a}_1 \hat{a}_2^\dagger \rangle / \langle \hat{n}_6 \rangle$ and $\langle \hat{a}_5 \hat{a}_6^\dagger \rangle = \langle \hat{a}_5 \hat{a}_6^\dagger \rangle / \langle \hat{n}_6 \rangle$ and also $\text{Coh} = \text{Coh} / \langle \hat{n}_6 \rangle$ and $\text{Ke} = \text{Ke} / \langle \hat{n}_6 \rangle$, where $\text{Coh}$ and $\text{Ke}$ are defined as

$$\text{Coh} = \left\langle \frac{1}{M(M-1)} \sum_{i,j} \hat{a}_i^\dagger \hat{a}_j \right\rangle$$

(24)

$$\text{Ke} = \frac{1}{2(M-1)} \sum_i \left( \hat{a}_i^\dagger \hat{a}_{i+1} + \hat{a}_{i+1}^\dagger \hat{a}_i \right)$$

(25)

$\text{Coh}$ and $\text{Ke}$ show coherence between all lattice sites and between all the adjacent sites, respectively. According to Eqs. (1) and (24), between the expectation value of the kinetic energy part of the Bose-Hubbard Hamiltonian

$$KE = -J \sum_i \left( \hat{a}_i^\dagger \hat{a}_{i+1} + \hat{a}_{i+1}^\dagger \hat{a}_i \right)$$

(26)

and $\text{Ke}$, Eq. (25), which is an average of the coherence between adjacent sites, there is a simple relation

$$\text{Ke} = \frac{-KE}{2J(M-1)}, \quad M \neq 1$$

(27)

As Fig. 8 shows, the relative coherence between sites 1 and 2, $\langle \hat{a}_1 \hat{a}_2^\dagger \rangle$, is different from that between sites 5
the constant temperature is low enough, decreasing the coherence between the lattice sites is very high. When ultracold bosons approach a superfluid state where the Mott insulator quantum phase transition is atom-atom correlation $C(r) = \langle \hat{a}_i \hat{a}_r \rangle$ [22, 23] and more generally $C_i(r) = \langle \hat{a}_i \hat{a}_{i+r} \rangle$ against $J$ [43].

According to Refs. [39, 40, 41], basically, it is possi-
FIG. 10: Relative atom-atom correlations \( C_2(r) = C_2(r)/\langle \hat{n}_0 \rangle \) as a function of \( \tau \) for \( M=11, \mu_T = 0.5 \), values of \( J = 0.3 \) and \( 0.5 \) and two different target temperatures \( T = U \) in (a) and (c) and \( T = 0.5U \) in (b) and (d). The labels in (a)-(c) are the same as in (d). The relative atom-atom correlations increase when either the temperature is reduced or the hopping matrix element is increased.

FIG. 11: Atom-atom correlations \( C_2(r) \) as a function of \( r \), where \( r \) is the site number, for \( M=11, \mu_T = 0.5 \) and two different target temperatures (a) \( T = U \) and (b) \( T = 0.5U \) and values of \( J = 0.1, 0.3 \) and \( 0.5 \). Diamonds and circles around them show the simulation results and their sampling error, respectively. Dashed lines, which look like dotted lines, are fits to the function \( r^{-K/2} \) where \( K \) is the Luttinger parameter. According to this figure, \( C_2(r) \) increases as temperature is decreased. Also at a constant temperature by increasing the hopping matrix element \( J \), coherence between sites increases. Moreover, as \( J \) is increased the Luttinger parameter \( K \) decreases.
Also, for a constant value of the hopping matrix element $J = 0.5$, by reducing the temperature from $T_1 = U$ to $T_2 = 0.5 \ U$, the Luttinger parameter $K$ changes from $4.0 \pm 0.2$ to $1.6 \pm 0.1$.

V. CONCLUSION

In this paper, using the Bose-Hubbard model, we simulated ultracold atoms in the grand canonical ensemble of quantum degenerate gases. We studied ultracold atoms at finite temperatures with the gauge $P$ representation. We have written a simulation code using XMDS, which generates a C++ code. In 1D we simulated the Bose-Hubbard model with 1, 2, 3, 7 and 11 sites.

The simulation results are in good agreement with highly accurate numerical calculations, based on a truncated number-state basis, when there is no on-site interaction between atoms. Also, for a double well system, we compared the simulation results with exact analytical results for the case where the atoms can tunnel between sites but the on-site interaction between the sites is zero.

We also investigated the average number of particles, relative standard deviations and coherences between sites at finite temperatures for the Bose-Hubbard model in 1D with open boundary conditions consisting of 1, 2, 3, 7 and 11 sites and showed that at non-zero temperatures the relative standard deviation is not zero even for $J/U = 0$ and grows as $J/U$ is increased. We found that the relative standard deviation $\Delta n_i$ is higher at higher temperatures and is less than the corresponding relative standard deviation for a coherent state and is much less than that of a thermal state with the same value of $\langle \hat{n}_i \rangle$.

For $J = 0$, we showed that above $T = 0.1 \ U$ the step-wise pattern in the plot of $\langle \hat{n}_i \rangle$ versus the target chemical potential $\mu_x$ starts to vanish; therefore, there is no Mott insulator-like lobe in the phase diagram of the Bose-Hubbard model in the plane of $\mu_x/U-J/U$.

Comparing the Bose-Hubbard model with $M = 3, 7$ and 11, we showed that in a 1D Bose-Hubbard model with $M = 11$ and open boundary conditions edge effects are insignificant except for the side sites (the first and last sites).

At low temperatures, for constant values of $J/U = 0.2$ and $\mu_x/U = 0.5$, by reducing the temperature from $T_1 = U$ to $T_2 = 0.5 \ U$, the relative standard deviation of the number of particles at each lattice $\Delta n_i$ decreases but remains well below those of a coherent state, $\Delta n_{coh}$, and also a thermal state, $\Delta n_{th}$, with the same average number of particles. The relative standard deviation $\Delta n_i$ is closer to $\Delta n_{coh}$ than to $\Delta n_{th}$. This confirms that the ground state of a superfluid can be described by a coherent state.

For $\mu_x/U = 0.5$, at the constant temperatures $T_1 = U$ and $T_2 = 0.5 \ U$, the relative standard deviation $\Delta n_i$ decreases as $J/U$ is reduced. At these temperatures the lowest value of the relative standard deviation of the number of particles at each lattice $\Delta n_i$ is not zero even if the tunnelling is zero. This confirms that at these temperatures, for $J/U = 0$, the compressibility $\kappa$ is not zero, so there is no Mott insulator phase present at these temperatures. This is in good agreement with the temperature $T = 0.1 \ U$ discussed above or, more accurately, with the melting temperature $T_0 = 0.06 \ U$ above which there is no Mott insulator phase in the Bose-Hubbard model [38].

At the constant temperatures $T_1 = U$ and $T_2 = 0.5 \ U$, for $\mu_x/U = 0.5$, by increasing the tunnelling rate all physical quantities $\langle \hat{a}_1 \hat{a}_2 \rangle$, $\langle \hat{a}_3 \hat{a}_5 \rangle$ and $\langle \hat{c}_2 \rangle$, which measure relative coherence between the lattice sites, increase. Also, if $J/U$ is kept constant but the temperature is reduced from $T_1 = U$ to $T_2 = 0.5 \ U$, all of them increase. Likewise, all measures of coherence increase when either the temperature is reduced or the hopping matrix element is increased.

For a Bose-Hubbard model with $M = 11$ sites in 1D, at temperatures $T_1 = U$ and $T_2 = 0.5 \ U$, the kinetic energy part of the system is simply given by $-2J \langle \hat{a}_5 \hat{a}_6 \rangle$, within the sampling error, which can be generalised to $KE = -2J(M - 1) \langle \hat{a}_{M-1} \hat{a}_{M+2} \rangle$. For an even number of lattice sites $M$, and to $KE = -2J(M - 1) \langle \hat{a}_{M-1} \hat{a}_{M+1} \rangle$ for an odd number of lattice sites $M$.

At $\mu_x/U = 0.5$ and at the constant temperatures $T_1 = U$ and $T_2 = 0.5 \ U$, by increasing the hopping matrix element $J$, the Luttinger parameter $K$, which is important in locating the boundaries of the Mott-insulator lobes, decreases. Also, by reducing the temperature from $T_1 = U$ to $T_2 = 0.5 \ U$, for a constant value of the hopping matrix element $J = 0.5$ the Luttinger parameter $K$ changes from $4.0 \pm 0.2$ to $1.6 \pm 0.1$.

With the particular gauge-choice used here, we have found that the growth of sampling error is a limiting factor at low temperatures and a large number of sites. However, it is always possible that for particular situations a better choice of gauge may reduce the sampling error.

Even with the sampling error limitations described above, the gauge-P method is very general and could potentially be applied to a range of ultracold lattice systems, including

1. The $J/U$ critical ratios and phase diagrams in 1D, 2D, and 3D, for the Bose-Hubbard model and also the critical values and phase diagrams of the superfluid to Mott insulator quantum phase transition at zero temperature.

2. Disordered Bose-Hubbard model [2, 50, 51, 52] and also two component bosons in periodic lattices [51, 52].

3. The coexistence of the Mott insulator and superfluid phases in inhomogeneous traps, such as quadratic and quartic trapping potentials, for a
continuous range of incommensurate fillings \(^54, 55\).

4. Ultracold bosons in a double-well potential \(^56\) and a tilted multi-level double-well potential \(^57\).

5. Extended Bose-Hubbard models \(^58\).

6. Strongly interacting bosons in a 2D rotating square lattice which can also be studied via a modified Bose-Hubbard Hamiltonian \(^59, 60\).

Appendix A: Positive \(P\) representation

There are density operators for which the \(P\) representation does not exist. For example, the terms vanish at infinity, we can write as the following

\[ \hat{\Lambda} = \sum_i \rho_i \hat{\alpha}_i^\dagger \hat{\alpha}_i \]

\[ \langle \hat{\alpha}_i^\dagger \hat{\alpha}_i \rangle = \exp \left( -\frac{1}{2} |\alpha_i|^2 \right) \sum n = 0 \frac{\alpha_i^n}{n!} \langle n | , \]

where \( \alpha_i \) is an \( M \)-dimensional Bargmann coherent state \(^33\) and \( |\alpha_i| = e^{\frac{1}{2} |\alpha_i|^2} \), where \( M \) is the number of modes (number of lattice sites, for example), \( \tau \) may represent real time or imaginary time (inverse temperature) and

\[ |\alpha_i| \right)

\[ \hat{\Lambda} = \langle \hat{\alpha}^\dagger \rangle \hat{\alpha} \]

\[ \hat{\alpha} \hat{\alpha}^\dagger = \left[ \Omega + \frac{\partial}{\partial \beta} \right] \hat{\Lambda}, \]

\[ \hat{\alpha} \hat{\alpha}^\dagger = \left[ \Omega + \frac{\partial}{\partial \beta} \right] \hat{\Lambda}, \]

When there are no terms higher than second order, \( L^{(+)}_A \) may be expanded as

\[ L^{(+)}_A = V + A_j \partial_j + \frac{1}{2} D_{ij} \partial_i \partial_j \]

In the positive \( P \) representation, the Fokker-Planck equation is given by

\[ \frac{\partial P(\alpha, \beta, \tau)}{\partial \tau} = (V - \partial_j A_j^{(+)} + \frac{1}{2} \partial_i \partial_j D_{ij}) P(\alpha, \beta, \tau) \]

Appendix B: Gauge \( P \) representation

In the gauge \( P \) representation, the density matrix can be written as \(^33\)

\[ \hat{\rho} = \int G(\tilde{\alpha}, \tau) \hat{\Lambda} \hat{\Lambda}^\dagger \hat{\Lambda} \hat{\Lambda}^\dagger \]

\[ \hat{\rho} = \int G(\tilde{\alpha}, \tau) \hat{\Lambda} \hat{\Lambda}^\dagger \hat{\Lambda} \hat{\Lambda}^\dagger \]

\[ \hat{\rho} = \int G(\tilde{\alpha}, \tau) \hat{\Lambda} \hat{\Lambda}^\dagger \hat{\Lambda} \hat{\Lambda}^\dagger \]

where \( \tilde{\alpha} = (\alpha^0, \alpha^1, \cdots, \alpha^M, \alpha^{M+1}, \alpha^{M+2}, \cdots, \alpha^{2M}) = (\Omega, \alpha, \beta) \), and

\[ \hat{\Lambda} = \Omega |\alpha\rangle \langle \beta^\dagger | e^{-\alpha^2} \beta \]

When \( \Omega = 1 \), this phase space representation reduces to the positive \( P \) representation \(^33\). Here, we have the identities given by Eq. \((A1)\) plus \( \Omega \frac{\partial}{\partial \Omega^\dagger} \hat{\Lambda} = \hat{\Lambda} \).

In this phase space representation, quantum aves of the normally ordered products \( \hat{a}_i \hat{a}_i^\dagger \)

\[ \hat{\rho} = \int G(\tilde{\alpha}, \tau) \hat{\Lambda} \hat{\Lambda}^\dagger \hat{\Lambda} \hat{\Lambda}^\dagger \]

\[ \hat{\rho} = \int G(\tilde{\alpha}, \tau) \hat{\Lambda} \hat{\Lambda}^\dagger \hat{\Lambda} \hat{\Lambda}^\dagger \]

\[ \hat{\rho} = \int G(\tilde{\alpha}, \tau) \hat{\Lambda} \hat{\Lambda}^\dagger \hat{\Lambda} \hat{\Lambda}^\dagger \]

where \( \langle f(\alpha) \rangle_{stoch} = \int f(\alpha) G(\tilde{\alpha}, \tau) \hat{\Lambda} \hat{\Lambda}^\dagger \hat{\Lambda} \hat{\Lambda}^\dagger \)

After integration by parts, provided the boundary terms vanish at infinity, we have

\[ \int \frac{\partial G(\tilde{\alpha}, \tau)}{\partial \tau} \hat{\Lambda} \hat{\Lambda}^\dagger \hat{\Lambda} \hat{\Lambda}^\dagger = \int G(\tilde{\alpha}, \tau) L_{GA} \hat{\Lambda} \hat{\Lambda}^\dagger \hat{\Lambda} \hat{\Lambda}^\dagger \]

In the gauge \( P \) representation, when there are no terms higher than second order, \( L_{GA} \) may be expanded as

\[ L_{GA} = L^{(+)}_A + \left[ V + \frac{1}{2} \frac{\tilde{\eta}}{\Omega^\dagger} \hat{\eta} \partial \Omega + g_k B_{jk} \partial_j \right] (\Omega \partial \Omega - 1) \]

\[ L_{GA} = A_{\mu} \partial_{\mu} + \frac{1}{2} D_{\nu \mu} \partial_{\nu} \partial_{\mu} \]

where \( L^{(+)}_A \) is given by Eq. \((A7)\), \( \tilde{\eta} = (g_k \hat{\eta}) \) are 2M arbitrary gauge functions and

\[ \hat{\Lambda} = (A_0, A_1, \cdots, A_{2M}), \quad A_0 = \Omega V, \quad A_j = A^{(+)}_j - g_k B_{jk} \]

\[ D = BB^T, \quad B = B B^T, \quad B = \begin{pmatrix} 0 & \Omega \tilde{\eta} \\ 0 & 0 \end{pmatrix} \]
Now, the Itô form \[ \] of the Langevin equations are
\[
d\Omega = \Omega \left( Vd\tau + \sum_{k=1}^{2M} g_k dW_k \right),
\]
\[ \text{(B9)} \]
\[
d\alpha^j = \left( A_j^{(+)} - \sum_{k=1}^{2M} g_k B_{jk} \right) d\tau + \sum_{k=1}^{2M} B_{jk} dW_k,
\]
\[ \text{(B10)} \]
where \( j = 1, 2, \cdots, 2M \) and the Wiener increments \( dW_i \) have the property \( \langle dW_i(\tau) dW_j(s) \rangle_s = \delta_{ij} \delta(\tau - s) d\tau^2 \) which can be realized at each \( d\tau \) by real Gaussian noises with zero average and variance \( d\tau \).

Appendix C: Itô and Stratonovich forms of the Langevin equations

Considering Eqs. \[ \text{(B9)} \] and \[ \text{(B10)} \] for the Bose-Hubbard model, Itô Langevin equations are
\[
d\Omega = \Omega \left( J \sum_{i,j} \alpha_i \beta_j - \frac{U}{2} \sum_{i=1}^{M} n_i^2 + \mu_c \sum_{i=1}^{M} n_i \right) d\tau
+ \sum_{k=1}^{2M} g_k dW_k,
\]
\[ \text{(C1)} \]
\[
d\alpha^j = \left[ \frac{J}{2} \sum_{i=1}^{2M} \omega_{ij} \alpha^i - \frac{U}{2} \left( |n_j| + n''_j \right) \alpha^j + \frac{\mu_c}{2} \alpha^j \right] d\tau
+ i \sqrt{\frac{U}{2}} \alpha^j dW_j, \quad j = 1, 2, \cdots, 2M.
\]
\[ \text{(C2)} \]
The Stratonovich stochastic equations are \[ \text{(C1)} \]
\[
d\alpha^{\mu(S)} = \left( A^{\mu(S)}_\mu \right) d\tau + \sum_{k=1}^{2M} B_{\mu k} dW_k,
\]
\[ \text{(C3)} \]
where \( A^{\mu(S)}_\mu = A_\mu - \frac{S_\mu}{2}, \quad \mu = 0, 1, 2, \cdots, 2M \) and
\[
S_\mu = \sum_{\nu=0}^{2M} \sum_{\gamma=0}^{2M} \left( B^\nu_{\gamma \nu} \alpha^\nu + B^\gamma_{\nu \gamma} \alpha^{\nu\gamma} \right) B^\gamma_{\nu \gamma}.
\]
\[ \text{(C4)} \]
Because \( B_{00} \) is zero, we can write
\[
S_\mu = S_\mu^1 + S_\mu^2.
\]
\[ \text{(C5)} \]
where
\[
S_\mu^1 = \sum_{j=1}^{2M} \left( B_{\gamma j}^\mu \partial_\alpha^\mu + B^\gamma_{\nu \gamma} \alpha^{\nu \gamma} \right) B^\gamma_{\nu \gamma}.
\]
\[ \text{(C6)} \]
\[
S_\mu^2 = \sum_{j=1}^{2M} \sum_{k=1}^{2M} \left( B_{\gamma j}^\mu \partial_\alpha^\mu + B_{\gamma k}^\mu \partial_\alpha^\mu \right) B^\gamma_{\nu \gamma}.
\]
\[ \text{(C7)} \]
We have \( B_{\gamma j}^\mu = \Omega g_j, \quad \partial_\nu B_{\gamma j}^\mu = g_j, \quad \partial_\nu B_{\gamma j}^\mu = 0, \quad \Omega g_j = i \sqrt{\frac{U}{2}} \delta_{ij} \alpha^j \), so
\[
S_0^1 = \Omega \sum_{j=1}^{2M} g_j^2
\]
\[ \text{(C8)} \]
Also
\[
S_0^2 = \sum_{j=1}^{2M} \left( \Omega g_j^2 + \partial_\nu B_{\gamma j}^\mu \partial_\nu B_{\gamma j}^\mu \right) B_{\gamma j}^\mu
\]
\[ \text{(C9)} \]
\[
= \Omega \sum_{j=1}^{2M} \left( \delta_{ij} \alpha^j \alpha^j - \delta_{ij} \alpha^j \alpha^k \right) g_k
\]
\[ \text{(C10)} \]
\[
= \Omega \sum_{j=1}^{2M} \left( \alpha^j \alpha^j - \alpha^k \alpha^k \right) g_k
\]
\[ \text{(C11)} \]
\[
= \Omega \sum_{j=1}^{2M} \left( \partial_\nu B_{\gamma j}^\mu \partial_\nu B_{\gamma j}^\mu \right) B_{\gamma j}^\mu
\]
\[ \text{(C12)} \]
Considering Eq. \[ \text{(C5)} \], we obtain
\[
S_0 = \Omega \sum_{j=1}^{2M} \left( 2g_j^2 - iU n''_j \right)
\]
\[ \text{(C13)} \]
Furthermore, \( \partial_\nu B_{\gamma j}^\mu = \partial_\nu B_{\gamma j}^\mu = 0 \) which, according to Eq. \[ \text{(C2)} \], gives \( S_1^1 = 0 \). Moreover
\[
S_1^2 = - \frac{U}{2} \sum_{j=1}^{2M} \left( \delta_{ij} \alpha^j \alpha^j - \delta_{ij} \alpha^k \alpha^k \right)
\]
\[ \text{(C14)} \]
\[
= - \frac{U}{2} \alpha^j
\]
\[ \text{(C15)} \]
Therefore, we have \( S_1 = \frac{U}{2} \alpha^j \). The Stratonovich equations, Eq. \[ \text{(C1)} \], are now
\[
d\Omega^{(S)} = \Omega \left( Vd\tau + \sum_{k=1}^{2M} g_k dW_k \right) - \frac{S_0}{2} d\tau
\]
\[ \text{(C16)} \]
\[
= \Omega \left[ Vd\tau + \sum_{k=1}^{2M} g_k dW_k \right]
\]
\[ \text{(C17)} \]
\[
d\alpha^{(S)} = \left[ \frac{J}{2} \sum_{i=1}^{2M} \omega_{ij} \alpha^i - \frac{U}{2} \left( |n_j| + n''_j \right) \alpha^j + \frac{\mu_c}{2} \alpha^j \right] d\tau
- \frac{S_1}{2} d\tau + i \sqrt{\frac{U}{2}} \alpha^j dW_j
\]
\[ \text{(C18)} \]
\[
= \left[ \frac{J}{2} \sum_{i=1}^{2M} \omega_{ij} \alpha^i - \frac{U}{2} \left( |n_j| + n''_j \right) \alpha^j + \frac{\mu_c}{4} \alpha^j \right] d\tau
+ i \sqrt{\frac{U}{2}} \alpha^j dW_j
\]
\[ \text{(C19)} \]
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