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Abstract—By exploiting the superiority of nonorthogonal multiple access (NOMA), NOMA-aided mobile-edge computing (MEC) can provide scalable and low-latency computing services for the Internet of Things. However, given the prevalent stochasticity of wireless networks and sophisticated signal processing of NOMA, it is critical but challenging to design an efficient task offloading algorithm for NOMA-aided MEC, especially under a large number of devices. This article presents an online algorithm that jointly optimizes offloading decisions and resource allocation to maximize the long-term system utility (i.e., a measure of throughput and fairness). Since the optimization variables are temporary coupled, we first apply Lyapunov technique to decouple the long-term stochastic optimization into a series of per-slot deterministic subproblems, which does not require any prior knowledge of network dynamics. Second, we propose to transform the nonconvex per-slot subproblem of optimizing NOMA power allocation equivalently to a convex form by introducing a set of auxiliary variables, whereby the time-complexity is reduced from the exponential complexity to $O(M^{3/2})$. The proposed algorithm is proved to be asymptotically optimal, even under partial knowledge of the device states at the base station. Simulation results validate the superiority of the proposed algorithm in terms of system utility, stability improvement, and the overhead reduction.

Index Terms—Mobile-edge computing (MEC), nonorthogonal multiple access (NOMA), offloading schedule, stochastic optimization.

I. INTRODUCTION

The flourish of innovative applications in the Internet of Things (IoT), such as intelligent transportation, navigation, environmental monitoring, brings the explosive expansion of mobile data traffic in wireless networks [1]–[3]. The tremendous growth of data can overburden resource-constrained IoT devices and lead to the increase of network overhead and latency in conventional cellular networks [4]. To cope with the unprecedented scale of communication and the emergence of resource-demanding computational requests, mobile-edge computing (MEC) is concerned as a promising and realistic approach to upgrade the IoT systems [5]. The fundamental insight behind MEC is to deploy communication, computation, control, and caching capacities in close proximity to mobile terminals. In other words, edge facilities, such as base stations (BSs), can dominate partial-sized cloud-like infrastructure distributed across the network and provide computation offloading services to nearby devices. By deploying a large amount of sensors to monitor the time-varying status of the physical world, the ubiquitous sensors in IoT networks will generate massive real-time data. These data need to be processed in time with the aim of making judicious decisions to control the reaction of IoT devices to the physical world [6]. However, since IoT devices always have limited computational and memory capacity, it is impractical to process and storage all these data locally. By virtue of the MEC, millions of IoT devices are allowed to offload computation tasks to the capable edge servers. The performance of IoT devices can be greatly improved by offloading complex tasks to capable edge servers. The trend toward MEC is expected to accelerate as more devices perform a majority of computations and as more intensive applications get adopted. However, offloading from massive IoT devices intensifies the network link burden and it presents requirement on the high throughput of the MEC network [7]–[9]. The extremely limited and costly spectrum resources become the bottleneck of guarantee the quality of network service [10], [11].

In the traditional orthogonal multiple access (OMA) network, each user is allocated a mutually orthogonal resource blocks, such as unique time slot and orthogonal subcarrier. As the number of IoT devices increases, OMA technology is approaching the fundamental limits in throughput and access capacity due to the inherent scarcity of orthogonal resources. Nonorthogonal multiple access (NOMA) is a potential candidate for the air interface techniques of IoT system. Power domain NOMA serves multiple users simultaneously over the same physical resource block (PRB) via the power-domain division, and applies multiuser detection algorithms, such as successive interference cancellation (SIC) for interuser interference cancellation at the receiver side. NOMA has the potential to accommodate more users over the limited number of available orthogonal communication resources [12]. It has been verified in both theory [13] and system-level simulations [14] that NOMA outperforms
orthogonal frequency-division multiple access (OFDMA) in terms of spectrum efficiency and device connections. However, power allocation is an essential issue in NOMA, since the co-channel interference is artificially induced among users. Besides, considering the disparities between power limitation of IoT devices and the stringent computation requirements, offloading decisions and computational resource of devices are also required to be optimized properly. Therefore, from the perspective of IoT users, offloading scheduling including task offloading decisions, local computational resource allocation, and offloading power control are critical issues to achieve the full benefit of MEC and NOMA [15].

A. Challenges

Inspired by the aforementioned backgrounds, we are interested in investigating the throughput improvement by integrating NOMA and MEC. To this end, offloading scheduling should be designed properly to jointly determine the offloading decisions, computational resource allocation and power control along the time. However, offloading scheduling in the considered NOMA-aided MEC system confronts with the following technical challenges.

1) Complexity of NOMA: In NOMA, the receiver is required to successively decode the signals of the devices (using the PRB) in turn (i.e., the process of SIC) to obtain their payloads. The complexity of SIC would increase significantly with the number of devices. As a result, the user scheduling and power control algorithm need to be meticulously designed for the effectiveness of NOMA-aided MEC.

2) Network Stochasticity: In the presence of the randomness of data arrival, stochastic wireless channels, and sophisticated availability of resources in realistic wireless networks, it is challenging to make efficient and online scheduling decisions without a priori knowledge of network dynamics. Moreover, the decisions of task offloading and resource scheduling are coupled in the time domain, and myopic optimization would result in significant performance degradation. Making optimal offloading decisions requires statistical information of the involved stochastic processes, and should strike a good balance between the system performance of the current and future features.

3) Large-Scale Networking: First, the offloading transmission in large-scale networks becomes a multiobjective optimization problem, which gets complicated as the network size scales up. Second, transmitting tremendous data simultaneously is more likely to cause severe access collision, and massive communication access at the BS incur a substantial signaling overhead, which may suffer from the curse of dimensionality. As a consequence, offloading strategies to attain collaborative behavior may reasonably be developed by having the BS relying only on a partial knowledge of the overall state of the network.

B. Related Work

Various NOMA-aided MEC schemes have been proposed by academia and industry in recent years, and are briefly summarized in Table I. One-slot optimization of task offloading for NOMA-aided MEC has been studied

| References | Optimization objective | Stochaticity | Partial device knowledge | Methodology | Optimality |
|------------|------------------------|-------------|--------------------------|-------------|-----------|
| [16]       | Energy consumption minimization | × | × | Heuristic algorithm | Suboptimal |
| [17]       | Transmission rate maximization | × | × | Convex optimization | Optimal |
| [18]       | Delay minimization | × | × | Bilevel programming | Optimal |
| [19]       | Transmit power minimization | × | √ | Convex optimization | Suboptimal |
| [20]       | Ergodic rate and outage probability optimization | × | √ | Algebraic method | N.A. |
| [21]       | Energy efficiency maximization | √ | × | Game-theoretic algorithm | Suboptimal |
| [22]       | Average end-to-end reliability maximization | √ | × | Deep Q-learning | Optimal |
| [23]       | Delay and energy consumption minimization | √ | × | Deep Q-learning | Suboptimal |
| [24]       | Energy consumption minimization | √ | × | Deep reinforcement learning | Suboptimal |
| [25]       | Delay minimization | √ | × | Lyapunov optimization | Asymptotically optimal |
| [26]       | Energy efficiency maximization | √ | × | Lyapunov optimization | Asymptotically optimal |
| [27]       | Sum rate maximization | √ | × | Coalitional game | Locally optimal |
| [28]       | Throughput and fairness | √ | × | Convex optimization | Optimal |
| [29]       | Power consumption minimization | √ | × | Lyapunov optimization | Asymptotically optimal |
| This paper | Long-term throughput and fairness maximization | √ | √ | Lyapunov optimization | Asymptotically optimal |
in [16]–[24] to enhance system performance in different aspects. To minimize the energy consumption, a heuristic algorithm was designed in [16] by jointly optimizing user clustering, computing and communication resource allocation as well as power control. Offloading mode selection was further taken into consideration in [17] and [18]. The transmission rate was maximized in [19] by cooperatively offloading data to a helper and an AP using NOMA. Considering the delay minimization problem, optimal offloading solutions were proposed in [20] in both single-user and multi-user cases. User pairing, offloading duration and computation resource allocation were jointly optimized in [21]. The ergodic rate and outage probability of NOMA were proved to be superior to OMA in both the downlink multiple-input multiple-output NOMA systems with partial channel state information [23] and the NOMA-based cooperative relay system with statistical channel state information [24]. However, the aforementioned offline algorithm cannot accommodate the realistic networks primarily over a longer time horizon due to the time-variant and stochastic wireless mobile environment. To this end, some recent works have investigated online optimization incorporating the characteristics of the unpredictability of networks.

Game-theoretic and deep learning (DL) approaches are popular data-driven dynamic modeling techniques, which are widely applied in stochastic optimization problems. In [25], the energy efficiency maximization problem is modeled as a Stackelberg game, where the subchannel reuse assignment is solved by employing one-to-many matching and the power allocation is tackled by noncooperative game algorithm. In [26], a real-time adaptive policy based on DL for computational resource allocation is conducted to improve the average end-to-end reliability. A deep Q-learning-based algorithm was designed in [27] to achieve delay and energy consumption minimization. Based on deep reinforcement learning, the delay and total energy consumption were minimized in [28] and [29], respectively, to efficiently learn the near-optimal offloading solutions for the time-varying channel realizations. Nonetheless, game-theoretic approaches can result in optimality loss due to myopic schedule. The DL models sustain high complexity, since obtaining an accurate model requires sufficient training data set, which raises new challenges to capacity-limited edge facilities. Besides, DL models are qualified as a black box with poor interpretability, whose performance is difficult to quantize mathematically.

Apart from the dynamic algorithms mentioned above, Lyapunov optimization is a powerful technique to analyze stochastic networks with time variations and ensure different forms of system stability. A long-term energy consumption minimization problem was considered in a cooperative MEC system in [30], where offloading can occur not only between users and MEC servers, but also among MEC servers. In order to address the energy efficiency problem with stochastic task arrivals and time-varying channel states, a dynamic offloading and resource management strategy was designed in [31]. However, OFDMA was assumed to be used in uplink transmission, which circumvented the interuser interference but degraded the spectrum efficiency. By contrast, a cooperative NOMA with MEC was investigated in [32] and [33] to show that, with proper power control and offloading strategy, NOMA-MEC system can outperform OMA counterpart in terms of achievable sum rate. The long-term average network utility maximization problem was investigated for a buffer-aided cooperative NOMA system in [34], where a source was connected to multiple destinations via a buffer-aided NOMA relay. An average weighted-sum power consumption minimization problem was investigated for a stochastic NOMA-based MEC network in [35]. However, the offloading scheduling in the above works were optimized with the assumption of complete knowledge of the overall users, such as channel state information, computational task arrivals, and memory management status, which may not be practical in realistic situations. Since the Lyapunov optimization constructs an approximately optimal solution, studying the performance loss caused by model approximation and incomplete knowledge is of theoretical and practical significance.

C. Contributions

Different from the state of the art, this article proposes a novel asymptotically optimal online offloading scheduling scheme in the NOMA-aided MEC network, with the aim of maximizing the long-term system utility that captures system throughput and user fairness. Then, the proposed algorithm is extended to cases under partial knowledge on device states. The contributions of this article can be summarized as follows.

1) We consider a novel and practical problem where offloading decisions and resource allocation are jointly optimized in the NOMA-aided MEC network with the objective of the long-term system utility maximum. Then the problem is extended to a more practical scenario where only partial device states knowledge is obtained at the BS when the BS assists devices in power control.

2) We propose a low-complexity online task offloading algorithm, which first decomposes the temporal coupling stochastic problem into a series of per-slot deterministic programming. By introducing a set of auxiliary variables, the nonconvex optimization subproblem is reformulated as the equivalent convex form. Accordingly, the large-scale nonconvex optimization can be solved with the computation complexity of $O(M^{3/2})$.

3) We prove that our proposed approach can achieve an $[O(1/V), O(V)]$ tradeoff between system utility and stability. The performance loss asymptotically diminishes with the increase of parameter $V$, and the asymptotic optimality of the proposed algorithm is preserved under partial device knowledge.

4) Corroborated by extensive simulations, the proposed algorithm can substantially elevate system utility compared with benchmarks. Specifically, it outperforms the OFDMA-based scheduling and static strategy up to 85% and 25%, respectively, and reduce the total signaling overhead by 50%. The asymptotic optimality is validated under different network control parameters and partial device knowledge.

The remainder of this article is organized as follows. In Section II, the system model of NOMA-aided MEC networks
is presented. In Section III, we formulate an optimization problem for long-term system utility maximization. Then an online scheduling algorithm is proposed in Section IV, and the optimality analysis is given in Section V. Finally, Section VI provides the simulation results, which is followed by conclusion in Section VII.

II. SYSTEM MODEL

Consider a NOMA-aided MEC system wherein a BS (co-located with an edge server) serves $M$ mobile devices, as shown in Fig. 1. The system operates in a slotted structure, i.e., $t \in T = \{0, 1, \ldots, \}$, and the slot length is $\Delta T$. The computation-intensive tasks generated by devices can either be processed locally or offloaded to the BS and processed by MEC server through NOMA. Data processing on the device takes place in two modules, i.e., wireless module and computation module. Wireless module maintains an offloading queue for storing the tasks that will be offloaded. Computation module maintains a local computing queue for storing data that will be processed locally. At the BS side, superimposed signals from multiple devices are first decoded in the SIC decoding module, and then executed in the data processing module. Besides, device state information, such as task arrivals, queue status, and channel state information, are collected by the BS and used to make resource scheduling strategy for devices. Further, the processed results and scheduling instructions are sent to devices in the wireless module. For ease of reference, notations in this article are listed in Table II.

A. Communication Model

Let $\mathcal{M} = \{1, 2, \ldots, M\}$ denote the set of $M$ devices. The wireless channels between devices and the BS are assumed to follow independent and identically distributed (i.i.d.) block fading [36]. Specifically, the channel gains vary between different time slots, while staying unchanged within each offloading period. Denote by $g_{m,t}$ the channel gain from device $m$ to BS at time slot $t$. Without loss of generality, for the $t$th time slot, we assume the channel gains are sorted in a nonincreasing order, i.e., $g_{1,t} \geq g_{2,t} \geq \cdots \geq g_{M,t}$.

Let $\Gamma_{m,t} = \{A_{m}(t), \ C_{m}(t)\}$ represent the computation task generated by device $m$ at time slot $t$. $A_{m}(t) \leq A_{m,\max}$ is the size of tasks (in bps) arriving at device $m$, and $C_{m}(t)$ (cycles/bit) is the CPU cycles required to process a bit of data for the task during slot $t$. We assume that $\Gamma_{m,t}$ is generated in the i.i.d. manner, which can capture the stochastic and intermittent nature of the task arrivals. $\rho_{m,t} \in [0, 1]$ is the offloading decision indicator for device $m$. $\rho_{m,t} = 0$ if task $\Gamma_{m,t}$ is executed locally, and $\rho_{m,t} = 1$ otherwise.

Exploiting NOMA technique, multiple devices can simultaneously transmit data to the BS using the same PRB, and therefore the superimposed signal received at the BS contains not only the desired signal, but also interferences from co-sharing devices. With the SIC technique, the signals are iteratively decoded in the order of transmitter channel gains [13], [37]. In each iteration, the BS decodes the signal with the strongest channel gain of the remaining devices, and removes it from the superimposed signals. When decoding the signal of device $m$, the interference of the weaker signals from devices $m+1$ to $M$, denoted by $I_{m}(t)$, can be written as

$$I_{m}(t) = \sum_{i=m+1}^{M} g_{i,t}p_{i}(t)$$

$$0 \leq p_{m}(t) \leq p_{\max} \ \forall m \in \mathcal{M}$$

where $p_{m}(t)$ is the uplink transmit power of device $m$ and bounded by $p_{\max}$.

The available uplink NOMA transmission rate of device $m$ at time slot $t$ is given by [38]

$$R_{m}(t) = W \log_{2} \left(1 + \frac{g_{m,t}p_{m}(t)}{I_{m}(t) + n_{0}(t)} \right)$$

![Fig. 1. NOMA-aided MEC offloading system.](Image)
where \( W \) is the channel bandwidth and \( n_0(t) \) is the i.i.d. additive white Gaussian noise (AWGN) power.

**B. Queuing Model**

The NOMA-aided MEC system is modeled as a cascaded queuing model as shown in Fig. 1. In particular, each device maintains a local computing queue \( Q_{m,loc}(t) \) for unprocessed local workloads and a task offloading queue \( Q_{m,off}(t) \) for the workloads waiting to be offloaded, while the BS maintains a task processing queue \( Q_{BS}(t) \) for buffering offloaded workloads from devices. The above queues are the data structures holding messages in a first-in-first-out (FIFO) fashion [39].

The input to \( Q_{m,loc}(t) \) at each time slot is the portion of workloads for local computing, i.e., \((1 - \rho_{m,t})A_m(t)\), while the output is the amount of data processed by local CPU, denoted as \( \mu(t) \). Therefore, \( Q_{m,loc}(t) \) is updated by

\[
Q_{m,loc}(t + 1) = [Q_{m,loc}(t) - \mu_m(t)]^+ + (1 - \rho_{m,t})A_m(t) \tag{3}
\]

where \([x]^+ \) denotes \( \max\{x, 0\} \).

By adjusting the transmit power \( p_m(t) \), device \( m \) can offload different amounts of data to the BS. Constrained by the limited channel capacity, at most \( R_{m}(t) \) amounts of data from device \( m \) can be transmitted to the BS during a time slot interval. Therefore, \( Q_{m,off}(t) \) dynamics are given by

\[
Q_{m,off}(t + 1) = [Q_{m,off}(t) - R_m(t)]^+ + \rho_m t A_m(t) \tag{4}
\]

The arrivals on \( Q_{BS}(t) \) at the BS consist of all the offloaded workloads from different devices within a time slot, i.e., \( \sum_{m=1}^{M} R_{m}(t) \). The output of \( Q_{BS}(t) \) is the size of data processed at the BS, denoted by \( \mu_{BS} \). Consequently, \( Q_{BS}(t) \) is updated by

\[
Q_{BS}(t + 1) = [Q_{BS}(t) - \mu_{BS}(t)]^+ + \sum_{m=1}^{M} R_{m}(t). \tag{5}
\]

**C. Computation Model**

Each device chooses either to process tasks locally or offload for remote execution. Regarding local computing, we denote \( f_{m}(t) \) as the CPU frequency on device \( m \) satisfying

\[
0 \leq f_{m}(t) \leq f_{m,max} \quad \forall m \in \mathcal{M} \tag{6}
\]

where \( f_{m,max} \) is the maximum CPU frequency on device \( m \).

At the BS side, \( f_{BS}(t) \) is allocated for processing offloaded tasks from devices. Therefore, the sizes of tasks that can be computed locally at device \( m \) and remotely at the BS during slot \( t \) can be given by

\[
\mu_{m}(t) = \frac{f_{m}(t) \Delta t}{C_{m}(t)} \tag{7}
\]

\[
\mu_{BS} = \sum_{m=1}^{M} \frac{f_{BS}(t) \Delta t}{C_{m}(t)}. \tag{8}
\]

Using dynamic voltage frequency scaling [40], the power consumption of local processing on device \( m \) is

\[
p_{m,loc}(t) = \kappa_m f_{m}(t)^{2} \tag{9}
\]

where \( \kappa_m \) is the power-scaling parameter depending on the CPU architecture of the device [41].

Following the FIFO policy, if a task is decided to be computed locally, it will be placed at the bottom of \( Q_{m,loc}(t) \), otherwise, it will be placed at the bottom of \( Q_{m,off}(t) \). Local computing and data offloading are performed simultaneously at devices. Tasks being processed at current time slot come from the top of queues. Therefore, if \( |Q_{m,loc}(t)| \neq 0 \) and \( |Q_{m,off}(t)| \neq 0 \), the total power consumption consists two parts, i.e., local computing power \( p_{m,loc}(t) \) and offloading transmission power \( p_{m,off}(t) \). On the other hand, if either of the queues in \( Q_{m,loc}(t) \) and \( Q_{m,off}(t) \) is empty, the corresponding power is not required. To illustrate this, we introduce the queue state indicators \( x_{m,loc}(t), x_{m,off}(t) \in [0, 1] \), and define \( x_{m,loc}(t) = 1 \) if \( |Q_{m,loc}(t)| \neq 0 \), and \( x_{m,loc}(t) = 0 \), otherwise. \( x_{m,off}(t) \) is defined in the same way for \( Q_{m,off}(t) \). Besides, the computation results from the BS are usually of small size [42]–[44], and the standby power accounts for a relatively small proportion of overall power consumption by standby power management techniques, such as autonomous normally off power transition [45], adaptive data retention voltage regulating scheme [46], and power-gating and source bias design technique [47]. Therefore, by neglecting the power consumption of downlink reception and standby mode on devices, the total power consumption can be given by

\[
p_{m,tot}(t) = x_{m,loc}(t)p_{m,loc}(t) + x_{m,off}(t)p_{m,off}(t) \tag{10}
\]

Considering the worst case, where both local computing queue and offloading queue are not empty, the total power consumption \( p_{m,tot}(t) \) at time slot \( t \) can be reduced to \( p_{m,tot}(t) = p_{m,loc}(t) + p_{m,off}(t) \).

**III. Problem Formulation**

**A. System Utility and Queue Stability**

Throughput is a fundamental indicator of the quality of service in the IoT, and it can characterize the feasible data dissemination rate of the network. By considering the fairness among devices, \( U_m(t) \) is defined as the utility function of device \( m \) at time slot \( t \) as follows:

\[
U_m(t) = w_m \log(1 + x_{m,off}(t)R_{m}(t)) \quad \forall m \in \mathcal{M} \tag{11}
\]

where \( w_m \) is a weighting parameter of device \( m \). Multiplying \( R_{m}(t) \) by \( x_{m,off}(t) \) implies that there is no need to transmit any workloads if the offloading queue is empty. \( U_m(t) \) is monotonically increasing and concave with respect to \( R_{m} \), since it is a logarithmic function of \( R_{m} \). The reason for formulating utility function in this form is that it can balance the network throughput and fairness by discouraging individual device to occupy excessive resource for little utility [48]–[51].

Furthermore, the system utility is defined as the sum of all individual utility \( U_m(t) \), which is expressed as follows:

\[
U(t) = \sum_{m=1}^{M} U_m(t). \tag{12}
\]

From (11), a positive \( x_{m,off}(t) \) and a larger \( R_{m}(t) \) contribute to a greater utility. On one hand, from the device's
perspective, each device is eager to acquire the computation resource of the BS. However, this does not mean that the more data to be offloaded, the greater system utility is. If we are greedy to transmit offloaded data for aggressive the more data to be offloaded, the greater system utility is. However, this does not mean that the power constraint should be taken into consideration when optimizing the system utility.

Due to the stochastic task arrivals, dynamic queue backlogs, as well as the variation of the wireless channel conditions in the considered system, we focus on the long-term system performance rather than the instantaneous performance. To illustrate these, we give the following definitions.

**Definition 1:** The time average expectation of a discrete-time stochastic processes $X(t)$ is defined as

$$
\overline{X(t)} = \lim_{t \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[X(t)]
$$

where $\mathbb{E}[X(t)]$ is the expectation of $X(t)$.

**Definition 2:** A discrete-time process $Q(t)$ is mean rate stable if

$$
\lim_{t \to \infty} \frac{1}{t} \mathbb{E}[|Q(t)|] = 0.
$$

The stability of a network is equivalent to the stability of all individual queues, such that all the arrived workloads can be completed within the finite delay [53], [54]. Accordingly, we have the following queue stability constraints:

$$
\lim_{t \to \infty} \frac{1}{t} \mathbb{E}[|Q_{m,loc}(t)|] = 0 \quad \forall m
$$

$$
\lim_{t \to \infty} \frac{1}{t} \mathbb{E}[|Q_{BS}(t)|] = 0.
$$

**B. System Utility Maximum Problem**

With the aim of maximizing the long-term average system utility by jointly optimizing the offloading decision, CPU frequency and power control on devices, the stochastic optimization problem can be formulated as

$$
\max_{x_t} \sum_{m \in \mathcal{M}} U_m(t)
$$

s.t.

$$
\rho_{m,t} \in [0, 1] \quad \forall m, t \quad (17a)
$$

$$
\sum_{m \in \mathcal{M}} \rho_{m,t} \leq p_{ave} \quad \forall m, t \quad (17b)
$$

$$
(1), (6), (15), \text{ and } (16) \quad (17d)
$$

where $x_t = \{\rho_t, f_t(t), p(t)\}$ is the offloading strategy for the considered system in each time slot $t$, $\rho_t = \{\rho_1, \ldots, \rho_{M,t}\}$, $f_t(t) = \{f_1(t), \ldots, f_M(t)\}$ and $p(t) = \{p_1(t), \ldots, p_M(t)\}$. Constraint (17b) is the offloading decision constraint. Constraint (17c) implies that the time average over all power consumption on each device is within the expected average power budget $p_{ave}$. Constraints (1) and (6) guarantee that the allocated transmit power and instantaneous CPU frequency cannot exceed their maximums. Constraints (15) and (16) are the guarantee of queue stability of the system.

IV. ONLINE OPTIMIZATION FOR TASK OFFLOADING

In this section, we develop an online task offloading algorithm based on Lyapunov optimization whereby the original problem (17) is decoupled into a series of deterministic per-time slot programming. Further, the application of our proposed algorithm is extended to a more practical scenario by considering partial device knowledge.

**A. Formulation of Lyapunov Optimization**

Considering the time averaged power consumption constraint (17c), if ineqation $\overline{p_{m,loc}} + \overline{p_m} \leq p_{ave}$ holds, constraint (17c) is valid for all cases of $Q_{m,loc}(t)$ and $Q_{m,off}(t)$. Therefore, to satisfy constraint (17c), we introduce a virtual queue $Q_{m,p}(t)$ to transform it into the following equivalent form:

$$
Q_{m,p}(t+1) = [Q_{m,p}(t) - p_{m,ave}] + p_{m,loc}(t) \quad \forall m \in \mathcal{M}.
$$

**Lemma 1:** Constraint (17c) is satisfied, if $Q_{m,p}(t)$ is mean rate stable.

**Proof:** Please refer to Appendix A.

After introducing the virtual queue, we define the Lyapunov function as

$$
L(\Theta(t)) \triangleq \frac{1}{2} \sum_{m=1}^{M} \left[ Q_{m,off}^2(t) + Q_{m,loc}^2(t) + Q_{m,p}^2(t) \right] + \frac{1}{2} Q_{BS}^2(t)
$$

where $\Theta(t) = \{Q_{1,off}(t), \ldots, Q_{M,off}(t), \ldots, Q_{M,loc}(t), \ldots, Q_{M,p}(t), Q_{BS}(t)\}$ is a concatenated vector of all actual and virtual queues in the system. From (19), the conditional Lyapunov drift is given as

$$
\Delta L(t) \triangleq \mathbb{E} [ L(\Theta(t+1)) - L(\Theta(t)) | \Theta(t) ].
$$
To solve problem (17), we map the objective $U(t)$ as a penalty, and introduce the Lyapunov drift-plus-penalty function
\[
\Delta_V(\Theta(t)) \triangleq \Delta L(t) - V\mathbb{E}[U(t)|\Theta(t)]
\]
where $V$ is a non-negative constant control parameter set by the NOMA-aided MEC system to balance the system utility and queue stability. The following Lemma 2 gives the upper bound of $\Delta_V(\Theta(t))$.

**Lemma 2:** For any offloading schedule and for any time, given any $\Theta(t)$, (21) is upper bounded by
\[
\Delta_V(\Theta(t)) \leq \sum_{m=1}^{M} \left[ Q_{m,\text{off}}(t)\mathbb{E}\left[ \rho_{m,t}A_m(t) - R_m(t) | \Theta(t) \right] + Q_{m,\text{loc}}(t)\mathbb{E}\left[ (1 - \rho_{m,t})A_m(t) - \mu_m(t) | \Theta(t) \right] + Q_{m,p}(t)\mathbb{E}\left[ p_{\text{max}} - \mu_{m,p}(t) | \Theta(t) \right] + Q_{\text{BS}}(t)\mathbb{E}\left[ \sum_{m=1}^{M} R_m(t) - \mu_{\text{BS}}(t) | \Theta(t) \right] + B - V\mathbb{E}[U(t)|\Theta(t)] \right)
\]
where $B \triangleq (1/2)\sum_{m=1}^{M} (2A^2_{\text{max}} + 2R^2_{\text{max}} + \mu^2_{\text{max}} + 2\rho^2_{\text{max}}) + (1/2)\mu^2_{\text{BS, max}}$.

**Proof:** Please refer to Appendix B.

Exploiting Lemma 2, we are motivated to minimize the right-hand side of (22), and reformulate the following deterministic per-slot problem subject to the instantaneous constraints:
\[
\begin{align*}
\min_{\rho_{s,t}} & \quad H_1(\rho_{s,t}) + H_2(f(t)) + H_3(p(t)) \\
\text{s.t.} & \quad (1), (6) \text{ and } (17b)
\end{align*}
\]
where
\[
\begin{align*}
H_1(\rho_{s,t}) &= \sum_{m=1}^{M} \left[ Q_{m,\text{off}}(t) - Q_{m,\text{loc}}(t) \right] A_m(t) \rho_{m,t} \\
&\quad + Q_{m,\text{loc}}(t)A_m(t) \\
H_2(f(t)) &= \sum_{m=1}^{M} \left[ Q_{m,p}(t)f_m^3(t) - Q_{m,p}(t)p_{\text{ave}} - \varepsilon Q_{m,\text{loc}}(t)f_m(t)/C_m(t) \right] \\
H_3(p(t)) &= \sum_{m=1}^{M} \left[ Q_{m,p}(t)p_m(t) - V\mathbb{E}_m \log(1 + x_{m,\text{off}}(t)R_m(t)) + Q_{\text{BS}}(t) - Q_{m,\text{off}}(t)R_m(t) \right].
\end{align*}
\]

Note that $\rho_{s,t}, f(t), p(t)$ are decoupled in both the objective and constraints in (23), and therefore can be addressed by dealing with the following three subproblems separately.

**B. Online Offloading Scheduling**

1) **Optimal Offloading Decision $\rho_{s,t}$:** The optimal solution of offloading decision $\rho_{s,t}$ can be obtained by solving
\[
\begin{align*}
\min_{\rho_{s,t}} & \quad H_1(\rho_{s,t}) \\
\text{s.t.} & \quad \rho_{m,t} \in [0, 1] \quad \forall m
\end{align*}
\]
where $\rho$ is a binary variable that makes (25) a zero-one integer programming. By employing a relaxation approach to relax $\rho$, into $[0, 1]$, problem (25) can be simplified to a sequential linear programming. By utilizing the monotonicity of $H_1(\rho)$, the following theorem claims that there is no optimality loss after constraint relaxation.

**Theorem 1:** The optimal offloading decision $\rho^*_m$ is given as follows without optimality loss in (25):
\[
\rho^*_m = \begin{cases} 
0, & Q_{m,\text{off}}(t) \geq Q_{m,\text{loc}}(t) \\
1, & \text{otherwise.}
\end{cases}
\]

**Proof:** With the knowledge of queue backlogs and task arrivals in the $t$-th time slot, $H_1(\rho_{s,t})$ is a linear function of continuous variables $\rho_{m,t} \in [0, 1]$, where the minimum is always met at the boundary of the feasible region, i.e., $\rho_{m,t} = 0$ if $Q_{m,\text{off}}(t) \geq Q_{m,\text{loc}}(t)$, and vice versa. Therefore, after relaxation, $\rho^*_m$ is optimal without violating (25b).

Theorem 1 indicates that each device endeavors to pursue queue stability via appropriate offloading decisions. In other words, if the backlog size of $Q_{m,\text{off}}(t)$ is larger than $Q_{m,\text{loc}}(t)$, the device tends to local computing to prevent network congestion and vice versa.

2) **Optimal CPU Frequency $f(t)$:** The optimal CPU frequency on devices in the $t$-th time slot can be achieved by addressing the following subproblem:
\[
\begin{align*}
\min_{f(t)} & \quad H_2(f(t)) \\
\text{s.t.} & \quad 0 \leq f_m(t) \leq f_{\text{max}} \quad \forall m.
\end{align*}
\]

Since the objective in (27) is a polynomial function of $f(t)$ on a continuous definition domain, the optimal $f^*_m(t)$ is achieved at either the boundary points or the stationary points, which is given by
\[
f^*_m(t) = \min \left\{ f_{\text{max}}, \sqrt[3]{\frac{Q_{m,\text{loc}}(t)\varepsilon}{3Q_{m,p}(t)C_m(t)\kappa_m}} \right\}.
\]

When $f_m(t) \leq f_{\text{max}}$, the optimal CPU frequency allocation is proportional to the square root of $Q_{m,\text{loc}}(t)$ and is the inverse of $Q_{m,p}(t)$. Such a result can be explained as follows. With the increase of $Q_{m,\text{loc}}(t)$, more CPU resources are demanded to prevent excessive queue backlogs. In contrast, a larger $Q_{m,p}(t)$ means that the power budget on the device is sufficient enough, which inspires the device to offload for utility maximum.

From (26) and (28), it is noteworthy that devices choose optimal control actions $\rho^*_m$ and $f^*_m$ by observing their respective queue state in each time slot $t$ independently without the assistance of BS.

3) **Optimal Transmit Power $p(t)$:** At each time slot, devices allocate transmit power $p(t)$ by solving the following subproblem:
\[
\begin{align*}
\min_{p(t)} & \quad H_3(p(t)) \\
\text{s.t.} & \quad 0 \leq p_m(t) \leq p_{\text{max}} \quad \forall m.
\end{align*}
\]

In order to obtain the optimal power control, the real-time states of overall devices should be coordinated comprehensively at the BS. However, real-time feedback from devices to the BS contends for communication resources with offloading.
which impairs system performance, especially in large-scale networks.

In a practical scenario where any device that has fed back at time slot \( t \) should idle \( n\Delta t \) periodic time for the next feedback, where \( n \in \{0, \ldots, T\} \) is a constant obtained by historical experience so as to harmonize system overhead with time validity, and \( T \) is the maximum feedback interval. \( S_m(t) = \{Q_m,loc(t), Q_m,off(t), Q_m,p(t)\} \) is referred to as the state information of device \( m \) at time slot \( t \). Accordingly, the approximate state information is expressed as \( \hat{S}_m(t) = S_m(t - n\Delta t) \). (30)

The BS does not always capture complete system knowledge since not all devices feedback in each time slot. Instead, the BS utilizes \( \hat{S}(t) = \{\hat{S}_1(t), \ldots, \hat{S}_M(t)\} \) as partial device knowledge for scheduling. It is accepted that partial knowledge implies complete knowledge under ideal condition \( n = 0 \). After introducing partial knowledge, we proceed to resolve problem (29). The nonconvexity of (29) is due to the coupling of \( p(t) \) in the objective. To tackle this challenging issue, we introduce auxiliary variables \( v_{m,t} = \sum_{i=1}^{M} R_i(t) \) and \( 1/g_{l,t} = 0 \), and derive the following lemma.

Lemma 3: Problem (29) can be reformulated as the following equivalent form:

\[
\begin{align*}
\min_{v_i} & \quad H_3(v_i) \\
\text{s.t.} & \quad 0 \leq p_m(v_i) \leq p_{\max} \quad \forall m
\end{align*}
\] (31a)

where

\[
H_3(v_i) = \frac{M}{m=1} \left\{ -\hat{Q}_{m,off}(v_i)R_m(v_i) + \hat{Q}_{m,p}(v_i)p_m(v_i) - V_{m,t} \log(1 + R_m(v_i)) \right\} + \hat{Q}_{BS}(t)v_{M,t}
\] (31b)

\[
p_m(v_i) = (1/g_{m,t} - 1/g_{m-1,t})2^{v_{m,t}} - 1/Mg_{1,t}
\] (32a)

\[
R_m(v_i) = v_{m,t} - v_{m-1,t}
\] (32b)

Proof: Please refer to Appendix C.

Both (32b) and (32c) are convex since \( p_m(v_i) \) is an exponential function and \( R_m(v_i) \) is linear in \( v_i \), which preserves the convexity when taking the negative logarithm of \( R_m(v_i) \). With the convex objective and constraints, (31) is a convex optimization problem, which can be adequately addressed by off-the-shelf solver, such as CVX. Based on the above analysis, Algorithm 1 summarizes the online optimization for task offloading.

C. Computational Complexity Analysis

First, computation for making offloading decisions and CPU frequency allocation in step 2 requires a constant time \( O(2M) \) for each enumerated slot, since the optimal solutions are given in closed forms in (26) and (28). Then, the complexity of a convex algorithm (such as interior-point methods) is \( O(M^{3/2}) \) in step 7 [55]. The polynomial complexity of the proposed algorithm is in marked contrast to the situation for substantial nonconvex optimization problems, for which in the worst case, a number of operations that is exponential in the problem dimensions [56]. Since offloading decisions and resource allocation are made in parallel, the proposed algorithm can significantly reduce the complexity in the large-scale NOMA-aided MEC networks, which is given by \( O(M^{3/2}) \).

V. ANALYSIS OF OPTIMALITY LOSS

In this section, the optimality loss of our proposed algorithm is analyzed in complete and partial knowledge cases. We denote \( U^* \) as the offline optimum of problem (17), and \( \bar{U}^* \) as the time average optimum based on Algorithm 1 under complete system state information. Then we are ready to put forward the following theorem.

Theorem 2: Under complete knowledge of system states at BS, the gap between \( U^* \) and \( \bar{U}^* \) is no larger than \( B/V \), i.e.,

\[
U^* - \bar{U}^* \leq B/V.
\] (33)

The backlog of all queues in each time slot are strictly upper bounded by

\[
\lim_{T \to \infty} \sup_{T=\infty} \sum_{t=0}^{T-1} \sum_{m=1}^{M} \mathbb{E} \left[ Q_{m,loc}(t) + Q_{m,off}(t) + Q_{m,p}(t) \right] + \mathbb{Q}_{BS}(t) \leq \frac{B + V(U^* - \bar{U}^*)}{\varepsilon}
\]

where \( \varepsilon \) is a positive constant.

Proof: Please refer to Appendix D.

Theorem 2 indicates that by adjusting \( V \) to a sufficiently large value, the system utility can be arbitrary close to the optimum achieved by causality-violating offline scheduling. However, the bound on the average queue length grows linearly with \( V \). Namely, Algorithm 1 achieves an \( \{O(1/V), O(V)\} \) tradeoff between system utility and queue backlogs.

Next, we discuss the optimality loss under partial knowledge. By considering the analytical tractability, the differences between approximate queue lengths at BS and the actual values at devices are analyzed in the worst case, where the largest feedback interval \( T \) is encountered.

Lemma 4: In any time slot, the differences between the approximate and the actual queue backlogs are bounded by

\[
|\hat{Q}_{m}(t) - Q_{m}(t)| \leq T\delta_{m}(T)
\]

(34)
where \( \hat{Q}(i)(t) \) and \( \delta(i) \) represent all types of approximate and actual queues as well as the maximum difference of the queue length between two adjacent slots, respectively, and specifically, \( \delta_{BS} = \max [A_m(t), R_{m,\text{max}}(t)], \delta_{off} = \max [A_m(t), R_{m,\text{max}}(t)], \delta_p = \max [\kappa_m, \max_p, \rho_{\text{ave}}] \) and \( \delta_{BS} = \max [\sum_{m=1}^{M} R_{m,\text{max}}(t), \sum_{m=1}^{M} \frac{N_m}{C_m(t)}] \).

Proof: Please refer to Appendix E.

We denote \( \hat{x}_t = (\hat{p}_t, \hat{f}(t), \hat{p}(t)) \) as the offloading strategy based on Algorithm 1 under partial knowledge for problem (23). The following theorem illustrates the upper bound of performance loss issued from partial knowledge.

**Theorem 3:** In each time slot, the optimality loss of \( \hat{x}_t \) for (23) is within a constant \( J \), i.e.,

\[
\sum_{i=1}^{3} H_i(\hat{x}_t) - \sum_{i=1}^{3} H_i(x_t) \leq J. \tag{35}
\]

Proof: Please refer to Appendix F.

From Theorem 2 and Theorem 3, it is reasonable to deduce that the partial knowledge at the BS conforms to the asymptotic optimality of (17) under our proposed algorithm. The optimality loss is upper bounded per time slot as

\[
\hat{U}^*(\hat{x}_t) - U^* \leq \frac{1}{V}(B + J). \tag{36}
\]

Note that the optimality loss arises from partial knowledge increases linearly with the feedback interval \( T \), since \( J \) is linear to \( T \), which coincides with the intuition that longer feedback interval generates less timely knowledge at BS, and thus causes a weak system performance. Besides, the proposed algorithm is able to achieve asymptotic optimum in the case where task arrivals, channel states and queue backlogs can be instantaneously exchanged in the NOMA-aided MEC system.

### VI. Simulation Results

#### A. Simulation Settings

In this section, we evaluate the performance of the proposed online task offloading algorithm. We take the simulation parameters from state of the art [34]–[36], [51], [57], [59], [60]. Simulation parameter settings have been listed in Table III, where \( U_i[U, \kappa] \) denotes a continuous uniform distribution within \([I, U]\), and \( U_d[0, N] \) is a discrete integer uniform distribution from 0 to \( N \). For comparison, we simulate the following approaches.

1) **Real-Time Schedule:** The offloading strategies are operated instantaneously per time slot based on the complete device states \( S(t) \) as explained in Section IV. The real-time scheduling mechanism provides an upper bound for the performance of our proposed algorithm.

2) **T-Intervals Schedule:** The offloading strategies are conducted at each time slot according to the partial device states \( \hat{S}(t) \), which is \( T \) slots from the current time.

3) **SCA-Based Schedule** [61]: The successive convex approximation (SCA) approach is utilized to allocate power by solving nonconvex problem (29) iteratively.

4) **BnB-Based Schedule** [62]: The branch and bound (BnB) method is adopted to obtain the optimal offloading scheduling in the combinational optimization problem (23).

5) **OFDMA-Based Schedule** [63]: The OFDMA-based approach is adopted to maximize throughput via sub-channel and slot allocation, while considering long-term fairness.

6) **Static Schedule:** Offloading decisions and power allocation are made based on the static network environment, where the channel conditions and task arrivals are constants, and the instantaneous system utility maximum is considered as the optimization objective.

### B. Result Analysis

Fig. 2 compares the average system throughput of the four algorithms with the assumption of the overall device knowledge. The proposed approach performs the same with the BnB-based algorithm, and outperforms SCA-based algorithm and OFDMA-based algorithm in terms of the average system throughput. The key idea of SCA-based algorithm is to iteratively approximate the original nonconvex problem (29) as multiple subproblems of locally optimal, which are a series of convex versions of the original problem. Therefore, it can obtain the suboptimal power allocation strategy. In the
BnB-based algorithm, the set of candidate solutions of the offloading decisions is formed as a rooted tree, and each branch represents a subset of the candidate solutions. By successively checking branches of this tree, the BnB-based algorithm can find the globally optimal solutions to the discrete and combinatorial optimization problem (23). Nevertheless, BnB-based algorithm requires checking the upper and lower bounds for $2^M$ vertices by solving $2^{M+1}$ subproblems (31) at the worst case. Therefore, the BnB-based algorithm generally has higher time complexity than the proposed algorithm, especially when the number of devices is sufficiently large. The OFDMA-based algorithm suffers the throughput degradation when the number of devices is greater than 60 in the considered network. This is mainly because that larger number of devices results in less subcarrier bandwidth allocated on each user in OFDMA, which is adverse to the system throughput.

Fig. 3 plots the total signaling overhead of the proposed NOMA-based approach and the OFDMA-based approach, as the number of devices increases from 0 to 200. The total signaling overhead grows rapidly, exhibiting the power function relation between them, which is in line with the Little’s Law claimed in Section III. Every offloading and feedback from devices to the BS incurs signaling overhead in terms of time including waiting, transmission and computation delay. Therefore, slower transmission and computation rate leads to more tasks accumulated in the queues. From the curves, one can see that the total signaling overhead of the proposed algorithm is relatively small, and reduces the overhead to 50% compared to the OFDMA-based counterparts, which corroborates that offloading via NOMA can dramatically reduce the latency. We can see in Figs. 2 and 3 that the proposed algorithm outperforms the OFDMA-based schedule in large-scale networks, even under partial device knowledge.

Fig. 4(a) plots the curve of average system throughput as $V$ increases from 0.1 to 20. The average system throughput first increases and stabilizes when $V \geq 10$, as revealed in Theorem 2. The average system throughput of the proposed $T = 10/20$ offloading schedule is smaller than that of the real-time counterpart, and the difference between them diminishes with $V$ increasing, which corroborates the asymptotic optimality under partial knowledge as declared in Theorem 3. Moreover, the proposed real time and $T = 10/20$ schedule outperform the static schedule in terms of the average system throughput, by up to 25%, 21.8%, and 19.2%, respectively, see $V = 20$.

Fig. 4(b) reveals that the total queue lengths increase linearly with $V$, especially when $V$ is greater than 5. This trend shows that a larger $V$ helps increase the system throughput, but would also require longer system queue backlogs. The static schedule conducts offloading decisions and resource allocation for each device based on static system states. Therefore, the system throughput and queue lengths under static schedule are independent of $V$ and remain unchanged.

Fig. 4(c) shows the fairness against the control parameter $V$. Jain’s index is utilized to quantify the fairness, and a larger Jain’s index corresponds to a fair resource allocation. Particularly, the fairest case appears when all the devices achieve the proportional fair throughput according to their weights, which makes the Jain’s index equal to one. It can be observed that the proposed algorithm maintains almost the same high fairness equal to one with different values of $V$, and is barely influenced by the feedback interval $T$. However, the fairness performance of the OFDMA-based algorithm is apparently affected by both of them, where a smaller $T$ and larger $V$ benefit to the fairness and vice versa. Associating Fig. 4(a)–(c), we can firmly conclude that there is an $[O(1/V), O(V)]$ tradeoff between system utility and queue backlogs, which verifies Theorem 2.

Fig. 5 plots the time variation of the total queue lengths under different scheduling strategies. It can be observed that the total queue lengths increase and then stabilize at different values. The stabilized queue lengths of the proposed $T = 10/20$ schedule are shorter than that of the proposed real-time counterpart. The static schedule requires the shortest time for stabilization and implements the shortest queue length, but suffers from a 25% discount on the system throughput compared to the real-time schedule as shown in Fig. 4(a). Moreover, the real-time schedule is able to further speed up the stabilization and increase the backlog, since a larger system throughput is accompanied by longer queue lengths, which reflects the $[O(1/V), O(V)]$ tradeoff. Compared to the real-time schedule, the proposed algorithm takes additional 150 slots to stabilize, due to the larger interval for feedback.

Fig. 6 plots the average system throughput as the feedback interval $T$ increases from 1 to 20 slots. It is displayed intuitively that the average system throughput of the proposed algorithm decreases linear with $T$, which is in line with the inequation (36). The device feedback takes up more time originally assigned for offloading, resulting in a reduction in the system throughput. Besides, the average system throughput also diminishes with the decrease of $V$, and a fairly small value of $V$ as well as an overlong feedback interval will cause a worse performance than the static schedule, which corresponds to $V \leq 2$ and $T \geq 20$ under our simulation setup.
Fig. 4. Impact of $V$ on average system throughput, total queue lengths and Jain’s fairness index, revealing the tradeoff between system utility and stability. (a) Average system throughput versus $V$. (b) Total queue lengths versus $V$. (c) Jain’s fairness index versus $V$.

Fig. 5. Time variation of the total queue lengths. The proposed algorithm can accelerate the convergence of queues.

Fig. 6. Impact of feedback interval $T$ on average system throughput under different values of parameter $V$.

VII. CONCLUSION

In this article, we proposed an asymptotically optimal online offloading algorithm with complexity of $O(M^{3/2})$ for long-term system utility maximum in NOMA-aided MEC networks while balancing system throughput and user fairness. By exploiting Lyapunov optimization, the offloading decisions and resource allocation were jointly considered at each time slot in complete and partial device knowledge situations. The proposed algorithm was proved to achieve asymptotic optimality, presenting an $[O(1/V), O(V)]$ tradeoff between system utility and stability. Simulations confirm our theoretical analysis, and reveal that our algorithm can significantly enhance the system utility to 85% and 25% compared with the OFDMA-based and static offloading approach, respectively. Besides, the signaling overhead is reduced by 50% in comparison with the OFDMA-based algorithm. Feedback from partial devices can tackle the scalability problem in large-scale networks. Nevertheless, various device states, such as channel conditions and residual computation resource, have different impacts on the performance of NOMA. How to select devices for feedback to coordinate the scheduling leaves for future work.

APPENDIX A

PROOF OF LEMMA 1

According to the dynamic of $Q_p(t)$ in (18), we naturally have the following inequality:

$$Q_p(t + 1) \geq Q_p(t) - p_{ave} + p_{tot}(t).$$

(37)

Summing (37) in time $\{0, 1, \ldots, T\}$ interval and taking expectations, we have

$$E[Q_p(T)] \geq \sum_{t=0}^{T-1} E[p_{tot}(t)] - Tp_{ave}.$$  

(38)

Dividing (38) by $T$ and taking $T \to \infty$, we have

$$\lim_{T \to \infty} \frac{1}{T} E[Q_p(T)] \geq \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} E[p_{tot}(t)] - p_{ave}.$$  

(39)

According to Jensen’s inequality, we obtain $0 \leq |E[Q_p(t)]| \leq E[|Q_p(t)|]$. Based on Definition 2, if $Q_p(t)$ is
mean rate stable, i.e., \( \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[Q_p(t)] = 0 \), the following equation holds:

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[Q_p(t)] = 0. \tag{40}
\]

Substitute (40) into (39), and we have

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[P_{\text{lost}}(t)] \leq p_{\text{ave}} \tag{41}
\]

which is consistent with (25f), and Lemma 1 is proved.

**APPENDIX B**

**PROOF OF LEMMA 2**

By squaring both sides of (3) and using the fact that \((\max(x, 0))^2 \leq x^2\), we have

\[
Q_{m, \text{loc}}^2(t+1) - Q_{m, \text{loc}}^2(t) \leq A_m^2(t) + \mu_m^2(t) - 2Q_{m, \text{loc}}(t)[\mu_m(t) - A_m(t)]. \tag{42}
\]

Adding up the above inequalities over \( m = 1, 2, \ldots, M \), we have

\[
\sum_{m=1}^{M} \left( Q_{m, \text{loc}}^2(t+1) - Q_{m, \text{loc}}^2(t) \right) \leq M\left[A_{m, \text{max}}(t) + \mu_{m, \text{max}}(t)\right]^2 - 2 \sum_{m=1}^{M} \left[Q_{m, \text{loc}}(t)[\mu_m(t) - A_m(t)]\right] \tag{43}
\]

where \( \mu_{m, \text{max}}(t) \) is the maximum departure rate for local computing. Similarly, we obtain the following inequalities for \( Q_{m, \text{off}}(t), Q_{BS}(t) \) and \( Q_{m, p}(t) \), respectively,

\[
\sum_{m=1}^{M} \left( Q_{m, \text{off}}^2(t+1) - Q_{m, \text{off}}^2(t) \right) \leq M\left[A_{m, \text{max}}(t) + R_{m, \text{max}}(t)\right]^2 - 2 \sum_{m=1}^{M} \left[Q_{m, \text{off}}(t)[R_m(t) - A_m(t)]\right] \tag{44}
\]

\[
Q_{\text{BS}}^2(t+1) - Q_{\text{BS}}^2(t) \leq \left\{ \sum_{m=1}^{M} R_{m, \text{max}}(t) + \mu_{BS, \text{max}}(t) \right\}^2 - 2Q_{\text{BS}}(t)\left[\mu_{BS}(t) - \sum_{m=1}^{M} R_m(t)\right] \tag{45}
\]

\[
\sum_{m=1}^{M} \left( Q_{m, p}^2(t+1) - Q_{m, p}^2(t) \right) \leq M\left[p_{m, \text{tot, max}}(t) + p_{m, \text{ave}}(t)\right]^2 - 2 \sum_{m=1}^{M} \left[Q_{m, \text{off}}(t)[p_{m, \text{ave}}(t) - p_{m, \text{tot}}(t)]\right]. \tag{46}
\]

Summing over (43)–(46), dividing both sides by 2, rearranging terms, and we obtain the upper bound of the Lyapunov drift-plus-penalty function (22).

**APPENDIX C**

**PROOF OF LEMMA 3**

According to (2), the uplink power allocation of device \( m \) is

\[
p_m(t) = \left( 2^{R_m(t)} - 1 \right) \left( \sum_{i=m+1}^{M} p_i(t) + \frac{1}{g_{m,t}} \right) \quad \forall m \in \mathcal{M}. \tag{47}
\]

Specifically

\[
p_M(t) = \frac{1}{g_{M,t}} \left( 2^{R_M(t)} - 1 \right). \tag{48}
\]

Substitute (48) into (47), we have

\[
p_{M-1}(t) = \left( 2^{R_{M-1}(t)} - 1 \right) \left( p_M(t) + \frac{1}{g_{M-1,t}} \right). \tag{49}
\]

Adding (48) and (49) yields

\[
q_M(t) + p_{M-1}(t) = \frac{1}{g_{M,t}} \left( 2^{R_M(t) + R_{M-1}(t)} \right) + \left( \frac{1}{g_{M-1,t}} - \frac{1}{g_{M,t}} \right) 2^{R_{M-1}(t)} - \frac{1}{g_{M,t}} = 0. \tag{50}
\]

Adopting the recursive method, the total uplink power of all devices can be derived as

\[
\sum_{m=1}^{M} p_m(t) = \sum_{m=1}^{M} \left( \frac{1}{g_{m,t}} - \frac{1}{g_{m+1,t}} \right) 2^{\sum_{i=1}^{m} R_i(t)} - \frac{1}{g_{1,t}}. \tag{51}
\]

Note that \( 1/g_{M+1,t} \overset{\Delta}{=} 0 \). With \( v_{m,t} = \sum_{i=1}^{m} R_i(t) \) \( \forall m \in \mathcal{M} \), we have

\[
R_m(t) = v_{m,t} - v_{m-1,t} \quad \forall m \in \mathcal{M}. \tag{52}
\]

Substituting (51) and (52) into problem (29), we obtain the equivalent formulation as represented in problem (31).

**APPENDIX D**

**PROOF OF THEOREM 2**

To prove the upper bounds of average system utility and queue length, Lemma 5 is introduced first:

**Lemma 5:** For arbitrary arrival rates and random channel conditions, there exists a stationary and randomized policy, which determines a feasible operation, \( x_t \), independent of current actual queues and virtual queues among different time slots and satisfies all the instantaneous constraints. Then for any \( \varepsilon, 0 \leq \varepsilon \leq \varepsilon_{\text{max}}(x) \), and \( \delta > 0 \), the following steady state is satisfied:

\[
\mathbb{E}[R'_m(x_t)] \geq \rho_{m,t} A_m(t) + \varepsilon \tag{53}
\]

\[
\mathbb{E}[\mu'_m(x_t)] \geq (1 - \rho_{m,t}) A_m(t) + \varepsilon \tag{54}
\]

\[
\mathbb{E}[\mu'_{BS}(x_t)] \geq \sum_{m=1}^{M} R_m(t) + \varepsilon \tag{55}
\]

\[
\mathbb{E}[p'_{m,\text{tot}}(x_t)] \leq p_{\text{ave}} - \delta. \tag{56}
\]

The proof of Lemma 5 can refer to [50, Th. 4.5], which is omitted for brevity. Substituting (53)–(56) into (22) and taking
the limit $\delta \to 0$, we have
\[
\Delta_V(\Theta(t)) \leq B - V \mathbb{E}[U^*(t)|\Theta(t)] - \mathbb{E}[U(t)] \\
- \varepsilon \sum_{m=1}^{\mathcal{M}} \left[Q_{m,\text{off}}(t) + Q_{m,\text{loc}}(t)\right] - \varepsilon Q_{\text{BS}}(t). \tag{57}
\]

By using telescoping sums over $t \in \{0, 1, \ldots, T-1\}$ and taking the iterated expectation in (57), we get
\[
\mathbb{E}[L(\Theta(T))] - \mathbb{E}[L(\Theta(0))] - V \mathbb{E}[U(t)] \\
\leq BT - VTU^*(t) \\
- \varepsilon \sum_{t=0}^{T-1} \left\{ \sum_{m=1}^{\mathcal{M}} \left[Q_{m,\text{off}}(t) + Q_{m,\text{loc}}(t)\right] + Q_{\text{BS}}(t) \right\}. \tag{58}
\]

Dividing (58) by $VT$, neglecting the non-negative terms $Q_{m,\text{loc}}(t), Q_{m,\text{off}}(t), Q_{\text{BS}}(t)$ and $\mathbb{E}[L(\Theta(T))]$, and rearranging terms, we obtain
\[
\frac{1}{T} \mathbb{E}[U(t)] \geq U^*(t) - \frac{B}{V} - \frac{\mathbb{E}[L(\Theta(0))]}{VT}. \tag{59}
\]

Dividing (58) by $V\varepsilon$, we have
\[
\frac{1}{T} \sum_{t=0}^{T-1} \left\{ \sum_{m=1}^{\mathcal{M}} \left[Q_{m,\text{off}}(t) + Q_{m,\text{loc}}(t)\right] + Q_{\text{BS}}(t) \right\} \\
\leq B - \frac{V}{\varepsilon} \left[U^*(t) - \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[U(t)] \right] + \frac{\mathbb{E}[L(\Theta(0))]}{\varepsilon T}. \tag{60}
\]

Taking the limit as $T \to \infty$ in (59) and (60), yields
\[
U^*(t) - \overline{U}^*(t) \leq \frac{B}{V} \tag{61}
\]

\[
\lim_{T \to \infty} \sup_{t} \sum_{m=1}^{\mathcal{M}} \mathbb{E}\{Q_{m,\text{loc}}(t) + Q_{m,\text{off}}(t)\} + Q_{\text{BS}}(t) \\
\leq \frac{B}{\varepsilon} - \frac{V}{\varepsilon} \left[U^*(t) - \overline{U}^*(t) \right]. \tag{62}
\]

\section*{Appendix E \hspace{1cm} Proof of Lemma 4}

For two adjacent slot $t$ and $t+1$, the difference of the queue lengths is bounded by the maximum difference between the task arrival and the data departure, as captured in the first and second terms of $\delta_{[i]}$, respectively. Considering the worst case, where the feedback interval is $T$, we have $|Q_{[i]}(t) - Q_{[i]}(t)| = |Q_{[i]}(t - T \Delta t) - Q_{[i]}(t)| \leq T \delta_{[i]}$, where the first inequality is derived from reusing absolute value inequality $|x + y| \leq |x| + |y|$.

\section*{Appendix F \hspace{1cm} Proof of Theorem 3}

Regarding $H_1(\hat{\rho}_i)$, we can rewrite it as
\[
H_1(\hat{\rho}_i) = \sum_{m=1}^{\mathcal{M}} \left[ (\hat{\alpha}_{m}(t) - \hat{\alpha}_{m}(t))\hat{\rho}_{m,t} \right] + (\hat{\alpha}_{m}(t) + Q_{m,\text{loc}}(t)\hat{\rho}_{m,t} + (\alpha_{m}(t) - \hat{\alpha}_{m}(t))\hat{\rho}_{m,t}. \tag{63}
\]

By defining $\alpha_{m}(t) \triangleq \left[ Q_{m,\text{off}}(t) - Q_{m,\text{loc}}(t)\right]A_{m}(t)$, we have
\[
\hat{\alpha}_{m}(t) - \alpha_{m}(t) = \left[ Q_{m,\text{off}}(t) - Q_{m,\text{off}}(t) \right] \\
- \left[ Q_{m,\text{loc}}(t) - Q_{m,\text{loc}}(t)\right]A_{m}(t). \tag{64}
\]

Exploiting (34) in Lemma 4, we have
\[
\left| \hat{\alpha}_{m}(t) - \alpha_{m}(t) \right| \leq \max\{\delta_{\text{off}}, \delta_{\text{loc}}\} TA_{m}(t). \tag{65}
\]

Recall that $\hat{\rho}_i$ is the optimal offloading decision under partial knowledge, and we have
\[
\sum_{m=1}^{\mathcal{M}} \hat{\alpha}_{m}(t)\hat{\rho}_{m,t} \triangleq H_1(\hat{\rho}_i) \tag{66}
\]

Substituting (64) into the subtraction of (39) and (40), we obtain
\[
H_1(\hat{\rho}_i) - H_1(\rho_i) \tag{67}
\]

Likewise, we can evaluate the deficiency of $H_2(\phi(t))$ and $H_3(\psi(t))$ with, respectively,
\[
\hat{H}_2(\phi(t)) - H_2(\phi(t)) \tag{68}
\]
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