Multiconstrained routing based on artificial bee colony algorithm and dynamic fireworks algorithm
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Abstract. In this paper, a mathematical model for multiconstrained routing optimization problem is established. The multi-objective optimization problem is transformed into a single-objective optimization problem by adding a penalty function. Then the artificial bee colony algorithm (ABC) is used for route search. Because the ABC algorithm is easy to fall into the local optimal deficiencies, the dynamic fireworks algorithm (dynFWA) is introduced for local search, which can ensure fast global search and fast guarantee. In the process of searching for the optimal solution, the success rate is improved by about 1.05% compared with the PSO_ACO algorithm optimized by the ant colony algorithm, which is 6.18% higher than the standard PSO algorithm and the standard ABC algorithm. The minimum average cost of the search is about 0.53% higher than the PSO_ACO algorithm, which is about 1.87% higher than the other two algorithms. The simulation results show that the algorithm can effectively solve the multiconstrained routing problem under large-scale networks.

1. Introduction
With the rapid development of network technology, users have higher requirements for network quality of service (QoS). The most fundamental and important thing in the network is the routing problem, which we can abstract into the shortest path problem in reality [1][2]. The QoS routing problem is to find a solution that optimizes multiple constraints. However, multi-objective optimization problems have always been a problem. At present, many algorithms are introduced to find the optimal solution problem under multiconstraint conditions [3]. There are many ways to solve multi-objective optimization problems in mathematics [6][7], usually using mathematical programming methods and nonlinear programming methods. These mathematical methods are simple to implement, but are affected by the initial point or the objective function, and are easy to fall into the local optimal solution, which cannot meet our needs. Then a new ABC_dynFWA algorithm is proposed, which is used to implement QoS routing. The algorithm is evaluated by simulation experiments and compared with ABC algorithm, PSO algorithm and PSO_ACO algorithm [8].

The rest of this paper is organized as follows: Section 2 builds a mathematical model of multiconstrained QoS routing [11][12]. The third section gives the design and implementation steps of the ABC_dynFWA algorithm. The simulation results and analysis are given in the fourth section. The fifth section summarizes.
2. Building a mathematical model of QoS routing

We abstract the network space into a network topology map. Looking for multiconstrained QoS routes in the network is abstracted to find a path in the network topology map, which satisfies all the given constraints, and the path is still optimal. G(V, E), where V is the set of nodes and E is the set of links. From the source point s to the link $e_{sd}$ of the target node d, the constraints we usually consider include delay $D_{sd}$, bandwidth $B_{sd}$, jitter $J_{sd}$, packet loss rate $L_{sd}$ and cost $\text{cost}(e_{sd})$, and $e_{sd}$ satisfies multiple constraints simultaneously. Cost $(e_{sd})$ must be minimized.

1. In path p, the delay of the link needs to be less than or equal to the delay of the QoS routing requirement $D_{req}$: $\sum_{e_{sd} \in p} D_{sd} \leq D_{req}$. Where $D_{sd}$ is the delay of the link $e_{sd}$ in the path p.

2. In path p, the bandwidth of the link needs to be greater than or equal to the QoS routing requirement block $B_{req}$: $\min\{B_{sd}\}_{e_{sd} \in p} \geq B_{req}$. Where $B_{sd}$ is the bandwidth of the link $e_{sd}$ in the path p.

3. In path p, the jitter of the link needs to be less than or equal to the jitter of the QoS routing requirement $J_{req}$: $\sum_{e_{sd} \in p} J_{sd} \leq J_{req}$. Where $J_{sd}$ is the jitter of the link $e_{sd}$ in the path p.

4. In path p, the packet loss rate of the link needs to be less than or equal to the packet loss rate loss rate $L_{req}$ of the QoS routing requirement: $\prod_{e_{sd} \in p} (1 - L_{sd}) \leq L_{req}$. Where $L_{sd}$ is the packet loss rate of the link $e_{sd}$ in the path p.

5. The link $e_{sd}$ needs to satisfy both the above four constraints and the minimum cost$\text{cost}(e_{sd})$: $\min\{\text{cost}(e_{sd})\}$. Where $\text{cost}(e_{sd})$ is the minimum cost of the entire link.

The task of QoS routing finds a balance among multiple constraints, optimizes resource allocation, finds a path that satisfies multiple QoS parameter constraints, and finds the best path to provide quality of service guarantee to users.

Multi-objective optimization is often difficult, and ABC and FWA algorithms usually have feasible solutions in a continuous space. QoS routing can only find a balance among all resources, and it is impossible to find a solution that makes all constraints optimal. Therefore, the multi-objective optimization problem is transformed into a single-objective optimization problem by the penalty function. At this point, it is only necessary to solve the feasible solution of this single-objective optimization problem, and make it satisfy all the constraint parameters, and find out that one of the optimal links $e_{sd}$ is the target link.

The penalty function is shown in equation (1):

$$
\rho(x) = \alpha \times \max \{|\beta_{wr} - \sin(\beta_{wr})|, 0\} + \beta \times \max \{\sum_{wr} \beta_{wr} - \beta_{wr}^0, 0\} + \theta \times \max \{\prod_{wr} (1 - J_{wr}) = J_{wr}^0, 0\} + \tau \times \max \{\sum_{wr} J_{wr} - J_{wr}^0, 0\}
$$

Where $\alpha$, $\beta$, $\theta$ and $\tau$ are weighting factors for adjusting bandwidth, delay, packet loss rate and jitter. The network's requirements for different requirements can be changed by adjusting the weighting factors of the parameters.

The fitness value is calculated by the formula (2) when the ABC algorithm performs the search:

$$
f(x) = \omega \times \rho(x) + \min \{\sum_{i \in p} \text{cost}(e_{si})\}
$$

Where $\omega$ is a parameter that adjusts the weight ratio between the penalty function and the cost function.

3. ABC_dynaFWA algorithm design

In the ABC_dynaFWA algorithm, each node in the network topology map is abstracted into a honey source. First, the ABC algorithm is used to search from the source point, and each searched node that satisfies multiple constraints is encoded. Whenever the ABC algorithm searches for a honey source with better fitness value than the historical honey source, it uses this honey source as the explosion point of the FWA algorithm, explodes according to formula (3), and explodes according to formula (4) and formula (5). The number and range of sparks produced are limited. The core fireworks that will be produced after the explosion are retained, and the non-core fireworks are discarded. The core fireworks
perform a local search, while the global search relies on leading bees and following bees to search. This will ensure the fastest local search and ensure the fastest global search. When the destination node is searched, the node encoded in the search process is decoded as a link, the fitness value of each such link is calculated, and the link with the smallest fitness value is selected, which is the optimal link.

\[ S_i = m \ast \frac{Y_{\text{max}} - f(x_i) + \varepsilon}{\sum_{j=1}^{m}(Y_{\text{max}} - f(x_j)) + \varepsilon} \]  

(3)

\( S_i \) indicates the number of sparks generated by the i fireworks explosion. m is used for the total number of sparks now produced. \( f(x_i) \) is the fitness value. \( Y_{\text{max}} \) represents the worst fitness value. \( \varepsilon \) is a small constant introduced to prevent the denominator from being zero.

\[ s_j = \begin{cases} \text{round}(a, m), & \text{if } s_i < \text{am} \\ \text{round}(b, m), & \text{if } s_i > \text{bm}, a < b < 1 \\ \text{round}(a, a), & \text{otherwise} \end{cases} \]  

(4)

\[ A_j = \hat{A} \ast \frac{f(x_j) - Y_{\text{min}} + \varepsilon}{\sum_{i=1}^{n}(f(x_i) - Y_{\text{min}}) + \varepsilon} \]  

(5)

The meaning of the representation of the parameter is the same as the formula (3), and \( Y_{\text{min}} \) indicates the best fitness value. \( \hat{A} \) indicates the maximum guaranteed margin.

ABC_dynFWA algorithm step:

S1: Initialize the settings. The SN feasible solutions are randomly generated, and the fitness function values are calculated according to formula (2). SN is equal to the number of employed bees or the number of honey sources, and a feasible solution is randomly generated as shown in equation (6):

\[ x_{jd} = L_d + \text{rand}(0, 1) \ast (U_d - L_d) \]  

(6)

Where \( U_d \) and \( L_d \) represent the upper and lower limits of the solution space.

S2: Hire bees choose honey sources based on greedy strategies. The honey source is both the next hop node of the current node or a neighboring node.

S3: Observe the bee to randomly select the honey source by roulette, and generate a new honey source near the honey source according to formula (7), and calculate the fitness value of the new honey source. If the newly calculated honey source is better than the historical value, the greedy selection method is used to replace the current honey source with the new honey source.

\[ V_{ijd} = x_{ijd} + \rho(x_{ijd} - x_{jbd}) \]  

(7)

Where \( \rho \) is a random number between [-1, 1], \( j \neq i \), randomly selecting a honey source that is not equal to i among SN honey sources.

S4: Each time the best honey source is selected, the current honey source is the initial position of the FWA algorithm. According to the formula (3) explosion, formulas (4) and (5) are used to limit the number and amplitude of sparks generated after the explosion.

S5: At this time, the FWA algorithm is used for dynamic local search, and the ABC algorithm performs global search. If the target node is searched, the node that passes from the source node to the destination node is encoded and recorded, and Step 1 is skipped for the next iteration. If no target node is found, skip Step 3 to search.

S6: Decode all feasible solutions generated during the search process.

The algorithm ends if the number of iterations of the algorithm reaches the set maximum value or the searched optimal solution reaches a given threshold.
4. Simulation evaluation

This paper uses the improved Salama algorithm [18] to randomly generate a network topology map with 50 nodes, as shown in Fig 4.1 (a). In the network topology diagram, there is a road strength between any two nodes, and the probability is 0.5. There are four constraints on the link between any two points: bandwidth, jitter, delay, and packet loss rate, which are used to indicate the metric of the link. Using OPNET and MATLAB, randomly select starting point 8 and destination node 48, and run the algorithm to simulate.

First, we analyze and analyze the success rate of the algorithm under different network nodes, as shown in Fig 4.1 (b). In the figure, at each node, iteration is performed 100 times, and after each iteration, a success rate is obtained, and then an average success rate is obtained. When the number of network nodes is small, the success rates of the ABC_dynFWA algorithm, the PSO algorithm, the ABC algorithm, and the PSO_ACO algorithm are basically the same. As the number of network nodes increases, the success rate of the four algorithms decreases. This is because the number of network nodes increases, the path from the source point to the destination node increases, and the probability of the algorithm falling into local optimum during the search process increases, so the success rate has dropped. However, the success rate of the ABC_dynFWA algorithm is also the highest, followed by the success rate of the PSO_ACO algorithm optimized by the ACO algorithm. The success rate of the ABC algorithm and the PSO algorithm are basically the same. When the number of network nodes is increased to 500 nodes, the average success rate of the four algorithms is significantly different, but the success rate of the ABC_dynFWA algorithm is also the highest.

Secondly, we set different constraints to test the minimum average cost of the four algorithms to find the optimal path. The weight coefficients of each constraint are randomly set, but the sum of the four constraint weights is 1. Here we set the bandwidth weight to 0.5, the delay weight coefficient to 0.2, the jitter weight coefficient to 0.2, and the packet loss rate to 0.1. We set a lower set of QoS constraints (25, 22, 17, 0.3), representing the four constraints of bandwidth, jitter, delay, and packet loss rate. Fig. 4.2(a) shows the minimum average cost of the link we obtained by running the four algorithms under this set of ground constraints. From Fig 4.2(a), we can analyze that as the number of iterations increases, the average cost of the four algorithms decreases, which is the characteristic of heuristic route search. Among them, the fastest decline is the PSO_ACO algorithm and the ABC_dynFWA algorithm. The single ABC_dynFWA algorithm also improves the role of the PSO_ACO algorithm by 0.84%. The performance of the standard PSO algorithm and the standard ABC algorithm is basically the same in the search minimum evaluation cost. The ABC_dynFWA algorithm is about 2.17% higher than the standard PSO algorithm and the standard ABC algorithm. Therefore, under a set of low constraints, the ABC_dynFWA algorithm is significantly better than the other three algorithms in finding the average cost.
When we keep the weight coefficients of the four parameters unchanged and set a higher set of QoS constraints (80, 14, 12, 0.07), we run four algorithms to find the minimum average cost. As shown in Fig. 4.2(b), the minimum average cost of the four algorithms at the beginning is improved because the bandwidth has the largest weight coefficient and the minimum average cost increases as the bandwidth increases. With the increase of the number of iterations, the minimum average cost of the four algorithms in the search is decreasing, and the decline is obvious at the beginning, but the iteration tends to be gentle when it is 50 times. This is also the characteristic of the heuristic swarm intelligence algorithm. It can be clearly seen from the figure that the performance of the ABC_dynFWA algorithm is the best, which is about 0.53% higher than the PSO_ACO algorithm, and the minimum average cost compared to the standard PSO algorithm and the standard ABC algorithm search is increased by about 1.87%.

5. Conclusions

This paper analyzes the existing multi-constrained QoS routing by referring to the data, and converts the multi-objective optimization problem into a single-objective optimization problem through the penalty function according to the characteristics of QoS multi-constrained routing. A new QoS routing algorithm is designed. The algorithm uses the ABC algorithm for global search. When searching for a better food source, the FWA algorithm is used for dynamic search. The dynFWA algorithm can quickly perform local search. This not only ensures the global search, but also guarantees the local search and solves the problem that the ABC algorithm is easy to fall into the local optimal solution during the search process. Finally, a large number of simulation experiments were carried out by combining OPNET and MATLAB. In terms of success rate, the dynFWA algorithm has better performance than the other three algorithms. In terms of finding the minimum average cost, the algorithm is about 0.53% higher than the PSO_ACO algorithm, and the performance of the algorithm is the best compared with the other two algorithms. The evaluation results of simulation experiments show that the proposed algorithm has better performance and feasibility in obtaining large-scale multi-constrained QoS routing.
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