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Abstract. Motivated by the limiting behavior of an explicit class of compact ancient curve shortening flows, by adapting the work of Colding-Minicozzi in [CM19b], we prove codimension bounds for ancient mean curvature flows by their tangent flow at $-\infty$. In the case of the $m$-covered circle, we apply this bound to prove a strong rigidity theorem. Furthermore, we extend this paradigm by showing that under the assumption of sufficiently rapid convergence, a compact ancient mean curvature flow is identical to its tangent flow at $-\infty$.

1. Introduction

A family of immersed $n$-dimensional submanifolds $M^n_t \subset \mathbb{R}^N$ evolves along the mean curvature flow if its coordinates satisfy the equation

$$\partial_t x = -\vec{H},$$

where $\vec{H}$ is the mean curvature vector, given by minus the trace of the second fundamental form. This equation can also be written as a geometric heat equation in the form

$$\partial_t x = \Delta_{M^t} x.$$

The mean curvature flow is the negative gradient flow for the volume of submanifolds induced by $\mathbb{R}^N$, so solutions to this flow optimally decrease their volume. In particular, the one-dimensional mean curvature flow, called the curve shortening flow, optimally decreases the length of immersed curves.

The mean curvature flow has been the subject of extensive study in codimension one (see [Whi02], [CM12], [CMP15], [CM15]); namely for hypersurfaces $M^n_t \subset \mathbb{R}^{n+1}$. The mean curvature flow for higher codimension in Euclidean space, which is the focus of this paper, presents a unique challenge (see [Wan02], [Smo12], [CM19b], [CM19c §0.3]). For example, the avoidance principle used to handle flows with codimension one fails for higher codimension. To clarify, by codimension, we mean the codimension of the solution in the Euclidean subspace of minimal dimension that still contains the solution.

In this paper, the primary objects of study are ancient solutions to the mean curvature flow. A solution is called ancient if it is defined for all time in the interval $(-\infty, 0)$. Ancient solutions to the mean curvature flow are models for the singularities formed under the flow.
Therefore, the study of ancient mean curvature flows is important to the study of the singular behavior of the mean curvature flow. Ancient solutions in codimension 1 have been extensively studied (see [Wan11], [HS15], [HH16], [ADS19], [BC19], [CHH18]).

Our first result is the following sharp codimension bound.

**Theorem 1.1.** Let \( \Sigma \) be a compact shrinker (i.e. satisfying \( \vec{H} \equiv \frac{x_{\perp}^2}{2} \)), and let \( \lambda_1 \) be the smallest nonzero eigenvalue of the drift Laplacian \( L_{\Sigma} := \Delta_{\Sigma} + \frac{1}{2} \nabla_{x^T} \). Let \( M_t^0 \subset \mathbb{R}^N \) be an ancient mean curvature flow so that \( \frac{M_t^0}{\sqrt{-t}} \) is an \( \epsilon(t) \) \( C^1 \)-graph over \( \Sigma \), where
\[
\lim_{t \to -\infty} (-t)^{3/2} \epsilon(t) = 0
\]
for some \( \delta < \lambda_1 \). Then \( \text{codim}(M_t^0) = \text{codim}(\Sigma) \). Moreover, \( M_t \) lies in the same subspace of \( \mathbb{R}^N \) as \( \Sigma \) for all \( t \).

Theorem 1.1 adapts the work by Colding-Minicozzi in [CM19b] to handle arbitrary compact shrinkers. In [CM19b] Colding-Minicozzi bounded the complexity of ancient solutions to the mean curvature flow. In [CM19b, Theorem 0.15], they proved a sharp codimension bound for ancient solutions whose tangent flows at \(-\infty\) are round cylinders. We prove Theorem 1.1 by adapting Colding-Minicozzi’s techniques; however we need to overcome new difficulties that arise for arbitrary compact shrinkers instead of round cylinders.

As an example of the practical applications of Theorem 1.1, we apply our codimension bound to prove the following rigidity result.

**Corollary 1.2.** Let \( M_t \subset \mathbb{R}^N \) be an ancient curve shortening flow with only type I singularities so that \( \frac{M_t}{\sqrt{-t}} \) is a \( \epsilon(t) \) \( C^1 \)-graph over the multiplicity \( m \) circle \( mS^1(\sqrt{2}) \) with
\[
\lim_{t \to -\infty} (-t)^{3/2} \epsilon(t) = 0
\]
for some \( \rho > 0 \). Then \( M_t \equiv mS^1(\sqrt{-2t}) \).

Finally, we prove a general rigidity theorem for compact rescaled ancient mean curvature flows. For the simplicity of exposition, we prove the following theorem for codimension 1 solutions. Recall that if \( M_t \) is an ancient mean curvature flow defined for \( t \in (-\infty, 0) \), then we can define a rescaled mean curvature flow
\[
\widetilde{M}_t = \frac{M_{-e^{-t}}}{\sqrt{e^{-t}}}
\]

**Theorem 1.3.** There exists \( \alpha > 0 \) depending on the shrinker \( \Sigma \) such that the following holds. Suppose \( \widetilde{M}_t \) is a rescaled mean curvature flow, and can be written as a graph over \( \Sigma \) when \(-t\) is sufficiently large, i.e.
\[
\widetilde{M}_t = \{ x \in \Sigma : x + \varphi(x,t)n(x) \}
\]
where \( \varphi \) is a \( C^2 \) function with \( ||\varphi||_{C^2} \to 0 \) as \( t \to -\infty \). If
\[
\limsup_{t \to -\infty} \varphi^2 e^{-\alpha t} = 0,
\]

then $\varphi \equiv 0$ on $\Sigma \times (-\infty, 0)$. In other words, $\tilde{M}_t \equiv \Sigma$.

This theorem shows that if the convergence of the ancient mean curvature flow (after rescaling) to its tangent flow at $-\infty$ is sufficiently fast (in particular, much faster than the rate in Theorem 1.1), then the ancient rescaled mean curvature flow must be identical with its tangent flow. This kind of rigidity result has appeared in many different contexts for the mean curvature flow (see [Wan14], [Wan16]). Note that if we rescale back to the original mean curvature flow, we obtain the following corollary.

**Corollary 1.4.** There exists $\alpha > 0$ depending on the shrinker $\Sigma$ such that the following holds. Suppose $M_t$ is a mean curvature flow, and $M_{\sqrt{-t}}$ can be written as a graph over $\Sigma$ when $-t$ is sufficiently large, i.e.

$$M_t = \{ x \in \Sigma : x + \varphi(x,t)n(x) \}$$

where $\varphi$ is a $C^2$ function with $\| \varphi \|_{C^2} \to 0$ as $t \to -\infty$. If

$$\limsup_{t \to -\infty} \varphi^2(-t)^\alpha = 0,$$

then $\varphi \equiv 0$ on $\Sigma \times (-\infty, 0)$. In other words, $M_{\sqrt{-t}} \equiv \Sigma$.

1.1. **Higher Codimensional Mean Curvature Flow.** The relative scarcity of explicit examples of higher codimensional ancient mean curvature flows is one of the main challenges of this subfield. Presently, we know very few constructions for higher codimensional ancient mean curvature flows. Most of them are solitons of the Lagrangian mean curvature flow (see [LW10], [CL14]). Choi-Mantoulidis constructed ancient mean curvature flows from unstable minimal submanifolds in [CM19a].

In this paper, our results are inspired by the behavior of a particular class of ancient solutions to the curve shortening flow in high codimension, which we call torus curves. After the first draft of this paper, we became aware of an existing proof of this construction in [AAAW13]. The construction in [AAAW13] is motivated by the symmetry of $\mathbb{R}^n$, whereas here we concentrate on the implications of the solution’s high codimensional properties. We mention two implications of this solution.

First, the torus curve solution suggests the sharp value of a codimension bound of Colding-Minicozzi [CM19b]. Recall that the entropy of a submanifold $M \subset \mathbb{R}^N$ is defined as

$$\lambda(M) := \sup_{s \in \mathbb{R}^+, y \in \mathbb{R}^N} (4\pi)^{-\frac{N}{2}} \int_{sM+y} e^{-\frac{|x|^2}{4}}$$

i.e. the supremum of the Gaussian integral over all dilations and translations of the submanifold. See [CM12] for further discussion. Colding-Minicozzi proved that an ancient mean curvature flow $M_t^a \subset \mathbb{R}^N$ must lie in a Euclidean subspace of dimension $d \leq C_n \sup_t \lambda(M_t)$ (see [CM19b, Corollary 0.6]). The torus curve suggests that the sharp value of $C_1$ should be $2/\lambda(S^1)$. See the discussion of Conjecture 2.4.
Second, the torus curve solution illustrates an interesting relation between the codimension and the tangent flow. Recall that the tangent flow of an ancient mean curvature flow is a self-shrinking mean curvature flow generated by the limit of \( M_t \sqrt{-t} \) as \( t \to 0 \) or \( t \to -\infty \). Since the tangent flows are all self-shrinking and determined by the self-shrinker generated the flow, we use the self-shrinker to denote the tangent flow. For the torus curve solution, the tangent flow at 0 is the embedded circle, and the tangent flow at \(-\infty\) is the circle with multiplicity. Since the torus curve solution can have arbitrary codimension, the tangent flow at 0 cannot bound the codimension of an ancient solution. However, the torus curve solution does suggest that the tangent flow at \(-\infty\) can be used to bound the codimension, inspiring the rest of the results in the paper.

We remark that our codimension bounds are not immediate consequences of the entropy-based codimension bound of Colding-Minicozzi. Since the constant \( C_n \) is universal for all ancient solutions, their bound could be weak for some ancient solutions whose tangent flow at \(-\infty\) is a compact shrinker. Moreover, since the value of \( C_n \) is unknown, our result provides a nontrivial bound.

1.2. Strategy of the Proof of the Codimension Bounds. For a mean curvature flow \( M_t \), the basic idea to bound the codimension coming from [CM19b] is to bound the dimension of the space of caloric functions (i.e. functions satisfying \( \partial_t u = \Delta_{M_t} u \)) with bounded polynomial growth in space and time. In particular, we study the dimension of the space

\[
P_d(M_t) := \{ u \text{ ancient} | \partial_t u = \Delta_{M_t} u \text{ and } |u(x,t)| \leq C_u(1 + |x|^d + |t|^{d/2}) \}.
\]

The reason such a dimension bound is useful is because the space \( P_1(M_t) \) contains the constant functions and the coordinate functions of \( M_t \). Hence, the number of linearly independent coordinate function is at most \( \dim P_1(M_t) - 1 \). Moreover, if we control the rate of convergence of a compact solution to its limiting shrinker as \( t \to -\infty \), we can bound the codimension of the solution by bounding the dimension of the space \( P_d(M_t) \) for some \( d < 1 \).

To prove a dimension bound for \( P_d(M_t) \), we argue by contradiction, assuming the space has a basis with one too many functions. The contradiction arises from the combination of a lower bound and an upper bound for the norms of these caloric functions, where the function norm is given by integration against the Gaussian.

To bound the norms of the basis functions from above, we assume the existence of caloric functions \( \psi_i \) that are close to the eigenfunctions of the drift Laplacian \( L_\Sigma \) on the limiting shrinker \( \Sigma \). Since there is an extra function in the basis for \( P_d(M_t) \), we can make a change of basis so that the last basis function is orthogonal to 1 and \( \psi_i \) for all \( i \) with respect to integration against the Gaussian. Since \( \frac{M_t}{\sqrt{-t}} \) is close to \( \Sigma \), we can transplant this setup to \( \Sigma \). The transplantation of the last basis function is then nearly orthogonal to the first few eigenfunctions of \( L_\Sigma \). Recall that if a function \( u \) is orthogonal to the first \( k \) eigenfunctions of \( L_\Sigma \), then Rayleigh’s inequality gives

\[
\lambda_{k+1} \int_\Sigma u^2 e^{-\frac{|x|^2}{4}} \leq \int_\Sigma |\nabla u|^2 e^{-\frac{|x|^2}{4}}.
\]
We use this observation to bound the function norms from above.

Compared to the cylinder case from [CM19b, Theorem 0.15], the precise argument to obtain the upper bound described above in our setting is more delicate. First, in general, there can be eigenvalues in the range \((0,1/2)\), corresponding to non-coordinate eigenfunctions, which is not the case on round cylinders. Moreover, since these eigenfunctions are not coordinate functions, it is more challenging to bound the error coming from the transplantation of the setup to \(\Sigma\) and back.

To bound the norms of the basis functions from below, we use a result established by Colding-Minicozzi that holds for any mean curvature flow (see [CM19b, Lemma 3.9]). Under the assumption of an extra basis function, these bounds yield a contradiction.

For the sake of exposition, we deal with the compact case. While more technically involved, we suspect the same tools should work in the noncompact setting (see [CM19b, §7]).

1.3. Organization of the Paper. In §2, we discuss the higher codimensional properties of the torus curve mean curvature flow. In §3, we prove the main codimension bounds. Finally, in §4, we prove the rigidity of ancient mean curvature flows under sufficiently rapid convergence as \(t \to -\infty\).
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2. Torus curves

The results of this paper are motivated by the behavior of the following ancient curve shortening flow, which is due to [AAAW13, p. 1195-1198]. For clarity, we write down the explicit construction here.

Let \(k_1, \ldots, k_m\) be an increasing list of positive integers. We construct a \(t\)-parametrized family of curves \(\gamma_t^{(k_1,\ldots,k_m)} \subset \mathbb{R}^{2m}\) (we denote it by \(\gamma_t\) when the integers \(k_j\) are implied for ease of notation) with coordinate functions of the form

\[
(\gamma_t(\theta))_{2j-1} = r(t)^{k_j} \cos(k_j\theta) , \quad (\gamma_t(\theta))_{2j} = r(t)^{k_j} \sin(k_j\theta)
\]

for \(j = 1, \ldots, m\) and \(\theta \in [0, 2\pi]\), where \(r(t)\) is a positive function.

Intuitively, \(\gamma_t\) is a curve on the torus

\[
S^1(r^{k_1}) \times \ldots \times S^1(r^{k_m}) \subset \mathbb{R}^{2m}
\]

that wraps around the \(j\)th copy of the circle \(k_j\) times at constant speed.

We remark that in [AAAW13], \(k_1, \ldots, k_m\) are only assumed to be a nondecreasing list, but then \(\gamma_t\) may lie in a smaller dimensional Euclidean space. Therefore we require \(k_1, \ldots, k_m\) be an increasing list of positive integers.
By standard ODE techniques, [AAAW13] proved the following result.

**Proposition 2.1** ((14),(15) of [AAAW13]). There is a unique positive function \( r(t) \) for \( t \in (-\infty, 0) \) satisfying

\[
\lim_{t \to -\infty} r(t) = +\infty \quad \text{and} \quad \lim_{t \to 0} r(t) = 0
\]

so that the family of curves \( \gamma_t \) with coordinate functions given by (2.1) defines an ancient solution to the curve shortening flow. In particular, \( \gamma_t \) does not lie in any \((2m-1)\)-dimensional Euclidean subspace.

By studying the limiting behavior of this solution as \( t \to -\infty \) and \( t \to 0 \), [AAAW13] proved the following proposition.

**Proposition 2.2** (Examples after (16) of [AAAW13]). The tangent flow to the solution \( \gamma_t^{(k_1, \ldots, k_m)} \) at \( t = -\infty \) is the multiplicity \( k_m \) circle, and the tangent flow at \( t = 0 \) is the multiplicity \( k_1 \) circle.

Using the behavior of the solution from Proposition 2.2, we can compute the entropy of the solution.

**Corollary 2.3.** The curve shortening flow \( \gamma_t^{(k_1, \ldots, k_m)} \) satisfies \( \sup_t \lambda(\gamma_t) = k_m \lambda(S^1) \).

*Proof.* First, we bound \( \sup_t \lambda(\gamma_t) \) from below. We compute

\[
\frac{1}{\sqrt{4\pi}} \int_{s\gamma_t} e^{-\frac{|s|^2}{4}} = s\sqrt{\pi} \exp \left( -\frac{s^2}{4} \sum_{j=1}^{m} r^{2k_j} \right) \left( \sum_{j=1}^{m} k_j^2 r^{2k_j} \right).
\]

Setting \( \tilde{s} = \sqrt{2} \left( \sum_{j=1}^{m} r^{2k_j} \right)^{-1/2} \), and recalling that \( \lim_{t \to -\infty} r(t) = \infty \), we have

\[
\sup_t \lambda(\gamma_t) \geq \lim_{t \to -\infty} \frac{1}{\sqrt{4\pi}} \int_{s\gamma_t} e^{-\frac{|s|^2}{4}} = \lambda(S^1) \lim_{t \to -\infty} \frac{\sqrt{\sum_{j=1}^{m} k_j^2 r^{2k_j}}}{\sqrt{\sum_{j=1}^{m} r^{2k_j}}} = k_m \lambda(S^1).
\]

Second, we bound \( \sup_t \lambda(\gamma_t) \) from above. Let \( \epsilon > 0 \). By Proposition 2.1 there is a \( T_\epsilon < 0 \) so that \( r^{-1} < \epsilon \) and \( r \geq 1 \) for all \( t \leq T_\epsilon \). We compute

\[
\frac{1}{\sqrt{4\pi}} \int_{sr^{-1}k_m \gamma_t+y} e^{-\frac{|s|^2}{4}} \leq \sqrt{k_m^2 + C\epsilon^2} \frac{s}{\sqrt{4\pi}} \int_{0}^{2\pi} e^{-\frac{s^2}{4}((y_{2m-1} - \cos(k_m \theta))^2 + (y_{2m} - \sin(k_m \theta))^2)} d\theta
\]

\[
= \sqrt{k_m^2 + C\epsilon^2} \frac{s}{\sqrt{4\pi}} \int_{0}^{2\pi} e^{-\frac{s^2}{4}((y_{2m-1} - \cos(\theta))^2 + (y_{2m} - \sin(\theta))^2)} d\theta
\]

\[
\leq \sqrt{k_m^2 + C\epsilon^2} \lambda(S^1),
\]
where the second line follows from the change of variables $k_m \theta \mapsto \theta$ and the periodicity of the sinusoidal functions. By the monotonicity of entropy, we conclude that

$$\sup_t \lambda(\gamma_t) = \lim_{t \to -\infty} \lambda(\gamma_t) \leq \lim_{\epsilon \to 0} \sqrt{k_m^2 + C \epsilon^2} \lambda(S^1) = k_m \lambda(S^1).$$

Hence, we obtain the desired equality. □

Recall that in [CM19b, Corollary 0.6], Colding-Minicozzi showed that there are universal constants $C_n$, depending only on the intrinsic dimension $n$, so that if $M^t_n \subset \mathbb{R}^N$ is an ancient solution to the mean curvature flow, then $M_t$ lies in a Euclidean subspace of dimension at most $C_n \sup_t \lambda(M_t)$. As an initial application of the existence of the ancient solution $\gamma_t$, we use the entropy computation in Corollary 2.3 to bound the constant $C_1$ in this result. For the torus curve solution $\gamma^{(k_1, \ldots, k_m)}$, we obtain the bound $\lambda(S^1)C_1 \geq \frac{2m}{k_m}$, which is maximized when $k_m$ is as small as possible. Since $k_1$, ..., $k_m$ must be an increasing list of positive integers, we have $k_m \geq m$. Hence, the torus curve solution gives the bound $\lambda(S^1)C_1 \geq 2$, identical to the bound from the shrinking circle solution in $\mathbb{R}^2$.

Since the constant speed sinusoidal functions are natural choices for linearly independent functions with compact images, this example suggests the following conjecture for the sharp constant $C_1$ in [CM19b, Corollary 0.6].

**Conjecture 2.4.** The sharp value of $C_1$ is $\frac{2}{\lambda(S^1)}$. In particular, any ancient curve shortening flow $M^1_t \in \mathbb{R}^N$ that does not lie in a lower dimensional Euclidean subspace satisfies

$$\sup_t \lambda(M_t) \geq \frac{N}{2} \lambda(S^1).$$

As a second application of the existence of the ancient solution $\gamma_t$, we note that the codimension of an ancient solution cannot be bounded by information about its tangent flow as $t \to 0$.

**Corollary 2.5.** For any integer $m$, there is an ancient curve shortening flow that does not lie in any $(2m - 1)$-dimensional Euclidean subspace whose tangent flow as $t \to 0$ is the embedded circle.

**Proof.** Take the torus curve solution $\gamma^{(k_1, \ldots, k_m)}$ with $k_1 = 1$ and apply Proposition 2.2. □

Despite the fact that information about an ancient solution as $t \to 0$ cannot be used to bound its codimension, there is hope that information about the solution as $t \to -\infty$ can bound the codimension. In the next section, motivated by the limiting behavior of the torus curve solution as $t \to -\infty$, we prove codimension bounds for ancient solutions that converge sufficiently rapidly to their tangent flow as $t \to -\infty$.

### 3. Codimension bounds by the tangent flow at $-\infty$

In this section, we prove sharp codimension bounds for ancient mean curvature flows using their limiting behavior as $t \to -\infty$. Recall that in [CM19b, §7], Colding-Minicozzi proved
a sharp codimension bound for ancient solutions whose tangent flow at \(-\infty\) is a round cylinder. Here, we adapt the techniques of Colding-Minicozzi to handle ancient solutions whose tangent flow at \(-\infty\) is an arbitrary compact shrinker \(\Sigma^n\).

The case of general shrinkers is more delicate than the case of round cylinders. This difficulty arises from the fact that, unlike for cylinders, the lowest nonzero eigenvalue of the drift Laplacian operator \(L_\Sigma := \Delta_\Sigma - \frac{1}{2}\nabla_x T\) is in general less than \(1/2\), corresponding to eigenfunctions that are not coordinate functions of the shrinker. For example, the spectrum of the drift Laplacian of the multiplicity \(m\) circle is \(\{\frac{k^2}{2m^2}\}_{k \geq 1}\), where each eigenvalue has multiplicity 2. Our key insight to handle this harder setting is to look at flows converging to the tangent flow at \(-\infty\) at a rate related to the first nonzero eigenvalue of the drift Laplacian of \(\Sigma\).

We recall the inner product notation used by Colding-Minicozzi (see [CM19b, §3]). Suppose \(M^n_t\) is a mean curvature flow. If \(u\) and \(v\) are functions on \(M_t\), we write

\[
J_t(u,v) := (-4\pi t)^{-\frac{n}{2}} \int_{M_t} uv e^{\frac{|x|^2}{4t}} \quad \text{and} \quad I_u(t) := J_t(u,u).
\]

Namely, \(J_t\) is the inner product given by integration against the normalized Gaussian on \(M_t\), and \(I_u(t)\) is the squared norm of \(u\) under this inner product. We freely use the fact that for a caloric function \(u\) on a mean curvature flow, the function \(I_u(t)\) is monotone non-increasing in time (see [CM19b, Lemma 3.4]). We also recall that \(L_\Sigma\) is a self-adjoint operator in the space of Gaussian weighted functions. Therefore many classical properties of self-adjoint operators are valid for \(L_\Sigma\); for instance, the existence of eigenfunctions. We refer the reader to [CM12, Section 3] for further discussion of \(L_\Sigma\).

Let \(\Sigma^n\) be a compact shrinker. Let \(\{\lambda_i\}_{i \geq 1}\) denote the nonzero eigenvalues of the drift Laplacian \(L_\Sigma := \Delta_\Sigma - \frac{1}{2}\nabla_x T\) in non-decreasing order (counted with multiplicity), and let \(\{\phi_i\}_{i \geq 1}\) be an orthonormal collection of corresponding eigenfunctions. We use the bar notation in \(\phi_i\) to denote that the function is on \(\Sigma\).

### 3.1. Codimension rigidity.

In this subsection, we show that if a rescaled compact ancient solution converges sufficiently rapidly to its limit shrinker as \(t \to -\infty\), then the solution lies in the same subspace as the limit shrinker.

For a fixed \(t < 0\), let \(M^n \subset \mathbb{R}^N\) be a submanifold so that \(\frac{M}{\sqrt{-t}}\) is a graph over \(\Sigma\). Then a function \(u\) on \(M\) can be transplanted to a function \(\pi\) on \(\Sigma\), and vice versa. In particular, we let \(\phi_i\) denote the transplantation of the eigenfunction \(\bar{\phi}_i\) on \(\Sigma\) to \(M\).

As outlined in the introduction, we proceed by bounding the Gaussian norm of caloric functions from above and below to obtain a contradiction.

For the upper bound, we begin by adapting the Poincaré inequality from [CM19b, Lemma 7.14] to the setting of an arbitrary compact shrinker.

**Lemma 3.1.** Given \(t < 0\) and \(\mu > 0\), there is an \(\epsilon_\mu > 0\) so that the following holds. Let \(M^n \subset \mathbb{R}^N\) be a compact immersed submanifold with \(\lambda(M) \leq \lambda_0 < \infty\), so that \(\frac{M}{\sqrt{-t}}\) is an \(\epsilon_\mu\)
If \( u \) satisfies \( \int_M u e^{\frac{|x|^2}{4t}} = 0 \), then
\[
(1 - \mu)(-4\pi t)^{-\frac{n}{2}} \int_M u^2 e^{\frac{|x|^2}{4t}} \leq \frac{-t}{\lambda_1} (-4\pi t)^{-\frac{n}{2}} \int_M |\nabla u|^2 e^{\frac{|x|^2}{4t}}.
\]

**Proof.** For ease of notation, we write \( f_M \Sigma v := (4\pi)^{-\frac{n}{2}} \int_M v e^{\frac{|x|^2}{4t}} \) for a function \( v \) on \( \Sigma \). We also write \( J_t(u, v) \) and \( I_u(t) \) to denote the time \( t \) inner product and squared norm on \( M \).

The crux of the proof is the well-known Rayleigh inequality, which says that if a function \( v \) on \( \Sigma \) is orthogonal to the first \( l \) eigenfunctions of \( L_\Sigma \), then
\[
\left( \int_\Sigma v^2 \right) \leq \frac{1}{\lambda_{l+1}} \int_\Sigma |
abla v|^2.
\]

First, we state the relevant consequences of the \( C^1 \)-closeness of \( \sqrt{\frac{M}{\lambda t}} \) and \( \Sigma \). By straightforward calculations similar to [CM19b, (7.21-7.23)], we have
\[
(3.3) \quad \left| I_u(t) - \int_\Sigma \bar{u}^2 \right| \leq O(\epsilon_\mu) I_u(t),
\]
\[
(3.4) \quad (\int_\Sigma \bar{u})^2 = \left| J_t(u, 1) - \int_\Sigma \bar{u} \right|^2 \leq O(\epsilon_\mu^2 \lambda_0) I_u(t),
\]
\[
(3.5) \quad \left| I_{|\nabla u|} - \frac{1}{-l} \int_\Sigma |\nabla \bar{u}| \right| \leq O(\epsilon_\mu) I_{|\nabla u|}(t),
\]
where we recall that \( \bar{u} \) denotes the transplantation of \( u \) to \( \Sigma \).

Since \( \bar{u} \) is not exactly orthogonal to 1, we have to orthogonally project before applying Rayleigh’s inequality (3.2). We obtain
\[
\int_\Sigma \left( \bar{u} - \frac{f_\Sigma \bar{u}}{\lambda(\Sigma)} \right)^2 \leq \frac{1}{\lambda_1} \int_\Sigma |
abla \bar{u}|^2.
\]

For the left hand side, we compute (using the fact that \( \lambda(\Sigma) \geq 1 \))
\[
\int_\Sigma \left( \bar{u} - \frac{f_\Sigma \bar{u}}{\lambda(\Sigma)} \right)^2 = \int_\Sigma \bar{u}^2 - \frac{f_\Sigma \bar{u}^2}{\lambda(\Sigma)} - \left( \int_\Sigma \bar{u} \right)^2.
\]

Hence, we obtain
\[
(3.6) \quad \int_\Sigma \bar{u}^2 \leq \left( \int_\Sigma \bar{u} \right)^2 + \frac{1}{\lambda_1} \int_\Sigma |\nabla \bar{u}|^2.
\]

Combining (3.3)-(3.5) with (3.6), we obtain
\[
(1 - O(\epsilon_\mu)) I_u(t) \leq \int_\Sigma \bar{u}^2 \leq \left( \int_\Sigma \bar{u} \right)^2 + \frac{1}{\lambda_1} \int_\Sigma |\nabla \bar{u}|^2 \leq O(\epsilon_\mu^2) I_u(t) + \frac{-t}{\lambda_1} (1 + O(\epsilon_\mu)) I_{|\nabla u|}(t).
\]

Taking \( \epsilon_\mu \) sufficiently small, we obtain (3.1). \( \square \)
Using Lemma 3.1, we adapt the caloric functions norm upper bound [CM19b, Lemma 7.30] to our setting.

**Lemma 3.2.** Let $M^n_t \subset \mathbb{R}^N$ be a mean curvature flow defined for $t_1 \leq t \leq t_2 < 0$ with $\lambda(M_t) \leq \lambda_0 < \infty$. Given $\mu \in (0, 1/2)$, there is an $\epsilon_\mu > 0$ independent of $t \in [t_1, t_2]$ so that if

- $\frac{M_t}{\sqrt{-t}}$ is an $\epsilon_\mu$ $C^1$-graph over the compact shrinker $\Sigma^n$ for $t \in [t_1, t_2]$,
- $\partial_t u = \Delta M_t u$, $I_u(t_1) = 1$, and $J_{t_1}(u, 1) = 0$,

then

$$I_u(t_2) \leq \left(\frac{t_1}{t_2}\right)^{2\lambda_1(\mu - 1)} + O(\epsilon_\mu).$$

**Proof.** We show that we have the differential inequality

$$((−t)^{2\lambda_1(\mu-1)}I_u)' \leq O(\epsilon_\mu)(−t)^{2\lambda_1(\mu-1)}.$$

Integrating from $t_1$ to $t_2$ and using $I_u(t_1) = 1$, we get

$$(-t_2)^{2\lambda_1(\mu-1)}I_u(t_2) \leq (-t_1)^{2\lambda_1(\mu-1)} + O(\epsilon_\mu)(-t_2)^{2\lambda_1(\mu-1)},$$

which gives the desired inequality after dividing by $(-t_2)^{2\lambda_1(\mu-1)}$. Hence, it suffices to show (3.7).

To apply Lemma 3.1 at time $t$, we need a function that is $J_t$-orthogonal to 1. Hence, we define the function $v := u - \frac{J_{t_1}(u, 1)}{I_{t_1}(u)}$, which satisfies this property. Hence, by Lemma 3.1, we have

$$(1 - \mu)I_v(t) \leq \frac{-t}{\lambda_1}I_{|\nabla v|}(t).$$

By the definition of $v$ we have

$$I_u(t) = I_v(t) + \frac{J_{t_1}^2(u, 1)}{I_{t_1}(u)}$$

and $|\nabla v| = |\nabla u|$. Therefore, by the weighted monotonicity formula (see [Eck04, Theorem 4.13] and [CM19b, (3.6)]), we have

$$(1 - \mu)I_u(t) \leq \frac{t}{2\lambda_1}I_{t_1}(t) + \frac{J_{t_1}^2(u, 1)}{I_{t_1}(u)}.$$

By [CM19b, Lemma 7.1] and [CM19b, (7.23)], the rightmost term is bounded by $O(\epsilon_\mu)$. Multiplying by $2\lambda_1(-t)^{2\lambda_1(\mu-1)-1}$, we obtain (3.7). $\square$

Now, we bound caloric function norms from below. This part of the argument follows [CM19b, Lemma 3.9].

Let $d$ be a nonnegative real number. Let $u_0 \equiv 1$, $u_1, \ldots, u_p \in P_d(M_t)$ be linearly independent in spacetime. Using Gram-Schmidt, we orthogonalize these functions with respect to the inner products $J_t$. 

Choose \( t_0 < 0 \). Let \( w_{0,t_0} := u_0 \). For \( i = 1, \ldots, p \), we choose constants \( \lambda_{j,i}(t_0) \in \mathbb{R} \) so that the function
\[
w_{i,t_0} := u_i - \sum_{j=0}^{i-1} \lambda_{j,i}(t_0) u_j
\]
is \( J_{t_0} \)-orthogonal to \( u_0, \ldots, u_{i-1} \). Let \( f_i(t_0) := I_{w_{i,t_0}}(t_0) \).

In this setup, Colding-Minicozzi proved the following caloric function norm lower bound.

**Lemma 3.3.** [CM19b, Lemma 3.9] Given \( \mu > 0, \Omega > 1 \), there is a sequence \( m_q \to \infty \) so that the functions \( v_i \) defined by
\[
v_i := w_{i,-\Omega^{m+1}} / \sqrt{f_i(-\Omega^{m+1})}
\]
satisfy
\[
J_{-\Omega^{m+1}}(v_i, v_j) = \delta_{ij} \quad \text{and} \quad \sum_{i=0}^{p} I_{v_i}(-\Omega^m) \geq p\Omega^{-\mu-d}.
\]

In their proof of [CM19b, Lemma 3.9], Colding-Minicozzi referenced prior work ([CM97, Proposition 4.16]) to establish that the functions \( f_i \) are non-increasing and have growth bounded by \( C_i(1-t)^d \). While the proof of [CM97, Proposition 4.16] was written for harmonic functions, the proof in the parabolic setting is formally identical.

Now, we are equipped with the tools to prove the rigidity of the codimension of ancient solutions.

**Proof of Theorem 1.1.** Without loss of generality, suppose \( x_1, \ldots, x_k \) are linearly independent and the only nonzero coordinate functions of \( \Sigma \). By the convergence assumption, \( M_t \) possesses coordinate functions \( x_1, \ldots, x_k \) so that \( \frac{x_i}{\sqrt{-t}} \) converges to \( x_i \) in the \( C^1 \) norm.

Moreover, the assumption of \( C^1 \) convergence at rate \( \epsilon(t) \) implies that
\[
\left| \frac{x_i}{\sqrt{-t}} - x_i \right| = \left| \frac{x_i}{\sqrt{-t}} \right| \leq \epsilon(t)
\]
for all \( i > k \). Then by the decay assumption for \( \epsilon(t) \), we have \( x_i \in \mathcal{P}_{2\delta}(M_t) \) for all \( i > k \). Since the constant functions lie in \( \mathcal{P}_{2\delta}(M_t) \), it suffices to show that \( \dim \mathcal{P}_{2\delta}(M_t) = 1 \). Suppose for the sake of contradiction that \( u_0 \equiv 1 \), \( u_1 \in \mathcal{P}_{2\delta}(M_t) \) are linearly independent.

First, we apply the caloric function lower bound. Let \( \Omega > 1 \) and \( \mu > 0 \). Applying the orthonormalization procedure in (3.8) and Lemma 3.3, there is a sequence \( m_q \to \infty \) so that the functions \( \{v_0 \equiv c, v_1\} \) satisfy
\[
J_{-\Omega^{m_q+1}}(v_i, v_j) = \delta_{ij} \quad \text{and} \quad I_{v_1}(-\Omega^{m_q}) \geq \Omega^{-2\delta-\mu}.
\]

Second, we apply the caloric function upper bound. By Lemma 3.2, we have
\[
I_{v_1}(-\Omega^{m_q}) \leq \Omega^{2\lambda_1(\mu-1)} + C\epsilon(-\Omega^{m_q}).
\]

Together, (3.10) and (3.11) imply
\[
\Omega^{-2\delta-\mu} \leq \Omega^{2\lambda_1(\mu-1)} + C\epsilon(-\Omega^{m_q}).
\]
Since $\epsilon$ tends to 0 as $t \to -\infty$, the second term on the right hand side is arbitrarily small for $q$ large. Since $\delta < \lambda_1$, we can take $\mu$ sufficiently small so that $\Omega^{-2\delta - \mu} > \Omega^{2\lambda_1 (\mu - 1)}$, which contradicts (3.12).

Remark 3.4. The torus curve solution indicates that the convergence assumption in Theorem 3.1 is essentially sharp. For example, the torus curve solution $\gamma^{(1,2)}_t \subset \mathbb{R}^4$ satisfies the decay assumption $(-t)^{\frac{1}{2} - \lambda_1} \epsilon(t) \leq C < \infty$ and has higher codimension, where $\lambda_1$ of the limit shrinker $2S^1(\sqrt{2})$ is $\frac{1}{8}$.

3.2. Application: Rigidity of the circle with multiplicity. By Theorem 3.1 if $M_t$ is an ancient curve shortening flow whose rescaled flow converges sufficiently quickly to the multiplicity $m$ circle $mS^1(\sqrt{2})$ as $t \to -\infty$, then $M_t$ is planar. Combining this fact with an entropy bound from [BS18], we obtain the following rigidity result.

Proof of Corollary 1.2. By the convergence assumption, there is a $T < 0$ so that $M_t$ has turning number $m$ for all $t \leq T$. By the type I singularity assumption, [BS18] Theorem A implies that $M_T$ has entropy $\lambda(M_T) \geq m\lambda(S^1)$. Since $\frac{M_t}{\sqrt{-t}}$ converges to $mS^1(\sqrt{2})$ as a $C^1$ graph as $t \to -\infty$, we have $\sup_t \lambda(M_t) = m\lambda(S^1)$. Then by the monotonicity of entropy, we have $\lambda(M_t) \equiv m\lambda(S^1)$ for all $t$, which implies that $M_t \equiv mS^1(\sqrt{-2t})$.

Remark 3.5. The type I assumption is necessary. In fact, applying the construction in [CM19a] to the Gaussian area functional in $\mathbb{R}^2$ gives a nontrivial rescaled ancient curve shortening flow $M_t/\sqrt{-t}$ converging to $mS^1(\sqrt{2})$ exponentially fast as $t \to -\infty$, where $M_t/\sqrt{-t}$ realizes an unstable perturbation of $mS^1(\sqrt{2})$ (we note that although their construction was developed for minimal surfaces in a closed manifold, it should not be too hard to generalize to closed minimal surfaces in a noncompact manifold).

Therefore, after undoing the rescaling, $M_t$ is not identical to $mS^1(\sqrt{-2t})$. However, by the sharp entropy bound in [BS18], this solution has type II singularities.

4. Rigidity of ancient mean curvature flows

The goal of this section is to prove a rigidity theorem for ancient mean curvature flows. Let $\Sigma$ be a closed self-shrinker with trivial normal bundle. We show that if the rescaled mean curvature flow $\tilde{M}_t$ converges to $\Sigma$ sufficiently fast, then $\tilde{M}_t$ is identical with $\Sigma$.

For the simplicity of exposition, we prove the rigidity theorem for codimension 1 ancient mean curvature flows. The proof for higher codimensional ancient mean curvature flows is similar, but it needs more complicated computations on the normal bundle of the limit.

Recall that the evolution equation of the rescaled mean curvature flow is given by

\begin{equation}
\partial_t \tilde{x} = - (\tilde{H} - \frac{1}{2} \langle \tilde{x}, \tilde{n} \rangle) \tilde{n},
\end{equation}

see [Hui90], [CIMW13] (2.1)]. Here $\tilde{x}$ is the positions of the rescaled mean curvature flow, $\tilde{n}$ is the normal vector of the rescaled mean curvature flow, $\tilde{H}$ is the mean curvature of the rescaled mean curvature flow.
We prove the following theorem.

**Theorem 4.1.** There exists $\alpha > 0$ depending on the shrinker $\Sigma$ such that the following holds. Suppose $\hat{M}_t$ can be written as a graph over $\Sigma$ when $-t$ is sufficiently large, i.e.

$$\frac{\hat{M}_t}{\sqrt{-t}} = \{ x \in \Sigma : x + \varphi(x,t)n(x) \}$$

where $\varphi$ is a $C^2$ function with $\| \varphi \|_{C^2} \to 0$ as $t \to -\infty$. If

$$\lim_{t \to -\infty} \varphi^2 e^{-\alpha t} = 0,$$

then $\varphi \equiv 0$ on $\Sigma \times (-\infty, 0)$. In other words, $\frac{\hat{M}_t}{\sqrt{-t}} \equiv \Sigma$.

The main tool is the following Carleman inequality for $C^2$ functions on $\Sigma \times (-\infty, 0)$.

**Lemma 4.2.** Let $u$ be a $C^2$ function on $\Sigma \times (-\infty, 0)$. Then for any $T_1 < T_2 < 0$ and $\alpha > 0$, $\delta > 0$, we have

$$\int_{T_1}^{T_2} \int_{\Sigma} \left( (\alpha - \delta^2)u^2 + 2|\nabla u|^2 \right) e^{-\alpha t} \leq \int_{T_1}^{T_2} \int_{\Sigma} \delta(u_t - \Delta u)^2 e^{-\alpha t} + \int_{\Sigma} u^2(\cdot, T_1)e^{-\alpha T_1}. $$

**Proof.** Define $h(t) = e^{-\alpha t}$. Note that $h_t = -\alpha h$. We have the following computations.

$$\begin{cases} 
\partial_t (u^2 h) = 2u_t u h + u^2 h_t = 2u_t u h - \alpha u^2 h, \\
\nabla (u^2 h) = 2 u h \nabla u, \\
\Delta (u^2 h) = 2 \Delta u u h + 2|\nabla u|^2 h.
\end{cases}$$

Hence, we have

$$\partial_t (u^2 h) - \Delta (u^2 h) = 2 u h (u_t - \Delta u) - \alpha u^2 h - 2|\nabla u|^2 h.$$ Integrating both sides on $\Sigma \times [T_1, T_2]$, we obtain

$$\int_{T_1}^{T_2} \int_{\Sigma} \partial_t (u^2 h) - \Delta (u^2 h) = \int_{T_1}^{T_2} \int_{\Sigma} \left( 2 u h (u_t - \Delta u) - \alpha u^2 h - 2|\nabla u|^2 h \right).$$

Integration by parts gives

$$\int_{\Sigma} u^2(\cdot, T_2)e^{-\alpha T_2} - \int_{\Sigma} u^2(\cdot, T_1)e^{-\alpha T_1} = \int_{T_1}^{T_2} \int_{\Sigma} 2 u (u_t - \Delta u)e^{-\alpha t} - \int_{T_1}^{T_2} \int_{\Sigma} (\alpha u^2 + 2|\nabla u|^2) e^{-\alpha t}.$$ A basic absorbing inequality gives

$$2 u (u_t - \Delta u) \leq \delta^{-1} u^2 + \delta (u_t - \Delta u)^2.$$ Hence, we obtain

$$\int_{T_1}^{T_2} \int_{\Sigma} \left( (\alpha - \delta^2)u^2 + 2|\nabla u|^2 \right) e^{-\alpha t} \leq \int_{T_1}^{T_2} \int_{\Sigma} \delta(u_t - \Delta u)^2 e^{-\alpha t} - \int_{\Sigma} u^2(\cdot, T_1)e^{-\alpha T_1}\right|_{T_1}^{T_2} \leq \int_{T_1}^{T_2} \int_{\Sigma} \delta(u_t - \Delta u)^2 e^{-\alpha t} + \int_{\Sigma} u^2(\cdot, T_1)e^{-\alpha T_1}. $$
Proof of Theorem 4.1. According to the evolution equation of the rescaled mean curvature flow, we have

\[(4.2) \quad |\partial_t \varphi - \Delta \varphi|^2 \leq C(|\varphi|^2 + |\nabla \varphi|^2)\]

for some constant $C$ when $t$ is sufficiently large. These computations have appeared in the proof of [Wan14, Lemma 2.4]. For the reader’s convenience, we include the computations, but postpone them to the end of this section. Then Lemma 4.2 implies that for any $\alpha > 0$, $\delta > 0$,

\[
\int_{T_1}^{T_2} \int_{\Sigma} \left( (\alpha - \delta^{-1}) \varphi^2 + 2|\nabla \varphi|^2 \right) e^{-\alpha t} \leq \int_{T_1}^{T_2} \int_{\Sigma} C \delta (|\varphi|^2 + |\nabla \varphi|^2) e^{-\alpha t} + \int_{\Sigma} \varphi^2 (\cdot, T_1) e^{-\alpha T_1}.
\]

So if we choose $\delta$ sufficiently small such that $C\delta < 1$ and $\alpha$ sufficiently large such that $\alpha - \delta^{-1} > 2$, we have

\[
\int_{T_1}^{T_2} \int_{\Sigma} (\varphi^2 + |\nabla \varphi|^2) e^{-\alpha t} \leq \int_{\Sigma} \varphi^2 (\cdot, T_1) e^{-\alpha T_1}.
\]

So if $\limsup_{t \to -\infty} \varphi^2 e^{-\alpha t} = 0$, we have

\[
\limsup_{T_1 \to -\infty} \int_{T_1}^{T_2} \int_{\Sigma} (\varphi^2 + |\nabla \varphi|^2) e^{-\alpha t} \leq 0 \quad \text{for any } T_2 > 0.
\]

So $\varphi \equiv 0$ on $\Sigma \times (-\infty, 0)$. \hfill \Box

In the end of this section, we show the inequality (4.2).

Proof of (4.2). The proof is the same as the proof of [Wan14, Lemma 2.4] with slightly modification. For the reader’s convenience we provide the details here. Given $x_0 \in \Sigma$, let us choose a local parametrization of $\Sigma$ in a neighbourhood of $x_0$, $F : \Omega \to \Sigma$, satisfying the following properties:

- $\Omega$ is a domain in $\mathbb{R}^n$ containing 0 and $F(0) = x_0$;
- $\langle \partial_i F(0), \partial_j F(0) \rangle = \delta_{ij}$;
- $\partial_i F(0) = a_{ij}(0)n(x_0)$, here $a_{ij} = A(\partial_i F(0), \partial_j F(0))$ is the second fundamental form, and $a_{ij}(0) = 0$ if $i \neq j$.

Let $\tilde{F}(p) = F(p) + \varphi(p)n(p)$ be a parametrization of $\tilde{M}_t$. Here and from now on, we identify $\varphi(p)$ and $n(p)$ with $\varphi(F(p))$ and $n(F(p))$ respectively. Now we can compute the geometric quantities on $\tilde{M}_t$.

First, the tangent vectors are given by

\[
\partial_i \tilde{F} = \partial_i F + (\partial_i \varphi)n + \varphi \partial_i n.
\]
Furthermore, we can compute the second order derivatives of $\tilde{F}$:

$$\partial_{ij}\tilde{F} = \partial_{ij}F + (\partial_{ij}\varphi)n + (\partial_{i}\varphi)\partial_{j}n + (\partial_{j}\varphi)\partial_{i}n + \varphi\partial_{ij}n.$$  

At $p = 0$, we can compute

$$\partial_{ij}n = \sum_{k}(\partial_{k}F, \partial_{ij}n)\partial_{k}F + (\partial_{ij}n, n)n = -\sum_{k}(\partial_{j}a_{ik})\partial_{k}F - a_{ii}a_{jj}\delta_{ij}n.$$  

Thus at $p = 0$ the second order derivatives of $\tilde{F}$ is given by

$$\partial_{ij}\tilde{F} = -a_{ii}(\partial_{j}\varphi)\partial_{i}F - a_{jj}(\partial_{i}\varphi)\partial_{j}F - \sum_{k}(\partial_{j}a_{ik})\varphi\partial_{k}F + (a_{ij} - a_{ii}a_{jj}\delta_{ij} + \partial_{ij}\varphi)n.$$  

Furthermore,

$$\langle \partial_{ij}\tilde{F}, n \rangle = a_{ii}(\partial_{i}\varphi)(\partial_{j}\varphi)\prod_{k\neq i}(1 - a_{kk}\varphi) + a_{jj}(\partial_{i}\varphi)(\partial_{j}\varphi)\prod_{k\neq j}(1 - a_{kk}\varphi)$$

$$+ (a_{ij} - a_{ii}a_{jj}\delta_{ij}\varphi + \partial_{ij}\varphi)\prod_{k}(1 - a_{kk}\varphi) + \varphi\sum_{k}\prod_{l\neq k}(1 - a_{ll}\varphi)$$

$$(4.4)$$

$$= a_{ii}(\partial_{i}\varphi)(\partial_{j}\varphi)\prod_{k\neq i}(1 - a_{kk}\varphi) + a_{jj}(\partial_{i}\varphi)(\partial_{j}\varphi)\prod_{k\neq j}(1 - a_{kk}\varphi) + (a_{ij} - a_{ii}a_{jj}\delta_{ij} + \partial_{ij}\varphi)n.$$  

Next we compute the pullback metric $\tilde{g}_{ij}$ from $\tilde{M}_{t}$ at $p = 0$:

$$\tilde{g}_{ij} = \langle \partial_{i}\tilde{F}, \partial_{j}\tilde{F} \rangle = (1 - a_{ii}\varphi)(1 - a_{jj}\varphi)\delta_{ij} + (\partial_{i}\varphi)(\partial_{j}\varphi).$$  

So at $p = 0$ the determinant and the inverse of the metric are given by

$$\det(\tilde{g}) = 1 - 2\sum_{k}a_{kk}\varphi + Q_{1}(p, \varphi, D\varphi),$$

$$\tilde{g}^{ij}\det(\tilde{g}) = \begin{cases} 
Q_{2ij}(p, \varphi, D\varphi)\partial_{i}\varphi, & i \neq j, \\
1 - 2\sum_{k\neq i}a_{kk}\varphi + Q_{2ij}(p, \varphi, D\varphi), & i = j.
\end{cases}$$

Here $Q_{1}$ and $Q_{2ij}$ are polynomials in $\varphi(p)$ and $D\varphi(p)$. Note that we have assumed that when $t$ is sufficiently large, $\|\varphi\|_{C^2}$ is sufficiently small. Hence

$$|Q_{1}(p, \varphi, D\varphi)| \leq C(|\varphi| + |D\varphi|), \quad |Q_{2ij}(p, \varphi, D\varphi)| \leq C(|\varphi| + |D\varphi|).$$

We also have

$$\langle \tilde{F}, n \rangle = -\sum_{k}\prod_{l\neq k}(1 - a_{ll}\varphi) \langle F, \partial_{k}F \rangle \partial_{k}\varphi + (\langle F, n \rangle + \varphi)\prod_{k}(1 - a_{kk}\varphi).$$

Thus the normal vector of $\tilde{M}_{t}$ at $\tilde{F}(0)$ is parallel to the following vector

$$(4.3)$$

$$N = -\sum_{k}\prod_{l\neq k}(1 - a_{ll}\varphi)(\partial_{k}\varphi)\partial_{k}F + \prod_{k}(1 - a_{kk}\varphi)n.$$
Taking inner product of (4.1) with $N$ gives at $p = 0$

$$
(4.5) \quad \langle \partial_t \tilde{F}, N \rangle = -(\tilde{H} - \frac{1}{2} (\tilde{F}, \tilde{n})) \langle \tilde{n}, N \rangle = -\tilde{H} \langle \tilde{n}, N \rangle + \frac{1}{2} \langle \tilde{F}, N \rangle.
$$

Plugging in all the identities above to (4.5) gives

$$
(4.6) \quad \partial_i \varphi \langle n, N \rangle = \tilde{g}^{ij} \langle \partial_{ij} \tilde{F}, N \rangle + \frac{1}{2} \langle \tilde{F}, N \rangle.
$$

Dividing both sides by $\langle n, N \rangle$ gives

$$
(4.7) \quad \partial_t \varphi = \Delta \varphi + Q(p, \varphi, D\varphi, D^2\varphi),
$$

and

$$
|Q(p, \varphi, D\varphi, D^2\varphi)| \leq C(|\varphi| + |D\varphi|).
$$

Note in the last inequality, there is no $|D^2\varphi|$ term. We can see this from the computations above: any second order derivative terms of $\varphi$ appear in (4.4). When $i = j$, $\partial_{ii} \varphi$ times 1 contributes to the Laplacian $\Delta \varphi$ term. When $i \neq j$, $\partial_{ij} \varphi$ multiplies with the $\tilde{g}^{ij}$ term, so they multiply the $Q_{2ij} \partial_{i} \varphi$ term. Hence, it is controlled by the $C|D\varphi|$ term. Therefore, all the second order terms are controlled by $C(|\varphi| + |D\varphi|)$. This concludes the desired inequality (4.2).
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