Recovering 21-cm signal from simulated FAST intensity maps
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ABSTRACT
The 21-cm intensity mapping (IM) of neutral hydrogen (HI) is a promising tool to probe the large-scale structures. Sky maps of 21-cm intensities can be highly contaminated by different foregrounds, such as Galactic synchrotron radiation, free-free emission, extragalactic point sources, and atmospheric noise. We here present a model of foreground components and a method of removal, especially to quantify the potential of Five-hundred-meter Aperture Spherical radio Telescope (FAST) for measuring HI IM. We consider 1-year observational time with the survey area of 20,000 deg\textsuperscript{2} to capture significant variations of the foregrounds across both the sky position and angular scales relative to the HI signal. We first simulate the observational sky and then employ the Principal Component Analysis (PCA) foreground separation technique. We show that by including different foregrounds, thermal and 1/f noises, the value of the standard deviation between reconstructed 21-cm IM map and the input pure 21-cm signal is $\Delta T = 0.034$ mK, which is well under control. The eigenmode-based analysis shows that the underlying HI eigenmode is just less than 1 per cent level of the total sky components. By subtracting the PCA cleaned foreground+noise map from the total map, we show that PCA method can recover HI power spectra for FAST with high accuracy.
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1 INTRODUCTION
Large-scale structures of the Universe can be efficiently surveyed by the neutral hydrogen (HI) intensity mapping (IM) technique, which measures the 21-cm emission line of neutral atomic hydrogen (HI). The HI IM technique is a promising approach to measure the collective HI emission intensity over the physical volume of a few tens of Mpc, to efficiently survey massive amounts of galaxies without resolving individual sources (Pritchard & Loeb 2012; Battye et al. 2013; Bull et al. 2015b; Kovetz 2017). Although the 21-cm emission signal is weak, observations over a large number of sky pixels through IM can significantly enhance the collective HI detection sensitivity. With HI IM, we take advantage of the single large dish (in particular FAST) which generally has better absolute gain and can sample the fluctuations over large angular scales.

Several near-term and future radio experiments aim to use HI IM technique to probe the large-scale structure of the Universe and constrain cosmological parameters. In our series of intensity-mapping with HI studies, we have prioritized to work with some of such single-dish radio telescopes, namely; FAST (Nan et al. 2011; Li & Pan 2016; Li et al. 2018), BINGO (Battye et al. 2012, 2013; Dickinson 2014; Bigot-Sazy et al. 2015; Battye 2016), MeerK-\textsuperscript{LASS} (Santos 2017); and SKA-MID (Santos 2015; Bull et al. 2015a; Braun et al. 2015; Bacon 2020) in a single-dish imaging mode (Yohana et al. 2019). For instance, FAST can offer a high resolving power since it is currently the largest single-dish telescope in the world (Peng et al. 2009). Being a medium-sized telescope with special design (Battye 2016), BINGO is optimized to detect the Baryon Acoustic Oscillations (BAO) at radio frequencies, which would, in turn, be useful to measure the dark energy equation of the state. SKA-MID telescope array is suitably optimized to probe cosmological scales, large volume of the Universe. These next-generation experiments for large-scale structure surveys of the Universe are suitable laboratories to learn various HI IM techniques. In this study, we will focus on FAST, which has already been commissioned for initial tests, and the prior data for 20 hours of integration time is already available. Therefore, we intend to focus the FAST capability of delivering 21-cm intensity data by simulating mock sky signal and foregrounds.

IM approach is promising, but the method shifts the observational...
problem from that of weak HI detection to that of foreground contamination. The performance of HI IM surveys in detecting and extracting HI signal will, therefore, depend on the successful removal of foregrounds and other contaminants, calibration of instruments and mitigation of several problems on the large scales (Pourtsidou et al. 2017). Luckily, total foreground contaminants should have a smooth frequency dependence (Liu & Tegmark 2011; Alonso et al. 2015; Bigot-Sazy et al. 2015; Oliviari et al. 2016; Villaescusa-Navarro et al. 2017; Cunnington et al. 2019), whereas the underlying 21-cm signal varies in frequency and sky position. Property of smoothness means that foreground modes are correlated in frequency (Santos et al. 2005) hence can be clustered in the direction of maximum variance and stripped out by appropriate methods. But noise and systematics are expected to be spectrally uncorrelated, except for the correlated 1/f noise (Harper et al. 2018).

Many approaches to address the foreground cleaning have been tested and presented in the works of literature so far. These include the line-of-sight fitting method (Wang et al. 2006; Liu & Tegmark 2011), line-of-sight and Wiener filter (Gleser et al. 2008), and the method of foregrounds signal frequency cross-correlation (Pourtsidou et al. 2005). More recently, Robust Principal Component Analysis (RPCA) (Zuo et al. 2019), Independent Component Analysis (ICA) techniques (Chapman et al. 2012; Wolz et al. 2014a,b, 2015; Alonso et al. 2015), extended ICA (Zhang et al. 2016), Singular Value Decomposition (SVD) (Paciga et al. 2011; Masui 2013a), correlated component analysis (CCA) (Bonaldi et al. 2006), Principal Component Analysis (PCA) (Masui 2013b; Villaescusa-Navarro et al. 2017; Bigot-Sazy et al. 2015; Alonso et al. 2015) and methods that assume some physical properties of the foregrounds, such as polynomial/parametric-fitting (Bigot-Sazy et al. 2015; Alonso et al. 2015) have been widely deployed. Other approaches, for example, quadratic estimation (Switzer et al. 2015) and inverse variance (Liu & Tegmark 2011) are also being discussed and investigated. These foreground contaminant subtraction algorithms are successful to some extent, but still have issues, such as biased results and the inability to mitigate various systematics. For example, FASTICA (Chapman et al. 2012; Wolz et al. 2014a) seems to succeed in removing dominant foreground contaminants, especially, resolved point sources and diffuse frequency-dependent components on large scales, but fails to mitigate systematics on smaller scales dominated by thermal noise (Wolz et al. 2015).

This work investigates the potential of HI IM FAST studies and the validity of the foreground removal through, particularly, the PCA analysis. We will simulate the 21-cm sky and various foregrounds using FAST telescope parameter specifications, and apply the PCA foreground cleaning technique to the map. Although the PCA approach is a general dimensionality reduction and a component separation approach to subtract foregrounds for various contaminated models, each experiment is unique in its specification so how it works for FAST is worth investigating. At the time of writing this manuscript, a similar but different study of forecasting HI galaxy power spectrum and IM are conducted in Hu et al. (2020). Hu et al. (2020) made a simulation-based foreground impact study on the measurements of the 21-cm power spectrum with FAST and calculated the expected cosmological parameter precision based on the Fisher matrix with Gaussian instrumental noise. In this paper, we plan to take the foreground problem with FAST IM observations further by adding a complete package of foreground contaminants and correlated 1/f noise and challenging the foreground removal method. With more detailed and sophisticated input of HI IM foreground and instrumental noise, as well as considering a wide FAST sky strip, our approach is a “closer to reality” forecast for FAST HI IM study.

This paper is organized as follows. In Section 2, we briefly review the FAST telescope, focusing on its experimental and observational prospects. In Section 3, we discuss the signal and foreground contaminants of the radio sky and the instrumental noises. Section 4 is dedicated to the qualitative and quantitative description of the principal component analysis algorithm used for component separation. Section 5 presents PCA results and analyses the recovered 21-cm signal versus the input. We conclude in the last section.

Throughout the paper, while computing the theoretical 21-cm power spectra at different frequencies, we adopt a spatially-flat ΛCDM cosmology model with best-fitting parameters fixed to Planck 2013 results, i.e. Ω_mh² = 0.02205, Ω_ch² = 0.1199, n_s = 0.9603, and ln(10^9 A_s) = 3.089 (Planck Collaboration 2014).

2 FAST TELESCOPE

Five-hundred-metre Aperture Spherical radio Telescope (FAST) (Peng et al. 2009; Nan et al. 2011; Li & Pan 2016; Li et al. 2019) is a multi-beam radio telescope potentially suitable for 21-cm IM surveys. The construction was completed in 2016, and the commissioning phase is drawing to an end. This telescope can map the large-scale cosmic structures and deliver the redshifted 21-cm sky intensity of temperature maps over a wide range of redshifts. Using simple drift-scan (preferred for better spatial sampling) designated as a Commensal Radio Astronomy Fast Survey (CRAFTS) (Li et al. 2018), and a transverse set of beams, FAST can survey a broad strip of the sky. With CRAFTS observations using an L-band array of 19 feed-horns (and 1.05 – 1.45 GHz), data from different pointings or beams can be combined to construct a high-quality HI image. In terms of sensitivity, FAST will be more sensitive within its frequency band than any single-dish telescope; its design and features supersedes the 300-meter post-Gregorian upgrade Arecibo Telescope and 100-meter Green Bank Telescope (GBT). FAST has approximately twelve and ten times, respectively, the effective collecting areas of Arecibo and GBT (Li & Pan 2016), and will deliver 10% of the SKA collecting area (Li et al. 2018).

In Table 1, we list all the essential instrumental parameters of the current FAST telescope. Here we consider a survey by FAST conducted in the drift scan mode, which is operationally simple and stable, and works more efficiently for large sky coverage. We consider a survey similar to those presented in the CRAFTS proposal, which will scan a 26° wide strip along the Right Ascension direction for each sidereal day, expected to cover the northern/FAST sky between –14° and +65° of declination in about 220 full days (Li et al. 2018). We refer the interested readers for more details of FAST technical designs, survey strategies, capacities, and science potentials in Nan et al. (2011), Li & Pan (2016) and Li et al. (2018).

3 SIGNAL, NOISE AND FOREGROUND

3.1 HI Signal

3.1.1 HI brightness temperature

The observed effective HI signal brightness temperature is (Bull et al. 2015b; Smoot & Debono 2017)

\[ T_b = \overline{T}_b (1 + \delta_{HI}), \]
Table 1. FAST instrumental and survey Parameters. The L-band sensitivity is defined as the effective antenna area per system noise temperature. The zenith angle (sky coverage) has the full gain at 26.4° and (maximum) 18% gain loss at the 40°.

| Parameter description | Value | Reference |
|-----------------------|-------|-----------|
| Dish/aperture diameter | 500 m | Nan et al. (2011); Bigot-Sazy et al. (2016); Li et al. (2018) |
| illuminated aperture | $D = 300$ m | Nan et al. (2011); Bigot-Sazy et al. (2016); Li et al. (2018) |
| Frequency coverage | $\nu = 1,050 - 1,450$ MHz | Nan et al. (2011); Bigot-Sazy et al. (2016); Li et al. (2018) |
| Survey redshift range | $0 < z < 0.35$ | Nan et al. (2011); Bigot-Sazy et al. (2016); Li et al. (2018) |
| System temperature | $T_{\text{sys}} = 20$ K | Nan et al. (2011); Li & Pan (2016); Hu et al. (2020) |
| Number of L-band receivers | $n_f = 19$ | Nan et al. (2011); Bigot-Sazy et al. (2016); Li et al. (2018) |
| L-band sensitivity ($A_{\text{eff}} / T_{\text{sys}}$) | $1,600 - 2,000$ m$^2$ K$^{-1}$ | Nan et al. (2011); Li & Pan (2016); Li et al. (2018) |
| Telescope positions [latitude, longitude] | North 25°5′48″, East 107°21′ | Li & Pan (2016) |
| FWHM at reference frequency (1420 MHz) | 2.94 arcmin | Nan et al. (2011); Li & Pan (2016); Li et al. (2018) |
| Frequency bandwidth (Number of channels) | $\Delta\nu = 10$ MHz ($N_{\nu} = 40$) | This paper’s choice |
| Sky coverage | $\Omega_{\text{sky}} = 20,000$ deg$^2$ | Hu et al. (2020) |
| Total integration time | 1 year | Assumed in this paper |
| Opening angle | $100° – 120°$ (112.8°) | Nan et al. (2011); Smoot & Debono (2017) |
| Zenith angle (sky coverage) | $26.4° – 40°$ | Nan et al. (2011); Li & Pan (2016); Hu et al. (2020) |
| Declination | $-14°12′ – 65°48′$ | Li & Pan (2016) |
| Pointing accuracy | 8 arcsec | Nan et al. (2011); Li & Pan (2016); Li et al. (2018) |
| Tracking range | 4 – 6 hours | Nan et al. (2011); Smoot & Debono (2017) |

Figure 1. The averaged HI signal power spectrum at the frequency 1255 MHz (median frequency of 1050 – 1450 MHz), and its intrinsic dispersion $\Delta C_\ell = \sqrt{\mathcal{M}_\ell}$ calculated via Eqs. (13) and (14).

which consists of homogeneous and fluctuating parts, for which the fluctuating part in a voxel (an individual volume element) is given by

$$\delta T^2(\theta_i, \nu_i) = T_b(z) \delta_{\text{HI}}(r_i, z),$$

(2)

where

$$T_b(z) = \frac{3}{32\pi} \frac{h c^3 A_{\text{10}}}{k_B m_p v_{\text{10}}} \frac{(1 + z)^2}{H(z)} \Omega_{\text{HI}}(z) \rho_{c,0}$$

(3)

is the mean brightness temperature. Here, $i$ labels the volume element (voxel) given by a 2-dimensional angular direction, $\theta_i$, and frequency $\nu_i$ (Bull et al. 2015b); $r_i$ is the comoving distance to the voxel $i$. $h$ is the Planck constant, $m_p$ is the mass of the proton, $k_B$ is the Boltzmann constant, and $c$ is the speed of light. $A_{\text{10}} \approx 2.869 \times 10^{-15}$ s$^{-1}$ is the Einstein’s coefficient for spontaneous emission, which is a measure of probability per unit time that a photon with an energy $E_1 - E_0 = h\nu$ is emitted by an electron in state 1 with energy $E_1$, decaying spontaneously to state 0 with energy $E_0$; $\nu_{10} \approx 1420$ MHz is the 21-cm rest-frame emission frequency. $H(z)$ is the Hubble rate as a function of redshift, and

$$\Omega_{\text{HI}} = \frac{\rho_{\text{HI}}}{\rho_{c,0}}$$

(4)

is the neutral hydrogen fraction such that $\rho_{c,0} = 3H_0^2/8\pi G$ is the critical density today. Equation (3) can be further simplified to an expression related to cosmological parameters (Battye et al. 2013; Hall et al. 2013; Bigot-Sazy et al. 2016),

$$T_b(z) = 0.188K (\Omega_{\text{HI}}(z) h) \frac{(1 + z)^2}{E(z)}$$

(5)

$$= 0.127 \left( \frac{\hbar}{0.7} \right) \left( \Omega_{\text{HI}}(z) \right)^{10^{-3}} \left( \frac{(1 + z)^2}{E(z)} \right) \text{mK},$$

where $h = H_0/(100 \text{ km s}^{-1} \text{ Mpc}^{-1})$ is the reduced Hubble parameter and $E(z) = H(z)/H_0 = \sqrt{\Omega_m(1+z)^3 + \Omega_{\Lambda}}$ is the redshift-dependent part of Hubble parameter.

3.1.2 Power spectrum

Since most of the HI are locked within galaxies in the low-redshift universe, it is expected that HI signal (21-cm brightness temperature) will be a biased tracer of underlying matter fluctuations, naturally characterized by the angular power spectrum (Lewis & Challinor 2007; Datta et al. 2007). Thus the HI density contrast, $\delta_{\text{HI}}$ is expressed as a convolution of the HI bias, $b_{\text{HI}}$ and the total matter density perturbation $\delta_m$:

$$\delta_{\text{HI}} = b_{\text{HI}} \ast \delta_m,$$

(6)

where $\delta_m$ is the matter density contrast.

Assuming the peculiar velocity $v$ gradients and $v/c$ terms are small for these pixels (which are in practice large (Bull et al. 2015b; Smoot & Debono 2017)), the temperature fluctuation for a given frequency $\nu$, a solid angle $d\Omega$ of a considered spatial volume element and a frequency interval $d\nu$ is

$$T_b(\nu, d\Omega, d\nu) \approx T_b(z) \left( 1 + b_{\text{HI}} \delta_m(z) - \frac{1}{H(z)} \frac{dE}{dz} \right),$$

(7)

$$\Delta \Omega \approx 10^{-2} \text{deg}^2 \cdot 10^{-4} \text{arcmin}^2 \cdot 10^{-4} \text{MHz}.$$
where \( \frac{dv}{ds} \) is the proper gradient of the perpendicular velocity along the line of sight, which accounts for the peculiar velocity effect, and \( \Omega_{HI}(z) = (1 + z)^{-3} \rho_{HI}(z)/\rho_c,0 \) is the HI fractional density. We then use these relations to calculate in a more consistent manner the redshift evolution of HI density, 21-cm brightness temperature, and HI bias, see also Bull et al. (2015b) and Smoot & Debono (2017).

Instead of carrying out exact calculations of the angular power spectrum, 21-cm cosmological signal simulations are performed by generating Gaussian realizations from the flat-sky approximation of the angular power spectrum (accurate within 1% level for \( \ell > 10 \), see Datta et al. (2007)),

\[
C_\ell(z, z') = \frac{1}{\pi \chi} \int_0^\infty dk \cos (k \Delta \chi) P_{\Delta \chi}(k; z, z'), \tag{8}
\]

where \( \chi \) and \( \chi' \) are comoving distances to redshifts \( z \) and \( z' \), \( \Delta \chi = \chi - \chi' \), and \( k \) is the vector with components \( k_\parallel \) and \( \ell / \chi \), in the direction parallel and perpendicular to the line of sight respectively (Shaw et al. 2014; Bigot-Sazy et al. 2015).

\[
P_{\Delta \chi}(k; z, z') = \mathcal{T}_b(z) \mathcal{T}_b(z') (b + f \mu^2)^2 P_m(k; z, z') \tag{9}
\]

is the 3D power spectrum of the 21-cm brightness temperature, where \( \mu \sim k_\parallel / k \).

In the definition of terms from Eq. (9), \( b \) is the bias which is unity on large scales,

\[
f = \frac{d \log D}{d \log a}, \tag{10}
\]

is the linear growth rate, where \( D(z) \) is the growth factor. Finally, the real-space matter power spectrum is given by (Shaw et al. 2014; Bull et al. 2015b; Bigot-Sazy et al. 2015)

\[
P_m(k; z, z') = P(k) D(z) D(z'). \tag{11}
\]

To calculate the covariance matrix of the angular power spectrum \( (C_\ell) \) through simulations, we calculate the 3-dimensional angular power spectra of 21-cm tomography error covariance matrix

\[
\mathcal{M} = \langle n n' \rangle, \tag{12}
\]

over \( N = 100 \) samples of HI sky map realizations. We compute this covariance matrix by

\[
\mathcal{M}_{\ell \ell'} = \frac{1}{N} \sum_{i=1}^{N} \left( C^{(i)}_\ell - \overline{C}_\ell \right) \left( C^{(i)}_{\ell'} - \overline{C}_{\ell'} \right), \tag{13}
\]

where \( \overline{C}_\ell \) averaging is performed over a particular frequency for all simulated maps:

\[
\overline{C}_\ell = \frac{1}{N} \sum_{i=1}^{N} C^{(i)}_\ell. \tag{14}
\]

In Fig. 1, we plot the averaged HI signal power spectrum at the frequency of 1255 MHz, and the sample variance of the power spectrum from simulation. As one can see, due to the cosmic variance on large angular scales, the intrinsic dispersion at low-\( \ell \) is considerably larger than high-\( \ell \).

3.2 Noise

3.2.1 Thermal noise

We model the thermal noise (radiometer noise) as a white noise caused by the telescope system. Thermal noise is related to the telescope system noise and bandwidth. For each pixel, the thermal noise can be approximated as Gaussian white noise with \textit{rms} amplitude (Wilson et al. 2009) as

\[
\sigma_{\text{pix}} = \frac{T_{\text{sys}}}{\sqrt{\Delta \nu t_{\text{pix}}}}, \tag{15}
\]

where \( T_{\text{sys}} \) is the system temperature, \( t_{\text{pix}} \) is the integration time for each pixel and \( \Delta \nu \) is the frequency bandwidth (frequency resolution).

A pixel size is given by its full-width at half-maximum (FWHM) of

\[
\theta_{\text{FWHM}} = \frac{1.22 \lambda_0}{D} = 1.22 \frac{21 \, \text{cm}(1 + z)}{300 \, \text{m}} = 2.94 \frac{\nu^0}{\nu} \text{ arcmin}, \tag{16}
\]

where \( \lambda_0 = 21 \, \text{cm}(1 + z) \) is the wavelength at the receiver, \( D \) is the telescope’s illuminated aperture.

The integration time for each pixel, \( t_{\text{pix}} \), for the assumed total observational time \( t_{\text{obs}} = 1 \) year and survey area, \( \Omega_{\text{sur}} = 20,000 \, \text{deg}^2 \) is

\[
t_{\text{pix}} = n_t t_{\text{obs}} \frac{\Omega_{\text{pix}}}{\Omega_{\text{sur}}} = 71.98 \times \left[ \frac{1420 \, \text{MHz}}{\nu} \right]^2 \text{ s}, \tag{17}
\]

where \( \Omega_{\text{pix}} \equiv \theta_{\text{FWHM}}^2 \) is the beam area. We can therefore calculate the \textit{rms} by substituting \( t_{\text{pix}} \) values into Eq. (15). We will use the Python Healpy to generate the noise maps at different frequencies, taking into account a particular number of sky pixels (\( N_{\text{side}} = 256 \)).

3.2.2 1/f Noise

1/f noise is an instrumental effect different from the thermal noise. This is the correlated noise across frequency bands, mostly affects radio receiver systems, revealing itself as small gain fluctuations (Harper et al. 2018). Binning 1/f noise on the sky map can result in apparent spatial fluctuations that resemble large-scale structure signal, which is a potential confusion effect (Fig. 2).

The power spectral density (PSD) for the thermal and 1/f noises which takes into account both the temporal and spectroscopic correlations is

\[
\text{PSD}(f) = \frac{T_{\text{sys}}^2}{\Delta \nu} \left[ 1 + C(\beta, N_\nu) \left( \frac{f}{f_c} \right)^\alpha \left( \frac{1}{\omega \Delta f} \right)^{\frac{1-\alpha}{2}} \right]. \tag{18}
\]
Here, $T_{\text{sys}}$ is the system temperature, $\Delta \nu$ is the frequency channel bandwidth, $f_k$ is the knee frequency, and $\alpha$ is the spectral index of temporal fluctuations. The unity term in Eq. (18) describes the contribution by the thermal noise, and the reciprocal power-law $(f_k/f)^\alpha$ describes the $1/f$ noise. When $\alpha > 0$, it implies that the power gained is proportional to time-scale fluctuations. Furthermore, different values of the spectral index $\alpha$ characterize several variations in the names of $1/f$ noise, in particular, pink noise, brown noise, and red noise are respectively characterized by $\alpha = 1$, $\alpha = 2$, and generally for any value of $\alpha > 0$.

Moreover, $\omega$ is the inverse spectroscopic frequency wavenumber, $\Delta \beta$ is the total receiver bandwidth, $\beta$ is the PSD spectral index parametrization parameter, and $C(\beta, N_s)$ is a constant, described in detail in Harper et al. (2018). $0 < \beta < 1$ is the limit for which the spectral index of the frequency correlation is defined, where small values of $\beta$ indicates high correlations, such that $\beta = 0$ implies identical $1/f$ across different frequency channels, and $\beta = 1$ would describe independent $1/f$ noise in every frequency channel. For a complete detailed account of $1/f$ noise including its modeling we refer the interested reader to Harper et al. (2018).

Generation of $1/f$ noise was carried out by using the end to end simulations (simulations assume that $1/f$ noise fluctuations have some Gaussian properties) described in Harper et al. (2018) as would be required by most of the time-dependent systematics. The approach of modelling sky signal by Harper et al. (2018), however, intends to account for the maximum impact of $1/f$ noise for a particular telescope model on the recovery of the HI signal spectrum using component separation techniques.

### 3.3 Foreground templates

It is a common understanding that the biggest challenge of using the 21-cm IM technique is to develop a computationally effective strategy to remove the foreground contaminants. The foreground contaminants include, but not limited to, Galactic synchrotron emission, emitted by electrons spiralling in Galactic magnetic field (Pacholczyk 1970; Banday & Wolfendale 1990, 1991); radiation from the background of extragalactic point/source radio sources (unresolved foreground) that includes a mixture of radio galaxies, quasars and other objects; and free-free radio emission produced by free electrons that encounter ions and scattering off them without being captured. Among these foregrounds, Galactic synchrotron emission is the most notable and overshadows the HI signal of interest here by several orders of magnitude (Bigot-Sazy et al. 2015). There is however thermal/white noise and an instrumental $1/f$ noise (see subsections 3.2.1, 3.2.2), radio frequency interference (RFI), time-variable noise introduced during propagation of the signal through the atmosphere which additionally contributes to the $1/f$ noise of the instrument, and atmospheric effects caused by absorption or scattering of signals and fluctuations arising from the turbulence in the emission of the water vapour (Bigot-Sazy et al. 2015). We explain some of these contaminants in the subsequent subsections.

#### 3.3.1 Galactic synchrotron emission

Galactic synchrotron emission varies across the large scale of the sky, characterized by the quadrupole features and additional signal in the Galactic plane. It also varies as a function of frequency. A template for Galactic synchrotron sky emission can be generated by extrapolating/interpolating at appropriate frequencies the all-sky 408 MHz continuum Haslam map. To date, the Haslam map and the reprocessed all-sky 408 MHz map are publicly available\(^1\) (Haslam et al. 1982). The reprocessed and improved 408 MHz all-sky map continues to offer the best approximation and characterization of the diffuse Galactic synchrotron emission.

Following the framework presented in Shaw et al. (2014), the global sky map (de Oliveira-Costa et al. 2008) generated by compiling maps from 10 MHz to 94 GHz is used to generate sky temperature maps at frequencies 400 MHz and 1420 MHz. These maps are then used for the calculation of an effective spectral index at each sky location, $\hat{\alpha}$, estimated as

$$\hat{\alpha}(\hat{n}) = \frac{\log T_{1420}(\hat{n}) - \log T_{400}(\hat{n})}{\log 1420 - \log 400}. \quad (19)$$

The spectral index is used in combination with the 408 MHz map (Haslam et al. 1982) to extrapolate sky temperature maps at different frequencies using the power law (de Oliveira-Costa et al. 2008; Bigot-Sazy et al. 2015; Olivari et al. 2016):

$$T(\hat{n}, \nu) = T_{408}(\hat{n}) \left(\frac{\nu}{408 \text{ MHz}}\right)^{\alpha(\hat{n})}. \quad (20)$$

The Galactic synchrotron model simulated by Shaw et al. (2015) is suitably calibrated for both Galactic plane and low frequencies, and the resulted model has been transitioned from low to higher frequencies as described in Shaw et al. (2014) to make the angular power law applicable for HI IM simulations.

Previously, many cosmologists simply extrapolated the 408-MHz Haslam maps to lower/higher frequencies and ignored any predicted spectral variations across the sky. Although Galactic synchrotron emission is expected to dominate at low frequencies, it has been observed that its dependence on frequency is not a perfect power-law, instead, the slope of the Galactic synchrotron emission progressively steepens with an increase in frequency, at the same time other Galactic contaminants such as free-free and dust emissions noticeably start to trickle in. Due to the fact that this power-law extrapolation (Eq. (20)) does not take into account any spectral variations, the resultant maps lack the small scale angular fluctuations because of the limited resolution of the Haslam map template used (Shaw et al. 2014). These missing expected real sky components have been included for realistic foreground model tests as described in Shaw et al. (2014, 2015).

In light of this observation, we use the Cosmology in the Radio Band (CORA) code developed by Shaw et al. (2015) which takes into account the radio emission spectral variations and small-scale angular fluctuations to simulate Galactic synchrotron emission templates (point sources and 21-cm as well) for our foreground removal with PCA.

#### 3.3.2 Extragalactic point sources

We summarize the analysis by Shaw et al. (2014, 2015), where the extragalactic point source templates are assumed to be an isotropic field modelled as the power law in both frequency and multipole moment, $\xi$:

$$C_{\ell}(\nu, \nu') = A \left(\frac{100}{\ell}\right)^{\alpha} \left(\frac{\nu\nu'}{\ell^2}\right)^{-\beta} \exp \left[-\frac{1}{2\xi^2}\ln^2 \left(\frac{\nu}{\nu'}\right)\right], \quad (21)$$

which was originally described by Santos et al. (2005) and applied to low frequencies during the Epoch of Reionization, and later modified in Shaw et al. (2014, 2015) to suit high frequencies and the full-sky intensity mapping regime. Here $C_{\ell}$ is the angular power

\(^{1}\text{http://www.jb.man.ac.uk/research/cosmos/haslam_map/}\)
spectrum, and $\nu$, $\nu'$ represent two different frequency bands with $\nu_0$ being a pivot frequency.

The approach uses simulated maps of the point sources which are composed of two different populations. The first population is constructed directly following the point sources distribution by Di Matteo et al. (2002) and forms a population of bright and isolated point sources with a flux $S > 0.1$ Jy at 151 MHz, and the second one is a continuum/background of dimmer unresolved points sources (whose flux $S < 0.1$ Jy), simulated by drawing random realization (Gaussian random field) from Shaw et al. (2014) by adopting parametrization from Shaw et al. (2014), where $A = 3.55 \times 10^{-4}$ K$^2$, $\alpha = 2.1$, and the spectral index $\beta = 1.1$. Here, the parameter $\xi_\nu$ measures the foreground frequency coherence/correlation. Two limits of this parameter $\xi \to 0$ and $\xi \to \infty$ represents the limits of complete foreground-frequency incoherence and perfect foreground-frequency coherence (Tegmark et al. 2000; Santos et al. 2005).

This foreground-frequency correlation length parameter $\xi_\nu$ can be determined in terms of the spectral index $\beta$ as described in detail in Tegmark (1998), Tegmark et al. (2000) and Santos et al. (2005). Such treatment is important because it takes into account possible changes of the foregrounds with the observed direction/position on the sky, and the relative power ratio between various sky components which may also vary with the angular scales (Olivari et al. 2016).

In the former population (Di Matteo et al. 2002), sources are randomly distributed over the sky, where a pure power-law emission is assumed to model each source with a randomized spectral index (Shaw et al. 2015).

In practice, the brightest radio sources ($S > 10$ Jy) above the threshold flux are usually subtracted or masked. In order for the Di Matteo model (Di Matteo et al. 2002) point sources distribution to be useful in a range of higher frequencies, and also to be able to adjust the maximum flux of sources (that were not subtracted) from 0.1 mJy to 0.1 Jy, the pivot frequency is changed from 150 MHz to Haslam 408 MHz frequency, and the amplitude $A$ rescaled.

### 3.3.3 Free-free emission

Free-free emission arises due to the scattering between ions and free electrons in the ionized medium. The term free-free follows in an electrically charged medium of ions and electrons, free-free electrons in the ionized medium. The term free-free follows to Haslam 408 MHz frequency, and the amplitude $A$ rescaled.

According to Dickinson et al. (2003) and Olivari et al. (2016), in an electrically charged medium of ions and electrons, free-free emission is scaled by frequency as

$$T_{ff} \approx 90 \text{ mK} \left( \frac{T_e}{K} \right)^{-0.35} \left( \frac{\nu}{\text{GHz}} \right)^{\beta} \left( \frac{\text{EM}}{\text{cm}^{-6}\text{pc}} \right),$$

(22)

where $\nu$ is frequency, and $\text{EM} = \int n_e^2 \, df$ is called emission measure, interpreted as the integral of the electron density squared along the line of sight (Olivari et al. 2016), and $\beta \sim -2.1$ is the spectral index. We estimate the emission measure (EM) and generate the Galactic free-free temperature maps by using the base Wisconsin H-Alpha Mapper (WHAM) survey maps, where we have considered an electron temperature, $T_e = 7000$ K.

We present in Fig. 3 the power spectra for some of these notable contaminants; as we already discussed, these components are simulated by assuming a full-sky approximation.

### 3.4 Sky Area

We use the Equatorial coordinate system (right ascension (RA) and declination (DEC)) to specify points and direction on the celestial sphere in this coordinate system.

We consider the FAST maximum declination range $[-14^\circ, 65^\circ]$, which means we utilize the full sky region that is potentially surveyable by FAST telescope, as shown in Fig. 4.

### 4 PRINCIPAL COMPONENT ANALYSIS

To illustrate the foreground subtraction algorithm and capture various effects for a wide range of frequency variation, we will perform foreground subtraction over the full FAST frequency bandwidth, $1, 050 - 1, 450$ MHz, but report results for the middle (1250 MHz) frequency (or equivalently an average frequency in the band). Principal component analysis (PCA) is a simple non-parametric method for extracting useful information from a high-dimensional dataset.

The method is a multivariate statistical procedure that finds the direction of maximum variance by orthogonally transforming a possibly correlated high-dimensional dataset of observations into a low-dimensional linearly-uncorrelated subspaces called principal components.

This process involves compressing a lot of data by projecting it into a smaller dimensional subspace while retaining the essence of the original data. In our case, we will apply PCA to transform noisy data into a subspace that consists of two measurement object patterns, one composed of dominant components (the foregrounds) and the other one consisting of the complimentary component, i.e. the HI signal. The scientific information that will be collected by the radio telescopes is expected to be highly contaminated, and thus devising means to subtract foregrounds and noises from HI signal is essentially very important at this radio astronomy developmental stage.

We encode our total emission sky dataset as a matrix $X$ with dimensions $N_v \times N_p$, where $N_v$ is the number of frequency channels, and $N_p$ is the number of pixels of the temperature fluctuation map. We can think of this matrix as composed of $N_v$ samples and $N_p$ pixelized temperature measurements of the brightness temperature, $T(\nu, \vec{n}_p)$, corresponding to the frequency $\nu$, and along the direction of the line of sight $\vec{n}_p$ (Bigot-Sazy et al. 2015). To distinguish the frequency with spatial indices, we use Greek symbols for frequency index, and Latin symbol to denote spatial index.

We can then compute the covariance matrix as

$$C = \frac{1}{N_p} \left( (X - \mu) (X - \mu)^T \right),$$

(23)

where $\mu$ is the population mean. Scaling observations by $N_p - 1$ is usually considered as a correction for the bias introduced when the sample mean is used instead of the population mean.

Next, we can normalize the covariance matrix (Eq. (23)) by calculating the entries of the correlation matrix between each pair of frequency channels

$$r_{\alpha\beta} = \frac{\sigma_{\alpha\beta}}{\sqrt{\sigma_{\alpha\alpha} \sigma_{\beta\beta}}},$$

(24)

where $\sigma_{\alpha\alpha} \equiv \sigma_{\alpha}^2$ is the variance (covariance of a variable with itself). $r_{\alpha\beta}$ are entries of the dimensionless correlation matrix, $R_{\alpha\beta}$, such that $-1 \leq r_{\alpha\beta} \leq 1$, $r_{\alpha\alpha} = 1$, and can be interpreted as correlation coefficients between frequency pairs. The quantities $\sigma_{\alpha\alpha}$ characterize the $\text{rms}$ fluctuations at each frequency.

The eigenvectors of a correlation matrix (Eq. (24)) forms the basis
for the principal component analysis. The vectors in the reduced subspace determine the new axis directions, and the magnitudes of their corresponding eigenvalues describe the variance of the data of the resulting subspace axis. Therefore, PCA requires that we perform the eigendecomposition on the correlation matrix (Eq. (24)) or the covariance matrix (Eq. (23)). Similarly, PCA can be carried out after performing SVD (singular vector/value decomposition) on the correlation/covariance matrix for the sake of computational efficiency and numerical robustness.

However, the magnitude of the eigenvalues can give us clues on which eigenvectors (principal axes) correspond to the dominant foregrounds. This can easily be seen by ranking the eigenvectors in the decreasing order of their corresponding eigenvalues (see the left panel of Fig. 6). Usually, the first few principal components can be attributed to the dominant variance (information) – the foregrounds.

As previously stated, the eigendecomposition can be carried out on either the covariance matrix or correlation matrix, depending on which one is preferred for PCA. Here, we illustrate these cases by proceeding with the diagonalization of the covariance matrix,

$$C = W^T \Lambda W, \quad (25)$$

where $WW^T = W^T W = I$, implying that $W$ is orthogonal matrix, whose columns are the principal axes/directions (eigenvectors) (see the right panel of Fig. 6), and the diagonal matrix of the corresponding eigenvalues is given by $\lambda_{\alpha, \beta} = \delta_{\alpha, \beta} \lambda_\alpha$. After identifying the principal axes, we next compose an $N_p \times k \ (k < N_p)$ matrix, $W'$, called the projection matrix, a matrix whose columns are made up of the first $k$ columns of $W$, that will form the dominant principal components components when the data matrix $X$ is projected onto them.

Finally, we project our data matrix $X$ onto a new subspace by using the projection matrix $W'$ via the equations

$$U = W' \cdot X, \quad (26)$$

and recover the HI signal as

$$S_{HI} = X - V, \quad (28)$$

where $V$ is the map of the reconstructed foreground. Lastly, we project the patch of the cleaned HI signal pixels into the correct position in the sky map.

More often, singular value decomposition (SVD) is favored, applied just in the same way as PCA to a real or complex rectangular matrix, but with more computational power. SVD decomposes a data matrix $X$ in the form

$$X = W^* \Sigma R, \quad (29)$$

where $W^*$ and $R$ are unitary matrices, i.e. $WW^* = I, RR^* = I$, and they are respectively, called left and right singular vectors; $\Sigma$ is a rectangular diagonal matrix of singular values. In this form (Eq. (29)), $W$ is generally complex-valued matrix and $*$ denotes conjugate transpose. Since we are dealing with a real data matrix $X$, the resulting unitary matrices will be real, and thus (Eq. (29)) takes the form

$$X = W^T \Sigma R. \quad (30)$$

With SVD, we bypass calculations of the covariance matrix, by looking for something equivalent to it in a computationally efficient way. This requires application of SVD on the covariance matrix $C$ as

$$C = \frac{XX^T}{N_p - 1} = \frac{(W^T \Sigma R)(W^T \Sigma R)^T}{N_p - 1} = \frac{WW^T \Sigma^2 W}{N_p - 1} \quad (31)$$

where the last equality follows from the fact that $W$ is unitary.

We see that the result takes the form of the eigendecomposition (Eq. (25)), and we can easily notice the relationship between the

![Figure 3. FAST full-sky approximation power spectra for galactic synchrotron, extragalactic point sources, 1/f noise, free-free emission and HI signal simulated at the FAST bandwidth mid-range frequency, $\nu = 1.25$ GHz.](image)
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implying \( \lambda_\alpha = \sigma_\alpha^2/N_p - 1 \) for \( \lambda_\alpha \in \Lambda \) and \( \sigma_\alpha \in \Sigma \). Principal components are given by \( WX = WW^T \Sigma R = \Sigma R \), and singular values can be arranged in decreasing order \( \sigma_1 > \sigma_2 > \sigma_3 \ldots \), such that the first column of the principal components \( \Sigma R \) corresponds to the first singular value, and so on. Thereafter, PCA can be performed under this new transformation. In this work, we will favor PCA over covariance matrix (Eq. (23)) for very rapid convergence of the HI signal recovery process, but this is only true if the foreground is not too complicated as we shall see in the subsequent sections.

We describe the performance of PCA results in Section 5, obtained by applying the algorithm to subtract foregrounds for the FAST telescope specifications.

### 5 PCA RESULTS

This section is dedicated to fairly treat the foreground challenge, and provide an overview of this mammoth task which we need to undertake if we want enormous HI IM experiments that are being put in place to succeed.

To help to maximize the scientific impact of the future 21-cm experiments, we apply PCA to model simulations as described in the previous section. We carry out PCA tests by considering the input sky strip map (between latitudes \([25^\circ, 104^\circ]\)), which is the whole region expected to be surveyed by the FAST telescope.

To realize the effect of foreground contamination, we generate and visualize the assumed superimposed sky maps for Galactic synchrotron, extragalactic point sources, thermal noise and 21-cm emission for the frequency range in which we are interested. The combined sky component models, indeed, show that the foreground contaminants whose brightness temperature are very high compared to that of HI signal, will overshadow the HI signal to about \( 4 - 5 \) orders of magnitude (Battye et al. 2013; Bigot-Sazy et al. 2015) (Fig. 4).

We considered the sky strip between declinations of \([-14^\circ, 65^\circ]\) that the FAST telescope is expected to survey, by masking out unrequired patches of the sky from full simulated sky maps. We choose a single frequency channel centred at 1.25 GHz, which is the mid-range frequency in the FAST radio band, to demonstrate the foreground cleaning process applied to contaminated angular power spectra of the sky maps and visualize both the resulting power spectra and the HI maps.

We first apply PCA to sky components without including the thermal noise; where in this case we consider the multipole moments up to \( \ell = 768 \) to cover the smallest angular scales that are within the FAST beam. After that, we include the thermal noise; the purpose here is to show separately how the noise power impacts the foreground subtraction process. This is because the FAST thermal noise is quite strong at small scales, and will progressively affect the HI recovery towards larger multipoles. In the following, we discuss the results in maps and power spectra separately.

#### 5.1 Results of the map cleaning

We report the results of the HI map reconstruction by omitting the thermal noise in Fig. 7. The HI cleaning procedure under this approach is equivalent to removing the first several principal eigenmodes because the high-order modes represent the smooth foreground modes (Fig. 5). This smoothness is also illustrated in the right panel of Fig. 6 because the first three principal axes vary with frequency smoothly. We, however, notice increasing non-linearity in the principal axes in the corresponding order of decreasing eigenvalues. The first few principal axes exhibit the property of the foreground which is smoother and more dominant than HI signal. These principal axes pick out the dominant components projected onto the data matrix \( X \).

It is clear from the results in Fig. 7 that PCA can completely separate contaminants and recover HI signal at relevant scales. As more eigenmodes are removed, the map progressively lowers its amplitude and approaches the underlying HI signal. The left panel of Fig. 6 gives us a clue as to how many eigenmodes we need to remove to recover the HI signal. It also shows how much of the particular sky information is contained in each of the principal components, whereby in our case nearly 99% of the dominant information is constrained within the first four principal components. Thus PCA is promising to accurately recover the signal just after removing 4 eigenmodes.
Figure 6. *Left*–The eigenvalues profile corresponding to the $N_v \times N_v$ matrix of eigenvectors, used for PCA with FAST. *Right*–The principal axes corresponding to the first three eigenvalues of this matrix. Because the foreground dominates the sky map, it is represented by the largest principal components; in this case, the first four principal components contain more than 99% of the total foreground information.

![Eigenvectors](image1.png)

Figure 7. HI sky map recovery when removing different numbers of PCA modes. The map is from a noise-free simulations at the frequency $1.25$ GHz and for the maximum multipole range $\ell = 768$.

![HI Sky Maps](image2.png)

Figure 8 shows the linear relation between the input HI signal versus the recovered HI signal, which shows the recovery procedure is unbiased (see also Bigot-Sazy et al. (2015)). This figure provides more information on PCA performance as we consider the mean deviation between the input and the recovered HI temperature maps,

$$\Delta T = \sqrt{\frac{1}{N} \sum_i \left(T_{\text{in}}^i - T_{\text{out}}^i\right)^2},$$

where $N$ is the number of pixels in the map.

We calculate the mean deviation (mean scatter) from the best fit at frequency $1250$ MHz and find $\Delta T = 0.034$ mK. This deviation is slightly higher at lower frequencies because Galactic synchrotron more dominates at lower frequencies than higher frequencies. Such contamination makes the algorithm struggle to clean dirty HI sky maps efficiently, and more contributions arguably come from high angular scales (low-$\ell$).

Next, we include the thermal noise and re-run our pipeline. The reconstructed maps in this case are very close to those in the noise-free case (Fig. 7) visually so we don’t show them here. Instead, we
We plot the result as olive dashed line in the lower panel of Fig. 9. One can see that with this operation, the noise bias can be removed fairly well, and the resultant power spectrum is consistent with the input HI power spectrum very well.

It is possible to reduce the thermal noise by altering some FAST telescope survey parameters, such as decreasing the survey area and increasing the total observational time. But we decide not to do so to account for the largest possible survey region under a reasonable optimal observational time and other parameters. Therefore, the above study which includes the significant impact of the thermal noise is very close to reality.

5.2.2 Power spectra in $k$-space

We now compare our 21-cm data cube before and after foreground removal in $k$-space to see the effect of PCA. To work in $k$-space, a background model is required as we need to transform between angle and distance for which we use spatially-flat $\Lambda$CDM model. We cut a $10^3 \times 10^3$ area data cube (RA $\in [-5^5, 5^5]$, and Dec $\in [150^\circ, 160^\circ]$) with the same frequency range $\nu \in [1050\, \text{MHz}, 1250\, \text{MHz}]$ from the data volume. Then we perform the Fourier transformation of this data cube to calculate the Fourier space power spectra. Therefore, we essentially neglect the evolution effect from $z = 0.35$ to $z = 0.14$. Since our initial data cube is not a perfect square cube, in order to make Fourier transformation, we equalize the sizes of all slices and set the edge length at median frequency $d(\nu = 1150\, \text{MHz}) = 118.8\, \text{h}^{-1}\, \text{Mpc}$.

We then perform the Fourier transform based on this comoving square cubic space. The comoving distance between the emission time ($t_e$) and observational time ($t_0$) is

$$\chi = \int_{t_e}^{t_0} \frac{dt}{a(t)} = \frac{c}{H_0} \int_{a_0}^{a_0} \frac{da}{a^2 E(a)}$$

(35)

where $a(t)$ is the scale factor, $H_0$ is the Hubble constant, $E(a) = \sqrt{\Omega_m a^{-3} + \Omega_\Lambda}$ is the reduced Hubble parameter. Since FAST survey occurs over a narrow radial range, the distance-frequency relation can be replaced by a linearised approximation

$$\chi - \chi_{ref} \approx \frac{c}{H_0} \int_{z_{rel}}^{z_{rel}} \frac{dz}{E(z)} \approx -\frac{1}{H_0} \frac{c}{\nu_{10}} \frac{(1+z_{rel})^2}{E(z_{rel})} (\nu - \nu_{rel})$$

(36)

where $\nu$ is the frequency of a specific slice, and the subscript “ref” denotes the reference quantity which in our case is the median frequency 1150 MHz. The other assumption we adopt is the small angular scales causes the less accurate reconstruction of the HI power spectrum (see also Olivari et al. (2016)). Under this consideration, beyond $\ell = 150$, the 4-mode removal power spectra have larger amplitude than the underlying HI signal (comparing red dashed and blue curves). The reason is that beyond this point, instrumental noise increases more quickly than HI signal. Unlike foreground emission which are coherent across frequencies, thermal noise and HI are less coherent and have more fluctuations across-frequencies, thus the algorithm cannot easily identify the thermal noise and strip it out.

Although various noises and systematics complicate the foreground removal across all frequencies, with known problems at high and small angular scales, the situation may become much more complicated. Therefore, in order to remove the bias of this kind, we calculate the foreground removal of the foreground plus noise only (purple dashed line in the lower panel of Fig. 9) and subtract it from that of foreground+noise+HI (red dashed line in the same panel), i.e. performing the following operation

$$\tilde{C}_{\ell}^{\text{deg bias}} = \tilde{C}_{\ell}^{\text{PCA}} (\text{FG + N + HI}) - \tilde{C}_{\ell}^{\text{PCA}} (\text{FG + N})$$

(34)
Figure 9. HI power spectra recovery when removing different numbers of PCA modes. The map is at the frequency 1.25 GHz and for the maximum multipole range $\ell = 768$. Upper Left–The simulations without thermal noise; Upper Right–The simulations with thermal noise; Lower–the simulation with instrumental noise and the de-bias subtraction.

Figure 10. 2D projected power spectra derived from a volume with $\nu \in [1050, 1250]$ MHz, RA $\in [-5^\circ, 5^\circ]$, and Dec $\in [150^\circ, 160^\circ]$. Upper left–The simulated HI signal; Upper right–The PCA cleaned HI signal (4-mode removal); Lower left–The foreground contaminated signal; Lower right–The comparison between recovered and simulated signal, defined as $\log_2 (P_{\text{Recovered}}/P_{\text{Simulated}})$. 
the PCA removed data volume and the simulated HI signal are very close to each other in \((k_{||}, k_{\perp})\) space, subject to some small mismatch at around \(k_{\perp} \approx 0.67\) h Mpc\(^{-1}\) regime. Overall, from Fourier space analysis we confirm the effectiveness of our PCA foreground removal.

6 DISCUSSION AND CONCLUSION

We presented a detailed study of the Principal Component Analysis framework to subtract the foregrounds which have been predicted to overwhelm the HI signal. We described and analyzed some of the interconnected aspects that have been overlooked in most of the literature, and visualized both mathematical and algorithmic flow of PCA, providing a clear linkage between input and results. We show how the PCA reliably handles, processes and manipulates data, transforming it into various quantitative parametric relationships to optimize its performance and achieve the desired end. The principal component analysis can, to a large extent, redeem HI signal from the contaminations that overshadow it. We see that, with the removal of 4 (see Figs. 7 and 9) principal components, we can recover the HI signal to a very significant accuracy. Removal of fewer than this number of principal components would be possible to accurately recover the signal if the only contaminant present is Galactic synchrotron. However, because we include free-free emission, extragalactic point sources, noise components, such as thermal noise and spectrally varying \(1/f\) noise, and allow synchrotron spatial/frequency variation, total foreground information becomes spread across more principal components. We find that PCA robustness increases in proportion to the strength of the frequency correlation in the frequency correlation between foreground components. The results we get are visually promising and have a virtue of unveiling the HI cosmological information that is buried under \(~ 10^4\) times larger in magnitude foreground emissions. There may however be several challenges, especially at large-angular scales (small \(\ell\)’s), PCA may also remove the signal itself, producing biased results of HI. Besides, \(1/f\) noise can impose challenges to PCA by complicating HI signal-background/foreground confusion, causing the PCA algorithm to wrongly interpret \(1/f\) noise which is uncorrelated in frequency as HI signal.

It is essential to point out that the level of thermal noise will be critical for successful foreground separation and HI recovery with PCA for FAST and other single-dish IM experiments. We notice that, for a fixed survey area, the thermal noise level is sensitive to the observational time, and hence the integration time per pixel. Thus below some \(t_{\text{pix}}\) threshold, it may be difficult for PCA to recover HI signal effectively, especially, at small angular scales, see Fig. 9.

To illustrate this argument further, we vary the total observational time, which will automatically result in changes in the integration time per pixel and thus affect the HI signal-to-noise ratio power. We compute the standard deviations, \(\Delta T\) for the HI sky temperature fluctuations using Eq. (33), where \(T_{\text{in}}^i\) and \(T_{\text{out}}^i\) are respectively, the input and output temperature fluctuations at a particular sky pixel. We plot the observational time \(t_{\text{obs}}\) (years) against these standard deviations as shown in Fig. 11. The figure clearly illustrates how PCA HI recovery improves (with lower variance of the reconstructed \(\Delta T\)) with the increase in the observational time.

Although PCA is a blind approach and assumes nothing/little about the underlying physics of the sky components, its results may unveil encoded physical information of the underlying problem. PCA is straightforward but efficient in the sense that the data is manoeuvred and projected into axes that cleverly select an optimally parametrized frequency dependence form. The method makes essential information available in the fewest possible parameters and principal components. We feel intuitively that PCA could be more efficient and accurate if there were a mechanism in place to process data and remove the obvious artefacts. We have applied our PCA analysis to a clean simulated FAST IM data, an idealized datasets expected from the CRAFTS survey. The lessons learned in this effort can apply to SKA precursors, such as MeerKat (Santos 2017) and HIRAX (Newburgh 2016), and the final SKA datasets.

Further tests with PCA or other algorithms, will need to take into account many more artefacts, such as uncorrelated offsets, calibration errors, other systematic effects and any components which are non-signal, present in the sky maps. With consideration of such more contaminants, PCA can be hybridized with other algorithms, modified or applied in multi-stage with different methods for more reliable and robust results. Indeed, there is no hesitation for combining or testing PCA with other algorithms, since previous works from the literature have already detailed several promising approaches.

7 DATA AVAILABILITY

The pipeline that generates the simulated data is developed by our research group, and can be requested by contacting the corresponding author.
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