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Abstract

Balancing between computational efficiency and sample efficiency is an important goal in reinforcement learning. Temporal difference (TD) learning algorithms stochastically update the value function, with a linear time complexity in the number of features, whereas least-squares temporal difference (LSTD) algorithms are sample efficient but can be quadratic in the number of features. In this work, we develop an efficient incremental low-rank LSTD($\lambda$) algorithm that progresses towards the goal of better balancing computation and sample efficiency. The algorithm reduces the computation and storage complexity to the number of features times the chosen rank parameter while summarizing past samples efficiently to nearly obtain the sample efficiency of LSTD. We derive a simulation bound on the solution given by truncated low-rank approximation, illustrating a bias-variance trade-off dependent on the choice of rank. We demonstrate that the algorithm effectively balances computational complexity and sample efficiency for policy evaluation in a benchmark task and a high-dimensional energy allocation domain.

1 Introduction

Value function approximation is a central goal in reinforcement learning. A common approach to learn the value function is to minimize the mean-squared projected Bellman error, with dominant approaches generally split into stochastic temporal difference (TD) methods and least-squares temporal difference (LSTD) methods. TD learning [Sutton, 1988] requires only $O(d)$ computation and storage per step for $d$ features, but can be sample inefficient [Bradtke and Barto, 1996; Boyan, 1999; Geramifard and Bowling, 2006] because a sample is used only once for a stochastic update. Nonetheless, for practical incremental updating, particularly for high-dimensional features, it remains a dominant approach.

On the other end of the spectrum, LSTD [Bradtke and Barto, 1996] algorithms summarizes all past data into a linear system, and are more sample efficient than TD [Bradtke and Barto, 1996; Boyan, 1999; Geramifard and Bowling, 2006], but at the cost of higher computational complexity and storage complexity. Several algorithms have been proposed to tackle these practical issues including iLSTD [Geramifard and Bowling, 2006], iLSTD(\lambda) [Geramifard et al., 2007], sigma-point policy iteration [Bowling and Geramifard, 2008], random projections [Ghavamzadeh et al., 2010], experience replay strategies [Lin, 1993; Prashanth et al., 2013] and forgetful LSTD [van Seijen and Sutton, 2015]. Practical incremental LSTD strategies typically consist of using the system as a model [Geramifard and Bowling, 2006; Geramifard et al., 2007; Bowling and Geramifard, 2008], similar to experience replay, or using random projections to reduce the size of the system [Ghavamzadeh et al., 2010]. To date, however, none seem to take advantage of the fact that the LSTD system is likely low-rank, due to dependent features [Bertsekas, 2007], small numbers of samples [Kolter and Ng, 2009; Ghavamzadeh et al., 2010] or principal subspaces or highways in the environment [Keller et al., 2006].

In this work, we propose $t$-LSTD, a novel incremental low-rank LSTD(\lambda), to further bridge the gap between computation and sample efficiency. The key advantage to using a low-rank approximation is to direct approximation to less significant parts of the system. For the original linear system with $d$ features and corresponding $d \times d$ matrix, we incrementally maintain a truncated rank $r$ singular value decomposition (SVD), which reduces storage to significantly smaller $d \times r$ matrices and computation to $O(dr + r^3)$. In addition to these practical computational gains, this approach has several key benefits. First, it exploits the fact that the linear system likely has redundancies, reducing computation and storage without sacrificing much accuracy. Second, the resulting solution is better conditioned, as truncating singular values is a form of regularization. Regularization strategies have proven effective for stability [Bertsekas, 2007; Farahmand et al., 2008; Kolter and Ng, 2009; Farahmand, 2011]; however, unlike these previous approaches, the truncated SVD also reduces the size of the system. Third, like iLSTD, it provides a close approximation to the system, but with storage complexity reduced to $O(dr)$ instead of $O(d^2)$ and a more intuitive toggle $r$ to balance computation and approximation. Finally, the app-
propoach is more promising for tracking and for control, because previous samples can be efficiently down-weighted in O(r) and the solution can be computed in O(dr) time, enabling every-step updating.

To better investigate the merit of low-rank approximations for LSTD, we first derive a new simulation bound for low-rank approximations, highlighting the bias-variance trade-off given by this form of regularization. We then empirically investigate the rank properties of the system in a benchmark task (Mountain Car) with common feature representations (tile coding and RBFs), to explore the validity of using low-rank approximation in reinforcement learning. Finally, we demonstrate efficacy of t-LSTD for value function approximation in this domain as well as a high-dimensional energy allocation domain.

2 Problem formulation

We assume the agent interacts with and receives reward from an environment formalized by a Markov decision process: \((S, A, Pr, r, \gamma)\) where \(S\) is the set of states, \(n = |S|; A\) is the set of actions; \(Pr: S \times A \times S \rightarrow [0,1]\) is the transition probability function; \(r: S \times A \times S \rightarrow \mathbb{R}\) is the reward function, where \(Pr(s, a, s') = \text{probability of transitioning from state } s \text{ into state } s' \text{ when taking action } a, \text{ receiving reward } r(s, a, s'); \) and \(\gamma \in [0,1]\) is the discount rate. For a policy \(\pi: S \times A \rightarrow [0,1]\), where \(\sum_{a \in A} \pi(s, a) = 1 \forall s \in S\), define matrix \(P^\pi \in \mathbb{R}^{S \times S}\) as \(P^\pi(s, s') = \sum_{a \in A} \pi(s, a) Pr(s, a, s')\) and vector \(r^\pi \in \mathbb{R}^n\) as the average rewards from each state under \(\pi\). The value at a state \(s_t\) is the expected sum of future rewards, assuming actions are selected according to \(\pi\):

\[
V^\pi(s_t) = r^\pi(s_t) + \gamma \sum_{s_{t+1} \in S} P^\pi(s_t, s_{t+1}) V^\pi(s_{t+1}).
\]

Value function learning using linear function approximation can be expressed as a linear system [Bradtke and Barto, 1996]:

\[
Aw = b
\]

where each row in \(X \in \mathbb{R}^{n \times d}\) corresponds to the features for a state; \(D\) is a diagonal matrix with the stationary distribution of \(\pi\) on the diagonal; and \(\lambda\) is the trace parameter for the \(\lambda\)-return. For action-value function approximation, the system is the same, but with state-action features in \(X\). These matrices are approximated using

\[
A_T = \frac{1}{T} \sum_{t=0}^{T-1} z_t(x_t - \gamma x_{t+1})^\top \quad \text{and} \quad b_T = \frac{1}{T} \sum_{t=0}^{T-1} z_t r_{t+1}
\]

for eligibility trace \(z_t = \sum_{t=0}^T (\gamma \lambda)^i x_t\) and sampled trajectory \(s_0, a_0, r_1, s_1, a_1, \ldots, s_{T-1}, a_{T-1}, r_T, s_T\).

There are several strategies to solve this system incrementally. A standard approach is to use TD and variants, which stochastically update \(w\) with new samples as \(w = w + \alpha(\gamma x_{t+1}^\top w - x_t w)z_t\). The LSTD algorithms instead incrementally approximate these matrices or corresponding system. For example, the original LSTD algorithm [Bradtke and Barto, 1996] incrementally maintains \(A_t^{-1}\) using the matrix inversion lemma so that on each step the new solution \(w = A^*_t b\) can be computed.

We iteratively update and solve this system by maintaining a low rank approximation to \(A_t\) directly. Any matrix \(A \in \mathbb{R}^{d \times d}\) has a singular value decomposition (SVD) \(A = U \Sigma V^\top\), where \(\Sigma \in \mathbb{R}^{d \times d}\) is a diagonal matrix of the singular values of \(A\) and \(U, V \in \mathbb{R}^{d \times d}\) are orthonormal matrices:

\[
U^\top U = I = V^\top V \quad \text{and} \quad UU^\top = I = VV^\top.
\]

With this decomposition, for full rank \(A\), the inverse of \(A\) is simply computed by inverting the singular values, to get \(w = A^{-1} b = V \Sigma^{-1} U^\top b\). In many cases, however, the rank of \(A\) may be smaller than \(d\), giving \(d - \text{rank}(A)\) singular values that are zero. Further, we can approximate \(A\) by dropping (i.e., zeroing) some number of the smallest singular values, to obtain a rank \(r\) approximation. Correspondingly, rows of \(U\) and \(V\) are zeroed, reducing the size of these matrices to \(d \times r\). The further we reduce the dimension, the more practical for efficient incremental updating; however there is clearly a trade-off in terms of accuracy of the solution. We first investigate the theoretical properties of using a low-rank approximation to \(A_t\) and then present the incremental t-LSTD algorithm.

3 Characterizing the low-rank approximation

Low-rank approximations provide an efficient approach to obtaining stable solutions for linear systems. The approach is particularly well motivated for our resource constrained setting, because of the classical Eckart-Young-Mirsky theorem [Eckart and Young, 1936; Mirsky, 1960], which states that the optimal rank \(r\) approximation to a matrix under any unitarily invariant norm (e.g., Frobenius norm, spectral norm, nuclear norm) is the truncated singular value decomposition. In addition to this nice property, which facilitates development of an efficient approximate LSTD algorithm, the truncated SVD can be viewed as a form of regularization [Hansen, 1986], improving the stability of the solution.

To see why truncated SVD regularizes the solution, consider the solution to the linear system

\[
w = A^1 b = V \Sigma^1 U^\top b = \sum_{i=1}^{\text{rank}(A)} \frac{\sigma_i}{\sigma_i^1} b_i
\]

for ordered singular values \(\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_{\text{rank}(A)} > \sigma_{\text{rank}(A)+1} = 0, \ldots, \sigma_d = 0\). \(A^1\) is the pseudo-inverse of \(A\), with \(\Sigma^1 = \text{diag}(\sigma_1^{-1}, \ldots, \sigma_{\text{rank}(A)}^{-1}, 0, \ldots, 0)\) composed of the inverses of the non-zero singular values. For very small, but still non-zero \(\sigma_i\), the outer product \(v_i^\top u_i\) will be scaled by a large number; this will often correspond to highly over-fitting the observed samples and a high variance estimate. A common practice is to regularize \(w\) with \(\eta\) or \(\|w\|\) for regularization weight \(\eta > 0\), modifying the multiplier from \(\sigma_i^{-1}\) to \(\sigma_i^{-1} + \eta\) because \(w = (A^1 A + \eta I)^{-1} A^1 b = V(\Sigma^2 + \eta I)^{-1} \Sigma U^\top b\). The regularization reduces variance but introduces bias controlled by \(\eta\); for \(\eta = 0\), we obtain the unbiased solution. Similarly, by thresholding the smallest singular values to retain only the top \(r\) singular values,

\[
w = A_r^1 b = V \text{diag}(\sigma_1^{-1}, \ldots, \sigma_r^{-1}, 0, \ldots, 0) U^\top b = \sum_{i=1}^{r} \frac{\sigma_i}{\sigma_i^1} b_i
\]

we introduce bias, but reduce variance because the size of \(\sigma_r^{-1}\) can be controlled by the choice of \(r < \text{rank}(A)\).
To characterize the bias-variance tradeoff, we bound the difference between the true solution, \(w^*\), and the approximate rank \(r\) solution at time \(t\), \(w_{t,r}\). We use a similar analysis to the one used for regularized LSTD [Bertsekas, 2007] Proposition 6.3.4. This previous bound does not easily extend, because in regularized LSTD, the singular values are scaled up, maintaining the information in the singular vectors (i.e., no columns are dropped from \(U\) or \(V\)). We bound the loss incurred by dropping singular vectors using insights from work on ill-posed systems.

The following is a simple but realistic assumption for ill-posed systems [Hansen, 1990]. The assumption states that \(u_i^\dagger b\) shrinks faster than \(\sigma_i^{-1}\), where \(\sigma_i\) specifies the smoothness of the solution \(w\) and is related to the smoothness parameter for the Hilbert space setting [Groetsch, 1984, Cor. 1.2.7].

**Assumption 1:** The linear system defined by \(A = U\Sigma V^\top\) and \(b\) satisfy the discrete Picard condition: for some \(p > 1\),

\[
|u_i^\top b| \leq \sigma_p^p \\
|u_i^\top b| \leq \sigma_{\text{rank}(A)}^p 
\]

**Assumption 2:** As \(t \to \infty\), the sample average \(A_t\) converges to the true \(A\). This assumption can be satisfied with typical technical assumptions (see [Tsitsiklis and Van Roy, 1997]).

We write the SVD of \(A = U\Sigma V^\top\) and \(A_t = U\Sigma V^\top\), where to avoid cluttered notation, we do not explicitly subscript with \(t\). Further, though the singular values are unique, there is a space of equivalent singular vectors, up to sign changes and multiplication by rotation matrices. We assume that among the space of equivalent SVDs of \(A_t\), the most similar singular vectors for each singular value are chosen between \(A\) and \(A_t\). This avoids uniqueness issues without losing generality, because we only conceptually compare the SVDs of \(A\) and \(A_t\); the proof does not rely on practically obtaining this matching SVD.

**Theorem 1** (Bias-variance trade-off of rank-\(r\) approximation). Let \(A_{t,r} = \hat{U}\Sigma_{r} V^\top\) be the approximated \(A\) after \(t\) samples, truncated to rank \(r\), i.e., with the last \(r + 1, \ldots, d\) singular values zeroed. Let \(w^* = A^\dagger b\) and \(w_{t,r} = A_{t,r}^\dagger b\).

Under Assumption 1 and 2, the relative error of the rank-\(r\) weights to the true weights \(w^*\) is bounded as follows:

\[
\|w_{t,r} - w^*\|_2 \leq \frac{1}{\sigma_r} \|b\|_2 - \|A_t w\|_2 + (d - r)\epsilon(t)
\]

\[
+ (d - r)\sigma_{\text{rank}(A)}^{-p} - \sigma_{\text{rank}(A)}^{-1}
\]

for function \(\epsilon : \mathbb{N} \to [0, \infty)\), where \(\epsilon(t) \to 0\) as \(t \to \infty\):

\[
\epsilon(t) = \min \left(\frac{\text{rank}(A)\sigma_{\text{rank}(A)}^{-p}}{\sigma_1^{-p}}, \sum_{j=1}^{\text{rank}(A)} \left\|v_j\sigma_j^{-p-1} - \hat{v}_j\sigma_j^{-p-1}\right\|_2^2 + \hat{\sigma}_1^{-p-1} - \sigma_1^{-p-1}\right).
\]

A detailed proof is provided in an appendix, and will be posted with the paper. The key step is to split up the error into two terms: approximation error due to a finite number of samples \(t\) and bias due the choice of \(r < d\). Then the second part is bounded using the discrete Picard condition to ensure that the magnitude of \(u_i^\dagger b\) does not dominate the error, and by adding and subtracting terms to express the error in terms of differences between \(A\) and \(A_t\). Because \(A_t\) converges to \(A\), we can see that \(\epsilon(t)\) converges to zero because the differences \(v_j\sigma_j^{-p-1} - \hat{v}_j\sigma_j^{-p-1}\) and \(\hat{\sigma}_1^{-p-1} - \sigma_1^{-p-1}\) converge to zero.

**Remark 1:** Notice that for no truncation, the bias term disappears and the first term could be very large because \(\hat{\sigma}_r = \hat{\sigma}_d\) could be very small and (often is for systems studied to-date, including in the below experiments). In fact, previous work on finite sample analysis of LSTD uses an unbiased estimate and the bound suffers from an inverse relationship to the smallest eigenvalue of \(X^\top X\) (see [Lazaric et al., 2010 Lemma 3], [Ghavamzadeh et al., 2010 Tagorti and Scherrer, 2015]). Here, we avoid such a potentially large constant in the bound at the expense of an additional bias term determined by the choice of \(r\). Lasso-TD [Ghavamzadeh and Lazaric, 2011] similarly avoids such a dependence, using \(\ell_1\) regularization; to the best of our knowledge, however, there does not yet exist an efficient incremental Lasso-TD algorithm. A future goal is to use the above bound, to obtain a finite sample bound for t-LSTD(\(\lambda\)), using the most up-to-date analysis by [Tagorti and Scherrer, 2015] and more general techniques for linear system introduced by [Pires and Szepesvari, 2012].

**Remark 2:** The discrete Picard condition could be relaxed to an average discrete Picard condition, where \(|u_i^\dagger b|\) on average is similar to \(\sigma_i^{-1}\), with a bound on the variance of this ratio. The assumption above, however, simplifies the analysis and much more clearly illustrates the importance of the decay of \(u_i^\dagger b\) for obtaining stable LSTD solutions.

## 4 Incremental low-rank LSTD(\(\lambda\)) algorithm

We have shown that a low-rank approximation to \(A_t\) is effective for computing the solution to LSTD from \(t\) samples. However, the computational complexity of explicitly computing \(A_t\) from samples and then performing a SVD is \(O(d^3)\), which is not feasible for most settings. In this section, we propose an algorithm that incrementally computes a low-rank singular value decomposition of \(A_t\), from samples, with significantly improved storage \(O(dr)\) and computational complexity \(O(dr + r^3)\), which we can further reduced to \(O(dr)\) using mini-batches of size \(r\).

To maintain a low-rank approximation to \(A_t\) incrementally, we need to update the SVD with new samples. With each new \(x_t\), we add the rank-one matrix \(z_t(x_t - \gamma x_{t+1})\) to \(A_t\). Consequently, we can take advantage of recent advances for fast low-rank SVD updates [Brand, 2006], with some specialized computational improvements for our setting. Algorithm 1 summarizes the generic incremental update for t-LSTD, which can use mini-batches or update on each step, depending on the choice of the mini-batch size \(k\). Due to space constraints, the detailed pseudo-code for the SVD updates are left out but detailed code and explanations will be published on-line. The basics of the SVD update follow from previous work [Brand, 2006], but our implementation offers some optimizations specific for the LSTD case.

By maintaining the SVD incrementally, we do not need to explicitly maintain \(A_t\); therefore, storage is reduced to the size of the truncated singular vector matrices, which is
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As an additional benefit, unlike previous incremental algorithms, we maintain normalized \( A \) and \( b \), by incorporating the term \( \beta \). On each step, we use

\[
\begin{align*}
A_{t+1} &= \frac{1}{t+1}(tA_t + z_t d_t^T) = (1-\beta_t)A_t + \beta_z z_t d_t^T \\
\beta_t &= \frac{1}{t+1}
\end{align*}
\]

for \( \beta_t = \frac{1}{t+1} \). The multiplication of \( A_t \) by \( 1-\beta_t \) requires only \( O(r) \) computation because \((1-\beta_t)U_\beta \Sigma_r V_r^\top = U_r(1-\beta_\beta)\Sigma_r V_r^\top \). Multiplying the full \( A \) matrix by \( 1-\beta_t \), on the other hand, would require \( O(d^2) \) computation, which is prohibitive. Further, \( \beta_t \) can be selected to obtain a running average, as in Algorithm 1 or more generally can be set to any \( \beta_t \in (0,1) \). For example, to improve tracking, \( \beta \) can be chosen as a constant to weight more recent samples more highly in the value function estimate.

\[5\] Experiments

We empirically investigate \( t-LSTD \), for \( k = r \) in a benchmark domain and \( k = 1 \) in an energy allocation domain.

Value function accuracy in benchmark domains:

We first investigate the performance of \( t-LSTD \) in the Mountain Car benchmark. The goal in this setting is to carefully investigate \( t-LSTD \) against the two extremes of TD and \( LSTD \), and evaluate the utility for balancing sample and computational complexity. We use two common feature representations: tile coding and radial basis function (RBF) coding. We set the policy to the commonly used energy-pumping policy, which picks actions by pushing along the current velocity. The true values are estimated by using rollouts from states chosen in a uniform 20x20 grid of the state-space. The reported root means squared error (RMSE) is computed between the estimated value functions and the rollout values.

The tile coding representation has 1000 features, using 10 layers of 10x10 grids. The RBF representation has 1024 features, for a grid of 32x32 RBFs with width equal to 0.12 times the total range of the state space. We purposefully set the total number of features to be similar in both cases in order to keep the results comparable. We set the RBF widths to obtain good performance from LSTD. The other parameters (\( \lambda \) and step-size) are optimized for each algorithm. In the Mountain Car results, we use the mini-batch case where \( k = r \) and a discount \( \gamma = 0.99 \). Results are averaged over 30 runs.

Empirically, we observed that the \( A \) has only a few large singular value with the rest being small. This was observed in Mountain Car across a wide range of parameter choices for both tile coding and RBFs, hinting that \( A \) could be reasonably approximated with small rank. In order to investigate the effect of the rank of \( t-LSTD \), we vary \( r \) and run \( t-LSTD \) on some fixed number of samples. In Figure 1(a) and (b), we observe a gracist decay in the quality of the estimated value function as the rank is reduced while achieving LSTD level performance with as little as \( r = 5 \) for RBFs (\( d = 1024 \)) and \( r = 300 \) for tile coding (\( d = 1000 \)).

Given large enough rank and numerical precision, LSTD and \( t-LSTD \) should behave similarly. To verify this, in Figure 2(a), we plot the learning curves of \( t-LSTD \) in the case where \( r \) is too small and the case where \( r \) is large enough, alongside LSTD and TD. As expected, we observe LSTD and \( t-LSTD \) to have near identical learning curves for \( r = 100 \), while, for the case with smaller rank \( r = 30 \), we see the algorithm converge rapidly to an inferior solution. TD is less sample efficient and so converges more slowly than either.

Sample efficiency is an important property for an algorithm but does not completely capture the needs of an engineer attempting to solve a domain. In many case, the requirements tend to call for a balance between runtime and number of samples. In cases where a simulator is available, such as in game playing (e.g., atari, chess, backgammon, go), samples are readily available and only computational cost matters. For this reason, we explore the performance of TD, LSTD, and \( t-LSTD \) when given unlimited data but limited CPU time. In Figure 2(b), we plot the accuracy of the methods with respect to computation time used. The algorithms are given access to varying amounts of samples: up to 8000 samples for TD and up to 4000 for \( t-LSTD \) and LSTD. The RMSE and time taken is monitored, after which, the points are averaged to generate the plots comparing runtime to the error in the learned solution.

These results show that TD, despite poor sample efficiency, outperforms LSTD for a given runtime, due to the computational efficiency of each update. This supports the trend of preferring TD for large problems over LSTD. We observe

\[\text{Algorithm 1 t-LSTD(} \lambda \text{) using incremental SVD}\]

\[
// Input rank \, r, \text{ and mini-batch size } k \\
// with differing update-svd for \( k = 1 \) and \( k > 1 \) \\
U \leftarrow [], \Sigma \leftarrow [], \Sigma \leftarrow 0, b \leftarrow 0, z \leftarrow 0, i \leftarrow 0, t \leftarrow 1 \\
x \leftarrow \text{the initial observation} \\
\text{repeat} \\
\quad \beta \leftarrow 1/(t+k) \\
\quad z \leftarrow \gamma_x z + x \\
\quad d \leftarrow \beta(x - \gamma x') \\
\quad Z_{i,i} \leftarrow z \\
\quad D_{i,i} \leftarrow d \\
\quad b \leftarrow (1-\beta)b + \beta z r \\
\quad i \leftarrow i + 1 \\
\text{if } i \geq k \text{ then} \\
\quad // \text{Returns } U, V \in \mathbb{R}^{d \times r}, \text{diagonal } \Sigma \in \mathbb{R}^{r \times r} \\
\quad U, \Sigma, V \leftarrow \text{update-svd}(U, (1-\beta) \Sigma, V, \sqrt{\beta} Z, \sqrt{\beta} D, r) \\
\quad Z \leftarrow 0^{d \times k}, D \leftarrow 0^{d \times k}, i \leftarrow 0, t \leftarrow t + k \\
\text{end if} \\
\quad w \leftarrow V \Sigma U^\top b / O(dr) \text{ time} \\
\text{until} \quad \text{agent done interaction with environment} \]
t-LSTD achieve a comparable runtime to TD. Even though t-LSTD is computationally more costly than TD, its superior sample efficiency compensates. Furthermore, this infinite sample stream case is favorable to TD. In a scenario where data is obtain in real-time, sacrificing sample efficiency for computational gains might leave TD idling occasionally, further reinforcing t-LSTD as a good alternative.

These results indicate that t-LSTD offers an effective approach to balance sample efficiency and computational efficiency to match both TD and LSTD in their respective use cases, offering good performance when data is plentiful while still offering LSTD-like sample efficiency.

Value function accuracy in an energy domain

In this section, we demonstrate the performance of the fully incremental algorithm ($k = 1$) in a large energy allocation domain [Salas and Powell, 2013]. The focus in this experiment is to evaluate the practical utility of t-LSTD in an important application, versus realistic competitors: TD$^2$ and iLSTD. The goal of the agent in this domain is to maximize revenue and satisfy demand. Each action vector is an allocation decision. Each state is a four dimensional variable: the amount of energy in storage, the amounts of renewable generation available, the market price of energy, and the demand needs to be satisfied. We use a provided near-optimal policy [Salas and Powell, 2013]. We set $\gamma = 0.8$.

To approximate the value function, we use tile coding with 32 tilings where each tiling contains $5 \times 5 \times 10 \times 5$ grids, resulting in 40,000 features and also included a bias unit. We choose this representation, because iLSTD is only computationally feasible for high-dimensional sparse representations. As before, extensive rollouts are computed from a subset of states, to compute accurate estimate of the true value, and then stored for comparison in the computation of the RMSE. Results were averaged over 30 runs.

We report results for several values of $r$ for t-LSTD. We sweep the additional parameters in the other algorithms, including step-sizes $\alpha$ for TD and iLSTD and $m$ for iLSTD. We sweep a range of $\alpha_0 = \{2^{-11}, 2^{-10}, 2^{-9}, ..., 2^{-1}\}$, and divide by the number of active features (which in this case is $2^6$). Further, because iLSTD is unstable unless $\alpha$ is decayed, we further sweep the decay formula as suggested by [Geramifard and Bowling, 2006]

$$\alpha_t = \alpha_0 \frac{N_0 + 1}{N_0 + t},$$

where $N_0$ is chosen from $\{10, 100, 1000\}$. To focus parameter sweeps on the step-size, which had much more effect for iLSTD, we set $\lambda = 0.9$ for all other algorithms, except for iLSTD which we set $\lambda = 1.0$. We choose $r \in \{5, 20, 40, 60\}$ and $m \in \{10, 20, 30, 40, 50\}$. We restrict the iLSTD parameters to a small set, since there are too many options, even the optimal stepsize would be different when we choose different m values. Preliminary investigation indicated that 50 was large enough for iLSTD.

In this domain, under the common strategy of creating a large number of fixed features (tile coding or RBFs), t-LSTD is able to significantly take advantage of low rank structure, learning more efficiently without incurring much computational cost. Figure 3 shows that t-LSTD performs well with a
small $r = 40 << d = 40,000$, and outperforms both TD and iLSTD.

We highlight that iLSTD is one of the only practical competitors introduced for this setting: incremental learning with computational constraints. Even then, iLSTD is restrictive in that the feature representation must be sparse and its storage requirements are $O(d^2)$. Further, though it was reasonably robust to the choice of $m$, we found iLSTD was quite sensitive to the choice of step-size parameter. In fact, without a careful decay, we still encountered divergence issues.

The goal here was to investigate the performance of the simplest version of t-LSTD, with fewest parameters and without optimizing thresholds, which were kept fixed at reasonable heuristics across all experiments. This choice does impact the learning curves of t-LSTD. For example, though t-LSTD has significantly faster early convergence, it is less smooth than either TD or iLSTD. This lack of smoothness could be due to not optimizing these parameters and further because $w_t$ is solved on each step. Beyond this vanilla implementation of t-LSTD, there are clear avenues to explore to more smoothly update $w_t$ with the low-rank approximation to $A$. Nonetheless, even in its simplest form, t-LSTD provides an attractive alternative to TD, obtaining sample efficiency improvements without much additional computation and without the need to tune a step-size parameter.

6 Discussion and conclusion

This paper introduced an efficient value function approximation algorithm, called t-LSTD($\lambda$), that maintains an incremental truncated singular value decomposition of the LSTD matrix. We systematically explored the validity of using low-rank approximations for LSTD, first by proving a simulation error bound for truncated low-rank LSTD solutions and then, empirically, by examining an incremental truncated LSTD algorithm in two domains. We demonstrated performance of t-LSTD in the benchmark domain, Mountain Car, exploring runtime properties and the effect of the small rank approximation, and in a high-dimensional energy allocation domain, illustrating that t-LSTD enables a nice interpolation between the properties of TD and LSTD, and out-performs iLSTD.

There are several potential benefits of t-LSTD that we did not yet explore in this preliminary investigation. First, there are clear advantages to t-LSTD for tracking and control. As mentioned above, unlike previous LSTD algorithms, past samples for t-LSTD can be efficiently down-weighted with a $\beta_t \in (0, 1)$. By enabling down-weighting, $A_t$ is more strongly influenced by recent samples and so can better adapt in a non-stationary environment, such as for control.

Another interesting avenue is to take advantage of t-LSTD for early learning, to improve sample efficiency, and then switch to TD to converge to an unbiased solution. Even for highly constrained systems in terms of storage and computation, aggressively small $r$ can still be useful for early learning. Further empirical investigation could give insight into when this switch could occur, depending on the choice of $r$.

Finally, an important avenue for this new approach is to investigate the convergence properties of truncated incremental SVDs. The algorithm derivation requires only simple algebra and is clearly sound; however, to the best of our knowledge, the question of convergence under numerical stability and truncating non-zero singular values remains open. The truncated incremental SVD has been shown to be practically useful in numerous occasions, such as for principal components analysis and partial least squares [Arora et al., 2012]. Moreover, there are some informal arguments (using randomized matrix theory) that even under truncation the SVD will re-orient [Brand, 2006]. This open question is an important next step in understanding t-LSTD and, more generally, incremental singular value decomposition algorithms for reinforcement learning.

Figure 3: RMSE of the value function in the energy allocation domain. (a) Performance of t-LSTD improves as the rank increases; however, even for small $r = 5$, the algorithm still converges with some bias. For $r$ smaller than 5, the error was significantly worse. (b) With $r = 40$, t-LSTD converges to the almost same level with TD in significantly fewer steps. The best parameters are chosen for each algorithm, $m = 50$ for iLSTD and $r = 40$ for tLSTD. (c) As before, we plot RMSE versus runtime, but now by selecting a scenario in between the extremes plotted in Figure 2. The number of samples per second is restricted to 25 samples, meaning TD is sometimes idle waiting for more samples, and iLSTD ($m = 50$) and t-LSTD ($r = 40$) could be too slow to process all the samples. This plot further indicates the advantages of t-LSTD, particularly as it is faster than TD in terms of sample efficiency and scales better than iLSTD and converges to a better solution.
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A Proof of Theorem 1

Theorem 1 [Bias-variance trade-off of rank-r approximation] Let $A_{t,r} = \hat{U}\Sigma_r\hat{V}^T$ be the approximated $A$ after $t$ samples, truncated to rank $r$, i.e., with the last $r+1, \ldots, d$ singular values zeroed. Let $w^* = A^\dagger b$ and $w_{t,r} = A_{t,r}^\dagger b_t$. Under Assumption 1 and 2, the relative error of the rank-$r$ weights to the true weights $w^*$ is bounded as follows:

$$\|w_{t,r} - w^*\|_2 \leq \frac{1}{\sigma_r} \|b_t - A_t w^*\|_2 + (d-r)\epsilon(t) + (d-r)\sigma_r^{-1}$$

for a function $\epsilon : \mathbb{N} \to [0, \text{rank}(A)\sigma_r^{-1}]$, where $\epsilon(t) \to 0$ as $t \to \infty$.

Proof. We split up the error into two terms: approximation error due to a finite number of samples $t$ and bias due the choice of $r < d$. Let $d_t = b_t - A_t w^*$ and notice that

$$A_{t,r} = \hat{V}\Sigma_r^{-1}\hat{U}^T\Sigma\hat{V}^T = \hat{V}\Sigma_r^{-1}\Sigma\hat{V}^T = \sum_{i=1}^r \hat{v}_i\hat{v}_i^T.$$ 

Therefore, because $\sum_{i=1}^d \hat{v}_i\hat{v}_i^T = I$

$$w_{t,r} - w^* = A_{t,r}^\dagger d_t - w^*$$

$$= A_{t,r}^\dagger(b_t - A_t w^*) + A_{t,r}^\dagger A_t w^* - w^*$$

$$= A_{t,r}^\dagger d_t + \sum_{i=1}^r \hat{v}_i\hat{v}_i^T w^* - \sum_{i=1}^r \hat{v}_i\hat{v}_i^T w^*$$

$$= A_{t,r}^\dagger d_t - \sum_{i=r+1}^d \hat{v}_i\hat{v}_i^T w^*$$

Taking the $\ell_2$ norm of both sides, we get

$$\|w_{t,r} - w^*\|_2 \leq \|A_{t,r}^\dagger\|_2 \|d_t\|_2 + \left\| \sum_{i=r+1}^d \hat{v}_i\hat{v}_i^T w^* \right\|_2$$

$$= \frac{1}{\sigma_r} \|d_t\|_2 + \left\| \sum_{i=r+1}^d \hat{v}_i\hat{v}_i^T w^* \right\|_2$$

where the induced 2-norm on a matrix is the spectral norm (the largest singular value).

Now we can simplify the second term using $w^* = \hat{V}\Sigma^\dagger \hat{U}^T b = \sum_{j=1}^{\text{rank}(A)} \sigma_j^{-1} \hat{v}_j u_j^T b$ and the fact that $\hat{v}_i$ are orthonormal vectors, giving $\|\sum_{i} \hat{v}_i s_i\|_2 = s_1\hat{v}_1^T \hat{v}_1 s_1 + \ldots = \sum_i \|s_i\|_2$ for scalars $s_i$.

$$\left\| \sum_{i=r+1}^d \hat{v}_i\hat{v}_i^T w^* \right\|_2^2 = \left\| \sum_{i=r+1}^d \hat{v}_i \sum_{j=1}^{\text{rank}(A)} \hat{v}_j \sigma_j^{-1} u_j^T b \right\|_2^2$$

$$= \sum_{i=r+1}^d \left\| \sum_{j=1}^{\text{rank}(A)} \hat{v}_i \hat{v}_j \sigma_j^{-1} u_j^T b \right\|_2^2.$$ 

Because $\|x\|_2 = \sqrt{\sum x_i^2} \leq \|x\|_1 = \sum |x_i|$, we can apply the square root to each term in the sum

$$\left\| \sum_{i=r+1}^d \hat{v}_i\hat{v}_i^T w^* \right\|_2 \leq \sum_{i=r+1}^d \left\| \sum_{j=1}^{\text{rank}(A)} \hat{v}_i \hat{v}_j \sigma_j^{-1} u_j^T b \right\|_2.$$
We will get two upper bounds, and take the minimum to obtain a tighter upper bound for early samples. For the first upper bound

$$\sum_{i=r+1}^{d} \left\| \sum_{j=1}^{\text{rank}(A)} \hat{v}_i^T v_j \sigma_j^{-1} u_j^T b \right\|_2 = \sum_{i=r+1}^{d} \left\| \hat{v}_i^T v_i \sigma_i^{-1} u_i^T b + \sum_{j=1,j \neq i}^{\text{rank}(A)} \hat{v}_i^T v_j \sigma_j^{-1} u_j^T b \right\|_2 \leq \sum_{i=r+1}^{d} \left\|\hat{v}_i^T \right\|_2 \left\| v_i \right\|_2 \sigma_i^{p-1} + \sum_{i=r+1}^{d} \sum_{j=1,j \neq i}^{\text{rank}(A)} \left\|\hat{v}_i^T v_j \right\|_2 \sigma_j^{p-1} \leq (d-r) \sigma_r^{p-1} + (d-r) \hat{\epsilon}(t) \text{rank}(A) \sigma_r^{p-1}$$

where $\hat{\epsilon}(t)$ is some function with $\|\hat{v}_i^T v_i\|_2 \leq \hat{\epsilon}(t) \leq 1$. The first inequality follows from using the triangle inequality and the discrete Picard condition. Further, we know that $\hat{\epsilon}(t) \leq 1$ due to the fact that $\|\hat{v}_i^T v_i\|_2 \leq 1$ because they are both unit vectors. We will further quantify the second term including $\hat{\epsilon}(t)$ below, to better understand how quickly this term disappears.

In general, even without an explicit rate of convergence, we know that there exists a function $\hat{\epsilon} : \mathbb{N} \rightarrow [0, 1]$ such that $\hat{\epsilon}(t) \rightarrow 0$ as $t \rightarrow \infty$ and $|\hat{v}_i^T v_j| \leq \hat{\epsilon}(t)$ for $j = 1, \ldots, \text{rank}(A), i = 1, \ldots, d$ with $i \neq j$. This follows because $A_i \rightarrow A$ and so we know that $v_j \rightarrow v_j$, for the singular vectors that correspond to non-zero singular values, $j \leq \text{rank}(A)$. The other singular vectors must be orthogonal to the $\hat{v}_j$ for $j \leq \text{rank}(A)$. Consequently, $|\hat{v}_i^T v_j| \rightarrow 0$ as $t \rightarrow \infty$ for $j \leq \text{rank}(A), i \neq j$.

For the second upper bound, we further quantify $\epsilon(t)$.

$$\sum_{i=r+1}^{d} \left\| \sum_{j=1}^{\text{rank}(A)} \hat{v}_i^T v_j \sigma_j^{-1} u_j^T b \right\|_2 \leq \sum_{i=r+1}^{d} \sum_{j=1}^{\text{rank}(A)} \left\|\hat{v}_i^T v_j \sigma_j^{-1} \right\|_2 \sigma_j^{p-1} \leq \sum_{i=r+1}^{d} \sum_{j=1}^{\text{rank}(A)} \left\|\hat{v}_i^T \right\|_2 \left\| v_j \right\|_2 \sigma_j^{p-1} \leq (d-r) \sigma_r^{p-1} + (d-r) \hat{\epsilon}(t) \text{rank}(A) \sigma_r^{p-1}$$

Combining this with the above, and taking the minimum of the two upper bounds, we get

$$\left\| \sum_{i=r+1}^{d} \hat{v}_i^T v_i^* w^* \right\|_2 \leq (d-r) \sigma_r^{p-1} + (d-r) \min \left( \text{rank}(A) \sigma_1^{p-1}, \sum_{j=1}^{\text{rank}(A)} \left\| v_j \sigma_j^{p-1} - \hat{v}_j \hat{\sigma}_j^{p-1} \right\|_2 + \hat{\sigma}_r^{p-1} - \sigma_r^{p-1} \right) = (d-r) \sigma_r^{p-1} + (d-r) \hat{\epsilon}(t)$$

completing the proof.
B Implementation details

B.1 Experimental set-up

All experiments were run on a 12 core Intel Xeon E5-1650 CPU at 3.50GHz with 32 GiB of RAM. Each trial ran in its own thread with no more than 12 running in parallel. All algorithms were implemented in python using Numpy’s and SciPy’s math libraries. All matrix and vector operations were performed through Numpy’s optimized subroutines.

Two implementations of LSSTD were used. The first builds the A matrix with incremental additions of outer-products while the second batches the operation in a faster matrix-matrix multiplication. Note that the batch version only allows λ = 0. When solving the least-squares problem for LSTD, in both the sparse and dense case, either Numpy or SciPy’s subroutines were used. In the dense case, to the best of our knowledge, Numpy used the same SVD subroutine as the one used for t-LSTD. Our implementation of t-LSTD did not support sparse vectors but both TD and LSTD did.

For the runtime experiment, LSTD used the faster batch implementation. We made sure that enough memory was available for each thread such that no memory was required to be stored on disk. This was to ensure minimal interaction between the different threads. Note that the cost of generating the data was not counted in the runtime of each algorithm.

B.2 Mini-batch algorithm

We can perform the SVD-update in mini-batches of size r to obtain a computational complexity of O(dr). This update is given in Algorithm 2. The computational complexity is O(dr^2 + r^3) for one call to the algorithm, but it is only called every r steps, giving an amortized complexity of O(dr) since d > r.

Algorithm 2 update-svd(U, Σ, V, Z, D, r) with mini-batches for t-LSTD

1: QZ, RZ = QR-decomposition([I − UU^T]Z)  \  \ O(dr^2) time by multiplying U^T Z first
2: QD, RD = QR-decomposition([I − VV^T]D)  \  \ O(dr^2) time
3: K ← \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} U^T Z \\ R_Z \end{bmatrix} \begin{bmatrix} V^T D \\ R_D \end{bmatrix} \  \ O(r^3)
4: [L, Σ, R] ← SVD(K)  \  \ O(r^3)
5: U ← [U \ QZ]L  \  \ O(dr^2)
6: V ← [V \ QD]R  \  \ O(dr^2) return U, Σ, V

B.3 Fully incremental algorithm

To perform an update and compute the current function approximation solution w on each time step, we can no longer amortize all costs across r steps. In this setting, however, we can obtain some nice efficiency improvements by exploiting the form of the update for one sample to obtain an O(dr + r^3) algorithm. We opt for the simplest implementation in this work, using a singular value decomposition to diagonalize K. We could improve efficiency by using the Lanczos bi-diagonalization algorithm with full orthogonalization [Golub and Kahan, 1965; Roman et al., 2008]; however, we leave these additional speed improvement for future work, and focus on a more vanilla t-LSTD implementation in this work. Note that to avoid O(dr^2) computation to update U = UL, the matrix L is saved for the next iteration and first applied to the vectors.

An additional aspect of the algorithm is to enable the size of the approximation to grow to 2r. For the fully incremental setting, new information may be too quickly thrown away if truncation is performed on each step. By allowing the subspace to grow, the algorithm should better track and incorporate new information; after 2r steps, it can then truncate. This does not change the computational complexity of the algorithms, in terms of its order, because the runtime is only multiplied by these constants. Further, to ensure that we maintain O(dr) for the matrix multiplications, we perform the UL computation in this step, to amortize the O(dr^2). Periodically performing this computation is important for numerical stability, though it remains future work to more fully understand how frequently this should be done, as well as how much the subspace should be allowed to grow.

B.4 Competitor algorithms

We highlight some algorithms that we did not compare to, and carefully justify why they do not match the setting for which t-LSTD is designed. LSTD was not included in the comparison on the energy domain, because it is computationally infeasible for d = 40,000, having a storage and computational complexity of O(d^2) = 1.6 billion. We did not compare to fLSTD-SA [Prashanth et al., 2013], since that algorithm is not designed for the streaming setting, but rather requires a batch of data upfront from which it can randomly subsample. In fact, it is much more similar to a TD algorithm, but where samples are drawn uniformly randomly. Similarly, random projections for LSTD [Ghavamzadeh et al., 2010] was introduced and analyzed for the batch setting. Finally, forgetful LSTD is also designed for a different purpose [van Seijen and Sutton, 2015], with the goal to improve upon LSTD and linear Dyna. Consequently, the focus of the algorithm is not computational efficiency, and it is at least O(d^2) in terms of memory and storage.
Algorithm 3 update-svd($U, \Sigma, V, L, R, z, d, r$) with one sample for incremental t-LSTD

1: $m = L^\top U^\top z$ // $O(dr)$ time, as $v = U^\top z$ is $O(dr)$ and $L^\top v$ is $O(r^2)$
2: $p = z - ULM$ // $O(dr)$ time
3: $n = R^\top V^\top d$ // $O(dr)$ time
4: $q = d - VRn$ // $O(dr)$ time
5: $K \leftarrow \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} m & \|p\| \\ n & \|q\| \end{bmatrix}^\top$
6: $[\tilde{L}, \Sigma, \tilde{R}] \leftarrow \text{SVD}(K)$
7: $L \leftarrow \begin{bmatrix} L & 0 \\ 0 & 1 \end{bmatrix} \tilde{L}$ // $O(r^3)$ time
8: $R \leftarrow \begin{bmatrix} R & 0 \\ 0 & 1 \end{bmatrix} \tilde{R}$ // $O(r^3)$ time
9: if $\|p\| \leq \epsilon$ then
10: $\|p\| \leftarrow 0$ // $\epsilon = 0.00001$
11: else $p \leftarrow p/\|p\|$ // normalize, update to $U$
12: end if
13: if $\|q\| \leq \epsilon$ then
14: $\|q\| \leftarrow 0$ // $\epsilon = 0.00001$
15: else $q \leftarrow q/\|q\|$ // normalize, update to $V$
16: end if
17: $U \leftarrow \begin{bmatrix} U & p \end{bmatrix}$ // Only allowed to grow to $2r$ columns
18: $V \leftarrow \begin{bmatrix} V & q \end{bmatrix}$ // Only allowed to grow to $2r$ columns
19: if $\text{size}(L) \geq 2r$ then
20: $\Sigma \leftarrow \Sigma(1 : r, 1 : r)$
21: $U \leftarrow UL$ // $O(dr^2)$ time
22: $U \leftarrow U(:, 1 : r)$ // Concatenate back to $r$ columns
23: $V \leftarrow VR$ // $O(dr^2)$ time
24: $V \leftarrow V(:, 1 : r)$ // Concatenate back to $r$ columns
25: $L = I$, $R = I$ // Reinitialize
26: end if
27: return $U$, $\Sigma$, $V$, $L$, $R$

Algorithm 4 compute-weights($U, \Sigma, V, L, R, b$), $O(dr)$

1: // Solve $A^{-1}b$ where $A = UL\Sigma R^\top V^\top$ and so $A^{-1} = VR\Sigma^{-1}L^\top U^\top$
2: // Does not invert any singular values that are below $0.01 \hat{\sigma}_1$
3: $b = L^\top U^\top b$ // $O(dr)$ time, implicit left singular vector is $UL$
4: $\hat{\sigma}_1 \leftarrow \Sigma(1, 1)$
5: $\Sigma^\top \leftarrow 0$ // initialize as zero matrix
6: for $i \in \{1, \ldots, r\}$ do
7: if $\Sigma(i, i) > 0.01\hat{\sigma}_1$ then
8: $\Sigma^\top(i, i) \leftarrow \Sigma(i, i)^{-1}$
9: else
10: break
11: end if
12: end for
13: $w = VR\Sigma^{-1}b$ // $O(dr)$ time
Figure 4: (a) and (e) The sorted singular values of $A$ with tile coding using 10 layers of 10x10 grids. (b) and (f) The sorted singular values of $A$ with tile coding using a 10x10 grids of RBFs with widths equal to $0.2 \times$ the range of the state space. (c) and (g) Number of singular values required to have 95% of the total weight of the singular values of $A$ using a 10x10 grid of RBFs with varying widths reported as some fraction of the state space range.

### C Properties of $A$ in benchmark tasks

For these experiments, a total of 10000 episodes with random start states, were used to obtain the empirical $A$.

The number of singular values required to accurately represent $A$ follows an interesting trend. First, in Figure 4(c) and 4(g), we see that as we change the number of features by adding layers to the tile coding, the required number of features plateaus. This opens up the possibility of using very rich representations with tile coding while keeping the representation of $A$ compact. Secondly, in Figure 4(d) and 4(h) we observe a rapid drop in the number of singular value required as the width of the RBFs increases. This shows that this form of approximation for $A$ can effectively leverage dependencies in the features, potentially giving a designer more flexibility in choosing which features to include, while letting the algorithm extract the relevant information.

### D Additional value function accuracy graphs

The learning curves for the benchmark domains in the main paper are only for Mountain Car with RBFs. The below includes results for tile coding, and further for Pendulum. These experiments, combined with the singular values graphs, highlight that t-LSTD is well-suited for problems where $r$ can be set large enough to incorporate the majority of the large singular values. The singular values for the tile coding representation in the benchmark tasks did not drop as quickly as for RBFs; this is clearly reflected in the performance of t-LSTD. In fact, we do not expect t-LSTD to perform well in settings where $A$ has more than $r$ large singular values. Interestingly, however, even with $r$ smaller than needed for a system, t-LSTD still obtains early learning gains. This suggests interesting avenues moving forward, for combining t-LSTD and TD, or other strategies for robustness when t-LSTD is applied to systems where the $A$ matrix has more than $r$ large singular values. The below includes the other graphs already shown in the paper, to make it easier to look at the results together.

Finally, Figure 2 demonstrates runtimes for t-LSTD and iLSTD, for increasing parameters $r$ and $m$. These are corresponding parameters in the two algorithms in that both result in $O(dr)$ and $O(dm)$ runtime, respectively. Despite this equivalence in terms of order, we see that t-LSTD actually scales better with $r$. This may be because iLSTD stores a matrix of size $d^2$, and accesses columns of it $m$ times. Several steps in iLSTD are implemented with sparse operations, but the matrix $A$ itself is not sparse.
Figure 5: Root Mean Squared Error (RMSE) of the true discounted returns and the learned value function for several different scenarios. The RMSE is reported in the two domains For (a) and (b) for tile coding using 10 layers of 10x10 grids. For (c) and (d) for a grid of 32x32 RBFs with width equal to 0.12 times the total range of the state space. For (e) and (f) versus the chosen rank $r$. We can see that large $r$ are not necessary, with performance leveling off at $r = 50$. For high values of $r$ and fewer samples, the error slightly increases, likely due to some instability with incremental updating and very small singular values.
Figure 6: Runtime with increasing $r$ or $m$, where $r$ is the input rank for t-LSTD algorithm and $m$ is the number of parameters to update at each step in iLSTD algorithm. Runtimes are averaged over 30 trajectories of length 500.