Validating a simulation model for laser-induced thermotherapy using MR thermometry
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Abstract

Objectives: We want to investigate whether temperature measurements obtained from MR thermometry are accurate and reliable enough to aid the development and validation of simulation models for Laser-induced interstitial thermotherapy (LITT).

Methods: Laser-induced interstitial thermotherapy (LITT) is applied to ex-vivo porcine livers. An artificial blood vessel is used to study the cooling effect of large blood vessels in proximity to the ablation zone. The experimental setting is simulated using a model based on partial differential equations (PDEs) for temperature, radiation, and tissue damage. The simulated temperature distributions are compared to temperature data obtained from MR thermometry.

Results: The overall agreement between measurement and simulation is good for two of our four test cases, while for the remaining cases drift problems with the thermometry data have been an issue. At higher temperatures local deviations between simulation and measurement occur in close proximity to the laser applicator and the vessel. This suggests that certain aspects of the model may need some refinement.

Conclusion: Thermometry data is well-suited for aiding the development of simulations models since it shows where refinements are necessary and enables the validation of such models.

1. Introduction

Laser-induced interstitial thermotherapy (LITT) is a minimally invasive procedure for the local thermal treatment of cancer, which is in practice often used to treat tumors in the liver. For this purpose, a special laser applicator is inserted into the tissue close to the tumor. Laser power is applied directly through the applicator and the tissue around the applicator including the tumor is heated up until coagulative effects cause the destruction of the tumor cells.

One of the main issues of LITT is the planning of the treatment, where the practitioner tries to ensure that all of the tumor cells are being destroyed, while healthy tissue should not be damaged if possible. To aid the practitioners, we consider the simulation of LITT and compare our results with measurements from ex-vivo experiments. Particularly, our focus lies on the influence of blood vessels which are known to have a large influence on the treatment as they act as heat sinks (see e.g. [1]).

Models for simulating LITT have been studied for a long time, e.g. in [2–5]. The main effects which have to be considered in such a model are the propagation of radiation and temperature in the tissue, which are typically modeled by systems of partial differential equations (PDEs). Since the radiation is absorbed by the tissue, it is modeled as a source term for the temperature equation. The local optical and thermal properties of the tissue change once coagulation takes place [6] which e.g. increases the absorption rate. Moreover, even the perfusion properties of the tissue are known to change with increasing temperatures [7].

Two problems arise when dealing with simulations for LITT: First, not all parameters of the model are precisely known or easily measurable and, second, validating the simulation results is no simple task due to the complexity of measuring the temperature and tissue damage during the treatment. In our previous study [5], we used a single temperature probe in order to validate the simulation results. However, comparing the temperatures at a single position is not sufficient to validate the simulation and is of course not possible during real treatments. In this paper, we investigate whether thermometry data obtained from MR imaging can be used to validate the simulation results and possibly even help to identify missing parameters. Thermometry uses MR images to derive local temperature measurements. Hence we can not only compare the results of the simulation at a single point, but at the entire image plane of the MR. In particular, we investigate whether the accuracy and resolution of the thermometry measurements are sufficient to validate the simulation results and whether this information can be used to identify certain missing parameters for the model.
For this study, four ablation experiments with ex-vivo pig livers were carried out. MR imaging was used throughout all experiments to derive thermometry measurements. Additionally, a small tube, acting as an artificial blood vessel, was placed into each of the samples. Water was pumped through the artificial vessel to emulate the cooling effect of blood vessels in the tissue which act as heat sinks and influence the treatment. The same settings were simulated with our computer model and the temperatures obtained from thermometry and simulation were compared in the two-dimensional imaging plane.

2. Materials and methods

2.1. Experimental setup

Magnetic resonance-guided laser ablation was applied to four porcine liver samples. The liver was obtained from a slaughterhouse and used approximately 6 h later for the experiments. For the LITT procedure a ND:YAG laser (MY 30, Martin Medizin-Technik, Tuttlingen, Germany) with a wavelength of 1064 nm and a laser power \( P_{\text{app}} \) of 20 W was used. A laser applicator (Power-Laser-Set; Somatex Medical Technologies, Teltow, Germany) was inserted into the middle of the liver sample. An optical fiber with a diffuse emission window of 30 mm at the tip delivered the laser radiation into the applicator (Somatex® Medical Technologies, Teltow, Germany). The diffuser tip generates a symmetrical ellipsoidal heating pattern whose longitudinal axis is aligned with the applicator orientation. The applicator is transparent for the laser radiation and additionally equipped with an internal cooling water circulation system which is used to cool the surface of the applicator and the surrounding tissue. This is done to prevent overheating and thus carbonization of the tissue as well as damage to the applicator and the optical fiber. The temperature \( T_{\text{cool}} \) of the cooling water was 20.0 °C.

To emulate blood flow in a vessel in the ablation area, a plastic tube with a diameter of 4 mm was positioned in the liver perpendicular to the applicator shaft (Figures 1 and 2). To position the tube, the liver was pierced with a needle (diameter of 3 mm) so that the tube could be advanced immediately. This was image-guided after positioning the laser applicator in the liver. The distances between the laser applicator and the tubing were 6, 9, 8, and 8 mm in the four liver samples. A roller pump (Dornier Medizintechnik, Wessling, Germany) was used to pass water through the artificial vessel at a flow rate of 60 ml/min. The temperature \( T_{\text{vessel}} \) of the water was 20.5 °C.

The positions in the liver were controlled by MR imaging using the 1.5T scanner Magnetom Aera (Siemens Healthineers, Erlangen, Germany, Gradient strength = 45 mT/m @ 200 T/m/s, number of channels = 64, coils used: CP

Figure 1. MR imaging of the experimental setup in axial (a) and coronary (b) orientation. MR images show the liver in the center (1), the agarose gel phantoms in the periphery (2), the laser applicator (3), the plastic tube (4) passing through the liver (partial representation of the plastic tube in a), and bloodless vessels (5). A schematic in axial orientation with the position of the MR slice is shown in (c). The artificial vessel is positioned at right angles to the applicator and the MR imaging plane.

Figure 2. Sketch of the computational domain \( \Omega \) and the boundary decomposition: radiating surface of the applicator \( \Gamma_{\text{rad}} \), cooled surface of the applicator \( \Gamma_{\text{cool}} \), surface of the artificial blood vessel \( \Gamma_{\text{vessel}} \), and ambient surface of the liver \( \Gamma_{\text{amb}} \).
Spine Array Coil, Body-18) utilizing a turbo spin echo sequence in coronal and transversal orientation (TR = 700 ms, TE = 12 ms, FOV = 220 × 220 mm², matrix = 256 × 256). During ablation, a segmented echo planar imaging (seg-EPI) sequence was used for MR thermometry based on the proton resonance frequency shift (PRF) method (TR = 50 ms, TE = 14 ms, flip angle = 12, FOV = 220 × 220 mm², matrix = 128 × 128, EPI factor = 1, Segments = 3, Echo spacing = 16 ms, one slice in coronal orientation, TA = 2 s).

The PRF method uses the generated image data of the phase shift to calculate a temperature. The method is described in detail in our previous studies [8–10]. The temperature sensitive coefficient α of −0.01 ppm/°C was used to calculate the temperature, which was taken from the work of [10,11]. As described by [12–15], an additional region of interest (ROI) in the phantom (which was not involved by the heating) controlled the 80 field and was used to correct the temperature calculation. Fluoroscopic MR-based thermometry was performed one minute before ablation and for 30 min during ablation at 4-s intervals. Since a homogeneous magnetic field in the object is essential for the PRF method, two agarose gel phantoms were positioned along the liver sample (Figure 1) to optimize the adjustments of the MR system (shimming). The homogeneous phantoms expand the object (liver) for the MR system and thus provide more MR signal to optimize automatic adjustments while reducing susceptibility differences in the peripheral area of the liver. The gel phantoms with an object size of 220 × 90 × 35 mm consisted of saline solution (NaCl content: 0.9%) and 3% agarose. The initial temperatures Tinit of the liver samples and phantoms were 16.0 °C, 17.5 °C, 17.5 °C and 18.0 °C. Liver, applicator cooling, and vascular fluid temperatures were measured with fiberoptic temperature probes (TS3, Polytect, Walldbronn, Germany). Measurement of initial liver temperature was performed in the area of subsequent ablation. The temperatures of the cooling and the vessel were measured by inserting the probes into the tubing. A summary of the setup of the four experiments is given in Table 1.

### Table 1. Experimental setup for the test cases.

| Label                        | Case 1 | Case 2 | Case 3 | Case 4 |
|------------------------------|--------|--------|--------|--------|
| Laser Power Qapp [W]         | 20     | 20     | 20     | 20     |
| Time laser on tLaser [s]     | 60     | 60     | 60     | 60     |
| Temperature °C               |        |        |        |        |
| -initial Tinit               | 16.0   | 17.5   | 17.5   | 18.0   |
| -coolant Tcool               | 20.0   | 20.0   | 20.0   | 20.0   |
| -vessel TVessel              | 20.5   | 20.5   | 20.5   | 20.5   |
| -ambient Tamb               | 21.8   | 20.8   | 20.5   | 20.5   |
| Distance [mm]                | 6      | 9      | 8      | 8      |

2.2. Mathematical model

We denote by \( \Omega \subset \mathbb{R}^3 \) the computational domain, which is a subset of the liver geometry. Note, that for the computational domain \( \Omega \) we do not consider the entire liver, but only a subset given by a sufficiently large box which contains the applicator and the artificial blood vessel. The boundary \( \Gamma = \partial \Omega \) consists of the radiating surface of the adjacent applicator \( \Gamma_{rad} \), located at the tip of the applicator, the cooled surface of the applicator \( \Gamma_{cool} \), the surface at the artificial blood vessel \( \Gamma_{vessel} \), and the (artificial) ambient boundary, named \( \Gamma_{amb} \) (Figure 2).

The mathematical model is described by a system of partial differential equations (PDEs) for the heat transfer inside the liver, the radiative transfer from the applicator into the liver tissue, and a model for tissue damage (cf. [3–5]), which we explain in the following.

#### 2.2.1. Heat transfer

The heat transfer in the liver tissue is modeled by the well-known bio-heat equation (cf. [16])

\[
\rho c_p \frac{\partial T}{\partial t} - \nabla \cdot (\kappa \nabla T) + \varsigma_b(T - T_b) = Q_{rad} \quad \text{in } (0, t) \times \Omega \tag{1}
\]

where \( T = T(x, t) \) denotes the temperature of the tissue, depending on the position \( x \in \Omega \) and the time \( t \in (0, t) \). Here, the end time of the simulation is denoted by \( t_{end} \). Further, \( C_p \) and \( \rho \) are the specific heat capacity and density of the tissue, respectively, and \( \kappa \) is its thermal conductivity. The perfusion rate due to blood flow is denoted by \( \varsigma_b \) and the blood temperature by \( T_b \). Note, that in the current ex vivo study the perfusion rate \( \varsigma_b \) is set to zero while the artificial blood vessel is modeled through a boundary condition, which is explained below. Finally, \( Q_{rad} \) is the energy source term due to the irradiation of the laser fiber defined in (9) and the initial tissue temperature distribution is given by \( T_{init} \).

For the heat transfer between the tissue and its surroundings the following boundary conditions are used

\[
\kappa \partial_n T = a_{cool}(T_{cool} - T) \quad \text{on } (0, t) \times (\Gamma_{rad} \cup \Gamma_{cool}),
\]

\[
\kappa \partial_n T = a_{vessel}(T_{vessel} - T) \quad \text{on } (0, t) \times \Gamma_{vessel},
\]

\[
\kappa \partial_n T = 0 \quad \text{on } (0, t) \times \Gamma_{amb}. \tag{2}
\]

Here, \( n \) is the outer unit normal vector on \( \Gamma \). Additionally, \( a_{cool} \) and \( a_{vessel} \) are the heat transfer coefficients for the water-cooled applicator and the artificial blood vessel, respectively. Here, \( T_{cool} \) and \( T_{vessel} \) are the temperatures of cooling water through the applicator and the artificial vessel, respectively. Note that \( T_{cool} \) and \( T_{vessel} \) are assumed to be constant and independent of the flow rates. This simplification is justified as long as the flow rate is high enough such that the increase in coolant temperature is negligible as also discussed in [5]. Furthermore, the temperature flow through the ambient boundary \( \Gamma_{amb} \) is assumed to be zero since the ambient boundary is assumed to be far away from the applicator so that there is no heat flux over this boundary.

#### 2.2.2. Radiative transfer

In general, the irradiation of laser light is modeled by the radiative transfer equation

\[
s \cdot \nabla l + (\mu_a + \mu_s) l = \mu_s \int_{S^2} P(s \cdot s') l(s', x) d\mathbf{s'} \quad \text{in } S^2 \times \Omega, \tag{4}
\]

where the radiative intensity \( l = l(s, x) \) depends on a direction \( s \in S^2 \) on the unit sphere and the position \( x \in \Omega \) and
\( \mu_a \) and \( \mu_s \) are the absorption and scattering coefficients, respectively. In particular, as that radiative transfer happens significantly faster than temperature transfer, we neglect the time-dependence and use this quasi-stationary model. The scattering phase function \( P(s \cdot s') \) is given by the Henyey-Greenstein term which reads (cf. [17])

\[
P(s \cdot s') = \frac{1 - g^2}{(1 + g^2 - 2g(s \cdot s'))^{3/2}}.
\]

Here, \( g \in [-1, 1] \) is the so-called anisotropy factor that describes backward scattering for \( g = -1 \), isotropic scattering in case \( g = 0 \) and forward scattering for \( g = 1 \).

Due to the high dimensionality of the radiative transfer Equation (4), we use the so-called \( P_1 \)-approximation to model the radiative energy, the details of which can be found, e.g. in [18]. The \( P_1 \)-approximation leads to the much simpler three-dimensional diffusion problem

\[
-\nabla \cdot (D \nabla \varphi) + \mu_a \varphi = 0 \quad \text{in } \Omega,
\]

where \( \varphi = \varphi(x) \) is the radiative energy and the diffusion coefficient \( D \) is given by

\[
D = \frac{1}{3(\mu_a + (1 - g)\mu_s)}.
\]

For the radiation Equation (5), we use the following set of boundary conditions

\[
\begin{align*}
D \frac{\partial \varphi}{\partial n} &= \frac{q_{\text{app}}}{A_{\text{rad}}} & \text{on } \Gamma_{\text{rad}}, \\
D \frac{\partial \varphi}{\partial n} &= 0 & \text{on } \Gamma_{\text{cool}}, \\
D \frac{\partial \varphi}{\partial n} + \frac{1}{2} \varphi &= 0 & \text{on } \Gamma_{\text{amb}} \cup \Gamma_{\text{vessel}},
\end{align*}
\]

where \( q_{\text{app}} \) is the laser power entering the tissue and \( A_{\text{rad}} \) the surface area of the radiating part of the applicator. On the ambient and vessel boundaries a Marshak condition is used, see e.g. [18].

We model the radiation entering the tissue in the following way

\[
q_{\text{app}}(t) = \begin{cases} 
(1 - \beta_q) \hat{q} & \text{if } t \geq t_{\text{on}}, \\
0 & \text{otherwise},
\end{cases}
\]

where \( \hat{q} \) is the configured laser power, \( t_{\text{on}} \) is the time, at which the laser is turned on, and the factor \( (1 - \beta_q) \) models the direct absorption of energy by the coolant (cf. [5]). From the numerical point of view the system given by (5) and (7) is much easier to solve than the original system given by (4). Finally, the radiative energy is used to define the source term for the bio-heat Equation (1) in the following way

\[
Q_{\text{rad}}(x) = \mu_a \varphi(x).
\]

\[ \text{Remark 1.} \] Note, that additional source terms become necessary once water starts to evaporate. We refer the reader to our previous work [19], where we have extended our simulation model to account for evaporation, and, e.g. also to [20]. However, in the current study we aimed at keeping the model as simple as possible and, thus, do not account for evaporation, which will introduce an error at higher temperatures. Once larger amounts of water have been evaporated, the transport of vapor within the tissue becomes an issue which must be accounted for in the model as discussed in [19]. In the future, data obtained from thermometry could also help to investigate better vapor transport models which has been a challenging task so far.

\[ \text{2.2.3. Tissue damage and its influence on optical parameters} \]

\[ \text{Remark 2.} \] Note, that the optical (absorption and scattering coefficients, anisotropy factor) and thermal (conductivity, heat capacity, and density) parameters of the tissue are known to be temperature dependent (see e.g. [6,21,22]). In this paper, we only consider the temperature dependence of the optical parameters with the help of a temperature dependent damage parameter which models the transition between the natural and coagulated states, as detailed previously. For the sake of simplicity of our simulation model, we use constant thermal parameters for our current study. However, we remark that recent developments have come up with refined models which also consider changing thermal parameters and a dependence on the water content of the tissue [23].

The optical parameters \( \mu_a, \mu_s \) and \( g \) are very sensitive to changes of the tissue’s state. In particular, once the coagulation of biomolecules starts, these optical parameters change drastically and, as a result, the radiation cannot enter the tissue as deeply as before. Therefore, we model the damage of the tissue as in, e.g. [3,4] with the help of the Arrhenius law, which is given by

\[
\omega(t, x) = \int_0^t A \exp\left(-\frac{E_a}{RT(s, x)}\right) ds,
\]

with so-called frequency factor \( A \), activation energy \( E_a \) and universal gas constant \( R \). This is used to model the change of optical parameters due to coagulation in the following way

\[
\begin{align*}
\mu_a &= \mu_{an} + (1 - e^{-\beta_{aq}}) (\mu_{ac} - \mu_{an}), \\
\mu_s &= \mu_{sn} + (1 - e^{-\beta_{aq}}) (\mu_{sc} - \mu_{sn}), \\
g &= g_n + (1 - e^{-\beta_{aq}}) (g_c - g_n),
\end{align*}
\]

where the subscripts \( n \) and \( c \) indicate properties of native and coagulated tissue, respectively (cf. [4]). The damage dependence of the empirical absorption factor \( \beta_{aq} \) in the radiation source term is defined in a similar way by

\[
\beta_{aq} = \beta_{aq} + (1 - e^{-\beta_{aq}}) (\beta_{qc} - \beta_{aq}).
\]

This is done because coagulation changes the optical properties of the tissue including the refractive index which influences reflection properties at the applicator-tissue-interface. Therefore, the empirical absorption factor should also change between a native \( \beta_{aq} \) and a coagulated \( \beta_{qc} \) state.

\[ \text{2.3. Numerical methods} \]

The mathematical model for radiative heat transfer and the models for vaporization described above were used to simulate the behavior of ex-vivo porcine liver tissue during LITT.
The computational geometry was generated using Open Cascade (Open Cascade SAS, Guyancourt, France) and the corresponding mesh was created with Gmsh, version 2.11.0 (cf. [24]). The governing equations were solved with the finite element method in Python, version 2.7, using the package FEniCS, version 2017.2 (cf. [25,26]). For the numerical solution of the PDEs, we first (semi-)discretize the bio-heat equation in time using the implicit Euler method. Then, we solve the resulting system of linear equations. For a more detailed discussion on the numerical methods, we refer to our previous work [5,19,28].

### 2.4. Modeling parameters

A number of parameters are needed to model the evolution of temperature, radiation and damage within the liver tissue. A summary of these is given in Table 2. As indicated in the table, most of these parameters were taken from [29–31] (cf. [2]). Moreover, some of the parameters have been fitted for this experimental setting, and the details for the fitting procedure are described below.

#### 2.4.1. Fitting missing parameters

The native coolant absorption factor $\beta_{\text{coa}}$ was determined in [5] from the temperature jump which occurs in the coolant temperature at the moment the laser is switched on. But the data obtained from thermometry suggests that this empirical factor does also change when the tissue around the applicator coagulates. Thus, we have introduced an additional coagulated coolant absorption factor $\beta_{\text{coa}}$. For now we also treat the heat transfer coefficients $\alpha_{\text{cool}}$ and $\alpha_{\text{vessel}}$ as empirical constants even though it would certainly be possible to approximate them using shape and flow characteristics.

This leaves us with three unknown parameters $\beta_{\text{coa}}$, $\alpha_{\text{cool}}$ and $\alpha_{\text{vessel}}$, which were determined from the data. The least-square distance between thermometry temperature $T_{\text{exp}}$ and simulated temperature $T_{\text{sim}}$ was used as objective functions and the L-BFGS-B algorithm [32] from the SciPy optimize package was used to determine the optimal parameters. The resulting parameters were rounded to two significant digits.

### 2.5. Computational domain and positioning of applicator and vessel

Let $D$ be a box of dimensions $100 \times 100 \times 100$ mm. The computational domain $\Omega \subset D$ was generated by cutting the applicator and vessel from this box. The box was positioned in such a way that the applicator lies in the center of the box. The box is large enough such that effects at the ambient boundary $\Gamma_{\text{amb}}$ can be neglected.

The coordinate system for the computational domain is inherited from the MR images such that any point $(x, y)$ corresponds to the point $(x, y, 0) \in D$. So the MR image is embedded in the plane $\{(x, y, z) \in D | z = 0\}$.

The position of the artificial vessel can clearly be seen on the MR images and the corresponding center points $p_\text{vessel} \in D$ are given in Table 3. The direction of the vessel $d_\text{vessel} = (0, 0, 1)$ is perpendicular to the image plane. The vessel has a diameter of $4$ mm and runs through the entire box $D$.

In the experiments the applicator was aligned with the image plane as closely as possible. However, there is still a slight deviation which can have a significant effect when comparing the measured and simulated temperatures. Therefore, we have corrected the applicator tip position $p_\text{app}$ and direction $d_\text{app}$ using a parameter fitting with the least-square distance of the temperatures as an objective, analogously to the fitting procedure described previously. The corrected positions which were used for the simulation are given in Table 3.

### 2.6. Comparing experimental and simulated results

The two-dimensional imaging plane lies within the threedimensional computational domain $\Omega$. Thus we can interpol ate the simulated temperature $T_{\text{sim}}$ onto the imaging plane and compare it with the measured temperature $T_{\text{exp}}$ from thermometry. We define three regions of interest (ROI) within the imaging plane in order to quantitatively compare mean temperatures and standard deviations: Let $\Omega_a$ be a rectangular region around the liver as depicted in Figures 3–6 by a dashed box. Let $\Omega_b$ be a circular region with radius $5$ mm around the center of the vessel. And let $\Omega_c$ be a region of same size contralateral to the vessel, i.e. centered around the position of the vessel mirrored by the applicator. On these ROIs we can integrate the temperatures and thus evaluate the mean measured temperature $\bar{T}_{\text{exp}}$, the mean simulated temperature $\bar{T}_{\text{sim}}$, and the standard deviation $\sigma$ between measured and simulated temperature.

Furthermore, we define four points $a$, $b$, $c$ and $d$ with distances 3, 8, 13 and 18 mm to the center of the

### Table 2. Modeling parameters for simulating ex-vivo porcine liver tissue with an artificial blood vessel.

| Parameter | Value | Source |
|-----------|-------|--------|
| Heat capacity $C_p$ | 3500 J kg$^{-1}$ K$^{-1}$ | [27] |
| Absorption coefficient $\mu_{\text{abs}}$ [m$^{-1}$] | 50 | [29] |
| Scattering coefficient $\mu_{\text{sc}}$ [m$^{-1}$] | 8000 | [29] |
| Anisotropy factor $g_\text{sc}$ | 0.97 | [29] |
| Absorption factor $\beta_{\text{coa}}$ | 0.14 | [5] |
| Optical (coagulated) | | |
| Absorption coefficient $\mu_{\text{abs}}$ [m$^{-1}$] | 60 | [29] |
| Scattering coefficient $\mu_{\text{sc}}$ [m$^{-1}$] | 30000 | [29] |
| Anisotropy factor $g_\text{sc}$ | 0.95 | [29] |
| Absorption factor $\beta_{\text{coa}}$ | 0.35 | Fitted |
| Thermal | | |
| Thermal conductivity $\kappa$ [W m$^{-1}$ K$^{-1}$] | 0.518 | [30] |
| Heat capacity $C_p$ [J kg$^{-1}$ K$^{-1}$] | 3640 | [30] |
| Temperature $\rho$ [kg m$^{-3}$] | 1137 | [30] |
| Heat transfer coefficient $\alpha_{\text{cool}}$ [W m$^{-2}$ K$^{-1}$] | 250 | Fitted |
| Heat transfer coefficient $\alpha_{\text{vessel}}$ [J mol$^{-1}$ K$^{-1}$] | 3500 | Fitted |
| Damage | | |
| Damage rate constant $A$ [s$^{-1}$] | $3.1 \times 10^8$ | [31] |
| Damage activation energy $E_a$ [J mol$^{-1}$ K$^{-1}$] | $6.3 \times 10^6$ | [31] |
| Universal gas constant $R$ [J mol$^{-1}$ K$^{-1}$] | 8.31 | [31] |
applicator, respectively. These points are used to compare temperatures over time. Additionally, we define a line to plot a one-dimensional cut through the experimental region. The points as well as the line are highlighted in Figures 3–6.

3. Results

The results for the four experiments Case 1–4 are shown in Figures 3–6, respectively. Each figure shows a comparison between the measured temperature $T_{exp}$ obtained from MR...
thermometry in the left column and the simulated temperature $T_{\text{sim}}$ in the middle column from 0 to 600 s into the experiment. For now we limit the comparison to this time window, because afterwards changing tissue properties and increasing vapor transport (not accounted for in the model yet) as well as an increasing drift of the magnetic field become an issue. See Section 4 for a detailed discussion and possible solutions.

The positions of the applicator and the artificial vessel are marked. The right column shows the difference between simulated and measured temperature. Additionally, the standard deviation $\sigma(\Omega_B)$ within the active region of the ablation, which is marked by a dashed gray line, is given.

In Figure 7 we compare the measured and simulated temperatures over a line that runs through the middle of the applicator for four different time steps. Moreover, Figure 8 shows the temporal evolution of measured and simulated temperatures at the four points a, b, c, and d.

Quantitative results on the influence of the vessel are given in Table 4, where the mean of the measured and simulated temperatures $T_{\text{exp}}$ and $T_{\text{sim}}$ as well as the standard deviation $\sigma$ are given in the regions of interest $\Omega_V$ (around the vessel) and $\Omega_C$ (contralateral to the vessel).

A run of the whole simulation pipeline takes about 160 s per case on standard PC hardware. The simulation pipeline...
The agreement between measured $T_{\text{exp}}$ and simulated temperature $T_{\text{sim}}$ is very good for Case 1 (Figure 3) and Case 3 (Figure 5), where we have a standard deviation $\sigma(\Omega_k)$ of 4.9°C and 6.1°C, respectively, after 600 s. Additionally, the contour lines of the temperatures are very similar. The effect of the artificial vessel is clearly visible and in good agreement between measurement and simulation. The measured data shows minor artifacts which do not cause a problem for the comparison.

For Case 2 (Figure 4) and Case 4 (Figure 6) there seems to be a major problem with the measured data. Figure 4 shows a temperature drift in the thermometry data $T_{\text{exp}}$ which is best observed by the broad red horizontal region in the difference plot. In part, the measured temperature actually decreases, even in distant areas on which the ablation has
no influence at all. Furthermore, one observes a vertical line of artifacts probably originating from air sitting between liver and phantoms. A similar effect can be seen in Figure 6. As a consequence, also the computed standard deviations \( \sigma(\Omega_e) \) are significantly larger, with a value of 12.5 °C and 13.6 °C, respectively, after 600 s. For these reasons, we focus on Case 1 and 3 for the remaining discussion of our results and note that the results for Case 2 and 4 are having the same problems with the thermometry data as described above.

When studying the one-dimensional plots in Figure 7 we again see that, in general, the agreement between measured and simulated data is quite good. For Cases 1 and 3 the curves agree very nicely. Only at the later time steps some deviations occur in close proximity to the applicator. The plot for Case 3 passes through the vessel (at \( x=0.11 \) m) which also results in some deviation. This suggests that maybe the applicator and vessel models need to be refined. Another reason may be a change in tissue properties at higher temperatures not accounted for in the model. The comparison with thermoemtry data seems to be a powerful tool to further investigate this issue.

The temporal plots in Figure 8 show nearly perfect agreement for Case 1, except for point a. As point a is closest to the applicator, this again suggests that the model may need
refinement. For Case 3 the curves agree nicely up to about 350 s into the experiment when they start to deviate. The close proximity of the vessel position might be a possible explanation, which again suggests that the vessel model could require a refinement.

In Table 4 we investigate the vessel model more closely by comparing a region of interest \( X_V \) around the vessel with the contralateral region \( X_C \) exactly at the opposite side of the applicator. As one would expect the mean temperatures around the vessel is lower than on the contralateral side. Additionally, the agreement of the mean measured and simulated temperatures in the respective ROIs is quite good. When looking at the standard deviation between measured and simulated temperature, we observe the values are significantly larger around the vessel than in the contralateral region which again suggests that the vessel model may need refinement.

In general, the deviations between measurement and simulation become larger at higher temperatures. To improve the accuracy of the model the following things should be considered: Use a better model for the changing tissue properties [6,23], model the evaporation of water.

Figure 7. One-dimensional plot over the line shown in Figures 3–6 to compare measured and simulated temperatures at different time steps during the experiments.

Figure 8. Plot over time at the points a, b, c and d (Figures 3–6) to compare measured and simulated temperatures.
including the transport of vapor [19] and refine the model for the cooling of the applicator as well as the vessel model.

Having error estimates on the thermometry data would help to evaluate its accuracy. The approach from [33] can help to achieve this in the future.

The artifacts encountered in Cases 2 and 4 can result from changes of the magnetic field in the PRF method. A drift of the static magnetic field (B0 drift) can occur at long acquisition times by the scanner system, but its effects influence the whole image and was also corrected in these experiments [12,34,35]. To correct for the drift an additional region of interest (ROI) in the phantom (which was not involved by the heating) was used ([12–15]).

Alt the beginning of the experiments, the temperature of the samples was slightly below room temperature so that a small increase in temperature may also have occurred in the control region. This potential cause for error can easily be fixed in the future by letting the samples adapt to the room temperature.

Since the artifacts are spatially localized and based on the small volume of the liver, susceptibility differences between liver tissue and air may have produced field inhomogeneities during treatment [36]. To reduce these field inhomogeneities, the liver was framed by two agarose gel phantoms (with similar susceptibility as the liver tissue) in the experiments to significantly increase the object volume and thus help stabilize the magnetic field [37,38]. For further optimization, larger gel phantoms that fit the shape of the liver and leave smaller to no air gaps could be chosen as a solution approach. These gel phantoms, which are not optimally adapted to the liver, cause the vertical artifacts due to an air gap. This is presented outside the dashed box in Figures 3–6 and is therefore not taken into account when calculating the standard deviation.

Another limitation is the high temperatures (>100°C) which arise during LITT and the associated gas evolution in the liver. The gases can disperse in the empty vessels of the ex-vivo liver and lead to incorrect phase values for temperature calculation [36]. This problem mainly exists for ex-vivo experiments where the liver is not perfused. One approach could still be the use of a water bath to fill the liver vessels with water and avoid gas dispersion. However, a water bath in an MR scanner would lead to motion artifacts in the imaging, since the scanner vibrates slightly during the measurements.

5. Conclusion

In this paper, we have investigated the validation of ex-vivo laser induced thermotherapy (LITT) simulations with the help of MR-thermometry data. We presented a mathematical simulation model for LITT and described the experimental setup used to validate our model. Four experiments were carried out, and the temperature measurements obtained from thermometry were found to be very suitable for validating simulation results and identifying missing parameters. Apart from the likely measurement errors in Cases 2 and 4, the data is of high quality and plausible. The resolution of the data is sufficiently high to resolve even small details such as the influence of the artificial blood vessel on the temperature distribution. Simulation results were in good agreement with measurements and it was possible to identify missing parameters from the data. Altogether, thermometry is a powerful tool to validate and improve simulation models, in particular, since measurements are not restricted to pre-selected points, but are available throughout the entire imaging plane.
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