Structure preserving discretization of time-reparametrized Hamiltonian systems with application to nonholonomic mechanics
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Abstract

We propose a discretization of vector fields that are Hamiltonian up to multiplication by a positive function on the phase space that may be interpreted as a time reparametrization. We prove that our method is structure preserving in the sense that the discrete flow is interpolated to arbitrary order by the flow of a continuous system possessing the same structure. In particular, our discretization preserves a smooth measure on the phase space to arbitrary order. We present applications to a remarkable class of nonholonomic mechanical systems that allow Hamiltonization. To our best knowledge, these results provide the first occurrence in the literature of a measure preserving discretization of measure preserving nonholonomic systems.
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1 Introduction

The mission of geometric integrators is to develop numerical schemes that preserve the geometric structure of differential equations. Geometric integrators often show (near) conservation of the conserved quantities of the continuous system, which is a major benefit for the numerical performance over long timescales. A central role in geometric integration is taken by symplectic or variational integrators. For a broad overview of these concepts and their history we refer to [31, 28, 24].

This paper deals with the geometric discretization of differential equations on $\mathbb{R}^{2n}$ of the form

$$\frac{dq}{dt} = N(q, p) \frac{\partial H}{\partial p}(q, p), \quad \frac{dp}{dt} = -N(q, p) \frac{\partial H}{\partial q}(q, p),$$

where $(q, p) \in \mathbb{R}^n \times \mathbb{R}^n$ and $H, N \in C^\infty(\mathbb{R}^{2n})$ with $N > 0$. Namely, we deal with vector fields that are Hamiltonian modulo the multiplication by a positive function, or, equivalently, a time reparametrization. In agreement with the terminology used in [30, 5], we refer to these systems as *conformally Hamiltonian* and to the positive function $N$ as the *conformal factor*. It is not hard to see that their flow preserves the smooth measure $\mu = N^{-1} dq \wedge dp$ on $\mathbb{R}^{2n}$ and the Hamilton function $H$ is a first integral (see Section 2).

Our main motivation to consider this kind of equations comes from a remarkable class of nonholonomic mechanical systems with symmetry, commonly known as *Hamiltonizable G-Chaplygin systems*, whose reduced dynamics have this structure (see e.g. [9, 37, 12, 11, 4, 15, 20], and references therein).

The geometric integration of Equations (1.1) has previously been considered by Hairer [22] and Reich [35] in connection with the design of symplectic integrators with variable time step (see also [24, Section VIII.2] and [28, Chapter 9]), and also by Fernandez et al [16] with our same motivation of application to nonholonomic Hamiltonizable G-Chaplygin systems. The strategy followed by these references...
to discretize a trajectory of Equations (1.1) with initial condition \((q_0, p_0)\) is to replace Equations (1.1) by the altered system

\[
\frac{dq}{dt} = \mathcal{N}(q, p) \frac{\partial H}{\partial p}(q, p) + \frac{\partial \mathcal{N}}{\partial p}(q, p)(H(q, p) - E),
\]

\[
\frac{dp}{dt} = -\mathcal{N}(q, p) \frac{\partial H}{\partial q}(q, p) - \frac{\partial \mathcal{N}}{\partial q}(q, p)(H(q, p) - E),
\]

where \(E = H(q_0, p_0)\). The altered Equations (1.2) agree with Equations (1.1) on the level set \(\{H = E\}\) but have the advantage of being Hamiltonian with respect to the altered Hamiltonian \(\mathcal{K}_E(q, p) = \mathcal{N}(q, p)(H(q, p) - E)\), and hence may be discretized with a standard symplectic integrator \(\Psi\).

In this paper we refine the method described above by replacing \(E = H(q_0, p_0)\) in Equations (1.2) with a more sophisticated choice \(E = \bar{E}(q_0, p_0)\), that carries valuable information about the symplectic integrator \(\Psi\) and its backward error analysis. By doing so, we obtain a “structure-preserving” discretization of the conformally Hamiltonian vector field \(X\) defined by Equations (1.1). By structure-preserving we mean that the discrete flow is interpolated by the flow of a certain conformally Hamiltonian vector field \(X_{\text{mod}}\) on \(\mathbb{R}^{2n}\) whose Hamiltonian is the function \(\bar{E}\) (which is close to \(H\)) and whose conformal factor is a certain function \(N_{\text{mod}} \in C^\infty(P)\) that is close to \(N\). For this reason, we will call \(\bar{E}\) the modified conformal Hamiltonian. In particular, our discrete scheme preserves the smooth measure \(\mu_{\text{mod}} = N_{\text{mod}} dq \wedge dp\), which is close to the the invariant measure \(\mu\) of \(X\), and has good energy behavior. Our interpolation result can be understood as an extension of a well-known result that explains the good performance of symplectic integrators in the approximation of classical Hamiltonian vector fields [2].

### 1.1 Application to nonholonomic mechanics

In recent years there has been a large number of publications (e.g. [10, 33, 17, 26, 18] and others) attempting to develop a geometric discretization of nonholonomic systems that provides an extension of variational and symplectic integrators of Hamiltonian systems. Such works are usually concerned with general nonholonomic systems whose flow generally possesses no other invariants besides energy and time-reversibility. The usefulness of these integrators is assessed by their energy behavior, their preservation of the constraints and momentum first integrals (if present), and their performance in simple test problems. There are many open questions in this area; we mention the recent work of Modin and Verdier [34] proving that the good performance of some of these integrators is often due to a bias in the choice of the test problems. The underlying difficulty is that, in general, the geometry of nonholonomic systems is not as rich and well-understood as that of Hamiltonian systems.

The discretization of nonholonomic constraints and G-Chaplygin systems. The constraints of most nonholonomic systems found in applications are linear in the velocities and define a sub-bundle \(D \subset TM\), where \(M\) is the configuration space. The constraint space \(D\) thus has a clear and purely geometric interpretation. A main difficulty in the geometric discretization of nonholonomic systems is to adequately come up with a “geometric” discrete counterpart of \(D\). This problem leads to the notion of “exact discrete constraint manifold” which is a submanifold of \(M \times M\) introduced by McLachlan and Perlmutter [33, Section 7.1] (see also the recent preprint [36]). In contrast with the continuous constraint space \(D\), the exact discrete constraint manifold has more of a dynamic than geometric nature, since it is obtained by advancing points on \(M\) (with allowed initial velocities) by the flow of the continuous system.

The difficulty of geometrically discretizing the nonholonomic constraints is avoided in our work by restricting our attention to the discretization of the reduced equations of the so-called nonholonomic G-Chaplygin systems. For these systems, the dynamics is equivariant under the action of the Lie group \(G\), and projects to the reduced space \(D/G\) which is isomorphic to \(TQ\) where \(Q := M/G\) is the shape space. This allows us to work with the standard discretization \(Q \times \tilde{Q}\) of the reduced space \(TQ\). We refer the reader to [37, 27, 3, 8, 12, 21] for definition and properties of G-Chaplygin systems (also known as generalized Chaplygin systems or as the principal or purely kinematic case in [3]).

---

1 The introduction of the altered system and Hamiltonian is sometimes called the Poincaré or (Darboux-)Sundman transformation and has been known for over a century [29].
Hamiltonizable $G$-Chaplygin systems The methods developed in this paper provide a discretization of a remarkable subclass of $G$-Chaplygin systems which possess an extraordinary geometric structure which allows one to write their reduced equations of motion in the form (1.1). As mentioned above, these are often called Hamiltonizable $G$-Chaplygin systems and their study goes back to the classic work of Chaplygin [9]. Examples of nonholonomic systems within this family are the so-called $\phi$-simple systems, recently found in [20, 21] and described in Section 3. They include the nonholonomic particle, the Veselova problem [40] and some of its multidimensional generalizations [12], the rubber Routh sphere [5, 6] and its multidimensional generalization [20], the rubber generalization of a problem of Woronetz [6], and others.

Measure preservation. A fundamental property of Hamiltonizable $G$-Chaplygin systems is that they possess a smooth invariant measure and the key contribution of our proposed discretization is that it is measure preserving. To the best of our knowledge, the problem of finding a measure preserving discretization of nonholonomic systems possessing a smooth invariant measure had not been considered before. In particular, the work of Fernandez et al [16], that is also concerned with the discretization of Hamiltonizable $G$-Chaplygin systems, does not address this issue. In fact, our numerical experiments indicate that the discretization proposed in this reference has poor measure preservation properties when compared to our method (see Figures 5.2 and 5.4, and the discussion in Section 5.2.3).

The reader should be aware that preservation of a smooth measure by a nonholonomic system is an extraordinary property that should not be expected to hold unless the system is rich in symmetries (see e.g. the conclusions on the examples treated in [14]). Moreover, there are examples of $G$-Chaplygin systems possessing an invariant measure that do not allow a Hamiltonization (e.g. [25]), and our discretization does not apply to them.

1.2 Structure of the paper

We begin by giving a formal definition and main properties of conformally Hamiltonian systems and the associated altered systems in Section 2. We then explain how conformally Hamiltonian systems arise in nonholonomic $\phi$-simple Chaplygin systems in Section 3. In this section we also introduce the nonholonomic particle as an example that will later serve for numerical experiments. Section 4 is the core of the paper. We first present a review of symplectic integrators and modified equations in Section 4.1 and then recall the discretization of conformally Hamiltonian systems used in [22, 35, 16] in Section 4.2. The original results of the paper are presented in Section 4.3 where we define the modified conformal Hamiltonian $\mathcal{E}$ in Definition 4.1 and introduce our discretization in Equation (4.5). Our main result is formulated in Theorem 4.2 that states that our discretization is structure preserving. The measure preservation properties of our method are presented as Corollary 4.3. We then present some remarks on the implementation of the method in Section 4.4. Finally, we present numerical experiments in Section 5 and summarize our conclusions in Section 6. The paper also contains Appendix A with expressions of the second order terms of the power series expansions that are relevant for the numerical experiments of Section 5.

2 Conformally Hamiltonian systems

In this section we define conformally Hamiltonian systems and state their main properties. As explained in the introduction, in our terminology “conformally Hamiltonian” is equivalent to time-reparametrized Hamiltonian systems. The reader is warned the terminology “conformal Hamiltonian” and “conformally symplectic” appear in the literature with a completely different meaning (e.g. [32, 7] and others).

Throughout this section we work with conformally Hamiltonian systems on a general symplectic manifold $(P, \Omega)$. Later, in section 4 we will require $P = \mathbb{R}^{2n}$ and $\Omega = dq \wedge dp$.

2.1 Definition and main properties

Definition 2.1. Let $(P, \Omega)$ be a symplectic manifold. The vector field $X$ on $P$ is called conformally Hamiltonian if it satisfies

$$i_X \Omega = NdH$$

(2.1)
for functions $H, N \in C^\infty(P)$, where $N$ is strictly positive. We say that $H$ is the Hamiltonian and $N$ is the conformal factor.

In canonical coordinates $x = (q, p)$ the conformally Hamiltonian vector field $X$ defines the equations

\[
\frac{dq}{dt} = N(q, p) \frac{\partial H}{\partial p}(q, p), \quad \frac{dp}{dt} = -N(q, p) \frac{\partial H}{\partial q}(q, p).
\]

(2.2)

Let $Y$ denote the (canonically) Hamiltonian vector field with the same Hamilton function $H$, i.e. $i_Y \Omega = dH$. Then we have $X = NY$. The scaling of $X$ by $N^{-1}$ that turns it into a Hamiltonian vector field may be interpreted as a time reparametrization. In fact, the vector fields $X$ and $Y$ have the same trajectories and their flows only differ by the speed at which these trajectories are traversed. It is common to say that $X$ is Hamiltonian in the new time $\tau$ that is related to the original time $t$ by $dt = N(x) d\tau$, where $x \in P$.

We collect the main properties of conformally Hamiltonian systems in the following.

**Proposition 2.2.** Let $X$ be a conformally Hamiltonian vector field on the symplectic manifold $(P, \Omega)$, then

(i) the Hamiltonian $H$ is constant along the flow of $X$;

(ii) We have

\[
\mathcal{L}_X \Omega = dN \wedge dH,
\]

where $\mathcal{L}$ is the Lie derivative operator;

(iii) The volume form

\[
\mu = N^{-1} \Omega^n,
\]

is invariant under the flow of $X$, where $2n$ is the dimension of $P$.

**Proof.** For (i) note that (2.1) implies $dH(X) = N^{-1} \Omega(X, X) = 0$, by skew-symmetry of $\Omega$.

For (ii) we use the standard properties of the Lie derivative to compute

\[
\mathcal{L}_X \Omega = \mathcal{L}_{XY} \Omega = N \mathcal{L}_Y \Omega + dN \wedge i_Y \Omega = dN \wedge dH,
\]

since $\mathcal{L}_Y \Omega = 0$ because $Y$ is Hamiltonian.

For (iii) we use Cartan’s magic formula and the fact that $d\mu = 0$ to obtain

\[
\mathcal{L}_X \mu = d(i_X \mu) = d(i_X (N^{-1} \Omega^n)) = d(i_Y (\Omega^n)) = \mathcal{L}_Y \Omega^n = 0,
\]

where the last equality follows from Liouville’s Theorem. \qed

Items (i) and (ii) in the above proposition imply that the restriction of $X$ to the level sets of $H$ preserves the pull-back of the symplectic form $\Omega$ to these level sets, a property that also holds for Hamiltonian vector fields.

In order to show that the restriction of $X$ to a level set of $H$ coincides with the restriction of a true Hamiltonian vector field to this level set, we introduce the altered Hamilton function $K_E \in C^\infty(P)$ depending parametrically on $E \in \mathbb{R}$ by

\[
K_E(x) = N(x)(H(x) - E).
\]

(2.3)

We will sometimes find it convenient to denote $K_E(x) = K(x; E)$. Note that the zero level set of $K_E$ coincides with the $E$-level set of $H$.

Fix $E \in \mathbb{R}$ and denote by $X_{K_E}$ the corresponding Hamiltonian vector field. Namely, $X_{K_E}$ is characterised by the condition

\[
i_{X_{K_E}} \Omega = dK_E.
\]

(2.4)

**Proposition 2.3.** The vector fields $X$ and $X_{K_E}$ agree when restricted to the level set $\{H = E\}$ (or, equivalently, to the zero level set of $K_E$).
Proof. The claim follows from the relation
\[ N(x)dH(x) = dK_E(x), \]
which holds for all \( x \) in the level set in question, and the relations (2.1) and (2.4) that respectively define \( X \) and \( X_{KE} \).

As mentioned in the introduction, the consideration of the altered Hamiltonian \( K_E \) and its corresponding vector field \( X_{KE} \) is well-known [29] and is sometimes referred to as the Poincaré or (Darboux-) Sundman transformation.

Momentum maps and Noether’s Theorem Suppose that a Lie group \( G \) defines a Hamiltonian action on the symplectic manifold \((P, \Omega)\). This means that \( G \) acts by symplectomorphisms and there exists a momentum map
\[ J : M \to g^*, \]
where \( g \) is the Lie algebra of \( G \), satisfying
\[ dJ_\xi = i_{\xi_P} \Omega, \quad \text{for all } \xi \in g, \]
where \( J_\xi \in C^\infty(P) \) is defined as \( J_\xi(x) = \langle J(x), \xi \rangle \) and \( \xi_P \) is the vector field on \( P \) defined by the infinitesimal action of \( \xi \) on \( P \).

It is well-known that if \( H \in C^\infty(P) \) is \( G \)-invariant then \( J \) is constant along the flow of the Hamiltonian vector field \( Y = X_H \). This is commonly referred to as “Noether’s theorem”. The same property holds for the conformally Hamiltonian vector field \( X = NY \) since, as mentioned before, the trajectories of \( X \) and \( Y \) coincide.

3 Application in nonholonomic mechanics
Conformally Hamiltonian systems as defined by (2.1) arise in the study of certain nonholonomic systems with symmetry. Concretely, in the so-called \( G \)-Chaplygin systems, which have received wide attention in recent years (see e.g. [37, 27, 3, 8, 12, 11, 21] and others).

For these systems the Lie group \( G \) acts freely and properly on the configuration manifold \( M \) and its lift to \( TM \) leaves the Lagrangian and the constraints invariant. Moreover, the group orbits are assumed to be transversal and have complementary dimension to the allowed directions defined by the constraints at each point of the configuration space (see e.g. [27, 3] for precise definitions).

The reduced equations of a \( G \)-Chaplygin system take the form of an unconstrained forced mechanical system on the shape space \( Q = M/G \). In terms of the reduced Lagrangian \( L : TQ \to \mathbb{R} \) and in local coordinates one has
\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = F(q, \dot{q}), \]
(3.1)
for a certain force \( F(q, \dot{q}) \) that is gyroscopic: it does not do work along the motion. It in fact satisfies
\[ \langle F(q, \dot{q}), \dot{q} \rangle = 0, \]
where \( \langle \cdot, \cdot \rangle \) is the pairing between covectors and vectors. We refer the reader to [37, 27, 3] for details.

3.1 \( \phi \)-simple Chaplygin systems
Recently [20, 21], a remarkable class of \( G \)-Chaplygin systems was discovered which are conformally Hamiltonian. These are the so-called \( \phi \)-simple systems, which, according to the results of [20, 21], allow the following expression for the gyroscopic force \( F \):
\[ F(q, \dot{q}) = \left( \frac{\partial L}{\partial \dot{q}}, \dot{q} \right) \frac{\partial \phi}{\partial q} - \left( \frac{\partial \phi}{\partial q}, \dot{q} \right) \frac{\partial L}{\partial \dot{q}}, \]
(3.2)
for a certain function \( \phi \in C^\infty(Q) \). This form of the force \( F \) is invariant under changes of coordinates.
We now show that these systems are indeed conformally Hamiltonian. We begin by defining the standard Legendre transformation and Hamiltonian $\mathcal{H} \in C^\omega(T^*Q)$ by

$$m = \frac{\partial L}{\partial \dot{q}}(q,\dot{q}), \quad \mathcal{H}(q,m) = \langle m, \dot{q} \rangle - L(q,\dot{q}).$$

As usual, we assume that $L$ is hyper-regular so that the first of these equations may be inverted to express $\dot{q}$ as a function of $q,m$. Performing the usual chain rule calculations, and assuming that (3.2) holds, we rewrite equation (3.1) as the first order system

$$\dot{q} = \frac{\partial \mathcal{H}}{\partial m}(q,m), \quad \dot{m} = -\frac{\partial \mathcal{H}}{\partial q}(q,m) + \left( m, \frac{\partial \mathcal{H}}{\partial m}(q,m) \right) \frac{\partial \phi}{\partial q},$$

which is equivalent to

$$\dot{q} = \frac{\partial \mathcal{H}}{\partial m}(q,m), \quad \exp(-\phi(q)) \frac{d}{dt} (\exp(\phi(q)) m) = -\frac{\partial \mathcal{H}}{\partial q}(q,m) + \left( m, \frac{\partial \mathcal{H}}{\partial m}(q,m) \right) \frac{\partial \phi}{\partial q} \quad (3.3)$$

We now introduce the rescaled momenta $p$ and Hamiltonian $H(q,p)$ by

$$p = \exp(\phi(q)) m, \quad H(q,p) = \mathcal{H}(q,\exp(-\phi(q)) p).$$

By the chain rule we have

$$\frac{\partial H}{\partial q}(q,p) = \frac{\partial \mathcal{H}}{\partial q}(q,m) - \left( \frac{\partial \mathcal{H}}{\partial m}(q,m) , m \right) \frac{\partial \phi}{\partial q},$$

$$\frac{\partial H}{\partial p}(q,p) = \exp(-\phi(q)) \frac{\partial \mathcal{H}}{\partial m}(q,m).$$

Therefore, Equations (3.3) may be rewritten as the conformally Hamiltonian system

$$\dot{q} = N(q) \frac{\partial H}{\partial p}(q,p), \quad \dot{p} = -N(q) \frac{\partial H}{\partial q}(q,p),$$

with conformal factor $N(q) = \exp(\phi(q))$.

**Example 3.1.** The nonholonomic particle considered in [1] is a test example for nonholonomic mechanics. It concerns the motion of a particle in $\mathbb{R}^3$ subject to the constraint

$$\dot{x} = y, \quad \dot{y} = x (3.4)$$

We assume that the Lagrangian of the system is of the form

$$\mathcal{L} = \frac{1}{2} (\dot{x}^2 + \dot{y}^2 + \dot{z}^2) - U(x,y),$$

where $U(x,y)$ is some potential. The Lagrange-d’Alembert principle leads to the equations of motion

$$\dot{x} = -\frac{\partial U}{\partial x} - \lambda y, \quad \dot{y} = -\frac{\partial U}{\partial y}, \quad \dot{z} = \lambda,$$

where $\lambda$ is a Lagrange multiplier. Differentiating the constraint (3.4) leads to $\dot{\lambda} = \dot{z} = y$, and so, the equations of motion may be written as

$$(1 + y^2) \dot{x} = -y \dot{y} - \frac{\partial U}{\partial x}, \quad \dot{y} = -\frac{\partial U}{\partial y},$$

(3.6)

Together with the constraint equation (3.4), Equations (3.6) are the reduced equations which, as we will now show, have the form anticipated by (3.1). The symmetry group is $G = \mathbb{R}$ acting by translations on $z$ and the shape space $Q = \mathbb{R}^2$ with coordinates $(x,y)$.
The reduced Lagrangian \( L : TQ \to \mathbb{R} \) is obtained by substituting the constraint (3.4) into the Lagrangian \( \mathcal{L} \) given by (3.5). One gets

\[
L(x, y, \dot{x}, \dot{y}) = \frac{1}{2} ((1 + y^2)\dot{x}^2 + \dot{y}^2) - U(x, y). \tag{3.7}
\]

Its Euler-Lagrange expression is

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = \left( (1 + y^2)\ddot{x} + 2y\dot{x}\dot{y} + \frac{\partial U}{\partial x} \right),
\]

Hence the equations of motion (3.6) are indeed of the form (3.1) with the gyroscopic force term given by

\[
F(x, y, \dot{x}, \dot{y}) = \begin{pmatrix} y\dot{x}\dot{y} \\ -y\dot{x}^2 \end{pmatrix}.
\]

A direct calculation shows that \( F \) may be expressed in the form (3.2) with

\[
\phi(x, y) = -\frac{1}{2} \ln(1 + y^2).
\]

Proceeding as in Section 3.1, we define the momenta and Hamiltonian

\[
m_x = (1 + y^2)\dot{x}, \quad m_y = \dot{y},
\]

\[
\mathcal{H}(x, y, m_x, m_y) = \frac{1}{2} \left( \frac{m_x^2}{1 + y^2} + m_y^2 \right) + U(x, y).
\]

Next we define the rescaled momenta

\[
p_x = \frac{m_x}{\sqrt{1 + y^2}}, \quad p_y = \frac{m_y}{\sqrt{1 + y^2}},
\]

and the Hamiltonian in these new variables

\[
H(x, y, p_x, p_y) = \frac{1}{2} \left( p_x^2 + (1 + y^2)p_y^2 \right) + U(x, y).
\]

The analysis in Section 3.1 guarantees that the equations of motion may be written in conformally Hamiltonian form

\[
\dot{x} = \frac{1}{\sqrt{1 + y^2}} \frac{\partial H}{\partial p_x}, \quad \dot{y} = \frac{1}{\sqrt{1 + y^2}} \frac{\partial H}{\partial p_y},
\]

\[
\dot{p}_x = -\frac{1}{\sqrt{1 + y^2}} \frac{\partial H}{\partial x}, \quad \dot{p}_y = -\frac{1}{\sqrt{1 + y^2}} \frac{\partial H}{\partial y},
\]

with conformal factor

\[
N(y) = \frac{1}{\sqrt{1 + y^2}}.
\]

Explicitly, we have

\[
\dot{x} = \frac{p_x}{\sqrt{1 + y^2}}, \quad \dot{y} = \sqrt{1 + y^2}p_y,
\]

\[
\dot{p}_x = -\frac{1}{\sqrt{1 + y^2}} \frac{\partial U}{\partial x}, \quad \dot{p}_y = -\frac{1}{\sqrt{1 + y^2}} \left( y p_y^2 + \frac{\partial U}{\partial y} \right). \tag{3.8}
\]

Note that the group \( \mathbb{R} \) defines a Hamiltonian action on \( T^*\mathbb{R}^2 \) by translations of \( x \). If the potential \( U \) is independent of \( x \) then so is the Hamiltonian \( H \) and the corresponding momentum \( p_x \) is preserved by the flow as predicted by the discussion in Section 2.1.

The altered Hamilton function \( K_E \) is given by

\[
K_E(x, y, p_x, p_y) = \frac{1}{\sqrt{1 + y^2}} \left( \frac{1}{2} \left( p_x^2 + (1 + y^2)p_y^2 \right) + U(x, y) - E \right).
\]
The corresponding Hamiltonian vector field $X_{K_E}$ is defined by a set of equations which coincide with the system (3.8), except for the equation for $p_y$ which takes the form

$$p_y = -\frac{1}{\sqrt{1 + y^2}} \left( y p_y^2 + \frac{\partial U}{\partial y} \right) + (H(x, y, p_x, p_y) - E) \frac{y}{(1 + y^2)^{3/2}}.$$

Other examples of $\phi$-simple nonholonomic systems are the multi-dimensional generalizations of the Veselova problem (with special inertia tensor) treated in [12, 13], the rubber Routh sphere [19], and the motion of an axisymmetric rigid body that rolls without slipping or spinning over a sphere that is fixed in an inertial plane [20].

4 Structure preserving discretization

This section contains the main results of the paper. We will construct a discretization of (2.2) based on a symplectic discretization of the Hamiltonian system corresponding to the altered Hamiltonian $K_E(q, p) = \mathcal{N}(q, p)(H(q, p) - E)$ from Proposition 2.3, where the parameter $E$ will be adjusted according to the initial condition. This approach is reminiscent of [22, 35] and in particular [16], but we propose a more refined strategy to pick the value of $E$, which will give our integrator a clear geometric structure.

The section is organized as follows. First we will recall some well-known facts on symplectic integrators and modified equations in Section 4.1. We then review the construction of [22, 35, 16] in detail in Section 4.2. Our discretization and main results are given in Section 4.3. We prove that our discrete scheme is very nearly interpolated by a conformally Hamiltonian vector field in Theorem 4.2 and state its measure preservation properties in Corollary 4.3. Finally, we discuss some aspects of the implementation of our method in Section 4.4.

For the rest of the paper we will assume that the symplectic manifold $P$ in Definition 2.1 equals $P = \mathbb{R}^{2n} = T^*Q$ where $Q = \mathbb{R}^n$, and $\Omega$ is the canonical symplectic form $\Omega = dq \wedge dp$ where $x = (q, p) \in \mathbb{R}^n \times \mathbb{R}^n$ are global linear coordinates.

4.1 Symplectic integrators and modified equations

First we review some well-known concepts in geometric integration. Our presentation is limited to what we need in the present work. For a more exhaustive treatment of this topic we refer to [24, 28].

A consistent numerical integrator associates to a vector field $f(x)\partial_x$ on $P$ a map $\Psi_h : P \to P$ parametrized by a small step size $h > 0$ and satisfying

$$\forall x \in P : \quad \Psi_h(x) = x + hf(x) + O(h^2).$$

Consistent refers to the fact that the first order term $f(x)$ matches the vector field. If the map $\Psi_h$ preserves the symplectic form,

$$\Psi_h^*\Omega = \Omega,$$

when the integrator is applied to a Hamiltonian vector field, then the integrator is called symplectic. There are significant benefits to using symplectic integrators for the numerical approximation of Hamiltonian systems, such as the long-time near-conservation of the energy.

Symplectic integrators via variational integrators. An effective way to construct symplectic integrators uses the Lagrangian description of mechanics. One of its advantages is that it makes no assumptions on the structure of the Lagrangian, whereas some common symplectic methods require the Hamiltonian to be separable, i.e. of the form $H(q, p) = K(p) + U(q)$. We will use this approach for the examples in Section 5.

Assume that the Hamiltonian $H : T^*Q \to \mathbb{R}$ is nodegenerate, i.e. the Hessian matrix $H_{pp}(q, p)$ is everywhere invertible, then by Legendre transformation we obtain a Lagrange function $L : TQ \to \mathbb{R}$, such that solutions $(q, p) : [0, T] \to T^*Q$ to the Hamiltonian system project to the stationary curves $q : [0, T] \to Q$ for the action functional

$$S[q] = \int_0^T L(q(t), \dot{q}(t)) \, dt.$$
Consider the **principal action** or **exact discrete Lagrangian**

\[ L_{\text{exact}}(q_0, q_1, T) = \int_0^T L(q(t), \dot{q}(t)) \, dt, \]

where \( q(t) \) in the right hand side is the unique stationary curve satisfying \( q(0) = q_0 \) and \( q(T) = q_1 \). A **variational integrator** is defined by an approximation \( L_d : Q \times Q \times \mathbb{R} \rightarrow Q \times Q \times \mathbb{R} \) of the exact discrete Lagrangian,

\[ L_d(q_0, q_1, h) = L_{\text{exact}}(q_0, q_1, h) + \mathcal{O}(h^2) \]

as the step size \( h \) tends to zero. (Note that \( L_{\text{exact}}(q_0, q_1, h) = \mathcal{O}(h) \), so the \( \mathcal{O}(h^2) \) simply indicates that \( L_d(q_0, q_1, h) \) and \( L_{\text{exact}}(q_0, q_1, h) \) agree at leading order.) We then look for discrete curves \( (q_0, q_1, \ldots, q_n) \) that are stationary points of the discrete action

\[ S_d(q_0, q_1, \ldots, q_n, h) = \sum_{j=1}^n L_d(q_{j-1}, q_j, h). \]

Such discrete curves are characterized by the equations

\[ \frac{\partial}{\partial q_j} L_d(q_{j-1}, q_j, h) + \frac{\partial}{\partial q_j} L_d(q_j, q_{j+1}, h) = 0, \quad j = 1, \ldots, n - 1. \]

On solutions of this second order difference equation we can define the momentum

\[ p_j = \frac{\partial}{\partial q_j} L_d(q_{j-1}, q_j, h) = - \frac{\partial}{\partial q_j} L_d(q_j, q_{j+1}, h). \]

The map \( \Psi_h : T^*Q \rightarrow T^*Q : (q_j, p_j) \mapsto (q_{j+1}, p_{j+1}) \) defined by the above equations is well-known to be symplectic. Hence variational integrators are (equivalent to) symplectic integrators.

**Modified equations.** Symplectic integrators nearly conserve energy over long timescales. If the system has symmetries which are respected by the discretization, the same is true for the corresponding Noether integrals. This excellent numerical behavior can be explained using the concept of **modified equations**. This is an example of backward error analysis: instead of directly trying to measure the discretization error, we look for a modification of the continuous system that would have been discretized exactly.

To derive the modified equation, suppose that \( x(t) = (q(t), p(t)) \) is a continuous curve interpolating discrete solutions,

\[ x(t+h) = \Psi_h(x(t)). \]

By Taylor expansion we can write this in terms of \( x \) and its derivatives at time \( t \) only:

\[ x + h \dot{x} + \frac{h^2}{2} \ddot{x} + \ldots = x + hd_1(x) + h^2 d_2(x) + \ldots, \]

where the first order term \( d_1 \) coincides with the right hand side of the original ODE if the integrator is consistent. In the first order we find \( \dot{x} = d_1(x) + \mathcal{O}(h) \), which we can use to simplify the series expansion to

\[ h \dot{x} + \frac{h^2}{2} d_1'(x)d_1(x) = hd_1(x) + h^2 d_2(x) + \mathcal{O}(h^2), \]

hence

\[ \dot{x} = d_1(x) + h \left( d_2(x) - \frac{1}{2} d_1'(x)d_1(x) \right) + \mathcal{O}(h^2). \]

Proceeding iteratively we find a differential equation where the right hand side is a power series in \( h \):

\[ \dot{x} = f_0(x) + hf_1(x) + h^2 f_2(x) + \ldots \]

with \( f_0 = d_1, f_1 = d_2(x) - \frac{1}{2} d_1'(x)d_1(x), \ldots. \) This is the **modified equation** for \( \Psi_h \). Formally, solutions to the modified equation interpolate iterations of \( \Psi_h \). We say “formally” because the power series in the modified equation usually does not converge. Error bounds can nevertheless be obtained from it by
truncating the power series at a suitable point and estimating the truncation error. For instance, solutions to the truncated modified equation \( \dot{x} = f_0(x) + hf_1(x) + \ldots + h^2 f_2(x) \) satisfy \( \Psi_h(x(t)) = x(t+h) + \mathcal{O}(h^3) \).

A fundamental property of symplectic integrators is that when applied to a Hamiltonian system, the resulting modified equation is again Hamiltonian: there exists a modified Hamiltonian \( H_{\text{mod}}(x; h) \), which is also a power series in \( h \), such that

\[
\Psi(x(0), E) = x(t) + \mathcal{O}(h^3).
\]

Just like the modified equation, we cannot expect the power series \( H_{\text{mod}}(x; h) \) to converge, even for small \( h \). However, up to a truncation error of arbitrarily high order in \( h \), the modified Hamiltonian is a conserved quantity.

4.2 Previous discretization of conformally Hamiltonian systems

The discretization of a conformally Hamiltonian system

\[
\begin{align*}
\frac{dq}{dt} &= N(q, p) \frac{\partial H}{\partial p}(q, p), \\
\frac{dp}{dt} &= -N(q, p) \frac{\partial H}{\partial q}(q, p),
\end{align*}
\]

that was obtained in previous works [22, 35, 16] relies on the application of a symplectic integrator to the altered system

\[
\begin{align*}
\frac{dq}{dt} &= \frac{\partial K_E}{\partial p}(q, p), \\
\frac{dp}{dt} &= -\frac{\partial K_E}{\partial q}(q, p),
\end{align*}
\]

which has a Hamiltonian structure and where the altered Hamiltonian \( K_E \) is defined by (2.3).

Let us denote such symplectic integrator by \( \Psi_{h, E} \) emphasizing the dependence of the altered system on the parameter \( E \) (and where \( h \) is the time step as before). For each pair \( (h, E) \) we have a map

\[
\Psi_{h, E} : \mathbb{R}^{2n} \to \mathbb{R}^{2n} : (q_j, p_j) \mapsto (q_{j+1}, p_{j+1}).
\]

Given an initial condition \((q_0, p_0)\) for the system (4.1), the discretization proposed in [22, 35, 16] is the map \( \Psi_{h, E_0} \) where \( E_0 = H(q_0, p_0) \).

4.3 Structure preserving discretization of conformally Hamiltonian systems

The main contribution of this paper is to improve the discretization of the previous section by refining the choice of \( E = E_0 \) in \( \Psi_{h, E} \) with a more sophisticated one \( E = \mathcal{E}(q_0, p_0) \) that carries information about the symplectic integrator \( \Psi \) and its backward error analysis. We now proceed to explain how this is done.

First consider the modified Hamiltonian corresponding to \( \Psi_{h, E} \), depending parametrically on \( E \),

\[
K_{\text{mod}}(q, p; h, E) = K_E(q, p) + hK_1(q, p; E) + h^2 K_2(q, p; E) + \ldots.
\]

We call \( K_{\text{mod}} \) the modified altered Hamiltonian. Since \( K_{\text{mod}} \) is defined as a formal power series, we will often work with its truncation,

\[
K_{\text{mod}}^{(n)}(q, p; h, E) = K_E(q, p) + hK_1(q, p; E) + \ldots + h^n K_n(q, p; E),
\]

to make sure we have a well-defined function. The central object in our construction is defined below.

**Definition 4.1.** The modified conformal Hamiltonian is the formal power series

\[
\mathcal{E}(q, p; h) = H(q, p) + h\mathcal{E}_1(q, p) + h^2 \mathcal{E}_2(q, p) + \ldots
\]

defined implicitly by

\[
K_{\text{mod}}(q, p; h, \mathcal{E}(q, p; h)) = 0.
\]
The existence of $\mathcal{E}$ is guaranteed by the implicit function theorem, which generalizes to formal power series by proceeding iteratively from leading order to higher orders. Indeed, for $h = 0$ the map $\Psi_{0,E}$ is the identity transformation in $\mathbb{R}^{2n}$ which is interpolated by the trivial flow of the Hamiltonian $K_{\text{mod}} = 0$, which is obtained by putting $\mathcal{E}(q, p; 0) = H(q, p)$. Moreover, we have

$$\frac{\partial K_{\text{mod}}}{\partial \mathcal{E}}(q, p; 0, H(q, p)) = \frac{\partial K_E}{\partial \mathcal{E}}(q, p) = -\mathcal{N}(q, p) \neq 0.$$  

Hence, the assumptions of the implicit function theorem are satisfied.

The truncation after order $\ell$ of the modified conformal Hamiltonian will be denoted by

$$\mathcal{E}^{(\ell)}(q, p; h) = H(q, p) + h\mathcal{E}_1(q, p) + \cdots + h^\ell \mathcal{E}_\ell(q, p),$$

and satisfies

$$K^{(\ell)}_{\text{mod}}(q, p; h, \mathcal{E}^{(\ell)}(q, p; h)) = O(h^{\ell+1}).$$

Our proposed discretization of the conformally Hamiltonian system (4.1) is given by the maps $\Phi^{(\ell)}_h: \mathbb{R}^{2n} \to \mathbb{R}^{2n}$, defined by

$$\Phi^{(\ell)}_h(q, p) = \Psi_{h, E^{(\ell)}(q, p; h)}(q, p),$$

for $\ell \in \mathbb{N}$. These maps depend on the modified conformal Hamiltonian and the parameter $\ell$ denotes the order to which it is calculated. Note that if the symplectic integrator $\Psi_{h, E}$ is a consistent integrator, then so is $\Phi^{(\ell)}_h$.

In view of (4.3) we notice that for $\ell = 0$ our discretization $\Phi^{(0)}_h$ coincides with the one proposed in [22, 35, 16] and described in Section 4.2. We will show that by virtue of the higher order terms, the integrator $\Phi^{(\ell)}_h$ is very nearly interpolated by the flow of a conformally Hamiltonian system and, as a consequence, it very nearly preserves a smooth measure. These are our main results which are rigorously formulated in Theorem 4.2 and Corollary 4.3 below. Before stating these results precisely, we give a purely formal sketch of the situation.

For the time being we ignore that the power series (4.2), (4.3), defining the modified quantities, usually do not converge. Then we could construct our discretization without any truncations. Let us denote this fictional method by $\Phi^{(\infty)}_h$. Then, the numerical solution defined by $\Phi^{(\infty)}_h$ with initial conditions $(q_0, p_0)$ is exactly interpolated by a solution to the Hamiltonian vector field with Hamiltonian $K_{\text{mod}}(q, p; h, E_0)$, where $E_0 = \mathcal{E}(q_0, p_0; h)$. However, on the level set $M = \{(q, p) \in \mathbb{R}^{2n} \mid \mathcal{E}(q, p; h) = E_0\}$ this Hamiltonian vector field coincides with the vector field of a conformally Hamiltonian system. Indeed, by differentiating (4.4) implicitly with respect to $q$ and $p$ respectively, we find

$$\frac{\partial K_{\text{mod}}}{\partial q}(q, p; h, \mathcal{E}(q, p; h)) = -\frac{\partial K_{\text{mod}}}{\partial \mathcal{E}}(q, p; h, \mathcal{E}(q, p; h)) \frac{\partial \mathcal{E}}{\partial q}(q, p; h),$$

$$\frac{\partial K_{\text{mod}}}{\partial p}(q, p; h, \mathcal{E}(q, p; h)) = -\frac{\partial K_{\text{mod}}}{\partial \mathcal{E}}(q, p; h, \mathcal{E}(q, p; h)) \frac{\partial \mathcal{E}}{\partial p}(q, p; h),$$

which upon evaluation on the level set $M$ yields

$$\frac{\partial K_{\text{mod}}}{\partial q}(q, p; h, E_0) = -\frac{\partial K_{\text{mod}}}{\partial \mathcal{E}}(q, p; h, E_0) \frac{\partial \mathcal{E}}{\partial q}(q, p; h),$$

$$\frac{\partial K_{\text{mod}}}{\partial p}(q, p; h, E_0) = -\frac{\partial K_{\text{mod}}}{\partial \mathcal{E}}(q, p; h, E_0) \frac{\partial \mathcal{E}}{\partial p}(q, p; h).$$

Hence, still ignoring convergence issues, we conclude that the numerical solution in question is interpolated by a solution to the conformally Hamiltonian system with (modified) Hamiltonian $\mathcal{E}$ and (modified) conformal factor $\mathcal{N}_{\text{mod}}(q, p; h)$ given by

$$\mathcal{N}_{\text{mod}}(q, p; h) = -\frac{\partial K_{\text{mod}}}{\partial \mathcal{E}}(q, p; h, E_0).$$

A rigorous statement in terms of truncations of these quantities is made in the theorem below (where we also argue that $\mathcal{N}_{\text{mod}}$ is strictly positive).
Theorem 4.2. Fix $\ell \in \mathbb{N}$. Our proposed discretization $\Phi_h^{(\ell)}$ of Equation (4.1) defined by (4.5) satisfies
\[
\Phi_h^{(\ell)}(q(t), p(t)) = (q(t + h), p(t + h)) + O(h^{\ell+2}),
\]
where $(q(t), p(t))$ is any solution of the system of differential equations
\[
\begin{align*}
\dot{q} &= -\frac{\partial K_{mod}^{(\ell)}}{\partial E}(q, p; h, \mathcal{E}^{(\ell)}(q, p; h)) \frac{\partial \mathcal{E}^{(\ell)}}{\partial p}(q, p; h), \\
\dot{p} &= \frac{\partial K_{mod}^{(\ell)}}{\partial E}(q, p; h, \mathcal{E}^{(\ell)}(q, p; h)) \frac{\partial \mathcal{E}^{(\ell)}}{\partial q}(q, p; h).
\end{align*}
\]  
(4.8)

Moreover, the above system is conformally Hamiltonian for sufficiently small $h$.

In other words, the conformally Hamiltonian equation (4.8) can be considered as a truncated modified equation for our discretization (4.5).

Proof. First note that Equations (4.8) indeed have the structure of a conformally Hamiltonian system: the Hamilton function is $\mathcal{E}^{(\ell)}(q, p; h)$ and the conformal factor is
\[
\mathcal{N}_{mod}^{(\ell)}(q, p; h) = -\frac{\partial K_{mod}^{(\ell)}}{\partial E}(q, p; h, \mathcal{E}^{(\ell)}(q, p; h)).
\]  
(4.9)

We only need to show that this conformal factor is positive. For this we note that $K_{mod}^{(\ell)}(q, p; 0, E) = K_E(q, p) = N(q, p)(H(q, p) - E)$ and therefore $\mathcal{N}_{mod}^{(\ell)}(q, p; 0) = N(q, p) > 0$. Thus, by continuity, and possibly restricting $(q, p)$ to a compact subset of $\mathbb{R}^{2n}$, we conclude that $\mathcal{N}_{mod}^{(\ell)}(q, p; h)$ is indeed positive for small $h$.

Consider now a solution $(q(t), p(t))$ to Equation (4.8). Then by item (i) of Proposition 2.2, the modified conformal Hamiltonian $\mathcal{E}^{(\ell)}(q(t), p(t); h)$ is a constant, which we denote by $E_0$. Hence this solution $(q(t), p(t))$ satisfies
\[
\begin{align*}
\dot{q} &= -\frac{\partial K_{mod}^{(\ell)}}{\partial E}(q, p; h, E_0) \frac{\partial \mathcal{E}^{(\ell)}}{\partial p}(q, p; h), \\
\dot{p} &= \frac{\partial K_{mod}^{(\ell)}}{\partial E}(q, p; h, E_0) \frac{\partial \mathcal{E}^{(\ell)}}{\partial q}(q, p; h).
\end{align*}
\]

Comparing this to the formal power series equation (4.6), and truncating after the $h^\ell$-term, we see that $(q(t), p(t))$ satisfies
\[
\begin{align*}
\dot{q} &= \frac{\partial K_{mod}^{(\ell)}}{\partial p}(q, p; h, E_0) + O(h^{\ell+1}), \\
\dot{p} &= -\frac{\partial K_{mod}^{(\ell)}}{\partial q}(q, p; h, E_0) + O(h^{\ell+1}).
\end{align*}
\]

In other words, $(q(t), p(t))$ satisfies the modified equation for $\Phi_h^{(\ell)}$ with a defect of order $O(h^{\ell+1})$, which implies that the local error between it and the numerical solution is $O(h^{\ell+2})$. (Note that we can pass from $O(h^{\ell+1})$ in the differential equation to $O(h^{\ell+2})$ in the local error, because we consider solutions over a time interval of length $h$.)

Associated to the modified conformal factor (4.7) there is a modified measure $\mu_{mod}^{(\ell)} = N_{mod}^{-1}\Omega^n$. Once again this is a formal power series. We denote
\[
\mu_{mod}^{(\ell)} = \left(N_{mod}^{(\ell)}\right)^{-1}\Omega^n,
\]
where $N_{mod}^{(\ell)}$ is defined in Equation (4.9). The modified measure is very nearly conserved by our discretization.

Corollary 4.3. Over any fixed time interval $[0, T]$, our proposed discretization $\Phi_h^{(\ell)}$, $\ell \in \mathbb{N}$ preserves the modified measure $\mu_{mod}^{(\ell)}$ up to an error of order $O(h^{\ell+1})$ in the following sense: if $K \subset \mathbb{R}^{2n}$ is a compact set and $N \in \mathbb{N}$ is such that $Nh \in [0, T]$, then
\[
\int_{(\Phi_h^{(\ell)})^N(k)}^{(\Phi_h^{(\ell)})^N(k)} \mu_{mod}^{(\ell)} = \int_K \mu_{mod}^{(\ell)} + O(h^{\ell+1}).
\]
Proof. Let $\phi^{(t)}_\ell$ be the flow of conformally Hamiltonian equation (4.8) over a time interval of length $t$. By Theorem 4.2, the discrete map satisfies $\Phi^{(t)}_h(q, p) = \phi^{(t)}_\ell(q, p) + \mathcal{O}(h^{t+2})$. As the flow of a conformally Hamiltonian system, $\phi^{(t)}_\ell$ preserves the corresponding measure: $(\phi^{(t)}_\ell)^* \mu^{(t)}_{\text{mod}} = \mu^{(t)}_{\text{mod}}$. It follows that

$$
\int_K (\Phi^{(t)}_h)^* \mu^{(t)}_{\text{mod}} - \int_K \mu^{(t)}_{\text{mod}} = \int_K (\phi^{(t)}_\ell + \mathcal{O}(h^{t+2}))^* \mu^{(t)}_{\text{mod}} - \int_K \mu^{(t)}_{\text{mod}} = \mathcal{O}(h^{t+2}),
$$

for any compact domain $K$. (Compactness ensures that the $\mathcal{O}$-term can be pulled out of the integral.) Hence for all $N \in \mathbb{N}$ such that $Nh \in [0, T]$ there holds

$$
\int_K \left( (\Phi^{(t)}_h)^N \right)^* \mu^{(t)}_{\text{mod}} - \int_K \mu^{(t)}_{\text{mod}} = \sum_{j=1}^N \left[ \int_K \left( (\Phi^{(t)}_h)^j \right)^* \mu^{(t)}_{\text{mod}} - \int_K \mu^{(t)}_{\text{mod}} \right] = \sum_{j=1}^N \left[ \int_{\Omega_{j-1}(K)} (\Phi^{(t)}_h)^j \mu^{(t)}_{\text{mod}} - \int_{\Omega_{j}(K)} \mu^{(t)}_{\text{mod}} \right] = \sum_{j=1}^N \mathcal{O}(h^{t+2}) = \mathcal{O}(h^{t+1}).
$$

\[ \square \]

4.4 Implementation of the integrator

The definition of the map $\Phi^{(t)}_h$ requires an evaluation of the modified conformal Hamiltonian $\mathcal{E}$. In practice, it may be convenient to calculate it only once on the initial values $(q_0, p_0)$ and use $\Psi_{h, \mathcal{E}}$ with $\mathcal{E} = \mathcal{E}(q_0, p_0)$ for all steps. This avoids the potentially expensive calculation of $\mathcal{E}$ at each step in time. Since $\mathcal{E}$ is the conformal Hamiltonian from Theorem 4.2, it is conserved up to a local error of order $\mathcal{O}(h^{t+2})$. Therefore the results of Theorem 4.2 and Corollary 4.3 also apply to $\Psi_{h, \mathcal{E}^{(t)}(q_0, p_0)}$. In particular, $\Psi_{h, \mathcal{E}^{(t)}(q_0, p_0)}$ is measure preserving up to an error of order $\mathcal{O}(h^{t+1})$ over a fixed time interval. In the numerical experiments presented below, we use $\Psi_{h, \mathcal{E}^{(t)}(q_0, p_0)}$. In a slight abuse of notation we will keep writing $\Phi^{(t)}_h$ to reference the nearly identical map $\Psi_{h, \mathcal{E}^{(t)}(q_0, p_0)}$.

To close this section, we present Table 4.1 with a summary of the different Hamilton functions that occur in our construction.

| Eqn. | Notation | Name | Equations of motion |
|------|----------|------|---------------------|
| (2.1) | $H$ | Conformal Hamiltonian | $i\chi_\Omega = N dH$ |
| (2.3) | $K_E = N(H - E)$ | Altered Hamiltonian | $i\chi_\Omega = dK_E$ on $\{K_E = 0\}$ |
| (4.2) | $K_{\text{mod}}$ | Modified altered Hamiltonian | $i\chi_{\text{mod}} \Omega = dK$ on $\{K_{\text{mod}} = 0\}$ |
| | $K^{(t)}_{\text{mod}}$ | Truncated modified altered Hamiltonian | |
| (4.3) | $\mathcal{E}$ | Modified conformal Hamiltonian | $i\chi_{\text{mod}} \Omega = N_{\text{mod}} d\mathcal{E}$ |
| | $\mathcal{E}^{(t)}$ | Truncated modified conformal Hamiltonian | |

Table 4.1: Overview of all relevant Hamiltonians
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5 Numerical experiments

We now apply our discretization to Example 3.1 of the nonholonomic particle. We first give an outline of its implementation using variational integrators in the presence of an arbitrary potential $U(x,y)$ in Section 5.1. We then present numerical results for the harmonic potential $U(x,y) = \frac{1}{2}(x^2 + y^2)$ in Section 5.2 and the free nonholonomic particle ($U(x,y) = 0$) in Section 5.3.

Whenever we write $\Phi_{h}(x)$ in this section, the numerical implementation uses $\Psi_{h,E}$ with $E = E_{\phi}(q_0, p_0)$ as explained in Section 4.4. The terms in the power series expansion of $K_{mod}$, $\ell$ and $N_{mod}$ that are necessary for our analysis were obtained using computer algebra in SageMath and the numerical experiments were implemented in python. All code is available at [39].

5.1 Geometric discretization of the nonholonomic particle

Consider the nonholonomic particle in a potential introduced in Example 3.1, with equations of motion (3.8). As explained in Section 3.1, the system is conformally Hamiltonian with Hamiltonian $H$ and conformal factor $N$ given by

$$H(x,y,p_x,p_y) = \frac{1}{2} \left(p_x^2 + (1 + y^2)p_y^2\right) + U(x,y), \quad N(y) = \frac{1}{\sqrt{1+y^2}}.$$  

The corresponding altered Hamiltonian is

$$K_{\phi}(x,y,p_x,p_y) = \frac{1}{\sqrt{1+y^2}} (H(x,y,p_x,p_y) - E).$$

Our method involves the construction of a symplectic integrator $\Psi_{h,E}$ for the altered system

$$\dot{x} = \frac{\partial K_{\phi}}{\partial p_x}, \quad \dot{y} = \frac{\partial K_{\phi}}{\partial p_y}, \quad \dot{p}_x = -\frac{\partial K_{\phi}}{\partial x}, \quad \dot{p}_y = -\frac{\partial K_{\phi}}{\partial y}. $$

We find it convenient to do this using variational integrators, as in Section 4.1. With this in mind we consider the Legendre transformation of $K_{\phi}$ above and introduce the altered Lagrangian

$$\Lambda_{\phi}(x,y,\dot{x},\dot{y}) = \frac{1}{\sqrt{1+y^2}} \left( \frac{1}{2} (1 + y^2) \dot{x}^2 + \frac{1}{2} y^2 - U(x,y) + E \right) = N(y) (L(x,y,\dot{x},\dot{y}) + E),$$

where the Lagrangian $L$ is given by (3.7). For the discrete Lagrangian we choose one of the following five combinations of midpoint (M) and trapezoidal (T) quadrature of the principal action $\int_0^1 \Lambda_{\phi} \, dt = \int_0^1 N(L+E) \, dt$:

$$\begin{align*}
\Lambda_M(x_0, y_0, x_1, y_1; E) &= N \left( \frac{y_0 + y_1}{2} \right) \left( L \left( \frac{x_0 + x_1}{2}, \frac{y_0 + y_1}{2}, \frac{x_1 - x_0}{h}, \frac{y_1 - y_0}{h} \right) + E \right), \\
\Lambda_{MT}(x_0, y_0, x_1, y_1; E) &= \frac{N(y_0) + N(y_1)}{2} \left( L \left( \frac{x_0 + x_1}{2}, \frac{y_0 + y_1}{2}, \frac{x_1 - x_0}{h}, \frac{y_1 - y_0}{h} \right) + E \right), \\
\Lambda_T(x_0, y_0, x_1, y_1; E) &= \frac{N(y_0) + N(y_1)}{2} \left( L \left( \frac{x_0 + x_1}{2}, \frac{y_0 + y_1}{2}, \frac{x_1 - x_0}{h}, \frac{y_1 - y_0}{h} \right) + E \right), \\
\Lambda_T(x_0, y_0, x_1, y_1; E) &= \frac{1}{2} N(y_0) \left( L \left( x_0, \frac{x_1 - x_0}{h}, \frac{y_1 - y_0}{h} \right) + E \right) + \frac{1}{2} N(y_1) \left( L \left( x_1, y_1, \frac{x_1 - x_0}{h}, \frac{y_1 - y_0}{h} \right) + E \right). 
\end{align*}$$

(5.1)
Figure 5.1: Evolution of a spherical cloud (black) of 5000 points with radius 0.3 at times 0, 2.75, ..., 13.75, projected to the \((x, p_x)\) and \((y, p_y)\) planes, using a high-accuracy method. The longer the time, the lighter the color.

It turns out that, for any potential \(U\), the modified altered Hamiltonians for these discretizations only contain terms of even order in \(h\):

\[
K_{\text{mod}}(q, p; h, E) = K_E(q, p) + h^2 K_2(q, p; E) + h^4 K_4(q, p; E) + \ldots.
\]

The reason for this is that the discretizations (5.1) are invariant under the transformation \((x_0, y_0) \leftrightarrow (x_1, y_1)\). As a consequence, the truncated modified altered Hamiltonians satisfy \(K_{\text{mod}}^{(2\ell+1)} = K_{\text{mod}}^{(2\ell)}\). The same holds for \(E\) and \(N_{\text{mod}}\), hence we have that

\[
\Phi_h^{(2\ell+1)} = \Phi_h^{(2\ell)}.
\]

Recall that throughout this section we use \(\Phi_h^{(\ell)}\) to denote the method \(\Psi_{h,E}\) with \(E = E^{(\ell)}(q_0, p_0)\), as explained in Section 4.4.

### 5.2 Nonholonomic particle in a harmonic potential

We present the results of the numerical experiments for the potential \(U(x, y) = \frac{1}{2}(x^2 + y^2)\). We first investigate measure preservation and energy behavior of the method \(\Phi_h^{(4)} = \Phi_h^{(5)}\), constructed for each of the five discretizations in (5.1). The results are presented in Sections 5.2.1 and 5.2.2. Our analysis requires the calculation of the fourth order expansion of the corresponding power series for \(K_{\text{mod}}, E\) and \(N_{\text{mod}}\). The second order terms are listed in Appendix A.1 while the third order terms vanish. We do not give explicit expressions of the fourth order terms because of their length, but these may be found in our code [39] (along with the computer algebra tools to derive them). Finally, in Section 5.2.3 we illustrate how the method \(\Phi_h^{(0)}\) used in [22, 35, 16] does not enjoy the nice measure preservation properties of \(\Phi_h^{(4)}\).

#### 5.2.1 Measure preservation

To investigate measure preservation numerically, we compute the trajectories of a point cloud using the map \(\Phi_h^{(4)}\), with step size \(h = 0.25\). The initial points lie on a 3-sphere centered around \((x, y, p_x, p_y) = (0, 0, 1, 1)\). An illustration of the evolution of such point cloud is given in Figure 5.1. From this figure we can clearly see that the flow is not symplectic with respect to \(\Omega = dx \wedge dp_x + dy \wedge dp_y\). If that were the case, the sum of the areas of the projections on the \((x, p_x)\) and \((y, p_y)\) planes would be constant. Note that there was no reason to expect a symplectic flow and that the lack of symplecticity does not imply anything about measure preservation.

We want to study the volume, with respect to the relevant measures, of the image of the ball bounded by this 3-sphere under the flow over time. In the top-left panel of Figure 5.2 we show the evolution of the volume of the convex hull enclosing the point cloud with respect to the measure \(\mu_0 = N^{-1}\Omega^2\). This is the measure preserved by the continuous system. We see that the reference (high-accuracy) solution nicely preserves this volume until about \(t = 20\). This is when the region of phase space that we are
Figure 5.2: Evolution of the volume of a spherical cloud of 120 points, arranged in a 600-cell, with radius 0.01 and centered around \((x, y, px, py) = (0, 0, 1, 1)\), using our proposed method \(\Phi_h(4)\) with time step \(h = 0.25\) for the five variational integrators in (5.1) and a high-accuracy reference solution. The volume is computed with respect to the measure indicated at the top of each graph.

Tracking starts to be non-convex, so by plotting the volume of the convex hull we overestimate the actual volume of the region. The numerical solutions, however, show an oscillating behaviour. This is because the discretizations do not preserve \(\mu_0\) but rather the modified measures \(N^{-1}_0 \Omega^2\), with densities given in terms of the modified conformal factor \(N^{mod}_{\Omega} = N + h^2 N_2\). The volume with respect to the next approximation, \(\mu^{(4)}_{mod} = (N^{(4)}_{mod})^{-1} \Omega^2\), is shown in the bottom panel of Figure 5.2. As expected, we see a decrease in the magnitude of the oscillations as the order \(\ell\) of \(\mu_{mod}^{(\ell)}\) increases. Note that, at least before \(t = 20\), the amplitude of the fluctuations on the last graph is about a factor of \(2 \cdot 10^{-4}\) of the initial volume. This is in agreement with Corollary 4.3 that predicts preservation of \(\mu_{mod}^{(4)} = \Phi_h(5)\) up to order \(h^6 \approx 2 \cdot 10^{-4}\).

5.2.2 Energy behavior

In Figure 5.3 we graph the various energy functions used in our algorithm and described in Table 4.1. As before, we use the map \(\Phi_h(4)\) with the same time step \(h = 0.25\) and initial condition \((x, y, px, py) = (0, 0, 1, 1)\). The numerical values of the original Hamiltonian \(H\) (top-left) oscillate close to its true value of 1. The altered Hamiltonian \(K_E\) with \(E = 1\) (top-right) shows a visually similar behavior, but the values are now close to 0, reflecting the fact that on the exact solution \(K_E\) is identically zero.

The modified altered Hamiltonian \(K_{mod}\) should be exactly preserved on the numerical solutions, up to a truncation error. The bottom-left panel of Figure 5.3 shows the truncation \(K_{mod}^{(4)} = K_{mod}^{(5)}\), so we expect an error of order \(h^6 \approx 2 \cdot 10^{-4}\). The graph indeed shows values of this order of magnitude and smaller. In the bottom-right panel of Figure 5.3 we plot the truncated modified conformal Hamiltonian \(E^{(4)} = E^{(5)}\). It exhibits oscillations of a similar size as \(K_{mod}\), which are invisible on the scale of this plot.
5.2.3 Comparison of our integrator $\Phi_h^{(4)}$ with the integrator $\Phi_h^{(0)}$ used in [22, 35, 16]

When we apply the measure preservation experiment described in Section 5.2.1 to the integrator $\Phi_h^{(0)}$, we lose the nice performance that was observed for $\Phi_h^{(4)}$. Indeed, in Figure 5.4 we plot the evolution under $\Phi_h^{(0)}$, with $h = 0.25$ as before, of the volume of the same test point cloud as before, with respect to the measures $\mu_0$, $\mu_\text{mod}^{(2)}$ and $\mu_\text{mod}^{(4)}$. In contrast with Figure 5.2, we observe large oscillations that do not seem to diminish with the order of approximation of the modified measure.

On the other hand, experiments show little difference in the performance of $\Phi_h^{(0)}$ and $\Phi_h^{(4)}$ when it comes to the error of approximation of the solutions and energy behavior. We suspect that the reason is that the solutions of the system are bounded, due to the presence of the harmonic potential, and hence the conformal factor $N$ is bounded away from zero along them. Therefore, since the altered Hamiltonian $K_E = N(H - E)$ is approximately conserved, we expect that the difference $H - E$ remains small. This good performance properties of $\Phi_h^{(0)}$ do not hold for the free nonholonomic particle treated below.

5.3 Free nonholonomic particle

In order to further illustrate the benefits of our integrator $\Phi_h^{(\ell)}$ with respect to the discretization $\Phi_h^{(0)}$ used in [22, 35, 16], we treat the nonholonomic particle in the absence of potential energy. The main difference with respect to the system with the harmonic potential treated in the previous section is that the conformal factor $N$ approaches zero as time grows along all solutions to the system for which $p_y^{(0)} \neq 0$. One may easily deduce this property from the equations of motion. Because of this feature of the system, taking $\ell > 0$ is not only relevant for measure preservation of $\Phi_h^{(\ell)}$ but it is also important in both the energy behavior and the overall numerical error, as we will see below.

In Figures 5.5 and 5.6 we graph numerical values of the Hamiltonians and the Euclidean norm of the error in position and momentum. In Figure 5.5 this is done with $\Phi_h^{(4)}$, whereas in Figure 5.6 we use $\Phi_h^{(0)}$. 

Figure 5.3: Application of $\Phi_h^{(4)}$ to the nonholonomic particle in a harmonic potential for each discretization in (5.1): overview of the numerical values of the different energy functions involved in the algorithm. The initial condition is $(x, y, p_x, p_y) = (0, 0, 1, 1)$ and the time step $h = 0.25$. 
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Figure 5.4: Evolution of the volume of a spherical cloud of 120 points, arranged in a 600-cell, with radius 0.01 and centered around \((x, y, p_x, p_y) = (0, 0, 1, 1)\), using the method \(\Phi_h^{(0)}\) proposed in [22, 35, 16] with time step \(h = 0.25\) for the five variational integrators in (5.1) and a high-accuracy reference solution. The volume is computed with respect to the measure indicated at the top of each graph.

In both cases we present the implementation of each of the five integrators in (5.1) with the same initial values and step size\(^2\). It is clear from the graphs that the fourth order method \(\Phi_h^{(4)}\) outperforms \(\Phi_h^{(0)}\) both in the energy behavior and numerical error.

In Figure 5.5 we see that for \(\Phi_h^{(4)}\) the modified altered Hamiltonian is very close to zero and the altered Hamiltonian seems to converge to zero as well. As a consequence, we see very little drift in the Hamiltonian \(H\). In contrast to the good energy behavior of \(\Phi_h^{(4)}\), Figure 5.6 shows that for \(\Phi_h^{(0)}\) the value of the modified altered Hamiltonian is not so close to zero and the altered Hamiltonians \(K_E = N(H - E)\) approach the same nonzero values. Since \(N\) converges to zero, the difference \(H - E\) grows leading to the observed drift in the Hamiltonian \(H\). This poor behavior seems to carry over to produce a faster growth in the error of the numerical approximation. The poor energy behavior of \(\Phi_h^{(0)}\) had already been reported in [16, Section 5.1].

6 Conclusions

We have introduced a discretization of the conformally Hamiltonian system (1.1) that is shown to be formally interpolated by the flow of a modified conformally Hamiltonian system, and in particular is measure preserving. Our discretization is implemented by applying a symplectic integrator to the altered system (1.2) where the parameter \(E\) is taken as the initial value of the modified conformal Hamiltonian \(\tilde{E}\) introduced in Definition 4.1. We have conducted numerical experiments to compare our approach with the one followed by previous references [22, 35, 16] where the parameter \(E\) in (1.2) is instead taken as the initial value of the Hamiltonian \(H\). Our numerical results show that our method outperforms the existing one in measure preservation, energy behavior and overall numerical error.

\(^{2}\)The implementation of \(\Phi_h^{(4)}\) requires the calculation of the fourth order truncation of \(\tilde{E}\). The second order terms \(\tilde{E}_2(q, p)\) for each discretization in (5.1) can be found in Appendix A.2 (where we also give the corresponding terms \(K_2\) and \(N_2\)). We do not present the fourth order terms because of their complexity but they may be found in our code [39].
Figure 5.5: Application of $\Phi^{(4)}_h$ to the free nonholonomic particle for each discretization in (5.1). Overview of the numerical values of the different energy functions involved in the algorithm and error norm of the solutions. The initial condition is $(x, y, p_x, p_y) = (0, 0, 1, 1)$ and the step size $h = 0.25$.

Figure 5.6: Application of $\Phi^{(0)}_h$ to the free nonholonomic particle for each discretization in (5.1): overview of the numerical values of the different energy functions involved in the algorithm and error norm of the solutions. The initial condition and the time step coincide with those of Figure 5.5.
Moreover, to the best of our knowledge, the application of our method to Hamiltonizable Chaplygin systems provides the first example of a measure preserving discretization of a measure preserving nonholonomic system.
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## A Second order terms used in the numerics

The truncation after the second order term of the modified altered Hamiltonian for each discretization in (5.1) takes the form

\[
K_{\text{mod}}^{(2)}(x,y,p_x,p_y;E) = \frac{1}{\sqrt{1+y^2}}(H(x,y,p_x,p_y) - E) + \hbar^2 K_2(x,y,p_x,p_y;E),
\]

where the function \( K_2 \) depends on the discretization and on the potential. Explicit expressions for \( K_2 \) for each discretization for the harmonic potential \( U(x,y) = \frac{1}{2}(x^2 + y^2) \) and the free nonholonomic particle \( U(x,y) = 0 \) are listed below in A.1 and A.2. Using these expressions we can determine the truncated modified conformal Hamiltonian

\[
E^{(2)}(x,y,p_x,p_y) = H(x,y,p_x,p_y) + \hbar^2 E_2(x,y,p_x,p_y),
\]

where the functions \( E_2 \), depending on the discretization, are also listed below. Finally, knowing \( E^{(2)} \) we can determine

\[
N_{\text{mod}}^{(2)}(x,y,p_x,p_y) = \frac{1}{\sqrt{1+y^2}} + \hbar^2 N_2(x,y,p_x,p_y).
\]

The specific form of \( N_2 \) depending on the discretization, can be found in A.1 and A.2 too. For both the harmonic and the free particle potentials we found that

\[
N_M^{(2)} = N_M^{(2)}; \quad N_T^{(2)} = N_T^{(2)}.
\]

In particular, we see that among these examples, \( N^{(2)} \) only depends on the discretization of the conformal factor \( N \). However, at higher orders also the discretization of the Lagrangian \( L \) plays a role: each of the five discretizations (5.1) leads to a different formula for \( N_{\ell} \) and hence for \( N^{(\ell)} \) for all \( \ell \geq 4 \).

The explicit expressions below were obtained using the SageMath software, with code that is available at [39]. The same code can also be used to obtain higher-order terms.

### A.1 In a harmonic potential

\[
(K_2)_M(x,y,p_x,p_y;E) = \frac{1}{96(y^2 + 1)^{3/2}}
\]

\[
\left( (3p_x^4 + 2p_x^2 - 1)y^6 + 2(2p_x^4 - (3p_x^2 - 6E - 4)p_x^2 - (3p_x^2 - 1)x^2 + p_x^2 - 2E - 2)y^4 
- (p_x^4 + p_x^2 + x^4 - 4Ex^2 + 2(2p_x^2 - 4E - 1)p_x^2 + 2(p_x^2 + 2p_x^2 - 2E)x^2 + 4E^2 + 8E + 4)y^2 
- 2p_x^4 + 2(p_x^2 - 2E - 2)p_x^2 + 2(p_x^2 - 2)x^2 - 4p_x^2 \right)
\]
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\[(K_2)_{MT}(x,y,p_x,p_y;E) = \frac{1}{96(y^2 + 1)^{3/2}} \left( (3p_x^2 + 14p_y^2 - 1)y^8 + 2(2p_x^4 - (9p_x^2 - 6E - 22)p_y^2 - (3p_y^2 - 1)x^2 + p_x^2 - 2E - 2)y^4 \\
- (p_x^4 + p_y^4 + x^4 - 4(E + 3)p_x^2 + 2(14p_x^2 - 4E - 19)p_y^2 + 2(p_x^2 + 2p_y^2 - 2E)x^2 + 4E^2 + 8E + 4)y^2 \\
- 2p_x^4 - 2(5p_x^2 + 2E - 4)p_y^2 + 2(p_y^2 - 2)x^2 + 8p_x^2 \right) \]

\[(K_2)_{TM}(x,y,p_x,p_y;E) = \frac{-1}{96(y^2 + 1)^{3/2}} \left( (9p_x^2 - 14p_y^2 + 1)y^6 + 2(7p_x^4 + (9p_x^2 + 6E - 7)p_y^2 - (3p_y^2 + 1)x^2 - p_x^2 + 2E + 2)y^4 \\
+ (p_x^4 + p_y^4 + x^4 - 4E)p_x^2 + 2(5p_x^2 + 2E + 2)p_y^2 + 2(p_x^2 - p_y^2 - 2E)x^2 + 4E^2 + 8E + 4)y^2 \\
- 4p_x^4 - 4(2p_x^2 + 2E - 1)p_y^2 + 4(p_y^2 + 1)x^2 + 4p_x^2 \right) \]

\[(K_2)_{TR}(x,y,p_x,p_y;E) = \frac{-1}{96(y^2 + 1)^{3/2}} \left( (9p_x^2 - 2p_y^2 + 1)y^6 + 24p_xp_yx^3 + 2(7p_x^4 + (3p_x^2 + 6E - 1)p_y^2 - (3p_y^2 + 1)x^2 - p_x^2 + 2E + 2)y^4 \\
+ (p_x^4 + p_y^4 + x^4 - 4E + 3)p_x^2 + 2(5p_x^2 + 2E - 4)p_y^2 + 2(p_x^2 - p_y^2 - 2E)x^2 + 4E^2 + 8E + 4)y^2 \\
- 4p_x^4 + 24p_xp_yx + 4(p_x^2 - 2E - 2)p_y^2 + 4(p_y^2 + 1)x^2 - 8p_x^2 \right) \]

\[(\varepsilon_2)_{M}(x,y,p_x,p_y) = \frac{2p_x^4y^4 + p_x^4y^2 + p_x^4y^2 - p_y^4 - y^4 - p_x^2 - p_y^2 - x^2 - y^2}{24(y^2 + 1)} \]

\[(\varepsilon_2)_{MT}(x,y,p_x,p_y) = \frac{2p_x^4y^4 - 3p_x^2p_y^2p_x^2 + 2p_x^2p_y^4 + 4p_x^4y^4 - 3p_x^2p_y^2 - p_y^4 + 6p_x^2y^2 - y^4 + 2p_x^2 + 2p_y^2 - x^2 - y^2}{24(y^2 + 1)} \]

\[(\varepsilon_2)_{TM}(x,y,p_x,p_y) = \frac{-4p_x^4y^4 + 6p_x^2p_y^2p_x^2 + 2p_x^2p_y^4 - 3p_x^2p_y^2 - p_y^4 + y^4 + p_x^2 + p_y^2 + x^2 + y^2}{24(y^2 + 1)} \]

\[(\varepsilon_2)_{TR}(x,y,p_x,p_y) = \frac{-4p_x^4y^4 + 9p_x^2p_y^2p_x^2 + 2p_x^2p_y^4 - 2p_y^4 - 6p_x^2y^2 + y^4 - 2p_x^2 - 2p_y^2 + x^2 + y^2}{24(y^2 + 1)} \]

\[(\varepsilon_2)_{T}(x,y,p_x,p_y) = \frac{-4p_x^4y^4 + 3p_x^2p_y^2p_x^2 + 2p_x^2p_y^4 + 2p_y^4 - 2p_y^4 + 6p_xp_yx + y^4 - 2p_x^2 - 2p_y^2 + x^2 + y^2}{24(y^2 + 1)} \]
\[(N_2)_M(x,y,p_x,p_y) = (N_2)_T(x,y,p_x,p_y) = -\frac{2}{24(y^2 + 1)^{\frac{3}{2}}} (p_x^2 - 1) y^2 - p_y^2\]

\[(N_2)_{TM}(x,y,p_x,p_y) = (N_2)_{TR}(x,y,p_x,p_y) = (N_2)_T(x,y,p_x,p_y) = \frac{2}{12(y^2 + 1)^{\frac{3}{2}}}(2p_x^2 + 1) y^2 - p_y^2\]

### A.2 For the free nonholonomic particle

\[(K_2)_M(x,y,p_x,p_y;E) = \frac{1}{96(y^2 + 1)^{\frac{3}{2}}} \left(3p_y^4y^6 + 2(2p_x^4 - 3(p_x^2 - 2E)p_y^2) y^4 - 2p_x^4 + 2(p_x^2 - 2E)p_y^2\right) - (p_x^4 + p_y^4 - 4Ep_x^2 + 4(p_x^2 - 2E)p_y^2 + 4E^2) y^2\]

\[(K_2)_{MT}(x,y,p_x,p_y;E) = \frac{1}{96(y^2 + 1)^{\frac{3}{2}}} \left(3p_y^4y^6 + 2(2p_x^4 - 3(p_x^2 - 2E)p_y^2) y^4 - 2p_x^4 - 2(5p_x^2 + 2E)p_y^2\right) - (p_x^4 + p_y^4 - 4Ep_x^2 + 4(7p_x^2 - 2E)p_y^2 + 4E^2) y^2\]

\[(K_2)_{TM}(x,y,p_x,p_y;E) = \frac{1}{96(y^2 + 1)^{\frac{3}{2}}} \left(9p_y^4y^6 + 2(7p_x^4 + 3(3p_x^2 + 2E)p_y^2) y^4 - 4p_x^4 - 8(p_x^2 + E)p_y^2\right) + (p_x^4 + p_y^4 - 4Ep_x^2 + 2(5p_x^2 + 2E)p_y^2 + 4E^2) y^2\]

\[(K_2)_{TR}(x,y,p_x,p_y;E) = \frac{1}{96(y^2 + 1)^{\frac{3}{2}}} \left(9p_y^4y^6 + 2(7p_x^4 + 3(5p_x^2 + 2E)p_y^2) y^4 - 4p_x^4 + 4(p_x^2 - 2E)p_y^2\right) + (p_x^4 + p_y^4 - 4Ep_x^2 + 2(17p_x^2 + 2E)p_y^2 + 4E^2) y^2\]

\[(K_2)_T(x,y,p_x,p_y;E) = \frac{1}{12}p_y^4y^4 - \frac{1}{24}p_y^2\]

\[(\mathcal{E}_2)_{M}(x,y,p_x,p_y) = \frac{1}{12}p_y^4y^4 - \frac{1}{24}p_y^2\]

\[(\mathcal{E}_2)_{MT}(x,y,p_x,p_y) = \frac{1}{12}p_y^4y^4 - \frac{1}{8}p_y^2p_x^2 - \frac{1}{24}p_y^2\]

\[(\mathcal{E}_2)_{TM}(x,y,p_x,p_y) = \frac{4p_y^4y^4 - 3p_y^2p_x^2 - 2p_y^2 + 2(3p_y^2p_x^2 + p_x^4)}{24(y^2 + 1)} y^2\]

\[(\mathcal{E}_2)_{TR}(x,y,p_x,p_y) = \frac{4p_y^4y^4 - 2p_y^2 + (9p_y^2p_x^2 + 2p_x^4)}{24(y^2 + 1)} y^2\]

\[(\mathcal{E}_2)_{T}(x,y,p_x,p_y) = \frac{4p_y^4y^4 - 2p_y^2 + (3p_y^2p_x^2 + 2p_x^4)}{24(y^2 + 1)} y^2\]

\[(N_2)_{M}(x,y,p_x,p_y) = (N_2)_{MT}(x,y,p_x,p_y) = \frac{2}{24(y^2 + 1)^{\frac{3}{2}}}(2p_x^2 + 1) y^2 - p_y^2\]

\[(N_2)_{TM}(x,y,p_x,p_y) = (N_2)_{TR}(x,y,p_x,p_y) = (N_2)_{T}(x,y,p_x,p_y) = \frac{2}{12(y^2 + 1)^{\frac{3}{2}}}(2p_x^2 + 1) y^2 - p_y^2\]
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