Abstract. Convection-diffusion equations arise in a variety of applications such as particle transport, electromagnetics, and magnetohydrodynamics. Simulation of the convection-dominated regime for these problems, even with high-fidelity techniques, is particularly challenging due to the presence of sharp boundary layers and shocks causing jumps and discontinuities in the solution, and numerical issues such as loss of the maximum principle in the discretization. These complications cause instabilities, admitting large oscillations in the numerical solution when using traditional methods. Drawing connections to the simplex-averaged finite-element method (S. Wu and J. Xu, 2020), this paper develops a mimetic finite-difference (MFD) discretization using exponentially-averaged coefficients to overcome instability of the numerical solution as the diffusion coefficient approaches zero. The finite-element framework allows for transparent analysis of the MFD, such as proving well-posedness and deriving error estimates. Numerical tests are presented confirming the stability of the method and verifying the error estimates.
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1. Introduction. Convection-diffusion equations, particularly describing phenomena in the convection-dominated regime, come in both scalar and vector forms, and have many important applications. In particular, the scalar convection-diffusion equation, for unknown $u$,

\begin{align}
- \text{div}\, (\alpha \text{grad}
\ u + \beta u) + \gamma u &= f \quad \text{in } \Omega, \\
\ u &= 0 \quad \text{on } \partial\Omega,
\end{align}

is commonly seen in particle transport [14, 31, 45, 49, 57, 62]. Here, $\alpha$ and $\gamma$ are real-valued scalar functions and $\beta$ is a vector function representing various physical parameters. The vector convection-diffusion equations, which come in two forms,

\begin{align}
\text{curl}\, (\alpha \text{curl}
\ u + \beta \times u) + \gamma u &= f \quad \text{in } \Omega, \\
\ n \times u &= 0 \quad \text{on } \partial\Omega,
\end{align}

\begin{align}
- \text{grad}\, (\alpha \text{div}
\ u + \beta \cdot u) + \gamma u &= f \quad \text{in } \Omega, \\
\ u \cdot n &= 0 \quad \text{on } \partial\Omega,
\end{align}

arise in electromagnetic applications such as magnetohydrodynamics [15, 35, 40, 55, 56], with $\beta$ representing an externally applied field.

For this paper, we are interested in the convection-dominated case, where $|\alpha| \ll |\beta|$, as it poses difficulties in numerical simulations (see [50] for a survey). From
PDE theory [33], the convection-diffusion equation is elliptic; however, in the limiting case of $\alpha \to 0$, this is no longer true. As outlined in [50], this loss of ellipticity causes methods developed for the diffusion-dominated (elliptic) problem to fail in the limiting case, resulting in large numerical oscillations when solutions involve internal or boundary layers and shocks. One approach to restoring the stability is developing a monotone scheme for which a discrete maximum principle holds.

For the scalar convection-diffusion equation, (1.1), stabilized and monotone methods have been developed to avoid these common numerical difficulties. One choice is finite-difference or finite-volume schemes using upwinding [7, 8]. Additionally, there are a variety of finite-element (FE) schemes, like discontinuous Galerkin [5, 22, 39], streamline-upwind Petrov–Galerkin (SUPG) [24, 26], bubble function stabilized methods [17, 18, 23, 34], penalty methods [25, 27], and Petrov–Galerkin methods [30, 51] that all provide stabilized discretizations for the scalar equation (1.1). In [4], an $H$(curl)-elliptic problem with discontinuous coefficients is considered using DG and auxiliary space preconditioners achieving scalable results. Additionally, while there is no explicit maximum principle for the convection-diffusion vector equations, there are a few approaches which provide a unifying framework for the general (both scalar and vector) convection-diffusion equation using Whitney forms [13] and $k$-forms [36, 37], which numerically demonstrate stability in the limiting regime.

The approach that we focus on here is exponential fitting [9, 19–21, 32, 42–44, 54, 63, 65]. In particular, for (1.1) we consider the edge-averaged finite-element method (EAFE) [65], which uses exponential shifting to recast the convection-diffusion problem as a modified Poisson equation. This approach has many advantages, such as a bilinear form to provide straightforward analysis of the scheme, and a provably monotone matrix formulation. Using Whitney forms and a discrete de Rham complex, the EAFE scheme was extended to the vector convection-diffusion equations, (1.2) and (1.3), using the simplex-averaged finite-element method (SAFE) [63]. Again, using exponential shifting with average integrals over the appropriate simplex, each convection-diffusion equation can be recast as a pure diffusion problem with a low-order term added to deal with the large nullspaces of the vector equations. This allows for implementation using exponentially-averaged coefficients in a standard FE approximation of a diffusion equation, and a clear avenue to develop the corresponding analysis and establish monotonicity. Furthermore, the SAFE method establishes a general framework for all three convection-diffusion equations, and ensures that the corresponding exponentially-shifted differential operators, called the flux operators, are structure-preserving in the continuous problem. However, while the SAFE flux operators satisfy a discrete de Rham complex before quadrature is introduced, the exact sequence does not hold in implementation unless the diffusion and convection coefficients are both constant.

The goal of this paper is to develop a general framework for a stable mimetic finite-difference (MFD) method for the convection-diffusion equation in both scalar and vector forms. There are many advantages to the MFD approach, including the ability to work with general polyhedral meshes, fast assembly of matrix systems, and the natural inheritance of a de Rham complex. Specifically for the convection-diffusion scheme, we show that the MFD method guarantees that the flux differential operators also satisfy a discrete de Rham sequence regardless of how any integrals are computed. Another major advantage of the stable MFD scheme, and of MFD more generally, is that it is related to discrete exterior calculus (DEC). As opposed to finite-element exterior calculus (FEEC), the DEC approach eliminates the need for mass matrices, which are tied to a specific mesh geometry and dimension. More
specifically, MFD guarantees structure-preserving operators which are scaled mesh incidence matrices. The incidence matrices more naturally extend to higher-order problems since they are not tied to any particular coordinate system, paving the way for connections to novel methods in machine learning. For instance, the MFD and DEC approach is advantageous to structure-preserving machine learning methods where a graph incidence matrix of a graph in $\mathbb{R}^n$ is known and the appropriate metrics can be learned using a neural network [60]. Thus, the stable MFD scheme aids the development of structure-preserving machine learning methods for problems where standard approaches struggle due to the curse of dimensionality. Additionally, there are known connections between the MFD and traditional FE methods [1, 53] which can be applied to the convection-diffusion scheme. These connections provide a transparent approach to establishing well-posedness and error estimates in the FE setting for the MFD method. Finally, the MFD method yields a linear system resembling a scaled Laplacian from which monotonicity of the scalar convection-diffusion scheme is proven. This validates the stability of the scheme in the convection-dominated regime.

This paper is organized as follows. Section 2 defines notation and briefly presents the standard FE and MFD methods. In Section 3, we introduce the key features of the SAFE method and the corresponding mimetic approach. We also present the full discretized scheme, suggest quadrature rules, and discuss numerical stability in the implementation. Connections to the finite-element method are given in Section 4, along with an analysis of the scheme including well-posedness results and error estimates. Numerical results are presented in Section 5 and, finally, Section 6 summarizes the conclusions and presents ideas for future work.

2. Preliminaries. In this section, we introduce notation used in the paper and briefly recall the MFD method. For ease of the analysis, we assume $\Omega \in \mathbb{R}^3$ is a bounded polyhedron domain. However, all the results hold for the two-dimensional case with minor modifications, and the illustrations and numerical results are performed on $\mathbb{R}^2$ for simplicity. In the rest of this paper, for an open subset $\omega \in \mathbb{R}^d$, we use the standard notation for Sobolev spaces, $W^{\ell,p}(\omega)$, $0 \leq \ell < \infty$, $1 \leq p \leq \infty$, and their associated norm, $\| \cdot \|_{\ell,p,\omega}$, and semi-norm, $\| \cdot \|_{\ell,\omega}$. For $p = 2$, we use the standard notation, $H^\ell(\omega) := W^{\ell,2}(\omega)$ with norm $\| \cdot \|_{\ell,\omega}$ and semi-norm $\| \cdot \|_{\ell,\omega}$. Furthermore, for $\ell = 0$, $H^0(\omega)$ coincides with the standard $L^2(\omega)$ space with inner product $\langle \cdot, \cdot \rangle_{\omega}$ and norm $\| \cdot \|_{\omega}$. Finally, when the context is clear, we omit $\omega$ in the notation, especially when $\omega = \Omega$.

2.1. The Finite-Element Method. Let the Sobolev space on $\Omega$ associated with differential operator, $\mathcal{D}^k$, $k = 0, 1, 2$, be given by,

$$H(\mathcal{D}^k) := \{ u \mid u \in L^2(\Omega), \mathcal{D}^k u \in L^2(\Omega) \},$$

with norm $\| \cdot \|_{H(\mathcal{D}^k)}$, semi-norm $\| \cdot \|_{H(\mathcal{D}^k)}$, and inner product $\langle \cdot, \cdot \rangle_{H(\mathcal{D}^k)}$. Here, $\mathcal{D}^0 = \text{grad}$, $\mathcal{D}^1 = \text{curl}$, $\mathcal{D}^2 = \text{div}$, and we have the following de Rham sequence,

$$H(\text{grad}) \xrightarrow{\text{grad}} H(\text{curl}) \xrightarrow{\text{curl}} H(\text{div}) \xrightarrow{\text{div}} L^2.$$  

Note that we use boldface letters for the vector-valued functions and their corresponding function spaces. To make the notation consistent, we define $H(\mathcal{D}^3) := L^2(\Omega)$, and as a result we have $\| \cdot \|_{H(\mathcal{D}^3)} = \| \cdot \|_1$ and $\| \cdot \|_{H(\mathcal{D}^3)} = \| \cdot \|_1$, for example.

Given a simplicial mesh, $\mathcal{T}$, of the domain $\Omega$, we consider the lowest-order conforming FE spaces for $H(\mathcal{D}^k)$, denoted by $H_h(\mathcal{D}^k)$, $k = 0, 1, 2$. On the mesh, we
have \( k \)-simplices, denoted by \( s^0 \) (vertices), \( s^1 \) (edges), \( s^2 \) (faces), and \( s^3 \) (volumes), where \( s^k_i \) denotes the \( i \)-th \( k \)-simplex in the mesh enumeration. Next, define the corresponding degrees of freedom (DoFs) \( \{ \eta^k_i \}_{s^k_i \in T} \) and FE basis functions \( \{ \lambda^k_i \}_{s^k_i \in T} \), for each space \( H(\mathcal{O}^k) \), \( k = 0, 1, 2 \). In addition, a piecewise constant FE space is used for \( L^2(\Omega) \) and is denoted as \( L^2_h(\mathcal{O}^3) \) with DoFs \( \{ \eta_0^k \} \) and basis functions \( \{ \lambda_0^k \} \). Specifically, for a vertex \( i \) with coordinate \( x_i \), edge \( e_i \) with unit tangent \( t_i \) and length \( |e_i| \), face \( f_i \) with unit normal \( n_i \) and area \( |f_i| \), and simplex \( T_i \) with volume \( |T_i| \), we have the DoFs,

\[
\eta^0_i(u) = u(x_i),
\eta^1_i(u) = \frac{1}{|e_i|} \int_{e_i} (u \cdot t_i) ds,
\eta^2_i(u) = \frac{1}{|f_i|} \int_{f_i} (u \cdot n_i) dA,
\eta^3_i(u) = \frac{1}{|T_i|} \int_{T_i} u dV.
\]

Since (1.1)–(1.3) are given with Dirichlet boundary conditions, the following FE spaces with boundary conditions are considered,

\[
\begin{align*}
H_{h,0}(\text{grad}) &:= \{ u \mid u \in H_h(\text{grad}), u|_{\partial\Omega} = 0 \}, \\
H_{h,0}(\text{curl}) &:= \{ u \mid u \in H_h(\text{curl}), n \times u|_{\partial\Omega} = 0 \}, \\
H_{h,0}(\text{div}) &:= \{ u \mid u \in H_h(\text{div}), u \cdot n|_{\partial\Omega} = 0 \}.
\end{align*}
\]

It is well-known from finite-element exterior calculus (FEEC) \([2,3,38]\) that the corresponding function spaces for these choices of elements satisfy a de Rham sequence,

\[
(2.2) \quad H_{h,0}(\text{grad}) \xrightarrow{\text{grad}} H_{h,0}(\text{curl}) \xrightarrow{\text{curl}} H_{h,0}(\text{div}) \xrightarrow{\text{div}} L^2_h.
\]

Next, we introduce the corresponding discrete differential operators. The FE gradient, \( G_{FE} \), curl, \( K_{FE} \), and divergence, \( D_{FE} \), operators are expressed in terms of the basis functions and DoFs,

\[
\begin{align*}
(G_{FE})_{ij} &:= \eta^1_i (\text{grad} \lambda^0_j) = \frac{1}{|e_i|} \int_{e_i} \text{grad} \lambda^0_j \cdot t_i ds, \\
(K_{FE})_{ij} &:= \eta^2_i (\text{curl} \lambda^1_j) = \frac{1}{|f_i|} \int_{f_i} \text{curl} \lambda^1_j \cdot n_i dA, \\
(D_{FE})_{ij} &:= \eta^3_i (\text{div} \lambda^2_j) = \frac{1}{|T_i|} \int_{T_i} \text{div} \lambda^2_j dV.
\end{align*}
\]

By direct calculation, we have \( K_{FE} G_{FE} = 0 \) and \( D_{FE} K_{FE} = 0 \) which verifies properties of (2.2).

Finally, we introduce the usual canonical interpolation operator, which plays an essential role in drawing the connections between FEM and MFD schemes,

\[
(2.3) \quad \Pi^k v = \sum_{s^k_i \in T} \eta^k_i(v) \lambda^k_i, \quad \forall v \in H(\mathcal{O}^k).
\]

We also define notation for the average integral,

\[
\int_S f(x) dx := \frac{1}{|S|} \int_S f(x) dx,
\]
where $\mathcal{S}$ denotes the region of the integration.

2.2. The Mimetic Finite-Difference Method. We next introduce the notation and differential operators for MFD. The foundation of the MFD method is a dual mesh configuration. The primal mesh is a Delaunay triangulation in 2 or 3 dimensions, with corresponding dual Voronoi polygonal or polyhedral mesh. Note that the finite-element mesh, $\mathcal{T}$ defined above, corresponds to the primal Delaunay mesh defined here, but we change the notation slightly to more clearly describe the connection between the primal and dual meshes in the finite-difference setting.

Let $N_D$ denote the number of Delaunay nodes $x^D_i$. An edge connecting nodes $x^D_i$ and $x^D_j$ is given by $e^D_{ij}$ with unit tangent vector $t^D_{ij}$ pointing from vertex of lower index to vertex of higher index. The edge tangent vector (non-unit) is given by $T^D_{ij} = t^D_{ij} / |e^D_{ij}|$. A Delaunay element is given by $D_k$ with boundary set $\partial D_k$. The set of indices of the elements that share a boundary with $D_k$ is given by $\mathcal{N}_k^D := \{m \mid \partial D_k \cap \partial D_m \neq \emptyset, m = 1, \ldots, N_V\}$. The shared boundary element (a face in 3D or edge in 2D) is given by $\partial D_{km}$, which has an associated unit normal vector $n^D_{km}$, which points outward from element $D_k$. Similarly, on the Voronoi mesh we define number of nodes $N_V$, nodes $x^V_k$, edge $e^V_{km}$ with unit tangent $t^V_{km}$, element $V_i$, boundary set $\partial V_i$, neighbor set $\mathcal{N}_i^V$, and boundary element $\partial V_{ij}$ with outward unit normal $n^V_{ij}$.

The MFD dual mesh configuration presents many useful geometric relationships. First, there are one-to-one relationships between nodes on one mesh and elements on the other. In particular, each Voronoi vertex $x^V_k$ is the circumcenter of the Delaunay element $D_k$, and each Voronoi element $V_i$ is the set of points in the domain that lies closest to Delaunay point $x^D_i$, $V_i := \{x \in \Omega \mid |x - x^D_i| \leq |x - x^D_j|, j = 1, \ldots, N_D, j \neq i\}$. Another correspondence is between edges on one mesh and faces on the other. Delaunay edge $e^D_{ij}$ and Voronoi face $\partial V_{ij}$ are orthogonal such that $t^D_{ij} \cdot n^V_{ij} = \pm 1$. Analogously, we have that $t^V_{km} \cdot n^D_{km} = \pm 1$ resulting in Voronoi edge $e^V_{km}$ and Delaunay face $\partial D_{km}$ also being orthogonal. These relationships are demonstrated in Figure 1. Note that the dual grid is not required to be a Voronoi diagram, though the construction of an alternate dual grid should maintain the same properties: the one-to-one relationships previously mentioned, and orthogonality of edges on one mesh with faces on the other.

Fig. 1: Two-dimensional MFD mesh with Voronoi element $V_i$ corresponding to Delaunay point $x^D_i$, and Delaunay element $D_1$ corresponding to Voronoi point $x^V_1$. Delaunay edge $e^D_{12}$ is orthogonal to Voronoi face (edge) $\partial V_{12}$, and similarly, Voronoi edge $e^V_{12}$ is orthogonal to Delaunay face (edge) $\partial D_{12}$.
As in [12,61], we proceed by defining scalar and vector function spaces on the two meshes, and the usual discrete differential operators. The space of scalar functions will be approximated as piecewise constants on the nodes of the mesh as follows:

\[ H_D := \{ u(\mathbf{x}) \mid u(\mathbf{x}) = u^D_i := u(\mathbf{x}^D_i), \forall \mathbf{x} \in V_i, \, i = 1, ..., N_D \}, \]

\[ H_V := \{ u(\mathbf{x}) \mid u(\mathbf{x}) = u^V_k := u(\mathbf{x}^V_k), \forall \mathbf{x} \in D_k, \, k = 1, ..., N_V \}. \]

Vector functions, \( \mathbf{u}(\mathbf{x}) \), on the other hand, are approximated along the mesh edges. The Delaunay space of discrete vector functions, \( H_D \), is formed by taking projections onto edges and evaluating at the intersection of the Delaunay edge and corresponding Voronoi interface. The space of Voronoi vector functions, \( H_V \), is defined analogously:

\[ H_D := \{ \mathbf{u}(\mathbf{x}) \mid \mathbf{u}(\mathbf{x}) = \mathbf{u}^D (\mathbf{x}^D), \mathbf{x}^D = \mathbf{e}^D_i \cap \partial V_i \}, \]

\[ H_V := \{ \mathbf{u}(\mathbf{x}) \mid \mathbf{u}(\mathbf{x}) = \mathbf{u}^V (\mathbf{x}^V), \mathbf{x}^V = \mathbf{e}^V_k \cap \partial D_k \}. \]

The usual differential operators \( \text{grad}, \text{curl}, \text{div} \) are well-known and easily derived from discrete versions of the calculus theorems [12, 48, 61]. On the Delaunay mesh, we have \( \text{grad}_D u : H_D \rightarrow H_D \) on edge \( e^D_{ij} \),

\[ (\text{grad}_D u)^D_{ij} = \frac{u^D_{ij} - u^D_{ji}}{|e^D_{ij}|} \zeta(i,j), \tag{2.4} \]

where \( \zeta \) is an orientation constant that \( \zeta(i,j) = 1 \) if \( j > i \) and, otherwise, \( \zeta = -1 \). We also have \( \text{curl}_D u : H_D \rightarrow H_V \), measuring the rotation on Delaunay face \( \partial D_k \),

\[ (\text{curl}_D u)^V_{km} = \frac{\mathbf{e}^V_i \cdot \mathbf{n}^D_{km}}{|\partial D_k|} \sum_{e^D_{ij} \subseteq \partial D_k} u^D_{ij} |e^D_{ij}| \chi(\mathbf{n}^D_{km}, \mathbf{t}^D_{ij}), \tag{2.5} \]

where the constant \( \chi \) enforces the direction of rotation, i.e., \( \chi(\mathbf{n}^D_{km}, \mathbf{t}^D_{ij}) = 1 \) if \( \mathbf{t}^D_{ij} \) is positively oriented and, otherwise, \( \chi(\mathbf{n}^D_{km}, \mathbf{t}^D_{ij}) = -1 \). In addition, we have the Voronoi divergence \( \text{div}_V u : H_V \rightarrow H_V \), corresponding to the outward flux of \( D_k \),

\[ (\text{div}_V u)^V_k = \frac{1}{|D_k|} \sum_{m \in N^D_k} |\partial D_k| \mathbf{u}^V_{km} (\mathbf{n}^D_{km} \cdot \mathbf{t}^V_m). \tag{2.6} \]

The Voronoi mesh operators \( \text{grad}_V \), \( \text{curl}_V \), and Delaunay \( \text{div}_D \) are defined in a similar fashion. To write the operators in matrix form, we define the Delaunay edge-vertex signed incidence matrix, \( \mathcal{G} \in \mathbb{R}^{MD \times ND} \), the Voronoi edge-vertex signed incidence matrix, \( \mathcal{G}_V \in \mathbb{R}^{MV \times NV} \), and the Delaunay face-edge signed incidence matrix, \( \mathcal{K} \in \mathbb{R}^{MV \times MD} \) where \( N_V \) is the number of Voronoi edges and \( M_D \) the number of Delaunay edges. Assuming a pre-determined orientation of the edges and faces, the nonzero entries of \( \mathcal{G}, \mathcal{G}_V, \) and \( \mathcal{K} \) are either 1 or -1 and capture the action of the operators. To scale appropriately, define the following diagonal matrices encoded with metric information on the meshes:

\[ D_{e_D} = \text{diag}(|e^D_{ij}|), \quad D_{\partial D} = \text{diag}(|\partial D_k|), \quad D_D = \text{diag}(|D_k|), \]

\[ D_{e_V} = \text{diag}(|e^V_{km}|), \quad D_{\partial V} = \text{diag}(|\partial V_i|), \quad D_V = \text{diag}(|V_i|). \]
Thus,
\[
\text{grad}_D := D_e^{-1}g, \quad \text{div}_D := D_V^{-1}g^T D_V, \quad \text{curl}_D := D_T^{-1}K D_e, \\
\text{grad}_V := D_e^{-1}g_V, \quad \text{div}_V := D_V^{-1}g^T D_V, \quad \text{curl}_V := D_T^{-1}K^T D_v.
\]

A significant advantage of the mimetic differential operators is that they are structure-preserving, meaning that standard properties are preserved: \(\text{curl}_D \text{grad}_D = 0, \text{curl}_V \text{grad}_V = 0, \text{div}_V \text{curl}_D = 0, \text{and} \text{div}_D \text{curl}_V = 0\) [12, 48, 61]. In essence, this means that the operators satisfy two exact sequences,
\[
\begin{align*}
H_D \xrightarrow{\text{grad}_D} H_D & \xrightarrow{\text{curl}_D} H_V \xrightarrow{\text{div}_V} H_V, \\
H_V & \xrightarrow{\text{grad}_V} H_V \xrightarrow{\text{curl}_V} H_D \xrightarrow{\text{div}_D} H_D.
\end{align*}
\]

3. The MFD Method for the Convection Diffusion Problems. In this section, we introduce the proposed MFD scheme, and present the full stable discretization for the convection-diffusion problems, along with some implementation details. First, though, we review the key definitions and features of the SAFE method [63], which our approach is based on.

3.1. Shifted Flux Operators. The SAFE framework relies on exponential shifting of the usual \text{grad}, \text{curl}, and \text{div} operators to reformulate the convection-diffusion equation as a diffusion problem with exponential coefficients. The goal is to preserve the de Rham complex (2.1) with the new, shifted operators.

To start, define \(\theta = \beta/\alpha\) as the ratio of convection to diffusion parameters, and introduce a potential function, \(\varphi\), such that
\[
\theta = \text{grad} \varphi.
\]

Then, the shifted flux operators are obtained as follows:
\[
\begin{align*}
J^0 u &= \text{grad} u + \theta u = e^{-\varphi} \text{grad} (e^\varphi u), \\
J^1 u &= \text{curl} u + \theta \times u = e^{-\varphi} \text{curl} (e^\varphi u), \\
J^2 u &= \text{div} u + \theta \cdot u = e^{-\varphi} \text{div} (e^\varphi u).
\end{align*}
\]

This shifting can be thought of as an exponential transform on the function \(u\), applying the derivative, and transforming back to the original space. Using this formulation, it is easily verified that,
\[
\begin{align*}
J^1 \circ J^0 u &= e^{-\varphi} \text{curl} (e^\varphi e^{-\varphi} \text{grad} (e^\varphi u)) = e^{-\varphi} \text{curl} (\text{grad} (e^\varphi u)) = 0, \\
J^2 \circ J^1 u &= e^{-\varphi} \text{div} (e^\varphi e^{-\varphi} \text{curl} (e^\varphi u)) = e^{-\varphi} \text{div} (\text{curl} (e^\varphi u)) = 0.
\end{align*}
\]

Therefore, the flux operators \(J^0, J^1, \text{and} J^2\) correspond to shifted \text{grad}, \text{curl}, and \text{div} operators, respectively, and admit the desired de Rham exact sequence,
\[
H(\text{grad}) \xrightarrow{J^0} H(\text{curl}) \xrightarrow{J^1} H(\text{div}) \xrightarrow{J^2} L^2.
\]

The benefit of this approach is that the convection term is built into the shifted differential operator. Thus, the convection-diffusion equations (1.1)–(1.3) are re-written as modified diffusion problems:
\[
\begin{align*}
- \text{div} (\alpha J^0 u) + \gamma u &= f \quad \text{in} \; \Omega, \\
u &= 0 \quad \text{on} \; \partial \Omega;
\end{align*}
\]
\begin{equation}
\text{curl} (\alpha J^1 u) + \gamma u = f \quad \text{in } \Omega, \\
n \times u = 0 \quad \text{on } \partial \Omega;
\end{equation}
\begin{equation}
-\text{grad} (\alpha J^2 u) + \gamma u = f \quad \text{in } \Omega, \\
u \cdot n = 0 \quad \text{on } \partial \Omega.
\end{equation}

Remark 3.1. This framework relies on (3.1), the ability to re-write the ratio of the convection to diffusion parameters in terms of a potential function. Although this can be done for a wide range of functions, for arbitrary function \( \theta(x) \), we should not expect this to always be possible. One solution to handle this case would be to take a piecewise constant approximation of \( \theta \) on the mesh, as is done in [63]. However, this may destroy the de Rham complex (3.5). An alternative option would be to decompose \( \theta \) using a Helmholtz decomposition, i.e., \( \theta = \text{grad } \varphi + \text{curl } \psi \), and build the flux operators using the \( \text{grad } \varphi \) part. Section 5.4 provides numerical examples for the scalar convection-diffusion equation, where the convection coefficient is written in terms of this Helmholtz decomposition. In many practical applications, though, such as the drift-diffusion equations, the convection coefficient is naturally given as the gradient of a potential function.

3.2. Discrete MFD flux operators. Next, we consider a discretization of the shifted flux operators (3.2)–(3.4) using MFD. In particular, we choose to discretize \( J^0 \) and \( J^1 \) on the Delaunay mesh, and \( J^2 \) on the Voronoi mesh to recover something resembling the MFD de Rham complex (2.7).

Starting with the \( J^0 \) operator, rearrange (3.2) slightly and integrate over a Delaunay edge \( e_{ij} \), to obtain
\[
\int_{e_{ij}^D} e^\varphi J^0 u \cdot t_{ij}^D \, ds = \int_{e_{ij}^D} \text{grad} (e^\varphi u) \cdot t_{ij}^D \, ds.
\]
The right-hand side can be directly integrated using the fundamental theorem of calculus. On the left-hand side, we use the basic idea of an MFD method and approximate \( J^0 u \cdot t_{ij}^D \) by a constant on the edge, denoted by \( (J^0_D u)_{ij} \). Thus, denoting \( \varphi_i = \varphi(x_i^D) \), the discrete MFD flux operator, \( J^0_D : H_D \to H_D \), is defined as
\begin{equation}
(J^0_D u)_{ij} := \frac{e^\varphi u_{ij}^D - e^\varphi u_i^D}{|e_{ij}^D|} \int_{e_{ij}^D} e^\varphi \, ds \zeta(i, j).
\end{equation}

Next, for \( J^1 \), rearrange (3.3) and integrate over a Delaunay face to obtain
\[
\int_{\partial D_{km}} e^\varphi J^1 u \cdot n_{km}^D \, dA = \int_{\partial D_{km}} \text{curl} (e^\varphi u) \cdot n_{km}^D \, dA.
\]
Approximating \( J^1 u \cdot n_{km}^D \) with constant \( (J^1_D u)_{km}^V \) on the face and directly evaluating the right-hand side using Stokes’ Theorem, we define the following discrete MFD flux operator \( J^1_D : H_D \to H_V \),
\begin{equation}
(J^1_D u)_{km}^V := (n_{km}^D, t_{ij}^D) \sum_{e_{ij}^D \in \partial D_{km}} \frac{|e_{ij}^D|}{|\partial D_{km}|} \int_{e_{ij}^D} e^\varphi \, ds u_{ij}^D \chi(n_{km}^D, t_{ij}^D).
\end{equation}
Following the same procedure for approximating \( J^2 \), rearrange (3.4) and integrate over a Delaunay element to obtain
\[
\int_{D_k} e^\varphi J^2 u \, dV = \int_{D_k} \text{div} (e^\varphi u) \, dV.
\]
Here, the right-hand side can be directly evaluated using the divergence theorem, and a constant approximation of \( J^2 u \) on the element \( D_k \) yields the MFD flux operator \( \mathcal{J}_v^2 : H_V \to H_V \),
\[
(\mathcal{J}_v^2 u)_k := \sum_{m \in N^p_k} |\partial D_{km}| \int_{\partial D_{km}} e^\varphi \, dA \left( n_{km} \cdot t_{km} \right).
\]

All three discrete MFD flux operators, \( \mathcal{J}_0^D, \mathcal{J}_D^1, \) and \( \mathcal{J}_V^2 \), have the same form as the usual MFD \( \text{grad}_D \) (2.4), \( \text{curl}_D \) (2.5) and \( \text{div}_V \) (2.6). The only difference is the scaling, which reflects the exponential shifting seen as the average exponential integrals in the coefficients. Therefore, to write the discrete MFD flux operators in matrix form, we use the incidence matrices \( G \) and \( K \), along with the following diagonal matrices for the average exponential integrals,
\[
E_\varphi = \text{diag} \left( e^{\varphi (x_i^D)} \right), \quad E_{\varphi D} = \text{diag} \left( \int_{x_i^D} e^\varphi \, ds \right),
\]
\[
E_{\partial D} = \text{diag} \left( \int_{\partial D_{km}} e^\varphi \, dA \right), \quad E_D = \text{diag} \left( \int_{D_k} e^\varphi \, dV \right).
\]
Thus, the matrix form of the discrete flux operators is given by,
\[
\mathcal{J}_D^0 := E_{\varphi D}^{-1} \mathcal{D}_{\varphi D} \mathcal{G} E_{\varphi D} = E_{\varphi D}^{-1} \text{grad}_D E_{\varphi D},
\]
\[
\mathcal{J}_D^1 := E_{\varphi D}^{-1} \mathcal{D}_{\varphi D}^{-1} K \mathcal{D}_{\varphi D} E_{\varphi D} = E_{\varphi D}^{-1} \text{curl}_D E_{\varphi D},
\]
\[
\mathcal{J}_V^2 := E_D^{-1} \mathcal{D}_{\varphi D}^{-1} \mathcal{G} \mathcal{D}_{\varphi D} E_D = E_D^{-1} \text{div}_V E_{\varphi D}.
\]
From this, it is easy to show that \( \mathcal{J}_D^1 \mathcal{J}_D^0 = 0 \) and \( \mathcal{J}_V^2 \mathcal{J}_D^1 = 0 \), and that the MFD exact sequence is preserved,
\[
H_D \xrightarrow{\mathcal{J}_D^0} H_D \xrightarrow{\mathcal{J}_D^1} H_V \xrightarrow{\mathcal{J}_V^2} H_V.
\]
Note that this holds regardless of how the exponential integrals are computed, so long as the same approach (i.e., quadrature rule) is used consistently across the three discrete MFD flux operators.

**Remark 3.2.** The above sequence corresponds to the MFD sequence (2.7), which relates to solving (3.6)–(3.8) in primal form. The derivation of the flux operators in Section 3.2 will give the flux operators corresponding to the second MFD exact sequence (2.8) by simply swapping primal mesh quantities \( (x_i^D, e_i^D, \partial D_{km}, D_k) \) for the corresponding dual mesh quantity \( (x_i^V, e_i^V, \partial V_{ij}, V_i) \), respectively, and vice versa.

### 3.3. Full MFD Scheme and Implementation.

With the flux operators defined in the MFD setting (3.13)–(3.15), the fully discretized convection-diffusion equations (3.6)–(3.8) can be written: Find \( u_D \in H_D \) such that,
\[
\text{div}_D \left( D_{\alpha \varphi D} \mathcal{J}_D^0 u_D \right) + D_{\gamma \varphi D} u_D = f_D \quad \text{in } \Omega,
\]
\[
u \quad \text{on } \partial \Omega;
\]
\[
u \quad u_D = 0 \quad \text{on } \partial \Omega;
\]

(3.16)
find \( \mathbf{u}_D \in \mathbf{H}_D \) such that,
\[
\text{curl}_V (D_{\alpha,e} \mathcal{J}_D \mathbf{u}_D) + D_{\gamma,e} \mathbf{u}_D = \mathbf{f}_D \quad \text{in } \Omega,
\]
\[
\mathbf{u}_D = 0 \quad \text{on } \partial \Omega;
\]
and find \( \mathbf{u}_V \in \mathbf{H}_V \) such that
\[
\text{grad}_V (D_{\alpha,x} \mathcal{J}_V \mathbf{u}_V) + D_{\gamma,x} \mathbf{u}_V = \mathbf{f}_V \quad \text{in } \Omega,
\]
\[
\mathbf{u}_V = 0 \quad \text{on } \partial \Omega,
\]
where \( D_{\alpha,e}, D_{\alpha,x}, \) and \( D_{\gamma,e} \) are diagonal matrices of suitable piecewise constant approximations of the average value of the diffusion coefficient, \( \alpha(x) \), on the Delaunay edges, Voronoi edges, and Voronoi nodes, respectively. Similarly, \( D_{\gamma,x} \), \( D_{\gamma,e} \), and \( D_{\gamma,x} \) are diagonal matrices of suitable piecewise constant approximations of the average values of the coefficient \( \gamma(x) \) on the Delaunay nodes, Delaunay edges, and Voronoi edges, respectively. Additionally, \( \mathbf{f}_D, \mathbf{f}_D, \) and \( \mathbf{f}_V \) are all suitable discretizations of the continuous right-hand sides of (1.1)–(1.3). In particular,
\[
D_{\alpha,e} = \text{diag} \left( \int_{e^{D}_{ij}} \alpha \, ds \right), \quad D_{\alpha,x} = \text{diag} \left( \int_{\partial D_{km}} \alpha \, dA \right), \quad D_{\gamma,e} = \text{diag} \left( \int_{D_k} \alpha \, dV \right), \tag{3.19}
\]
\[
D_{\gamma,x} = \text{diag} \left( \gamma \left( x^D_{ij} \right) \right), \quad D_{\gamma,e} = \text{diag} \left( \int_{e^{D}_{ij}} \gamma \, ds \right), \quad D_{\gamma,x} = \text{diag} \left( \int_{\partial D_{km}} \gamma \, dA \right). \tag{3.20}
\]
\[
f_D = \text{vec} \left( f(x^D_{ij}) \right), \quad f_D = \text{vec} \left( \int_{e^{D}_{ij}} f \, ds \right), \quad f_V = \text{vec} \left( \int_{\partial D_{km}} f \, dA \right). \tag{3.21}
\]

### 3.3.1. Quadrature Rules

The discrete MFD flux operators (3.9)–(3.11) are defined with the exponential integrals computed exactly. In practice, this is intractable and a quadrature rule is required. Since we have an exponential function in the integrand, a simple numerical integration rule might not guarantee the desired accuracy. Therefore, we consider quadrature rules that are exact when \( \theta \) is a constant on the integral domain, which is equivalent to assuming a linear potential function \( \phi \). Full derivations of these schemes can be found in [29], and we state the results here.

For \( E_{e,D} = \text{diag} \left( \int_{e^{D}_{ij}} e^\varphi \, ds \right) \), we use the following edge quadrature rule,
\[
\int_{e^{D}_{ij}} e^\varphi \, ds \approx \frac{e^{\varphi_j} - e^{\varphi_i}}{(\theta_{ij} \cdot T^D_{ij})}, \tag{3.22}
\]
where \( \theta_{ij} \) is a constant approximation of \( \theta \) on the edge \( e^{D}_{ij} \) and \( T^D_{ij} = t^D_{ij} | e^{D}_{ij} \). It is easy to verify that this quadrature rule is exact if \( \theta \) is constant on the edge \( e^{D}_{ij} \). For \( E_{\partial D} = \text{diag} \left( \int_{\partial D_{pm}} e^\varphi \, dA \right) \), let \( x^D_{i}, x^D_{j}, x^D_{k} \) be the indices of face \( \partial D_{pm} \) where it is assumed that \( i < j < k \). Then, we obtain the following face quadrature rule,
\[
\int_{\partial D_{pm}} e^\varphi \, dA \approx 2 \left( \frac{e^{\varphi_j}}{(\theta_{ij} \cdot T^D_{ij})(\theta_{ik} \cdot T^D_{ik})} - \frac{e^{\varphi_i}}{(\theta_{ij} \cdot T^D_{ij})(\theta_{jk} \cdot T^D_{jk})} + \frac{e^{\varphi_k}}{(\theta_{jk} \cdot T^D_{jk})(\theta_{ik} \cdot T^D_{ik})} \right), \tag{3.23}
\]
which is exact if $\theta$ is a constant on the face $\partial D_{pm}$. Lastly, for $E_D = \text{diag} \left( \int_{D_p} e^\varphi \, dV \right)$, let $x^p_i, x^p_j, u^p_i, u^p_j$ be the indices of element $\partial D_p$ where it is assumed that $i < j < k < \ell$. Then, we have the following element quadrature rule,

$$\int_{D_p} e^\varphi \, dV \approx \frac{6}{\theta_{k\ell} \cdot T_{k\ell}^p} \left( \frac{e^{\varphi_i}}{(\theta_{ij} \cdot T_{ij}^p) (\theta_{ij} \cdot T_{ij}^p)} - \frac{e^{\varphi_j}}{(\theta_{ij} \cdot T_{ij}^p) (\theta_{ij} \cdot T_{ij}^p)} \right)$$

$$+ \frac{6}{\theta_{k\ell} \cdot T_{k\ell}^p} \left( \frac{e^{\varphi_i}}{(\theta_{ij} \cdot T_{ij}^p) (\theta_{ij} \cdot T_{ij}^p)} - \frac{e^{\varphi_j}}{(\theta_{ij} \cdot T_{ij}^p) (\theta_{ij} \cdot T_{ij}^p)} \right)$$

$$- \frac{6}{\theta_{k\ell} \cdot T_{k\ell}^p} \left( \frac{e^{\varphi_i}}{(\theta_{ij} \cdot T_{ij}^p) (\theta_{ij} \cdot T_{ij}^p)} - \frac{e^{\varphi_j}}{(\theta_{ij} \cdot T_{ij}^p) (\theta_{ij} \cdot T_{ij}^p)} \right),$$

which is exact if $\theta$ is a constant on the element.

**Remark 3.3.** Recall that the goal of this scheme is to yield a stable method for the convection-diffusion equation in the convection-dominated case. In other words, the mimetic scheme should handle the case when the diffusion coefficient tends to zero, $\alpha \to 0$. As $\varphi$ scales with $\alpha^{-1}$, this means that $\varphi \to \pm \infty$. Thus, for proper implementation of $\mathcal{J}_D^0$, $\mathcal{J}_D^1$, and $\mathcal{J}_D^2$, we must consider numerical stability with floating point arithmetic to avoid overflow. For example, substituting (3.22) into the denominator of (3.9) yields

$$(\mathcal{J}_D^0 u)_ij = \left[ \left( \frac{\theta_{ij} \cdot T_{ij}^p}{1 - e^{\varphi_i - \varphi_j}} \right) u^p_j - \left( \frac{\theta_{ij} \cdot T_{ij}^p}{e^{\varphi_j - \varphi_i} - 1} \right) u^p_i \right] \frac{\zeta(i,j)}{|e^p_{ij}|}.$$ 

The problematic case is when $\varphi_i \to \varphi_j$, which makes the denominator of both terms zero. Taking the Taylor expansion of $\varphi$ at $\theta_{ij}$, or the constant approximation of $\theta = \text{grad} \varphi$ on the edge $e^p_{ij}$, gives $\theta_{ij} \cdot T_{ij}^p \approx \varphi_j - \varphi_i$. Therefore,

$$\lim_{\varphi_i \to \varphi_j} \frac{\theta_{ij} \cdot T_{ij}^p}{1 - e^{\varphi_i - \varphi_j}} \approx \lim_{\varphi_i \to \varphi_j} \frac{\varphi_j - \varphi_i}{1 - e^{\varphi_i - \varphi_j}} = 1,$$

$$\lim_{\varphi_i \to \varphi_j} \frac{\theta_{ij} \cdot T_{ij}^p}{e^{\varphi_j - \varphi_i} - 1} \approx \lim_{\varphi_i \to \varphi_j} \frac{\varphi_j - \varphi_i}{e^{\varphi_j - \varphi_i} - 1} = 1.$$ 

These limits imply that when $\varphi_i \to \varphi_j$,

$$(\mathcal{J}_D^0 u)_ij \approx \frac{u^p_j - u^p_i}{|e^p_{ij}|} \zeta(i,j),$$

which is the standard MFD gradient (2.4). In the numerical results below, we identify when $|\varphi_i - \varphi_j| \leq 10^{-12}$ and replace the corresponding entries of $\mathcal{J}_D^0$ with the usual MFD gradient scheme. Similar approaches are performed for $\mathcal{J}_D^1$ and $\mathcal{J}_D^2$, and details can be found in [29].

**4. Analysis of the MFD method.** By drawing connections between the proposed MFD scheme and SAFE, we provide a path to a concise and straightforward analysis of the MFD in the FE framework. In this section, we examine the connections to prove well-posedness and derive error estimates for MFD. We also show the stability, i.e., the monotonicity, of the MFD discretization (3.16) for the scalar convection-diffusion equation (1.1).
4.1. Equivalence between MFD and SAFE. Defining $\mathcal{E}_\varphi u := e^{\varphi}u$, the weak formulations of the convection-diffusion equations are: for $k = 0, 1, 2$, find $u \in H_0(\Omega_k)$, such that

$$a(u, v) := \langle \alpha J^k u, D^k v \rangle + \langle \gamma u, v \rangle = \langle \alpha \mathcal{E}_\varphi D^k \mathcal{E}_\varphi u, D^k v \rangle + \langle \gamma u, v \rangle = \langle f, v \rangle,$$

for all $v \in H_0(\Omega_k)$. Note that $H_0(\Omega_k)$ indicates the Sobolev space $H(\Omega_k)$ with appropriate homogeneous Dirichlet boundary conditions applied. Then, the FE formulation is: for $k = 0, 1, 2$, find $u_h \in H_{h,0}(\Omega_k)$, such that

$$a(u_h, v_h) = \langle \alpha J^k u_h, D^k v_h \rangle + \langle \gamma u_h, v_h \rangle = \langle \alpha \mathcal{E}_\varphi D^k \mathcal{E}_\varphi u_h, D^k v_h \rangle + \langle \gamma u_h, v_h \rangle = \langle f, v_h \rangle,$$

for all $v_h \in H_{h,0}(\Omega_k)$. The SAFE scheme uses properties of the canonical interpolation, $\Pi^k$ in (2.3), to show that

$$\Pi^k \mathcal{E}_\varphi w_h = \sum_{s_i^k \in T} \left( \int_{s_i^k} e^{\varphi} \, dx \right) \eta_i^k (w_h) \lambda_i^k, \quad \forall \, w_h \in H_0(\Omega_k),$$

and then defines the so-called simplex-averaged operator $\mathcal{H}_\varphi^k : H_0(\Omega_k) \to H_0(\Omega_k)$,

$$\mathcal{H}_\varphi^k w_h = \sum_{s_i^k \in T} \left( \int_{s_i^k} e^{\varphi} \, dx \right)^{-1} \eta_i^k (w_h) \lambda_i^k, \quad \forall \, w_h \in H_0(\Omega_k).$$

With these definitions, $\mathcal{H}_\varphi^k = (\Pi^k \mathcal{E}_\varphi)^{-1}$ on $H_0(\Omega_k)$, implying that $\mathcal{H}_\varphi^k \Pi^k \mathcal{E}_\varphi = I$ on $H_0(\Omega_k)$ (or $\mathcal{H}_\varphi^k \Pi^k \mathcal{E}_\varphi \approx I$, more generally). Then, the SAFE scheme yields the following approximation:

$$\mathcal{E}_\varphi D^k \mathcal{E}_\varphi \approx (\mathcal{H}_\varphi^{k+1} \Pi^{k+1} \mathcal{E}_\varphi) (\mathcal{E}_\varphi D^k \mathcal{E}_\varphi) = \mathcal{H}_\varphi^{k+1} \Pi^{k+1} \mathcal{E}_\varphi = \mathcal{H}_\varphi^{k+1} \mathcal{E}_\varphi, \Pi^k \mathcal{E}_\varphi,$$

where we use the commutative property, $\Pi^{k+1} D^k = D^k \Pi^k$, in the last step. Then, the SAFE scheme is: for $k = 0, 1, 2$, find $u_h \in H_{h,0}(\Omega_k)$, such that

$$a_{\text{SAFE}}(u_h, v_h) = \langle \alpha \mathcal{H}_\varphi^{k+1} \Pi^k \mathcal{E}_\varphi u_h, D^k v_h \rangle + \langle \gamma u_h, v_h \rangle = \langle f, v_h \rangle,$$

for all $v_h \in H_{h,0}(\Omega_k)$.

Remark 4.1. As outlined in [63], (4.3) requires the assembly of a weighted mass matrix in $H_0(\Omega^{k+1})$. Based on the idea proposed in [65], a local constant interpolation is constructed to modify the bilinear form to avoid the explicit construction of the weighted mass matrix. However, the presented MFD scheme more closely resembles (4.3) via mass-lumping and left scaling as discussed later in this subsection, so we only consider (4.3) here.

As in [1, 53], we use the method of mass lumping [10, 11, 16, 59] to draw connections to the MFD scheme. This allows us to acquire a diagonal approximation of the two weighted mass matrices arising from the two weighted $L^2$ inner products on $H_0(\Omega_k)$ and $H_0(\Omega^{k+1})$ in (4.3). To handle the weights $\alpha$ and $\gamma$, we use the canonical interpolation $\Pi^k$ first and then apply the usual mass-lumping technique. This leads to the weak formulation of the MFD scheme: for $k = 0, 1, 2$, find $u_h \in H_{h,0}(\Omega_k)$, such that

$$a_{\text{MFD}}(u_h, v_h) = \langle \Pi^{k+1} (\alpha \mathcal{H}_\varphi^{k+1} \Pi^k \mathcal{E}_\varphi u_h), D^k v_h \rangle + \langle \Pi^k (\gamma u_h), v_h \rangle = \langle \Pi^k f, v_h \rangle,$$
for all \( v_h \in H_{h,0}(\Omega^k) \). Here, \( \langle \cdot, \cdot \rangle_h \) denotes the corresponding mass-lumping.

To make the equivalence clear, consider the scalar convection-diffusion equation first \((k = 0)\) and ignore the boundary conditions for now. In this case, the matrix representation of \( a_{\text{SAFE}} \) is

\[
a_{\text{SAFE}}(u_h, v_h) = v_D^T \left( G_{\text{FE}}^T M_{\gamma,0} E_e^{-1} G_{\text{FE}} E_x^D + M_{\gamma,0} \right) u_D
\]

where \( u_D \) and \( v_D \) are vector representations of \( u_h \) and \( v_h \), respectively, and \( M_{\gamma,0} \) and \( M_{\gamma,1} \) are weighted mass matrices in \( H_h(\Omega^1) = H_h(\text{curl}) \) and \( H_h(\Omega^0) = H_h(\text{grad}) \), respectively.

Defining the mass-lumped mass matrix of \( H_h(\Omega^k) \) as \( \tilde{M}_k \) for \( k = 0, 1, 2 \), we obtain

\[
M_{\gamma,0} \approx \tilde{M}_0 D_{\gamma,x} = D_V D_{\gamma,x}, \quad M_{\gamma,1} \approx \tilde{M}_1 D_{\gamma,e} = D_e D_{\gamma,v},
\]

where, \( D_{\gamma,x} \) and \( D_{\gamma,e} \) are defined in (3.20) and (3.19), respectively. Full derivations are found in [1, 29]. Thus,

\[
a_{\text{MFD}}(u_h, v_h) = v_D^T \left( G_{\text{FE}}^T \left( D_{\gamma,x} D_{\gamma,v} E_x^D + D_V D_{\gamma,v} \right) \right) u_D
\]

Left scaling by \( D_{\gamma,x}^{-1} \) and using the fact \( \text{div} D = D_{\gamma,x}^{-1} G_{\text{FE}}^T D_{\gamma,v} \), the left-hand side of the MFD system (3.16) is exactly recovered. Noting that \( \langle \Pi^D f, v_h \rangle_h = v_D^T \tilde{M}_0 f_D \) with \( f_D \) defined in (3.21), the same left scaling recovers the right-hand side as well.

Similar arguments extend to the vector convection-diffusion equations (case \( k = 1 \) and \( k = 2 \)). The mass-lumped weighted mass matrices are defined as

\[
M_{\gamma,1} \approx \tilde{M}_1 D_{\gamma,e} = D_e D_{\gamma,v} D_{\gamma,e}, \quad M_{\gamma,2} \approx \tilde{M}_2 D_{\gamma,e} = D_{\gamma,v} D_{\gamma,e}, \quad M_{\gamma,3} \approx \tilde{M}_3 D_{\gamma,v} = D_{\gamma,v}
\]

and lead to the weak formulation of the MFD scheme, (4.4). Then, for \( k = 1 \), applying the left scaling \( D_{\gamma,v}^{-1} D_{\gamma,e}^{-1} \), the MFD matrix system (3.17) is recovered. For \( k = 2 \), left scaling by \( D_{\gamma,e}^{-1} D_{\gamma,v}^{-1} \) leads to the MFD matrix system (3.18).

**Remark 4.2.** Based on the equivalence between the SAFE and MFD scheme, we see that the MFD scheme (4.4) provides another way to avoid assembly of the weighted stiffness matrices in \( H_h(\Omega^{k+1}) \), since the mass-lumping only uses the geometric information of the meshes.

**Remark 4.3.** Although our discussion ignores the Dirichlet boundary conditions, the connection still holds after applying them properly on both the SAFE and MFD stiffness matrices.

### 4.2. Well-Posedness and Error Analysis

Next, the well-posedness and error analysis of the MFD scheme for the convection-diffusion problems are considered. Note that the only difference between the weak formulation of the MFD method (4.4) and the MFD systems (3.16)–(3.18) is the left scaling, which does not affect the numerical solutions.

We first give some useful lemmas that are crucial to our theoretical analysis. First, we define an interpolation \( \Pi_v^k: H(\Omega^k) \to H_h(\Omega^k) \) defined as \( \Pi_v^k v := \mathcal{H}_v^k \Pi_v^k E v \).

In [63], it has been shown that \( \Pi_v^k v_h = v_h \) for any \( v_h \in H_h(\Omega^k) \), and, in general, has the following property:
LEMMA 4.4 ([63]). For \( T \in \mathcal{T} \), if \( v \in W^{1,p}(T) \) and \( p > d \), where \( d \) is the dimension, then,
\[
\|v - \Pi_k v\| \leq Ch^{1+d\left(\frac{1}{2} - \frac{1}{p}\right)} \left(\sum_{T \in \mathcal{T}} |v|^2_{1,p,T}\right)^{\frac{1}{2}}.
\]

For \( v \in L^\infty(T) \), \( T \in \mathcal{T} \),
\[
\|\Pi_k v\| \leq Ch^{\frac{d}{2}} \left(\sum_{T \in \mathcal{T}} \|v\|_{0,\infty,T}^2\right)^{\frac{1}{2}}.
\]

where the constant \( C \) depends on \( p \) and the Sobolev embedding number.

Proof. The proof can be found in Lemma 5.1 and Corollary 5.2 of [63]. \( \square \)

Since the connection between the SAFE and MFD methods depends on the mass-lumping, we assume the following mass-lumping error estimates holds [16, 59]:
\[
(4.5) \quad |\langle w_h, v_h \rangle - \langle w_h, v_h \rangle_h| \leq Ch^2\|w_h\|_{H(\mathcal{D}^k)}\|v_h\|_{H(\mathcal{D}^k)}, \quad \forall w_h, v_h \in H_h(\mathcal{D}^k),
\]
where \( C > 0 \) is a constant depending on the shape regularity of the mesh. Based on the mass-lumping error (4.5), we have the following lemma which bounds the difference between the SAFE and MFD methods.

LEMMA 4.5. For any positive weight function, \( 0 < \mu(x) \in W^{1,\infty}(\Omega) \), assuming the mass-lumping error estimate, (4.5), holds, then, we have for any \( w_h, v_h \in H_h(\mathcal{D}^k) \),
\[
|\langle \mu w_h, v_h \rangle - \langle \Pi^k(\mu w_h), v_h \rangle_h| \leq Ch\|\mu\|_{1,\infty}\|w_h\|\|v_h\|_{H(\mathcal{D}^k)},
\]
where the constant \( C > 0 \) does not depend on \( \mu \).

Proof. For any \( w_h, v_h \in H_h(\mathcal{D}^k) \),
\[
(4.6) \quad \langle \mu w_h, v_h \rangle - \langle \Pi^k(\mu w_h), v_h \rangle_h = \langle \mu w_h - \Pi^k(\mu w_h), v_h \rangle
+ \langle \Pi^k(\mu w_h), v_h \rangle - \langle \Pi^k(\mu w_h), v_h \rangle_h \rangle.
\]

Note that \( w_h = \sum_{s_h^k} \eta_h^k(w_h) \lambda_h^k \) and \( \Pi^k(\mu w_h) = \sum_{s_h^k} \left(\int_{s_h^k} \mu \right) \eta_h^k(w_h) \lambda_h^k \). Then,
\[
|\langle \mu w_h - \Pi^k(\mu w_h), v_h \rangle|
\leq \|\mu w_h - \Pi^k(\mu w_h)\| \|v_h\| = \left\| \sum_{s_h^k} \left(\int_{s_h^k} \mu \right) \eta_h^k(w_h) \lambda_h^k \right\| \|v_h\|
\leq \|\mu - \int_{s_h^k} \mu \, dx\|_{0,\infty} \|w_h\| \|v_h\| \leq Ch\|\mu\|_{1,\infty} \|w_h\| \|v_h\|
\]
For the second term on the right-hand side of (4.6), apply the mass-lumping error estimates (4.5), an inverse inequality, and the stability of \( \Pi^k \), to get
\[
|\langle \Pi^k(\mu w_h), v_h \rangle - \langle \Pi^k(\mu w_h), v_h \rangle_h| \leq Ch^2\|\Pi^k(\mu w_h)\|_{H(\mathcal{D}^k)}\|v_h\|_{H(\mathcal{D}^k)}
\leq Ch\|\Pi^k(\mu w_h)\|\|v_h\|_{H(\mathcal{D}^k)}
\leq Ch\|\mu\|_{0,\infty} \|w_h\| \|v_h\|_{H(\mathcal{D}^k)}
\]
Combining the two results completes the proof. \( \square \)
Now we are ready to present an important lemma which measures the consistency between the bilinear forms \(a(\cdot, \cdot)\) from (4.2) and \(a_{\text{MFD}}(\cdot, \cdot)\) from (4.4), using the intermediary \(a_{\text{SAFE}}(\cdot, \cdot)\) from (4.3).

**Lemma 4.6.** Assume \(\alpha, \gamma \in W^{1,\infty}(\Omega), \theta \in W^{0,\infty}(\Omega)\) and the assumptions for the mass-lumping error estimate, (4.5), are satisfied. Then, for any \(w_h, v_h \in H_h(D^k)\), the following estimate holds,

\[
|a(w_h, v_h) - a_{\text{MFD}}(w_h, v_h)| \leq c_p \langle w \rangle \|w_h\|_{H(D^k)} \|v_h\|_{H(D^k)},
\]

where \(c_p := C_1\|\alpha\|_{0,\infty} \|\theta\|_{0,\infty} + C_2\|\alpha\|_{1,\infty}(1 + \|\theta\|_{0,\infty}) + C_3\gamma \|\alpha\|_{1,\infty} > 0\) with \(C_1, C_2,\) and \(C_3\) being generic positive constants that do not depend on \(\alpha, \theta,\) and \(\gamma\).

**Proof.** For any \(w_h, v_h \in H(D^k)\), we have

\[
a(w_h, v_h) - a_{\text{MFD}}(w_h, v_h) = a(w_h, v_h) - a_{\text{SAFE}}(w_h, v_h) + a_{\text{SAFE}}(w_h, v_h) - a_{\text{MFD}}(w_h, v_h).
\]

Since \(H^k_{MFD} D^k E_{\varphi} = \Pi^k_{\varphi} J^k\),

\[
|a(w_h, v_h) - a_{\text{SAFE}}(w_h, v_h)| = \left|\langle \alpha(I - \Pi^k_{\varphi} J^k) w_h, D^k v_h \rangle \right|
\leq \|\alpha\|_{0,\infty} \|\theta\|_{0,\infty} \|\Pi^k_{\varphi} J^k w_h\| \|D^k v_h\|
\leq C_1\|\alpha\|_{0,\infty} \|\theta\|_{0,\infty} \langle w_h \rangle \|w_h\|_{H(D^k)} \|D^k v_h\|
\leq C_1\|\alpha\|_{0,\infty} \|\theta\|_{0,\infty} \langle w_h \rangle \|w_h\|_{H(D^k)} \|D^k v_h\|
\]

Here, we use \(\|D^k w_h\|_{1,p,T} = 0\) for any \(w_h \in H_h(D^k)\) and an inverse inequality in the last step. Next we estimate the difference between \(a_{\text{SAFE}}\) and \(a_{\text{MFD}}\).

\[
|a_{\text{SAFE}}(w_h, v_h) - a_{\text{MFD}}(w_h, v_h)|
\leq \left|\langle \alpha \Pi^k_{\varphi} J^k w_h, D^k v_h \rangle - \langle \Pi^k_{\varphi} \alpha \Pi^k_{\varphi} J^k w_h, D^k v_h \rangle \right|
+ \left|\langle \gamma w_h, v_h \rangle - \langle \Pi^{k+1} \gamma w_h, v_h \rangle \right|
\]

By Lemma 4.5, we have \(\|\gamma w_h, v_h\| - \|\Pi^k \gamma w_h, v_h\| \leq C_2\|\gamma\|_{1,\infty} \|w_h\| \|v_h\|_{H(D^k)}\).

Similarly, using Lemma 4.5,

\[
\left|\langle \alpha \Pi^k_{\varphi} J^k w_h, D^k v_h \rangle - \langle \Pi^k_{\varphi} \alpha \Pi^k_{\varphi} J^k w_h, D^k v_h \rangle \right|
\leq C\|\alpha\|_{1,\infty} \|\Pi^k_{\varphi} J^k w_h\| \|v_h\|_{H(D^k)}
\]

Based on Lemma 4.4 and an inverse inequality,

\[
\|\Pi^k_{\varphi} J^k w_h\|^2 \leq C h^d \sum_{T \in T} \|J^k w_h\|^2_{0,\infty,T}
\leq C \sum_{T \in T} \left( h^d \|D^k w_h\|_{0,\infty,T} + \|\theta\|_{0,\infty,T} h^d \|w_h\|_{0,\infty,T} \right)^2
\leq C \left(1 + \|\theta\|_{0,\infty} \|w_h\|_{H(D^k)}\right).
Therefore,
\[
|a_{\text{SAFE}}(w_h, v_h) - a_{\text{MFD}}(w_h, v_h)| \leq \hat{C} h \|w_h\|_{H(D^k)} \|v_h\|_{H(D^k)},
\]
where the constant \(\hat{C} := C_3 \|\alpha\|_{1,\infty}(1 + \|\theta\|_{0,\infty}) + C_2 \|\gamma\|_{1,\infty} > 0\). Overall,
\[
|a(w_h, v_h) - a_{\text{MFD}}(w_h, v_h)| \leq c_p h \|w_h\|_{H(D^k)} \|v_h\|_{H(D^k)},
\]
which completes the proof with \(c_p := C_1 \|\alpha\|_{0,\infty}\|\theta\|_{0,\infty} + C_3 \|\alpha\|_{1,\infty}(1 + \|\theta\|_{0,\infty}) + C_2 \|\gamma\|_{1,\infty} > 0\).

4.2.1. Well-posedness. We assume the continuous problem (4.1) is well-posed, i.e.,
\[
\sup_{w \in H_0(\mathcal{D}^k)} \sup_{v \in H_0(\mathcal{D}^k)} \frac{|a(w, v)|}{\|w\|_{H(\mathcal{D}^k)} \|v\|_{H(\mathcal{D}^k)}} = c_b > 0,
\]
and
\[
\inf_{w \in H_0(\mathcal{D}^k)} \sup_{v \in H_0(\mathcal{D}^k)} \frac{|a(w, v)|}{\|w\|_{H(\mathcal{D}^k)} \|v\|_{H(\mathcal{D}^k)}} = c_i > 0,
\]
where the constants \(c_b\) and \(c_i\) may depend on \(\alpha\), \(\beta\), and \(\gamma\).

The main tool to show the well-posedness of the weak-formulation of the MFD scheme, (4.4), is Lemma 4.6. First, we show that the MFD bilinear form, \(a_{\text{MFD}}\), is bounded, and then that it satisfies an inf-sup condition.

**Lemma 4.7 (Boundedness of \(a_{\text{MFD}}\)).** Under the same assumptions of Lemma 4.6 and assuming (4.7),
\[
\sup_{w_h \in H_{0, a}(\mathcal{D}^k)} \sup_{v_h \in H_{0, a}(\mathcal{D}^k)} \frac{|a_{\text{MFD}}(w_h, v_h)|}{\|w_h\|_{H(\mathcal{D}^k)} \|v_h\|_{H(\mathcal{D}^k)}} = \tilde{c}_b > 0,
\]

**Proof.** Using (4.7) and Lemma 4.6,
\[
|a_{\text{MFD}}(w_h, v_h)| \leq |a(w_h, v_h)| + |a_{\text{MFD}}(w_h, v_h) - a(w_h, v_h)|
\leq c_b \|w_h\|_{H(\mathcal{D}^k)} \|v_h\|_{H(\mathcal{D}^k)} + c_p h \|w_h\|_{H(\mathcal{D}^k)} \|v_h\|_{H(\mathcal{D}^k)}
= \tilde{c}_b \|w_h\|_{H(\mathcal{D}^k)} \|v_h\|_{H(\mathcal{D}^k)},
\]
which implies (4.9) with \(\tilde{c}_b = c_b + c_p h\).

**Lemma 4.8 (Inf-sup condition of \(a_{\text{MFD}}\)).** Under the same assumptions of Lemma 4.6 and assuming (4.8), for sufficiently small \(h\),
\[
\inf_{w_h \in H_{0, a}(\mathcal{D}^k)} \sup_{v_h \in H_{0, a}(\mathcal{D}^k)} \frac{|a_{\text{MFD}}(w_h, v_h)|}{\|w_h\|_{H(\mathcal{D}^k)} \|v_h\|_{H(\mathcal{D}^k)}} = \tilde{c}_i > 0.
\]
By the discrete inf-sup condition (4.10), we arrive at
\[ \alpha \text{ in Lemma } 4.6 \]
\[ \| \tilde{c} \|_{H(\mathcal{D}^k)} \leq c_i \| w_h \|_{H(\mathcal{D}^k)}. \]
Using Lemma 4.6,
\[ \frac{|a_{MFD}(w_h, v_h)|}{\| v_h \|_{H(\mathcal{D}^k)}} \geq \frac{|a(w_h, v_h)|}{\| v_h \|_{H(\mathcal{D}^k)}} - \frac{|a_{MFD}(w_h, v_h) - a(w_h, v_h)|}{\| v_h \|_{H(\mathcal{D}^k)}} \]
\[ \geq c_i \| w_h \|_{H(\mathcal{D}^k)} - c_p h \| w_h \|_{H(\mathcal{D}^k)} = \tilde{c}_i \| w_h \|_{H(\mathcal{D}^k)}, \]
where \( \tilde{c}_i = c_i - c_p h > 0 \) for sufficiently small \( h \). This completes the proof. \( \square \)

Thus, we have the well-posedness of the MFD weak formulation (4.4) as follows.

**Theorem 4.9 (Well-posedness of the MFD weak formulation (4.4)).** Under the same assumptions of Lemma 4.6 and assuming that the bilinear form \( a(\cdot, \cdot) \) from (4.2) satisfies the boundedness condition (4.7) and the inf-sup condition (4.8), for sufficiently small \( h \), the MFD weak formulation, (4.4), is well-posed, i.e., it has a unique solution.

**Proof.** The result follows from Lemma 4.7, Lemma 4.8, and Babuška’s theory [6]. \( \square \)

**4.2.2. Error Analysis.** With the above well-posedness result, the error analysis of the MFD scheme, (4.4), follows from Strang’s first lemma [58].

**Theorem 4.10.** Let \( u \) and \( u_h \) be the solutions of (4.1) and (4.4), respectively, and \( f \in H(\mathcal{D}^k) \). Under the same assumptions of Lemma 4.6 and assuming that the bilinear form \( a(\cdot, \cdot) \) satisfies the boundedness condition, (4.7), and the inf-sup condition, (4.8), for sufficiently small \( h \),
\[ \| u - u_h \|_{H(\mathcal{D}^k)} \leq \inf_{w_h \in H_{h,0}(\mathcal{D}^k)} \left[ \left( 1 + \frac{c_0}{\tilde{c}_i} \right) \| u - w_h \|_{H(\mathcal{D}^k)} + \frac{c_p}{\tilde{c}_i} h \| w_h \|_{H(\mathcal{D}^k)} \right] + Ch \| f \|_{H(\mathcal{D}^k)}, \]
where constant \( c_0 \) is the continues upper bound from the assumption (4.7), \( \tilde{c}_i \) is the constant from the discrete inf-sup condition (4.10), \( c_p \) is the constant defined in Lemma 4.6, and the last constant \( C \) is a genetic constant that does not depend on \( \alpha, \theta, \) and \( \gamma. \)

**Proof.** For any \( w_h \in H_{h,0}(\mathcal{D}^k) \), we have
\[ a_{MFD}(u_h - w_h, v_h) = a(u - w_h, v_h) + (a(w_h, v_h) - a_{MFD}(w_h, v_h)) + [\Pi^k f, v_h] - (f, v_h) \]
\[ \leq c_h \| u - w_h \|_{H(\mathcal{D}^k)} \| v_h \|_{H(\mathcal{D}^k)} + c_p h \| w_h \|_{H(\mathcal{D}^k)} \| v_h \|_{H(\mathcal{D}^k)} + Ch \| f \|_{H(\mathcal{D}^k)} \| v_h \|_{H(\mathcal{D}^k)}. \]
By the discrete inf-sup condition (4.10), we arrive at
\[ \| u_h - w_h \|_{H(\mathcal{D}^k)} \leq \tilde{c}_i^{-1} \sup_{v_h \in H_{h,0}(\mathcal{D}^k)} \frac{|a_{MFD}(u_h - w_h, v_h)|}{\| v_h \|_{H(\mathcal{D}^k)}} \]
\[ \leq \frac{c_h}{\tilde{c}_i} \| u - w_h \|_{H(\mathcal{D}^k)} + \frac{c_p}{\tilde{c}_i} h \| w_h \|_{H(\mathcal{D}^k)} + Ch \| f \|_{H(\mathcal{D}^k)}. \]
Then the error estimates (4.11) follows from the above inequality and the triangle inequality \( \| u - u_h \|_{H(\mathcal{D}^k)} \leq \| u - w_h \|_{H(\mathcal{D}^k)} + \| u_h - w_h \|_{H(\mathcal{D}^k)}. \)

By choosing \( w_h = \Pi^k u \) in Theorem 4.10, we have the following error estimates.
Corollary 4.11. Let \( u \) and \( u_h \) be the solutions of (4.1) and (4.4), respectively. Furthermore, let \( u \in H^2(\Omega) \) and \( f \in H(\mathcal{D}^k) \). Under the same assumptions of Theorem 4.10,
\[
\|u - u_h\|_{H(\mathcal{D}^1)} \leq C h (\|u\|_2 + \|f\|_{H(\mathcal{D}^1)})
\]
where \( C \) is a positive constant depending on \( \alpha, \theta \), and \( \gamma \).

Remark 4.12. If we assume \( h \) is small enough so that \( c_i \leq c_i/2 \), then the constant \( C \) in Corollary 4.11 is proportional to \( \max\{\frac{c_h}{c_i}, \frac{c_h}{c_i}\} \), which implies that the above error estimate depends on \( \|\theta\|_{0,\infty} = \|\frac{G}{\theta}\|_{0,\infty} \). As expected for convection-dominated problems, this implies that when the ratio \( |\alpha|/|\beta| \) gets smaller, the error gets bigger, and a sufficiently small \( h \) is needed to observe a proper convergence rate. In Section 5, our numerical experiments confirm this result.

Remark 4.13. The assumption that \( f \in H(\mathcal{D}^k) \) makes the error estimate suboptimal in terms of the regularity requirement. This is due to the right-hand side, \( \langle \Pi^k f, v_h \rangle \), used in the MFD scheme. If \( \langle f, v_h \rangle \) is used, the assumption on \( f \in H(\mathcal{D}^k) \) is no longer needed, but does require that the right-hand sides of (3.16)–(3.18) be implemented accordingly.

4.3. Monotonicity for \( H(\text{grad}) \). Finally, we consider the monotonicity and stability of the scalar convection-diffusion problem, (1.1). Defining \( Lu := -\operatorname{div} (\alpha J^0 u) + \gamma u \), we note that \( L \) satisfies a maximum principle or monotonicity property, which says the inverse of \( L \) is nonnegative. More precisely, if \( (Lu)(\mathbf{x}) > 0 \) for all \( \mathbf{x} \in \Omega \), then \( u(\mathbf{x}) \geq 0 \) for all \( \mathbf{x} \in \Omega \). This property holds regardless of the ratio \( |\beta(\mathbf{x})|/|\alpha(\mathbf{x})| \) and, therefore, is important when convection is dominating diffusion, i.e., \( |\alpha(\mathbf{x})| \ll |\beta(\mathbf{x})| \).

In practice, it is crucial to construct a numerical scheme that preserves the monotonicity property discretely. In particular, if \( L_h \) and \( f_h \) are discretizations of \( L \) and \( f \), respectively, then \( L_h \) has the monotonicity property, if \( f_h \geq 0 \), implies \( L_h^{-1} f_h \geq 0 \). Here, the operand, \( \geq \), is understood in a component-wise fashion. It is also well-known from a linear algebra point of view, that if \( L_h \) is a non-singular M-matrix, then it is monotone (see e.g. [52]).

The MFD scheme for the scalar convection-diffusion problem, (3.16) yields
\[
L_h = \text{div}_D D_{a,e,D} \mathcal{J}^0_D + \mathcal{D}_{\gamma,e,D} := \mathcal{D}_V^{-1} G^T \mathcal{W} G E_{a,D} + \mathcal{D}_{\gamma,e,D},
\]
where \( \mathcal{W} \) is a diagonal matrix defined as \( \mathcal{W} := \mathcal{D}_{\mathcal{\partial} V} \mathcal{D}_{a,e,D} E_{e,D}^{-1} \mathcal{D}_{e,D} \). Here, we assume the Dirichlet boundary conditions have been applied so that the rows and columns corresponding to the boundary nodes have been eliminated. The next theorem states that \( L_h \) is a non-singular M-matrix, which implies the monotonicity of the MFD scheme, (3.16), for the scalar convection-diffusion problem (1.1).

Theorem 4.14. Let \( \alpha(\mathbf{x}) > 0 \) and \( \gamma(\mathbf{x}) \geq 0 \) for all \( \mathbf{x} \in \Omega \). If a non-degenerate dual mesh configuration (e.g., non-degenerate Delaunay and Voronoi grids) is used, then the stiffness matrix \( L_h \) of the MFD scheme, (3.16), is a non-singular M-matrix, i.e., it is monotone.

Proof. Based on the non-degenerate assumption of the dual mesh configuration, the diagonal entries of the diagonal matrices, \( \mathcal{D}_V, \mathcal{D}_{\mathcal{\partial} V}, \mathcal{D}_{e,D}, E_{e,D} \), and \( E_{e,D} \) are all positive. In addition, according to the assumptions on \( \alpha \) and \( \gamma \), the diagonal entries of \( D_{a,e,D} \) are all positive and the diagonal entries of \( D_{\gamma,e,D} \) are all non-negative. Therefore, the diagonal entries of the diagonal matrix \( \mathcal{W} \) are non-negative. Since \( G \) is
the Delaunay edge-vertex signed incidence matrix (with the columns corresponding to the boundary nodes eliminated), the off-diagonal entries of $L_h$ are

$$(L_h)_{ij} = (D_V)^{-1}_{ii} \left(G^T W G\right)_{ij} (E_{\alpha \nu})_{jj} = -(D_V)^{-1}_{ii} \left(W\right)_{e_i} (E_{\alpha \nu})_{jj} \leq 0,$$

where $(W)_{e_i}$ denotes the diagonal entry of $W$ corresponding to the edge $e_i$, which incidents with nodes $x_i^D$ and $x_j^D$. Therefore, $L_h$ is a Z-matrix (a matrix with all non-positive off-diagonal entries).

Defining the inner product $(u_D, v_D)_{E_{\alpha \nu} D V} := v_D^T E_{\alpha \nu} D V u_D$, we have

$$(L_h u_D, v_D)_{E_{\alpha \nu} D V} = v_D^T E_{\alpha \nu} G^T W G E_{\alpha \nu} u_D + v_D^T E_{\alpha \nu} D V D_{\gamma, \pi \nu} u_D.$$

Therefore, $L_h$ is symmetric with respect to $(\cdot, \cdot)_{E_{\alpha \nu} D V}$ and $(L_h u_D, v_D)_{E_{\alpha \nu} D V} \geq 0$ for any $v_D$. Furthermore, due to the well-posedness result Theorem 4.9, we have $(L_h v_D, v_D)_{E_{\alpha \nu} D V} > 0$ for any $v_D \neq 0$. By the Courant minmax principle, all the eigenvalues of $L_h$ are real and positive. Since $L_h$ is also a Z-matrix, by one characterization given in [52], $L_h$ is a non-singular M-matrix.

Remark 4.15. The non-degenerate Delaunay and Voronoi grid configuration is one where every dual point lies in the interior of the primal element, guaranteeing positivity of mesh metrics. However, the assumption on the dual mesh configuration, specifically requiring a Delaunay primal mesh and Voronoi dual mesh, can be relaxed. Given a primal mesh, which implies $D_{\alpha \nu}$ has positive diagonal entries, as long as the dual mesh is reasonable in the sense that diagonal entries of $D_{\beta \nu}$ and $D_V$ are all positive, the resulting MFD scheme is monotone.

Remark 4.16. Theorem 4.14 assumes that the integrals used to define $D_{\alpha, e \nu}$ and $E_{\alpha \nu}$ are computed exactly. In practice, numerical quadrature rules are used instead, so $L_h$ is still a non-singular M-matrix if the numerical quadrature rules preserve positivity. For computing $D_{\alpha, e \nu}$, standard numerical quadrature rules, such as the midpoint rule, preserve the positivity. For computing $E_{\alpha \nu}$, special attention is needed. However, it can be shown that the quadrature rule (3.22) introduced in subsection 3.3.1 does preserve the positivity. Therefore, our implementation provides a monotone MFD discretization for the scalar convection-diffusion problem.

Remark 4.17. For the case of pure Neumann boundary condition, $L_h$ is singular and its kernel is spanned by constants. In this case, if we restrict ourselves to a subspace that is orthogonal to that kernel, then $L_h^{-1}$ is still well-defined and positive. Therefore, it is monotone.

Remark 4.18. The stability for the $H$ (curl) and $H$ (div) cases are more subtle than the $H$ (grad) case considered here. The stability cannot be simply explained or verified by the monotonicity of the corresponding stiffness matrices, and, in fact, the stiffness matrices are not monotone for both cases anymore. However, we still observe the stability of the MFD schemes numerically; see Section 5 for details.

5. Numerical Results. To verify the theoretical results presented in this paper, the $H$ (grad) and $H$ (curl) schemes are implemented in two dimensions in MATLAB. Two types of meshes are designed to test the MFD method. The first uses a hexagonal domain (see Figure 2), which has a Delaunay triangulation for the primal mesh and a non-degenerate dual Voronoi mesh, meaning the Voronoi points lie within their corresponding Delaunay element. More resolved meshes are obtained through uniform refinement and the error estimates are verified on these grids. As many classical
convection-diffusion problems with jumps and boundary layers are simulated on the unit square, we design a primal Delaunay triangulation and dual Voronoi mesh on $[0,1] \times [0,1]$. The refinement method, which preserves non-degeneracy of the meshes, is demonstrated in Figure 3.

![Hexagonal computational domain](image)

**Fig. 2:** Hexagonal computational domain with $h = 1$, centered at $(0,0)$. The primal mesh is drawn with solid black lines and the dual mesh is shown in red dashed lines.

### 5.1. Convergence results

First, the error estimates given by Corollary 4.11 are verified. Here, the domain is the hexagonal domain as in Figure 2. For the $H(\text{grad})$ case, (1.1), the convergence is verified with the exact solution,

\[(5.1) \quad u(x) = \sin(\pi x_1) \sin(\pi x_2),\]

where the right-hand side can be analytically computed. Similarly, the $H(\text{curl})$ convergence results are verified using exact solution,

\[(5.2) \quad u(x) = \begin{bmatrix} \sin(\pi x_1) \sin(\pi x_2) \\ \cos(\pi x_1) \cos(\pi x_2) \end{bmatrix},\]

where the right-hand side can again be computed analytically via (1.2). In both cases, the convection coefficient is given by

\[\beta(x) = \begin{bmatrix} \cos(x_1) + 4 \\ -\sin(x_2) + 4 \end{bmatrix},\]

and we use $\gamma = 0$ and $\gamma = 1$ for the $H(\text{grad})$ and $H(\text{curl})$ cases, respectively. To show the robustness of our schemes, particularly in the convection-dominated regime, we vary the diffusion coefficient $\alpha$ in our numerical experiments.

Figure 4 verifies the error estimates given by Theorem 4.10 and Corollary 4.11 for the $H(\text{grad})$ convection-diffusion problem. The top-left graph of Figure 4 reports the error in the $H(\text{grad})$ semi-norm, i.e., $|u - u_h|_1 := \|\text{grad}(u - u_h)\|$. We see that for $\alpha = 1$, $10^{-1}$, and $10^{-2}$ the $O(h)$ rate is eventually recovered as the mesh is refined. In general, we expect to see the trend that the rate approaches $O(h)$ once $h < |\alpha|/|\beta|$. For example, for $\alpha = 10^{-3}$ the convergence rate is heading toward $O(h)$ as $h$ gets
closer to $10^{-3}$ (since $\beta \sim O(1)$). More refinement is needed to see a similar result for $\alpha = 10^{-4}$ and $10^{-5}$. This is consistent with our theoretical results, which require $h$ to be sufficiently small.

Since the MFD scheme can be considered as a mass-lumped SAFE scheme, in the $L^2$ norm, we would expect the error to converge as $O(h^2)$ for sufficiently small $h$. This is numerically verified in the top-right graph of Figure 4. For small $\alpha$, we see closer to $O(h)$ convergence, which asymptotically approaches $O(h^2)$ with finer meshes, whereas the large values of $\alpha$ clearly demonstrate the $O(h^2)$ convergence. Once again, the turn from $O(h)$ to $O(h^2)$ happens roughly when $h$ becomes smaller than $|\alpha|/|\beta|$.

Next, we examine the convergence of the $H(\text{curl})$ convection-diffusion problem. The $H(\text{curl})$ semi-norm error, i.e., $|u - u_h|_{H(\text{curl})} := \|\text{curl}(u - u_h)\|$, is plotted in the bottom-left graph of Figure 4. When the mesh spacing, $h$, is larger than $|\alpha|/|\beta|$, poor convergence is observed. However, the expected $O(h)$ convergence is observed when $h \leq |\alpha|/|\beta|$. In particular, we see the $\alpha = 10^{-3}$ case begin to trend toward $O(h)$ around $h = 10^{-3}$. As in the $H(\text{grad})$ case, more refinement is needed to verify the convergence for smaller values of $\alpha$. The bottom-right graph of Figure 4 also demonstrates $O(h)$ convergence in the $L^2$ norm, which is expected due to the connection between our MFD scheme and the SAFE method (for the $H(\text{curl})$ case, the SAFE discretization uses the lowest-order Nédélec elements).

5.2. Boundary and internal layer in $H(\text{grad})$. Next, we examine the stability of the $H(\text{grad})$ scheme on the domain $\Omega = [0, 1] \times [0, 1]$ using the meshes given by Figure 3, with $h = 1/64$. First, we consider a simple example which admits a jump at the boundary, using parameters,

\begin{equation}
\alpha = 10^{-6}, \quad \beta = \begin{bmatrix} 2 + x_1 \\ 1 + x_2 \end{bmatrix}, \quad \gamma = 0, \quad f = 1,
\end{equation}
Fig. 4: MFD results for solving the convection-diffusion equations with various values of $\alpha$ on a hexagonal computational domain. (Top) Error versus $h$ for scalar equation (3.16) with exact solution (5.1) with error measured in the (left) $H(\text{grad})$ semi-norm and (right) $L^2$ norm. (Bottom) Error versus $h$ for vector equation (3.17) with exact solution (5.2) with error measured in (left) $H(\text{curl})$ semi-norm and (right) $L^2$ norm.

Fig. 5: Comparison of MFD and FEM solutions for $H(\text{grad})$ problem with parameters in (5.3) (e.g. $\alpha = 10^{-6}$) yielding a boundary layer.
Next, we consider a similar problem on the same domain, with parameters,

\[
\alpha(x) = \begin{cases} 
1, & x_1 < 0.5, \\
10^{-6}, & x_1 \geq 0.5, 
\end{cases} \\
\beta = \begin{bmatrix} 2 + x_1 \\ 1 + x_2 \end{bmatrix}, \\
\gamma = 0, \\
f = 1,
\]

where the jump in the diffusion coefficient causes an internal layer.

The solutions given by the MFD methods (solving (3.16)) with parameters given by (5.3) and (5.4) are plotted in Figure 5a and Figure 6a, respectively. It is clearly seen that there are no oscillations in the plots, and the jumps and layers are accurately captured. This demonstrates the monotonicity of the scheme. In contrast, both Figures 5b and 6b plot the solutions to the same boundary and internal layer problems but using a linear Lagrange FEM, which has large oscillations in the solution.

Remark 5.1. Though omitted for brevity, when (5.4) is modified to let

\[
\alpha(x) = \begin{cases} 
10^6, & x_1 < 0.5, \\
10^{-6}, & x_1 \geq 0.5, 
\end{cases}
\]

the stability result still holds and yields a plot similar to Figure (6a). This is expected as the analysis is valid for the case where part of the domain is diffusion-dominated.

5.3. Boundary layer in \(H(\text{curl})\). For the \(H(\text{curl})\) problem, (1.2), we construct an example where a boundary layer is expected with the parameters,

\[
\beta = \begin{bmatrix} 2 + x_1 \\ 1 + x_2 \end{bmatrix}, \\
\gamma = 1, \\
f = \begin{bmatrix} 1 \\ 1 \end{bmatrix},
\]

and varying \(\alpha\). The domain is again \(\Omega = [0, 1] \times [0, 1]\) using a uniform mesh with \(h = 1/64\). The values \(\alpha = 10^{-1}\) and \(\alpha = 10^{-6}\) are tested, and results are plotted in Figures 7 and 8. Again, the figure demonstrates that there are no spurious oscillations when using the MFD scheme. The boundary layer is accurately captured and the solution converges even as \(\alpha\) varies by many orders of magnitude. In contrast, for
\( \alpha = 10^{-1} \) we see almost exactly the same solution as MFD when using the lowest-order Nédélec finite elements. When \( \alpha \) is reduced to \( 10^{-6} \), the FEM solution is polluted with spurious oscillations.

![MFD solution of (3.17)](image1)

![Nédélec FEM solution of (1.2)](image2)

Fig. 7: Comparison of MFD and FEM solutions for \( H(\text{curl}) \) problem with parameters in (5.5) and \( \alpha = 10^{-1} \).

### 5.4. Helmholtz Decomposition in \( H(\text{grad}) \)

Finally, we note that while our method relies on being able to write \( \theta = \beta/\alpha \) in terms of a potential function, we do consider a way to handle the case where no such potential function exists, by using a Helmholtz decomposition, \( \theta = \text{grad} \varphi + \text{curl} \psi \) (see Remark 3.1). Here, preliminary results are presented for the Helmholtz decomposition case for the scalar convection-diffusion equation. The tests given below are identical to the tests presented in (5.1) of Section 5.1, and (5.3) and (5.4) of Section 5.2, with the small modification of adding

\[
\text{curl} \psi = \text{curl}(.1 \sin(x_1x_2))
\]

to the convection parameter, \( \beta \). Figure 9 demonstrates that the convergence result holds even with the \( \text{curl} \psi \) added to the convection. From Figures 10a and 10b, we can see that monotonicity is preserved even with the modification to the convection coefficient.

### 6. Conclusions

This manuscript presented a stable MFD method for the general \( H(\Theta) \) convection-diffusion equation. The discrete flux operators allow for the convection-diffusion equations to be recast as a pure diffusion problem, and preserves the de Rham complex, guaranteeing that the method is structure-preserving regardless of the integration rule used to compute the exponential integrals. The MFD method can be thought of as a scaled, mass-lumped FE method. Using a FE framework allowed for a clear path for proving well-posedness via Babuška theory and deriving error estimates of the MFD scheme. Furthermore, the method is provably stable, meaning that as the diffusion coefficient tends to zero, \( \alpha \to 0 \), the discrete maximum principle or monotonicity property holds and the method will not suffer from numerical oscillations when the solution has shocks or boundary layers.

While only the lowest-order FE and MFD methods are studied here, higher-order methods \([28,46,47,64]\) require further investigation to see if a similar framework holds.
Fig. 8: Comparison of MFD and FEM solutions for $H(\text{curl})$ problem with parameters in (5.5) and $\alpha = 10^{-6}$.

Additionally, since the flux operators satisfy a de Rham complex, iterative methods can be developed to efficiently solve the MFD system based on the FE theory. For instance, one could explore traditional multigrid methods for $H(\text{grad})$ and auxiliary space preconditioners for $H(\text{curl})$ and $H(\text{div})$. Some preliminary work has been done on this for the SAFE method, and those ideas could be extended to apply to MFD. Finally, we note that though the analysis presented only considers the case where $\theta = \text{grad} \varphi$, we show results validating the stability when the coefficients can be represented by a Helmholtz decomposition, $\theta = \text{grad} \varphi + \text{curl} \psi$. Completing the analysis for this case requires further exploration.
(a) MFD solution to modified test (5.3). (b) MFD solution to modified test (5.4).

Fig. 10: MFD solutions to boundary layer and internal layer with Helmholtz decomposition for \( \beta \) in \( H(\text{grad}) \).
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