1. Introduction

This paper presents a condition monitoring system with sensor optimization capabilities to prevent unscheduled delays in the aircraft industry. Unscheduled delays cost airlines a great deal of money but can be prevented by condition monitoring [11]. The aim was to develop a simple condition monitoring system that can be understood by humans and modified by experts to incorporate knowledge that is not in the learning data set, using decision trees as the main tool. Decision trees satisfy the requirements and provide a ranking of data sources for condition monitoring.

The first section of the paper gives the motivation for developing a condition monitoring system with sensor optimization capabilities and explains the basic concepts of the proposed method. The second section explains the method in detail. Section three discusses the experiments validating it. The results of the validation experiments are given in section four. The paper concludes with a discussion of the results.
New and better monitoring approaches are required for condition monitoring, because systems are becoming more complex and more difficult to monitor [32]. Condition monitoring requires reliable sensors. To obtain enough sensing data, special attention should be given to optimizing sensor allocation to ensure system diagnosability, lower sensing cost and reduce time to diagnosis [37]. Sensors can be used to determine the system health of control systems; a failed sensor can lead to a loss of process control [18]. The information about a system is incomplete, if a sensor fails. Complex systems are often monitored using multiple sensors. An advantage of a multi-sensor system is that a single failed sensor shows its effects in multiple sensors [18]. This means the system condition is defined by all information from the sensors. However, the system’s health status becomes uncertain when a sensor fails or sends wrong data. This could trigger incorrect main-

1. Data Acquisition: All data required for the monitoring are gathered, including data from multiple sources.
2. Data Processing: The collected data are processed and analyzed. The goal is to create a meaningful collection of features for the decision making step. Operations include signal processing and feature extraction. The focus of the present research is on this step.
3. Maintenance Decision Making: The features are evaluated, and a decision is made based on this evaluation. The result can be a failure classification, a maintenance action or other relevant actions. Results are obtained by using a decision maker based on logic rules, pattern recognition, probability or some other method.

1.1. Civil Aerospace Software Development

Software development, documentation, testing, and certification in the civil aerospace industry are regulated by the DO-178B/C standard [27]. DO-187B/C defines how the software development process can be regulated to ensure safe software is written. More specifically, it defines a requirements-based development process with high and low level requirements. High level requirements concentrate on functionality, while low level requirements are often written in pseudo code or source code.

The most important step in the software development process is to define to which DAL (Design Assurance Level) the software belongs. There are five DALs; each is associated with a hazard/failure condition class defining how dangerous a software failure can be. The DALs are the following:

- **DAL A**: Catastrophic; normally with hull loss and multiple fatalities
- **DAL B**: Hazardous; large reduction in functional capabilities and serious or fatal injury to a small number of passengers or crew.
- **DAL C**: Major; significant reduction of functional capabilities and physical distress or injuries for passengers or crew.
- **DAL D**: Minor; slight reduction in functional capabilities and physical discomfort for passengers.
- **DAL E**: No effect; no effect on operational capabilities and no inconvenience for passengers.

The software development objectives of a software developing agency are based on the DAL. DAL A requires 66 objectives, DAL B 65 objectives, DAL C 57 objectives, DAL D 28 objectives, and DAL E 0 objectives. The objectives are achieved by completing ten processes in the development of the software:

1. Software Planning Process.
2. Software Development Process.
3. Verification of Outputs of Software Requirements Process.
4. Verification of Outputs of Software Design Process.
5. Verification of Outputs of Software Coding & Integration Process.
6. Testing of Outputs of Integration Process.
7. Verification of Verification Process Results.
8. Software Configuration Management Process.
9. Software Quality Assurance Process.
10. Certification Liaison Process.

The most complex step besides coding for a software developer is testing the coded software. Based on the DAL, the testing needs to satisfy certain code coverages. For DAL D and E, for example, no code coverage is required; only the requirements need to be tested. DAL C adds statement coverage to the testing requirements. This means the tests need to address each line of code. No dead code is allowed. In addition to this, DAL B requires decision coverage; each possible path in the code must be taken. For DAL A, developers must
show that each variable for a decision in the code can influence the result (modified condition/decision coverage), as well as satisfying all other code coverages. All software testing needs to be done as black box testing. The tester cannot know the code but must work only with the compiled code, requirements and testing tools.

Robustness tests require border values of numerical values and of decisions to be tested and invalid or missing data to be identified. There can obviously be problems if algorithms use the wrong data type.

1.2. Feature Extraction

Feature extraction is the process of reducing the dimension of the initial input data to a feature set of a lower dimension containing most of the significant information of the original data [8]. Extraction is done to extract important features from noisy sensor data [19, 10] and to avoid having too many input features (especially for vibration data) in the classifier learning phase [19]. For these reasons, feature extraction is often a first and essential step for any classification [19]. Accordingly, it is part of the data processing step in the basic condition monitoring process (Figure 1).

Features are extracted from the time domain and the frequency domain (Fourier Transformation, Wavelet Transformation [10]). Basic features to extract are maximum, mean, minimum, peak, peak-to-peak interval etc. [15]. Complex feature extraction methods include principal component analysis (PCA), independent component analysis (ICA) and kernel principal component analysis (KPCA) [39].

1.2.1. Time domain features

Time domain features can be direct features like the number of peaks, zero-crossings, mean amplitude, maximum amplitude, minimum amplitude or peak-to-peak interval [15, 23]. In addition, it is possible to analyse a signal using probabilistic methods like root mean square, variance, skewness or kurtosis to get features that represent the signal [17]. Other methods include using correlation, autocorrelation, Entropy, principal component analysis (PCA), independent component analysis (ICA) and kernel principal component analysis (KPCA) [39].

1.2.2. Frequency and Time-Frequency domain

The Fast Fourier Transformation (FFT) transforms a signal from the time domain into the frequency domain. FFT takes a time series and transforms it into a complex vector that represents the frequency power in frequency domain. The basis of the FFT algorithm is the discrete Fourier transformation (DFT), defined as shown in equation 1 with $x_0$ ... $x_{n-1}$ as complex numbers:

$$X_k = \sum_{n=0}^{N-1} x_n e^{-\frac{2\pi i k n}{N}} k = 0, \ldots, N-1 \quad (1)$$

A FFT is performed in $O(N \log N)$ operations and can be calculated in real time due to the fact that it can be executed in parallel. It is a widely used and well established method [24, 5]. Recent researches use the discrete wavelet transformation (DWT) to represent time series in the frequency domain. The basis of the FFT algorithm is the discrete Fourier transformation (DFT), defined as shown in equation 1 with $x_0$ ... $x_{n-1}$ as complex numbers:

$$X_k = \sum_{n=0}^{N-1} x_n e^{-\frac{2\pi i k n}{N}} k = 0, \ldots, N-1 \quad (1)$$

A FFT is performed in $O(N \log N)$ operations and can be calculated in real time due to the fact that it can be executed in parallel. It is a widely used and well established method [24, 5]. Recent researches use the discrete wavelet transformation (DWT) to represent time series in the frequency domain. The DWT represents the time series in a time-scale form [15] and is especially suited to represent non-stationary signals [19].

1.2. Decision Trees

Decision trees are a method from the area of artificial intelligence and are used for machine learning. They are often binary trees, where each node has an if-then-else function on an attribute of the sample data. The ID3 algorithm (Iterative Dichotomiser 3, published by J. Ross Quinlan in 1986, used to generate decision trees [25]) was the first algorithm to construct decision trees. ID3 had some problems and was improved. The improved version of ID3 is C4.5 [26]. It enhances the ID3 algorithm with the ability to handle both discrete and continues attributes, it can handle samples with missing attributes and supports pruning of the tree at the end of the algorithm (removing branches from the tree).

Decision trees are in the proposed method used to calculate and order the features based on the information gain of each feature. During the method validation they are used for failure classification to show the influence of different features on the classification performance.
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speech parts [33], land cover mapping [9], text mining [1] or condi-
tion monitoring. They classify data with low computation needs and
classification accuracy, but too much pruning can increase the number
of negative answers [29]:

Gain\(X\) = \left( \frac{p}{p+n} \right) \frac{n}{- \sum_{i=1}^{n} \left( \frac{p_i + n_i}{p + n} \right) \log_2 \left( \frac{p_i + n_i}{p + n} \right) \right)

C4.5 uses the normalized information gain or the gain ratio. Split
info is the information that is gained from choosing the attribute to
split the samples:

Gain ratio is the normalized information gain and is defined as
shown in equation 5 [26]:

\[ \text{Gain Ratio} (X) = \frac{\text{Gain} (X)}{\text{Split Info} (X)} \]

Pruning is the reduction of the depth of a decision tree. The tree
gets better at classifying unknown samples, but might get worse at
classifying the test samples. Normally pruning increases the overall
classification accuracy, but too much pruning can increase the number
of false classifications.

Decision trees are good for diagnostics in the context of condi-
tion monitoring. They classify data with low computation needs and
the generated decision trees are highly comprehensible by humans.
Another advantage of decision trees for condition monitoring is that
they can be transformed into simple logical equations for each class
that can be checked and modified by a human expert.

Decision trees are used to solve a large variety of problem e.g. tag
speech parts [33], land cover mapping [9], text mining [1] or condi-
tion monitoring. They classify data with low computation needs and
classification accuracy, but too much pruning can increase the number
of false classifications.

1.4. Basic Condition Monitoring Process Enhancements

Sensor optimization and sensor data fusion can be seen an en-
chancement of the basic condition monitoring process (Figure 1). Figure
3 shows how sensor optimization and sensor fusion can be embedded
in the basic CM process.

Sensor optimization is the basis for the condition monitoring and is
either performed before the monitoring process (sensor locations)
or later to add new sensors [7] or to analyse the available sensor influ-
ences. Sensor fusion is done before the actual data processing to im-
prove the performance of the data processing by improving the input
from the sensors (removing redundant and low influence features).

1.5. Sensor Optimization

Often multiple sensors (sensor network) are used to give a more
complete overview about the environment than a single sensor can
give [40, 15]. This increases the diagnosis ability (failure detection
and localization [5]) of a system and makes sensor optimization criti-
cal for failure diagnosis. The problem of designing a sensor network
is to find a set of sensors so that costs, observability, reliability, esti-
mation accuracy and flexibility are satisfied [16].

Sensor optimization shall help to design a sensor network that sat-
sifies the requirements. It is a very wide topic and includes a number
of different definitions. A few different meanings for sensor optimiza-
tion are:

- Optimizing the position of sensors [35, 7].
- Optimizing the processing of sensor data [6].
- Optimizing the information gain of sensors.

Sensor optimization has the meaning of hardware redundancy
optimization. Optimization is done by identifying significant sensors
from a number of available sensors that give the most information
about a system and thus increasing the information gain.

Goal of sensor optimization is to prevent unnecessary hardware
redundancy and to improve the reliability of the condition monitoring
system. This optimization can be supported by identifying redundant
information in sensor data [5]. Traditional sensor optimization meth-
ods don’t take into account the requirements for prognostic and health
monitoring [34].

1.6. Multi-sensor Data Fusion

Having a network of different sensors that monitor a system leads
to the problem of sensor data fusion. Multi-sensor data fusion covers
the problem of combining sensor data from different sources into one
consistent model. The main questions of sensor fusion are [2]:

- How to get accurate and reliable information from multiple
  and possible redundant sensors?
- How to fuse multi-sensor data with imprecise and conflicting
data?

Techniques for sensor fusion can be grouped into these levels [15,
28, 3]:

- Data-level fusion (e.g. combining sensor data from same sen-
sors directly [20]).
- Feature-level fusion (e.g. combining vectors and feature re-
duction techniques [28]).
- Decision-level fusion (e.g. vote schemes [28]).

Sensor data fusion is an important step for condition monitoring
tasks. Most systems have more than one sensor and the sensor have
different influences on the condition monitoring accuracy. Data for
condition monitoring that needs to be fused is not only from sensors
but can also be event and process data, which can deliver important
information for the condition monitoring [15].

At the data-level fusion means the direct combination of sensor
data; the data from sensors of the same kind is merged and fed into
the condition monitoring system. The difficulty here is how to merge
multiple sensors into one. Sensor fusion on the feature-level includes
cleaning of sensor data and combining the sensor data after the fea-
tures have been extracted and the dimensions reduced. Decision-level
fusion can mean implementing a condition monitoring for each sensor
separately and then use voting to decide on the system condition.

A condition monitoring system can use only one or multiple data
fusion methods to detect the system conditions. This shows that the
sensor fusion is a difficult problem that highly depends on the target
system, and sensors. One solution would be to implement sensor fu-
sion on all levels and then use a heuristic optimization like genetic
algorithms, simulated annealing or hill climbing to get the bet sensor
fusion methods for the given problem (data and system conditions).
2. Proposed methodology

Sensor selection and sensor fusion and consists of two steps. First a decision tree is build using feature extraction to increase the classification accuracy. The resulting decision tree may be analysed to generate a ranking of the involved sensors and features as the second step. The ranking then can be used to decide which sensors add significant information/features and which not. A sensor fusion may be performed at the feature-level. The calculated decision tree represents the feature fusion sorted by information gain. Sensor fusion on the feature-level does have the advantage that event data can also be added to the feature vector. Conventional methods use a fixed set of features to create feature vectors for the decision tree training and neglect the sensor fusion. Decision trees are used because they are good to use and implement in the aircraft environment. The task of the decision trees is merging of features from different sensor into one system health model and to use this model to classify the condition.

The focus is on hardware redundency of sensors based on information gain to avoid having to install all sensors redundant and only focus on the sensors that give significant information for the failure detection and identification. Goal of the method is to use information gain for ranking sensor importance and thus to have a measurement for sensor optimization. Feature extraction can increase the information gain and significance of different sensors.

2.1. Feature Extraction and Sensor Fusion

The features extraction includes features from the time and the frequency domain. Time-frequency domain features were specifically not used. The reason was that the method shall only use basic methods thus Fast Fourier Transformation has been used. Elementary feature extraction operations can be executed in any order and allow the creation of a set of feature extraction operations the can be different for each problem [21]. This makes elementary extraction operations also good for machine learning. The used operators are also fast to compute and can be used for online monitoring.

The data from the different sensors is not merged at the sensor level; instead it is merged on the feature extraction level. A feature set is calculated for each input from each sensor. These features are then merged into one feature input vector for the decision tree learning phase Figure 4. No frequency features are calculated for signals that are nearly constant (Boolean switches, discrete system settings, and certain process parameter).

2.2. Decision Tree Generation

This subsection describes the decision tree generation and signal processing. The decision tree is generated using algorithm C4.5. Algorithm C4.5 was used, because it is more advanced than the basic ID3 algorithm (accepts both continuous and discrete features, solves over-fitting problem by pruning handles, incomplete data points) and is available as an open source implementation J48. Input for the decision tree generation is a set of features that was extracted from sensor data. The feature extraction was controlled by different parameters. Table 1 shows the parameter list.

Table 1. Feature Extraction Parameter

| Parameter             | Possible Values | Default Value |
|-----------------------|-----------------|---------------|
| Block Width           | 5/50/100/200    | 100           |
| Noise Reduction Factor| 0/1/2/5        | 1             |
| Maximum Amplitude     | Yes/No         | Yes           |
| Mean Amplitude        | Yes/No         | Yes           |
| Maximum Power         | Yes/No         | Yes           |
| Maximum Frequency     | Yes/No         | Yes           |
| Mean Power            | Yes/No         | Yes           |
| Number of Peaks       | Yes/No         | Yes           |
| Peak Border           | 1/2/5         | 2             |
| Global Maximum Amplitude | Yes/No  | Yes           |
| Global Mean Amplitude | Yes/No         | Yes           |
| Global Maximum Power  | Yes/No         | Yes           |
| Global Mean Power     | Yes/No         | Yes           |
| Global Number of Peaks| Yes/No        | Yes           |
| Confidence Factor     | 0.0001/0.001/0.01/0.1/1 | 0.001 |

The data types can range from Boolean data generated by switch-es or system conditions (event data) to high frequency data generated by sound and vibration data. Four more specific parameters will be explained in more detail below in this section.

2.2.1. Block Width

The block with defines how the frequency domain is partitioned to get features for each partition. A full transformation with the sampling frequency is done. After the fast Fourier transformation is done, the frequencies are partitioned up into blocks. The number of the frequencies that are grouped in one block is determined by the calculation parameter Block Width. If less then Block Width frequencies are available, then all frequencies are treated as one block. After partitioning all blocks are transformed back into the time domain, to get information about the behaviour of the block-signal over the time.
2.2.2. Noise Reduction Factor

Noise reduction is applied to the signal to remove random data from the samples in order to improve the feature detection of the undisturbed signal. The maximum frequency power is calculated and then every frequency signal that is below a defined fraction of the maximum frequency power is reduced to zero to remove noise from the sample. The exact fraction of the maximum frequency power for noise reduction is a parameter of the experiments (Noise Reduction Factor). Noise reduction is done as shown in the Matlab Listing 1.

\[
Y = \text{fft}(y); \\
x = \text{mean}(|Y|) \times \text{NoiseReductionFactor}; \\
Y = Y \times (|Y| > x);
\]

Listing 1: Noise Reduction

2.2.3. Peak Border

The peak border is used for counting the number of frequencies that have a power above multitude of the mean power. The Matlab Listing 2 shows how the peaks are calculated. peakBorder is the parameter that can be varied and it defines, when a spike counts as a peak.

```
currPeakNum = 0;
for X = 1: blockWidth
    if ( Y_block (X) >= meanPower * peakBorder )
        peaks_block = peaks_block +1;
    end
end
```

Listing 2: Peak Calculation

The additional information is also calculated for the complete signal sample. Sensor Optimization

2.2.4. Confidence Factor

The confidence factor is a parameter of the software (WEKA [38]) that was used to create the decision trees and it defined how much tree pruning is done. A confidence factor of greater than 0.5 means that no pruning is done. The lower the confidence factor is the more pruning is done.

2.3. Sensor Optimization

The calculation of the information gain and learning of the decision tree is done by the C4.5 algorithm that is used to construct decision trees for classification problems. Features are first extracted for each sensor signal then merged into one feature vector that is then the input for the C4.5 algorithm. The features are then sorted by the learning algorithm by the information gain. The feature with the highest information gain is placed at the root of the tree. Nodes with less information gain are placed at lower levels. For a binary decision tree this means that two nodes are in the second level of the tree, four nodes in the third level and so on. Each feature corresponds to a sensor.

The features in the decision tree are replaced with the sensor names for sensor ranking. If a sensor name appears on a level it is removed from all lower levels, so that for each sensor matches to one level in the decision tree. The sensors are now ranked by the decision tree level to which they are linked. It may happen that two sensors are at the same level.

3. VALIDATION

Two experiments were done to validate the concepts and ideas. The first experiment was done to show the effects of feature optimization and the second experiment was done to show how feature and sensor selection is done.

3.1. Feature Extraction Parameter Influence

To show the performance and concepts of the algorithm, a sensitivity analysis was performed by using different process parameters. Figure 5 shows the experiment process and how the results were generated. First samples are created and then sequentially are feature extraction parameters (see Table 1) modified. The influence of the modified parameter is measured by comparing the classification accuracy.

3.1.1. Data Sampling

The data for the experiments and the feature extraction was sampled with an autonomous box (Figure 6) that contained sensors and logic to save the data on a SD card. As a basis for the data collection a test rig was used. Vibration data with a sampling rate of 44 kHz of a simple PC fan (Figure 8) was collected. A PC fan was used to show the principals of the method. Data is saved in a raw wave format onto a SD card and then transferred onto a PC. In addition to the raw sensor data the condition of the component was saved. The fan is operated with standard speed, but three different conditions were sampled.

Data from the following conditions was collected:

- No additional weight.
- A very small weight (less than one gram) is added to one blade.
- A small coin (one Eurocent) is added to one blade.

Fig. 6. Data Recording Box
For each case 900 samples were collected. Every sample contains the vibration data of one second. Ten minutes passed between the individual samples. Samples were collected during office work hours and so a variety of noise is contained in the samples. In the experiment 900 “No weight” (no additional weight), 450 “Small weight” (a very small weight) and 450 “Big weight” (a small coin) samples were used. The decision tree of the J48 algorithm (an implementation of C4.5) in WEKA was validated with a 3-fold-crossvalidation (all samples are used for testing and training and the cross-validation process is repeated 3 times).

3.1.2. Calculating the Decision Tree

The decision tree is calculated with the open source Java software WEKA [38]. WEKA allows the user to test different algorithms and shows the classification errors that occurred. The correct data format is generated by using a Java program that transforms the output files from Matlab into input files for WEKA. For classification J48 is chosen, which is an implementation of the C4.5 decision tree algorithm, and a confidence factor of 0.0001. The confidence factor defines how much pruning is done to the resulting decision tree. The complete processed data is used as training data. After the generation of the decision tree the same data is used for testing the decision tree. In general the training and the testing data should not be the same, but in this case it is exactly what is wanted. The goal is not to classify new objects correctly, but to check how good the available data is classified and what part of the data gives us the most information about the system.

3.1.3. Experiment Parameters

Calculations with the same input data, but different parameter values, were performed to show the influence of the parameters on the results; Table 1 shows the available parameters with their possible values. All “Yes/No”-parameters are Boolean parameters, that toggle the calculation of that parameter during the processing. Default parameters are the values that are used, when the effect of a parameter onto the algorithm is tested. Only one value per test varies, while all other parameters keep their default value. The data processing with Matlab generates a number of different input sets for the J48 algorithm. For every input set a decision tree is generated and the influence of the modified parameter is then evaluated.

3.2. Sensor Optimization

The method was evaluated by using aircraft sensor data from the air conditioning system of an A320 aircraft. The aircraft was operated by ETIHAD Airways and was operating in the Middle East. The sensor data from the aircraft includes 589 flights over the duration of two years. Each sensor reading includes over 80 values consisting of continuous (numerical) and discrete data (Boolean). The data was sampled with a frequency of 1 Hz. Source of the data are different bus systems from the air conditioning system. Most data are temperature data and valve states. The sensor data includes:

| Description                                      | Bus             | Type    |
|--------------------------------------------------|-----------------|---------|
| Cabin Compartment Temperature Group 1            | Zone Control    | Numerical|
| Cabin Compartment Temperature Group 2            | Zone Control    | Numerical|
| Cabin Compartment Temperature Group 3            | Zone Control    | Numerical|
| Cabin Temperature Regulation Valve Position Group 1 | Zone Control    | Numerical|
| Cabin Temperature Regulation Valve Position Group 2 | Zone Control    | Numerical|
| Cabin Temperature Regulation Valve Position Group 3 | Zone Control    | Numerical|
| Duct Overheat Warning Group 1                    | Zone Control    | Boolean |
| Duct Overheat Warning Group 2                    | Zone Control    | Boolean |
| Duct Overheat Warning Group 3                    | Zone Control    | Boolean |
| Duct Temperature 4 Times Limit Exceedance Group 1 | Zone Control    | Boolean |
| Duct Temperature 4 Times Limit Exceedance Group 2 | Zone Control    | Boolean |
| Duct Temperature 4 Times Limit Exceedance Group 3 | Zone Control    | Boolean |
| Duct Temperature Group 1                         | Zone Control    | Numerical|
| Duct Temperature Group 2                         | Zone Control    | Numerical|
| Duct Temperature Group 3                         | Zone Control    | Numerical|
| G + T Fan OFF                                    | Zone Control    | Boolean |
| Hot Air Switch Position ON                       | Zone Control    | Boolean |
| Minimum Bleed Air Pressure Demand                | Zone Control    | Numerical|

4. Result analysis

This section analyses the results of the data processing of the previous section. It begins by evaluating the experiments and their parameters and goes on to discuss the results of the best parameter configuration.

Figure 9 summarises the validation process. Results were created using the default parameter set; then, each parameter was varied based on its type. Boolean values were simply inverted but continuous val-
ues were changed. A sensitivity analysis was performed after each parameter variation. After the parameter variation, a new decision tree with the same sensor data was created, and the change in the number of correctly classified samples was noted.

4.1. Parameter Evaluation

This section examines the results of the different input sets, based on the parameter variation. The influence of a parameter is judged by the number of correctly classified samples for every input set. Finding an optimal set of all parameters for the given samples, i.e., those giving the lowest overall false classification rate, is a complex problem. The complexity of the problem is so high that it is not possible to solve it in a fixed time; rather, heuristic methods have to be used. The results below are not the optimal parameter values; they only show the influence of the different parameter values on the classification accuracy and suggest the importance of optimizing the feature extraction parameters.

The first calculation was performed using the default parameters (see Table 1). The results are shown in Table 3. The numbers imply that about three quarters of the test cases are correctly classified. The error rate is quite high, but that is to be expected, because a non-optimal parameter set was selected as the default parameter set.

Table 3. Results for the Default Parameter Set

| Correct Classified | False Classified |
|--------------------|------------------|
| 73.4%              | 26.6%            |

Table 4 splits the classification error into different classes. As the table shows, the majority of the samples are correctly classified. For samples with no additional weight and a big additional weight, the classification is very good, but samples with a small additional weight are often classified as samples with no additional weight. The results are still good, however, because the small attached weight is quite light, and sensing accuracy is not very high.

Table 4. Distribution of Wrongly Classified Samples

| Sample Class | Classified as No | Classified as Small | Classified as Big |
|--------------|------------------|---------------------|-------------------|
| No           | 755              | 103                 | 76                |
| Small        | 175              | 218                 | 57                |
| Big          | 41               | 61                  | 348               |

When only no additional weight and big additional weight samples are used, the number of wrongly classified samples drops to 5%. This is to be expected, because the features of both these classes have bigger differences than those found between the “Small” and “No” classes.

Table 6 shows the results achieved when the block width varies. The decreasing numbers imply that, at some point, an optimal block width can be reached and a minimum of false classified samples can be obtained. The error rate increases after the optimal point if the block width is too wide. The block width significantly affects how many features are calculated in total. Some features are calculated for each block. More features are calculated if the block width is low and, thus, the number of blocks is high.

Table 7 shows the experimental results for a varying noise reduction. The results indicate the accuracy of the classification can be improved by removing all frequencies with a power below the mean level. However, removing more frequencies with a high power can reduce the classification accuracy significantly because significant information about the signal is removed. This result also shows the noise frequency features have a significant influence on the accuracy of the classification.

The calculation of the maximum amplitude can be turned on or off. Table 8 and Table 9 show the results. Results show the maximum amplitude does not have a big influence on the classification in this problem. This indicates a high resilience of the input data to noise, something relevant to entropy, or the information content in a message or information. The finding suggests the data samples contain a lot of information, and there is not much uncertainty in them [23]. This is even more interesting, because amplitude is the value recorded by the vibration sensors; it can be taken as an input without additional processing.
Table 10 and Table 11 show the influence of the mean amplitude values. Again, the influence is quite small, similar to the influence of the maximum amplitude features. This is to be expected when the previous results are taken into account. The amplitudes are the only features based on the time domain data. This can indicate that the time domain features are not very significant for the classification as is often the case for rotary movements. More time domain features should be added to the feature extraction operations (like probabilistic moments) to give more information about the significance of the time domain signal.

Table 12 and Table 13 show the results of the parameter variations for the maximum frequency power. Again, these features do not influence the result of the classification very much. It is interesting to note that the classification error is reduced if the block based maximum frequency power feature is turned off. This example clearly shows that having many features and features with little information gain can decrease the classification performance. It also highlights the importance of good feature selection.

Table 14 and Table 15 show the results of the parameter variations for the frequency with the maximum power. The Hertz of the frequency with the highest power (local for each block or for the complete signal) does not influence the result in a significant way. This is to be expected because the maximum power also has little influence.

Table 16 and Table 17 show the influence of the number of peaks on the calculation. The number of peaks has an even bigger influence on the classification than the mean frequency power, and the false classification rate can be improved by nearly 5%. To this point, this is the largest performance increase.

The peak border (the value defining what a peak is) also influences the calculation, as shown in Table 20. Results for the peak border show no clear trend, but the numbers suggest an optimum exists. These results are interesting if we take into account how much the error rate improves when peaks per block are not calculated. Very few peaks are generated if the peak border is set to 5. This is quite similar to having no peaks at all.

The confidence factor determines how much the decision tree is pruned and has an influence on the classification accuracy. With less pruning, more samples are wrongly classified. Over-fitting is reduced...
Table 20. Results for Peak Border

| Peak Border | False Classified | Tree Size |
|-------------|------------------|-----------|
| 1           | 24.3%            | 275 Nodes |
| 2           | 26.6%            | 185 Nodes |
| 5           | 22.3%            | 109 Nodes |

Table 21. Results for Confidence Factor

| Confidence Factor | False Classified | Tree Size |
|-------------------|------------------|-----------|
| 1 (no pruning)    | 27.4%            | 275 Nodes |
| 0.1               | 26.7%            | 225 Nodes |
| 0.01              | 26.2%            | 185 Nodes |
| 0.001             | 26.0%            | 163 Nodes |
| 0.0001            | 26.6%            | 109 Nodes |

4.2. Sensor Optimization

This section shows the sensor optimization using the aircraft data with 80 sensors. Figure 10 contains a sample decision tree. The most important feature is the overall (global) number of peaks for the data source 31, followed by the overall (global) mean amplitude for sensor 45. Based on the decision tree, the sensors can be ranked as:

1. Sensor 31,
2. Sensor 48/Sensor 45,
3. Sensor 47/Sensor 5/Sensor 28/Sensor 1.

Sensor 31 is the most relevant sensor for the classification; sensors 48 and 45 are the second most significant ones. Redundancy, thus, applies to sensors 31, 48 and 45.

The decision tree also shows that the overall peak number and mean amplitude are the most relevant features. The significance of the amplitude is easily explained because the data contain switch and valve values which change slowly. The mean amplitude gives the classifier an indication of how often the switch is true and how often false. It is interesting to see that the peak number has more influence here than in the previous experiment.

5. Conclusions and Discussions

The method discussed here has been developed to handle a specific problem (classification of a small number of classes with simple features) in a specific domain (civil aircraft operation with online monitoring). Decision trees are a good solution, given these constraints. However, decision trees have limitations, and more powerful algorithms are available, if a similar problem needs to be solved outside the given constraints. More complex problems may need a different tool set. The methods used here are already well known and well researched, but their usage in this particular environment is novel. A previous paper [12] addressed the topic but evaluated the classification; it did not address sensor optimization and used an artificial experiment setup. This paper shows the result of sensor optimization by using real world data; it also explains the results and classification process in more detail than the earlier paper.

The architecture shown in Figure 4 is a good way to rank sensors by their significance for condition monitoring. The basic idea is to use a decision tree for feature ranking and feature fusion. Not all available features are used in the final decision tree thanks to tree pruning. As a result, fewer data are needed, and some sensors may not be used for the condition monitoring at all. It also improves the classification error rate and generalisation ability.

The validation experiment shows good failure classification can be performed with the proposed algorithms and methods. The feature extraction offers a modular system of elementary operations that can be used to extract features for a given problem.

The sensor optimization is best used for existing systems where reliability can be improved by additional hardware. The design is suitable when no online computation is available or data are logged but not evaluated but must be available in case of a failure for offline fault identification. The method can also be used for all systems with multiple sensors.

While the features improve the accuracy of the decision tree, it would be even better if more advanced feature extraction methods were used. Wavelet Package Transformation and KPAC are two suggestions. The method in this paper does not address how the best feature extraction parameter set is generated, but as the paper shows, this task is extremely important. Optimization algorithms are required. Future work could include using a genetic algorithm to search for the best parameter combination to classify a given dataset. The condition monitoring results can be used for trending and remaining useful life prediction.
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