Interpretable Signed Link Prediction with Signed Infomax Hyperbolic Graph

Yadan Luo, Zi Huang, Hongxu Chen, Yang Yang, Hongzhi Yin and Mahsa Baktashmotlagh

Abstract—Signed link prediction in social networks aims to reveal the underlying relationships (i.e., links) among users (i.e., nodes) given their existing positive and negative interactions observed. Most of the prior efforts are devoted to learning node embeddings with graph neural networks (GNNs), which preserve the signed network topology by message-passing along edges to facilitate the downstream link prediction task. Nevertheless, the existing graph-based approaches could hardly provide human-intelligible explanations for the following three questions: (1) which neighbors to aggregate, (2) which path to propagate along, and (3) which social theory to follow in the learning process. To answer the aforementioned questions, in this paper, we investigate how to reconcile the balance and status social rules with information theory and develop a unified framework, termed as Signed Infomax Hyperbolic Graph (SIHG). By maximizing the mutual information between edge polarities and node embeddings, one can identify the most representative neighboring nodes that support the inference of edge sign. Different from existing GNNs that could only group features of friends in the subspace, the proposed SIHG incorporates the signed attention module, which is also capable of pushing hostile users far away from each other to preserve the geometry of antagonism. The polarity of the learned edge attention maps, in turn, provides interpretations of the social theories used in each aggregation. In order to model high-order user relations and complex hierarchies, the node embeddings are projected and measured in a hyperbolic space with a lower distortion. Extensive experiments on four signed network benchmarks demonstrate that the proposed SIHG framework significantly outperforms the state-of-the-arts in signed link prediction.

Index Terms—link prediction; signed social network; mutual information maximization; hyperbolic graph network.

1 INTRODUCTION

Understanding social interactions on the Web is critical for a broad set of tasks, such as community detection [1]–[3], personalized recommendation [4], [5], fake account detection [6] and event prediction [7]. By giving thumbs up, following and subscribing, users expose their positive preferences, support and approval for others who share the same opinions. Users also link to signify disapproval, disagreement, or distrust of others with negative response such as blocking. In such a signed social network, users or entities of interest are generally represented as nodes, and the mutual interactions are modeled as edges (or links) with signs.

While important, the interplay of positive and negative relations poses a great challenge to the vast majority of conventional online social network research that only considers observed connections as positive links, which refers to unsigned networks. Dedicated network embedding methods for unsigned networks [8]–[14] developed in the past, have exploited the fact that the node embeddings are highly correlated with the link structure of the network. These algorithms, therefore, predominantly focus on node representations and force the connected nodes to have similar latent features to preserve both local connectivity and the high-order proximity among nodes in a graph. By using the low-dimensional node vectors, traditional machine learning methods can be applied to predict the connectivity between an arbitrary pair of nodes. However, for the real-life networks which consist of both positive and negative links (i.e., signed networks), the existing unsigned link prediction techniques are not directly applicable by virtue of lacking a specific mechanism to deal with the negative connections.

With a rapid development of graph neural networks (GNNs), recent works of SGCN [15] and SNEA [16] have been focusing on re-designing deep graph models to work with signed and undirected graph structures, where node features are recursively aggregated with adjacent nodes along signed edges. The core idea is based on one of the well-known social theories, the structural balance theory [17]. It roughly implies that attitudes of a user can change based on the assumption that a user’s friends of friends can be deduced as friends, while enemies of friends can be considered as enemies. Nevertheless, as the balance rule is only tenable under certain circumstances, the status theory [18]–[20] is developed, which states that the signed links can be inferred by comparing the users’ status.

As modern social networks are complex and evolve quickly, user preferences or opinions remain uncertain and unstable. Before reaching the convergence, the underlying signed links cannot be explicitly predicted by either social theory. For instance, as shown in Figure 1 given the positive link from user k to user j and the negative link from user i to user j, user k will be predicted as an enemy of user i based on the balance theory, while as a friend if it is based on the status theory. Thereby, in our work, we aim to better comprehend the complex interplay between these two social theories and jointly accommodate them in one
to the following three challenges:

• Existing graph models do not define an inverse operator for aggregation, which provide cues for discovering the underlying social theories.

• The existing graph-based models generally lack interpretability in a sense that they do not easily allow for human-intelligible explanations of the following questions: for each target node-pair, (1) which neighboring nodes are decision-critical? (2) how to design the aggregation path for multi-hop neighbors? and (3) which social theory can be referred to? While the first two questions can be answered by inferring edge attention scores [16], [21], the last one has not yet been investigated.

• On the one hand, manually defining local motifs for aggregation is tedious and time-consuming, especially in the presence of massive number of adjacent neighbors. On the other hand, automatically embedding complex hierarchical neighborhood structures in GCNs or GAT can incur a large distortion [22], [23]. As depicted in Figure 2, the positive and negative attention scores provide interpretable explanations of social theories as the learned edge attention scores are optimized by maximizing the mutual information between the node representations and the given edge polarity, which provide cues for discovering the underlying social theories.

A unified framework to provide reasonable explanations of the user interactions at the current stage.

Even though one of recent work [21] attempts to combine two social theories by manually defining 38 different types of local network motifs for guiding aggregation, it is still non-trivial to propose such a unified framework due to the following three challenges:

- The existing graph-based models generally lack interpretability in a sense that they do not easily allow for human-intelligible explanations of the following questions: for each target node-pair, (1) which neighboring nodes are decision-critical? (2) how to design the aggregation path for multi-hop neighbors? and (3) which social theory can be referred to? While the first two questions can be answered by inferring edge attention scores [16], [21], the last one has not yet been investigated.

- On the one hand, manually defining local motifs for aggregation is tedious and time-consuming, especially in the presence of massive number of adjacent neighbors. On the other hand, automatically embedding complex hierarchical neighborhood structures in GCNs or GAT can incur a large distortion [22], [23]. As depicted in Figure 2, the positive and negative attention scores provide interpretable explanations of social theories as the learned edge attention scores are optimized by maximizing the mutual information between the node representations and the given edge polarity, which provide cues for discovering the underlying social theories.

- Existing graph models do not define an inverse operation of grouping features, which means that features of negative pairs could hardly be pushed away from each other in the embedding space.

**Core idea:** To address the first challenge of endowing the models with interpretability, we demonstrate our core idea in Figure 1. Inspired by recent advances in information theory, our strategy is to learn the optimal signed edge attention scores by maximizing the mutual information between the adjacency matrix of the observed social networks and the concatenated representations of the node pairs. By doing so, (1) the target nodes can automatically identify the most representative positive or negative neighbors multi-hops away that could support the prediction of the given edge polarity; (2) the explanations for each aggregation can be discovered by comparing the signs of the learned attention scores. For example, as shown in the Case 1 of Figure 1, each node feature is comprised of a positive part (e.g., $P_i(1)$) and a negative part (e.g., $N_i(1)$), where they represent the information of the positive and negative neighborhood and $(1)$ indicates the first aggregation layer. When aggregating the user $j$’s negative features $N_j(1)$ at the first graph layer to the user $i$’s negative features $N_i(2)$ at the second layer, one can identify the balance theory is applied if the attention score $w_{ij}^{(2)}$ is positive (e.g., $w_{ij}^{(2)} = +0.6$); otherwise, the status rule is leveraged in this aggregation (e.g., $w_{ij}^{(2)} = -0.6$).

Specifically, in this paper, we propose a novel Signed Infomax Hyperbolic Graph (SIHG) network to reconcile balance and status theories in the task of signed link prediction.

In order to fully inherit the rich hierarchical information in signed graphs, we generalize graph neural network to operate on a non-Euclidean space, where features from positive neighbors and negative neighbors are separately aggregated in different hyperbolic manifolds. To jointly realize the inclusion of features for friends and exclusion for foes in the embedding space, a signed attention mechanism is further incorporated, where positively linked nodes are mapped to close-by points whereas negatively linked nodes are transformed far from each other in hyperbolic manifolds. In line with the mutual information estimation, the learned attention scores provide interpretable explanations of social theories. As the proposed SIHG is agnostic to the choice of hyperbolic models, two hyperbolic models are testified in our framework. Extensive experiments conducted on four
signed social network benchmarks evidence the superiority of the derived SIHG over the state-of-the-art approaches. In summary, our contribution is four-fold.

- We introduce a new Signed Infomax Hyperbolic Graph (SIHG) framework for signed link prediction, which unifies two social theories and provides human-intelligible interpretations by maximizing mutual information (addressing challenge 1).
- The projected hyperbolic space fully exploits the topology of users’ positive and negative neighborhoods and learns the respective geometrical representations. Two hyperbolic models of Hyperboloid and Poincaré Ball are testified in our framework (addressing challenge 2).
- By incorporating the mutual information estimation, the derived signed attention module not only automatically learns the aggregation paths, but also pushes the hostile user nodes far away from each other (addressing challenge 3).
- We have demonstrated the effectiveness and interpretability of the proposed SIHG through extensive quantitative experiments and qualitative visualizations on four large-scale signed social network datasets. Source code is provided for reference.

The rest of the paper is organized as follows. Section 2 introduces the mathematical definition of the signed link prediction task and theoretical foundations of signed social networks, followed by the details of the proposed SIHG model. The experimental comparisons with state-of-the-art, ablation study and visualizations are highlighted in Section 4. Section 5 presents a brief review of recent advances in signed link prediction and mutual information estimation. We conclude in Section 6.

1. https://github.com/Luoyadan/SIHG

2 PRELIMINARIES

2.1 Problem Definition

A signed social network can either be modeled as a directed or undirected graph $G = (V, E^+, E^-)$ with a sign on each edge $e_{ij} \in E^+ \cup E^-$, where the vertices $V = \{v_i\}_{i=1}^N$ represent a set of $N$ users. The initial feature for each node is denoted as $v_i \in \mathbb{V}$ with $x_i \in \mathbb{R}^d$, where $d$ is the dimension of node embeddings. $A \in \mathbb{R}^{N \times N}$ is the adjacency matrix of the signed network, where $A_{ij} = 1$, if there is a positive link from $v_i$ to $v_j$, and $A_{ij} = 0$ for a negative link. For all $A_{ij}$ which are equal to 0.5, there is no directed edge from $v_i$ to $v_j$. Positive edges $E^+ = \{e_{ij} \mid A_{ij} = 1\}_{i,j=1}^N$, and negative edges $E^- = \{e_{ij} \mid A_{ij} = 0\}_{i,j=1}^N$ are partially observed at the training stage. The signed link prediction problem which we address here is to predict if a pair of nodes in $\mathbb{V}$ will remain disconnected or will be connected by a positive or negative link.

2.2 Balance and Status Theories

We start by introducing the two fundamental social-psychological theories, which are illustrated in Figure 3.

**Structural Balance Theory** [20]: is based on the common principles that “the friend of my friend is my friend” and “the foe of my friend is my foe”. For instance, in Figure 3(a), if node $v_{k_1}$ forms a triad with the edge $e_{ij}$, the triangle on $(v_i, v_{j_1}, v_{k_1})$ should have an odd number of positive signs regardless of edge direction. Those triads that obey structural balance theory refer to balanced triangles, such as $(v_i, v_{j_1}, v_{k_1})$ and $(v_i, v_{j_2}, v_{k_2})$ shown in the yellow dotted box. Otherwise, they are called as unbalanced triangles as highlighted in the grey dotted box.
**Status Theory**: Alternatively, another theory is developed based on the notion of status \([18], [19]\), as shown in Figure 3(b). The status may indicate the relative prestige, ranking, or reputation. The status theory posits that, in a positive signed social network, the learned edge polarity between user \(v_i\) and each negative neighbor \(v_{k_2}\) will be inferred by measuring the similarity of the respective node embeddings.

**Comparison**. Based on different social theories, the latent representation of each node \(i\) in a signed graph will be updated along various aggregation paths, which are demonstrated in Figure 3. For instance, according to balance theory, the first-order positive neighbors (e.g., \(v_{j_2}\)) of node \(v_i\) and the second-order negative neighbors (e.g., \(v_{k_2}\)) will be grouped in \(P_1(1)\) and \(N_1(2)\), respectively. To this end, the edge polarity between \(v_i\) and \(v_{k_2}\) can be inferred by measuring the similarity of the respective node embeddings.

**Discussion**. By comparing each of four typical types of signed triangles, the following two observations can be drawn:

1. The edge sign cannot be simply inferred by either of the theories, due to the conflicts in some cases. For example, the triangle \((i, j_2, k_2)\) that satisfies status theory is not balanced.

2. For the same signed social network, the learned node embeddings can still vary significantly according to different theories. For example, with negative links \(e_{ij_2}\) and \(e_{j_2k_2}\), the representation of node \(v_{k_2}\) should be far from the feature of node \(v_i\) in status theory, which is opposite to the situation in balance theory.

Motivated by the observations mentioned above, we aim to derive a unified framework that dynamically chooses a proper path to aggregate node embeddings and predict edge polarities. The core principle behind the framework is to infer the missing signs of edges that provides interpretable explanations for the given edge labels, which can be achieved by maximizing the mutual information in the signed social networks.

## 3 Methodology

In this section, we go through the details of the proposed Signed Infomax Hyperbolic Graph (SIHG) framework as illustrated in Figure 4. In order to embed the positive and negative neighbors' information hierarchically and structurally, we firstly split the node representations into two parts and construct two L-layer hyperbolic graph sub-networks, \(i.e., G_P = \{g_{l}(1), H, (V^{P(l)}(1), H, e^+, e^-)\}_{l=1}^{L}\) and \(G_N = \{(g_{l}(N), H, (V^{N(l)}(N), H, e^+, e^-))\}_{l=1}^{L}\) for passing messages of positive and negative neighbors L-hops away, respectively. The superscript \(H\) denotes hyperbolic embedding and the superscripts \(P\) and \(N\) indicate the positive and negative semantics, respectively. Each positive node \(v_i^{P(l)}(H) \in V^{P(l)}(1)\) and each negative node \(v_i^{N(l)H} \in V^{N(l)}(N)\) at the l-th layer are associated with hidden features of \(h_i^{P(l)}(H) \in \mathbb{H}^{d,K}\) and \(h_i^{N(l)H} \in \mathbb{H}^{d,K}\), where \(\mathbb{H}^{d,K}\) is the hyperbolic manifold in \(d\) dimensions with constant negative curvature \(c = -1/K(K > 0)\). As the input node feature \(x_i^0 \in \mathbb{R}^d\) is in a Euclidean space (denoted with the superscript \(E\)), we first transform it to the hyperbolic space via the \(\exp_o\) map (Section 3.1), and then leverage the signed attention strategy to aggregate the features from neighborhoods (Section 3.2). The aggregation is guided by maximizing the mutual information between the concatenated node features and edge signs, as discussed in Section 3.3. To this end, two fundamental social theories can be seamlessly reconciled and interpreted by the learned attention maps.
3.1 Hyperbolic Transformation

Before formalizing the hyperbolic transformations for input Euclidean node features, we start by outlining a relationship between the Euclidean space and Hyperbolic space. A hyperbolic space is a homogeneous space that has a constant negative curvature, which is distinguished from Euclidean spaces with zero curvature (c = 0). While the tangent spaces of the points on hyperbolic manifold are isometric to \( \mathbb{R}^d \), the Euclidean transformation can be performed in \( \mathcal{T}_o \mathbb{H}^{d,K} \), where \( o := \{ \sqrt{K}, 0, \ldots, 0 \} \in \mathbb{H}^{d,K} \) is the origin in \( \mathbb{H}^{d,K} \). Motivated by this, we regard \((0, o,0, E)\) as a point in the tangent space \( \mathcal{T}_o \mathbb{H}^{d,K} \) and project it to hyperbolic space by \( \exp_o \) map, where \( o \) serves as a reference point to:

\[
\begin{align*}
x^0, H &= \exp_o(0, x, 0, E),
\end{align*}
\]

with \( x^0, H \) the corresponding point in \( \mathbb{H}^{d,K} \). For linear transformation of a point in a Hyperbolic space, we define the following operations:

\[
\begin{align*}
x^H &= W \otimes H x^0, H + H b, \\
W \otimes H x &= \exp_o(W \log_o(x)), \\
x \otimes H b &= \exp_{x^0, H}(F_{K \otimes o, z}(b)),
\end{align*}
\]

where \( W \in \mathbb{R}^{d \times d} \) is a learnable weight matrix, and \( b \in \mathbb{R}^d \) is a bias. The \( F_{K \otimes o, z}(\cdot) \) is the parallel transport from \( \mathcal{T}_o \mathbb{H}^{d,K} \) to \( \mathbb{H}^{d,K} \). There are several important models of hyperbolic space such as the Klein model, Hyperboloid model, and Poincaré ball model, in which the differentiable operations \( \log \) and \( \exp \) can be implemented differently. Any two of the aforementioned models can be related by a transformation that preserves all the geometrical properties of the space, including isometry. Without loss of generality, here, we introduce the following two hyperboloid models in our framework:

3.1.1 Hyperboloid Model

The hyperboloid model, also called as Lorentz model, is defined as \( \mathbb{H}^{d,K} := \{ x \in \mathbb{R}^{d+1} : \langle x, x \rangle_L = -K, x > 0 \} \), where \( \langle \cdot, \cdot \rangle_L : \mathbb{R}^{d+1} \times \mathbb{R}^{d+1} \to \mathbb{R} \) indicating the Minkowski inner product, specifically \( \langle x, y \rangle_L := -x_0y_0 + x_1y_1 + \ldots + x_4y_4 \). The tangent space centered at point \( x \) is \( \mathcal{T}_x \mathbb{H}^{d,K} := \{ v \in \mathbb{R}^{d+1} : \langle v, x \rangle_L = 0 \} \). The mapping between tangent space and hyperbolic space is through exponential and logarithmic maps, respectively. The exponential map \( \exp_x : \mathcal{T}_x \mathbb{H}^{d,K} \to \mathbb{H}^{d,K} \), and the logarithmic map \( \log_x : \mathbb{H}^{d,K} \to \mathcal{T}_x \mathbb{H}^{d,K} \) of the hyperboloid model are given by:

\[
\begin{align*}
\exp_x(v) &= \cosh(\sqrt{K} \| v \|_L) x + \sqrt{K} \sinh(\sqrt{K} \| v \|_L) \frac{v}{\| v \|_L}, \\
\log_x(y) &= \text{Dist}(x, y) - \frac{1}{K} (x, y)_L x, \\
\text{Dist}(x, y) &= \sqrt{K} \text{arcosh}(-\langle x, y \rangle_L / K),
\end{align*}
\]

where \( v \in \mathcal{T}_x \mathbb{H}^{d,K} \) and \( x, y \in \mathbb{H}^{d,K} \). \( \text{Dist}(x, y) \) indicate the intrinsic distance between two points \( x \) and \( y \) in \( \mathbb{H}^{d,K} \). We denote \( \| v \|_L = \sqrt{(v, v)_L} \) as the norm of \( v \in \mathcal{T}_x \mathbb{H}^{d,K} \).

3.1.2 Poincaré Ball Model

The Poincaré Ball model with constant negative curvature (c = -1, K > 0) is an open unit ball, i.e., \( \mathbb{H}^{d,K} := \{ x \in \mathbb{R}^d : \| x \| < 1 \} \). For any point \( x \in \mathbb{H}^{d,K} \), the exponential map \( \exp_x : \mathcal{T}_x \mathbb{H}^{d,K} \to \mathbb{H}^{d,K} \) and the logarithmic map \( \log_x : \mathbb{H}^{d,K} \to \mathcal{T}_x \mathbb{H}^{d,K} \) are defined, respectively, as:

\[
\begin{align*}
\exp_x(v) &= x + \frac{\tan(\sqrt{K} \| v \|_L)}{\sqrt{K}} \frac{v}{\| v \|_L}, \\
\log_x(y) &= \sqrt{K} \left( \frac{1}{2} \| y \|_L \right) \text{arctanh}(\frac{1}{\sqrt{K}} - \langle x, y \rangle - x - y), \\
\text{Dist}(x, y) &= 2\sqrt{K} \text{arctanh}(\frac{1}{\sqrt{K}} - x \cdot y),
\end{align*}
\]

where \( \langle \cdot, \cdot \rangle \) is the Mobius addition for any \( x, y \in \mathbb{H}^{d,K} \). Mobius addition is defined as,

\[
\begin{align*}
x \oplus y &= \frac{1 + \frac{2}{K} (x, y) + \frac{1}{K} \| y \|_L^2 x + (1 - \frac{1}{K} \| y \|_L^2) y}{1 + \frac{2}{K} (x, y) + \frac{1}{K} \| y \|_L^2},
\end{align*}
\]

with \( \langle \cdot, \cdot \rangle \) being the inner product.

3.2 Signed Neighbor Aggregation

In this section, we discuss how to aggregate node’s information from its positive and negative neighborhood after obtaining the transformed features on the hyperbolic space. We first define the set of positive and negative neighbors of a user \( i \) to be \( N^+(i) \) and \( N^-(i) \), respectively. For the first aggregation layer, we have

\[
\begin{align*}
h_i^{(1),H} &= \exp_{x^0, H} \left( \sigma \left( W_p^{(1)} \sum_{j \in N^+(i)} w_{ij}^{(1)} \log_o(x_j^H), x_i^H \right) \right), \\
h_i^{(1),N} &= \exp_{x^0, H} \left( \sigma \left( W_n^{(1)} \sum_{j \in N^-(i)} w_{ij}^{(1)} \log_o(x_j^H), x_i^H \right) \right), \\
w_{ij}^{(1)} &= F_{j \in N^+(i)} \left( \sigma \left( a_{ij}^{(1)} W_p^{(1)} \log_o(x_j^H), W_{ij}^{(1)} \log_o(x_i^H) \right) \right), \\
w_{ij}^{(1)} &= F_{j \in N^-(i)} \left( \sigma \left( a_{ij}^{(1)} W_n^{(1)} \log_o(x_j^H), W_{ij}^{(1)} \log_o(x_i^H) \right) \right),
\end{align*}
\]

where the function \( F_{j \in N^+(i)}(x) = (2e^{x/2} / \sum e^{x/2}) - 1 \) regularizes the attention weights \( w_{ij}^{(1)}, w_{ij}^{(1)} \) in a range of \((-1, 1)\). \( W_p^{(1)}, W_n^{(1)} \in \mathbb{R}^{d \times 2d} \), \( a_{ij}, a_{ij} \in \mathbb{R}^{2d \times d} \), and \( W_{p_{ij}}, W_{n_{ij}} \in \mathbb{R}^{d \times d} \) are the weight matrices. \( \sigma(\cdot) \) is the LeakyReLU activation, with \([\cdot, \cdot] \) being the concatenation operation. The hidden representation \( h_i^{(l),H} \in \mathbb{H}^{d,K} \) and \( h_i^{(l),N} \in \mathbb{H}^{d,K} \) collect the positive and negative supports from the adjacent positive and negative neighbors, respectively, which allow to embed node features close to positive neighbors and distant to negative neighbors. However, for multi-hop neighborhood, the relationships become complex to determine. According to Figure 3 the aggregation rule for \( l > 1 \) is defined as,

\[
\begin{align*}
h_i^{(l),H} &= \left[ \sum_{j \in N^+(i)} w_{ij}^{(l)} \log_o(h_j^{(l-1),H}), \sum_{j \in N^+(i)} w_{ij}^{(l)} \log_o(h_j^{(l-1),H}) \right], \\
h_i^{(l),N} &= \left[ \sum_{j \in N^-(i)} w_{ij}^{(l)} \log_o(h_j^{(l-1),H}), \sum_{j \in N^-(i)} w_{ij}^{(l)} \log_o(h_j^{(l-1),H}) \right], \\
h_i^{(l),H} &= \exp_{x^{(l-1),H}} ((W_p^{(l)} x^{(l-1),H}, h_i^{(l-1),H})), \\
h_i^{(l),N} &= \exp_{x^{(l-1),H}} ((W_n^{(l)} x^{(l-1),H}, h_i^{(l-1),H})).
\end{align*}
\]

The node latent feature will be updated iteratively with the weighted aggregation of neighbors’ features. The weight
factors for positive and negative neighbors’ features are calculated as,

\[ w_{ij}^{+}(l) = \mathcal{F}_{j \in N_{+}(i)} \left( \sigma \left( a^{\theta}(l) W_{p}^{l} h_{i} P(l) H_{j} N(l) H_{j} \right) \right), \]

\[ w_{ij}^{-}(l) = \mathcal{F}_{j \in N_{-}(i)} \left( \sigma \left( a^{\theta}(l) W_{n}^{l} h_{i} N(l) H_{j} N(l) H_{j} \right) \right), \]

\[ w_{ij}^{a}(l) = \mathcal{F}_{j \in N_{a}(i)} \left( \sigma \left( a^{\theta}(l) W_{n}^{l} h_{i} N(l) H_{j} N(l) H_{j} \right) \right), \]

\[ w_{ij}^{w}(l) = \mathcal{F}_{j \in N_{w}(i)} \left( \sigma \left( a^{\theta}(l) W_{n}^{l} h_{i} N(l) H_{j} N(l) H_{j} \right) \right), \]

with \( \mathcal{F}_{j \in N_{x}(i)}(x) = \left(2e^{x} - \sum_{x_{j}}e^{x_{j}}\right) - 1 \). Similarly, \( W_{p}^{l}, W_{n}^{l} \in \mathbb{R}^{d \times 2d}, a^{\theta} \in \mathbb{R}^{2d \times d} \), and \( W_{p}, W_{n} \in \mathbb{R}^{d \times d} \) are learnable weight matrices. The final representation \( z_{i}^{H} \in \mathbb{H}^{d \times K} \) for each node \( i \) at the \( L \)-th layer can be obtained by,

\[ z_{i}^{H} = [h_{i}^{P(L)H}, h_{i}^{N(L)H}]. \]

### 3.3 Mutual Information Maximization

For guiding the path of aggregation between balance theory and status theory, a Shannon entropy-based measure, i.e., Mutual information (MI) is leveraged to measure the correlations between the adjacency matrix \( A \) and the concatenated representations of node-pairs \( Z \), with \( z_{ij} = [z_{i}^{H}, z_{j}^{H}] \in \mathbb{H}^{2d \times K} \). By maximizing the mutual information, it is anticipated that the models can identify a subset of node neighbors that are most influential for the edge prediction during the message passing and determine either push the neighbors’ features closer or further in the node embedding space. To measure the mutual dependence between the two variables \( Z \) and \( A \), we first introduce some notations for calculation. Let \((Z, A) \) be a pair with values over the space \( Z \times A \). The joint distribution is denoted by \( P_{ZA} \) and the marginal distributions are \( P_{Z} \) and \( P_{A} \), respectively. Based on the principle of \([24, 25]\), the mutual information \( I(Z, A) \) is equivalent to the Kullback-Leibler (KL) divergence between the joint and product of the marginals, \( P_{Z} \otimes P_{A} \):

\[ I(Z, A) = D_{KL}(P_{ZA} \ || \ P_{Z} \otimes P_{A}), \]

\[ = \mathbb{E}_{P_{ZA}} \left[ \log \frac{dP_{ZA}}{dP_{Z} \otimes P_{A}} \right], \]

Here we consider \( P_{ZA} \) and \( P_{Z} \otimes P_{A} \) as being distributions on a compact domain \( \Omega \subseteq \mathbb{R}^{2d} \). Equation (10) can be interpreted as, the larger the divergence between the joint and the product of the marginals, the stronger the dependence between \( Z \) and \( A \). Maximizing mutual information forces the node embeddings to aggregate features from their positive and negative neighbors within \( L \) hops. However, both the joint distribution and marginal distributions are intractable for optimization, which motivates various approaches to estimate the tractable lower bound of mutual information. One of the most commonly used is the Donsker-Varadhan representation \([26]\) of the KL-divergence, with which the lower-bound to the mutual information \( I_{\theta}(Z, A) \) can be derived as,

\[ I_{\theta}(Z, A) := \sup_{T: \Omega \to \mathbb{R}} \mathbb{E}_{P_{Z} \otimes P_{A}}[T_{\theta}] - \log(\mathbb{E}_{P_{Z} \otimes P_{A}}[e^{T_{\theta}}]), \]

where \( T_{\theta} : Z \times A \to \mathbb{R} \) is a discriminator function parameterized by \( \theta \), which takes the \( Z \) and \( A \) as inputs and turns a value vector. More details of \( T_{\theta} \) can be found in Section 4.3. The expectations in Equation (11) are finite and can be estimated using \( i.i.d \) samples from the joint distribution and shuffled samples from the respective marginal distributions, respectively. The objective function in Equation (12) can be maximized by gradient ascent, as:

\[ \mathcal{L}_{\text{mim}} = -I_{\theta}(Z, A). \]

### 3.4 Edge Classifier and Training Objectives

For the task of signed link prediction, we use the Fermi-Dirac decoder to generate the predictions, which are supervised by a binary cross entropy loss:

\[ p_{ij} = \frac{e^{[\text{dist}(z_{i}^{H}, z_{j}^{H})^{2} - r]/t + 1]}{1 + e^{[\text{dist}(z_{i}^{H}, z_{j}^{H})^{2} - r]/t + 1]}, \]

\[ \mathcal{L}_{\text{cls}} = \sum_{i,j \in \mathcal{V}} A_{ij} \log(p_{ij}) + (1 - A_{ij}) \log(1 - p_{ij}), \]

with \( r \) and \( t \) being the hyperparameters. To further constrain the node embeddings, we design a positive ranking loss and a negative ranking loss, respectively. For each positive or negative pair of users \((i, j)\), we randomly sample a neutral user \( k \) which has no link to the anchor \( i \). The following objectives enable the positively linked users closer (and negatively linked users farther) in the embedded space than the no-link pairs \((i, k)\):

\[ \mathcal{L}_{\text{pos}} = \sum_{(i,j) \in \mathcal{E}^{+}, k} \text{max}(0, \text{Dist}(z_{i}^{H}, z_{j}^{H}) - \text{Dist}(z_{i}^{H}, z_{k}^{H})), \]

\[ \mathcal{L}_{\text{neg}} = \sum_{(i,j) \in \mathcal{E}^{-}, k} \text{max}(0, \text{Dist}(z_{i}^{H}, z_{j}^{H}) - \text{Dist}(z_{i}^{H}, z_{k}^{H})). \]

Lastly, the model is jointly trained by edge classification loss, mutual information loss, and two embedding losses:

\[ \mathcal{L} = \mathcal{L}_{\text{cls}} + \alpha \mathcal{L}_{\text{pos}} + \beta \mathcal{L}_{\text{neg}} + \gamma \mathcal{L}_{\text{mim}}, \]

where \( \alpha, \beta, \) and \( \gamma \) denote the loss coefficients, respectively.

### 4 Experimental Settings

#### 4.1 Datasets and Evaluation Metrics

In this section, we conduct extensive experiments on four real-world signed social network datasets, i.e., Bitcoin-Alpha\(^2\), Bitcoin-OTC\(^2\), Slashdot\(^2\), Epinions\(^2\). The general statistics of the four network datasets are summarized in Table 2:

- Bitcoin-Alpha and Bitcoin-OTC\(^2\), \(^2\) are two who-trusts-whom networks of Bitcoin trading. Members of Bitcoin Alpha and OTC rate other members as trust or distrust to prevent transactions from risky users.
- Slashdot\(^1\) is collected from a technology-related news website known for its specific user community. The website features user-submitted and editor-evaluated technology oriented news. It allows users to tag each other as friends (positive links) or foes (negative links).

2. http://www.bitcallpha.com/
3. http://www.bitcoin-otc.com/
4. http://slashdot.org/
5. http://www.epinions.com/
• Epinions [19] is a trust network for the consumer review site. All the trust relationships interact and form the Web of Trust, which is then combined with review ratings to determine which reviews are shown to the user.

In order to predict the link relationship of the unconnected node pairs, we randomly select 20% of the links in the social networks to form a test set, with the remaining links as the training set. We utilize the standard metrics i.e., area under curve (AUC), F1 score, macro-averaged F1 score, and micro-averaged F1 score to evaluate the prediction performance.

4.2 Baselines Methods

We compare our approach with the following signed network embedding and link prediction methods:

- TSVD [29]: performs linear dimensionality reduction by means of truncated singular value decomposition (SVD).
- SSE [30]: reformulates the Rayleigh quotient as an objective for embedding learning.
- SiNE [31]: optimizes an objective function guided by social theory in signed networks to generate the node embeddings in a deep learning framework.
- SIDE [32]: provides a linearly scalable method to obtain the low-dimensional vectors with random walks.
- SIGNet [33]: builds upon word2vec embedding approaches and adds a sampling strategy to maintain balance in high-order neighborhoods.
- SGCN [15]: generalizes GNNs to a signed network for the first time. It designs a new aggregation strategy for undirected signed network.
- SiGAT [21]: incorporates graph motifs into GAT to capture the balance theory and status theory jointly.
- SNEA [16]: proposes a graph attention layer to estimate the importance coefficients for the node pairs.

4.3 Implementation Details

Our source code is based on PyTorch [34], which is available in an anonymous repository [6] for reference. All experiments are conducted on two servers with two GeForce GTX 2080 Ti GPUs. Similar to previous works in this area [15], random seed is set to 42. For fair comparisons, the feature dimensions of node embedding d are fixed to 64. The total number of training epochs M is 800 for Bitcoin-Alpha and Bitcoin-OTC datasets, 900 for Slashdot and Epinions datasets. The Adam optimizer is applied with a weight decay of $1 \times 10^{-5}$. The learning rate $\mu$ is initiated to be $1 \times 10^{-2}$ for Bitcoin-Alpha and Bitcoin-OTC datasets, and $5 \times 10^{-3}$ for Slashdot and Epinions datasets. The learning rate is adapted by a cosine annealing schedule. The node embedding is initialized with TruncatedSVD [29], with maximum 30 iterations. The optimal loss coefficients $\alpha, \gamma$ are searched with optuna [35] framework, and $\beta$ is empirically set to 0.83 for all tasks. The hyperparameter $r$ and $t$ for edge classifier are fixed to 2 and 1, respectively. Without loss of generality, we set the curvature $K = 1$ (i.e., $c = -1$), which can be further tuned for $G_p$ and $G_n$. The $T_\theta$ network firstly maps each node-pair representation / edge sign from 128-D / 1-D to 128-D with two fully connected layers. It then projects the addition of the two 128-D vectors to 1-D scores with a LeakyReLU and a fully connected layer.

5 Experimental Results and Analysis

Following the settings in Section 4, we conduct experiments to evaluate the performance of the proposed SIHG regarding both the signed link prediction effectiveness and interpretation quality. In particular, we aim to answer the following research questions (RQs) via experiments:

**RQ1:** How effectively can SIHG perform signed link prediction compared with state-of-the-art baselines?

**RQ2:** What is the contribution of each key component of the proposed model structure?

**RQ3:** How the hyperparameters affect the performance of SIHG in terms of prediction effectiveness?

**RQ4:** How is the quality of the learned node representations?

**RQ5:** How to interpret the underlying social theories with the learned signed attention maps?

### 5.1 Signed Link Prediction Effectiveness (RQ1)

In Table 3, we report the signed link prediction results across the four benchmark datasets in terms of AUC and F1 scores. The baseline results refer to [15, 16]. The graph depth $L$ is fixed to 3 and the Hyperboloid model is incorporated in SIHG. In order to fully investigate the graph-based baselines that are highly related to our work, we re-implement SGCN, SiGAT, and SNEA, and additionally report the macro-F1 and micro-F1 scores in Table 4. It is observed that the proposed SIHG framework is superior to all the compared methods in most cases. Among the four commonly-used evaluation metrics, the AUC scores of SIHG are boosted by the largest margin (13.03% on Slashdot) over the best performing baseline, especially on the large-scale datasets, while the macro-F1 scores are slightly weaker. We infer this result is due to using macro-average, which computes the score independently for each class ($i.e. -1, 1$) and treats all classes equally. Therefore, using macro-F1 cannot fairly testify the prediction quality on extremely biased datasets such as signed social networks.

### 5.2 Ablation Study (RQ2)

To investigate the validity of the derived MI objective (MIM), the signed attention mechanism (Signed Attention) and the incorporated Hyperboloid models (Hyperbolic), we compare the seven variants of SIHG model on both Bitcoin-Alpha and Bitcoin-OTC datasets, and summarize the comparison results in Table 5. The graph depth $L$ is fixed to 3 and loss coefficients $\alpha$ and $\gamma$ are empirically fixed. The first row corresponds to the simplest baseline, which resembles SGCN yet it has separate transformations for positive
and negative neighbors’ features. By comparing the rest of variants with one or two components removed, we observed degradation in the respective performances of signed link prediction. It is noteworthy that removing the MI objective will lead to a significant drop in prediction accuracy, which verifies the importance of discovering correlations between the edge polarity and the latent node embedding pairs.

### 5.3 Parameter Sensitivity (RQ3)

We evaluate the sensitivity of the proposed SIHG method w.r.t. the choices of hyperbolic models, loss coefficients $\alpha$ and $\gamma$, and the depth $L$ of graph networks on the Bitcoin-Alpa and Bitcoin-OTC datasets.

#### TABLE 5: The study of node embedding size. * indicates the results of re-implementation.

| Dataset   | Method | AUC | F1  | F1_{macro} | F1_{micro} |
|-----------|--------|-----|------|------------|------------|
| Bitcoin-Alpa | SGCN-32 | 0.811 | 0.778 | 0.540 | 0.663 |
| | SGCN-64 | 0.814 | 0.896 | 0.6836 | 0.831 |
| | SGCN-128 | 0.831 | 0.8972 | 0.6621 | 0.8257 |
| | SGCN-32 | 0.8667 | 0.9387 | 0.6714 | 0.9226 |
| | SGCN-64 | 0.8981 | 0.9614 | 0.7115 | 0.9279 |
| | SGCN-128 | 0.9015 | 0.9599 | 0.6868 | 0.9251 |
| | SGCN-32 | 0.7942 | 0.7831 | 0.5984 | 0.683 |
| | SGCN-64 | 0.8087 | 0.9152 | 0.7617 | 0.8605 |
| | SGCN-128 | 0.831 | 0.9243 | 0.7578 | 0.8983 |
| | SNEA-32 | 0.8131 | 0.9174 | 0.7705 | 0.8646 |
| | SNEA-64 | 0.8954 | 0.9528 | 0.7949 | 0.9165 |
| | SNEA-128 | 0.9056 | 0.9580 | 0.7949 | 0.9165 |
| Bitcoin-OTC | SGCN-32 | 0.7115 | 0.9279 | 0.7115 | 0.9279 |
| | SGCN-64 | 0.7430 | 0.9297 | 0.7705 | 0.8646 |
| | SGCN-128 | 0.7827 | 0.9688 | 0.7512 | 0.8068 |
| | SNEA-32 | 0.8131 | 0.9174 | 0.7705 | 0.8646 |
| | SNEA-64 | 0.8954 | 0.9528 | 0.7949 | 0.9165 |
| | SNEA-128 | 0.9056 | 0.9580 | 0.7949 | 0.9165 |
| | SNEA-32 | 0.8131 | 0.9174 | 0.7705 | 0.8646 |
| | SNEA-64 | 0.8954 | 0.9528 | 0.7949 | 0.9165 |

### Effect of Hyperbolic Model

First, we assessed the impact of the base model of the SIHG, i.e., Euclidean, Poincaré, and Hyperbolid models w.r.t. four evaluation metrics. Notably, for Euclidean model, we do not apply the log and exp maps. The results, reported in Table 7, demonstrate that the proposed SIHG framework with the hyperboloid model achieved a relatively higher performance compared to the Euclidean alternative, improving AUC scores from 88.8% to 89.8%. The performance improvement also illustrates the numerical stability of the Hyperboloid over the Poincaré.

#### Effect of Loss Coefficients

To study the effect of the loss coefficients, we conducted experiments on the proposed SIHG with the varying values of $\alpha$ and $\gamma$. The remaining coefficient $\beta$ is empirically set to 0.83. The search of the optimal loss coefficients is implemented with the optuna toolbox. The Figure 6 is plotted based on the results from 100 trails, with $\alpha$ and $\gamma$ ranging from 0 to 3. In addition, the 2D contour maps of parameter sensitivity evaluated on two datasets are provided in Figure 7. It can be observed that the AUC and F1 scores are going uphill when $\gamma$ increases, which validates the importance of the derived mutual information maximization strategy. Another finding is that, the AUC and F1 scores become quite stable when reaching sufficiently large loss coefficients. This indicates that our SIHG framework is robust with respect to loss coefficients.

#### Effect of Graph Depth

To investigate the impact of the number of stacked graph layers, we examined the proposed SIHG framework with varying depth of graph layers, i.e., $L \in \{1, 2, 3, 4\}$. As shown in Table 8, the performance of the proposed SIHG with deeper graph networks generally increases until $L$ reaches 3. Due to the sparsity of signed networks and the intrinsic over-smoothing risk of GNNs, the SIHG-4 achieves a relatively lower performance compared to SIHG-3.

### Effect of Embedding Dimensionality

Another fundamental hyperparameter is the size of the resulting embeddings. We studied the performance of SIHG and the compared baseline SGCN [15] with respect to the dimensionality.
TABLE 8: Prediction performance of the signed edges with respect to various graph depth on the two datasets.

| Dataset     | Method | AUC  | F1   | macro-F1 | micro-F1 |
|-------------|--------|------|------|----------|----------|
| Bitcoin-Alpha | SIHG-1 | 0.8897 | 0.9597 | 0.6712 | 0.9244 |
|             | SIHG-2 | 0.8862 | 0.9612 | 0.7079 | 0.9276 |
|             | SIHG-3 | 0.8981 | 0.9614 | 0.7115 | 0.9279 |
|             | SIHG-4 | 0.8664 | 0.9602 | 0.8978 | 0.9255 |
| Bitcoin-OTC | SIHG-1 | 0.9113 | 0.9505 | 0.7779 | 0.9121 |
|             | SIHG-2 | 0.9120 | 0.9505 | 0.7834 | 0.9123 |
|             | SIHG-3 | 0.9154 | 0.9528 | 0.7949 | 0.9165 |
|             | SIHG-4 | 0.9025 | 0.9515 | 0.7891 | 0.9142 |

5.4 Embedding Visualization (RQ4)

To evaluate the importance of high-order topology and hierarchy preservation, we conduct experiments on the test set of the Bitcoin-Alpha dataset, and visualize the node-pair embeddings with PCA in Figure 5. The features of the compared baselines, i.e., SGCN, SiGAT, SNEA are extracted before passing them to the classifier. The embeddings are scattered as circles in the projected 3D subspace, with different colors indicating the edge polarities i.e., red represents friendship and blue represents antagonism. In contrast to existing graph models, the proposed SIHG are more powerful to preserve tree structure, where nodes close to the center are generally higher in the hierarchy of the tree.

5.5 Interpretability for Social Theories (RQ5)

In order to study the interpretability of two fundamental social theories, we run experiments on the Bitcoin-Alpha dataset. We extract the signed attention maps of $w^{-}(l)$ and $w^{+}(l)$ in the positive and negative aggregation branches at the second graph layer ($l = 2$), respectively. For simplicity, we only visualize the connections starting from the node 6 and 10. The attention maps are plotted in Figure 8.
Considering a signed variant of Laplacian matrix, which can reveal the global similarity between nodes. Hsieh et al. introduced a new objective function for signed network embedding, adding virtue nodes to enhance the training process. To improve algorithmic efficiency, SIDE is built upon a truncated random walk, which aims to represent proximity in signed directed networks as a compact low-dimensional vector. To maintain structural balance in higher-order neighborhoods, SIGNet leverages a new targeted node sampling strategy for random walks in directed signed networks. Of late, SGCN is proposed, which generalizes GCN to signed networks and applies a mean pooling strategy to aggregate messages from neighboring nodes according to balance theory. With the advent of the self-attention mechanism, SiGAT utilizes the graph attention networks (GAT) to embed different motifs in directed signed networks. Subsequently, SDGNN extends SiGAT with two additional loss, i.e., margin loss for edge direction and binary cross entropy loss for triangle relation preserving. Similarly, SNEA proposes a graph attention layer and provides a more universal way to aggregate information through both positive and negative links based on balance theory. To cope with the oversmoothing problem, SGDNet derives a signed random walk diffusion method, which aggregates node features on signed edges and effectively exploits information from multi-hop neighbors. Nonetheless, the existing approaches biasedly rely on the balance and/or status theory for edge sign prediction, which may be easily violated in practice. In our proposed SIHG framework, the principle of mutual information maximization guides the model to infer edge polarities from the informative positive and negative node neighbors, where the aggregation paths are learned by the signed attention module and two social theories are thus naturally unified.

6 RELATED WORK

6.1 Signed Network Embedding

Network embedding approaches aim to represent each node as a low-dimensional vector, by considering the node’s neighborhood and feature information. Similar nodes are expected to be projected close to each other in the subspace, which facilitate the downstream tasks such as node classification and link prediction. Early methods such as DeepWalk and Node2vec have been proposed to capture node proximity with the random walk strategy. A newly emerging stream of work attempts to compute embeddings of large graph-structured data not in Euclidean but in hyperbolic space, which refers to the space with constant negative curvature. Nickel et al. explored the Poincare ball model for embedding learning, which is based on Riemannian optimization. However, prior work only consider learning embeddings for unsigned networks that only consist of positive links, thus failing to handle signed networks that further consider negative links with more valuable information. The root of modeling signed networks lies in two important sociological theories, i.e., balance theory and status theory. Motivated by social balance theory, Chiang et al. extended weighted kernel k-means clustering to the signed network setting, by considering a signed variant of Laplacian matrix, which can be used as the basis for graph kernels. Similarly, Zheng et al. applied random walk normalized to analyze signed graphs, which can be embedded in a lower-dimensional space that reveals the global similarity between nodes. Hsieh et al. reformulated the sign inference problem as a low-rank matrix completion problem and proved that the missing links can be recovered under certain conditions.

D3.js. Recalling the aggregation paths in Figure 3, we can clearly discriminate the social rules by comparing the sign of attention score for each edge. For instance, the negative edge attention score (e.g., $(6 \rightarrow 3713)$) in $w_{ij}^{(2)}$ stands for structural balance theory, and the positive one (e.g., $(6 \rightarrow 42)$) for status theory. The signed attention learned is crucial to provide interpretation of the sociological mechanisms behind the given signed networks.

Different from the above-mentioned works that learn node representations by spectral analysis or matrix factorization, another line of work jointly aggregates and propagates information in neural networks. SNE optimizes a Skip-Gram like objective function by the maximum likelihood estimation and incorporates two signed vectors to represent the positive or negative edges with a log-bilinear model. Guided by the extended balance theory, SiNE introduces a new objective function for signed network embedding, which may be easily violated in practice. In our proposed SIHG framework, the principle of mutual information maximization guides the model to infer edge polarities from the informative positive and negative node neighbors, where the aggregation paths are learned by the signed attention module and two social theories are thus naturally unified.

6.2 Mutual Information Estimation

With the strong growth of data, Mutual Information (MI) estimation, quantifying the amount of shared information between a pair of random variables, has been playing a pivotal role in representation learning and wide applications. MI maximization can be used to extract representations that are highly relevant to the target task, or controlling the amount of information between the learned representations and the original data. While effective, few of the prior mutual information estimators can generalize to deep neural networks due to the high dimensionality and sample size. In order to overcome the intractability of MI in the presence of high-dimensional and continuous data, Mutual Information Neural Estimation (MINE) makes the estimation of MI on deep neural networks feasible via training a statistics network to distinguish samples coming from the joint distribution and the product of marginals of two random variables. Different from MINE that employs a lower-bound to the...
MI based on the Donsker-Varadhan representation \(^{26}\) of the KL-divergence, the Jensen-Shannon MI estimator (JSD) \(^{53}\) follows the formulation of f-GAN KL-divergence. Our proposed SIHG shares the same spirit with the mutual information estimators, which aims to mine the informative representations oriented by the task. But instead of using for unsupervised learning, we, for the first time, adapt the mutual information to guide the aggregation in the deep graph model and validate its effectiveness on a practical signed link prediction task.

7 Conclusion
In this work, we propose a deep SIHG framework for the signed link prediction in the presence of large-scale signed social networks. Different from the existing approaches which rely on balance or status theory, we automatically select the aggregation path and reconcile the two theories by maximizing the mutual information between the learned node embeddings and the edge polarities. Experiments evidence the effectiveness of our proposed approach over the state-of-the-art methods, especially improving the AUC scores by up to 13.0%.
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