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Abstract

We consider the counting problem of the number of leaf-labeled increasing trees, where internal nodes may have an arbitrary number of descendants. The set of all such trees is a discrete representation of the genealogies obtained under certain population-genetical models such as multiple-merger coalescents. While the combinatorics of the binary trees among those are well understood, for the number of all trees only an approximate asymptotic formula is known. In this work, we validate this formula up to constant terms and compare the asymptotic behaviour of the number of all leaf-labelled increasing trees to that of binary, ternary and quaternary trees.

1. Introduction

Trees are among the most important data structures in mathematical biology and used to model and interpret various evolutionary processes [1, 2]. In this work we want to study a counting problem concerning a type of tree encountered in population-genetical models of the Cannings type [3] and their infinite-population limits (e.g. the $\Lambda$- and other multiple-merger coalescents [4, 5, 6, 7]) or spatial models [8]. In population genetics, the interpretation of a tree is that of a genealogy [9]; the leaves are regarded as members of some population that has evolved over time, with the branches of the tree pointing backward in time, and internal nodes denoting common ancestors of the members; hence, the internal nodes determine how closely related individuals are in relation to each other. Branch lengths represent the time that one needs to go back into the past until a common ancestor is found. Of course, trees can also be interpreted like that with a phylogenetical application in mind (see e.g. [10]). In contrast to population genetics, the
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assumption that the leaves are "alive" at the same point in time is usually not of such big importance when studying relationships in between species; still, the notion of most recent common ancestors and the interpretation of branch lengths as evolutionary times certainly can be carried over to this field.

Taking the population size $2N$ to infinity in the Wright-Fisher model [11], we recover Kingman’s coalescent [12]. Under this process, the genealogy $\gamma$ of a sample of some finite size $n \in \mathbb{N}_{\geq 2}$ has an elegant stochastical representation: It is always structured as a binary tree, and the times at which internal nodes occur in the past (i.e., times at which two lineages find a common ancestor) are determined by independent exponentially distributed random variables. Hence, they occur almost surely at distinct points in time, and one can discretize $\gamma$ by labeling the internal nodes by integers from 1 to $n−1$ according to their order of appearance. That way, exact branch lengths are discarded, but otherwise the tree $\tau$ that is obtained from $\gamma$ contains the same genealogical information. However, $\tau$ is a purely combinatorial object and there are only finitely many possibilities for such a tree on $n$ leaves, so one might be interested in the number of distinct trees or in one of their statistics [13, 14].

When addressing questions like these, it is necessary to specify when one tree $\tau_1$ "equals" another tree $\tau_2$. For instance, one could restrict oneself to considering only planar equivalence classes, but one could also regard an "entangled" version of some tree as a new object. Similarly, one could consider the leaves as indistinguishable from each other, or as pairwise different, which can, for example, be realized by labeling them. The first is in accordance with the way individuals are viewed under the Wright-Fisher model (and Kingman’s coalescent), because individuals produce exact copies of themselves which cannot be told apart from the original. However, Kingman’s coalescent can be quite easily equipped with a mutation process that can indeed cause all individuals in a sample to be of their own distinct "genotype", which is reflected more accurately in the second scenario. An overview of the most frequently used definitions can be found in [15].

In the context of Kingman’s coalescent there are two concepts that have proven convenient. The first one is to employ a variant of the yule process [16], where $\tau$ is built up by successive splits, with the child nodes appended below the parent node and one child being the 'right' and the other the 'left' child (see e.g. [17]). The tree $\tau$ is an "increasing binary tree" as defined in [18] (pp.144); often, these trees are just called "coalescent trees" [19] [20] [21]. Let the set of all such trees with $n$ leaves be denoted by $\mathcal{T}_n^{(2)}$. Importantly, two trees $\tau, \tau' \in \mathcal{T}_n^{(2)}$ are not necessarily equal if they are isomorphic as graphs (for instance, exchanging the subtrees of $\tau$ below the root in general results
in a different tree). The cardinality $T_n^{(2)} = |T_n^{(2)}|$ is $(n - 1)!$.

The second concept is to consider the leaves as carrying distinct labels $\alpha_1 - \alpha_n$, and, for each $i = n - 1, \ldots, 1$ generate an internal node with label $i$ that becomes the father node of two currently "free" nodes. Here, we distinguish trees by their isomorphy classes (although a "label-preserving" isomorphy; see Definition [2]). On the other hand, exchanging the labels $\alpha_j, \alpha_k$ of two nodes in general creates a different tree. We call these trees leaf-labeled increasing trees (to be in conformity with both [15, 22]) and denote the set of all such trees on $n$ leaves by $L_n^{(2)}$, noting that several other names have been used throughout the literature for this combinatorial class [15, 23, 24]. The number of different trees of size $n$ is given by $L_n^{(2)} = |L_n^{(2)}| = n!((n - 1)!2^{-n+1})$.

$T_n^{(2)}$ and $L_n^{(2)}$ are the "natural" discretizations of Kingman's coalescent, because it induces the uniform distribution on those trees [19, 17]. In models which may produce non-binary genealogies (focusing somewhat on the $\Lambda$-coalescents, of which Kingman's coalescent is a special case), when asking which tree class is suitable to describe those genealogies, it is therefore logical to consider variants of $T_n^{(2)}$ and $L_n^{(2)}$ where the mechanisms are modified accordingly. We will for now let the resulting classes be denoted by $T_n$ and $L_n$, postponing formal definitions. We are particularly interested in their cardinalities.

The set $T_n$ that represents the "arbitrary-outdegree" extension of $T_n^{(2)}$ is the set of increasing Schroeder trees [26], and the number of different trees on $n$ leaves is given by $|T_n| = n!/2$. It is rather surprising that this correspon-
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dence has apparently gone unnoticed until recently [22]. In the latter work, a number of properties of $T_n$ regarding height and balance are derived as well. Regarding $L_n$, which extends binary leaf-labeled trees to general leaf-labeled trees, no closed formula for the cardinality is known. Their counting sequence $1, 1, 4, 29, 336, 5687, 132294$ has identifier A256006 in the Online Encyclopedia of Integer Sequences (OEIS [27]), and the asymptotic formula

$$L_n \sim c_{\infty} n^{2n+8/3} 2^{-n} \exp(-2n)$$

has been proposed and experimentally validated [28], with $c_{\infty} \approx 4.001655$. The main purpose of this work is to give a mathematical proof of the correctness of the exponential and polynomial factors in this formula. This will be achieved by applying techniques from analytic combinatorics. Afterwards, we will compare the asymptotic behaviours of the numbers of trees that exist when outdegree restrictions are not completely dropped, but the admissible "arity" of internal nodes is gradually increased from 2 to $\infty$.

2. Preliminaries

A tree is a connected and acyclic graph $\tau = (V, E)$ on a set of vertices $V$ (nodes) and $E \subseteq V \times V$; edges are directed. Additionally, we assume that there is no node in $\tau$ with indegree of more than 1, so that every node has at most one unique direct predecessor. For $|V| \geq 2$, since $\tau$ is connected, this means that there are nodes of outdegree 0 which are called terminal nodes or leaves; other nodes are called internal nodes. We also assume that $\tau$ is rooted (there is a unique root node $r \in V$ of indegree 0 "preceding" all other nodes). We demand also that all internal nodes have outdegree $> 1$, so there are no "redundant" nodes. Finally, we assume a labelling as described in the introduction (compare also [15, 22]).

Definition 1. A leaf-labeled increasing tree $\tau$ of size $n$, $n \in \mathbb{N}_{\geq 1}$ (with leaf-labels $\{\alpha_1, \ldots, \alpha_n\}$) is a rooted directed tree with the following properties:

1. There are $n$ leaves, each carrying one of the distinct labels $\alpha_1, \ldots, \alpha_n$.
2. If $n \geq 2$, the $m$ internal nodes ($m \leq n - 1$) are labeled by 1-$m$, where the root $r$ carries the label 1, the sequence of labels on any path from $r$ to a leaf in $\tau$ is monotonously increasing, and every number is used precisely once.

For short, we will refer to such trees simply as labeled increasing trees.
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The labeled increasing tree of size 1 is a single leaf labeled $\alpha_1$. Any labeled increasing tree $\tau$ can be generated by executing the following procedure: Start with $n$ nodes labeled $\alpha_1, \ldots, \alpha_n$. As long as the graph is not connected, create a node with label $i$, where $i$ is the smallest natural number $\geq 1$ that has not yet been used, and make this node the predecessor of an arbitrary number $k \geq 2$ of existing nodes. Finally, when after adding $1 \leq m \leq n - 1$ nodes the graph is connected, relabel the internal nodes by exchanging the label $m$ with 1, $m - 1$ with 2 and so on. If the above procedure takes exactly $n - 1$ iterations, all internal nodes in $\tau$ have outdegree 2, and we call $\tau$ binary. In the same way, a labeled increasing tree whose internal nodes have outdegree up to 3 ($4, K \geq 4$) is called ternary (quaternary, $K$-ary).

The interpretation of this in the context of the Wright-Fisher model is as described in the introduction. The leaves are a collection ("sample") of individuals alive in the present, and, going back in time, we encounter coalescent events (represented by internal nodes) at which individuals or their predecessors find a common ancestor. Their order of appearance in time is determined by their labels. Other possible interpretations of a labeled increasing tree $\tau$ include that of a "merger history", where the leaves represent firms or enterprises, and the internal nodes determine the order in which they merge into one [29].

**Definition 2.** Given two labeled trees $\tau_1 = (V_1, E_1), \tau_2 = (V_2, E_2)$, a label-preserving isomorphism is a bijective function $\phi : V_1 \to V_2$ such that

- $\forall v_1, v_2 \in V_1: v_1$ is a predecessor of $v_2 \iff \phi(v_1)$ is a predecessor of $\phi(v_2)$
- For all $v_1 \in V_1$, it holds that the label of $v_1$ is the same as that of $\phi(v_1)$

We say that two labeled increasing trees $\tau_1, \tau_2$ are equal if we can construct a label-preserving isomorphism between them, and distinct if such an isomorphism does not exist. Finally, we introduce some notation:

**Definition 3.**

- For $n \in \mathbb{N} \geq 1$, let $\mathcal{L}_n$ denote the set of all distinct labeled increasing trees $\tau$ of size $n$ with leaf-labels $\{\alpha_1, \ldots, \alpha_n\}$.
- For $n \in \mathbb{N} \geq 1$, let $L_n$ denote the number of distinct labeled increasing trees $\tau$ of size $n$, i.e. $L_n = |\mathcal{L}_n|$
Figure 2: All 29 trees of $\mathcal{L}_4$, leaf labels represented by \{a, b, c, d\}
Concerning outdegree restrictions, we may write $L^{(2)}_n$ (resp. $L^{(K)}_n$) to denote the set of binary ($K$-ary) labeled increasing trees, and likewise, $L^{(2)}_n$ ($L^{(K)}_n$) to denote their numbers.

3. Enumeration of labelled increasing trees

3.1. The counting sequence and its generating function

For any $n \in \mathbb{N}_{\geq 2}$ the following holds for $L_n$:

$$L_n = \binom{n}{2}L_{n-1} + \binom{n}{3}L_{n-2} + \cdots + \binom{n}{n-2}L_2 + \binom{n}{n}L_1$$

(2)

because we can generate any tree on $n$ leaves by choosing $k$ leaves to join below a new node labeled by 1, then generating a tree from $L_{n-k+1}$ out of the remaining free nodes. Let $\tilde{l}_n := L_n/n!$. Then for $n \geq 2$,

$$\tilde{l}_n = \frac{n-1}{2!} \tilde{l}_{n-1} + \frac{n-2}{3!} \tilde{l}_{n-2} + \cdots + \frac{3}{(n-2)!} \tilde{l}_3 + \frac{2}{(n-1)!} \tilde{l}_2 + \frac{1}{n!} \tilde{l}_1$$

(3)

The exponential generating function $\tilde{L}(z) := \sum_{n \geq 1} \tilde{l}_n z^n$ of the $L_n$ can thus be expressed by

$$\sum_{n \geq 1} \tilde{l}_n z^n = \sum_{n \geq 2} \left( \sum_{k=2}^{n} \frac{n-k+1}{k!} \tilde{l}_{n-k+1} \right) z^n + z$$

(4)

$$= \sum_{n \geq 2} \left( \sum_{k=2}^{n} \frac{n-k+1}{k!} \tilde{l}_{n-k+1} z^{n-k} \right) + z$$

(5)

$$= \sum_{n \geq 1} n \tilde{l}_n z^{n-1} \left( \sum_{k=2}^{\infty} \frac{1}{k!} z^k \right) + z$$

(6)

From this, it follows that the generating function must solve the differential equation

$$\tilde{L}(z) = \tilde{L}'(z) \left( \exp(z) - 1 - z \right) + z$$

(7)

However, the solution to this equation is singular at 0 and therefore not amenable to the usual methods of analytic combinatorics. Taking things one
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step further and dividing by a double factorial leads to a situation which can
be understood better. Define $l_n := \frac{L_n}{n!(n-1)!}$. Then for $n \geq 2$,

$$l_n = \frac{1}{2!} l_{n-1} + \frac{1}{3!(n-1)!} l_{n-2} + \frac{1}{4!(n-1)(n-2)!} l_{n-3}$$

(8)

$$+ \cdots + \frac{3!}{(n-2)!(n-1)!} L_3 + \frac{2!}{(n-1)!(n-1)!} l_2 + \frac{1}{n!(n-1)!} l_1$$

(9)

The doubly-exponential generating function $L(z) := \sum_{n \geq 1} l_n z^n$ takes the form

$$\sum_{n \geq 1} l_n z^n = \sum_{n \geq 1} \left( \sum_{k=2}^{n} \frac{(n-k+1)!}{k!(n-1)!} l_{n-k+1} \right) z^n + z$$

(10)

It can be reformulated as an "infinite" integral equation, namely

$$L(z) = z + \frac{z}{2} L(z) + \sum_{k=3}^{\infty} \frac{1}{k!} \int_{k-2}^{\infty} \int L(z) \frac{dz}{j} \cdot z$$

(11)

where we let $\int_{j}^{\infty} L(z) \frac{dz}{j}$ denote the $j$th antiderivative of $L(z)$ whose
first $j + 1$ Taylor coefficients are all zero.

3.2. Proof of the main result

We will consider truncated versions of this equation (say, with $k \leq K$). We can transform the truncated integral equation into a differential equation by performing multiple derivations, and then use the methodology discussed in Ch.VII of [18] to determine coefficient asymptotics.

First, note that $\int_{j}^{\infty} U(z) \frac{dz}{j} \cdot z \leq \int U(z)dz \cdot z^j$ for $j \in \mathbb{N}_{\geq 1}$ and for a function $U(z)$ analytic on a neighborhood of 0 with positive Taylor coefficients. Because of that, we know that a solution to

$$u_K(z) = z + \frac{z}{2} u_K(z) + \sum_{k=3}^{K} \frac{1}{k!} \int_{k-2}^{\infty} \int u_K(z) \frac{dz}{j} \cdot z$$

$$+ \frac{\exp(z) - \sum_{j \leq K} z^j / j!}{z^K} \int_{K-1}^{\infty} \int u_K(z) \frac{dz}{j} \cdot z$$

(12)
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with \( u_K(0) = 0 \) is an upper bound to \( L(z) \). Importantly, 
\[
\exp(z) - \sum_{j<K} \frac{z^j}{j!}
\]
can be represented by the analytic function 
\[
\frac{\exp(z) - \sum_{j<K} \frac{z^j}{j!}}{\sum_{j>K} \frac{z^j}{j!}}.
\]
Likewise, a function that solves
\[
s_K(z) = z + \frac{z}{2} \cdot \sum_{k=3}^K \frac{1}{k!} \int \cdots \int_{k-2} s_K(z) \frac{dz \cdots dz \cdot z}{k-2}
\]
is a lower bound.

For example, ignoring all \( k \geq 4 \) in Equation (11) leads to
\[
s_3(z) = z + \frac{z}{2} s_3(z) + \frac{z}{6} \int s_3(z) dz
\]
corresponding to the differential equation
\[
s_3''(z) - s_3'(z) \cdot \frac{1 + 1/6z}{1 - z/2} - \frac{1}{3(1 - z/2)} s_3(z) = 0
\]
We are going to explicitly derive the coefficient asymptotics using the aforementioned method for this differential equation. Equation (15) has a singular point at 2. The quantity \( \delta_1 \) refers to the residue \( \lim_{z \to 2} (z - 2) \cdot \frac{1 + 1/6z}{1 - z/2} = \frac{8}{3} \) of the coefficient of the first-order term in that equation, and likewise \( \delta_2 = \lim_{z \to 2} (z - 2)^2 \cdot \frac{1}{3} = 0 \) denotes the square residue of the term of order 0. The indicial equation is
\[
\theta(\theta - 1) + \frac{8}{3} \theta = 0
\]
with roots 0 and \( -\frac{5}{3} \). Applying Theorem VII.10 from [18], the coefficient asymptotics of \( L(z) \) are determined, up to a constant, by the formula \( n^{2/3} e^{-n} \).

One can see quite easily by induction that truncating at an arbitrary \( K \geq 3 \) always leads to the same result in that the asymptotic term of highest order for the coefficients of \( s_K \) is always one of \( \mathcal{O} n^{2/3} e^{-n} \). In fact, the smallest root of the indicial equation, i.e. the one determining the polynomial term in the asymptotic formula, is always \( -\frac{5}{3} \). The same is true for the solutions \( u_K \) of Equation (12); in particular, the coefficient of the lowest-order term, \( \exp(z) - \sum_{j<K} \frac{z^j}{j!} \), has only a removable singularity at 0 and no residue at 2. It follows that the coefficients \( l_n \) of \( L(z) \) must also admit \( l_n \sim c_n n^{2/3} e^{-n} \) for some constant \( c_n \).

Multiplying by \( n!(n - 1)! \sim 2\pi n^{2n} e^{-2n} \), we have for \( L_n \),
\[
L_n \sim c_n \cdot \frac{n^{2n+2/3}}{2n e^{2n}}
\]
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which agrees with formula \([1]\) with respect to exponential and polynomial terms (factoring in \((n + 1)n \sim n^2\), since counting starts at 0 instead of 1 in \([28]\).

The constant \(c_\infty\) is not known exactly. Since the coefficients grow proportionally to \(\frac{n^{n+8/3}}{2^{n/3}}\) (when counting from 0), one can estimate \(c_\infty\) from the exact coefficients, yielding \(c_\infty \approx 4.001655\) \([28]\).

4. Labelled increasing trees of restricted node-degree

Incidentally, the solutions \(s_K\) of Equation \((13)\) correspond to the (doubly-exponential) generating functions of \(K\)-ary labeled increasing trees, which we will denote by \(L^{(K)}(z) := \sum_{n \geq 1} L_n^{(K)}(n!(n-1)!)^{-1} z^n\). The exponential and polynomial terms in the asymptotic formula for \(L^{(K)}\) must remain the same (with one exception), and we are interested in how the constants \(c_K\) compare to \(c_\infty\).

4.1. \(K = 2\)

The simplest case is obtained by allowing an outdegree of at most 2. This amounts to setting \(K = 2\), such that the summation in Equation \((11)\) is null. Naturally, \(L^{(2)}(z)\) is the generating function of binary labeled increasing trees. Equation \((11)\) reduces to a functional equation,

\[
L^{(2)}(z) = z + z/2L^{(2)}(z)
\]

with solution \(L^{(2)}(z) = z/(1 - z/2)\). Thus \(K = 2\) is the only case where the asymptotic formula \(c_n^{n^{2/3}}\) does not apply. The singularity at 2 is a simple pole of degree 1 and the coefficients are given by \(l_n^{(2)} = 2^{-n+1}, n \geq 1\). Multiplying by \(n!(n-1)!\), we unsurprisingly find that the number of binary labeled increasing trees equals \(\frac{n!(n-1)!}{2^{n-1}}\) \([15, 23]\).

4.2. \(K = 3\)

If we allow up to 3 leaves to merge at a time, we have \(L^{(3)}(z) = s_3(z)\), so \(L^{(3)}(z)\) solves Equations \([14]\) and \([14]\). The latter, in fact, can be solved explicitly with the appropriate initial conditions, yielding

\[
L^{(3)}(z) = \frac{2^{5/3} \exp(-(1/3)x)x}{(2 - x)^{5/3}}
\]

The coefficient asymptotics are determined by the formula (see \([18]\), Ch.VI)

\[
l_n^{(3)} \sim 2 \exp\left(-\frac{2}{3}\right) \Gamma\left(\frac{5}{3}\right)^{-1} n^{\frac{2}{3}}
\]
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We can again multiply the function coefficients $a_n^{(3)}$ by $n! (n-1)!$ to obtain the number of ternary labeled increasing trees. In order to make the asymptotic formula comparable to that of the number of all trees in OEIS we again start counting from zero, meaning that we need to multiply by $n! (n+1)!$ instead. The number of ternary trees of size $n$ then follows the asymptotic formula

$$L_n^{(3)} \sim 2\pi \exp \left( -\frac{2}{3} \right) \Gamma \left( \frac{5}{3} \right) \frac{n^{2n+8/3}}{2^n e^{2n}}$$

(21)

where the constant $c_3 = 2\pi \exp \left( -\frac{2}{3} \right) \Gamma \left( \frac{5}{3} \right)^{-1}$ is approximately 3.573428.

4.3. Almost all trees are quaternary, with the majority being ternary

The asymptotic formulae for the number of ternary labeled increasing trees and the number of trees of arbitrary degree differ only up to their constants, with $c_3/c_\infty \approx 0.892982$. This shows that a randomly chosen labeled increasing tree has a probability of about 89% of having only nodes of outdegree 2 or 3.

Going one step further, we investigate the class of quaternary labeled increasing trees. $L^{(4)}(z) = s_4(z)$ solves (11) truncated at $K = 4$. The solution to the resulting differential equation does not admit a simple expression, but we know the exponential and polynomial factors present in the asymptotic expansion. By exact enumeration, we can determine the value of the constant factor $c_4$ to be approximately 3.977731. Thus, for large $n$, trees with maximum node outdegree of 4 already make up about 99.4% of the set of all labeled increasing trees.

5. Discussion

The main aim of this work was to shed some light on the composition of Equation (1) describing the asymptotic growth of the number of labeled increasing trees. The results from from [28] could be confirmed by our analysis. Indeed, using the existing techniques of analytic combinatorics to the treatment of differential equations [18], it can be shown fairly straightforwardly how the exponential and polynomial factors in this formula arise. The constant $c_\infty \approx 4.001655$ is still not known exactly, however, with the remainder of the formula verified, one has the justification to determine it experimentally. On the other hand, the coefficient $c_3 = 2\pi \exp \left( -\frac{2}{3} \right) \Gamma \left( \frac{5}{3} \right)^{-1}$ appearing in the respective formula for ternary labeled increasing trees could be determined exactly.
Table 1: Counting sequences of binary, ternary, quarternary and general labeled increasing trees for sizes 1, . . . , 10. \( L_n^{(2)} \), \( L_n^{(3)} \) and \( L_n^{(\infty)} \) have identifiers A006472, A358072 and A256006 on OEIS.

| n  | \( L_n^{(2)} \) | \( L_n^{(3)} \) | \( L_n^{(4)} \) | \( L_n \) |
|----|----------------|----------------|----------------|-------|
| 1  | 1              | 1              | 1              | 1     |
| 2  | 1              | 1              | 1              | 1     |
| 3  | 3              | 4              | 4              | 4     |
| 4  | 18             | 28             | 29             | 29    |
| 5  | 180            | 320            | 335            | 336   |
| 6  | 2700           | 5360           | 5665           | 5687  |
| 7  | 56700          | 123760         | 131705         | 132294|
| 8  | 1587600        | 3765440        | 4028430        | 4047969|
| 9  | 57153600       | 145951680      | 156800490      | 157601068|
| 10 | 2571912000     | 7019678400     | 7567091700     | 7607093435|

We have noted before that the number of ternary and quaternary trees are quite large in comparison to the number of trees in total. The analysis reveals that asymptotically less than one percent of all trees has at least one node of degree larger than 4. It appears that allowing nodes of higher outdegree reduces the number of nodes so quickly that in turn the contribution of trees with high arity to the total number of trees is relatively small. Notably, a similar observation is made in [22] regarding increasing Schröder trees, even though the problem is viewed from a slightly different angle.

Due to the presence of the factor \( n^2 \) in its asymptotic formula, the order of magnitude of the number \( L_n \) of leaf-labeled increasing trees is bigger than that of permutations and even Bell numbers. It is also bigger by a factor of \( O(n!) \) than the number of increasing Schröder trees. Interestingly, this is similar to the difference in coefficient growth between their binary restrictions, \( L_n^{(2)} \) and \( T_n^{(2)} \).

The combinatorial class \( \mathcal{L}_n \) can play an important benchmarking role for algorithms making use of the theoretical foundations of the \( \Lambda \)-coalescents [30, 31, 32]. Possible areas of research following up on the present analysis include the investigation of average tree height and balance, much like in [22]. Of particular interest appears to be the question which probability distributions can be induced on \( \mathcal{L}_n \) (as well as \( \mathcal{T}_n \)) by the \( \Lambda \)-coalescents and other population-genetical or phylogenetical models, and will have to be addressed in future works.
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