An experimental study of vehicle detection on aerial imagery using deep learning-based detection approaches
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Abstract. Deep convolutional neural network technology is widely used to deal with general object detection in computer vision, and it achieved remarkable progress. Unmanned aerial vehicles provide large numbers of aerial imagery that significantly facilitate several applications including traffic monitoring, surveillance, tracking, rescue, and safe military tasks. This paper presents an experimental study to evaluate the performances of several state-of-the-art deep learning-based detection approaches on vehicle detection from aerial imagery. The pre-trained models, including Faster R-CNN, R-FCN, and SSD, are adopted from the TensorFlow model zoo, and the VEDAI dataset is used as the benchmark. The results show that Faster R-CNN combined with Resnet101 backbone achieved the highest mAP, which is 39.73% on the COCO metric. This experimental study expects to be a guideline to choose suitable approaches for particular applications.

1. Introduction
Recently, unmanned aerial vehicles are widely adopted in transportation operation, safety engineering, and planning because of its price drop and surveillance video technologies[1]. Unmanned aerial vehicles provide large numbers of aerial imagery that significantly facilitate several applications, including traffic monitoring, surveillance, tracking, rescue, and safe military tasks. It is crucial to select a suitable deep learning model carefully because a lousy performance detector affects the understanding of image contents[2]. However, vehicle detection on aerial imagery holds promising interests and values in the transportation research field, and it is also a challenge because of tiny size objects.

In the past studies of vehicle detection, the traditional approaches used as 1) Gaussian Mixture Model for detecting moving objects[3]; 2) Histogram of Oriented Gradient (HOG) for extracting significant target features[4]; 3) Scale Invariant Feature Transform (SIFT) for matching and extracting features[5]; 4) Support Vector Machine (SVM) or AdaBoost for classifying the extracted features[4]. In general, the traditional vehicle detection applied machine learning methods to extract the features, and then fed them to a classifier. Although these methods have great achievement in object detection, some troubles are still suffered due to structured data-limited and weak generalization ability of feature extraction[6].

Deep learning is a subset of machine learning where it relies on numerous layers of algorithms, which provide different expression to the data it feeds on. Deep learning algorithms are widely used in
the computer vision area for object detection purposes, and they have promising achievements[7]. Current deep learning-based detection approaches can be categorized into two types, which are the one-stage approach and the two-stage approach. The one-stage approach directly maps bounding box coordinates based on classification and regression methods, such as SSD[8], Retinanet[9], and YOLO[10]. The two-stage approach is a region proposal based approach that adopts two-stage classification, regression and feature alignment, such as, R-CNN[11], Fast R-CNN[12], Faster R-CNN[13] and R-FCN[14].

Tensorflow[15] is a well-known deep learning API developed by Google. In object detection research area, Tensorflow detection model zoo[16] provides a collection of state-of-art detection models, which are discussed and analyzed on the COCO dataset[17], the Kitti dataset[18], the Open Images dataset[19] and the AVA v2.1 dataset[20]. In this paper, we carried out experiments on aerial imagery vehicle detection domain using pre-trained models provided by the Tensorflow Model zoo[16]. According to Top-1 Accuracy, we choose the backbone networks from ResNet-50, ResNet-101, Inception v2, and MobileNet v2. Therefore, the following deep learning-based detection models are adopted, which are Inception v2 and MobileNet v2 for SSD[8], ResNet101 for R-FCN[14], ResNet50, ResNet101 and Inception v2 for Faster R-CNN[13]. The results expect to guide the tips of selecting a suitable object detection model for a particular case.

2. Related Works
There were abundant papers discussed vehicle detection by different methods in the past decade. In this section, we review some works related to vehicle detection from aerial imagery using a deep learning approach.

Chen et al. [21] proposed a hybrid deep convolutional neural network (HDNN) to detect the large-scale variance of vehicles from satellite images. However, the proposed algorithm is time-consuming for image computation. It costs an average of 8 seconds per image, even using the GPU.

Yongzheng Xu et al. [1] adopt the Faster R-CNN method to detect the car from low-altitude UAV imagery. The Faster R-CNN demonstrates the prominent performance. Faster R-CNN outperforms viola-jones, HOG +SVG, and Vibe, with the highest completeness (96.40%) and correctness (98.43%). However, the experimental results indicate that deep learning algorithms perform significantly compared to traditional machine learning.

Jorge E. Espinosa et al. [22] compared the performance of faster R-CNN model and AlexNet+GMM combination model on, experimental results show that Faster R-CNN outperforms AlexNet+GMM, it also indicated that Faster R-CNN still has room for improvement if other high-performance feature extractors are adopted.

Jinze Li et al. [23] modified the YOLOv3[24] algorithm by replacing the residual connections to a dense connection and extend more of convolutional layers in darknet53. The modified algorithm achieved 42.03% mAP on the UAVDT benchmark.

Seongkyun Han et al. [25] proposed a lightweight one stage method called DRFBNet300, which applied MobileNet v1 as backbone SSD300 with RFB basic module[26] that used to detect real-time vehicle activities from Unmanned-Aerial-Vehicle Imagery. The proposed algorithm achieves 21 mAP on the COCO metric, which is the highest score compared to SSD [8] and RFBNet[26].

Deep learning-based detection approaches have great achievements in vehicle detection. Therefore, this paper constructs an experimental study of several state-of-art models on vehicle detection from aerial imagery, and the results could guide to select a proper algorithm for a particular case.

3. Briefing of deep learning algorithms
This section presents a short definition of deep learning algorithms adopted in our experiments, which are Faster R-CNN[13], R-FCN[14], and SSD[8].
3.1. Faster R-CNN

R-CNN[11], SPP-net[27], and Fast RCNN[13] are early object detection models depended on region proposal method, but these models spend a lot of time on the computation of region proposals which affects the overall performance. To solve this time-consuming problem, Ren et al. proposed Faster R-CNN[13], where they have used region proposal network (RPN) instead of mentioned above region proposal method. RPN is a fully convolutional network[28] (FCN) that allows an arbitrary size of the image to be input and outputs sets of rectangular candidate object proposals which are concerned to scores to detect whether the objects are contained or not.

Similar to Fast R-CNN[12], Faster R-CNN[13] uses the sets of entire images are given as inputs to the convolutional layers of Faster R-CNN[13] to generate the feature map, and then region proposal is used to identify the region proposals. In RPN, the region proposals detected per sliding window locations are called anchors. A relevant anchor box is selected by applying a threshold value over the “objectness” score. Selected anchor boxes and the feature maps computed by the initial CNN model together are fed to the RoI pooling layer for reshaping and the output of RoI pooling layer fed into FC layers for final classification and bounding box regression[29]. The following Figure 1 demonstrates the architecture of Faster R-CNN[13].

![Figure 1. The architecture of Faster R-CNN (Source from [29])](image1)

3.2. R-FCN

R-CNN series models such as R-CNN[11], Fast R-CNN[12], and Faster R-CNN[13] generate the region proposals first, and then fully connected (FC) layers are stacked after ROI pooling has been done. The process of FC layers is time-consuming and complicated because the ROI is not shared, and the number of connections is increased. Figure 2 shows the architecture of the R-CNN series. Unlike the R-CNN series, R-FCN[14] removed all FC layers after ROI pooling. All significant complexity is moved before RoI pooling to generate score maps. The same set of score maps will be used in region proposals and after RoI pooling processes in order to perform the average voting, which is a simple calculation. By removing the FC layers, R-FCN[14] is even faster than Faster RCNN[13] in a compatible mAP because of nearly cost-free. The architecture of R-FCN[14] is shown in Figure 3.

![Figure 2. The architecture of R-CNN series (Source from[12])](image2)
3.3. Single Shot Multi-Box Detector (SSD)
Liu et al. [8] proposed a one-stage approach for object detection called Single Shot Multi-Box Detector (SSD). SSD was inspired by the anchors adopted in Multi-Box, RPN, and multi-scale representation that aims to deal with strong spatial constraints imposed on bounding box predictions to overcome the shortcoming of detecting small objects in groups. SSD extracts feature maps from different scales where they could use to recognize small and large objects well. Also, the SSD applies anchor boxes with varying ratios of aspects to discretize the space of bounding boxes. The SSD framework is demonstrated in Figure 4. SSD uses VGG16 net as the backbone, and extra feature layers are added to the end of networks that are responsibly predicting boxes with different scales, aspect ratios, and confidences.

4. Experimental Evaluation
This section presents a comparative evaluation of deep learning detection algorithms, Faster-RCNN[13], R-FCN[14], SSD[8] are selected in our experiments. Firstly, we introduce a computer that supports our experiments with a specific configuration. Secondly, we make a briefing of the VEDAI dataset, and experimental results will be presented in the end. For all experiments, the performances of algorithms will be evaluated by Mean Average Precision (mAP) on the COCO metric[17].

4.1. Computer configuration
During the implementation, GPU-enabled TensorFlow 1.14.0 is adopted, which uses CUDA 10.0 and cuDNN v7.6.1 GPU library to speed up the training progress. The configuration of the computer used in our experiments is shown in Table 1.
Table 1. Computer configuration

|                |          |
|----------------|----------|
| GPU            | Nvidia Geforce GTX 1660 (6GB) |
| CPU            | Intel Core i3-8100 |
| RAM            | DDR4 16GB |
| O/S            | Windows 10 |
| GPU Library    | CUDA10.0 with cuDNN v7.6.1 |
| Toolkit        | Tensorflow-GPU 1.14.0 |

4.2. Dataset Specification

The Vehicle Detection in Aerial Imagery (VEDAI) [30] benchmark is used in this paper, which could be downloaded from https://downloads.greyc.fr/vedai/. VEDAI dataset contains two sizes of aerial images: VEDAI 1024(1024 *1024 pixels) and VEDAI 512(512 * 512 pixels). VEDAI benchmark comprises nine classes of objects, the detailed data distribution and the image examples of the VEDAI dataset are demonstrated in follow Table 2 and Figure 6. However, our study emphasis on vehicle detection, some categories like planes, boats, and others contribute numbers scarcely. Therefore, these three categories are discarded, and the remaining six categories (cars, pick-ups, camping cars, trucks, tractors, and vans) are merged into one class named vehicle.

Table 2. Data distribution of the VEDAI dataset

| Type           | Number | Type   | Number | Type   | Number |
|----------------|--------|--------|--------|--------|--------|
| Car            | 1408   | Truck  | 307    | Plane  | 48     |
| Pick-up        | 955    | Tractor| 190    | Boat   | 171    |
| Camping-car    | 397    | Van    | 101    | others | 211    |

Figure 5. Examples of images from dataset VEDAI

Our experiments use VEDAI 1024 as training and testing purposes. VEDAI 1024 consists of 1250 instances in total, and 1164 images are remaining after we removed the scarce categories mentioned above. One thousand fifty images are selected randomly as the training set, and the rest of the 114 images are testing set. All selected deep learning algorithms are trained in 250000 iterations; batch size is one, and momentum is 0.9, with an equivalent learning rate of 0.0003. The rest of the parameters are initialized.

4.3. Data pre-processing

Data preprocessing is the most time cost work on object detection because objects need to be annotated from thousands of images manually. Razakarivony and Jurie[30] provide the annotation in TXT format, we proposed a data preprocessing kit on the VEDAI dataset that facilities the data preprocessing phase. Data preprocessing kit on the VEDAI dataset could be downloaded on this link https://github.com/liaoxuanzhi/VEDAI.
4.4. Experimental results

In this experimental study, SSD, Faster RCNN, and RFCN combined with various feature extractors are compared.

The following Table 3 demonstrates mean average precision (mAP) and detection results of object detection frameworks trained on the VEDAI dataset. We can see that Faster RCNN ResNet101 achieved the highest mAP score with almost 23 hours of training time. The mAP of Faster RCNN Inception v2 is 32.72%, but it is less time consuming, the training time is shortened to 8 hours 38 minutes 37 seconds. Faster RCNN ResNet50 achieved the highest mAP at 0.5 IOU level, which is 78.60%. This result indicated that the object detection approach applies different backbones might differ the training times and performances.

Although R-FCN is second place in mAP ranking with a value of 38.40%, mAP in 0.5 IOU is higher than Faster RCNN ResNet101. Besides, it takes 19 hours 56 minutes 37 seconds, which is shorter than Faster RCNN ResNet101 three hours.

SSD performances poorly compared to other models, the mAP only achieved 7.532% in SSD Inception v2 and 6.294% in SSD MobileNet v2. The experimental results showed that the SSD approach is not working well with small object detection. More surprisingly, the training time conflicts with the Tensorflow model zoo[16]. The results on the Tensorflow model zoo[16] indicated that SSD is the fastest compared to other approaches in the list, but our experiment results gave an opposite conclusion. Moreover, an error message was received when the SSD algorithm was launched. It was said, “failed to get the convolutional algorithm. This is probably because cuDNN failed to initialize, so try looking to see if a warning log message was printed above.” It is because the SSD approach requires a high-performance graphics card with excellent computing ability and sufficient video RAM. The algorithm eventually worked after GPU allow_growth is configured. Nvidia Geforce GTX 1660 (6GB) is used for our implementation, and the video RAM is only 6GB. Therefore, the performance gap gains due to small video RAM.

In general, the two-stage approach shows a better mAP than the one-stage approach impressively. Meanwhile, the one-stage approach requires an excellent GPU to initialize the convolutional algorithm. Otherwise, the speed of algorithms can’t be performed remarkably, and more training time is consumed. Figure 7 shows the detection results of trained on the VEDAI dataset.

| Framework     | Backbone    | iterations | mAP (%) | mAP0.5IOU (%) | Training time |
|---------------|-------------|------------|---------|---------------|---------------|
| Faster RCNN   | ResNet101   | 250000     | 39.73%  | 77.08%        | 22h-59m-58s   |
| Faster RCNN   | Inception v2| 250000     | 32.72%  | 76.86%        | 8h-38m-37s    |
| Faster RCNN   | ResNet50    | 250000     | 31.42%  | 78.60%        | 15h-44m-8s    |
| R-FCN         | ResNet101   | 250000     | 38.40%  | 77.11%        | 19h-56m-10s   |
| SSD           | Inception v2| 250000     | 7.532%  | 27.98%        | 24h-33m-58s   |
| SSD           | MobileNet v2| 250000     | 6.294%  | 21.98%        | 23h-7m-8s     |

5. Conclusions

In this paper, we presented an experimental study of deep learning-based object detection approaches on vehicle detection from aerial images. We adopted Faster R-CNN, R-FCN, and SSD from the TensorFlow model zoo. The experimental results could be generated and highlight as follows:

• We proposed a kit on the VEDAI dataset that facilitates the data preprocessing phase. Therefore, researchers could spend more time on algorithm improvements rather than data preprocessing.

• In our experimental study, the two-stage approach generally has better mAP than the one-stage approach. The highest mAP is achieved by Faster R-CNN, followed by R-FCN, and SSD.
• The premise of the one-stage algorithm that could be performed and computed effectively is that GPU must have enough video RAM and great computing ability. Conversely, it must be time-consuming work.

Deep learning has significantly facilitated the development of computer vision, and we have benefited a lot during this experimental study. We expect that the preliminary results above could be tips to select a suitable algorithm for a particular case.
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