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We study the critical behaviour of the \( q \)-state Potts model on an uncorrelated scale-free network with a power-law node degree distribution with decay exponent \( \lambda \). Previous data show, that the phase diagram of the model in the \( q, \lambda \) plane in the second order phase transition regime contains three regions, each being characterized by a different set of critical exponents. In this paper we complete these results by finding analytic expressions for the scaling functions and critical amplitude ratios in the above mentioned regions. Similar to the previously found critical exponents, the scaling functions and amplitude ratios appear to be \( \lambda \)-dependent. In this way, we give a comprehensive description of the critical behaviour in the new universality class.
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1. Introduction

The concept of universality plays a fundamental role in the theory of critical phenomena [1–3]. A lot of systems manifest similar behaviour near the critical point. The universality class does not depend on the local parameters but on global ones: dimensionality, symmetry, nature of interaction etc. If several systems are in the same universality class, they share, besides the values of the critical exponents, identical critical amplitude ratios and scaling functions [4].

The goal of our study is to analyze an universal content of the critical behaviour of the Potts model on a scale-free network near the critical point. In particular, to quantify it in terms of scaling functions and universal amplitude ratios. A lot of studies were dedicated to the analysis of the critical behaviour of spin models on complex networks [5]. In this case, the disorder of the underlying structure is modeled in terms of a random graph. In the present work we will consider the \( q \)-state Potts model on uncorrelated scale-free network with a power-law node degree distribution with exponent \( \lambda \). Similar to the lattice systems, for the Potts model on the uncorrelated scale-free networks one may observe either the 1st or the 2nd order phase transition. However, now the order of the phase transition depends, besides the \( q \) value, on the node degree distribution decay exponent \( \lambda \) [6–8]. The second order phase transition regime is characterized by power law dependencies of thermodynamic functions as functions of temperature and magnetic field in the vicinity of critical point. Critical exponents govern this transition depend on \( \lambda \), which plays the role of a global variable for models on a network, as the dimension \( d \) in the case of a lattice.

Depending on the particular value of \( q \) Potts model has been suited to describe various real and model systems. Besides the Ising model at \( q = 2 \) it also describes percolation at \( q \to 1 \) [9, 10]. Spanning treelike percolation with a geometric phase transition is described by a zero-state \( q = 0 \) Potts model [11]. Also in \( q = 0 \) limit the Potts model can be applied for description of Kirchhoff’s rules via the resistor network models [12]. Subsequently, it has been shown the equivalence between zero-state Potts model and Abelian sandpile models in case of an arbitrary finite graphs [13]. Sandpile models describe processes in neural networks, fracture, hydrogen bonding in liquid water. Other particular case of Potts model at \( q = 1/2 \) is a spin glass model [14, 15]. The case of \( 0 \leq q < 1 \)
is used to describe gelation and vulcanization processes in branched polymers. Other examples concern application of the Potts model for larger values of $q$. Three-component $q=3$ Potts model is used to describe a cubic ferromagnet with three axes in a diagonal magnetic field, an adsorption of 4He atoms on graphite in two dimensions, transition of helium films on graphite substrate, etc. The 4-state Potts model also describes the effect of absorption on surfaces. The Potts model at large $q$ is used to simulate the processes of intercellular adhesion and cancer invasion.

In this paper we will complete analysis of the Potts model on an uncorrelated scale-free network by calculating scaling functions and universal amplitude ratios. Recently, the scaling functions and universal amplitude ratios were obtained for the Ising model on a scale-free network. Here we will generalize these expressions for the Potts model case.

The structure of this paper is as follows. In the next section we write down main relations of scaling theory, expressions for thermodynamic functions in scaling form and universal amplitudes ratios. Section 3 is a short overview of our previous work, where the critical behavior of the Potts model on uncorrelated scale-free network was considered. In particular, it was shown that the phase diagram in the second order phase transition regime contains three regions, each being characterized by a different set of critical exponents. In section 4, we complete these results by finding analytic expressions for the scaling functions and critical amplitude ratios in the above mentioned regions. Similar to the previously found critical exponents, the scaling functions and amplitude ratios appear to be dependent. In this way, we give comprehensive description of the critical behaviour in the new universality class. Analytic expressions are summarized in Table 2.

In the last section we summarize obtained results.

2. Main relations of scaling theory

In this paper we will be interested in the universal features of a system that are manifested in the vicinity of the critical (second order phase transition) point. Critical exponents, that govern power-law behaviour of different observables near the critical point belong to such characteristics. Taking for definiteness temperature driven phase transition into magnetically ordered state, one observes the power-law asymptotics near the critical point $T = T_c$, $h = 0$. In particular, at $h = 0$ the (dimensionless) order parameter $m$, isothermal susceptibility $\chi_T$, specific heat $c_h$ and magnetocaloric coefficient $m_T$ are power law functions of $\tau = |T - T_c|/T_c$:

$$m = B_\tau \tau^\beta, \quad \chi_T = \Gamma_\pm \tau^{-\gamma}, \quad c_h = \frac{A_\tau}{\alpha} \tau^{-\alpha}, \quad m_T = B_\tau^\pm \tau^{-\omega} \quad \text{at} \quad h = 0. \quad (2.1)$$

Here, indices ± refer to the way critical temperature is approached, $T \to T_c \rightarrow 0^\pm$. In turn, directly at $T = T_c$ (i.e. $\tau = 0$) the following power law field dependencies hold:

$$m = D_c h^{1/\beta}, \quad \chi = \Gamma_c h^{-\gamma_c}, \quad c_h = \frac{A_c}{\alpha c} h^{-\alpha_c}, \quad m_T = B_T^\pm h^{-\omega_c} \quad \text{at} \quad \tau = 0. \quad (2.2)$$

The above formulas introduce critical exponents and critical amplitudes we will be interested in this study. Unlike to the critical exponents, the critical amplitudes are non-universal, they depend on microscopic features of the system. However, their certain combinations appear to be universal as well.

In particular, in this study we will be interested in the following universal critical amplitude ratios:

$$R_{\chi}^\pm = \Gamma_\pm D_c B_\tau^{1-\beta}, \quad R_{c_h}^\pm = \frac{A_\tau}{\alpha c} D_c^{1+\alpha_c} B_\tau^{-2/\beta}, \quad A_+/A_-, \quad \Gamma_+/\Gamma_-. \quad (2.3)$$

The above quoted power law scaling in behaviour of various thermodynamic functions, universality and scaling relations between critical exponents and amplitude ratios are the manifestations

\footnote{The magnetocaloric coefficient is defined by the mixed derivative of the free energy over magnetic field and temperature, $m_T = -T \langle (\partial^2 \bar{f}) / \partial h \rangle_h$. It measures the heat released by the system upon an isothermal increase of the magnetic field due to the magnetocaloric effect (see, e.g., \cite{24} and references therein).}
Scaling functions and amplitude ratios for the Potts model on an uncorrelated scale-free networks of special properties of the thermodynamic potential in the vicinity of critical point. In particular, the scaling hypothesis for the Helmholtz free energy $F(\tau, m)$ states that this thermodynamic potential is generalized homogeneous function \cite{25} and can be written as:

$$F(\tau, m) \approx \tau^{2-\alpha} f_\pm(x), \quad (2.4)$$

with the scaling variable $x = m/\tau^\beta$ and scaling function $f_\pm(x)$, signs $+$ and $-$ correspond to $T > T_c$ and $T < T_c$, respectively. The principal content of Eq. (2.4) is that $F(\tau, m)$ as a function of two variables can be mapped onto a single variable scaling function $f_\pm(x)$. It may be shown that all thermodynamic potentials are generalized homogeneous functions, provided one of them possess such property \cite{25}.

Based on the expression for the free energy one can represent the thermodynamic functions in terms of appropriate scaling functions too. In particular, magnetic and entropic equations of state read:

$$h(m, \tau) = \tau^{\beta\delta} H_\pm(x), \quad (2.5)$$
$$S(m, \tau) = \tau^{1-\alpha} S(x), \quad (2.6)$$

with the scaling functions $H_\pm(x)$ and $S(x)$. In turn, the scaling functions for the heat capacity, isothermal susceptibility, and magnetocaloric coefficient are defined via (see e.g. \cite{23}):

$$c_h(m, \tau) = (1 \pm \tau)^{\gamma} C_\pm(x), \quad (2.7)$$
$$\chi_T(m, \tau) = \tau^{-\gamma} \chi_\pm(x), \quad (2.8)$$
$$m_T(m, \tau) = (1 \pm \tau)^{\gamma} M_\pm(x). \quad (2.9)$$

Scaling functions are reachable in experiments and MC simulations. Together with critical exponents and critical amplitudes ratios they constitute quantitative characteristics of a given universality class. In the rest of this paper we will complete previous description of critical behaviour of the Potts model on uncorrelated scale-free network by calculating its amplitude ratios and scaling functions in the vicinity of the second order phase transition.

3. Potts model on an uncorrelated scale-free network

The $q$-state Potts model can be considered as one of possible generalizations of the Ising model, where the spin variable can have $q$ possible states \cite{26}. The Potts model Hamiltonian reads:

$$-H = \frac{1}{2} \sum_{i,j} J_{ij} \delta_{n_i, n_j} + h \sum_i \delta_{n_i, 0}, \quad (n_i = 0, 1, ..., q - 1), \quad (3.1)$$

here $q$ is the number of Potts states, $h$ is a local external magnetic field directed along the 0-th component of the Potts variable $n_i$ (the Potts state on the node $i$). We consider the case when all spins are located on the nodes of a random graph (complex network) and connected with each other in an appropriate way. The latter is determined by the adjacency matrix $J_{ij}$ with the elements $J_{ij} = 1$ if there exists a link between the nodes $i$ and $j$ and $J_{ij} = 0$ otherwise. One of the important characteristics of a network is its node degree distribution $P(k)$: a probability that randomly chosen node has a degree (number of links) $k$. We will consider the case of Potts model on an uncorrelated scale-free network with a power-law node degree distribution:

$$P(k) = c_\lambda k^{-\lambda}, \quad (3.2)$$

here $c_\lambda$ is a normalization constant and $\lambda$ is the exponent of decay. Absence of correlations within the given link distribution means that the probability to create a link between two nodes is linearly proportional to their node degrees. Furthermore, one may consider the case of the annealed network, when the network configuration is fluctuating under constraint of given node degree distribution, see, e.g. \cite{27}. Alternatively, the links between nodes may be randomly distributed but fixed in a
Figure 1. Phase diagram of the Potts model on an uncorrelated scale-free network. The area of the second order phase transition is shown. Three regions correspond to three different universality classes. Logarithmic corrections to scaling appear for the values of \( q \) and \( \lambda \) shown by a light line and a light disc (brown online). See the text for a more detailed discussion.

given configuration, the so-called configurational model, see [5, 28]. The latter situation corresponds to the quenched case and usually is more complicated for analytical treatment.

The critical behaviour of the Potts model on an uncorrelated scale-free network has been considered in Refs. [6–8]. It was found that the phase diagram of the model is uniquely defined by two parameters: number of Potts states \( q \) and the node degree distribution exponent \( \lambda \). Here, we will complete calculations of [6] where the comprehensive list of critical exponents governing behaviour of thermodynamic functions in the second order phase transition regime was found. Results of [6] are exact for the annealed network and correspond to the mean field treatment of the quenched case. Our starting point will be the expression for the Helmholtz free energy obtained in Ref. [6] for different \( q \). For non-integer \( \lambda > 3 \) the free energy reads:

\[
F(\tau, M) = a_1 \tau M^2 + a_2 M^{\lambda-1} + \sum_{i=3}^{\lfloor \lambda \rfloor} a_i M^i + O(M^{[\lambda]}),
\]

here \( M \) is magnetization, \( a_i \) are non-universal coefficients, their explicit form is given in [6] and \( \lfloor \lambda \rfloor \) is the integer part of \( \lambda \). Note that the power law polynomial form \( 3.3 \) holds for the Helmholtz potential for non-integer \( \lambda \) only. Logarithmic corrections appear in the case of integer values of \( \lambda \). As we will discuss below, this will lead to the changes in critical behaviour at \( \lambda = 4 \) and \( \lambda = 5 \).

Fig. 1 generalizes the information about the critical behavior of the Potts model on an uncorrelated scale-free network in the form of a phase diagram in the \( q-\lambda \) plane [6, 8]. It has been shown, that for \( \lambda \leq 3 \) the system remains in the ordered state for any finite temperature [6–8]. For \( \lambda > 3 \), the phase transition may be of the first or second order, depending on the specific values of \( q \) and \( \lambda \). The first order phase transition occurs at the values of \( q \) and \( \lambda \) that belong to the blank region above the dashed curve, \( q > 2, \lambda > \lambda_c(q) \). Of main interest for us will be the second order phase transition regime. This corresponds to three different regions shown in Fig. 1 that belong to three different universality classes. Region I, \( \lambda > 5 \), \( q = 2 \) (black solid line in Fig. 1) is governed by the Ising mean field critical exponents. Region II, \( \lambda > 4 \), \( 1 \leq q < 2 \) (dotted area in
the figure) is governed by the percolation mean field critical exponents. Region III (3 < \lambda < 5, q = 2; 3 < \lambda < 4, 1 \leq q < 2; 3 < \lambda \leq \lambda_c(q), q > 2) (dashed area in the figure) is characterized by the non-trivial \lambda-dependency of the critical exponents. Values of the critical exponents in all three regions are collected in Table 1.

As it was mentioned above, logarithmic terms appear in the free energy at the integer values of \lambda. In turn, this leads to the appearance of the logarithmic corrections [32, 33] to the power-law singularities governed by power-law singularities enhanced by the logarithmic corrections are shown in Fig. 1 by the light solid line and light disc (brown online).

In the forthcoming section we will be interested in the critical behaviour in regions of the second order phase transition with power law scaling. In particular we will complete quantitative description of three universality classes found in regions I, II and III (see Fig. 1) by calculating, in addition to the critical exponent, the scaling functions and amplitude ratios.

### 4. Critical amplitude ratios and scaling functions

The expression of the free energy of the Potts model on uncorrelated scale-free network [34] will be the starting point for the analysis of the critical amplitude ratios and scaling functions. Passing to the dimensionless energy \( f(m, \tau) \) and dimensionless magnetization \( m \) and leading order contributions for small values of \( m \), we can present [35, 36] in three different regions of the phase diagram (Fig. 1) in the following form:

\[
\begin{align*}
    f(m, \tau) &= \pm \frac{\tau}{2} m^2 + \frac{1}{4} m^4, & (\text{Region I}), \\
    f(m, \tau) &= \pm \frac{\tau}{2} m^2 + \frac{1}{4} m^3, & (\text{Region II}), \\
    f(m, \tau) &= \pm \frac{\tau}{2} m^2 + \frac{1}{4} m^{\lambda-1}, & (\text{Region III}),
\end{align*}
\]

the signs \pm here and in the following refer to temperatures above and below the critical point Tc. Note, that the positive sign of the second terms in (4.1)-(4.3) is due to the fact that coefficients \( a_2, a_3 \) and \( a_4 \) in [35, 36] are positive definite in the regions III, II, and I, correspondingly. With the expressions for the free energy at hand it is straightforward to write down the equation of state and to derive the thermodynamic functions. The magnetic and entropic equations of state in the dimensionless variables \( m \) and \( \tau \) read:

\[
\begin{align*}
    h(m, \tau) &= \pm \frac{\tau}{2} m^2 + \frac{1}{4} m^4, & (\text{Region I}), \\
    h(m, \tau) &= \pm \frac{\tau}{2} m^2 + \frac{1}{4} m^3, & (\text{Region II}), \\
    h(m, \tau) &= \pm \frac{\tau}{2} m^2 + \frac{1}{4} m^{\lambda-1}, & (\text{Region III}),
\end{align*}
\]

Written explicitly in different regions of \( q, \lambda \) the magnetic equation of state attains the following form:

\[
\begin{align*}
    h &= m^3 \pm \tau m, & (\text{Region I}), \\
    h &= \frac{3}{4} m^2 \pm \tau m, & (\text{Region II}), \\
    h &= \frac{\lambda - 1}{4} m^{\lambda - 2} \pm \tau m, & (\text{Region III}).
\end{align*}
\]
The entropic equation of state is obtained by a temperature derivative at constant magnetization $m$ while the explicit $\tau$-dependency is the same in all expressions (4.1)-(4.3). Therefore the equation keeps the same form in all regions on $q$-$\lambda$ plane:

$$s = -m^2 / 2, \quad \text{(Regions I–III).} \quad (4.8)$$

Thermodynamic functions $\chi_T$, $c_h$, and $m_T$ that characterize response on an external action are directly obtained from the above equations of state. We do not present the explicit expressions here, being rather interested in the corresponding critical amplitude ratios. The latter are given in Table 2. In the particular case $q = 2$, we recover by these expressions formerly obtained critical amplitude ratios for the Ising model on an uncorrelated scale-free network [23, 33], correcting at $3 < \lambda < 5$ the expression for $R_A$ given in [23, 33]. Together with previously derived set of critical exponents (see Table 1), our results for the critical amplitude ratios quantify the universal features of critical behaviour of the Potts model in the second order phase transition regime.

Let us derive now the scaling functions for the free energy and other thermodynamic functions. Using the definition (1.3) and taking into account that the heat capacity and order parameter critical exponents $\alpha, \beta$ take on different values in different regions of the phase diagram Fig. 1 (the formulas are given in table 1) we can recast Helmholtz potential $F(\tau, m)$ in terms of the scaling functions $f_\pm(x)$ in (4.8). The explicit expressions for the scaling function in all three regions of the phase diagram are given in Table 2. Typical behaviour of the free energy scaling functions $f_\pm(x)$ and $f-(x)$ is shown in Fig. 2a and 2b, correspondingly.

At any value of $q$, the scaling functions share common feature: their curvature gradually increases with an increase of $\lambda > 3$. This happens up to some marginal value $\lambda = \lambda_c$. The marginal value $\lambda_c$ is $q$-dependent. For $\lambda > \lambda_c$ and $1 \leq q \leq 2$ the scaling functions remain unchanged: their shape does not change with further increase of $\lambda$. The logarithmic corrections to scaling appear at $\lambda = \lambda_c$, and the second order phase transition holds in this case for $\lambda > \lambda_c$ as well [6], see Fig. 1. Alternatively, for $\lambda > \lambda_c$ and $q > 2$ the phase transition turns to be of the first order. Curves I of Fig. 2 (plotted by solid lines) show the limiting behaviour of the scaling functions at $q = 2$, $\lambda > 5$ (note that $\lambda_c(q = 2) = 5$): the functions remain unchanged for all $\lambda > 5$. Similar behaviour holds for the case $1 \leq q < 2$, the value of $\lambda_c$ however differs: $\lambda_c(1 \leq q < 2) = 4$. This is shown by curves II in the figure, plotted by dashed lines. Finally, curves III (dotted lines) for $q = 4$ are one of examples of the limiting behaviour of the scaling functions in the region $q > 2$.

| Region I          | Region II          | Region III         |
|-------------------|--------------------|--------------------|
| $f_\pm(x)$        | $\pm \frac{1}{2\lambda^2} + \frac{1}{\lambda} x$ | $\pm \frac{1}{2\lambda^2} + \frac{1}{\lambda} x$ |
| $H_\pm(x)$        | $\pm x^2 / 2$      | $\pm x^2 / 2$      |
| $S(x)$            | $-x^2 / 2$         | $-x^2 / 2$         |
| $C_\pm(x)$        | $\frac{3}{2} x^2$  | $\frac{3}{2} x^2$  |
| $\chi_\pm(x)$     | $\frac{3}{2} x^2$  | $\frac{3}{2} x^2$  |
| $M_\pm(x)$        | $\frac{3}{2} x^2$  | $\frac{3}{2} x^2$  |
| $A^+/A^-$         | 0                  | 0                  |
| $\Gamma^+/\Gamma^-$| 1                  | 1                  |
| $R^x$             | $\frac{x}{4\lambda^2}$ | $\frac{x}{4\lambda^2}$ |
| $R^+_c$           | 1                  | $\frac{1}{\lambda^2}$ |
| $R^-_c$           | 0                  | 0                  |
| $R_A$             | $\frac{x}{2\lambda^2}$ | $\frac{x}{2\lambda^2}$ |

Table 2. Scaling functions and critical amplitude ratios for the Potts model on an uncorrelated scale-free network.
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Figure 2. Limiting behaviour of the free energy scaling functions $f_+$ (a, $T > T_c$) and $f_-$ (b, $T < T_c$). The functions remain unchanged for $\lambda > 5$, $q = 2$ and $\lambda > 4$, $1 < q < 2$ (solid and dashed curves I and II, correspondingly). For $q > 2$ the phase transition turns to be of the first order at $\lambda > \lambda_c(q)$. Dotted curves III: $q = 4$, $\lambda = \lambda_c(4) \simeq 3.5$. See the text for more details.

Entropy scaling function $S(x)$ is defined by (2.6). Using expression (4.8) for the entropy and taking into account the values for the critical exponents $\alpha$ and $\beta$ given in table 1 we arrive at the entropy scaling function that remains unchanged in all regions on $q - \lambda$ plane: $S(x) = -x^2/2$.

There are different ways to represent the magnetic equation of state. In the Widom-Griffiths representation [35, 36] the magnetic equation of state can be written in two equivalent forms:

$$h = m^\delta h_\pm(\tau/m_\pm^{1/\beta}), \quad h = \tau^{\beta\delta} H_\pm(m/\tau^\beta),$$

with scaling functions $h_\pm(x)$ and $H_\pm(x)$. Alternatively, in Hankey-Stanley representation the magnetization is written as

$$m = \tau^\beta \mu_\pm(h/\tau^{3\beta\delta})$$

with the scaling function $\mu_\pm(x)$.

Starting from the magnetic equation of state given in regions I–III by Eqs. (4.5)–(4.7) it is straightforward to arrive at the scaling functions $H_\pm(x)$. We give the appropriate expressions in table 2. Subsequently, one can easily rewrite these expressions to get appropriate $h_\pm$-functions. Behaviour of the scaling functions $\mu_\pm(x)$ for different values of $\lambda$ and $q$ is shown in Fig. 3. From the explicit form of the equation of state it is easy to evaluate the asymptotic behaviour of the scaling functions. For $q = 2$ and $\lambda > 5$ one gets $\mu_\pm(x) \sim x^{1/3}$, $x \rightarrow \infty$. The functions demonstrate a tendency to turn to infinity faster with the decrease of $\lambda$: $\mu_\pm(x) \sim x^{1/(\lambda - 2)}$, $x \rightarrow \infty$ for $3 < \lambda < 5$.

A similar feature is observed for the other values of $q$. At $1 < q < 2$, $\lambda > 4$ one gets $\mu_\pm(x) \sim \sqrt{x}$, $x \rightarrow \infty$ and $\mu_\pm(x) \sim x^{1/(\lambda - 2)}$, $x \rightarrow \infty$ for $3 < \lambda < 4$. The last asymptotic behaviour hold also for $q > 2$ and $\lambda \leq \lambda_c(q)$. Note as well that all light curves (brown online) of Fig. 3 start form the origin: this corresponds to the absence of spontaneous magnetization at $T > T_c$. Correspondingly, the value of the scaling function $\mu_-(x)$ at $x = 0$ gives the spontaneous magnetization critical amplitude $B_\pm$, Eq. (2.2). As one can see from the Fig. 3 the latter increases with the decrease of $\lambda$.

In figures 4 we show the behaviour of the scaling functions for the thermodynamic observables that characterize reaction of a system on external action: the isothermal susceptibility (Fig. 4a), heat capacity (Fig. 4b), and magnetocaloric coefficient (Fig. 4c). The values of $q$ and $\lambda$, for which
Figure 3. Behaviour of the order parameter scaling functions $\mu_+(x)$ (light curves, brown online) and $\mu_-(x)$ (black curves) for different values of $\lambda$ and $q$. a: $q = 2$, b: $1 \leq q < 2$, c: $q = 4$. Values of $\lambda$ are shown in the figures.

Figure 4. Scaling functions for the isothermal susceptibility (a), heat capacity (b), and magnetocaloric coefficient (c). Light curves, brown online, $T > T_c$: $\chi_+(x)$, $C_+(x)$, $M_+(x)$. Black curves, $T < T_c$: $\chi_-(x)$, $C_-(x)$, $M_-(x)$. Solid, dashed and dotted curves correspond to the values of $q$ and $\lambda$ of the free energy scaling functions of Fig. 2.

the curves are plotted are the same as those for the free energy scaling functions of Fig. 2, they reflect the limiting behaviour at some marginal value $\lambda_c(q)$. At $1 \leq q \leq 2$ and $\lambda > \lambda_c(q)$ the phase transition remains the second order but the critical exponents do not depend on $\lambda$ any more, the scaling function do not depend on $\lambda$ either. However, for $q > 2$, $\lambda > \lambda_c(q)$ the phase transition turns to the first order and the scaling regime does not hold any more. In turn, in the region below $\lambda_c$ the exponents acquire $\lambda$-dependency, so do the scaling functions, as is plotted in the figures.

5. Conclusions

In this paper we were interested in an analysis of the critical behaviour of the Potts model on uncorrelated scale-free network. In our previous work the list of critical exponents for Potts model in the second order phase transition regime was obtained [6]. Here, we complete quantitative characteristics of the universal features by calculation of the amplitude ratios and scaling functions. Our results are exact for the annealed scale-free network and correspond to the mean field treatment of the quenched case.

Here, we obtain general scaling functions for the order parameter, entropy, the constant-field heat capacity, magnetic susceptibility and the isothermal magnetocaloric coefficient near the critical point. The comprehensive list of scaling functions and critical amplitude ratios was obtained in
different regions of $q$ and $\lambda$. It was shown that the critical amplitude ratios are $\lambda$-dependent similar to the critical exponents, so $\lambda$ plays the role of a global parameter of the system.
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