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Abstract

Quantization is one of the core components in lossy image compression. For neural image compression, end-to-end optimization requires differentiable approximations of quantization, which can generally be grouped into three categories: additive uniform noise, straight-through estimator and soft-to-hard annealing. Training with additive uniform noise approximates the quantization error variationally but suffers from the train-test mismatch. The other two methods do not encounter this mismatch but, as shown in this paper, hurt the rate-distortion performance since the latent representation ability is weakened. We thus propose a novel soft-then-hard quantization strategy for neural image compression that first learns an expressive latent space softly, then closes the train-test mismatch with hard quantization. In addition, beyond the fixed integer quantization, we apply scaled additive uniform noise to adaptively control the quantization granularity by deriving a new variational upper bound on actual rate. Experiments demonstrate that our proposed methods are easy to adopt, stable to train, and highly effective especially on complex compression models.

1. Introduction

Lossy image compression is a fundamental technique for image transmission and storage. Over the past several years, deep learning methods are reshaping this field. Despite the short history, learned image compression schemes (Toderici et al., 2017; Rippel & Bourdev, 2017; Ballé et al., 2018; Li et al., 2018; Minnen et al., 2018; Lee et al., 2019; Cheng et al., 2020) have surpassed almost all classical standards in terms of rate-distortion performance. Moreover, neural image compression is promising to be more perceptual friendly (Blau & Michaeli, 2019; Mentzer et al., 2020).

Quantization is one of the key challenges for neural image compression. Since the gradient of quantization is zero almost everywhere, it makes the standard back-propagation inapplicable. Although some recent works try to forgo the quantization process entirely (Havasi et al., 2019; Flamich et al., 2020), these methods are computationally costly and statistically inefficient (Agustsson & Theis, 2020). Therefore, quantization remains indispensable for designing an efficient neural image codec. To enable end-to-end optimization, a popular approach is to train with additive uniform noise to approximate the test-time quantization (Ballé et al., 2016). However, this method introduces stochasticity during training, leading to the train-test mismatch and thus hurting the rate-distortion performance in this way.

Other competitive alternatives for quantization include straight-through estimator (STE) with its variants (Bengio et al., 2013; Theis et al., 2017; Mentzer et al., 2018) and recently, soft-to-hard annealing (Agustsson et al., 2017; Yang et al., 2020; Agustsson & Theis, 2020), both of which avoid the mismatch issue. In this paper, we introduce a new analysis of these three quantization methods and argue that:

- Training with STE or soft-to-hard annealing is equal to optimizing a deterministic autoencoder, in which it is hard to learn a smooth latent space due to the lack of regularization term at training (Ghosh et al., 2019).
- STE-based or annealing-based quantization suffers from some training troubles such as biased gradient or unstable gradient, rendering the encoder suboptimal.
- Therefore, these two quantization methods cannot ensure the latent representation ability. Expressive latent variables are significant for compression, where transmitted symbol is expected to convey more information.
- In contrast, optimizing a compression model with additive uniform noise can be interpreted as variational optimization (Ballé et al., 2016) and does not encounter the training troubles. It is superior in learning an expressive latent space, as we demonstrate in this paper.

In short, additive uniform noise is particularly well-suited to train a compression model except for the mismatch between training and test phases. Unlike the posterior and prior mismatch in VAEs (Kingma et al., 2016; Dai & Wipf, 2019),
this mismatch originates from approximating quantization with uniform noise because the quantization error is a deterministic function regarding the signal rather than truly random noise (Gray & Neuhoff, 1998). We thus contribute to remedy this mismatch while maintaining the advantages of additive uniform noise.

Upon our analysis, we propose a novel soft-then-hard quantization strategy for neural image compression. Inspired by the two-stage training in recent deep generative models (Van Den Oord et al., 2017; Razavi et al., 2019; Ghosh et al., 2019), we first apply additive uniform noise as a soft approximation of quantization to learn a powerful encoder. To close the mismatch caused by the noise-quantization, we then conduct ex-post tuning for the decoder with hard quantization. It allows the decoder to be optimized for the true rate-distortion trade-off without hurting the latent representation ability. We call such proposed technique soft-then-hard quantization strategy.

In addition, we propose to use scaled additive uniform noise by deriving a new variational upper bound on actual rate. While previous work is in flexible to control the granularity (Minnen et al., 2018; Cheng et al., 2020; Guo et al., 2020), soft-then-hard quantization strategy along with the scaled uniform noise enables the compression model to determine element-wise adaptive quantization step. It reinforces the soft noise-relaxed quantization and can be extended to the hard tuning stage. As we will show, the commonly used standard uniform noise is a special case of our proposed scaled uniform noise.

The soft-then-hard strategy along with the scaled uniform noise is plug-and-play to all previous noise-relaxed compression models. Experiments demonstrate that they improve the rate-distortion performance upon different base models (Minnen et al., 2018; Cheng et al., 2020; Guo et al., 2020). Specifically, our new techniques achieve 8.9% BD-rate savings when deployed in (Cheng et al., 2020).

2. Learned Lossy Image Compression

From the view of classical transform coding (Goyal, 2001), prevalent end-to-end optimized lossy image compression framework commonly follows a pipeline consisting of nonlinear transform, quantization and lossless compression. Specifically, a natural image $x$ is first mapped to latent representations $y$, which are then quantized, yielding discrete $\hat{y}$. Since the gradient of quantization is zero almost everywhere, it hinders the back propagation of gradients to the encoder and thus requires differentiable approximations.

2.1. Variational Lossy Image Compression

Most neural image compression methods implement additive uniform noise during training to approximate the test-time quantization. Early works (Ballé et al., 2016; 2018) illustrate the relationship between the rate-distortion objective and variational inference in this noise-relaxed case:

$$
\begin{align*}
\mathbb{E}_{x \sim p_x} D_{KL}(q(\hat{y}|x) | p(\hat{y}|x)) &= \mathbb{E}_{x \sim p_x} \log p(x) + \\
&\quad \mathbb{E}_{x \sim p_x} \mathbb{E}_{\hat{y} \sim q(\hat{y}|x)} [ \log q(\hat{y}|x) - \log p(x|\hat{y}) - \log p(\hat{y}) ].
\end{align*}
$$

The first RHS term is the log likelihood of natural images, which is a constant during optimization since the image $x$ is given in the task of compression. The second RHS term evaluates to zero in the case of additive standard uniform noise (as a stand-in for quantization during training):

$$
q(\hat{y}|x) = q(\hat{y}|y) = \mathcal{U}(\hat{y}|y - 0.5, y + 0.5) = 1. \quad (2)
$$

The rest two terms $- \log p(x|\hat{y})$ and $- \log p(\hat{y})$ in Eq.1 correspond to the weighted distortion and the estimated rate, respectively. The specific form of distortion is linked to the assumption on $x$, e.g., a squared error loss equals to choosing a Gaussian assumption. But we can generalize Eq.1 to other distortion metrics. Note that the actual rate is the discrete entropy of $\hat{y}$ (at test time, $\hat{y} = [y]$) that is non-differentiable. Following (Theis et al., 2017), such discrete entropy is upper-bounded by the differential entropy of $\hat{y}$ during training with Jensen’s inequality as $^1$

$$
\begin{align*}
\mathbb{E}_{y \sim q}[- \log P(\hat{y})] &\approx \mathbb{E}_{y \sim q}[- \log \int_{[-0.5,0.5]} p(y + u) du] \\
&\leq \mathbb{E}_{y \sim q}[- \int_{[-0.5,0.5]} \log p(y + u) du] \\
&= \mathbb{E}_{\hat{y} \sim q}[- \log p(\hat{y})].
\end{align*}
$$

Therefore, minimizing the relaxed differential entropy with distortion is equivalent to minimizing the upper bound of the actual rate-distortion value. And the rate-distortion optimization is associated with the goal of variational inference (the LHS term in Eq.1). As shown later in Section 4.2, the standard additive uniform noise here is a special case of our derived scaled uniform noise.

Many neural image compression approaches are built upon this variational compression framework, some of which aim to improve the entropy model (Minnen et al., 2018; Lee et al., 2019; Cheng et al., 2020). All of them apply additive standard uniform noise during training as a soft approximation to hard quantization. At test time, they directly quantize the latents and transmit them with entropy coding algorithms such as arithmetic coding (Witten et al., 1987). Therefore, there is a mismatch between training and test phases, which can be theoretically attributed to the variational relaxation of actual rate, leading to the suboptimal rate-distortion performance. It is unclear how much this mismatch is hurting performance (Agustsson & Theis, 2020).

$^1$We extend the derivation in (Theis et al., 2017) with additive uniform noise ($\approx$ is got from a high-rate assumption). (Ballé et al., 2016) provide a statistical explanation for this inequality.
2.2. Other Quantization Methods

As introduced in Section 2.1, training the lossy image compression model with additive uniform noise approximates the quantization error variationally. In addition, there are two other methods that tackle the non-differentiable issue of quantization in neural image compression. We briefly review them as follows. Note that we focus on the integer quantization and omit the binary quantization in some early works (Toderici et al., 2015; 2017).

Straight-Through Estimator. Straight-through estimator (STE) (Bengio et al., 2013) applies the identity gradients to pass through the hard rounding layer to enable backpropagation. A few previous works adopt this method as a trivial replacement of rounding to train a generative model, such as VQ-VAE families (Van Den Oord et al., 2017; Razavi et al., 2019) and integer flow model (Hoogeboom et al., 2019). Some compression works apply hard rounding in the forward pass, but instead use modified gradient in the backward pass (Theis et al., 2017; Mentzer et al., 2018), which we regard as variants of STE. Since the backward and forward passes do not match, the coarse gradient before the quantization layer is certainly not the gradient of loss function. Therefore, taking the biased gradient to update the network brings some underlying problems such as unstable convergence near certain local minima, especially with improper choices of training strategy (Yin et al., 2019).

Soft-to-Hard Annealing. Recently, some annealing-based algorithms are proposed to approximate quantization (Agustsson et al., 2017; Yang et al., 2020; Agustsson & Theis, 2020; Williams et al., 2020). By decreasing the value of a temperature coefficient (Jang et al., 2016), the differentiable approximation function goes towards the shape of hard rounding gradually. Therefore, despite using soft assignment (Agustsson et al., 2017) or soft simulation (Yang et al., 2020; Agustsson & Theis, 2020) initially, these annealing-based quantization methods eventually solve the discrepancy between training and test phases when the temperature is close to zero. However, how to adjust the temperature from soft to hard is empirically determined. As a result, they suffer from fragile training. One latest work observes that annealing-based quantization achieves similar performance compared with STE when applied into integer discrete flow (van den Berg et al., 2021).

3. Analysis of Quantization

Unlike additive uniform noise, quantization with straight-through estimator or soft-to-hard annealing can keep training and test phases consistent because they are eventually optimized for the actual rate-distortion objective. In this section, after we investigate these three quantization methods in detail, we demonstrate that STE-based or even annealing-based quantization deteriorates the latent representation ability. An expressive latent space is extremely important in the task of compression since the transmitted symbols are always expected to convey more effective information.

3.1. Illustrative Task

We start with an illustrative example to investigate the latent representation ability of these three quantization methods: additive uniform noise (AUN), straight-through estimator (STE) and soft-to-hard annealing (here we adopt stochastic Gumbel annealing (Yang et al., 2020), abbreviated as SGA). We are concerned about the situation when the latent dimensionality is rigorously restricted, because it helps us examine the latent expressiveness clearly. A simplified model is used to compress the data from MNIST dataset (main task). The specific experimental settings can be found in Appendix A.

We are interested in (i) the reconstruction quality, and (ii) the distribution of latent space. In Figure 1, we visualize the reconstruction results of different methods. We can observe that some numbers are reconstructed to the wrong numbers since the latent dimensionality is restricted and the latent representation ability is limited. The model trained with AUN performs the best including the reconstruction diversity and accuracy. We then show the t-SNE visualization of the latent distribution (Van der Maaten & Hinton, 2008), in order to examine the effects of different quantization methods. Note that we are visualizing the continuous latents that have not been quantized. Compared with the latent space in Figure 1a (trained by AUN), the latent spaces in Figure 1b (STE) and 1c (SGA) are more shallow, especially Figure 1c which tends to collapse to a low-dimensional manifold. It demonstrates that the STE-trained or the SGA-trained model cannot cover enough latent distributions to express all probable contexts. In other words, the latent representation ability of STE-trained or SGA-trained compression model does not compete with AUN-trained model.

Furthermore, in Figure 1d, we visualize the latent space from a model tuned by SGA but pretrained by AUN, which follows the training strategy suggested in (Yang et al., 2020). Although the scope of latent space is almost preserved, we can observe that the latent clusters are scattered and mixed (e.g., the red and the blue clusters), which implies the inaccurate expression of the latent variables.

This illustrative task demonstrates that additive uniform noise is superior in learning an expressive latent space especially when the latent capacity is constrained. A similar observation is found in (Williams et al., 2020), where it is termed as mode-dropping behaviour of STE. However, we show that even the annealing-based quantization will hurt the latent expressiveness in the task of compression.
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Figure 1. Left pictures: visualizations of reconstructions, where from left to right are the reconstruction results from models trained with AUN, STE, SGA and the ground truth image. (a)-(c) The learned latent distributions by AUN, STE, SGA. (d) The learned latent distribution by tuning the AUN-pretrained model with SGA. Every color represents a category of number in the MNIST dataset.

Table 1. Comparisons of three quantization methods. Improper training strategy may cause unstable convergence of STE-based model (Yin et al., 2019), thus represented as -. Our proposed soft-then-hard (STH) strategy and scaled uniform noise (SUN) are meaningful.

|                                      | AUN | STE | Annealing-Based | STH (Ours) | STH + SUN (Ours) |
|--------------------------------------|-----|-----|-----------------|------------|------------------|
| Train-Test Consistency               | ✗   | ✓   | ✓               | ✓          | ✓                |
| Latent Expressiveness                | ✓   | ✗   | ✗               | ✓          | ✓                |
| Variational Compression              | ✓   | ✗   | ✗               | ✓          | ✓ (more flexible) |
| Exact Gradient                       | ✓   | ✗   | ✓               | ✓          | ✓                |
| Stable Training                      | ✓   | -   | ✗               | ✓          | ✓                |

3.2. Variational or Deterministic?

Theoretically, if applying additive uniform noise as an approximation of quantization, the rate-distortion objective of compression is associated with the goal of variational inference, as illustrated in Eq.1 (Ballé et al., 2016; 2018). Optimizing a compression model with additive uniform noise is thereby equal to learning a variational autoencoder (Kingma & Welling, 2013). However, in the case of STE-based or annealing-based quantization, the rate-distortion optimization is not variational any more since the second RHS term in Eq.1 (now is \(\log q(\hat{y} | x)\)) is not always zero. Training a compression model with STE or annealing degrades to optimizing a deterministic autoencoder (Hinton & Salakhutdinov, 2006). From another view, the additive uniform noise works as a regularization term for variational training, which is beneficial to learn a smooth and expressive latent space (Ghosh et al., 2019).

3.3. Summary of Three Quantization Methods

As mentioned in Section 3.2, training a compression model with STE or annealing degrades to optimizing a deterministic autoencoder. Lack of regularization term during training is one of the reasons for the weak latent representation ability. In addition, STE takes the biased gradient for optimization and results in searching in the negative direction (Yin et al., 2019). And soft-to-hard annealing will suffer from unstable training caused by infinite gradient when the temperature coefficient is closed to zero. Even if recent work tries to reduce the variance of gradients by calculating the expectation of gradients (Agustsson & Theis, 2020), it requires to impose some assumptions and fails when bitrate is high. The issue of biased gradient or unstable gradient renders the encoder suboptimal, which is another reason for the inexpressive latent space.

In contrast, applying additive uniform noise (AUN) as a quantization approximation is superior in learning an expressive latent space. That is because: (i) The noise injection mechanism works as a regularization term to aid variational learning, which thus ensures the smoothness of latent space. (ii) Applying AUN makes the training process stable with exact gradient backward. Consequently, the encoder is optimized properly to be powerful enough. But AUN still encounters the mismatch between training and test phases, resulting in rate-distortion performance degradation.

We summarize the properties of these three quantization methods as shown in Table 1. In short, none of them enable the neural compression model to simultaneously achieve an expressive latent space and the train-test consistency. As a result, they cannot achieve the optimal rate-distortion performance for compression. In the following section, we will introduce our proposed soft-then-hard (STH) strategy that is able to solve the train-test mismatch of AUN-based quantization while preserving the latent representation ability. In addition, we derive a new variational upper bound on actual
rate that incorporates scaled uniform noise (SUN) for more flexible quantization.

4. Proposed Methods

4.1. Soft-then-Hard Strategy

We propose a novel soft-then-hard (STH) strategy for neural image compression that contains a two-stage training process. By using this strategy, the compression model will first learn a powerful encoder with additive uniform noise that simulates the quantization layer in a soft manner. The train-test mismatch is then solved through ex-post tuning of decoder with hard quantization.

Figure 2a presents the training process of a conventional image compression model that is trained with additive uniform noise (Minnen et al., 2018). It consists of an analysis encoder $g_a$, a synthesis decoder $g_s$, a hyper analysis encoder $h_a$, a hyper synthesis decoder $h_s$ and a context model $g_{cm}$ that generates latent distribution parameters, i.e., $\mu, \sigma$ in (Minnen et al., 2018) and $\pi, \mu, \sigma$ in (Cheng et al., 2020).

During training, additive uniform noise is added to both $y$ and $z$ for end-to-end optimization. This soft noise-relaxed quantization is denoted as $U$ in Figure 2a.

We take the abovementioned process as the soft training stage, which is able to learn a powerful encoder. After obtaining a pretrained model, the encoders $g_a$ and $h_a$ will not participate in the second tuning stage. As Figure 2b shown, we then directly quantize the latents $y, z$ to $\hat{y}, \hat{z}$ as the input data to tune the rest components of the compression model. The hard quantization here is denoted as $Q$ in Figure 2b.

Since the encoders are fixed at this tuning stage, the learned latent variables will not be changed and thus the latent representation ability is preserved. At this stage, the mismatch issue of AUN-based quantization is solved, as now we are minimizing the exact discrete entropy along with the true distortion:

$$L = \mathbb{E}_{y \sim q}[-\log P(\hat{y}) - \log p_{x|\hat{y}}(x|\hat{y})].$$

Actually, by detaching the decoder from the encoder, the entire ex-post tuning stage can be regarded as a joint optimization of two independent tasks: treating $P(\hat{y})$ as a new base distribution to optimize a reconstruction (generation) model, and learning a prior likelihood model to estimate the discrete latent distribution $P(\hat{y})$.

If the encoders are not fixed, the second tuning stage formally equals to train a compression model with STE, which will fail to learn expressive latent variables as discussed in Section 3. In short, our proposed soft-then-hard strategy circumvents the trade-off between latent expressiveness and quantization mismatch. It is simple yet effective and does not require additional parameters.

4.2. Scaled Uniform Noise

In our proposed soft-then-hard strategy, the compression model takes additive uniform noise to replace hard rounding at the soft training stage. While adding standard uniform noise successfully approximates the integer quantization error and associates the rate-distortion optimization with variational inference, it is inflexible to control the granularity of quantization. To sidestep this issue, we propose to learn the scale of uniform noise during training by deriving a new variational upper bound on actual rate. At test time, the adaptive noise scale will determine the quantization step.

As shown in Figure 2c, a new branch $h_{sq}$ will generate the
At test time, the learnable noise scale determines quantization granularity for arithmetic coding at both encoder and decoder. Then, we have \( \tilde{y} \) as the summation of \( y \) and a random scaled uniform noise in the interval \( [-\frac{\Delta}{2}, \frac{\Delta}{2}] \) as

\[
\Delta = h_{sq}(\tilde{z}), \\
\tilde{y} = y + u, \quad u \sim \mathcal{U}(\Delta, \Delta), \\
q(\tilde{y}|x) = q(\tilde{y}|y) = q(u|y) = \frac{1}{\Delta}, \\
p_{\tilde{y}}(\tilde{y}) = \int_{\hat{y} - \frac{\Delta}{2}}^{\hat{y} + \frac{\Delta}{2}} \frac{1}{\Delta} p(y)dy.
\]

At test time, the learnable noise scale determines quantization step, generating \( \hat{y} \) from \( y \):

\[
\Delta = h_{sq}(\tilde{z}), \\
\hat{y} = \Delta \cdot \left[ \frac{y}{\Delta} \right].
\]

Since the additive uniform noise here does not subject to standard uniform distribution, the derivation in Eq.3 should be modified. We derive a new variational upper bound on actual rate, which holds for scaled uniform noise \( q(u|y) \) as

\[
E_{y \sim q}[-\log P(\hat{y})] \\
\approx E_{y \sim q}[-\log \int_{[-\frac{\Delta}{2}, \frac{\Delta}{2}]} p(y + u)du] \\
= E_{y \sim q}[-\log \int_{[-\frac{\Delta}{2}, \frac{\Delta}{2}]} q(u|y) \frac{p(y + u)}{q(u|y)} du] \\
\leq E_{y \sim q}[-\log \int_{[-\frac{\Delta}{2}, \frac{\Delta}{2}]} q(u|y) \log \frac{p(y + u)}{q(u|y)} du] \\
= E_{y \sim q}[-\log \frac{p_{\tilde{y}}(\tilde{y})}{q(u|y)}] \\
= E_{y \sim q}[\log q(\tilde{y}|x) - \log p_{\tilde{y}}(\tilde{y})].
\]

Therefore, the rate-distortion optimization still conforms the goal of variational inference as Eq.1 shown. The true training objective which relates to the rate term is:

\[
\mathcal{L}_{rate} = E_{\tilde{y} \sim q}[-\log \int_{\hat{y} - \frac{\Delta}{2}}^{\hat{y} + \frac{\Delta}{2}} \frac{1}{\Delta} p(y)dy] \\
= E_{\tilde{y} \sim q}[-\log \frac{1}{\Delta} - \log p_{\tilde{y}}(\tilde{y})] \\
= E_{\tilde{y} \sim q}[-\log \frac{p_{\tilde{y}}(\tilde{y})}{q(u|y)}] \\
\geq E_{y \sim q}[-\log P(\hat{y})].
\]

Notice that the additive standard uniform noise in Eq.3 is a special case of our proposed scaled uniform noise. The noise scale allows the compression model to determine quantization granularity that is adaptive to image contexts.

The proposed scaled uniform noise (SUN) here works at the soft quantization stage and can be extended to the hard tuning stage. As shown in Figure 2d, when conducting ex-post tuning with scaled uniform noise, the branch \( h_{sq} \) that learns noise scale is also fixed. The latent variables are then quantized according to the scale values. Experiments demonstrate that coupling our proposed two methods improves performance by a large margin.

### 4.3. Related Works and Discussions

In the field of neural image compression, many works apply additive uniform noise and suffer from the mismatch between training and test phases. Most of them are dedicated to improving the entropy model. After (Ballé et al., 2018) propose the hierarchical entropy model, the works of (Minnen et al., 2018; Lee et al., 2019) design an autoregressive context model (Chen et al., 2016; Van Oord et al., 2016) to capture local correlations among the latent variables. The latent distribution is also improved from zero-mean Gaussian scale model (Ballé et al., 2018) to single Gaussian in (Minnen et al., 2018; Lee et al., 2019), and recently, Gaussian mixture model (Cheng et al., 2020).

In addition to them, some works are closely related to our new ideas. VQ-VAEs are perhaps the most successful VAE architectures for image and audio generations (Van Den Oord et al., 2017; Razavi et al., 2019). In (Ghosh et al., 2019), the authors argue that despite the name, VQ-VAEs are neither stochastic, nor variational, but they are deterministic. The work of (Ghosh et al., 2019) applies a regularization term to learn a meaningful latent space with ex-post density estimation. All of these works empirically optimize the models with two-stage training. Recently, VQ-VAE is deployed with the annealing-based quantization to mitigate the mode-dropping issue caused by STE (Williams et al., 2020). However, it is observed that the annealing-based method would perform similarly as STE (van den Berg et al., 2021), which corresponds to our analysis in Section 3. Our proposed soft-then-hard strategy is inspired by them, reasonably suitable for the task of image compression.

As for our proposed scaled uniform noise, it is inspired by the variational dequantization in flow models (Ho et al., 2019). Unlike the factorized noise in (Ho et al., 2019), we derive a variational upper bound on actual rate to enable flexible quantization, where the additive noise is still uniform and the model learns the noise scale. The work of (Choi et al., 2019) employs a group of pre-defined quantization steps with universal quantization, and builds a variable rate compression network. However, the quantization step in their work is fixed at every single bitrate that does not adapt to images. In our work, we believe that flexible quantization
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Figure 3. Ablation results on Kodak dataset. (a) Base model is (Cheng et al., 2020). (b) Base model is (Minnen et al., 2018).

step is important to support spatial bit allocation, because even in traditional compression, different frequency bases are assigned with different quantization steps to adapt image contexts (Sullivan et al., 2012).

5. Experiments

Both our proposed two methods are plug-and-play, compatible with all previous noise-relaxed lossy image compression models. Only the new branch $h_{sq}$ that learns noise scales requires minor additional parameters. Experimentally, we observe that the mismatch issue between training and test phases deteriorates the compression performance more obviously when the compression model is more complex (see Appendix B for empirical evidence). Therefore, we evaluate our proposed new techniques upon different base models: a simplified model (Minnen et al., 2018) and two powerful models (Cheng et al., 2020; Guo et al., 2020). These models are entirely reproduced by us unless otherwise stated. For fair comparison, we keep all experimental conditions as the same as possible (e.g., training data is not public in some previous works). We train the compression models on the full ImageNet training set (Deng et al., 2009) and test the rate-distortion performance on Kodak dataset (Kodak, 1993), a widely used dataset for evaluating the performance of image compression model. Other experimental details are presented in Appendix C including the specific structures of the scale generation branch $h_{sq}$.

5.1. Ablations

We study the effectiveness of our proposed soft-then-hard (STH) strategy and scaled uniform noise (SUN) through extensive ablation experiments. We first compute the rate-distortion curves in terms of bit per pixel (bpp) versus peak signal-to-noise ratio (PSNR). The loss function now is

$$
L = L_{rate} + \lambda \cdot L_{distortion} = L_{rate} + \lambda \cdot L_{MSE}(\hat{x}, x).
$$

We adjust the Lagrange Multiplier $\lambda$ from 192 to 4096 and obtain six models at multiple bitrates.

Baseline-1. The compression model in (Cheng et al., 2020) is a powerful codec that is trained with additive uniform noise (AUN). As shown in Figure 3a, STH brings obvious gains and SUN improves the performance marginally (see Appendix D for zoom-in RD-curves). However, we would like to emphasize that SUN provides a novel mechanism for spatial bit allocation, which is promising for variable rate compression (e.g., using multiple noise generation branches in one model). Statistically, employing our proposed two techniques together achieves 8.9% BD-rate savings compared with the base model. If we replace the AUN-based quantization by STE (Bengio et al., 2013), the performance drops a lot especially at low bitrates. Tuning the AUN-pretrained model by stochastic Gumbel annealing (SGA), as suggested in (Yang et al., 2020), improves performance as well, but still has a gap to the combination of STH + SUN (even have a gap to STH alone). Note that some points of STE and SGA are missing due to unstable training.

Baseline-2. Figure 3b presents the results upon a base model with relatively weak performance (Minnen et al., 2018). We find that loading the AUN-pretrained model and tuning with SGA cannot converge here. Tuning the STE-pretrained model with SGA somehow achieves good performance (the gray line) at some bitrates. This implies that SGA struggles with fragile training. The STE-trained model encounters instability issue as well and always presents the worst rate-distortion performance. In contrast, our proposed methods, both STH and SUN, improve the performance stably. They show similar albeit weaker effects compared with the strong baseline as in Figure 3a.
Other Experiments. We also evaluate our proposed two techniques by employing them in another powerful model (Guo et al., 2020), the results of which are shown in Appendix D. Deploying our methods in such more powerful compression model delivers the state-of-the-art image compression results, outperforming VVC (Sullivan & Ohm, 2018), the latest compression standard. These three groups of experiments demonstrate the robustness of our proposed methods. In addition, the soft-then-hard strategy solves the train-test mismatch and improves performance stably at all bitrates, different from (Agustsson & Theis, 2020), where the annealed universal quantization would hurt RD performance at high bitrates. When optimized for MS-SSIM (Wang et al., 2004), our methods contribute stable improvements as well, which is shown in Appendix D.

5.2. Visualizations

Reconstructions. As shown in Figure 4, we visualize the reconstruction results when the base model is (Cheng et al., 2020). Compared with the base model, employing our methods (STH + SUN) improves compression performance both quantitatively and qualitatively. When optimized for MS-SSIM, it achieves more pleasant perceptual quality. More visualizations are provided in Appendix E.

Scaled Uniform Noise. In addition, our proposed scaled uniform noise is element-wise adaptive to each latent variable. We also visualize the noise scale across different channels as presented in Figure 5. Notice that the learned noise scale is highly correlated to image textures and covers different contexts across channels. It verifies that our derived scaled uniform noise is effective to generate image-adaptive quantization step.

6. Conclusion

In this paper, we rethink the three quantization methods that are implemented as differentiable approximations for neural image compression. Among them, we demonstrate
that additive uniform noise is superior to STE-based and even annealing-based quantization in terms of the latent representation ability through our detailed analysis. We propose a novel soft-then-hard quantization strategy that achieves train-test consistency and latent expressiveness simultaneously. We also derive a new variational upper bound on actual rate that incorporates the scale of additive uniform noise into optimization and thus enable flexible quantization. Our proposed two methods are simple yet effective, achieving stable improvements at any bitrates.
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Appendix A: Illustrative Task

In our main paper, we conduct an illustrative experiment to show that additive uniform noise is superior in learning an expressive latent space for compression. Here we introduce the detailed settings of this experiment.

The core of this experiment is an image compression task. We build the compression model that first encodes the image from MNIST dataset to latent variables. We then try three quantization methods to discretize the latent variables for end-to-end optimization. A decoder will correspondingly generate the reconstruction from the quantized latent variables. Since the image resolution in MNIST dataset is $28 \times 28$, the network architecture is designed as follows:

| Encoder | Decoder |
|---------|---------|
| Conv: $5 \times 5$ c32 s2 | Deconv: $7 \times 7$ c32 s1 |
| LeakyReLU | LeakyReLU |
| Conv: $5 \times 5$ c32 s2 | Deconv: $5 \times 5$ c32 s2 |
| LeakyReLU | LeakyReLU |
| Conv: $7 \times 7$ c4 s1 | Deconv: $5 \times 5$ c1 s2 |

This model will transform the image to a four-dimension latent vector, i.e., the $28 \times 28 \times 1$ image will be mapped to the $1 \times 1 \times 4$ latent variable. Ideally, one continuous real number is able to represent any information if the transform network is very powerful. However, the encoder network here is not strong enough. We thereby design to restrict the latent capacity to investigate the latent representation ability that is learned with different quantization methods.

The model is optimized for the rate-distortion objective. The distortion is measured by mean square error between the original image $x$ and the reconstructed image $\hat{x}$. The rate here is measured by the $L_2$ norm of the quantized latent variables as the continuous log-likelihood $\log p(\hat{y})$. It is equal to assume a zero-mean Gaussian distribution with fixed scale on $\hat{y}$. The overall loss function is:

\[
\mathcal{L} = \mathcal{L}_{rate} + \lambda \cdot \mathcal{L}_{distortion} = \mathcal{L}_2(\hat{y}) + \lambda \cdot \mathcal{L}_{MSE}(\hat{x}, x). \tag{10}
\]

We set the Lagrange Multiplier $\lambda$ as 10 and use Adam optimizer with learning rate 1e-3 for optimization. We visualize the results in our main paper by selecting the best model during the total 80-epoch training process.

Appendix B: Train-Test Mismatch

This section provides evidences along with some analyses to show that the mismatch between training and test phases is more serious in complex compression model.

The train-test mismatch is measured by the performance gap between soft quantization (additive uniform noise) and hard rounding. Specifically, we can try to use additive uniform noise to test the (estimated) compression performance on Kodak dataset, although it is not a practical compression process. In Table 3, we present the distortion gap between training and test phases that is measured by the difference between the estimated PSNR value and the true PSNR value:

\[
\text{Gap} = \text{PSNR}_{\text{soft}} - \text{PSNR}_{\text{hard}}.
\]

| $\lambda$ | 192 | 512 | 768 | 1024 | 2048 | 4096 |
|-----------|-----|-----|-----|------|------|------|
| Baseline-1 Gap | 0.26 | 0.33 | 0.33 | 0.28 | 0.40 | 0.50 |
| Baseline-2 Gap | 0.14 | 0.17 | 0.14 | 0.21 | 0.29 | 0.04 |

Baseline-1 is the model of (Cheng et al., 2020), more powerful than Baseline-2 (Minnen et al., 2018). We can observe that the distortion gap is more serious in the complex base model (Baseline-1). We deduce that perhaps it is due to the posterior collapse issue, since a sufficiently powerful decoder will tend to ignore the posterior in VAEs.

In addition, we draw both the estimated and the true rate-distortion (RD) curves upon these two base models as shown in Figure 6, i.e., test with soft quantization (additive uniform noise) and test with hard quantization. Here we directly compute the mean square error to stand for distortion. When baseline is a complex model (Cheng et al., 2020), the true rate-distortion curve coincides with the estimated curves as shown in Figure 6a. However, it would be surprising that the true RD performance of Baseline-2 is better than the estimated performance that corresponds to the soft training objective. Actually, it is reasonable because the noise-relaxed compression models are optimized to minimize the variational upper bound of actual rate. Therefore, the estimated rate is larger than the true rate. From another view, in simple compression models, the actual rate-distortion performance is better than the estimated performance. But this performance improvement (from training to test) is weakened in complex models such as (Cheng et al., 2020), which also implies that the mismatch between training and test phases is more serious in complex compression model.

Appendix C: Ablation Settings

We conduct rigorous ablation study to verify the effectiveness of our proposed techniques, as mentioned in our main paper. We here complement some experimental settings of our ablations and introduce some specific architectures.

Training Details

We train the compression models on the full ImageNet dataset. Original images are cropped to $256 \times 256$ patches.
Minibatches of 8 of these patches are used to update network parameters that is trained on single RTX 2080 Ti GPU. We apply Adam optimizer with learning rate decay strategy. At the soft training stage, the initial learning rate is 5e-5 and degrades to 1e-5 after 400,000 iterations. We obtain the pre-trained model by selecting the best model during 2,000,000 iterations that is evaluated on Kodak dataset. After accomplishing the soft training stage, we employ scaled uniform noise in the pre-trained model by finetuning the noise-generation branch with 500,000 iterations. Then we conduct ex-post tuning with hard quantization. At this stage, we finetune the decoder for 500,000 iterations as well. During the second and the third stage, the learning rate is 5e-5 and degrades to 1e-5 after 200,000 iterations. The latent channel number is increased at high bitrates to avoid bottleneck issue following (Ballé et al., 2018). Specifically, we assign M=192 channels for low or intermediate bitrates, and assign M=320 channels when λ is 2048 or 4096.

Reproducing Details

We investigate the effects of our methods upon three base models (Minnen et al., 2018; Cheng et al., 2020; Guo et al., 2020). All of them are reproduced by us with Pytorch implementations. The network structures are reproduced as their paper reported exactly. Our reproduced performance has a gap to their reported statistics, which may be caused by the difference of training data. Specifically, we use the full ImageNet training set without extra selection. While (Minnen et al., 2018) do not mentioned the training set, (Cheng et al., 2020) adopt the subset of ImageNet for training with coarse selection and (Guo et al., 2020) use some high-resolution datasets for training. Therefore, there is a gap between our reproduced results and their reported results.

Structures of the New Branch

Our proposed soft-then-hard strategy does not require additional network parameters. Our proposed another technique, the scaled uniform noise, requires a new branch to generate noise scales. Since the value of noise scale is positive, we adopt an exponential layer to activate the final output of this branch. The specific structure of this branch is shown in Figure 7:
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Reproducing Details

We investigate the effects of our methods upon three base models (Minnen et al., 2018; Cheng et al., 2020; Guo et al., 2020). All of them are reproduced by us with Pytorch implementations. The network structures are reproduced as their paper reported exactly. Our reproduced performance has a gap to their reported statistics, which may be caused by the difference of training data. Specifically, we use the full ImageNet training set without extra selection. While (Minnen et al., 2018) do not mentioned the training set, (Cheng et al., 2020) adopt the subset of ImageNet for training with coarse selection and (Guo et al., 2020) use some high-resolution datasets for training. Therefore, there is a gap between our reproduced results and their reported results.
ing our methods in base model (Guo et al., 2020), which delivers the state-of-the-art image compression performance. It even outperforms the H.266/VVC standard on Kodak dataset (we use the VTM-8.0 anchor with YUV444 format and all intra mode). Here the statistics of previous works of neural image compression are taken from their report in papers including (Ballé et al., 2018), (Minnen et al., 2018), (Cheng et al., 2020) and (Guo et al., 2020).

Another important comparison is about the MS-SSIM-optimized case, the metric of which is more consistent with human perceptual quality (Wang et al., 2004). The loss function now is:

\[
L = L_{\text{rate}} + \lambda \cdot L_{\text{distortion}} \\
= L_{\text{rate}} + \lambda \cdot (1 - L_{\text{MS-SSIM}}(\hat{x}, x)).
\] (11)

We train models at four different bitrates with \( \lambda = 16, 40, 100, 180 \) (latent channel number \( M=320 \) when \( \lambda = 100 \) or 180). Our methods also bring obvious gains in base model (Cheng et al., 2020) as shown in Figure 10.

In summary, our proposed new methods are robust to bring stable improvements of rate-distortion performance at any bitrate in different base models.

**Appendix E: More Visualizations**

More reconstruction results are provided here for visual comparisons (Figure 11 and Figure 12). The base model is still (Cheng et al., 2020). And we show both the PSNR-optimized and the MS-SSIM-optimized results.
Figure 8. The zoom-in rate-distortion curve in base model (Cheng et al., 2020). Evaluating on Kodak dataset.

Figure 9. Employing our proposed two techniques in base model (Guo et al., 2020). It helps us achieve the state-of-the-art image compression performance, outperforming all previous neural image compression approaches and the latest image compression standard.
Figure 10. Ablation results in base model (Cheng et al., 2020). Optimized for MS-SSIM.

Figure 11. Visual comparisons. (a) Base model (Cheng et al., 2020) optimized for PSNR. (b) Employing our methods in this base model optimized for PSNR. The statistics are the values of bit-rate (bpp) / PSNR (dB) / MS-SSIM.
Figure 12. Visual comparisons. (a) Base model (Cheng et al., 2020) optimized for MS-SSIM. (b) Our methods optimized for MS-SSIM.