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Abstract. For the linear boundary value problem

\[ x'(t) = p(x)(t) + q(t), \quad l(x) = c_0 \]

on the closed interval \( I \subset \mathbb{R} \), where \( p : C(I, \mathbb{R}^n) \to L(I, \mathbb{R}^n) \) is a strongly bounded linear operator, \( l : C(I, \mathbb{R}^n) \to \mathbb{R}^n \) is the bounded linear functional, \( q \in L(I, \mathbb{R}^n) \) and \( c_0 \in \mathbb{R}^n \), we describe a method of construction of its solution using successive approximations by the sequence of the solutions of simple boundary value problems. We prove the conditions which guarantee the convergence of the above mentioned sequences in general and special cases, we prove the stability of the convergence in some sense. Also, for illustration, we solve some typical problems in MAPLE.
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1. STATEMENT OF THE MAIN RESULTS

1.1. Introduction

Consider the system of linear functional differential equations on interval \( I = [a,b] \)

\[ x'(t) = p(x)(t) + q(t), \quad l(x) = c_0. \]  (1.1)

with the linear boundary value conditions

\[ l(x) = c_0. \]  (1.2)

where \( p : C(I; \mathbb{R}^n) \to L(I; \mathbb{R}^n) \) is a linear strongly bounded operator (i.e., \( p \) is a linear operator and there is Lebesgue integrable function \( \eta : I \to \mathbb{R}_+ \) such that \( \| p(x)(t) \| \leq \eta(t) \| x \|_C \) for almost all \( t \in I, \ x \in C(I; \mathbb{R}^n) \)), \( l : C(I; \mathbb{R}^n) \to \mathbb{R}^n \) is a linear bounded functional (i.e., \( l \) is linear functional and there is the constant \( \alpha \in \mathbb{R}_+ \) such that \( \| l(x) \| \leq \alpha \| x \| \) for all \( x \in C(I; \mathbb{R}^n) \)), \( q \in L(I; \mathbb{R}^n) \) and \( c_0 \in \mathbb{R}^n \).
The a solution of the problem (1.1), (1.2) is understood to be an absolutely continuous vector valued function \( x : I \to R^n \) which satisfies the system (1.1) almost everywhere on \( I \), and satisfies the conditions (1.2).

Papers dealing with boundary value problems contain numerous interesting and, in a sense, optimal conditions ensuring the unique solvability and correctness of various boundary value problems for linear functional differential equations and systems, both in regular and singular cases (see, e.g., [1–14, 21, 22] and references therein). However, unlike systems of ordinary differential equations, in the case of boundary value problems for more general systems of functional differential equations, there are still almost no methods for approximate construction of their solutions. We can mention in this relation the parametrization methods (see, e.g., [18, 24]) using the ideas close to [17, 19, 20, 23] in the ordinary case.

This lack is dealt with in the present paper, which gives a construction that can be considered as a generalization of a number of previously published. A special attention should be paid to work [12], to which this paper is a follow-up. The work [11], using the Fredholm problem (1.1), (1.2), provide general sufficient and, in the cases where \( p \) is a Volterra type operator, also necessary and sufficient (in a sense, unimprovable) conditions for the unique solvability of the boundary value problems (1.1), (1.2). A number of consequences for specific kinds of systems (1.1) and special cases of boundary conditions (1.2) are given. The works mentioned also contain statements on the continuous dependence of solutions of problems in question on small changes in right-hand side terms of systems (1.1) and boundary conditions (1.2) (the so-called correctness of problems (1.1), (1.2)).

1.2. Notation and definitions

The following notations are used throughout the paper:

\[ R = ]-\infty, +\infty[; \quad R_+ = [0, \infty[; \quad \chi_I \text{ is a characteristic function of interval } I, \text{ i.e.,} \]

\[ \chi_I(t) = \begin{cases} 1 & \text{for } t \in I, \\ 0 & \text{for } t \notin I; \end{cases} \]

\( R^n \) is the space of \( n \)-dimensional column vectors \( x = (x_i)_{i=1}^n \) with elements \( x_i \in R \) \( (i = 1, \ldots, n) \), and norm

\[ \|x\| = \sum_{i=1}^n |x_i|; \]

\( R^{n \times n} \) is the space of \( n \times n \)-matrices \( X = (x_{ik})_{i,k=1}^n \) with elements \( x_{ik} \in R \) \( (i,k = 1, \ldots, n) \) and norm

\[ \|X\| = \sum_{i,k=1}^n |x_{ik}|; \]

\( R^n_+ = \{(x_i)_{i=1}^n \in R^n : x_i \geq 0 \ (i = 1, \ldots, n)\}; \)
\[ R_{+}^{n \times n} = \{ (x_{ik})_{i,k=1}^{n} \in \mathbb{R}^{n \times n} : x_{ik} \geq 0 (i,k = 1, \ldots, n) \} ; \]

if \( x, y \in \mathbb{R}^{n} \) and \( X, Y \in \mathbb{R}^{n \times n} \), then

\[ x \leq y \Leftrightarrow y - x \in \mathbb{R}^{n}_{+}, X \leq Y \Leftrightarrow Y - X \in \mathbb{R}^{n \times n}_{+} ; \]

if \( x = (x_{i})_{i=1}^{n} \in \mathbb{R}^{n} \) and \( X = (x_{ik})_{i,k=1}^{n} \in \mathbb{R}^{n \times n} \), then

\[ |x| = (|x_{i}|)_{i=1}^{n}, |X| = (|x_{ik}|)_{i,k=1}^{n} ; \]

\( \det(X) \) is the determinant of matrix \( X \);
\( X^{-1} \) is the inverse matrix to \( X \);
\( r(X) \) is the spectral radius of matrix \( X \);
\( E \) is the unit matrix;
\( \Theta \) is the zero matrix;
\( C(I; \mathbb{R}^{n}) \) is the space of continuous vector functions\(^1\) \( x : I \rightarrow \mathbb{R}^{n} \) with norm

\[ \|x\|_{C} = \max \{ \|x(t)\| : t \in I \} ; \]

if \( x = (x_{i})_{i=1}^{n} \in C(I; \mathbb{R}^{n}) \), then

\[ |x|_{C} = (|x_{i}|)_{i=1}^{n} ; \]

\( \check{C}(I; \mathbb{R}^{n}) \) is the space of absolutely continuous vector functions \( x : I \rightarrow \mathbb{R}^{n} \) with norm

\[ \|x\|_{\check{C}} = \|x\|_{C} + \|x'\|_{L} ; \]

\( C(I; \mathbb{R}^{n \times n}) \) is the space of continuous matrix functions \( X : I \rightarrow \mathbb{R}^{n \times n} ; \)
\( L(I; \mathbb{R}^{n}) \) is the space of vector valued functions \( x : I \rightarrow \mathbb{R}^{n} \) with the Lebesgue integrable elements, with norm

\[ \|x\|_{L} = \int_{a}^{b} \|x(t)\| \, dt ; \]

if \( x = (x_{i})_{i=1}^{n} \in L(I; \mathbb{R}^{n}) \), then

\[ |x|_{L} = (\|x_{i}\|)_{i=1}^{n} ; \]

\( L(I; \mathbb{R}^{n \times n}) \) is the space of Lebesgue integrable matrix functions \( X : I \rightarrow \mathbb{R}^{n \times n} ; \)

If \( g : C(I; \mathbb{R}^{n}) \rightarrow L(I; \mathbb{R}^{n}) \) is a linear operator, then \( |g| : C(I; \mathbb{R}^{n}) \rightarrow L(I; \mathbb{R}^{n}) \) denotes a non-negative operator such that

\[ |g(x)| \leq |g|(|x|) \quad \text{for all} \ x \in C(I; \mathbb{R}^{n}) . \]

If \( Z \in C(I; \mathbb{R}^{n \times n}) \) is a matrix function with columns \( z_{1}, \ldots, z_{n} \), and \( g : C(I; \mathbb{R}^{n}) \rightarrow L(I; \mathbb{R}^{n}) \) is a linear operator, respectively \( g : C(I; \mathbb{R}^{n}) \rightarrow \mathbb{R}^{n} \) is a linear functional, then \( g(Z) \) denote a matrix function, respectively the constant matrix with columns \( g(z_{1}), \ldots, g(z_{n}) \).

\(^1\)A vector (matrix) function is said to be continuous, integrable, etc., if such are its elements.
Let us say that 
\[ p : C(I; R^n) \rightarrow L(I; R^n) \]
 is the Volterra operator with respect to 
\[ t_0 \in I \], if for any \( t \in I \) and \( x \in C(I; R^n) \) where \( x(s) = 0 \) for \( s \in I_{t_0,t} \) the equality 
\[ p(x)(s) = 0 \]
holds for almost all \( s \in I_{t_0,t} \), where

\[ I_{t_0,t} = \begin{cases} [t_0, t] & \text{if } t_0 \leq t \\ [t, t_0] & \text{if } t < t_0 \end{cases} \]

Special cases of system frequently occurring in practice (1.1) are:

a linear system of ordinary differential equations

\[ x'(t) = P(t)x(t) + q(t), \quad (1.3) \]

a linear system of ordinary differential equations with a deviated argument

\[ x'(t) = P(t)x(\tau(t)) + q(t), \quad (1.4) \]

respectively with multiple argument deviations

\[ x'(t) = \sum_{i=1}^{\tilde{s}} P_i(t)x(\tau_i(t)) + q(t), \quad (1.5) \]

where \( P, P_i \in L(I, R^{n \times n}) \), \( \tau, \tau_i : I \rightarrow R \) are measurable functions \((i = 1, \ldots, \tilde{s})\) and if
\[ \tau(t) \leq t, \tau_i(t) \leq t \]
for almost all \( t \in I \), then \( \tau \) and \( \tau_i \) are so-called delayed arguments, and \( q \in L(I, R^n) \).

Systems (1.3), (1.4) and (1.5) are special cases of linear systems (1.1) with a Volterra operator.

For example special cases of conditions (1.2) are:

the initial condition

\[ x(t_0) = c_0, \quad (1.6) \]

the multi-point boundary condition

\[ \sum_{j=1}^{s} A_j x(t_j) = c_0, \quad (1.7) \]

the Cauchy type condition

\[ x(\tilde{t}_0) = l_0(x) + c_0, \quad (1.8) \]

and the periodic boundary condition

\[ x(b) - x(a) = 0, \quad (1.9) \]

where \( \tilde{t}_0, t_j \in I(j = 1, \ldots, s) \), \( l_0 : C(I; R^n) \rightarrow R^n \) is a linear bounded functional,
\( A_j \in R^{n\times n} (j = 1, \ldots, s) \) and \( c_0 \in R^n \).

For the construction of solution of the problem (1.1), (1.2) and description of its properties we use the method and notifications from work [13]:

Let \( x \in C (I; R^n) \), \( k, m \in N \) and \( t_0 \in I \), then we use following notations:

\[ p^0(x)(t) = p^{k,0}(x)(t) = x(t), \quad p^k(x)(t) = \int_{t_0}^{t} p(p^{k-1}(x))(s)ds, \]
\[ \Lambda_k = l \left( \sum_{i=1}^{k} p^{i-1}(E) \right), \quad \hat{q}(t) = \int_{t_0}^{t} q(s) ds, \]

and if \( \Lambda_k \) is regular, then

\[ p^{k,m}(x)(t) = p^m(x)(t) - \left( \sum_{i=1}^{m} p^{i-1}(E)(t) \right) \Lambda_k^{-1} l \left( p^k(x) \right), \]

and

\[ D^{k,m}(\hat{q}, c_0)(t) = \left[ \sum_{i=1}^{k} p^{i-1}(E)(t) \right] \Lambda_k^{-1} \left[ c_0 - \left( \sum_{i=1}^{k} p^{i-1}(\hat{q}) \right) + \sum_{i=1}^{m} p^{i-1}(\hat{q})(t) \right]. \]

1.3. Main results

The following fundamental propositions about the solvability of a general linear boundary value problem (1.1), (1.2) is proved in [13, Theorem 1.1.1]:

**Proposition 1.** The boundary value problem (1.1), (1.2) is uniquely solvable if the corresponding homogeneous problem

\[ x'(t) = p(x)(t), \]
\[ l(x) = 0 \]

has only the trivial solution.

**Proposition 2.** Let \( k, m \in N, m_0 \in N \cup \{0\} \) and \( A \in R^{n \times n} \) be such that

\[ r(A) < 1, \tag{1.10} \]

\( \Lambda_k \) is regular, and for all the solutions of homogeneous boundary value problem corresponding to the nonhomogeneous problem (1.1), (1.2), the inequality

\[ |p^{k,m}(x)|_C \leq A|p^{k, m_0}(x)|_C \tag{1.11} \]

holds. Then problem (1.1), (1.2) is uniquely solvable.

It is clear that the solution of system (1.1) is also the solution of the systems

\[ x(t) = x(t_0) + \int_{t_0}^{t} p(x)(s) ds + \int_{t_0}^{t} q(s) ds = \ldots \]

\[ = p^k(x)(t) + \left( \sum_{i=1}^{k} p^{i-1}(E)(t) \right) x(t_0) + \left( \sum_{i=1}^{k} p^{i-1}(\hat{q})(t) \right) \]
for any \( k \in N \) and arbitrary value \( x(t_0) \). If for our \( k \in N \) the matrix \( A_k \) is regular, then from the boundary condition (1.2) it follows that

\[
c_0 = l \left( p^k(x) \right) + l \left( \sum_{i=1}^{k} p^{i-1}(\hat{q}) \right) x(t_0) + l \left( \sum_{i=1}^{k} p^{i-1}(\hat{q}) \right)
\]

and then

\[
x(t_0) = A^{-1}_k \left[ c_0 - l \left( p^k(x) \right) - l \left( \sum_{i=1}^{k} p^{i-1}(\hat{q}) \right) \right].
\]  

(1.12)

Therefore, the solution of the problem (1.1), (1.2) is also the solution of equation

\[
x(t) = p^{k,m}(x)(t) + D^{k,m}(\hat{q}, c_0)(t).
\]  

(1.13)

and vice versa.

Let now \( x_0 \in C(I, R^n) \), and for arbitrary \( v \in N \) the vector-function \( x_v \) be defined by equality

\[
x_v(t) = p^{k,m}(x_v-1)(t) + D^{k,m}(\hat{q}, c_0)(t).
\]  

(1.14)

Then the next theorem is true.

**Theorem 1.** Let \( k, m \in N, m_0 \in N \cup \{0\} \), and \( A \in R^{n \times n} \) be such that the matrix \( A_k \) is regular,

\[
r(A) < 1, \quad r(A || p^{k,m_0}(E) ||(E)) < 1,
\]  

(1.15)

and for arbitrary \( x \in C(I, R^n) \) the inequality

\[
|p^{k,m}(x)|_C \leq A|p^{k,m_0}(x)|_C
\]  

(1.16)

holds. Then the problem (1.1), (1.2) has unique solution \( x \), and

\[
x = \lim_{v \to \infty} x_v \quad \text{uniformly on } I
\]

where functions \( x_v \) are defined by the equality (1.14) and \( x_0 \in C(I; R^n) \) is arbitrary.

**Proof.** From the conditions of our theorem and Proposition 2 it follows that there is a unique solution \( x \) of problem (1.1), (1.2). Now, let us assume that \( x_v (v \in N) \) are vector functions defined by the equation (1.14) for arbitrary \( x_0 \in C(I; R^n) \). Then from (1.13), (1.14), (1.16), and the positivity of the operator \( |p^{k,m_0}|_C \), we obtain:

\[
|x - x_v|_C = |p^{k,m}(x - x_{v-1})|_C \\
\leq A|p^{k,m_0}(x - x_{v-1})|_C \leq A||p^{k,m_0}(E)||_C |x - x_{v-1}|_C \\
\leq (A||p^{k,m_0}(E)||_C)^2|x - x_{v-2}|_C \leq \ldots \\
\leq (A||p^{k,m_0}(E)||_C)^v|x - x_0|_C.
\]
From conditions (1.15) it follows that
\[
\lim_{v \to \infty} \left( A \|p^{k,m_0}(E)\|_C \right)^v = 0,
\]
and from the last inequality, it is obvious that \( x_v \to x \) uniformly on \( I \), which proves our theorem.

Let us \( p : C(I, \mathbb{R}^n) \to L(I, \mathbb{R}^n) \) the Volterra operator. Then, as it is proved in [13], the equality \( p^{k,m_0}(x) \equiv x \) holds, and the conditions of Proposition 2 are sufficient and necessary for the unique solvability of problem (1.1), (1.2).

**Theorem 2.** Let \( p \) be the Volterra operator with respect to \( t_0 \in I \). Then the boundary value problem (1.1), (1.2) is uniquely solvable if and only if there are \( k, m \in \mathbb{N} \) and \( A \in \mathbb{R}^{n \times n} \) such that the matrix \( A_k \) is regular,
\[
r(A) < 1,
\]
and for all \( x \in C(I, \mathbb{R}^n) \) the inequality
\[
|p^{k,m}(x)|_C \leq A|x|_C
\]
holds. Moreover, for the solution \( x \) of the boundary value problem (1.1), (1.2), the representation \( x = \lim_{v \to \infty} x_v \) holds, where functions \( x_v \ (v \in \mathbb{N}) \) are defined by equality (1.14), and \( x_0 \in C(I; \mathbb{R}^n) \) is arbitrary.

**Proof.** The first part of our theorem, the necessity and sufficiency of its conditions for unique solvability of problem (1.1), (1.2), when \( p \) is the Volterra operator, follows from the theorems proved in [13].

On the other hand, from our assumptions it is clear that \( p^{k,m_0}(x) \equiv x \) and then \( |p^{k,m_0}(E)| = 0 \). Therefore, the assertion of the second part of our theorem concerning the construction of the solution follows from the second part of Theorem 1.

**Remark 1.** As problems (1.1), (1.2), and (1.13) are equivalent for such \( k \in \mathbb{N} \) that matrix \( A_k \) is regular, problem (1.1), (1.2) is also equivalent to problem (1.1), (1.12).

The functional on the right-hand side of equality (1.12) is composed from continuous functionals and operators and it is continuous with respect to \( x \). Therefore, in view of the unique solvability of problem (1.1), (1.2), we can construct the sequence \( \{x_v\}_{v=1}^{\infty} \) of successive approximations for the solution of problem (1.1), (1.2) using the method of iterations, where
\[
x'_v(t) = p(x_{v-1})(t) + q(t)
\]
and
\[
x_v(t_0) = A_k^{-1} \left[ c_0 - l(p^k(x_{v-1})) - l \left( \sum_{i=1}^{k} p^i(q) \right) \right],
\]
if \( x_0 \in C(I, \mathbb{R}^n) \) is arbitrary.
Remark 2. The above-mentioned method of successive approximations is in a certain sense stable. Let $x$ be the solution of problem (1.1), (1.2), and $\bar{x}_v$ be defined by equalities:

$$\bar{x}_v(t) = p^{k,m}(\bar{x}_{v-1})(t) + D^{k,m}(\hat{q}_v + \hat{q}_v, c_0 + \bar{c}_v)(t),$$

where $\hat{q}_v \in L(I, R^n)$, $\bar{c}_v \in R^n$ and

$$\lim_{v \to \infty} \left( \int_a^b |\hat{q}_v(t)| dt + |\bar{c}_v| \right) = 0,$$

then

$$|x - \bar{x}_v| \leq |p^{k,m}(x - \bar{x}_v)| + |D^{k,m}(\hat{q}_v, \bar{c}_v)|,$$

$$\leq A^v|x - x_0| + |D^{k,m}(\hat{q}_v, \bar{c}_v)|.$$

From the last inequality, given our assumptions about $\hat{q}_v$ and $\bar{c}_v$, and the facts that $\lim_{v \to \infty} D^{k,m}(\hat{q}_v, \bar{c}_v) = 0$ (uniformly on $I$), and $A^v \to \Theta$ if $v \to \infty$, it follows that the sequence $\bar{x}_v$ converges to function $x$ uniformly on $I$. As the problems under consideration are equivalent, problem (1.19), (1.20) is also stable in this sense.

Remark 3. If we introduce notation $T(x) = p^{k,m}(x_{v-1})(t) + D^{k,m}(\hat{q}_v, c_0)$, then $T : C(I, R^n) \to C(I, R^n)$ is a linear operator, and from inequality

$$|T(x) - T(y)| \leq |p^{k,m}(x - y)| \leq$$

$$\leq A^v|x - x_0| + |D^{k,m}(\hat{q}_v, \bar{c}_v)|,$$

where $r \left( A^v|p^{k,m}(E)| \right) < 1$, it follows that operator $T$ is a contraction.

It is clear that unique solvability of problem (1.1), (1.2), and possibility of construction of this solution by the method of successive approximations, follows from the Banach’s fixed-point theorem.

The theorems stated above imply the following corollaries. First, if we assume that $l(x) = x(t_0)$, where $t_0 \in I$ is arbitrary, we obtain the conditions of unique solvability and construction of the solution of the initial problem for a of linear functional-differential equations.

Corollary 1. Let $p$ be the Volterra operator. Then problem (1.1), (1.6) is uniquely solvable if there are $m \in N$, and $A \in R_+^{n \times n}$, such that $r(A) < 1$, and for arbitrary $x \in C(I, R^n)$ inequality

$$|p^m(x)| \leq A |x|$$

holds. Moreover, for solution $x$ of problem (1.1), (1.6) representation $x = \lim_{v \to \infty} x_v$ holds, where $x_v (v \in N)$ are the solutions of problem (1.19),

$$x_v(t_0) = c_0$$

(1.21)

and $x_0 \in C(I, R^n)$ is arbitrary.
If we assume that 
\[ p(t)x(t) = P(t)x(\tau(t)), \] 
and 
\[ l(x) = \sum_{j=1}^{s} A_j x(t_j), \]
where \( \tau : I \rightarrow R \) is a measurable function, \( \tau(t) \leq t \) for \( t \in I, A_j \in R^{n \times n} \) and \( t_j \in I \) if \( j = 1, \ldots, s \) we obtain the conditions of unique solvability and construction of the solution of a multi-point problem for the system of linear differential equations with deviated argument.

**Corollary 2.** Let \( \tau : I \rightarrow R \) be a measurable function, \( \tau(t) \leq t \) for almost all \( t \in I \), \( u : [-\infty, a] \rightarrow R^n \) be a continuous bounded function, \( \det A_1 \neq 0 \), \( x(t) = u(t) \) for \( t \leq a \), and

\[ r \left( \int_a^b \bar{P}(t)ds + \sum_{j=1}^{s} |A_1 A_j| \int_{a}^{t_j} \bar{P}(t)dt \right) < 1, \]

where \( A_1 = \sum_{j=1}^{s} A_j \), and \( \bar{P}(t) = \chi_I(\tau(t)) |P(t)| \). Then problem (1.4), (1.7) is uniquely solvable.

Moreover, for solution \( x \) of problem (1.4), (1.7) the representation \( x = \lim_{v \rightarrow \infty} x_v \) holds (uniformly on \( I \)), where \( x_v \) \((v \in N)\) are solutions of the problem

\[ x_v'(t) = \chi_I(\tau(t)) P(t)x(x_0(t)) + (1 - \chi_I(\tau(t))) P(t)u(\tau(t)) + q(t), \]
\[ x_v(t_0) = \Lambda_1^{-1} \left[ c_0 - \sum_{j=1}^{s} A_j \int_{t_0}^{t_j} [\chi_I(\tau(t)) P(t)x_{v-1}(t) - q(t)] dt \right], \]

where

\[ \tau_0(t) = \begin{cases} \tau(t) & \text{if } \tau(t) \geq a, \\ a & \text{if } \tau(t) < a, \end{cases} \]

and \( x_0 \in C(I, R^n) \) is arbitrary.

**Remark 4.** An analogous proposition can be obtained also for the system with deviating arguments (1.5).

**Remark 5.** From Corollary 2, a criterion of unique solvability and description of successive approximations for the initial problem for system (1.4) with delay (see also Corollary 1) also follows. On the other hand Corollary 2 does not include a criterion of unique solvability and description of successive approximations for the periodic problem, because if \( l(x) = x(b) - x(a) \), then \( A_1 = E - E = 0 \) and therefore \( \det A_1 = 0 \).

We will obtain a criterion of unique solvability and description of successive approximations for the periodic problem for the systems of linear differential equations with deviated arguments (1.4) and (1.5) assuming that \( l(x) = x(b) - x(a) \) and \( k = 2 \).

**Corollary 3.** Let \( i = 1, \ldots, s \), the measurable functions \( \tau_i : I \rightarrow R \) be such that \( \tau_i(t) \leq t \) for almost all \( t \in I \),

\[ \tau_0(t) = \begin{cases} \tau_i(t) & \text{if } \tau_i(t) \geq a, \\ a & \text{if } \tau_i(t) < a, \end{cases} \]
Let \( u : ]-\infty, a] \to \mathbb{R}^n \) be a continuous bounded function, and \( P_i \in L(I, \mathbb{R}^{n \times n}) \). Then if \( \det \Lambda_2 \neq 0 \)
and
\[
\begin{align*}
 & r \left( \int_a^b \tilde{P}(t) dt + \left| \int_a^b \tilde{P}(t) dt \right| \right) < 1,

det \Lambda_2 \neq 0.
\end{align*}
\]
where
\[
\Lambda_2 = \int_a^b \sum_{i=1}^{\tilde{s}} \chi(t_i(t)) P_i(t) \, dt,
\]
\[
\tilde{P}(t) = \sum_{i=1}^{\tilde{s}} \chi(t_i(t)) \left| P_i(t) \right|.
\]
the system (1.5) has unique solution \( x \) under the periodic condition
\[
x(b) - x(a) = c_0, \quad x(t) = u(t) \quad \text{for} \quad t \in \mathbb{R} \setminus I,
\]
and the representation \( x = \lim_{v \to \infty} x_v \) holds, where \( x_v \ (v \in \mathbb{N}) \) are solutions of the
\[
x_v'(t) = \sum_{i=1}^{\tilde{s}} \chi_I(t_i(t)) P_i(t) x_{v-1}(t_{0i}(t)) +
\]
\[
+ \sum_{i=1}^{\tilde{s}} (1 - \chi_I(t_i(t))) P_i(t) u(t) + q(t),
\]
\[
x_v(b) = \Lambda_2^{-1} \left[ c_0 - \int_a^b \left( \sum_{i=1}^{\tilde{s}} \chi_I(t_i(t)) P_i(t) x_{v-1}(t) - q(t) \right) dt \right]
\]
for arbitrary \( x_0 \in C(I, \mathbb{R}^n) \).

If we assume that \( l(x) = x(t_0) - l_0(x) \), we will obtain conditions of unique solvability and construction of the solution of Cauchy-Nicoletti type problems (1.1), (1.8) for arbitrary systems with the Volterra operator, with deviated arguments (1.4) and (1.5).

In the general case, we have
\[
\Lambda_k = E - \sum_{i=1}^k l_0(p^{i-1}(E)),
\]
and then from (1.12) we obtain
\[
x(t_0) = \Lambda_k^{-1} \left[ c_0 + l_0(p^k(x)) + \sum_{i=1}^k l_0(p^{i-1}(\tilde{q})) \right].
\]

**Corollary 4.** Let \( k, m \in \mathbb{N}, m_0 \in \mathbb{N} \cup \{0\}, A \in \mathbb{R}^{n \times n} \) be such that the matrix \( A_k \) from (1.22) be regular, and condition (1.17) holds, \( u : ]-\infty, a] \to \mathbb{R}^n \) be a continuous bounded function, and for arbitrary \( x \in C(I, \mathbb{R}^n) \) inequality (1.18) holds.
Then problem (1.1), (1.8) has unique solution $x$ and the representation $x = \lim_{v \to \infty} x_v$ holds, where $x_v$ ($v \in N$) are solutions of the problem (1.19),

$$x_v(t_0) = \Lambda_k^{-1} \left[ c_0 + l_0 p^k (x_{v-1}) + \sum_{i=1}^{k} l_0 p^{i-1}(\hat{q}) \right]$$

for arbitrary $x_0 \in C(I, R^n)$.

In this corollary if we assume that $l_0 = 0$, or $t_0 = a$, $l_0(x) = x(b)$ or $t_0 = b$, $l_0(x) = x(a)$, we will obtain a criterion of unique solvability and construction of successive approximations for the periodic problems for the mentioned above systems.

Now, if we assume that $l_0(x) \equiv 0$, i.e., $x(t_0) = c_0$, then $\Lambda_k = E (k \in N)$, $l_0(x) = x(b)$, $t_0 = a$, i.e., $x(a) = x(b)$, and therefore

$$\Lambda_1 = 0,$$

$$\Lambda_2 = -\int_a^b p(E)(t)dt,$$

$$\Lambda_k = -\sum_{i=1}^{k} \int_a^b p(p^{i-1}(E))(t)dt \quad \text{for} \quad k \geq 3,$$

and

$$x(t_0) = \Lambda_k^{-1} \left[ c_0 + \int_a^b p(p^{k-1}(x))(t)dt + \sum_{i=2}^{k} \int_a^b p(p^{i-2}(\hat{q}))(t)dt + \int_a^b q(s)ds \right].$$

Also, if $l_0(x) = x(a)$, $t_0 = b$, i.e., $x(b) = x(a)$, then

$$\Lambda_1 = 0,$$

$$\Lambda_2 = \int_a^b p(E)(t)dt,$$

$$\Lambda_k = \sum_{i=1}^{k} \int_a^b p(p^{i-1}(E))(t)dt \quad \text{for} \quad k \geq 3,$$

and

$$x(b) = \Lambda_k^{-1} \left[ c_0 - \int_a^b p(p^{k-1}(x))(t)dt - \sum_{i=2}^{k} \int_a^b p(p^{i-2}(\hat{q}))(t)dt - \int_a^b q(s)ds \right].$$

2. Examples

For the illustration of calculations of (converging to solution) approximations of solutions of a given problem, only such approximations are used, the graphs of which
are differentiable under given conditions. On Figures 1 and 2 shown below, the function of “history” \( u \) is marked by a dotted line 
\( 
\), the “starting function” \( x_0 \) of the iterative process is marked by a dashed line 
\( 
\), approximations of solutions are marked by a dot-and-dash line 
\( 
\), and the last calculated approximation of solution \( x_\nu \) is marked by a solid line 
\( 
\). Analogous problems are solved by MAPLE in the works [3, 15, 16].

2.1.

Let us solve the problem
\[
x'(t) = \lambda x(t) + \mu x(t - 1), \quad x(0) = 1,
\]
on interval \( I = [0, 10] \), where \( u(t) = -t + 1 \) for \( t \in [-1,0] \). The problem is solved by local methods in [2].

By choosing \( \lambda = -3.5, \mu = 4, x_0(t) = 1 \) and \( \nu = 9 \) we obtain the 9th approximation of the solution of the problem, see Figure 1a.

By choosing \( \lambda = 0.5, \mu = -1, x_0(t) = 1 \) and \( \nu = 10 \) we obtain the 10th approximation of the solution to the problem, see Figure 1b.

**Figure 1.** Solution of problem (2.1)

2.2.

Let us solve the problem
\[
x'(t) = -x(t - 1), \quad x(0) = 1,
\]
on interval \( I = [0, 3] \), where \( x(t) = 1 \) for \( t \in [-1,0] \). The problem is solved by the local methods in [2].
By choosing \( x_0(t) = 1 \), we obtain the 3rd approximation of solution of the problem, see Figure 2a.

By choosing \( x_0(t) = 0 \), we obtain the 3th approximation of solution to the problem, see Figure 2b, variant 2.

\[ f(t) = a(t)f(t - \delta(t)), \quad t \in [0, T], \]
\[ f(t) = h(t), \quad t \in [\Delta_m, 0], \]

where functions \( a \) and \( \delta \) are (for the sake of simplification) continuous on interval \([0, T]\), \( \delta(t) > 0 \) for \( t \in [0, T] \), \( \Delta_m = \min_{t \in [0, T]} (t - \delta(t)) \), and \( h \) is a continuous function on interval \([\Delta_m, 0]\). If \( \delta(t) \equiv \Delta \geq 0 \) (i.e., is a constant), equation (2.3) will be an equation with a constant delay and \( \Delta_m = -\Delta \). Moreover, if \( a(t) \equiv a > 0 \) i.e., (2.3) is a linear differential equation with constant coefficients and constant delay, studied by Jan Tinbergen. In this case we construct 6th \((v = 6)\) approximation.

In order to demonstrate possibilities of a new approach to solution of the original problem, assume that the “historical development” prior to time \( t = 0 \) can be simulated by the function \( f = 2\sin t + 1 \) and that the length of delay will vary. For that reason, the paper [25] considered a situation in which the delay \( \Delta(t) \) is not constant, but it is a function of time \( t \). For illustration, we worked on the assumption that the
delay can be expressed by the function $\Delta(t) = 2.5 + 0.5 \sin(5t)$. The parameter $a$ was chosen in accordance with Tinbergen’s findings.
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