Particle concentrations, dispersion modelling and evaluation in southern Sweden
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Abstract
Health impact assessments of differential air pollution rely on epidemiologically established relationships between concentration levels where people are exposed and adverse health outcomes. To assess air pollution concentrations, land use regression is commonly used. However, an alternative tool is dispersion modelling, where a detailed inventory of pollution sources together with meteorological data drives calculations of compound dispersion. With this, both spatial and temporal variation can be assessed. In this study, we evaluated results of a Gaussian dispersion model applied to an emissions inventory for Scania, the southernmost county in Sweden. The dispersion considered was particulate matter of aerodynamic diameter < 10 µm (PM$_{10}$), particulate matter of aerodynamic diameter < 2.5 µm (PM$_{2.5}$) and black carbon (BC) during an 11-year period (2000–2011). Mean concentrations and 95th percentiles expressed in µg/m$^3$ ranged from 10.1 to 12.6 and 16.6 to 20.7 for PM$_{2.5}$ and from 14.0 to 18.8 and 22.6 to 27.0 for PM$_{10}$, respectively. Seven monitoring stations were used for evaluation. Correlations ($R^2$) ranged from 0.44 to 0.86 for PM$_{2.5}$ (mean bias from −9.0 to 0.1 µg/m$^3$) and from 0.46 to 0.83 for PM$_{10}$ (mean bias −6.1 to 3.5 µg/m$^3$). An evaluated database of PM and BC concentrations for Scania is now available for future exposure assessment projects. Calculations were based on a well-known dispersion model with detailed emission data as input. The evaluation showed correlation coefficients for PM in line with previous literature. The data on PM$_{10}$, PM$_{2.5}$ and BC concentrations will, therefore, be used in subsequent studies, epidemiological as well as health impact assessments.
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1 Introduction
Air pollution is the major environmental health threat globally [1]. Air pollution consists of a mixture of gases and particles suspended in the air. Particles, called particulate matter (PM), are divided into different sizes in aerodynamic diameter: particulate matter < 10 µm (PM$_{10}$) and particulate matter < 2.5 µm (PM$_{2.5}$). When humans inhale polluted air, particles can reach different parts of the respiratory system depending on their size. Indeed, these pollutants account for much of the negative health consequences reported in international health impact assessments, such as the Global Burden of Disease [2]. In addition, black carbon (BC) emitted from incomplete combustion has been suggested to be a better indicator of harmful substances than undifferentiated PM [3]. Adverse health effects could be caused by BC itself or the chemicals it carries to and beyond the lungs [4].

In order to assess the health-related impacts from air pollution, we need to first assess levels of exposure at the...
places where people are situated. This can be done with direct or indirect methods. For the former, the individual's exposure is traced through personal portable monitors or assessed through the collection of relevant exposure biomarker samples. In a large cohort, however, this would be both costly and labour-intensive. Due to the limitations of these direct methods, indirect approaches are commonly used. Here, the aspiration is to determine where a person spends time and to combine this with information about pollutants at that particular place, which would require monitoring individuals' geographical movements. This is also not particularly feasible with a larger study population. Therefore, air pollution concentrations at an individuals' residential position have historically been ascribed to concentrations recorded at the nearest air quality monitoring station. An underlying assumption here is that all individuals residing in the area surrounding the monitoring station experience the same pollution concentrations. Consequently, this method is limited because it disregards air pollutants' spatial variation, which is especially important when studying long-term health effects [5]. The extent of this problem can vary depending upon the study design chosen, the pollutants being investigated and the density of existing monitoring stations. With the development of Geographical Information Systems (GIS), more advanced models attempting to correct this shortcoming have been developed in recent decades. For instance, land use regression (LUR) models and dispersion models (DM), or a combination of the two, are popular, commonly used models. Understandably, there are advantages and disadvantages to both, which are further illustrated in a review by Jerrett et al. [5].

Dispersion models are based on detailed knowledge of dynamic atmospheric processes and incorporate information on emissions as well as the characteristics of their sources. In addition, meteorology data, including wind speed and direction, temperature and solar radiation, are used to predict the ground level spatial distribution of pollutants' concentrations [6]. Simplified atmospheric chemistry, diffusion and transport are also integrated into the model. Gaussian dispersion models are based on a Gaussian plume equation to estimate the spatial distribution of pollutant concentrations [5, 7]. The Gaussian dispersion model was originally designed as an air quality management tool but has been widely used for estimating long-term exposures [7]. In order to calibrate a dispersion model, data on pollution concentrations measured at urban background monitoring stations in the studied area are typically used. Further, emissions are often divided into stationary and mobile (line) sources [5]. The dispersion model has the advantage of incorporating both spatial and temporal variation without the need of extensive monitoring [5]. Despite this, it is costly and requires highly trained personnel in both computer programming and GIS. Results from dispersion modelling, which are simulations of how the studied compound will be dispersed, will be highly depending on the quality of the emission data inserted into the model [8]. In Nordic countries with high-quality data on emissions, dispersion models have been utilized regularly [9–13].

1.1 Objective

The objective was to model and subsequently evaluate the modelled concentrations of PM_{10}, PM_{2.5} and BC in Scania, Sweden, from 2000 to 2011 using a dispersion model and a detailed emissions inventory. The applied spatial resolution was 100 m * 100 m, and the temporal resolution was calendar months. The evaluation performed was based on available measurements from monitoring stations in Scania. The modelled levels of pollutants using the method described in this paper will be linked to individuals' exposures and used in future epidemiological and health impact studies.

2 Method

2.1 Study area

Scania (Skåne) is the southernmost county in Sweden, covering an area of around 11,350 km², or about 2% of the country's total area (see Fig. 1). It is one of the most densely populated regions in the country, with about 1.3 million inhabitants (approximately 13% of the total Swedish population). Within Scania, most people live in the west where levels of pollutants are higher than other areas of Sweden. This greater exposure is due to road transport to and from the European continent as well as a considerable amount of cargo shipping and ferry transport along the coast.

2.2 Study design

A schematic overview of the modelling process is presented in Fig. 2.

2.3 Emission database

The emission inventory (emission database) is maintained by the Environmental Department of the City of Malmö but covers all of Scania. It was first established in 2006 with emission data from 2001 and has since been regularly updated, so that versions reflecting the current situation at different times are available. Primarily designed for GIS applications, the emission database...
consists of geo-coded emission sources, such as point (i.e. chimney), line (i.e. road segment), polygon, and grid sources. Polygon and grid sources differ in that emissions are equally dispersed over the area for polygon sources, while emissions can vary in space for a grid source [14]. The number of emission sources (meaning each individual road segment or chimney) in the database amounts to several hundred thousand. Modelling in this project was based on the database versions best reflecting emissions for the years starting and ending the studied period (2000 and 2011), respectively.

All emission sources can be divided into eight categories [15]:

1. Road traffic Road traffic descriptions include data pertaining to the vehicles driving on each road segment, such as the number of passenger cars and different types of heavy vehicles (buses and trucks with or without trailers). The vehicles are also differentiated
based on fuel consumption: petrol and diesel. In some cases, compressed natural gas (CNG) vehicles comprise a significant portion of the traffic composition (e.g. in Malmö) and are, thus, also included. Additionally, the road segment contains information on speed limit, traffic flow and classification into one of 36 distinct types of roads in an urban or rural environment. All data used in this classification work originate from the Swedish Road Administration as well as local municipalities.

2. **Shipping** As the ships nearing Scania’s coast vary in type and route, temporal and spatial patterns as well as the quantities of air pollutants emitted from shipping are divided into five categories in the database. Examples include ferries that depart from/arrive at harbours in Scania versus cargo ships passing by. These figures were manually collected for each harbour by Gustafsson [15] for the year 2000. Emission data from shipping has been improved by the project Shipair [16], from which data for the year 2011 was gathered and used for this project. Ships were treated as mobile point sources by utilizing actual positioning and identification data from the ships’ own Automatic Identification System (AIS). This information was then reduced to a gridded source. Within the greater harbours (Malmö, Helsingborg and Trelleborg), a resolution of 50 m * 50 m was used, while 500 m * 500 m was applied outside harbours. Even leisure boating was accounted for as an overall grid source.

3. **Aviation** We included only aviation emissions below 3000 feet (912 m) in the emission database. This data originates from yearly environmental reports produced by Scandinavian airports.

4. **Railroads** Emissions from railroads are minor compared to other sources, mainly because nearly all of Sweden’s railroads are electric. Thus, emissions included in the database arise from the small proportion of diesel engine trains, mainly used in cargo transport.

5. **Industries and major energy and heat producers** Air pollution data were collected from the national database EMIR (EmissionsRegister), which is managed by Sweden’s county level authorities. It contains information regarding chemical composition of discharge, temperature of exhaust gas, height of chimney, etc., for all of the larger industrial facilities in the area.

6. **Small-scale heating** Information regarding the area’s 150,000 in-house heating installations has been collected: 70,000 are oil-burning heaters, 13,000 are wood- or pellet-fueled heaters and 67,000 are small fireplaces. The frequency and use of the stoves can be roughly estimated based on how often the chimney is swept, which was derived from the National Rescue Agency’s chimney register (2001). Coordinates for each chimney were not available for the year 2000. For this reason, they have been distributed in residential areas within municipalities according to a model further described Gustafsson [15]. Concerning 2011, the chimney sweep registers from 2013 were considered to be the most appropriate information source, containing data from 32 of the 33 municipalities. Data from the small municipality of Båstad was not digitalized and was, thus, estimated using a more
simplistic method. For this year (2011), information was improved with respect to location, as residential geographical coordinates were linked to each chimney [17]. We identified 206,321 heating objects, out of which 45% were stoves, 25% tiled stoves and open stoves, and 24% boilers. Nearly, all installations were heated by wood except for boilers, which were heated by either gas (28%), oil (25%), wood pellets (23%) or wood (15% in a non-environmental certified boiler and 8% in an environmental certified boiler). Percentages are based number of installations and thus not reflecting amount of fuel consumed [17].

7. **Non-road vehicles** These vehicles, such as cargo trucks, construction and farming machinery, and others, are divided into 11 groups based on the industry to which they belong: agriculture, forestry, harbour, building, domestic, mining, the iron industry, the forest industry, railroads, aviation and military defence. Only those considered resulting in emissions in Scania were included; thus, mining, the iron industry and military defence were excluded. Most information originates from a report published by the ‘Swedish Environmental Research Institute’ (IVL) [18].

8. **Emissions from Zealand, Denmark** Since emissions throughout Zealand, Denmark, are quite high and westerly winds are dominant, air pollution produced here must be included. These emissions have been shown to reach the western part of Scania, which is where dispersion modelling was performed. Emission data for Denmark was supplied by the Danish National Environmental Research Institute (DMU).

2.3.1 Emission factors for PM\textsubscript{10}, PM\textsubscript{2.5} and black carbon

The database was built for emissions of nitrogen oxides (NO\textsubscript{X}), sulphur dioxide (SO\textsubscript{2}), carbon monoxide (CO), PM\textsubscript{10} and volatile organic compounds (VOC). A number of previous studies on air pollution in Scania have been successfully based on the NO\textsubscript{X} emissions from this database [10, 13, 15, 19–21]. Emission factors from road traffic exhaust and the suspension of road dust particles were built on the emission model described in Handbook Emission Factors for Road Transport HBEFA 3.2 [22]. The suspension of road dust particles during winter months was also based on the proportion of studded tires (35% of cars in 2000 and 25% in 2011). For this project, emission factors for PM\textsubscript{2.5} and BC were added. Concerning primary exhaust particles from vehicle internal combustion engines, we can assume that most PM\textsubscript{10} particles are actually less than 2.5 μm in diameter: PM\textsubscript{2.5} equals PM\textsubscript{10}. For resuspension of particles from road dust, we estimated that only 20% of PM\textsubscript{10} particles are less than 2.5 μm in diameter: PM\textsubscript{2.5} equals 0.2 of PM\textsubscript{10}. Traffic emission factors developed by the project Transphorm were utilized for BC.

2.4 Dispersion model

The dispersion model used in this project is part of the software suite ENVIMAN, which has been developed by the company Opsis ab and was released in 2006. Within ENVIMAN, the dispersion model AERMOD was utilized [23]. AERMOD is a Gaussian dispersion model provided by the United States Environmental Protection Agency. OPSIS has modified this model to fit the structures of emission and meteorology databases. The Gaussian model is a flat, two-dimensional model. This means that topography and buildings are not taken into consideration, yet the height of both the emission sources and the modelling target are incorporated. Also available in ENVIMAN is a street-canyon model called Operational Street Pollution Model (OSPM) developed by DMU [24]. This model was not used in our project, however, because collecting information on heights of all buildings necessary for using this model (OSPM), was not considered feasible. Further, the cities within the study area contain few narrow streets; thus, a street canyon model would not likely yield any considerable additional contribution.

2.4.1 Meteorology

The ENVIMAN software can calculate the dispersion of emissions over an area with hourly resolution using actual meteorological data for the time period of interest but only monitored at one geographical point. We used the Heleneholm meteorology monitoring station in Malmö, which was the station considered to be of the best quality in our study setting. See Fig. 3.

The following meteorological parameters are used by the model:

1. Temperature at a height of 2 m above ground.
2. Wind speed.
3. Wind direction at 10 and 24 m above ground.
4. Global solar radiation

2.4.2 Resolution

Modelling in ENVIMAN is performed using a grid with adjustable resolution. For instance, the software allows one to not only account for emission sources inside the resulting grid but also in the surrounding area, using two levels of coarser surrounding grids. In this study, we used a spatial resolution of 100 m * 100 m grid cells with an hourly resolution for each as the primary output. These results
were then aggregated into monthly means based on calendar months. Due to the technical properties (maximum file size) of the software, each simulation run had to be reduced in time (half year) and spatial extent (250 * 250 squares of 100 * 100 m). As a result, 60 simulations had to be performed per pollutant and year modelled.

### 2.5 Background levels

Background level concentrations are those not emitted by sources identified in the emission database, have been transported long-range or are of biogenic origin. These were calculated as the difference between observed concentrations at a background monitoring station and modelled concentrations at that same point. In order to follow established air quality guidelines, authorities monitor air pollution levels throughout the country. In Sweden, these data are held at the Swedish Meteorological and Hydrological Institute (SMHI) where it can be downloaded for free. Some additional data are stored at the municipal level. We retrieved this data in order to compute background levels using the most complete dataset from available monitoring stations, as decided prior to the study beginning. An urban background monitoring station in Malmö city was chosen, and, for reference, we also computed background pollution levels using a rural background monitoring station with slightly fewer available data points (see Supplementary material).

### 2.6 Interpolation between years

As modelling each 100-m grid-square over the whole modelling area and for the entire study period is both time- and resource-intensive, the dispersion calculation was only performed for the start and end years of the study period (2000 and 2011). Data for the years falling between these two were interpolated using a linear model. To compensate for seasonal variation of dispersion due to meteorological conditions, an atmospheric ventilation index was calculated and applied to the interpolated concentration data. We used the following method: first, a fixed point that (1) was an urban background station close to the meteorological station (Heleneholm in Malmö) and (2) had a long time series of measurements was chosen. Fitting these parameters, the urban background monitoring station on the roof of Malmö’s city hall was selected. We then modelled concentrations for every hour at this point for the complete 11-year study period (105,192 h), using the exact same emission database throughout, and further aggregated the data into monthly means. Using the output of this modelling, the atmospheric ventilation index was calculated, which quantifies the meteorological variation for each month in the modelled concentrations from 2000 to 2011. This index could be applied to all grid cells by multiplying each with the meteorological factor given by the index. When employing the atmospheric ventilation index, we could also incorporate all changes occurring in the emission database versions reflecting the 2 years for which the whole county was modelled originally. This method was developed by the Swedish Clean Air and Climate research programme (SCAC) to obtain yearly means and was further developed by our research team in order to capture monthly variations.

### 2.7 Evaluation

Evaluation of the model was completed by comparing modelled concentrations to measurement data (aggregated to monthly averages) at the same point and time period. Importantly, measurement data used for evaluation purposes were derived from other available monitoring stations not previously used for the calibration or calculation of background levels. The location of those monitoring stations is shown in Fig. 4. The evaluation included an assessment of mean bias (MB), calculated as the mean difference between modelled and measured concentrations; Pearson correlations ($r_p$ and $R^2$); and root
mean square errors (RMSE). The amount of obtainable monitor data for the 2000–2011 period varied by pollutant. PM$_{10}$ had the greatest amount of measured concentration data available, while fewer measurements existed for PM$_{2.5}$ and even less for BC. We used monthly averages (aggregated from hourly or daily means) from seven stations with available PM$_{10}$ data and three stations with accessible PM$_{2.5}$ measurements. For monitor measurements to be accepted, monthly averages were required to be based on non-missing data from at least 8 days in that month. Many of these locations lacked continuous measurements, and concentrations, especially PM$_{2.5}$ concentrations, were frequently measured as part of organized campaigns that often occurred in the wintertime. Despite the risk of an overrepresentation of winter data, all available measurements were used in such cases (three stations). We could unfortunately not find any existing BC measurements for the study period. Calculations were performed using MS Excel® in R 3.4.3 [25].

### 3 Results

#### 3.1 Concentration of and distribution of pollutants

Figures 5 and 6 illustrate the modelled concentrations of locally emitted pollutants by monitoring station location. The concentrations in µg/m$^3$ were 0.3–15.3 for PM$_{10}$, 0.1–9.4 for PM$_{2.5}$ and 0.05–1.48 for BC, with higher levels in Malmö and Trelleborg and the lowest levels in the more north-eastern towns of Hässleholm and Kristianstad. See Table 1.

In addition to the modelled concentrations from locally emitted sources, we added background levels, or long-range transported pollutants, by using measured data with the locally modelled concentrations subtracted. Locally modelled and measured concentrations of PM$_{10}$ and PM$_{2.5}$ both were from the Malmö City Hall urban background station; no such measured data was available for BC. This resulted in total modelled concentrations that were 10.9–34.6 µg/m$^3$ for PM$_{10}$ and 5.6–34.4 µg/m$^3$ for PM$_{2.5}$ (see Table 1). The resulting concentrations were imported to GIS software and visualized as raster maps over Scania (see Figs. 7, 8, 9, 10). For illustration purposes, the second and second to last years (2002 and 2009) of the interpolated data were chosen to supplement the information in diagrams at the monitoring stations shown in Figs. 5 and 6.

Measured and modelled total concentrations can be found in Table 2, with the exception of modelled concentrations for months with missing measured data. More data were available for PM$_{10}$ than PM$_{2.5}$, while BC concentrations were missing. With this, air pollution concentrations ranged between 6.2–75.5 (measured) and 6.3–33.6 (modelled) µg/m$^3$ for PM$_{10}$. Regarding PM$_{2.5}$, the ranges found were 5.2–34.8 (measured) and 7.7–34.3 (modelled) µg/m$^3$.

As a sensitivity analysis when determining how to assess background levels, we used measured concentrations from a regional background site, Vavihill, to calculate total levels in Trelleborg and Kristianstad (see Supplementary materials, Tables S1–S3). This measurement station had more missing values than the data collected from Malmö City Hall. Using the Vavihill data did not improve $R^2$ correlations for PM$_{10}$ (Supplementary materials, Table S3); however, stronger correlations were seen for PM$_{2.5}$, but this was based on few (10) measurements.

#### 3.2 Model performance (evaluation)

Table 3 displays the statistical comparisons between modelled and measured air pollution levels shown in Table 2. The modelled concentrations demonstrated good overall agreement with measured levels based on the $R^2$ Pearson correlation, especially in the south-western part of Scania. These $R^2$ values ranged from 0.46 to 0.83 for PM$_{10}$ and from 0.44 to 0.86 for PM$_{2.5}$. Mean bias was both negative and positive spanning from −6.13 to 3.49 µg/m$^3$ for PM$_{10}$ and −8.99 to 4.59 µg/m$^3$ for PM$_{2.5}$. MB was larger in absolute value for monitoring stations with few observations but remained below the fifth percentile of concentration levels. Again, this was not possible to perform for BC due to lack of measurement data during the study period.
4 Discussion

Particles of different sizes and from different sources were modelled in the Scania region in Sweden. Modelled concentrations showed good correlations with measured concentrations, as reported $R^2$ values ranged from 44 to 86, with higher correlations seen in the south-west part of Scania. The mean bias (MB) calculated did not indicate...
Fig. 6 Modelled local concentrations at locations outside Malmö for (a) PM$_{10}$, (b) PM$_{2.5}$ and (c) BC (black carbon)
the presence of systematic modelling error in any specific direction (i.e. over- or underestimation).

The modelled levels can and will be used in further epidemiological studies and for conducting health impact assessments of air pollution. Previously, such studies performed in this study area have only had modelled levels of nitrogen oxides (NO\textsubscript{X}) to rely on when estimating health impacts. The availability of modelled levels of PM\textsubscript{10}, PM\textsubscript{2.5} and BC will allow this research group to conduct further research on health impacts using well-established exposure–response functions presented by WHO [26].

Our study is in agreement with other studies in Denmark and Sweden that report similar concentrations and correlations [12, 27]. To put our results into an international perspective, Gulliver et al. [28] considered an $R^2$ of 0.47 to be an acceptable level when they modelled PM\textsubscript{10} using LUR. Ryan and LeMasters [29] found $R^2$ to range between 0.54 and 0.81 in their review of 12 LUR models for primary pollutants. In another review, Hoek et al. [30] documented most $R^2$ to be around 0.6–0.7 for nitrogen dioxide (NO\textsubscript{2}). However, it should be mentioned that the LUR validation method, leave one out cross-validation (LOOCV), has been criticized for overestimating the predictive ability of LUR models at independent sites [31]. Dispersion modelling validations, on the other hand, are performed using independent sites. Nonetheless, comparisons have been made between LUR and dispersion models in Europe, and results are largely affected by the pollutants investigated, type of dispersion model selected and resolution used [7]. In general, Gaussian dispersion models with high spatial resolution predict air pollution concentrations better than Eulerian/CFD (computational fluid dynamics) with coarser spatial resolution [7]. The comparison might be subject to the above-mentioned issue of overestimating the predictability in LUR [31]. Furthermore, both LUR and dispersion models seem to better predict NO\textsubscript{2} than PM\textsubscript{10} and PM\textsubscript{2.5} [7]. One possible explanation is that a higher proportion of regional background sources and a smaller contribution of local sources comprise fine particle concentrations [32].

| Station  | Malmö Dalaplan | Trelleborg | Kristianstad | Landskrona | Lund | Hässleholm | Burlöv |
|----------|----------------|------------|--------------|------------|-----|------------|-------|
| PM\textsubscript{2.5} | | | | | | | |
| N observations | 123 (132) | 123 (132) | 123 (132) | 123 (132) | 123 (132) | 123 (132) | 123 (132) |
| Mean | 12.9 (2.8) | 13.5 (3.4) | 11.0 (0.9) | 11.3 (1.1) | 11.8 (1.7) | 11.0 (0.9) | 11.9 (1.7) |
| Minimum | 7.7 (0.4) | 8.0 (0.4) | 5.6 (0.1) | 5.8 (0.2) | 6.3 (0.4) | 5.6 (0.1) | 6.3 (0.2) |
| 5th percentile | 8.6 (2.3) | 8.9 (1.4) | 7.3 (0.3) | 7.5 (0.5) | 8.0 (0.8) | 7.3 (0.3) | 7.9 (0.8) |
| Median | 12.1 (2.7) | 12.6 (3.3) | 10.3 (0.9) | 10.6 (1.1) | 11.2 (1.6) | 10.3 (0.8) | 11.2 (1.7) |
| 95th percentile | 20.0 (4.7) | 20.7 (5.7) | 17.7 (1.7) | 17.8 (1.9) | 18.4 (2.9) | 17.7 (1.6) | 18.7 (2.9) |
| Maximum | 34.3 (6.7) | 34.4 (9.4) | 32.2 (2.7) | 32.7 (3.3) | 33.1 (4.4) | 32.2 (2.7) | 33.2 (4.8) |
| PM\textsubscript{10} | | | | | | | |
| N observations | 132 (132) | 132 (132) | 132 (132) | 123 (132) | 132 (132) | 132 (132) | 132 (132) |
| Mean | 19.1 (6.2) | 17.3 (4.4) | 14.7 (1.9) | 14.8 (1.8) | 16.0 (3.1) | 14.8 (1.9) | 16.5 (3.6) |
| Minimum | 10.9 (1.1) | 8.4 (0.6) | 6.3 (0.3) | 6.5 (0.4) | 7.5 (0.6) | 6.3 (0.3) | 8.1 (0.5) |
| 5th percentile | 12.9 (2.1) | 11.8 (1.7) | 9.5 (0.6) | 9.3 (0.8) | 10.6 (1.1) | 9.5 (0.5) | 11.0 (1.1) |
| Median | 18.3 (5.7) | 16.5 (4.1) | 14.0 (1.8) | 14.0 (1.8) | 15.3 (2.9) | 14.0 (1.8) | 15.8 (3.2) |
| 95th percentile | 27.0 (11.9) | 24.7 (7.3) | 22.4 (3.5) | 22.6 (3.2) | 23.6 (5.8) | 22.5 (3.4) | 23.8 (6.7) |
| Maximum | 39.2 (15.3) | 35.6 (2.1) | 31.8 (5.5) | 32.0 (4.8) | 34.3 (8.6) | 31.8 (5.5) | 34.6 (11.0) |
| BC | | | | | | | |
| N observations | 144 | 144 | 144 | 144 | 144 | 144 | 144 |
| Mean | (0.64) | (0.89) | (0.22) | (0.30) | (0.42) | (0.35) | (0.43) |
| Minimum | (0.05) | (0.05) | (0.05) | (0.05) | (0.05) | (0.05) | (0.05) |
| 5th percentile | (0.42) | (0.37) | (0.13) | (0.17) | (0.25) | (0.18) | (0.26) |
| Median | (0.64) | (0.89) | (0.22) | (0.29) | (0.41) | (0.34) | (0.43) |
| 95th percentile | (0.90) | (1.31) | (0.32) | (0.51) | (0.61) | (0.51) | (0.62) |
| Max | (1.11) | (1.48) | (0.39) | (0.59) | (0.73) | (0.70) | (0.77) |
were not clearly improved. Our model has previously been used for modelling NO$_X$ and NO$_2$ throughout Scania with well-accepted results that have gained great notice [10, 19–21]. There are other more sophisticated models available for the calculation of regional contributions, one being WRF-CHEM (Weather Research and Forecasting (WRF) model coupled with Chemistry) developed by the National Center for Atmospheric Research; Unfortunately, we could not use this model within the scope of this project. An obvious limitation is the lack of measurement data on BC for the study period. Because of this, it was only

---

**Fig. 7** Concentrations of PM$_{10}$, PM$_{2.5}$ and BC in Scania during January 2002 with background levels added where possible

**Fig. 8** Concentrations of PM$_{10}$, PM$_{2.5}$ and BC in Scania during July 2002 with background levels added where possible
possible to model concentrations of local emissions and thus no background levels describing longer distance transportation of BC and, consequently, no total BC levels could be estimated either. Nevertheless, the model has previously been used successfully for NO\textsubscript{X} and has proven to be reliable for PM in this study, which is why we could confidently include the results for local BC as well.

Another notable limitation is that meteorological conditions were only recorded at a single geographical point and subsequently used for the rather large area that our modelling covers. This likely contributes to the stronger correlations seen in the areas closer to the chosen...
The meteorological station, namely the south-western region of Scania. The incorporation of more advanced meteorological models, such as the WRF Model mentioned earlier, would have been ideal. However, such an addition was, unfortunately, out of scope for this project based on available external software. Precipitation is another meteorological factor that can play a large role in the concentrations of PM in the air [33]. Precipitation was not taken into account during the acquisition and implementation of modelling software because programs/software available for this project lacked such capabilities.

Also potentially limiting is relying on the adjusted interpolation between years 2000 and 2011 as opposed to running the dispersion for each month of the studied period.

**Table 2** Summary of measured (a) and modelled (b) total concentrations of particulate matter (PM) as monthly averages in µg/m³

| Station       | Malmö   | Dalaplan | Trelleborg | Kristianstad | Landskrona | Lund     | Hässleholm | Burlöv |
|---------------|---------|----------|------------|--------------|------------|----------|------------|--------|
| **PM$_{2.5}$** |         |          |            |              |            |          |            |        |
| $N$ observations | 68      | 10       | 15         | 7            |            |          |            |        |
| Mean          | 13.3    | 13.3     | 7.9        | 12.5         | 20.7       | 11.9     | 10.2       | 12.2   |
| Minimum       | 7.3     | 7.7      | 5.2        | 8.9          | 8.4        | 8.1      | 5.8        | 7.5    |
| 5th percentile| 9.0     | 8.5      | 5.3        | 9.3          | 11.5       | 8.3      | 6.5        | 8.3    |
| Median        | 12.2    | 12.7     | 6.7        | 12.5         | 21.1       | 10.8     | 10.5       | 12.3   |
| 95th percentile | 20.0  | 19.8     | 13.0       | 16.6         | 30.9       | 8.3      | 13.1       | 16.3   |
| Max           | 33.4    | 34.3     | 13.8       | 18.1         | 34.8       | 17.6     | 13.2       | 17.8   |

**Table 3** Statistical comparison between measured and modelled concentrations of particulate matter (PM) as monthly averages

| Station       | Malmö   | Dalaplan | Trelleborg | Kristianstad | Landskrona | Lund     | Hässleholm | Burlöv |
|---------------|---------|----------|------------|--------------|------------|----------|------------|--------|
| **PM$_{10}$** |         |          |            |              |            |          |            |        |
| $N$ observations | 72      | 84       | 79         | 64           | 76         | 76       | 12         | 58     |
| Mean          | 21.5    | 18.7     | 19.5       | 16.6         | 26.2       | 13.9     | 15.2       | 16.1   |
| Minimum       | 12.0    | 10.9     | 10.8       | 8.4          | 11.6       | 6.3      | 10.7       | 7.7    |
| 5th percentile| 16.1    | 11.6     | 12.7       | 11.2         | 13.0       | 9.1      | 14.3       | 9.3    |
| Median        | 19.6    | 12.2     | 18.8       | 15.4         | 21.9       | 13.0     | 19.5       | 13.4   |
| 95th percentile | 31.1  | 26.8     | 29.0       | 24.7         | 47.5       | 20.9     | 30.0       | 23.0   |
| Maximum       | 43.6    | 36.7     | 40.0       | 35.6         | 75.5       | 31.8     | 42.3       | 31.5   |

| **Stat.** | **PM$_{2.5}$** | **PM$_{10}$** |
|-----------|-----------------|---------------|
| MB        |                  | − 2.83        |
| $r_p$     | 0.93             | 0.91          |
| $R^2$     | 0.86             | 0.83          |
| RMSE      | 1.50             | 3.59          |

---

$a$ Mean bias  
$b$ Pearson correlation coefficient  
$c$ Square Pearson correlation coefficient  
$d$ Root-mean-squared error
While this could have influenced the results, no strong evidence against this method was found when evaluating the modelled results against the measured values from monitoring stations. However, the integration of more advanced meteorological models into the interpolation process could also have been beneficial. Meteorological concerns such as mentioned above also have implications on the construction of the ventilation index previously described. Relying on a singular monitor for the entire study area may not accurately have captured the nuances of weather events across Scania. Again, the software utilized (ENVIMAN) only allows the input of one set of meteorological data at a time, which is what motivated this approach. On the other hand, we were also able to incorporate in the interpolation process variations due to changes of sources and their characteristics in the emission database versions for the start and endpoints of the studied period as well as variations due to meteorology.

We used a well-known Gaussian dispersion model and a detailed emission database, which can be considered the main strengths of this work. As stated in the methods section, the implementation of the Gaussian model does not account for topography as would other models, such as the CALPUFF in combination with digital elevation maps. Fortunately, Scania could be considered rather flat without any larger mountains and only moderately elevated ridges, making the Gaussian dispersion model highly suitable for our study setting. Furthermore, the emission database, which has been and will be continuously updated over the years, has now reached a considerable level of detail, which increases the reliability of results. This was especially evident for the south-west part of Scania, but also held true for the other monitoring stations as seen by the fair correlations demonstrated there. We, therefore, believe that more detailed emission source data, e.g. traffic intensity for road segments and emission factors for vehicles, further improves the accurate assessment of locally sourced emissions [34]. Such inclusions, as we have used here, should complement and can even exceed emission data available in programmes such as European Monitoring and Evaluation Programme (EMEP).

In conclusion, there is now a database available covering the Scania County with monthly concentrations of PM<sub>2.5</sub>, PM<sub>10</sub> and BC with a spatial resolution of 100-m grid squares covering an 11-year period. The evaluation conducted provides confidence in its use for exposure estimation and identifies where performance is best: the south-west, which is where the most detailed description of emissions is available. The data and results presented here can and will be the basis for future epidemiological studies as well as health impact assessments.
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