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Abstract

We introduce an $r-$adaptive algorithm to solve Partial Differential Equations using a Deep Neural Network. The proposed method restricts to tensor product meshes and optimizes the boundary node locations in one dimension, from which we build two- or three-dimensional meshes. The method allows the definition of fixed interfaces to design conforming meshes, and enables changes in the topology, i.e., some nodes can jump across fixed interfaces. The method simultaneously optimizes the node locations and the PDE solution values over the resulting mesh. To numerically illustrate the performance of our proposed $r-$adaptive method, we apply it in combination with a collocation method, a Least Squares Method, and a Deep Ritz Method. We focus on the latter to solve one- and two-dimensional problems whose solutions are smooth, singular, and/or exhibit strong gradients.

1 Introduction

Deep Learning (DL) \cite{1, 2} is nowadays applied to multiple fields \cite{3}, including biomedical applications \cite{4}, structural health monitoring \cite{5, 6}, and geosteering \cite{7}. Indeed, DL can perform complex tasks with high accuracy without incurring prohibitive computational costs. DL has allowed an essential advance in solving problems where the relationship between input and output data is complex and unknown. For example, merging DL techniques with the Finite Element Method can be used to improve the solution of Partial Differential Equations (PDEs) \cite{8, 9, 10, 11, 12}. In addition, the use of DL to predict PDEs behavior has also raised great interest during the last decade\cite{13, 14, 15}.

To solve a PDE using DL, we define a loss function whose global minimum satisfies the PDE and the boundary conditions (BCs). The selection of the numerical method to solve the PDE, formulated in strong, weak, or ultra-weak form, leads to different definitions of the loss function. Some existing methods used in this context are: the Deep Ritz method (DRM) \cite{16} based on the
minimization of the energy of the PDE solution, Physics-Informed Neural Networks (PINNs) [15] based on collocation methods, the Deep first-order Least-Squares method (DLS) [17], the Deep Galerkin method (DGM) [18], and the \(hp\)-Variational Physical Informed Neural Networks (\(hp\)-VPINNs) [19] based on a Petrov-Galerkin domain decomposition.

The potential of Deep Neural Networks (DNNs) to solve high-dimensional PDEs has been proved, for example, in [20, 21]. For these applications, Monte Carlo methods [22] are used for integration. However, to deal with low-dimensional PDEs, in which the efficiency of Monte Carlo methods is limited compared to other methods, we can resort to standard mesh-based quadrature rules [23]. Since the use of fixed quadrature points may produce overfitting during training [24], we consider piecewise-linear solutions over a mesh.

The accuracy of mesh-based solutions depends on the mesh used to numerically solve the PDE [25, 26, 27]. DNNs can also be employed to adapt the mesh. In particular, [28] proposes a mesh generator based on NNs to grow the number of initial elements to a user-selected one. The algorithm is based on the node probability density function obtained from an error estimate. The authors of [29] propose the use of a DNN to obtain an effective mesh refinement in time-dependent PDEs solved by the finite-element method (FEM). They predict the areas of “interest” at the next time stage from the information of previous times. In the same line, [30] employs recurrent DNNs to refine the mesh. These works use DNNs to adapt the mesh but they resort to traditional methods as FEM or finite differences to find the PDE solution.

Herein, we propose a deep \(r\)-adaptive method to simultaneously optimize the PDE solution and the location of the nodes in the corresponding mesh. In our method, once we have selected the degree of the piecewise-polynomial approximation space and the number of elements in the mesh, we define a set of trainable parameters \(\psi\) that correspond to the location of the mesh nodes. From these variables, we define the mesh \(T_\psi\), which is used as an input of a DNN whose output is the piecewise-polynomial solution \(u_p\). Then, the minimization of the loss function \(L\) automatically and simultaneously adapts the mesh \(T_\psi\) and the corresponding solution \(u_p\). A sketch of this architecture is shown in Figure 1.

![Architecture sketch of our proposed \(r\)-adaptive DNN.](image)

Our proposed method solves the optimal location of the nodes without solving auxiliary non-linear mesh moving PDE (MM-PDE) typical of traditional \(r\)-adaptive methods [31, 32, 33, 34,
The technique of automatic-differentiation [36, 37, 38] used within the back-propagation algorithm [39] allows us to minimize directly the loss function. Another substantial difference with traditional $r-$adaptive methods is that we can modify the topology of the mesh during the adaptation as long as we have access to the derivative of the algorithm that modifies the mesh with respect to each node location. In particular, when restricted to tensor product meshes, it is possible to fix some nodes in the mesh —to ensure conformity with the material properties— while allowing the others to freely move along the mesh.

This work shows the behavior of the $r-$adaptive method in combination with DRM, DLS, and PINNs to solve simple PDEs. For the sake of simplicity, we use piecewise-linear functions over one-dimensional (1D) and two-dimensional (2D) tensor-product meshes to show the potential of the proposed method. The extension to higher-order piecewise-polynomials is straightforward. We can also parametrize more complex geometries applying a mapping from a reference tensor-product mesh to the geometry of the physical space [40], possibly leaving some elements outside the computational domain (e.g., performing techniques similar to the Finite Cell Method [41, 42]). However, if we want to break the tensor product structure of the mesh and allow arbitrary changes in topology, it would require a mesh generator whose derivatives with respect to the node locations are accessible. The computation of the derivatives needed by general mesh-generation algorithms (like Delaunay triangularization [43]) in TensorFlow [44] requires further future study. However, to overcome this restriction, projects like Autograd [45] (and its evolution JAX [46]) are progressing towards automatically differentiate native Python and NumPy functions.

The remainder of the manuscript is organized as follows. Section 2 introduces the model problems and summarizes the numerical methods selected to solve them. Then, section 3 introduces the $r-$adaptive method and explains how we incorporate it within a DNN. Section 4 is devoted to implementation details. Section 5 shows the numerical results. Finally, the last section summarizes the main conclusions and future work.

## 2 Model problems and numerical methods

We consider two problems: a first-order hyperbolic problem and a second-order scalar elliptic problem. For the first (hyperbolic) problem, we introduce two losses, leading to a collocation and a least-squares method. For our second (elliptic) problem, we introduce the Deep Ritz method.

### 2.1 Hyperbolic model problem

Let $\Omega \in \mathbb{R}^d$ be a Lipschitz domain, where $d$ is the spatial dimension, and $\beta(x)$ the velocity field. We define the inflow and outflow boundary parts as $\Gamma_- := \{ x \in \partial \Omega : \beta \cdot n < 0 \}$ and $\Gamma_+ := \{ x \in \partial \Omega : \beta \cdot n > 0 \}$, respectively, with $\partial \Omega = \Gamma_- \cup \Gamma_+$, and $n$ the outward normal vector to $\partial \Omega$. We consider the boundary value problem, governed by the advection-reaction equation:

\[
\begin{aligned}
\nabla \cdot (\beta u) + u(x) &= f & \text{in } \Omega, \\
u &= 0 & \text{on } \Gamma_-,
\end{aligned}
\]  

(1)
where \( f \in L^2(\Omega) \) is the source term and \( u \in H^1_0(\Omega) = \{ u \in H^1(\Omega) \mid u = 0 \text{ on } \Gamma_- \} \) is the solution of the PDE.

Let \( r := \nabla \cdot (\beta u) + u - f \) be the residual. We define the loss for the collocation method as the \( L^1 \)-norm of the residual, i.e.:

\[
L_{\text{col}} := ||r||_{L^1(\Omega)} = \int_{\Omega} |\nabla \cdot (\beta u) + u - f|.
\]

(2)

We also introduce the loss associated to the \( L^2 \)-norm of the residual (least-squares method):

\[
L_{\text{LS}} := ||r||_{L^2(\Omega)} = \sqrt{\int_{\Omega} (\nabla \cdot (\beta u) + u - f)^2}.
\]

(3)

The goal is to solve problem (1) via minimization of the corresponding loss:

\[
u^* = \arg \min_{u \in H^1_0(\Omega)} L(\cdot)(u).
\]

(4)

### 2.2 Elliptic model problem

We consider the open bounded domain \( \Omega \in \mathbb{R}^d \), where \( d \) is the spatial dimension, and we solve the following boundary value problem:

\[
\begin{aligned}
-\nabla \cdot (\sigma \nabla u) &= f & \text{in } \Omega, \\
u &= 0 & \text{on } \Gamma_D, \\
(\sigma \nabla u) \cdot n &= g & \text{on } \Gamma_N,
\end{aligned}
\]

(5)

where \( \sigma \equiv \sigma(x) \in L^\infty(\Omega) \) are material properties, \( u \equiv u(x) \in H^1_0(\Omega) = \{ u \in H^1(\Omega) \mid u = 0 \text{ on } \Gamma_D \} \) is the solution of the second-order elliptic PDE, and \( f \equiv f(x) \in L^2(\Omega) \) is the volumetric source term. \( \Gamma_D \) and \( \Gamma_N \) denote the Dirichlet and Neumann parts of the boundary, respectively, with \( \partial \Omega = \Gamma_D \cup \Gamma_N \), \( g \equiv g(x) \mid_{\Gamma_N} \in H^{-1/2}(\Omega) \), and \( n \) denotes the unitary outward vector to \( \partial \Omega \).

The energy function associated to the symmetric positive definite problem (5) is

\[
L_{\text{Ritz}} = \frac{1}{2} \int_{\Omega} \sigma(\nabla u)^2 - \int_{\Omega} fu - \int_{\Gamma_N} gu.
\]

(6)

The Ritz method [47] finds the solution \( u \) by minimizing \( L_{\text{Ritz}} \) following Equation (4). As proven in [48], the solution \( u \) of the boundary value problem (5) is also the solution of the minimization problem (4).

### 3 Deep \( r \)-adaptive method

We divide the proposed method into three parts, following the sketch shown in Figure 1. The first one determines the location of the points that define the \( r \)-adaptive mesh. The second one uses a DNN to approximate the solution of the PDE at the mesh nodes, imposes the Dirichlet BCs, and interpolates the solution into the selected piecewise-polynomial space. The third part states the minimization problem and show how to compute the loss function. Finally, we explain our minimization algorithm.
3.1 Adaptive mesh

In this work, we discretize the $d$-dimensional domain $\Omega$ by a tensor product mesh $T_\psi$. For each dimension, we build an ordered one-dimensional vector $x$. This vector contains fixed and variable coordinates. Fixed coordinates define the boundary and interfaces to separate materials. The variable coordinates are optimized during the training process to adapt the mesh.

We allow changes in the mesh topology, as illustrated in Figure 2. In these, we observe that the trainable coordinates are allowed to jump from one side to the other of the fixed node $x_3$. The coincidence of coordinates at nodes is also allowed. If this scenario occurs, elements with zero volume are generated and have no contribution to the loss function.

![Figure 2: Representation of a one-dimensional domain, as well as the initial and final meshes. The mesh is built with one interior fixed node and three variables nodes. The movement of the node $x_4$ changes the topology in the final mesh, requiring to reorder the nodes.](image)

3.2 PDE solution approximation

We approximate the solution $u$ of problems (5) and (1) as

$$u \approx u_p := P \circ D \circ u_{NN_\theta}(T_\psi), \quad (7)$$

where $u_{NN_\theta}$ is a DNN with a set of trainable parameters denoted as $\theta$ that maps the mesh $T_\psi$ into a surrogate solution $\tilde{u}$. $D$ is a transformation used to impose Dirichlet BCs in a strong form. Specifically, $D(\tilde{u}) := u_D + \phi_D \tilde{u}$, where $\phi_D$ is a positive function in the interior of the domain and takes value zero on the Dirichlet boundary, and $u_D$ is a function to impose the lift for the case of inhomogeneous Dirichlet BC. Finally, $P$ is the operator that builds the piecewise-linear solution over the mesh $T_\psi$ by interpolating evaluations of the solution at mesh nodes.

3.3 Minimization problem and loss function computation

To find the approximate solution $u_p$ we rewrite the minimization problem from Eq. (4):

$$u \approx u_p(s^*) := \arg \min_{u_p(s), \ s \in S} \mathcal{L}(u_p(s)), \quad (8)$$
where \( s \) denotes the set of all trainable parameters

\[
s := \bigcup_{i,j=1}^{k_s,k_v} \{ \theta_i, \psi_j \},
\]

and \( \theta_i \) are the trainable parameters used to approximate the PDE solution, while \( \psi_j \) are the unknown node locations. Note that by construction, the search space \( \{ u_p(s), s \in S \} \subset H^1_0 \) is not a vector space in general.

We select a Gaussian quadrature rule to compute the integrals that appear in the loss functions —equations (2), (3), and (6)—. The choice of the number of quadrature points per element depends on the degree \( p \) of the piecewise-polynomial function selected to approximate the solution and the source term function \( f \) or the Neumann BC \( g \) when it applies. Integration errors can negatively affect the optimization process, leading to poor approximation of the gradients used to update the DNN trainable parameters.

### 3.4 Guided optimization

The simultaneous minimization of the mesh and solution is a highly non-linear problem and may lead to inaccurate results due to the presence of local minima. For this reason, we decide to guide the optimization process in two stages.

The first stage only optimizes over the values theta, as in (9), which corresponds to optimizing over the values of the DNN at the interpolation points over the fixed, initial mesh. In the second stage, we optimize both the solution and the mesh nodes location. This strategy not only increases the chances of avoiding local minima, but it also often prevents integration problems in the right-hand side \( f \). To distinguish both training phases, we will denote \( u_p \) to the solution after optimization of the solution over a fixed grid. In contrast, \( u_{p,r} \) will denote the solution after simultaneously optimizing both the solution and the node locations.

### 4 Implementation

This section explains the algorithms used to define the tensor product mesh and the deep NN.

#### 4.1 Adaptive mesh implementation

For each spatial dimension, we consider a vector of one-dimensional coordinates \( x \) that will be used to build a tensor product mesh. We consider two types of coordinates: fixed and variable. Among the fixed coordinates, we distinguish between those on the boundary, denoted as \( a, b \in \partial \Omega \), with \( a < b \), and the vector \( x^{fix} \) that stores \( n_{fix} \) fixed coordinates between \( a \) and \( b \). Incorporating interior fixed coordinates allows for the construction of conforming meshes needed to model problems with several materials. On the other hand, the vector of variable coordinates \( x^\delta \) contains a set of \( n_\delta \) coordinates, which are free to move during the training process, allowing for \( r \)-adaptation.

Algorithm 1 computes a one-dimensional ordered vector \( x \) from \( x^{fix} \) and the vector of coordinates \( \psi \) updated during the training. \( \psi := \{ a, x^\delta, b \} \), and we need to map it into the
computational domain after each iteration of the training. The number of entries of \( \mathbf{x} \) denoted as \( n := 2 + n_{f_{x}} + n_{\delta} \) refers to the total number of mesh nodes along one dimension. We start the training from a uniform mesh initializing \( \psi \) as: \( \psi_{i} \leftarrow i, i = 1 \) to \( n_{\delta} + 2 \). The computational cost of the algorithm is \( O(n \log n) \).

Algorithm 1: 1D computation of the coordinate vector: Training coordinates

| Input: | \( \psi, a, b, x^{f_{x}}, n_{f_{x}}, n_{\delta} \) |
| Output: | \( \mathbf{x} (\dim(\mathbf{x}) = n = 2 + n_{f_{x}} + n_{\delta}) \) |
| 1 | \( \psi \leftarrow \text{sort}(\psi) \); \hspace{1cm} // reorder \( \psi \) |
| 2 | \( \psi \leftarrow (\psi - \psi_{1})/(\psi_{n_{\delta}+2} - \psi_{1})(b - a) + a \); \hspace{1cm} // scale \( \psi \) to the computational domain |
| 3 | if \( n_{f_{x}} = 0 \) then |
| 4 | \( \mathbf{x} \leftarrow \psi; \) |
| 5 | else |
| 6 | \( \mathbf{x} \leftarrow \text{sort} (\text{concatenate}(\psi, x^{f_{x}})) \); \hspace{1cm} // add interior fixed coordinates and reorder |
| 7 | return \( \mathbf{x} \); |

Finally, we construct the tensor product mesh \( T_{\psi} \) by the combination of the \( d \) one-dimensional vectors \( \mathbf{x} \). The number of nodes \( n_{T} \) and elements \( n_{K} \) of \( T_{\psi} \) is

\[
n_{T} := \prod_{i=1}^{d} n_{i}, \quad n_{K} := \prod_{i=1}^{d} (n_{i} - 1),
\]

where \( n_{i} \) denotes the dimension of the vector \( \mathbf{x} \) associated to the spatial dimension \( i \).

### 4.2 Deep Neural Network

Once we have the \( n_{T} \) points in the physical space that define the mesh \( T_{\psi} \), we use a feed-forward NN \( u_{NN, \theta}(T_{\psi}) : \mathbb{R}^{d} \rightarrow \mathbb{R} \) composed of \( k \) layers as follows:

\[
u_{NN, \theta} := \ell^{(k)} \circ \ell^{(k-1)} \circ \cdots \circ \ell^{(1)}(T_{\psi}).\tag{11}\]

Each layer \( \ell^{(i)} \) is a non-linear mapping composed of an activation function \( \alpha^{(i)} \) applied component-wise to an affine transformation,

\[
\ell^{(i)}(\cdot) := \alpha^{(i)} \left( W^{(i)\top}(\cdot) + b^{(i)} \right).	ag{12}\]

In this work, we take our activation function to be the sigmoid function \( \alpha^{(i)} = \frac{1}{1 + e^{-x}} \) if \( i \neq k \), and the identity if \( i = k \). \( N_{i} \) is the dimension of the layer output \( \ell^{(i)} \) and is usually understood as the number of neurons in the layer. It is related to the number of trainable parameters, the so-called weights \( W^{(i)} \in \mathbb{R}^{N_{i} \times N_{i-1}} \) and biases \( b^{(i)} \in \mathbb{R}^{N_{i}} \) of the affine transformation. We denote the set of all trainable parameters of the DNN \( u_{NN, \theta} \) as:

\[
\theta := \bigcup_{i=1}^{k} \left\{ (W^{(i)}, b^{(i)}) \right\}.	ag{13}\]
5 Numerical results

We adopt the strategy described in Section 3.4 for training. We first optimize the solution over a fixed mesh (denoted as $u_p$), then we optimize both the mesh and solution to obtain $u_{p,r}$. In both stages, we use ADAM optimizer [49]. The selected feed-forward NN has five hidden layers of ten neurons, each activated with a sigmoid function — see Section 4.2 for details.

Experiment 1 solves the hyperbolic problem with the $r$–adaptive method in combination with residual methods, as explained in Section 2.1. Experiments 2 to 6, summarized in Table 1, focus on solving the elliptic problem introduced in Section 2.2 by the Deep Ritz Method of Eq. 6.

Table 1: Numerical experiments for the elliptic problem of Section 2.2: definition and exact solutions.

| Experiment ID | $u_{exact}$ | $\mathcal{L}_{Ritz}(u_{exact})$ | Domain, material properties, and BCs |
|---------------|-------------|---------------------------------|-----------------------------------|
| Ex. 2         | $x^{0.7}$   | -1.5385                         | $\Gamma_D \bullet \sigma = 1$ $x \in (0, 10)$ $\Gamma_N$ |
| Ex. 3         | $\text{atan}(2x - 10) + \text{atan}(10)$ | -1.5701                         | $\Gamma_D \bullet \sigma = 1$ $x \in (0, 10)$ $\Gamma_N$ |
| Ex. 4         | $\frac{\sin(2\pi x)}{\sigma}$ | -5.8724                         | $\Gamma_D \bullet \sigma = 1$ $x = 0$ $\sigma = 10$ $x = 1$ $\Gamma_D$ |
| Ex. 5         | $x_1^2(x_1 - 1) x_2^2(x_2 - 1)$ | -0.0013                         | $\Gamma_D \bullet \sigma = 1$ $\Gamma_D$ |
| Ex. 6         | $r^2 \sin \left( \frac{\theta}{3} \left( \theta + \frac{\pi}{2} \right) \right) \right)$ | -0.9181                         | $\Gamma_D \bullet \sigma = 1$ $\Gamma_N$ |

[Diagram of domains and material properties]
5.1 Experiment 1: Residual methods

We solve the problem of Equation 1 with \( f = 1 \). The exact solution is \( u = 1 - e^{-x} \). Figure 3 shows the exact and approximated solutions for \( \beta = 10^{-3} \). We consider a mesh of eight elements. The approximated solutions are computed via the minimization of the residuals \( \mathcal{L}_{\text{col}} \) defined in Eq. (2) and \( \mathcal{L}_{\text{LS}} \) in Eq. (3). Figure 3a shows the Gibbs effect for the Least-Square solution \( u_{p,LS} \). The Gibbs phenomenon is not present with the collocation method. When relocating the nodes (see Figure 3b), we obtain superior-quality solutions that are free of Gibbs fluctuations.

![Figure 3: Experiment 1. Exact and approximate solutions for \( \beta = 10^{-3} \) using uniform (left panel) and \( r \)-adaptive (right panel) meshes.](image)

5.2 Experiment 2: Singular solution

The solution of Ex. 2 has a singularity at \( x = 0 \), where the derivative is infinite. Figure 4a shows the solution for a fixed 16-elements mesh, and Figure 4b shows the final solution with our proposed \( r \)-adaptive method. We observe small elements accumulating nearby the singularity, creating a geometrical grid as expected for this type of singularity [50].

Figure 5a shows the error in the loss for a solution over a mesh of 16 elements. We observe a decrease in the loss error values during the second training step, i.e., when we optimize the node locations. This indicates the improvement in accuracy of the solution \( u_{p,r} \) over \( u_p \).

For different number of elements in the mesh, Figure 5b shows the energy-norm error, defined as:

\[
||u - u(\cdot)||_{H^1(\Omega)} = \sqrt{\int_{\Omega} \left( (u_{\text{exact}} - u(\cdot))^2 + (\nabla u_{\text{exact}} - \nabla u(\cdot))^2 \right)}.
\] (14)

We denote as \( u_{\text{FEM}} \) and \( u_{\text{FEM},r} \) the FEM solutions over the uniform and \( r \)-adaptive meshes, respectively. The convergence rate for uniform refinements is 0.2 [51]. Figure 5b confirms this behavior both for the FEM and DL solutions for uniform meshes. When considering \( r \)-adaptive
meshes, the convergence rate dramatically increases (see Figure 5b). However, the convergence rate deteriorates at some point due to either the optimizer and/or considered architecture (see the difference between the FEM and DL solutions on the $r$–adaptive meshes for 16 and 32 elements).

Figure 5: Experiment 2. Loss evolution and convergence of the solutions
5.3 Experiment 3: High-gradient solution

We now consider a solution with a strong gradient. Figure 6a shows the exact and approximated solutions in a 16-element mesh. We observe an accumulation of elements in the zones with high gradients, as expected. Figure 6b shows the loss evolution during the two steps of the training. The decrease in the loss indicates that the solution obtained with the $r-$adaptive mesh is significantly better than the one calculated on a fixed uniform mesh.

![Figure 6a](image1.png)  
(a) Solution on $r-$adaptive mesh.

![Figure 6b](image2.png)  
(b) Loss evolution.

Figure 6: Experiment 3. Exact and approximate solutions and loss evolution.

In this experiment, the method diverges when executing only the one-step optimization without initializing the feed-forward NN on the uniform fixed mesh: The points accumulate in zones with small gradients. The quantity $\int f u$, increases, producing values of the loss $L_{Ritz}$ lower than the best physically possible —the one corresponding to the exact solution—, which indicates an integration error in the right-hand side. Although introducing some fixed points in the mesh solves the problem, we decided to use the two-step training (see Section 3.4) that also resolves the issue.

5.4 Experiment 4: Discontinuous materials

This experiment reveals the capability of the proposed method to solve problems involving different materials. We include a fixed point to separate subdomains with different materials using a conforming mesh. Figure 7 shows the solution and the evolution of the loss during the training process. Since the solution is smooth away from the fixed point, the improvement in the approximated solution accuracy between uniform mesh and the $r-$adaptive solution is lower than that observed in previous experiments.
5.5 **Experiment 5: two-dimensional (2D) smooth solution**

Figure 8 shows the approximated solution on the adapted mesh and the loss evolution for a 2D problem with a smooth solution. We compute the results on a 16x16 elements mesh. We observe that the $r$–adapted mesh is close to symmetric with respect to the line $y = x$. This, together with the low error in the loss, indicate the high quality of the solution.

Figure 8: Experiment 5. Approximate solution and loss evolution.
5.6 Experiment 6: L-shape domain

Figure 9 shows the approximated solution on the adapted mesh and the loss evolution for the so-called L-shape domain problem.

We consider a square reference domain. To properly define the physical L-shape domain, we fix the points $x_1 = 0$ and $x_2 = 0$. In this way, we ensure the conformity of the elements to the L-shape domain. The elements outside the domain have null contribution to the loss integral equal to zero. This example shows that we can consider geometries that go beyond simple tensor-product geometries\(^1\). Figure 9a shows that the final mesh computed over the physical domain is almost symmetric with respect to the line $x = y$ and has fewer elements than the uniform initial one. The reference square domain employs two 16-dimensional vectors of 1D coordinates (producing 192 elements). In contrast, the final adapted mesh only employs 112 elements in the L-shape area of interest (the rest are zero). However, the solution obtained in the adapted mesh constrains lower error than the initial one, as observed by the reduction in the loss value. In the $r$--adapted mesh, the element sizes grow exponentially on both sides from the singularity, increasing the density of elements in the null area of the domain (outside the L-shape).

\[\text{(a) Solution on } r\text{--adaptive mesh.}\]

\[\text{(b) Loss evolution.}\]

Figure 9: Experiment 6. Approximate solution and loss evolution.

6 Conclusions and Future Work

We propose a DL $r$--adaptive method to solve PDEs. The method simultaneously optimizes the mesh and approximated solution. We have implemented the method for one and two spatial dimensions using tensor product meshes. Numerical experiments show promising results for

\(^1\)Nonetheless, we fall short to consider arbitrary geometries
solutions that are smooth, singular, or exhibit strong gradients. The method outperforms the use of uniform meshes.

In this work, we have considered piecewise-linear functions to approximate the solution. The extension to higher-degree piecewise-polynomial functions is straightforward. Moreover, we have restricted meshes with tensor-product topology. The extension to triangular/tetrahedral meshes will be pursued as part of our future effort in the area.
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