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Current foveal inspection and previous peripheral preview influence subsequent eye movement decisions
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SUMMARY
Humans visually inspect the world with their fovea and select new parts of the scene using saccadic eye movements. Foveal inspection and the decision of where and when to look next proceed simultaneously, but there is mixed evidence concerning their independence. Here, we tested their interdependence using drift-diffusion modeling. Participants first made a saccade to a predetermined inspection target and subsequently decided between two selection targets. We found that the inspected target’s meaningfulness and the opportunity to preview it peripherally affects fixation durations and the upcoming saccadic selection. Drift-diffusion modeling showed that meaningfulness and the absence of peripheral preview can both delay the subsequent saccadic decision process and affect the rate at which peripheral information is accumulated. Our results thus show that foveal inspection and peripheral selection are dependent on each other and that peripheral information can be maintained across the saccade to influence subsequent eye movement decisions.

INTRODUCTION
We use the central part of our visual field, the fovea, to inspect fine visual details, and we use our peripheral vision to select objects or regions of interest for future inspection. This differentiation is a consequence of the heterogeneity of visual acuity across the visual field (for review see Strasburger et al. (2011)). Visual acuity is highest in the fovea and declines in the periphery with increasing eccentricity. Consequently, we use peripheral vision to select objects of interest and inspect them one after the other using our fovea. Shifting our line of sight and thus our fovea is achieved by saccade eye movements. The visual sampling process is mostly restricted to periods of fixation, the time between two eye movements, because visual sensitivity is reduced during saccades (Zuber and Stark, 1966; Matin, 1974). Thus, every visual fixation comprises two processes: foveal inspection and peripheral selection. Processing priorities are not fixed within a fixation but follow the temporal dynamics that are expected from a visual system that uses eye movements to gather visual information. Perceptual performance in an attentional task was found to be initially highest for the foveally inspected target, whereas performance shortly before the onset of the next saccade is best at the future gaze position in the periphery (Rolfs et al., 2011). This is consistent with the idea of presaccadic shifts of visual attention that serve to enhance processing at the future saccade target (Kowler et al., 1995; Deubel and Schneider, 1996). Yet, whether the foveal inspection and peripheral selection are independent of each other or whether what we see influences the decision where to look next is not yet understood. And although the two processes typically co-occur during every fixation, most research on peripheral selection has neglected the possible influence of foveal content.

Ludwig et al. (2014) investigated whether foveal inspection and peripheral selection are interdependent or independent and whether the two operate in parallel. Therefore, they measured foveal inspection and peripheral selection simultaneously by constantly adding noise to a foveal inspection (tilt judgment) and a peripheral selection task (selection based on luminance contrast). This noise-classification approach allowed to reconstruct the time courses of both processes. Foveal inspection and peripheral selection were shown to proceed in parallel (Ludwig et al., 2014). Increasing the foveal task difficulty by reducing the tilt of the foveal target did not affect the peripheral selection process. This was taken as evidence that foveal inspection and peripheral selection operate independently (Ludwig et al., 2014). Likewise, increasing the processing difficulty of the foveal target by removing spatial frequencies does not affect peripheral target...
difficulty of the foveal target (Ludwig et al., 2014), we manipulated target semantics, because eye movement native targets (the selection targets). Importantly, rather than introducing a foveal task and manipulating the predetermined (the inspection target). For the second saccade, participants had to decide between two alter-

ample or little to see (Inhoff and Rayner, 1986; Kliegl et al., 2004; Einha¨user et al., 2020; Wolf & Lappe, 2021a, 2021b). Therefore, our targets were either meaningful face stimuli or meaningless noise patches. In drift-diffusion modeling, each of the two boundaries is associated with a different decision outcome, in our case making a saccade to the face versus to the noise patch. The time dedicated to other processes than the decision is reflected in the non-decision time. Changing the non-decision time would affect the reaction time case making a saccade to the face versus to the noise patch. The time dedicated to other processes than the decision is reflected in the non-decision time. Changing the non-decision time would affect the reaction time of the drift process and denotes the mean evidence uptake per time. Changes in the drift rate would affect both the decision outcome and the fixation duration (Figure 2C). Thus, if foveal inspection affects the peripheral selection process, we expect that foveal inspection would jointly affect fixation durations on the inspection target as well as the outcome of the decision between the two selection targets. Importantly, this should not only influence the nondecisional part of the selection process (non-decision time parameter in drift-diffusion model) but should also directly interfere with the decision itself (drift rate parameter, see Figure 2).

The second goal of the present study was to show whether the potential influence of foveal targets on peripheral selection is restricted to information obtained during the current fixation or whether information from previous fixations is combined for this purpose. To this end, we manipulated the peripheral preview of the-inspection target before it was foveated. Having a peripheral preview or having no peripheral preview of the inspection target should not affect the decision between the selection targets if the foveal influence on peripheral selection is restricted to the current fixation. If, however, peripheral preview from the previous fixation modulates the influence of foveal inspection on peripheral selection, then this can be taken as evidence that peripheral information is maintained across the saccade and used for subsequent eye movement decisions.
RESULTS
To answer the question whether foveal inspection and peripheral selection interact, we measured peripheral selection in a free choice paradigm while manipulating which target participants were inspecting with their fovea. Targets were either meaningful face stimuli or meaningless noise patches that were matched for their low-level properties (Willenbockel et al., 2010). Thus, each decision was a decision between a peripheral face and a peripheral noise patch while inspecting a target of one of these two categories with the fovea (Figure 1). To answer the question whether peripheral information is maintained across the saccade and whether it can affect the subsequent selection process, participants first acquired the foveal inspection target by means of a saccade and could either preview the inspection target or only saw the stimulus outline. In the latter case, the outline was replaced with the inspection target as soon as gaze was detected on the inspection target. We modeled the selection outcome of the decision and the fixation duration on the foveal inspection target using drift-diffusion modeling (Figure 2). This allows us to distinguish whether changes in behavior can be attributed to the onset of the decision process or to changes of the decision process itself.

Fixation durations and selection outcome
Fixation durations on the inspection target showed large interindividual differences (Figure 3), which is expected because the task did not constrain reaction time. Yet, they varied systematically within individuals.
with the identity of the inspection target, \( F(1,35) = 30.83, p < 0.001 \), and the preview condition, \( F(1,35) = 6.14, p = 0.018 \). Fixation durations were higher when participants inspected a face (Figure 3A), \( t(35) = 5.55, p < 0.001 \), and when it had not been possible to preview the identity of the inspection target in the periphery (outline condition; Figure 3B), \( t(35) = 2.48, p = 0.018 \). In addition, fixation durations on the inspection target differed depending on the selection outcome, \( F(1,35) = 12.44, p < 0.001 \). Fixation durations were higher in trials in which the face was selected for the secondary saccade (Figure 3C), \( t(35) = 3.53, p = 0.001 \), but mainly when the inspection target was itself a face, \( F(1,35) = 19.44, p < 0.001 \) (inspection identity \( \times \) selection outcome interaction). We observed a higher number of smaller saccades on the inspection target if the inspection target was a face (Figure S5).

Selection outcome also depended on the inspection target, \( F(1,35) = 8.19, p = 0.007 \), and on the peripheral preview, \( F(1,35) = 4.4, p = 0.043 \). When the inspection target was a noise patch, the selection outcome was on average balanced, yet prone to large interindividual differences (Figure 3D). When the inspection target

---

**Figure 2. The drift-diffusion model and its parameters**

(A) The drift-diffusion model reflects noisy information uptake over time. It assumes that a response or decision is made once the accumulation process reaches either of two boundaries. Each boundary is associated with a different decision outcome, in our case making a saccade to the face versus to the noise patch. The drift process is composed of a random and a systematic component. The random component is reflected by noise in the model, whereas the systematic component is reflected by the drift rate, which denotes the mean evidence uptake per time. Typically, positive drift rates indicate an approach to the upper boundary and negative values an approach to the lower boundary. The thin orange line denotes an example trial, and the colored areas denote reaction time distribution for trials in which the upper (orange) or lower (blue) threshold was reached first. The four main parameters of the drift-diffusion model are the boundary separation, starting point, drift rate, and non-decision time. The model is often complemented with variability components of the latter three parameters. The boundary separation determines how much information is needed and can be affected by emphasizing either cautiousness or speed. The evidence accumulation signal origins in between the two boundaries, and the starting point can be affected by a priori biases toward either response alternative. The non-decision time reflects processes other than the decision itself, for example, perceptual or motor processes such as stimulus encoding or response execution. The drift rate can be affected by stimulus quality. Changes in the resulting reaction time distributions caused by an increase in non-decision time (B) or an increase in drift rate (C). Whereas changes in non-decision time only affect the reaction time, but not the decision outcome, changes in drift rate manifest itself in both variables: reaction time and decision outcome.
was a face, participants more frequently decided to look at the face stimulus with the second saccade compared with when it was a noise patch, \( t(35) = 2.86, p = 0.007 \). Likewise, the face was more frequently chosen with the second saccade if the inspection target could have been previewed, \( t(35) = 2.10, p = 0.043 \). This was mainly the case when the inspection target was a face, \( F(1,35) = 16.75, p < 0.001 \) (identity x preview interaction): The difference between preview and no preview was stronger when the inspection target was a face compared with when it was a noise patch, \( t(35) = 4.09, p < 0.001 \).

Foveal inspection changes selection time courses

Visual selection is known to unfold over time and its output may thus depend on whether an eye movement is initiated early or late (e.g., Schütz et al., 2012; Wolf and Lappe, 2020). We therefore wondered how foveal inspection of a meaningful versus meaningless target, and the peripheral preview thereof, affect the time course of oculomotor selection. We analyzed the time courses of the selection process as a function of the inspection target using smoothed response time courses and cluster-based permutation testing (SMART method; van Leeuwen et al., 2019; see Quantification and statistical analysis). This method allows to reconstruct time courses with high temporal precision for data with one data point per trial (e.g., a decision and the corresponding fixation duration). In contrast to binning methods, it does not require to give away information about the exact timing. SMART first computes a smoothed time series for every participant and subsequently a weighted aggregated time course that considers the temporal response distribution of every individual. A time course is then compared against a baseline or against another time course using cluster-based permutation testing.

Figures 4A and 4B show the aggregated time courses when the inspection target was a face or a noise patch, separate for the outline (Figure 4A) and the preview condition (Figure 4B). Face-inspection and noise-inspection time courses differed, both for the outline (\( p = 0.003, t = 617.37, t_{\text{crit}} = 355.62, \))
531–750 ms) and for the preview condition \((p = 0.001, t = 753.67, t_{\text{crit}} = 376.50, 240–473 \text{ ms})\). Likewise, face-inspection time courses (Figure 4C) differed depending on peripheral preview of the inspection-target \((p < 0.001, t = 815.60, t_{\text{crit}} = 363.41, 121–364 \text{ ms})\). No difference was observed between the two noise-inspection time courses \((p = 0.064, t = 400.29, t_{\text{crit}} = 431.55, 286–436 \text{ ms})\) (Figure 4D). These time course differences suggest that foveal inspection and peripheral preview directly interfere with oculomotor selection. Although the preview effect is exclusive for faces (Figures 4C and 4D) and can affect selection comparatively early (>120 ms), the effect of foveal inspection emerges after longer fixation durations (>240 ms).

### Drift-diffusion modeling

To further quantify how foveal inspection and peripheral preview affect oculomotor selection, we employ a drift-diffusion model approach (Ratcliff, 1978; for review see Ratcliff et al., 2016; Figure 2). Specifically, we were interested whether foveal inspection of a semantically meaningful versus a meaningless target, and the peripheral preview thereof, delayed the onset of the selection process or whether they interfered with the
selection process itself (or both). To this end, we fit eight different versions of the drift-diffusion model to the data in which the drift rate, non-decision time, boundary separation, or any combination of the three parameters was allowed to vary as a function of inspection target and preview. The drift rate reflects the systematic component of the drift process and denotes the mean evidence uptake per time. Each reaction time is thought to be the result of this decisional drift process along with a non-decision time. This latter component reflects the part of the reaction time that is not devoted to the evidence accumulation process, but is, for example, devoted to motor or perceptual processes. The boundary separation determines how much information is needed for a decision and can be affected by emphasizing either cautiousness or speed. From these eight models, we selected the best-fitting model based on the highest information weights (Burnham and Anderson, 2004; see Quantification and statistical analysis) derived from the Bayesian information criterion (BIC). The model in which drift rate and non-decision time were allowed to vary across conditions provided the best fit to the data as reflected in the highest mean information weight (Figure S3). Figures 5A–5D show cumulative density functions for empirical data and model predictions for an exemplary observer.

We compared the derived drift-rate and non-decision time parameters using a 2 × 2 repeated-measures ANOVA with the factors inspection target (face vs noise) and preview (preview vs outline). Drift rates (Figure 5E) were highest in the face/preview condition (FP), $M_{FP} = 0.607$, $SE_{FP} = 0.129$; lowest in the noise/preview condition (NP), $M_{NP} = -0.024$, $SE_{NP} = 0.198$; and intermediate in the face/outline (FO), $M_{FO} = 0.320$, $SE_{FO} = 0.131$, and noise/outline (NO) condition, $M_{NO} = 0.096$, $SE_{NO} = 0.215$. Drift rates were different from zero, whenever a face was inspected ($t_{FP} = 4.70$, $p < 0.001$, $t_{NO} = 2.45$, $p = 0.02$) but not when the inspection target was noise patch ($t_{NP} = 0.123$, $p = 0.903$, $t_{NO} = 0.445$, $p = 0.659$). This pattern of results was reflected in the inspection target × preview interaction ($F_{(1,35)} = 12.80$, $p = 0.001$). The difference in drift rates between face and noise inspection was larger for the preview compared with the outline condition ($t_{(35)} = 3.06$, $p = 0.004$). We neither observed a main effect of inspection target ($F_{(1,35)} = 3.92$, $p = 0.056$) nor a main effect of preview ($F_{(1,35)} = 1.80$, $p = 0.188$).

Non-decision times are depicted in Figure 5F. Descriptively, nondecision times were highest in the face/outline condition (FO), $M_{FO} = 211$ ms, $SE_{FO} = 18.9$ ms; lowest in the noise/preview (NP) condition, $M_{NP} = 183$ ms, $SE_{NP} = 17.0$ ms; and in-between the two in the face/preview (FP), $M_{FP} = 208$ ms, $SE_{FP} = 20.4$ ms, and the noise/outline condition (NO), $M_{NO} = 192$ ms, $SE_{NO} = 18.6$ ms. The ANOVA on the non-decision time revealed a main effect of inspection target, $F_{(1,35)} = 29.02$, $p < 0.001$. Non-decision times were higher when the inspection target was a face compared with when it was a noise patch, $t_{(35)} = 5.39$, $p < 0.001$. This highlights the prolonged foveal inspection for semantically meaningful targets. Furthermore, non-decision times depended on the peripheral preview, $F_{(1,35)} = 7.30$, $p = 0.011$, and were higher in the outline compared with the preview condition, $t_{(35)} = 2.70$, $p = 0.011$, reflecting a peripheral preview benefit. We observed no inspection target × preview interaction, $F_{(1,35)} = 1.34$, $p = 0.254$.

**DISCUSSION**

Our study shows that foveal inspection and peripheral selection are not independent processes and that the semantics of a foveally inspected target (whether it is meaningful or meaningless) directly interferes with the decision where to look next. Drift-diffusion modeling suggests that foveal inspection of a meaningful target interfered with peripheral selection in two ways: (1) it delayed the onset of the decision where to look next (as reflected in higher non-decision times) and (2) it increased the drift rates (Figure 5), resulting in a more frequent selection of meaningful targets when the inspection target was meaningful itself (Figures 3 and 4).

The present differences in drift rate and non-decision time further depended on whether the inspection target could be previewed with the periphery: peripheral preview decreased non-decision times and modulated the increase in drift rates. These reduced non-decision times can be considered a further example of the well-established peripheral preview benefit: better or faster processing of foveated objects that had been previewed in the periphery prior to the saccade (for review see Huber-Huber et al., 2021). Yet, we cannot ultimately distinguish whether fixation durations and non-decision times decreased due to the peripheral preview or whether they increased in the outline condition due to a trans-saccadic prediction error. Our visual system predicts foveal input based on the peripheral preview (Bompas & O’Regan, 2006; Herwig and Schneider, 2014; Bosco et al., 2015; Valsecchi and Gegenfurtner, 2016), which can explain the trans-saccadic benefit in perceptual performance with congruent information (Ganmor et al., 2015; Wolf and Schütz, 2015). Changing the target during the saccades (as in the outline condition) violates this prediction, resulting in a trans-saccadic prediction error. Prediction errors can be observed even when the trans-saccadic change goes unnoticed. In our case, the
trans-saccadic change from the outline to the face or noise patch was highly conspicuous and might have caused a trans-saccadic prediction error that increased fixation durations. Distinguishing between a decrease due to preview or an increase due to a trans-saccadic prediction error would require an appropriate baseline or the modulation of the prediction error magnitude. However, we would expect that a trans-saccadic prediction error would affect face and noise images equally, whereas preview effects could be exclusive for faces, for example due to differences in target semantics (Yan et al., 2009; Schotter, 2013). Whereas we observed such an interaction between target identity and preview in selection outcome (Figure 3) and drift rates (Figure 5), it was not present in fixation durations or non-decision times. Even if our results cannot differentiate between an increase or decrease in fixation durations, the present drift-rate results further highlight the functional role of peripheral preview not only for efficient perception after the saccade but also for subsequent motor decisions.

Figure 5. Drift-diffusion analysis
(A–D) Cumulative density functions for one participant in the four respective conditions. Model predictions are depicted in gray, and the data are depicted in black. The left side of each panel (left from the dashed line) indicates responses to the noise patch. Thus, the intersection with the abscissa denotes the fraction of trials the noise patch was chosen. Please note that the left side of each graph (responses to the noise patch) is mirrored.
(E and F) Violin plots for individual drift rate (E) and non-decision time (F). Dots are the parameters of individual participants, black lines denote the group mean. Non-decision times differ with respect to inspection target (F > N) and preview condition (O > P). Drift rates display an inspection target × preview interaction. Acronyms are the same as in Figure 3. Asterisks indicate a drift rate different from 0 (p < 0.05; t test). See also Figures S3–S5.
Our results are inconsistent with the results reported by Ludwig et al. (2014) who found independence of foveal inspection and peripheral selection. These discrepancies might be explained by the different ways to manipulate foveal inspection. Ludwig et al. (2014) manipulated the difficulty of a foveal task by changing the mean orientation contrast, whereas our manipulation of target semantics can be considered more high-level processing. Although they found that foveal task difficulty did affect perceptual performance, it did not affect fixation durations. It thus can be speculated that their manipulation of perceptual task difficulty did not affect foveal inspection because either (1) the amount of information that could be extracted from a difficult and easy target was the same (i.e., its orientation), (2) their foveal task required aggregation of information across multiple successively shown gratings, or (3) because of the time constraints introduced by their experiment.

In line with findings from the reading literature (e.g., Kliegl et al., 2004; Payne et al., 2016), our present results show that foveal inspection is susceptible to target semantics and thus to the possibility to extract visual information. Yet, we cannot distinguish whether the discrepant results are caused by the fact that target semantics are more successful in affecting foveal load than manipulations of task difficulty, by the different level of processing (high-level versus low-level) or simply by the fact that our task was temporally unconstrained. Furthermore, our task did not require a deeper foveal analysis of the inspection target. This is different from Ludwig et al. (2014) and many natural tasks in which analyzing the foveal target is crucial for perceptual performance. Yet, the systematic differences between face and noise patch show that the inspection targets were not fully ignored. Moreover, inspection of faces and noise patches differed in terms of the number of smaller saccades that were made to explore the inspection target (Figure S2). Thus, foveal targets, particularly faces, were not neglected but analyzed, even in the absence of a foveal task. Introducing a foveal task might have rendered the otherwise less relevant noise patches equally relevant as the inherently relevant faces, considering that perceptual tasks and meaningful images give rise to a comparable oculomotor signature (Wolf and Lappe, 2021b). Hence, one possible explanation why the drift rate was exclusively affected by faces could be that meaningful images (e.g., faces) are more likely to be processed without a task (Devue et al., 2012), whereas meaningless and irrelevant stimuli (e.g., noise patches) are only equivalently analyzed once they are rendered relevant by the existence of a perceptual task.

When selecting between differently valued options (food items) and given the possibility to switch gaze back and forth, people tend to select that item that they previously fixated for a longer duration (Krajbich et al., 2010; Krajbich and Rangel, 2011). These results were captured by a modified version of the drift-diffusion model (attentional drift-diffusion model, aDDM), which makes the additional assumption that a visual fixation affects the drift rate of the decision process in favor of the fixated option (Krajbich et al., 2010). Yet, alternative explanations have been suggested for the underlying empirical relationship between overt attention and selection behavior, for example effort-avoidance and striving for consistency (Mormann and Russo, 2021). Our present results show that visual inspection can affect drift rate and thus choice behavior within a single fixation. Moreover, peripheral preview of a not-yet-inspected target can enhance this effect. Unlike in the experiments by Krajbich and colleagues, in our paradigm inspected target and the choice options were not identical but belonged to the same category. Relating the core principle of aDDM to our findings, one might suspect that the effect of inspection target and preview on the drift rate was exclusive for faces, because faces were inspected longer than noise patches (Figure 3). Consequently, there would have been more time for the inspected face to affect the drift process. Our results refute this assumption: if differences in decision outcome and drift rate were caused by the difference in fixation duration, we would have expected that the selection time courses (Figure 4) were the same and that choices were increasingly biased toward the noise patch (face) the longer another noise patch (face) was inspected. Instead, the second saccade favored the face the longer any of the inspection targets were fixated (Figure 4).

The aDDM describes how decisions are affected by overt attention (i.e., visual fixations). Yet, our drift rate results might reflect differences in covert attention and the dynamics of attention and priority within a fixation. At the beginning of a fixation, priority is highest at the fovea (Rolfs et al., 2011), whereas processing priority is highest at the future saccade goal shortly before the next saccade is made (Rolfs et al., 2011; Deubel and Schneider, 1996; Kowler et al., 1995). Which target is selected as upcoming saccade target is often explained in terms of a priority map, a two-dimensional representation of space, in which the highest activity within the map determines the upcoming saccade target. The activity (i.e., priority) is determined by the combination of the targets’ salience and their behavioral relevance (for reviews see Fecteau and Munoz, 2006; Bisley and Goldberg, 2010; Belopolsky, 2015). Characteristics of such a map can be found in many neural sites within the oculomotor system that also show characteristics of evidence accumulation as it is reflected in the drift-diffusion model (for review see Schall, 2019). Yet, our understanding of the mapping between accumulator models like the drift
diffusion model on the one hand and neural activity or cognitive processes like attention on the other hand is still far from being complete (Schall, 2019). Whereas covert attention certainly plays a role in peripheral selection and may contribute to differences between conditions, we here view it as an integral part of the evidence accumulation process guiding the saccadic response.

To sum up, we here show that inspecting a target in the fovea can affect peripheral target selection mechanisms and thus where we subsequently move our eyes. Our results support the view that foveal and peripheral processing are not independent and are thus in line with many successful models of saccade generation (e.g., Findlay and Walker, 1999; Engbert et al., 2005; Nuthmann et al., 2010; Laubrock et al., 2013; Tatler et al., 2017) that emphasize the competition of foveal and peripheral processing for saccade target selection. Furthermore, we show the influence of a foveal target on saccade target selection is not restricted to information gathered within a single fixation. Instead, it can be modulated by information gathered from the previous fixation, that is, when the foveal target had been previewed in the periphery.

Limitations of the study
The generalization of our results might be restricted to situations in which the foveal inspection target shares features with any possible eye movement target: foveal inspection of a certain target category (e.g., a face) may prime the corresponding action (e.g., selecting a face as upcoming saccade target), which, in turn, would affect the outcome of the peripheral selection process. Such a priming-based mechanism would be related to the ideomotor principle (James, 1890; for review see Shin et al., 2010) and explain why the drift rate findings are exclusive for faces. According to this principle, actions are represented by their anticipated effects, and these action effects have been shown to contribute to oculomotor control (e.g., Huestegge and Kreutzfeldt, 2012; Pfeuffer et al., 2016). If that were the case, then our findings might only be true in situations in which foveal and peripheral targets belong to the same category or at least share perceptual features. This possible caveat remains to be tested by future studies.

The evidence in favor of the model where drift rate and non-decision time were allowed to vary was not fully unambiguous (Figure S3). Therefore, to reveal the robustness of our results, we compared drift rate and non-decision time parameters with the parameters that were obtained when boundary separation was additionally allowed to vary across conditions. This is particularly important because changes in boundary separation can be captured as changes in non-decision time when fitting the drift-diffusion model (Dutilh et al., 2019). Whereas the statistical pattern of drift rates was not affected by the additional degrees of freedom of the boundary separation, one of the two main effects observed in non-decision time was now observed in the boundary separation (Figure S3). When the boundary separation parameter was additionally allowed to vary across conditions, non-decision times were still higher when the inspection target was a face, yet the main effect of preview was instead observed in the boundary separation parameter, with a higher boundary separation in the outline compared with the preview condition. Please note that the model without boundary separation provided a better fit to the data as judged by information weights. Yet, the finding that peripheral preview affected non-decision times should be interpreted carefully.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

We recorded data of 36 individuals (median age: 21, age range: 18–30, 7 males, 29 females, 7 males). Participants were undergraduate students from the University of Münster and received course credit or 8€/h for participation. Written informed consent was provided before testing. The experiment was approved by the ethics committee of the Department of Psychology and Sport Sciences of the University of Münster and conducted in accordance with the declaration of Helsinki.

METHOD DETAILS

Setup
Stimuli were presented on an Eizo FlexScan 22-inch CRT monitor (Eizo, Hakusan, Japan) with a resolution of 1152 × 870 pixels, a refresh rate of 75 Hz, and an effective display size of 40.7 × 30.5 cm. Participants viewed the monitor from a 67 cm distance. We controlled stimulus presentation via the Psychtoolbox (Brainard, 1997; Kleiner et al., 2007) in MATLAB (The MathWorks, Natick, MA) and recorded eye position of the right eye at 1000 Hz using the Eyelink 1000 (SR Research, Mississauga, ON) and the EyeLink Toolbox (Cornelissen et al., 2002). All stimuli were presented on a uniform gray background.
Stimuli

Targets were either faces or noise patches. These two classes of stimuli have been successfully used to study how meaningful targets affect eye movement behavior (Xu-Wilson et al., 2009; Meermeier et al., 2016). We used 128 face stimuli, taken from different databases, 70 from the Karolinska directed emotional faces database (KDEF; Lundqvist et al., 1998), 32 from the dataset collected at the European Conference on Visual Perception (ECVP) in Utrecht (http://pics.stir.ac.uk/), 10 from the CVL database provided by the Computer Vision Laboratory, University of Ljubljana, Slovenia (Peer et al., 2014), 16 from the Multi-Racial Mega-Resolution database (MR2; Strohminger et al., 2016). Images from each database contained the same amount of male and female faces, and all faces were shown from a frontal view with smiling or neutral expression. Images were seen through an elliptic window with a height of 2.5° and width of 1.55°. We accounted for low-level information in the images by matching face and noise stimuli with respect to spatial frequency and luminance profile using the SHINE toolbox (Willenbockel et al., 2010). As outline, we used a dark elliptic ring with bright center (Figure 1). This stimulus and its properties were chosen because it elicited similar reactive saccade latencies as faces and noise patches in a pilot version of the experiment. Yet, in the actual experiment, latencies of the first saccade toward the elliptic outline were slightly increased (see Figure S1).

Procedure and design

Participants started each trial by looking at a central black fixation cross for 150 ms. A combination of bull’s eye and hair cross was used as fixation cross (Thaler et al., 2013). After a random delay between 300 and 700 ms, the first saccade target (the inspection target) appeared 8° above or below the fixation cross. As soon as gaze was detected on this inspection target (distance <2.5° between gaze and target center), the two selection targets appeared left and right at an eccentricity of 12°, constituting the potential targets for the second saccade. Selection targets always consisted of one face and one noise stimulus. When gaze was detected on a selection target, all targets were removed from the screen after additional 500 ms and the next trial could be started. Participants were instructed to look at two targets in each trial, the inspection target and one of the selection targets. No explicit instruction was provided about the selection behavior, for example choosing both target categories equally often and doing so in a random order. Whereas the inspection target was always from the same category as one of the selection targets, we never showed the exact same target within one trial.

The design comprised two within-participant variables with two levels each: The identity of the inspection target (face vs noise) and whether it could be previewed or not (preview vs outline). Combination of these two factors resulted in four experimental conditions: FP (face/preview), FO (face/outline), NP (noise/preview), NO (noise/outline). Participants performed 256 trials per condition, resulting in 1024 trials. Consequently, each stimulus was shown eight times as selection target and four times as inspection target. Trials from all conditions were randomly interleaved and a break was included after every 205 trials.

QUANTIFICATION AND STATISTICAL ANALYSIS

We measured eye position of the right eye using the EyeLink 1000. Saccade onsets and offsets were defined offline using the EyeLink-1000 algorithm. To compare mean fixation durations, we used a 2 × 2 × 2 repeated-measures ANOVA with the factors inspection target (face vs noise), preview (preview vs outline) and selection outcome (face vs noise). The ANOVA was conducted in JASP (Version 0.10.2; Wagenmakers et al., 2018). We used Wilcoxon-signed rank tests to indicate whether selection outcome was different from chance (i.e., different from 0.5; Figure 2D) and t-tests to indicate whether drift rates (Figure 5E) and differences in fixations durations (Figures 2A and 2B) were different from 0.

To analyze the time course of selection outcome, we used the SMART procedure (smoothing method for the analysis of response time courses, van Leeuwen et al., 2019), where the data are (i) temporally smoothed for every individual, (ii) a weighted time-course is constructed that considers the distribution of data for every individual and (iii) a cluster-based permutation test is performed to compare two time courses or one time course against baseline. Data were analyzed at a 1 ms resolution. We smoothed the data with a Gaussian kernel of 48 ms width and used 1000 permutations for every test. Time courses were compared in a time window between 100 and 750 ms (fixation duration on inspection target). For every comparison we report four values: the p value, the cluster strength of the nonpermuted data (t), the 95th percentile of the permuted distribution, and the time window of the (strongest) significant cluster. The 95th percentile of the
permuted cluster strength distribution is the critical \( t \) value \((t_{\text{crit}})\) to which the cluster strength of the non-permuted data is compared. The \( p \) value is given by the relative position (i.e., percentile) of the non-permuted cluster strength in the distribution of all permuted cluster strengths.

We fit the drift-diffusion model (Figure 2) to the data using fast-dm-30 (Voss and Voss, 2007; Voss et al., 2015). The data was coded such that the upper threshold was associated with the decision to look at the face and the lower threshold with a decision to look at the noise patch. To select a model that fits the data best, we fit eight different versions of the drift diffusion model. All models included boundary separation, starting point, drift rate, non-decision time as well as intertrial variability of the latter three. However, drift rate, boundary separation, and the non-decision time, or any combination of the three were allowed to vary across condition. The starting point is typically affected by prior information, for example by a cue indicating a higher probability or a higher payoff associated with one of the two response options (e.g., Mulder et al., 2012). Given that the direction of stimuli was fully balanced, and participants had no prior information before the start of each trial, we did not include the starting point in the model selection process for reasons of parsimony. Model selection was based on information weights (Burnham and Anderson, 2004) derived from the Bayesian information criterion (BIC) for each of the eight different model versions. Information weights range from 0 to 1 and higher values indicate a better fit for the respective model. The model in which drift rate and non-decision time were allowed to vary provided the best fit to the data as indicated by the highest mean information weights (Figure S3).

The fast-dm toolbox assumes that the drift rate is normally distributed with mean \( v \) and SD \( s_v \), whereas the variability of starting point and non-decision time follow a uniform distribution with means \( z \) and \( t_0 \) and width \( s_z \) and \( s_{t_0} \) (Voss et al., 2015). Drift diffusion modeling, like modeling in general, provides many degrees of freedom to the researcher (Dutilh et al., 2019). Although differently set up models can converge in their results (Dutilh et al., 2019), we attempted to be reassured that our findings are robust to the different decisions that were made along the way. The Kolmogorov-Smirnov statistic was used for the optimization of parameters. This statistic is typically considered robust against outliers. When the model was fit with 5% of outliers removed, nearly the same parameters were reproduced, and we thus decided to use the full dataset of every individual (Figure S4). The maximum likelihood optimization criterion, in contrast to the Kolmogorov-Smirnov statistic, revealed more variable and partly implausible parameters (Figure S5). However, this can be caused by the fact that maximum likelihood is outlier sensitive. Yet, maximum likelihood parameters did not converge with an increasing number of outliers removed (Figure S5). We therefore considered the Kolmogorov-Smirnov statistic the best solution for our data. The algorithm for parameter estimation and optimization is described in Voss and Voss (2007).