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Abstract. We address the minimization of the Canham-Helfrich functional in presence of multiple phases. The problem is inspired by the modelization of heterogeneous biological membranes, which may feature variable bending rigidities and spontaneous curvatures. With respect to previous contributions, no symmetry of the minimizers is here assumed. Correspondingly, the problem is reformulated and solved in the weaker frame of oriented curvature varifolds. We present a lower semicontinuity result and prove existence of single- and multiphase minimizers under area and enclosed-volume constraints. Additionally, we discuss regularity of minimizers and establish lower and upper diameter bounds.
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1. Introduction

The equilibrium shape of a biological membrane is described by the classical CANHAM & HELFRICH theory as the result of the constrained minimization of its bending energy. Given a smooth closed surface \( M \) in \( \mathbb{R}^3 \), its Canham-Helfrich energy reads

\[
\mathcal{E}_{\text{CH}}(M) = \int_M \left( \frac{\beta}{2} (H - H_0)^2 + \gamma K \right) \, d\mathcal{H}^2
\]

where \( \beta, \gamma, \text{ and } H_0 \in \mathbb{R} \) are given material constants, \( H \) is the mean curvature of \( M \), and \( K \) is the Gauss curvature of \( M \). The minimization is constrained to surfaces of fixed area and fixed enclosed volume. The preservation of area reflects the inextensibility of the membrane material and the volume constraint arises from the osmotic pressure balance between the vesicle and its surroundings. In contrast to the classical Willmore energy \( \mathcal{W}(M) = \frac{1}{4} \int_M H^2 \, d\mathcal{H}^2 \), the Canham-Helfrich energy \( \mathcal{E}_{\text{CH}} \) for \( H_0 \neq 0 \) implicitly depends on the orientation of \( M \) as well, as its choice determines the sign of \( H \).

Biomembranes consist of single or double layers of lipids and frequently also contain other molecules. For example, cell membranes are lipid bilayers with embedded cholesterol...
proteins. The molecule concentration locally alters the mechanical properties of the membrane by changing the bending rigidities $\beta, \gamma$ and the spontaneous curvature $H_0$ \cite{18}. Thereby, the composition of the membrane affects its shape. Moreover, since lipid membranes behave as two-dimensional fluids \cite{39}, the constituents are not fixed within the membrane but rather can migrate due to surface diffusion and electrochemical dynamics. The result is an interplay between molecule concentrations, influencing the local membrane geometry, and geometry, influencing concentrations \cite{8,29}.

In specific situations, biomembranes with well-separated domains of characteristic composition are observed \cite{6}. In the case of two of such phases, one can model the membrane as the union of compact surfaces $M^1$ and $M^2$ in $\mathbb{R}^3$ that overlap precisely at their boundary. The associated energy is the sum of the bending energies \eqref{1.1} of the individual phases, augmented by an additional line tension contribution penalizing phase interfaces \cite{22}. The membrane morphology is hence described by the minimization of the \textit{sharp-interface, two-phase} Canham-Helfrich energy

$$E_{\text{CH},2}(M^1, M^2) = \sum_{i=1,2} \int_{M^i} \left( \frac{\beta^i}{2} (H - H_0^i)^2 + \gamma^i K \right) dH^2 + \sigma \int_{\Gamma^{1,2}} dH^1. \quad (1.3)$$

Here, $\beta^i, \gamma^i, \text{ and } H_0^i$ are the material parameters of the individual phases $M^i (i = 1, 2)$, $\sigma > 0$ is the line-tension coefficient, and the phase boundary $\Gamma^{1,2} = M^1 \cap M^2$ is assumed to be a union of closed curves. By assuming $\partial M = \emptyset$ one has that the two-phase membrane $M = M^1 \cup M^2$ is closed.

In addition to the constraint on the volume enclosed by $M$, one fixes the areas of the individual phases $M^1$ and $M^2$. This two-phase model can be extended to more phases by letting $M = \bigcup_{i=1}^N M^i$, adding all individual Canham-Helfrich contributions, and penalizing all interfaces.

The focus of this paper is on investigating existence of equilibrium solutions associated to the multiphase Canham-Helfrich functional \eqref{1.3} under enclosed-volume and phase-area constraints. This variational problem has already been addressed by CHOKSI, MORANDOTTI, \\ & VENERONI \cite{11,12}, who nevertheless focused on the case of \textit{axisymmetric} membranes and phases. This assumption allowed them to reformulate the problem in terms of generating curves in the plane, a fact that is crucially exploited in the analysis. Still, by imposing rotational symmetry, many biologically relevant shapes may be ruled out \cite{6}.

Our goal is hence to remove this restriction and to study multiphase minimizers without a-priori assumptions on their symmetry. The price to pay for such generality is that the strong formulation \eqref{1.3} has to be relaxed. In particular, we resort in rephrasing the problem in the general framework of \textit{curvature varifolds} \cite{21,28}, which are a geometric measure theory generalization of surfaces \cite{1,37}. This asks for defining a corresponding \textit{generalized}
Canham-Helfrich functional, see (3.1) below. Such generalization is not entirely new. In fact, the minimization of geometric functionals involving curvature was Hutchinson’s [21] motivation to introduce curvature varifolds in the first place. Notice that the Willmore functional (1.2) is readily defined for integral varifolds with locally bounded first variation in the sense of Allard [1], because its integrand can be expressed solely in terms of the mean curvature vector. However, the density of the Canham-Helfrich functional (1.1) with \( \gamma \neq 0 \) contains more components of the second fundamental form and, with \( H_0 \neq 0 \), also depends on the orientation. For these reasons and in view of the presence of interfaces in the multiphase energy (1.3), we combine here Hutchinson’s [21] oriented varifolds and Mantegazza’s [28] curvature varifolds with boundary, formulating the variational problem in the setting of oriented curvature varifolds with boundary, see (2.6).

Our main result is the existence of minimizers for the varifold reformulation (3.1) of the Canham-Helfrich functional, both in the single- and in the multiphase regime. We proceed along the blueprint of the classical Direct Method. Lower semicontinuity with respect to curvature varifold convergence follows from convexity, upon checking that the energy bounds the \( L^2 \)-norm of the second fundamental form. Such convexity holds under the qualification on the material parameters \(-6\beta < 5\gamma < 0\), see (3.3), which is more restrictive than the one from [11, 12], but is still in the range of experimental data, see [7, Formula (1.4)] and the references therein. The existence of a single-phase minimizer with fixed area and fixed enclosed volume is proved in Theorem 4.2. The multiphase case is tackled by additionally imposing phases to have individually fixed areas and not to overlap. Properly reformulated in the varifold setting, these conditions still allow for proving an existence result, see Theorem 4.9. Eventually, we show that both single- and multiphase minimizers are \( C^2 \)-rectifiable (Lemma 4.10) and have bounded Willmore energy (Lemma 4.11). This last fact allows us to prove that the diameter of minimizers is bounded from above as well as away from zero (Lemmas 4.12 and 4.13). In the case of multiple phases, the lower bounds on the diameter apply to each individual phase.

We would like to put our contribution in perspective by briefly reviewing the available literature on the minimization of Canham-Helfrich functionals, that is, (1.1) or (1.3) for \( H_0 \neq 0 \). As already mentioned, the axisymmetric case has been discussed in [11] for single phases and in [12] in the case of multiple phases with sharp interfaces. Also under rotational-symmetry assumptions, Helmers [19, 20] adopts a surface phase-field approach and presents \( \Gamma \)-convergence results to the sharp-interface limit for two-phase membranes with possibly discontinuous tangent vectors. To the best of our knowledge, [12, 19, 20] currently are the only analysis results for multiphase Canham-Helfrich variational problems. Single-phase minimizers without symmetry assumptions have been recently addressed by Eichmann [15, 16].
and Mondino & Scharrer [31]. In [15] specific Dirichlet boundary conditions are considered, by which the problem can be formulated in terms of branched immersions. The analysis in [16] focuses on closed immersions with prescribed genus $g$ whereas [31] deals with the case of weak and possibly branched immersions of a 2-sphere in $\mathbb{R}^3$ (which has $g = 0$). The minimization under additional confinement and connectedness constraints is discussed by Müller & Röger [32] and Dondl & Wojtowytsch [14,42], though with emphasis on the Willmore energy [1,2]. In this context we also mention the recent contribution by Novaga & Pozzetta [33], where Mantegazza’s curvature varifolds with boundary are employed to study connected Willmore minimizers for Dirichlet data. Based on currents instead of varifolds, Delladio [13] introduced special generalized Gauss graphs as an alternative theoretical framework for the minimization of curvature-dependent functionals. Concerning approximations for the single-phase Canham-Helfrich variational problem (1.1), a bulk diffuse-interface formulation is addressed in Bellettini & Mugnai [7]. Moreover, the Canham-Helfrich energy is obtained as limit of micro- and mesoscopic energies by Peletier & Röger [34], see also [25–27]. The multiphase Canham-Helfrich variational problem has also been studied numerically; for example, Barrett, Garcke, & Nürnberg [4,5] present a finite element approach to the gradient flow formulation of the evolution problem associated to the two-phase energy (1.3).

Before closing this introduction, let us mention that we do not assume here that the genus of the membrane is prescribed. Indeed, allowing for equilibrium shapes with different topology is beneficial from a modeling perspective. Due to the phase-interface penalization in the energy (1.3), a union of several disconnected single-phase membranes might have the lowest energy in certain parameter regimes. This situation is natural as it corresponds to vesicle budding or cell division. On the contrary, by prescribing $g$ for closed single-phase membranes $M$, one would drop the Gauss curvature term in the Canham-Helfrich functional (1.1), because its integral would be a topological invariant by the Gauss-Bonnet theorem: $\int_M K d\mathcal{H}^2 = 4\pi(1 - g)$. Yet, when dealing with heterogeneous membranes, the bending modulus $\gamma$ will generally not be constant and its contribution plays an essential role in our model.

The paper is organized as follows. Some preliminary material including notation is gathered in Section 2. The varifold formulation of the Canham-Helfrich problem is detailed in Section 3 where we also discuss lower semicontinuity (Theorem 3.2). The existence of single-phase (Theorem 4.2) and multiphase minimizers (Theorem 4.9) is eventually proved in Section 4 which we conclude with some comments on regularity and diameter bounds for minimizers.
2. Notation and preliminaries

2.1. Notation for measures and norms. Let $X$ be a locally compact and separable metric space, which in the applications of this paper can be identified with a nonempty Euclidean subset $X \subseteq \mathbb{R}^\alpha$ for some $\alpha \in \mathbb{N}$. The class of nonnegative (finite) Radon measures on $X$ is denoted by $\mathcal{M}(X)$ and we write $\mathcal{M}^\beta(X)$ with $\beta \in \mathbb{N}$ for its $\mathbb{R}^\beta$-valued counterpart. We write $\|\mu\| \in \mathcal{M}(X)$ for the total variation measure of $\mu \in \mathcal{M}^\beta(X)$. Depending on the context, $|\cdot|$ stands for the absolute value, the Euclidean norm, the comass norm (see Section 2.3), or the Frobenius norm. For example, if $A \in \mathbb{R}^{n \times n \times n}$ with $n \in \mathbb{N}$, then $|A|^2 = \sum_{i,j,k=1}^n A^2_{ijk}$. By $B_r(x) := \{y \in \mathbb{R}^n : |x-y| < r\}$ we denote the open ball of radius $r > 0$ and centered at $x \in \mathbb{R}^n$. If $M \subseteq \mathbb{R}^n$ then its diameter is given by $\text{diam}(M) := \sup_{x,y \in M} |x-y|$ and $\text{dist}(x, M) := \inf_{y \in M} |x-y|$ defines the distance of $x \in \mathbb{R}^n$ to $M$. The characteristic function of a set $U \subseteq X$ denoted $\chi_U : X \to \{0, 1\}$ is defined via $\chi_U(u) = 1$ if $u \in U$ and $\chi_U(u) = 0$ otherwise.

If $\mu \in \mathcal{M}(X)$ then $L_p^\beta(X; \mathbb{R}^\beta)$ with $p \in [1, \infty)$ and $\beta \in \mathbb{N}$ is the space of equivalence classes of $\mu$-measurable functions $f : X \to \mathbb{R}^\beta$ with finite norm $\|f\|_{L_p^\beta(X)} := (\int_X |f(x)|^p \, d\mu(x))^\frac{1}{p}$ and we write $f \in L^p_{\text{loc}, \mu}(X; \mathbb{R}^\beta)$ whenever $\|f\|_{L_p^\beta(K)} < \infty$ for all compact sets $K \subset \subset X$.

If $\mu_h, \mu \in \mathcal{M}(X)$ and we let $h \to \infty$, then we say $\mu_h \rightharpoonup^* \mu$ in $\mathcal{M}(X)$ whenever $\mu_h(\varphi) = \int_X \varphi \, d\mu_h \to \int_X \varphi \, d\mu = \mu(\varphi)$ for all continuous functions with compact support, $\varphi \in C_c(X)$. The convergence of vector-valued Radon measures $\mu_h \rightharpoonup^* \mu$ in $\mathcal{M}^\beta(X)$ is defined analogously upon testing on $\varphi \in C_c(X; \mathbb{R}^\beta)$ with duality $\mu(\varphi) = \int_X \langle \varphi, d\mu \rangle$. Here $\langle \cdot, \cdot \rangle$ stands for the Euclidean inner product of vectors, but we use the same bracket to indicate the duality in the context of multivectors (again Section 2.3). For $\mu \in \mathcal{M}(X)$ and a $\mu$-measurable map $f : X \to Y$ with another locally compact and separable metric space $Y$, the pushforward measure of $\mu$ by $f$ is defined by $(f_\# \mu)(E) := \mu(f^{-1}(E))$ for all Borel sets $E \subseteq Y$. If $f$ is continuous and proper, meaning $f^{-1}(K)$ is compact for all compact $K \subseteq Y$, then $f_\# \mu \in \mathcal{M}(Y)$.

Further notation will be explained in the remainder of this section and in the main text.

2.2. Convergence as measure-function pairs. In this paragraph we review the notion of measure-function pair convergence and the corresponding lower semicontinuity of integral functionals. For details we refer to Hutchinson [21].

A measure-function pair $(\mu, B)$ over $X \subseteq \mathbb{R}^\alpha$ with values in $\mathbb{R}^\beta$ $(\alpha, \beta \in \mathbb{N})$ consists of a measure $\mu \in \mathcal{M}(X)$ and a function $B \in L^1_{\text{loc}, \mu}(X; \mathbb{R}^\beta)$. Convergence

$$(\mu_h, B_h) \rightharpoonup^* (\mu, B)$$

as measure-function pairs is defined by the two conditions

$$\mu_h \rightharpoonup^* \mu \text{ in } \mathcal{M}(X) \quad \text{and} \quad B_h \mu_h \rightharpoonup^* B \mu \text{ in } \mathcal{M}^\beta(X).$$
Theorem 2.1 (Integral functionals of measure-function pairs). Let \( X \subseteq \mathbb{R}^\alpha \) be nonempty and \( f: X \times \mathbb{R}^\beta \rightarrow \mathbb{R} \) satisfy

(a) \( f \) is continuous,
(b) \( f(y, \cdot) \) is convex for any \( y \in X \), and
(c) \( f(y, B) \geq c|B|^2 - d \) holds for any \( (y, B) \in X \times \mathbb{R}^\beta \) and for some \( c, d > 0 \).

Let \( (\mu_h, B_h) \) be a sequence of measure-function pairs over \( X \subseteq \mathbb{R}^\alpha \) with values in \( \mathbb{R}^\beta \) and let \( J \) be the functional

\[
(\mu_h, B_h) \mapsto J(\mu_h, B_h) := \int_X f(y, B_h(y)) \, d\mu_h(y).
\]

Then, with \( h \to \infty \), the following assertions hold:

(i) (Compactness) If there exists \( \mu \in \mathcal{M}(X) \) such that \( \mu_h \rightharpoonup^* \mu \) in \( \mathcal{M}(X) \) and if \( J(\mu_h, B_h) \) is bounded, then there exists \( B \in L^1_{\text{loc},\mu}(X; \mathbb{R}^\beta) \), such that up to a subsequence (not relabeled), \( (\mu_h, B_h) \rightharpoonup^* (\mu, B) \) as measure-function pairs;

(ii) (Lower semicontinuity) If \( (\mu_h, B_h) \rightharpoonup^* (\mu, B) \) as measure-function pairs, then

\[
J(\mu, B) \leq \liminf_{h \to \infty} J(\mu_h, B_h).
\]

2.3. Currents. We briefly recall some points of the theory of currents. For details see [37].

Let \( \mathcal{D}^m(\mathbb{R}^n) \) be the set of all smooth \( m \)-forms with compact support in \( \mathbb{R}^n \), where \( m \in \mathbb{N}_0 \) and \( n \in \mathbb{N} \) with \( m \leq n \). The (topological) dual space of \( \mathcal{D}^m(\mathbb{R}^n) \) is the space of all \( m \)-currents on \( \mathbb{R}^n \), denoted by \( \mathcal{D}_m(\mathbb{R}^n) \). In particular, \( 0 \)-currents coincide with the distributions on \( \mathbb{R}^n \).

In accordance with the dual nature of \( \mathcal{D}_m(\mathbb{R}^n) \), if \( T_h, T \in \mathcal{D}_m(\mathbb{R}^n) \) we say that \( T_h \rightharpoonup^* T \) if \( T_h(\omega) \to T(\omega) \) for all \( \omega \in \mathcal{D}^m(\mathbb{R}^n) \). If \( m \geq 1 \) then the boundary \( \partial T \in \mathcal{D}_{m-1}(\mathbb{R}^n) \) of \( T \in \mathcal{D}_m(\mathbb{R}^n) \) is defined via Stokes' theorem as \( \partial T(\omega) := T(\partial \omega) \), where \( \partial \omega \) denotes the exterior differential of the \((m - 1)\)-form \( \omega \). The mass of \( T \in \mathcal{D}_m(\mathbb{R}^n) \) is its dual norm

\[
\mathcal{M}_T := \sup_{\omega \in \mathcal{D}^m(\mathbb{R}^n), \|\omega\|_{L^\infty(\mathbb{R}^n)} \leq 1} T(\omega),
\]

where \( \|\omega\|_{L^\infty(\mathbb{R}^n)} = \sup_{x \in \mathbb{R}^n} |\omega(x)| \) with \( |\omega(x)| = \sum_{1 \leq i_1 < \ldots < i_m \leq n} (\omega(x), e_{i_1} \wedge \ldots \wedge e_{i_m}) \) for basis vectors \( e_i \) of \( \mathbb{R}^n \), the comass norm of the \( m \)-covector \( \omega(x) \). The mass \( \mathcal{M}_T(\Omega) \) of \( T \in \mathcal{D}_m(\Omega) \) with \( \Omega \subseteq \mathbb{R}^n \) open is defined analogously upon restricting to test forms with \( \text{supp}(\omega) \subseteq \Omega \).

In order to define rectifiable currents we recall the notion of a rectifiable set. Let \( M \) be a Borel subset of \( \mathbb{R}^n \) and denote the \( m \)-dimensional Hausdorff measure in \( \mathbb{R}^n \) by \( \mathcal{H}^m \). We say that \( M \) is (countably) \( m \)-rectifiable, if \( M = M_0 \cup \bigcup_{k=1}^\infty M_k \) where \( \mathcal{H}^m(M_0) = 0 \) and \( M_k \) is contained in the image of a Lipschitz function \( f_k: \mathbb{R}^m \rightarrow \mathbb{R}^n \) for all \( k \in \mathbb{N} \). It turns out that for \( \mathcal{H}^m \)-a.e. \( x \in M \) there exists an approximate tangent space, which we denote by \( T_x M \) as in the smooth setting.
We say that $T \in D_m(\mathbb{R}^n)$ is an m-rectifiable current with integer multiplicity if there exists

(a) an $m$-rectifiable set $M$ in $\mathbb{R}^n$,
(b) an orientation of $M$, that is, a Borel map $\xi$ defined on $M$ that to $\mathcal{H}^m$-a.e. $x \in M$ assigns a unit simple $m$-vector $\xi(x)$ which spans $T_x M$, and
(c) an integer-valued multiplicity, that is, a locally ($\mathcal{H}^m \upharpoonright M$)-summable function $j : M \to \mathbb{Z}$, where $\mathcal{H}^m \upharpoonright M$ denotes the $\mathcal{H}^m$ measure restricted to $M$,

such that

$$T(\omega) = \int_M \langle \omega(x), \xi(x) \rangle j(x) \, d\mathcal{H}^m(x) \quad \text{for all } \omega \in D^m(\mathbb{R}^n).$$

In this case we write $T = [M, \xi, j]$. Finally we say that $T \in D_m(\mathbb{R}^n)$ is an integral $m$-current if both $T$ and $\partial T$ are rectifiable currents with integer multiplicity.

The theory of currents features the following compactness and lower semicontinuity results, see again [37]:

**Theorem 2.2 (Federer-Fleming).** Let $(T_h)$ be a sequence of integral $m$-currents on $\mathbb{R}^n$ such that $\mathcal{M}_T + \mathcal{M}_{\partial T_h}$ is bounded and let $h \to \infty$. Then, up to a subsequence (not relabeled), $T_h \rightharpoonup^* T$ in $D_m(\mathbb{R}^n)$ and $\partial T_h \rightharpoonup^* \partial T$ in $D_{m-1}(\mathbb{R}^n)$, where the limit $T$ is an integral $m$-current. Moreover we have $\mathcal{M}_T \leq \liminf_{h \to \infty} \mathcal{M}_T_h$ and $\mathcal{M}_{\partial T} \leq \liminf_{h \to \infty} \mathcal{M}_{\partial T_h}$.

The main insight of the Federer-Fleming Theorem 2.2 is not sequential compactness, namely existence of convergent subsequences for integral currents with bounded mass, but the fact that the limit currents are again integral (closedness). This remark applies to the forthcoming Theorems 2.4 and 2.6 as well.

### 2.4. Varifolds.

This paragraph is dedicated to a review of the theory of curvature varifolds, which are the weak version of surfaces that we need. For details we refer to [1, 21, 37].

Let $\Omega \subseteq \mathbb{R}^n$ be open and nonempty. Let $m, n \in \mathbb{N}$ with $1 \leq m \leq n$. An $m$-varifold in $\Omega$ is a Radon measure

$$V \in \mathcal{M}(\Omega \times G_{m,n}).$$

Here $G_{m,n}$ denotes the Grassmannian, which consists of all $m$-dimensional linear subspaces of $\mathbb{R}^n$. An element $P \in G_{m,n}$ is identified with its associated orthogonal projection matrix $P \in \mathbb{R}^{n \times n}$. This allows us to view $\Omega \times G_{m,n}$ as a subset of some Euclidean space.

The pushforward measure of $V$ under the canonical projection map $\pi : \Omega \times G_{m,n} \to \Omega$, $\pi(x, P) = x$ defines the mass measure (or weight) of the varifold,

$$\mu_V := \pi_* V \in \mathcal{M}(\Omega).$$
The mass of $V$ then reads
\[ \mu_V(\Omega) = \int_\Omega d\mu_V = \int_{\Omega \times G_{m,n}} dV = V(\Omega \times G_{m,n}). \]

As Radon measures, varifolds are determined through their action on continuous functions with compact support in $\Omega \times G_{m,n}$. Based on this duality one can introduce the following useful subclass: An integral $m$-varifold in $\Omega$ is given by
\[ V(\varphi) = \int_M \varphi(x, T_xM) \theta(x) d\mathcal{H}^m(x) \quad \text{for all } \varphi \in C_c(\Omega \times G_{m,n}), \]
where $M \subseteq \Omega$ is (countably) $m$-rectifiable and $\theta: M \to \mathbb{N}$, called multiplicity, is locally summable w.r.t. $\mathcal{H}^m \upharpoonright M$. In this case we write $V = v(M, \theta)$ and we denote the space of all integral $m$-varifolds in $\Omega$ by $IV_m(\Omega)$. Its elements can be seen as the geometric measure theory analogue to the $m$-dimensional differentiable submanifolds in $\Omega$.

By a clever application of the divergence theorem for manifolds, Hutchinson [21], and later Mantegazza [28], generalized the concept of the second fundamental form to the varifold setting. For our convenience we will follow Mantegazza’s approach since it also gives a good definition of the boundary, see [28] for details. We say that $V \in IV_m(\Omega)$ is a curvature varifold with boundary and write $V \in AV_m(\Omega)$, if there exists $A^V \in L^1_{\text{loc},V}(\Omega \times G_{m,n}; \mathbb{R}^{n \times n \times n})$ and $\partial V \in \mathcal{M}^n(\Omega \times G_{m,n})$ such that

\[ \int_{\Omega \times G_{m,n}} (P_{ij} \partial_j \varphi + (\partial_Pk \varphi) A^V_{ijk} + A^V_{ijij} \varphi)(x, P) dV(x, P) = -\int_{\Omega \times G_{m,n}} \varphi(x, P) d(\partial V)_i(x, P) \]

for all $\varphi \in C^1_c(\Omega \times G_{m,n})$ and $1 \leq i \leq n$. Here and in the following we employ summation convention, that is, we take the sum over all indices that occur twice. The curvature functions $A^V$ give rise to the generalized second fundamental form $II^V \in L^1_{\text{loc},V}(\Omega \times G_{m,n}; \mathbb{R}^{n \times n \times n})$ via
\[ (II^V(\cdot, P))^k_{ij} := A^V_{ijkl}(\cdot, P)P_{lj}, \]
and $\partial V$ is the boundary measure of the varifold. The associated generalized mean curvature vector $\bar{H}^V \in L^1_{\text{loc},V}(\Omega \times G_{m,n}; \mathbb{R}^n)$ has the components
\[ \bar{H}^V_i := A^V_{ijij}. \]

Allard’s first variation [1] of a varifold $V$ is the linear functional $\delta V: C^1_c(\Omega; \mathbb{R}^n) \to \mathbb{R}$,
\[ \delta V(X) = \int_{\Omega \times G_{m,n}} \text{div}^P X(x) dV(x, P) \]
with the tangential divergence
\[ \text{div}^P X := P_{ij} \partial_j X_i. \]
Insertion of $\varphi(x, P) = X_i(x)$ with $X \in C^1_c(\Omega; \mathbb{R}^n)$ in Mantegazza’s definition and summation over $1 \leq i \leq n$ reveals that $V \in AV_m(\Omega)$ satisfies the first variation formula \[28\] 

$$
\delta V = \langle -\pi^*_2(\bar{H}^V + \partial V), \cdot \rangle,
$$

(2.1)

that is,

$$
\delta V(X) = -\int_{\Omega \times G_{m,n}} \bar{H}^V_i(x, P) X_i(x) \, dV(x, P) - \int_{\Omega \times G_{m,n}} X_i(x) \, d(\partial V)_i(x, P).
$$

Formula (2.1) shows that a curvature varifold $V \in AV_m(\Omega)$ has locally bounded first variation. In particular, $\|\delta V\| \in \mathcal{M}(\Omega)$ with the total variation measure given by

$$
\|\delta V\|(\Omega') := \sup_{X \in C^1_c(\Omega; \mathbb{R}^n), \text{supp}(X) \subseteq \Omega'} \|X\|_{L^\infty(\Omega)} \delta V(X)
$$

for open subsets $\Omega' \subseteq \Omega$. Next we prove some preliminary estimates that we will need.

**Lemma 2.3** (First variation bounds). Let $V \in AV_m(\Omega)$. Then we have

$$
|\bar{H}^V|^2 \leq 2|A^V|^2.
$$

(2.2)

Moreover, if in addition $A^V \in L^2(\Omega \times G_{m,n}; \mathbb{R}^{n \times n \times n})$, then

$$
\|\delta V\|(\Omega) \leq \sqrt{2\mu_V(\Omega)} \|A^V\|_{L^2(\Omega \times G_{m,n})} + \|\partial V\|(\Omega \times G_{m,n}).
$$

(2.3)

**Proof.** By Formula (2.1)

$$
\|\delta V\|(\Omega) = \| -\pi^*_2(\bar{H}^V + \partial V) \|\Omega \leq \|\bar{H}^V + \partial V\|(\Omega \times G_{m,n})
$$

$$
\leq \|\bar{H}^V\|(\Omega \times G_{m,n}) + \|\partial V\|(\Omega \times G_{m,n})
$$

where we notice that

$$
\|\bar{H}^V\|(\Omega \times G_{m,n}) = \int_{\Omega \times G_{m,n}} |\bar{H}^V| \, dV = \|\bar{H}^V\|_{L^1(\Omega \times G_{m,n})}.
$$

The estimate (2.2) is easily obtained:

$$
|\bar{H}^V|^2 = \sum_{i=1}^n \left( \bar{H}^V_i \right)^2 = \sum_{i=1}^n \left( \sum_{j=1}^n A^V_{ij} \right)^2 \leq \sum_{i=1}^n \left( 2 \sum_{j=1}^n (A^V_{ij})^2 \right) \leq 2 \sum_{i,j,k=1}^n (A^V_{ijk})^2 = 2|A^V|^2.
$$

Consequently, we have

$$
\|\bar{H}^V\|_{L^1(\Omega \times G_{m,n})} = \int_{\Omega \times G_{m,n}} |\bar{H}^V| \, dV \leq \sqrt{2} \int_{\Omega \times G_{m,n}} |A^V| \, dV = \sqrt{2} \|A^V\|_{L^1(\Omega \times G_{m,n})},
$$

showing that $A^V \in L^1(\Omega \times G_{m,n}; \mathbb{R}^{n \times n \times n})$ implies $\bar{H}^V \in L^1(\Omega \times G_{m,n}; \mathbb{R}^n)$. If $A^V$ is square-integrable then Hölder’s inequality gives

$$
\|A^V\|_{L^1(\Omega \times G_{m,n})} = \int_{\Omega \times G_{m,n}} |A^V| \, dV = \int_{\Omega} |A^V| \, d\mu_V
$$

$$
\leq \left( \int_{\Omega} d\mu_V \right)^{1/2} \left( \int_{\Omega} |A^V|^2 \, d\mu_V \right)^{1/2} = (\mu_V(\Omega))^{1/2} \|A^V\|_{L^2(\Omega \times G_{m,n})},
$$

and

$$
\|A^V\|_{L^2(\Omega \times G_{m,n})} \leq \sqrt{2} \|A^V\|_{L^1(\Omega \times G_{m,n})}.\]
and thus
\[ \| \bar{H}^V \|_{L^1_V(\Omega \times G_{m,n})} \leq \sqrt{2} \mu_V(\Omega) \| A^V \|_{L^2_V(\Omega \times G_{m,n})}. \]

With \( \| \delta V \|_V(\Omega) \leq \| \bar{H}^V \|_{L^1_V(\Omega \times G_{m,n})} + \| \partial V \|_{(\Omega \times G_{m,n})} \) from above this yields (2.3). \( \square \)

One of the main results by Mantegazza [28] is the following compactness (closedness) theorem.

**Theorem 2.4** (Compactness for curvature varifolds). Let \( p > 1 \) and let \( (V_h) \) be a sequence in \( AV_m(\Omega) \). Assume that
\[ \mu_{V_h}(\Omega) + \| A^{V_h} \|_{L^p_V(\Omega \times G_{m,n})} + \| \partial V_h \|_{(\Omega \times G_{m,n})} \leq c \]
for some \( c > 0 \). Then there exists \( V \in AV_m(\Omega) \), such that up to a subsequence (not relabeled), \( V_h \rightharpoonup^* V \) in \( AV_m(\Omega) \). Moreover, \( \partial V_h \rightharpoonup^* \partial V \) in \( M^n(\Omega \times G_{m,n}) \).

Here, **curvature varifold convergence**
\[ V_h \rightharpoonup^* V \quad \text{in} \quad AV_m(\Omega) \]
is defined as the measure-function pairs convergence \( (V_h, A^{V_h}) \rightharpoonup^* (V, A^V) \) over \( \Omega \times G_{m,n} \) with values in \( \mathbb{R}^{n \times n \times n} \), cf. Section 2.2.

Varifolds including orientation were introduced by Hutchinson [21]. An **oriented** \( m \)-varifold in \( \Omega \) is a Radon measure
\[ V \in \mathcal{M}(\Omega \times G_{m,n}^o), \]
with the **oriented Grassmannian** \( G_{m,n}^o \) given by the set of all oriented \( m \)-dimensional linear subspaces of \( \mathbb{R}^n \). The elements \( \xi \in G_{m,n}^o \) can be represented by \( m \)-vectors in \( \mathbb{R}^n \). The two-fold covering map
\[ q: G_{m,n}^o \rightarrow G_{m,n}, \quad q(\pm \xi) = P \]
allows us to define the **unoriented counterpart** of the varifold \( V \) as the pushforward measure of \( V \) by \( \text{id}_{\mathbb{R}^n} \otimes q: \Omega \times G_{m,n}^o \rightarrow \Omega \times G_{m,n} \), which is a continuous and proper map. We shorten the notation and write
\[ q^*_V := (\text{id}_{\mathbb{R}^n} \otimes q)_* V \in \mathcal{M}(\Omega \times G_{m,n}). \]
The masses of \( V \) and \( q^*_V \) coincide:
\[ \mu_{q^*_V}(\Omega) = \int_{\Omega \times G_{m,n}^o} d(q^*_V) = \int_{\Omega \times G_{m,n}} dV = \mu_V(\Omega). \]

**Lemma 2.5** (Convergence of oriented and unoriented varifolds). Let \( h \to \infty \). If \( V_h \rightharpoonup^* V \) in \( \mathcal{M}(\Omega \times G_{m,n}^o) \) then \( q^*_V \rightharpoonup^* q^*_V \) in \( \mathcal{M}(\Omega \times G_{m,n}). \).
Proof. Let \( \varphi \in C_c(\Omega \times G_{m,n}) \) and consider \( \psi \in C_c(\Omega \times G^o_{m,n}) \) given by

\[
\psi(x, \xi) := \varphi(x, q(\xi)) = \varphi(x, q(-\xi)) = \psi(x, -\xi).
\]

Then, with \( P = q(\pm \xi) \),

\[
(q^*_2 V_h)(\varphi) = \int_{\Omega \times G_{m,n}} \varphi(x, P) \, dq_2 V_h(x, P) = \frac{1}{2} \int_{\Omega \times G^o_{m,n}} \varphi(x, q(\xi)) \, dV_h(x, \xi) = \frac{1}{2} V_h(\psi)
\]

\[
\rightarrow \frac{1}{2} V(\psi) = \frac{1}{2} \int_{\Omega \times G_{m,n}} \varphi(x, q(\xi)) \, dV(x, \xi) = \int_{\Omega \times G^o_{m,n}} \varphi(x, P) \, dq_2 V(x, P) = (q^*_2 V)(\varphi),
\]

where the factor \( \frac{1}{2} \) comes from the symmetry of \( \psi \). \( \square \)

The classical divergence theorem for closed hypersurfaces of \( \mathbb{R}^n \) motivates us to assign an \emph{enclosed volume} to an oriented \((n-1)\)-varifold \( V \in \mathcal{M}(\Omega \times G^o_{n-1,n}) \) by

\[
\text{encvol}(V) := \frac{1}{n} \int_{\Omega \times G^o_{n-1,n}} x \cdot (*\xi) \, dV(x, \xi).
\]

Here, \(*\) stands for the Hodge operator from exterior calculus, which is a bijection between \( m \)- and \((n-m)-(co-)vectors in \( \mathbb{R}^n \), \( 0 \leq m \leq n \). In particular, in the relevant case \( n = 3 \) and \( m = 2 \), we have \(* (a \wedge b) = a \times b \) for \( a, b \in \mathbb{R}^3 \). Linearity of \( \text{encvol} \) directly implies that

\[
V_h \rightarrow^* V \text{ in } \mathcal{M}(\Omega \times G^o_{n-1,n}), \supp(V_h) \text{ compact } \implies \text{encvol}(V_h) \rightarrow \text{encvol}(V). \quad (2.4)
\]

Similarly to an integral varifold, an \emph{oriented integral \( m \)-varifold} in \( \Omega \) is defined by

\[
V(\psi) := \int_M (\psi(x, \xi(x)) \theta_+(x) + \psi(x, -\xi(x)) \theta_-(x)) \, d\mathcal{H}^m(x) \quad \text{for all } \psi \in C_c(\Omega \times G^o_{m,n}),
\]

where \( M \subseteq \Omega \) is (countably) \( m \)-rectifiable, \( \theta_\pm : M \rightarrow \mathbb{N}_0 \), called \emph{multiplicities}, are locally summable w.r.t. \( \mathcal{H}^m \subseteq M \), and \( \xi \) is the orientation as for a rectifiable current (cf. Section 2.3).

We will use the notation \( V = v^o(M, \xi, \theta_+, \theta_-) \) to indicate such a varifold and we denote by \( IV^o_m(\Omega) \) the space of all oriented integral \( m \)-varifolds in \( \Omega \). The unoriented counterpart of \( V \) is given by \( q_2 V = v(M, \theta_+ + \theta_-) \in IV^o_m(\Omega) \). Moreover, one can associate to \( V \) the integer multiplicity \( m \)-rectifiable current \([V] := [M, \xi, \theta_+ - \theta_-] \). As \( \theta_\pm \) take values in the nonnegative integers, the current mass is bounded by the mass of \( V \):

\[
\mathcal{M}_{[V]}(\Omega) = \int_M |\theta_+ - \theta_-| \, d\mathcal{H}^m \leq \int_M (\theta_+ + \theta_-) \, d\mathcal{H}^m = \mu_{q_2 V}(\Omega) = \mu_V(\Omega). \quad (2.5)
\]

In [21], Hutchinson presented the following compactness (closedness) result.

**Theorem 2.6 (Compactness for oriented varifolds).** Let \((V_h)\) be a sequence in \( IV^o_m(\Omega) \) with

\[
\mu_{V_h}(\Omega) + \|\delta(q_2 V_h)\|((\Omega) + \mathcal{M}_{[V_h]}(\Omega) \leq c
\]

for some \( c > 0 \). Then there exists \( V \in IV^o_m(\Omega) \), such that up to a subsequence (not relabeled), \( V_h \rightarrow^* V \) in \( \mathcal{M}(\Omega \times G^o_{m,n}) \).
We eventually introduce the class of oriented curvature $m$-varifolds,

$$AV^\alpha_m(\Omega) := \{ V \in IV^\alpha_m(\Omega) : q_\sharp V \in AV_m(\Omega) \}. \tag{2.6}$$

Given $V_h, V \in AV^\alpha_m(\Omega)$ and $h \to \infty$, we say that

$$V_h \to^* V \text{ in } AV^\alpha_m(\Omega)$$

if $V_h \to^* V$ in $\mathcal{M}(\Omega \times G^\alpha_{m,n})$ and $q_\sharp V_h \to^* q_\sharp V$ in $AV_m(\Omega)$.

If $M \subseteq \Omega$ is a smooth hypersurface of $\mathbb{R}^n$ with unit normal $\nu : M \to S^{n-1}$ we associate to it the canonical oriented curvature $(n-1)$-varifold

$$V_M := v^\alpha(M, \xi, 1, 0) \in AV^\alpha_{n-1}(\Omega), \quad \nu = \# \xi. \tag{2.7}$$

Using smooth differential geometry (see for instance Hutchinson [21]) it can be verified that

$$(A_{ij}^{\nu V_M})_{ijk} = A_{ijk} := P_{ij} \partial_l P_{jk} \quad \text{and} \quad \bar{H}^{\nu V_M} = \bar{H} := H \nu,$$

where $P = I - \nu \otimes \nu$ is the tangential projection matrix and $H$ is the scalar mean curvature of $M$. In particular, in case of smooth surfaces $M$ in $\mathbb{R}^3$ with $\kappa_1, \kappa_2$ denoting their principal curvatures, we have $H = \kappa_1 + \kappa_2$ and $K = \kappa_1 \kappa_2$ defines the Gauss curvature of $M$. Since $\frac{1}{2} (\kappa_1 + \kappa_2)^2 - \frac{1}{2} (\kappa_1^2 + \kappa_2^2) = \kappa_1 \kappa_2$, we have

$$K = \frac{1}{2} |\bar{H}|^2 - \frac{1}{2} |H|^2 = \frac{1}{2} |\bar{H}|^2 - \frac{1}{4} |A|^2.$$

For the second equality we employed $|A|^2 = 2|H|^2$, which is a consequence of $A_{ijk} = H^j_{ik} + H^k_{ij}$ and the mapping properties of the second fundamental form $H = -(\nabla^P \nu) \otimes \nu$, i.e. in components, $H^k_{ij} = -(\partial_j^P \nu_i) \nu_k$ with the tangential partial derivative $\partial_j^P = P_{jk} \partial_k$.

3. The Canham-Helfrich functional for oriented curvature varifolds

We introduce a formulation of the Canham-Helfrich energy in the framework of oriented curvature varifolds, see [2.6]. Let $M$ be a compact smooth surface embedded in an open subset $\Omega \subseteq \mathbb{R}^3$ and assume for the time being that $V \in AV^\alpha_2(\Omega)$ is the associated varifold [2.7]. Then the quantities

$$\bar{H}_i = H \nu_i = \sum_{j=1}^{3} A_{jj} \quad (i = 1, 2, 3), \quad K = \frac{1}{2} |\bar{H}|^2 - \frac{1}{4} |A|^2, \quad \text{and} \quad \nu = \# \xi$$

are defined for $V$ and one can rewrite the integrand of the functional (1.1) as

$$\frac{\beta}{2} (H - H_0)^2 + \gamma K = \frac{\beta}{2} \bar{H} - (\# \xi) H_0|^2 + \frac{\gamma}{2} |\bar{H}|^2 - \frac{\gamma}{4} |A|^2$$

$$= \sum_{i=1}^{3} \left( \frac{\beta}{2} (\bar{H}_i - (\# \xi)_i H_0)^2 + \frac{\gamma}{2} \bar{H}_i^2 - \frac{\gamma}{4} \sum_{j,k=1}^{3} A^2_{ijk} \right).$$
The latter suggests to define the generalized Canham-Helfrich functional as
\[
\mathcal{F}_{\text{CH}}: AV_2^0(\Omega) \to \mathbb{R}, \quad \mathcal{F}_{\text{CH}}(V) := \int_{\Omega \times G_{2,3}^0} f_{\text{CH}}(\xi, A^{q_i V}(x, q(\xi))) \, dV(x, \xi),
\] (3.1)
where the density \( f_{\text{CH}}: G_{2,3}^0 \times \mathbb{R}^{3 \times 3} \to \mathbb{R} \) is given by
\[
f_{\text{CH}}(\xi, A) := \sum_{i=1}^{3} \left( \frac{\beta}{2} \left( \left( \sum_{j=1}^{3} A_{ij} \right) - (\ast \xi)_i H_0 \right)^2 + \frac{\gamma}{2} \left( \sum_{j=1}^{3} A_{ij} \right)^2 - \frac{\gamma}{4} \sum_{j,k=1}^{3} A_{ijk}^2 \right).
\]
Recall from Section 2.4 that the elements of \( AV_2^0(\Omega) \) are oriented integral 2-varifolds \( V = \nu^0(\Omega, \xi, \theta_+, \theta_-) \in IV_2^0(\Omega) \) in the sense of Hutchinson [21], whose unoriented counterparts \( q_i V = v(M, \theta_+ + \theta_-) \in AV_2(\Omega) \) are curvature 2-varifolds in the sense of Mantegazza [28]. Let
\[
P: M \to G_{2,3} \quad \text{and} \quad \pm \xi: M \to G_{2,3}^0
\]
denote the mappings that assign the approximate tangent space \( P(x) := T_x M \) and its oriented counterparts \( \pm \xi(x) \) respectively to \( (H^2 \cup M) \)-a.e. \( x \in M \). Then \( P \) and \( \xi \) are related by the covering map \( q: G_{2,3}^0 \to G_{2,3} \), namely \( P(x) = q(\xi(x)) = q(-\xi(x)) \). It follows that the generalized Canham-Helfrich functional \( \mathcal{F}_{\text{CH}} \) takes the form
\[
\mathcal{F}_{\text{CH}}(V) = \int_M \left( f_{\text{CH}}(\xi(x), A^{q_i V}(x, P(x))) \theta_+(x) + f_{\text{CH}}(-\xi(x), A^{q_i V}(x, P(x))) \theta_-(x) \right) \, d\mathcal{H}^2(x)
\]
\[
= \sum_{i=1}^{3} \int_M \left( \frac{\beta}{2} \left( \bar{H}_i^{q_i V}(\cdot, P) - (\ast \xi)_i H_0 \right)^2 \theta_+ + \frac{\beta}{2} \left( \bar{H}_i^{q_i V}(\cdot, P) + (\ast \xi)_i H_0 \right)^2 \theta_- 
\]
\[
+ \left( \frac{\gamma}{2} \left( \bar{H}_i^{q_i V}(\cdot, P) \right)^2 - \frac{\gamma}{4} \sum_{j,k=1}^{3} A_{ijk}^{q_i V}(\cdot, P)^2 \right)(\theta_+ + \theta_-) \right) \, d\mathcal{H}^2,
\] (3.2)
where for \( \mathcal{H}^2 \)-a.e. \( x \in M \) and \( i = 1, 2, 3, \)
\[
\bar{H}_i^{q_i V}(x, P(x)) = \sum_{j=1}^{3} A_{ij}^{q_i V}(x, P(x)).
\]
We want to investigate now coercivity and lower semicontinuity of \( \mathcal{F}_{\text{CH}} \) with respect to the convergence in \( AV_2^0(\Omega) \). Let us point out that the lower semicontinuity of functionals of Canham-Helfrich type is a delicate issue, for counterexamples in specific situations are known [17] Rem. (ii), p. 550).

Firstly, we first establish conditions on the material parameters \( \beta, \gamma, \) and \( q \) that guarantee strict convexity of the energy density in the curvature variables.
Proposition 3.1 (Strict convexity of \( f_{CH} \)). If \( \beta \) and \( \gamma \) satisfy the relation

\[
-\frac{6}{5} \beta < \gamma < 0,
\]

then \( f_{CH}(\xi, \cdot) : \mathbb{R}^{3 \times 3} \to \mathbb{R} \) is strictly convex for all \( \xi \in \mathcal{G}^{o}_{2,3} \). Moreover, there exist \( c_1, c_2 > 0 \) such that

\[
\| A^{q_1} V \|_{L^{q_2}(\Omega \times \mathcal{G}^{o}_{2,3})}^2 \leq c_1 \left( F_{CH}(V) + c_2 \mu_V(\Omega) \right) \quad \text{for all} \quad V \in AV^{o}_{2}(\Omega).
\]

Proof. We split \( f_{CH} \) in the sum of quadratic and linear terms in \( A \). By using the fact that

\[
\sum_{i,j,k=1}^{3} A_{ijk}^2 = \sum_{i,j,k=1}^{3} A_{ijk}^2
\]

we write

\[
f_{CH}(\xi, A) = \sum_{i=1}^{3} \left( \frac{\beta}{2} \left( \left( \sum_{j=1}^{3} A_{ijj} \right) - (\xi_i) H_0 \right)^2 + \gamma \left( \sum_{j=1}^{3} A_{ijj} \right)^2 - \frac{\gamma}{4} \sum_{j,k=1}^{3} A_{ijk}^2 \right)
= \sum_{i=1}^{3} \left( f(a^i) + l_i(\xi, a^i) \right)
\]

For the last equality we introduced

\[
a^i := (a_{11}^i, a_{22}^i, a_{33}^i, a_{12}^i, a_{13}^i, a_{23}^i, a_{21}^i, a_{31}^i, a_{32}^i) \in \mathbb{R}^9
\]

with \( a_{jk}^i := A_{ijk} \). Let us now check that \( f : \mathbb{R}^9 \to \mathbb{R} \) is strictly convex. Indeed, one has that

\[
f(a) = \frac{\beta + \gamma}{2} \left( \sum_{j=1}^{3} a_{jj} \right)^2 - \frac{\gamma}{4} \sum_{j,k=1}^{3} a_{jk}^2
= \frac{\beta + \gamma}{2} \left( a_{11}^2 + a_{22}^2 + a_{33}^2 + 2a_{12}a_{22} + 2a_{13}a_{23} + 2a_{21}a_{31} \right)
- \frac{\gamma}{4} \left( a_{11}^2 + a_{22}^2 + a_{33}^2 + a_{12}^2 + a_{13}^2 + a_{23}^2 + a_{21}^2 + a_{31}^2 + a_{32}^2 \right)
= \frac{2\beta + \gamma}{4} \left( a_{11}^2 + a_{22}^2 + a_{33}^2 \right) + (\beta + \gamma) \left( a_{11}a_{22} + a_{11}a_{33} + a_{22}a_{33} \right)
- \frac{\gamma}{4} \left( a_{12}^2 + a_{13}^2 + a_{23}^2 + a_{21}^2 + a_{31}^2 + a_{32}^2 \right).
\]

By computing partial derivatives one obtains

\[
\frac{\partial f}{\partial a_{11}} = \frac{2\beta + \gamma}{2} a_{11} + (\beta + \gamma) (a_{22} + a_{33}) , \quad \frac{\partial f}{\partial a_{12}} = -\frac{\gamma}{2} a_{12} ,
\]

\[
\frac{\partial^2 f}{\partial a_{11}^2} = \frac{2\beta + \gamma}{2} , \quad \frac{\partial^2 f}{\partial a_{11} \partial a_{22}} = \beta + \gamma , \quad \frac{\partial^2 f}{\partial a_{12}^2} = -\frac{\gamma}{2}.
\]
and analogously for the other components. The Hessian $D^2 f(a) \in \mathbb{R}^{9 \times 9}$ then reads

$$D^2 f(a) = \begin{pmatrix} \frac{2\beta + \gamma}{2} & \beta + \gamma & \beta + \gamma & 0 & 0 & 0 & 0 & 0 & 0 \\ \beta + \gamma & \frac{2\beta + \gamma}{2} & \beta + \gamma & 0 & 0 & 0 & 0 & 0 & 0 \\ \beta + \gamma & \beta + \gamma & \frac{2\beta + \gamma}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\frac{\gamma}{2} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -\frac{\gamma}{2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -\frac{\gamma}{2} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -\frac{\gamma}{2} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{\gamma}{2} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{\gamma}{2} \end{pmatrix}.$$ 

Its eigenvalues are

$$\lambda_1 = \frac{1}{2} (6\beta + 5\gamma) \quad \text{and} \quad \lambda_2 = \lambda_3 = \cdots = \lambda_9 = -\frac{\gamma}{2}.$$ 

Thus the Hessian is positive definite ($\lambda_k > 0$ for $1 \leq k \leq 9$) if and only if $6\beta + 5\gamma > 0$ and $\gamma < 0$, which is equivalent to $-6\beta < 5\gamma < 0$, namely (3.3). The integrand $f_{CH}(\xi, \cdot)$ is hence a strictly convex second-order polynomial for all $\xi \in G_{2,3}^\circ$. Moreover, $\xi$ only occurs explicitly in the term $\sum_{i=1}^{3} l_i(\xi, a^j)$, which is smooth, being a second-order polynomial in the components of $\xi$. Consequently, there exist a constant $c_1 > 0$ and continuous maps $c_2^\pm : G_{2,3}^\circ \to (0, \infty)$, such that

$$f_{CH}(\xi, A) \geq \frac{1}{c_1} |A|^2 - c_2^+(\xi), \quad f_{CH}(-\xi, A) \geq \frac{1}{c_1} |A|^2 - c_2^-(\xi).$$

Since $\theta_{\pm}(x) \geq 0$ for $H^2$-a.e. $x \in M$, from (3.2) we then get

$$f_{CH}(\xi, A)\theta_+ + f_{CH}(-\xi, A)\theta_- \geq \left( \frac{1}{c_1} |A|^2 - c_2^+(\xi) \right) \theta_+ + \left( \frac{1}{c_1} |A|^2 - c_2^-(\xi) \right) \theta_- \geq \frac{1}{c_1} |A|^2 (\theta_+ + \theta_-) - (c_2^+(\xi)\theta_+ + c_2^-(\xi)\theta_-) \geq \frac{1}{c_1} |A|^2 (\theta_+ + \theta_-) - c_2(\theta_+ + \theta_-) = \left( \frac{1}{c_1} |A|^2 - c_2 \right) (\theta_+ + \theta_-)$$

where $c_2 := \max_{\xi \in G_{2,3}^\circ} \max \{c_2^+(\xi), c_2^-(\xi)\}$. Therefore, we conclude that

$$\mathcal{F}_{CH}(V) \geq \int_M \left( \frac{1}{c_1} |Aq^V(x, q(x))|^2 - c_2 \right) (\theta_+ + \theta_-)(x) d\mathcal{H}^2(x) = \int_{\Omega \times G_{2,3}} \left( \frac{1}{c_1} |Aq^V(x, P)|^2 - c_2 \right) d(q^V)(x, P) = \frac{1}{c_1} \|Aq^V\|_{L^2, V}^2 - c_2 \mu_V(\Omega)$$

and the estimate (3.4) is proved. \hfill \square

Secondly, we state the main result of this section:
**Theorem 3.2** (Lower semicontinuity). Assume \((3.3)\). Then \(F_{CH}\) is lower semicontinuous with respect to the convergence in \(AV_2^0(\Omega)\).

**Proof.** Let \(V_h \rightharpoonup V\) in \(AV_2^0(\Omega)\) and assume with no loss of generality that
\[
\sup_h F_{CH}(V_h) < \infty.
\]
We have that \(V_h \rightharpoonup V\) converges as oriented varifolds in \(\mathcal{M}(\Omega \times \mathbb{R}^{2,3})\) and \((q_2 V_h, A^{q_2 V_h}) \rightharpoonup (q_2 V, \mathbb{A}^{q_2 V})\) converges as measure-function pairs over \(\Omega \times \mathbb{R}^{2,3}\). We observe that
\[
F_{CH}(V) = \int_{\Omega \times \mathbb{R}^{2,3}} f_{CH}(\xi, A^{q_2 V}(x, q(\xi))) \, dV(x, \xi) = \int_{\Omega \times \mathbb{R}^{2,3}} f_{CH}(\xi, B(x, \xi)) \, dV(x, \xi)
\]
where the function \(B : \Omega \times \mathbb{R}^{2,3} \rightarrow \mathbb{R}^{3\times 3}\) is given by
\[
B(x, \xi) := \mathbb{A}^{q_2 V}(x, q(\xi)).
\]
We now pass to the limit with respect to the measure-function pair \((V, B)\) over \(\Omega \times \mathbb{R}^{2,3}\) with values in \(\mathbb{R}^{3\times 3}\). The symmetries
\[
B(x, \xi) = \mathbb{A}^{q_2 V}(x, q(\xi)) = \mathbb{A}^{q_2 V}(x, q(-\xi)) = B(x, -\xi)
\]
and
\[
B_h(x, \xi) := \mathbb{A}^{q_2 V_h}(x, q(\xi)) = \mathbb{A}^{q_2 V_h}(x, q(-\xi)) = B_h(x, -\xi)
\]
allow us to infer that
\[
(V_h, B_h) \rightharpoonup (V, B)
\]
in the sense of measure-function pair convergence over \(\Omega \times \mathbb{R}^{2,3}\). The integrand \(f_{CH}\) is continuous on \(\mathbb{R}^{2,3} \times \mathbb{R}^{3\times 3}\) and a strictly convex quadratic function in the second variable by Proposition \(3.1\). In particular, there exist \(c_1, c_2 > 0\) such that for all \(\xi \in \mathbb{R}^{2,3}\)
\[
f_{CH}(\xi, B) \geq \frac{1}{c_1} |B|^2 - c_2.
\]
Therefore, Theorem \(2.1\) (ii) applies and we obtain
\[
F_{CH}(V) = \int_{\Omega \times \mathbb{R}^{2,3}} f_{CH}(\xi, B(x, \xi)) \, dV(x, \xi)
\leq \liminf_{h \to \infty} \int_{\Omega \times \mathbb{R}^{2,3}} f_{CH}(\xi, B_h(x, \xi)) \, dV_h(x, \xi)
= \liminf_{h \to \infty} F_{CH}(V_h),
\]
which concludes the proof. \(\Box\)
4. Existence of minimizers

In order to establish the existence of minimizers of $\mathcal{F}_\text{CH}$ among varifolds with fixed total mass, we assume that the spatial support of the admissible varifolds is contained in a fixed compact set. Additionally, to guarantee that weak limits are still orientable, we require that the mass of the boundary current of the admissible varifolds is bounded by a fixed constant.

**Lemma 4.1** (Closedness of admissible varifolds). Let $K \subset \subset \Omega$ have nonempty interior and let $m^o > 0$. Then the class

$$\mathcal{A} := \{ V \in AV_2^0(\Omega) : \text{supp } \mu_V \subseteq K, \ M_{\partial [V]}(\Omega) \leq m^o \}$$

is closed in $AV_2^0(\Omega)$.

**Proof.** Consider $V_h \in \mathcal{A}$ with $V_h \rightharpoonup^* V$ in $AV_2^0(\Omega)$ as $h \to \infty$. With the convergence of the mass measures, $\mu_{V_h} \rightharpoonup^* \mu_V$ in $\mathcal{M}(\Omega)$, standard results from measure theory then give

$$V_h \rightharpoonup^* V \text{ in } AV_2^0(\Omega), \quad \text{supp } \mu_{V_h} \subseteq K \implies \text{supp } \mu_V \subseteq K.$$

Moreover, the 2-currents $\mathcal{I}[V_h]$ and $\mathcal{I}[V]$ corresponding to $V_h$ and $V$ respectively are 2-rectifiable with integer multiplicity. We have

$$V_h \rightharpoonup^* V \text{ in } AV_2^0(\Omega) \implies [V_h] \rightharpoonup^* [V] \text{ in } \mathcal{D}_2(\Omega) \implies \partial [V_h] \rightharpoonup^* \partial [V] \text{ in } \mathcal{D}_1(\Omega).$$

The masses $M_{\partial [V_h]}(\Omega)$ are bounded by virtue of estimate (2.5). With $M_{\partial [V_h]}(\Omega) \leq m^o$, the lower semicontinuity of the mass of currents (Theorem 2.2) then yields

$$M_{\partial [V]}(\Omega) \leq \liminf_{h \to \infty} M_{\partial [V_h]}(\Omega) \leq m^o,$$

completing the proof. \hfill \Box

4.1. Single-phase membranes. In this paragraph we present an existence result of varifold-minimizers for the single-phase Canham-Helfrich energy (3.1), including the constraints of fixed surface area and enclosed volume,

$$m > 0 \quad \text{and} \quad e > 0.$$  \hspace{1cm} (4.2)

In order not to rule out embedded smooth solutions, we further assume that $m$ and $e$ satisfy the isoperimetric inequality in $\mathbb{R}^3$,

$$(6 \sqrt{\pi e})^{1/3} \leq m^{1/2}.$$  

Equality among smooth closed embedded surfaces is achieved by a sphere.

**Theorem 4.2** (Existence). Assume (3.3) and (4.2). Then there exists a solution of

$$\min \{ \mathcal{F}_\text{CH}(V) : V \in \mathcal{A}, \mu_V(\Omega) = m, \partial(q_\sharp V) = 0, \text{encvol}(V) = e \}. $$
Proof. As varifolds $V \in \mathcal{A}$ with $\mu_V(\Omega) = m$, $\partial(q_2 V) = 0$, and encvol($V$) = $e$ exist (think of ellipsoids), one can find a minimizing sequence $(V_h)$ for $\mathcal{F}_{CH}$, i.e.,

$$\lim_{h \to \infty} \mathcal{F}_{CH}(V_h) = \inf \{ \mathcal{F}_{CH}(V) : V \in \mathcal{A}, \mu_V(\Omega) = m, \partial(q_2 V) = 0, \text{encvol}(V) = e \},$$

where $V_h \in \mathcal{A}$ and satisfies $\mu_{V_h}(\Omega) = m$, $\partial(q_2 V_h) = 0$, $\text{encvol}(V_h) = e$. By Proposition 3.1

$$\|A^{q_2 V_h}\|_{L^2_{q_2 V_h}(\Omega \times G_{2,3})}^2 \leq c'(\mathcal{F}_{CH}(V) + \mu_{V_h}(\Omega)),$$

for some $c' > 0$, which with (2.3) yields

$$\|\delta(q_2 V_h)\|(\Omega) \leq \sqrt{2 \mu_{V_h}(\Omega)} \|A^{q_2 V_h}\|_{L^2_{q_2 V_h}(\Omega \times G_{2,3})} + \|\partial(q_2 V_h)\|(\Omega \times G_{2,3}) \leq c \sqrt{\mu_{V_h}(\Omega)} \sqrt{\mathcal{F}_{CH}(V_h) + \mu_{V_h}(\Omega)}$$

(4.3)

for some $c > 0$. From $\mu_{V_h}(\Omega) = m$ and the minimality of $V_h$ we thus obtain

$$\|\delta(q_2 V_h)\|(\Omega) \leq c \sqrt{m} \sqrt{\mathcal{F}_{CH}(V_h) + m} < \infty \quad \text{uniformly in } h.$$

By the compactness Theorem 2.6

$$\mu_{V_h}(\Omega) + \|\delta(q_2 V_h)\|(\Omega) + M_{\partial V_h}(\Omega) < \infty \implies \exists \ V' 
\text{in } \mathcal{M}(\Omega \times G_{2,3}), \ V \in IV^0_{2}.$$

Consequently, by Lemma 2.5 the subsequence $(V_{h'})$ also satisfies

$q_2 V_{h'} \rightharpoonup V \text{ in } \mathcal{M}(\Omega \times G_{2,3}), \ q_2 V \in IV^0_{2}(\Omega).$

By the compactness Theorem 2.4

$$\mu_{q_2 V_{h'}}(\Omega) + \|A^{q_2 V_{h'}}\|_{L^2_{q_2 V_{h'}}(\Omega \times G_{2,3})}^2 + \|\partial(q_2 V_{h'})\|(\Omega \times G_{2,3}) < \infty \implies q_2 V_{h'} \rightharpoonup \bar{V} \text{ in } AV_2(\Omega).$$

Since convergence in $AV_2(\Omega)$ and $IV^0_{2}(\Omega)$ imply convergence as Radon measures $\mathcal{M}(\Omega \times G_{2,3})$, uniqueness of limits yields that $\bar{V} = q_2 V$. Consequently, the minimizing sequence $V_h$ has a subsequence which converges in $\mathcal{A}$, i.e.

$$V_{h'} \rightharpoonup V \text{ in } AV^0_{2}(\Omega).$$

The limit $V$ also satisfies the constraints on admissibility, mass, zero boundary, and enclosed volume. Indeed, $V \in \mathcal{A}$ follows from closedness of $\mathcal{A}$ established in Lemma 4.1. The compact support of admissible varifolds allows us to infer $\mu_V(\Omega) = m$ via results from measure theory. The condition on the boundary measure $\partial(q_2 V) = 0$ follows from Mantegazza’s Theorem 2.4 according to which $\partial(q_2 V_{h'}) \rightharpoonup \partial(q_2 V)$ in $\mathcal{M}^3(\Omega \times G_{2,3})$. Finally, encvol($V$) = $e$ holds by virtue of (2.4). Moreover, Theorem 3.2 shows that $\mathcal{F}_{CH}$ is lower semicontinuous on $AV^0_{2}(\Omega)$. Therefore, by the direct method, the limit $V \in \mathcal{A}$ is a minimizer. \qed
4.2. Sharp-interface multiphase membranes. We introduce the two-phase energy
\[ F_{\text{CH}}(V^1, V^2) := F_{\text{CH}}^1(V^1) + F_{\text{CH}}^2(V^2) + \sigma_1 \| \partial(q V^1) \| (\Omega \times G_{2,3}) + \sigma_2 \| \partial(q V^2) \| (\Omega \times G_{2,3}) \]
for \( V^1, V^2 \in \mathcal{A} \) and some \( \sigma_1, \sigma_2 > 0 \). Here, \( F_{\text{CH}}^1 \) and \( F_{\text{CH}}^2 \) are defined as in (3.2) with parameters \( \beta^1, \gamma^1 \) and \( \beta^2, \gamma^2 \), respectively. The two varifolds \( V^1 \) and \( V^2 \) correspond to the individual phases.

In order to model sharp interfaces, the spatial supports of \( V^1 \) and \( V^2 \) are required not to overlap on \( \mathcal{H}^2 \)-nonnegligible sets. According to definition (4.1), admissible varifolds \( V_i \in \mathcal{A} \) \( (i = 1, 2) \) are integral, whence their weight measures are of the form
\[ \mu_i := \mu_{V_i} = \theta_i \mathcal{H}^2 \pitchfork M_i \in \mathcal{M}(\Omega) \]
with \( M_i \subseteq \Omega \) countably 2-rectifiable, \( \mathcal{H}^2 \)-measurable and with positive, integer-valued multiplicity \( \theta_i \in L^1_{\text{loc}}(\mathcal{H}^2 \pitchfork M_i; \mathbb{N}) \). Overlap is quantified in terms of the scaling of the product-mass \( \mu_1 \otimes \mu_2 \in \mathcal{M}(\Omega \times \Omega) \) evaluated on the open \( \varepsilon \)-neighborhood
\[ D_{\Omega, \varepsilon} := \{ (x, y) \in \Omega \times \Omega : |x - y| < \varepsilon \} \]
of the diagonal in \( \Omega \times \Omega \): We say that the varifolds \( V_1, V_2 \in \mathcal{A} \) satisfy the no-overlap condition with \( \varepsilon_0 > 0 \), if
\[ (\mu_1 \otimes \mu_2)(D_{\Omega, \varepsilon}) \leq \varepsilon^2 / \varepsilon_0 \quad \text{for all} \quad \varepsilon \in (0, \varepsilon_0). \tag{4.4} \]
The next lemma shows that this condition rules out \( \mathcal{H}^2 \)-overlap of \( M_1 \) and \( M_2 \), still allowing \( \mathcal{H}^1 \)- or \( \mathcal{H}^0 \)-overlap.

**Lemma 4.3** (No-Overlap). Let \( \mu_i = \theta_i \mathcal{H}^2 \pitchfork M_i \in \mathcal{M}(\Omega) \) be as above and have fixed mass \( m^i = \mu_i(\Omega) > 0 \) for \( i = 1, 2 \). Then, by letting \( S_\varepsilon := \{ x \in M_1 : \text{dist}(x, M_2) < \varepsilon \} \) we have that
\[ (\mu_1 \otimes \mu_2)(D_{\Omega, \varepsilon}) = \int_{S_\varepsilon} \mu_2(B_\varepsilon(x)) \, d\mu_1(x) \tag{4.5} \]
and the following statements hold:

(i) If there exists \( c > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \), \( \mu_2(B_\varepsilon(x)) \geq c \varepsilon^2 \) for all \( x \in M_2 \) and \( \mathcal{H}^2(M_1 \cap M_2) > 0 \), then condition (4.4) is not satisfied.

(ii) If there exists \( C > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \), \( \mu_2(B_\varepsilon(x)) \leq C \varepsilon^2 \) for all \( x \in S_\varepsilon \), \( \mu_1(S_\varepsilon) \leq \varepsilon/(C \varepsilon_0) \), and \( 0 < \mathcal{H}^n(M_1 \cap M_2) < \infty \) with \( m \in [0, 1] \), then (4.4) is fulfilled.

Analogous statements hold if \( \mu_1 \) and \( \mu_2 \) are interchanged.

See Figures 1, 2 and 3 for some illustration of the statement above and its proof.

**Proof.** Let \( \varepsilon > 0 \). The fixed total masses imply that \( \mu_i / m^i \in \mathcal{M}(\Omega) \) and \( (\mu_1 \otimes \mu_2)/(m^1 m^2) \) \( \in \mathcal{M}(\Omega \times \Omega) \) are probability measures. By disintegration for probability measures (see 2 Thm.
\( M_1 \cap M_2 \sim M_1 \sim M_2 \)

\[ S_{\varepsilon} \in \mu_2(B_{\varepsilon}(x)) \sim \varepsilon^2 \mu_1(S_{\varepsilon}) \sim 1 \]

**Figure 1.** \( \mathcal{H}^2 \)-overlap, Lemma 4.3(i).

\[ \mu_1(S_{\varepsilon}) \sim \varepsilon \]
\[ \mu_2(B_{\varepsilon}(x)) \sim \varepsilon^2 \]

**Figure 2.** \( \mathcal{H}^1 \)-overlap, Lemma 4.3(ii) with \( m = 1 \).

\[ \mu_1(S_{\varepsilon}) \sim \varepsilon^2 \]
\[ \mu_2(B_{\varepsilon}(x)) \sim \varepsilon^2 \]

**Figure 3.** \( \mathcal{H}^0 \)-overlap, Lemma 4.3(ii) with \( m = 0 \).

2.28, p. 57] or [3, Thm. 5.3.1, p. 121] and \( |x - y| < \varepsilon \) being equivalent to \( y \in B_{\varepsilon}(x) \), we obtain

\[
(\mu_1 \otimes \mu_2)(D_{\Omega, \varepsilon}) = \int_{D_{\Omega, \varepsilon}} d(\mu_1 \otimes \mu_2) = \int_{\Omega} \mu_2(B_{\varepsilon}(x)) \, d\mu_1(x) = \int_{M_1} \mu_2(B_{\varepsilon}(x)) \, d\mu_1(x).
\]
It holds that
\[ \mu_2(B_\varepsilon(x)) = 0 \text{ for all } x \in \Omega, \text{ dist}(x, M_2) \geq \varepsilon. \]
With \( S_\varepsilon = \{ x \in M_1 : \text{dist}(x, M_2) < \varepsilon \} \), this implies that \( \mu_2(B_\varepsilon(x)) = 0 \) for all \( x \in M_1 \setminus S_\varepsilon \), which shows \((4.5)\).

To prove statement \((i)\), assume that \( \mathcal{H}^2(M_1 \cap M_2) > 0 \). With \( S_\varepsilon \supseteq M_1 \cap M_2 \) and the lower bound \( \mu_2(B_\varepsilon(x)) \geq \varepsilon^2 \) for \( x \in M_2 \) we arrive at the estimate
\[
(\mu_1 \otimes \mu_2)(D_{\Omega,\varepsilon}) = \int_{S_\varepsilon} \mu_2(B_\varepsilon(x)) \, d\mu_1(x) \geq \int_{M_1 \cap M_2} \mu_2(B_\varepsilon(x)) \, d\mu_1(x) \\
\geq \varepsilon^2 \int_{M_1 \cap M_2} \theta_1(x) \, d\mathcal{H}^2(x) \geq c \varepsilon^2 \mathcal{H}^2(M_1 \cap M_2).
\]
This gives a contradiction to \((4.4)\) for any \( \varepsilon_0 > 0 \), as the choice
\[
0 < \varepsilon < \min\{1, \varepsilon_0, \varepsilon_0 \mathcal{H}^2(M_1 \cap M_2)\}
\]
yields \( c \mathcal{H}^2(M_1 \cap M_2) > \varepsilon / \varepsilon_0 \) and thus \( (\mu_1 \otimes \mu_2)(D_{\Omega,\varepsilon}) \geq c \varepsilon^2 \mathcal{H}^2(M_1 \cap M_2) > \varepsilon^3 / \varepsilon_0 \).

Under the assumptions in \((ii)\), namely \( \mu_2(B_\varepsilon(x)) \leq C \varepsilon^2 \) for \( x \in S_\varepsilon \) and \( \mu_1(S_\varepsilon) \leq \varepsilon / (C \varepsilon_0) \), we obtain
\[
(\mu_1 \otimes \mu_2)(D_{\Omega,\varepsilon}) = \int_{S_\varepsilon} \mu_2(B_\varepsilon(x)) \, d\mu_1(x) \leq C \varepsilon^2 \mu_1(S_\varepsilon) \leq C \varepsilon^2 \varepsilon / (C \varepsilon_0) = \varepsilon^3 / \varepsilon_0
\]
so that \((4.4)\) holds. \( \square \)

The no-overlap condition \((4.4)\) is closed with respect to oriented curvature varifold convergence, which is crucial for including it as a constraint in the direct method:

**Lemma 4.4** (Closedness of the no-overlap condition). Let \( V_i^h \rightharpoonup V_i \) in \( AV^0_2(\Omega) \) for \( i = 1, 2 \). If all \( V_h^1 \) and \( V_h^2 \) satisfy \((4.4)\) with \( \varepsilon_0 > 0 \), then this is also true for the limits \( V^1 \) and \( V^2 \).

**Proof.** The convergence \( V_i^h \rightharpoonup V_i \) in \( AV^0_2(\Omega) \) implies \( \mu_{V_i^h} \rightharpoonup \mu_{V_i} \) in \( \mathcal{M}(\Omega) \). The product of Radon measures in \( \mathcal{M}(\Omega) \) commutes with weak-* limits \([9\text{ Thm. 8.4.10, p. 198}]\), namely
\[
\mu_{V_i^1} \rightharpoonup \mu_{V_1}, \quad \mu_{V_i^2} \rightharpoonup \mu_{V_2} \text{ in } \mathcal{M}(\Omega) \implies \mu_{V_i^1} \otimes \mu_{V_i^2} \rightharpoonup \mu_{V_1} \otimes \mu_{V_2} \text{ in } \mathcal{M}(\Omega \times \Omega).
\]
Let \( \varepsilon \in (0, \varepsilon_0) \). By lower semicontinuity of measures on the open set \( D_{\Omega,\varepsilon} \) and by \((4.4)\) for \( V^1_h \) and \( V^2_h \), we obtain
\[
(\mu_{V_1} \otimes \mu_{V_2})(D_{\Omega,\varepsilon}) \leq \liminf_{h \to \infty} \left( (\mu_{V_1^1} \otimes \mu_{V_2^1})(D_{\Omega,\varepsilon}) \right) \leq \varepsilon^3 / \varepsilon_0,
\]
which proves the claim. \( \square \)

Note that the no-overlap condition \((4.4)\) implies mutual singularity of varifolds. We have the following.
Lemma 4.5 (Mutual singularity). If $V^1, V^2 \in AV_2(\Omega)$ satisfy (4.4) and, for $i = 1$ or $2$, there exists $c > 0$ with $\mu_i(B_{\varepsilon}(x)) \geq c \varepsilon^2$ for all $x \in M_i$, $\varepsilon \in (0, \varepsilon_0)$, then $V^1 \perp V^2$ in $\mathcal{M}(\Omega \times G_{2,3})$.

**Proof.** By Lemma 4.3 (i), $\mu_i = \mu_{V^i} = \theta_i \mathcal{H}^2 \ll M_i$ ($i = 1, 2$) satisfy $\mathcal{H}^2(M_1 \cap M_2) = 0$. Therefore, as $\theta_1 \in L^1_{\text{loc}}(\mathcal{H}^2 \ll M_1; \mathbb{N})$ and $M_2 \cap (\Omega \setminus M_2) = \emptyset$, we have

$$\mu_1(M_2) = \int_{M_1 \cap M_2} \theta_1 \, d\mathcal{H}^2 = 0 \quad \text{and} \quad \mu_2(\Omega \setminus M_2) = \int_{M_2 \cap (\Omega \setminus M_2)} \theta_2 \, d\mathcal{H}^2 = 0.$$ 

Thus $\mu_1$ and $\mu_2$ are separated by the Borel set $M_2$ (and also $M_1$ by an analogous argument). This shows that $\mu_1 \perp \mu_2$ in $\mathcal{M}(\Omega)$, which yields $V^1 \perp V^2$ in $\mathcal{M}(\Omega \times G_{2,3})$. □

For modeling closed two-phase membranes, the individual phases are required to have matching boundaries, or equivalently, the boundary of the sum (union) of $V^1$ and $V^2$ must be empty. The sum of mutually singular varifolds features curvature functions that can be expressed in terms of characteristic functions of individual supports; the boundary measure of the sum is simply the sum of the individual boundary measures. Indeed, we have the following.

Lemma 4.6 (Sum of mutually singular curvature varifolds). If $V^1, V^2 \in AV_2(\Omega)$ satisfy $V^1 \perp V^2$, then $V^1 + V^2 \in AV_2(\Omega)$ with the curvature functions

$$A^{V^1+V^2} := A^{V^1} \chi_{\text{supp}(V^1)} + A^{V^2} \chi_{\text{supp}(V^2)}$$ \tag{4.6}$$

and the boundary measure

$$\partial(V^1 + V^2) := \partial V^1 + \partial V^2.$$ \tag{4.7}$$

**Proof.** We show that the sum $V^1 + V^2$ satisfies Mantegazza’s integration by parts formula: Let $\varphi \in C^1_c(\Omega \times G_{2,3})$. Then $A^{V^1+V^2} = A^{V^1} \chi_{\text{supp}(V^1)} + A^{V^2} \chi_{\text{supp}(V^2)}$ yields

$$\int_{\Omega \times G_{2,3}} \left( P_{ij} \partial_j \varphi + (\partial P_{jk} \varphi) A^{(V^1+V^2)}_{ij} + \varphi A^{V^1+V^2}_{ij} \right) \, d(V^1 + V^2)$$

$$= \int_{\Omega \times G_{2,3}} \left( P_{ij} \partial_j \varphi + (\partial P_{jk} \varphi) A^{V^1}_{ij} + \varphi A^{V^1}_{ij} \right) \, dV^1$$

$$+ \int_{\Omega \times G_{2,3}} \left( P_{ij} \partial_j \varphi + (\partial P_{jk} \varphi) A^{V^2}_{ij} + \varphi A^{V^2}_{ij} \right) \, dV^2$$

$$= -\int_{\Omega \times G_{2,3}} \varphi \, d(\partial V^1)_i - \int_{\Omega \times G_{2,3}} \varphi \, d(\partial V^2)_i$$

$$= -\int_{\Omega \times G_{2,3}} \varphi \, d(\partial V^1 + \partial V^2)_i = -\int_{\Omega \times G_{2,3}} \varphi \, d(\partial(V^1 + V^2))_i,$$

where the last equality follows from $\partial V^1 + \partial V^2 = \partial(V^1 + V^2)$. □
Remark 4.7 (Sum of general curvature varifolds). For $V^1, V^2 \in AV_m(\Omega)$ with $\Omega \subseteq \mathbb{R}^n$ open we have \(^{(4.7)}\) and $A^{V^1+V^2} = f^1 A^{V^1} + f^2 A^{V^2}$ where $f^i = dV^i / d(V^1 + V^2) \in L^1_{\text{loc}, V^1+V^2}(\Omega \times G_{m,n})$ for $i = 1, 2$. The density (Radon-Nikodym derivative) $f^i$ always exists because of the absolute continuity $V^i \ll V^1 + V^2$, as for all $U \subseteq \Omega \times G_{m,n}$ open, $(V^1 + V^2)(U) = 0$ implies $V^i(U) = 0$, for $i = 1, 2$. In case of mutual singularity, we recover the specific case of \(^{(4.6)}\), for the densities reduce to the characteristic functions $f^i = \chi_{\text{supp}(V^i)}$.

We note that requiring a zero boundary measure of the sum $V^1 + V^2$ rules out kinks at phase-boundaries. Indeed, consider two compact $C^2$ surfaces $M_1$ and $M_2$ in $\Omega$ with associated curvature varifolds

$$V^i := v(M_i, 1) \in AV_2(\Omega)$$

for $i = 1, 2$. Their Mantegazza and Allard boundary measures are given by

$$\partial V^i = \delta_{\partial M_i} \otimes \nu_i \, \delta_{q(\ast \nu_i)} \quad \text{and} \quad \pi_2(\partial V^i) = \nu_i \, \delta_{\partial M_i}$$

respectively. Here $\nu_i$ denotes the inwards-pointing unit normal of $\partial M_i$ and $q(\ast \nu_i) \in G_{2,3}$ is the corresponding unoriented tangent plane. Assume that the sets only overlap at their common boundary

$$\partial M_1 = \partial M_2 = M_1 \cap M_2 \neq \emptyset$$

and satisfy the no-overlap condition \(^{(4.4)}\) (thanks to Lemma \(^{4.3}\) this is the case if $M_1$ and $M_2$ have minimal distance $\varepsilon_0$ elsewhere; cf. Figure \(^2\)). Then their sum reads

$$V^1 + V^2 = v(M^1 \cup M^2, 1)$$

and with \(^{(4.7)}\) satisfies $\partial(V^1 + V^2) = \partial V^1 + \partial V^2 = \delta_{M_1 \cap M_2} \otimes (\nu_1 \, \delta_{q(\ast \nu_1)} + \nu_2 \, \delta_{q(\ast \nu_2)})$ and $\pi_2(\partial(V^1 + V^2)) = (\nu_1 + \nu_2) \, \delta_{M_1 \cap M_2}$. Consequently, if

$$\partial(V^1 + V^2) = 0,$$

then $\nu_1 = -\nu_2$. Thus the unit normals must be antiparallel, showing that $M_1 \cup M_2$ is $C^1$ and no kinks occur.

We are in the position to present the main results of this section.

Theorem 4.8 (Existence, two-phase case). Fix $m^1, m^2, \varepsilon_0, e > 0$ and let the bounds \(^{(3.3)}\) hold true both for $\beta^1, \gamma^1$ and $\beta^2, \gamma^2$. Then there exists a pair $V^1, V^2 \in \mathcal{A}$ solving

$$\min \left\{ \mathcal{F}_{CH,2}(V^1, V^2) : V^1, V^2 \in \mathcal{A}, \quad \mu_{V^1}(\Omega) = m^1, \quad \mu_{V^2}(\Omega) = m^2, \quad \partial(q_2 V^1 + q_2 V^2) = 0 \right\}$$

$$\mu_{V^1} \otimes \mu_{V^2}(D_{\Omega, \varepsilon}) \leq \varepsilon^3 / \varepsilon_0 \quad \text{for all } \varepsilon \in (0, \varepsilon_0), \quad \text{encvol}(V^1 + V^2) = e \right\}.$$

Proof. We essentially follow the argument for the single-phase case (Theorem \(^{4.2}\), by letting $V = V^i$ for $i = 1, 2$. In order to reproduce estimate \(^{(4.3)}\), we use now

$$\|\partial(q_2 V^i)(\Omega \times G_{2,3}) \leq c \mathcal{F}_{CH,2}(V^1, V^2).$$
Thus the minimizing $V^i_h \in \mathcal{A}$ ($i = 1, 2$) enjoy the first variation bounds
\[
\|\delta(q^i V^i_h)\|(\Omega) \leq \sqrt{2\mu V^i_h(\Omega)} \|A^q V^i_h\|_{L^2 q V^i_h(\Omega \times G_{2,3})} + \|\delta(q^i V^i_h)\|(\Omega \times G_{2,3})
\]
\[
\leq c' \left( \sqrt{\mu V^i_h(\Omega)} \sqrt{\mathcal{F}_{\text{CH},2}(V^1, V^2)} + \mu V^i_h(\Omega) + \mathcal{F}_{\text{CH},2}(V^1, V^2) \right) < \infty.
\]
Lemma 4.3 gives closedness for the no-overlap condition. We can calculate the boundary measure of the sum of curvature varifolds via formula (4.7) and by Theorem 2.4 we obtain
\[
\partial(q^1 V^1_h + q^2 V^2_h) = \partial(q^1 V^1_h) + \partial(q^2 V^2_h) \rightarrow^* \partial(q^1 V^1) + \partial(q^2 V^2) = \partial(q^1 V^1 + q^2 V^2).
\]
This shows conservation of the zero boundary measure, because if $\partial(q^1 V^1_h + q^2 V^2_h) = 0$, then also $\partial(q^1 V^1 + q^2 V^2) = 0$. We note that the enclosed volume is defined for the sum $V^1 + V^2$ of oriented varifolds $\mathcal{M}(\Omega \times G_{2,3})$. Therefore, the volume condition is stable under varifold limits also in the multiphase case.

The existence result directly extends to sharp-interface $N$-phase membranes with energy
\[
\mathcal{F}_{\text{CH},N}(V^1, \ldots, V^N) := \sum_{i=1}^{N} (\mathcal{F}_{\text{CH}}(V^i) + \sigma^i \|\delta(q^i V^i)\|)
\]
for $V^i \in \mathcal{A}$ and $\sigma^i > 0$ ($i = 1, \ldots, N$).

**Theorem 4.9** (Existence, multiphase case). Let $m^i > 0$ ($i = 1, \ldots, N$) and $\varepsilon_0, \epsilon > 0$ be fixed. If $-6 \beta^i < 5 \gamma^i < 0$, for $i = 1, \ldots, N$, then there exists a solution $(V^i)_{i=1}^{N}$ of
\[
\min \left\{ \mathcal{F}_{\text{CH},N}(V^1, \ldots, V^N) : V^i \in \mathcal{A}, \mu V^i(\Omega) = m^i (i = 1, \ldots, N), \partial(\sum_{i=1}^{N} q^i V^i) = 0, \right.
\]
\[
\left. \sum_{i,j=1, i \neq j}^{N} (\mu_{V^i} \otimes \mu_{V^j})(D\Omega, \varepsilon) \leq \varepsilon^3 / \varepsilon_0 \text{ for all } \varepsilon \in (0, \varepsilon_0), \quad \text{encvol}(\sum_{i=1}^{N} V^i) = \epsilon \right\}.
\]

As for the single-phase case, the area and enclosed-volume bounds $m^i$ and $\epsilon$ are required to respect the isoperimetric inequality
\[
(6 \sqrt{\pi} \epsilon)^{1/3} \leq \left( \sum_{i=1}^{N} m^i \right)^{1/2}
\]
to include smooth multiphase minimizers.

### 4.3. Regularity and diameter bounds

We collect here some remarks on all minimizers $V$ for the single-phase problem (Theorem 4.2) and on all individual phases $V^i$ of minimizers (or their sum) for the sharp-interface multiphase problem (Theorem 4.9).

**Lemma 4.10** ($C^2$-rectifiability). Let $V \in AV_2^2(\Omega)$. Then, there exists a countable collection $(\Sigma_i)_{i=1}^{\infty}$ of $C^2$ surfaces in $\mathbb{R}^3$ such that
\[
\mu_V(\Omega \setminus \bigcup_{i=1}^{\infty} \Sigma_i) = 0.
\]
Moreover, for each $\Sigma_i$, the second fundamental forms of $V$ and $\Sigma_i$ $\mu_V$-a.e. agree on $\Omega \cap \Sigma_i$. 
Proof. It suffices to observe \( q \# V \in AV^2(\Omega) \) and apply [30, Theorem 1]. \( \square \)

In order to proceed further, we remark that all minimizers have finite Willmore energy \([1.2]\), which in the context of varifolds (and up to normalization) is given by

\[
W(W) := \int_\Omega |\bar{H}^W|^2 \, d\mu_W = \int_{\Omega \times G_{2,3}} |\bar{H}^W(x,P)|^2 \, dW(x,P).
\]

**Lemma 4.11** (Bound on the Willmore energy). Assume \([3.3]\). Then, for all \( V \in AV^2(\Omega) \) we have

\[
W(V) := W(q \# V) \leq 2 \left( \mathcal{F}_{CH}(V) + c_2 \mu_V(\Omega) \right),
\]

where \( c_1 \) and \( c_2 \) are the constants from Proposition \([3.1]\). In particular, if \( \mu_V(\Omega) < \infty \) and \( \mathcal{F}_{CH}(V) < \infty \), one deduces \( W(V) < \infty \).

**Proof.** Letting \( W := q \# V \in AV^2(\Omega) \), the algebraic estimate \( |\bar{H}^W|^2 \leq 2|A^W|^2 \), see \([2.2]\), gives

\[
W(W) \leq 2 \int_{\Omega \times G_{2,3}} |A^W|^2 \, dW = 2\|A^W\|^2_{L^2_{\mu}(\Omega \times G_{2,3})}.
\]

Relation \([3.4]\) ensures that \( \|A^{q \# V}\|^2_{L^2_{\mu}(\Omega \times G_{2,3})} \leq c_1 (\mathcal{F}_{CH}(V) + c_2 \mu_V(\Omega)) \), so that the assertion follows. \( \square \)

Estimates on the Willmore energy are related to embeddedness. Indeed, in case of a smooth immersion \( \psi: \Sigma \to \mathbb{R}^3 \) of a compact surface, if there exists \( p \in \mathbb{R}^3 \) such that \( \psi^{-1}(p) = \{x_1, \ldots, x_k\} \) (distinct points), then one has the Li-Yau inequality \([24, \text{Theorem 6}]\)

\[
\tilde{W}(\Sigma) \geq 4\pi k,
\]

where \( \tilde{W}(\Sigma) = \frac{1}{4} W(\Sigma) \) is the Willmore energy \([1.2]\) normalized to \( \tilde{W}(S^2) = 4\pi \). The consequences are as follows (see also \([23]\)):

(i) \( \tilde{W}(\Sigma) \geq 4\pi \) for embedded surfaces \( \Sigma \); equality holds iff \( \Sigma = S^2 \).

(ii) \( \tilde{W}(\Sigma) \geq 8\pi \) for surfaces \( \Sigma \) with self-intersections.

(iii) If \( W(\Sigma) < 8\pi \) then \( \Sigma \) must be embedded.

The next two lemmas exclude that the Caahn-Helfrich varifold-minimizers collapse to a single point or expand to infinity by estimating their diameter. The statements are a varifold analogue of the diameter bounds given in \([38]\) for smooth connected hypersurfaces \( \Sigma \) in \( \mathbb{R}^n \):

If \( \partial \Sigma = \emptyset \) and \( \Sigma \) is compact, then \([38, \text{Lemma 1.1}]\) shows

\[
\sqrt{\frac{\mu(\Sigma)}{\tilde{W}(\Sigma)}} \leq \text{diam}(\Sigma) \leq c\sqrt{\frac{\mu(\Sigma)}{W(\Sigma)}}.
\]
For surfaces in $\mathbb{R}^3$ it has been proven in \[40\] Lemma 1 that $c = 2/\pi$. Moreover, if $\Sigma$ is a smooth connected hypersurface in $\mathbb{R}^n$ whose boundary $\partial \Sigma \neq \emptyset$ has finitely many connected components $\Gamma_i$, then one has the upper bound \[38\] Lemma 1.2

$$
diam(\Sigma) \leq C \left( \int_{\Sigma} (\kappa_1^2 + \kappa_2^2)^{1/2} + \sum_i \diam(\Gamma_i) \right).
$$

**Lemma 4.12** (Lower diameter bound). Assume \((3.3)\) and let $V \in AV_2^0(\Omega)$ with $\mu_V(\Omega) = m > 0$ satisfy $\|\partial(q_\theta V)\|((\Omega \times G_{2,3}) < \infty$ and $\mathcal{F}_{CH}(V) < \infty$. Then, we have that $\diam(\text{supp} \mu_V) > 0$.

**Proof.** We argue along the lines of \[41\] Theorem 3.1.1] but generalize the proof to varifolds with nonzero Mantegazza boundary measure. With no loss of generality, let $0 \in \text{supp} \mu_V$ and consider $X \in C^1(\Omega; \mathbb{R}^3)$ with

$$
X(x) = x \quad \text{on} \quad \text{supp} \mu_V \quad \text{and} \quad \|X\|_{L^\infty(\Omega)} = \sup_{x \in \Omega} |X(x)| \leq c \diam(\text{supp} \mu_V)
$$

for some $c > 1$. Then, for all (projections on) planes $P \in G_{2,3}$ and $x \in \text{supp} \mu_V$,

$$
div^P X(x) = P_{ij} \partial_j X_i(x) = 2.
$$

Consequently, Mantegazza’s first variation formula \[2.1\] gives (here we write $V$ instead of $q_\theta V = v(M, \theta_+ + \theta_-)$ to shorten the expressions)

$$
2 \mu_V(\Omega) = \int_{\Omega} \text{div}^P X(x) \, d\mu_V(x)
$$

$$
= \int_{\Omega} \langle X(x), \tilde{H}^V(x, P(x)) \rangle \, d\mu_V(x) - \int_{\Omega \times G_{2,3}} \langle X(x), \partial V(x, P) \rangle \, d\mu_V(x)
$$

$$
\leq \left( \int_{\Omega} |X|^2 \, d\mu_V \right)^{1/2} \left( \int_{\Omega} |\tilde{H}^V(\cdot, P)|^2 \, d\mu_V \right)^{1/2} + \int_{\Omega \times G_{2,3}} |\langle X, \partial V \rangle| \, d\mu_V(x)
$$

$$
\leq \|X\|_{L^\infty(\Omega)} \left( \int_{\Omega} \, d\mu_V \right)^{1/2} \left( \int_{\Omega \times G_{2,3}} |\tilde{H}^V|^2 \, dV \right)^{1/2} + \|X\|_{L^\infty(\Omega)} \int_{\Omega \times G_{2,3}} \, d\partial V
$$

$$
\leq c \diam(\text{supp} \mu_V) \left( \mu_V(\Omega) \int_{\Omega \times G_{2,3}} |\tilde{H}^V|^2 \, dV \right)^{1/2} + ||\partial V||((\Omega \times G_{2,3})
$$

Hence

$$
2 \mu_V(\Omega) \leq c \diam(\text{supp} \mu_V) \left( \sqrt{\mu_V(\Omega) \mathcal{W}(V)} + \|\partial V\|((\Omega \times G_{2,3}) \right).
$$

As $\mu_V(\Omega) = m > 0$, $||\partial V||((\Omega \times G_{2,3}) < \infty$, and $\mathcal{W}(V) < \infty$ (see Lemma 4.11) one has the lower bound

$$
0 < \frac{\mu_V(\Omega)}{\sqrt{\mu_V(\Omega) \mathcal{W}(V)} + \|\partial V\|((\Omega \times G_{2,3}) \leq \diam(\text{supp} \mu_V)
$$

and the statement follows. $\square$
Note that the statement of Lemma 4.12 remains true if the condition $\mu_V(\Omega) = m$ is replaced by $\mu_V(\Omega) > 0$.

**Lemma 4.13** (Upper diameter bound). Let $\Omega = \mathbb{R}^3$ and, in addition to the assumptions of Lemma 4.12, assume $\partial(q^*_V) = 0$. Then $\text{diam}(\text{supp} \mu_V) < \infty$.

**Proof.** The upper diameter bound follows from [38, Lemma 1.1] or [40, Lemma 1] for smooth surfaces, which can be generalized to the varifold setting [41, Theorem 3.1.1]. □

The latter result is based on a refined version of Li-Yau inequality (4.8), which seems not to hold for varifolds with boundary. Consequently, as it stands, the upper bound only directly applies to minimizers $V$ of the single-phase problem, but not to the individual phases $V^i$ in the multiphase case. However, by formula (4.7) and Theorem 4.9 the sum $\sum_{i=1}^N q^*_V V^i$ (corresponding to the union of sets) is a varifold without boundary, for which the upper diameter bound holds. A fortiori, also the individual phases have bounded diameter.

The upper diameter bound eventually allows us to remove the constraint $\text{supp} \mu_V \subseteq K$ for a given compact $K \subseteq \Omega$ from the definition of admissible varifolds $V \in A$ for Canham-Helfrich minimizers, see (4.1).
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