Identifying the principal factors influencing traffic safety on interstate highways
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Abstract
This study aims at identifying the principal factors influencing fatal, nonfatal injury and non-injury traffic crashes on urban and rural interstate highway segments using a statistical approach called principal component analysis. Initially, fourteen explanatory variables including segment length, annual average daily traffic (AADT), weekday/weekend, hour of the day, urban–rural designation of the segment, median type, pavement surface condition, roadway geometric characteristics, weather, number of lanes, and drivers’ age and gender, and the accident year were considered. Separate principal component analyses are performed for the three crash categories and the aggregate dataset. The results of the analyses show that, regardless of the crash categories used, seven principal components accounting for over 70% of the variances in the original datasets were retained. In addition to the overall dimensional reduction of the original dataset by 50%, the results suggest that the key variables contributing to the crashes across the categories of the accident types observed on the freeway segments are insignificant. The retained principal component loadings of the factors PC1, PC2, PC3, and PC5 revealed the fact that the number of lanes, the median type, and the AADT of the segments are highly correlated and represented by the first factor (PC1). Similarly, other interrelated factors such as the prevailing weather and the pavement surface condition (wet, dry, snow), the hour of the day and the lighting condition, the drivers’ age and gender are well represented by PC2, PC3, and PC5 respectively.
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1 Introduction

In 2016, about 1.35 million people (18.2 per 100,000 population), which is on an average of about 3700 deaths a day, lost their life due to roadway traffic crashes [1], and 20–50 million people were injured or disabled [2]. The reports pointed out that, for children and younger adults between 5 and 29 years of age, road traffic crash is the number one leading cause of death globally. For all age groups combined, the road traffic crash is ranked as the eighth leading cause of death. In the United States, the recent report [3] revealed that the overall traffic crashes in the year 2015 is ranked as the 13th cause of death. Traffic accidents are the results of several factors including the roadway geometric design elements, the type and condition of the pavement surface conditions, the prevailing environmental factors, roadway lighting, the urban–rural designation of the segment, the vehicle conditions, traffic flow characteristics and the compositions (percentage of trucks), the vehicle condition, and the human factors. The characteristics of traffic accidents and the factors influencing the crash rates also vary based on the roadway facility types [4–6]. Most of these factors consist of several independent variables and the interaction between two or more of these variables...
may exacerbate the negative impacts. The study of the human factors aspect of the crash analysis by itself encompasses a wide range of variables. To mention a few, the human factor includes the drivers’ age, gender, alcohol and drug use, fatigue, level of experience, distraction, seatbelt use, violation of traffic regulations, and so on. For simplicity and ease of interpretations of the results of the multivariate analysis of the human factor, Shirmohammadi et al. [7] used statistical clustering analysis to identify the drivers’ behavior and skills. Here, it is wise to suggest that it is impractical to obtain all the datasets across each potential predictor and incorporate in road traffic safety studies. As a result, most of the existing literature focuses on analyzing or modeling traffic accidents using a limited number of predictive variables. Understanding the effects of crash contributing factors individually, and the impacts of the interaction between various factors on traffic accidents help to develop a model with a reasonable crash predictive power for planning as well as the implementation of real-time traffic management procedures in line with the prevailing traffic conditions.

For a better understanding of the level of significance, the variability of the variables under consideration, and dimensional reduction of the data, extracting the critical and manageable factors is essential. This can easily be done by using a multivariate statistical approach, commonly known as principal component analysis (PCA). PCA adopts rigorous statistical procedures to linearly combine the larger dimension original variables into smaller and manageable dimensional factors called principal factors (PCs) [8–10]. The main objectives of using the method of principal component analysis in this study are to demonstrate the efficacy of PCA in traffic safety study, primarily in reducing the fourteen potential predictive variables into a smaller number of representative variables without losing much of the original characteristics of the variables. This is done by deriving a correlation among the large independent variables defining and creating a set of new components representing the common characteristics of the larger predictive variables with an ultimate goal of reducing the numbers of predictors without causing significant variation with the original dataset.

2 Literature review

A considerable amount of literature is available on methods to develop crash prediction models. The focus of the majority of the existing traffic safety research relies on modeling the effect of a predictive variable to predict crash rates on a specified roadway facility. Several alternative statistical modeling techniques have been proposed, including the classical Poisson, negative binomial, logistic regression, and others. However, the literature on the application of PCA in traffic safety research is limited. Golob et al. used PCA extensively [11, 12] to identify the major traffic flow variables affecting freeways accidents and study the relationships among the predictors in Southern California. In one of their work [11], twelve traffic flow variables, including traffic speed, the median volume/occupancy values in the left, interior and right lanes. To remove about half of the redundant variables, principal component analysis was utilized. They reported that the six significant components represented nearly 88% of the variances in the original information, which appears to be good. The dependent variable in the study was the type of crash likely to occur. Once the insignificant traffic flow variables are discarded, the impacts of the retained variables on three different freeway lanes (left, interior and right) as a function of four different conditions (daylight dry pavement, daylight wet pavement, night time dry pavement, and night time wet pavement) was studied. The analysis concluded that during daylight on dry and wet pavements, the most likely accidents to occur are rear-end, and multiple collisions due to lane changing. In subsequent studies, they used a similar data set (twelve independent traffic flow variables) and PCA technique to identify the key variables and develop a systematic approach to assess the effects of changes in freeway traffic flow (volume and speed) on the likely occurrence of freeway crashes in southern California.

In another work [12], the authors studied the relationship between 36 independent variables and freeway collisions. Some of the variables considered were, traffic conditions (speed, volume, occupancy), the type of freeway collisions [rear-end, sideswipe, hit object collision, number of vehicles involved, location of the lane (left, interior, right)], accident severity (injury, fatality or PDO) on two interstates (I-5 and I-405) and four State Routes in California. The data used were 6 months police-reported accident data (March to August 2001) and traffic flow data from vehicle detection system (loop detectors). The authors used PCA approach to reduce a large number of variables into only eight factors, which accounted for about 79% of the variances within the 36 variables. The eight key traffic flow variables are used for further analysis for modeling probabilities of crash characteristics, including crash severity, the type, and location of the collision. To remove the effect of multicollinearity and retain only independent variables in the models proposed to predict injury severity in the head-on crash [13] and broadside and angle collisions [14], Mercier et al. used PCA. They were able to extract the four most essential variables out of the original 14 variables associated with age, gender, use of lap and shoulder restraint, the effect of an airbag, and others. The purpose of both works was to test the hypothesis that in
the incidences where either head-on crash or broadside-and-angle collisions occur, older drivers and passengers are more likely to suffer severe injury than younger drivers and passengers.

Caliendo and Parisi [15] used PCA to identify the significant variables causing accidents in curves and tangents. The study was conducted on 51.6 km long four-lane median divided rural highway in Italy using 6 years of data (1998–2003). The dependent variable was the number of accidents per year and the independent variables considered for tangent sections were ADT, segment length, longitudinal slope, pavement friction, and design speed. For curve sections, two additional variables were included: sight distance and radius of curvature. As the numbers of the original independent variables considered in the study were too small, the application of PCA in this study did not suggest a significant reduction in the number of independent variables. In their subsequent work, a more detailed and systematic analysis of the data and modeling results were conducted using similar data sets with additional independent variables, including pavement surface condition (wet or dry), presence of junction in the tangent sections, on 46.6 km multilane road section [16]. The study section is divided into 147 sub-segments ranging in length from 0.069 to 1.695 km. The results of PCA technique are used as independent variables to develop crash prediction models using Poisson, negative binomial and negative multinomial regression models for curves and tangent sections of multilane roads in Italy. Based on the study, the three significant variables affecting crash frequency on curve sections are AADT, segment length, and radius of curvature. Whereas, the effects of sight distance, longitudinal slope, and pavement friction are statistically insignificant at a 95% confidence interval. However, for tangent sections, the presence of junction, and an increase in AADT and segment length increased in crash frequency. One of the most significant variables increasing the crash frequency to both curve and tangent sections by a factor of 2.7 and 2.3, respectively, is rain. In terms of model adequacy on the data used, the negative multinomial regression model was suggested to be preferable to both Poisson and negative binomial models. Wu et al. [17] used PCA to identify and compare the significant factors contributing to crash in four facility types on about 69 km (~ 43 mi) of four-lane congested and uncongested urban expressway in Japan, consisting of sharp curve, diverge segment, merge segment, and basic expressway segment using 3 years of data (2007–2009). Based on the report, the level of significance of the variables varies with the facility type. For uncongested flow conditions, the crash rate is higher at the merged segment than a sharp curve, diverge segment and basic segment. However, due to the restricted visibility, the sharp curve has the highest crash rate during both under congested and uncongested flow conditions.

Molla [18] analyzed several driver-related variables causing fatal crashes. He applied PCA to identify the major factors contributing to fatal crash in the United States [18]. Based on the study, nearly 100 factors were identified as driver-related variables, including sleepy, failure to take medication, speeding, driving the wrong way, flat tire, inexperienced driver, under the influence, and many others. Although some of the factors listed appears to be redundant, for instance, ‘driving too fast’ and ‘driving in excess of speed limit’, out of the large list of potential variables, the results of the PCA outputs indicated that the first principal component accounted for about 40% and the first 13 components explain 80% of the total variances. Based on the study, speeding, backing improperly and drivers’ failure to observe warning or instructions are the top three causes of drivers’ related traffic crash in the United States. Different from the typical results widely demonstrated in traffic safety studies, de Andrade et al. [19] applied PCA to identify the road traffic hotspot locations in Brazil; and Nagendra and Khare [20] used it to study urban intersection related traffic, emission and meteorological factors including cloud cover, humidity, pressure, rainfall, sunshine hours, temperature, visibility, wind speed and direction. More recently, Youming et al. [21] used PCA to analyze fatal traffic crashes associated with the vehicle conditions such as tire wear, failure of the vehicles’ exhaust system and rim damage.

Apart from the commonly used traffic crash studies such as Poisson, negative binomial regression and logistic regression models [22–25], the application of tree-based data mining techniques like classification and regression tree (CART) [26–29], and a hierarchical tree-based regression (HTBR) [30], are also found to be suitable approaches in classification and prediction of traffic crashes. Tree-based models have been used in many disciplines but not popular in traffic safety studies. These studies [26–30] reported that the graphical display options that these models possess provide more insight about the relationship between crash variables and simplify interpretation of the results than the odds ratios used in logistic regression techniques. Recently Ye et al. [31] used a semi-non parametric (SNP) Poisson model to study crashes observed on rural highways in the State of California for 10 years ranging from 1993 to 2002. The authors suggested that the ability of the SNP Poisson model to take the unobserved heterogeneity of the crash data into account, makes it a powerful model outperforming the traditional Poisson and negative binomial models.
3 Methodology and data collection

This study used urban and rural freeway segment crash data observed in the state of Ohio within the 5 years ranging from 2010 to 2014 supplied by the U.S. Department of Transportation, Federal Highway Administration (FHWA). The data were collected on 1500 miles of Interstate highways across the state [32]. The detailed description of the original data and the procedures followed to link and merged the separate sub-files were provided elsewhere [33]. Tables 1 and 2 show the list and summary descriptive statistics of the continuous and categorical variables (N = 101,789) used in the principal component analysis of fatal, nonfatal injury and non-injury traffic crashes on four and six-lane interstate urban and rural highways. Here, we acknowledge that that speeding is an important factor influencing traffic safety; however, since the scope of the present study is limited to freeways, and the posted speed limit is predominantly 70 mph (about 113 km/hr), this variable is not included in the analysis. Several variables can be contributing factors to highway crashes. However, all the factors are not equally important, and some of them are pertinent but essentially redundant. To thoroughly analyze the data and arrive at a reasonable conclusion, there is a need to remove the non-essential and redundant variables. PCA is one such statistical approach, which is not widely used in highway safety research but can be used to identify the most significant variables to be used in developing crash predictive models, traffic management, and implementation of informed highway safety countermeasures. The model developed considering only the significant predictors identified, which account for most of the variables in the original data, provides a meaningful and easier interpretation of the results.

There are several potential contributing factors for the likelihood of occurrences of traffic crashes. Using all possible variables in developing traffic crash predictive models undermines the accuracy of the parameter estimates to a certain extent. Utilizing PCA overcomes the high-dimensionality of the interrelated crash variables while maintaining the inherent variability in the original dataset [20]. It is also a powerful technique to study the pattern-similarity of a wide range of predictive variables and eliminate any potential multi-collinearity of the crash variables [8–10]. Applying the PCA procedure also excludes redundant variables and extracts the key contributing factors simplifying the identification of the principal variables for an in-depth analysis of the crashes.

It can be assumed that there is no such single and comprehensive model developed to account for all potential crash predictors [16]. Some of the potential reasons could be the level of significance of the independent variables for the likelihood of crash occurrence, the difficulty associated with handling the huge dataset, the availability of the data itself, and other resources. Some of the available variables could be redundant and thus need to be removed from the model to simplify the predictive model and interpretation of the results. One such statistical technique to exclude the least significant and redundant variables from further analysis and identify the most significant crash predictors, although not widely used in traffic safety research, is Principal Component Analysis (PCA). As shown in the equation below, PCA combines variables linearly into a smaller number of components while maximizing the variances at the same time. This procedure reduces a large number of variables into a smaller number of significant variables. A component is described by a linear model [34]:

\[ y_i = b_1 x_{i1} + b_2 x_{i2} + \cdots + b_k x_{ik}, \]

where \( y_i \) = Components, \( b_k \) = Factor Loadings (Coefficient of the variable), indicating the relative weight of the variable to the factor, and \( x_i \) = Predictive variables. The calculated factor loadings are used to relate the variables with the components.

The suitability of PCA technique for the current study and the significances of the sampling adequacy are tested using the Kaiser–Meyer–Olkin (KMO) statistics [35] and Bartlett test of sphericity. In principle, to apply PCA on a given data, the number of observations should be at minimum ten times the number of the variables to be analyzed. To this end, as can be seen in Tables 1 and 2, the number of observations, N, across each crash category is much more than the number of variables considered in the analyses. To diffuse the factors, adjust the principal components’ axes, and simplify the interpretation of the results, the commonly used factor rotation method called Varimax orthogonal rotation has been used [10]. To decide the number of components to be retained, the following guidelines were adopted [8, 10]: (a) The 70% Rule: In this case, the standard recommendation is to retain enough components so that the retained variables capture 70% of the total variances. (b) Eigenvalue rule: Eigenvalues are variances of the principal components. In PCA, a variable is considered significant if the eigenvalue of the variable is greater than one. Hence, this approach suggests retaining the components whose eigenvalues are \( \geq 1 \). However, in our study, using the eigenvalue rule restricts the percentage of variances accounted for to less

Table 1 Descriptive statistics of the continuous variables (N = 101,789) used in the principal component analysis of the aggregate traffic crashes on four and six-lane interstate urban and rural highways

| Variable   | Minimum | Maximum | Mean   | SD    |
|------------|---------|---------|--------|-------|
| Segment length | 0.01    | 7.65    | 1.3820 | 1.3317 |
| AADT       | 4770    | 1720,00 | 57,660.99 | 30,307.560 |
than 70%, which violated the 70% rule. Understanding the tradeoff between the number of principal components retained and the selection rules, to capture the minimum percentage recommended above, we used an eigenvalue ≥ 0.96, which also increased the number of factors retained by one.

Table 2 Descriptive statistics of categorical variables used in the principal component analysis of the aggregate traffic crashes on four and six-lane interstate urban and rural highways

| Variables                       | Category                  | Frequency | Percent (%) |
|---------------------------------|---------------------------|-----------|-------------|
| Accident year                   | 4 = 2014                  | 20,956    | 20.6        |
|                                 | 3 = 2013                  | 20,166    | 19.8        |
|                                 | 2 = 2012                  | 20,258    | 19.9        |
|                                 | 1 = 2011                  | 21,370    | 21.0        |
|                                 | 0 = 2010                  | 19,039    | 18.7        |
| Total                           |                           | 101,789   | 100.0       |
| Weekday                         | 1 = Weekend               | 22,788    | 22.4        |
|                                 | 0 = Weekday               | 79,001    | 77.6        |
| Total                           |                           | 101,789   | 100.0       |
| Hour of the day                 | 3 = Night (12:00 am–5:59 am) | 9032    | 8.9        |
|                                 | 2 = Evening (6:00 pm–11:59 pm) | 22,439  | 22.0        |
|                                 | 1 = Afternoon (Noon–5:59 pm) | 40,691  | 40.0        |
|                                 | 0 = Morning (6:00 am–11:59 am) | 29,627  | 29.1        |
| Total                           |                           | 101,789   | 100.0       |
| Lighting condition              | 1 = Dark                  | 31,508    | 31.0        |
|                                 | 0 = Light                 | 70,281    | 69.0        |
| Total                           |                           | 101,789   | 100.0       |
| Urban/rural designation         | 1 = Rural                 | 28,335    | 27.8        |
|                                 | 0 = Urban                 | 73,454    | 72.2        |
| Total                           |                           | 101,789   | 100.0       |
| Median type                     | 1 = Unprotected           | 51,122    | 50.2        |
|                                 | 0 = Protected             | 50,667    | 49.8        |
| Total                           |                           | 101,789   | 100.0       |
| Pavement surface condition      | 2 = Snow                  | 9132      | 9.0         |
|                                 | 1 = Wet                   | 23,851    | 23.4        |
|                                 | 0 = Dry                   | 68,806    | 67.6        |
| Total                           |                           | 101,789   | 100.0       |
| Weather condition               | 2 = Snowing               | 10,565    | 10.4        |
|                                 | 1 = Raining               | 13,926    | 13.7        |
|                                 | 0 = Normal                | 77,298    | 75.9        |
| Total                           |                           | 101,789   | 100.0       |
| Roadway characteristics         | 3 = Curve-grade           | 8549      | 8.4         |
|                                 | 2 = Curve-level           | 5423      | 5.3         |
|                                 | 1 = Straight-grade        | 18,249    | 17.9        |
|                                 | 0 = Straight-level        | 69,568    | 68.3        |
| Total                           |                           | 101,789   | 100.0       |
| Drivers’ age                    | 2 = Older (65 and older)  | 6488      | 6.4         |
|                                 | 1 = Mid-age (25–64)       | 72,614    | 71.3        |
|                                 | 0 = Younger (16–24)       | 22,687    | 22.3        |
| Total                           |                           | 101,789   | 100.0       |
| Drivers’ gender                 | 1 = Male                  | 65,046    | 63.9        |
|                                 | 0 = female                | 36,743    | 36.1        |
| Total                           |                           | 101,789   | 100.0       |
| Number of lanes                 | 1 = Six                   | 52,219    | 51.3        |
|                                 | 0 = Four                  | 49,570    | 48.7        |
| Total                           |                           | 101,789   | 100.0       |
4 Results and discussions

Principal Component Analysis is used to condense the original information into a smaller number of factors [10]. Accordingly, the primary focus of this study is utilizing PCA technique to identify the principal components and the critical variables influencing traffic safety on Interstate highways in the state of Ohio. Initially, the suitability of PCA technique was tested using KMO statistics and Bartlett’s test of sphericity. The value of KMO ranges between 0 and 1, with a cutoff value of 0.5 and a higher value implying reasonable correlation among variables, which warrants the suitability of the PCA approach for data analysis [10]. As shown in Table 3, the Chi square statistics of Bartlett’s test of sphericity for the fatal, non-fatal injury, non-injury, and the aggregate crash datasets were found to be 0.577, 0.580, 0.578 and 0.578 respectively, with a degree of freedom (df) 91. In all the four different datasets, the KMO statistics higher than the cutoff criterion indicates that our crash data are sufficient to proceed with the principal component analysis. With a 95% level of significance (α = 0.05), the significance level (p value = 0.001) of Bartlett’s test of sphericity also indicates that the statistical principal component analysis method is a valid approach. The 3-dimensional scatter plots of the component loadings (not shown) are used to understand the potential clustering of the variables across each category of the crash.

Table 4 shows the results of the principal component analysis performed on fourteen variables representing the traffic characteristics, environmental, human factors, and highway design elements for the aggregate crash data combining the three categories of crashes described above. Seven principal components accounting for 72.19% of the variances in the initial fourteen variables were extracted using the 70 percentile rule [10], which corresponds to an eigenvalue greater than or equal to 0.96. The first principal component (PC1) highly correlates the number of lanes, median type, and AADT, and marginally with the urban–rural designation of the roadway segment, and explains the highest variability followed by PC2, which explains the variability not accounted by the first PC.

| Variables                              | Principal components |
|----------------------------------------|----------------------|
|                                        | PC1 | PC2 | PC3 | PC4 | PC5 | PC6 | PC7 |
| Number of lanes                        | 0.862 | 0.007 | 0.007 | −0.056 | 0.002 | −0.023 | 0.003 |
| Median type                            | −0.745 | −0.031 | 0.016 | 0.007 | −0.019 | −0.033 | 0.002 |
| AADT                                   | 0.735 | −0.023 | 0.017 | −0.346 | −0.067 | −0.031 | −0.006 |
| Weather condition                      | 0.015 | 0.955 | 0.003 | 0.014 | −0.023 | 0.022 | 0.013 |
| Pavement surface condition             | 0.011 | 0.954 | −0.025 | −0.006 | −0.030 | 0.043 | 0.010 |
| Hour of the day                        | 0.014 | −0.022 | 0.902 | −0.025 | −0.011 | 0.034 | −0.011 |
| Lighting condition                     | −0.017 | 0.003 | 0.898 | −0.011 | −0.025 | 0.007 | −0.004 |
| Segment length                         | −0.032 | −0.005 | −0.015 | 0.850 | −0.017 | −0.025 | −0.002 |
| Urban/rural designation                | −0.265 | 0.014 | −0.018 | 0.790 | 0.063 | −0.026 | −0.012 |
| Drivers’ age                           | −0.036 | −0.052 | 0.025 | −0.019 | 0.739 | −0.096 | 0.032 |
| Drivers’ gender                        | 0.013 | 0.010 | −0.054 | 0.057 | 0.739 | 0.071 | −0.034 |
| Weekday                                | 0.077 | −0.071 | 0.203 | 0.114 | 0.045 | 0.751 | 0.100 |
| Roadway characteristics                | −0.086 | 0.139 | −0.157 | −0.173 | −0.074 | 0.650 | −0.099 |
| Accident year                          | −0.006 | 0.024 | −0.016 | −0.013 | −0.004 | 0.003 | 0.989 |
| Percentage of total variance           | 16.38 | 13.55 | 12.01 | 8.58 | 7.59 | 7.15 | 6.94 |
| Cumulative percentage                  | 16.38 | 29.93 | 41.94 | 50.52 | 58.10 | 65.25 | 72.19 |

Bold values indicate the variables captured by the corresponding principal component
PC4 shows a higher correlation between segment length and the urban–rural designation of the roadway segments. The AADT of the segment also shows a moderate association with this factor. As a whole, these two principal components mainly cover traffic characteristics and the roadway design elements of the highway segments. The PC2, PC3, and PC5 reveal an obvious combination of two variables into a single factor. Here, PC2 largely represents the prevailing weather condition, which represents the categories of the weather condition (snowing, raining, and normal) as well as the pavement surface condition (snow, wet, and dry) at the time of the crashes.

Similarly, the factor represented by PC3 relates the hours of the day (morning, afternoon, evening, nighttime), and the lighting condition (dark, light) during the crash. The factor PC5 shows a higher correlation and takes into account the human factor aspect of the variables (drivers’ age and gender). Interestingly, this factor does not show a considerable representation of the remaining twelve variables. Likewise, for PC2 and PC3, beyond the two categories of the variables represented by each factor, the effects of the other variables are not accounted under these components. The factor, PC6, mainly accounts for the effects of two variables categorized as weekday/weekend and the roadway characteristics (curve-grade, curve-level, straight-grade, and straight-level). The last factor, PC7, accounts for the accident year (2010, 2011, 2012, 2013, and 2014).

Tables 5, 6 and 7 reveal the results of the principal component analyses performed on three separate crash datasets representing the fatal, nonfatal injury and non-injury crash categories respectively. Similar to the aggregate crash dataset, seven principal components accounting for 72.11%, 71.85%, and 72.32% of the variances in the original 14 variables across the fatal, nonfatal injury and non-injury crash categories of the crashes respectively, are extracted. Interestingly, the first rotated loading factor (PC1) of all the crash types (fatal, non-fatal injury, and PDO) presented in Table 5, 6 and 7 showed a strong correlation with the number of lanes, AADT, and the median type of the roadway segment. Factor 3, which accounts for about 12% of the total variances in the original 14 variables, represents the two highly correlated environmental (visibility) variables relating the hour of the day and the lighting condition during the crash. Another principal component, PC5, captured the impact of human factors (drivers’ age and gender) on the likelihood of occurrences of a traffic crash. As can be seen in the tables, the factors PC1, PC2, PC3, PC4 and PC5, all show similar correlation pattern across the three different crash categories. For fatal crashes (Table 5), the factor PC6 primarily represents the single weekday/weekend variable and PC7 correlated accident year and the roadway characteristics of the segment under consideration. For fatal crashes (Table 5), the rotated factor PC1 comprised of the roadway elements (number of lanes and the type of median) and the traffic volume (AADT) of the segment, which accounts for about 16.5% of the total variances.

On the other hand, the urban–rural designation of the segment, which shows a relatively lower correlation with PC1, is captured by the rotated factor PC4 with a higher correlation with the segment length and a lower correlation with a roadway characteristic (straight-level, Table 5)

| Variables                              | Principal components |
|----------------------------------------|----------------------|
|                                        | PC1  | PC2  | PC3  | PC4  | PC5  | PC6  | PC7  |
| Number of lanes                        | 0.847 | -0.002 | 0.019 | -0.051 | 0.002 | 0.056 | -0.046 |
| AADT                                   | 0.765 | -0.035 | 0.008 | -0.277 | -0.097 | 0.048 | -0.036 |
| Median type                            | -0.699 | -0.011 | -0.010 | 0.033 | -0.085 | 0.088 | -0.104 |
| Weather condition                      | -0.012 | 0.959 | -0.014 | 0.020 | -0.007 | 0.015 | 0.013 |
| Pavement surface condition             | -0.007 | 0.959 | -0.031 | -0.014 | -0.029 | -0.007 | 0.020 |
| Lighting condition                     | 0.029 | -0.022 | 0.909 | 0.004 | 0.007 | 0.038 | 0.000 |
| Hour of the day                        | 0.006 | -0.021 | 0.904 | 0.010 | -0.009 | 0.102 | -0.014 |
| Segment length                         | -0.047 | -0.010 | 0.031 | 0.844 | 0.044 | -0.061 | 0.010 |
| Urban/rural designation                | -0.361 | 0.022 | -0.020 | 0.724 | 0.070 | 0.037 | -0.012 |
| Drivers’ gender                        | 0.054 | -0.043 | 0.015 | 0.133 | 0.754 | -0.163 | -0.067 |
| Drivers’ age                           | -0.069 | 0.018 | -0.041 | -0.062 | 0.627 | 0.528 | 0.052 |
| Weekday                                | 0.007 | 0.005 | 0.135 | -0.025 | -0.066 | 0.743 | 0.023 |
| Accident year                          | 0.104 | 0.004 | -0.052 | 0.166 | -0.210 | 0.233 | 0.778 |
| Roadway characteristics                | -0.091 | 0.047 | 0.054 | -0.284 | 0.253 | -0.334 | 0.629 |
| Percentage of total variance           | 16.46 | 13.46 | 12.00 | 8.07 | 7.75 | 7.32 | 7.04 |
| Cumulative percentage                  | 16.46 | 29.92 | 41.92 | 50.00 | 57.75 | 65.07 | 72.11 |

Bold values indicate the variables captured by the corresponding principal component.
straight-grade, curve-level, and curve-grade), which is captured by PC7. The second factor, PC2, of the freeway fatal crash loadings accounting for about 13.5% of the total variance, is highly correlated with the weather (normal, snowing, raining) and the pavement surface condition (snow, wet, dry) during the crash. Factor 7 of both the aggregate dataset (Table 4) and the PDO crashes (Table 7) and Factor 6 of the non-fatal injury crashes captured a single independent variable representing the impact of the crash year. These factors do not have a considerable association with the other 13 variables in their respective crash categories. Another single variable captured by Factor 6 of the fatal crash dataset is the weekday/weekend, whereby the crash occurred. Again, the results of the PCA analysis shown in Tables 4, 5, 6 and 7 suggest the fact that the effects of human factors on traffic safety on urban and rural interstate highway segments can linearly be combined into a single factor accounting for both drivers’ age

### Table 6: Rotated principal component loadings for nonfatal injury crashes on urban and rural freeways

| Variables                      | PC1     | PC2     | PC3     | PC4     | PC5     | PC6     | PC7     |
|-------------------------------|---------|---------|---------|---------|---------|---------|---------|
| Number of lanes               | 0.855   | 0.022   | 0.004   | -0.051  | -0.003  | 0.002   | -0.023  |
| AADT                          | 0.754   | -0.039  | 0.029   | -0.313  | -0.046  | 0.000   | -0.056  |
| Median type                   | -0.719  | -0.029  | 0.022   | 0.026   | -0.008  | 0.010   | -0.052  |
| Weather condition             | 0.016   | 0.951   | -0.001  | 0.021   | -0.024  | 0.013   | 0.011   |
| Pavement surface condition    | 0.010   | 0.950   | -0.032  | 0.001   | -0.027  | 0.010   | 0.033   |
| Hour of the day               | 0.002   | -0.031  | 0.902   | -0.010  | 0.003   | -0.004  | 0.034   |
| Lighting condition            | -0.004  | 0.000   | 0.899   | -0.021  | -0.027  | -0.011  | -0.004  |
| Segment length                | -0.042  | 0.006   | -0.009  | 0.848   | -0.020  | -0.010  | -0.026  |
| Urban/rural designation       | -0.299  | 0.018   | -0.024  | 0.767   | 0.068   | -0.021  | -0.004  |
| Drivers’ age                  | -0.015  | 0.012   | 0.009   | -0.023  | 0.765   | 0.024   | -0.027  |
| Drivers’ gender               | -0.011  | -0.052  | -0.027  | 0.057   | 0.728   | -0.027  | 0.007   |
| Accident year                 | -0.016  | 0.026   | -0.020  | -0.032  | -0.008  | 0.973   | -0.002  |
| Weekday                       | 0.098   | -0.065  | 0.171   | 0.149   | 0.040   | 0.152   | 0.781   |
| Roadway characteristics       | -0.113  | 0.122   | -0.150  | -0.212  | -0.072  | -0.178  | 0.616   |
| Percentage of total variance  | 16.35   | 13.45   | 11.79   | 8.44    | 7.67    | 7.16    | 6.99    |
| Cumulative percentage         | 16.35   | 29.80   | 41.59   | 50.03   | 57.70   | 64.86   | 71.85   |

Bold values indicate the variables captured by the corresponding principal component.

### Table 7: Rotated principal component loadings for PDO crashes on urban and rural freeways

| Variables                      | PC1     | PC2     | PC3     | PC4     | PC5     | PC6     | PC7     |
|-------------------------------|---------|---------|---------|---------|---------|---------|---------|
| Number of lanes               | 0.864   | 0.004   | 0.007   | -0.056  | 0.003   | -0.023  | 0.004   |
| Median type                   | -0.752  | -0.032  | 0.014   | 0.003   | -0.021  | -0.026  | 0.000   |
| AADT                          | 0.730   | -0.018  | 0.013   | -0.353  | -0.071  | -0.025  | -0.009  |
| Weather condition             | 0.016   | 0.956   | 0.005   | 0.012   | -0.023  | 0.025   | 0.013   |
| Pavement surface condition    | 0.012   | 0.955   | -0.023  | -0.008  | -0.030  | 0.047   | 0.010   |
| Hour of the day               | 0.018   | -0.019  | 0.902   | -0.028  | -0.014  | 0.035   | -0.012  |
| Lighting condition            | -0.020  | 0.004   | 0.897   | -0.007  | -0.027  | 0.010   | -0.001  |
| Segment length                | -0.030  | -0.008  | -0.017  | 0.851   | -0.017  | -0.025  | 0.001   |
| Urban/rural designation       | -0.254  | 0.012   | -0.016  | 0.796   | 0.061   | -0.030  | -0.010  |
| Drivers’ gender               | 0.021   | 0.025   | -0.064  | 0.058   | 0.744   | 0.101   | -0.026  |
| Drivers’ age                  | -0.042  | -0.069  | 0.029   | -0.020  | 0.730   | -0.129  | 0.026   |
| Weekday                       | 0.068   | -0.076  | 0.210   | 0.098   | 0.048   | 0.746   | 0.079   |
| Roadway characteristics       | -0.081  | 0.151   | -0.159  | -0.158  | -0.079  | 0.650   | -0.075  |
| Accident year                 | -0.005  | 0.022   | -0.014  | -0.009  | -0.002  | 0.004   | 0.993   |
| Percentage of total variance  | 16.38   | 13.61   | 12.07   | 8.63    | 7.56    | 7.14    | 6.93    |
| Cumulative percentage         | 16.38   | 29.98   | 42.06   | 50.69   | 58.25   | 65.39   | 72.32   |

Bold values indicate the variables captured by the corresponding principal component.
and gender (PC5). Similarly, the effects of the prevailing weather and the pavement surface condition can be combined into a single factor PC2. The lighting condition and the hour of the day where the crash is observed can be linearly combined into a factor PC3. As demonstrated above, PCA is a valuable technique to reduce the variables into more manageable dimensions. The results above demonstrate the functionality of the statistical PCA technique as a dimension reduction tool while embedding a significant aspect of the original information. This is performed by involving statistical procedures linearly combining correlated explanatory variables into uncorrelated principal components (PCs). Each of the PCs generated accounts for a certain percentage of the variability in the original data. The PCs retained can be used for further analysis, including as input variables for statistical modeling of crash prediction modeling and other studies [36, 37].

5 Conclusions

This study used 14 explanatory variables representing a wide range of potential roadway traffic safety influencing factors and analyzed the principal components for the likelihood of occurrences of crashes on interstate highways. The analysis used an aggregate crash dataset and three different categories of crashes, namely fatal, nonfatal injury, and non-injury crashes. The results of KMO statistics and Bartlett’s test of sphericity strongly suggest that PCA approach for analyzing the four datasets described above is valid. Interestingly, irrespective of the crash category, over 70% of the variances in the original variables can well be captured by seven-factor, cutting down the independent variables by half. Here, it is worth mentioning that the results of the principal component analyses revealed the facts that the two human factors are linearly combined to form a single factor, and the prevailing weather condition is correlated with the pavement surface condition, and the hours of the day are correlated to the lighting condition to form their respective factors. It is also found that, except for the fatal crash category where the accident year appears to have a reasonable combination with the roadway characteristics of the segment, the effect of the accident years is mainly accounted under a single factor with an insignificant combination with the other variables. The findings of this study validate the efficacy of the principal component analysis technique for its application to traffic safety studies, including reduction of the dimensions of the data and crash predictive modeling using either principal components or principal variables identified as independent variables. The results of the study also verified the ability of the PCA in identifying the most significant independent variables so that an informed decision could be made in removing the noncritical and redundant variables. The application of PCA for data reduction in a wide range of disciplines is well established. Here, it is important to understand that the dimensional reduction procedure followed by the standard statistical PCA approach is performed through a linear transformation of the linearly correlated variables, without addressing the non-linear relationship between the original variables. This inherent limitation of the technique, makes principal component modeling and interpretation of the results challenging.
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