Natural language processing for clusterization of genes according to their functions
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Abstract—There are hundreds of methods for analysis of data obtained in mRNA-sequencing. The most of them are focused on small number of genes. In this study, we propose an approach that reduces the analysis of several thousand genes to analysis of several clusters. The list of genes is enriched with information from open databases. Then, the descriptions are encoded as vectors using the pretrained language model (BERT) and some text processing approaches. The encoded gene function pass through the dimensionality reduction and clusterization. Aiming to find the most efficient pipeline, 180 cases of pipeline with different methods in the major pipeline steps were analyzed. The performance was evaluated with clusterization indexes and expert review of the results.
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I. INTRODUCTION

mRNA-seq and differential gene expression analysis are powerful tools for the analysis of complex biological systems. They reveal complex intracellular processes and help to detect targets for new drugs. Differential gene expression analysis is also used for study of orphan and rare genetic diseases. During the last two decades, bioinformatics has adapted or invented many methods and software tools for the analysis, such as principal component analysis, agglomerative clusterization, Venn diagram [1]. The development of open access databases led to the invention of methods that utilize open information for the analysis, such as signaling pathways analysis [2], [3], protein-protein interaction, and others [4]. Usually such methods use graphs for data representation and solve some optimization problems.

The major shortcoming of mentioned approaches is focus on hundreds of genes. The bigger set of genes requires an extraordinary amount of work for the analysis of biological processes. The recent advances in natural language processing opened new opportunities for analysis of differential gene expression data. This work is aimed to create an automated method for differential gene expression analysis that uses pretrained language models pretrained. The work present the main pipeline for processing and estimates 180 modification of this pipeline. Estimation was performed with quantitative analysis of some clusterization metrics, and with an expert review.

II. METHODS

The proposed method was applied to big gene set with 12927 gene names. This list of names was obtained using mRNA differential gene expression analysis of an open dataset (GSE40561; [5]), that includes samples of healthy volunteers and patients with three autoinflammatory diseases: RBCK1 (HOIL1), NEMO, and MYD88 deficiencies. mRNA were extracted from whole blood and fibroblasts with Illumina HumanHT-12 V3.0 expression beadchip platform. The bioinformatic analysis includes several standard steps [6]: normalization of gene expression matrix, an empirical Bayes moderated t-test and subsequent volcano plot analysis.

In the first step of the proposed method, the list of genes was enriched with gene annotations. Then information about gene functions were processed with three approaches. The first approach utilizes data from a manually curated database and encodes information as a binary vector. The second approach uses regular expressions for processing of gene descriptions and, also, encodes information as a binary vector. The third approach uses linguistic models and transforms gene description as a vector in the semantic vector space.

A manually curated functional annotations were obtained from the Gene Ontology database. This approach provided 14701 GO-terms relating to one of the three categories: cellular component, molecular function, or biological process. For the following processing, these GO-term were encoded as binary vectors for each gene. True values show presence of GO-term in the gene description, and The false values shows...
the absence of GO-term in the gene descriptions. Thus, the vector consists of 14701 component.

A text description of the gene functions was obtained from UniProt database. Biological pathways and intracellular systems are mentioned in the text descriptions as acronyms. For instance, there are MYD88, NFKB1, GTases, etc. All acronyms were mined from the text with a regular expression\([a-z0-9]0,3[A-Z]2,3[a-z0-9]0,3\)\). Such approach has provided 5289 acronyms that were also encoded as binary vector.

Text descriptions of the genes also were transformed to vectors in the semantic space using a linguistic model. Transformation was performed with the BERT model that is a deep neural network with a bidirectional transformer architecture. We used six BERT model modifications that were pretrained on large text corporuses\([7]\). There are base BERT\([7]\), RoBERTa\([8]\), Clinical BERT\([9]\), BioBERT\([10]\), BlueBERT pretrained on PubMed\([11]\), and BlueBERT pretrained on PubMed\([11]\) and MIMIC-III\([11]\).

Each gene was encoded in three vectors: semantic of the text descriptions\([3072\) parameters\], biological function from manually curated database\((14701\) parameters\), and biological pathways mentioned in the text description\((5289\) parameters\). Aiming to find the better processing pipeline, this study tried various combination of the vectors and methods of their analysis. The general design of study is shown in Fig. 1. The pipeline consists of the preprocessing, a dimensionality reduction, vector concatenation, one more dimensionality reduction, and clusterization.

In the first step, dimensionality of the vectors was reduced down to 50 components with one of non-linear methods of dimensionality reduction: t-SNE or UMAP\([12]\). Then, vectors were concatenated together in several combinations. There are three variants of the vector concatenation: the text descriptions and biological functions, the text descriptions and pathways, the text descriptions with biological functions and pathways. Each combination of vectors was passed through one more dimensionality reduction down to two components with the same method that was used in the previous time. Low dimensional representation of genes were clustered using k-means, HDBSCAN or the agglomerative clustering. The last one were applied with several approaches to the cluster linkage: the single-linkage, average-linkage or Ward’s method\([13]\).

In total, several options for each stage of the pipeline provide experimental design with 180 computational experiments. That includes one of six language model, one of two dimensionality reduction methods, one of three combination of vectors, and one of five clustering methods\((180 = 6 \times 2 \times 3 \times 5\)\). For qualitative interpretation of the results, we employ the Silhouette score\([14]\) that assesses the quality of clusterization. It ranges from -1 to 1, where a high positive value means better clustering. After choosing the best three variants of pipeline according to the highest Silhouette scores. An expert manually changed hyperparameters of methods to reach the most clear and useful clusterization of the gene set, and conducted manual analysis of clusters to choose the pipeline that performs the best. The chosen variant was further tested on datasets for each disease individually.

III. RESULTS

A. Quantitative estimation

The Table \([1]\) contains the results of our computational experiments estimated by the silhouette score. Using this information, we have come to the following conclusions: BlueBERT pretrained on PubMed abstracts and MIMIC-III in combination with acronyms has shown the best score of 0.546 with UMAP as dimensional reduction method, and furthermore, it’s got 0.377 with T-SNE which also is the best score among all the combinations that use it. However, it has got the silhouette score notably worse than most of the other models in combination with GO-terms or GO-terms with acronyms. BlueBERT pretrained on PubMed abstracts, in contrast, has shown better results in these combinations, getting the highest score among the models.

According to the obtained results, the three variant of the pipeline that require more attention are: BlueBERT pretrained on PubMed and MIMIC-III in combination with acronyms (A), BlueBERT pretrained on PubMed with acronyms and GO terms (B), and RoBERTa with GO terms (C). The expert has analyzed clusters created by each variant, and chose the ones that have an obvious biological interpretation.

B. Expert analysis of clusterization

The three pipelines (A,B,C) proposed similar clusters of genes: transcriptional factors\((\text{Fig. 2A}, 4-5; \text{Fig. 2B} \text{clusters 2-3}; \text{Fig. 2C}, 1)\), genes involved in trafficking processes and related cell components\((\text{endoplasmic reticulum, microtubules})\)\,(see \text{Fig. 2A}, 6; \text{Fig. 2B}, 1; \text{Fig. 2C}, 3)\). Both pipelines that use BlueBERT models showed clusters of genes involved in the ubiquitination process\(\text{(see Fig. 2A}, 3; \text{Fig. 2B}, 6)\). Finally, pipelines B and C distinguished genes, that are encoding membrane proteins, or play a part in the maintenance of cell membrane\((\text{see Fig. 2B}, 1; \text{Fig. 2C}, 3)\). The rest of clusters differed from one model to another.

The results of using the A pipeline, showed more easy-explainable clusters. For instance, a group of genes with the description of chemical reactions was found\((\text{see Fig. 2B}, 4)\). Another small distinguished cluster located on the left side\((\text{see Fig. 2B}, 5)\) contains genes that belong to either Rho or Rab small GTases subgroups, which are known to interact with each other. The C pipeline has shown only 3 clusters which could be easily described, that were mentioned earlier, and the other didn’t have many common features.

Also, there is additional expert opinion about the clusterization that was provided by various pipelines. Language models that are pretrained on medical texts show better performance than the models trained on general texts, as they provide more informative clusters. They catch and represent the meaning of gene functions more precisely. Adding GO-terms and acronyms to the clustered vectors helps to improve performance, because obtained clusters show not only functional similarity, but also different types of connections, such as
involvement in similar signaling pathways, belonging to the same cell components, or to different subgroups of one gene family.

C. Case of usage

Aiming to present possible cases of the usage for the proposed approach, we use the pipeline B to list of genes for each disease separately. Clusters with similar common functions were found in every disease: groups of transcription factors (see Fig.2D, 3; Fig.2E, 1; Fig.2F, 3), genes responding to DNA damage (see Fig.2D, 2; Fig.2E, 4; Fig.2F, 1), and genes involved in transporting: ion channels, and aquaporins (see Fig.2D, 4; Fig.2E, 2; Fig.2F, 6). Both HOIL and NEMO diseases plots showed clusters with genes playing a part in immune response (see Fig.2D, 1; Fig.2E, 3).

We managed to define other interesting clusters for each disease. In HOIL1 dataset a group of genes connected to the endoplasmic reticulum was found (see Fig.2D, 5). Its representatives participate in vesicle transporting from the endoplasmic reticulum to Golgi complex, or from the plasmatic membrane to the endoplasmic reticulum. Some presented genes have a role in ERAD pathway, intended to perform clearance of misfolded proteins in the endoplasmic reticulum.

The next NEMO disease was examined. The distinct cluster at the top (see Fig.2D, 2) unites transcriptional factor genes. The second examined cluster (see Fig.2F, 1) had different membrane elements, including a big number of membrane ion channels. Once again, genes responding to DNA damage were found (see Fig.2F, 4). In addition, a cluster (see Fig.2F, 3) contained genes involved in vesicular trafficking, or immune response. This is important as a number of works stated that vesicular trafficking is essential for the secretion of immune regulators, involved in inflammatory reactions.

MYD88 dataset revealed groups of genes which have
chemical reactions in their description (see Fig. 2F, 3). Another group includes Nf-kb activators, regulators of MAP signaling pathway, GTPases (see Fig. 2F, 3). Notable, GTPases are involved in the Nf-kb regulation, which responds to inflammatory cytokines, and MAP signaling pathway plays a vital part during inflammation by producing pro-inflammatory cytokines.

IV. DISCUSSION AND CONCLUSION

After performing manual analysis, the best performing version of the pipeline was obtained. The steps are the following: text descriptions are encoded using BlueBERT pretrained on PubMed, GO-terms and acronyms are encoded in binary vectors (the B pipeline). After that dimensional reduction is performed with UMAP algorithm, all vectors are concatenated together and proceeded to the next dimensional reduction using the same method. The results are separated into clusters using k-means clustering method.

In the end, the proposed approach to the gene set analysis was considered to be useful. It can handle large lists of genes, reducing analysis of several thousand genes to analysis of several clusters.
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