Impact of Similarity Measures in K-means Clustering Method used in Movie Recommender Systems
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Abstract: One of the most challenging tasks in today's era is to deliver personalized information to the user or group of users according to their preferences. The decision making process is used as a tool by the recommender systems to suggest various products and items. The goal of recommender system is to deliver germane information to the user based on their likings. In this research work, we study and compare the effect of similarity measures used in k-means clustering in movie recommender systems. Our proposed method used the sampling, PCA and k-means clustering to recommend movie from the MovieLens dataset. In the whole process, some similarity measures are used in k-means clustering such as Euclidean, Minkowski, Mahalanobis, Cosine similarity and Pearson correlation. The aim of our work is to study the effect of similar measures in movie recommender systems in terms of standard deviation (SD), mean absolute error (MAE), root mean square error (RMSE), t-value, Dunn Matrix, average similarity and computational time using publicly available MovieLens dataset. The results achieved from the experiments indicates that Cosine similarity is best technique in movie recommender system in terms of accuracy, efficiency and processing speed and also able to get MAE of 0.65, which is best between all similarity measures.
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1. Introduction

In the last several years, the use of the internet and its users grows tremendously. The 2nd generation of web i.e. web2.0 is faced great improvements in information and users [16,18]. This web becomes the baseline for information sharing, communication, interoperability, collaboration and user-oriented design [1]. In this generation, main focus shifts from local to global and to distributed systems. Further, many more changes have been found for accessing and creating meaningful information. More and more peoples accessing the information make it very difficult to manage [10,19]. Wikipedia is very good example because so many users access it, modify it and add more contents to it.

The addition of new content increasing per day, make more difficult to find useful data. To overcome this issue, recommender systems are introduced to get the suggestion of the items or data [11,20]. The recommender system becomes very popular now days because it suggests the items according to the likings of the user [15,16]. Recommender system is the information filtering technique used to deal with information overloading by refining important information from the huge information obtained by users and their preferences [2]. Recommender systems can also use to predict whether the given suggestion is according to the user preference or not [12].
A recommender system is used to achieve useful information of the products, information and services to the user by combining preference from the other users, from different authorities and from user attributes [29]. The recommender systems are of two types: collaborative filtering and content-based filtering. The items are selected in collaborative filtering are generally founded on the relation between current users and past users of the product and services. The items are suggested in content-based filtering based on relation between user and its preferences of the product and services [30]. The main difference between both the techniques is that the similarity of preferences between users has been considered in collaborative filtering while in content-based, the similarity of preferences between user and item is considered. Besides these two filtering technique, there is another filtering technique which is the combination of collaborative and content-based filtering.

1.1 Content-based Filtering: Content-based filtering maps the available items with the user’s preferences and items rated in the past to evaluate the best suggestions to the user [31]. This method is different from information retrieval (IR) and information filtering (IF). In information retrieval all the information is retrieved with the help of keywords specify by the user. The information is suggested automatically in the content based filtering. In this technique useful data is stored first either it is taken explicitly or implicitly from the items profile. After analysis of stored data, the system is made suggestion to the user similar to their preferences. Content-based filtering is the subset of the information retrieval [32].

Yih et al. proposed a system which represents items and user’s preferences in the form of vector [33]. Further, these vectors are also used to represent user’s profile and these vectors are processed to get the similarities between items. Arnold et al. introduced a framework which used the information retrieval technique in their content-based filtering called Boolean search indexes [34]. They combine keywords using Boolean operators in their recommendation procedure. Lee et al proposed a framework based on another information retrieval method called probabilistic method. They used the probabilistic method to calculate the probability of the document to check whether it is met with the user’s need or not [35]. Siddiqui et al proposed a system based on natural language processor which can used to retrieve data from natural sentences [36].

Many recommendation systems mostly used content-based filtering to suggest different relevant information to the user. Trivedi et al proposed a system called StubleUpon which was used to suggest user during web browsing. They usually tracked the user likings and browsing history to suggest the appropriate pages to the user [37]. The content-based filtering is also very popular in music recommender systems. Petersen et al. introduced a recommender system to the music world called Last.Fm. It was based on the ratings which are given by the user to the particular music [38]. Liu et al introduced the recommendation of news called google news based on the both collaborative and content-based filtering for the recommendation of the users. They identify user click behaviour to recommend the likings of the articles to the users [39].

1.2 Collaborative-based Filtering: The collaborative-based filtering is based on users with similar likings while content-based filtering is based on likings of similar items. The recommendation for the active users is provided on the basis of similar users and their interests [40]. A group has been formed with the users of same interests. The filtration of information can be done in any source. The relations between user and item are found to be more complex and vast. This feature makes it more powerful as it is able to distinguish between good and bad documents. They are more accurate than other filtering techniques because it takes the benefits of real user rankings instead of machine based rankings [41]. In a music recommendation system, user going to listen classical songs with bad audio quality and user wind up with no more classical songs. The second user also not happy with classical songs but likes few classical songs then this suggestion go to the first user because they both like classical songs. This creates new group and community, which is not possible with the content-based filtering.
The recommender system is useful for both user and service provider [13]. Recommendation systems are also used to decrease the transaction cost for selecting and finding an appropriate item in e-commerce websites [3]. The recommender systems are used to increase the sales of the items to effectively increase the revenue of the organisations [14,17]. In libraries as well the recommender systems predict the user preference more than the catalogue given [4]. Therefore, more efficient, effective and reliable recommendation system concept will give very dependable and accurate predictions for the item [5,6,7,8], which is much needed in the e-commerce applications. The main goals of this work are:

1. To proposed an efficient recommender system using PCA and K-means clustering.
2. Our system is efficient and innovative as it is able to suggest accurate recommendation to the movie using MovieLens dataset.
3. Our proposed work is able to compare different similarity measures used in K-means clustering using standard deviation (SD), mean absolute error (MAE) root mean square error (RMSE), t-value, Dunn Matrix, average similarity and computational time.
4. The cosine similarity has MAE (0.67) in our model which is best among similarity measures.
5. The cosine similarity results are far better than other similarity measure used in our model.

Remaining parts of our paper is organised as: proposed technique will described in section 2, Experiments and results in section 3 and conclusion in section 4.

2. Proposed Methodology

The objective of our work is to study the impact of similarity measures used in K-means clustering in movie recommender system. We use PCA and K-means clustering technique to suggest movie using MovieLens dataset. The freely available dataset used in our proposed method is MovieLens dataset. The data from the MovieLens dataset needs to be pre-processed before using it in machine learning algorithms. Sampling without replacement is used to extract some unwanted data as shown in fig.1. In this method, when item is randomly chosen, it is deleted from population.
PCA is used in already sampled data to reduce dimensionality. PCA is used to produce an ordered list of items that notices the largest variance from mean data in terms of least square errors. Neglecting items having very less contribution to the variance result in dimension reductions.

The k-means clustering is partitioned based technique. The partition of dataset of N into some disjoints subsets Sj so that they are closed as much as possible according to distance measures. Our experiment is typically based on this step where we are going to investigate the impact of similarity measure in k-means clustering in suggesting movies. Each cluster in datasets is divided into clusters Nj with some centroids Cj. Total distance of all data points to centroids should be minimize. The objective of our research is to minimized E from eq. 1 given below.

\[
E = \sum_{j=1}^{k} \sum_{n=1}^{m} d(X_n, C_j)
\]

(1)

Where

\(X_n = \text{n}^{th} \text{ Vector}, C_j = \text{Centroid}, d = \text{distance measure}\)

The interchange of items takes place between clusters until the value of E can’t decreases further.

2.1 Similarity Measures: The most preferred methods used in recommender system is clustering techniques. The clustering techniques are mostly depends on the similarity measures. The details of similarity measures are describe as follows:

**Euclidean distance**: Euclidean distance given by:

\[
d(x,y) = \sqrt{\sum_{k=1}^{n} (x_k - y_k)^2}
\]

(2)

Where \(n\) represents dimensions and \(x_k\), \(y_k\) are \(k^{th}\) items of data objects \(x\) and \(y\), respectively

**Minkowski Distance**: The distance measure is given by:

\[
d(x,y) = \left( \sum_{k=1}^{n} \left| x_k - y_k \right|^r \right)^{\frac{1}{r}}
\]

(3)

Where \(r\) is the degree of the distance

**Mahalanobis distance**: The distance is given by:

\[
d(x,y) = \sqrt{(x - y)\sigma^{-1}(x - y)^{T}}
\]

Where \(\sigma\) is covariance matrix.

**Cosine Similarity**: Cosine similarity factor is used to calculate the cosine between two non-zero vectors makes an angle \(\theta\) is given by

\[
A \cdot B = \|A\| \cdot \|B\| \cdot \cos (\theta)
\]

(4)
cosine similarity between two vectors is given by using dot product and their magnitude is given by:

\[
\text{Similarity} = \cos(\theta) = \frac{\mathbf{A} \cdot \mathbf{B}}{||\mathbf{A}|| \cdot ||\mathbf{B}||}
\] (5)

**Pearson Correlation:** The Pearson correlation is denoted by:

\[
\text{Pearson}(x,y) = \frac{\sum (x,y)}{\sigma_x \sigma_y}
\] (6)

Where \(\sigma\) is standard deviation, \(\sum (x,y)\) is covariance.

### 3. Experiments and Results

We first analyse the MovieLens dataset, which is freely available public dataset. The dataset contains 100000 ratings got from 943 users on 1682 movies on the scale 1 to 5. We proposed a framework which is the combination of PCA and K-means clustering as discussed in section 3. We study the impact of similarity measures in movies recommender systems using MovieLens dataset [9]. We simulate all the experiments in the computer system which has very good configuration of Intel i5 processor, 16 GB RAM and python 3.8.1 environment.

|                  | Euclidean | Minkowski | Mahalanobis | Pearson Correlation | Cosine Similarity |
|------------------|-----------|-----------|-------------|---------------------|------------------|
| SD               | 0.11820   | 0.13324   | 0.12193     | 0.12937             | 0.11353          |
| RMSE             | 1.15983   | 1.17436   | 1.16357     | 1.16947             | 1.14735          |
| MAE              | 0.66      | 0.71      | 0.69        | 0.70                | 0.65             |
| T-value          | 2.67126   | 2.8159    | 2.73854     | 2.79654             | 2.59127          |
| Dunn Index (4 clusters) | 0.35113   | 0.38238   | 0.37453     | 0.36842             | 0.34935          |
| Average Similarity (4 clusters) | 0.95      | 0.93      | 0.96        | 0.94                | 0.98             |
| Computational Time in sec | **61.53** | 78.39     | 105.63      | 94.32               | 83.45            |

To understand the performance of different similarity measures in movie recommender system using MovieLens dataset. We use the metric like standard deviation (SD), mean absolute error (MAE), root mean square error (RMSE), t-value, Dunn Matrix, average similarity and computational time.
In table 1, we compare the results obtained from all similarity measures on the basis of different metrics. The result shows that cosine similarity is among the best distance measures used in k-means clustering technique in movie recommender system using publicly available dataset called MovieLens dataset except in computational time, in which it is better than Pearson and Mahalanobis but slower than Euclidean and Minkowski (see figure 2,3).

In the future, we incorporate some more machine learning concepts like naïve bayes, support vector machine, KNN etc in order to improve the accuracy and processing time and also use it in big data.
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