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ABSTRACT
In building energy simulation (BES), internal loads are typically defined as hourly schedules based on occupant-related ‘activities’ assigned to each building zone. In this paper, a data-centric bottom-up functional data analysis model is used to examine how activities in a building correlate with energy demand for plug loads and lighting. Functional principal component analysis and hierarchical clustering of the principal component scores have been used to explore the links between the data and zone activity. The results show that plug loads show limited links to activity to the extent that the activity determines the variability of the data. The lighting loads show little correlation with zone activity but instead are determined primarily by the building control system. A novel methodology is proposed for the generation of stochastic load data for input into BES. This methodology has been developed into a tool for stochastic load generation which is available online.
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1. Introduction

The behaviour of occupants in buildings and their impact on the internal loads has been the focus of a substantial body of research over the past few years (Yan and Hong 2018). By using the emerging understanding of the drivers of occupant behaviour in simulation, it is hoped that occupant behavioural interventions can be designed which will lead to energy demand reductions.

Building performance simulation tools typically require hourly schedules for occupancy, lighting and plug loads as input for each building zone (Ouf, O’Brien, and Burak Gunay 2018). Accurate specification of internal loads has long been a topic of research, primarily with the aim of reducing the discrepancy between as-designed and observed operational energy demand (van Dronkelaar 2018). It is important to specify the zone internal loads as accurately as possible as they have a direct impact on the sizing of renewable energy systems and HVAC systems (Sheppy, Torcellini, and Gentile-Polese 2014). Monitored data can provide a fundamental basis, but historically internal loads have not been monitored in a way which can be directly used as input into building energy simulation (BES) tools, but instead have been aggregated either spatially or by end-use. The comprehensive study on which the schedules prescribed in the ASHRAE handbook are based (Abushakra et al. 2001) uses data from 32 buildings but for only 8 buildings were the lighting and plug loads monitored separately and these were monitored for the whole building, not at a building zone level.

More recent studies have sought to ascertain whether deterministic or stochastic models are better for use in BES. The study by Mahdavi, Tahmasebi, and Kayalar (2017) highlighted the need for better models of plug loads for building performance simulation and demonstrated that while simple models may be adequate for predictions of aggregate demand, probabilistic methods are better at capturing the time dynamics. For existing buildings, top-down data-driven models have been used successfully to infer realistic synthetic load profiles (O’Brien, Abdelalim, and Burak Gunay 2019; Wang et al. 2016).

At the design stage, it is still common practice to apply default schedules of internal loads as prescribed by a nation’s building standards as they are quick and straightforward to apply (O’Brien et al. 2017). A recent comprehensive review of occupant-related aspects of international building energy codes and standards highlighted the considerable variations across the standards as regards occupancy, lighting and equipment power density values, and illustrated the different schedules used across 15 different countries for an office zone (O’Brien et al. 2020). The paper highlights the outdated nature of the schedules and makes recommendations for multiple occupant scenarios to be simulated to represent the range of possibilities.
In the UK, there are currently two popular approaches for the specification of occupant based internal loads for non-domestic buildings. The first approach is the National Calculation Methodology (NCM) which provides templates for use in compliance calculations (Building Research Establishment 2016). The approach includes an activities database which lists peak energy density and diversity schedule for different types of activity e.g. office, food preparation, in different types of non-domestic building e.g. school, hospital. It is quick and straightforward to use, but it is quite outdated and gives no estimate of the uncertainty in the values. A more recent approach has been set out by the Chartered Institution of Building Services Engineers (2013). This much more detailed audit-based approach is aimed at getting a better estimate of the possible energy demand at the design stage and stresses the need for a range of values to be considered. However, the approach is time-consuming and the uncertainty calculated is a direct consequence of the assumptions made.

At the same time, there is currently a boom in the availability of disaggregated energy demand data fuelled by the increasing proliferation of smart meters in the residential sector (Wang et al. 2019), and the mandatory requirements for sub-metering in the commercial sector incorporated in the Building Regulations for England and Wales in the UK (Clements 2020). This increasing proliferation of energy sub-metering has the potential to revolutionize the way in which occupant-driven demand can be simulated. New tools for incorporating operational energy data directly into dynamic BES are being developed e.g. (Integrated Environmental Solutions 2019). This represents a significant advancement for an operational building and offers a way to incorporate stochastic demand data which can potentially improve simulation of the time dynamics and quantification of its variability (Mahdavi, Tahmasebi, and Kayalar 2017). Given these advancements it is timely to consider how best to leverage metered energy data for use in building simulation.

In particular, we can use the data to challenge whether the traditional ‘activity-based’ approaches such as the NCM are still appropriate, particularly when predicting actual demand. The use of activity as an identifier is an attractively simple approach but there is little foundation to the assumption that all spaces housing similar activities have similar energy demand. Laboratories are a case in point – a laboratory may house very specific high-tech equipment with a high energy demand, or just low-tech and low demand items, yet both are nominal ‘laboratories’. And while traditional working practices might yield similar schedules from one zone to another for certain activities such as offices, flexible working practices can mean that even similarly occupied spaces can generate very different demand profiles.

This paper uses a new data-centric methodology to explore the main hypothesis that occupant-related internal loads are less related to zone nominal activity per se, but more directly related to the nature of the demand quantified through key performance metrics. Furthermore, we suggest that by using data as the basis for a model, a better representation of the demand can be achieved. Using monitored electricity consumption data from four non-domestic buildings, we use a functional data analysis (FDA) approach to uncover an underlying structure to the data in terms of functional principal components (PCs) that are the same across all data samples. Each data sample – in this case a 24 h demand profile – is then characterized by the unique set of PC weightings or ‘scores’ that relate the PCs to the sample and we find that scores for similar demand profiles are similar. This transformation of the data samples into discrete values means we can use statistical techniques for the analysis of model outputs. Here we use hierarchical clustering of the scores to investigate the similarities in demand from different building zones and hence the correlation between zone activity and energy demand. This novel approach provides a deeper understanding of the similarities in demand across spaces in different buildings.

The characterization of the demand by the scores facilitates the generation of sample data by taking a random sample of the scores for use in conjunction with the PCs. This approach has been developed into a new tool for the calculation of sample stochastic energy demand for plug loads and lighting. At the design stage where no monitored data are available, the tool may be used by making use of the clusters of scores identified in the clustering analysis. Where operational monitored data are available there are two options; (a) score distributions may be extracted by projecting the data onto existing PCs, or (b) if the demand profile is substantially different from the plug load data, new PCs may be generated. The tool is available for download and includes these three options (Ward 2020).

In the following section, we present a concise description of the methodology used in this study together with the data and illustrate how sample demand may be generated. In Section 3 we present the results of a hierarchical clustering of the PC scores and discuss the implications of the clustering in relation to the definition of zone activity. Section 4 describes the development of the tool for the generation of sample stochastic data for plug loads and lighting and compares the outputs of the tool against test data.
The discussion centres on the practical applicability of the tool and finally conclusions are drawn as to the way in which the tool may be of most use in BES.

2. Development of the methodology

At the heart of this study lies a desire to interpret increasingly available sub-monitored electricity consumption data to improve our understanding of the way in which demand is influenced by the function of a building space. Not only this, but we wish to create a model which is usable beyond the scope of the data on which the model is based. To this end, the monitored data have been deconstructed in a way which allows us to explore the fundamental variations in features of the data.

Such a deconstruction is possible using a Functional Data Analysis (FDA) approach and in particular Functional Principal Component Analysis (FPCA). Put simply, in FDA it is assumed that data points are representative of an underlying continuous function. The FDA approach used here was originally developed for the analysis of SONAR data (Tucker, Wu, and Srivastava 2013) and its application to plug loads for a single multi-zone building has been described in detail by the authors (Ward et al. 2019). Similar to principal component analysis (PCA) for discrete data, FPCA describes for a set of functions, \( F \), how each individual member of that set, \( \psi(t) \in F \), can be expressed as the sum of a mean, \( \mu(t) \), together with a weighted sum of \( i \) Principal Components, \( v_i(t) \). The general equation can be expressed as:

\[
\psi(t) = \mu(t) + \sum \alpha_i v_i(t)
\]  

(1)

The mean and PCs are the same across all members of \( F \); differences between members of \( F \) arise as a result of different values for the weightings or ‘scores’, \( \alpha_i \).

In this study, hourly metered electricity consumption values are assumed to be representative of an underlying continuous function of time. We consider a data sample to be hourly values of demand over a 24 h period. FPCA of the data samples is used to generate sets of scores for each zone which are used to explore differences between the zones.

The main steps of the analysis are illustrated in Figure 1 and are summarized as follows:

(1) Data are acquired from building sub-meters and the zone area attributable to each sub-meter is calculated based on drawings and building metering strategies.

(2) The data are cleaned and packaged into data samples consisting of 24 hourly values starting at 1am and finishing at midnight, normalized by zone area.

(3) For each zone, the data are normalized again by subtracting the median weekday base load and dividing by the median weekday load range thereby making the data non-dimensional and resulting in a data set for each zone for which the median demand varies between 0 and 1, with a non-zero variance at every hour.

(4) Normalized data samples for each of the zones are compiled into one single training data set that contains all the data for the zones of interest. This forms the input data in Figure 1.

(5) It is useful to separate out the amplitude (magnitude of load) from the phase (timing of load) and describe each data sample in terms of an amplitude function together with a warping function that describes the phase. To do this, all the data samples are aligned to a common mean, \( \mu(t) \). In the alignment process, each data sample is decomposed into an aligned amplitude function and a warping function that maps that aligned amplitude function to the original data. This is the most computationally intensive part of the process, requiring a dynamic programming algorithm to find the minimum distance between the mean and the data samples.

(6) A FPCA is performed on both the aligned amplitude functions and the warping functions separately. The outputs of this stage are functional PCs \( v_i(t) \) for both amplitude and phase – the same across all data samples – together with the unique sets of scores for amplitude and phase for each data sample. The amplitude functions are then expressed in the form of Equation (1). The warping functions are expressed in a similar form, but in this instance the mean function is zero, as the warping function describes the deviation of the data sample from the common mean, \( \mu(t) \).

This approach identifies the underlying structure of the data – in terms of the functional PCs – and yields score sets that can be used in conjunction with the PCs to re-generate each data sample. The outputs are indicated with a dotted infill in Figure 1.

One aim of this study is to generate stochastic sample data for use in BES. These samples should not just be a replication of previous data, but instead should be a projection of possible future demand based on previous demand. Using the model described above, new data samples are created by taking a random sample from the distribution of scores and using them in conjunction with the PCs to generate sample normalized data which are then re-combined with the median load range and base load. This is done on a zone-by-zone basis and requires a probability distribution to be fitted to the sets of scores.
for each zone. When the entire data set is considered, the scores for different PCs are uncorrelated. However, when subsets of the data are examined – for example looking at individual building zones – correlations are observed between the scores for different PCs and these need to be taken into account when fitting a probability distribution. To this end, the steps required for the generation of sample data are as follows (illustrated in Figure 1):

**Figure 1.** Schematic illustration of base methodology.
(1) For each zone, combine the amplitude and phase scores for the data samples into an array and fit a multivariate probability distribution – here a multi-dimensional copula has been used to describe the dependence structure between distributions of scores for different PCs (Nelsen 2007). This approach has been implemented in MATLAB using the MATLAB function *copulafit*. This requires the data to be first transformed to the copula scale by using a kernel estimator of the cumulative distribution function and a Gaussian copula has been specified as this gives less weight to the outlying scores (The Mathworks Inc. 2014).

(2) Take random samples of scores – each sample score set contains scores for each PC – from the fitted distribution.

(3) Combine the randomly sampled score sets generated for each zone with the PCs to generate sample amplitude and warping functions.

(4) Combine the sample amplitude and warping functions to generate sample normalized demand.

The sample normalized demand is then transformed back to the appropriate magnitude using the median weekday base load and load range for each zone.

Application of the approach to example data is described in the following sections.

### 2.1. Data

Four buildings from within the University of Cambridge building stock have been selected, owing to their good spatial distribution of sub-meters for plug loads and lighting with relatively reliable data monitoring. The buildings are all research offices with associated services and additional facilities. For example, building 4 houses a museum in addition to the research office and laboratories (Table 1). Across the four buildings we have access to data for two lecture theatres, two canteen kitchens, museum storage and display space, a server room, five laboratories and numerous spaces that are mixed-use office, circulation and communal space. The terminology used hereafter refers to the building (1–4) and the metered zone, numbered sequentially. Dominant activities have been nominally used to categorize each zone, for example, Zone 4.16 is a mix of common room (49%) and classroom (32%) with the remainder circulation and storage space, and has been nominally identified as communal space. The spaces attributable to the majority of the electricity meters do not correlate to a single activity, but there are a few exceptions, notably the server room and laboratories with specialist equipment.

Hourly electricity consumption data were acquired for each building for a period of around 12–18 months dependent on availability. These data were taken from the building electricity sub-meters for plug loads and lighting which record data hourly. The data were cleaned by removing zero days and days with excessive ‘spikes’ in the data – in general it was the case that excessive values occur after a period of zero values, facilitating discrimination between errors and genuine increased operational demand. The data were normalized by the area nominally covered by each sub-meter to estimate hourly energy density values and were then re-normalized using the median weekday base load and load range as described above.

Across the four buildings, 54 plug-load meters and 45 lighting meters were used as a training data set for the FPCA and development of the model as described below. The remaining 10 plug-load meters and 9 lighting meters were retained as a test data set and used to test the model as described in Section 4.

### 2.2. Functional principal component analysis

Functional PCs have been extracted for plug loads using data for the 54 training zones across all four buildings. Figures 2 and 3 show the first four PCs for plug loads for phase and amplitude respectively. In each of these plots, the mean demand profile is shown as the solid black line. The consequence of adding the PC to the mean function with a positive unit score is shown as the solid red line, and a negative unit score as the dotted red line. The number in brackets at the top of each plot shows the fraction of the variance in the data samples explained by each PC. The first phase PC shown in Figure 2 is a shift in time, with a positive score giving an earlier start and end to the day and a negative score giving the opposite. Similarly, a positive score for PCs X2 and X3 is indicative of a stretching of the day with respect to the mean, while a negative score gives a squashing. For PC X2 the stretch is more significant at the end of the day, whereas for PC X3 the stretch affects both the start and end, and has more of an impact on the timing of the peak. PC X4 is again a shift in time, but with the start and end times kept approximately constant.

### Table 1. Building and metering information.

| Building | Date of construction | Gross floor area (m²) | Primary use | Small power meters | Lighting meters |
|----------|----------------------|-----------------------|-------------|--------------------|-----------------|
| 1        | 2001                 | 10,241                | IT Laboratory, Research Office | 15                | 14              |
| 2        | 2016                 | 2947                  | Research Office | 5                 | 5               |
| 3        | 2009                 | 4506                  | Laboratory | 9                  | 3               |
| 4        | 1970                 | 13,107                | Museum, Laboratory, Research Office | 35                | 32              |
Figure 2. Plug Loads: first 4 Principal Components for phase, X. The impact of adding each PC to the mean function is shown using a +ve (solid red) or -ve (dotted red) score.

Figure 3. Plug Loads: first 4 Principal Components for amplitude, Y. The impact of adding each PC to the mean function is shown using a +ve (solid red) or -ve (dotted red) score.
i.e. the shift in the timing of the peak is greater than the change in the timing of the start and end of the day – it is primarily a sway. In practical terms, these PCs reflect the collective occupant-related load patterns in time. For example, positive scores for PCs X1 and X3 would result in an early start time and a longer working day if other score values are close to zero. The first four phase PCs account for 63% of the variability across all the warping functions.

The first amplitude PC shown in Figure 3 relates directly to the load range. It must be remembered that the data have been normalized with respect to the median base load and load range, so this PC reflects the variation of the load range relative to the mean demand across all zones. PC Y2 affects primarily the base load, with a positive score giving a low base load and a negative score a high base load relative to the mean. PCs Y3 and Y4 affect, respectively, the variation in the base load across the day and the relative variation between morning and afternoon. Again, considering an example, positive scores for PCs Y3 and Y4 with all other scores close to zero would result in distinct peaks in the morning and afternoon with a noticeable reduction at midday. The first four amplitude PCs account for 48% of the variability across the aligned amplitude functions. Higher PCs account for decreasing proportions of the variability and tend to represent more localized effects.

The PCs are the same across all the data, whereas each data sample has a unique set of scores for the phase and amplitude PCs. As explored in detail in a previous paper (Ward et al. 2019), the scores are indicative of zone-specific demand, with each zone having a distinctive score distribution. To understand this, consider Figure 4. The scatter plot shows the scores for the first amplitude PC (Y1) plotted against the scores for the first phase PC (X1) for the weekday plug loads of four zones from different buildings in the training data. The weekday normalized plug loads for each of the four zones are also shown on the right of the figure, with the data shown in black and the mean and 90% confidence limit (CL) for the data indicated in red. Considering first Zone 3.2, the demand is flat with no consistent diurnal variation. The scores (+) are in the lower right quadrant of the scatter plot i.e. positive scores for PC X1 and negative scores for PC Y1. Comparing against Figures 2 and 3, this suggests a shift in the day to an earlier start and a low load range, consistent with the observed demand. Higher PCs contribute to flatten the shape further so that the start time is not a significant feature of the demand.

By comparison, the other three zones all show a significant diurnal variation. Zone 1.8 shows a wide variability in the base load and some days showing a low load range, other days with a significant peak. This variability is reflected in the variability of the scores (shown as ), which show a wide spread in PC Y1 for samples with a negative value for PC X1 indicating a shift to a later start time than the mean, but with a variable load range. Zone 4.6 shows much less variability in PCs X1 and Y1 reflecting the fairly regular demand, whereas the scores for Zone 2.1 ( ) are scattered across the figure reflecting the variability in timing.

Figure 4. Scores for first phase and amplitude PCs, with normalized electricity consumption for each zone.
2.3. Generation of stochastic sample data

The approach described at the beginning of Section 2 has been used to generate sample data as illustrated in Figure 5.

The figure shows sample plug loads generated for four zones from the training dataset compared against the monitored data. These four zones have been chosen to illustrate the approach and comprise one zone from each of the four buildings, with different activities and different demand profiles. For each zone, the monitored data are shown as black dotted lines and the 90% CL of the data is shown as a red shaded area, with the mean demand indicated as a solid red line. The 90% CL of the sample data is indicated as the blue shaded area – this represents 500 samples – with the mean as a solid blue line. Good agreement is seen for all four zones, with the variance of the samples only slightly exceeding the variance of the data. The variance of the sample data at the end of the day tends to be wider than observed in the data – see, for example, Zone 4.6. This can arise when opposing amplitude PCs do not fully cancel at the end of the day, which in turn is dependent on the sampled scores and the extent to which the correlation between scores is identifiable from the training data set.

A measure of how well the generated samples represent the observed data is given by the Kullback-Leibler (K-L) divergence value (Duchi 2014). The K-L divergence is nonnegative and values closer to zero imply better agreement; values are given in Figure 5 for the simulations of each of the four zones. The lowest value of 0.1 is observed for Zone 1.8 for which the mean and variance of the sample data match the monitored data quite closely. Looking across all zones in the training data set, the median K-L divergence is 1.3 and the 90% confidence limit is from 0.2 to 4.6. The higher values tend to be associated with zones that show a small variance in the monitored data at the end of the day, similar to Zone 4.6.

2.4. Data mapping

The previous sections describe the analysis steps required to derive the functional PCs and generate sample data. When new data are obtained it is not necessary to re-run the full analysis again; new data samples may be mapped to the set of existing PCs and scores extracted for each PC. This provides direct comparability against the existing dataset and is much quicker computationally.

Data mapping can also be used to model different loads if they have similar demand profiles. Here this approach has been used for analysis of lighting power demand by projecting the monitored lighting data samples onto the entire set of PCs generated for the plug loads (as illustrated for the first four PCs in Figures 2 and 3). Figure 6 shows the results for generating sample lighting loads using scores derived from this mapped approach for four example zones. For Zones 1.8, 2.1 and 4.6 the...
lighting meter covers the same area as the plug loads meter. For Building 3 however there are fewer lighting sub-meters and the example shown here – Zone 3.10 – is a larger area encompassing Zone 3.3. Compared against the plug loads results (Figure 5) the K-L divergence values are higher, with the highest value observed for Zone 2.1. These higher values are primarily due to the high variance of the generated samples compared against the monitored data, which in turn arises from sampled scores lying in less densely populated regions of the score space. Figure 7 illustrates the scores for the first principal components for phase and amplitude for Zone 2.1. The scores for the data are shown as blue crosses and while the most dense area of the space lies centred around [0, 0.25], there are also a substantial number of data points in the lower right quadrant. The samples drawn from the fitted copula (red dots) mimic this well, but there is a region of scores highlighted in red where the simulation outputs a number of data samples yet in the data there are only a few points. Outliers like these give rise to the wider variance observed in the sample data when compared against monitored data. This can be an issue if unfeasible sample demand profiles are generated but if necessary limits can be imposed and unrealistic demand profiles removed.

3. Clustering

Each building zone has its own distinctive pattern of demand. The sets of scores for each zone show distinct distributions that are related to the demand profiles. Similarities between score sets are therefore indicative of similarity in demand profile. We have used clustering to identify those zones that have the most similar sets of scores and therefore the most similar demand profiles. We then compare the nominal activity associated with each zone to see whether the zones with the most similar demand also have similar nominal activities.

In this study, an agglomerative hierarchical clustering approach has been used. This works by looking first at
pairs of zones to see which zones are closest to each other, then at each subsequent iteration similar clusters merge with the next closest clusters until all the clusters have been sorted. The hierarchical clustering method identifies the zones that are most similar but the optimal number of clusters is fundamentally subjective. If we group zones together we lose the definitive specification of each individual zone, but we gain flexibility in that if we wish to match a new dataset to the most similar existing dataset it is much easier if there are fewer example datasets to choose from. The question is how to group zones given the stochastic and time-varying nature of demand? In order to assess the optimal clustering for our purposes we generate sample data from a range of clustering options and compare the K-L divergences and the KPIs for the monitored and sample data. This allows us to identify the minimum number of clusters that give a sufficient description of the data.

3.1. Plug loads

Using the Wasserstein distance as a measure of the distance between the sets of scores for each zone (Aslansefat 2020), hierarchical clustering for the plug load scores generates the dendrogram illustrated in Figure 8. We have chosen an initial dissimilarity value of 0.5, this gives 12 coloured clusters spanning the entire dataset with predominantly office space at the bottom to the server room in its own cluster at the top. There is a cluster of communal spaces in the middle and the laboratories typically appear towards the top. These results are reasonably consistent with the definition of activities in buildings; zones with similar activity are clustered together in the dendrogram. However, this does not apply across all zones. Zones 4.10 and 3.7 are office spaces yet appear at the top of the figure, clustered with laboratories, and Zone 2.1 is a communal space which again appears towards the top of the dendrogram rather than in the middle.

**Figure 8.** Dendrogram for plug loads and normalized monitored data. The dendrogram shows the hierarchical relationship between zones with zones linked together according to similarity. On the right hand side the normalized monitored data have been plotted by cluster grouped in 12, 7 and 4 clusters.
Figure 8 also shows the 90% CL of the normalized monitored plug loads for each cluster in three columns, corresponding to different numbers of clusters; the first column shows the plug loads for the 12 clusters identified in the dendrogram on the left. There is a progression from quite well-defined demand with a daily schedule and low variance in cluster 12,1 at the bottom, to the flat demand of the server room in cluster 12,12 at the top. In between the demand gradually increases in the load range and the clarity of the diurnal variation reduces as you progress from cluster 12,1 to 12,12. There are a few clusters which do not fit quite so well along this progression, notably cluster 12,4 which has a much wider variance than clusters 12,3 or 12,5. This is due to the small size of the cluster; the demand for Zone 1.6 is very variable and as this cluster only has two members the outlying demand dominates.

We can choose the number of clusters; for example, if we select 7 clusters, clusters 7,1, 7,2 and 7,7 are the same as clusters 12,1, 12,2, and 12,12, but clusters 7,3–7,6 combine clusters 12,3–12,11 as indicated in the figure. Reducing to 4 clusters merges still further, although cluster 4,1 is the same as 12,1. The progression in the variability of the data is more clear for both 7 and 4 clusters – and this suggests a way of defining internal loads that is linked to quantifiable metrics rather than zone activity.

Our proposition is to characterize the differences across zones by the expected variability in the demand, specifically the variation from day to day. For example, an office zone with regular 9am–5pm use would be simulated using scores from the clusters towards the bottom of the dendrogram, whereas a classroom with irregular demand might be simulated using scores from one of the more variable clusters such as 7,5.

To develop the proposed methodology into a usable design tool it is necessary to determine the optimal number of clusters. In this instance, the optimal number is the minimum number that gives sufficient variation for the user to be able to characterize the expected variability of the data, yet gives a good representation of the shape of the data samples and good agreement between the data and key performance indicators (KPIs) of internal loads. So essentially we need a mechanism to choose between 7 or 4 clusters to represent internal loads across building zones. We do so by comparing data samples generated from the clustered scores against the monitored data. Figure 9 shows for three of the zones the comparison between the monitored data and sample data generated using scores from both 7 and 4 clusters. We show the outputs generated using 12 clusters for comparison. The three zones are all taken from cluster 4,2, but are all in different clusters when using 7 or 12 clusters. Shown in the figure are the data, the mean and 90% CL of the data in red, and the mean and 90% CL of the simulations, coloured as per Figure 8. Also given is the K-L divergence value; we expect the K-L divergence value to be higher for clusters.

**Figure 9.** Comparison of demand reconstructed from scores and generated from clusters. The monitored data are shown as black dotted lines with the mean and 90% CL highlighted in red. The model output 90% CL is shown coloured according to the variability selected (Figure 8).
for simulations generated from lower number of clusters, indicating a less good agreement, but the question is whether the increase is acceptable.

Contrary to our expectations the three zones do not all show a pattern of increasing K-L divergence value as the number of clusters decrease: For Zone 1.4, the K-L divergence values increase with 4 clusters. For Zone 4.2 there is no change and the value for Zone 2.5 in fact reduces for 4 clusters. These are just 3 samples from the 54 zones; if we consider all zones, 34 out of the 54 zones either have no change or have lower K-L divergence values with 4 clusters when compared to data samples generated from 7 clusters.

We also need to consider the KPIs, specifically the base load, the peak load, the daily total and the timing of the daily peak. The probability distributions of each of the KPIs have been compared against the monitored data by calculating the Wasserstein distance between the generated sample and monitored data distributions. Figure 10 shows for each of the KPIs the variation in the Wasserstein distance for 7 and 4 clusters (for completeness we include also the outputs for the 12 clusters). Note that the distance is measured in units of the quantity considered, so the higher values for daily total demand compared against base load do not mean the agreement is worse for the daily total. Similar to the K-L divergence values, we expect the Wasserstein distance to increase as the number of clusters drops, signifying a less good agreement. However, it is clear from the figure that not all zones show this increase and for many zones the Wasserstein distance shows little variation or is even lower for 4 clusters than for 7. If we take out the zones for which there is no change from 7 to 4 clusters, we find that for the base load 24 out of the 41 zones exhibit a reduced Wasserstein distance for samples generated from 4 clusters compared against 7 clusters. For peak load and daily total the number is 22 for both. However, for the timing of the peak only 11 show an improvement for the reduced number of clusters, suggesting a higher number of clusters would give a better range in terms of the timing of the peak demand. The increases are typically small with the exception of cluster 7.2, shown in blue, for which the Wasserstein distance increases from values around 0.5 to values of over 2 with 4 clusters. In terms of the timing of the peak this translates to a change from a mean time of 3pm for cluster 7.2 to 1.45pm for cluster 4.2.

Taking the K-L divergence results and the KPIs into account, these results suggest that there is insufficient evidence to justify using a more complex model based on 7 clusters when compared against a simpler model based on 4 clusters. Although the timing of the peak could warrant an increased number of clusters, the difference is quite small and the potential benefit is outweighed by the preferred simplicity of the 4-cluster model. In addition, it is possible to adjust the timing of the peak as explained later in Section 4.1.3. For this reason, the tool for sample load generation of plug loads described in Section 4 is based on 4 clusters.

3.2. Lighting

We have performed the same analysis for the lighting loads. Figure 11 shows on the left-hand side the clusters arising from a hierarchical clustering of the scores. A total of 10 clusters are identified, and while there are some...
Figure 11. Dendrogram for lighting and normalized monitored data. The dendrogram shows the hierarchical relationship between zones with zones linked together according to similarity. On the right-hand side the normalized monitored data have been plotted by cluster grouped in 10, 5 and 3 clusters.

Similarities between this and the plug load clustering, what stands out is that the zones within a building typically cluster together. For example, with the exception of the communal space, Zone 2.1, all of the zones from building 2 are clustered together in cluster 1, cluster 2 contains half of the zones from building 1 and both zones from building 3 are in cluster 3. The remaining clusters are almost exclusively zones from building 4. There appears to be less connection with activity than observed for the plug loads, with the exception of the classrooms and lecture theatre which do appear linked. As there are fewer lighting sub-meters covering larger areas with more diverse use, it is more difficult to draw conclusions concerning activity. The link with the building is not a surprise. The different buildings have different operation strategies; while for building 1 the cellular office design means that a large proportion of the office lighting was manually operated at the time the data were collected, by comparison in building 4 the majority of the lighting is either centrally controlled or operated according to occupant sensors. The office areas of building 2 are operated manually, whereas the occupancy sensors are deployed in the corridors. Similarly, the orientation and facade design of a building will have a much more significant impact on lighting loads than plug loads, as increased levels of natural light reduce the need for artificial lighting during the day.

On the right-hand side of Figure 11, the monitored data from each of the clusters are plotted. The progression in the variability of the data from the bottom cluster to the top is less obvious than observed for the plug loads, and there are clear exceptions – cluster 10,7 shows quite a well-defined diurnal variation when compared against the clusters on either side.

As for the plug loads we have checked whether 5 or 3 clusters will give a sufficiently good representation of the data for the purposes of generating sample scores. Looking first at the K-L divergence between the monitored
data and sample data generated from the clusters we find that the K-L divergence is smaller for the 3-cluster model than the 5-cluster model for only 3 zones in clusters 3,1 and 3,3 (clusters 5,3 and 3,2 are the same). Equally, looking at the KPIs there is overwhelming evidence that 5 clusters give better results than 3 clusters; for the base load, 16 out of 25 clusters show a smaller Wasserstein distance for 5 clusters compared against 3, and for the peak load, peak timing and daily total the numbers are 14, 15 and 20, respectively. As a result, 5 clusters have been used in the development of the lighting load sample generation tool described below.

4. A tool for generation of sample data

The data-centric methodology described in Section 2 may be applied in different ways depending on the context and availability of data. There are three approaches which may be used:

1. Full analysis as described in Section 2, generating PCs and scores specific to the dataset studied.
2. Mapped analysis as described in Section 2.4 – the data are projected onto an existing set of PCs and the mapped scores are used as a basis for the generation of sample data.
3. Design approach – if no data are available stochastic sample data may be generated using score sets derived from existing similar datasets.

Where data are plentiful and the form of the demand is significantly different from previously analysed demand profiles, option (1) is the best approach. This is computationally intensive, particularly in the alignment of the data to a common mean for which the run-time is dependent on the size of the dataset. However, it is the only approach that generates PCs that describe the structure of the data if existing PCs are not adequate.

For data that exhibit a similar form to the plug loads data used here, a better approach is option (2) as it is efficient computationally and yields scores that can be directly compared against the existing dataset if necessary.

Options (1) and (2) are used when data are available. However, the methodology may be used even without operational data i.e. in design (option (3)), if there is some way to quantify where in the score space it is expected that the internal loads for the building zone under consideration will lie. This is not trivial and the best approach is to use demand from similar zones in existing buildings to define the scores. As we have shown in Section 3, similarity is dependent on different quantities for different internal loads – the variability of the data for plug loads and the control scenario for lighting. Here, the clustering of zones described in the previous section has been taken as an indication of similarity and has been used in the development of the design tool. The aim has been to create a simple method for the generation of annual stochastic internal loads for input into a BES. The tool is written in MATLAB and can be downloaded from github (Ward 2020). The repository includes a simple example application as well as MATLAB code for the three options described above i.e. full analysis, mapped analysis for retrofit and design.

The details of how to use the code are given in the Appendix. Application of the tools for plug loads and lighting in the design context is described below. The mapped analysis is also tested to simulate a retrofit study and an example illustrates how the results are improved if monitored data are available.

4.1. Design tool

At the design stage, the tool may be used by specifying the expected average base load and load range together with an estimate of the expected variability of the data. This variability index is based on the results of the clustering described above. For plug loads, it is on a scale of 1–4 where 1 is the least variable and 4 the most. For lighting, the scale is 1–5 but is more directly related to the operational control strategy. In the following sections, application of the models to test zones is described.

4.1.1. Plug loads

Using a mean base load of 3 Wh/m²/h and a mean load range of 8 Wh/m²/h, the tool generates the plug load data illustrated in Figure 12 for the year 2019 i.e. a non-leap year. The figure shows how these results change if a different assumption of variability is made – from 1 at the top to 4 at the bottom. The progression from a relatively well-defined diurnal variation to a near-constant demand is clear.

The model has been applied to 10 test zones reserved from the original data set and not used in the model development. These are detailed in Table 2. The first step in running the model is to define the base load and load range for the zone of interest. In this instance we have the benefit of monitored data, but if we did not have the data we could estimate the quantities based on the NCM (Building Research Establishment 2016) or TM54 (Chartered Institution of Building Services Engineers 2013), or could use monitored data from other similar building zones. The table shows the mean demand from zones with similar activity from the training data set and the values recommended in the NCM. It is clear from the table that the NCM base load is lower than both the observed
value for the test zones and the mean observed value from all similar activity zones within the training data set. The NCM recommended load range is significantly higher for the office zones and the classroom but lower than observed for the lecture theatre. The laboratories in the test data set have significantly lower demand than the mean observed demand in the training data set, and a higher base load and lower load range than the NCM would suggest. This highlights a problem with existing activity-based methodologies – designating a space by activity gives insufficient information to characterize its demand.

The third column in Table 2 gives the variability assumed for use in the generation of sample data. The results are shown for weekday data in Figure 13. In each plot, the monitored data are shown as black dotted lines and the 90% confidence limits of the data are shown as a red shaded area with the mean as a solid red line. The mean and 90% confidence limits of the model results are shown coloured according to the colours used in Figure 8 corresponding to the variability selected. The K-L divergence is also given above the plots for each of the test zones. The variability has been specified by considering the activity of the zone and the location in the clusters of similar activity spaces. Some prior knowledge has been utilized, for example, Zone 4.5 has been assumed to be similar to the zones in cluster 4.1 as it is a similar space from the same building. Equally, the variability for two laboratories has been assumed to be different owing to the nature of the activities that occur in each zone. The K-L divergence values indicate a good agreement for the majority of zones, the exception being Zone 4.24, for which a high K-L divergence of 8.5 is calculated, owing to the variability of the simulated base load being much higher than observed. As discussed further below in Section 4.1.3, it is possible to modify the sample data by factoring the scores according to design conditions.

A comparison of the KPIs is shown in Figure 14 and detailed in Table 3. Considering the base load and peak hourly demand, for the majority of zones the median values are in good agreement between the data and the model output. This is to be expected as we have used the monitored values as detailed in Table 2. For several of the zones, e.g. zones 4.5 and 4.24, a greater degree of variability is predicted by the model than observed in the data, reinforcing the observations from Figure 13. The timing of the peak is a function of the level of variability selected for each zone, but the median timing predicted by the model is in good agreement with the data for the first 7 zones considered. Zone 4.23 has the greatest difference between the median peak time in the data and predicted by the model despite having one of the smallest K-L values. This is primarily due to the relatively flat nature of the demand which makes predicting the timing of the peak particularly difficult – and less important. The daily total demand shows a good agreement between the model and the data across the majority of the zones, the exception being Zone 4.24 as a direct consequence of the high predicted base load.

Table 2. Test zone information: base load and load range from the test data compared against the mean values for zones with similar activity in the training dataset and the NCM activity database values (Building Research Establishment (2016)). Also given is the assumed variability used for generation of sample data.

| Zone | Activity   | Variability | Monitored Base Load | Monitored Base Load Range | Mean activity Base Load | Mean activity Base Load Range | NCM Base Load | NCM Base Load Range |
|------|------------|-------------|---------------------|---------------------------|------------------------|-----------------------------|---------------|-------------------|
| 1.1  | Office     | 2           | 3.5                 | 3.3                       | 2.8                    | 3.6                         | 0.6           | 11.3              |
| 2.4  | Office     | 2           | 4.2                 | 3.7                       | 2.8                    | 3.6                         | 0.6           | 11.3              |
| 4.5  | Office     | 1           | 2.3                 | 4.9                       | 2.8                    | 3.6                         | 0.6           | 11.3              |
| 3.5  | Office     | 2           | 3.5                 | 3.6                       | 2.8                    | 3.6                         | 0.6           | 11.3              |
| 1.7  | Classroom  | 3           | 1.8                 | 1.0                       | 1.3                    | 1.7                         | 0.1           | 4.5               |
| 4.8  | Circulation| 2           | 2.5                 | 3.5                       | 1.4                    | 2.3                         | 0.1           | 1.7               |
| 3.2  | Laboratory | 3           | 3.7                 | 3.6                       | 17.6                   | 8.7                         | 0.1           | 8.2               |
| 4.23 | Laboratory | 4           | 10.4                | 1.6                       | 17.6                   | 8.7                         | 0.1           | 8.2               |
| 4.17 | Lecture Theatre | 2       | 1.5                 | 4.3                       | 2.5                    | 1.9                         | 0.1           | 1.7               |
| 4.24 | Food Preparation | 2     | 9.1                 | 81.7                      | 15.6                   | 60.0                        | 0.1           | 32.0              |
4.1.2. Lighting loads

The tool for the calculation of stochastic sample lighting loads has a choice of 5 levels of variability. Using a mean base load of 3 Wh/m²/h and a mean load range of 8 Wh/m²/h, the tool generates lighting demand profiles as shown in Figure 15 for each of the 5 options, with a variability of 1 at the top to 5 at the bottom. When compared against the plug loads, the progression is less clear-cut. This is a result of the monitored zones typically having mixed lighting control strategies – for example, the zones in cluster 5,1 have manual switched lighting in office areas and occupancy sensors in corridors – so using a variability of 1 corresponds to this type of mix. A variability of 2 gives a more well-defined diurnal variation – this corresponds to a cluster in which the lighting in the zones is almost exclusively manually operated. The output for variability 3 and 4 are quite similar, with a slightly flatter mean profile and increased variance for variability 4 compared...
Table 3. Plug load model outputs for 10 test zones calculated using known base load and load range and assumed variability as given in Table 2, numerical comparison of KPIs.

| Zone | Hourly base load (Wh/m²) | Peak hourly demand (Wh/m²) | Peak time (Hour) | Daily total (Wh/m²) |
|------|--------------------------|-----------------------------|------------------|--------------------|
|      | Median IQR | Median IQR | Median IQR | Median IQR | Median IQR |
| 1.1  | 3.5       | 0.8        | 6.8         | 1.9         | 15        | 108 | 27 |
| 1.1  | 3.4       | 0.9        | 6.6         | 2.3         | 14        | 113 | 35 |
| 2.4  | 4.2       | 0.7        | 7.9         | 1.8         | 15        | 132 | 24 |
| 2.4  | 4.0       | 1.0        | 7.6         | 2.6         | 14        | 133 | 35 |
| 4.5  | 2.3       | 0.3        | 7.2         | 1.6         | 13        | 95  | 13 |
| 4.5  | 2.1       | 1.3        | 6.6         | 2.4         | 13        | 98  | 39 |
| 3.5  | 3.5       | 0.9        | 7.1         | 2.1         | 14        | 117 | 32 |
| 3.5  | 3.3       | 1.1        | 7.0         | 2.7         | 14        | 116 | 35 |
| 1.7  | 1.8       | 1.2        | 2.8         | 1.1         | 14        | 51  | 30 |
| 1.7  | 1.7       | 1.6        | 2.8         | 0.9         | 14        | 53  | 14 |
| 4.8  | 2.5       | 0.3        | 6.0         | 1.1         | 14        | 30  | 10 |
| 4.8  | 2.3       | 0.9        | 5.8         | 2.2         | 14        | 90  | 31 |
| 3.2  | 3.7       | 1.2        | 7.3         | 6.9         | 13        | 116 | 58 |
| 3.2  | 3.6       | 2.9        | 7.7         | 3.5         | 11        | 128 | 76 |
| 4.23 | 10.4      | 2.3        | 12.0        | 2.9         | 15        | 276 | 60 |
| 4.23 | 10.2      | 1.2        | 12.0        | 1.7         | 11        | 265 | 41 |
| 4.17 | 1.5       | 1.2        | 5.8         | 4.4         | 12        | 66  | 35 |
| 4.17 | 1.4       | 1.1        | 5.4         | 2.7         | 14        | 71  | 35 |
| 4.24 | 9.1       | 0.0        | 90.8        | 27.2        | 10        | 872 | 309|
| 4.24 | 16.3      | 19.4       | 92.9        | 62.9        | 14        | 1157| 863|

against 3. Looking at the zones in cluster 5,4 these are predominantly classrooms, a lecture theatre and storage – hence with intermittent occupation. By comparison, cluster 3,5 is comprised primarily of office space, so although the lighting may be controlled using occupant sensors there is a higher likelihood of occupancy during the working day. Using a variability of 5 gives a lighting profile that is only slightly different at the weekend than during the week this corresponds to spaces that are occupied intermittently 7 days a week. Given these results, we suggest the choice of variability should be as follows:

1. Predominantly manual operation with some areas controlled by the occupancy sensor
2. Manual operation
3. Occupancy sensor – high occupancy
4. Occupancy sensor – low occupancy
5. Occupancy sensor, occupancy 7 days a week

Using this approach we have used the tool to generate sample demand for 9 test zones as detailed in Table 4. The table gives the monitored mean base load and load range for each of the zones, together with the mean values from zones with similar activity in the training data set and the values suggested in the NCM. The first point to note is that the NCM suggests a base load of zero for all activity types. Looking at the monitored data this is clearly unrealistic, although desirable. Looking at the monitored load ranges, there is no identifiable consistency in the data across activity types, and some considerable differences between the test zones and the training data, for example, the test Lecture theatre has almost double the load range of the Lecture theatre in the training data.

The weekday sample data generated for the 9 test zones using the tool are presented in Figure 16 with the corresponding KPIs in Figure 17. As for the plug loads the monitored weekday data are shown in black with a red solid line indicating the mean demand and the red
Figure 16. Lighting: model outputs for 9 test zones calculated using known mean base load and load range and assumed variability as given in Table 4. The monitored data are shown as black dotted lines with the mean and 90% CL highlighted in red. The model output 90% CL is shown coloured according to the variability selected (Figure 11).

Figure 17. Lighting: comparison of KPIs for model outputs for 9 test zones calculated using known mean base load and load range and assumed variability as given in Table 4.

shaded area covering the 90% confidence limit of the data. The model outputs are coloured according to the variability selected corresponding to the cluster colours shown in Figure 11. As a general point the mean demand generated by the tool is typically in good agreement with the data. There are a couple of exceptions, however, notably Zone 4.39 as reflected in the K-L divergence value of 6.6. The lighting demand for Zone 4.39 is unlike any other profile in the training data set, hence it is unsurprising that the generated samples are different from the observed data. This is also reflected in the KPIs in Figure 17 and Table 5 which show a less good agreement between the monitored data and the simulation for this zone.

Another observation from Figure 16 is that for the majority of the zones, with the exception of Zone 4.38, the variance of the samples is much greater than the variance of the monitored data, particularly in the middle of the day. This is because lighting loads tend to be well defined, particularly if manually switched or operated using occupancy sensors with high occupancy, whereas outliers in the sampled scores can give rise to a higher variance in the simulation results. This increase in variance in peak demand can also be seen in Figure 17. The variance in
Table 5. Lighting: numerical comparison of KPIs for model outputs for 9 test zones calculated using known mean base load and load range and assumed variability as given in Table 4.

| Zone | Hourly base load (Wh/m²) | Peak hourly demand (Wh/m²) | Peak time (Hour) | Daily total (Wh/m²) |
|------|---------------------------|----------------------------|------------------|---------------------|
|      | Median | IQR | Median | IQR | Median | IQR | Median | IQR |
| 1.1  | Data   | 1.2 | 0.0   | 10.7 | 1.9 | 17  | 2    | 119 | 17 |
|      | Model  | 1.4 | 3.3   | 10.2 | 3.3 | 16  | 2    | 117 | 39 |
| 2.4  | Data   | 0.3 | 0.0   | 4.3  | 0.4 | 15  | 4    | 57  | 8.2 |
|      | Model  | 0.6 | 1.3   | 4.0  | 1.3 | 14  | 4    | 55  | 20 |
| 3.11 | Data   | 2.7 | 0.7   | 8.8  | 1.3 | 14  | 3    | 134 | 18 |
|      | Model  | 2.7 | 3.5   | 7.9  | 3.5 | 13  | 5    | 128 | 55 |
| 4.5  | Data   | 1.1 | 0.3   | 13.5 | 1.3 | 14  | 3    | 134 | 18 |
|      | Model  | 2.5 | 7.4   | 13.8 | 7.4 | 13  | 5    | 200 | 131 |
| 1.7  | Data   | 1.7 | 0.1   | 6.4  | 3.3 | 18  | 4    | 74  | 29 |
|      | Model  | 1.6 | 2.8   | 5.2  | 2.8 | 13  | 5    | 73  | 39 |
| 4.8  | Data   | 0.7 | 1.0   | 7.0  | 1.0 | 17  | 6    | 109 | 13 |
|      | Model  | 1.1 | 3.9   | 6.0  | 3.9 | 13  | 5    | 74  | 52 |
| 4.17 | Data   | 0.3 | 0.1   | 11.4 | 5.7 | 13  | 7    | 74  | 82 |
|      | Model  | 0.9 | 4.3   | 11.2 | 4.3 | 16  | 3    | 121 | 45 |
| 4.38 | Data   | 0.4 | 0.4   | 4.5  | 3.0 | 13  | 4    | 45  | 30 |
|      | Model  | 0.9 | 2.4   | 4.2  | 2.4 | 13  | 4    | 63  | 32 |
| 4.39 | Data   | 0.4 | 1.7   | 10.1 | 5.7 | 13  | 7    | 133 | 59 |
|      | Model  | 4.6 | 5.8   | 12.5 | 5.8 | 13  | 8    | 213 | 119 |

base load and daily total demand is also typically greater than observed in the data.

4.1.3. Options

Given that the PCs reflect features of the data, it is possible to manipulate the scores in order to enhance or modify specific features, such as the timing of the peak demand. For example, the lighting in Zone 1.7. Figures 16 and 17 show that the sample data generated assuming a variability of 4 do not predict the timing of the peak demand late in the day as observed in the data, but instead predict it to be typically around noon. Looking at the PCs in Figures 2 and 3 it seems that if we want a peak late in the day we need the score for PC X1 to be negative. If we map the data for Zone 1.7 to the PCs, we find that the mean score for PC X1 is $-0.88$, compared against the mean score for the samples generated by the model for cluster 4 of $-0.17$. In other words, one could adjust the scores for the model to give a better representation of the scenario. We can also adjust the sharpness of the peak by modifying the score for PC X3, and adjust the load range through PC Y1. Figure 18 shows the impact of making the scores for both PC X1 and PC X3 more negative and increasing the score for PC Y1 by 0.5. The model now gives a much better representation of the data and the K-L divergence is reduced from 2.9 to 1.5.

It is also possible to impose limits on the data samples. This is useful when the model is generating values that are not plausible, such as peaks in lighting demand that exceed the installed capacity. Figure 19 shows the impact of both adjusting the scores and imposing an upper limit of $8.5 \text{ Wh/m}^2/\text{h}$ and a lower limit of $5.0 \text{ Wh/m}^2/\text{h}$ from 10:00 to 18:00 h. The adjusted model gives a much better representation of the data and again the K-L divergence reduces from 5.5 to 1.2.

4.2. Retrofit tool

If monitored data are available it is much better to use the monitored data rather than rely on an estimated variability. To illustrate this, the retrofit procedure has been applied to the lighting demand in Zone 1.7. The monitored data have been mapped to the PCs and the mapped scores are used as a basis for the generation of sample scores.
The results are shown in Figure 20. A much better agreement is observed between the model output and the data with the K-L divergence reducing to 1.1 from 2.9 and better agreement is seen across the KPIs. This clearly indicates the improvement achievable if monitored data are available.

5. Discussion

The preceding sections describe the development and application of a tool for estimation of sample stochastic plug loads and lighting for input into a BES. The tool gives stochastic sample data which are a good representation of reality as judged by a comparison of the predicted demand profiles and the KPIs such as the base load, peak load, daily total and the timing of the peak.

The study has highlighted a number of practical issues that are worth considering in more depth. The first is normalization of the data. For this study, the nominal floor areas per meter have been used in order to be consistent with the input potentially required for BES. Normalization of energy demand by floor area, whilst standard, is not always robust and must be applied with caution. For example, the electrical load of a server room depends on how the servers are stacked and can vary significantly even for similar floor areas. Equally, the use of floor area for an office canteen can yield very different normalized energy demand dependent on whether the kitchen is considered on its own or the eating areas are included.

Normalization of the data by area also depends upon there being a clear metering strategy which is interpretable in terms of the areas served by each sub-meter. Historically, metering has been sparse with sometimes only a single meter per building. The advent of sub-meters has made data-centric modelling feasible as exemplified here and we are fortunate to have data from a number of sub-metered buildings available for analysis, particularly as we have been able to link activities to building zones as it is more common to see sub-metering over spaces which are mixed-use. Pre-processing of the data is still a lengthy process, however, particularly if there is a need to identify the building zones that correspond to each meter. Metering strategies are not always kept up to date post-installation; hopefully with the advent of Building Information Modelling and digital twin technology, the future use of data will become more central to the focus of design teams going forwards. If this becomes the case, the nature and design of sub-metering will become a critical component of the design and care should be taken to ensure that the desired data are able to be extracted in a straightforward manner.

We have chosen to normalize the data a second time by subtracting the median weekday base load and dividing by the median weekday load range, resulting in a data set that comprises just the schedules. The reasons for this are two-fold; first, from a methodological viewpoint, it is beneficial to ensure all the data lie on a similar scale as the differences between schedules are easier to interpret when not masked by differences in magnitude. Thus normalization of the data in this way facilitates more straightforward applicability beyond the building zones.
on which the model is trained. Second, from an application viewpoint, it is more straightforward to estimate base load and load range at the design stage of a building than it is to characterize the load schedule. This is particularly the case for lighting which may be well defined during the design process. For plug loads, the process may be more involved as described in the TM54 methodology (Chartered Institution of Building Services Engineers 2013).

The dependency of the outputs on assumed mean base load and load range means that accurate estimates of these values are extremely important. These parameters have a significant impact on the KPIs, not only on the base load and peak load but also on the daily total. Tables 2 and 4 show the values currently included in the NCM in addition to the mean values taken across zones with similar activity types across the training data set. Considering the plug loads, for all test zones and activities the base loads are higher than included in the NCM. The same is true for lighting for which the NCM gives a zero base load. While it should be stressed that the NCM is intended to be used for compliance calculations and not design, it is important to appreciate that the loads specified in the NCM are unrealistic, particularly base loads; care should be taken to define base loads as realistically as possible. The choice of variability will affect these KPIs less, but will have a greater effect on the K-L divergence between the simulation and the real data and on the timing of the peak.

The purpose of identifying which building zones are attributed to each sub-meter has been driven in this study by the desire to understand to what extent the activity in each zone determines the internal loads. The clustering of the scores for plug loads presented in Figure 8 suggested there are some links with activity but only to the extent that the activity determines the likely variability of the data. This explains why some activities are more easily characterized in terms of their demand than others; for example, two open-plan offices are quite likely to have similar demand profiles if the occupants conform to traditional ways of working i.e. a 9–5 day. By comparison, two laboratories can be completely different, dependent on the nature of the work. As a result, the tool developed makes no reference to activity, but instead the schedules are determined by the expected variability of the demand.

The lighting demand is even less linked to the zone activity. Instead, the system control strategy is more significant — this may be manual, centrally controlled on timers or centrally controlled via sensors e.g. for occupancy or daylight. The tool for the generation of lighting demand schedules is based upon clusters which arise as a result of similarity in control strategy; we typically found that zones from the same building clustered together. So it seems clear that the use of activity as a determining factor for lighting loads is unjustified.

The tool generates stochastic demand profiles and can be used as a design tool even if we have no additional information relating to the expected demand for a building zone. However, there may be situations where we have additional information; this is particularly the case for lighting where we may know the maximum installed power demand, but even for plug loads there may be cases when we know in detail the plug loads for a zone — for example, a server room, or a laboratory — or a classroom where we may know the expected timetable. In this instance, the tool output can be adjusted by manipulation of the scores and by imposing limits on the calculated profiles. In Section 4.1.3 we highlighted the potential for improvement of the comparison between the tool and the data by performing these manipulations. Although this is one of the benefits of this approach, care must be taken not to be too prescriptive at an early design stage as it is better to encompass a higher degree of uncertainty to be refined as the design progresses.

If monitored data are available, it is straightforward to map the data to the PCs and to use the mapped scores as a foundation for the generation of sample data. This process may be used for example in a retrofit study as described in Section 4.2; in that instance using existing data gives considerably more accurate simulated demand than using the design tool.

The ability of the PCs derived from one data set to represent a different data set is dependent to some extent on the similarity in the form of the data. In this study, the lighting and plug loads are sufficiently similar in form that mapping the lighting data to the PCs derived from the plug loads does not worsen the comparison between generated samples and the monitored data. The form of the data arises as a result of the collective occupant behaviour; where there are fewer occupants or individual dominant appliances it is likely that the data would present as far more stochastic. In this case and particularly if the variability is on a timescale which is less than hourly, the PCs derived here may not adequately represent that variability.

Stochastic demand profiles are such that each day is different from the previous one, and each time the tool is run a different set of results is achieved. This lends itself to the exploration of the impact of uncertainty in the internal loads on the energy demand of the building as a whole. For building energy code purposes, a more consistent approach is required, and repeatability and comparability across simulations are essential requirements. Another stochastic input into BES – weather data
– is defined somewhat differently from the static activity-based internal loads; typical annual data are provided together with future scenarios for analysis of long-term or extreme performance (Chartered Institution of Building Services Engineers (2014)). These data are based on many years of historic data that have been used to generate typical weather files and as a basis for the prediction of future weather scenarios. It would seem desirable to be able to follow a similar approach for uncertain internal loads. However, generation of ‘typical’ internal loads is not as straightforward as producing typical weather data owing to the difference in variability of demand across the many different building and zone types and the lack of sufficient data at present. With more data taken from across a wide range of building zones this methodology could be used to develop stochastic internal load profiles that could be deemed to be sufficiently ‘typical’ for incorporation into building energy codes and design standards.

6. Conclusions

In this study, we have presented a data-centric methodology for the calculation of stochastic plug loads and lighting loads for input into a BES, and have investigated the extent to which the loads should be defined according to the expected zone activity. We have also developed and tested a tool for the generation of stochastic sample data.

FDA and in particular FPCA have been used to extract a structure for plug loads and lighting daily demand data. With this structure, each day of data reduces to a unique set of scores that define the contribution of each PC for each data sample. Hierarchical clustering of the sets of scores for each zone has been used to explore how loads are related to ‘activity’ as defined in the UK NCM activities database. Different clusters were derived for plug loads and lighting; the plug load clusters show some links to activity, but only to the extent that the activity determines the variability of the data. The lighting loads are more closely linked to the control strategy of the building, and there is little or no link to the zone activity. It seems appropriate, therefore, for plug load and lighting demand schedules to be developed separately, with plug loads specified according to the degree of variability expected in the data and lighting schedules according to the control strategy.

The FDA model has been shown to generate sample demand in good agreement with the individual zone demand in each cluster. There will always be outlying demand profiles; a useful feature of this model is that as new data becomes available, it can be mapped to the existing set of PCs and thus add to the database of scores. It can thus provide a mechanism to incrementally update our knowledge of internal loads and extend the analysis to other types of non-domestic building and activity.

A tool has been developed for the generation of stochastic loads for plug loads and lighting, based on analysis of four buildings from a university building stock. The formulation of the tool in terms of the variability of the data rather than activity per se means that there is scope for its application to other building types. However, it will be beneficial in future studies to draw on a wider data set to explore the applicability of the tool to other zone and building types, particularly for activity types for which we have few examples.

The accuracy of the method in terms of how well it represents reality requires good estimates for average base load and load range which can be taken from relevant monitored data where available. At the design stage, if all that is known is the zone demarcation and the space use type then those estimates must be based on assumptions concerning the equipment density and lighting loads carried out using an approach such as given in Chartered Institution of Building Services Engineers (2013). Estimation of average parameters is more simple and requires fewer assumptions than generating schedules and quantifying the uncertainty in the demand. That said, the robustness of the approach at the design stage needs to be fully explored and this will be attempted in future research.

The facility to generate annual hourly stochastic sample data provides an initial step towards the potential future specification of typical stochastic internal load profiles in much the same way as typical weather profiles are prescribed today.
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Appendix A. Application of model for generation of stochastic annual internal loads
The methodology described in Section 3 has been developed into a tool for generation of stochastic annual internal loads, specifically plug loads and lighting. The tool is written in MATLAB and can be downloaded from github (Ward 2020). In this appendix we give instructions for running the MATLAB files together with schematic diagrams that illustrate the process.

A.1. Design tool
The input required for the tool is the expected average base load and load range together with an assessment of the expected variability of the data, on a scale of 1–4 for the plug loads and 1–5 for the lighting. Within the code, sample scores are drawn from the probability distribution of scores for each cluster and are used in conjunction with the PC’s to generate data samples. Each data sample is a 24 hr profile of demand and these are stitched together to form the annual sample. Weekend scores are sampled separately, using the same clusters as for weekdays; investigation of the impact of using the same clusters for weekdays and weekends confirmed that this approach was suitable. Each public holiday was also included and assumed to have the same profile as a weekend day.

The procedure for using the tool for plug loads or lighting is the same and is straightforward:

1. Define the base load and load range for the zone of interest,
2. Define the expected variability of the data,
3. Specify the year – for now 2019 and 2020 (leap year) are available with UK public holidays assumed to be non-working days,
There is no need to repeat the content of the figure A1. The procedure for generating sample plug loads is as follows:

1. Run the MATLAB code FDASimulationP.m for plug loads or FDASimulationL.m for lighting.
2. Assess the generated data for suitability and if necessary make adjustments, for example modify the timing of the peak demand to reflect expectations, or remove unrealistic values.

The approach is illustrated schematically in Figure A1.

**A.2. Retrofit tool**

If monitored electricity consumption data are available and the requirement is to generate sample demand based on the existing data – for example in a study examining the benefits of different retrofit options – then it is better to generate sample demand directly from the data. As explained in Section 4 it is quickest to project the data onto existing PCs and use the mapped scores. This also has the benefit of ensuring comparability between data sets.

The procedure for generating sample data in this case is not dependent on the type of end-use. The first step requires pre-processing of the data; in order to use the files provided it is necessary for the data to be hourly, normalized by area and re-normalized according to the weekday median base load and load range. It is also necessary to include an identifier signifying whether the data are weekday or weekend – sample data are provided in file TestData.mat with the normalized data in TestDataN.mat. These files contain data for 5 different building zones, Z1 to Z5, with 365 days of data for each zone. Also included are files BaseLoads.mat and PeakLoads.mat which contain the median weekday base loads and peak loads used in the normalization.

The file RetrofitModel.m illustrates how to project the data for a single zone onto the PCs and generate annual data samples. In the file it is necessary to select the zone of interest and ensure that the correct base load and peak load are selected. Then the MATLAB files are run in the following order:

1. WarpToPL.m aligns the data with the training data mean function,
2. MappedScores.m projects the aligned data onto the PCs and extracts the scores,
3. CopulaSample.m fits a copula to the scores and generate random samples for the weekday and weekend separately,
4. GenerateProfiles requires as input the median base load and load range identified during the normalization of the data; this routine generates sample weekday/weekend
data and removes extreme samples i.e samples with negative values or samples with end of day demand more than twice the start of day demand.

(5) `GenerateAnnualDemand.m` reads in the generated profiles, selects a random sample and generates annual samples including bank holidays according to the 2019 or 2020 dates (non-leap or leap year).

The generated sample appears in MATLAB file `AnnualDemand.mat` and is also saved to file `AnnualDemand.csv` for ease of input into a BES (`AnnualDemandL.mat` for the leap year data). The approach is illustrated schematically in Figure A2.

### A.3. Base model

This is the model used to generate PCs and scores directly from the training data. As for the retrofit model, the data must be formatted and normalized. The file `BaseModel.m` illustrates how to align the data to a common mean and to calculate PCs and scores. The example given in the repository uses just the weekday data and generates sample weekday data for the 5 test zones. The MATLAB files are run in the following order, and the entire process is illustrated schematically in Figure 1.

1. `Warp.m` aligns the data to a common mean function, this process requires the dynamic programming algorithm in directory DP which must either be in the same directory as the run files or the path must be added to MATLAB.
2. `CalcPCs.m` calculates the PCs for phase and amplitude and the scores that can be used in conjunction with the PCs to re-generate each of the data samples.
3. `CopulaSample.m` fits a copula to the scores and generates random score samples for the weekday samples.
4. `GenerateProfiles.m` takes as input the sample scores together with the median base load and load range identified during the normalization of the data; this routine generates sample weekday/weekend data and removes extreme samples i.e samples with negative values or samples with end of day demand more than twice the start of day demand.

---

**Figure A2.** Procedure for generation of stochastic sample loads from existing data.