Comparison of Forecasting the Number of Outpatients Visitors Based on Naïve Method and Exponential Smoothing
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Abstract. This paper aimed to predict outpatient visits from both general and BPJS category based on the Naïve and the Exponential Smoothing method, these two methods are compared to obtain the best method in predicting outpatient visits at XYZ hospitals. The data that were processed in this paper is based solely on the annual data collection over a period of 5 years from 2014-2018 which consists of 2 categories, namely general visit data and BPJS visit data. The annual general category data has the following data amounts: 2014 = 11028, 2015 = 12950, 2016 = 17587, 2017 = 21951, and 2018 = 19049. As for the BPJS visit data, the data as follows 2014 = 16869, 2015 = 14059, 2016 = 14217, 2017 = 13019, and 2018 = 9641. Results of predictions number of outpatient visits from Naïve method on the visit data which is categorized as general has MSE 5191788 and MAPE values of 16.335%, the categorized BPJS has a value of MSE 13165490 and MAPE 19.081%. While the Exponential Smoothing method on the visit data that is categorized as general has MSE 7790587 and MAPE values of 21.808%, BPJS category only having MSE 13165490 and MAPE values of 20.718%. Of the two methods, the method considered better is the Naïve method which has a percentage of MAPE values <20%. It can be concluded that the Naïve method is more suitable for forecasting the number of visits from the general category and BPJS compared to the Exponential Smoothing method because the forecast value and the std err are smaller.

1. Introduction
Forecasting is a science practice used to predict a thing or value that have not been happened and has a purpose to predict something that will happen in the future [1]. Forecasting is a vital part of every business organization and to every management decision which is very significant, [2, 3, 4, 5]. To do a forecasting, we need data that can be used as a reference in forecasting. The data is periodic data (time series) [6]. A time series is a sequence of observations indexed by time, usually ordered in equally spaced intervals and correlated. In our days, it is well known the importance of time series studies. These studies provide indicators about a country economy, the unemployment rate, the export and import product rates, etc. The most interesting and ambitious task in time series analysis is to forecast future values. Models are commonly fitted in order to predict future values of a time series [7, 8, 9]. The examples of this time series model include Moving Average, Exponential Smoothing and trend projections.

In 2016, Dwi Aprilia [10] conducted a study entitled The Application of the Forecast Exponential Smoothing Method to the Number of Puskesmas Patients in Surabaya. The results of this study indicate the number of visits at Mulyorejo Community Health Center patients that fluctuate every month. Comparison of previous research with this study has been done, but the previous research using only one method, while this study is to compare 2 methods consisting of naïve and Exponential Smoothing which aims to find the best method so that it can be used to see patterns of data on the number of visitors in will come.

This research is expected to be able to anticipate if there is a shortage of visitors by adding less fulfilled facilities. Another difference from the previous study was that the number of outpatient visits predicted had 2 categories: general visit category and BPJS visit category.

2. Methods
This study uses the Naïve and Exponential Smoothing method in predicting the number of outpatient visits both from the general category and the BPJS category.
2.1. Naive Method
Naïve method is a forecasting method that only uses last year’s actual value data as a forecast for this year, and so on. The next year’s forecast is only (t + 1) will be the same as this year’s data. The assumption that demand in the future period will be the same as the demand in the last period. The formula of the Naïve Method is:

\[ F_t = Y_{t-1} \] (1)

2.2. Exponential Smoothing Method
Exponential smoothing is a method of forecasting a moving average with a sophisticated weight but still easy to use. This method uses very little recording of past data. The basic exponential smoothing formula can be shown as follows:

\[ F_t = F_{t-1} + \alpha (A_{t-1} - F_{t-1}) \] (2)

Where:
- \( F_t \): New forecast
- \( F_{t-1} \): Previous Forecasting
- \( A \): smoothing constants (weighting) \( 0 \leq \alpha \leq 1 \)
- \( A_{t-1} \): last period actual demand

Smoothing constants for applications in the business field usually range from 0.05 to 0.5.

2.3. Evaluation of forecasting results
Evaluation of forecasting results is used to determine the accuracy of the forecasting results that have been made on the actual data. Some of the methods used are:

2.3.1 Mean Squared Error (MSE)
The Mean Squared Error (MSE) is a method for evaluating each error or remainder squared. Then added up and added to the number of observations. This approach regulates large forecasting errors because they are squared

\[ \text{MSE} = \frac{1}{N} \sum_{t=h}^{n} (Y_t - \hat{Y}_t)^2 \] (3)

Where:
- \( \text{MSE} \): Mean Square Error
- \( N \): Number of Samples
- \( t, y \): Actual Value Index
- \( t, \hat{y} \): Index Prediction Value

2.3.2 Mean Absolute Percentage Error (MAPE)
This method calculates the difference between the original data and forecasting data. The difference is validated, then calculated into the percentage of the original data. The percentage yield then obtained a mean value of Percentage Error (Percentage Error)

\[ \text{MAPE} = \frac{\sum_{i=1}^{n} |PE_i|}{n} \] (4)

Where:
- \( \text{MAPE} \): Mean Absolute Percentage Error
- \( N \): amount of data used
- \( t \): the \(-t\) period
3. Results and Discussion

3.1. Model identification.
In the process of identifying this data, we have to look at actual plot data from patient visits from the General category and BPJS, such as Figure 1:
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**Figure 1.** Annual data chart of visitor’s number

3.1.1 Forecast graph

3.1.1.1 The forecast graph of the naïve method.
Test results from actual data on patient visits in the general category and BPJS are predicted using the Naïve method to get the results of its predictions, such as Figure 2:
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**Figure 2.** Graph plot of actual and forecast of methods Naïve

3.1.1.2 The forecast graph of the Exponential Smoothing method.
Test results from actual data of patient visits in the general category and BPJS are predicted using the *Exponential Smoothing* method to get the results of its predictions, such as Figure 3:
3.1.2. Forecast Naïve and Exponential Smoothing methods [11]
Determining the results of the actual data of patient visits from the general as well as the BPJS produces the forecast value as shown in the following table, such as Table 1:

| Method                  | General          | BPJS             |
|-------------------------|------------------|------------------|
| Naïve                   | -2.043650        | -1.954967        |
| Exponential Smoothing   | -1.682676        | -1.593350        |

4. Conclusions
Test results showed that the Naïve method on the visit data categorized as GENERAL have the next period Forecast 9641 which produces MSE 5191788 and MAPE 16.335% values with the std err reaches 3222,356. Then, the categorized BPJS has next period Forecast 19049 which produces MSE 13165490 and MAPE 19.081% with std err reaching 5131,372. Whereas for the Exponential Smoothing method on the visit data with GENERAL categorized has next period Forecast 11785.38 which produces MSE 7790587 and MAPE values 21.808% with std err reaching 3947.3. Next, the categorized BPJS has next period Forecast 18709.25 which produces MSE 13165490 and MAPE 20.718% with std err reaches 6587,942. It can be concluded that the Naïve method is more suitable for forecasting the number of visits from the general category and BPJS compared to the Exponential Smoothing method because the forecast value and the std err are smaller. Besides, the Naïve method on the MAPE value is <20% while Exponential Smoothing has > 20%
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