Dewarping Document Image By Displacement Flow Estimation with Fully Convolutional Network
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Abstract. As camera-based documents are increasingly used, the rectification of distorted document images becomes a need to improve the recognition performance. In this paper, we propose a novel framework for both rectifying distorted document image and removing background finely, by estimating pixel-wise displacements using a fully convolutional network (FCN). The document image is rectified by transformation according to the displacements of pixels. The FCN is trained by regressing displacements of synthesized distorted documents, and to control the smoothness of displacements, we propose a Local Smooth Constraint (LSC) in regularization. Our approach is easy to implement and consumes moderate computing resource. Experiments proved that our approach can dewarp document images effectively under various geometric distortions, and has achieved the state-of-the-art performance in terms of local details and overall effect. Our code and trained models are available at https://github.com/gwxie/Dewarping-Document-Image-By-Displacement-Flow-Estimation.
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1 Introduction

With the popularity of mobile devices in recent years, camera-captured document images are becoming more and more common. Unlike document images captured by flat scanners, camera-based document images are more likely to deform due to multiple factors such as uneven illumination, perspective change, paper distortion, folding and wrinkling. This makes the processing and recognition of document image more difficult. To reduce the effect of distortion in
processing of document images, dewarping approaches have been proposed to estimate the distortion and rectify the document images.

Traditional approaches estimate the 3D shape of document images using auxiliary hardware [25,16] or the geometric properties and visual cues of the document images [20,5,18]. Some approaches [12,8] restrict the page surface to be warped as a cylinder for simplifying the difficulty of 3D reconstruction. Then using raw images and the document shape computer flattened image to correct the distortions. These methods require specific hardware, external conditions or strong assumptions which restrict their generality. For improving the generality of dewarping model, the methods in [15] and [6] use deep neural networks to regress the dewarping function from deformed document image by using 2D and 3D supervised information of the warping respectively. Li et al. [11] considered that it was not possible to accurately and efficiently process the entire image, and proposed patch-based learning approach and stitch the patch results into the rectified document by processing in the gradient domain. Although these methods have obtained promising performance in rectification, further research is needed to deal with situations of more difficult distortions and background.

In this paper, we propose a novel framework to address the difficulties in both rectifying distorted document image and removing background finely. We view the document image is a field of displacement flow, such that by estimating pixel-wise displacements, the image can be transformed to another image accordingly. For rectifying distorted documents, the displacement flow is estimated using a fully convolutional network (FCN), which is trained by regressing the ground-truth displacements of synthesized document images. The FCN has two output branches, for regressing pixel displacements and classifying foreground/background. We design appropriate loss functions for training the network, and to control the smoothness of displacements, we propose Local Smooth Constraint (LSC) for regularization in training. Fig. 1 shows the effect of displacement flow and image transformation.
Compared with previous methods based on DNNs, our approach is easy to implement. It can process a whole document image efficiently in moderate computation complexity. The design of network output layers renders good effect in both rectifying distortion and removing background. The LSC in regularization makes the rectified image has smooth shape and preserves local details well. Experiments show that our approach can rectify document images and various contents and distortions, and yields state of the art performance on real-world dataset.

2 Related Works

A lot of techniques for rectifying distorted document have been proposed in the literature. We partitioned them into two groups according to whether deep learning is adopted or not.

Non-deep-learning-based rectification. Prior to the prevalence of deep learning, most approaches rectified document image by estimating the 3D shape of the document images. For reconstructing the 3D shape of document image, many approaches used auxiliary hardware or the geometric properties of the document images to compute an approximate 3D structure. Zhang et al. [25] utilized a more advanced laser range scanner to reconstruct the 3D shape of the warped document. Meng at al. [16] recovered the document curl by using two structured laser beams. Tsoi et al. [19] used multi-view document images and composed together to rectify document image. Liang et al. [12] and Fuet al. [8] restricted the page surface to be warped as a cylinder to simplify the difficulty of 3D reconstruction. Moreover, some techniques utilized geometric properties and visual cues of the document images to reconstruct the document surface, such as illumination/shading [20,5], text lines [18,14], document boundaries [3,2] etc. Although these method can handle simple skew, binder curl, and fold distortion, it is difficult for complicated geometric distortion (i.e., document suffer from fold, curve, crumple and combinations of these etc.) and changeable external conditions (i.e., camera positions, illumination and laying on a complex background etc.)

Deep-learning-based rectification. The emergence of deep learning inspires people to investigate the deep architectures for document image rectification. Das et al. [7] used a CNN to detect creases of document and segmented document into multiple blocks for rectification. Xing et al. [23] applied CNN to estimate document deformation and camera attitude for rectification. Ramanan et al. [17] removed curl and geometric distortion of document by utilizing a pix2pixhd network (Conditional Generative Adversarial Networks). However, these method were only useful for simple deformation and monotone background. Recently, Ma et al. [15] proposed a stacked U-Net which was trained end-to-end to predict the forward mapping for the warping. Because of the generated dataset is quite different from the real-world image, [15] trained on its dataset has worse generalization when tested on real-world images. Das and Ma et al. [6] think dewarping model was not always perform well when trained
by the synthetic training dataset only used 2D deformation, so they created a Doc3D dataset which has multiple types of pixel-wise document image ground truth by using both real-world document and rendering software. Meanwhile, [6] proposed a dewarping network and refinement network to correct geometric and shading of document images. Li et al. [11] generated training dataset in the 3D space and use rendering engine to get the finer, realistic details of distorted document image. They proposed patch-based learning approach and stitch the patch results into the rectified document by processing in the gradient domain, and a illumination correction network used to remove the shading. Compared to prior approaches, [6,11] cared more about the difference between the generated training dataset and the real-world testing dataset, and focused on generating more realistic training dataset to improve generalization in real-world images. Although these results are amazing, the learning and expression capability of deep neural network was not fully explored.

3 Proposed Approach

Our approach uses a FCN with two output branches for predicting pixel displacements and foreground/background classification. In dewarping, the foreground pixels are mapped to the rectified image by interpolation according to the predicted displacements.

3.1 Dewarping Process

Fig. 2. Illustration of the process of dewarping document image. An input distorted document is first fed into network to predict the pixel-wise displacements and foreground/background classification. When performing rectification, Delaunay triangulation is applied for interpolation in all scattered pixels.

Fig. 2 illustrates the process of dewarping document image in our work. We predict the displacement and the categories (foreground or background) at pixel-
level by applying two tasks in FCN, and then remove the background of the input image, and mapped the foreground pixels to rectified image by interpolation according to the predicted displacements. The cracks maybe emerge in rectified image when using a forward mapping interpolation. Therefore, we construct Delaunay triangulations in all scattered pixels and then using interpolation [1].

For facilitating implementation, we resize the input image into 1024x960 (zooming in or out along the longest side and keeping the aspect ratio, then filling zero for padding.) in our work. Although smaller input image requires less computing, some information may be lost or unreadable when the distorted document image has small text, picture etc. To trade-off between computational complexity and rectification effect, the document pixels are mapped to rectified image of the same size as the original image, and all the pixels in rectified image are filled by interpolation. We adjust the mapping size as follows:

\[ I = F(\lambda \cdot \mathcal{R}; I_{HD}), \quad (1) \]

where \( \lambda \) is the scaling factor of zooming in or out, \( \mathcal{R} \) is the map of displacement prediction, \( I_{HD} \) is the high-resolution distorted image which has same size as \( \lambda \cdot \mathcal{R} \), \( F \) is the linear interpolation and \( I \) is the rectified image with higher resolution. As shown in Fig. 3, we can implement this method when computing and storage resources are limited.

Fig. 3. Results of the different resolution by zooming the flow of displacement. Column 1 : Original distorted image, Column 2 : Initial (x1) rectified image, Column 3 : x1.5 rectified image, Column 4 : x2 rectified image
3.2 Network Architecture

In this section, we introduce the architecture of neural network as shown in Fig. 4. For improving the generalization in real-world images, instead of focusing on the vulnerable visual cues, such as illumination/shading, clear text etc, our network architecture infer the displacement of entire document from the image texture layout. Compared with [15,6], our method can simplifies the difficulty of rectification because our model need not to predict the global position of each pixel in flatten image. Different from [11], our approach can take into account both local and global distortion.

We adopt an auto-encoder structure and add group normalization (separating the channels into 32 groups) and ReLU after each convolution. To trade-off
between computational complexity and rectification effect, the encoder extract local feature by using three convolutional layers with three strides of 1, 2, 2 and 7x7 kernels. Inspired by the architecture from [21,4], We design a dilated residual block which fuse local and dilated semantic by utilizing general convolution, dilated convolution with rate=3 and residual connection. In this way, we can extract denser and larger receptive field distortion feature. After that, we use one spatial pyramid with stacked dilated convolution to encode global high-level semantic information by parallel and cascaded manners. Distortion feature extractor reduces the spatial resolution and obtain the global feature maps, then we gradually recover the displacement of the entire image (the raw resolution) from the spatial feature by using residual block [9] with transposed convolutional layer or bilinear layer.

We use multi-task manner to rectify the document image and separate the foreground and background. The regression task applies group normalization and PReLU after each convolution except for the last layer, and the segmentation task applies group normalization and ReLU after each convolution except for the last layer which adds a sigmoid layer.

3.3 Loss Functions

We train the deep neural network by defining four loss function as a guide to regress the compact and smooth displacement and separate the foreground and background.

The segmentation loss we use in this work is the standard cross entropy loss, which is defined as:

\[ L_B = -\frac{1}{N} \sum_i^n [y_i \cdot \log(\hat{p}_i) + (1 - y_i) \cdot \log(1 - \hat{p}_i)] , \]  

(2)

where \( N \) is the number of elements in flow, \( y_i \) and \( \hat{p}_i \) respectively denote the ground-truth and predicted classification.

We optimize the network by minimizing the L1 element-wise loss which measures the distance of pixel-displacement of the foreground between the predicted flow and the ground-truth flow. We formulate \( L_D \) function as follows:

\[ L_D = \frac{1}{N_f} \sum_i^n \| \Delta D_i - \Delta \hat{D}_i \|_1 , \]  

(3)

where \( N_f \) is the elements of foreground which is specified by ground-truth. \( D_i \) and \( \hat{D}_i \) denote the pixel-displacement in ground-truth and output value of regression network, respectively.

Although the network can be trained by measuring the pixel-wise error between the generated flow and the ground-truth, it’s difficult to make model obey the continuum assumption between pixels as shown in Fig. 5. To keep the vary continuously from one point to another in a local, we propose a Local Smooth
Constraint (LSC). In a local region, the LSC expects the predicted displacement trend to be as close to the ground-truth flow as possible. The displacement trend represents the relative relationship between a local region and its central point, which can be defined as:

$$\delta = \sum_{j=1}^{k} (\Delta D_j - \Delta D_{center}),$$  \hspace{1cm} (4)

where $k$ is the number of elements in a local region. In our work, we define the local region as a 3x3 rectangle, and $\Delta D_{center}$ represents the center of rectangle. To speed up the calculation, we apply a 2D convolution with a strides of 1 and 3x3 kernel. We formulate LSC as follows:

$$L_{LSC} = \frac{1}{N_f} \sum_{i} \| \delta_i - \hat{\delta}_i \|_1$$

$$= \frac{1}{N_f} \sum_{i} \left\| \sum_{j=1}^{k} (\Delta D_j - \Delta D_i) - \sum_{j=1}^{k} (\Delta \hat{D}_j - \Delta \hat{D}_i) \right\|_1 \hspace{1cm} (5)$$

$$= \frac{1}{N_f} \sum_{i} \left\| \sum_{j=1}^{k} (\Delta D_j - \Delta \hat{D}_j) - k \times (\Delta D_i - \Delta \hat{D}_i) \right\|_1,$$

where $(\Delta D_j - \Delta \hat{D}_j)$ is the distance of the pixel-displacement between the predicted flow and the ground-truth flow, and $\sum_{j=1}^{k}$ can be calculated by using convolution which has square kernels with weight of 1.

Fig. 5. Results of using Local Smooth Constraint (LSC) after 8 epoch of training. (a) Without using LSC. (b) Using LSC.
Different form general multi-task learning which are applied for assisting with one of the tasks by learning task relationships, our two tasks will be merged for dewarping. We utilize the cosine distance measures the loss in orientation between ground-truth and combined output value of two branch network.

\[
L_{\text{cos}} = 1 - \cos \theta = 1 - \frac{1}{N} \sum_{i}^{N} \frac{\Delta D_i \cdot \Delta \hat{D}_i}{\|\Delta D_i\| \|\Delta \hat{D}_i\|}
\]  

(6)

These losses are defined as a linear combination:

\[
L = L_B + \alpha L_D + \beta L_{\text{LSC}} + \gamma L_{\text{cos}},
\]  

(7)

where \(\alpha\), \(\beta\) and \(\gamma\) are weights associated to \(L_D\), \(L_{\text{LSC}}\) and \(L_{\text{cos}}\), respectively.

3.4 Training Details

In our work, the resolution of input data is 1024 x 960. We train our model on the synthetic dataset of 80,000 images, and none of the documents used in the challenging benchmark dataset proposed by Ma et al. [6] are used to create the synthetic data for training. The network is trained with Adam optimizer [10]. We set the batch size of 6 and learning rate of \(2 \times 10^{-4}\) which reduced by a factor of 0.5 after each 10 epochs. Our method can produce satisfactory rectified document image in about 30 epochs. We set the hyperparameters as \(\alpha = 0.1\), \(\beta = 0.01\) and \(\gamma = 0.05\).

4 Experiments

4.1 Datasets

Our networks are trained in a supervised manner by synthesizing the distorted document image and the rectified ground-truth. Recently, [6,11] generate training dataset in the 3D space to obtain more natural distortion or rich annotations, and use rendering engine to get the finer, realistic details of distorted document image. Although these methods are beneficial for generating more realistic training dataset to improve generalization in real-world images, none of synthetic algorithm could simulate the changeable real-world scenarios. On the other hand, our approach is content-independent which simplifies the difficulty of the dewarping problem and has better performance on rough or unreadable training dataset (as shown in Fig. 6). Experiments proved that our method still maintains the ability of learning and generalization on real-world images, although the generated training dataset is quite different from the real-world dataset.

For faster and easier synthesizing training dataset, we directly generate distorted document image in 2D mesh. We warp the scanned document such as receipts, papers and books etc., and then using two functions proposed by [15] to change the distortion type, such as folds and curves. Meanwhile, we augment the synthetic images by adding various background textures and jitter in the
Fig. 6. Resolution of the synthetic images. The higher the resolution, the more information is retained. With minor modifications to the model, any resolution can be applied to the training.

HSV color space. We synthesized 80K images which have the same height and width (i.e., 1024 x 960). Moreover, our ground-truth flow has three channels. For the first two channels, we define the displacement ($\Delta x$, $\Delta y$) at pixel-level which indicate how far each pixel have to move to reach its position in the undistorted image as the rectified Ground-truth. For the last channel, we represent the foreground or background by using the categories (1 or 0) at pixel-level.

4.2 Experimental Setup and Results

We train our network on a synthetic dataset and test on the Ma et al. [15] benchmark dataset which has various real-world distorted document images. We run our network and post-processing on a NVIDIA TITAN X GPU which processes 10 input images per batch and Intel(R) Xeon(R) CPU E5-2650 v4 which rectifies distorted image by using forward mapping in multiprocessing, respectively. Our implementation takes around 0.67 to 0.72 seconds to process a 1024x960 image.

Table 1. Comparison of different methods on the Ma et al. [15] benchmark dataset which has various real-world distorted document images. DocUnet was proposed by Ma et al. [15]. DewarpNet was proposed by Das and Ma et al.[6] recently, and DewarpNet(ref) is DewarpNet combined with the refinement network to adjust for illumination effects.

| Method            | MS-SSIM | LD  |
|-------------------|---------|-----|
| DocUnet [15]      | 0.41    | 14.08|
| DewarpNet[6]      | 0.4692  | 8.98|
| DewarpNet(ref)[6] | 0.4735  | 8.95|
| Our               | 0.4361  | 8.50|

We compare our results with Ma et al. [15] and Das and Ma et al.[6] on the real-world document images. Compared with previous method, our proposal can rectify various distortions while removing background and replace it to transparent (the visual comparison is shown in Fig. 7). As shown in Fig. 8, our method addresses the difficulties in both rectifying distorted document image and removing background finely. For visually view the process, we don’t crop the redundant
boundary and retain the original corrected state (No post-cropping, the black edge is the background).

We use two quantitative evaluation criteria as [15] which provided the code with default parameters. One of them is Multi-Scale Structural Similarity (MS-SSIM) [22] which evaluate the global similarity between the rectified document images and scanned images in multi-scale. The other one is Local Distortion (LD) [24] which evaluate the local details by computing a dense SIFT flow [13]. The quantitative comparisons between MS-SSIM and LD are shown in Table. 1. Because our approach is more concerned with how to expand the distorted image than whether the structure is similar, we demonstrate state-of-the-art performance in the quantitative metric of local details.

![Fig. 7. Results on the Ma et al. [15] benchmark dataset. Row 1: Original distorted images, Row 2: Results of Ma et al. [15], Row 3: Results of Das and Ma et al.[6], Row 4: Results of our method, Row 5: Scanned images.](image)

As shown in Fig. 5, Local Smooth Constraint (LSC) can keep the vary continuously from one point to another in a local. With modifying the hyperparameter of $L_D$ and $L_{LSC}$, the effect is similar between the loss functions that measure the element-wise mean squared error and the mean element-wise absolute value
difference. In our implementation, the loss function of cosine distance is functionally similar to the pixel-displacement distance, however it can significantly improve the convergence speed. Results in Table. 2 show ablation experiments when we change the hyperparameters of the pixel-displacement and cosine distance. We find that our approach achieves the state-of-the-art performance in terms of local details and overall effect when we set $\alpha = 0.1$, $\gamma = 0.05$, although it’s not best in the global similarity (MS-SSIM). Our network is more concerned with expanding the distortions in local and global components, which is no excessive pursuit of the global similarity between the rectified document images and scanned images. Therefore, we can yield the smoother rectified document image and achieves the better performance in overall effect on the various real-world distorted document images.

5 Conclusion

In this paper, we presented a novel framework for rectifying distorted document images using a fully convolutional network for pixel-wise displacement flow estimation and foreground/background classification, so as to address the difficulties in both rectifying distortions and removing background finely. We define a Local Smooth Constraint (LSC) based on the continuum assumption to make the local pixels and global structure of the rectified image to be compact and smooth.
Table 2. Effect of hyperparameters about the pixel-displacement and cosine distance. α and γ represent the hyperparameter of $L_D$ and $L_{cos}$, respectively.

| Loss Function | MS-SSIM | LD |
|---------------|---------|----|
| α = 0.1, γ = 0.01 | 0.4434  | 8.72 |
| α = 0.1, γ = 0.05 | 0.4361  | 8.50 |
| α = 0.1, γ = 0.1  | 0.4422  | 8.76 |
| α = 0.01, γ = 0.05 | 0.4389  | 8.70 |
| α = 1, γ = 0.05   | 0.4319  | 9.14 |

Our approach shows the ability of learning and generalization from imperfect virtual training dataset, even if the synthesized dataset is quite different from the real-world dataset. Although our approach has better tradeoff between computational complexity and rectification effect, the edge of partially rectified image was still not neat enough and the speed of calculation still need to be further improved. In the future, we plan to enhance the performance and get rid of the post-processing steps.
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