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Additive manufacturing (AM) is one of the emerging manufacturing techniques of immense engineering and scientific importance and is regarded as the technique of the future [1–3]. AM can fabricate any kind of material, including metals, polymers, ceramics, composites, etc. Selective laser melting (SLM), also known as the laser-based powder bed fusion process (LPBF), is the most widely used AM technique that can fabricate a wide variety of materials, including Al-based [4–6], Fe-based [7–10], Ti-based [11–13], Co-based [14–16], Cu-based [17–19] and Ni-based alloys [20–22], etc. Similar to any AM processes, the SLM/LPBF process also offers several advantages, like added functionality, near-net-shape fabrication with minimal or no post-processing, shorter lead-time, offer intricacy for free, etc. [23–25]. The SLM process has its applications in the aerospace, automobile, oil refinery, marine, construction, food and jewelry industries, etc. [26–28]. However, there exist some shortcomings in the SLM field, which are (a) SLM-based alloy development [29], (b) the premature failure of materials, even though improved properties are observed [30], (c) process innovation and development, (d) structure-property correlation and (e) numerical simulations, etc.

Accordingly, the present Special Issue (book) focuses on the two main aspects: materials and applications. Alloy design and development that suits the specific process conditions is essential, rather than using the conventionally designed/available materials. The application spectrum is getting wider day by day, hence the need for our attention. Overall, six articles are published under this Special Issue, with the following themes:

- AlSi10Mg alloy focusing on microstructure and fatigue properties with the influence of HIP process [31], dimensional and distortion analysis of thin walled parts [32] and intra- and inter-repeatability of profile deviations in tooling components (3 articles) [33].
- Ti6Al4V—effect of build orientation with microstructure-property correlations (1 article) [34].
- 304L—correlation between build parameters and compressive properties (1 article) [35] and
- Finally, phase change with density variation and cylindrical symmetry—applications to SLM (1 article) [36].

The outcome of the Special Issue suggests that research is thriving in the field of SLM, especially in microstructure and property correlations. The present Special Issue is interesting particularly because it covers different materials, including AlSi10Mg, Ti6Al4V and 304L stainless steel and gives an overview of microstructure-property correlation in this field.

Finally, we would like to thank all the contributing authors for their excellent contributions to this Special Issue, to the reviewers for constructively improving the quality of the Special Issue and to the JMMP staff for giving us the opportunity to host this Special Issue and for the timely publication of the articles.
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Abstract: This study shows the effect of hot isostatic pressing (HIP) on the porosity and the microstructure, as well as the corresponding fatigue strength of selectively-laser-melted (SLM) AlSi10Mg structures. To eliminate the influence of the as-built surface, all specimens are machined and exhibit a polished surface. To highlight the effect of the HIP treatment, the HIP specimens are compared to a test series without any post-treatment. The fatigue characteristic is evaluated by tension-compression high cycle fatigue tests under a load stress ratio of R = −1. The influence of HIP on the microstructural characteristics is investigated by utilizing scanning electron microscopy of micrographs of selected samples. In order to study the failure mechanism and the fatigue crack origin, a fracture surface analysis is carried out. It is found that, due to the HIP process and subsequent annealing, there is a beneficial effect on the microstructure regarding the fatigue crack propagation, such as Fe-rich precipitates and silicon agglomerations. This leads, combined with a significant reduction of global porosity and a decrease of micro pore sizes, to an improved fatigue resistance for the HIPed condition compared to the other test series within this study.

Keywords: additive manufacturing; SLM; AlSi10Mg; fatigue strength; HIP; porosity

1. Introduction

Additive manufacturing (AM) offers the possibility to manufacture complexly-shaped and topographically-optimized components [1–5]. Therefore, powder bed-based AM is contemplated to find application in various fields such as aviation, automotive, and biomedical engineering [6]. Estimations state that 55% of all failures in aeronautical engineering and, generally speaking, about 90% of all engineering failures are caused by a fatigue-related damage mechanism [7,8]. Hence, it is of upmost importance to investigate and understand the fracture mechanisms and fatigue characteristics, to assess properly, as well as safely the material qualifications. It is crucial to take account of the interaction between the microstructure, internal defects, and fatigue resistance [9,10].

Inner imperfections like unmolten areas or bonding errors between melt-pool borders and pores are mostly responsible for fatigue failures concerning AM components. It is necessary to control the distribution and extension of such cavities, as they are preferable spots for fatigue crack initiation [11,12]. Given the fact that in the case of cast aluminum alloys, hot isostatic pressing (HIP) significantly decreases the volume fraction of porosity with only minor changes of microstructural features, leading to a considerable increase of fatigue strength, an appropriate post-treatment may be beneficial to AM parts, as well [13–16]. One can find that due to the extremely fine microstructure of
selectively-laser-melted (SLM) parts, an HIP treatment above the solubility temperature of AlSi10Mg leads to microstructural coarsening because of the dissolving of grain boundaries. This results in a reduced fatigue resistance, although the porosity is significantly lower [8,17]. To take advantage of the beneficial effect of HIP on the porosity, the changes within the microstructure cause the necessity of quenching and a subsequent age hardening process to counteract these negative effects [18]. The exact HIP parameter was determined incorporating the knowledge of the specimen manufacturer with the aim of reducing the amount of porosity in order to improve the fatigue behavior.

For this reason, the fatigue strength of the HIP-treated specimen at a commonly-used temperature for solution annealing followed by low temperature annealing as heat treatment was investigated. Besides their fatigue resistance, the local material properties, such as porosity and microstructure, were analyzed and compared to specimens without any post-treatment, denoted as the as-built condition.

2. Materials and Methods

The chemical composition of the utilized AlSi10Mg powder, shown in Table 1, is given by the manufacturer specification and corresponds to the standard DIN EN 1706:2010 [19].

| Material      | Si    | Fe | Cu | Mn | Mg  | Al     |
|---------------|-------|----|----|----|-----|--------|
| AlSi10Mg      | 9.0–11.0 | 0.55 | 0.05 | 0.45 | 0.20–0.45 | Balance |

Specimens were fabricated using an EOS M290 system with a Yb fiber laser, a power of 400 W, and a beam diameter of 100 μm. All specimens were built in the vertical direction with a certain machining allowance in order to remove subsequently the as-built surface and eliminate surface-related effects. The structures were manufactured according to the standard parameter set given by the system and powder manufacturer EOS. Following the built process, hot isostatic pressing was performed applying a temperature higher than 500 °C and a pressure of above 100 MPa with a holding time of at least two hours followed by quenching under constant pressure. Low temperature annealing over a certain time period was conducted afterwards. Subsequent to the heat treatment, the specimens were processed to the final geometry by turning and polishing. A CAD drawing with the detailed specimen geometry and dimensions is shown in Figure 1. The shape of the specimens was designed to show a homogeneous stress distribution over the cross-section with a stress concentration factor as low as possible due to the narrowing within the testing section, corresponding to no common standard.

![Figure 1. CAD drawing of the specimen geometry for the high cycle fatigue test.](image-url)
The specimens are fatigue tested at a load stress ratio of $R = -1$ on a RUMUL Mikrotron resonant testing rig with a frequency of about 106 Hz. Collets were used for gripping in order to clamp the specimen at both ends. The abort criterion was defined either as total fracture or as run-out at $1 \times 10^7$ load cycles. Run-outs were reinserted at higher stress levels to obtain more data in the finite life regime, conservatively assuming pre-damaging at stress levels lower than the endurance limit [20]. For each test series, respectively with and without HIP treatment, nine specimens were manufactured and tested.

3. Results and Discussion

3.1. Effect of HIP Treatment on the Microstructure

HIP treatment at high temperature with considerably high pressure leads to significant microstructural differences compared to the as-built condition; hence, the effect on the material was investigated in detail. To characterize the microstructure after HIP and heat treatment, SEM images, taken with a Carl Zeiss EVO MA 15 microscope, of the post-processed condition were evaluated. In Figure 2, one can clearly see Fe-rich precipitates and Si particles, which were also detected in [21]. Silicon crystals were precipitated at the grain boundaries during the HIP treatment above the solubility temperature, and they grew to their respective size during low temperature annealing [22–25]. Microstructural features like silicon agglomerations and needle-shaped, Fe-rich precipitates obstructed a propagating fatigue crack and, therefore, generally improved the resistance against fatigue crack growth. Such microstructures favor crack deflection and energy dissipation at the crack tip. Hence, the long crack growth was decelerated, whereby the fatigue strength was enhanced [17,26].

![Figure 2. Microstructure after HIP and subsequent heat treatment.](image)

Comparing the microstructure of the as-built condition (Figure 3a) to the microstructure after the post-treatment (Figure 3b,c), appreciable differences regarding the porosity we observed. For that reason, these figures have the same magnification and scale. A larger magnification image is depicted in Figure 3d, which reveals a circular shape of the observed micro-porosity. One can see that the amount of porosity and the maximum extension of pores have significantly decreased. Additionally, after the post-treatment, melt-pool boundaries completely vanished. The aforementioned Fe-rich precipitates...
and Si-crystals were formed within the microstructure. Throughout the annealing, the Si-particles grew at Si-rich cellular boundaries, and finally, grain boundaries were no longer clearly visible at this stage due to the heat influence [23]. The comparison between backscatter images before (Figure 3a) and after (Figure 3b) HIP treatment highlights this microstructural change.

3.2. Fatigue Tests

The fatigue test results are presented in Figure 4. The dashed line with square marks represents the data for the as-built series. The full line with triangle markings shows the data for the HIP condition. Within the finite life region, the specimen was tested at several load levels with a certain incrementation. The evaluation of the SN-curve in the finite life region is based on the ASTM E739 standard [27]. The high cycle fatigue strength at $1 \times 10^7$ load-cycles was statistically evaluated by applying the arcsin√P-transformation procedure given in [28]. Run-outs were reinserted at higher stress levels in order to obtain additional data within the finite life region. The results were normalized to the nominal ultimate tensile strength (UTS) of the additively-manufactured material without any post-treatment, given by the powder manufacturer [29]. The peak load level was set at about 35% of the UTS, which was well below the yield strength according to the powder manufacturer, to ensure testing within the linear-elastic region of the material and obtain reasonable results regarding endured load cycles. The results revealed that the HIP test series provided an increase of the high cycle fatigue strength of about 14% considering a survival probability of $P_S = 50\%$. The scatter band between 10% and 90% survival probability, referring to the stress amplitude, minorly decreased for the HIP condition compared to the as-built condition. Furthermore, the slope in the finite life region was less steep for the HIP condition. The fatigue test results are summarized in Table 2.
Figure 4. SN-curves for the as-built and HIP condition.

Table 2. Statistically evaluated SN-curve parameters for both test series.

| Condition      | Normalized Fatigue Strength ($P_S = 50\%$) | Difference | Slope in the Finite Life Region | Scatter Band in the Finite Life Region |
|----------------|--------------------------------------------|------------|---------------------------------|----------------------------------------|
| As-built       | 0.253                                      | Basis      | 12.99                           | 1:1.15                                 |
| HIP-treated    | 0.288                                      | +14\%      | 19.37                           | 1:1.06                                 |

3.3. Metallographic and Fracture Surface Analysis

In order to evaluate the decrease in porosity, the average maximum pore extension, as well as the equivalent circle pore diameter, several micrographs of the two conditions were investigated. Figure 5a shows an example of the as-built condition, whereas Figure 5b is taken from the microsection of an HIP-treated specimen. All pictures of micrographs and fracture surfaces were recorded with a KEYENCE VHX-5000 light optical digital microscope. The microsections were prepared only by polishing and received no additional etching. Dependent on the polished surface and the image post-processing, different lighting options and angles were necessary. This was the reason why the as-built specimen in Figure 5a (ring-lighting) appears blue and shows a different texture, e.g., visible melting tracks and laser scanning strategy, than the HIP sample in Figure 5b (coaxial lighting). In order to determine the amount of porosity, image processing tools were utilized. At first, the images were converted to binary pictures with a certain threshold to ensure that the microsection of the specimen area appeared white while pores appeared black. Secondly, the embedding material was subtracted from the image. In the end, the separated pores, as well as the porosity, which is the ratio of specimen area to pore area, could easily be evaluated. The outcome is presented in Figure 6a–c and summarized in Table 3. The results were again normalized to the as-built condition to highlight the differences between the two test series. The results maintained that the HIP samples possessed a significant lower level of porosity (−64\%), a decreased maximum pore extension (−22\%), as well as an equivalent circle diameter (−11\%).
Figure 5. Micrograph of an (a) as-built and (b) HIP sample.

Figure 6. Difference in (a) porosity, (b) maximum pore extension, and (c) equivalent circle pore diameter between the as-built and HIP series.

Table 3. Summary of the porosity and pore size characteristics between the as-built and HIP condition.

| Condition       | Normalized Amount of Porosity | Normalized Maximum Pore Extension | Normalized Equivalent Circle Diameter |
|-----------------|-------------------------------|----------------------------------|---------------------------------------|
| As-built        | 1.00 (Basis)                  | 1.00 (Basis)                     | 1.00 (Basis)                          |
| HIP-treated     | 0.36 (−64%)                   | 0.78 (−22%)                      | 0.89 (−11%)                          |

To characterize the crack-initiating defect, a fracture surface analysis for each tested specimen was carried out. A fractured surface of the as-built specimen is presented in Figure 7a. The surface is visually differentiated into two sections, the oscillating crack growth regime and the burst fractured area. The defect, which was responsible for the failure, can be easily identified and evaluated. In every investigated fractured surface for the as-built condition, a pore was failure critical. An example with a marked and measured pore is given in Figure 7b. The size and location of the failure causing imperfection was one determining factor for the fatigue strength of the material; see also [30,31]. Therefore, an evaluation of the defect size was necessary to compare and to assess the fatigue strength of the two investigated conditions.
A fracture surface for the post-processed condition (two-dimensional image with in depth focus) is displayed in Figure 8a. As pointed out for the as-built condition, the fracture surface is again separated into two different zones. The crack origin can be found within the fatigue fracture area, since the fine structured area points towards the crack initiation site. The fracture surface analysis for the HIP specimens revealed a different failure mechanism compared to the as-built ones. Due to the remarkable decrease in porosity, cavities were no longer responsible for fatigue crack initiation, but rather microstructural features such as silicon-rich phases. In Figure 8b, one can identify the debonding of Si-crystals as the failure origin; see also [26]. The crack initiated near the subsurface at all tested samples, for the HIP condition, as well as for the as-built condition. In almost every case, no evidence of pores could be found near the crack origin.

4. Conclusions

Based on the results presented in this paper, a beneficial effect on the fatigue strength of an HIP treatment above the solubility temperature with subsequent low temperature annealing can be observed for the additively-manufactured AlSi10Mg material. Concerning the microstructure, there was a significant decrease in porosity by 64%, maximum pore extension by 22%, and equivalent circle diameter by 11%. Because of the heat influence, melt-pool boundaries were dissolved, and grain boundaries were no longer visible due to the growth of Si-precipitates at the cellular boundaries.
After finishing the post-treatment, silicon agglomerations, as well as needle-shaped, iron-rich intermetallic phases were formed. These precipitates caused a deceleration of the crack growth due to the interference of the crack front at these microstructural features. Such a microstructure generally improves the resistance against fatigue crack growth since the propagation of the crack is obstructed. In summary, it was observed that the changes of the microstructure due to the application of the post-treatment contributed to an enhanced fatigue strength.

In addition, a change of the failure mechanism was also detected. For the as-built condition, pores were the decisive defect type. On the contrary, intermetallic inhomogeneities provoked the failure for the HIP condition. The crack initiation site is found in every case within the surface near region, independent of the failure mode. The combination of the microstructural changes consequently influenced the crack initiation, as well as the propagation behavior, leading to an improvement of 14% of the high cycle fatigue strength at a survival probability of 50% by the applied post-treatment.
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Abstract: The quality and reliability in additive manufacturing is an emerging area. To ensure process quality and reliability, the influence of all process parameters and conditions needs to be understood. The product quality and reliability characteristics, i.e., dimensional accuracy, precision, repeatability, and reproducibility are mostly affected by inherent and systematic manufacturing process variations. This paper presents research on dimensional quality and distortion analysis of AlSi10Mg thin-walled parts developed by a selective laser melting technique. The input process parameters were fixed, and the impact of inherent process variation on dimensional accuracy and precision was studied. The process stability and variability were examined under repeatability and reproducibility conditions. The sample length (horizontal dimension) results revealed a 0.05 mm maximum dimensional error, 0.0197 mm repeatability, and 0.0169 mm reproducibility. Similarly, in sample height (vertical dimension) results, 0.258 mm maximum dimensional error, 0.0237 mm repeatability, and 0.0863 mm reproducibility were observed. The effect of varying design thickness on thickness accuracy was analyzed, and regression analysis performed. The maximum 0.038 mm error and 0.018 mm standard deviation was observed for the 1 mm thickness sample, which significantly decreased for sample thickness ≥2 mm. The % error decreased exponentially with increasing sample thickness. The distortion analysis was performed to explore the effect of sample thickness on part distortion. The 0.5 mm thickness sample shows a very high distortion comparatively, and it is reduced significantly for >0.5 mm thickness samples. The study is further extended to examine the effect of solution heat treatment and artificial aging on the accuracy, precision, and distortion; however, it did not improve the results. Conclusively, the sample dimensions, i.e., length and height, have shown fluctuations due to inherent process characteristics under repeatability and reproducibility conditions. The ANOVA results revealed that sample length means are not statistically significantly different, whereas sample height means are significantly different. The horizontal dimensions in the xy-plane have better accuracy and precision compared to the vertical dimension in the z-axis. The accuracy and precision increased, whereas part distortion decreased with increasing thickness.

Keywords: dimensional quality analysis; repeatability and reproducibility; process variability; distortion analysis; selective laser melting

1. Introduction

Quality and reliability are major concerns in the state-of-the-art Industry 4.0 technologies including Additive Manufacturing (AM). AM technologies have gained more attention recently due to their ability to manufacture complex and fully functional geometries by sequential addition of material
(layer-after-layer) beginning from 3D digital models. AM Research is in progress in multiple directions, and there are many quality related issues that are still challenging and need to be addressed [1]. Among AM technologies, selective laser melting (SLM) recently emerged as the widely used technique in aerospace, automotive and biomedical productions due to its ability to build complex parts and parts having open cell structures along with the minimum amount of material wastage [2–4]. Several parameters and conditions in the SLM process have uncertainties and varying effects on the final product. These process parameters and conditions are under investigation to achieve the desired level of quality and reliability [5–8].

The AlSi10Mg material, due to its hypoeutectic microstructure, is equivalent to A360 die-cast aluminum in additive manufacturing [5,6]. The thin-walled parts of AlSi10Mg due to their exceptional characteristics including low thermal expansion coefficient, less weight, stiffness, high specific strength, corrosion resistance, high thermal and electrical conductivities have found wide applications in aerospace, automobile, energy, electronics, and railway industries [7,9,10]. At present, conventional manufacturing techniques including extrusion, casting and forging are used to produce a significant portion of aluminum alloys part of complex geometries, like thin-walled and asymmetrical forms and internal flow capillaries, resulting in lengthy production hold-ups and higher expenditures [11]. Current industrial applications of AlSi10Mg need innovative production techniques. Selective laser melting, a type of powder bed fusion (PBF) is a favorable AM technique with benefits such as complex geometry design, production flexibility, as well as cost and time savings [12–14]. There are different sets of process parameters such as part placement, scanning direction, scanning strategy, inert gas flow velocity, laser power, part built-up direction, hatch spacing, scanning speed, powder bed temperature and layer thickness to control the microstructure and mechanical properties of AlSi10Mg manufactured thin-walled parts with selective laser melting (SLM) technique [9,15–18].

In AM processes, the dimensional variation among the computer aided designed part, and the actual built part is defined as geometrical accuracy. Due to the layer by layer building process, many factors affect the geometrical accuracy of the actual parts. The mechanical precision of the manufacturing setup, such as layer thickness, concentrated laser spot size, and scanner’s position precision is amongst the factors affecting dimensional accuracy. The surface morphology that is described by numerous factors affects the geometrical accuracy as well. The factors mentioned above greatly depend upon the part positioning relative to the build direction [19]. Di W et al. [20] examined the geometrical characteristics of SLM built parts and concluded that the laser penetration, width of the laser beam, stair effect and powder adhesion play a key role in affecting the dimensional accuracy of different geometrical shapes produced by selective laser melting. Davidson et al. [21] focused upon SLM of duplex stainless steel powders and discovered that the geometrical precision varies with the direction. They found that the laser power and percent dimensional error are directly proportional and a geometrical error of 2–3% was reported on the average.

Calignano [22,23] investigated the dimensional accuracy of laser powder fusion using AlSi10Mg alloy and stated that the accuracy of parts produced is affected by the STL file, build direction, and process parameters. Thermal stress and the setting of process parameters have an impact on surface roughness and dimensional accuracy as well. Yap et al. [24] studied the effect of process parameters on the dimensional accuracy of parts developed on the PolyJet 3D printer by using three types of benchmarks and concluded that in order to develop thin walls successfully, the wall thickness should be greater than 0.4 mm. Raghunath and Pandey [25] in their study revealed that laser power and scan length are sources of deviation in the x-axis, laser power, and beam speed are sources of deviation in the y-axis, whereas, bed temperature, hatch spacing, and beam speed are sources of deviation in the z-axis. Han et al. [26] studied the effects of various process parameters upon geometrical accuracy and established that the precision can be enhanced by high scan speed that results in high density. Majeed et al. [27] investigated the dimensional and surface quality of parts-built by AM technique and optimized the process parameters. Zhu et al. [28] concluded that the thermal shrinkage would be higher for high laser power and low scan speed and smaller spacing. Furthermore, as compared to the
In the $x$-$y$ plane, the total shrinkage is significantly high in the $z$ plane. Yu et al. [29] studied the influence of re-melting on surface roughness and porosity of AlSi10Mg parts developed by SLM and found a positive effect on both of these properties.

One of the main disadvantages of SLMed parts is residual stress that leads to part distortion. Distortion significantly affects the dimensional accuracy of a part and adversely hinders the efficient working of the built parts. Kruth et al. [30] concluded that residual stresses cause distortion that affects the geometrical accuracy of the physical parts. It happens due to locally focused energy distortion, resulting in high-temperature gradients, which happens while separating the built part from the substrate. Shiomi et al. [31] found that rapid cooling and heating produces a high-temperature gradient that further leads to the generation of thermal stress and hence, causes part distortion and cracks. Yasa et al. [32] and Beal et al. [33] investigated the effects of SLM process parameters and found that scan strategy has a significant role in cracks formation and distortion of built parts. Li et al. [34] focused on quick anticipation of distortion in SLMed parts by developing a Finite Element model. The experimental results also confirmed forecast distortions in different scan strategies. Shukzi Afazov et al. [35] forecast and compensated the distortion in large scale industrial parts by developing two models for distortion compensation. Keller et al. [36] attained quick simulation of part distortion by establishing a multi-scale modeling technique that implied an intrinsic strain obtained from a hatch model of several laser scans in selective laser melting.

The researchers in their studies have determined different optimized parameters for porosity, roughness, hardness, dimensions, etc., but in actual practice, even at the optimized setting, there is variation in these quality characteristics of developed parts. These variations can be determined by repeatability and reproducibility experimentation, and analysis. The part-quality characteristics, i.e., dimension accuracy, precision, and distortion, can vary in the different axis or directions or change with dimension. Furthermore, the surface treatment can improve some quality properties, i.e., hardness, porosity, etc., and it can also affect these characteristics. Therefore, exploration of these points is the main objective of this work.

2. Material and Experimental Method

AlSi10Mg power was used for the building of thin-walled specimens whose morphology is shown in Figure 1. Specimens were built on an SLM 280 HL system, which was equipped with two 400 W fiber lasers. The chemical composition of AlSi10Mg powder was 10.1% Si, 0.30% Mg, 0.11% Fe, <0.05% Ni and balance % aluminum. In this study, the processing parameters of 0.320 kW laser power, 0.90 m/s scanning speed, 25% overlap rate, 0.08 mm of hatch distance, 0.03 mm of layer thickness, vertical building direction, and 67° checkerboard scanning strategy were used [37].

Figure 1. The morphology of AlSi10Mg powder particles.
The two dimensions, length (L), and height (H) of samples were fixed at 56 mm and 10.5 mm respectively, and the wall thickness of each sample was varied from 0.50 mm to 5.0 mm to make 12 combinations. Total $12 \times 4$ (4 Sets) samples were fabricated with a size of $56 \text{ mm} \times 10.5 \text{ mm} \times W_t$; where $W_t$ is wall thickness (i.e., 0.50, 0.80, 1.0, 1.20, 1.50, 1.80, 2.0, 2.50, 3.0, 3.5, 4.0, 5.0 mm). The third dimension thickness was systematically varied to study the effect of varying thickness on the dimensional quality and distortion.

The first three sets were fabricated in a single production run. The first set of 12 samples was used in As-Built (AB) condition for repeatability, reproducibility, and distortion analysis. The remaining two sets were analyzed after Solution Heat Treatment (SHT) and Artificial Aging (AA). The fourth set was fabricated at the same settings on the same system using the same material but at different intervals of time for the reproducibility study with the first set. The whole experimental scheme is presented in Figure 2. The repeatability and reproducibility were performed with the first and fourth set by using two dimensions, i.e., length (L) and height (H), which are fixed and produced at fixed input process parameters settings.

Figure 2. Experimental Scheme.

The scheme for sample build-up and reference directions is shown in Figure 3. The sample length and thickness are created in the xy-plane, horizontal direction. The sample height is created in the z-axis, vertical direction. The samples were separated from the substrate by using a wire cut electrical discharge machine. The developed samples and AM system are shown in Figure 4.
The length of each sample was measured three times and height five times; the width or thickness measured five times, and the average values were estimated. For distortion analysis, the sample was marked from one edge to another with ten positions 1 to 10 along the length of the sample. The distortion (displacement) values are measured at these marked positions to relate the measured values to the location of the sample.

The effect of heat treatments is also investigated on the thin-walled specimens by applying SHT and AA. Two sets were applied SHT at 530 °C and 540 °C for 2 h in the electric furnace, and the specimens were instantly exposed to water quenching at room temperature after SHT. AA was performed on 530 °C SHT set at 155 °C for 12 h in the drying oven, and further, the samples were quenched in the air to room temperature [38,39].

The powder morphology was tested with SEM Tescan VEGA3 LMU Scanning Electron Microscope system. The samples dimensional quality measurements were taken by using Mitutoyo vernier caliper, and their distortion was examined by using a dial indicator on a flatbed.

3. Results and Discussion

The results and discussion part is distributed into four sections. In the first section, we have fixed the input process parameters and determined the dimensional variations in 12 samples at as-built (AB) condition. The variation in the dimension of the parts depicts the manufacturing process variations at fixed conditions. The accuracy, precision, repeatability, and reproducibility are examined based on as-built samples considering two sides of the sample. In the second section, the variation in
thickness accuracy with increasing sample thickness is presented. Further, correlation and regression analysis are studied. In the third section, distortion analysis is presented. The variation and correlation between distortion and sample thickness are discussed. Lastly, the effect of SHT and AA on sample quality characteristics, i.e., dimensional accuracy, precision, and distortion, are discussed. The analysis performed by using MINITAB 18, MATLAB 07R, and Origin Pro 9.

3.1. Dimensional Quality under Repeatability (Process Variability)

The repeatability is a condition in which parameters and conditions, i.e., machine, man, method and material, are fixed and the products are developed repeatedly, or values are taken in a short interval of time repeatedly, and it is represented numerically by the standard deviation. In our study, the design length (L) and height (H) of the samples are fixed at 56 mm and 10.5 mm, respectively. Twelve samples are developed at the fixed input process parameters under same conditions. The dimensional values of the length and height of as-built samples are measured and mentioned in Table 1. The length and height are the average value of three and five readings of each sample, respectively. As the inputs parameters and conditions are fixed, the estimated standard deviations in length and height data represent the repeatability of the production process.

| Sample No | Design Length (mm) | Actual Mean Length (mm) | % Error | Sample No | Design Height (mm) | Actual Mean Height (mm) | % Error |
|-----------|--------------------|-------------------------|---------|-----------|-------------------|-------------------------|---------|
| 1         | 56                 | 55.977                  | 0.042   | 1         | 10.5              | 10.438                  | 0.590   |
| 2         | 56                 | 56.013                  | 0.024   | 2         | 10.5              | 10.530                  | 0.286   |
| 3         | 56                 | 55.990                  | 0.018   | 3         | 10.5              | 10.544                  | 0.419   |
| 4         | 56                 | 55.973                  | 0.048   | 4         | 10.5              | 10.664                  | 1.562   |
| 5         | 56                 | 55.997                  | 0.006   | 5         | 10.5              | 10.564                  | 0.610   |
| 6         | 56                 | 55.973                  | 0.048   | 6         | 10.5              | 10.528                  | 0.267   |
| 7         | 56                 | 55.983                  | 0.030   | 7         | 10.5              | 10.504                  | 0.038   |
| 8         | 56                 | 55.990                  | 0.018   | 8         | 10.5              | 10.422                  | 0.743   |
| 9         | 56                 | 56.000                  | 0.000   | 9         | 10.5              | 10.472                  | 0.267   |
| 10        | 56                 | 56.007                  | 0.012   | 10        | 10.5              | 10.464                  | 0.343   |
| 11        | 56                 | 56.007                  | 0.012   | 11        | 10.5              | 10.470                  | 0.286   |
| 12        | 56                 | 56.010                  | 0.018   | 12        | 10.5              | 10.426                  | 0.705   |
| Overall Mean Length (mm) | 55.993 | Overall Mean Height (mm) | 10.502 |
| Max. Error (mm) | 0.027 | Max Error (mm) | 0.164 |
| Repeatability $\sigma_r (\text{mm})$ | 0.0197 | Repeatability $\sigma_r (\text{mm})$ | 0.0237 |
| $p$-value | 0.160 | $p$-value | 0.000 |
| $F$-value | 1.61 | $F$-value | 42.73 |

The accuracy and precision are estimated as sample error and standard deviation, respectively. The actual measured length observed between 55.977–56.013 mm, and the maximum error is 0.027 mm (0.048%). Similarly, the actual height observed between 10.422–10.664 mm, and the maximum error is 0.164 mm (1.562%).

Analysis of Variance (ANOVA) is performed to determine significant differences in the i) mean length and ii) mean height between the 12 samples of set 1 developed under fixed input parameter
settings. Each sample has three values of length and five values of height. The $p$-value and $F$-value, mentioned in Table 1, shows the statistically significant difference between means and variation in means, respectively. The ANOVA performed at 95% confidence level by using the alpha level of 0.05. The normality of data checked, and normal probability plot of residuals indicated that residual data follow a normal distribution.

The repeatability estimated from ANOVA results, which is calculated by using the square root of mean squared error (MSE) value, also known as pooled standard deviation. The calculated repeatability ($\sigma_r$) for length and height is 0.0197 mm and 0.0237 mm, respectively.

The repeatability estimated from ANOVA results, which is calculated by using the square root of mean squared error (MSE) value, also known as pooled standard deviation. The calculated repeatability ($\sigma_r$) for length and height is 0.0197 mm and 0.0237 mm, respectively.

Figure 5a shows the variation in the length of samples at repeatability condition. The interval on the bar represents the standard deviation, which is estimated based on three repeated values of each sample. The red line is the design or target length line. The results show a random distribution of values. It can be seen from the graph that the length of each sample is fluctuating and not consistent, which shows the degree of instability of the production process. Secondly, the target line falls within the standard deviation interval of most of the samples. The ANOVA results revealed that the length means of samples in set 1 are not statistically significantly different, which is indicated by $p$-value ($p = 0.160 > 0.05$).

Figure 5b shows the variation in the height of samples at repeatability condition. The standard deviation interval is calculated based on five repeated values of each sample. The height of each sample is inconsistent, which shows higher instability in the production process. The target line even falls within the standard deviation interval of only a few samples. The ANOVA results revealed that the height means of samples in set 1 are statistically significantly different, which is indicated by $p$-value ($p = 0.000 < 0.05$).

The height means values of some sample, i.e., 1, 4, 5, 8, and 12, are statistically significantly different as revealed from ANOVA results. The variation in the samples is due to the effect of solidification, random shrinkage behavior, and residual stresses. The layers can shrink non-uniformly due to low or high-temperature regions, and this non-uniformity shrinkage results in dimensional variations. The sample 4 and 5 have statistical significance and show a higher value than the target value. This may be due to laser heat, which penetrates more to bond unwanted powder particles. Further, it also can be attributed to the bed temperature variation as the part build at center or region of higher temperature, have larger dimension as compared to part build at the edge of the bed or the region of low temperature.

The results show variation or fluctuations in dimensional values and standard deviation, which are due to inherent random errors or effects of manufacturing process or system. It can be revealed from the results that the sample height is more inconsistent, have more error and standard deviation as compared to sample length. The sample length and width or thickness boundary is created as a result of the laser beam boundary in the $xy$-plane, as shown in Figure 3, whereas the sample height is in the $z$-axis, the direction in which the bed moves equal to one layer thickness and re-coater spread a new
layer of powder. The sample dimension, which is created by a laser beam in the $xy$-plane, has more accuracy and precision as compared to the dimension created in the $z$-axis. This is because of internal stresses or shrinkage in $xy$-plane is lesser as compared to the $z$-axis, the vertical direction.

This shows that the variation of dimensional quality in different directions and the dimensions created in $xy$-plane will be more accurate and precise as compared to the dimension in the $z$-axis. This will help designers to achieve more accuracy in any specific part dimension which can be done by setting part build up a position in a direction that keeps the dimensions in the $xy$-plane that needs more accuracy and precision.

3.2. Dimensional Quality under Reproducibility (Process Variability)

The reproducibility is a condition in which one or more conditions are changed, i.e., machine, man, location, or time while keeping the same method and material. Two sets consisting of twelve samples in each set are developed at different time interval and production run. Table 2 shows the summarized results of both sets under reproducibility condition.

| Parameter                              | Length (L) | Height (H) |
|----------------------------------------|------------|------------|
|                                        | Set 1      | Set 4      | Set 1      | Set 4      |
| Design Value (mm)                      | 56         | 56         | 10.5       | 10.5       |
| Mean Value (mm)                        | 55.993     | 56.006     | 10.502     | 10.591     |
| Max. Error in any sample (mm)          | 0.027 (0.048%) | 0.050 (0.089%) | 0.164 (1.564%) | 0.258 (2.457%) |
| Reproducibility $\sigma_R$ (mm)        | 0.0169     | 0.0863     |
| $p$-value                              | 0.086 (>0.05) | 0.019 (<0.05) |
| $F$-value                              | 3.23       | 6.39       |

Analysis of Variance (ANOVA) is performed to determine significant differences in the i) mean length and ii) mean height between the set 1 and set 4 which are developed under fixed input parameters setting at different interval of time. Set 1 and set 4 considered as two groups having 12 values in each group. The $p$-value and $F$-value, mentioned in Table 2, shows the statistically significant difference between means and variation in means respectively. The ANOVA performed at 95% confidence level by using the alpha level of 0.05. The normality of data is checked, and a normal probability plot of residuals indicated that residual data follow a normal distribution.

The ANOVA results revealed that length means in set 1 and set 4 are not statistically significantly different which is indicated by $p$-value ($p = 0.086 > 0.05$) whereas the height means in set 1 and set 4 are statistically significantly different which is indicated by $p$-value ($p = 0.019 < 0.05$).

The reproducibility estimated from ANOVA results, which is calculated by using the square root of mean squared error (MSE) value, also known as pooled standard deviation. The calculated reproducibility ($\sigma_R$) is 0.0169 mm and 0.0863 mm for length and height, respectively.

The results revealed that the length and height show inconsistency and variability. The maximum dimensional error of 0.258 mm (2.457%) and a maximum standard deviation of 0.0863 mm observed under reproducibility condition. The height has less accuracy and precision as compared to the length and has shown the same trend as in repeatability condition.

3.3. Dimensional Quality with Variable Dimension

The dimensional quality is examined with the varying dimension. The sample design thickness is varied from 0.5 mm to 5 mm and, accuracy and precision are calculated from the actual thickness of the samples, as shown in Table 3. The results show that both % Error and the standard deviation are
decreased with the increasing sample thickness. The maximum error of 0.038 mm is observed in the whole range.

| Sample No | Design Thickness (mm) | Actual Thickness T (mm) | Mean Thickness (mm) | % Error | Max Error (mm) | Standard Deviation σ |
|-----------|------------------------|-------------------------|---------------------|---------|----------------|---------------------|
| 1         | 0.5                    | 0.488                   | 2.40                | 0.038   |                | 0.0130              |
| 2         | 0.8                    | 0.782                   | 2.25                | 0.0179  |                | 0.0045              |
| 3         | 1                      | 0.962                   | 3.80                | 0.0084  |                | 0.0089              |
| 4         | 1.2                    | 1.168                   | 2.67                | 0.0089  |                | 0.0089              |
| 5         | 1.5                    | 1.494                   | 0.40                | 0.0130  |                | 0.0055              |
| 6         | 1.8                    | 1.774                   | 1.44                | 0.0179  |                | 0.0055              |
| 7         | 2                      | 1.994                   | 0.30                | 0.0084  |                | 0.0089              |
| 8         | 2.5                    | 2.496                   | 0.16                | 0.0089  |                | 0.0089              |
| 9         | 3                      | 3.008                   | 0.27                | 0.0084  |                | 0.0089              |
| 10        | 3.5                    | 3.504                   | 0.11                | 0.0055  |                | 0.0055              |
| 11        | 4                      | 4.006                   | 0.15                | 0.0055  |                | 0.0045              |
| 12        | 5                      | 5.008                   | 0.16                | 0.0045  |                | 0.0045              |

The % Error value is random and higher in the region between 0.5 mm to 2 mm sample thickness. Whereas the % Error decrease and remain less than 0.30% in the region from 2 mm to 5 mm sample thickness, as shown in Figure 6. Similarly, the precision is higher with increasing the sample thickness. The results show that the dimensional quality will be better with increasing sample thickness, and it will be lower with decreasing thickness. This will be important for a product designer to consider these effects while designing the product, especially where a higher degree of accuracy and precision is required.

Figure 6. Experimental results show that % error in actual thickness decrease with increasing sample thickness. The % error reduces less than 0.3% for thickness greater than 2 mm.

The correlation and regression analysis are performed to determine the strength of the relationship between sample Thickness (T) and % Error. The correlation coefficient r is -0.73, which shows a
negative relationship. The % Error decreased exponentially with the increasing thickness, which is presented by the regression model, as shown in Equation (1) and Figure 7. The $R$-squared value of the model is 0.6348 (63.48%). The $p$-value is 0.0006 (>0.05), which show the significance of the relationship.

\[
\text{% Error} = 4.7792 \times \exp(-0.814255 \times T)
\] (1)

Figure 7. (a) Fitted line plot for a regression model. Sample thickness and % error in the thickness of developed samples decrease exponentially with increasing thickness. (b) Prediction plot showing the values falls within the 95% prediction interval. The central red line is fitted line, and the outer blue lines represent 95% prediction interval.

3.4. Distortion Analysis

The final quality of part depends on the material characteristics and production process parameters. The part deflection or distortion is a result of a combination of these factors. The residual stresses in a developed part cause the distortion. The distortion is measured by measuring the displacement using a dial indicator on a flatbed at ten points on each sample in as-built condition, and the results are shown in Table 4.

| Sample No | Design Thickness (mm) | Distortion (Displacement Measurement) mm | Mean | Std. Dev. | % Distorted |
|-----------|-----------------------|-----------------------------------------|------|-----------|-------------|
| 1         | 0.5                   | 0.174 0.663 0.833 0.949 1.09 1.312 1.074 0.935 0.618 0.172 | 1.072 | 0.782     | 0.380 158.62 |
| 2         | 0.8                   | 0.011 0.05 0.044 0.062 0.044 0.035 0.051 0.047 0.011 | 0.007 | 0.0362    | 0.020 4.54   |
| 3         | 1                     | 0.058 0.191 0.082 0.125 0.116 0.199 0.135 0.192 0.154 | 0.079 | 0.1328    | 0.051 13.89  |
| 4         | 1.2                   | 0.05 0.075 0.101 0.213 0.215 0.17 0.232 0.103 0.063 | 0.048 | 0.127     | 0.073 11.20  |
| 5         | 1.5                   | -0.023 0.022 0.034 0.04 0.087 0.005 0.01 | 0.001 | -0.006 0.021 | 0.149 0.033  |
| 6         | 1.8                   | -0.003 0.017 0.002 0.014 -0.015 -0.009 -0.004 | 0.004 | -0.009 0.0001 | 0.010 0.01  |
| 7         | 2                     | -0.008 0.011 0.019 0.02 0.033 0.015 0.006 | 0.025 | 0.033 0.108 | 0.0262 0.031 1.36 |
| 8         | 2.5                   | 0.015 0.012 0.014 0.013 0.025 0.02 | -0.001 0.004 | 0.025 0.019 | 0.0146 0.008 0.60 |
| 9         | 3                     | 0.022 0.013 0.002 -0.008 -0.004 0.007 0.002 | 0.013 0.037 | 0.05 0.0134 | 0.018 0.45  |
| 10        | 3.5                   | 0.043 -0.001 -0.013 -0.016 -0.034 -0.031 | -0.031 -0.018 | -0.012 0.001 | -0.0112 0.023 0.33 |
| 11        | 4                     | 0.029 0.017 0.007 0.006 0.004 0.003 | 0.003 0.025 | -0.007 0 | 0.006 0.009 | 0.011 0.23  |
| 12        | 5                     | 0.029 0.011 0.007 -0.001 -0.008 -0.01 | -0.009 -0.017 | -0.012 -0.019 | -0.0029 0.015 0.06  |

The shrinkage value is subtracted from the measurement to get the actual distortion value. The positive and negative values indicate the side of deflection with reference to the central axis. The
maximum mean distortion is 0.782 mm, and the maximum distortion at any single point is 1.312 mm, which is observed for 0.5 mm thickness. The maximum standard deviation of 0.038 mm is also observed for the 0.5 mm thickness sample.

Figure 8 shows the distortion variation or profile on the sample surface at 1 to 10 marked points. The distortion has higher values and variations in the region between 0.5–1.5 mm thicknesses. The 0.5 mm thickness sample has a maximum distortion and peak value at the middle location of the sample. The distortion considerably decreased after 0.5 mm sample thickness.

![Figure 8.](image)

(a) The distortion profile is showing that it is decreasing with increasing sample thickness. (b) A sample showing distortion.

The differences in the distortion values are due to the residual stresses developed in the samples, that are the result of laser heat thermal cycling, i.e., heating and cooling during layer by layer development of samples. There is a temperature gradient between the bottom and each new upper layer. The thin samples are more prone to residual stresses, shrinkage, and bending as compared to thicker samples due to wall thickness, which cause higher distortion comparatively.

### 3.5. Effect of Heat Treatments (SHT and AA)

The samples are further analyzed to investigate the effect of SHT and AA on dimensional quality and distortion. Figures 9 and 10 show the results of % error and standard deviation in sample length and height under AB, SHT, and AA conditions. The result shows that SHT and AA have no clear effect on dimensional accuracy and precision. The results are random and do not depict any trend.
Figure 9. % Error in sample (a) length and (b) height comparison in As-Built (AB), Solution Heat Treatment (SHT), and Artificial Aging (AA) conditions.

Figure 10. Standard Deviation $\sigma$ in sample (a) length and (b) height comparison in AB, SHT, and AA conditions.

Figure 11 shows the results of distortion under AB, SHT, and AA aging conditions. The results are random and do not depict any beneficial effect of SHT and AA on distortion. Conclusively SHT and AA do not give any advantage in improving dimensional quality, i.e., accuracy and precision and reducing distortion.

Figure 11. (a) Distortion % Error and (b) Distortion Standard Deviation Comparison under AB, SHT, and AA conditions.
4. Conclusions

In this paper, the dimensional quality, accuracy, and precision are investigated under repeatability and reproducibility conditions. The effect of increasing sample dimension, i.e., thickness, on the accuracy and precision, is studied followed by correlation and regression analysis. The distortion analysis is performed to examine the effect of SHT and AA for any improvement in dimensional quality and distortion. The following conclusive results are observed based on results and analysis;

- The manufacturing process has shown instability and random variations under repeatability condition, which is due to the inherent variability or random errors in the system.
- The dimensional quality results revealed that in sample length (horizontal dimension), 0.05 mm maximum dimensional error, 0.0197 mm repeatability ($\sigma_r$), and 0.0169 mm reproducibility ($\sigma_R$) observed. Similarly, in sample height (vertical dimension), 0.258 mm maximum error, 0.0237 mm repeatability ($\sigma_r$), and 0.0863 mm reproducibility ($\sigma_R$) observed.
- The ANOVA results revealed that length means (horizontal dimension) is not statistically significantly different under repeatability and reproducibility conditions. Whereas, the height means (vertical dimension) are statistically significantly different under repeatability and reproducibility conditions.
- The results show the variation of dimensional quality in horizontal and vertical directions. The dimensions created in $xy$-plane (horizontal direction) observed more accurate and precise as compared to the $z$-axis dimension (vertical direction).
- The dimensional error decreased with increasing sample thickness. The error reduces to less than 0.3% for thickness greater than 2 mm. The correlation analysis has revealed a negative correlation ($r = -0.73$) between % error and sample thickness. The regression model revealed an exponential decrease of %error with increasing thickness, $R^2 = 0.6348$ (63.48%), and $p$-value 0.0006 (<0.05), which shows the significance of the relationship.
- The sample distortion decreased with increasing sample thickness. The 0.5 mm thickness sample has shown very high distortion, whereas, the distortion reduced significantly for the 0.8–1.5 mm thickness samples.
- The solution heat treatment and artificial aging did not give any advantage in improving dimensional quality or reducing distortion in comparison with as-built condition results. It is not proven suitable for improvement purpose, but these HT conditions may improve other mechanical properties of parts like tensile strength, elongation, etc.
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Abstract: Laser powder bed fusion (LPBF) is one of the most potent additive manufacturing (AM) processes. Metallic LPBF is gaining popularity, but one of the obstacles facing its larger industrial use is the limited knowledge of its dimensional and geometrical performances. This paper presents a metrological investigation of the geometrical and dimensional deviations of a selected LPBF-manufactured component, according to the ASME Y14.5-2009 standard. This approach allows for an estimation of both the process capability, as per ISO 22514-4 standard, and the correlations between the part location in the manufacturing chamber and the profile deviations. Forty-nine parts, which are representative of a typical aerospace tooling component (30 mm in diameter and 27.2 mm in height) were manufactured from AlSi10Mg powder using an EOSINT M280 printer and subjected to a stress relief annealing at 300 °C for two hours. This manufacturing procedure was repeated three times. A complete statistical analysis was carried out and the results of the investigation show that LPBF performances for all geometrical variations of 147 identical parts fall within a range of 230 μm at a 99.73% level.

Keywords: additive manufacturing; laser powder bed fusion; selective laser melting; metrology; inter-repeatability; intra-repeatability; geometrical dimensioning and tolerancing (GD and T); process capability

1. Introduction

Additive manufacturing (AM) technologies produce 3D engineered parts from nominal CAD files in an additive manner, generally layer by layer. The term “additive” is used to highlight the fact that these technologies do not require conventional tooling to build components and that the shape is created by adding, rather than removing or deforming, material. The material can be polymer, metal, composite, ceramic, concrete, or even human cells. Many AM processes have been developed and are commercially available, including stereolithography (SL), fused deposition modeling (FDM), three-dimensional printing (3DP), powder bed fusion (PBF), direct metal deposition (DED), and sheet lamination (SL). The PBF technologies include two variants depending on the nature of the heat source: the electron beam powder bed fusion (EBPBF) and the laser powder bed fusion (LPBF). Their general principles are described on ISO/ASTM52901-16 [1]. The processes terminologies used are from ISO/ASTM 52900:2015 [2] standard terminology for AM.

Wohler’s report stated that 13,058 AM machines were sold in 2016 [3]. The use of these processes is expanding and can be explained by the benefits they provide: free complexity and easy customization, as well as the reduced setup time, delivery time, and tooling cost. LPBF is one of the most potent metallic AM technologies. However, the laser power, temperature field heterogeneity, and other
phenomena inherent to the process generate residual stresses responsible for distortions of the produced parts [4]. Geometrical and dimensional deviations (GD and T) in LPBF parts are among the main concerns as far as it concerns facing wider industrial application of this technology. There is a need to study the process and improve part precision, which has been criticized by many researchers.

Wang et al. [5] studied the correlations between shrinkage, laser beam offset, and the weight of LPBF parts. After statistical analysis, sampling theory and three calculation methods, the conclusion was that the shrinkage remains nearly unchanged irrespective of the weight of AM parts. However, the beam offset increases with part weight. One of the first shrinkage calibrators for metallic AM was also proposed. Zhu et al. [6] studied the shrinkage of direct laser sintered metallic powder parts. Two types of shrinkage, thermal and sintering shrinkage, were isolated and quantified. Thermal shrinkage results from cyclic heating, while sintering shrinkage is caused by densification and is a type of elastic compressive shortening. The conclusion was that the higher the laser power and the smaller the scan speed and spacing, the higher the thermal shrinkage. Additionally, the total shrinkage in the Z plane is significantly higher than in the X-Y planes.

Raghunath and Pandey [7] identified the sources of deviation for each build axis using the Analysis of Variance (ANOVA) technique. Laser power and scan length were identified as the primary sources of deviations in the X-axis, laser power and beam speed in the Y-axis, and part bed temperature, hatch spacing and beam speed in the Z-axis. Islam and Shacks [8] investigated the influence of build parameters on the dimensional errors of 60 selective laser sintered polyamide parts. Senthilkumaran et al. [9] developed a model for shrinkage compensation in LPBF which operates in each layer. Galovskiy et al. [10] tested some work pieces for LPBF.

Detailed investigations of AM part geometrical deviations have been carried out in [11–23]. Fahad and Hopkinson [24] proposed a benchmark to evaluate and compare the accuracy and repeatability of the AM processes. This benchmark has three repetitions of features with standard geometries. With the intention of testing the LPBF process, Teeter et al. [25] conducted a metrological study about deviations appearing according to part location in the manufacturing chamber. After printing five pattern repetitions on a plate (the inspection was performed using an Olympus microscope with a resolution of ±0.5 μm), there was no difference between the pattern profile deviations. Ferrar et al. [26] investigated the gas flow effect on SLS repeatability and performance. In their study, variations in gas flows have been shown to affect both the value, the density and the compression strength range of the samples tested. Aidibe et al. [27] investigated the repeatability of the LPBF technology with five Ti-6Al-4V parts. The conclusion was that the LPBF process can provide acceptable metrological performances in terms of repeatability, overall deviations and geometric/dimensional errors, comparable to turning. Rebaioli and Fassi [28] identified some benchmark artefacts designed to evaluate the geometrical performance of the AM processes and their design guidelines. Sing et al. [29] investigated the effect of LPBF processing parameters on the dimensional accuracy and mechanical properties of cellular lattice structure using a statistical modeling. The conclusion was that the strut dimensions of LPBF fabricated lattice structures are most sensitive to laser power, as compared to layer thickness and scanning speed. Calignano [30] investigated the accuracy and surface roughness of parts manufactured by LPBF in the AlSi10Mg powder. The conclusion was that the STL file, build orientation, and process parameters affects the accuracy.

Globally, researchers have focused more on feasibility rather than on capability studies, the former revealing process limitations in printing some specific geometric features, while the latter provides an estimation of the probabilistic behavior of some metrological characteristics of the part produced by this process. Since the latter aspect represents a main goal of this study, this paper quantifies the LPBF process intra and inter repeatability, and capability with AlSi10Mg powders. The paper is organized as follows: Section 2 describes the experimental procedure. The results are presented in Section 3 and discussed in Section 4. Finally, a summary is provided and future works are presented in Section 5.
2. Experimental Protocol

The first goal of the experimental procedure is to identify and quantify the variations in the geometrical deviations of a selected part as a function of its location in the LPBF manufacturing chamber. Then, this experiment is intended to provide an answer to the hypothesis of a repeatable pattern of such deviations.

To this end, 49 identical AlSi10Mg parts equally distributed on a build plate (Figure 1) were printed three (3) times in the same LPBF system using the same process and post-process parameters, and analyzed by the same operator using the same equipment. The printed part is a typical aerospace tooling component, 30 mm in diameter and 27.2 mm in height. This part was chosen because it is an industrial tooling component used in jig construction, it is a kind of case study for industries interested in manufacturing by LPBF. Secondly, it is a topologically-optimized part. Finally, this part allows us to have an adequate sample size (49 parts/plate) for our study. Since we are concerned by GD and T variations as a function of part location in the fabrication chamber, an interesting element of this study is the number of repetitions which is 49 times three (49 × 3). This means that information from 49 different emplacements on the plate quantifies the variations occurring at the same place three times.

In most cases, to reduce the risk of distortions caused by thermal gradients, while firmly attaching the part to the build plate during printing, the part needs to be built with support structures. In this study, specialized software Magics v.17.02 (Materialise, Leuven, Belgium) was used to generate support structures. The assembly was then loaded in the process software (PSW.3.4), where it was duplicated 49 times. The process parameters set, called AlSi10Mg_Speed 1.0 and recommended by the manufacturer EOS (Krailling, Germany) for an AlSi10Mg alloy, was used, with 30 μm-thick layers (Figure 2a). After printing, the build plate was stress relieved at 300 °C for two hours with no visible effect on the outer surface of the parts (Figure 2b).

Next, the point cloud of printed parts was obtained by means of a Metris LC50 laser scan mounted on a Mitutoyo Coordinate Measuring Machine (CMM) (accuracy ≤ 7 μm at the 95% level), Figure 2c. Before each scan, the devices were calibrated using a master sphere and the data collection was performed on nine (9) angles to maximize the information collection on inner surfaces. A real-time visualization was possible with the Focus Inspector specialized software. A thin layer of talcum powder was used to reduce part surface reflection. In doing so, the potential point cloud density was increased to ensure the best measurement. The point clouds was then assembled (from the nine angles) and cleaned. The parts were scanned before and after being cut off the plate. The best-fit technique was then carried out using PolyWorks® v.16 (Innovmetric Metrological Software, Quebec, QC, Canada). The data were then loaded into a Matlab® 2017b (software of MathWorks, Natick, MA, USA), using
a code to extract the deviation at each point. Minitab® v.17 (a statistical software of Minitab Inc., State College, PA, USA) was used for the graphics and statistical studies (Figure 2d).

Figure 2. Experimental protocol: (a) manufacturing sequence, (b) stress relief heat treatment, (c) geometrical deviation measurements, and (d) data analysis.

Four types of analysis were performed based on ASME Y14.5 (2009): Intra-build variation study (Analysis 1), inter-build variation study (Analysis 2), and a capability study according to ISO 22514-4 (Analysis 3).

2.1. Intra-Build Variations Study

The intra-build variation study (Analysis 1) consisted of measuring the profile deviations (without a frame of reference) between the digitized parts (SCAN) and the nominal part (CAD). The digitization provided an average of 400,000 points for each part. The overall 3D profile deviations were extracted using the IMInspect module of PolyWorks® v.16 for each part, and represented by their nonparametric medians. In the first part of this intra-build variation study (Analysis 1a), visualizing the repartition of the profile deviations in the manufacturing chamber was the main interest. The second object of interest was the deviations of the external diameter of the parts at a height of z = 1.2 mm (Analysis 1b). This plan z = 1.2 mm has been chosen because it is the mid-value between the chamfer and the holes in the cylindrical feature of the part. For each of the 147 parts, the absolute difference between the measured diameter (using best fit criteria) and the nominal diameter (∅19.05 mm) was extracted using the IMInspect module of PolyWorks® v.16 and plotted using Minitab® v.17. The Analysis 1c consisted of a correlation study of the two previous variables, the overall 3D profile deviation and the external diameter at a height of z = 1.2 mm. This analysis was carried out using a regression equation, which is an algebraic representation of the regression line used to describe the relationship between the response and predictor variables. In our case, the measured diameter was used as a predictor variable, while the overall 3D profile deviation represented by its median was considered as a response variable. Minitab v.17 linear regression analysis was used to obtain the equations for the three builds. Finally, a basic statistical study was also conducted with the overall 3D profile deviations and the external diameter at a height of z = 1.2 mm (Analysis 1d).
2.2. Inter-Build Variations Study

In order to quantify the inter-build variations (Analysis 2), which is the variation behavior among three builds, two statistical analyses were performed: the Kolmogorov–Smirnov (KS) test (Analysis 2a) and the inter-repeatability quantification (Analysis 2b). A visual comparison was also carried out using the best-fit technique with PolyWorks® v.16. The KS test and visual comparison were performed using the data acquired before cutting the parts off the plate for Build #2 and Build #3 (Build #1 data before cutting the parts were not available). The KS test is a nonparametric goodness-of-fit test that compares cumulative distribution functions (CDF). It is explained below in Equations (1)–(3). In this case, the KS test was used to compare the CDF of the 3D profile deviation of Build #2 and Build #3 acquired before the part removal.

Given \( n \) data points \( x_1, x_2, \ldots, x_n \) of the build \( #j \), the empirical CDF is defined as:

\[
F_{j, n_j}(t) = \frac{1}{n_j} \sum_{i=1}^{n_j} 1_{x_i \leq t}
\]

where \( 1_{x_i} \) is the indicator of event \( x_i \), \( n_j \) is the data size from build \( #j \), and \( F_{j, n_j}(t) \) is its corresponding empirical CDF. The KS test between Build #2 and Build #3 is based on the maximum distance between two curves:

\[
KS_{n_2, n_3} = \sup_t \left| F_{2, n_2}(t) - F_{3, n_3}(t) \right|
\]

The null hypothesis \( H_0 \) is \( F_{2, n_2} \) and \( F_{3, n_3} \) have identical CDF behavior. \( H_0 \) is rejected at a significance level \( 1 - \alpha \) if:

\[
KS_{n_2, n_3} > c(1 - \alpha) \sqrt{(n_2 + n_3)/n_2 n_3}
\]

where \( c(1 - \alpha) \) is the inverse of the KS distribution at level \( 1 - \alpha \). The \( p \)-value is used as criteria for acceptance/rejection of the KS test. \( \alpha \) is the type I error [31]. The significance level is this study is 95%. This significance level was chosen because he usually used in metrological analyses. If the \( p \)-value is lower than the significance level \( \alpha = 0.05 \), then the null hypothesis \( H_0 \) is rejected.

Analysis 2b is an inter-repeatability statistical study carried out using CDF of the 3D profile deviation of each part as shown in Equations (4)–(6). Nine (9) different locations were selected (to be specified below) to uniformly cover the build space. The inter-variation study was performed for each position at a 95% level:

\[
PV = \pm 1.96\sigma_{PV}
\]

\[
\sigma_{PV} = K_3 R
\]

\[
R = \max(x_i) - \min(x_i)
\]

With \( x_i \) is the capabilities (as described in Equation (7)) of the profile deviation at location \( i \) for Build \#j (1, 2, and 3), \( R \) is the range of the three parts, \( \sigma_{PV} \) is the standard deviation, and \( PV \) is the part variation. For this case, \( K_3 = 0.5231 [27] \).

2.3. Capability Study

According to the ISO 22514-4, the process capability is a statistical estimate of the outcome of a characteristic of a process which has been demonstrated to be in a state of statistical control (stable) and which describes the process ability to fulfill the requirements of a given characteristic. By definition, process capability is the interval between \( L_1 = 0.135\% \) and \( L_2 = 99.865\% \) of the individual values’ distributions; in other words, the interval containing 99.73% of the data (Figure 3).
The capability study (Analysis 3) was performed using the non-parametric quantiles $L_{\%}$ of the parts’ profile deviations (Analysis 3a). The capability was obtained by:

$$\text{Capability} = L_{99.865\%} - L_{0.135\%}$$

Monte Carlo Simulation (MCS) [32] of the 3D profile deviation behavior was also carried out using Matlab® 2017b. For each part, the overall deviations were fitted to a normal distribution at a 95% confidence level. The MCS was then performed on the 147 normal distribution parameters, and the overall capability was extracted (Analysis 3b).

3. Results

The GD and T analysis was based on ASME Y14.5 (2009) and provides the following information: (1) Nonparametric intra-build variations study; (2) inter-build variations study, including goodness-to-fit test and; (3) capability study according to ISO 22514-4.

3.1. Intra-Build Variations

In the first study, each build is analyzed independently. This intra-build variation values are related to the location of each of the 49 parts uniformly distributed on the build plate and covering it entirely. In Analysis 1a, different colors are allocated to the deviation map shown in Figure 4 to represent the amplitude of the profile deviations (normal vector to the nominal surface).

![Figure 4. Contour plot of the profile deviation distribution using a median deviation of each part for all three builds.](image-url)
The results of Analysis 1b are presented in Figure 5. Colors are brought about to distinguish the material withdrawal, when the feature is smaller than the nominal size in the least material condition (LMC) direction from the addition which is an increase from the nominal size in the maximum material condition (MMC) direction as in ASME Y14.5 [33]. Black bubbles are placed where this difference was less than 1 μm.

\[
\text{Bubble size} = \phi_{\text{measured}} - \phi_{\text{CAD}}
\]

**Figure 5.** Bubble plot of the diameter deviation of each part of the three builds; the size of the bubble illustrates the absolute difference between the measured diameter and the nominal size of the part.

The results of Analysis 1c correlating the measured diameter (predictor) and the median profile deviations (response) are plotted in Figure 6. In Figure 6, the value of S is measured in units of the response variable and represents the standard distance data values from the regression line. For a given study, the better the equation predicts the response, the lower the S value. R-Sq represents the proportion of variation in the observed response values that is explained by the predictor variable, which is the measured diameter. Adjusted R-Sq(adj) is a modified R that has been adjusted for the number of terms in the model.

A basic statistical study was also conducted to evaluate the intra-build variation (Analysis 1d). The first objective of this analysis was the external diameter at a height of z = 1.2 mm extraction and characterization. The results are presented in Table 1. The second objective is the overall 3D profile deviations of each part, represented by the gap between the non-parametric quantiles \( L_{1\%} \) and \( L_{99\%} \) (Table 2).
Table 1. Descriptive statistics of the measured diameter for 49 parts (dimensions in mm).

| Build | μ (±) | StDev (±) | Min (±) | Median (±) | Max (±) |
|-------|-------|------------|---------|-------------|---------|
| #1    | 19.053 | 0.054      | 18.970  | 19.041      | 19.243  |
| #2    | 19.017 | 0.025      | 18.964  | 19.015      | 19.108  |
| #3    | 19.012 | 0.038      | 18.936  | 19.011      | 19.095  |

With μ = mean; StDev = Standard deviation.

Figure 6. Correlation between the diameter deviation (predictor) and the profile deviation (response).
Table 2. Descriptive statistics of the measured Profile $\left(L_{99\%} - L_{1\%}\right)$ for 49 parts (dimensions in mm).

| Build | $\mu$ | StDev | Min | Median | Max |
|-------|-------|-------|-----|--------|-----|
| #1    | 0.148 | 0.058 | 0.108 | 0.131  | 0.501 |
| #2    | 0.152 | 0.023 | 0.124 | 0.149  | 0.276 |
| #3    | 0.147 | 0.014 | 0.116 | 0.148  | 0.181 |

3.2. Inter-Build Variations

This study involves comparing the builds and quantifying and analyzing the differences. First of all, a visual comparison is carried out. For example, Figure 7 presents the overall 3D-profile deviations for Build #2 and Build #3, where the same color scale and parameters are used. This comparison reveals more material withdrawal in Build #3 than in Build #2 (more detailed discussion will be made in Section 4). Next, Figure 8 illustrates the results of Analysis 2a (KS test). Since the $p$-value is higher than 0.05 ($\alpha$), no significant statistical differences between the CDFs of Build #2 and Build #3 can be reported (95% confidence level). The range of the inter-repeatability (Analysis 2b) for the 49 locations is 455 µm. The minimum part variation is 14 µm, and the maximum is 469 µm at a 95% confidence level, as will be shown in more detail in the next section.
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3.3. Capability

The capability study (Analysis 3) was performed on all 174 parts, and the results of this study are presented in Figure 9. Figure 9a illustrates the external diameter extraction and quantification, Figure 9b presents its non-parametric distribution, Figure 9c the distribution of the profile deviation of one part, with the capability interval highlighted, and Figure 9d shows the distribution of the capability intervals of 49 parts.

![Figure 9. Capability and diameter deviation analyses: (a) Diameter quantification, (b) 49 parts’ (one build) diameter distribution, (c) 3D profile deviation capability, and (d) 49 parts’ (one build) 3D profile deviation capabilities distribution.](image)

The results of Analysis 3a are presented in Figure 10, giving an overview of the capabilities (as in Equation (7)) over three builds for nine locations selected to uniformly cover the build space. Thus, for each of the selected part location, the capability (99.73%) and the 95% ($L_{97.5\%} - L_{2.5\%}$) intervals of profile deviations are provided for Build #1, Build #2, and Build #3. Table 3 presents the results of Analysis 3b for Builds #1, 2, 3 and for the overall 147 parts. It also reveals that the 3D profile deviation capability interval for the 147 parts falls within 228 μm at the 99.73% level.
4. Discussion

After the first build, neither the second nor the third build showed any similarity in terms of the distribution (pattern) of the 3D profile deviations in the manufacturing chamber. Globally, the deviation values are in the same range, but their distribution in the chamber is not repeating. We can then conclude there is no specific pattern of geometric deviations on the chamber for LPBF process with an EOS M280. The measured range of the intra-build means variations are 0.100 mm for the first build, 0.071 mm for the second, and 0.054 mm for the third build. The inter-build variation range is 0.104 mm. The intra-build variations are practically constant even if their distribution on the build plate is not similar. The observation of Figure 7 highlights more withdrawal in Build #3 than Build #2 (Figure 11a). However, since the magnitude of the differences between the two builds is lower than the measurement equipment uncertainty which is ±5 μm, we cannot really conclude on the absence of any significant difference between these builds. The range of the intra-build diameter (⌀19.05 mm) variations at z = 1.2 mm is 0.273 mm for the first build, 0.144 mm for the second, and 0.159 mm for the third build. The inter-build variation range is 0.104 mm. The intra-build variations are practically constant even if their distribution on the build plate is not similar. The observation of Figure 7 highlights more withdrawal in Build #3 than Build #2 (Figure 11a). However, since the magnitude of the differences between the two builds is lower than the measurement equipment uncertainty which is ±5 μm, we cannot really conclude on the absence of any significant difference between these builds. The range of the intra-build diameter (⌀19.05 mm) variations at z = 1.2 mm is 0.273 mm for the first build, 0.144 mm for the second, and 0.159 mm for the third build. The overall diameter deviation variation range is 0.307 mm (Figure 11b) which corresponds to an equivalent IT Grade IT 13. The 3D profile deviation behavior of the 147 parts falls within 128 μm at a 95% level, which corresponds to an IT 11. The 3D profile capability interval (99.73%) for the process is 228 μm, which is an IT 12 equivalent, comparable to turning and milling process tolerance.
5. Conclusions

This paper presents a metrological investigation carried out on 147 typical aerospace tooling components built in three print jobs using an AlSi10Mg powder and an EOS M280 LPBF system. The investigations were limited to the overall 3D profile and diameter deviation studies, specifically to their repartition in the build chamber. No significant statistical differences were revealed between the 49 locations over the three builds, and the deviation distribution in the build chamber appeared to be non-repeatable. However, inspection of part external diameters reveals a correlation between this feature and the overall 3D profile deviation. In fact, it was shown that the magnitude of these deviations is in the same range as the measurement equipment uncertainty, which is ±5 μm. Further studies with different geometries, such as cylinders, holes, cubes, and cones, could be promising.

The results of this study, and of the upcoming ones, will have a positive impact on increasing the competitiveness of the LPBF process. The findings of the study can also be directly applied to high technology industries, such as aerospace and automotive sectors, planning to use the metallic AM technology in their production cycle.
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Abstract: One of the challenges of additive manufacturing (AM) technology is the inability to generate repeatable microstructure and mechanical properties in different orientations. In this work, the effect of build orientation on the microstructure and mechanical properties of Ti–6Al–4V specimens manufactured by selective laser melting (SLM) was studied. The samples built in the Z orientation showed weaker tensile strength compared to the samples built in X, and Y orientations. Samples built in X and Y orientations exhibited brittle fracture features in areas close to the substrate and ductile fracture features in the area farther from the substrate. Defects including pores, cracks, and unmelted/partially-melted powder particles contributed to lower tensile and fracture toughness properties in different orientations.
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1. Introduction

Additive manufacturing (AM) is defined as a process of “joining materials to make objects from 3D model data, usually layer upon layer, as opposed to subtractive manufacturing methodologies” [1]. AM is suitable for small- and medium-part production and enables design flexibility and freedom in comparison with conventional manufacturing processes where complex geometries and net shape products are desired. However, some challenges still exist, such as limitations in part size, production number, and repeatability of material properties [2]. One of the challenges facing AM technology is the ability to achieve identical microstructure and mechanical properties in different build orientations. Numerous studies have been conducted to improve the quality of the additively manufactured parts and ensure repeatable material properties.

The effect of altered process parameters on AM-fabricated Ti–6Al–4V alloys was investigated by Gong et al. [1]. It was found that energy density has a significant effect on defects and porosity of the samples generated by powder bed fusion (PBF) [1]. The microstructure and mechanical properties of Ti–6Al–4V tensile specimen fabricated by selective laser melting (SLM) and electron beam melting (EBM) were studied by Rafi et al. [3]. The α' martensitic phase was the microstructure of SLM specimen due to processing parameters and cooling rate. The microstructure of EBM-processed samples consisted of primary α and a small amount of β phase due to elevated temperature in the build chamber [3]. The main types of microstructure for titanium alloys were reported as lamellar α within large β grain, which forms during slow cooling rates and can be characterized by low ductility, moderate fatigue properties along with good creep and crack resistance. The second type is equiaxed two phase α + β for fast cooling processes with better balance of strength and ductility along with fatigue properties [4].
of process parameters, but the typical SLM microstructure was martensitic α’ based on scanning speed and rapid cooling [5]. Heat treatment can decompose α’ into α and β phases. SLM intrinsic heat treatment converts α’ martensitic phase into α + β microstructure during sintering. The intensified treatment employs tight hatch spacing along with high energy density and elevated temperature of the platform. However, high energy density and elevated temperature may result in void defects [6]. Rapid heat transfer, melt pool flow and geometry influence the grain size and microstructure of the printed material [7–10]. The way in which an increase in the current and frequency of the laser elevates the density and thickness of the specimen was studied by Fatemi et al. Higher scanning speed has the opposite effect on layer thickness. Maximum density was obtained with high current, frequency and decreasing scanning speed [11]. Intrinsic heat treatment during SLM facilitates transformation of the α’ martensitic phase into α and β microstructures. The intensified treatment employs tight hatch distance along with high energy density and elevated temperature to reduce the cooling rate [6]. The Marangoni convection in the melt pool may also make the pool unsteady, despite constant scanning velocity [7,12]. Melt pool geometry is influenced by scanning speed, and laser power among other factors. The rapid solidification behavior is due to large thermal gradients and high thermal conductivity of metallic alloys. As a result, fine grains with refined microstructure are generated. Also, the solubility of a solid may be extended and chemical homogeneity may increase along with crystalline, quasicrystalline, and amorphous metastable phases [13,14].

One of the common defects resulted from SLM processes is porosity. Formation of defects such as porosity is directly related to the laser beam and powder interactions during the process. Interaction of the energy source in SLM and EBM processes with powder particles results in extreme temperature and massive liquid formation. During solidification gaseous bubbles float over the liquid by Marangoni flow. Trapped bubbles in the solidified region form pores. Porosity can be reduced by optimizing the hatch spacing, laser power and scan speed [15,16]. Porosity can be powder-induced or process-induced. Powder-induced defects include spherical gaseous voids inside the powder. The powder is held in place by gravitational force and is under the influence of a powder distribution mechanism, rapid temperature change, and capillary forces. There is no pressure source to compact the powder particles or hold them closer. Porosity may also consist of large irregular unmelted powder zones, shrinkage pores due to lack of enough powder in the interdendritic zones, and spherical pores due to gas entrapped in the part [7]. Process-induced porosity is due to insufficient energy to melt the powder completely. Lack of fusion can be recognized where unmelted powder particles are observable near the pores and shrinkage porosity is due to lack of powder in the melt pool. Spatter ejection is another phenomenon induced by high beam power, where the melt pool boils and drives the molten material out of melt pool via a convection process [17]. Balling is another defect that results from inability of the molten material to connect effectively with previous layers. Therefore, the surface of the material becomes rough and porous with bead-shaped tracks. Material properties and processing parameters are to be blamed for the problem [7]. Low scanning speed and high energy density lead to higher melting pool temperature and viscosity of the liquid. The splashing of liquid droplets on the solidified surface is another reason for balling [18]. The excessive thermal gradient between melt pool and its surroundings is also a source of cracks on the surface and core [7]. Cracking may occur during solidification and depends on the material’s dendritic, cellular or planar solidification nature [17]. The orientation-dependent microstructure, defects, and texture influence the tensile properties, but it is more critical in fracture properties. Post-processing can mitigate the process-dependent defects [16]. High laser power and low scan speed stabilizes the melt pool geometry significantly [18]. The effect of build orientation on the mechanical properties of Ti–6Al–4V alloy processed by SLM was studied by Simonelli et al. [19]. The directionality of prior β grain boundaries to the external axial loading affected the fracture mechanism and crack growth in the parts [19]. Another study found that the fracture toughness was comparably higher when build layers were perpendicular to crack growth direction [20]. Recently, Barriobero-Vila et al. [21] developed a new Ti alloy by exploiting metastability
around peritectic and peritectoid reactions. Their findings promise a decrease in anisotropy of as-built and heat-treated Ti alloys for AM [21].

The purpose of this research is to investigate the effect of build orientation on the mechanical properties and microstructure of the titanium Ti–6Al–4V alloy manufactured by selective laser melting. The research involved tensile, and fracture toughness tests of samples printed in three different orientations. Metallography, hardness, and surface roughness analysis were also performed. The microstructure and fracture surfaces of the samples were studied using optical and scanning electron microscopy techniques.

2. Materials and Methods

To characterize orientation-based microstructure and mechanic properties of SLM Ti–6Al–4V alloy, rectangular samples were printed by Renishaw plc. AM250 200 W platform with 70 μm spot size. The system uses high stability ytterbium fiber lasers, guided through an optical module to deliver a positioning accuracy of ±25 μm across the working area. The power is delivered via a point-by-point exposure methodology.

The process parameters used for printing samples are listed in Table 1. General print settings include layer thickness, point distance, exposure time, power, focus and hatch distance.

| Environment                  | Argon/Nitrogen |
|------------------------------|----------------|
| Exposure time                | 50 μs          |
| Focal point                  | 75 μm          |
| Laser power                  | 200 W          |
| Layer thickness              | 30 μm          |
| Operational temperature      | 170 °C         |
| Hatch spacing                | 75 μm          |

Samples were fabricated in three perpendicular orientations without any support. To prevent porosity, the melt pool was overlapped by sufficient distance. The powder used for printing samples was Ti–6Al–4V ELI-0406 alloy produced by Renishaw plc. with particle sizes ranging between 15 μm and 45 μm [22]. The powder bed orientation and setup for printed samples are shown in Figure 1.

Figure 1. Sample geometry; print orientation and setup in isometric view.

The tensile and fracture toughness build orientations are designated according to nomenclature in Figure 1 by X, Y, and Z. The first letter in the sample ID, T or F, represents tensile and fracture toughness samples, respectively. The orientation nomenclature of the tensile and fracture toughness samples are represented in Table 2.
Table 2. Tensile and fracture toughness sample nomenclature.

| Orientation | Tensile | Fracture |
|-------------|---------|----------|
| XYZ (X)     | TX      | FX       |
| XZY (Y)     | TY      | FY       |
| ZXY (Z)     | TZ      | FZ       |

All samples were heat treated after the SLM process. The heat treatment of the samples was performed under an argon gas environment with an initial ramp to 850 °C over 110 min, held at that constant temperature for 60 min, then furnace-cooled to 350 °C before turning off argon flow.

The tensile samples were generated in two sets of oversized rectangular shape in three Cartesian build directions. The samples were considered 0.0625" (1.58 mm) larger to comply with the dimensions shown in Figure 2 after machining process. Tensile samples were machined per ASTM E8 standard. The rough dimensions of samples were about 4.062 × 0.400 × 0.187 inches (102 × 10.2 × 4.8 mm).

The build orientations comply with ASTM nomenclature. The tensile test was performed using a universal tensile test machine. The tensile test was conducted per ASTM E8 standard [23]. The fracture toughness samples were fabricated in two sets of rectangular shape, in three Cartesian build orientations. The fracture toughness samples were tested in as-built condition. However, notches were machined in accordance with ASTM E399 standard [24], as displayed in Figure 3.

In order to investigate as-built and fractured surfaces, scanning electron microscopy (SEM) was undertaken using Zeiss Ultra 55 FESEM. In addition, electron dispersive spectroscopy (EDS) was performed by Oxford EDAX/EBSD equipment on samples in order to verify the consistency of chemical composition in all build orientations. Instron Wilson 2000 hardness tester was used for hardness measurements, and optical microscopy was performed using Nikon Epiphot 300 microscope to analyze the microstructure. Furthermore, Wyco NT9100 optical surface profilometry was employed to analyze the surface roughness of the as-built samples.
3. Results

EDS analysis was performed on the finished surface of one set of the tensile samples, in two random locations. Measured compositions by EDS were in compliance with Renishaw Ti–6Al–4V ELI-0406 stated composition. The stated composition was up to 90% titanium mass fraction alloyed with up to 6.75% aluminum and up to 4.5% vanadium and other minor elements [22]. The results reflect no major differences in chemical composition at different orientations after the SLM process. No dilution, diffusion or evaporation was observable in the results.

3.1. Tensile Test

Table 3 shows the average tensile properties, which include yield strength, ultimate tensile strength, strain percentage, and modulus of elasticity.

| Build Orientation | Yield Strength MPa (ksi) | Ultimate Strength MPa (ksi) | Strain % | E MPa (psi) |
|-------------------|--------------------------|-----------------------------|----------|-------------|
| TX                | 1002.15 (145.35)         | 1023.9 (148.5)              | 1.13     | 97,216 (14.1 × 10^6) |
| TY                | 981.81 (142.40)          | 1018.3 (147.7)              | 1.30     | 97,216 (14.1 × 10^6) |
| TZ                | 868.05 (125.90)          | 872.9 (126.6)               | 0.98     | 95,148 (13.8 × 10^6) |

The strain % in Z orientation is considerably lower than X and Y orientations. TZ samples failed shortly after reaching ultimate strength, showing minimal plastic deformation. The comparable low strain % and relatively close yield and ultimate tensile strength values can be associated with the brittle fracture in the Z orientation, as shown in the SEM micrographs presented below.

The fractured surfaces of tensile samples were investigated by SEM. The TZ orientation, Figure 4a, shows a brittle planar fracture perpendicular to the building orientation, with smoother texture compared to other build orientations. The planar fracture indicates possible interlayer failure due to lack of strong bonding between successively deposited layers. This may have happened due to insufficient laser exposure or high scan speed that was unable to melt the deeper layers. The presence of partially melted and unmelted powder particles also suggests the interlayer fracture. A ductile fracture with representative dimples is also observable in certain areas as shown in Figure 4b. The fracture surface includes cleavage, dimples from ductile failure, voids and unmelted powder particles as depicted in Figure 4b,c.

![Figure 4](image)

**Figure 4.** Scanning electron microscope (SEM) fractographs of TZ sample: (a) the entire fracture surface; (b) unmelted powder particles; (c) mixed brittle and ductile fracture features.

The TY sample surfaces demonstrated a combination of brittle and ductile fracture. As shown in Figure 5, the areas closer to substrate show a brittle fracture, while ductile fracture characteristics can be identified in the other areas. This can be justified by cooling rate behavior during the process. The initial layers go through a faster cooling due to the proximity to the cold substrate. The cooling rate decreases as subsequent layers are deposited on top of hot printed layers.
Figure 5. SEM fractographs of TY sample: (a) fracture features with respect to build orientation; (b) interlayer fracture.

The TX fracture surfaces also display a mixed brittle and ductile behavior. Similar to the TY sample, but in a perpendicular orientation, the starting layers above the substrate in the TX sample, Figure 6a, exhibited a brittle fracture due to a high cooling rate while the remaining section shows a ductile fracture. Partially melted and unmelted powders along with voids are also visible in all samples as shown in Figure 6b.

Figure 6. SEM fractographs of TX sample: (a) fracture features with respect to build orientation; (b) unmelted powder particles and their sizes.

Figure 6b illustrates the accumulation of unmelted particles in the TX sample. The powder size is consistent with the initial powder size. The unmelted powder collection near the smooth surface may be due to a Marangoni flow that rejected powder particles from the molten pool. The variation of temperature in different melt pool locations creates a flow of molten material from the center of the melt pool to the surrounding area. The molten material at the edge moves to the bottom of the pool while the dislocated fluid moves to the top due to buoyancy force and variation of density between hot and cold regions, causing a Marangoni convection [25].

3.2. Fracture Toughness

Fracture toughness measures a material’s resistance to the extension of a crack. Orientation-dependent differences in the microstructure, texture, and defects contribute to differences in mechanical properties. Defects, pores, and unmelted powder particles contributed to inconsistent fracture toughness results. The average fracture toughness properties are reported in Table 4.

The FY orientation shows the highest fracture toughness (Kq) values. In the FY samples, additively manufactured layers and interlayer cracks are perpendicular to the notch orientation, preventing the notch crack from propagation. Since the interlayer cracks in the FZ samples are parallel to the notch, FZ orientation is expected to have the lowest fracture toughness properties. However, FX orientation
shows the lowest values. Relatively higher hardness values in the Z orientation may have contributed to better fracture toughness properties. Fracture surfaces exhibited a mixed mode of brittle cleavage and ductile fracture, as shown in Figure 7. The schematics on the lower right corner of Figure 7 show the print orientation and arrangement of the layers. Areas of perfect solidification were characterized as transgranular ductile dimple fractures from the coalescence of microvoids. Fine dimples at the tensile fracture surface were indications of plastic deformation. Defects were observed on the surfaces of fracture toughness samples, which consisted of isolated porosities, voids, cracks, and unmelted regions. Lack of laser power, pulse frequency along with high scanning speed may contribute to large areas of voids and unmelted powder [26].

Table 4. Ti–6Al–4V fracture toughness results.

| Orientation | PQ K gf (lbs) | Kq MPa√/m (psi√/in) | Kq Std. Deviation |
|-------------|---------------|-----------------------|-------------------|
| FX          | 1073.6 (2367) | 55.6 (50,953)         | 0.99 (1438.25)    |
| FY          | 1031.5 (2274) | 57.8 (55,507)         | 1.06 (3107.03)    |
| FZ          | 992.0 (2187)  | 61.6 (52,841)         | 2.54 (2285.37)    |

Areas of unmelted powder on top of smooth solidified material might be generated by Marangoni flow during the melting process. Marangoni flow can move the molten material away from the center of the melt pool (Figure 8). Optimization of the processing parameters can potentially eliminate some of these defects [26]. Similar pores were observed in samples printed by EONSINT M270 [27] as compared in Figure 8. Both SEM micrographs show ductile fracture with pores and unmelted powders.

Figure 7. SEM micrograph of the fracture surfaces: (a) FX; (b) FY; (c) FZ samples. The schematics show the print orientation and arrangement of the layers.

Figure 8. SEM micrograph of the fracture surface: (a) EONSINT M270 [27]; (b) AM250 (current study).

Table 5 provides Kq toughness values of PBF Ti–6Al–4V samples for as-built, stress-relieved, hot isostatic pressing (HIP), and heat-treated conditions as reviewed by Lewandowski and Seifi [16]. The orientations listed in the table comply with ASTM standard number 52921 [28]. ASTM standard 59921 explains the terminology for AM coordinate systems and test methodologies. Z designates the build direction. X is parallel to the machine front and perpendicular to Z. Y is perpendicular to the Z
and X axes, with a right-hand positive coordinate definition. The first letter is the axis parallel to the peak dimension. The second letter determines the second larger dimension [29].

Table 5. PBF Ti–6Al–4V fracture toughness data comparison.

| Machine       | Condition      | Orientation | Kq (MPa√m) | Kq (psi√in) | Reference |
|---------------|----------------|-------------|------------|-------------|-----------|
| SLM As built  | XY             | 28 ± 2      | 25,481     |             | [30]      |
|               | XZ             | 23 ± 1      | 20,931     |             |           |
|               | ZX             | 16 ± 1      | 14,561     |             |           |
| SLM Stress relieved | XY          | 28 ± 2      | 25,481     |             |           |
|               | XZ             | 30 ± 1      | 27,301     |             |           |
|               | ZX             | 31 ± 2      | 28,211     |             |           |
| SLM Heat treated | XY          | 41 ± 2      | 37,312     |             |           |
|               | XZ             | 49 ± 2      | 44,592     |             |           |
|               | ZX             | 49 ± 1      | 44,592     |             |           |
| SLM MTT250 As built | XY        | 66.9 ± 2.6  | 60,882     |             | [20]      |
|               | XZ             | 64.8 ± 16.9 | 58,971     |             |           |
|               | YZ             | 41.8 ± 1.7  | 38,040     |             |           |
| SLM As built  | XZ             | 52.4 ± 3.48 | 47,686     |             | [31]      |
| EOS M280 As built | XY        | 37.5 ± 5    | 34,126     |             | [32]      |
| HIP XY        | 57.8 ± 5      | 52,600     |             |             |
| Heat-treated  | XY             | 86.3        | 78,537     |             |           |
| AM250 Heat-treated XY  | 55.6 ± 1.0   | 50,953     |             | Current Study |
| AM250 ZY      | 57.8 ± 1.1    | 55,507     |             | Current Study |
| AM250 ZY      | 61.6 ± 2.5    | 52,841     |             | Current Study |

It should be noted that the properties of the EOS M280 samples were significantly different in as-built and HIP PBF cases [16]. The EOS M280 samples heat treatment and HIP were rather complicated. The heat treatment performed was the recrystallization anneal at 950 °C for an hour twice, furnace-cooled, and air-cooled for the first and second processes, respectively. It was then heated to 700 °C for an hour and air-cooled followed by heating to 1030 °C for one hour, air-cooled and heated to 630 °C and air-cooled. For HIP, the samples were heated to 915 °C at 1000 bar isostatic pressure, two-hour holding period, and furnace-cooled at 11 °C/min [32]. The fracture toughness results for AM250 samples were comparable with EOS M280 HIP samples, but the fracture toughness properties were lower than heat-treated EOS M280 samples.

3.3. Metallography

The tensile samples were prepared for metallography to observe the microstructures in all three build orientations at different locations. The polished sample surfaces were swabbed with Keller etchant for about 6 s, and then neutralized and studied by optical microscopy. At the temperatures lower than β transus the alloy is a mixture of α and β phases. At high cooling rates the β transforms into martensitic α’ phase. The α’ phase might completely dominate the microstructure based on the cooling rate in the SLM process. However, the heat-treatment process transforms the martensitic α’ phase into α and β phases. The metallography in all surfaces revealed α + β microstructure with no major differences in different orientations and magnifications. The microstructure in all build orientation was almost similar due to the heat treatment performed on the samples. Heat treatment above 600 °C coarsens partial martensitic α’ plates into the laminar α + β structure. At β transus temperature, around 1000 °C, the coarsening is comparably higher. The coarse martensitic α’ improves the mechanical properties, especially the ductility. The optimal heat treatment ranges from 850 °C to 950 °C meet standard specifications. In this study, heat treatment was performed under an argon gas environment with an initial ramp to 850 °C over 110 min, then held at 850 °C for 60 min, and finally
furnace cooled to 350 °C before turning off the argon flow. Comparison of the microstructure in Figure 9 revealed that AM250 sample microstructure was similar to Vrancken et al. [33] samples heat-treated at 850 °C for two hours followed by air-cooling.

Figure 9. Comparison of microstructures in: (a) current study; (b) Vranken et al. [33].

3.4. Hardness Test

Hardness test was performed on all of the tensile samples. Hardness values varied between 29 to 38.6 Rockwell C scale (HRC), which were equal or superior to the fully annealed material, and comparable or lower than wrought coarse α and equiaxed α/β material [26]. Poonda et al. [34] performed hardness test on fully annealed Ti–6Al–4V AM samples. The hardness values for AM samples ranged from 25 to 30 HRC with an average of 26.675 HRC [34]. Table 6 compares the average hardness on bottom and top layers of the tensile samples. A declining trend was observed in hardness measurements from the bottom to the top. While the average hardness at the bottom of TZ samples was 37.67 HRC, the average hardness at the top layers was measured to be 30.10 HRC. A similar trend is observed for TX and TY samples. Higher hardness values were expected on starting layers compared to the remaining layers due to high cooling rates at the areas closer to the substrate. The hardness decreases as the distance from the substrate increases. However, the TZ sample shows a comparably higher hardness even at the top. The reason may be that when printing the top layers of TZ sample, the samples in X and Y orientations are already printed and the small cross section of TZ sample is surrounded by plenty of cold unmelted powder, which provides a high cooling rate. The defects present on the surface may have contributed to the variable hardness values as well [16]. The lower hardness results may be due to the presence of voids, unmelted powder particles and cracks. Optical microscopy of the samples revealed surface defects. For example, Figure 10 shows the interlayer defects perpendicular to build orientation in a TZ sample. The arrow shows the build direction. Also, Figure 11 displays collection of surface defects at different locations of the tensile sample built in X orientation. The defects such as porosity and unmelted powder result in lower hardness measurements.

Figure 10. Interlayer defects present in the TZ sample.
3.5. Surface Roughness

One of the characteristics of the SLM process is the rough surface finish. Optical profilometry was used to investigate the surface roughness. The surface properties of as-built fracture toughness samples were studied. Although the results were not all consistent, the side walls exhibited rougher surfaces compared to the top surfaces. A common surface roughness parameter is $R_a$ which is the arithmetic mean of absolute value for linear profiling. The $R_a$ value was about $8 \, \mu m$ at the top surface, while it was about $18 \, \mu m$ at the lateral surfaces. It should be noted that lateral surfaces represent multiple additively manufactured layers, while top surfaces represent a single layer with multiple raster lines. Figure 12 shows the surface roughness map and SEM micrograph for the lateral surface of the TZ sample which represents a relatively rough surface. The crack line in Figure 12 formed due to insufficient interlayer bonding perpendicular to the build orientation. The areas of insufficient fusion can be identified by valleys (dark areas) in the optical surface profile presented in Figures 12 and 13. Figure 13 shows the optical surface profile and SEM micrograph for the top surface of the TX sample. The top surface is clearly smoother than the side surfaces.

---

**Table 6.** Average HRC comparison on bottom and top layers of the tensile samples.

| Build Orientation | Ave. HRC Bottom Layer | Ave. HRC Top Layer |
|-------------------|-----------------------|--------------------|
| TX                | 33.55                 | 31.65              |
| TY                | 32.77                 | 24.01              |
| TZ                | 37.67                 | 30.10              |

---

**Figure 11.** Collection of defects in the TX sample.

**Figure 12.** Optical surface profile: (a) and SEM micrograph (b) for the lateral surface of TZ sample.
EONSINT M270 DMLS generated samples by Chauke et al. [27] exhibited a similar surface morphology. Their samples also showed unmelted and half-melted powder globules, as evident in Figure 14 [27]. The inability of layers to completely join might be due to the absence of sufficient power exposure to melt the previously deposited layers. Cracks and lack of fusion were observable in the remaining samples with different orientations as well.

Todd et al. [35] measured the surface roughness of a number of samples using optical profilometry. The reported values varied between 5 and 15 μm [35]. The surface roughness values in the present study ranged from 6 to 20 μm, but the average surface roughness was comparable with other reported results, as shown in Table 7.

Table 7. Surface roughness comparison of the present study with other reported data [35].

| Ti–6Al–4V         | Treatment                      | Rₐ (μm) |
|-------------------|--------------------------------|---------|
| Wrought [35]      | Machined, polished             | 1       |
| DMLS [35]         | As fabricated                  | 11–13   |
| DMLS [35]         | Polished                       | 10      |
| DMLS [35]         | Electro polished               | 13      |
| SLM (Present Study)| As fabricated                  | 6–20    |

4. Conclusions

In this research, the effect of build orientation on the microstructure, mechanical and surface properties of selective laser-melted Ti–6Al–4V alloy was studied. The as-built surfaces along with fracture surfaces were studied by SEM. The tensile test revealed lower yield and ultimate tensile strength in the samples printed in the Z orientation with brittle planar fracture features perpendicular to the build direction. Tensile samples built in the X and Y orientations exhibited brittle fracture
features in areas close to the substrate and ductile fracture features in the area farther from the substrate. The SEM images of as-built and fracture surfaces revealed defects including pores, cracks, and unmelted/partially-melted powder particles. The mechanical test results were clearly influenced by the defects. However, the tensile and fracture toughness test results were consistent with previously reported data. Metallography showed identical $\alpha + \beta$ microstructure in all build orientations, as the samples were all heat treated. The bottom layers close to the substrate showed lower hardness values as compared to the top layers, due to the change in cooling rate. Defects revealed from metallography observations on the surfaces influenced the hardness results. The surface analysis showed variable roughness data on different surfaces. While lateral surfaces showed higher roughness values, the top surface exhibited smoother features. Despite orientation factors and build defects, the surface roughness values were comparable with other studies. It was concluded that microstructure and properties were affected by build orientation in Ti–6Al–4V alloys processed by SLM. Defects influenced the results significantly. Optimization of process parameters may improve the overall quality of AM samples and provide more uniform properties in different build orientations.
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Abstract: Selective laser melting (SLM) is well suited for the efficient manufacturing of complex structures because of its manufacturing methodology. The optimized process parameters for each alloy has been a cause for debate in recent years. In this study, the hatch angle and build orientation were investigated. 304L stainless steel samples were manufactured using three hatch angles (0°, 67°, and 105°) in three build orientations (x-, y-, and z-direction) and tested in compression. Analysis of variance and Tukey’s test were used to evaluate the obtained results. Results showed that the measured compressive yield strength and plastic flow stress varied when the hatch angle and build orientation changed. Samples built in the y-direction exhibited the highest yield strength irrespective of the hatch angle; although, samples manufactured using a hatch angle of 0° exhibited the lowest yield strength. Samples manufactured with a hatch angle of 0° flowed at the lowest stress at 35% plastic strain. Samples manufactured with hatch angles of 67° and 105° flowed at statistically the same flow stress at 35% plastic strain. However, samples manufactured with a 67° hatch angle deformed non-uniformly. Therefore, it can be concluded that 304L stainless steel parts manufactured using a hatch angle of 105° in the y-direction exhibited the best overall compressive behavior.

Keywords: selective laser melting (SLM); compression testing; stainless steel; hatch angle; build orientation; analysis of variance; Tukey’s test

1. Introduction

The demand for stronger, lighter, and more customizable parts has driven the development and research of new manufacturing methods, tools, and technologies. In this sense, the development and continuous improvement of manufacturing methods have dramatically changed the way designers and engineers pursue design and manufacturing [1]. Selective laser melting (SLM), a powder-bed fusion process of metal additive manufacturing (AM), involves the production of dense parts from a 3D computer-aided design model by the selective melting of metal powder by using a laser heat source. The SLM process is a timely and cost-effective method of building complex geometries that are impossible to manufacture using conventional processes [2].

During part fabrication in SLM, fine metal powder is introduced into the build chamber by a feeding system or powder hopper, and a soft distribution recoater blade is used to drag the powder across the build plate. A high-powered laser is then used to selectively melt the powder together to form a finished part based on the principles of rapid prototyping [3]. The complexity of the SLM process makes it difficult to characterize and understand the mechanical performance of parts.
made using this technique [4,5]. In AM, part anisotropy and mechanical performance are strongly affected by the process parameters. By varying the process parameters, the mechanical properties can be optimized. Many investigators have studied the effects of process parameters on the behavior of additively manufactured parts. For example, Popovich et al. [6] investigated the anisotropy of mechanical properties of parts manufactured using SLM. They found a dependence of the mechanical properties of Ti-6Al-4V on the build orientation. From their study, it was found that the strength of the produced part is dependent on the grain growth direction, which is controlled by the build orientation. Miranda et al. [7] developed a predictive model for the physical and mechanical properties of 316L stainless steel. They observed changes in the mechanical properties of the steel when the laser speed, scanning speed, and scanning spacing was changed. They attributed these changes in mechanical properties to variations in densification levels and residual porosity. The effects of build size, build orientation, and part thickness on the tensile properties of 304L stainless steel has also been studied by Ortiz Rios et al. [8]. During their study, they observed that the part size had no effects on the mechanical properties, however, part orientation did. Guan et al. [3] and Anam et al. [9] individually tried to investigate the hatch angle used during the SLM process. They both investigated different hatch angle sets and used different methods of assessments in their studies. Guan et al. concluded that a hatch angle of 105° produced the best part with respect to tensile strength while Anam et al. concluded that a 67° hatch angle produced the best part with respect to microstructure. Other works available in literature with respect to the effects of process parameters on the mechanical properties of AM parts can be found in [10–12].

304L stainless steel, a type of authentic steel, has gained a lot of interest over the years due to its chemical composition and mechanical properties [13]. When 304L stainless steel is used for part production in SLM, the low carbon content minimizes deleterious carbide precipitation, which minimizes the need for solution annealing. Some of the available works on SLM of 304L stainless steel can be found in [8,13–16]. SLM manufactured 304L stainless steel exhibits higher mechanical strength (yield and ultimate tensile strength) over conventionally manufactured 304L stainless steel, which makes it applicable for use in salt-water body applications that require high strength.

At the completion of an in-depth literature review, it was observed that although many works exist with respect to SLM process parameters, there is not enough information about the hatch angle and how it affects the mechanical properties of manufactured parts. The majority of available works considered a hatch angle of 67° in their studies; however, Guam et al. [3] claimed 105° produced better parts. It was also observed that most of the available process parameter investigations only considered tensile stress–strain curves, which in some cases does not represent the complete behavior of a material. In this work, the mechanical performance of SLM 304L stainless steel was investigated with respect to changes in the hatch angle and build orientation. Test specimens were built with three hatch angles (0°, 67°, and 105°) in three build orientations (x, y, and z) and tested in quasi-static compression. Build orientation was considered because previous works show that build orientation affects the mechanical properties of the SLM parts [8]. The yield strength and plastic flow stress at 35% plastic strain were evaluated. A two-way analysis of variance (two-way ANOVA) technique and Tukey’s test were used to evaluate the difference in mechanical responses caused by changes in the hatch angles and build orientations, while also considering hatch angle–build orientation interaction. The ANOVA technique is the most commonly used statistical tool for investigating effects and interactions between two or more factors. Some available studies using ANOVA in AM can be found in [17,18].

2. Materials and Methods

2.1. Fabrication

Argon gas atomized 304L stainless steel powder (Figure 1), ranging in particle size between 15 μm and 63 μm, was purchased from LPW technology and used in this study. The chemical composition of the powder is shown in Table 1. Kriewall et al. [13] conducted a detailed investigation on the
powder used in this work. Octagonal samples were manufactured in an argon-filled environment using a Renishaw AM250 SLM machine (machine parameters are summarized in Table 2). Octagonal geometry was selected due to the convenience for machining samples built in the x- and y-direction.

Figure 1. SEM observations of the 304L powder used in this work, showing its morphology at different magnifications: (a) 500 μm, (b) 190 μm, and (c) 100 μm.

Table 1. Chemical composition (in wt.%) of 304L stainless steel powder.

| Element | Cr  | Ni  | Mn  | Si  | Cu  | N   | O   | C   | P   | S   | Fe   |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| wt.%    | 18.5| 9.9 | 1.4 | 0.63| 0.1 | 0.09| 0.02| 0.015| 0.012| 0.004| Balance |

Table 2. Selective laser melting (SLM) machine parameters.

| Parameter                              | Value                  |
|----------------------------------------|------------------------|
| Laser type                             | 1070 nm NdYAG          |
| Laser power (W)                        | 200                    |
| Effective build volume (mm × mm × mm)  | 248 × 248 × 280        |
| Laser spot                             | 70                     |
| Hatch distance (mm)                    | 0.085                  |
| Fill pattern                           | Stripes                |
| Exposure time (μs)                     | 75                     |
| Point distance (μm)                    | 60                     |
| Layer thickness (μm)                   | 50                     |
| Inert gas during production            | Argon                  |

In SLM, the selected scan strategy controls the shape of the melt pool and the resulting microstructure. Hatch angle at θ° can be defined as the angle between the scanning directions of two immediate scan layers, as shown in Figure 2. The hatch angle controls the variance in the 360° space, the spacing between similarly oriented layers, and beam tilting. As there are 360 possible scanning directions, there are 360 possible hatch angles. Hatch angles at 67° and 105° were selected for this study because they have been studied by other investigators and are known to produce parts with excellent properties [3,9], while a 0° hatch angle was selected to investigate the effects of no rotation between consecutive layers.

Octagonal samples with a side length of 3.84 mm and height of 27.80 mm were manufactured with three different hatch angles and in three distinct orientations (Table 3), subsequently referred to as configurations (a) to (i). The x-direction (0°) was taken as the reference orientation (see Figure 3). The other two build directions (y-direction and z-direction) were obtained by rotating the reference sample (x-direction) 90° around the z- and y-axis, respectively. The direction of the height (longest side) of the octagonal cylinder was in correlation with the build direction in accordance to ISO/ASTM 52921 standard [19,20]. These three build directions (x-, y-, and z-direction) were considered for investigation because structures built using these orientations require little or no support material. After manufacturing, compression specimens were prepared for compression testing by machining the octagons into solid cylinders (diameter 6.35 ± 0.07 mm, height 6.35 ± 0.30 mm) using a computer.
numerical controlled lathe (at 250 rpm spindle and 0.006 in/rev feed). The samples were machined to produce smooth surfaces and flat parallel ends required for accurate testing.

![Diagram](image)

**Figure 2.** Schematic view of the scan direction in-between layers (configuration (f) in Table 3).

**Table 3.** Summary of different build configurations studied during this study.

| Configuration | Hatch Angle (°) | Build Orientation |
|---------------|----------------|------------------|
| (a)           | 0              | x                |
| (b)           | 0              | y                |
| (c)           | 0              | z                |
| (d)           | 67             | x                |
| (e)           | 67             | y                |
| (f)           | 67             | z                |
| (g)           | 105            | x                |
| (h)           | 105            | y                |
| (i)           | 105            | z                |

![Diagram](image)

**Figure 3.** Schematic view of build orientations for manufacturing SLM parts.
2.2. Experimental Testing

2.2.1. Porosity

The percentage porosity in the manufactured parts was measured using the Archimedes’ method (ASTM B962). The samples were assumed to have little to no surface connected porosity, so the saturated weight was not measured, and oil impregnation of the parts was not done. The machined samples’ dry weight and suspended weight were used to calculate the bulk density of the parts (Equation (1)) while the ratio of the measured density and the density of 304L stainless steel was used to calculate the percentage porosity of the manufactured parts (Equation (2)).

\[ \rho^* = \frac{D}{D - S} \]  

\[ \% \text{ porosity} = 1 - \left( \frac{\rho^*}{\rho} \times 100 \right) \]

where \( \rho^* \) is the measured density, \( D \) is the dry weight of the specimen, \( S \) is the suspended weight, and \( \rho \) is the bulk density of stainless steel taken as 8.00 g/cc [21].

2.2.2. Compression Tests

Compression tests for each experimental case were performed using an MTS 380 frame, according to ASTM E9-09 standard [22]. Three samples were compressed per each case to check repeatability of the data. The crosshead speed of the frame was fixed to obtain an initial strain rate of \( 5 \times 10^{-3} \text{ min}^{-1} \) in the sample. Force and displacement changes were tracked during tests and used to plot the stress–strain curve. The machine crosshead displacement and load were converted into true stress–true strain using the following equations (Equation (3a–d)):

\[ \sigma = \frac{F}{A_0} \]  

\[ \epsilon = \frac{L - L_0}{L_0} \]  

\[ \sigma_T = \sigma(1 - \epsilon) \]  

\[ \epsilon_T = \ln(1 - \epsilon) \]

where \( F \) is the measured force (N), \( A_0 \) is the cross-sectional area of the sample (m\(^2\)), \( L_0 \) is the initial length of the sample (m), \( L \) is the final length of the sample (m), \( \sigma \) is the engineering stress (Pa), \( \epsilon \) is the engineering strain (m/m), \( \sigma_T \) is the true stress (Pa), and \( \epsilon_T \) is the true strain (m/m).

In order to compare and analyze the experimental data, two data points (yield strength and flow stress at 35% plastic strain) on the stress–strain curve were selected. The yield strength was selected because of its importance in part design. 35% plastic strain was selected because it was observed during testing that at this point, samples built with hatch angles of 0° and 67° showed profound non-uniform deformation, inferring that the engineering to true stress conversion was not valid at strains higher than this value. This non-uniform deformation will be presented later in this paper.

2.2.3. Examination

Micrographs of the machined and untested samples were taken using an optical microscope. The machined samples were mounted in Bakelite. They were then ground using 320 SiC paper to the desired area. The samples were polished with diamond solution to 1 micron with a final polish of 0.05 micron colloidal silica. A 60:40 nitric acid:water electrolyte ratio was used to facilitate electrolytic polishing, which was done at 6 V for 10 s. The machined samples were cut and prepared according to ASTM E3-11 [23].

Due to the observance of non-uniform deformation after compression, surface aspect ratio measurement and calculations were carried out in the tested samples. Equation (4) was used to
calculate the surface aspect ratio. The input parameters used in Equation (4) were obtained by measurements of the longest and shortest Ferets of each compressed sample using image J. Figure 4 shows the visual representation of the measured parameters where \( M_f \) is the length of the major Feret (m) and \( N_f \) is length of the minor Feret (m).

\[
A_s = \left(\frac{M_f}{N_f}\right)
\]

(4)

Figure 4. Major and minor Feret measurement illustration.

2.3. Statistical Analysis

In this study, two-way ANOVA was used in the analysis of the compression data. In a two-way ANOVA, the means of two groups of independent factors are compared. The aim of a two-way ANOVA is to test if there exists an interaction between the two independent variables on the dependent variable [24]. In a two-way ANOVA, the interaction term checks if the effect of one independent variable on the dependent variable is equal for all values of the other independent variable. The effects of hatch angle and build orientation were evaluated using a two-way ANOVA. These two build parameters, hatch angle and build orientation, were the independent variables (factors). The response variables were the yield strength and plastic flow stress at 35% plastic strain. These two points on the stress–strain curve (yield strength and flow stress at 35% plastic strain) were selected to investigate the effects of hatch angle and build orientation on the elastic and plastic properties of SLM 304L stainless steel. Table 4 shows the full-factorial design, while Table 5 shows the breakdown of the ANOVA table used during this analysis. For each case, three replicates were tested. The mathematical model used during this analysis is as follows [24]:

\[
Y_{ijk} = \mu + \alpha_i + \beta_j + (\alpha\beta)_{ij} + \epsilon_{ijk}, \epsilon \sim iid \ N(0, \sigma^2)
\]

(5)

where \( Y_{ijk} \) is the kth observation at the ith factor A level and jth factor B level, \( \mu \) is the overall mean, \( \alpha_i \) is the factor effect of factor A at level i, \( \beta_j \) is the factor effect of factor B at level j, \( (\alpha\beta)_{ij} \) represents the interaction effect of factors A and B, \( \epsilon_{ijk} \) is the random error, and \( \epsilon \sim iid \ N(0, \sigma^2) \) is a restriction placed on the error term, meaning the error terms are independent and identically distributed. These error terms are distributed normally around a zero mean value and a variance of \( \sigma^2 \).

| Factors                  | Levels       |
|--------------------------|--------------|
| Hatch angle (I)          | 0°           |
| Build orientation (II)   | x-direction  |
|                          | y-direction  |
|                          | z-direction  |

Table 4. Full-factorial design.
Table 5. ANOVA table for the factorial experiment.

| Source                      | Degrees of Freedom (DF) | Sum of Squares (SS) | Mean Square (MS) | F Ratio   |
|-----------------------------|-------------------------|---------------------|------------------|-----------|
| Treatment combinations      | $a^b - 1$               | $SS_{\text{Treat.comb}}$ | $MS_{\text{Treat.comb}}$ | $MS_{\text{Treat.comb}}/MS_{\text{Error}}$ |
| Hatch angle (I)            | $a - 1$                 | $SS_I$              | $MS_I$           | $MS_I/MS_{\text{Error}}$ |
| Build orientation (II)     | $b - 1$                 | $SS_{II}$           | $MS_{II}$        | $MS_{II}/MS_{\text{Error}}$ |
| Factor I*II (a−1)(b−1)     | $a^b*(n-1)$             | $SS_{I*II}$         | $MS_{I*II}$      | $MS_{I*II}/MS_{\text{Error}}$ |
| Error                      | $(a^b*n) - 1$           | $SS_{\text{Error}}$ | $MS_{\text{Error}}$ |           |
| Total                      | $(a^b*n)$               | $SS_{\text{Total}}$ |                  |           |

$SS_{\text{Treat.comb}}, SS_I,$ $SS_{II},$ and $SS_{I*II}$ are the sum of squares due to deviations from $H_0$ $\mu_{ij}, H_0I,$ $H_0II,$ and $H_0I*II$ respectively, $a$ is the number of levels of hatch angle, $b$ is the number of levels of build orientation and $n$ is the number of replications.

3. Results and Discussions

3.1. Microstructural Analysis and Relative Density

The microstructure of the samples was inspected in the as-built state. Some of the optical images obtained are shown in Figure 5. The microstructure is typical of SLM-printed 304L etched with an electrolytic etchant [25,26], and consists of nearly 100% austenitic with a small amount of delta-ferrite phase, as reported by Amine et al. [25] for the same SLM 304L stainless steel. From Figure 5, the melt pool boundary can be seen as a thin white line, either in a cup shape or in a relatively straight line (depending on the orientation of the mounted specimen). The interior of the melt pool includes bright and dark regions, which consists of a cellular structure. The cellular structure is a fine feature that can be better visualized by higher resolution imaging, as shown in Figure 6 [27]. In 316L, which shows a similar microstructure to 304L, the cellular structure was found to contain highly entangled dislocations, and to be associated to the segregation of Cr and Mo to the cell walls [28]. It is likely that the electrolytic etchant used in this study preferentially etched the cell walls due to the concentration of dislocations there, which led to their distinct visibility in the optical microscope.

![Figure 5. Microstructure side-by-side comparison of (a) $0^\circ$, (b) $67^\circ$, and (c) $105^\circ$ hatch angle specimens built in the y-direction before compression test. Electrolytic etchant in 60:40 nitric acid:water solution.](image)

The density measurements done by Archimedes’ method resulted in densities ranging from 98.6% to 98.8% dense. There were no clear trends in the data, indicating that the hatch angle rotation and build orientation did not noticeably affect the density of the manufactured parts. Defects in SLM processes do not tend to be random due to the layer-by-layer nature of the process. This makes microstructural evaluation of defect distribution and volume difficult, as it is unknown if the microstructural image adequately captures these periodic defects. For this reason, a quantitative measurement of porosity via microstructural evaluation was not performed. Qualitatively, there were also no obvious differences in the microstructural porosity between specimens. Several pores can be seen in the images in Figure 5, confirming that full density was not achieved.
3.2. Compressive Behavior

After compression, the stress–strain curves were developed using Equations (3) and (4). The strains of these curves were calculated using the machine displacement. Due to the specimen size, inaccurate strain measurements were obtained at low displacements; therefore, the elastic moduli could not be evaluated. However, it was possible to compare the slopes of the different stress–strain curves. Figure 7 shows two examples of such comparisons.

From Figure 7, it can be seen that by varying the hatch angle and build orientation, little changes (less than 10% in both cases) can be observed in the slopes of the stress–strain curves. It was assumed that these little variations were as a result of different experimental conditions.

After yielding, non-uniform plastic deformation, rather than barreling at the midpoint, was observed in some samples at high strains. This non-uniform plastic deformation has never been observed or reported in literature. Figure 8 shows the final geometry of the samples after compression. Samples built with a 0° hatch in the z-direction sheared and ovalled (Figure 8c), while samples built in the same orientation with a 67° hatch angle only sheared (Figure 8f). It was also observed that samples built with hatch angles of 0° and 67° formed an ellipsoid when built in the x-direction (Figure 8a and 8d). However, only samples built with a hatch angle of 0° sheared and formed an ellipsoid when built in the y-direction (Figure 8b). No shearing or ovalling was observed in samples built using a hatch angle of 105° after compression (Figure 8g–i).

The degree of non-uniformity was evaluated quantitatively by surface aspect ratio calculations using Equation (4). Figure 9 shows the average surface aspect ratios calculated. From Figure 9, it can...
be observed that samples built with a 0° hatch angle were the least circular after compression followed by samples built using a 67° and 105° hatch angle, respectively. Samples built with a hatch angle of 105° had similar circularities in all build orientations.

Figure 8. Geometry of untested and tested samples (where a–c equals samples built with a 0° hatch angle in the x-, y-, and z-direction, respectively, d–f equals samples built with a 67° hatch angle in the x-, y-, and z-direction, respectively, and g–i equals samples built with a 105° hatch angle in the x-, y-, and z-direction, respectively).

Figure 9. Surface aspect ratio comparison of compressed samples built using different hatch angles and build orientations.

The compressive true stress–plastic strain curves are shown in Figure 10. From Figure 10, the yield strength (stress at 0% plastic strain) and flow stress at 35% plastic strain were extrapolated using a MATLAB code. Table 6 shows the full factorial design adopted for this study as well as the yield strength, flow stress at 35% plastic strain, the sample mean, and standard deviation. From Table 6, it can be seen that the manufactured samples showed higher strengths when the layer structure was parallel to the direction of the force (i.e., x- and y-direction) when compared to samples in which the structure was perpendicular to the loading direction (z-direction). This behavior was also recorded by Meier et al. [29] and Hitzler et al. [16] in their study. The data in Table 6 was used as input data for the two-way ANOVA analysis.
Table 6. Full factorial design of the two control factors with three replicates.

| Sample | Factor | Replication | Response: Yield Strength (MPa) | Response: Flow Stress at 35% Plastic Strain Strength (MPa) |
|--------|--------|-------------|-------------------------------|--------------------------------------------------------|
|        | A      | B           | 1    | 2    | 3    | Mean | St.Dev | 1    | 2    | 3    | Mean | St.Dev |
| 1      | 0      | x           | 431  | 436  | 424  | 430  | 6      | 892  | 900  | 939  | 911  | 25    |
| 2      | 0      | y           | 481  | 492  | 471  | 482  | 10     | 869  | 904  | 854  | 876  | 26    |
| 3      | 0      | z           | 442  | 415  | 449  | 436  | 18     | 819  | 851  | 841  | 837  | 16    |
| 4      | 67     | x           | 504  | 507  | 513  | 508  | 5      | 990  | 988  | 985  | 987  | 2     |
| 5      | 67     | y           | 553  | 528  | 504  | 528  | 25     | 991  | 1000 | 998  | 993  | 6     |
| 6      | 67     | z           | 481  | 479  | 463  | 474  | 10     | 996  | 979  | 992  | 989  | 9     |
| 7      | 105    | x           | 522  | 526  | 489  | 512  | 20     | 998  | 998  | 983  | 993  | 9     |
| 8      | 105    | y           | 483  | 544  | 518  | 515  | 31     | 997  | 987  | 998  | 995  | 5     |
| 9      | 105    | z           | 483  | 497  | 492  | 491  | 7      | 1007 | 1008 | 996  | 1004 | 7     |

Figure 10. Plastic true stress–strain curve showing the compressive results for all tested conditions.

3.3. Statistical Analysis

A two-way ANOVA was performed using the experimental data in Table 6 to check which hatch angle and build orientation produced the best part with respect to compressive performance. The analysis of variance was carried out at a confidence level of 95% ($\alpha = 0.05$) using JMP 14, a statistical commercial software. It was assumed that the data obtained from the experiments were normally distributed, the variance between the dependent variables were equal and the obtained data were independent and identically distributed. The ANOVA and treatment effects results for the analyzed response variables are reported in Tables 7–10. During this study, four null hypotheses ($H_0$) concerning the treatment effects were considered. These null hypotheses were considered in order (i.e., 1, 2, ..., 4) and are as follows:

1. $H_{0\text{treat,Comb}}$: $\mu_{11} - \mu_{12} = \ldots = \mu_{ab}$ (tests to see if the treatment combination means are equal).
   Reject $H_0$ if $MS_{\text{Treat. Comb}}/MS_{\text{Error}} > F_{\alpha(ab-1,ab(n-1))}$

2. $H_{0\text{II,ij}}$: $\alpha\beta_{ij} = 0$; $i,j$ (tests for the presence of interaction) Rejected $H_{0\text{II,ij}}$ if $MS_{\text{II,ij}}/MS_{\text{Error}} > F_{\alpha(a-1)(b-1),ab(n-1)}$.

3. $H_{0\text{I,ij}}$: $\alpha_1 = \alpha_2 = \ldots = \alpha_I = 0$ (test to see if there is a difference between the hatch angle means).
   Reject $H_0$ if $MS_{\text{I,ij}}/MS_{\text{Error}} > F_{\alpha(a-1),ab(n-1)}$.

4. $H_{0\text{II,ij}}$: $\beta_1 = \beta_2 = \ldots = \beta_{II} = 0$ (tests to if there is a difference between the build orientation means).
   Reject $H_{0\text{II,ij}}$ if $MS_{\text{II,ij}}/MS_{\text{Error}} > F_{\alpha(b-1),ab(n-1)}$.
From Tables 7 and 9, it can be observed that the $p$-value for C. total is $<0.05$, which means there exists a significant difference between the means of the treatment combinations (i.e., the null hypothesis $H_0$ was rejected and the model can be used to analyze the experimental data). Since the model was found to be significant, the interaction between hatch angle and build orientation was examined using the effects table (Tables 8 and 10) for both response variables.

From Table 8, the interaction effect on the measured yield strength was found to be insignificant (i.e., failed to reject the null hypothesis $H_{0I*II(yield)}$) leading to the investigation of the main effects. The main effects, hatch angle and build orientation, were found to significantly influence the yield strength (i.e., null hypothesis $H_{0I}$ and $H_{0II}$ were rejected). Considering that the main effects were significant, a Tukey’s test (Table 11) was conducted on the main effects means to determine which factor levels produced the specimen with highest yield strength. From the Tukey’s test and the least squares means plot (Figure 11), it can be deduced that parts built with a hatch angle of 67° and a hatch angle of 105° produced parts with similar yield strengths, while samples built with a 0° hatch angle exhibited lower yield strengths. It can also be seen that parts built in the y-direction exhibited the highest mean average yield strength.
Table 11. Least square means (LS Means) Differences Tukey honestly significant difference (HSD) (yield strength); $\alpha = 0.050$.

| Level | Least Sq. Mean |
|-------|----------------|
| 105   | 506.07706      |
| 67    | 503.27145      |
| 0     | 449.29164      |
| y     | 508.34234      |
| x     | 483.49386      |
| z     | 466.80394      |

Levels not connected by same letter are significantly different.

Figure 11. Least square mean plot (yield strength) for the two factors: (a) hatch angle, and (b) build orientation.

For the effects table for flow stress at 35% plastic strain (Table 10), the interaction term was found to be significant (i.e., the null hypothesis $H_0^{III(35\% \text{ plastic})}$ was rejected). This means the plastic flow stress experienced during the compression of the samples was dependent on both the hatch angle and build orientation. Given the presence of interaction between these factors, a Tukey’s test (Table 12) was conducted on the treatment combination means to determine which combination of factor levels produced the specimen with highest flow stress at 35% plastic strain. From the Tukey’s test and the least squares means plot (Figure 12), it can be deduced that samples built with hatch angles of 67° and 105° produced parts which flowed at statistically the same stress at 35% plastic strain, while samples built with a 0° hatch angle flowed at a lower stress.

Table 12. LSMeans Differences Tukey HSD (flow stress at 35% plastic strain); $\alpha = 0.050$.

| Level | Least Sq. Mean |
|-------|----------------|
| 105,z  | 1003.8160      |
| 105,y  | 994.5960       |
| 67,y   | 993.2092       |
| 105,x  | 992.9778       |
| 67,z   | 988.9414       |
| 67,x   | 987.4619       |
| 0,x    | 910.5729       |
| 0,y    | 876.1423       |
| 0,z    | 836.9911       |

Levels not connected by same letter are significantly different.
4. Conclusions

The objective of this study was to evaluate the best hatch angle and build orientation for manufacturing parts using SLM. Samples were manufactured using three hatch angles (0°, 67°, and 105°) in three build orientations (x-, y-, and z-direction), and tested in compression. The different compressive responses were evaluated using ANOVA and the Tukey’s test. This study considered hatch angle and build orientation interaction, which made the comparison more accurate. The statistical analysis showed that changes in the hatch angle, and build direction caused changes in the measured yield strength and flow stress. Samples built in the y-direction exhibited the highest yield strength irrespective of the hatch angle; although samples manufactured using hatch angles 0° exhibited the lowest yield strength when compared to samples manufactured using the other two hatch angles. Samples manufactured with a 0° hatch angle flowed at the lowest stress at 35% plastic strain. Samples manufactured with hatch angles of 67° and 105° flowed at statistically the same flow stress at 35% plastic strain. However, it is important to note that under compression, samples built with a hatch angle of 67° deformed non-uniformly which is a source of concern. It was observed that samples built with a 0° hatch angle in all directions (x, y, and z) deformed non-uniformly under compressive loading while only samples built in the x- and z-direction with a 67° hatch angle deformed non-uniformly. Samples built with a 0° hatch angle deformed by ovaling when built in the x-direction and sheared when built in the z-direction, while samples built with a 67° hatch angle formed an ellipsoid when built in the x-direction and sheared when built in the z-direction. Only samples built with a 105° hatch angle deformed symmetrically whilst showing excellent compressive properties. Considering the results obtained from the compression, ANOVA, and the Tukey’s test it can be concluded that 304L stainless steel parts manufactured in the y-direction using a 105° hatch angle showed the best overall compressive behavior.
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Abstract: In this paper we introduce an analytical approach for predicting the melting radius during powder melting in selective laser melting (SLM) with minimum computation duration. The purpose of this work is to evaluate the suggested analytical expression in determining the melt pool geometry for SLM processes, by considering heat transfer and phase change effects with density variation and cylindrical symmetry. This allows for rendering first findings of the melt pool numerical prediction during SLM using a quasi-real-time calculation, which will contribute significantly in the process design and control, especially when applying novel powders. We consider the heat transfer problem associated with a heat source of power $\dot{Q}$ (W/m) per unit length, activated along the span of a semi-infinite fusible material. As soon as the line heat source is activated, melting commences along the line of the heat source and propagates cylindrically outwards. The temperature field is also cylindrically symmetric. At small times (i.e., neglecting gravity and Marangoni effects), when the density of the solid material is less than that of the molten material (i.e., in the case of metallic powders), an annulus is created of which the outer interface separates the molten material from the solid. In this work we include the effect of convection on the melting process, which is shown to be relatively important. We also justify that the assumption of constant but different properties between the two material phases (liquid and solid) does not introduce significant errors in the calculations. A more important result; however, is that, if we assume constant energy input per unit length, there is an optimum power of the heat source that would result to a maximum amount of molten material when the heat source is deactivated. The model described above can be suitably applied in the case of selective laser melting (SLM) when one considers the heat energy transferred to the metallic powder bed during scanning. Using a characteristic time and length for the process, we can model the energy transfer by the laser as a heat source per unit length. The model was applied in a set of five experimental data, and it was demonstrated that it has the potential to quantitatively describe the SLM process.

Keywords: selective laser melting (SLM); analytical melt pool calculation; phase change; cylindrical symmetry; line heat source
1. Introduction

Consider a semi-infinite solid slab, initially at temperature $T_\infty$. At time $t = 0$, a continuous line heat source $Q'(W/m)$ is activated along the line $r = 0$. The temperature distribution in the semi-infinite medium is found to be \cite{1} (pg. 261, Equation (5))

$$
T = T_\infty + \frac{Q'}{2\pi k} E_1 \left[ \frac{r^2}{4 \alpha t} \right]
$$

where $k$ is the thermal conductivity of the solid, and $E_1[x]$ is the exponential integral defined as $E_1[x] = \int_x^\infty e^{-t} / t \, dt$. Similar to 1D Cartesian coordinates, there is no steady-state solution in 1D cylindrical coordinates. The temperature field is cylindrically symmetric, ranging from infinite at $r = 0$ to $T_\infty$ at the far field. In reality though, if $T_\infty$ is less than the melting temperature $T_{\text{melt}}$ of the material, the high temperature developed around $r = 0$ would lead to melting of the material and a cylindrical interface would emerge separating the solid phase (metal powder) from the liquid phase (molten material). Hence, one has to take into consideration the different properties between the liquid and the solid phases and, in addition, the latent heat of melting $L$ per unit mass at the interface. For a pure substance the interface is sharp at the melting temperature $T_{\text{melt}}$ of the material, and it moves cylindrically outwards separating the two phases, solid and liquid. Similar arguments apply for the solidification process.

For the case of melting or solidification of a material due to a line source/sink, with constant but different properties between the liquid and solid phases but equal densities, an analytical solution has been obtained by Patterson \cite{2}, who combined two expressions similar to Equation (1). The boundary condition for the energy balance leads to an algebraic equation (characteristic equation) where the unknown, which can be considered to be an eigenvalue, is proportional to the position of the liquid-solid interface (i.e., the speed of melting of the material). The characteristic equation is monotonic with respect to the eigenvalue so there is only one single solution. The analysis is valid when the two phases have the same density. A review is given by Hu and Argyropoulos \cite{3} and Alexiades and Solomon \cite{4}, where they present the major methods of mathematical modeling of solidification and melting. For the case where the two phases have different densities, the energy balance equation is different \cite{4,5}, and furthermore a convection term must be included in the heat equation of the liquid phase. The convection term can be obtained from the radially-symmetric continuity equation in cylindrical coordinates with constant density \cite{4}. A similar approach is used for the analysis of melting of nanoparticles \cite{6} and bubble growth and oscillations \cite{7-11}.

The major difference between bubble growth/oscillations and melting/solidification is that, for the former case, the bubble interface is set in motion by the pressure field, hence one has to solve the momentum equation. On the contrary, for the latter case the interface between the liquid and the solid phase is controlled by the conduction process; hence, the heat equation is decoupled from the momentum equation.

In this work, similar to Font et al. \cite{6}, we first solve the continuity equation in the liquid phase to find an expression for the velocity field using mass conservation. Subsequently we solve the heat equation in the two phases using a similarity transformation of the form $r/\sqrt{t}$, and through the energy boundary condition on the interface we obtain an algebraic (characteristic) equation for the eigenvalue $\lambda$, which is proportional to the location of the interface. Unlike Font et al. \cite{6}, we have neglected the kinetic energy term in the energy equation because it is small compared to other terms (see Section 2.2). Furthermore, if needed, an expression for the pressure field in the liquid phase can be obtained by substituting the expression of the velocity field in the radial momentum equation.

In this work, we apply the melting process described above, as a simplified model to describe the dynamics of selective laser melting (SLM) processes. Of course, for the prediction of the melt pool when a particular SLM or selective laser sintering (SLS) process is concerned, different mathematical approaches have been introduced and studied in the literature. Cheng and Chou \cite{12} described an
unsteady temperature simulation based on the finite element method (FEM) of the alloy IN718 [13], concentrating on the effect of varying scan length on the melt pool size. Polivnikova [14] studied the melt pool dynamics by means of a finite-element simulation for an SLS/SLM process. The numerical model considered the interaction between laser beam and powder material and phase transformations, while sub-models were developed to describe the capillary phenomena in the powder bed during SLS/SLM processing. Li et al. [15] investigated the heat transfer and phase transition during an SLM process with a moving volumetric heat source using the finite difference method. They proposed a model incorporating a phase function to differentiate the powder phase, melting liquid phase, dense solid phase and vaporized gas phase that also includes the volume shrinkage induced by the density change during the melting process. Letenneur et al. proposed a three dimensional analytical model which enables the calculation of the temperature distribution in powder for a Gaussian laser heat source [16]. In [17], Li et al. enhanced their proposed approach by including the residual stress field analysis. A similar numerical approach was presented by Tan et al. [18] based on a model addressing thermal, metallurgical, and mechanical effects for selective laser melting of titanium alloy. The aforementioned numerical models, although they consider all physical phenomena and elucidate the physical processes involved in the melt pool formation, are computationally intensive and cannot be used for real-time process control and optimization.

Thus, for the design of a thermal control system, the development of an efficient model is inevitable, and an analytical or semi-analytical model is necessary. On one hand, it should contain all the necessary physics, and on the other hand it should be characterized by the necessary computational efficiency, so that it can be used as an in-process reference for a control algorithm. Examples are available in the literature for pure heat transfer operations, such as scanned thermal processing [19,20] and for serial thermal processing methods such as arc welding [21] and SLM and laser cutting [22]. The model can be validated through an experimental apparatus via infrared camera and laser profilometry. This kind of sensor was used for output feedback in a closed loop geometry control system in a gas metal arc welding (GMAW) process [23]. Besides control, a simplified model can also be used to compute the structural shape and residual stresses [24]. In what follows, we develop a simple model based on the melting achieved due to a line heat source.

2. Mathematical Modeling

Our model is motivated by the melting achieved by a rapidly scanning laser beam moving along the span of a powder-bed [25]. Figures 1 and 2 provide a detailed description of the model.

Figure 1. Heat source (light gray color) of strength $Q'(W/m)$ distributed along the inner surface of the molten material as power per unit length.
Figure 2. A semi-infinite slab of fusible material melts cylindrically due to a heat source $Q'(W/m)$. The temperature field is cylindrically symmetric. The uniformly cylindrical power distribution from the laser source (gray color) is assumed over the inner surface of the molten material with radius $R_i$.

Initially, the semi-infinite bed of the fusible material (metal powder, powder-bed) is at the temperature $T_\infty$, lower than the melting temperature $T_{melt}$ of the powder. A line heat source of strength $Q'(W/m)$ is distributed initially along $r = 0$ and is activated for a brief period of time $\tau$. The release of energy causes the temperature to increase higher than $T_{melt}$, hence the melting commences at the origin. Because the density of the liquid phase is higher than the density of the solid phase (powder), an inner interface is created with radius $R_i$ (liquid-air interface, Figure 2). Hence, an annulus is created with an inner surface of radius $R_i[t]$, and an outer surface of radius $R[t]$. The latter separates the liquid (melted material) from the solid (powder) (i.e., $T[r = R[t]] = T_{melt}$, Figure 2); assuming a pure substance, and by ignoring the kinetics of phase change in melting, the interface ($r = R[t]$) is sharp. Both the inner $r = R_i[t]$ and the outer $r = R[t]$ interfaces move in the positive r-direction with cylindrical symmetry, as shown in Figures 1 and 2. During the time period $0 < t \leq \tau$, we assume that the laser beam is distributed evenly over the interface $R_i[t]$ due to irradiation and reflections of the laser beam, whereas at $t = 0$ the laser beam is a line heat source distributed along $r = 0$. For small times we can neglect gravity and Marangoni effects, hence the process is cylindrically symmetric, and, in addition, a radially-symmetric convection current $u_r[r,t]$ is developed in the annulus.

In order to apply this model to SLM of metallic powders a number of assumptions/parameters were adopted as described in detail in the following sections. The metal powder, which rests on a metal substrate, is molten by the scanning laser beam and solidifies into a metal deposit fused to the substrate. The density and thermal properties of the deposit are significantly different from the metal powder (see beginning of Section 3). We assume that during the initial stages of melting, the gravity and Marangoni effects can be neglected, hence the process is cylindrically symmetric. Furthermore, because the conductivity of the metal powder is on the order of 100 times smaller than that of the metal substrate, we assume that the heat transfer process is controlled by the powder bed, and the heat
transfer process is prevalent in the molten pool [1]. Hence, during the initial melting of the powder, we neglect the presence of the metal substrate and assume a semi-infinite layer of metal powder.

The analysis that follows proceeds along the same lines as the analysis by Font et al. [6] for melting of a nanoparticle, and the analysis by Scriven [9] for bubble growth and oscillations [7–11], where an explicit expression for the convection term is obtained from the continuity equation and mass conservation.

2.1. Flow Field

Assuming constant density in the liquid phase (i.e., zero thermal expansion coefficient), the equation of continuity in cylindrical coordinates [26] takes the form \( \frac{1}{r} \frac{\partial}{\partial r} (r u_r) = 0 \). Integrating with respect to \( r \), and enforcing the conditions at \( r = R[t] \) or \( r = R_i[t] \) we obtain:

\[
\begin{align*}
u_r[r,t] &= \frac{R[t]}{r} \frac{v_\ell}{t} = \frac{R_i[t]}{r} \frac{\dot{R}_i[t]}{t} \tag{2}
\end{align*}
\]

where \( u_r[r,t] \) is the velocity of the fluid at radius \( r \) and time \( t \) and \( v_\ell \equiv u_r[r = R[t], t] \) is the velocity of the fluid perpendicular to the interface \( r = R[t] \). Similar expressions are obtained in the case of a moving spherical interface [6–11]. We should point out that, while the velocity of the fluid (molten material) is \( R_i[t] \) at \( r = R_i \), its velocity is not \( R[t] \) at \( r = R[t] \). In order to find a relation for \( v_\ell \) we use mass conservation in a frame moving with the interface to obtain

\[
- \rho_s \dot{R}[t] = \left( v_\ell - \dot{R}[t] \right) \rho_\ell,
\]

where \( \rho_s \) is the density of the solid and \( \rho_\ell \) is the density of the liquid at the melting temperature \( T_{\text{melt}} \), which can be is resolved to

\[
v_\ell = \frac{\left( \rho_\ell - \rho_s \right)}{\rho_\ell} \dot{R}[t]. \tag{3}
\]

This is the equation obtained by Özişik [5] (pg. 403, Equation (10-9b)). To relate \( R_i[t] \) to \( R[t] \), we use mass conservation [6] on a unit span of the annulus of the molten pool to obtain

\[
\frac{1}{2} \frac{d}{dt} \left[ \rho_\ell \pi \left( R[t]^2 - R_i[t]^2 \right) \right] = \pi \rho_s R[t] \dot{R}[t].
\]

Integrating above expression we obtain

\[
\rho_\ell \left( R[t]^2 - R_i[t]^2 \right) = \rho_s R[t]^2
\]

\[
\Rightarrow R[t] \sqrt{\frac{\rho_\ell - \rho_s}{\rho_s}} = R_i[t] \tag{4}
\]

Substituting Equation (3) or Equation (4) in Equation (2), we obtain an equation for the velocity field in terms of the location \( R[t] \) and velocity \( \dot{R}[t] \) of the interface:

\[
\begin{align*}
u_r[r,t] &= \frac{\left( \rho_\ell - \rho_s \right)}{\rho_\ell} \frac{R[t]}{r} \frac{\dot{R}[t]}{t} \tag{5}
\end{align*}
\]

2.2. Governing Equations

Assuming that the properties of the powder and the molten material are constant but different, the mathematical formulation of this problem is given by

\[
\begin{align*}
\rho_\ell c_\ell \left( \frac{\partial T}{\partial t} + u_r[r,t] \frac{\partial T}{\partial r} \right) &= \frac{1}{r} \frac{\partial}{\partial r} \left( k_\ell r \frac{\partial T}{\partial r} \right) \quad \text{in the region } R_i[t] < r < R[t], \ t > 0
\rho_s c_s \frac{\partial T}{\partial t} &= \frac{1}{r} \frac{\partial}{\partial r} \left( k_s r \frac{\partial T}{\partial r} \right) \quad \text{in the region } R[t] < r < \infty, \ t > 0 \tag{6}
\end{align*}
\]
where, as mentioned earlier (Equation (5)),

\[ u_{r}[r, t] = \frac{(\rho_{f} - \rho_{s})}{\rho_{f}} R[t] \frac{\dot{R}[t]}{r} \]

with the initial condition

\[ T = T_{\infty} \text{ at } t = 0 \]

and the boundary conditions

\[
\begin{align*}
-\pi r k_{f} \frac{\partial T_{f}}{\partial r} &= \dot{Q} \text{ at } r = R_{i}[t], t > 0, \\
T_{s} &= T_{\ell} = \text{T}_{\text{melt}} \text{ at } r = R[t], t > 0, \\
k_{s} \frac{\partial T_{s}}{\partial r} &= k_{f} \frac{\partial T_{f}}{\partial r} = L \rho_{s} \frac{du}{dr} \text{ at } r = R[t], t > 0 \quad (7) \\
T_{s} &\rightarrow T_{\infty} \text{ as } r \rightarrow \infty, t > 0.
\end{align*}
\]

In the above equations, \( \rho \) represents the density, \( c_{p} \) the specific heat, and \( k \) the conductivity, while the subscripts \( \ell \) and \( s \) represent the liquid and the solid phases, respectively. As shown in Özişik [5] (pg. 403, Equation (10-10a)), the third boundary condition is developed by performing an energy balance across the melting interface at \( r = R[t] \). In a coordinate system moving with the interface the energy balance takes the form:

\[ \ddot{R}[t] \ H_{s} \rho_{s} + k_{s} \frac{\partial T_{s}}{\partial r} = \left( (\ddot{R}[t] - v_{\ell}) H_{\ell} \rho_{\ell} + k_{\ell} \frac{\partial T_{\ell}}{\partial r} \right) \]

If we substitute Equation (3) for \( v_{\ell} \) we obtain

\[ k_{s} \frac{\partial T_{s}}{\partial r} - k_{f} \frac{\partial T_{f}}{\partial r} = \ddot{R}[t] \left( H_{\ell} \rho_{\ell} - \frac{(\rho_{f} - \rho_{s})}{\rho_{f}} H_{\ell} \rho_{f} - H_{s} \rho_{s} \right) \]

which is finally simplified to

\[ k_{s} \frac{\partial T_{s}}{\partial r} - k_{f} \frac{\partial T_{f}}{\partial r} = \ddot{R}[t] \ \rho_{s} \ (H_{\ell} - H_{s}) = \ddot{R}[t] \ \rho_{s} \ L, \]

where \( L \) is the latent heat, \( L = H_{\ell} - H_{s} \).

A common mistake that appears in phase change problems with density variations is the exclusion of the kinetic energy term [4,6]. This term is the consequence of the density change which forces the fluid to move, and results in a kinetic energy deficit or surplus. This term is equal to \( \pm \frac{\rho_{f}}{\rho_{\ell}} \left( 1 - \frac{\rho_{\ell}}{\rho_{f}} \right)^{2} (\ddot{R}[t])^{3} \) and it is usually excluded if it is small compared to the term related to the latent heat \( \ddot{R}[t] \ \rho_{s} \ L \). It is important only at very small times and when the value of the latent heat \( L \) is small [4]; an exception is the melting of nanoparticles [6]. In our simulation the latent heat is of the order \( L \sim 10^{5} (\text{J/kg}) \) and the smaller value of the activation time \( \tau \sim 0.0001 \text{ (s)} \). As we will show later \( \ddot{R}[t] = \frac{\lambda \sqrt{\pi \tau}}{\sqrt{t}} \), hence the kinetic energy term is of the order \( \sim 10^{-2} (\text{kg}/\text{s}^{3}) \) and it does not introduce any significant error. The important advantage of neglecting this term is that it allows for a similarity solution for the system of equations [2,4,5] in the form \( z = r/R[t] \). The partial derivatives transform as follows:

\[ \frac{\partial}{\partial r} = \frac{1}{R[t]} \frac{\partial}{\partial z}, \quad \frac{\partial}{\partial t} = \frac{\partial}{\partial t} - \frac{r \ddot{R}[t]}{R[t]^{2}} \frac{\partial}{\partial z}. \]
Substituting in the partial differential Equations (6) and the boundary conditions (7), we obtain the following system of ordinary differential equations, which we assume that they are independent of time \( t \):

\[
\begin{align*}
\rho_t \cdot c_p t \left( - \frac{r \dot{R}[t]}{R[t]} \frac{dT_f}{dz} + \frac{u_t[r,t]}{R[t]} \frac{dT_f}{dz} \right) &= \frac{1}{r R[t]} \frac{d}{dz} \left( k_t \frac{r}{R[t]} \frac{dT_f}{dz} \right) \quad \text{for } R_f[t] \frac{dT_f}{dz} < z < 1 \\
\rho_s \cdot c_p s \left( - \frac{r \dot{R}[t]}{R[t]} \frac{dT_s}{dz} \right) &= \frac{1}{r R[t]} \frac{d}{dz} \left( k_s \frac{r}{R[t]} \frac{dT_s}{dz} \right) \quad \text{for } 1 < z < \infty 
\end{align*}
\]

with boundary conditions

\[
\begin{align*}
- \pi \frac{r}{R[t]} k_f \frac{dT_f}{dz} = \dot{Q}' \quad \text{at } z = \frac{R_f[t]}{R[t]}, \\
T_s = T_f = T_{\text{melt}} \quad \text{at } z = 1, \\
k_s \frac{dT_s}{dz} - k_f \frac{dT_f}{dz} = L \rho_s \frac{dR}{dt} \quad \text{at } r = 1, \\
T_s \to T_\infty \quad \text{at } z \to \infty.
\end{align*}
\]

Note that the last equation also describes the initial condition. Multiplying by \( R[t]^2 \) and substituting the expression for \( u_t[r,t] = \frac{(R_t - \rho_s)}{R_t} \frac{R_f[t]}{R[t]} \) (Equation (4)) and \( R_f[t] = R[t] \sqrt{\frac{\rho_f - \rho_s}{\rho_t}} \) (Equation (4)), the above system simplifies to

\[
\begin{align*}
\rho_t \cdot c_p t \left( - \frac{r \dot{R}[t]}{R[t]} \frac{dT_f}{dz} + \frac{R_f[t]}{R[t]} R[t] \frac{d}{dz} \right) &= \frac{1}{r R[t]} \frac{d}{dz} \left( k_t \frac{r}{R[t]} \frac{dT_f}{dz} \right) \quad \text{for } R_f[t] \frac{dT_f}{dz} < z < 1 \\
\rho_s \cdot c_p s \left( - \frac{r \dot{R}[t]}{R[t]} \frac{dT_s}{dz} \right) &= \frac{1}{r R[t]} \frac{d}{dz} \left( k_s \frac{r}{R[t]} \frac{dT_s}{dz} \right) \quad \text{for } 1 < z < \infty 
\end{align*}
\]

with boundary conditions

\[
\begin{align*}
- \pi \frac{r}{R[t]} k_f \frac{dT_f}{dz} = \dot{Q}' \quad \text{at } z = \sqrt{\frac{\rho_f - \rho_s}{\rho_t}}, \\
T_s = T_f = T_{\text{melt}} \quad \text{at } z = 1, \\
k_s \frac{dT_s}{dz} - k_f \frac{dT_f}{dz} = L \rho_s \frac{dR}{dt} \quad \text{at } z = 1, \\
T_s \to T_\infty \quad \text{as } z \to \infty.
\end{align*}
\]

Above equations are independent of time only if \( R_f[t] \frac{dT_f}{dz} = c \) (i.e., \( R_f[t] = \sqrt{2 c t} \), where \( c \) is a constant to be determined). We finally obtain:

\[
\begin{align*}
\rho_t \cdot c_p t \left( - z c \frac{dT_f}{dz} + \frac{(R_t - \rho_s)}{R_t} \frac{c}{z} \frac{dT_f}{dz} \right) &= \frac{1}{z} \frac{d}{dz} \left( k_t \frac{c}{z} \frac{dT_f}{dz} \right) \quad \text{for } R_f[t] \frac{dT_f}{dz} < z < 1 \\
\rho_s \cdot c_p s \left( - z c \frac{dT_s}{dz} \right) &= \frac{1}{z} \frac{d}{dz} \left( k_s[T] \frac{c}{z} \frac{dT_s}{dz} \right) \quad \text{for } 1 < z < \infty 
\end{align*}
\]

with boundary conditions

\[
\begin{align*}
- \pi \frac{z}{R[t]} k_f[T] \frac{dT_f}{dz} = \dot{Q}' \quad \text{at } z = \sqrt{\frac{\rho_f - \rho_s}{\rho_t}}, \\
T_s = T_f = T_{\text{melt}} \quad \text{at } z = 1, \\
k_s[T] \frac{dT_s}{dz} - k_f[T] \frac{dT_f}{dz} = L \rho_s[T] c \quad \text{at } z = 1,
\end{align*}
\]
$T_s \rightarrow T_\infty$ as $z \rightarrow \infty$, where the square brackets $[T]$ indicate a temperature dependency of the thermal conductivity $k$ and the density $\rho$. The above system can be brought in the following form:

\[
\frac{d^2 T_\ell}{dz^2} + \left( \frac{1}{z} + \frac{\dot{z} c}{a_\ell} \right) \frac{dT_\ell}{dz} = 0 \quad \text{for } \sqrt{\varepsilon} < z < 1
\]

\[
\frac{d^2 T_s}{dz^2} + \left( \frac{1}{z} + \frac{\dot{z} c}{a_s} \right) \frac{dT_s}{dz} = 0 \quad \text{for } 1 < z < \infty
\]

with boundary conditions

\[
-\pi z k_\ell \frac{dT_\ell}{dz} = \dot{Q}' \quad \text{at} \quad z = \sqrt{\varepsilon},
\]

\[
T_s = T_\ell = T_{\text{melt}} \quad \text{at} \quad z = 1,
\]

\[
k_s \frac{dT_s}{dz} - k_\ell \frac{dT_\ell}{dz} = L \rho_s c \quad \text{at} \quad z = 1,
\]

\[
T_s \rightarrow T_\infty \quad \text{as} \quad z \rightarrow \infty.
\]

where $\alpha = k / (\rho c_p)$ is the thermal diffusivity and $\varepsilon = (\rho_\ell - \rho_s) / \rho_\ell$. Note that if we set $\varepsilon = 0$, the effect of convection is “switched off”; however, the density difference is still included in the energy balance equation (Equation (9), third equation; i.e., we obtain a result similar to Özişik [5] (pg. 415).

2.3. Characteristic Equation

The system of ordinary differential equations (ODEs) (8) can be integrated once to obtain

\[
\frac{dT_\ell}{dz} = A_1 e^{-c z^2/(2\alpha_\ell)} \frac{z}{\sqrt{\varepsilon} / \alpha_\ell - 1},
\]

\[
\frac{dT_s}{dz} = A_2 e^{-c z^2/(2\alpha_s)} z^{-1}.
\]

Using the first boundary condition from Equations (9) we obtain that

\[
A_1 = -\frac{\dot{Q}'}{\pi k_\ell} \frac{\varepsilon}{\sqrt{\varepsilon} / \alpha_\ell - 1} = -\frac{\dot{Q}'}{\pi k_\ell} \left( \frac{\varepsilon}{\sqrt{\varepsilon}} \right) e^{\frac{\dot{z} c}{a_\ell}}.
\]

An expression for $T_\ell$ can be obtained in the form of the incomplete gamma function and the second boundary condition (Equation (9)); however, it is not required in order to obtain an expression for the eigenvalue $c$. An expression for $T_s$ can be obtained in the form of the exponential integral $E_1[x] = \int_x^\infty e^{-t} / t \, dt$ using the substitution $\zeta = cz^2/(2\alpha_s)$:

\[
\frac{dT_s}{d\zeta} = \frac{A_2}{2} e^{-c / \zeta}.
\]

Employing the second and fourth boundary conditions we can obtain an expression for $A_2$:

\[
A_2 = \frac{2(T_\infty - T_{\text{melt}})}{E_1[c/(2\alpha_s)]}
\]

Substituting (10)–(12) in the third boundary condition of Equation (9), we obtain an algebraic equation (i.e., the characteristic equation) for $c$:

\[
\frac{\dot{Q}'}{\pi} \left( \frac{e^{c z^2/(2\alpha_\ell)}}{\sqrt{\varepsilon} / \alpha_\ell - 1} \right) e^{-c / (2\alpha_\ell)} + k_s \frac{2(T_\infty - T_{\text{melt}})}{E_1[c/(2\alpha_s)]} e^{-c / (2\alpha_s)} = L \rho_s c
\]
If we replace $c$ with $c = 2\alpha L^2$, we obtain a result similar to Carslaw and Jaeger [26] (pg. 296):

$$R[t] = 2\lambda \sqrt{\alpha t},$$

$$F[\lambda] = \frac{Q'}{\pi} e^{-\lambda^2} \left( e^{\lambda^2 \varepsilon} + \frac{2k_s (T_\infty - T_{\text{melt}})}{E_1[\lambda^2 / \alpha_s]} - 2L \rho_s \lambda^2 \alpha_s E_1[\lambda^2 / \alpha_s] \right) = 0. \tag{13}$$

The factor $1/2$, instead of $1/4$, is due to the fact that we have considered a semi-infinite domain instead of an infinite domain. We can reproduce the result by Carslaw and Jaeger [1] if we neglect the convection term (i.e., if we set $\varepsilon = 0$, and replace $E_1[\lambda^2 / \alpha_s]$ with $E_1[\lambda^2 / \alpha_s] - E_i[-\lambda^2]$). If we know the properties of the material and the power $Q'$ per unit length of the heat source, the above equation can be solved to find $\lambda$; hence the location of the liquid-solid interface $R[t]$ can be obtained for the time period $\tau$ that the heat source is activated.

### 3. Numerical Results of the Characteristic Equation

#### 3.1. Application for Material Properties of IN718 Powder

The thermophysical properties of solid and liquid IN718 alloy were taken from the literature [12,13,27]. For our calculations we used the following values for the properties of the material which resembled the average IN718 powder properties for temperature close to melting point (i.e., in the range 800–1000 °C):

- $\rho_{\ell} = 7756 \text{ kg/m}^3$, $c_{p\ell} = 643 \text{ J/(kg·K)}$, $k_\ell = 26.63 \text{ W/(m·K)}$,
- $\rho_s = 3926 \text{ kg/m}^3$, $c_{ps} = 351 \text{ J/(kg·K)}$, $k_s = 0.37 \text{ W/(m·K)}$,
- $T_{\text{melt}} = 1300 \text{ °C}$, $T_\infty = 20 \text{ °C}$, $L = (643 - 351) \times (1300 + 273.15) / 459360 \text{ J/kg}$, $\varepsilon = 0.4934$.

The melting temperature $T_{\text{melt}} = 1300 \text{ °C}$ used to model the melt pool was averaged from the liquid-solid phase distribution ranging from 1260 to 1336 °C [27]. An experimental measurement of enthalpy as a function of temperature indicating the temperature range for the liquid-solid phase change is shown in Figure 3 [28].

![Figure 3](image-url)

**Figure 3.** Liquid-solid phase distribution for IN718 powder shown on the basis of the enthalpy change as a function of temperature based on data from [27,28].
As an example, we set the power $\dot{Q}' = 10000 \text{ W/m}$. In Figure 4, we show a plot of the function $F[\lambda]$ vs $\lambda$. As mentioned earlier, the function $F[\lambda]$ is monotonic and it is straightforward to obtain numerically the root $\lambda = 0.255$, hence the radius of the interface is $R[t] = 2 \lambda \sqrt{\alpha t} l = 0.0012 \sqrt{t} \text{ m}$. This expression is valid while the heat source is activated (i.e., $0 \leq t \leq \tau$).

To evaluate the effect of convection we set the parameter of the density ratio $\varepsilon$ equal to zero. As expected the eigenvalue $\lambda$ decreased to $\lambda = 0.2471$. The decrease in radius was of the order of 3%, hence the effect of convection is relatively important.

Equation (13) was derived based on the fact that the properties of both the liquid and solid phase are constant. In order to evaluate the effect of this assumption, we increased the properties of the liquid phase by 10%. The new root is $\lambda = 0.2545$, which is 0.1% lower from the original root $\lambda = 0.2549$, hence we can claim that our assumption of constant properties has limited impact on the results.

The temperature distribution in the solid powder as a function of the radius $r$ from the cylinder center starting at the liquid-solid interface (i.e., radius of the molten pool of 0.12 mm), as calculated by solving Equation (10), is shown in Figure 5.
3.2. Optimum Value of the Line Heat Source

While the heat source is active (for the time period $\tau$), the location of the interface of the melted material is given by $R[t] = 2 \lambda \sqrt{\alpha t}$ for $t \leq \tau$. Of course, melting may continue for a brief period of time after the heat source is deactivated; however, this is beyond the scope of the current work. As expected, the longer the time period $\tau$ and the higher the power $Q'$, the larger the radius $R[\tau]$. This raises the question on how the power is affecting the radius of melting for a fixed value of energy input per unit length:

$$Q' = Q' \tau (J/m).$$

Hence, in Equation (13), we replaced $Q'$ with $Q'/\tau$, and found the value of the eigenvalue $\lambda$ as a function of the activation time $\tau$ of the heat source. For each value of the eigenvalue we determined the radius of the melted material at time $\tau$ (i.e., $R[\tau] = 2 \lambda \sqrt{\alpha \tau}$). As an example, we set the total energy input to $Q' = 150$ (J/m). For the range of $\tau$ between 0.0001 and 0.1, we obtained that there was an optimum power per unit length $Q'$, such that $R[\tau]$ was maximized, as shown in Figure 6.

![Figure 6. Radius of the melted material at time $t = \tau$, as a function of power per unit length. The energy per unit length is constant $Q' = Q' \tau = 150$ J/m.](image)

From the numerical solution of Equation (13) for a fixed amount of energy per length $Q' = 150$ J/m, we obtained that the optimum power of the line heat source was approximately $Q' = 48.4$ kW/m, which would lead to a radius $R[\tau = 0.0031\text{s}] = 154$ microns.

However, in real SLM processes such short time periods $\tau$ (i.e., velocities in the order of 100 m/s) are not feasible. State-of-the-art processing speeds were found in the literature to be in the order of 0.01 to 2 m/s for high performance metallic alloys with a laser power of 100 to 1000 W.

4. Application of the Model to an SLM Process

Selective laser melting (SLM) is an additive rapid manufacturing technique where a laser is used to fuse metal powder that consists of micro- and nano-particles, into a specified three-dimensional geometry. In this section, we will apply the results of Section 2 (Equation (13)) to experimental data obtained in an SLM (selective laser melting) manufacturing process.

In Tables 1 and 2, we show the results of five experiments for the investigated IN718 alloy, based on the macrographs of a real SLM process, which are shown in Figure 7. The experiments were performed in the context of the MERLIN project on an SLM 280 HL machine (SLM solutions) with varying scan speed and laser powder [13]. Further process parameters were kept constant: laser focus diameter $d_f = 90$ μm (Gauss), hatch distance $\Delta y = 80$ μm, and layer thickness $D = 30$ μm. The weld pool geometry that resulted in each experiment approximates a cylindrical shape with a varying degree of
deviation to the cylindrical shape because of surface (radiation, gas convection, Marangoni effect) and depth effects (conduction to solid substrate, gravity etc). Whereas experiment 1, 2, and 4 proved a marginal deviation from the cylindrical shape, a higher deviation was noticed for higher energy per unit length, i.e., experiment 5, due to the higher laser power and lower scan speed. This phenomenon is known as the keyhole effect during which the laser power density is so high that the metallic material reaches temperatures beyond melting, i.e., it vaporizes. The vaporizing metal reaching the gas state expands creating a keyhole or a capillary penetrating from the surface down to weld depth. As the laser beam moves across the surface, the keyhole follows and creates a typically deep and narrow weld. As long as the laser power is great enough and the travel speed is not excessive, this keyhole will remain open. Process parameter combinations which lead to higher energy per unit length values and, thus, higher weld pool penetration, apart from being energy costly and/or slow, are prone to higher sensitivity to porosity [29]. In order to achieve process feasibility in SLM, keyhole effects in melt pools are to be avoided, so that overlap with underlying layers and adjacent scan vectors during processing can be attained without failures. For this reason, a cylindrical approach proves to be consistent for modeling melt pool geometries for SLM applications. As the numerical/analytical results (Equation (13)) were obtained under the assumption of cylindrical symmetry (i.e., the cross-section of the melt pool is a semi-circle), for comparison with the experimental results we introduced the equivalent radius $R$ (Tables 1 and 2) (i.e., the radius of the semicircle with an area equal to the area of experimental melt pool; Figure 7).

Table 1. SLM experiments using the alloy IN718. In the table we show the data of the five experiments, the energy per unit length delivered by the laser, and the upper bound (i.e., the maximum possible radius of molten material).

|                  | Experiment 1 | Experiment 2 | Experiment 3 | Experiment 4 | Experiment 5 |
|------------------|--------------|--------------|--------------|--------------|--------------|
| $Q$ (W)          | 300          | 360          | 240          | 300          | 300          |
| $v$ (m/s)        | 1.6          | 1.6          | 1.6          | 1.92         | 1.28         |
| width ($\mu$m)   | 147          | 139          | 110          | 127          | 140          |
| depth ($\mu$m)   | 94           | 83           | 53           | 84           | 139          |
| $Q'/(J/m)$       | 188          | 225          | 150          | 156          | 234          |
| Equivalent radius| 83           | 76           | 54           | 73           | 99           |
| $R = \sqrt{\text{width}/2 \times \text{depth}}$ |               |               |              |              |              |
| Maximum radius    | 183          | 200          | 164          | 167          | 205          |
| (Equation (15))  |              |              |              |              |              |
| Relative error (%)| 55           | 62           | 67           | 56           | 52           |

Table 2. SLM experiments using the alloy IN718. In the table we show the data of the five experiments, the equivalent heat source, the equivalent radius of the elliptical pool, and the radius calculated using Equation (13).

|                  | Experiment 1 | Experiment 2 | Experiment 3 | Experiment 4 | Experiment 5 |
|------------------|--------------|--------------|--------------|--------------|--------------|
| $Q$ (W)          | 300          | 360          | 240          | 300          | 300          |
| $v$ (m/s)        | 1.6          | 1.6          | 1.6          | 1.92         | 1.28         |
| width ($\mu$m)   | 147          | 139          | 110          | 127          | 140          |
| depth ($\mu$m)   | 94           | 83           | 53           | 84           | 139          |
| $Q'/(J/m)$       | 188          | 225          | 150          | 156          | 234          |
| $Q_{eq}$ (W/m)   | 1293         | 1552         | 1035         | 1078         | 1616         |
| Equivalent radius| 83           | 76           | 54           | 73           | 99           |
| $R = \sqrt{\text{width}/2 \times \text{depth}}$ |               |               |              |              |              |
| Numerical radius (Equation (13)) | 70           | 85           | 54           | 52           | 99           |
| Relative error (%)| 15%          | 12%          | <1%          | 28%          | <1%          |
An upper bound of the radius of the melt pool was obtained by assuming no conduction, and that all the energy per meter $Q'$ delivered by the laser was used to melt the powder at the melting temperature $T_{\text{melt}}$:

$$Q'(J/m) = \frac{Q}{v} = \rho_s \frac{2R^2}{\pi} c_{ps} \delta T + \rho_s \frac{\pi R^2}{2} L$$

$$\Rightarrow R = \sqrt{\frac{2Q'}{\rho_s \pi (c_{ps} \delta T + L)}} = \sqrt{\frac{2Q'}{3926 \pi (351 \times 1280 + 439360)}}$$

(15)

where $R$ represents the equivalent radius, $\dot{Q}$ (W) is the laser power and $v$(m/s) is the velocity of the laser beam. In Table 1, we show the experimental data associated with the five experiments, the energy per unit meter delivered by the laser $Q'(J/m)$, the equivalent radius, and the maximum possible (upper bound) radius of molten material that can be achieved, as described by Equation (15). It is easily concluded that only a small fraction of the available laser energy is responsible for the melting of the material. Hence, it is expected that a model that includes conduction would provide better results. Such a model is the model developed in Section 2 of the paper.

In order to compare the experimental data (Figure 7) with the results of Section 2, a number of assumptions/parameters were adopted. As already described in Section 2, the metal powder, which rests on a metal substrate, is molten by the scanning laser beam and solidifies into a metal deposit fused to the substrate. The density and the thermal material properties of the molten material during the fusion process are significantly different from the metal powder, as presented in Section 3. Furthermore, we assumed that during the initial stages of melting, the gravity and Marangoni effects can be neglected, hence the process is cylindrically symmetric. Since the conductivity of the metal powder is in the order of 100 times smaller than that of the metal substrate, we assumed that the heat transfer process is controlled by the powder bed, and the heat transfer process is prevalent in the molten pool [1]. Hence, during the initial melting of the powder, we neglected the presence of the metal substrate and assumed a semi-infinite layer of metal powder. The melting is achieved by a rapidly scanning laser beam of power $\dot{Q}(W)$ moving with velocity $v$ (m/s) along the span of a powder-bed, and delivering an amount of energy $Q'(J/m) = \dot{Q}/v$ per unit length/span [24]. The energy is conducted through

Figure 7. Macrographs of five selective laser melting (SLM) experiments with varying process parameters [13].
the powder-bed, which was assumed to be a continuum medium. Since the optical or mechanical scanning of the laser beam is much faster than the thermal dynamics in the material, the process can be modeled as a heat source of power $Q'(W/m)$ per unit length, distributed simultaneously and evenly along the inner surface $r = R[t]$ of the molten material (Figures 1 and 2 [24]), due to irradiation and reflections. As the heat is conducted through, a phase-change takes place. In particular, an interface $r = R[t]$ is developed at temperature $T_{melt}$ that separates the molten material (liquid) from the solid material (powder), where $T_{melt}$ is the melting temperature of the material. Assuming a pure substance, and by ignoring the kinetics of phase change in melting (i.e., the latent heat of fusion $L$ is provided instantaneously), the interface is sharp ($r = R[t]$). Furthermore, in order to relate the experimentally obtained $Q'$ with the $Q'$ of the numerical model, we defined the characteristic time $t_c$ and length $\ell_c$ of the process. The characteristic parameters are process parameters that were obtained experimentally for a set of experiments performed under similar conditions. They can be obtained by fitting the numerical model (Equation (13)) to the available experimental data (Table 2), and can be continuously updated in-process to obtain improved values. In order to find an equivalent power per unit length ($Q'_{eq}$) to use in the numerical simulations (Equation (13)) and an activation time ($\tau$), we used the characteristic parameters as follows:

$$Q'_{eq}(W/m) = Q'/t_c = \hat{Q}/(v \times t_c),$$

$$\tau = \ell_c/v,$$

where the energy delivered to the powder bed per unit length is equal to $Q'(J/m) = \hat{Q}/v$.

Hence, in the characteristic equation for the eigenvalue $\lambda$ and radius $R[\tau]$ (Equation (13)), we replaced $Q'$ with $Q'_{eq}$ and $\tau$ with $\ell_c/v$. Furthermore, the experimentally-determined melt pool is not circular, hence, for comparison with the numerical results, we used the equivalent radius, described earlier.

Using the data of the experiments and Equation (13) we performed a best fit, and estimated a characteristic time $t_c(s) = 0.121$ s and length $\ell_c = 0.099$ m. The numerically calculated radius is shown in the second to last row of Table 2. Out of the five sets of data, we obtained an excellent fit for two sets, a reasonable fit for the other two sets, and a poor fit for one data set among experimental and numerical results as illustrated in Figures 8 and 9. The fact that our model required two fitted parameters, it was expected to fit at least two sets of data well. Although the fitting (Table 2) looks promising, a larger amount of experimental data is necessary in order to justify its applicability to an SLM process. For example, we used a far field temperature of $T_\infty = 20$ °C. However, temperature changed during the course of the experiment due to pre-heating, which occurred in the processed layer due the conduction during laser scanning of the adjacent powder (i.e., previously deposited and underlying beads). This was because in actual SLM there is no time for previous deposits and the substrate to cool down to room temperature before the current new bead is processed. Furthermore, the deviation from the circular shape, although it should be avoided for an SLM process, is a dominant effect in the experimental data. Finally, although the power of the laser was known, the total energy delivered to the melt pool was unknown (i.e., the duration of the laser scanning was not reported). Hence, although the results shown in Table 1 prove that the aforementioned model and assumptions could provide reliable results in a very efficient manner in terms of computation time, further controlled experiments are necessary in order to improve, justify, and extend the applicability of the model.
Figure 8. Comparison of the numerical melt pool cylindrical shape (right) vs. the measured melt pool dimensions (left) for the five sets of experiments.

Figure 9. Numerical vs. experimental results of the melt pool dimensions with varying laser power (a), laser speed (b), and energy per unit length (c). The deviation of the proposed analytical model compared to real melt pool dimensions for all five experiments is summarized in (d).

A comprehensive illustration of the results in Table 2 is provided in Figure 8. The numerical results of the melt pool cylindrical shape on the right of the figure are compared with the experimental measurements of the melt pool on the left of the figure for all five experiments.

Figure 9 summarizes the numerical and experimental results of the melt pool dimensions in terms of the variation of (a) the laser power, (b) the laser speed, and (c) the energy per unit length. The results
for all five experiments (d) demonstrate the deviation of the proposed analytical model compared to real melt pool dimensions.

5. Summary and Conclusions

We address the classical problem of a heat source activated along the span of a semi-infinite material. The material is solid (metal powder) and the melting commences immediately at the location of the line heat source due to the singular nature of the heat input. The temperature profile is cylindrically symmetric and the liquid-solid interface propagates radially outwards. The contribution of the current work is that we have included convection effects due to the density difference between the solid (metal powder) and the liquid (molten powder). Because the liquid has higher density than the powder, an annulus is developed with a radially-symmetric flow field; at small times we neglect gravitational and Marangoni effects. We show analytically that the convection enhances the melting speed and it is relatively important. We also show that if the properties of both the liquid and the solid phases of the material are varied by 10%, that does not affect significantly the results, hence constant properties can be used in numerical simulations. An important result of this work; however, is that, for a fixed amount of input energy per unit length, there exists an optimum combination of power input and time period of activation of the line heat source, which would lead to a maximum radius of the liquid-solid interface (i.e., a maximum amount of material would have melted during the activation time).

Finally, we use the analysis of the heat source per unit length to model an SLM process. We show that the point heat source associated with an SLM process can be represented with an equivalent heat source per unit length using an experimentally-determined characteristic time and length. The benefit of using a heat source model of this kind is twofold. On one hand, a rapid in-process computation of the melt pool can be achieved which can facilitate a real-time process parameter observation and optimization within the feasible process window, and on the other hand it can be applied for process control purposes during the SLM process. Additionally, such a simplified heat source model can be transferred comfortably in a subsequent thermo-mechanical model for computation of the structural shape and residual stresses. A comparison with experimental results has shown that the numerical results could provide a quantitative description of the process. However, further experiments are necessary in order to determine the conditions of applicability of the analytical model.
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Nomenclature

\[ c_p \] specific heat (J/(kg K))
\[ k \] thermal conductivity (W/(m K))
\[ Q \] laser power (W)
\[ Q' \] continuous line heat source (W/m)
\[ Q' \] energy per unit length (J/m)
\[ T \] temperature (°C)
\[ r \] radius of half cylinder (m)
\[ R_i(t) \] inner radius of melted material where laser heat source is applied (i.e., liquid-air interface) (m)
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\[ R(t) \] outer radius of melted material (i.e., liquid-solid interface)
\[ \dot{R}(t) \] rate of change of outer radius (i.e., radial velocity) (m/s)
\[ u_r(r,t) \] radial velocity of the fluid (m/s)
\[ v_r \] velocity of the fluid perpendicular to the interface \( r = R(t) \) (m/s)
\[ L \] latent heat (J/kg)
\[ H \] enthalpy (J/kg)
\[ z \] normalized radius \( r/R(t) \) (-)
\[ c \] constant
\[ R_e \] equivalent radius (m)
\[ v \] laser scan velocity (m/s)
\[ \ell_c \] characteristic length of scan vector (m)
\[ d_f \] laser focus diameter (m)
\[ D \] layer thickness (mm)

Greek symbols
\[ \alpha \] thermal diffusivity (m\(^2\)/s)
\[ \rho \] density (kg/m\(^3\))
\[ \tau \] time period (s)
\[ \epsilon \] ratio \( (\rho_l - \rho_s) / \rho_l \)
\[ \lambda \] eigenvalue
\[ \Delta \] hatch distance (m)

Subscripts
\[ s \] solid phase
\[ l \] liquid phase
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