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ABSTRACT

Federated learning (FL) has emerged as a promising paradigm for enabling the collaborative training of models without centralized access to the raw data on local devices. In the typical FL paradigm (e.g., FedAvg), model weights are sent to and from the server each round to participating clients. However, this can quickly put a massive communication burden on the system, especially if more capable models beyond very small MLPs are employed. Recently, the use of pre-trained models has been shown effective in federated learning optimization and improving convergence. This opens the door for new research questions. Can we adjust the weight-sharing paradigm in federated learning, leveraging strong and readily-available pre-trained models, to significantly reduce the communication burden while simultaneously achieving excellent performance? To this end, we investigate the use of parameter-efficient fine-tuning in federated learning. Specifically, we systematically evaluate the performance of several parameter-efficient fine-tuning methods across a variety of client stability, data distribution, and differential privacy settings. By only locally tuning and globally sharing a small portion of the model weights, significant reductions in the total communication overhead can be achieved while maintaining competitive performance in a wide range of federated learning scenarios, providing insight into a new paradigm for practical and effective federated systems.

1 INTRODUCTION

Federated learning (FL) has become increasingly prevalent in the research community, having the goal of enabling collaborative training with a network of clients without needing to share any private data. One key challenge for this training paradigm is overcoming data heterogeneity. The participating devices in a federated system are often deployed across a variety of users and environments, resulting in a non-IID data distribution. As the level of heterogeneity intensifies, optimization becomes increasingly difficult. Various techniques have been proposed for alleviating this issue. These primarily consist of modifications to the local or global objectives through proximal terms, regularization, and improved aggregation operations (Li et al., 2020; Karimireddy et al., 2020; Mendieta et al., 2022; Acar et al., 2021; Wang et al., 2020a). More recently, some works have investigated the role of model initialization in mitigating such effects (Nguyen et al., 2022; Chen et al., 2022b).

Inspired by the common usage of pre-trained models for facilitating strong transfer learning in centralized training, researchers employed widely-available pre-trained weights for initialization in FL and were able to close much of the gap between federated and centralized performance.

Still, while pre-trained initializations are effective for alleviating heterogeneity effects in FL, another key challenge is left unaddressed: that is, communication constraints. This is often the primary bottleneck for real-world federated systems (Karrouz et al., 2021). In the standard FL framework (McMahan et al., 2017), updates for all model parameters are sent back and forth between the server and participating clients each round. This can quickly put a massive communication burden on the system, especially if more capable models beyond very small MLPs are used. When employing strong pre-trained models, the number of parameters can be large, such as for current state-of-the-
art transformers. For example, ViT-Base (Dosovitskiy et al., 2021) has 84 million parameters, which would simply exacerbate the communication overhead to insurmountable levels.

However, we note that pre-trained models have strong representations, and updating all the weights during fine-tuning is often not necessary. Various parameter-efficient fine-tuning methods (e.g., fine-tuning only a subset of the parameters or the bias terms) for centralized training have been proposed in the literature and show that successful and efficient adaptation is possible, even under domain shift (Jia et al., 2022; Cai et al., 2020; Pfeiffer et al., 2020). We reason that such insight is applicable to FL, where each client can be thought of as a shifted domain on which we are fine-tuning. By leveraging pre-trained weights, it may be possible to simply update a small portion of the weights for each client. This will significantly reduce the communication burden on the system, as the updates communicated with the server will consist of just a fraction of the total model parameters.

Can we reap these potential communication benefits while still achieving strong performance in FL? Unfortunately, operating conditions in FL are difficult, requiring successful convergence under varying data heterogeneity levels, random client availability, and differential privacy procedures. Therefore, we are unable to properly assess this possibility of benefit based on existing literature, as the effectiveness of parameter-efficient fine-tuning methods has not been explored in such situations. To fill this gap, we explore the viability of a Federated Parameter-Efficient Fine-Tuning (FedPEFT) framework, illustrated in Figure 1. We deploy parameter-efficient fine-tuning methods to adapt pre-trained models to enable massive reductions in communication overheads. The contribution of this paper can be summarized as follows.

• We introduce FedPEFT, a new federated learning framework that simultaneously addresses data heterogeneity and communication challenges. FedPEFT is the first federated learning framework that enables the leveraging of strong pre-trained models in FL while maintaining an extremely low communication cost.
• We present a systematic study of the FedPEFT framework with various fine-tuning methods under heterogeneous data distributions, client availability ratios, and increasing degrees of domain gap relative to the pre-trained representations. (Sections 5 and 6)
• To ensure FedPEFT is practical for the complex environments of FL, we further analyze the robustness of FedPEFT among different backbone sizes, low-data regimes, and differential privacy operations. (Sections 7 and 8)

2 RELATED WORK

Federated Learning. Federated learning is a decentralized training paradigm composed of two procedures: local training and global aggregation. Therefore, most existing work focuses on either local training (Mendieta et al., 2022; Li et al., 2021; 2020) or global aggregation (Wang et al., 2020b; Yurochkin et al., 2019) to learn a better global model. Another line of work cuts into this problem by applying different initialization to help both procedures. (Chen et al., 2022b) show that initializing the model with pre-trained weights can make the global aggregation of FedAvg more stable, even when pre-trained with synthetic data. Furthermore, Nguyen et al. (2022) present the effectiveness of pre-training with different local and global operations. However, these works focus purely on the effect of initialization in a standard FedAvg framework and do not consider the communication constraints of the system. Our work pushes the envelope further by leveraging strong pre-trained models (even large, capable transformers) in federated learning while effectively handling the communication issue via parameter-efficient fine-tuning.

Communication in Federated Learning. Communication constraints are a primary bottleneck in federated learning. To reduce the communication cost, several previous work leverage model compression techniques (Konečný et al., 2017; Suresh et al., 2017). Such works do not change the training paradigm but rather post-processes the local model to reduce communication costs. For instance, Konečný et al. (2017) propose approaches that parameterize the model with fewer variables and compress the model in an encoding-decoding fashion. However, the minimal requirement to maintain all the information is still high when facing today’s large models. Meanwhile, another line of work changes the training paradigm by learning federated ensembles based on several pre-trained base models (Hamer et al., 2020). In this way, only the mixing weights of the base models will be communicated in each round. This approach aims to reduce the burden of downloading and
uploading the entire model in each round. However, the base models are not directly trained, and the final performance is highly related to the base models. Meanwhile, model ensembles will take more time and space, which is often limited on the client side. Our framework follows the strategy of this line of work that does not transmit the entire model, but we use only one pre-trained model instead of several base models and only transmit a subset of the parameters instead of the model ensembles. Therefore, no additional time or space is required.

**Parameter-Efficient Fine-tuning.** Fine-tuning is a prevalent topic in centralized transfer learning, especially in this era of the “Foundation Model” (Bommasani et al., 2022). A significant line of work is to reduce the trainable parameter number, i.e., parameter-efficient fine-tuning (PEFT) (Chen et al., 2022a, Fan et al., 2022, Liu et al., 2022). This enables easier access and usage of pre-trained models by reducing the memory cost needed to conduct fine-tuning due to fewer computed gradients. In federated learning, PEFT has an additional benefit that is not salient in centralized training: reduction of the communication cost. By introducing PEFT to federated learning, our work can take advantage of a strong (and even large) pre-trained model meanwhile significantly reducing communication costs.

3 Federated Parameter-Efficient Fine-Tuning

3.1 Recap: Conventional Federated Learning with FedAvg

In this section, we formally describe the federated learning objective and federated parameter-efficient fine-tuning. Before we dive into FedPEFT, we recap the formulation of conventional federated learning. Using a classification task as an example, $K$ samples in a dataset $D = \{ (x_k,y_k) \}_{k=1}^K = \bigcup_{n=1}^N D_n$, where $x$ is the input and $y \in \{0,1,\ldots,C-1\}$ is the label, are distributed among $N$ clients. Each client has a local model $\{ f_n = c_n \circ \phi_n \}_{n=1}^N$ parameterized by $\{ \theta_n \}_{n=1}^N$, where $\phi$ is the feature extractor and $c$ is the classification head. The goal of federated learning is to learn a global model $F = c \circ \phi$ parameterized by $\theta$ on the server from $M$ sampled client models in $T$ communication rounds.

At the beginning of training, the global model $F^{(0)}$ is randomly initialized or initialized with pre-trained weights, where the superscript $t$ indicates the model at round $t$. In each round $t$, $f_n^{(t)}$ will be initialized by $F^{(t)}$ and updated by

$$\min_{\theta_n} \mathcal{L}(f_n^{(t)}) = \frac{1}{|D_n|} \sum_{k=1}^{|D_n|} \ell(y_k, f_n^{(t)}(x_k)),$$

where $\ell$ is the loss function. After the local updates, the server will sample $M$ clients from all $N$ clients and aggregate $\{ f_m^{(t)} \}_{m=1}^M$ with the FedAvg algorithm to a new global model

$$F^{(t+1)} = \sum_{m=1}^M \frac{|D_m|}{\sum_{i=1}^M |D_i|} f_m^{(t)}.$$  

This procedure is repeated from $t = 0$ to $t = T - 1$. During the client-server communication, we only take the communication cost for the model into consideration, assuming the remaining communication costs are fixed. Therefore, the communication cost $C$ is proportional to the transmission parameters number, thus can be formulated as

$$C \propto |P| \cdot M,$$
where $\mathbb{P} \subseteq (F \text{ or } f)$ is the set of parameters to transmit in $F$ for global model or $f$ for client model. The final goal of this problem is to minimize the $C$ while maintaining the server accuracy.

3.2 FedPEFT

In conventional federated learning, updates for the entire model need to be repeatedly sent to and from the server, resulting in significant communication costs, especially when larger, more capable modern neural network architectures are employed. To reduce this heavy burden, we deploy parameter-efficient fine-tuning methods to adapt pre-trained models to the local clients rather than fully fine-tuning all parameters, which is described in Algorithm 1. In the FedPEFT framework, illustrated in Figure 1, only a small amount of parameters in the local model will be downloaded, trained, and uploaded in each communication round. For instance, FedPEFT reduces the size of communication each round from 328MB/Client to 0.68MB/Client when using a pre-trained ViT-Base (Dosovitskiy et al., 2021) as the backbone.

To implement FedPEFT, we provide a canonical baseline approach (head-tuning) and three prototypes leveraging different parameter-efficient fine-tuning methods (Bias, Adapter, and Prompt), which are detailed in the following.

To reduce the number of trainable parameters, one intuitive method is to freeze the backbone $\phi$ and only train the head $c$. This method is historically the most common fine-tuning procedure, and therefore we use it as a baseline for FedPEFT. However, the adaptation ability of this method is limited, as no adjustment is made to the network representation prior to the final output head. This can be problematic in the presence of a more intense domain shift. Therefore, we consider the following approaches as primary prototypes for FedPEFT:

**FedPEFT-Bias.** Bias-tuning (Cai et al., 2020) aims to adapt the pre-trained backbone $\phi$ with only fine-tuning a specific group of parameters, the bias term. In this way, the backbone can be trained with moderate adjustments to prevent damaging the upstream representation.

**FedPEFT-Adapter.** Instead of directly tuning existing parameters in the backbone like Bias-tuning, Adapter-tuning (Pfeiffer et al., 2020) adds a few parameters called adapters inside the backbone $\phi$ instead. Usually, adapters will be deployed in each layer of the backbone to perform transformations on different levels of the pre-trained feature while the backbone stays frozen.

**FedPEFT-Prompt.** Prompt-tuning (Jia et al., 2022) takes a slightly different approach from the other fine-tuning methods. Specifically, it concatenates trainable parameters, called prompt embeddings, to the input embedding and hidden states in each layer.

We illustrate the differences between all baseline and prototype methods in Figure 2. We also provide the algorithm pseudo-code for each prototype in Appendix A.1.

4 EXPERIMENTS

To verify the performance of FedPEFT, we evaluate the server accuracy with each method from three perspectives and aim to answer the following questions:

**Communication Analysis:** When faced with a limited communication budget, there are several conventional solutions to reduce costs, e.g., sampling fewer clients each round or using a lightweight...
Figure 2: Methods to fine-tune the pre-trained model, where $x$ means the input, $\phi$ means the backbone, $\phi_i$ means the $i$-th layer of $\phi$ with $l$ layers in total, $c$ means the classification head, and $h$ means the hidden states. (a) Fully fine-tune the entire model. (b) Only tune the model head. (c) Only tune the bias term and the model head. (d) Concatenate prompts to the input and hidden states in each layer, and only tune the prompts and the model head. The purple rectangles denote the tunable prompts. (e) Add an adapter to each layer of the backbone, and only tune the adapters and the model head. The orange rectangles denote the tunable adapters.

Can FedPEFT outperform other solutions in terms of communication cost and accuracy? (RQ1)

**Capability Analysis:** When the communication budget is amply sufficient for all approaches, we want to evaluate the trade-off of training fewer parameters with FedPEFT. Can FedPEFT outperform full fine-tuning and training from scratch within various federated learning settings and increasing levels of downstream domain gap? (RQ2)

**Robustness Analysis:** In a lot of application scenarios, there will be additional challenges for FL, such as privacy-preserving requirements (i.e., differential privacy) and data scarcity (i.e., very small amount of data on each client). We want to evaluate the robustness of each method under such scenarios. Can FedPEFT outperform full fine-tuning in terms of robustness? (RQ3)

### 4.1 Experiments Details

**Dataset.** For our study, we focus on computer vision (CV) applications as our testbed. Therefore, we employ ImageNet-21K (Ridnik et al., 2021) as the pre-training dataset, which is a primary dataset for pre-training models in CV. Then we select two datasets for the downstream tasks that have increasing degrees of domain gap compared to ImageNet-21K: CIFAR-100 (Krizhevsky, 2012) and PCam (Veeling et al., 2018). CIFAR-100 contains 50,000 training samples and 10,000 testing samples for 100 classes of nature objects (e.g., sunflowers, buses), which has a small domain gap with ImageNet-21K. PCam is a medical dataset containing 32,768 colored images extracted from histopathologic scans of lymph node sections, which has a much larger domain gap. Each image is annotated with a binary label indicating the presence of metastatic tissue. We sample 20,000 images from the original train set for training and use the entire test set for evaluation.

**Experimental Setting.** Our default experimental setting is to split the dataset across $N = 64$ clients and sample $M = 8$ clients each round. The global aggregation will be performed after $E = 10$ local epochs. A total of $T = 50$ rounds of communication will be performed. To simulate heterogeneous data, we partition samples in each class to all clients following a Dirichlet distribution, as common in the literature (Mendieta et al., 2022; Acar et al., 2021; Li et al., 2021), with $\alpha = 0.1$ for CIFAR-100 and $\alpha = 0.5$ for PCam based on the class number. Any modifications to this setting in subsequent experiments will be clearly noted.

**Implementation Detail.** We choose ViT-B (Dosovitskiy et al., 2021) with image size 224 and patch size 16 as our backbone. The backbone is pre-trained on ImageNet-21K (Ridnik et al., 2021), as available in the timm library (Wightman, 2019). The images for the downstream datasets are resized to 224 × 224. Images from CIFAR-100 are augmented by random cropping with a padding of 4 and random horizontal flipping, and PCam is augmented only with random horizontal flipping. We perform the experiments on 8 Nvidia RTX A5000 GPUs with a batch size of 64. All reported numbers are run multiple times and averaged. More details about hyperparameter searching can be found in Appendix A. The base hyperparameters for each method are described below.

- Full fine-tuning: We use SGD (Ruder, 2017) optimizer with learning rate 0.001 and weight decay 0.0001.
Table 1: Communication analysis. The communication cost is computed with 4B/parameter, and the accuracy is the final accuracy, i.e., \( t = T - 1 = 49 \). The first section shows the change of accuracy when decreasing the participating-client number. * indicates the baseline performance with no decrease of participating-client number. The second section shows the change of accuracy when we reward the low communication cost of head-tuning by increasing the participating clients. The third section shows the accuracy when we fully fine-tune a lightweight model, ShuffleNet V2 0.5× [Ma et al., 2018]. The fourth section shows the accuracy of each prototype of FedPEFT.

| Model      | Method                  | # Tuned Params × Clients | Comm. Cost | CIFAR-100 | PCam |
|------------|-------------------------|--------------------------|------------|-----------|------|
| ViT-B      | Full Fine-tuning        | 85.88M × 8               | 2.56GB     | 92.09*    | 84.82|
| ViT-B      | Full Fine-tuning        | 85.88M × 4               | 1.28GB     | 89.84     | 82.64|
| ViT-B      | Full Fine-tuning        | 85.88M × 2               | 656MB      | 86.96     | 81.31|
| ViT-B      | Full Fine-tuning        | 85.88M × 1               | 328MB      | 73.10     | 78.29|
| ViT-B      | Head-tuning             | 0.08M × 8                | 2.44MB     | 72.55     | 72.38|
| ViT-B      | Head-tuning             | 0.08M × 64               | 19.53MB    | 75.47     | 78.24|
| ShuffleNet | Full Fine-tuning        | 0.44M × 8                | 13.43MB    | 51.44     | 72.91|
| ViT-B      | FedPEFT-Bias            | 0.18M × 8                | 5.49MB     | 91.02     | 85.29|
| ViT-B      | FedPEFT-Adapter         | 0.23M × 8                | 7.02MB     | 88.05     | 79.63|
| ViT-B      | FedPEFT-Prompt          | 0.17M × 8                | 5.19MB     | 89.90     | 87.25|

- Head-tuning: We use one linear layer as the classification head and use the SGD optimizer with learning rate 0.005 and weight decay 0.0001.
- FedPEFT-Bias: There is no additional hyperparameter for Bias. We use SGD optimizer with learning rate 0.01 and weight decay 0.0001.
- FedPEFT-Adapter: We use a Bottleneck Adapter with residual connections as the adapter. We insert the adapter to each layer of the backbone after the feed-forward block following [Pfeiffer et al., 2020] with a reduction factor of 8 and the GELU as the activation function. We use SGD optimizer with learning rate 0.005 and weight decay 0.0001.
- FedPEFT-Prompt: We follow the design of VPT-Deep [Jia et al., 2022], and use a prompt length as 10 to prepend prompt tokens to the input and the hidden embedding in each layer. We use SGD optimizer with learning rate 0.01 and weight decay 0.0001.

Table 2: Total communication cost for reaching a target accuracy. The number of communication rounds is not fixed in this experiment. The number in the bracket next to the dataset indicates the target accuracy %. FFT(m) means Full Fine-tuning with m participating clients. Bias, Adapter, and Prompt, respectively, denotes the corresponding FedPEFT prototype. Head-tuning and ShuffleNet fail to achieve such targets in most cases, which are not listed here. – indicates that the target accuracy was not achieved at convergence.

| Dataset    | FFT(8)   | FFT(4)   | FFT(2)   | FFT(1)   | Bias     | Adapter   | Prompt     |
|------------|----------|----------|----------|----------|----------|-----------|------------|
| CIFAR-100 (85) | 10.24GB  | 16.64GB  | 19.22GB  | –        | 38.34MB  | 42.12MB   | 31.14MB    |
| CIFAR-100 (90) | 25.6GB   | 51.2GB   | –        | –        | 115.29MB | –         | 88.23MB    |
| PCam (75)   | 7.68GB   | 3.84GB   | 1.92GB   | 1.28GB   | 16.47MB  | 63.18MB   | 15.57MB    |
| PCam (80)   | 30.72GB  | 14.08GB  | 12.17GB  | –        | 54.9MB   | 287.82MB  | 15.57MB    |

5 Communication Analysis

To verify the effectiveness of FedPEFT and answer the first research question (RQ1 [4]), we compare it with three baselines while monitoring the communication budget: a) Full fine-tuning of our default model (ViT-B). We vary the number of participating clients to show different levels of communication requirements. b) Head-tuning. The communication cost of head-tuning is naturally lower than other methods, so we increase the participating clients to make it a stronger baseline. c) Fully fine-tune a light-weighted model (ShuffleNet V2 0.5× [Ma et al., 2018]) with a similar parameter scale.

As demonstrated in Table 1, all FedPEFT methods achieve better results in many cases compared with other approaches, even with significantly fewer communicated parameters. We find that full fine-tuning needs at least 187× and 477× more parameters to reach and outperform FedPEFT
Table 3: Capability analysis among different federated learning settings on CIFAR-100. Bold-style shows the best performance among all methods or among prototypes in FedPEFT.

| Client Method | # Tuned Params/Client | Homogeneous | Heterogeneous |
|---------------|-----------------------|-------------|--------------|
| Scratch       | 85.88M                | 38.44       | 35.72        |
| Full Fine-tuning | 85.88M            | 93.70       | 93.50        |
| Head-tuning   | 0.08M                | 78.11       | 77.59        |

| N = 16, M = 16 |                  |             |              |
|----------------|------------------|-------------|--------------|
| FedPEFT-Bias  | 0.18M             | 91.89       | 90.25        |
| FedPEFT-Adapter | 0.23M            | 90.21       | 88.77        |
| FedPEFT-Prompt | 0.17M             | 92.00       | 90.37        |

| N = 16, M = 2  |                  |             |              |
|----------------|------------------|-------------|--------------|
| Full Fine-tuning | 85.88M      | 93.32       | 87.01        |
| Head-tuning    | 0.08M             | 76.65       | 62.80        |

| N = 64, M = 64 |                  |             |              |
|----------------|------------------|-------------|--------------|
| FedPEFT-Bias  | 0.18M             | 92.71       | 91.71        |
| FedPEFT-Adapter | 0.23M            | 90.50       | 89.26        |
| FedPEFT-Prompt | 0.17M             | 91.87       | 90.96        |

| N = 64, M = 8  |                  |             |              |
|----------------|------------------|-------------|--------------|
| Full Fine-tuning | 85.88M      | 93.50       | 92.09        |
| Head-tuning    | 0.08M             | 77.59       | 72.55        |

On CIFAR-100, head-tuning lags behind most other approaches, and the ShuffleNet model only achieves 57% and 84% of accuracy on CIFAR-100 and PCAM with $2.4 \times$ the communication cost compared with FedPEFT-Bias.

In Table 2 we also report the total communication cost to reach reasonable target accuracies in each dataset. All FedPEFT prototypes only require megabytes level communication, while full fine-tuning requires gigabytes level communication, indicating the efficiency of FedPEFT. For the inter-prototype comparison, FedPEFT-Prompt stands out for its fast convergence speed. We provide further discussions on the performance of each prototype in Section 6.

6 Capability Analysis

To study and understand our second research question (RQ2), we systemically perform experiments on CIFAR-100 across different federated learning scenarios by varying client status and data distribution (Section 6.1) and analyze the impact of the domain gap between the model pre-training dataset and the dataset for FL (Section 6.2).

6.1 Capability with Different Federated Learning Settings

In application scenarios, the setting of federated learning can vary substantially. It is important to show the capability to maintain high performance in diverse settings. In Table 3, we present results for all approaches with different client availability ratios and data distributions and draw the following conclusions from the experiments:

First, we see that fine-tuning on the pre-trained model shows a significant improvement over training from scratch, especially in heterogeneous scenarios. This finding is in agreement with other very recent works [Chen et al., 2022b; Nguyen et al., 2022], which note the stabilization effect of pre-trained initialization in federated optimization. When only fine-tuning the head, the performance is still much better than training the entire model from scratch (Scratch) but remains low in comparison to other methods across all settings. We again find that head-tuning simply lacks adaptation ability, holding too closely to the upstream representation.

On the other hand, we find that FedPEFT achieves comparable results to full fine-tuning with less than 0.3% of the trainable parameters. This ability to maintain accuracy performance in various scenarios is crucial for FL, as oftentimes, the exact setting and distributions are not known ahead of
time. With this in mind, we further investigate the viability of FedPEFT as a practical FL framework in some more extreme situations in Section 7.

6.2 Capability with Domain Gap

In Table 4, we present the performance of all approaches with an increasing degree of domain gap compared to the ImageNet-21k pre-training dataset. Interestingly, full fine-tuning falls further behind as the data domain gap widens in the PCam scenario, largely unable to keep up with FedPEFT despite requiring a massive communication budget. This phenomenon when a pre-trained model meets out-of-domain data has been studied under centralized settings [Shen et al., 2021]. It was found that the pre-trained upstream representations are still meaningful even with a domain gap. Therefore, fully fine-tuning the backbone with out-of-domain data can damage the high-level semantics inside these upstream representations due to overfitting, especially when the data size is small. This is particularly relevant in FL, where overfitting and subsequent client drift (Varno et al., 2022; Mendieta et al., 2022; Karimireddy et al., 2020) are prone to occur.

On the opposite end of the spectrum, by not fine-tuning the backbone at all, head-tuning maintains similar accuracy despite the domain gap. This shows the robustness of the pre-trained high-level semantics across domains, supporting the conclusion that there is meaningful high-level semantics inside of the upstream representations.

Still, the tight restriction on head-tuning is perhaps a bit too far, as the accuracy on both datasets is still low overall. Between the two extremes of head-tuning and full fine-tuning, FedPEFT approaches may be able to suitably adapt the upstream representations without excessively damaging them. Specifically, FedPEFT-Bias operates with parameter-level control for each parameter pair containing weight and bias terms. The representation can then preserve the high-level semantics by freezing the weight term (maintaining the direction in feature space) and still adapting via the bias term (shifting in the feature space). FedPEFT-Adapter and FedPEFT-Prompt have slightly different mechanisms (layer-level), controlling of the backbone by transforming the intermediate hidden representations via adapters and prompts. Of these approaches, FedPEFT-Prompt is the most stable under domain gap, surpassing full fine-tuning by 2.4% on PCam. Overall, we hypothesize that more fine-tuning freedom will be better when the domain gap is minor, but moderate fine-tuning is needed to maintain, as well as control, the high-level semantics when the domain gap is large.

7 Robustness Analysis

In this section, we further investigate our third research question (RQ3) in two critical FL scenarios. CIFAR-100 is used for the experiments.

Differential Privacy. A fundamental property of federated learning is privacy protection. However, various works [Huang et al., 2021; Hatamizadeh et al., 2022] have demonstrated how the client data can be reconstructed from the raw gradient updates received by the server in some scenarios. To protect client data privacy from such attacks, differential privacy (DP) [Kairouz et al., 2021; Chamikara et al., 2020; Dwork 2008; Dwork et al., 2014] has become standard practice. Therefore, we first study FedPEFT and other baselines under DP.

To integrate DP, we apply a Gaussian mechanism within the local optimization of each iteration (Dwork et al., 2014) with \(\varepsilon = 5\) and \(\delta = 0.001\). We maintain the remaining FL settings as described in Section 4.1 and show the results in Table 5. Interestingly, when comparing all methods, full fine-tuning experiences the sharpest drop with DP. This causes its accuracy to fall lower than all the FedPEFT prototypes. To understand this effect, we note that DP applies noise to all trainable pa-

| Method          | CIFAR-100 | PCam  |
|-----------------|-----------|------|
| Full Fine-tuning| 92.09     | 84.82|
| Head-tuning     | 72.55 (-19.54) | 72.38 (-12.44) |
| FedPEFT-Bias    | 91.02 (-1.07) | 84.98 (+0.47) |
| FedPEFT-Adapter | 88.05 (-4.04) | 79.63 (-5.19) |
| FedPEFT-Prompt  | 89.90 (-2.19) | 87.25 (+2.43) |

Table 5: Robustness analysis for privacy-preserving. The red number indicates the performance difference when DP is applied.
rameter gradients. Full fine-tuning, therefore, requires such noise on all model parameters, resulting in a more pronounced negative effect on final performance. On the other hand, the other fine-tuning methods maintain some part of the backbone frozen and have significantly fewer trainable parameters on which adding noise is necessary, limiting the performance drop. Overall, FedPEFT allows for stronger accuracy in DP-enabled federated systems than even full fine-tuning while still maintaining extremely low communication needs.

Data Scarcity. We explore another common yet challenging robustness condition in FL; that is when very little data is available on individual clients. Such data scarcity scenarios are even a tricky problem in centralized training. For example, [Wang et al., 2019] show that fewer training data will incur damage to the pre-trained representation due to overfitting. In our evaluation for FL, we reduce the total sample number $K$ to 1000, 1500, and 2000. As shown in Table 6, we find that FedPEFT outperforms full fine-tuning and head-tuning under such low-data scenarios, further revealing its capability to appropriately adapt pre-trained representations to the FL task at hand.

8 Pre-training Ablations

In the experiments above, we maintain a consistent backbone (ViT-B). However, since model size requirements of different federated systems may vary, we further investigate the use of ViT-S with FedPEFT and all baselines. Additionally, we study the effect of pre-training dataset size on the final performance of all approaches. CIFAR-100 is used for the experiments.

Impact of Model Size. We replace ViT-B with a smaller version, ViT-S. As expected, most methods experience a slight performance drop. Nonetheless, FedPEFT methods maintain strong performance even with smaller models. Surprisingly, the performance of head-tuning is not damaged by reducing the model size, but actually increases slightly. We interpret it as due to the fixed representation of head-tuning. Representations from a pre-trained model can have similar semantics whatever the model size, thus the performance of head-tuning is stable.

Impact of Pre-training Dataset. We also evaluate the performance when a backbone is trained from ImageNet-21K and ImageNet-1K [Russakovsky et al., 2015]. Interestingly, the performance stays relatively consistent, with Head-tuning and FedPEFT-Adapter achieving higher accuracy with the ImageNet-1K models. This phenomenon indicates that the performance of fine-tuning is not always proportional to the data size, but overall FedPEFT performance is consistent with different scales of the pre-training dataset.

9 Conclusion

In this paper, we introduce FedPEFT, a new federated learning framework leveraging strong pre-trained models and massively reducing communication costs. We integrate three effective prototypes within the FedPEFT framework: Bias, Adapter, and Prompt. With a thorough empirical study, we then evaluate FedPEFT and other baselines in three key areas: communication, capability, and robustness. We find FedPEFT to be a promising approach for practical FL systems, capable of handling many of the harsh conditions in FL while alleviating the critical communication bottleneck.
As a general framework, FedPEFT can also be leveraged in application domains other than computer vision, which we leave for future work. We hope this work can inspire new perspectives for improving the communication efficiency in federated learning through the combined innovation of strong pre-trained models and parameter-efficient fine-tuning methodologies.
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APPENDIX

A IMPLEMENT DETAILS

A.1 PSEUDO-CODE FOR EACH PROTOTYPE

We provide a detailed pseudo-code for each prototype in a Pytorch style. The key code initialization and forward pass are given, which can be found in Algorithm 2.

### Algorithm 2 Pseudo-code for FedPEFT-Bias

```python
class FedPEFT_Bias:
    def __init__(basic_model):
        self.basic_model = basic_model
        # freeze backbone except for the bias terms
        for p in self.basic_model.backbone.parameters():
            if p is not a bias term:
                p.requires_grad = False
    def forward(x):
        return self.basic_model(x)
```

A.2 HYPERPARAMETER SEARCHING

The most crucial hyperparameter in our experiments is the learning rate. We search the hyperparameter with several options in a grid-search-like fashion. The initial options for learning rate are \{1e-4, 5e-4, 1e-3, 5e-3, 1e-2, 5e-2\}. The specific optimal learning rate for each setting is shown in Table 8. Besides, some compared method’s optimal learning rate is listed here:

- ShuffleNet in CIFAR-100: 5e-2
- ShuffleNet in PCam: 1e-1
- Training from Scratch in CIFAR-100 with homogeneous data: 1e-2
- Training from Scratch in CIFAR-100 with heterogeneous data: 1e-2

### Table 8: Optimal learning rate for each setting. FFT: Full Fine-tuning, HT: Head-tuning. Homo: homogeneous data, \(\alpha\): parameter for the Dirichlet distribution.

| Setting               | FFT   | HT   | Bias | Adapter | Prompt |
|-----------------------|-------|------|------|---------|--------|
| \(N = 64, M = 8, \alpha = 0.1\) | 5e-4  | 1e-2 | 5e-3  | 1e-2    |        |
| \(N = 64, M = 8, \text{homo}\)  | 1e-3  | 5e-3 | 1e-2  | 5e-3    | 1e-2   |
| \(N = 64, M = 64, \alpha = 0.1\) | 1e-3  | 5e-3 | 1e-2  | 5e-3    | 1e-2   |
| \(N = 16, M = 16, \alpha = 0.1\) | 1e-3  | 5e-3 | 1e-2  | 5e-3    | 1e-2   |
| \(N = 16, M = 2, \alpha = 0.1\)  | 1e-3  | 5e-3 | 1e-2  | 5e-3    | 1e-2   |
| \(N = 16, M = 2, \text{homo}\)  | 1e-3  | 5e-3 | 1e-2  | 5e-3    | 1e-2   |
| \(N = 64, M = 8, \alpha = 0.1, K = 1000\) | 1e-3  | 5e-3 | 1e-2  | 1e-3    | 1e-2   |
| \(N = 64, M = 8, \alpha = 0.1, K = 1500\) | 1e-3  | 5e-3 | 1e-2  | 5e-3    | 1e-2   |
| \(N = 64, M = 8, \alpha = 0.1, K = 2000\) | 1e-3  | 5e-3 | 1e-2  | 5e-3    | 1e-2   |
Algorithm 3 Pseudo-code for FedPEFT-Adapter

```python
class FedPEFT_Adapter:
    def __init__(self, basic_model, reducation_factor):
        self.basic_model = basic_model
        num_layers = layer number of basic_model.backbone
        # build adapters
        self.adapter_downsample = nn.Linear(
            embed_dim,
            embed_dim // reducation_factor
        )
        self.adapter_upsample = nn.Linear(
            embed_dim // reducation_factor,
            embed_dim
        )
        self.adapter_act_fn = nn.functional.gelu
        # freeze backbone
        for p in self.basic_model.backbone.parameters():
            p.requires_grad = False
    def forward(self, x):
        # get the embedding of x
        x = embedding(x)
        for i in range(num_layers):
            # forward normal blocks
            block = self.basic_model.blocks[i]
            x = x + block.drop_path1(block.ls1(block.attn(block.norm1(x))))
            h = x
            x = block.drop_path2(block.ls2(block.mlp(block.norm2(x))))
            # adapter
            adpt = self.adapter_downsample(x)
            adpt = self.adapter_act_fn(adpt)
            adpt = self.adapter_upsample(adpt)
            x = adpt + x
            x = x + h
        x = self.basic_model.norm(x)
        x = self.basic_model.head(x)
        return x
```

Algorithm 4 Pseudo-code for FedPEFT-Prompt

```python
class FedPEFT_Prompt:
    def __init__(self, basic_model, prompt_num):
        self.basic_model = basic_model
        num_layers = layer number of basic_model.backbone
        # build prompts
        prompt_token = nn.Parameter(
            torch.zeros(num_layers, prompt_num, prompt_dim)
        )
        # freeze backbone
        for p in self.basic_model.backbone.parameters():
            p.requires_grad = False
    def forward(self, x):
        for i in range(len(self.basic_model.blocks)):
            torch.cat(prompt_token, x)
            x = self.basic_model.blocks[i](x)
            x = remove_prompt_tokens
        x = self.basic_model.norm(x)
        x = self.basic_model.head(x)
        return x
```
We visualize the t-SNE plots of the extracted feature from the server model trained with Full fine-tuning, Head-tuning, FedPEFT-Bias, FedPEFT-Adapter, and FedPEFT-Prompt under the default setting described in Section 4.

We make a few observations here. First, we note that FedPEFT-Bias, FedPEFT-Adapter, and FedPEFT-Prompt are able to reasonably adapt the backbone representation to the target data. With head-tuning, the backbone is kept frozen, and therefore we do not see the same clear separation of each class as with the FedPEFT prototypes. Nonetheless, the frozen backbone does seem to contain relevant semantics, with visible clusters throughout, particularly around the perimeter regions. These observations are consistent with our results and analysis in Section 6.