Abstract

In the recent past, there has been a growing interest in Neural-Symbolic Integration frameworks, i.e., hybrid systems that integrate connectionist and symbolic approaches to obtain the best of both worlds. In this work we focus on a specific method, KENN (Knowledge Enhanced Neural Networks), a Neural-Symbolic architecture that injects prior logical knowledge into a neural network by adding on its top a residual layer that modifies the initial predictions accordingly to the knowledge. Among the advantages of this strategy, there is the inclusion of clause weights, learnable parameters that represent the strength of the clauses, meaning that the model can learn the impact of each rule on the final predictions. As a special case, if the training data contradicts a constraint, KENN learns to ignore it, making the system robust to the presence of wrong knowledge. In this paper, we propose an extension of KENN for relational data. One of the main advantages of KENN resides in its scalability, thanks to a flexible treatment of dependencies between the rules obtained by stacking multiple logical layers. We show experimentally the efficacy of this strategy. The results show that KENN is capable of increasing the performances of the underlying neural network, obtaining better or comparable accuracies in respect to other two related methods that combine learning with logic, requiring significantly less time for learning.

1 Introduction

In the last decade, deep learning approaches gained a lot of interest in the AI community, becoming the state of the art on many fields, such as Computer Vision (19), Machine Translation (2), Speech Recognition (15), etc. Indeed, Neural networks (NNs) are suited for pattern recognition, even in the presence of noisy data. They are particularly good at mapping low-level perceptions to more abstract concepts (for instance, going from images to classes). However, it is hard for a NN to reason with these high-level abstractions. Furthermore, NNs are demanding in terms of training data. On the other hand, pure logical approaches are not suited for learning from low-level features and they struggle in the presence of noise. Nevertheless, they perform well in reasoning with highly abstract concepts and learning from a small number of samples. Given these opposite strengths and weaknesses, it is not a surprise that a lot of interest has been drawn toward Neural-Symbolic (NeSy) systems. Indeed, the goal is to combine these two paradigms to obtain the best of the two worlds.
Among NeSy methods there is KENN (Knowledge Enhanced Neural Network) (6), a model composed of a Neural Network enhanced with additional layers which codify logical knowledge. KENN has multiple advantages over other NeSy methods, such as its capacity to learn clause weights and the ability to impose the knowledge not only during training but even at inference time. In particular, KENN showed remarkable results on the Predicate Detection task of Visual Relationship Detection Dataset (VRD Dataset) (21) using a manually curated prior knowledge proposed by (10), outperforming the previous state of the art results, with really good performances on the Zero Shot Learning sub-task (6). Moreover, it outperformed Logic Tensor Networks (32), one of its major competitors, using the same knowledge.

Despite its good empirical results, KENN has been applied only on multi-label classification tasks with no relational data. Indeed, a limitation of KENN resides in its inability to take into account binary predicates. This is because KENN expects the NN’s predictions to be stored in a matrix format, where the columns represent different unary predicates and the rows their possible groundings (i.e., substitutions of the free variable for such predicates). For this reason, it is not straightforward to apply KENN to relational data, where binary predicates are available.

In this paper, we propose an updated version of KENN which can deal with relational data. Particular attention was paid to defining a scalable strategy to deal with binary predicates, obtaining good performances in terms of execution time. Indeed, KENN assumes independence between the logical rules, allowing for scalable inclusion of the underlying knowledge. However, the assumption is often violated in real scenarios, in particular in the contexts of relational domains. To deal with this problem, we propose a strategy that consists of adding multiple logical layers inside the model. We provide proof of the efficacy of this strategy in a simple scenario with two logical rules. Additionally, we tested this idea on Citeseer, a dataset for Collective Classification (31), showing that the additional layers improve the performance of the model. Moreover, the experiments on this dataset provide a comparison between KENN and two other approaches: Semantic Based Regularization (SBR) (9) and Relational Neural Machines (RNM) (24).

2 Related works

Many previous works attempt to combine learning models with logical knowledge. Among them there is Statistical Relational Learning (SRL), a subfield of Machine Learning that aims at applying statistical methods in domains that exhibit both uncertainty and relational structure (18). Generally speaking, SRL deals with the knowledge either by combining logic rules with probabilistic graphical models (e.g., Markov Logic Networks (27), and Probabilistic Soft Logic (PSL) (1)) or by extending logic programming languages to handle uncertainty (e.g., ProbLog (7)).

The recent achievements of deep learning methods lead to a renewed interest in another line of research, called Neural-Symbolic Integration, which focuses on combining neural network architectures with logical knowledge (3). This can be achieved in multiple ways depending on the role of the knowledge. For instance, works like TensorLog (5), Neural Theorem Prover (NTP) (28; 29), DeepProbLog (23), Neural Logic Machines (11), and NeuralLog (14) focus on the development of differentiable approaches for reasoning, which can be used in combination with neural networks. Another line of research comes from methods like \textit{\&}ILP (12), (4), and Neural Logic Rule Layer (NLRL) (26). In these cases, the goal is to learn general knowledge from the data, either from scratch or by refining an initial knowledge. Finally, more related to our purposes, some methods focus on learning in the presence of prior knowledge, which acts as additional supervision. In this section, we are going to focus on these types of methods, since KENN falls in this category.

There are mainly two approaches for learning in the presence of prior knowledge: the first consists of treating logical rules as constraints on the predictions of the neural network. The problem is reduced to maximize the satisfiability of the constraints and can be efficiently tackled by adding a regularization term in the Loss function which penalizes the unsatisfaction of the constraints. The second approach is to modify the neural network by injecting the knowledge into its structure.

Two notable examples of regularization approaches are Logic Tensor Network (LTN) (32) and Semantic Based Regularization (SBR) (9). Both methods maximize the satisfaction of the constraints, expressed as FOL formulas, under a fuzzy logic semantic. A similar strategy is employed also by Semantic Loss Function (34), but instead of relying on fuzzy logic, it optimizes the probability of the rules being true. Nevertheless, this approach is restricted to propositional logic. (13) introduces DL2.
Nonetheless, it can be used only in the context of regression tasks, where the predicates correspond to comparison constraints (e.g. \(=\), \(\neq\), \(\leq\)). MultiplexNet (16) also uses comparison constraints, but it is not restricted to them. In this case, the interest is in safety-critical domains where complete satisfaction of the constraints is desirable and the knowledge is expressed in disjunctive normal form (DNF). (25) also proposes a method that regularizes the Loss, but they focus on a specific task of Natural Language Processing. Their approach differs from the others because it makes use of adversarial examples to calculate the regularization term. Finally, in (33) the regularization term is calculated from the unlabelled data.

In (17), a distillation mechanism is used to inject FOL rules. While this approach seems different from the previous ones, we argue that it can be also considered as a method based on regularization, since a teacher network (which encodes the rules) is used to regularize the Loss applied to a student network. Finally, in (8), a new technique is defined which adds the knowledge at the level of the labels by modifying them after each training step.

Model-based approaches work pretty differently from the methods seen so far. The main difference lies in the way logic formulas are used: the knowledge becomes part of the classifier. Instead, approaches based on regularization force the constraints satisfaction solely at training time. As a consequence, there are no guarantees that they will be satisfied at inference time as well. A way to reduce such a problem is to enforce the constraints not only during training but also at inference time (30). However, notice that in this case the time complexity of inference is increased since the back-propagation needs to be used even in this case. On the other hand, methods that inject knowledge directly into the model structure are naturally capable of enforcing the knowledge at inference time.

Another possible advantage of model based methods is the possibility to learn a weight that codifies the importance of a logical rule directly from the data. This is no possible at all with methods based on regularization, since the logical formulas are directly codified inside the Loss function. As a consequence, if some rule weight is available, it must be added as a hyper-parameter.

Among the few methods that admit learnable weights associated with the logic formulas there is KENN. This makes it suitable for scenarios where the given knowledge contains errors or when rules are softly satisfied in the real world but it is not known in advance the extent to which they are correct. KENN injects knowledge on top of the NN model through an additional layer which increases the satisfaction of the constraints in a fuzzy logic semantic.

Another approach is provided by Li and Srikumar who recently proposed a method that codifies the logical constraints directly into the neural network model (20). However, they restrict the rules to implications with exactly one consequent and they do not provide the possibility to learn clause weights, which in their system are added as hyper-parameters.

Going in the same direction, (24) proposed Relational Neural Networks (RNM). RNM can be also inserted in the set of approaches that add the logic directly into the model and, as the best of our knowledge, it is the only method other than KENN which is capable of integrating logical knowledge with a neural network while learning the clause weights. RNM integrates a neural network model with a FOL reasoner. This is done in two stages: in the first one, the NN is used to calculate initial predictions for the atomic formulas; in the second stage a graphical model is used to represent a probability distribution over the set of atomic formulas. To obtain the final predictions a Maximum a Posteriori (MAP) estimation is performed, finding the most probable assignment to the grounded atoms given the output of the NN and the set of constraints. At a high-level RNM approach is similar to KENN, since in both cases a NN makes initial predictions and a post elaboration step is applied to such predictions to provide the final classification. However, RNM requires to solve an optimization problem at inference time and after each training step. This has the advantage of considering all the logical rules together at the same time at the expense of an increased computational effort. Contrary, in KENN each rule is considered separately from the others, and the second stage is directly integrated inside the model as a differentiable function that can be trained end-to-end with the NN. However, with this strategy there could be some contradictory changes when combining multiple clauses with the same predicates. We will further analyze this aspect in Section 3.4, proposing a strategy to handle this limitation. Moreover, in Section 4, we analyze this strategy empirically.
3 Knowledge Enhanced Neural Networks

We define the prior knowledge in terms of formulas of a function-free first order language $\mathcal{L}$. Its signature is defined with a set of domain constants $\mathcal{C} \doteq \{a_1, a_2, \ldots, a_m\}$ and a set of predicates $\mathcal{P} \doteq \{P_1, P_2, \ldots, P_q\}$. In our setting, predicates can be unary or binary. Binary predicates can express relations among pairs of objects in the domain, e.g. $\text{Friends}(a, b)$ states that person $a$ is a friend of $b$. The prior knowledge is defined as a set of clauses: $K \doteq \{c_1, c_2, \ldots, c_r\}$. A clause is a disjunction of literals, each of which is a possibly negated atom: $c \doteq \bigvee_{i=1}^{k} l_i$, where $k$ is the number of literals in $c$ and $l_i$ is the $i^{th}$ literal. We assume that there are no repeated literals. Since we are interested in representing only general knowledge, the literals do not contain any constant, only variables that are assumed to be universally quantified. If the predicate is binary, the two variables are $x$ and $y$, otherwise only $x$. When an entire clause contains only variable $x$ (i.e., only unary predicates), we call it unary. Similarly, if it contains both $x$ and $y$ we call it binary.

As an example, the clause $\neg \text{Smoker}(x) \lor \text{Cancer}(x)$ is unary and states that all smokers have also cancer (notice that the clauses are not assumed to be hard constraints). Instead, the clause $\neg \text{Smoker}(x) \lor \neg \text{Friends}(x, y) \lor \text{Smoker}(y)$ (1) is binary. It states that if a person $x$ is a smoker and he is a friend of another person $y$, then $y$ is also a smoker. We will use extensively this clause in the remaining of the paper, referring to it as $c_{SF}$.

We define the grounding of a unary clause $c$, denoted by $c[a]$, as the clause obtained by substituting the $x$ variable with constant $a$. Similarly, if $c$ is binary, its grounding $c[a, b]$ is obtained by substituting $x$ and $y$ with $a$ and $b$ respectively. For instance, the grounding $c_{SF}[a, b]$ of the clause defined in Eq.1 correspond to $\neg \text{Smoker}(a) \lor \neg \text{Friends}(a, b) \lor \text{Smoker}(b)$.

3.1 KENN architecture

Suppose we have a NN for a classification task which takes as input a matrix $x \in \mathbb{R}^{d \times n}$ containing $n$ features for $d$ samples, and returns an output $y \in [0, 1]^{d \times q}$ which contains the predictions for $q$ classes corresponding to the $q$ predicates. A prior knowledge $K$ is also provided. It can be used by KENN to improve the predictions of the NN.

Figure 1(left) shows a high-level overview of KENN where a residual layer, called Knowledge Enhancer (KE), is inserted between the NN and the final activation function. The role of KE is to revise the final predictions returned by the NN in order to increase the truth value of each clause $c \in K$. It does so by calculating a residue $\delta$, a matrix that is added to the predictions of the NN.

The KE works in the pre-activations space, i.e. on $z$, and the activation function ($\sigma$) is called later. In order for KENN to work, the activation function must be monotonic and return values in the range $[0, 1]$. Since both NN and KE are differentiable, the entire architecture is differentiable end-to-end,
making it possible to apply back-propagation algorithm on the whole model. Figure 1(right) shows the architecture of KE, which calculates the residual matrix $\delta$.

More in details, for each clause $c \in K$, the KE contains a submodule, the Clause Enhancer (CE), which proposes the changes $\delta_c$ to be applied on the NN’s preactivations in order to increase the satisfaction of $c$. Indeed, the CE computes a soft differentiable approximation of a function called $t$-conorm boost function (TBF). Intuitively, a TBF is a function $\phi : \mathbb{R}^k \rightarrow \mathbb{R}^k_{+}$ that proposes the changes to be applied on the pre-activations $z$ of $k$ truth values, such that $\bot \left( \sigma(\phi(z)) \right) \geq \bot(\sigma(z))$, where $\bot : [0, 1]^k \rightarrow [0, 1]$ is a $t$-conorm function, used in fuzzy logic to represent the semantics of the disjunction operator. In (6) it has been defined the function

$$\phi(z)_i = \begin{cases} 1 & \text{if } i = \text{argmax}_{j=1}^{n} z_j \\ 0 & \text{otherwise} \end{cases} \tag{2}$$

and proved that such a function is the optimal TBF for the Gödel $t$-conorm. KENN employs the softmax function as a continuous and differentiable approximation of $\phi$.

The $\delta_c$ matrices are combined linearly inside the KE to obtain the final change $\delta$ to be applied on the NN’s predictions, and finally the $\delta$ is summed to the initial pre-activations $z$ and passed to the activation function:

$$y_{P(a)} = \sigma(z_{P(a)} + \sum_{c \in K, P(z) \in c} w_c \cdot \delta_{c[a], P(a)}} \tag{3}$$

where $w_c$ is the clause weight, $P(a)$ a grounded atom, $y_{P(a)}$ its final prediction, and $z_{P(a)}$ the NN’s pre-activations. Finally, $\delta_{c[a], P(a)}$ is the change applied to $P(a)$ based on the grounded clause $c[a]$:

$$\delta_{c[a], P(a)} = \begin{cases} \phi(z_c)_{P(a)} & \text{if } P(a) \in c[a] \\ -\phi(z_c)_{P(a)} & \text{if } \neg P(a) \in c[a] \end{cases} \tag{4}$$

where $z_c$ are the pre-activations of literals of $c$.

Note that applying a linear combination of the $\delta_c$ matrices can be done under the assumption of independence between the clauses. When multiple clauses share common predicates the changes proposed by KENN could only partially improve the satisfaction of the knowledge. We will further analyze this problem in Section 3.4.

### 3.2 Extending KENN for relational domains

In the architecture defined so far, the groundings involve a single object and $z$ is defined as a matrix, where columns represent predicates and rows constants. Fig. 2(left) introduces the representation of $z$: it is defined as a matrix such that the element $z_{ij}$ contains the pre-activation of $P_j(a_i)$, with $P_j$ the $j^{th}$ predicate and $a_i$ the $i^{th}$ constant.

Note that this kind of representation is common when working with neural networks since the columns (predicates) correspond to the labels and the rows (groundings) to the samples. An important aspect of this representation lies in the fact that each grounded atom can be found in the matrix exactly one time. This allows to parallelize computations of Equation 3 since a grounded clause involves only atoms in the same row, and each row can be managed in parallel inside a GPU. This can be done only if the same atom does not appear in multiple rows, since the changes are applied independently to each row and are not aggregated together. This property always holds with unary clauses.

To represent relational data, we extend KENN with an extra matrix $z_B$, which contains the binary predicates’ pre-activations. For uniformity of notation we use $z_{ij}$ to denote the unary matrix $z$ of the not relational KENN. Matrix $z_B$ contains one row for every pair of objects we are interested in and a column for each binary predicate. Fig. 2(right) shows this representation using the classical Smoker-Friends-Cancer example, where the domain is composed of three constants (persons) $C = \{a, b, c\}$, the unary predicates are $S$ and $C$ (for Smoker and Cancer), and a binary predicate $F$ (for Friends).

---

3 In (6), function $\phi$ is called $\delta$. Here we changed the name to avoid confusions with its output which is also referred as $\delta$. 

---

5
The blue box shows the graph representation with nodes and edges labelled with pre-activation of unary and binary predicates respectively. The grey box shows the corresponding matrix representation used by KENN. Notice that it is not required that the entire graph is computed by the NN. For instance, in the experiments on Citeseer, the $\text{Cite}$ predicate is provided directly as a feature (see Section 4).

The architecture of KENN for relational domains is very similar to the architecture of traditional KENN of Fig. 1, with KE substituted by a Relational KE (RKE). From a high level perspective, the RKE differs from the traditional KE on the amount of inputs and outputs. As seen before, in the relational case the pre-activations are divided in two different matrices ($\delta_U$ and $\delta_B$ for the residues, $y_U$ and $y_B$ for the final predictions).

The RKE has the same role as the KE in the unary case. However, it is capable to consider also binary predicates. When binary knowledge is available, additional steps are required since the independence between object can not be assumed anymore.

Let $\mathcal{K}_U$ be the set of unary clauses and $\mathcal{K}_B$ the set of binary clauses. The prior knowledge is now defined as $\mathcal{K} = \mathcal{K}_U \cup \mathcal{K}_B$. The idea is to apply the KE to these two sets separately. Equation 3 can be decomposed using the new defined partition of the knowledge:

$$y_A = \sigma \left(z_A + \sum_{c \in \mathcal{K}_U \setminus \{c\}} w_c \cdot \delta_{c,A} + \sum_{c \in \mathcal{K}_B \setminus \{c\}} w_c \cdot \delta_{c,A} \right),$$

where $A$ is a grounded atom (i.e. $P(a)$ or $P(a,b)$, depending on the arity of $P$). We define $\delta_{\mathcal{K}_U,P}$ as the changes deriving from unary clauses:

$$\delta_{\mathcal{K}_U,P} = \sum_{c \in \mathcal{K}_U \setminus \{P(x)\}} w_c \cdot \delta_{c[a],P(a)} \quad (5)$$

Similarly, $\delta_{\mathcal{K}_B}$ are the changes calculated from $\mathcal{K}_B$.

Notice that the approach defined so far can be directly applied to the unary knowledge $\mathcal{K}_U$ to calculate $\delta_U$ since traditional KE can manage unary knowledge. Indeed, internally the RKE contains a standard KE which manages the unary clauses.

We need to define a strategy to deal with binary clauses. Indeed, when a clause $c$ contain two variables, a grounding of a unary predicate may occur in multiple groundings of $c$. For instance, consider the clause of Eq. 1. The two groundings $c_{SF}[a,b]$ and $c_{SF}[b,c]$ share a common grounded atom: $\text{Smoker}(b)$. For this reason, when dealing with the predictions of a unary predicate in a relational domain, we need to account for such repetitions:

$$\delta_{\mathcal{K}_B,P} = \sum_{b \neq a} \left( \sum_{c \in \mathcal{K}_B \setminus \{P(x)\}} w_c \cdot \delta_{c[a],P(a)} + \sum_{c \in \mathcal{K}_B \setminus \{P(y)\}} w_c \cdot \delta_{c[b],P(a)} \right) \quad (6)$$

Putting all together, the predictions $y_{P(a)}$ for a grounded unary predicate $P$ are defined as:

$$y_{P(a)} = \sigma(z_{P(a)} + \delta_{\mathcal{K}_U,P} + \delta_{\mathcal{K}_B,P}) \quad (7)$$

The predictions for a binary predicate $R$ are easier to be computed since they can be found only in binary clauses and any possible grounding of $R$ can be found in only one corresponding grounding.
of each clause \( y_{R(a,b)} = \sigma(z_{R(a,b)} + \delta_{KB,R(a,b)}) \), with

\[
\delta_{KB,R(a,b)} = \sum_{c \in KB, R(x,y) \in c} w_c \cdot \delta_{c[a,b],R(a,b)} \tag{8}
\]

### 3.3 Time complexity

Here we analyze the time complexity of an RKE layer with respect to domain size \( m \), number of predicates \(|P|\), and number of rules \(|K|\). We also assume the maximum number \( L \) of literals in a clause to be a small constant.

Let us first analyze the time complexity for calculating the \( \delta_{c[a]} \) used in Equations 5, and 6. Each \( \delta_{c[a],P(a)} \) can be calculated in time \( O(1) \) (see Equation 4). Computing \( \delta_{c[a]} \) also requires constant time. The sum of Equation 5 require time \( O(|K|) \), which is the time necessary to compute \( \delta_{K,P(a)} \).

Note that neural networks are usually run on GPUs, where the computations can be parallelized. Assuming enough parallel processes (\(|K| \) in this case), a sum can be performed in a time logarithmic with respect to the number of addends, and complexity for \( \delta_{K,P(a)} \) becomes \( O(\log(|K|)) \). Finally, Equation 5 needs to be calculated for all the grounded unary predicates \( P(a) \), for a total time of \( O(m \cdot |P| \cdot |K|) \) in a single process, and \( O(\log(|K|)) \) with multiple parallel processes (each of the grounded atom can be considered independently from the others). With a similar reasoning, we found the time complexity of Equations 6 and 8 to be \( O(m^2 \cdot |P| \cdot |K|) \). Note that with enough parallel processes we can compute all the deltas in \( O(\log(m) + \log(|K|)) \).

#### 3.4 Treatment of dependencies among the rules

In the previous section we showed the efficacy of the method in terms of execution time, which can be achieved thanks to the assumption of independence. However, when this assumption is violated, KENN does not provide any guarantees on the satisfaction of the knowledge. As an example, suppose that we have two grounded clauses \( c_1 : \neg A \lor B \) and \( c_2 : \neg B \lor C \) with their respective clause enhancers CE\(_1\) and CE\(_2\), where \( A, B \) and \( C \) are grounded unary or binary predicates. The atom \( B \) appears in both clauses with opposite signs. Since the CE increase the highest literal value (see Eq. 2), if \( A < B \) and \( C < \neg B \), then CE\(_1\) increases \( B \) and CE\(_2\) decreases it. As a consequence, the satisfaction of only one between \( c_1 \) and \( c_2 \) is increased. Furthermore, the satisfaction of the entailed clause \( \neg A \lor C \) is also not improved.

For any grounded atom \( G \), let define \( G^{(0)} \) as its initial prediction and \( G^{(i)} \) as the prediction of the \( i^{th} \) KE layer. Moreover, suppose that all KEs share the same clause weights \( w_1 \) and \( w_2 \) (for \( c_1 \) and \( c_2 \) respectively). From Equations 3 and 4 we can derive \( B^{(1)} = B^{(0)} + w_1 - w_2 \), and \( \neg B^{(1)} = \neg B^{(0)} + w_2 - w_1 \). If \( w_1 \geq w_2 \), then \( A^{(1)} = A^{(0)} < B^{(0)} \leq B^{(1)} \). As a consequence, the first rule will increase again \( B \) even at the next KE layer. On the other hand, the value of \( \neg B \) is reduced, which means that there is an increased chance for \( C^{(1)} > \neg B^{(1)} \), which would solve the problem since CE\(_2\) would increase \( C \) instead of \( \neg B \). Notice that, since the weights are the same at each level, it is always true that \( \neg B^{(i+1)} \leq \neg B^{(i)} \), meaning that with enough KE layers both clauses’ satisfaction will be increased (and as a consequence, also their entailments).

The problem analyzed in this section becomes even more relevant in relational domains since in these contexts an atom can be shared not only by multiple clauses but also by different groundings of the same clause (for instance, in \( c_{SF[a,b]} \) and \( c_{SF[b,c]} \)). For this reason, in these contexts stacking multiple RKEs is recommended (more details in Section 4.2).

### 4 Evaluation of the model

In this section, the relational extension of KENN is tested on the task of Collective Classification: given a graph, we are interested in finding a classification for its nodes using both features of the nodes (the objects) and the information coming from the edges of the graph (relations between objects) (31).

---

4With an abuse of notation, we use the atoms symbols to refer also to their truth value
In Collective Classification, there are two different learning tasks: inductive and transductive learning. In inductive learning, there are two separate graphs, one for training and the other for testing. On the contrary, in transductive learning, there is only one graph that contains nodes both for training and testing. In other words, in inductive learning, there are no edges between nodes for training and testing, while in transductive learning there are. The tests have been performed on both tasks to analyze the behavior of KENN in the contexts of relational domains. In particular, we tested KENN with a varying number of KEs layers to validate the proposal of Section 3.4.

4.1 Experimental setup

We followed the evaluation methodology of (24), where the experiments have been carried out on Citeseer dataset (22) using SBR and RNM. The Citeseer dataset used in the evaluation is a citation network: the graph’s nodes represent documents and the edges represent citations. The nodes’ features are bag-of-words vectors, where an entry is zero if the corresponding word of the dictionary is absent in the document, and one if it is present. The classes to be predicted represent possible topics for a document. The dataset contains 3312 nodes that must be classified in 6 different classes: AG, AI, DB, IR, ML, and HCI. The classification is obtained from the 3703 features of the nodes, with the addition of the information coming from the citations (4732 edges).

We use the same NN and knowledge as in (24), allowing for the comparison with SBR and RNM. The NN is a dense network with 3 hidden layers, each with 50 hidden nodes and ReLU activation function. The knowledge consists of six rules obtained by substituting the topic \( T \) with all the classes, and they codify the idea that papers cite works that are related to them.

The training set dimension is changed multiple times to evaluate the efficacy of the three methods on the varying of training data. More precisely, tests have been conducted by selecting 10%, 25%, 50%, 75%, and 90% of nodes for training. For each of these values, the training and evaluation were performed 100 times, each with a different split of the dataset. At each run the training set is created by selecting random nodes of the graph, with the constraints that the dataset must be balanced.

4.2 Results

Figure 3 shows the test accuracies obtained by KENN while increasing the number of KEs layers, starting from 0 (corresponding to the NN accuracy) up to 6. Note that, for each line in the figure, there is a surrounding border corresponding to a 99% confidence interval. To calculate the intervals, we assumed the distribution of improvements obtained by the injection of the logical rules to be a normal distribution (see figures in Appendix B and C). We also computed the p-values for each setting, assuming as null Hypothesis that the distribution of accuracies of the NN is the same as KENN. Since the number of runs, as well as the obtained improvements, are quite high, the resulting p-values are very small. For this reason, we can safely reject the null Hypothesis, and we are very confident that the improvements given by KENN do not depend on the random initialization of the models’ parameters or the specific choices of the splits of the dataset.

---

(5) Source code of the experiments are available on https://github.com/rmazzier/KENN-Citeseer-Experiments
More in detail, we found p-values in the range from $8.2 \times 10^{-42}$ to $1.6 \times 10^{-09}$ in the inductive case, and from $53 \times 10^{-72}$ to $2.1 \times 10^{-23}$ for the transductive one. The only exception is with 90% of the samples in the inductive scenario where the p-value is 0.35. This is because the improvements over the NN are very small. Indeed, in both learning paradigms, the effect of the knowledge is reduced when the amount of available data is larger. This behavior is consistent with the simple intuition that, when the training data is scarce, the usage of knowledge should bring higher benefits.

A more important result coming from these experiments is the fact that in all cases adding a new KE layer does not reduce the test accuracy. On the contrary, most of the time the metric is increased until a certain number of layers is reached, and after that, the accuracy stabilizes. This behavior is in line with the discussion of Section 3.4 and confirms the efficacy of the proposed strategy to deal with the violation of independence assumption.

Finally, Figure 3 provide also a measure of the amount of information carried out by the knowledge. For instance, consider blue and yellow lines, corresponding to a training set with 25% and 50% of the samples, respectively. In the inductive scenario, the accuracy obtained with 25% with the addition of the knowledge is almost the same as the standard NN with 50% of the data (even higher in the transductive scenario). In this case, adding the knowledge has the same effect of doubling up the training data! Indeed, one of the main motivations behind Neural-Symbolic Integration consists in reducing the required amount of training samples since collecting labeled data is costly in practice.

### 4.3 Comparison with other NeSy frameworks

Table 1 shows a comparison of KENN with SBR and RNM. We used the results of KENN with 3 KEs since more layers do not provide a significant advantage (see Section 4.2).

| % Tr | SBR  | RNM  | KENN | SBR  | RNM  | KENN |
|------|------|------|------|------|------|------|
| 10   | 0.005| 0.040| **0.052** | 0.063| 0.068| **0.110** |
| 25   | 0.008| 0.035| **0.044** | 0.062| 0.068| **0.074** |
| 50   | 0.005| 0.019| **0.036** | 0.052| 0.058| **0.064** |
| 75   | 0.002| 0.009| **0.021** | 0.056| 0.058| 0.057   |
| 90   | 0.003| **0.009** | 0.001| **0.054** | 0.054| 0.043   |

As we can see from the table, in the inductive case SBR produces much lower improvements compared to the other two methods. Note that these results are in line with previous results obtained on VRD dataset, where another regularization approach (LTN) was compared with KENN (6). Indeed, the results obtained in both VRD and Citeseer suggest better performances of model-based approaches as compared to the ones based on regularization. Note that methods based on regularization of the loss do not impose the knowledge at inference time. In the transductive scenario, the situation is different and SBR behaves similarly to the other two. Indeed, in this case, citations between training and test nodes are available and there is no distinction between training and inference.

Finally, the results suggest that KENN is particularly useful when the training data available is scarce. On the contrary, when data is abundant, our results tend to degrade faster than RNM and SBR. However, the greatest advantage of KENN over other architectures is its scalability. This is confirmed by the comparison of the execution times of the three methods: we found KENN to be very fast as compared to the other two methods with an average of 7.96s required for a single run, as compared to the NN which requires 2.46s (on average of 1.83 seconds for each KE layer). A run of SBR cost 87.36s (almost 11 times slower than KENN), while RNM required 215.69s per run (27 times slower).

### 5 Conclusions

KENN is a NeSy architecture that injects prior logical knowledge inside a neural network by stacking a residual layer on its top. In (6), it proved to be able to effectively inject knowledge in the context of the learning task.
of multi-label classification tasks. In this work, we extended KENN for relational domains, where the presence of both unary and binary predicates doesn’t allow for the usage of the simple tabular representation of the data used in the previous version of the framework. Moreover, we propose a strategy to deal with the violation of the independence assumption made by KENN. The experiments on Citeseer show the effectiveness of this strategy, obtaining statistically relevant improvements over the NN performances, meaning that KENN can successfully inject knowledge even in the presence of relational data. Finally, KENN provided quality results also in comparison with other two NeSy frameworks. In particular, the large difference in performances between KENN/RNM and SBR provides additional evidence in support of model-based approaches in comparison to regularization ones, with KENN the best option in terms of scalability.
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A Relational KENN architecture

Figure 1: KENN for relational domains: (a) the architecture of KENN. A graph (blue box) is represented in terms of the two matrices $z_U$ and $z_B$ and given as input to the Relational KE (RKE). Multiple RKEs are stacked together and the activation function is called; (b) the architecture of the RKE module: the unary knowledge is enforced directly by the KE$_U$; the binary knowledge is enforced by the KE$_B$ on matrix $z_M$, which is created by joining $z_U$ with $z_B$ on the pre-elab step. $z_M$ contains multiple instances of the same atoms, for instance $S[a]$ (red cells). As a consequence, multiple residues are returned for a single atom, and such values are summed in the post-elab (blue cells). Pre and post elaboration steps are efficiently implemented using TensorFlow gather and scatter nd functions.
Figure 2: Left: distributions of accuracies achieved by the NN and KENN (3 KE layers) on 100 runs of Inductive Learning; Right: distributions of the improvements in accuracy obtained by the injection of the logical rules.
Figure 3: Left: distributions of accuracies achieved by the NN and KENN (3 KE layers) on 100 runs of Transductive Learning; Right: distributions of the improvements in accuracy obtained by the injection of the logical rules.
D Comparison with SBR and RNM

Test accuracy

Figure 4: Comparison between KENN (3 KE layers), SBR and RNM in terms of accuracy improvements over the NN.

Execution time

Figure 5: Execution time in logarithmic scale of the different methods. A bar labelled with number $i$ corresponds to KENN with $i$ KEs layers (0 represents the NN without logic).