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Abstract: Hydropower units undertake tasks such as peak shaving, frequency modulation, and providing accident reserves in the power system. With the increasing capacity and structural complexity of power systems, hydropower units have become more important. Hydraulic-turbine-governing systems (HTGSs) need to have higher control performance and automation levels to meet the higher regulatory requirements of the power system. To achieve high-quality control, we proposed a new finite-time, fault-tolerant control method for HTGSs with an actuator fault. First, a fractional-order model for HTGSs with uncertainty, external disturbance, and an actuator fault was introduced. Second, a fault estimator that could quickly track the fault signal for an actuator fault was proposed. Then, based on the fractional-order finite-time stability theorem, a finite-time, fault-tolerant controller was proposed for the stabilization of an HTGS. Furthermore, a controller was developed as a fractional differential form combined with a smooth bounded arctangent function to effectively suppress jitters and uncertainties. Finally, numerical experimental results verified the validity and robustness of the proposed scheme.
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1. Introduction

As the most important clean energy source, hydropower has made a major contribution to building clean, low-carbon, safe, and energy-efficient systems [1–4]. The world’s first million-kilowatt turbine for the hydropower “Big Mac” Baihetan Power Station has been completed. The use of supergiant hydroelectric generator units is continually increasing [5], and this will foster the need for higher requirements for the safe and stable operation of hydropower station systems [6–8]. A hydraulic-turbine-governing system (HTGS) is an important part of a hydropower station system and affects the safe and stable operation of the entire set of hydroelectric generator units and even the grid system [9–11]. At present, many hydropower-generating units at large- and medium-sized hydropower stations suffer from different degrees of stability problems [12–14]. Therefore, the stability and effective control of an HTGS is vital.

Fractional calculus is a generalization of differentiation and integration to an arbitrary order [15]. It has significant advantages in describing practical systems with memory, strong dependence, viscoelasticity, and genetic properties [16,17]. Many fractional models that are more in line with engineering practice have been established, e.g., in electromechanics [18], thermal systems [19],...
electricity, mechanical, and electrical components. For a long time, linear and integer-order modeling were mainly used \[21-24\]. Given the advantages of fractional calculus over integer calculus in describing complex and historically dependent systems, some work has been done in introducing fractional calculus to establish mathematical models of HTGSs \[25\]. Given the strong historical dependence of the hydraulic servo component, a fractional-order model that can better reflect the actual operating conditions was considered in this study.

Proportional-integral-derivative (PID) control is a classical and widely used scheme for HTGSs. Dounis et al. \[22\] studied a fuzzy PID controller by using a genetic algorithm to effectively improve the control quality of a hydraulic-turbine-regulating system with an elastic water hammer effect. Ge et al. \[23\] proposed a deterministic chaotic mutation evolutionary programming method for the online PID parameter optimization of hydro-turbine-regulating systems. Although the conventional PID control algorithm has the characteristics of a small number of calculations, easy implementation, and good real-time performance, the regulation time is long, and the oscillations are serious, which is adverse to the stable operation of the unit. Moreover, the PID parameters are set only for several working conditions. The adaptability is weak, especially in light of today’s increasing high demand for flexible operation. With the continuous improvement of control strategies, some novel control algorithms, such as adaptive control, fuzzy control, and neural network control, have emerged \[24-26\]. These algorithms have important practical and theoretical value for controlling HTGSs but they all have certain defects. For example, the adaptive control time is relatively long and cannot meet the characteristics of real-time control. The fuzzy control and neural network control algorithms have lower precision and slower response speed.

Most of the above control schemes have been proposed based on the assumption that actuators, sensors, and internal components do not fail. In fact, these parts are very prone to failure. In particular, actuators are more prone to various faults because of the presence of moving parts \[27-29\]. The electro-hydraulic servo system converts and amplifies the electrical signals sent by the electronic regulator into corresponding mechanical signals, and then it operates the vanes. It acts as an actuator in the regulation system. The main pressure-regulating valve is shown in Figure 1a,b. The main pressure-regulating valve converts the received electrical control signal into a hydraulic signal output and operates the relay after power amplification. The relay pushes the water guide vane of the hydro-turbine to adjust the water flow, thereby enabling control of the rotational speed of the hydroelectric generator set. A failure of the main pressure-regulating valve can have a serious impact on the entire actuator. For example, if the valve sleeve is seriously worn or the piston contacts a foreign object, the main pressure-regulating valve will be stuck, which will affect the normal operation of the servo; if the main pressure regulating valve is affected by oil staining or the oil temperature, the zero drift of the electro-hydraulic servo system will be too large; if an oil pressure imbalance occurs in the main pressure regulating valve, it will affect the stable operation of the relay. In addition, other faults may occur in the electro-hydraulic servo system; these include jamming of the pilot valve and swinging or crawling of the servomotor.

Fault-tolerant control can eliminate or resist the impact of the fault such that the system can maintain good performance and still achieve the expected control target \[30-32\]. As a self-contained structure, the HTGS requires long-time, high-power, and high-load continuous operation of automatic equipment. It is especially important to ensure that the safe operation of the system can be guaranteed and better performance can be maintained, even in the event of a component or subsystem failure. There are few reports on the fault-tolerant control of HTGSs. In addition, if the transient transition process of the HTGS is too long, it may cause greater damage to the hydropower system. Finite-time control can ensure that the system stabilizes in a fixed time and has the advantage of improving the system transition process \[33-35\]. Both fault-tolerant control for resisting faults or failures and finite-time control for improving the transition process have potential advantages, making them highly beneficial for high-quality control of hydropower systems. Therefore, can fault-tolerant control be
combined with finite-time theory for the stability of fractional-order HTGSs? If the hypothesis is valid, what are the synthesized controller form and the specific mathematical derivation? This has not been addressed yet. The solution to this problem is important for improving the fault tolerance and high-quality control of HTGSs.

Figure 1. Structure of the main pressure regulating valve. (a) Sketch of the main pressure-regulating valve; (b) Diagram of the main pressure valve structure.

Based on the above analysis, the main contributions of our study are as follows. Given the strong historical dependence of the hydraulic servo component, a fractional-order nonlinear HTGS model with uncertainty, an external disturbance, and an actuator fault was presented. To quickly track the change of the fault signal when an actuator fault occurs, a finite-time fault estimator was proposed. Then, based on the fault estimator and the fractional-order finite-time stability theorem, a suitable sliding surface and a finite-time, fault-tolerant controller were designed for the fractional-order HTGSs such that the system state can converge to the sliding mode and reach a stable state in a finite time in the event of an actuator fault. In addition, the controller was developed in a fractional differential form combined with a smooth bounded arctangent function to effectively suppress jitters and uncertainties, demonstrating its good robustness. Finally, numerical experimental results verified the effectiveness of the proposed finite-time, fault-tolerant control scheme. There are many different types of faults in the hydraulic servo system of the HTGS, which will affect the normal operation of the hydraulic unit and even the hydropower station. This method can effectively resist the fault of the hydraulic servo system due to ensuring the stable operation of the HTGS and also provides a reference for fault-tolerant control of other hydropower systems.
2. Preliminaries and System Description

2.1. Definition of Fractional Calculus

There are three definitions of fractional calculus, namely, the Grünwald–Lrrntikov (G-L), Riemann–Liouville (R-L), and Caputo definitions. The scientific rationale of these definitions of fractional calculus has been verified in practice. Next, the definition of R-L fractional calculus and some properties used in this paper are introduced.

**Definition 1.** [36]: The fractional-order R-L derivative of functions \( f(t) \) is defined as follows:

\[
_t D_t^\alpha f(t) = \frac{1}{\Gamma(m-\alpha)} \frac{d^m}{dt^m} \int_{t_0}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha-m+1}} d\tau
\]

for any real number \( m-1 < \alpha < m, m \in \mathbb{N} \), where \( t_0 \) and \( t \) are the limits of operation of \( t_0 D_t^\alpha f(t) \) and \( \Gamma(\cdot) \) is the gamma function.

The R-L integral of fractional order is defined as:

\[
_t I_t^\alpha f(t) = D_t^{-\alpha} f(t) = \frac{1}{\Gamma(-\alpha)} \int_{t_0}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha+1}} d\tau
\]

for \( \alpha, t_0 \in \mathbb{R}, \alpha < 0 \).

**Property 1.** [36]: For the R-L fractional derivative, the following holds:

\[
RL_t^\alpha (RL_t^\beta f(t)) = RL_t^\beta (RL_t^\alpha f(t)) - \sum_{j=1}^{m} [RL_t^\beta (RL_t^\alpha f(t)) - \int_{t_0}^{t} \frac{(t-\tau)^{\beta-j}}{\Gamma(1+\alpha-j)} d\tau, (0 \leq m-1 \leq \beta \leq m)]
\]

Later in this paper, the \( \alpha \)-order R-L fractional derivative will be represented by the symbol \( D^\alpha \).

2.2. Fractional-Order Finite-Time Stability

**Lemma 1.** [37]: Let \( x = 0 \) be the stability point of the following fractional-order nonlinear system:

\[
D^\alpha x(t) = f(x, t).
\]

Suppose there is a Lyapunov function \( V(t, x(t)) \) and a class-K function that satisfies:

\[
\alpha_1(||x||) < V(t, x(t)) < \alpha_2(||x||), \quad D^\alpha V(t, x) \leq -\alpha_3(||x||),
\]

where \( x \in (0, 1) \); then, the system in Equation (4) will stabilize at the equilibrium point in a finite time.

**Lemma 2.** For any given real number \( x \), the following inequality can be obtained:

\[
\text{arctan}(x) = |\text{arctan}(x)| = |x||\text{arctan}(x)| \geq 0.
\]

**Proof.** Letting \( f(x) = \text{arctan}(x) \), for all real numbers \( x \), one obtains:

\[
f(-x) = (-x)\text{arctan}(-x) = (-x)|-\text{arctan}(x)| = \text{arctan}(x) = f(x).
\]
Therefore, \( f(x) \) is an even function. One thus obtains: \( f(x) = f(-x) = |f(x)| = |x \arctan(x)| = |x| |\arctan(x)| \geq 0 \) This completes the proof. \( \square \)

Lemma 3. [38]: If \( R(\alpha) > 0 \), the fractional integrals \( I_{a+}^\alpha \) and \( I_{b-}^\alpha \) are bounded; that is:

\[
(1) \quad \|I_{a+}^\alpha x\|_{L^p(a,b)} \leq K\|x\|_{L^p(a,b)} \quad \|I_{b-}^\alpha x\|_{L^p(a,b)} \leq K\|x\|_{L^p(a,b)},
\]

\[
K = \frac{(b-a)^{R(\alpha)}}{R(\alpha)\Gamma(\alpha)}.
\]

(2) If \( 0 < \alpha < 1 \) and \( 1 < p < 1/\alpha \), then \( I_{a+}^\alpha \) and \( I_{b-}^\alpha \) are bounded between \( L_p(a,b) \) and \( L_q(a,b) \), where \( q = p/(1-\alpha) \).

Remark 1. Lemma 3(1) has been proved in Samko, and Vakulov. [39]. Lemma 3(2) is known as the Hardy–Littlewood theorem in Samko et al. [40].

2.3. Non-Linear Model of an HTGS

An HTGS is composed of a hydraulic turbine, a generator, a hydraulic servo system, and a load, which can be described as Ling. [41]:

\[
\begin{align*}
\dot{\delta} &= \omega_0\omega, \\
\dot{\omega} &= \frac{1}{T_{ab}} \left[ m_i - D\omega - \frac{E_d^* V_s}{x_d^*} \sin\delta - \frac{V_s^2}{x_d^* x_q^*} \sin 2\delta \right], \\
\dot{m}_i &= \frac{1}{T_w} \left[ -m_i + e_d y + \frac{e_y T_w}{T_y} y \right], \\
y &= -\frac{T_y}{e_y} y
\end{align*}
\]

where \( \delta \) is the generator rotor angle; \( \omega \) is the generator speed relative deviation; \( \omega_0 = 2\pi f_0 \); \( m_i \) and \( y \) are the relative values of torque \( M_i \) and vane opening \( Y \), respectively; \( T_{ab} \) is the unit and load inertia time constant; \( D \) is the generator damping coefficient and is generally regarded as a constant; \( E_d^* \) is the q-axis transient potential; \( V_s \) is the infinite bus voltage; \( x_d^* \) and \( x_q \) are generator d-axis transient reactance and q-axis synchronous reactance, respectively; \( e_d \) is the hydro-turbine flow to the head transfer coefficient; \( T_w \) is the water flow inertia time constant of the pressure water diversion system; \( e_y \) is the hydro-turbine torque to the vane opening; \( e \) is the hydro-generator unit self-adjusting coefficient; and \( T_y \) is the relay reaction time constant.

In actual operation, owing to uncertainties, such as the complexity of the HTGS, the interference of external noise, and the limitation of the observation capability, it is difficult to quantify the parameters of the system. In addition, the HTGS may also be subject to changes in the external environment, such as random interference caused by load disturbances. To better describe the actual operating conditions of the HTGSs, an uncertainty and a disturbance are added to the HTGS (Equation (9)).

The HTGS mainly controls the change of the flow rate by controlling the degree of vane opening to affect the rotational speed of the hydro-turbine unit. Therefore, during the operation of the hydro-turbine, the actuator that controls the opening of the vane is critical to the safety and reliability of the system. An actuator fault may cause unimaginable consequences; therefore, an actuator fault is considered in the HTGS (Equation (9)).

If \( u_{pi} \) is used to design the controller and \( u_t \) is the controller after the fault, then, when an actuator fault occurs:

\[
u_t = \epsilon_i(t) u_{pi} + \varphi_i(t),
\]

where \( \epsilon_i(t) \in (0, 1] \) is a continuous time-varying function that indicates the degree of the fault of the actuator. When \( \epsilon_i(t) = 1 \), the actuator does not fail. The smaller \( \epsilon_i(t) \) is, the greater the degree of the actuator fault; \( \varphi_i(t) \) denotes the deviation of the actuator.
In summary, by considering the fractional dynamics of the hydraulic servo component, an HTGS with uncertainties, external disturbances, and actuator faults can be presented as:

\[
\begin{align*}
\dot{\delta} &= \omega_0\omega + \Delta f_1(\delta, t) + d_f^i(t) + u_1, \\
\dot{\omega} &= \frac{1}{\omega_0^2}\left[ m_1 - D\omega - \frac{E}{2\Sigma}\sin\delta - \frac{V_f^2}{2\Sigma}\frac{x_f}{y}\sin 2\delta \right] + \Delta f_2(\omega, t) + d_2^i(t) + u_2, \\
\dot{m}_i &= \frac{1}{e_{pi}\tau}\left[ -m_i + e_yy + \frac{e_T}{y}D^\alpha y \right] + \Delta f_3(m_i, t) + d_3^i(t) + u_3, \\
D^\alpha y &= -\frac{1}{y}D^\alpha f_4(y, t) + d_4^f(t) + \varepsilon_4(t)u_{p4} + \varphi_4(t),
\end{align*}
\]

where \( \alpha \in (0, 1) \) is the fractional order of the system, and \( \Delta f_j(x, t) \in \mathbb{R} \) and \( d_f^i(t) \in \mathbb{R}, i = 1, 2, 3, 4 \), denote the system’s uncertainties and external disturbances, respectively.

### 3. Finite-Time, Fault-Tolerant Controller Design

#### 3.1. Fault Estimator Design

The fault-tolerant control method adopted in this paper is an active fault-tolerant control method, which is different from fault isolation and the diagnosis of traditional fault-tolerant control. In this section, we present the design for a fault estimator that can effectively track changes in fault signals after a fault has occurred and can be directly applied to the controller to compensate for the effects of the fault. First, a method for the equivalent separation of the controller after the failure was proposed. The controller was divided into a normal part and a fault-affected part, and the fault estimator was designed for the latter. Then, the finite-time stability of the fault estimator was given.

To effectively compensate for the impact of the system fault, the controller in Equation (10) that characterizes the actuator fault is first separated. By further treatment of Equation (10), the controller can be rewritten as:

\[
u_i = u_{pi} - \left[ (1 - \varepsilon_i(t))u_{pi} - \varphi_i(t) \right] .
\]

Letting \( u_{fi} = (1 - \varepsilon_i(t))u_{pi} - \varphi_i(t) \), we can represent Equation (12) as:

\[
u_i = u_{pi} - u_{fi},
\]

where \( u_{pi} \) is the normal control part and \( u_{fi} \) is the fault affected part. The fault estimator designed below is for \( u_{fi} \).

Define \( z = D^{\alpha-1}x_i \) such that \( \dot{z} = D^\alpha x_i \). We can write Equation (11) as:

\[
\dot{z} = D^\alpha x_i = f(x, t) + \Delta f(x, t) + d_f^i(t) + u_p - u_f.
\]

Let vector \( \sigma(t) \) be the solution of the following recursive equation:

\[
\sigma(t) = \delta \int_0^t \left[ f(x, t) + \Delta f(x, t) + d_f^i(t) + u_p - \sigma(q) \right] dq - \delta z,
\]

where \( \delta \) is a positive definite symmetric matrix.

Taking the first derivative with respect to time of Equation (15) gives:

\[
\dot{\sigma}(t) = -\delta \sigma(t) + \delta u_f.
\]

Because \( \sigma(t) \) is obtainable exactly, to get the unknown actuator fault vector \( u_f \), the estimate of \( \sigma(t) \) can be described as:

\[
\dot{\hat{\sigma}}(t) = -\delta \hat{\sigma}(t) + \delta \hat{u}_f,
\]
where \( \hat{\sigma}(t) \) and \( \hat{u}_f \) are the estimates of \( \sigma(t) \) and \( u_f \), respectively.

Define a sliding variable \( \theta \) as:

\[
\theta = \delta^{-1}(\sigma(t) - \hat{\sigma}(t)). 
\]  

The proposed fault estimator is:

\[
\hat{u}_f = k_1 \frac{\theta}{\|\theta\|_2} - \delta \theta - w, 
\]

\[
\dot{w} = -k_2 \text{sign}(\theta), 
\]

where \( k_1 \) and \( k_2 \) are positive scalars and \( \text{sign}(\cdot) \) is the sign function.

Taking the first derivative with respect to time of Equation (18) gives:

\[
\dot{\theta} = -\delta \theta + u_f - \hat{u}_f. 
\]

By substituting Equation (19) into Equation (21), one obtains:

\[
\dot{\theta} = -k_1 \frac{\theta}{\|\theta\|_2} + \dot{w} + u_f. 
\]

If we define \( \vartheta = w + u_f \), then Equations (20) and (22) can be represented as:

\[
\dot{\theta} = -k_1 \frac{\theta}{\|\theta\|_2} + \vartheta, 
\]

\[
\dot{\vartheta} = -k_2 \text{sign}(\theta) + \hat{u}_f. 
\]

**Assumption 1.** The actual output is bounded because of physical limitations during the actual operation of the actuator. The rate of change of the actuator fault can be considered bounded with a range of \( \|u_f\| \leq \varepsilon \), which is a known positive scalar.

**Theorem 1.** For a linear system described by Equation (16), by applying the sliding dynamics in Equations (23) and (24) and Assumption 1, sliding motion can be achieved in a finite time and the amplitude of the actuator faults can be exactly estimated.

**Proof.** A candidate Lyapunov function in the following form is employed:

\[
V = \chi^T P \chi, 
\]

where \( \chi = \left[ \frac{\sigma^T}{\|\theta\|_2^2}, \vartheta^T \right]^T \) and \( P = \frac{1}{2} \begin{pmatrix} k_1^2 + 4k_2 & -k_1 \\ -k_1 & 2 \end{pmatrix} \).

The first derivative of \( V \) with respect to time can be obtained as:

\[
\dot{V} = \left( \frac{k_1^2}{2} + 2k_2 \right) \frac{\theta \dot{\theta}^T}{\|\theta\|^2} + 2 \vartheta \dot{\vartheta} - k_1 \left( \frac{1}{2} \frac{(\dot{\theta}^T \dot{\theta})(\vartheta^T \vartheta)}{\|\theta\|_2^2} + \frac{(\dot{\vartheta}^T \dot{\vartheta} + \vartheta \dot{\vartheta})}{\|\vartheta\|_2^2} \right). 
\]
Substituting $\dot{\theta}$ and $\dot{\rho}$ from Equations (23) and (24) into Equation (25), one obtains:

$$
V = -\left(\frac{k_1^2}{2} + k_1 k_2\right)\frac{\|\theta\|^2}{\|\theta\|} + k_1^2 \frac{\|\theta\|^2}{\|\theta\|} + k_1 \frac{\|\rho\|^2}{\|\theta\|} - k_1 \frac{\|\theta\|^2}{\|\theta\|} + 2\|\theta\|\|\rho\|^2 + k_1 - k_1 \frac{\|\theta\|^2}{\|\theta\|} + 2\|\theta\|^2\|\rho\|^2 + k_1 - k_1 \frac{\|\theta\|^2}{\|\theta\|} + 2\|\theta\|^2|\rho|^2 + k_1 - k_1 \frac{\|\theta\|^2}{\|\theta\|} + 2\|\theta\|^2|\rho|^2 (27)
$$

where $\rho = \left[\|\theta\|^2, \|\rho\|^2\right]^T$ and $Q = \frac{1}{2}\left(\frac{k_1^2}{2} + k_1 k_2 - 2\varepsilon k_1 - (k_1^2 + 2\varepsilon) \frac{k_1}{k_1^2} \right)$.

If $k_1 > \sqrt{2\varepsilon}$ and $k_2 > 3\varepsilon + 2\varepsilon^2/k_1^2$, then $Q$ is a positive definite symmetric matrix. From Equation (27), we obtain:

$$
\dot{V} \leq -\frac{1}{\|\theta\|\|\theta\|^2} \lambda_{\min}(Q)\|\rho\|^2, (28)
$$

where $\lambda_{\min}(Q)$ is the minimum eigenvalue of $Q$.

Since $\|\rho\| = \|\lambda\|$, then:

$$
\dot{V} \leq -\frac{1}{\|\theta\|\|\theta\|^2} \lambda_{\min}(Q)|\lambda|^2. (29)
$$

Similarly, the Lyapunov function in Equation (25) can be written as:

$$
V \leq \lambda_{\max}(P)|\lambda|^2, (30)
$$

where $\lambda_{\max}(P)$ is the maximum eigenvalue of $P$.

Therefore:

$$
\dot{V} \leq -\frac{1}{\|\theta\|\|\theta\|^2} \lambda_{\min}(Q) \lambda_{\max}(P) V. (31)
$$

Because $V^2 > \sqrt{\lambda_{\min}(P)}|\theta|^2$, it follows that:

$$
V \leq -\gamma V^2, (32)
$$

where $\gamma = \frac{\lambda_{\min}(Q) \sqrt{\lambda_{\max}(P)}}{\lambda_{\max}(P)}$.

According to the convergence result, there exists a finite time:

$$
T_r = 2V(0)^2/\gamma, (33)
$$

where $V(0)$ is the initial value of $V$. Therefore, for all $t \geq T_r$, $\dot{\theta} = 0$.

From Equation (19), we can obtain that, when $D^3 x_i(t) = f_i(x, t) + \Delta f_i(x, t) + d_i(t) + u_{pi} - u_{fi}$, the unknown actuator fault can be accurately estimated in a finite time:

$$
\hat{u}_f = -w, (34)
$$

and it can be seen from Equation (21) that when $t \geq T_r$:

$$
\hat{u}_f = u_f. (35)
$$

Thereby, the proof is completed. □
3.2. Controller Design

In this section, a finite-time, fault-tolerant control scheme based on the fractional-order finite-time stability theorem for HTGSs with uncertainty, an external disturbance, and an actuator fault is designed.

For convenience the HTGS in Equation (11) is rewritten as:

\[
D^\alpha x_i(t) = f_i(x, t) + \Delta f_i(x, t) + d_i(t) + u_{pi} - u_{f_i},
\]

where \( \alpha \in (0, 1) \) is the fractional order of the system, \( x(t) = [x_1, x_2, x_3, x_4]^T \in R^n \) are system state variables, \( f_i(x, t) = [f(x_1, t), f(x_2, t), f(x_3, t), f(x_4, t)]^T \in R^n \) are the nonlinear functions of the system, and \( \Delta f_i(x, t) = [\Delta f(x_1, t), \Delta f(x_2, t), \Delta f(x_3, t), \Delta f(x_4, t)]^T \in R^n \) and \( d_i(t) = [d_1(t), d_2(t), d_3(t), d_4(t)]^T \in R^n \) are the uncertain and external disturbance terms of the system, respectively.

**Assumption 2.** In practice, the uncertainty of the system is unknown but the range can be estimated. The disturbances of the system are small and these disturbances are generally bounded. Therefore, the uncertainty \( \Delta f_i(x, t) \) and external disturbance \( d_i(t) \) satisfy:

\[
|D^\alpha \Delta f_i(x, t) + D^\beta d_i(t)| \leq \xi_1,
\]

where \( \xi_1 \) is a positive constant.

**Assumption 3.** The arctangent function arctan is a smooth bounded function; therefore, the inverse tangent function \( P_{arctan}(\mu x_i) \) obeys the following assumption:

\[
|D^\alpha P_{arctan}(\mu x_i)| \leq \xi_2,
\]

where \( \xi_2 \) is a positive constant.

**Theorem 2.** If the sliding surface and the controller for the HTGS in Equation (36) are designed as:

\[
s_i(t) = D^\alpha x_i + P_{arctan}(\mu x_i),
\]

\[
D^\alpha u_i = -(D^\alpha f(x_i) + \xi_1 \text{sign}(s_i) + \xi_2 \text{sign}(s_i) + k \text{sign}(s_i) + q_i \text{arctan}(\mu s_i) + \lambda s_i) + D^\alpha \hat{u}_i,
\]

where \( s_i(t) = [s_1(t), s_2(t), s_3(t), s_4(t)]^T \in R^n \) is the sliding surface of the system, \( x_i = [x_1, x_2, x_3, x_4]^T \in R^n \) are the state variables of the system, \( \mu \) and \( P_i \) are normal numbers, and \( k, q_i, \) and \( \lambda \) are positive constants, then the state trajectories of the system in Equation (36) will converge to the equilibrium point in a finite time under the action of the controller in Equation (40).

**Proof.** Inspired by Efe. [42], the following inequality is established:

\[
\sum_{k=1}^{\infty} \frac{\Gamma(1 + \alpha)}{\Gamma(1 + k) \Gamma(1 - k + \alpha)} D^{\alpha+k} s_i \leq \delta_1 |s_i|,
\]

where \( \delta_1 \) is a positive constant.

Select the following Lyapunov function:

\[
V_i = s_i^2.
\]
Taking the fractional differential $D^\alpha$ of both sides of Equation (42) gives:
\[
D^\alpha V_i = s_i D^\alpha s_i + \sum_{k=1}^{\infty} \frac{\Gamma(1+\alpha)}{\Gamma(1+k\alpha)(1-k+\alpha)} D^k s_i D^{\alpha-k} s_i
\leq s_i D^\alpha s_i + \sum_{k=1}^{\infty} \frac{\Gamma(1+\alpha)}{\Gamma(1+k\alpha)(1-k+\alpha)} D^k s_i D^{\alpha-k} s_i.
\]

According to Equation (41), one obtains:
\[
D^\alpha V_i \leq s_i D^\alpha s_i + \sum_{k=1}^{\infty} \frac{\Gamma(1+\alpha)}{\Gamma(1+k\alpha)(1-k+\alpha)} D^k s_i D^{\alpha-k} s_i
\leq s_i D^\alpha s_i + \delta_i |s_i|.
\]

Then, substituting Equation (39) into Equation (44), one obtains:
\[
D^\alpha V_i \leq s_i D^\alpha (D^\alpha x_i + P_i \arctan(\mu x_i)) + \delta_i |s_i|.
\]

Substituting Equation (36) into Equation (45) gives:
\[
D^\alpha V_i \leq s_i D^\alpha \left( f_i(x, t) + \Delta f_i(x, t) + d_i(t) + u_{pi} - u_{fi} + P_i \arctan(\mu x_i) \right) + \delta_i |s_i|
\leq s_i \left| D^\alpha f_i(x, t) + D^\alpha d_i(t) + D^\alpha P_i \arctan(\mu x_i) \right| + \delta_i |s_i|
\leq |s_i| \left| D^\alpha f_i(x, t) + D^\alpha d_i(t) + D^\alpha P_i \arctan(\mu x_i) \right| + s_i \left( D^\alpha f_i(x, t) + D^\alpha u_{pi} - D^\alpha u_{fi} \right) + \delta_i |s_i|.
\]

Substituting $D^\alpha u_i$ into Equation (46) gives:
\[
D^\alpha V_i \leq |s_i| \left| D^\alpha f_i(x, t) + D^\alpha d_i(t) + D^\alpha P_i \arctan(\mu x_i) \right|
+ s_i \left( -\xi_1 \sign(s_i) - \xi_2 \sign(s_i) - k \sign(s_i) - q \arctan(\mu s_i) - \lambda s_i + D^\alpha \hat{u}_f - D^\alpha u_f \right) + \delta_i |s_i|.
\]

According to Lemma 2, one has:
\[
D^\alpha V_i \leq |s_i| \left( |D^\alpha f_i(x, t) + D^\alpha d_i(t) + D^\alpha P_i \arctan(\mu x_i)| - \xi_1 - \xi_2 \right)
+ s_i \left( -k - q \arctan(\mu s_i) - \lambda s_i + D^\alpha \hat{u}_f - D^\alpha u_f \right) + \delta_i |s_i|.
\]

Assume that the fault estimator has reached stability and that $D^\alpha \hat{u}_f = D^\alpha u_f$ is already established. Then, from Equations (37) and (38), one obtains:
\[
D^\alpha V_i \leq |s_i|(-k - q \arctan(\mu s_i) + \delta_i) - \lambda |s_i|.
\]

Therefore:
\[
D^\alpha V_i \leq -(k - \delta_i) |s_i| = -\alpha_3 |s_i|.
\]

According to Lemma 1, the state trajectories of the system will converge to the sliding surface $s_i = 0$ with appropriate $k > \delta_i$. To show that the system will be stable in a finite time with a proper positive constant $k$, the stability time is defined as:
\[
\tau_s = \inf \{ t \geq t_r: x_i(t) = 0 \},
\]
where $t_r$ is the time to reach the equilibrium point, that is, the time it takes for the system to reach the sliding surface, and its range can be estimated using the inequality in Equation (50).

Taking the integral of both sides of Equation (50) from 0 to $t_r$ and using Property 1, one obtains:
\[
V_i(t_r) - V_i^{\alpha-1}(0) \int_0^{t_r} \frac{\alpha-1}{\Gamma(\alpha)} \leq -(k - \delta_i) D^{\alpha} |s_i|.
\]
According to Lemma 3(2) and $V_i(t_{r}) = 0$, one can write:

$$-V_i^{a-1}(0)\frac{t_r^{a-1}}{\Gamma(a)} \leq -(k - \delta_i)L_p.$$  

(53)

Therefore,

$$t_r \leq \left(\frac{V_i^{a-1}(0)}{(k - \delta_i)L_p}\right)^\frac{1}{a}.$$  

(54)

Next, we only need to prove that there exists $t_r \leq t_s \leq \infty$ for $\tau_s \leq t_s$ such that the sliding surface $S_i = D^ax_i + P_i\text{arctan} (\mu x_i) = 0$. Therefore:

$$x_i = -D^{-a}P_i\text{arctan} (\mu x_i).$$  

(55)

Taking the integral of both sides of the above formula from $t_r$ to $t$ and using Property 1, one obtains:

$$\int_{t_r}^{t} \frac{d^2}{dt^2}(x_i) = -\int_{t_r}^{t} D^{-a-2}P_i\text{arctan} (\mu x_i) + \sum_{j=1}^{m} \left[ D_{t}t_{l}\frac{2^{-j}}{(j+1)} \right] \left[ \int_{t_{l}}^{t} \frac{d^j}{dt^j} \text{arctan} (\mu x_i) \right] dt_{l} = -\int_{t_r}^{t} D^{-a-2}P_i\text{arctan} (\mu x_i) + P_iN_i\text{arctan} (\mu x_i)$$  

(56)

According to Lemma 3(1), one has:

$$\int_{t_r}^{t} P_{i}^{2}(x_i) \leq N||x_i||$$  

$$t_r \leq \sum_{j=1}^{m} \left[ D_{t}t_{l}\frac{2^{-j}}{(j+1)} \right] \left[ \int_{t_{l}}^{t} \frac{d^j}{dt^j} \text{arctan} (\mu x_i) \right] dt_{l} = t_r.$$  

(57)

After a simple arrangement, one obtains:

$$t \leq \frac{N||x_i|| + P_iN_i\text{arctan} (\mu x_i)}{P_i[\text{arctan} (\mu x_i)]_{t=t_r}} + t_r.$$  

(58)

Meanwhile, when $t = t_s$, $x_i = \text{arctan} (x_i) = 0$. Therefore:

$$t_s \leq \frac{N||x_i|| + P_iN_i\text{arctan} (\mu x_i)}{P_i[\text{arctan} (\mu x_i)]_{t=t_r}} + t_r = \frac{0}{P_i[\text{arctan} (\mu x_i)]_{t=t_r}} + t_r = t_r.$$  

(59)

Therefore, $t_s = t_r$, and we can conclude that the system will reach stability within a finite time. The proof is completed. □

When the actual calculation system reaches the upper limit of the time required for stabilization, it is necessary to consider the time required for the fault estimator to stabilize Equation (33). That is, the upper limit of the system convergence time is:

$$T \leq t_r + T_r = \left(\frac{V_i^{a-1}(0)}{(k - \delta_i)L_p}\right)^\frac{1}{a} + 2V(0)^{\frac{1}{2}}/\gamma.$$  

(60)

4. Numerical Experiments

The HTGS parameters in Equation (11) were set as follows: $\omega_0 = 314$ rad/s, $T_{ab} = 9$ s, $D = 2$, $E_{q}' = 1.35$, $x_{q}\Sigma = 1.15$, $x_{q}\Sigma = 1.474$, $T_{w} = 0.8$ s, $T_{g} = 0.1s$, $V_s = 1$, $\epsilon_{ab} = 0.5$, $\epsilon_p = 1$, and $\epsilon = 0.7$.

The following uncertainties and external disturbances were added to the system:

$$\Delta f_1(\delta, t) = -0.25 \sin(4t)\delta, d_1(t) = 0.1\text{rand}(1),$$

$$\Delta f_2(\omega, t) = 0.18 \cos(t)\omega, d_2(t) = 0.1\text{rand}(1),$$

$$\Delta f_3(m_i, t) = 0.20 \sin(4t)m_i, d_3(t) = 0.1\text{rand}(1),$$

$$\Delta f_4(\mu x_i, t) = 0.1\text{rand}(1),$$

$$\Delta f_5(\mu x_i, t) = 0.1\text{rand}(1),$$

$$\Delta f_6(\mu x_i, t) = 0.1\text{rand}(1).$$

$$\Delta f_7(\mu x_i, t) = 0.1\text{rand}(1).$$
\[ \Delta f_4(y, t) = -0.25 \cos(2t) y, \quad d_4(t) = 0.1 \text{rand}(1). \]

The state trajectories of the HTGS in Equation (11) without control under the starting operating condition are shown in Figure 2. The system exhibited a nonlinear and irregular oscillation with an initial value \( x = [0.1, 0.1, 0.1, 0.1] \), which needed to be controlled.

\[ S_i = D^{0.9} x_i + 50 \arctan(10 x_i), i = 1, 2, 3, 4. \]  

Let \( P_i = 50, \mu = 10 \), and the sliding surface in Equation (39) be presented as:

\[ u_1 = -f_1(x, t) + \text{sign}(s_1) + 50 \text{sign}(s_1) + 20 \text{sign}(s_1) + 30 \arctan(10s_1) + s_1, \]
\[ u_2 = -f_2(x, t) + \text{sign}(s_2) + 50 \text{sign}(s_2) + 20 \text{sign}(s_2) + 30 \arctan(10s_2) + s_2, \]
\[ u_3 = -f_3(x, t) + \text{sign}(s_3) + 50 \text{sign}(s_3) + 20 \text{sign}(s_3) + 30 \arctan(10s_3) + s_3, \]
\[ D^{0.9} u_4 = -\left( D^{0.9} f_4(x, t) + \text{sign}(s_4) + 50 \text{sign}(s_4) + 20 \text{sign}(s_4) + 30 \arctan(10s_4) + s_4. \right. \]  

The fault estimator parameters were set as follows: \( \varepsilon = 1000, k_1 = \sqrt{2\varepsilon + 10}, k_2 = 3\varepsilon + 2\varepsilon^2 / k_1^2 + 10, \) and \( \vartheta = 0.1. \)

There are many reasons why faults may occur in an HTGS. Peng. [43] analyzed the fault mechanism based on the operating characteristics of hydroelectric generating units. The characteristics of the fault coupling, gradual change, and feature map multiplicity of hydropower units were proposed. In an HTGS, the electro-hydraulic servo system is generally regarded as the actuator of the system. Zhang. [44] established a suitable fault diagnosis model for HTGSs. Meanwhile, the common fault classification
existing in an HTGS was introduced, and the detailed fault modeling of the electro-hydraulic servo system was studied. To sum up, a pressure regulating valve jam accident as a result of the oil granule exceeding the limit was the actuator lock-in-place fault. Accidents, such as a pilot valve jam, relay swing, and some self-excited oscillations in the servo system, are all types of constant-gain faults. The main pressure regulating valve piston offset and the large load fluctuation are constant-deviation faults of an actuator. Therefore, common actuator faults, including lock-in-place, constant-gain, constant-deviation, and multiple faults, are considered in the following. The fault model parameters in this study were all selected within the feasibility range of the actual production operation of an HTGS.

Case 1: Actuator Lock-in-Place Fault

An actuator lock-in-place fault can be described as \( u_i = a_i \), where \( a_i \) is a constant and \( i = 1, 2, 3, \ldots \). The actuator output is limited to \( u_{i\text{min}} \leq a_i \leq u_{i\text{max}} \).

In the electro-hydraulic servo system, a pressure-regulating valve or main relay jam accident is an actuator lock-in-place fault. Figure 3 shows the state trajectories of the HTGS under an actuator lock-in-place fault with the proposed finite-time, fault-tolerant controller (Equation (62)). According to Equation (60), the calculated upper limit of the convergence time was \( \approx 2.18 \) s. From Figure 3, it is clear that the HTGS could be stabilized and that the slowest response time was the relative deviation of the speed of the generator, which needed \( \approx 2 \) s (within 2.18 s), verifying the validity of the proposed scheme. It was assumed that the pressure-regulating valve or the main relay could not produce a correct mechanical displacement because of severe wear or jamming from foreign matter. Thus, the vanes could not be operated in accordance with the control signal.

Figure 3. State trajectories of the HTGS under an actuator lock-in-place fault. (a) \( \delta(t) - t \); (b) \( \omega(t) - t \); (c) \( m_i(t) - t \); (d) \( y(t) - t \).
We selected the limit values of the actuator output as \( u_{\text{min}} = -0.1 \) and \( u_{\text{max}} = 0.1 \), and considered two types of actuator lock-in-place faults.

In Figure 3d, it was assumed that at \( t = 3 \) s, the pressure-regulating valve was stuck in the forward position \( a_1 = 0.1 \) and \( a_2 = -0.3 \). As can be seen from the lines in the figure, at \( t = 3 \) s, despite this fault causing the mechanical displacement to deviate and the relay to move in a single direction, the guide vane finally opened to stabilize at a certain value after 0.3 s, and the guide vane opening was stable at 0.015 and -0.025, respectively. More importantly, this degree of deviation could be stabilized to within the feasible operating range \([-0.1, 0.1]\).

Case 2: Actuator Constant-Gain Fault

A constant-gain fault is also known as an invalid fault and its fault mode can be described as \( u_i = K_i u_{\text{pi}} \), where \( 0 < K_i \leq 1 \) is the proportionality factor of the constant gain change, also known as the efficiency factor of the actuator. When \( 0 < K_i < 1 \), the actuator is still working but the command torque cannot be output; \( K_i = 0 \) means that the actuator is stuck at \( u_{\text{min}} \); and \( K_i = 1 \) means that the actuator is working normally.

This invalid fault often occurs in electro-hydraulic servo systems, e.g., when the leading valve is stuck in an open or closed position for some reason. When the electro-hydraulic converter valve sleeve is stuck, or oil staining or oil temperature causes a zero drift, this may lead to the relay swinging or crawling and the mechanical part clearance may cause partial self-oscillation of the hydraulic automatic system.

Figure 4 shows the state trajectories of the HTGS under an actuator constant-gain fault with the proposed finite-time, fault-tolerant controller (Equation (62)). To further verify the validity of the method used in this paper, we added this failure fault to the actuator, i.e., the guide vane opening. In the constant-gain failure model, \( K_i \) is the proportional coefficient of the interval \((0, 1]\). The step function can be used to describe the constant-type fault for the selection of \( K_i \). Moreover, sine and cosine functions and random functions can also be used to describe a time-varying random fault of the system.

At \( t = 3 \) s, the actuator had a constant-value constant-gain fault and a time-varying failure fault. The experimental results are shown in Figure 4b. After 3 s in the experiments here, it was assumed that the system had a constant-value constant-gain fault, \( u_{f4} = 0.5u_4 \) (see the blue line in Figure 4), or a time-varying failure fault, \( u_{f4} = \text{rand}(1)u_4 \) (the red line in Figure 4). As can be seen in Figure 4b, after the fault \( u_{f4} = \text{rand}(1)u_4 \) was added, the degree of the vane opening fluctuated greatly compared to the steady state, but the minimum and maximum amplitudes did not exceed 0.001, which was within an acceptable range. In addition, if the added fault is of the constant-type fault \( u_{f4} = 0.5u_4 \), its fluctuation will be very small compared to that of the time-varying faulty system, making it difficult.
to see the change in the amplitude of the fluctuation. Both experimental results indicate that, under the action of the proposed control method, the system not only had no large fluctuations but also displayed a robust performance.

Case 3: Actuator Constant-Deviation Fault

The actuator constant-deviation fault mode can be expressed as $u_i = u_{pi} + \Delta_i$. In terms of time characteristics, if $\Delta_i$ is taken as a constant, it is a constant-type fault; if $\Delta_i$ is described using a sine or cosine function, a random function, etc., it is a time-varying random-type fault.

The experimental results shown in Figure 5 are the state trajectories of the HTGS under an actuator constant-deviation fault. From the experimental results, it can be seen that the system state of the hydro-turbine and generator could still be stable by a finite time of $t = 2.18$ s. To verify the validity of the control method, it was assumed that the main pressure-regulating valve changed the frequency signal as a result of electrical regulation or software failure at $t = 3$ s. As a result, the hydraulic pressure was out of balance and the main pressure regulating valve was offset from the equilibrium position.

![Figure 5](image)

**Figure 5.** State trajectories of the HTGS under an actuator constant-deviation fault. (a) $\omega(t) - t$; (b) $y(t) - t$.

As can be seen in Figure 5b, when a negative constant-type deviation $\Delta_1 = -2$ (see the blue lines) or a positive time-varying deviation $\Delta_2 = 2 \cos(4t)$ (see the red lines) occurred, the guide vane opening produced a step in the negative or positive direction at $t = 3$ s. Their amplitudes were $\approx -0.017$ and $\approx 0.009$, respectively. It can be seen from the relative ratio of the two lines that the fluctuation of the system caused by a constant-type fault $u_{f4} = 2$ was larger than that of the time-varying random-type fault $u_{f4} = -2 \cos(4t)$, and the system fluctuations caused by constant-type faults took longer to dampen. However, no matter what kind of failure, the actuator stabilized after a short period of fluctuation and this time did not exceed 0.05 s.

Case 4: Multiple Actuator Faults

Because of the complexity of the hydroelectric turbine and generator units, there are many reasons why faults are induced. In practice, different types of faults often occur simultaneously. Therefore, when $t = 4$ s, the fault model $u_{f4} = \left| \sin(0.6(t - 1)) \right| u_{4} + 0.4 \cos(4t)$ was selected for the experiment. Figure 6 shows the state trajectory of multiple actuator faults under the condition of no fault-tolerant control. In Figure 6a, the generator speed relative deviation $\omega$ generated irregular jitters and the jittering tendency gradually became severe. The relative values of the vane opening $y$ in Figure 6b were affected by the fault, which generated periodic fluctuations and the system guide vane was in a swinging state.
Figure 6. State trajectories of the HTGS under multiple faults without fault-tolerant control. (a) \(\omega(t) - t\); (b) \(y(t) - t\).

Figure 7 shows the state trajectories of the HTGS under multiple faults with the proposed fault-tolerant controller (Equation (62)). As seen in Figure 7b, when the electro-hydraulic servo system had both a gain fault and a deviation fault at \(t = 4\) s, the guide vane opening was stabilized after a brief shock. However, because the fault model \(u_f = \left| \sin(0.6(t - 1)) \right|u_4 + 0.4 \cos(4t)\) had a sine function, it can be seen that the added fault appeared to be periodic. After the system stabilized, a fault was generated again after a corresponding period. The controller worked again and stabilized after a short period of oscillation. This behavior continued, but each time, the shock did not exceed 1.5 s (within 2.18 s). The direction and amplitude of each fluctuation were different because there were random disturbances in the system. Therefore, it was shown that the fault estimator designed in this study could accurately estimate the fault signal and displayed a robust performance. Moreover, the reliability of the finite-time, fault-tolerant control was fully shown.

Figure 7. State trajectories of the HTGS under multiple faults with the proposed fault-tolerant controller (Equation (62)). (a) \(\omega(t) - t\); (b) \(y(t) - t\).

5. Conclusions

In this study, a finite-time, fault-tolerant control method for nonlinear fractional-order HTGSs was studied. By considering external disturbances, such as a stochastic load and an actuator fault resulting from long-term, high-power operation, a fractional-order model for the nonlinear HTGSs with uncertainty, an external disturbance, and an actuator fault was introduced. A finite-time fault estimator was proposed to quickly track the change of the fault signal when an actuator fault occurred. When the actuator failed, the estimator could quickly track the change of the fault signal. The fault estimator
could directly act on the controller and guide the controller to make the system state quickly recover to a stable state. Compared with the traditional fault observer, the signal tracking was stable in this way and the reaction time was shorter. A novel sliding surface and a new finite-time, fault-tolerant controller were designed for the fractional-order HTGSs with an actuator fault. The controller incorporated a smooth, bounded arctangent function, which could better suppress system jitters and uncertainty compared with other existing controllers. Therefore, it had better robustness. Finally, based on the different fault models of the hydraulic servo system, numerical experiments were implemented to show the feasibility and fault tolerance of the proposed method.

The designed finite-time, fault-tolerant control could not only ensure the stable operation of an HTGS when a fault occurs but also had acceptable performance indicators. With the continuous deepening of the development of hydraulic resources, the use of HTGS will face increasingly more complex situations. The performance requirements of HTGSs will be more stringent. In the subsequent research, we will pay more attention to the flexibility and time delay effect of HTGSs. In addition, to better grasp the fault form of the actuator, we will aim to integrate fault diagnosis and detection methods to analyze and study the fault-tolerant control of HTGSs.
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