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Abstract. An integral domain is atomic if every nonzero nonunit factors into irreducibles. Let \( R \) be an integral domain. We say that \( R \) is a bounded factorization domain if it is atomic and for every nonzero nonunit \( x \in R \), there is a positive integer \( N \) such that for any factorization \( x = a_1 \cdots a_n \) of \( x \) into irreducibles \( a_1, \ldots, a_n \) in \( R \), the inequality \( n \leq N \) holds. In addition, we say that \( R \) is a finite factorization domain if it is atomic and every nonzero nonunit in \( R \) factors into irreducibles in only finitely many ways (up to order and associates). The notions of bounded and finite factorization domains were introduced by D. D. Anderson, D. F. Anderson, and M. Zafrullah in their systematic study of factorization in atomic integral domains. In this chapter, we present some of the most relevant results on bounded and finite factorization domains.

1. Introduction

During the last three decades, the study of factorizations based on Diagram (1.1) has earned significant attention among researchers in commutative algebra and semigroup theory. This diagram of classes of integral domains satisfying conditions weaker than unique factorization was introduced by D. D. Anderson, D. F. Anderson, and M. Zafrullah in [4]. We proceed to recall the definitions of the atomic classes in Diagram (1.1). Let \( R \) be an integral domain. Following P. M. Cohn [20], we say that \( R \) is atomic if every nonzero nonunit of \( R \) can be factored into irreducibles. In addition, \( R \) satisfies the ascending chain condition on principal ideals (or ACCP) if every ascending chain of principal ideals of \( R \) eventually stabilizes. If an integral domain satisfies ACCP, then it is atomic; however, there are atomic domains that do not satisfy ACCP (the first example was constructed by A. Grams in [32]). On the other hand, \( R \) is called a half-factorial domain (or an HFD) if \( R \) is atomic and any two factorizations of the same nonzero nonunit of \( R \) have the same number of irreducibles (counting repetitions). The term “half-factorial domain” was coined by A. Zaks in [45]. For a survey on half-factorial integral domains, see [16].

\[
\begin{array}{c}
\text{UFD} \\
\downarrow \\
\text{FFD} \\
\downarrow \\
\text{HFD}
\end{array}
\quad
\begin{array}{c}
\text{FFD} \\
\downarrow \\
\text{BFD} \\
\downarrow \\
\text{ACCP domain} \\
\downarrow \\
\text{atomic domain}
\end{array}
\]

We say that \( R \) is a bounded factorization domain (or a BFD) if it is atomic and for every nonzero nonunit \( x \in R \), there is a positive integer \( N \) such that \( x = a_1 \cdots a_n \) for irreducibles \( a_1, \ldots, a_n \in R \) implies that \( n \leq N \). In addition, we say that \( R \) is a finite factorization domain (or an FFD) if it is atomic and every nonzero nonunit of \( R \) factors into irreducibles in only finitely many ways (up to order and associates). The notions of a BFD and an FFD were introduced in [4] as part of Diagram (1.1).
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The purpose of this chapter is to survey some of the fundamental results related to bounded and finite factorization domains that have been established in the last three decades, indicating for the interested reader the sources where the most relevant results originally appeared. Although the rings we consider here have no nonzero zero-divisors, it is worth pointing out that the bounded and finite factorization properties have been extensively investigated in the context of commutative rings with zero-divisors by D. D. Anderson and his students; see [7] for more details and references.

This chapter is organized as follows. In Section 2, we recall some definitions and settle down the notation we will use throughout this paper. In Section 3, we give a few results about the bounded and finite factorization properties in the abstract context of monoids. Our treatment of monoids is brief as we only present results that will be useful later in the context of integral domains. Then in Section 4, we turn our attention to bounded and finite factorization domains, providing several characterizations and showing, among other results, that Noetherian domains and Krull domains are BFDs and FFDs, respectively. We also consider the popular $D + M$ construction. In Section 5, we explore conditions under which the bounded and finite factorization properties are inherited by subrings or passed to ring extensions; we put particular emphasis on ring extensions by localization and pullback constructions. Directed unions are also considered. In Section 6, we treat integral domains somehow related to rings of polynomials and rings of power series. We put special emphasis on the class of monoid domains. Finally, in Section 7, we briefly explore an abstraction of the finite factorization property introduced by D. D. Anderson and the first author in [2], where factorizations in an integral domain are identified up to a given arbitrary equivalence relation on the set of irreducibles (not necessarily that of being associates).

2. Preliminary

In this section, we briefly review some notation and terminology we will use throughout this chapter. For undefined terms or a more comprehensive treatment of non-unique factorization theory, see [24] by A. Geroldinger and F. Halter-Koch.

2.1. General Notation. As is customary, $\mathbb{Z}, \mathbb{Z}/n\mathbb{Z}, \mathbb{Q}, \mathbb{R}$, and $\mathbb{C}$ will denote the set integers, integers modulo $n$, rational numbers, real numbers, and complex numbers, respectively. We let $\mathbb{N}$ and $\mathbb{N}_0$ denote the set of positive and nonnegative integers, respectively. In addition, we let $\mathbb{P}$ denote the set of primes. For $p \in \mathbb{P}$ and $n \in \mathbb{N}$, we let $\mathbb{F}_{p^n}$ be the finite field of cardinality $p^n$. For $a, b \in \mathbb{Z}$ with $a \leq b$, we let $[a, b]$ denote the set of integers between $a$ and $b$, i.e., $[a, b] = \{n \in \mathbb{Z} \mid a \leq n \leq b\}$. In addition, for $S \subseteq \mathbb{R}$ and $r \in \mathbb{R}$, we set $S_{\geq r} = \{s \in S \mid s \geq r\}$ and $S_{> r} = \{s \in S \mid s > r\}$.

2.2. Factorizations. Although a monoid is usually defined to be a semigroup with an identity element, here we will additionally assume that all monoids are cancellative and commutative. Let $M$ be a monoid. We say that $M$ is torsion-free provided that for all $a, b \in M$, if $a^n = b^n$ for some $n \in \mathbb{N}$, then $a = b$. The quotient group $gp(M)$ of a monoid $M$ is the set of quotients of elements in $M$ (i.e., the unique abelian group $gp(M)$ up to isomorphism satisfying that any abelian group containing a homomorphic image of $M$ will also contain a homomorphic image of $gp(M)$). The group of invertible elements of $M$ is denoted by $U(M)$. The monoid $M$ is reduced if $|U(M)| = 1$. An element $a \in M \setminus U(M)$ is an irreducible (or an atom) if whenever $a = uv$ for some $u, v \in M$, then either $u \in U(M)$ or $v \in U(M)$. The set of irreducibles of $M$ is denoted by $\mathcal{I}(M)$. The monoid $M$ is atomic if every non-invertible element factors into irreducibles. A subset $I$ of $M$ is an ideal of $M$ provided that $IM = I$ (or, equivalently, $IM \subseteq I$). The ideal $I$ is principal if $I = bM$ for some $b \in M$. The monoid $M$ satisfies the ascending chain condition on principal ideals (or ACCP) if every ascending chain of principal ideals of $M$ eventually stabilizes.
It is clear that the monoid $M$ is atomic if and only if its quotient monoid $M_{\text{red}} = M/U(M)$ is atomic. Let $Z(M)$ denote the free (commutative) monoid on $\mathcal{J}(M_{\text{red}})$, and let $\pi: Z(M) \to M_{\text{red}}$ be the unique monoid homomorphism fixing $a$ for every $a \in \mathcal{J}(M_{\text{red}})$. If $z = a_1 \cdots a_\ell \in Z(M)$, where $a_1, \ldots, a_\ell \in \mathcal{J}(M_{\text{red}})$, then $\ell$ is the length of $z$ and is denoted by $|z|$. For every $b \in M$, we set

$$Z(b) = Z_M(b) = \pi^{-1}(bU(M)) \quad \text{and} \quad L(b) = L_M(b) = \{|z| \mid z \in Z(b)\}.$$  

If $M$ is atomic and $|Z(b)| < \infty$ for every $b \in M$, then we say that $M$ is a finite factorization monoid (or an FFM). On the other hand, if $M$ is atomic and $|L(b)| < \infty$ for every $b \in M$, then we say that $M$ is a bounded factorization monoid (or a BFM). Clearly, every FFM is a BFM. The monoid $M$ is a unique factorization monoid (or a UFM) if $Z(b)$ is a singleton for every $b \in M$, and $M$ is a half-factorial monoid (or an HFM) if $L(b)$ is a singleton for every $b \in M$. It is clear that every UFM is both an FFM and an HFM and that every HFM is a BFM.

Let $R$ be an integral domain. We let $R^*$ denote the multiplicative monoid of $R$, i.e., $R^* = R \setminus \{0\}$. We set $Z(R) = Z(R^*)$, and for every $x \in R^*$, we set $Z(x) = Z_{R^*}(x)$ and $L(x) = L_{R^*}(x)$. It is clear that $R$ is a BFD (resp., an FFD, an HFD, or a UFD) if and only if $R^*$ is a BFM (resp., an FFM, an HFM, or a UFM). As we did for monoids, we let $U(R)$ and $\mathcal{J}(R)$ denote the group of units and the set of irreducibles of $R$, respectively. In addition, we let $\mathcal{P}(R)$ denote the set of primes of $R$. The quotient field of $R$ is denoted by $qf(R)$. An overring of $R$ is a subring of $qf(R)$ containing $R$. The abelian group $qf(R)^*/U(R)$, written additively, is the group of divisibility of $R$ and is denoted by $G(R)$. The group $G(R)$ is partially ordered under the relation $xU(R) \leq yU(R)$ if and only if $y \in xR$; we let $G(R)^+$ denote the monoid consisting of all the nonnegative elements of $G(R)$.

Even before we consider the bounded and finite factorization properties on monoid domains (in Subsection 6.3), many of the examples that we construct here will involve such rings. For an integral domain $R$ and a monoid $M$, we let $R[X; M]$ denote the ring of polynomial expressions with coefficients in $R$ and exponents in $M$. Following R. Gilmer [25], we will write $R[M]$ instead of $R[X; M]$. When $M$ is torsion-free, $R[M]$ is an integral domain by [25, Theorem 8.1] and the group of units of $R[M]$ is $U(R[M]) = \{ux^m \mid u \in U(R) \text{ and } m \in U(M)\}$ by [25, Theorem 11.1]. A detailed study of monoid rings is given by Gilmer in [25].

### 3. Bounded and Finite Factorization Monoids

In this section, we briefly present some basic results related to both the bounded and finite factorization properties in the abstract context of monoids. Diagram (1.1) also holds for the more general class consisting of monoids (see Diagram (3.1) below).

$$
\begin{array}{ccc}
\text{UFM} & \longrightarrow & \text{HFM} \\
\downarrow & & \downarrow \\
\text{FFM} & \longrightarrow & \text{BFM} \longrightarrow \text{ACCP monoid} \longrightarrow \text{atomic monoid}
\end{array}
$$

The last two implications in Diagram (3.1) are the only ones that are not immediate from definitions. We argue these two implications in this section (Corollary 3.2 and Remark 3.8) and obtain, as a result, Diagram (3.1). As this survey focuses on integral domains, we will give a result in the context of monoids only if it is needed in Sections 4–7.
3.1. The Bounded Factorization Property. To begin with, we characterize BFMs in terms of the existence of certain “length functions”. Let $M$ be a monoid. A function $\ell: M \to \mathbb{N}_0$ is called a length function of $M$ if it satisfies the following two properties:

(i) $\ell(u) = 0$ if and only if $u \in U(M)$;
(ii) $\ell(bc) \geq \ell(b) + \ell(c)$ for every $b,c \in M$.

The following characterization of a BFM will prove useful at several later points.

Proposition 3.1. ([34, Theorem 1]) A monoid $M$ is a BFM if and only if there is a length function $\ell: M \to \mathbb{N}_0$.

Proof. Suppose first that $M$ is a BFM. Then define a function $\ell: M \to \mathbb{N}_0$ by $\ell(b) = \max L(b)$. Condition (i) in the definition of a length function follows immediately. In addition, it is clear that $\max L(bc) \geq \max L(b) + \max L(c)$ for every $b,c \in M$, from which we obtain condition (ii). Conversely, suppose that $\ell: M \to \mathbb{N}_0$ is a length function. Take $b \in M \setminus U(M)$ such that $b = a_1 \cdots a_m$ for some $a_1, \ldots, a_m \in M \setminus U(M)$, and set $b_j = a_1 \cdots a_j$ for every $j \in [1, m]$. As $\ell(b_m) > \ell(b_{m-1}) > \cdots > \ell(b_1)$, the inequality $m \leq \ell(b)$ holds. Now observe that if we take $m$ as large as it can possibly be, then the maximality of $m$ guarantees that $a_1, \ldots, a_m \in \mathcal{A}(M)$. Hence $M$ is atomic. Since $\sup L(b) \leq \ell(b)$ for every $b \in M \setminus U(M)$, we conclude that $M$ is a BFM.

As we mentioned in the introduction, every BFD satisfies ACCP. This actually holds in the more general context of monoids, as the next corollary indicates.

Corollary 3.2. ([34, Corollary 1]) If $M$ is a BFM, then $M$ satisfies ACCP.

Proof. By Proposition 3.1, there is a length function $\ell: M \to \mathbb{N}_0$. Suppose that $(b_n M)_{n \in \mathbb{N}}$ is an ascending chain of principal ideals of $M$. For every $n \in \mathbb{N}$, the inclusion $b_n \in b_{n+1} M$ ensures that $\ell(b_n) \geq \ell(b_{n+1})$. Hence there is an $n_0 \in \mathbb{N}$ such that $\ell(b_n) = \ell(b_{n+1})$ for every $n \geq n_0$. This implies that $b_n \in b_{n+1} U(M)$ for every $n \geq n_0$, and so $(b_n M)_{n \in \mathbb{N}}$ must stabilize. Thus, $M$ satisfies ACCP.

The reverse implication of Corollary 3.2 does not hold in general. The following example, which is a fragment of [4, Example 2.1], corroborates our observation.

Example 3.3. 1 Let $M$ be the additive submonoid of $\mathbb{Q}_{\geq 0}$ generated by the set $\{1/p \mid p \in \mathbb{P}\}$. It can be readily checked that $\mathcal{A}(M) = \{1/p \mid p \in \mathbb{P}\}$. In addition, it is not hard to verify that for every $q \in M$, there is a unique $N(q) \in \mathbb{N}_0$ and a unique sequence of nonnegative integers $(c_p(q))_{p \in \mathbb{P}}$ such that $q = N(q) + \sum_{p \in \mathbb{P}} c_p(q) p$. Set $S(q) = \sum_{p \in \mathbb{P}} c_p(q) p$. It is clear that if $q \in q' + M$ for some $q' \in M$, then $N(q') \leq N(q)$. Also, if $q'$ is a proper divisor of $q$ in $M$, then $N(q') = N(q)$ ensures that $S(q') < S(q)$. Thus, every sequence $(q_n)_{n \in \mathbb{N}}$ in $M$ satisfying $q_n \in q_{n+1} + M$ for every $n \in \mathbb{N}$ must stabilize, and so $M$ must satisfy ACCP. Finally, we can see that $M$ is not a BFM because $\mathbb{P} \subseteq L(1)$.

The bounded factorization property is inherited by those submonoids that preserve invertible elements.

Proposition 3.4. ([34, Theorem 3]) Let $M$ be a BFM. Then every submonoid $N$ of $M$ satisfying $U(N) = U(M) \cap N$ is also a BFM.

Proof. Let $N$ be a submonoid of $M$ such that $U(N) = U(M) \cap N$. Since $M$ is a BFM, there is a length function $\ell: M \to \mathbb{N}_0$ by Proposition 3.1. As $U(N) = U(M) \cap N$, the equality $\ell(u) = 0$ holds for $u \in N$ if and only if $u \in U(N)$. This, along with the fact that $\ell(bc) \geq \ell(b) + \ell(c)$ for every $b, c \in N$, guarantees that $\ell$ is still a length function when restricted to $N$. Hence $N$ is a BFM.

1The factorization structure of additive submonoids of $\mathbb{Q}_{\geq 0}$ (known as Puiseux monoids) has been systematically studied in the last few years (see [17] for a recent survey).
The reduced monoids in the following example will be useful later to construct monoid domains that are BFDs with further desired properties.

**Example 3.5.** Let $M$ be an additive submonoid of $\mathbb{Q}_{\geq 0}$ such that 0 is not a limit point of $M \setminus \{0\}$. Then it follows from [30, Proposition 4.5] that $M$ is a BFM.

3.2. **The Finite Factorization Property.** We now turn to give two characterizations of an FFM. To do so, we use Dickson’s Lemma, a standard result in combinatorics stating that for every $k \in \mathbb{N}$, a subset of $\mathbb{N}^k$ contains only finitely many minimal elements under the usual product ordering.

**Proposition 3.6.** ([34, Theorem 2 and Corollary 2]) Let $M$ be a monoid. Then the following statements are equivalent.

(a) $M$ is an FFM.

(b) Every element of $M$ has only finitely many non-associate divisors.

(c) $M$ is atomic and every element of $M$ is divisible by only finitely many non-associate irreducibles.

**Proof.** We assume, without loss of generality, that $M$ is reduced.

(a) $\Rightarrow$ (b): Suppose that $M$ is an FFM, and fix $b \in M$. If $d$ is a divisor of $b$ in $M$, then every factorization of $d$ is a subfactorization of some factorization of $b$. This, together with the fact that $Z(b)$ is finite, implies that $b$ has only finitely many divisors in $M$.

(b) $\Rightarrow$ (c): Assume that every element of $M$ has only finitely many divisors. Note that $M$ must satisfy ACCP by Corollary 3.2. Suppose, by way of contradiction, that $M$ is not atomic. Then the set $S$ consisting of all the elements of $M$ that do not factor into irreducibles is nonempty. Since $M$ satisfies ACCP and $S$ is nonempty, there is a $b \in S$ such that the ideal $bM$ is maximal among all principal ideals of $M$ generated by elements of $S$. Because $b \in S$, there are $b_1, b_2 \in M \setminus U(M)$ with $b = b_1b_2$ such that $b_1 \in S$ or $b_2 \in S$. So $bM$ is strictly contained in either $b_1M$ or $b_2M$, which contradicts the maximality of $bM$. Thus, $M$ is atomic. The second part of the statement is clear.

(c) $\Rightarrow$ (a): Suppose that $M$ is atomic and every element of $M$ is divisible by only finitely many irreducibles. Take $b \in M$, and let $A_b$ be the set of irreducibles in $M$ dividing $b$. Because $Z(b)$ is a subset of the finite-rank free commutative monoid $F$ on $A_b$, it follows from Dickson’s Lemma that $Z(b)$ has only finitely many minimal elements with respect to the order induced by division in $F$. This, along with the fact that any two factorizations in $Z(b)$ are incomparable as elements of $F$, implies that $|Z(b)| < \infty$. Thus, $M$ is an FFM.

As a consequence of Proposition 3.6, finitely generated monoids are FFMs.

**Corollary 3.7.** Every finitely generated monoid is an FFM.

**Proof.** It suffices to prove the corollary for reduced monoids. Let $M$ be a finitely generated reduced monoid that is minimally generated by $a_1, \ldots, a_m$. It readily follows that $\mathcal{S}(M) = \{a_1, \ldots, a_m\}$, and therefore, $M$ is atomic. Thus, $M$ is an FFM by Proposition 3.6.

In the proof of Proposition 3.6, we have incidentally argued the following remark.

**Remark 3.8.** Every monoid satisfying ACCP is atomic.

In contrast to what we have already seen for BFDs, an FFM $M$ can have a submonoid $N$ satisfying $U(N) = U(M) \cap N$ that is not an FFM.
Example 3.9. Let $M$ be the additive monoid $\mathbb{Z} \times \mathbb{N}_0$. Then it is easy to verify that $M$ is atomic with $U(M) = \mathbb{Z} \times \{0\}$ and $\mathcal{J}(M) = \mathbb{Z} \times \{1\}$. Since $M_{\text{red}} \cong \mathbb{N}_0$, the monoid $M$ is a UFM and, in particular, an FFM. Now consider the submonoid $N = \{(0,0)\} \cup (\mathbb{Z} \times \mathbb{N})$ of $M$. Note that $N$ is reduced with $\mathcal{J}(N) = \mathbb{Z} \times \{1\}$. As a result, $U(N) = U(M) \cap N$. However, $N$ is not an FFM as $(0,2) = (-(n,1) + (n,1))$ for every $n \in \mathbb{N}$.

We record the following proposition, whose proof is straightforward.

Proposition 3.10. ([34, Corollary 3]) Every submonoid of a reduced FFM is an FFM.

To conclude this section, we give some examples of FFM$s$ that will be used later to construct monoid domains that are FFD$s$ and have further algebraic properties.

Example 3.11. Let $(q_n)_{n \in \mathbb{N}}$ be an increasing sequence of positive rational numbers, and consider the additive submonoid $M = \langle q_n \mid n \in \mathbb{N} \rangle$ of $\mathbb{Q}_{\geq 0}$. It is not hard to argue that $M$ is an FFM; indeed, it follows from [30, Theorem 5.6] that any additive submonoid of the nonnegative cone of an ordered field $F$ is an FFM provided that such a monoid can be generated by an increasing sequence of $F$.

4. Bounded and Finite Factorization Domains

In this section, we provide characterizations and give various examples and classes of BFD$s$ and FFD$s$.

4.1. Characterizations of BFD$s$ and (Strong) FFD$s$. There are several other useful ways to rephrase what it means for an integral domain to be a BFD. The following proposition illustrates this observation.

Proposition 4.1. ([4, Theorem 2.4]) The following statements are equivalent for an integral domain $R$.

(a) $R$ is a BFD.
(b) There is a length function $\ell: R^* \rightarrow \mathbb{N}_0$.
(c) For every $x \in R^*$, there is a positive integer $n$ such that every (strictly) ascending chain of principal ideals starting at $xR$ has length at most $n$.
(d) For every $x \in G(R)^+$, there is a positive integer $n$ such that $x$ is the sum of at most $n$ (minimal) positive elements in $G(R)^+$.

Proof. (a) $\Rightarrow$ (b): This is a direct consequence of Proposition 3.1.

(a) $\Leftrightarrow$ (d): It is clear that $G(R)^+ = \{xU(R) \mid x \in R^*\} = R^*_\text{red}$. As a result, for every $x \in R^* \setminus U(R)$, the set $L(x)$ has an upper bound $n \in \mathbb{N}$ if and only if $x$ is the sum of at most $n$ positive elements in $G(R)^+$.

(b) $\Rightarrow$ (c): Let $\ell: R^* \rightarrow \mathbb{N}_0$ be a length function. Take an $x \in R^*$ and set $n = \ell(x)$. Let $x_0R \subseteq x_1R \subseteq \cdots \subseteq x_kR$ be a strictly ascending chain of principal ideals of $R$ such that $x_0 = x$. It is clear that $x_0, \ldots, x_k$ are pairwise non-associates in $R$, and also that $x_{i-1} \in x_iR^*$ for every $i \in [1,k]$. Therefore $n = \ell(x_0) > \ell(x_1) > \cdots > \ell(x_k)$. This implies that the length of $x_0R \subseteq x_1R \subseteq \cdots \subseteq x_kR$ is at most $n$.

(c) $\Rightarrow$ (b): Define the function $\ell: R^* \rightarrow \mathbb{N}_0$ by taking $\ell(x)$ to be the smallest $n \in \mathbb{N}_0$ such that every ascending chain of principal ideals of $R$ starting at $xR$ has length at most $n$. If $x \in U(R)$, then $xR = R$ and so $\ell(x) = 0$. In addition, if for $x_0, b_0 \in R$, we take two ascending chains of principal ideals $x_0R \subseteq x_1R \subseteq \cdots \subseteq x_jR$ and $y_0R \subseteq y_1R \subseteq \cdots \subseteq y_kR$, then the ascending chain of principal
ideal $x_0y_0R \subseteq x_1y_0R \subseteq \cdots \subseteq x_jy_1R \subseteq y_0R \subseteq y_1R \subseteq \cdots \subseteq y_kR$ starts at $x_0y_0R$ and has length at least $j + k$. Hence $\ell(xy) \geq \ell(x) + \ell(y)$ for all $x, y \in R^*$. Thus, $\ell$ is a length function.

The arithmetic invariant that allows us to measure how far an atomic integral domain is from being an HFD. Given an atomic integral domain $R$, its elasticity is defined as follows:

$$\rho(R) = \sup \left\{ \frac{\sup L(x)}{\min L(x)} \mid x \in R^* \setminus U(R) \right\}$$

when $R$ is not a field, and $\rho(R) = 1$ when $R$ is a field. Clearly, $1 \leq \rho(R) \leq \infty$ and $\rho(R) = 1$ if and only if $R$ is an HFD. For a survey on the elasticity of integral domains, see [11]. Following [1], we say that $R$ is a rational bounded factorization domain (or an RBFD) if $R$ is atomic and $\rho(R) < \infty$. Observe that HFD $\Rightarrow$ RBFD $\Rightarrow$ BFD. Moreover, none of these implications is reversible and being an FFD does not imply being an RBFD. The following example sheds some light upon these observations.

**Example 4.2.** For every $r \in \mathbb{R}_{\geq 1} \cup \{\infty\}$, [1, Theorem 3.2] guarantees the existence of a Dedekind domain (with torsion divisor class group) whose elasticity is $r$. Let $D_1$ be a Dedekind domain such that $\rho(D_1) = 3/2$. Since $\rho(D_1) > 1$, the domain $D_1$ is not an HFD. Thus, not every RBFD is an FFD. On the other hand, let $D_2$ be a Dedekind domain such that $\rho(D_2) = \infty$. As we will see in Corollary 4.16, every Dedekind domain is an FFD. As a result, $D_2$ is an FFD that is not an RBFD. Therefore not every FFD is an RBFD.

Following A. Grams and H. Warner [33], we say that an integral domain $R$ is an idf-domain if every nonzero element of $R$ has at most finitely many non-associate irreducible divisors. We next give several useful characterizations of an FFD.

**Proposition 4.3.** ([4, Theorem 5.1] and [10, Theorem 1]) The following statements are equivalent for an integral domain $R$.

(a) $R$ is an FFD.

(b) $R$ is an atomic idf-domain.

(c) Every element of $R^*$ has only finitely many non-associate divisors.

(d) Every nonzero principal ideal of $R$ contains only finitely many principal ideals.

(e) For any infinite family $\{x_iR \mid i \in I\}$ of principal ideals, $\bigcap_{i \in I} x_iR = \{0\}$.

(f) For every $xU(R) \in G(R)^+$, the interval $[0, xU(R)]$ of the ordered monoid $G(R)^+$ is finite.

**Proof.** (a) $\iff$ (b) $\iff$ (c): It follows directly from Proposition 3.6.

(c) $\iff$ (d): It is clear as, for all $x, y \in R^*$, it follows that $x$ divides $y$ in $R^*$ if and only if $yR \subseteq xR$.

(d) $\iff$ (e): This is straightforward.

(c) $\iff$ (f): Since $G(R)^+ = R_{\text{red}}^*$, we only need to observe that, for every $y \in R^*$, the inclusion $yU(R) \in [0, xU(R)]$ holds if and only if $y$ divides $x$ in $R^*$. □

**Remark 4.4.** A graph-theoretic characterization of an FFD has recently been provided by J. D. LaGrange in [40, Theorem 13].

\[^2\text{Although R. Valenza coined the term elasticity and introduced it in the context of algebraic rings of integers, it is worth noting that J. L. Steffan [43] also studied elasticity about the same time in the more general context of Dedekind domains.}\]
Following D. D. Anderson and B. Mullins [10], we say that an integral domain $R$ is a \textit{strong finite factorization domain} (or an SFFD) if every nonzero element of $R$ has only finitely many divisors, and we say that $R$ is a \textit{strong idf-domain} if every nonzero element of $R$ has only finitely many divisors which are either units or irreducibles. We can characterize SFFDs as follows.

**Proposition 4.5.** ([10, Theorem 5]) \textit{The following statements are equivalent for an integral domain $R$.}

(a) $R$ is an SFFD.

(b) $R$ is an atomic strong idf-domain.

(c) $R$ is an FFD and $U(R)$ is finite.

\textbf{Proof.} (a) \Rightarrow (b): Consider the map $\ell: R^* \to \mathbb{N}_0$ defined by letting $\ell(x)$ be the number of nonunit divisors of $x$ in $R$. Clearly, $\ell(u) = 0$ for every $u \in U(R)$. If $x, y \in R^*$, then every nonunit divisor of $x$ divides $xy$, and for every nonunit divisor $d$ of $y$, we see that $xd$ divides $xy$ but does not divide $x$; whence $\ell(xy) \geq \ell(x) + \ell(y)$. As a result, $\ell$ is a length function. Since $R$ is a BFD by Proposition 4.1, it must be atomic. In addition, it is clear that $R$ is a strong idf-domain.

(b) \Rightarrow (c): That $R$ is an FFD follows from Proposition 4.3. In addition, $U(R)$ is the set of divisors of 1, and therefore, it must be finite.

(c) \Rightarrow (a): Since $R$ is an FFD, every element of $R^*$ has only finitely many non-associate divisors. In addition, every element of $R^*$ has only finitely many associates because $U(R)$ is finite. Hence every element of $R^*$ must admit only finitely many divisors. Thus, $R$ is an SFFD. \hfill $\square$

Not every FFD is an SFFD; indeed there are integral domains with all its subrings being FFDs that are not SFFD. The following example was given in [10, Remark 3].

**Example 4.6.** For $p \in \mathbb{P}$ and $m \in \mathbb{N}$, let $\mathbb{F}_{p^m}$ be the finite field of cardinality $p^m$. Since for every $n \in \mathbb{N}$, the field $\mathbb{F}_{p^m}$ contains a copy of $\mathbb{F}_{p^{m-1}}$ as a subfield, we can consider the field $\mathbb{F} = \bigcup_{n \in \mathbb{N}_0} \mathbb{F}_{p^n}$. Although $\mathbb{F}$ is an infinite field, every proper subring of $\mathbb{F}$ is a finite field and so an SFFD. However, $\mathbb{F}$ is not an SFFD because $|U(\mathbb{F})| = |\mathbb{F}^*| = \infty$. Lastly, observe that every subring of $\mathbb{F}$ is a field, and therefore, an FFD.

**4.2. Some Relevant Classes of BFDs and FFDs.** In this subsection, we identify some relevant classes of BFDs and FFDs.

It is clear that every HFD is a BFD. Observe, however, that a BFD need not be an HFD; for instance, the BFD $\mathbb{Q}[X^2, X^3]$ is not an HFD because $(X^2)^3 = (X^3)^2$. Similarly, although every FFD is a BFD, there are BFDs that are not FFDs; indeed, the integral domain $\mathbb{R} + \mathbb{X}[C][X]$ is a BFD (by Theorem 4.9) that is not an FFD (see Example 4.10). As we illustrate in the next example, for every $q \in \mathbb{Q}_{>0}$, the monoid domain $\mathbb{Q}[M_q]$, where $M_q = \{0\} \cup \mathbb{Q}_{ \geq q}$, is a BFD that is neither an HFD nor an FFM. The monoid domain $\mathbb{Q}[M]$ seems to be used first by Gilmer in [25, page 189] as an example of an integral domain satisfying ACCP with a localization not satisfying ACCP. The same monoid domain was used in [4, Example 2.7(a)] as an example of a one-dimensional BFD with a localization that is not a BFD (cf. Example 5.21). The fact that $\mathbb{Q}[M]$ is a BFD that is not an FFD was implicit in [4, Example 4.1(b)] and later observed in [37, Example 3.26].

**Example 4.7.** For $q \in \mathbb{Q}_{>0}$, let $M_q$ denote the additive monoid $\{0\} \cup \mathbb{Q}_{ \geq q}$. Note that $M_q$ is one of the monoids in Example 3.5, and so it is a BFM. By a simple degree consideration, one can verify that the monoid domain $\mathbb{Q}[M_q]$ is a BFD (cf. [29, Theorem 4.3(2)]). It is clear that $\mathcal{S}(M_q) = \{q, 2q\} \cap \mathbb{Q}$. Then for every $n \in \mathbb{N}$ with $n > 2/q$, both $q + \frac{2}{n}$ and $q + \frac{2}{n} - \frac{1}{n}$ are irreducibles in $M_q$ and $3q = (q + \frac{2}{n} + \frac{1}{n}) + (q + \frac{2}{n} - \frac{1}{n})$. Since $|Z(3q)| = \infty$, the monoid $M_q$ is not an FFM. Therefore part (1) of Proposition 6.27 guarantees that $\mathbb{Q}[M_q]$ is not an FFD. Finally, we
check that \( \mathbb{Q}[M_q] \) is not an HFD. To do this, take \( q_1, q_2 \in \mathcal{S}(M_q) \) such that \( q_1 \neq q_2 \), and then write \( q_1 = a_1/b_1 \) and \( q_2 = a_2/b_2 \) for some \( a_1, a_2, b_1, b_2 \in \mathbb{N} \) such that \( \gcd(a_1, b_1) = \gcd(a_2, b_2) = 1 \). Observe that \( X^{a_1a_2} = (X^{a_1})^{a_2b_1} = (X^{a_2})^{a_1b_2} \). Since \( a_2b_1 \neq a_1b_2 \), we see that \( (X^{a_1})^{a_2b_1} \) and \( (X^{a_2})^{a_1b_2} \) are factorizations of \( X^{a_1a_2} \) with different lengths. Thus, \( \mathbb{Q}[M_q] \) is not an HFD (for a more general result in this direction, see [31, Theorem 4.4]).

As a consequence of Corollary 3.2, every BFD satisfies ACCP. The reverse implication of this observation does not hold in general, as we proceed to illustrate with an example of a monoid domain first given in [4, Example 2.1].

**Example 4.8.** We have seen in Example 3.3 that the additive monoid \( M = \langle 1/p \mid p \in \mathbb{P} \rangle \) satisfies ACCP but is not a BFM. In addition, we have seen that \( \mathcal{S}(M) = \{ 1/p \mid p \in \mathbb{P} \} \). Now consider the monoid domain \( \mathbb{Q}[M] \). From the fact that \( M \) satisfies ACCP, we can easily argue that \( \mathbb{Q}[M] \) also satisfies ACCP. However, \( \mathbb{Q}[M] \) is not a BFD; indeed, for every \( p \in \mathbb{P} \), there is a length-\( p \) factorization of \( X \), namely, \( X = (X^{1/p})^p \).

Noetherian domains are among the most important examples of BFDs.

**Theorem 4.9.** ([4, Proposition 2.2]) Every Noetherian domain is a BFD.

*Proof.* Let \( R \) be a Noetherian domain, and take \( x \in R^* \setminus U(R) \). We know that there are only finitely many height-one prime ideals over \( xR \) in \( R \), namely, \( P_1, \ldots, P_n \). By the Krull Intersection Theorem, for every \( i \in [1, n] \), there is a \( k_i \in \mathbb{N} \) such that \( x \notin P_i^{k_i} \). Set \( k = \max\{ k_i \mid i \in [1, n] \} \). We claim that \( \max L(x) < kn \). Suppose, by way of contradiction, that \( x = x_1 \cdots x_m \) for some \( m \geq kn \) and \( x_1, \ldots, x_m \in R \setminus U(R) \). Since \( xR \) contains a power of \( P_1 \cdots P_n \), for every \( j \in [1, m] \) the inclusion \( xR \subseteq x_j R \) ensures that \( x_j \in \xi \) for some \( P \in \{ P_1, \ldots, P_n \} \). Therefore there is an \( i \in [1, n] \) such that \( x \notin P_i^{k_i} \). However, this contradicts that \( x \notin P_i^{k_i} \). Thus, the set of lengths of every nonzero nonunit of \( R \) is bounded, and so \( R \) is a BFD.

We will see that integrally closed Noetherian domains are FFDs in Corollary 4.16, and we will characterize Noetherian FFDs in Proposition 5.19. For now, it is worth noting that not every Noetherian domain is an FFD.

**Example 4.10.** (cf. Propositions 4.23 and 6.19) Consider the integral domain \( R = \mathbb{R} + \mathbb{X}[X] \). It is not hard to verify that \( R \) is a Noetherian domain, although it is a direct consequence of [15, Theorem 4]. For every \( p \in \mathbb{P} \), let \( \zeta_p \) be a primitive \( p \)-root of unity. Since \( U(R) = \mathbb{R}^* \), it is clear that distinct primes yield non-associate primitive roots of unity. Then \( \{ (\zeta_p X)(\zeta_p^{-1} X) \mid p \in \mathbb{P} \} \) is a set consisting of infinitely many factorizations of \( X^2 \) in \( R \). Hence \( R \) is not an FFD. As a final note, observe that \( R \) is an HFD by [6, Theorem 5.3].

For a nonempty set \( I \), let \( \{ R_i \mid i \in I \} \) be a family of subrings of the same integral domain. The integral domain \( R = \bigcap_{i \in I} R_i \) is said to be the locally finite intersection of the \( R_i \)’s if for every \( x \in R^* \), the set \( \{ i \in I \mid x \notin U(R_i) \} \) is finite. As the next proposition illustrates, we can produce BFDs by taking locally finite intersections of BFDs.

**Proposition 4.11.** ([4, page 17]) For a nonempty set \( I \), let \( \{ R_i \mid i \in I \} \) be a family of subrings of an integral domain. If \( R_i \) is a BFD for every \( i \in I \), then the locally finite intersection \( \bigcap_{i \in I} R_i \) is a BFD.

*Proof.* Set \( R = \bigcap_{i \in I} R_i \). By Proposition 4.1, for every \( i \in I \), there is a length function \( \ell_i : R_i^* \to \mathbb{N}_0 \). Since \( R \) is a locally finite intersection, the function \( \ell = \sum_{i \in I} \ell_i : R^* \to \mathbb{N}_0 \) is well defined. From the definition of \( \ell \), it immediately follows that \( \ell \) is a length function. As a result, Proposition 4.1 guarantees that \( R \) is a BFD. \( \square \)
We proceed to identify some relevant classes of FFDs. It is clear that every UFD is an FFD, but it is not hard to verify that \( \mathbb{Q}[X^2, X^3] \) (resp., \( \mathbb{Z}/2\mathbb{Z}[X^2, X^3] \)) is an FFD (resp., an SFFD) that is not even an HFD (in Example 4.10, we have seen an HFD that is not an FFD). A Cohen-Kaplansky domain (or a CKD) is an atomic domain with finitely many non-associate irreducibles. These integral domains were first investigated by I. S. Cohen and I. Kaplansky in [19] and then by D. D. Anderson and J. L. Mott in [9]. It follows from Proposition 4.3 that every CKD is an FFD.

By Theorem 4.9, every Noetherian domain is a BFD. It turns out that every one-dimensional Noetherian domain is an FFD provided that each of its residue fields is finite.

**Proposition 4.12.** ([10, Example 1]) Every one-dimensional Noetherian domain whose residue fields are finite is an FFD.

*Proof.* Let \( R \) be a one-dimensional Noetherian domain whose residue fields are finite. It follows from [41, Theorem 2.7] that \( R/I \) is finite for every nonzero proper ideal \( I \) of \( R \). Fix \( x \in R^* \setminus U(R) \). Clearly, two distinct principal ideals \( yR \) and \( yR \) of \( R \) containing the ideal \( xR \) yield distinct subgroups \( yR/xR \) and \( yR/xR \) of the additive group \( R/xR \). Since \( |R/xR| < \infty \), the principal ideal \( xR \) can only be contained in finitely many principal ideals of \( R \). Hence it follows from Proposition 4.3 that \( R \) is an FFD.

Throughout this survey, an integral domain is said to be *quasilocal* if it has exactly one maximal ideal, while it is said to be *local* if it is Noetherian and quasilocal. The following corollary, which is a direct consequence of Proposition 4.12, was first observed in [10].

**Corollary 4.13.** Every one-dimensional local domain with finite residue field is an FFD.

Let \( R \) be a one-dimensional local domain with maximal ideal \( M \). Since by Corollary 4.13 we know that \( R \) is an FFD provided that \( R/M \) is finite, we may wonder what happens in the case where \( R/M \) is infinite. Under the assumption that \( R/M \) is infinite, it follows that \( R \) is an FFD if and only if \( R \) is integrally closed; this is [10, Corollary 4].

As for BFDs, we can produce new FFDs by considering locally finite intersections of FFDs.

**Proposition 4.14.** ([10, Theorem 2]) For a nonempty set \( I \), let \( \{R_i \mid i \in I\} \) be a family of subrings of an integral domain. If \( R_i \) is an FFD for every \( i \in I \), then the locally finite intersection \( \bigcap_{i \in I} R_i \) is an FFD.

*Proof.* Set \( R = \bigcap_{i \in I} R_i \). Take a nonunit \( x \in R^* \), and set \( J = \{i \in I \mid x \notin U(R_i)\} \). It follows from Proposition 4.3 that, for every \( j \in J \), the ideal \( xR_j \) is contained in only finitely many principal ideals of \( R_j \). We claim that the ideal \( xR \) is contained in only finitely many principal ideals of \( R \). To verify this, take \( y \in R \) such that \( xR \subseteq yR \). It is clear that \( xR_i \subseteq yR_i \) for every \( i \in I \). As a result, \( y \notin U(R_j) \) implies that \( j \in J \). Since \( J \) is finite, \( xR \) is contained in only finitely many principal ideals of \( R \). Thus, using Proposition 4.3 once again, we conclude that \( R \) is an FFD.

An important source of FFDs is the class of Krull domains. An integral domain \( R \) has finite *character* if there is a family \( \{V_i \mid i \in I\} \) of valuation overrings of \( R \) indexed by a nonempty set \( I \) such that \( R = \bigcap_{i \in I} V_i \) is a locally finite intersection.

**Theorem 4.15.** ([4, Proposition 2.2] and [33, Proposition 1]) Every Krull domain is an FFD, and thus also a BFD.
Proof. Let $R$ be a Krull domain. Mimicking the proof of Theorem 4.9, we can show that $R$ is a BFD, and therefore, an atomic domain. Now let $X$ be the set of all height-one prime ideals of $R$. Then $R$ has finite character with respect to the family of DVRs $\{R_P \mid P \in X\}$. As a result, it follows from [33, Proposition 1] that $R$ is an idf-domain. Since $R$ is an atomic idf-domain, Proposition 4.3 guarantees that $R$ is an FFD. Finally, we observe that Proposition 4.14 can be used to give an alternative proof. \hfill $\square$

**Corollary 4.16.** Integral closed Noetherian domains and, in particular, Dedekind domains and rings of algebraic integers are FFDs.

### 4.3. The $D + M$ Construction

This subsection is devoted to the $D + M$ construction, which is a rich source of examples in commutative ring theory. Let $T$ be an integral domain, and let $K$ and $M$ be a subfield of $T$ and a nonzero maximal ideal of $T$, respectively, such that $T = K + M$. For a subdomain $D$ of $K$, set $R = D + M$. This construction was introduced and studied by Gilmer [26, Appendix II] for valuation domains $T$, and then it was investigated by J. Brewer and E. A. Rutter [15] for arbitrary integral domains.

To begin with, we consider units and irreducibles in the $D + M$ construction. Recall that an integral domain is quasilocal if it contains a unique maximal ideal. When we work with the $D + M$ construction, we will often denote an element of $T$ by $\alpha + m$, tacitly assuming that $\alpha \in K$ and $m \in M$.

**Lemma 4.17.** Let $T$ be an integral domain, and let $K$ and $M$ be a subfield of $T$ and a nonzero maximal ideal of $T$, respectively, such that $T = K + M$. For a subdomain $D$ of $K$, set $R = D + M$. Then the following statements hold.

1. $U(R) = U(T) \cap R$ if and only if $D$ is a field.
2. If $T$ is quasilocal, then $U(T) = \{\alpha + m \mid \alpha \in K^*\}$ and $U(R) = \{\alpha + m \mid \alpha \in U(D)\}$.

**Proof.** (1) For the direct implication, consider $\alpha \in D^*$. As $\alpha \in K$, it follows that $\alpha \in U(T) \cap R = U(R)$, and so $\alpha^{-1} \in K \cap R = D$. Hence $D$ is a field. Conversely, assume that $D$ is a field. It is clear that $U(R) \subseteq U(T) \cap R$. To argue the reverse inclusion, take $\alpha + m_1 \in U(T) \cap R$, and then let $\beta + m_2$ be the inverse of $\alpha + m_1$ in $T$. Since $D$ is a field and $(\alpha + m_1)(\beta + m_2) = 1$, we see that $\beta = \alpha^{-1} \in D$, and so $\beta + m_2 = \alpha^{-1} + m_2 \in R$. Thus, $\alpha + m_1 \in U(R)$.

(2) The first equality is an immediate consequence of the fact that in a quasilocal domain the units are precisely the elements outside the unique maximal ideal. To check the second equality, take $\alpha + m_1 \in U(R)$ and let $\beta + m_2 \in R$ be the inverse of $\alpha + m_1$ in $R$. As in the previous part, $\alpha^{-1} = \beta \in D$, and so $\alpha \in U(D)$. Conversely, any $\alpha + m_1 \in R$ with $\alpha \in U(D)$ is a unit in $T$, and its inverse $\beta + m_2$ is such that $\beta \in D$, whence $\alpha + m_1 \in U(R)$. \hfill $\square$

**Lemma 4.18.** Let $T$ be an integral domain, and let $K$ and $M$ be a subfield of $T$ and a nonzero maximal ideal of $T$, respectively, such that $T = K + M$. For a subdomain $D$ of $K$, set $R = D + M$. Then $\mathcal{J}(R) \subseteq U(T) \cup \mathcal{J}(T)$. Moreover, the following statements hold.

1. If $D$ is a field, then $\mathcal{J}(R) \subseteq \mathcal{J}(T)$.
2. If $T$ is quasilocal and $D$ is a field, then $\mathcal{J}(R) = \mathcal{J}(T) \subseteq M$.

**Proof.** Let $a = d + m \in \mathcal{J}(R)$, where $d \in D$ and $m \in M$. If $m = 0$, then $a \in D^* \subseteq U(T)$. So assume that $m \neq 0$. Take $x, y \in T$ such that $a = xy$. If $d = 0$, then either $x \in M$ or $y \in M$. Assume that $x \in M$ and write $a = (k^{-1}x)(ky)$ for some $k \in K^*$ such that $ky \in R$. Because $a$ is irreducible in $R$, either $k^{-1}x \in U(R)$ or $ky \in U(R)$. Since $x \in M$, it follows that $ky \in U(R) \subseteq U(T)$. Thus, $y \in U(T)$, and so $a \in \mathcal{J}(T)$. If $d \neq 0$, then there are $k_1, k_2 \in K^*$ with $k_1k_2 = d$ such that $x = k_1(1 + m_1)$ and $y = k_2(1 + m_2)$. As $a = d(1 + m_1)(1 + m_2)$, either $d(1 + m_1) \in U(R) \subseteq U(T)$ or
1 + m_2 \subseteq U(R) \subseteq U(T). Hence either x or y (or both) belongs to U(T), and so a \in U(T) \cup \mathcal{I}(T). As a consequence, \mathcal{I}(R) \subseteq U(T) \cup \mathcal{I}(T).

(1) If D is a field, then it follows from part (1) of Lemma 4.17 that \mathcal{I}(R) \cap U(T) is empty. This, along with \mathcal{I}(R) \subseteq U(T) \cup \mathcal{I}(T), implies the desired inclusion.

(2) By part (1), \mathcal{I}(R) \subseteq \mathcal{I}(T), and by part (2) of Lemma 4.17, \mathcal{I}(T) \subseteq M. As \mathcal{I}(T) \subseteq R, if an irreducible a in T factors as a = xy for x, y \in R, then it follows from part (1) of Lemma 4.17 that either x \in U(T) \cap R = U(R) or y \in U(T) \cap R = U(R), and so a \in \mathcal{I}(R). Thus, \mathcal{I}(T) \subseteq \mathcal{I}(R). □

Remark 4.19. With the notation as in Lemma 4.18, the inclusion \mathcal{I}(R) \subseteq U(T) \cup \mathcal{I}(T) may be proper. For instance, taking \( R = \mathbb{Z} + X\mathbb{Q}[X] \) and \( T = \mathbb{Q}[X] \), we can see that \( 4 \in U(T) \setminus \mathcal{I}(R) \) and \( X + 2 \in \mathcal{I}(T) \setminus \mathcal{I}(R) \). Moreover, the inclusion \mathcal{I}(R) \subseteq \mathcal{I}(T) may be proper even when \( D \) is a field. To see this, it suffices to take \( R = \mathbb{Q} + X\mathbb{R}[X] \) and \( T = \mathbb{R}[X] \), and then observe that \( X + \pi \in \mathcal{I}(T) \setminus \mathcal{I}(R) \).

We proceed to examine when the \( D + M \) construction yields BFDs and FFDs.

Proposition 4.20. ([4, Proposition 2.8]) Let \( T \) be an integral domain, and let \( K \) and \( M \) be a subfield of \( T \) and a nonzero maximal ideal of \( T \), respectively, such that \( T = K + M \). For a subdomain \( D \) of \( K \), set \( R = D + M \). Then \( R \) is a BFD if and only if \( T \) is a BFD and \( D \) is a field.

Proof. For the direct implication, suppose that \( R \) is a BFD. Assume, by way of contradiction, that \( D \) is not a field, and take \( d \in D \) such that \( d^{-1} \notin D \). In this case, \( d \notin U(R) \), and for every \( m \in M \) the decomposition \( m = d(d^{-1}m) \) ensures that \( m \notin \mathcal{I}(R) \). Then no element of \( M \setminus \{0\} \) factors into irreducibles, contradicting that \( R \) is atomic. Thus, \( D \) must be a field.

We proceed to argue that \( T \) is a BFD. Fix \( x \in T^* \setminus U(T) \), and take \( k \in K^* \) such that \( xk^{-1} \in R \). As \( R \) is atomic, \( xk^{-1} \) factors into irreducibles in \( R \), and so Lemma 4.18 ensures that \( x \) factors into irreducibles in \( T \). Therefore \( T \) is atomic. We can readily check that for every \( m \in M \), the element \( m \) (resp., \( 1 + m \)) is irreducible in \( R \) if and only if \( m \) (resp., \( 1 + m \)) is irreducible in \( T \). Suppose that \( xk^{-1} = \prod_{i=1}^{r} m_i \prod_{j=1}^{s} (\alpha_j + m'_j) \) for irreducibles \( m_1, \ldots, m_r \in M \) and \( \alpha_1 + m'_1, \ldots, \alpha_s + m'_s \in K^* + M \) of \( T \). Set \( \alpha = \prod_{j=1}^{s} \alpha_j \). If \( r = 0 \), then \( \alpha \in R \) and so \( xk^{-1} \) factors as a product of \( r + s \) irreducibles in \( R \) as \( xk^{-1} = \alpha(1 + \alpha^{-1}m'_1) \prod_{j=2}^{s} (1 + \alpha^{-1}m'_j) \). If \( r > 0 \), then \( xk^{-1} \) still factors as a product of \( r + s \) irreducibles in \( R \) as \( xk^{-1} = (\alpha m_1) \prod_{i=2}^{r} m_i \prod_{j=1}^{s} (1 + \alpha^{-1}m'_j) \). Hence \( L_T(x) = L_T(xk^{-1}) \subseteq L_R(xk^{-1}) \). Thus, \( T \) is also a BFD.

For the reverse implication, suppose that \( T \) is a BFD and \( D \) is a field. Fix \( x \in R^* \setminus U(R) \), and write \( x = \prod_{i=1}^{r} m_i \prod_{j=1}^{s} (\alpha_j + m'_j) \) for irreducibles \( m_1, \ldots, m_r \in M \) and \( \alpha_1 + m'_1, \ldots, \alpha_s + m'_s \in K^* + M \) in \( T \). As before, set \( \alpha = \prod_{j=1}^{s} \alpha_j \). Observe that if \( r = 0 \), then \( \alpha \in R \), and so \( x \) factors into irreducibles in \( R \) as \( x = \alpha \prod_{j=1}^{s} (1 + \alpha^{-1}m'_j) \). If \( r > 0 \), then \( x \) still factors into irreducibles in \( R \) as \( x = (\alpha m_1) \prod_{i=2}^{r} m_i \prod_{j=1}^{s} (1 + \alpha^{-1}m'_j) \). Hence \( R \) is atomic. Finally, observe that since \( D \) is a field, the inclusion \( \mathcal{I}(R) \subseteq \mathcal{I}(T) \) holds by Lemma 4.18. This guarantees that \( L_R(x) \subseteq L_T(x) \). Thus, \( R \) is also a BFD. □

Remark 4.21. With the notation as in Proposition 4.20, we have also proved that \( R \) is atomic if and only if \( T \) is atomic and \( D \) is a field. The same assertion holds if we replace being atomic by satisfying ACCP (see [4, Proposition 1.2]).

Two of the most important special cases of the \( D + M \) construction are the following.

Example 4.22. Let \( F_1 \subseteq F_2 \) be a proper field extension.
Finally, it is worth noting that certain ring-theoretic properties of $R_1$ and $R_2$ only depend on the field extension $F_1 \subseteq F_2$. For instance, both $R_1$ and $R_2$ are Noetherian if and only if $[F_2 : F_1] < \infty$ [15, Theorem 4], while both $R_1$ and $R_2$ are integrally closed if and only if $F_1$ is algebraically closed in $F_2$ (cf. [15, page 35]).

Now we give a result for FFDs that is parallel to Proposition 4.20.

**Proposition 4.23.** ([4, Proposition 5.2]) Let $T$ be an integral domain, and let $K$ and $M$ be a subfield of $T$ and a nonzero maximal ideal of $T$, respectively, such that $T = K + M$. For a subdomain $D$ of $K$, set $R = D + M$. Then $R$ is an FFD if and only if $T$ is an FFD, $D$ is a field, and $K^*/D^*$ is finite.

**Proof.** For the direct implication, suppose that $R$ is an FFD. Since $R$ is in particular a BFD, $D$ must be a field by Proposition 4.20. We proceed to verify that $K^*/D^*$ is finite. Take $m \in M \setminus \{0\}$. Note that in any factorization of $m$ into irreducibles of $R$, one of the irreducibles must belong to $M$. After replacing $m$ by such an irreducible, we can assume that $m$ belongs to both $\mathcal{J}(R)$ and $\mathcal{J}(T)$. Observe that for $\alpha, \beta \in K^*$ the elements $\alpha m$ and $\beta m$ are irreducibles in both $R$ and $T$, and they are associate elements in $R$ if and only if $\alpha$ and $\beta$ determine the same coset of $K^*/D^*$. On the other hand, the set $\{\alpha m \mid \alpha \in K^*\} \subseteq R$ has only finitely many non-associate elements because it consists of divisors of $m^2$ in $R$. As a result, $K^*/D^*$ is a finite group.

By Proposition 4.3, proving that $T$ is an FFD amounts to verifying that every $x \in T$ has finitely many non-associate irreducible divisors. After replacing $x$ by $\alpha x$ for some $\alpha \in K^*$, we can assume that $x \in R$. Suppose that $x_1, \ldots, x_n$ form a maximal set of non-associate irreducible divisors of $x$ in $R$. Let $x = \prod_{i=1}^s m_i \prod_{j=1}^r (\alpha_j + m_j')$ be a factorization of $x$ into irreducibles of $T$, where $\alpha_1, \ldots, \alpha_r \in K^*$ and $m_1, \ldots, m_s, m_1', \ldots, m_r' \in M$. If $x \in M$, then $r > 0$, and therefore, the elements $m_1, \ldots, m_r$ and $1 + \alpha_1^{-1} m_1', \ldots, 1 + \alpha_r^{-1} m_r'$ are irreducible divisors of $x$ in $R$. Hence they are associate to some of the elements $x_1, \ldots, x_n$ in $T$. On the other hand, if $x \notin M$, then $r = 0$. Therefore we can write $x = \alpha \prod_{j=1}^r (1 + \alpha_j^{-1} m_j')$, where $\alpha = \prod_{j=1}^r \alpha_j \in D^*$. In this case, the elements $1 + \alpha_1^{-1} m_1', \ldots, 1 + \alpha_r^{-1} m_r'$ are irreducible divisors of $x$ in $R$, and as a result, they are associate to some of the elements $x_1, \ldots, x_n$ in $T$. So in any case, the irreducible factors on the right-hand side of $x = \prod_{i=1}^s m_i \prod_{j=1}^r (\alpha_j + m_j')$ are associate to some of the elements $x_1, \ldots, x_n$. Thus, $x$ has finitely many non-associate irreducible divisors.

For the reverse implication, take $x \in R^*$. We will verify that $x$ has only finitely many non-associate irreducible divisors in $R$. Assume that $x_1, \ldots, x_n \in R$ form a maximal set of non-associate irreducible divisors of $x$ in $T$, and let $\alpha_1 D^*, \ldots, \alpha_n D^*$ be the cosets of $D^*$ in $K^*$. If $d \in D$ is an irreducible divisor of $x$ in $R$, then $d \in \mathcal{J}(T)$ because $D$ is a field, and therefore, $d \in \bigcup_{j=1}^n x_j K^* = \bigcup_{i=1}^s \bigcup_{j=1}^r \alpha_i x_j D^*$. Thus, every irreducible divisor of $x$ in $R$ is associate to some element in $\{\alpha_i x_j \mid (i, j) \in [1, s] \times [1, r]\}$. It now follows from Proposition 4.20 and Proposition 4.3 that $R$ is an FFD.

**Remark 4.24.** With the notation as in Proposition 4.23, when $D$ is a field it follows from Brandis’ Theorem [14] that $K^*/D^*$ is finite if and only if $K$ is finite or $D = K$.

We conclude this section revisiting Example 4.22.
Example 4.25. Let $F_1 \subseteq F_2$ be a field extension, and set $R_1 = F_1 + XF_2[X]$ and $R_2 = F_1 + XF_2[[X]]$. As with the properties of being Noetherian and integrally closed, whether $R_1$ and $R_2$ are FFDs only depends on the field extension $F_1 \subseteq F_2$. Indeed, because $F_2[X]$ and $F_2[[X]]$ are both FFDs, Proposition 4.23 guarantees that $R_1$ and $R_2$ are FFDs if and only if $F_2^2/F_1^2$ is finite. Since $F_1 \neq F_2$, it follows from Brandis’ Theorem [14] that $F_2^2/F_1^2$ is finite if and only if $F_2$ is finite. Finally, if $F_2$ is finite, then $|U(R_1)| = |F_1^*| < \infty$, and it follows from Proposition 4.5 that $R_1$ is, in fact, an SFFD.

5. Subrings, Ring Extensions, and Localizations

In this section, we study when being a BFD (resp., an FFD) transfers from an integral domain to its subrings and overrings. We pay special attention to ring extensions by localization.

5.1. Inert Extensions. Let $A \subseteq B$ be a ring extension. Following Cohn [20], we call $A \subseteq B$ an inert extension if $xy \in A$ for $x, y \in B^*$ implies that $ux, u^{-1}y \in A$ for some $u \in U(B)$. Let $A \subseteq B$ be an inert extension of integral domains. Take $x, y \in B$ such that $xy = a \in J(A) \setminus U(B)$, and then write $a = (ux)(u^{-1}y)$ for some $u \in U(B)$ such that $ux, u^{-1}y \in A$. So either $ux$ or $u^{-1}y$ belongs to $U(A)$, and therefore, either $x$ or $y$ belongs to $U(B)$. Thus, $a \in J(B)$. As a result, $J(A) \subseteq U(B) \cup J(B)$.

We record this last observation, which was first given in [5, Lemma 1.1].

Remark 5.1. If $A \subseteq B$ is an inert extension of integral domains, then $J(A) \subseteq U(B) \cup J(B)$.

As a result of the previous remark, one can easily check that if $A \subseteq B$ is an inert extension of integral domains with $U(A) = U(B) \cap A$, then $J(A) = J(B) \cap A$.

Example 5.2. Let $R$ be an integral domain. It is clear that the extension $R \subseteq R[X]$ is inert. On the other hand, consider the extension $R[X^2] \subseteq R[X]$. Clearly, $U(R[X^2]) = U(R)$. Observe, in addition, that $X^2 = X^2 \in R[X^2]$ even though $uX \notin R[X^2]$ for any $u \in U(R)$.

The extensions $D \subseteq R = D + M$ and $R \subseteq T = K + M$ in the $D + M$ construction are both inert.

Lemma 5.3. Let $T$ be an integral domain, and let $K$ and $M$ be a subfield of $T$ and a nonzero maximal ideal of $T$, respectively, such that $T = K + M$. For a subdomain $D$ of $K$, set $R = D + M$. Then the extensions $D \subseteq R$ and $R \subseteq T$ are both inert.

Proof. First, we prove that $D \subseteq R$ is inert. Take $\alpha_1 + m_1$ and $\alpha_2 + m_2$ in $R$ with nonzero $\alpha_1$ and $\alpha_2$ such that $(\alpha_1 + m_1)(\alpha_2 + m_2) \in D$. Then $(\alpha_1 + m_1)(\alpha_2 + m_2) = \alpha_1\alpha_2$, and therefore, $1 + \alpha_1^{-1}m_1$ and $1 + \alpha_2^{-1}m_2$ are units in $R$ that are inverses of each other. After setting $u = 1 + \alpha_2^{-1}m_2$, we obtain $u(\alpha_1 + m_1) = \alpha_1 D$ and $u^{-1}(\alpha_2 + m_2) = \alpha_2 D$. Hence the extension $D \subseteq R$ is inert.

To show that $R \subseteq T$ is also inert, suppose that $xy \in R$ for some $x, y \in T$, and write $x = \alpha_1 + m_1$ and $y = \alpha_2 + m_2$. If $\alpha_1 = \alpha_2 = 0$, then $ux \in R$ and $u^{-1}y \in R$ for $u = 1$. So we assume that $\alpha_1 \neq 0$ or $\alpha_2 \neq 0$. If $\alpha_1 = 0$, then $ux \in R$ and $u^{-1}y \in R$ for $u = \alpha_2$. Similarly, if $\alpha_2 = 0$, then $ux \in R$ and $u^{-1}y \in R$ for $u = \alpha_1$. Finally, if $\alpha_1 \alpha_2 \neq 0$, then $xy \in R$ implies that $\alpha_1\alpha_2 D$, and so $ux \in R$ and $u^{-1}y \in R$ for $u = \alpha_2$.

The following example shows that extensions by localization are not necessarily inert.

Example 5.4. Let $K$ be a field and consider the integral domain $R = K[X^2, X^3]$. First, we observe that the subset $S = \{1, X^2, X^3, \ldots\}$ of $R$ is a multiplicative set and $R_S = K[X, X^{-1}]$. In addition, $U(R_S) = \{\alpha X^n \mid \alpha \in K^* \text{ and } n \in \mathbb{Z}\}$. Because $(1 - X)(1 + X) = 1 - X^2 \in R$, in order for the extension $R \subseteq R_S$ to be inert, there must be an integer $n$ such that $X^n(1 - X) \in R$ and $X^{-n}(1 + X) \in R$, which is not possible. Hence the extension $R \subseteq R_S$ is not inert.
However, localizing at certain special multiplicative sets yields inert extensions. Following [5], we say that a saturated (i.e., divisor-closed) multiplicative set $S$ of an integral domain $R$ is a splitting multiplicative set if we can write every $x \in R$ as $x = rs$ for some $r \in R$ and $s \in S$ with $rR \cap s'R = rs'R$ for every $s' \in S$.

**Lemma 5.5.** ([5, Proposition 1.5]) Let $R$ be an integral domain, and let $S$ be a splitting multiplicative set of $R$. Then $R \subseteq RS$ is an inert extension.

**Proof.** Take $x, y \in RS$ such that $xy = r \in R$. As $S$ is a splitting multiplicative set, there are $a, b \in R$ and $s, t, u, v \in S$ with $x = ast^{-1}$ and $y = bwv^{-1}$ such that $aR \cap s'R = as'R$ and $bR \cap s'R = bs'R$ for every $s' \in S$. Since $absu = rtv \in bR \cap vtR = bvtR$, there is a $c \in R$ satisfying $asu = cvt$. Taking $w = u/v \in U(RS)$, we see that $wx = c$ and $w^{-1}y = b$, which are both in $R$. Hence the extension $R \subseteq RS$ is inert.

Multiplicative sets generated by primes are always saturated. The next proposition characterizes the multiplicative sets generated by primes that are splitting multiplicative sets.

**Lemma 5.6.** ([5, Proposition 1.6]) Let $R$ be an integral domain, and let $S$ be a multiplicative set of $R$ generated by primes. Then the following statements are equivalent.

(a) $S$ is a splitting multiplicative set.

(b) $\bigcap_{n \in \mathbb{N}} p^n R = \bigcap_{n \in \mathbb{N}} p_n R = \{0\}$ for every prime $p \in S$ and every sequence $(p_n)_{n \geq 1}$ of non-associate primes in $S$.

(c) For every nonunit $x \in R^*$, there is an $n_x \in \mathbb{N}$ such that $x \in p_1 \cdots p_n R$ for $p_1, \ldots, p_n \in S$ implies that $n \leq n_x$.

**Proof.** (b) $\iff$ (c): It follows easily.

(a) $\Rightarrow$ (c): Take a nonunit $x \in R^*$. As $S$ is generated by primes, we can write $x = rp_1' \cdots p_{n_x}'$ for some $n_x \in \mathbb{N}$ and (possibly repeated) primes $p_1', \ldots, p_{n_x}' \in S$ such that $rR \cap s'R = rs'R$ for every $s' \in S$. Observe that none of the primes $p$ in $S$ divides $r$ as, otherwise, $rpR = rR \cap pR = rR$, which would imply that $p$ is a unit. As a result, if $x \in p_1 \cdots p_n R$ for some $p_1, \ldots, p_n \in S$, then $n \leq n_x$.

(c) $\Rightarrow$ (a): Fix a nonunit $x \in R^*$, and then take the smallest $n_x \in \mathbb{N}$ among those satisfying (c). So there are (possibly repeated) primes $p_1, \ldots, p_{n_x} \in S$ such that $s = p_1 \cdots p_{n_x} \in S$ divides $x$. Take $a \in R$ such that $x = as$. It is clear that no prime in $S$ can divide $a$. Now if $y = ar \in aR \cap s'R$ for some $r \in R$ and $s' \in S$, then the fact that $S$ is generated by primes (none of them dividing $a$) guarantees that $s'$ divides $r$, and so $y \in as'R$. Thus, $aR \cap s'R = as'R$ for every $s' \in S$, and we conclude that $S$ is a splitting multiplicative set.

**Corollary 5.7.** ([5, Corollary 1.7]) Let $R$ be an atomic domain. Then every multiplicative set of $R$ generated by primes is a splitting multiplicative set.

**Proof.** Let $S$ be a multiplicative set of $R$ generated by primes. Suppose that $x$ is a nonunit in $R^*$. Because $R$ is atomic, $x = a_1 \cdots a_n$ for some $a_1, \ldots, a_n \in \mathcal{J}(R)$. If $x \in p_1 \cdots p_m R$ for some primes $p_1, \ldots, p_m \in S$, then there exists a permutation $\sigma : [1, n] \to [1, n]$ such that $p_i$ and $a_{\sigma(i)}$ are associates in $R$ for every $i \in [1, m]$. As a result, $m \leq n$. It then follows from Lemma 5.6 that $S$ is a splitting multiplicative set.

In general, multiplicative sets generated by primes are not always splitting multiplicative sets. On the other hand, there are splitting multiplicative sets that are not generated by primes. The following examples, which can be found in [5, Example 1.8] confirm these observations.
Example 5.8.

(1) Let \( R \) be a two-dimensional valuation domain with height-one prime ideal \( P \) and principal maximal ideal \( M = pR \). In addition, let \( S \) be the multiplicative set of \( R \) generated by \( p \). Since \( \bigcap_{n \in \mathbb{N}} p^nR = P \neq \{0\} \), it follows from Lemma 5.6 that \( S \) is not a splitting multiplicative set. Finally, note that \( p \) can be chosen so that \( V[1/p] \) is a DVR.

(2) Consider the integral domain \( R = \mathbb{Z} + X\mathbb{Q}[[X]] \), and set \( S = \mathbb{Z}^* \). It is clear that \( S \) is a multiplicative set generated by primes and \( RS = \mathbb{Q}[[X]] \). However, Lemma 5.6 guarantees that \( S \) is not a splitting multiplicative set because \( \bigcap_{n \in \mathbb{N}} p^nR = X\mathbb{Q}[[X]] \neq \{0\} \) for every prime \( p \) in \( S \) and \( \bigcap_{n \in \mathbb{N}} p^nR = X\mathbb{Q}[[X]] \neq \{0\} \) for every sequence \((p_n)_{n \in \mathbb{N}}\) of non-associate primes in \( S \).

(3) Let \( R \) be a GCD-domain that is not a UFD (for instance, a non-discrete one-dimensional valuation domain), and consider the integral domain \( R[X] \). It is clear that \( S = R^* \) is a multiplicative set of \( R[X] \). Since \( R \) is a GCD-domain, every \( p(X) \in R[X]^* \) can be written as \( c(p)p'(X) \), where \( c(p) \in S \) is the content of \( p(X) \) and \( p'(X) \in R[X] \) has content 1. For \( s \in S \), take \( p'(X)q(X) \in p'(X)R[X] \cap sR[X] \), and note that \( c(q) \in sR \) by Gauss’ Lemma. This implies that \( p'(X)q(X) \in sp'(X)R[X] \), and so \( p'(X)R[X] \cap sR[X] = sp'(X)R[X] \). As a result, \( S \) is a splitting multiplicative set. Finally, observe that \( S \) cannot be generated by primes because \( R \) is not a UFD.

As for the case of splitting multiplicative sets, multiplicative sets generated by primes yield inert extensions.

Lemma 5.9. ([5, Proposition 1.9]) Let \( R \) be an integral domain, and let \( S \) be a multiplicative set of \( R \) generated by primes. Then \( R \subseteq RS \) is an inert extension.

Proof. Take \( x, y \in RS \) such that \( xy \in R \). Now write \( x = a(p_1 \cdots p_m)^{-1} \) and \( y = b(q_1 \cdots q_n)^{-1} \) for elements \( a, b \in R \) and primes \( p_1, \ldots, p_m, q_1, \ldots, q_n \) in \( S \) such that \( a \notin p_iR \) for any \( i \in [1, m] \) and \( b \notin q_jR \) for any \( j \in [1, n] \). Because \( xy \in R \), it follows that \( b \in p_1 \cdots p_mR \) and \( a \in q_1 \cdots q_nR \). Then after setting \( u = p_1 \cdots p_m(q_1 \cdots q_n)^{-1} \in U(RS) \), we see that \( ux = a(q_1 \cdots q_n)^{-1} \in R \) and \( u^{-1}y = b(p_1 \cdots p_m)^{-1} \in R \). Thus, \( R \subseteq RS \) is an inert extension. \( \square \)

Some of the results we will discuss in the next two subsections have been generalized by D. D. Anderson and J. R. Juett in [8] to the context of inert extensions \( A \subseteq B \) of integral domains that satisfy \( U(A) = U(B) \cap A \) and \( B = AU(B) \).

5.2. Subrings. In general, the properties of being a BFD or an FFD are not inherited by subrings.

Example 5.10. Let \( A = \mathbb{Z} + X\mathbb{Q}[[X]] \subseteq B = \mathbb{Q}[[X]] \). Since \( B \) is a UFD, it is in particular a BFD and an FFD. However, as \( \mathbb{Z} \) is not a field, it follows from Proposition 4.20 that \( A \) is neither a BFD nor an FFD.

The following proposition is an immediate consequence of Proposition 3.4.

Proposition 5.11. ([4, page 9]) Let \( A \subseteq B \) be an extension of integral domains with \( U(A) = U(B) \cap A \). If \( B \) is a BFD, then \( A \) is also a BFD. In particular, if an integral extension of an integral domain \( A \) is a BFD, then \( A \) is also a BFD.

As the following example shows, the converse of Proposition 5.11 does not hold.

Example 5.12. Consider the extension of integral domains \( A = \mathbb{Q}[X] \subseteq B = \mathbb{Q}[M] \), where \( M \) is the additive submonoid of \( \mathbb{Q}_{>0} \) generated by the set \( \{1/p \mid p \in \mathbb{P}\} \). Since \( M \) is a reduced monoid, \( U(A) = \mathbb{Q}^* = U(B) = U(B) \cap A \). It is clear that \( A \) is a BFD. However, we have seen in Example 4.8 that \( B \) is not a BFD.
By strengthening the hypothesis of Proposition 5.11, we can obtain a version for FFDs.

**Proposition 5.13.** ([10, Theorem 3]) Let $A \subseteq B$ be an extension of integral domains. Suppose that $(U(B) \cap \mathfrak{q}(A)^*)/U(A)$ is finite. If $B$ is an FFD, then $A$ is also an FFD.

*Proof.* Take $x \in A^*$, and let $D \subseteq A^*$ be the set of divisors of $x$ in $A^*$. Since $B$ is an FFD, Proposition 4.3 ensures that $x$ has only finitely many non-associate divisors in $B$, namely, $x_1, \ldots, x_m$. Clearly, $D \subseteq \bigcup_{i=1}^m x_i U(B)$. Because $(U(B) \cap \mathfrak{q}(A)^*)/U(A)$ is finite, only finitely many cosets $g U(A)$ of $U(B) \cap \mathfrak{q}(A)^*$ intersect $D$. Let them be $g_1 U(A), \ldots, g_n U(A)$. For each pair $(i, j) \in [1, m] \times [1, n]$, take $x_{i,j} \in D$ such that $x_{i,j} \in x_i U(B) \bigcap g_j U(A)$. Now take $y \in A^*$ with $x \in y A$. Since $y \in D$, there must be a pair $(i, j) \in [1, m] \times [1, n]$ such that $y \in x_i U(B) \bigcap g_j U(A) \subseteq \mathfrak{q}(A)$, and so $yx_{i,j}^{-1} \in U(B) \cap \mathfrak{q}(A) \cap U(A) = U(A)$. Hence every divisor of $x$ in $A^*$ is an associate of one of the elements $x_{i,j}$. Thus, $A$ is an FFD by Proposition 4.3. \qed

The converse of Proposition 5.13 does not hold, as the next example illustrates.

**Example 5.14.** Consider the extension of integral domains $A = \mathbb{Q}[X] \subseteq B = \mathbb{Q}[M]$, where $M$ is the additive monoid $\{0\} \cup \mathbb{Q}_{\geq 1}$. Since $M$ is reduced, $U(A) = \mathbb{Q}^* = U(B) = U(B) \cap \mathfrak{q}(A)^*$. Also, $A$ is an FFD because it is a UFD. However, we have already verified in Example 4.7 that the monoid domain $B$ is not an FFD.

Let $R$ be an integral domain, and let $S$ be a multiplicative set of $R$. The fact that $R_S$ satisfies either the bounded or the finite factorization property does not imply that $R$ does. For instance, the quotient field of every (non-BFD) integral domain is trivially an FFD. The next “Nagata-type” theorem provides a scenario where the bounded and finite factorization properties are inherited by an integral domain from some special localization.

**Theorem 5.15.** ([5, Theorems 2.1 and 3.1]) Let $R$ be an integral domain, and let $S$ be a splitting multiplicative set of $R$ generated by primes. Then the following statements hold.

1. If $R_S$ is a BFD, then $R$ is a BFD.
2. If $R_S$ is an FFD, then $R$ is an FFD.

*Proof.* Assume first that $R_S$ is atomic. Fix a nonunit $x \in R^*$. As $S$ is a splitting multiplicative set generated by primes, we can write $x = rs$ for some $r \in R$ and $s \in S$ such that $s$ is a product of primes and no prime in $S$ divides $r$ in $R$. Take $a_1, \ldots, a_n \in \mathcal{I}(R_S)$ such that $r = a_1 \cdots a_n$. Since no prime in $S$ divides $r$, we can assume that $a_1, \ldots, a_n \in \mathcal{I}(R)$. Hence $x$ can be written in $R$ as a product of irreducibles. Thus, $R$ is atomic.

1. Now assume that $R_S$ is a BFD. By the conclusion of the previous paragraph, $x = a_1 \cdots a_n$ for some $a_1, \ldots, a_n \in \mathcal{I}(R)$. Assume, without loss of generality, that there is a $j \in \{0, n\}$ such that $a_{j+1}, \ldots, a_n$ are the elements among $a_1, \ldots, a_n$ that belong to $S$ and, therefore, are primes. Set $a = a_1 \cdots a_j$ and $s = a_{j+1} \cdots a_n$. Because $R_S$ is a BFD, there is an $\ell \in \mathbb{N}$ such that each factorization of $a$ in $R_S$ has at most $\ell$ irreducible factors. As each irreducible in $\mathcal{I}(R) \setminus S$ dividing $a$ remains irreducible in $R_S$, the set $L_R(a)$ is bounded by $\ell$. Suppose now that $x = b_1 \cdots b_m$ is another factorization of $x$ in $R$. Then there are exactly $n - j$ irreducibles (counting repetitions) in $b_1, \ldots, b_m$ that are primes in $S$; let them be $b_{m-n+j+1}, \ldots, b_m$. Set $b = b_1 \cdots b_{m-n+j}$. Then $t = b_{m-n+j+1} \cdots b_m$. It is clear that $tR = sR$, and so $sR = aR$. In particular, $\max L_R(b) = \max L_R(a) \leq \ell$, and therefore, $\max L_R(x) \leq \ell + n - j$. Thus, $R$ is a BFD.

2. Finally, assume that $R_S$ is an FFD. Take a nonunit $x \in R^*$, and write $x = rp_1 \cdots p_n$ for primes $p_1, \ldots, p_n \in S$ so that no prime in $S$ divides $r$. Since $R_S$ is an idf-domain by Proposition 4.3, $r$ has only finitely many irreducible divisors in $R_S$, namely, $a_1, \ldots, a_m$. As we did in the first paragraph, we can assume that $a_1, \ldots, a_m \in \mathcal{I}(R)$. Now suppose that $y \in \mathcal{I}(R)$ divides $x$ in $R$. Then either $y$ is
an associate of some of the primes in \( S \) or \( y \in \mathfrak{J}(R_S) \). In the latter case, \( sy = ta_i \) for some \( i \in [1, m] \) and \( s, t \in S \). Then \( y \) and \( a_i \) are associates if \( y \) is not an associate of some prime in \( S \). As a result, \( a_1, \ldots, a_m, p_1, \ldots, p_n \) account, up to associates, for all irreducible divisors of \( x \) in \( R \). Hence \( R \) is an atomic idf-domain, and thus an FFD by Proposition 4.3. \( \square \)

**Remark 5.16.** Theorem 5.15 still holds if we replace BFD by either ACCP or UFD.

### 5.3. Ring Extensions and Overrings

Let \( A \subseteq B \) be an extension of integral domains. Often \( B \) is not an FFD (resp., an FFD) even when \( A \) is a BFD (resp., an FFD) and \( U(A) = U(B) \cap \text{qf}(A) \).

**Example 5.17.** Consider the extension of integral domains \( A = \mathbb{R}[X] \subseteq B = \mathbb{R}[\mathbb{Q}_{\geq 0}] \). Because \( A \) is a UFD, it is, in particular, a BFD. On the other hand, \( B \) is not even atomic because the additive monoid \( \mathbb{Q}_{\geq 0} \) is not atomic. Finally, we observe that \( U(A) = \mathbb{R}^* = U(B) \), from which the equality \( U(A) = U(B) \cap \text{qf}(A) \) follows.

However, if we require the ideal \( [A :_AB] = \{ r \in A \mid rB \subseteq A \} \) to be nonzero, then the property of being an FFD passes from \( A \) to \( B \).

**Proposition 5.18.** ([10, Theorem 4]) Let \( A \subseteq B \) be an extension of integral domains, and suppose that \( [A :_AB] \) is nonzero. If \( A \) is an FFD, then the group \( U(B)/U(A) \) is finite and \( B \) is an FFD.

**Proof.** Let \( x \) be a nonzero nonunit in \( [A :_AB] \). Observe that for every \( u \in U(B) \), the fact that \( ux, u^{-1}x \in A \) implies that \( x^2 = (ux)(u^{-1}x) \in uxA \). As \( A \) is an FFD, it follows from Proposition 4.3 that the set \( \{ uxA \mid u \in U(B) \} \) is finite, and therefore, we can take \( u_1, \ldots, u_n, v \in U(B) \) such that for every \( u \in U(B) \), the equality \( uxA = u_i xA \) holds for some \( i \in [1, n] \). Then for every \( u \in U(B) \), we can take \( i \in [1, n] \) and \( v \in U(A) \) such that \( u = u_i v \), whence \( uU(A) = u_i vU(A) = u_i U(A) \). As a result, the group \( U(B)/U(A) \) is finite.

We proceed to argue that \( B \) is an FFD. As before, let \( 0 \neq x \in [A :_AB] \). Let \( b \in B \), and suppose that \( y \) is a divisor of \( b \) in \( B \). Then \((xy)(xy') = x^2 b \) for some \( y' \in B \), and both \( xy \) and \( xy' \) belong to \( A \). Therefore \( x^2 bA \subseteq xyA \), and so \( xbA \subseteq yA \). As \( A \) is an FFD and \( x \in A \), Proposition 4.3 guarantees that the set \( \{ yA \mid y \text{ divides } b \} \) is finite, and thus, the set \( \{ yB \mid y \text{ divides } b \} \) is also finite. As a consequence, \( B \) is an FFD. \( \square \)

Next we characterize Noetherian FFDs.

**Proposition 5.19.** ([10, Theorem 6]) The following statements are equivalent for a Noetherian domain \( R \).

(a) \( R \) is an FFD.

(b) If \( S \) is an overring of \( R \) that is a finitely generated \( R \)-module, then \( U(S)/U(R) \) is finite.

(c) There is an FFD overring \( T \) of \( R \) that is integral over \( R \) such that if \( S \) is an intermediate domain of the extension \( R \subseteq T \) that is a finitely generated \( R \)-module, then \( U(S)/U(R) \) is finite.

**Proof.** (a) \( \Rightarrow \) (b): It follows from Proposition 5.18.

(b) \( \Rightarrow \) (c): Take \( T \) to be the integral closure of \( R \). Since \( R \) is a Noetherian domain, it follows from the Mori-Nagata Theorem that \( T \) is a Krull domain. As a consequence, it follows from Theorem 4.15 that \( T \) is an FFD.

(c) \( \Rightarrow \) (a): Let \( T \) be an overring of \( R \) satisfying the conditions in (c). Suppose towards a contradiction that \( R \) is not an FFD, and take a nonunit \( r \in R^* \) with infinitely many non-associate divisors. Since every divisor of \( r \) in \( R \) is also a divisor of \( r \) in \( T \), the fact that \( T \) is an FFD guarantees the existence of a sequence \( (r_n)_{n \in \mathbb{N}} \) of non-associate divisors of \( r \) in \( R \) such that \( r_1 T = r_n T \) for every
n ∈ \mathbb{N}. Let I be the ideal generated by the terms of the sequence \( (r_n)_{n \in \mathbb{N}} \). Since R is Noetherian, I is generated by \( r_1, \ldots, r_m \) for some \( m \in \mathbb{N} \). Consider the overring \( S = R[\{r_jr_i^{-1} \mid j \in [2, m]\}] \) of R. For every \( n \in \mathbb{N} \), the equality \( r_1T = r_nT \) implies that \( r_nr_i^{-1} \in U(T) \). Therefore S is an intermediate domain of the extension \( R \subseteq T \). Because S is a finitely generated R-module, the group \( U(S)/U(R) \) is finite by (c). This, together with the fact that \( r_nr_i^{-1} \in S \cap U(T) = U(S) \) for every \( n \in \mathbb{N} \), ensures the existence of \( i, j \in \mathbb{N}_{\geq 2} \) such that \( r_ir_j^{-1}U(R) = r_jr_i^{-1}U(R) \). However, this implies that \( r_iU(R) = r_jU(R) \), which is a contradiction. □

Corollary 5.20. ([34, Theorem 7]) Let R be a Noetherian domain whose integral closure \( T \) is a finitely generated R-module. Then R is an FFD if and only if the group \( U(T)/U(R) \) is finite.

Now we consider whether the bounded and finite factorization properties transfer from an integral domain to its extensions by localization. As the following example illustrates, such transfers do not happen in general.

Example 5.21. Let \( R = \mathbb{R}[M] \) be the monoid domain of \( M = (1 - 1/n \mid n \in \mathbb{N}) \) over \( \mathbb{R} \), and let S be the multiplicative set \( \{x^q \mid q \in M\} \). The generating sequence \( (1 - 1/n)_{n \in \mathbb{N}} \) is increasing, so M is one of the FFMs in Example 3.11. In addition, as M can be generated by an increasing sequence, it is not hard to argue that \( \mathbb{R}[M] \) is an FFD (this is similar to the proof of [29, Theorem 4.3.3]). In particular, \( \mathbb{R}[M] \) is a BFD. On the other hand, it follows from [23, Proposition 3.1] that gp(M) = \( \mathbb{Q} \), and therefore, \( R_S = \mathbb{R}[\mathbb{Q}_{\geq 0}] \) is not even atomic. Hence \( R_S \) is not a BFD (or an FFD).

If an extension of an integral domain by localization is inert, then both the bounded and finite factorization properties transfer.

Theorem 5.22. ([5, Theorems 2.1 and 3.1]) Let R be an integral domain, and let S be a multiplicative set of R such that \( R \subseteq R_S \) is an inert extension. Then the following statements hold.

1. If R is a BFD, then \( R_S \) is a BFD.
2. If R is an FFD, then \( R_S \) is an FFD.

Proof. Suppose first that R is atomic. Take a nonzero nonunit \( x \in R_S \) and write it as \( x = r/s \), where \( r \in R \) and \( s \in S \). Since R is atomic, there are \( a_1, \ldots, a_n \in \mathcal{F}(R) \) such that \( r = a_1 \cdots a_n \). As the extension \( R \subseteq R_S \) is inert, in light of Remark 5.1 we can assume that \( a_1, \ldots, a_j \in \mathcal{F}(R_S) \) and \( a_{j+1}, \ldots, a_n \in U(R_S) \) for some \( j \in [0, n] \), and so \( a_1 \cdots a_j \in Z_{R_S}(x) \). Thus, \( R_S \) is an atomic domain.

1. Assume now that R is a BFD. To argue that \( R_S \) is indeed a BFD, suppose that the principal ideal \( xR_S \) of \( R_S \) is strictly contained in the principal ideal \( yR_S \). Assume, without loss of generality, that \( x, y \in R \). Take \( r \in R \) and \( s \in S \) such that \( x = y(r/s) \). Since the extension \( R \subseteq R_S \) is inert, there is a \( u \in U(R_S) \) such that \( uy \) and \( u^{-1}(r/s) \) are both elements of R. Setting \( y' = uy \), we see that \( xR = (uy)(u^{-1}(r/s))R \subseteq uyR \), where the inclusion is strict because \( r/s \notin U(R_S) \). Hence \( xR \) is properly contained in \( uyR \), and \( uyR_S = yR_S \). Since R is a BFD, it follows from Proposition 4.1 that \( R_S \) is also a BFD.

2. Finally, assume that R is an FFD. Take a nonzero nonunit \( r/s \in R_S \), and let \( r_1, \ldots, r_n \) form a maximal set of non-associate divisors of \( r \) in \( R \). Let \( y \in R_S \) be a divisor of \( r \) in \( R_S \), and write \( r = yy' \) for some \( y' \in R_S \). As the extension \( R \subseteq R_S \) is inert, there is an \( u \in U(R_S) \) such that \( uy \) and \( u^{-1}y' \) belong to \( R \). Then \( y = u^{-1}v \) for some \( i \in [1, n] \) and \( v \in U(R) \). As a result, \( r_1, \ldots, r_n \) form a maximal set of non-associate divisors of \( r/s \) in \( R_S \). Hence Proposition 4.3 guarantees that \( R_S \) is an FFD.

Combining Theorem 5.22 and Lemmas 5.5 and 5.9, we obtain the following corollary.
Corollary 5.23. ([5, Corollary 2.2]) Let \( R \) be an integral domain, and let \( S \) be a multiplicative set of \( R \) such that \( S \) is either generated by primes or a splitting multiplicative set. If \( R \) is a BFD (resp., an FFD), then \( R_S \) is a BFD (resp., an FFD).

Remark 5.24. Theorems 5.15 and 5.22 hold if we replace being a BFD by being an atomic domain, satisfying ACCP, or being a UFD (see [5, Theorems 2.1 and 3.1]).

The algebraic closures of an integral domain are among the most useful and investigated overrings. We conclude this section illustrating that neither the bounded nor the finite factorization property ascend to the seminormal, integral, or complete integral closures.

Example 5.25. Consider the submonoid \( M = \{ (3/2)^n \mid n \in \mathbb{N}_0 \} \) of \( \mathbb{Q}_{\geq 0} \). By [23, Proposition 3.1], the seminormal closure of \( M \) is \( M' = \mathbb{Z}[1/2] \cap \mathbb{Q}_{\geq 0} \), where \( \mathbb{Z}[1/2] \) denotes the localization of \( \mathbb{Z} \) at the multiplicative set \( \{ 2^n \mid n \in \mathbb{N}_0 \} \). Now consider the monoid domain \( R = \mathbb{Q}[M] \). It follows from [29, Theorem 4.3] that \( R \) is an FFD (cf. Example 5.21), while it follows from [29, Theorem 5.3] that \( R' = \tilde{R} = \tilde{R} = \mathbb{Q}[M'] \), where \( R', \tilde{R}, \) and \( \tilde{R} \) are the seminormal, root, and complete integral closures of \( R \), respectively. Since \( M \) is not finitely generated, it follows from [23, Proposition 3.1] that \( M' \) is antimatter (i.e., contains no irreducibles). Therefore \( X \) cannot be written as a product of irreducibles in \( R' \). Then although \( R \) is an FFD (and so a BFD), \( R' (R or \tilde{R}) \) is not even atomic.

We conclude this subsection with a few words about directed unions of integral domains in connection to the bounded and finite factorization properties. Recall that a partial order \( \Gamma \) is a directed set if for all \( \alpha, \beta \in \Gamma \), there is a \( \theta \in \Gamma \) such that \( \alpha \leq \theta \) and \( \beta \leq \theta \). A family \((R_\gamma)_{\gamma \in \Gamma}\) of integral domains indexed by a nonempty directed set \( \Gamma \) is called a directed family of integral domains if \( R_\alpha \) is a subring of \( R_\beta \) whenever \( \alpha \leq \beta \). In this case, \( \bigcup_{\gamma \in \Gamma} R_\gamma \) is called the directed union of \((R_\gamma)_{\gamma \in \Gamma}\).

As the next theorem states, the property of being a BFD (or an FFD) passes from the members of a directed family of integral domains to its directed union provided that every extension in the directed family is inert.

Lemma 5.26. Let \((R_\gamma)_{\gamma \in \Gamma}\) be a directed family of integral domains such that every extension \( R_\alpha \subseteq R_\beta \) is inert. If \( R \) is the directed union of \((R_\gamma)_{\gamma \in \Gamma}\), then the extension \( R_\gamma \subseteq R \) is inert for every \( \gamma \in \Gamma \).

Proof. Fix \( \gamma \in \Gamma \), and consider the extension \( R_\gamma \subseteq R \). Take \( x, y \in R^* \) such that \( xy \in R_\gamma \). Then \( x \in R_\alpha \) and \( y \in R_\beta \) for some \( \alpha, \beta \in \Gamma \). Since \((R_\gamma)_{\gamma \in \Gamma}\) is a directed family, there is a \( \theta \in \Gamma \) such that \( x, y \in R_\theta \) and \( R_\gamma \subseteq R_\theta \). As the extension \( R_\gamma \subseteq R_\theta \) is inert, \( ux, u^{-1}y \in R_\gamma \) for some \( u \in U(R_\theta) \subseteq U(R) \). Thus, the extension \( R_\gamma \subseteq R \) is also inert. \( \square \)

Theorem 5.27. ([5, Theorem 5.2]) Let \((R_\gamma)_{\gamma \in \Gamma}\) be a directed family of integral domains such that every extension \( R_\alpha \subseteq R_\beta \) is inert. Then the following statements hold.

1. If \( R_\gamma \) is a BFD for every \( \gamma \in \Gamma \), then the directed union \( \bigcup_{\gamma \in \Gamma} R_\gamma \) is a BFD.
2. If \( R_\gamma \) is an FFD for every \( \gamma \in \Gamma \), then the directed union \( \bigcup_{\gamma \in \Gamma} R_\gamma \) is an FFD.

Proof. (1) Suppose that \( R_\gamma \) is a BFD for every \( \gamma \in \Gamma \), and set \( R = \bigcup_{\gamma \in \Gamma} R_\gamma \). Take a nonunit \( x \in R^* \). Since \( x \in R_\gamma \) for some \( \gamma \in \Gamma \), and \( R_\gamma \) is atomic, there are \( a_1, \ldots, a_n \in \mathfrak{S}(R_\gamma) \) such that \( x = a_1 \cdots a_n \). As the extension \( R_\gamma \subseteq R \) is inert by Lemma 5.26, it follows from Remark 5.1 that \( a_1, \ldots, a_n \) are either irreducibles or units in \( R \). Hence \( R \) is an atomic domain.

Now take \( x, y \in R \) such that \( xR \not\subseteq yR \), and write \( x = yr \) for some \( r \in R^* \setminus U(R) \). Since \( x \in R_\alpha \) for some \( \alpha \in \Gamma \) and the extension \( R_\alpha \subseteq R \) is inert, there is a \( u \in U(R) \) with \( uy, u^{-1}r \in R_\alpha \). Because \( r \notin U(R) \), we see that \( u^{-1}r \notin U(R_\alpha) \). So \( yR = yuR \) and \( xR_\alpha = yrR_\alpha = yu(u^{-1}r)R_\alpha \subseteq yuR_\alpha \). Hence for any ascending chain of principal ideals of \( R \) starting at \( xR \), we can construct an ascending chain
of principal ideals of $R_\alpha$ starting at $xR_\alpha$ and having the same length. Since $R_\alpha$ is a BFD, it follows from Proposition 4.1 that $R$ is also a BFD.

(2) Now suppose that $R_\gamma$ is an FFD for every $\gamma \in \Gamma$. Fix $x \in R$, and take $\alpha \in \Gamma$ such that $x \in R_\alpha$. By Proposition 4.3, there is a largest (finite) list $x_1, \ldots, x_m$ of non-associate divisors of $x$ in $R_\alpha$. Let $y$ be a divisor of $x$ in $R$ and write $x = yr$ for some $r \in R$. Because the family $(R_\alpha)_{\gamma \in \Gamma}$ is directed, there is a $\beta \in \Gamma$ such that $R_\alpha \subseteq R_\beta$ and $y, r \in R_\beta$. Since $R_\alpha \subseteq R_\beta$ is an inert extension, $yu, ru^{-1} \in R_\alpha$ for some $u \in U(R_\beta)$. As $yu$ divides $x$ in $R_\alpha$, there exists $v \in U(R_\alpha) \subseteq U(R)$ such that $yu = x_jv$ for some $j \in [1, m]$. Hence $y \in x_jU(R)$. Therefore every divisor of $x$ in $R$ must be associate to some of the elements $x_1, \ldots, x_m$ in $R$. Thus, $R$ is an FFD by Proposition 4.3.

\begin{remark}
A similar version of Theorem 5.27 holds if one replaces being a BFD (or an FFD) by satisfying ACCP, being an HFD, or being a UFD; see [5, Theorem 5.2].
\end{remark}

5.4. Pullback Constructions. We conclude this section by studying the bounded and finite factorization properties for integral domains given by certain pullbacks that generalize the $D + M$ construction. To formalize this, consider an integral domain $T$ with a nonzero maximal ideal $M$, and let $\varphi : T \to K$ be the natural projection on the residue field $K = T/M$. For a subring $D$ of $K$, we call $R = \varphi^{-1}(D)$ the pullback of $D$ by $\varphi$. Observe that the $D + M$ construction is a special case of a pullback: indeed, if $K$ is a subfield of $T$ such that $T = k + M$, then $K = T/M$ can be identified with $k$ canonically, and so any subring $D$ of $k$ can be thought of as an actual subring of $K$.

When $T$ is quasiloocal, the results that we have already established for the $D + M$ construction extend to pullbacks, as we will see in Propositions 5.32 and 5.33. First, we prove the following lemmas.

\begin{lemma} [\cite{12, Lemma 6.1}]
Let $R \subseteq T$ be an extension of integral domains, and let $I$ be a nonzero ideal of both $R$ and $T$. If $R$ is atomic and $I$ is a prime ideal of $R$, then $U(R) = U(T) \cap R$.
\end{lemma}

\begin{proof}
Since $U(R)$ is contained in $U(T) \cap R$, it suffices to show that every element of $U(T) \cap R$ is a unit of $R$. Take $x \in U(T) \cap R$. Since $I$ is a nonzero prime ideal of the atomic domain $R$, there must be an irreducible $a$ of $R$ contained in $I$. Because $I$ is also an ideal of $T$, it follows that $x^{-1}a \in I \subseteq R \setminus U(R)$, and so the equality $a = x(x^{-1}a)$ ensures that $x \in U(R)$. Hence $U(R) = U(T) \cap R$.
\end{proof}

\begin{lemma} [\cite{12, Lemma 6.2}]
Let $T$ be an integral domain with a nonzero maximal ideal $M$, and let $\varphi : T \to K$ be the natural projection on $K = T/M$. In addition, let $D$ be a subring of $K$, and set $R = \varphi^{-1}(D)$. Then the following statements hold.

1. $U(R) = U(T) \cap \varphi^{-1}(U(D))$, and so $U(R) = U(T) \cap R$ when $D$ is a field.

2. If $T$ is quasiloocal, then $U(R) = U(T) \cap R$ if and only if $D$ is a field.
\end{lemma}

\begin{proof}
(1) It is clear that $U(R) \subseteq U(T) \cap \varphi^{-1}(U(D))$. In order to argue the reverse inclusion, take $x \in \varphi^{-1}(U(D))$ with $x^{-1} \in T$. Since $\varphi(x) \in U(D)$, it follows that $\varphi(x^{-1}) = \varphi(x)^{-1} \in U(D)$. As a result, $x^{-1} \in \varphi^{-1}(U(D)) \subseteq R$, and so $x \in U(R)$. Hence $U(T) \cap \varphi^{-1}(U(D)) \subseteq U(R)$. The second statement is an immediate consequence of the first.

(2) Proving this part amounts to noting that when $T$ is quasiloocal, restricting $\varphi$ to $U(T)$ yields a surjective group homomorphism $U(T) \to K^*$.
\end{proof}

Note that in the pullback construction, $R$ is quasiloocal with maximal ideal $M$ if and only if $D$ is a field.

\begin{lemma}
Let $T$ be a quasiloocal integral domain with nonzero maximal ideal $M$, and let $\varphi : T \to K$ be the natural projection on $K = T/M$. In addition, let $D$ be a subring of $K$, and set $R = \varphi^{-1}(D)$. If $D$ is a field, then $\mathcal{I}(R) = \mathcal{I}(T) \subseteq M$.
\end{lemma}
Proposition 5.32. ([12, Proposition 6.3]) Let $T$ be a quasilocal integral domain with nonzero maximal ideal $M$, and let $\varphi: T \to K$ be the natural projection on $K = T/M$. In addition, let $D$ be a subring of $K$, and set $R = \varphi^{-1}(D)$. Then $R$ is a BFD if and only if $T$ is a BFD and $D$ is a field.

Proof. Suppose first that $R$ is an atomic domain. Since $M$ is a maximal ideal of $T$ contained in $R$, it follows that $M$ is a nonzero prime ideal of $R$. This, along with Lemma 5.29, guarantees that $U(R) = U(T) \cap R$.

Because $T$ is quasilocal, $D$ is a field by part (2) of Lemma 5.30, and so it follows from Lemma 5.31 that $\mathcal{J}(R) = \mathcal{J}(T)$. Therefore every element in $M$ factors into irreducibles in $R$ if and only if it factors into irreducibles in $T$. Hence $T$ must be atomic. On the other hand, assume that $T$ is atomic and $D$ is a field. As $D$ is a field, $U(R) = U(T) \cap R$ by part (1) of Lemma 5.30, which implies that $U(R) = R \setminus M$. Therefore every nonzero nonunit of $R$ can be written as a product of elements in $\mathcal{J}(T)$ because $T$ is atomic. As $\mathcal{J}(T) = \mathcal{J}(R)$ by Lemma 5.31, the atomicity of $R$ follows.

Assuming that $D$ is a field, it is not hard to verify that for every nonzero $x, y \in M$ the inclusion $xT \subseteq yT$ holds if and only if the inclusion $xR \subseteq yR$ holds. As a result, it follows from Proposition 4.1 that $R$ is a BFD if and only if $T$ is a BFD.

Parallel to Proposition 5.32, we proceed to give a result for the finite factorization property in pullback constructions.

Proposition 5.33. ([12, Propositions 6.3 and 6.7]) Let $T$ be an integral domain with a nonzero maximal ideal $M$, and let $\varphi: T \to K$ be the natural projection on $K = T/M$. In addition, let $D$ be a subring of $K$, and set $R = \varphi^{-1}(D)$. Then the following statements hold.

1. $R$ is an FFD if and only if $T$ is an FFD and the group $U(T)/U(R)$ is finite.

2. If $T$ is quasilocal, then $R$ is an FFD if and only if $T$ is an FFD, $D$ is a field, and the group $K^*/D^*$ is finite.

Proof. (1) For the direct implication, suppose that $R$ is an FFD. Since $M$ is a nonzero ideal of $T$ that is contained in $R$, the nonempty set $M \setminus \{0\}$ is contained in $[R :_RT] = \{r \in R \mid rT \subseteq R\}$. As a result, it follows from Proposition 5.18 that $T$ is an FFD and $U(T)/U(R)$ is finite.

Conversely, suppose that $T$ is an FFD and the group $U(T)/U(R)$ is finite. Let $F$ be the quotient field of $R$ inside $\varphi(T)$. Since $(U(T) \cap F^*)/U(R)$ is a subgroup of $U(T)/U(R)$, the former must be finite. Thus, $R$ is an FFD by Proposition 5.13.

(2) Suppose that $R$ is an FFD. It follows from the previous part that $T$ is an FFD. In addition, it follows from Proposition 5.32 that $D$ is a field, and so $U(R) = U(T) \cap R$ by Lemma 5.30. Because $T$ is quasilocal, the map $\varphi: U(T) \to K^*$ obtained by restricting $\varphi$ to $U(T)$ is a surjective group homomorphism. By composing this map with the natural projection $K^* \to K^*/D^*$, we obtain a surjective group homomorphism $U(T) \to K^*/D^*$, whose kernel is $U(R)$ because $U(R) = U(T) \cap R$. Hence $U(T)/U(R) \cong K^*/D^*$, and so the previous part ensures that $K^*/D^*$ is finite.

For the reverse implication, assume that $T$ is an FFD, $D$ is a field, and $K^*/D^*$ is finite. As in the previous part, $U(T)/U(R) \cong K^*/D^*$. Hence $U(T)/U(R)$ is finite, and it also follows from the previous part that $R$ is an FFD.
The condition of $T$ being quasilocal in Proposition 5.32 and in part (2) of Proposition 5.33 is not superfluous, as we show in the following example, which is part of [12, Example 6.6].

**Example 5.34.** (1) Set $T = \mathbb{Q}[\pi] + X\mathbb{R}[X]$ and consider the ring homomorphism $\varphi: T \to \mathbb{C}$ defined by $\varphi(f) = f(i)$. Since $\varphi$ is surjective, $\ker \varphi$ is a nonzero maximal ideal of $T$, and we can think of $\varphi$ as the natural projection $T \to T/M$, where $M = \ker \varphi$. Take $D = \mathbb{Q}$ and $R = \varphi^{-1}(D)$. Because $\mathbb{R}[X]$ is a BFD and $U(\mathbb{R}[X]) \cap R = \mathbb{Q} \setminus \{0\} = U(R)$, it follows from Proposition 5.11 that $R$ is a BFD. However, $\mathbb{Q}[\pi]$ is not a field. In addition, the fact that $\mathbb{Q}[\pi]$ is not a field, along with Remark 4.21, ensures that $T$ is not even atomic. In particular, $T$ is not a BFD.

(2) Let $D$ be a subring of a field $K$. Consider a family of indeterminates indexed by $K$, namely, $\{X_k \mid k \in K\}$, and set $T = \mathbb{Z}[\{X_k \mid k \in K\}]$. Now let $\varphi: T \to K$ be the ring homomorphism determined by the assignments $X_k \mapsto k$ for every $k \in K$. As $\varphi$ is surjective, we can assume that $\varphi$ is the natural projection $T \to T/M$, where $M = \ker \varphi$. Now take any subring $D$ and set $R = \varphi^{-1}(D)$. Because $T$ is a UFD and $U(R) = U(T) = \{\pm 1\}$, it follows from Proposition 5.13 that $R$ is an FFD regardless of our choice of $D$.

6. Polynomial-Like Rings

In this section, we study conditions under which the bounded and finite factorization properties transfer between an integral domain and its “polynomial-like rings”. We put special emphasis on integral domains of the form $A + XB[X]$ and $A + XB[\mathbb{Z}]$, where $A \subseteq B$ is an extension of integral domains, and the generalized case obtained by replacing the single extension $A \subseteq B$ by the possibly-infinite tower of integral domains $A_1 \subseteq A_2 \subseteq \ldots$.

### 6.1. Bounded Factorization Subdomains of $R[\mathbb{Z}]$ and $R[\mathbb{Z}]$

Let $A \subseteq B$ be an extension of integral domains. As in [12], we say that $B$ is a **bounded factorization domain with respect to** $A$ or an $A$-**BFD** if for every nonzero nonunit $x \in B$, there is an $n \in \mathbb{N}$ such that if $x = b_1 \cdots b_n$ for some nonunits $b_1, \ldots, b_n \in B$, then at most $n_0$ of the $b_i$’s belong to $A$.

**Theorem 6.1.** ([12, Proposition 2.1]) Let $A \subseteq B$ be an extension of integral domains. Then the following statements are equivalent.

(a) $A + XB[\mathbb{Z}]$ is a BFD.

(b) $A + XB[\mathbb{Z}]$ is a BFD.

(c) $B$ is an $A$-BFD and $U(A) = U(B) \cap A$.

In addition, if $B$ is a BFD, then (c) can be replaced by the statement

(c') $U(A) = U(B) \cap A$,

and if $Qf(A) \subseteq B$, then (c) can be replaced by the statement

(c'') $A$ is a field.

**Proof.** Set $R = A + XB[\mathbb{Z}]$ and $T = A + XB[\mathbb{Z}]$.

(a) $\Rightarrow$ (b): By Proposition 4.1, there is a length function $\ell_R: R^* \to \mathbb{N}_0$. Now define the function $\ell_T: T^* \to \mathbb{N}_0$ by $\ell_T(\sum_{i=0}^{\infty} a_i X^i) = \ell_R(a_{n}X^n) + n$ for every $\sum_{i=0}^{\infty} a_i X^i$ with $a_n \neq 0$. Clearly, $\ell_T(\sum_{i=0}^{\infty} a_i X^i) = 0$ if and only if $n = 0$ and $a_0 \in U(A)$. In addition, for all $f = \sum_{i=0}^{\infty} a_i X^i$ and $g = \sum_{i=0}^{\infty} b_i X^i$ in $T^*$ with $a_n \neq 0$ and $b_m \neq 0$, the fact that $\ell_R$ is a length function guarantees that $\ell_T(fg) = \ell_R(a_{n}b_{m}X^{n+m}) + n + m \geq \ell_R(a_{n}X^n) + \ell_R(b_{m}X^m) + n + m = \ell_T(f) + \ell_T(g)$. Hence $\ell_T$ is a length function, and so $T$ is a BFD by Proposition 4.1.
(b) \Rightarrow (c): It is clear that \( U(A) \subseteq U(B) \cap A \). For the reverse inclusion, take \( u \in A \) such that \( u^{-1} \in B \). Since \( T \) is a BFD, it satisfies ACCP, and therefore, the ascending chain of principal ideals \( (u^{-n}XT)_{n \in \mathbb{N}} \) must stabilize. Then \( u^{-n}XT = u^{-(n+1)}XT \) for some \( n \in \mathbb{N} \), from which we obtain \( u \in U(T) \cap A = U(A) \). Thus, \( U(A) = U(B) \cap A \). To show that \( B \) is an \( A \)-BFD, let \( b \) be a nonzero nonunit of \( B \). Since \( T \) is a BFD, there is an \( n_0 \in \mathbb{N} \) such that \( bX \) cannot be the product of more than \( n_0 \) nonunits in \( T \). Write \( b = a_1 \cdots a_m b_1 \cdots b_n \), where \( a_1, \ldots, a_m \) are nonunits of \( A \) and \( b_1, \ldots, b_n \) are nonunits in \( B \setminus A \). Clearly, \( a_1, \ldots, a_m \) are nonunits in \( T \). Then \( bX = a_1 \cdots a_m (b_1 \cdots b_n X) \), and so \( m \leq n_0 - 1 \). Hence \( B \) is an \( A \)-BFD.

(c) \Rightarrow (a): Assume now that \( B \) is an \( A \)-BFD satisfying \( U(A) = U(B) \cap A \). It immediately follows that \( A \) is a BFD. Take \( f = \sum_{i=0}^{n} b_i X^i \) with \( b_n \neq 0 \) to be a nonzero nonunit of \( R \). If \( n = 0 \), then \( f = b_0 \in A \) and so there is an \( n_0 \in \mathbb{N} \) such that \( f \) cannot be the product of more than \( n_0 \) nonunits of \( R \). On the other hand, suppose that \( n \geq 1 \). As \( B \) is an \( A \)-BFD, there is an upper bound \( n_1 \in \mathbb{N} \) for the number of nonunit factors in \( A \) of a factorization of \( b_n \in B \). Then a factorization of \( f \) in \( R \) has at most \( n_1 + n \) nonunit factors. Thus, \( R \) is a BFD.

(c) \Leftrightarrow (c)': When \( B \) is a BFD: This is clear as \( B \) is also an \( A \)-BFD.

(c) \Leftrightarrow (c''): When \( qf(A) \subseteq B \): For the direct implication, it suffices to note that \( qf(A)^* \subseteq U(B) \) implies that \( A^* \subseteq U(B) \cap A = U(A) \). The reverse implication follows from the fact that every extension of the field \( A \) is an \( A \)-BFD. \( \square \)

**Corollary 6.2.** ([4, Proposition 2.5], [5, Corollary 2.2], and [38, Corollary 3.1]) The following statements are equivalent for an integral domain \( R \).

(a) \( R \) is a BFD.
(b) \( R[X] \) is a BFD.
(c) \( R[[X]] \) is a BFD.
(d) \( R[X, X^{-1}] \) is a BFD.
(e) The ring of formal Laurent series \( R((X)) \) is a BFD.

**Proof.** (a) \Leftrightarrow (b) \Leftrightarrow (c): These equivalences follow by taking \( B = A = R \) in Theorem 6.1.

(b) \Leftrightarrow (d): Observe that the ring of Laurent polynomials \( R[X, X^{-1}] \) is the localization of \( R[X] \) at the multiplicative set \( S = \{ uX^n \mid u \in U(R) \text{ and } n \in \mathbb{N}_0 \} \) generated by the prime \( X \). Then Lemma 5.6 guarantees that \( S \) is a splitting multiplicative set, while Lemma 5.9 guarantees that the extension \( R[X] \subseteq R[X]_S = R[X, X^{-1}] \) is inert. As a consequence, it follows from Theorems 5.15 and 5.22 that \( R[X] \) is a BFD if and only if \( R[X, X^{-1}] \) is a BFD.

(c) \Leftrightarrow (e): After observing that \( R((X)) = R[[X]]_S \), where \( S = \{ uX^n \mid u \in U(R) \text{ and } n \in \mathbb{N}_0 \} \), we can simply repeat the argument given in the previous paragraph. \( \square \)

**Corollary 6.3.** ([4, Proposition 2.6]) Let \( R \) be a BFD, and let \( \{ X_i \mid i \in I \} \) be a family of indeterminates for some set \( I \). Then every subring of \( R[[X_i \mid i \in I]] \) containing \( R \) is a BFD.

**Proof.** Set \( R_J = R[[X_i \mid i \in J]] \), and let \( T \) be a subring of \( R_I \) containing \( R \). Take \( f \) to be a nonunit of \( R_I \), and then take a finite subset \( J \) of \( I \) such that \( f \in R_J = R[[X_j \mid j \in J]] \). As \( R \) is a BFD and \( |J| < \infty \), it follows from Corollary 6.2 that \( R_J \) is a BFD. The equality \( Z_{R_J}(f) = Z_{R_I}(f) \) ensures that \( |L_{R_I}(f)| = |L_{R_J}(f)| < \infty \). Hence \( R_I \) is a BFD. Since \( R \subseteq T \subseteq R_I \), it follows that \( U(T) = U(R) = U(R_I) \). Thus, Proposition 5.11 guarantees that \( T \) is a BFD. \( \square \)

With the notation as in Theorem 6.1, the integral domain \( A \) is a BFD if \( A + XB[X] \) is a BFD. However, the converse of this implication does not hold in general.
Example 6.1. Consider the integral domain \( R = \mathbb{Z} + X\mathbb{Q}[X] \). Clearly, \( \mathbb{Z} \) is a BFD. Observe, on the other hand, that \( R \) is a particular case of the \( D + M \) construction, where \( D = \mathbb{Z} \) is not a field. Thus, \( R \) is not a BFD by Proposition 4.20.

We would also like to emphasize that even if \( A + XB[X] \) and \( A + XB[[X]] \) are both BFDs, \( B \) may not be a BFD. The following example is [4, Example 2.7].

Example 6.5. Let \( \bar{Z} \) be the ring of algebraic integers. Since the ascending chain of principal ideals \( (2^{1/2}) \mathbb{Z} \) does not stabilize, \( \bar{Z} \) does not satisfy ACCP, and so it is not a BFD. However, the integral domain \( R = \mathbb{Z} + X\bar{Z}[X] \) is a BFD. To verify this, let \( \ell : \bar{Z}^* \to \mathbb{N}_0 \) be a length function, and define \( \ell_R : R^* \to \mathbb{N}_0 \) by \( \ell_R(f) = \ell(f(0)) + \deg f \). It is clear that \( \ell_R(f) = 0 \) if and only if \( \ell(f(0)) = \deg f = 0 \), which happens precisely when \( f \in \{ \pm 1 \} = U(R) \). In addition, it is clear that \( \ell_R(fg) \geq \ell_R(f) + \ell_R(g) \) when \( f, g \in R^* \). Hence \( \ell_R \) is a length function, and so Proposition 4.1 guarantees that \( R \) is a BFD. It follows from Theorem 6.1 that \( \mathbb{Z} + X\bar{Z}[X] \) is also a BFD.

With the notation as in Theorem 6.1, if \( B \) is taken to be the quotient field of \( A \), then the property of being a BFD transfers from \( A \) to any intermediate integral domain of the extension \( A[X] \subseteq A + XB[X] \) if we impose a certain condition.

Proposition 6.6. ([6, Theorem 7.5]) Let \( R \) be an integral domain with quotient field \( K \), and let \( T \) be an integral domain such that \( R[X] \subseteq T \subseteq R + XK[X] \). In addition, assume that for every \( n \in \mathbb{N}_0 \), there is an \( r_n \in R^* \) such that \( r_n f \in R[X] \) for every \( f \in T \) with \( \deg f \leq n \). Then \( T \) is a BFD if and only if \( R \) is a BFD.

Proof. For the direct implication, suppose that \( T \) is a BFD. It is clear that \( U(R) = U(T) \). Therefore \( R \) is a BFD by Proposition 5.11.

For the reverse implication, suppose that \( R \) is a BFD. Take \( f \in T \), and write \( f = c_1 \cdots c_k g \), where \( c_1, \ldots, c_k \in R \) and \( \deg g \geq 1 \). Let \( cX^n \) be the leading term of \( f \). Then \( r_n g \in R[X] \), and so the leading coefficient \( r_n c \) of \( r_n f = c_1 \cdots c_k (r_n g) \in R[X] \) must belong to \( R \). As \( r_n g \in R[X] \), the product \( c_1 \cdots c_k \) divides \( r_n c \) in \( R \). Thus, \( k \leq \max L_n(r_n c) \), and so \( L_T(f) \) is bounded by \( n + \max L_R(r_n c) \). Hence \( T \) is a BFD.

Corollary 6.7. ([6, Corollary 7.6]) Let \( R \) be an integral domain with quotient field \( K \). Then the ring \( I(K, R) \) of \( R \)-valued polynomials of \( K[X] \) is a BFD if and only if \( R \) is a BFD.

The following example is [4, Example 2.7(b)].

Example 6.8. Since \( \mathbb{Z} \) is a BFD, the ring \( R \) of integer-valued polynomials of \( \mathbb{Q}[X] \), often denoted by \( \text{Int}(\mathbb{Z}) \), is a BFD. In fact, \( R \) is a two-dimensional completely integrally closed Prüfer domain that satisfies ACCP. In addition, if \( M \) is a height-two maximal ideal of \( R \), then the localization \( R_M \) is a two-dimensional valuation domain that is not even atomic.

Next we turn our attention to certain integral domains that generalize subdomains of the form \( A + B[X] \) and \( A + B[[X]] \). For the rest of this subsection, we let \( (A_n)_{n \geq 0} \) be an ascending chain of integral domains contained in a field \( L \) (that is, \( A_n \) is a subdomain of \( A_{n+1} \) for every \( n \in \mathbb{N}_0 \)), and we set \( A = \bigcup_{n \in \mathbb{N}_0} A_n \). Observe that \( A \) is a subring of \( L \). In addition, we set

\[
(6.1) \quad A[X] = \bigoplus_{n \in \mathbb{N}_0} A_n X^n \quad \text{and} \quad A[[X]] = \prod_{n \in \mathbb{N}_0} A_n X^n.
\]

It is clear that \( A[X] \) and \( A[[X]] \) are subrings of \( A[X] \) and \( A[[X]] \), respectively. Parallel to Theorem 6.1, we will give a necessary and sufficient condition for the integral domains \( A[X] \) and \( A[[X]] \) to be BFDs. The results about \( A[X] \) and \( A[[X]] \) we have included in this section are from the unpublished Ph.D. dissertation of P. L. Kühne [36].
Before proceeding, we emphasize that even if $A_n$ is a BFD for every $n \in \mathbb{N}_0$, the integral domain $A$ may not be a BFD; for this, see Example 6.11 below.

**Theorem 6.9.** ([36, Theorem 3.3.5]) The following statements are equivalent.

(a) $A[X]$ is a BFD.

(b) $A[[X]]$ is a BFD.

(c) $U(A_0) = U(A) \cap A_0$, and $A_n$ is an $A_0$-BFD for every $n \in \mathbb{N}_0$.

In addition, if $A[X]$ (or, equivalently, $A[[X]]$) is a BFD, then $A[X]$ and $A[[X]]$ are BFDs.

**Proof.** (a) $\Rightarrow$ (c): Suppose that $A[X]$ is a BFD. It is clear that $U(A_0) \subseteq U(A) \cap A_0$. For the reverse inclusion, take $u \in A_0$ such that $u^{-1} \in A$. Take $m \in \mathbb{N}_0$ such that $u^{-1} \in A_m$. As $A[X]$ satisfies ACCP by Corollary 3.2, the ascending chain of principal ideals $(u^{-n}X^mA[X])_{n \in \mathbb{N}}$ of $A[X]$ must stabilize. As a result, there is an $n \in \mathbb{N}$ such that $u^{-n}X^mA[X] = u^{-(n+1)}X^mA[X]$, from which we deduce that $u \in U(A(X)) \cap A_0 = U(A_0)$. Hence $U(A) \cap A_0 \subseteq U(A_0)$.

To prove the second statement, fix $k \in \mathbb{N}_0$, and then take a nonunit $b \in A_k^*$. Since $A[X]$ is a BFD, there is an $n_0 \in \mathbb{N}$ such that $bX^n$ cannot be the product of more than $n_0$ nonunits in $A[X]$. Write $b = a_1 \cdots a_m b_1 \cdots b_n$, where $a_1, \ldots, a_m$ are nonunits of $A_0$ and $b_1, \ldots, b_n$ are nonunits in $A_k \setminus A_0$. Then $bX^n = a_1 \cdots a_m (b_1 \cdots b_n X^n)$, and since $a_1, \ldots, a_m$ are nonunits in $A[X]$, the inequality $m \leq n_0 - 1$ holds. Hence $A_k$ is an $A_0$-BFD.

(c) $\Rightarrow$ (a): Assume that $U(A_0) = U(A) \cap A_0$ and $A_n$ is an $A_0$-BFD for every $n \in \mathbb{N}_0$. Since $U(A_0) = U(A_d) \cap A_0$ and $A_d$ is an $A_0$-BFD, Theorem 6.1 guarantees that $A_0 + XA_d[X]$ is a BFD. Since $f \in A_0 + XA_d[X]$ and every pair of non-associate divisors of $f$ in $A[X]$ is also a pair of non-associate divisors of $f$ in $A_0 + XA_d[X]$, the fact that $A_0 + XA_d[X]$ is a BFD implies that $L_{A[X]}(f)$ is finite. Hence $A[X]$ is a BFD.

(b) $\Rightarrow$ (c): It follows mimicking the argument we use to prove (a) $\Rightarrow$ (c).

(c) $\Rightarrow$ (b): Assume that $U(A_0) = U(A) \cap A_0$ and $A_n$ is an $A_0$-BFD for every $n \in \mathbb{N}_0$. Let $f = \sum_{i=m}^\infty b_i X^i \in A[[X]]^*$ be a nonunit, and assume that $b_m \neq 0$. Since $A_m$ is an $A_0$-BFD, there is an $n_0 \in \mathbb{N}$ such that any factorization of $b_m$ in $A_m$ involves at most $n_0$ factors in $A_0$. Now suppose that $f = f_1 \cdots f_k g_1 \cdots g_l$ in $A[[X]]$, where $f_1, \ldots, f_k$ are nonunits with order 0 and $g_1, \ldots, g_l$ are nonunits of order at least 1. It is clear that $\ell \leq m$. On the other hand, comparing the coefficients of the degree $m$ monomials in both sides of the equality $f = f_1 \cdots f_k g_1 \cdots g_l$, we see that $b_m = c_1 \cdots c_k c_l$ in $A_n$, where $c_1, \ldots, c_k$ are nonunits in $A_0$. Therefore $k \leq n_0$, and so max $L_{A[[X]]}(f) \leq m + n_0$. We conclude that $A[[X]]$ is a BFD.

**Corollary 6.10.** ([36, Corollary 3.3.9]) If $A_0$ is a field, then $A[X]$ and $A[[X]]$ are BFDs.

**Proof.** It is an immediate consequence of Theorem 6.9 since when $A_0$ is a field both statements of part (c) of Theorem 6.9 trivially hold.

In the spirit of Theorem 6.9, observe that if there is an $N \in \mathbb{N}_0$ such that $A_n = A_N$ for every $n \geq N$, then $A[X]$ is a BFD (resp., $A[[X]]$ is a BFD) if and only if $A_N$ is an $A_0$-BFD and $U(A_N) \cap A_0 = U(A_0)$.

On the other hand, the reverse implication of the last statement of Theorem 6.9 does not hold, as we proceed to illustrate using [36, Example 3.3.12].

**Example 6.11.** Let $F$ be a field, and for every $n \in \mathbb{N}$, let $M_n$ be the additive monoid $\{0\} \cup \mathbb{Q}_{\geq 1/n}$. Now set $A_0 = F$ and $A_n = F[M_n]$ for every $n \in \mathbb{N}$. We have seen in Example 4.7 that the integral domain $A_n$ is a BFD for every $n \in \mathbb{N}$. However, $A = \bigcup_{n \in \mathbb{N}_0} A_n = F[\mathbb{Q}_{\geq 0}]$ is not a BFD because it is not even atomic. As $A$ is not a BFD, it follows from Corollary 6.2 that neither $A[X]$ nor $A[[X]]$ are BFDs. On the other hand, since $A_0$ is a field, both $A[X]$ and $A[[X]]$ are BFDs by Corollary 6.10.
6.2. Finite Factorization Subdomains of \( R[X] \) and \( R[[X]] \). The main purpose of this subsection is to characterize when the integral domains \( A + XB[X] \) and \( A + XB[[X]] \) are FFDs for a given extension of integral domains \( A \subseteq B \).

Unfortunately, the equivalences in Theorem 6.1 do not hold if we replace BFD by FFD. However, some of the equivalences in Corollary 6.2 are still true for the finite factorization property.

**Theorem 6.12.** ([4, Proposition 5.3] and [38, Corollary 4.2]) The following statements are equivalent for an integral domain \( R \).

(a) \( R \) is an FFD.
(b) \( R[X] \) is an FFD.
(c) \( R[X,X^{-1}] \) is an FFD.

**Proof.** (a) \( \Rightarrow \) (b): Assume that \( R \) is an FFD, and let \( K \) be the quotient field of \( R \). Suppose, by way of contradiction, that \( R[X] \) is not an FFD. It follows from Proposition 4.3 that there is a nonzero nonunit \( f \in R[X] \) having infinitely many non-associate divisors in \( R[X] \). Take \( \{f_n\}_{n \in \mathbb{N}} \) to be a sequence of non-associate divisors of \( f \) in \( R[X] \). Let \( c \) be the leading coefficient of \( f \), and let \( c_n \in R \) be the leading coefficient of \( f_n \) for every \( n \in \mathbb{N} \). Since \( c_n \) is a divisor of \( c \) for every \( n \in \mathbb{N} \), and \( R \) is an FFD, after replacing \( \{f_n\}_{n \in \mathbb{N}} \) by a subsequence, we can assume that \( c_1 \) and \( c_n \) are associates in \( R \) for every \( n \in \mathbb{N} \). In addition, after replacing \( f_n \) by \( c_1^{-1}c_n f_n \) for every \( n \in \mathbb{N}_{\geq 2} \), we can assume that all polynomials in the sequence \( \{f_n\}_{n \in \mathbb{N}} \) have the same leading coefficient, namely, \( c_1 \). Since each \( f_n \) divides \( f \) in \( K[X] \), which is an FFD, there are distinct \( i, j \in \mathbb{N} \) such that \( f_i \) and \( f_j \) are associates in \( K[X] \). As \( f_i \) and \( f_j \) have the same leading coefficient, they must be equal, which contradicts that they are non-associates in \( R[X] \).

(b) \( \Rightarrow \) (c) Suppose that \( R[X] \) is an FFD. Since the extension \( R[X] \subseteq R[X]_S = R[X,X^{-1}] \) is inert for the multiplicative set \( S = \{uX^n \mid u \in U(R) \text{ and } n \in \mathbb{N}_0\} \) (see the proof of Corollary 6.2), it follows from Theorem 5.22 that \( R[X,X^{-1}] \) is an FFD.

(c) \( \Rightarrow \) (a) Suppose that \( R[X,X^{-1}] \) is an FFD, and let \( K \) be the quotient field of \( R \). Because \( U(R[X,X^{-1}]) = \{uX^n \mid u \in U(R) \text{ and } n \in \mathbb{Z}\} \), the group \( (U(R[X,X^{-1}]) \cap K^*)/U(R) \) is trivial. As a result, it follows from Proposition 5.13 that \( R \) is an FFD. \( \square \)

**Corollary 6.13.** ([10, Examples 2, 4, and 7]) For an FFD \( R \) and a set \( \{X_i \mid i \in I\} \) of indeterminates, the following statements hold.

1. \( R[\{X_i \mid i \in I\}] \) is an FFD.
2. \( R[\{X_i, X_i^{-1} \mid i \in I\}] \) is an FFD.
3. If \( R \) is either a finite field or \( \mathbb{Z} \), then every subring of \( R[\{X_i \mid i \in I\}] \) is an SFFD, and hence an FFD.

**Proof.** (1) Set \( R_I = R[\{X_i \mid i \in I\}] \). Take a nonunit \( f \) in \( R_I^* \), and let \( J \) be a finite subset of \( I \) such that \( f \in R_J = R[\{X_j \mid j \in J\}] \). The integral domain \( R_J \) is an FFD by Theorem 6.12. In addition, every divisor of \( f \) in \( R_J \) is also a divisor of \( f \) in \( R_I \). As \( U(R_J) = U(R) = U(R_I) \), the fact that \( f \) has only finitely many non-associate divisors in \( R_J \) implies that \( f \) has only finitely many non-associate divisors in \( R_I \). Hence \( R_I \) is an FFD.

(2) The integral domain \( R[\{X_i, X_i^{-1} \mid i \in I\}] \) is the localization of \( R[\{X_i \mid i \in I\}] \) at the multiplicative set \( S \) generated by \( \{X_i \mid i \in I\} \). Since \( X_i \) is a prime element in \( R[\{X_i \mid i \in I\}] \) for every \( i \in I \), it follows from Lemma 5.9 that the extension \( R[\{X_i \mid i \in I\}] \subseteq R[\{X_i, X_i^{-1} \mid i \in I\}] \) is inert. As \( R[\{X_i \mid i \in I\}] \) is an FFD by part (1), part (2) of Theorem 5.22 guarantees that \( R[\{X_i, X_i^{-1} \mid i \in I\}] \) is an FFD.
(3) Let $R$ be either a finite field or $\mathbb{Z}$. As in part (1), set $R_I = R[\{X_i \mid i \in I\}]$. Let $T$ be a subring of $R_I$, and then let $f$ be a nonunit in $T^*$. Take a finite subset $J$ of $I$ such that $f$ belongs to $R_J = R[\{X_j \mid j \in J\}]$. By part (1), $R_J$ is an FFD. Moreover, since $|U(R_J)| = |U(R)| < \infty$, it follows from Proposition 4.5 that $R_J$ is an SFFD. As every divisor of $f$ in $T$ is also a divisor of $f$ in $R_J$, the element $f$ has only finitely many divisors in $T$. Thus, $T$ is an SFFD, and therefore, an FFD. \qed

In contrast to Theorem 6.12, the ring of power series $R[[X]]$ need not be an FFD when $R$ is an FFD. To illustrate this observation with an example, we need the following proposition.

**Proposition 6.14.** ([10, Corollary 2]) Let $R$ be an integral domain. If $R[[X]]$ is an FFD, then $R$ is completely integrally closed. Therefore when $R$ is Noetherian, $R[[X]]$ is an FFD if and only if $R$ is integrally closed.

**Proof.** Suppose towards a contradiction that $R$ is not completely integrally closed, and then take an almost integral element $t \in \text{qf}(R) \setminus R$ over $R$. As a result, the ideal $[R : R[t]]$ is nonzero, and therefore, $[R[[X]] : R[[X]]/R[t][[X]]] \neq \{0\}$. Since $R[[X]]$ is an FFD, it follows from Proposition 5.18 that the group $U(R[t][[X]])/U(R[[X]])$ is finite. Hence we can choose $m, n \in \mathbb{N}$ so that $m \neq n$ and $(1 + tX^m)U(R[[X]]) = (1 + tX^n)U(R[[X]])$, which implies that $(1 + tX^m)(1 + tX^n)^{-1} \in R[[X]]$. However, this contradicts that $(1 + tX^m)(1 + tX^n)^{-1} = 1 - tX^m + \cdots$ and $-t \notin R$. Thus, $R$ is completely integrally closed.

The direct implication of the second statement follows directly from the first statement because every completely integrally closed domain is integrally closed. The reverse implication is also immediate because every Noetherian integrally closed domain is a Krull domain, which is an FFD by Theorem 4.15. \qed

We are now in a position to illustrate that $R[[X]]$ may not be an FFD even if $R$ is an FFD. The following example is [10, Remark 2].

**Example 6.15.** Let $F_1 \subseteq F_2$ be a field extension of finite fields, and consider the integral domain $R = F_1 + YF_2[[Y]]$. Since $YF_2[[Y]]$ is a nonzero maximal ideal of $F_2[[Y]]$, the ring $R$ has the form of a $D + M$ construction, where $T = F_2[[Y]]$. Since $F_2[[Y]]$ is an FFD and $F_2^* / F_1^*$ is a finite group, it follows from Proposition 4.23 that $R$ is an FFD. On the other hand, note that every element of $F_2 \setminus F_1$ is an almost integral element over $R$. Hence $R$ is not completely integrally closed. Thus, Proposition 6.14 guarantees that $R[[X]]$ is not an FFD.

Next we characterize when the construction $A + XB[X]$ of an extension $A \subseteq B$ of integral domains yields FFDs. To do this, we need the finiteness of the group $U(B)/U(A)$, which can be easily verified to be stronger than the condition $U(A) = U(B) \cap A$.

**Proposition 6.16.** ([12, Proposition 3.1]) Let $A \subseteq B$ be an extension of integral domains. Then $A + XB[X]$ is an FFD if and only if $B$ is an FFD and $U(B)/U(A)$ is a finite group.

**Proof.** Set $R = A + XB[X]$. For the direct implication, suppose that $R$ is an FFD. Since $XB[X]$ is a nonzero common ideal of $R$ and $B[X]$, it follows that $[R : R B[X]] < \infty$. Hence Proposition 5.18 guarantees that the group $U(B[X])/U(R) = U(B)/U(A)$ is finite and $B[X]$ is an FFD. As a consequence, $B$ is an FFD.

For the reverse implication, suppose that $B$ is an FFD and $U(B)/U(A)$ is finite. Since $B$ is an FFD, so is $B[X]$ by Theorem 6.12. Since $B[X]$ is an FFD and $(U(B[X]) \cap \text{qf}(R))/U(R) = U(B)/U(A)$ is finite, it follows from Proposition 5.13 that $R$ is an FFD. \qed

We have characterized SFFDs in Section 4. We are now in a position to give two more characterizations.
Proposition 6.17. ([10, Theorem 5]) The following statements are equivalent for an integral domain $R$.

(a) $R$ is an SFFD.
(b) For any set of indeterminates $\{X_i \mid i \in I\}$ over $R$, every subring of the polynomial ring $R[\{X_i \mid i \in I\}]$ is an SFFD.
(c) For any set of indeterminates $\{X_i \mid i \in I\}$ over $R$, every subring of the polynomial ring $R[\{X_i \mid i \in I\}]$ is an FFD.
(d) Every subring of $R[X]$ is an FFD.

Proof. (a) $\Rightarrow$ (b): Let $\{X_i \mid i \in I\}$ be a nonempty set of indeterminates over $R$, and let $T$ be a subring of $R_T = R[\{X_i \mid i \in I\}]$. Take $f \in T^*$. Since $R_T$ is an FFD by Corollary 6.13 and $U(R_T) = U(R)$ is finite by Proposition 4.5, there are only finitely many divisors of $f$ in $R_T$. Therefore $f$ has only finitely many divisors in $T$. Thus, $T$ is an SFFD.

(b) $\Rightarrow$ (c): This is clear.

(c) $\Rightarrow$ (d): This is clear.

(d) $\Rightarrow$ (a): Since $R$ is a subring of $R[X]$, it is an FFD. Set $S = R_0 + XR[X]$, where $R_0$ is the prime subring of $R$. As $S$ is a subring of $R[X]$, it is an FFD. In addition, because $X \in [S : R[X]]$, it follows from Proposition 5.18 that $U(R[X])/U(S)$ is finite. Since $U(R[X]) = U(R)$ and $U(S) = U(R_0)$, the group $U(R)/U(R_0)$ is finite. Now the fact that $U(R_0)$ is finite immediately implies that $U(R)$ is finite. Thus, $R$ is an SFFD by Proposition 4.5. \qed

The power series analog of Proposition 6.16 does not hold, as the following example illustrates.

Example 6.18. Let $F_1 \subseteq F_2$ be an extension of finite fields. We have seen in Example 6.15 that $F_1 + Y F_2[[Y]]$ is an FFD. Take $A = B = F_1 + Y F_2[[Y]]$. Although $B$ is an FFD and the group $U(B)/U(A)$ is finite, $A + X B[[X]] = B[[X]]$ is not an FFD, as shown in Example 6.15.

However, we can characterize when $A + X B[[X]]$ is an FFD using the condition that $B[[X]]$ is an FFD, which is stronger than $B$ being an FFD.

Proposition 6.19. ([12, Proposition 3.3]) Let $A \subseteq B$ be an extension of integral domains. Then $A + X B[[X]]$ is an FFD if and only if $B[[X]]$ is an FFD and $U(B)/U(A)$ is a finite group.

Proof. For the direct implication, suppose that $R = A + X B[[X]]$ is an FFD. Since $X B[[X]]$ is a nonzero ideal of both $B[[X]]$ and $R$, it follows that $[R : R B[[X]]] \neq \{0\}$. Therefore $B[[X]]$ is an FFD and the group $U(B)/U(A) \cong U(B[[X]])/U(R)$ is finite by Proposition 5.18.

For the reverse implication, suppose that $B[[X]]$ is an FFD and the group $U(B)/U(A)$ is finite. Since $B[[X]]$ is an FFD and the group $(U(B[[X]]) \cap \mathfrak{q}(R))/U(R) = U(B[[X]])/U(R) \cong U(B)/U(A)$ is finite, it follows from Proposition 5.13 that $R$ is an FFD. \qed

Let $A \subseteq B$ be an extension of integral domains. If $R = A + X B[X]$ is an FFD, then it follows from Proposition 6.16 that $U(B)/U(A)$ is finite, and so $U(A) = U(B) \cap A$. Then Proposition 5.13 guarantees that $A$ is also an FFD because $U(A) = U(R) \cap \mathfrak{q}(A)$. Similarly, $A$ is an FFD provided that $A + X B[[X]]$ is an FFD. We record this observation as a corollary.

Corollary 6.20. ([12, Remark 3.5]) Let $A \subseteq B$ be an extension of integral domains. If either $A + X B[X]$ or $A + X B[[X]]$ is an FFD, then $A$ is an FFD.

Now we return to study the integral domains $A[X]$ and $A[[X]]$ introduced in (6.1). This time, we focus our attention on the finite factorization property. To begin with, we give two sufficient conditions and one necessary condition for $A[X]$ to be an FFD.
Proposition 6.21. ([36, Theorem 3.4.6 and Proposition 3.4.7]) The following statements hold.

(1) The integral domain $A_0 + X A_1 + \cdots + X^{n-1} A_{n-1} + X^n A_n[X]$ is an FFD for every $n \in \mathbb{N}_0$ if and only if $A[X]$ is an FFD.

(2) If $U(A)/U(A_0)$ is finite and $A[X]$ is an FFD, then $A[X]$ is an FFD.

Proof. (1) Set $R_n = A_0 + X A_1 + \cdots + X^{n-1} A_{n-1} + X^n A_n[X]$ for every $n \in \mathbb{N}_0$. For the direct implication, assume that $R_n$ is an FFD for every $n \in \mathbb{N}_0$. Take $f \in A[X]^*$, and let $d$ be the degree of $f$. Clearly, every divisor of $f$ in $A[X]$ belongs to $R_d$. Since $R_d$ is an FFD and $U(R_d) = U(A_0) = U(A[X])$, the element $f$ has only finitely many non-associate divisors in $A[X]$. Thus, $A[X]$ is an FFD by Proposition 4.3.

For the reverse implication, fix $m \in \mathbb{N}_0$ and take $f \in R_m$. As in the previous paragraph, two polynomials are non-associate divisors of $f$ in $R_m$ if and only if they are non-associate divisors of $f$ in $A[X]$. Because $A[X]$ is an FFD, so is $R_m$ by Proposition 4.3.

(2) Observe that $A[X]$ is a subring of $A[X]$, and $U(A[X])$ is contained in $qf(A[X])$. Therefore $(U(A[X]) \cap qf(A[X]))/U(A[X]) = U(A)/U(A_0)$ is finite. As a result, it follows from Proposition 5.13 that $A[X]$ is an FFD.

If the chain of integral domains $(A_n)_{n \geq 0}$ stabilizes, then we can characterize when $A[X]$ (or $A[[X]]$) is an FFD.

Proposition 6.22. ([36, Theorem 3.4.5 and Proposition 3.4.8]) If there is an $N \in \mathbb{N}$ such that $A_n = A_N$ for every $n \geq N$, then the following statements hold.

(1) $A[X]$ is an FFD if and only if $A_N$ is an FFD and the group $U(A_N)/U(A_0)$ is finite.

(2) $A[[X]]$ is an FFD if and only if $A_N[[X]]$ is an FFD and the group $U(A_N[[X]])/U(A[[X]])$ is finite.

Proof. (1) For the direct implication, assume that $A[X]$ is an FFD. Because $A[X] \subseteq A_N[X]$ and $X^N \in [A[X] : A_N[X] A_N[X]]$, Proposition 5.18 guarantees that the integral domain $A_N[X]$ is an FFD and the group $U(A_N[X])/U(A[X]) = U(A_N)/U(A_0)$ is finite. Since $A_N[X]$ is an FFD, so is $A_N$.

Conversely, suppose that $A_N$ is an FFD and $U(A_N)/U(A_0)$ is finite. The ring of polynomials $A_N[X]$ is an FFD by Theorem 6.12. On the other hand, $U(A_N[X]) \subseteq qf(A[X])$, and therefore, $(U(A_N[X]) \cap qf(A[X]))/U(A[X]) = U(A_N)/U(A_0)$ is finite. Thus, it follows from Proposition 5.13 that $A[X]$ is an FFD.

(2) Assume first that $A[[X]]$ is an FFD. Because $A[[X]]$ is an FFD contained in $A_N[X]$ and $X^N \in [A[[X]] : A_N[[X]] A_N[[X]]]$, it follows from Proposition 5.18 that $A_N[[X]]$ is an FFD and also that the group $U(A_N[[X]])/U(A[[X]])$ is finite.

For the reverse implication, suppose that $A_N[[X]]$ is an FFD and $U(A_N[[X]])/U(A[[X]])$ is finite. It is easy to verify that the quotient field of $A[[X]]$ is $qf(A_N[[X]])$. As a result, we obtain that the group $(U(A_N[[X]]) \cap qf(A[[X]]))/U(A[[X]]) = U(A_N[[X]])/U(A[[X]])$ is finite. Since $A_N[[X]]$ is an FFD, Proposition 5.13 guarantees that $A[[X]]$ is an FFD. □
6.3. Monoid Domains. Let $R$ be an integral domain, and let $M$ be a torsion-free monoid. Since monoids here are assumed to be cancellative and commutative, it follows from [25, Corollary 3.4] that $M$ admits a compatible total order (indeed, every compatible partial order on $M$ extends to a compatible total order on $\text{gp}(M)$ [25, Theorem 3.1]). Hence we tacitly assume that $M$ is a totally ordered monoid. We say that $f = \sum_{i=1}^{n} c_i X^{m_i} \in R[M]^*$ is represented in canonical form if $c_i \neq 0$ for every $i \in \llbracket 1, n \rrbracket$ and $m_1 > \cdots > m_n$. Observe that any element of $R[M]^*$ has a unique representation in canonical form. In this case, $\deg f = m_1$ is called the degree of $f$, while $c_1$ and $c_1 X^{m_1}$ are called the leading coefficient and the leading term of $f$, respectively. As it is customary for polynomials, we say that $f$ is a monomial if $n = 1$.

Most of the results presented in this subsection were established by H. Kim in [37, 38], where the interested reader can also find similar results concerning atomicity, the ACCP, and the unique factorization property. We start by discussing the bounded factorization property in the context of monoid domains.

**Proposition 6.23.** ([38, Propositions 1.4 and 1.5]) Let $R$ be an integral domain with quotient field $K$, and let $M$ be a torsion-free monoid. Then the following statements hold.

1. If $R[M]$ is a BFD, then $R$ is a BFD and $M$ is a BFM.

2. If $R$ and $K[M]$ are both BFDs, then $R[M]$ is a BFD.

**Proof.** (1) Suppose that the monoid domain $R[M]$ is a BFD. It follows from [25, Theorem 11.1] that $U(R[M]) = \{uX^m \mid u \in U(R) \text{ and } m \in U(M)\}$. Therefore $U(R) = U(R[M]) \cap R$, and it follows from Proposition 5.11 that $R$ is a BFD. To verify that $M$ is a BFM, first note that by virtue of [25, Theorem 11.1], $a \in \mathcal{J}(M)$ if and only if $X^a \in \mathcal{J}(R[M])$. As a result, for every $b \in M \setminus U(M)$, the set $L_M(b)$ is finite if and only if the set $L_{R[M]}(X^b)$ is finite. This, together with the fact that $R[M]$ is a BFD, implies that $M$ is a BFM.

(2) Assume that $R$ and $T = K[M]$ are both BFDs. Proposition 4.1 guarantees the existence of length functions $\ell_R: R^* \to \mathbb{N}_0$ and $\ell_T: T^* \to \mathbb{N}_0$ of $R^*$ and $T^*$, respectively. Now define the function $\ell: R[M]^* \to \mathbb{N}_0$ by setting $\ell(f) = \ell_T(f) + \ell_R(c)$, where $c$ is the leading coefficient of $f$. It is clear that every monomial $uX^m$ of $R[M]$ is a unit of $T$ with $u \in U(R)$, and so $\ell(uX^m) = \ell_T(uX^m) + \ell_R(u) = 0$. Also, for polynomial expressions $f_1$ and $f_2$ in $R[M]^*$ with leading coefficients $c_1$ and $c_2$, respectively, $\ell(f_1 f_2) = \ell(f_1) + \ell_R(c_1) + \ell_R(f_1) + \ell_R(c_2) = \ell(f_1) + \ell(f_2)$.

We have just seen that for an integral domain $R$ and a torsion-free monoid $M$, the fact that $R[M]$ is a BFD guarantees that both $R$ and $M$ satisfy the corresponding property. If every nonzero element of $\text{gp}(M)$ has type $(0, 0, \ldots)$, then the reverse implication also holds, as part (3) of the next theorem shows. A nonzero element $b$ of an abelian group $G$ has type $(0, 0, \ldots)$ if there is a largest $n \in \mathbb{N}$ such that the equation $nx = b$ is solvable in $G$.

**Theorem 6.24.** ([37, Theorems 3.12, Proposition 3.14, and Theorem 3.15]) Let $R$ be an integral domain, $F$ a field, $G$ a torsion-free abelian group whose nonzero elements have type $(0, 0, \ldots)$, and $M$ a torsion-free monoid whose nonzero elements have type $(0, 0, \ldots)$ in $\text{gp}(M)$. Then the following statements hold.

1. $R[G]$ is a BFD if and only if $R$ is a BFD.

2. $F[M]$ is a BFD if and only if $M$ is a BFM.

3. $R[M]$ is a BFD if and only if $R$ is a BFD and $M$ is a BFM.
Proof. (1) If \( R[G] \) is a BFD, then it follows from part (1) of Proposition 6.23 that \( R \) is a BFD. For the reverse implication, suppose that \( R \) is a BFD, and let \( K \) be the quotient field of \( R \). The monoid domain \( K[G] \) is a UFD by [28, Theorem 7.12]. In particular, \( K[G] \) is a BFD, and so part (2) of Proposition 6.23 ensures that \( R[G] \) is a BFD.

(2) If \( F[M] \) is a BFD, then it follows from part (1) of Proposition 6.23 that \( M \) is a BFM. Conversely, suppose that \( M \) is a BFM. As every nonzero element of \( \text{gp}(M) \) has type \((0,0,\ldots)\), the monoid domain \( T = F[\text{gp}(M)] \) is a UFD, and so a BFD, by [28, Theorem 12]. Since \( M \) is a BFM and \( T \) is a BFD, Propositions 3.1 and 4.1 guarantee the existence of length functions \( \ell_M : M \to \mathbb{N}_0 \) and \( \ell_T : T^* \to \mathbb{N}_0 \), respectively. Define \( \ell : F[M]^* \to \mathbb{N}_0 \) by \( \ell(f) = \ell_T(f) + \ell_M(\text{deg} f) \). One can easily verify that \( \ell \) is a length function of \( F[M]^* \) (see the proof of part (2) of Proposition 6.23). Hence \( F[M] \) is a BFD by Proposition 4.1.

(3) The direct implication follows from part (1) of Proposition 6.23. For the reverse implication, suppose that \( R \) is a BFD and \( M \) is a BFM. The monoid domain \( R[\text{gp}(M)] \) is a BFD by part (1), while the monoid domain \( \text{qf}(R)[M] \) is a BFD by part (2). Then it follows from Proposition 4.11 that \( R[M] = R[\text{gp}(M)] \cap \text{qf}(R)[M] \) is a BFD.

\[ \square \]

Corollary 6.25. ([37, Corollary 3.17]) Let \( R \) be an integral domain, and let \( M \) be a finitely generated torsion-free monoid. Then \( R[M] \) is a BFD if and only if \( R \) is a BFD.

Proof. Since \( M \) is torsion-free and finitely generated, \( \text{gp}(M) \) is a torsion-free finitely generated abelian group, and so a free abelian group. Hence every nonzero element of \( \text{gp}(M) \) has type \((0,0,\ldots)\). In addition, it follows from Corollary 3.7 that \( M \) is an FFM, and so a BFM. Hence the corollary is a consequence of part (3) of Theorem 6.24. \[ \square \]

In [8], D. D. Anderson and J. R. Juett proved a version of part (3) of Theorem 6.24, where they assume that \( M \) is reduced, but not that all nonzero elements of \( \text{gp}(M) \) have type \((0,0,\ldots)\).

Theorem 6.26. ([8, Theorem 13]) Let \( R \) be an integral domain, and let \( M \) be a reduced torsion-free monoid. Then \( R[M] \) is a BFD if and only if \( R \) is a BFD and \( M \) is a BFM.

Proof. The direct implication follows from part (1) of Proposition 6.23. To argue the reverse implication, suppose that \( R \) is a BFD and \( M \) is a BFM. Propositions 3.1 and 4.1 guarantee the existence of length functions \( \ell_M : M \to \mathbb{N}_0 \) and \( \ell_R : R^* \to \mathbb{N}_0 \), respectively. Define \( \ell : R[M]^* \to \mathbb{N}_0 \) by \( \ell(f) = \ell_M(\text{deg} f) + \ell_R(c) \), where \( c \) is the leading coefficient of \( f \). As \( M \) is reduced, \( U(R[M]) = U(R) \) and so \( \ell(f) = \ell_R(f) = 0 \) when \( f \in U(R[M]) \). In addition, if \( f_1 \) and \( f_2 \) in \( R[M]^* \) have leading coefficients \( c_1 \) and \( c_2 \), respectively, then \( \ell(f_1 f_2) = \ell_M(\text{deg} f_1 + \text{deg} f_2) + \ell_R(c_1 c_2) \geq \ell(f_1) + \ell(f_2) \). Hence \( \ell \) is a length function, and \( R[M] \) is a BFD by Proposition 4.1. \[ \square \]

With the notation as in Theorem 6.26, the monoid domain \( R[M] \) may be a BFD (in fact, an SFFD) even when not every nonzero element of \( \text{gp}(M) \) has type \((0,0,\ldots)\); see, for instance, Example 5.21 and [4, Example 5.4].

Now we turn to discuss the finite factorization property in the context of monoid domains. The following result is parallel to Proposition 6.23.

Proposition 6.27. ([38, Propositions 1.4 and 1.5]) Let \( R \) be an integral domain with quotient field \( K \), and let \( M \) be a torsion-free monoid. Then the following statements hold.

(1) If \( R[M] \) is an FFD, then \( R \) is an FFD and \( M \) is an FFM.

(2) If \( R \) and \( K[M] \) are both FFDs, then \( R[M] \) is an FFD.
Proof. (1) Suppose that $R[M]$ is an FFD. Since $U(R[M]) \cap K^* = U(R)$, it follows from Proposition 5.13 that $R$ is an FFD. On the other hand, since $a \in \mathcal{S}(M)$ if and only if $X^a \in \mathcal{S}(R[M])$ by [25, Theorem 11.1], we find that $|Z_M(m)| = |Z_{R[M]}(X^m)| < \infty$ for every $m \in M$. As a consequence, $M$ is an FFM.

(2) Now assume that $R$ and $K[M]$ are both FFDs. Suppose, by way of contradiction, that there is an $f \in R[M]^*$ with infinitely many non-associate divisors in $R[M]$. Let $eX^m$ be the leading term of $f$. Since every divisor of $f$ in $R[M]$ is also a divisor of $f$ in $K[M]$ and $f$ has only finitely many non-associate divisors in $K[M]$ by Proposition 4.3, there must be a sequence $(f_n)_{n \in \mathbb{N}}$ consisting of non-associate divisors of $f$ in $R[M]$ such that $f_iK[M] = f_jK[M]$ for all $i, j \in \mathbb{N}$. For every $n \in \mathbb{N}$, let $c_nX^n$ be the leading term of $f_n$. As $K[M]$ is an FFD, it follows from part (1) that $M$ is an FFM. Because $m \in m_n + M$ for every $n \in \mathbb{N}$ and $M$ is an FFM, after replacing $(f_n)_{n \in \mathbb{N}}$ by a suitable subsequence, one can assume that $\deg f_i + M = \deg f_j + M$ for all $i, j \in \mathbb{N}$. Furthermore, after replacing $f_n$ by $X^{u_n}f_n$, where $u_n = \deg f_i - \deg f_n$, one can assume that for every $n \in \mathbb{N}$ there is a $k_n \in K$ such that $f_n = k_nf_{i,j}$. Clearly, $c_n$ divides $c$ in $R$ for every $n \in \mathbb{N}$. In addition, if $c_i$ and $c_j$ are associates in $R$, then $k_i/k_j \in U(R)$ and so $f_i$ and $f_j$ are associates in $R[M]$, which implies that $i = j$. Thus, $c$ has infinitely many non-associate divisors in $R$, contradicting that $R$ is an FFD. \hfill $\square$

As for the bounded factorization property, the converse of part (1) of Proposition 6.27 holds provided that every nonzero element of $\text{gp}(M)$ has type $(0,0,\ldots)$.

**Theorem 6.28.** ([37, Theorems 3.21, Proposition 3.24, and Theorem 3.25]) Let $R$ be an integral domain, $F$ a field, $G$ a torsion-free abelian group whose nonzero elements have type $(0,0,\ldots)$, and $M$ a torsion-free monoid whose nonzero elements have type $(0,0,\ldots)$ in $\text{gp}(M)$. Then the following statements hold.

1. $R[G]$ is an FFD if and only if $R$ is an FFD.
2. $F[M]$ is an FFD if and only if $M$ is an FFM.
3. $R[M]$ is an FFD if and only if $R$ is an FFD and $M$ is an FFM.

Proof. (1) It follows from part (1) of Proposition 6.27 that $R$ is an FFD when the monoid domain $R[G]$ is an FFD. Conversely, assume that $R$ is an FFD, and let $K$ be the quotient field of $R$. Since the monoid domain $K[G]$ is a UFD by [28, Theorem 7.12], it is an FFD. As a result, $R[G]$ is an FFD by part (2) of Proposition 6.27.

(2) By part (1) of Proposition 6.27, $M$ is an FFM provided that $F[M]$ is an FFD. For the reverse implication, suppose that $M$ is an FFM and assume, by way of contradiction, that $F[M]$ is not an FFD. Take an $f \in F[M]^*$ having infinitely many non-associate divisors, and let $(f_n)_{n \in \mathbb{N}}$ be a sequence of non-associate divisors of $f$ in $F[M]$. Since $M$ is an FFM and $\deg f_n$ is a divisor of $\deg f$ in $M$ for every $n \in \mathbb{N}$, by virtue of Proposition 3.6 we can assume that $\deg f_n = \deg f_1$ for every $n \in \mathbb{N}$. The monoid domain $F[\text{gp}(M)]$ is an FFD by [28, Theorem 7.12]. As $f_n$ is a divisor of $f$ in $F[\text{gp}(M)]$ for every $n \in \mathbb{N}$, Proposition 4.3 guarantees the existence of distinct $i, j \in \mathbb{N}$ such that $f_iF[\text{gp}(M)] = f_jF[\text{gp}(M)]$. Since $\deg f_i = \deg f_j$, it follows that $f_j = \alpha f_i$ for some $\alpha \in F$. Hence $f_i$ and $f_j$ are associates in $F[M]$, which is a contradiction.

(3) In light of part (1) of Proposition 6.27, $R$ is an FFD and $M$ is an FFM provided that $R[M]$ is an FFD. To argue the reverse implication, suppose that $R$ is an FFD and $M$ is an FFM. Note that $R[\text{gp}(M)]$ is an FFD by part (1) and $\text{qf}(R[M])$ is an FFD by part (2). Therefore Proposition 4.14 guarantees that $R[M] = R[\text{gp}(M)] \cap \text{qf}(R[M])$ is an FFD. \hfill $\square$

Parallel to Corollary 6.25, we obtain the following corollary, whose proof follows similarly.
Corollary 6.29. Let $R$ be an integral domain, and let $M$ be a finitely generated torsion-free monoid. Then $R[M]$ is an FFD if and only if $R$ is an FFD.

One can naturally generalize the notion of an SFFD to monoids. A monoid $M$ is called a strong finite factorization monoid (or an SFFM) if every element of $M$ has only finitely many divisors. Clearly, a reduced monoid is an SFFM if and only if it is an FFM.

Proposition 6.30. ([38, Propositions 1.4 and 1.5]) Let $R$ be an integral domain with quotient field $K$, and let $M$ be a torsion-free monoid. Then the following statements hold.

1. If $R[M]$ is an SFFD, then $R$ is an SFFD and $M$ is an SFFM.
2. If $R$ is an SFFD, $M$ is an SFFM, and $K[M]$ is an FFD, then $R[M]$ is an SFFD.

Proof. (1) Assume that $R[M]$ is an SFFD. By Proposition 4.5, $U(R[M])$ is finite, so $U(R) \subseteq U(R[M])$ implies that $U(R)$ is also finite. On the other hand, $R$ is an FFD by Proposition 6.27. Hence $R$ is an SFFD by Proposition 4.5. As $R[M]$ is an SFFD, to verify that every element $m \in M$ has finitely many divisors in $M$, it suffices to observe that $m \in d + M$ if and only if $X^m \in X^d R[M]$.

(2) Assume that $R$ is an SFFD, $M$ is an SFFM, and $K[M]$ is an FFD. In particular, $R$ and $K[M]$ are FFDs, and so it follows from part (2) of Proposition 6.27 that $R[M]$ is an FFD. On the other hand, $U(M)$ is finite because $M$ is an SFFM, and $U(R)$ is finite by Proposition 4.5. Hence $U(R[M])$ must be finite. Thus, Proposition 4.5 ensures that $R[M]$ is an SFFD.

As in the case of the bounded and finite factorization properties, we have the following result.

Theorem 6.31. ([37, Propositions 3.28 and 3.30]) Let $R$ be an integral domain, $F$ a field, $G$ a torsion-free abelian group, and $M$ a torsion-free monoid whose nonzero elements have type $(0,0,\ldots)$ in $\text{gp}(M)$. Then the following statements hold.

1. $R[G]$ is an SFFD if and only if $R$ is an SFFD and $G$ is the trivial group.
2. $F[M]$ is an SFFD if and only if $F$ is a finite field and $M$ is an SFFM.
3. $R[M]$ is an SFFD if and only if $R$ is an SFFD and $M$ is an SFFM.

Proof. (1) The reverse implication follows immediately. For the direct implication, assume that $R[G]$ is an SFFD. By Proposition 4.5, the set $U(R[G])$ is finite, and so $G$ must be a finite group. This, along with the fact that $G$ is torsion-free, ensures that $G$ is the trivial group. Hence $R = R[G]$ is an SFFD.

(2) This is an immediate consequence of part (3) below.

(3) It follows from part (1) of Proposition 6.30 that if $R[M]$ is an SFFD, then $R$ is an SFFD and $M$ is an SFFM. For the reverse implication, suppose that $R$ is an SFFD and $M$ is an SFFM. Since $M$ is an SFFM, $U(M)$ must be finite. On the other hand, $R$ is an FFD and $U(R)$ is finite by Proposition 4.5. Therefore $R[M]$ is an FFD by part (3) of Theorem 6.28. In addition, as $U(R)$ and $U(M)$ are finite, so is $U(R[M])$. Thus, $R[M]$ is an SFFD by virtue of Proposition 4.5.

In general, there seems to be no characterization (in terms of $R$ and $M$) for the monoid domains $R[M]$ that are BFDs (FFDs or SFFDs). In the same direction, the question of whether $R[M]$ satisfies ACCP provided that both $R$ and $M$ satisfy the same condition seems to remain open, although it has been positively answered in [8, Theorem 13] for the case when $M$ is reduced (a result parallel to Theorem 6.26). By contrast, it is known that $R[M]$ need not be atomic provided that both $R$ and $M$ are atomic, even if $R$ is a field or $M = \mathbb{N}_0$ (i.e., $R[M] = R[X]$); for more details about this last observation, see [22] and [42].

A partially ordered set is Artinian if it satisfies the descending chain condition, and it is narrow if it does not contain infinitely many incomparable elements. For a ring $R$, a monoid $M$, and a partial
order ≤ compatible with \( M \), the \textit{generalized power series ring} \( R[[X; M^\leq]] \) is the ring comprising all formal sums \( f = \sum_{m \in M} c_m X^m \) whose support \( \{ m \in M \mid c_m \neq 0 \} \) is Artinian and narrow. D. D. Anderson and J. R. Juett have also investigated in [8] when the generalized power series ring \( R[[X; M^\leq]] \) is a BFD (or satisfies ACCP), obtaining in [8, Theorem 17] a result analogous to Theorem 6.26 but in the context of generalized power series rings.

### 6.4. Graded Integral Domains.

We conclude this section by saying a few words about the bounded and finite factorization properties in graded integral domains.

Recall that an integral domain \( R \) is \( M \)-graded for a torsion-free monoid \( M \) provided that for every \( m \in M \), there is a subgroup \( R_m \) of the underlying additive group of \( R \) such that the following conditions hold:

1. \( R = \bigoplus_{m \in M} R_m \) is a direct sum of abelian groups, and
2. \( R_m R_n \subseteq R_{m+n} \) for all \( m, n \in M \).

The following proposition generalizes parts (1) of Propositions 6.23 and 6.27 and can be proved in a similar manner.

**Proposition 6.32.** ([39, Proposition 2.1]) Let \( M \) be a torsion-free monoid and \( R = \bigoplus_{m \in M} R_m \) be an \( M \)-graded integral domain. Then \( R_0 \) is a BFD (resp., an FFD, an SFFD) if \( R \) is a BFD (resp., an FFD, an SFFD).

Let \( D \) be an integral domain with quotient field \( K \), and let \( I \) be a proper ideal of \( D \). If \( t \) is transcendental over \( D \), then \( R = D[It, t^{-1}] \) is called the (generalized) Rees ring of \( D \) with respect to \( I \). Observe that the (generalized) Rees ring \( R \) is a \( \mathbb{Z} \)-graded integral domain with quotient field \( K(t) \). Various factorization properties of \( R \) when \( I \) is principal were studied by D. D. Anderson and the first author in [3]. In order to generalize some of the results obtained in [3], H. Kim, T. I. Keon, and Y. S. Park introduced in [39] the notions of graded atomic domain, graded BFD, and graded FFD.

**Definition 6.33.** Let \( R \) be a graded integral domain.

1. \( R \) is \textit{graded atomic} if every nonunit homogeneous element of \( R^* \) is a product of finitely many homogeneous irreducibles in \( R \).
2. \( R \) is a \textit{graded BFD} if \( R \) is graded atomic, and for every nonunit homogeneous element of \( R^* \), there is a bound on the length of factorizations into homogeneous irreducibles.
3. \( R \) is a \textit{graded FFD} if every nonunit homogeneous element of \( R^* \) has only finitely many nonassociate homogeneous irreducible divisors.

We are in a position to characterize when a (generalized) Rees ring is a BFD (or an FFD).

**Proposition 6.34.** ([39, Proposition 2.5]) For an integral domain \( D \) with a proper ideal \( I \), assume that the (generalized) Rees ring \( R = D[It, t^{-1}] \) is atomic and \( t^{-1} \in \mathcal{P}(R) \). Then the following statements are equivalent.

(a) \( R \) is a BFD (resp., an FFD).
(b) \( R \) is a graded BFD (resp., a graded FFD).
(c) \( D \) is a BFD (resp., an FFD).
still holds if one replaces being a BFD by $\approx$ is a BFD. It follows from Corollary 6.2 that $D[t, t^{-1}]$ is also a BFD. Because $t^{-1}$ is a prime in $R$, the multiplicative set $S$ it generates in $R$ is a splitting multiplicative set by Lemma 5.6. It is clear that $R_S = D[t, t^{-1}]$. Since $D[t, t^{-1}]$ is a BFD, part (1) of Theorem 5.15 guarantees that $R$ is also a BFD.

**Remark 6.35.** The statement of Proposition 6.34 still holds if one replaces being a BFD by satisfying ACCP and being a graded BFD by satisfying ACC on homogeneous principal ideals (see [39, Proposition 2.5]).

### 7. Generalized Bounded and Finite Factorization Domains

In this section, we present an abstraction of the unique and finite factorization properties based on an extended notion of a factorization. These ideas were introduced by D. D. Anderson and the first author in [2]. In the same paper, they considered a similar abstraction for half-factoriality and other-half-factoriality (called quasi-factoriality in [2]) that we will not consider here.

Let $R$ be an integral domain, and let $r$ be a nonunit of $R^*$. An **atomic factorization** of $r$ in $R$ is an element $a_1 \cdots a_n$ of the free commutative monoid on $\mathcal{F}(R)$ (i.e., a formal product of irreducibles up to order) such that $a_1 \cdots a_n = r$ in $R$. Note that, by definition, two atomic factorizations are **not** identified up to associates.

**Definition 7.1.** Let $R$ be an integral domain, and let $\approx$ be an equivalence relation on $\mathcal{F}(R)$. Then we say that two atomic factorizations $a_1 \cdots a_m$ and $b_1 \cdots b_n$ in $R$ are $\approx$-equivalent if $m = n$ and there is a permutation $\sigma$ of $[1, m]$ such that $b_i \approx a_{\sigma(i)}$ for every $i \in [1, m]$.

1. $R$ is a $\approx$-CKD if $R$ is atomic and has only finitely many irreducible elements up to $\approx$-equivalence.
2. $R$ is a $\approx$-FFD if $R$ is atomic and every nonunit $r \in R^*$ has only finitely many factorizations in $R$ up to $\approx$-equivalence.
3. $R$ is a $\approx$-UFD if $R$ is atomic and for every nonunit $r \in R^*$, any two factorizations of $r$ in $R$ are $\approx$-equivalent.

With the notation as in Definition 7.1, observe that when $\approx$ is the associate relation on $\mathcal{F}(R)$, we recover the standard definitions of a CKD, an FFD, and a UFD from those of a $\approx$-CKD, a $\approx$-FFD, and a $\approx$-UFD, respectively. The following example is [2, Example 2.6(a)].

**Example 7.2.** Let $R$ be the ring of power series $\mathbb{Q}[[X]]$, and define the equivalence relation $\approx$ on $\mathcal{F}(R) = \{\sum_{i=1}^{\infty} b_i X^i \in R \mid b_1 \neq 0\}$ by setting $\sum_{i=1}^{\infty} b_i X^i \approx \sum_{i=1}^{\infty} c_i X^i$ whenever $b_1 c_1 > 0$. It can be readily verified that $R$ is a $\approx$-FFD and a $\approx$-CKD. In addition, $R$ is a UFD that is not a $\approx$-UFD. Note that the relation $\approx$ is strictly contained in the associate relation on $\mathcal{F}(R)$.

It is clear that if $R$ is a $\approx$-FFD, then $R$ is a BFD. We record this observation for future reference.

**Remark 7.3.** Let $R$ be an integral domain, and let $\approx$ be an equivalence relation on $\mathcal{F}(R)$. If $R$ is a $\approx$-FFD, then $R$ is a BFD.

Although when $\approx$ is the associate relation, the definitions of a $\approx$-FFD and a BFD are not equivalent, they may be equivalent for other choices of $\approx$. The next example is [2, Example 2.1(c)].
Example 7.4. Let $R$ be an integral domain, and let $\approx$ be the full equivalence relation on $\mathcal{I}(R)$, that is, $r \approx s$ for all $r, s \in \mathcal{I}(R)$. Observe that two atomic factorizations of a nonunit in $R^*$ are $\approx$-equivalent if and only if they involve the same number of irreducibles. As a consequence, $R$ is an $\approx$-FFD if and only if $R$ is a BFD, and $R$ is an $\approx$-CKD if and only if $R$ is atomic.

A CKD (resp., an FFD, a UFD) may not be an $\approx$-CKD (resp., $\approx$-FFD, $\approx$-UFD). To illustrate this, we use [2, Example 2.1(b)].

Example 7.5. Let $R$ be an integral domain, and let $\approx$ be the diagonal relation on $\mathcal{I}(R)$, that is, $a \approx b$ if and only if $a = b$ for all $a, b \in \mathcal{I}(R)$.

(1) Suppose that $R$ is an $\approx$-CKD. Because $R$ is atomic and $\mathcal{I}(R)$ is finite, the multiplicative monoid $R^*$ is finitely generated, and it follows from [35] that $R^*$ is finite. In this case, $R$ is a field. Thus, a CKD containing an irreducible cannot be an $\approx$-CKD.

(2) Suppose now that $R$ contains at least one irreducible. Then it is clear that $R$ is an $\approx$-UFD if and only if $R$ is a UFD and $U(R) = \{1\}$. Similarly, $R$ is an $\approx$-FFD if and only if $R$ is an FFD and $U(R)$ is finite (i.e., $R$ is an SFFD).

If $R$ is an integral domain and $\approx$ is an equivalence relation on $\mathcal{I}(R)$, then every implication in Diagram (7.1) holds.

\[
\begin{array}{ccc}
\approx\text{-UFD} & \longrightarrow & \approx\text{-FFD} & \longrightarrow & \approx\text{-CKD} \\
\downarrow & & \downarrow & & \\
\text{UFD} & \longrightarrow & \text{FFD} & \longrightarrow & \text{BFD} & \longrightarrow & \text{atomic domain}
\end{array}
\]

For an integral domain $R$, we let $\sim$ be the associate relation on $\mathcal{I}(R)$.

Proposition 7.6. ([2, Theorem 2.5]) Let $R$ be an integral domain, and let $\approx$, $\approx_1$, and $\approx_2$ be equivalence relations on $\mathcal{I}(R)$. Then the following statements hold.

(1) If $\approx_1 \subseteq \approx_2$ and $R$ is a $\approx_1$-FFD, then $R$ is a $\approx_2$-FFD. In particular, if $R$ is an FFD and $\sim \subseteq \approx$, then $R$ is a $\approx$-FFD.

(2) If $R$ is a $\approx$-CKD and a BFD, then $R$ is a $\approx$-FFD.

Proof. (1) The first statement is a direct consequence of part (2) of Definition 7.1, while the second statement is a special case of the first statement.

(2) Let $r$ be a nonunit of $R^*$. Since $R$ is an $\approx$-CKD, for every $\ell \in \mathbb{N}$, the element $r$ has only finitely many atomic factorizations that are non-equivalent with respect to $\approx$ and involve exactly $\ell$ irreducibles. This, along with the fact that $R$ is a BFD, implies that $r$ has only finitely many atomic factorizations up to $\approx$-equivalence. Thus, $R$ is a $\approx$-FFD. \hfill $\square$

In part (1) of Proposition 7.6, we observe that an FFD $R$ can also be an $\approx$-FFD for an equivalence relation on $\mathcal{I}(R)$ satisfying $\approx \subseteq \sim$ (see, for instance, Example 7.2). On the other hand, none of the conditions in the hypothesis of part (2) of Proposition 7.6 is superfluous. In addition, although every $\approx$-FFD is a BFD (for any relation $\approx$ on the set of irreducibles), the reverse implication of part (2) of Proposition 7.6 does not hold. The following examples, which are part of [2, Example 2.6], illustrate these observations.

Example 7.7.

(1) Since every CKD is an FFD, it follows from part (1) of Example 7.5 that any CKD $R$ containing at least one irreducible is a BFD that is not an $\approx$-CKD when $\approx$ is taken to be the diagonal relation on $\mathcal{I}(R)$.
(2) Consider the additive submonoid $M = \langle 1/p \mid p \in \mathbb{P} \rangle$ of $\mathbb{Q}_{\geq 0}$, and let $R$ be the monoid domain $\mathbb{Q}[M]$. We have seen in Example 4.8 that $R$ satisfies ACCP but is not a BFD. In addition, we have seen in Example 7.4 that when $\approx$ is the full relation $\mathcal{S}(R)^2$, the integral domain $R$ is a BFD if and only if it is a $\approx$-FFD and also that $R$ is atomic if and only if it is a $\approx$-CKD. As a result, $R$ is a $\approx$-CKD that is not a $\approx$-FFD.

(3) To see that the converse of part (2) of Proposition 7.6 does not hold, it suffices to take an FFD that is not a CKD, for instance, the ring of integers $\mathbb{Z}$.

The following theorem describes how the extended notion of a $\approx$-FFD behaves with respect to the $D + M$ construction.

**Theorem 7.8.** ([2, Theorem 2.10]) Let $T$ be an integral domain, and let $K$ and $M$ be a subfield of $T$ and a nonzero maximal ideal of $T$, respectively, such that $T = K + M$. For a proper submonoid $k$ of $K$, set $R = k + M$. Let $\approx$ be an equivalence relation on $\mathcal{S}(T)$, and set $\approx' = \approx \cap \mathcal{S}(R)^2$. Then the following statements hold.

1. If $T$ is quasilocal, then $R$ is a $\approx$-FFD if and only if $T$ is a $\approx$-FFD.

2. If $T$ is not quasilocal, then $R$ is a $\approx'$-FFD if $T$ is a $\approx$-FFD.

**Proof.** (1) Since $T$ is quasilocal, $R$ is quasilocal and $\mathcal{S}(R) = \mathcal{S}(T) \subseteq M$ by Lemma 4.18, and then one can easily see that $\mathcal{P}(R)$ is empty. In addition, we have seen in the proof of Proposition 5.32 that $R$ is atomic if and only if $T$ is atomic. As a consequence, $R$ is a $\approx$-FFD if and only if $T$ is a $\approx$-FFD. This, together with the fact that $\mathcal{S}(R) = \mathcal{S}(T)$, guarantees that $R$ is $\approx'$-FFD if and only if $T$ is a $\approx$-FFD.

(2) Suppose now that $T$ is not quasilocal. In this case, $R$ is not quasilocal. Once again, it follows from Lemma 4.18 that $\mathcal{S}(R) = \mathcal{S}(T) \cap R$, and one can check that $\mathcal{P}(R) = (\mathcal{P}(T) \cap R) \setminus M$ (in this case, $\mathcal{P}(R)$ may be nonempty). Then $R$ is a $\approx'$-FFD if $T$ is a $\approx$-FFD.

There are integral domains $R$ with a relation $\approx$ on $\mathcal{S}(R)$ such that $R$ is a $\approx$-FFD, but $R$ is neither a $\approx$-UFD nor an FFD.

**Example 7.9.** Consider the monoid domain $R = \mathbb{Q}[M]$, where $M$ is the additive monoid $\{0\} \cup \mathbb{Q}_{\geq 1}$. We have already seen in Example 4.7 that $R$ is a BFD that is neither an FFD nor an HFD. Observe that the monoid domain $R[Y]$ is a BFD by Corollary 6.2 and that $R[Y]$ is not a FFD (resp., an HFD) because $R$ is not an FFD (resp., an HFD). Finally, note that if $T$ is the DVR we obtain by localizing $R[Y]$ at the maximal ideal $Y R[Y]$ and $\approx$ denotes the equivalence relation on $R[Y]$ defined by being associates in $T$, then $R[Y]$ is a $\approx$-FFD that is not a $\approx$-UFD.

Lastly, we determine when the polynomial ring $R[X]$ is a $\sim_{K[X]}$-FFD, where two elements of $R[X]$ are related with respect to $\sim_{K[X]}$ whenever they are associates in $K[X]$ (here $K$ is the quotient field of $R$).

**Theorem 7.10.** ([2, Theorem 2.14]) Let $R$ be an atomic integral domain with quotient field $K$. Then $R[X]$ is a $\sim_{K[X]}$-FFD if and only if $R[Y]$ is a BFD.

**Proof.** Let $\approx$ denote $\sim_{K[X]}$. For the direct implication, it suffices to note that if $R[X]$ is a $\approx$-FFD, then it is a BFD, and so $R$ must be a BFD.

Conversely, suppose that $R$ is a BFD. It follows from Theorem 6.1 that $R[X]$ is also a BFD. Take a nonunit $f \in R[X]$, and take $\ell \in \mathbb{N}$ such that $\max L_{R[X]}(f) < \ell$. Observe that if two atomic factorizations of $f$ are $\approx$-equivalent, then they must contain the same number of irreducibles in $R$ and the same number of irreducibles in $R[X] \setminus R$. For $m, n \in \mathbb{N}_0$ such that $m + n \leq \ell$, suppose that $c_1 \ldots c_m f_1 \ldots f_n$ and $d_1 \ldots d_m g_1 \ldots g_n$ with $c_i, d_i \in R$ and $f_j, g_j \in R[X] \setminus R$, are two atomic
factorizations of \( f \) in \( R[X] \). If these factorizations are \( \approx \)-equivalent, then, after a possible reordering, \( f_i R[X] = g_i K[X] \). Since both \( f_i \) and \( g_i \) divide \( f \) for every \( i \in [1, n] \) and the set \( \{ h R[X] \mid f \in h R[X] \} \) is finite, we can conclude that \( f \) has only finitely many factorizations up to \( \approx \)-equivalence. Thus, \( R[X] \) is a \( \approx \)-FFD.

\[ \square \]
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