Abstract. The present paper is devoted to the investigation of the long time dynamics for a double free boundary system with nonlocal diffusions, which models the infectious diseases transmitted via digestive system such as fecal-oral diseases, cholera, hand-foot and mouth, etc... We start by proving the existence and uniqueness of the Cauchy problem, which is not a trivial step due to presence of couple dispersals and new types of nonlinear reaction terms. Next, we provide simple conditions on comparing the basic reproduction numbers $R_0$ and $R^*$ with some certain numbers to characterize the global dynamics, as $t \to \infty$. We further obtain the sharp criteria for the spreading and vanishing in term of the initial data. This is also called the vanishing-spreading phenomena. The couple dispersals yield significant obstacle that we cannot employ the approach of Zhao, Zhang, Li, Du [47] and Du-Ni [17]. To overcome this, we must prove the existence and the variational characterization for the principal eigenvalue of a linear system with nonlocal dispersals, then use it to obtain the right limits as the dispersal rates and domain tend to zero or infinity. The maximum principle and sliding method for the nonlocal operator are ingeniously employed to achieve the desired results.
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1. Introduction and statement of the results

Infectious diseases have for centuries ranked with wars and famine as major challenges to human progress and survival. They remain among the leading causes of death and disability worldwide. Against a constant background of established infections, epidemics of new and old infectious diseases periodically emerge, greatly magnifying the global burden of infections. For example, in the 19th century cholera spread across the world from its original reservoir in the Ganges delta in India. Six subsequent pandemics killed millions of people across all continents. The current pandemic started in South Asia in 1961, and reached Africa in 1971 and the European Mediterranean region in the summer of 1973. Latter, the cholera epidemic that occurred the Americas in 1991. Studies of these emerging infections reveal the evolutionary properties of pathogenic microorganisms and the dynamic relationships between microorganisms, their hosts and the environment. In general, fecal-oral diseases, especially cholera, have a key feature of positive feedback interaction between the infected human population and the concentration of bacteria (or virus)
in the environment. The infectious agent is transmitted to the human population via contaminated food consumption while the infected human plays a role as a multiplicator of the infectious agent, which is then sent to the environment via fecal excretion.

The outbreak and spread of diseases have been questioned and studied for many years, and a number of mathematical models have been proposed to describe the evolution of man-environment-man epidemics. In a pioneering work [12], Capasso and Paveri-Fontana have proposed a mathematical model for the cholera epidemic, which was spreading in European Mediterranean regions in 1973. Their model reads as follows

\[
\begin{aligned}
\frac{du}{dt} &= -au + av, \quad t > 0, \\
\frac{dv}{dt} &= -bv + G(u), \quad t > 0,
\end{aligned}
\]

with homogeneous initial conditions. Here \( u(t) \) and \( v(t) \) stand for the (average) concentration of infectious agent in the environment and the infective population, respectively, at time \( t \geq 0 \); \(-au\) is the nature death rate of the bacterial population; \(-bv\) is the natural diminishing rate of the infective population due to the finite mean duration of the infectious population; \( av \) is the contribution of the infective humans to the finite mean duration of the infectious population; \( \alpha v \) is the contribution of the infective humans under the assumption that the total susceptible human population is constant during the evolution of the epidemic. As explained in [14], the force of infection is a linearly monotone increasing function of the small concentration of infectious agent, but it appears quite unrealistic that for large \( u \) can stills hold. Therefore, \( G \) is often assumed to be a nonlinear and strictly increasing function with constant concavity. It was shown in [12], under this assumptions of \( G \), the threshold parameter \( \Theta = G'(0)\alpha/(ab) \) can determine the asymptotic behaviour of the solutions. If \( 0 < \Theta < 1 \) then the problem (1.1) admits the only equilibrium \((0,0)\), which is globally asymptotically stable. In this case, the epidemic eventually tends to extinction. Furthermore, if \( \Theta > 1 \), the problem (1.1) has a unique positive constant equilibrium and the epidemic finally turns into an endemic with this nontrivial endemic level.

To make the model be more realistic, Capasso et al. [10, 13, 15] has improved the model (1.1) to study the spreading of bacterial diseases for oral-faecal transmitted diseases and obtained threshold parameters such that for suitable values of it the epidemic eventually tends to extinction, otherwise a globally asymptotically stable spatially inhomogeneous stationary endemic state appears. Their model reads as follows

\[
\begin{aligned}
u_t &= d_1 \Delta u - au + cv, \quad t > 0, x \in \Omega, \\
v_t &= d_2 \Delta v - bv + G(u), \quad t > 0, x \in \Omega, \\
\frac{\partial u}{\partial \nu} + \alpha u &= 0, \quad t > 0, x \in \partial \Omega, \\
u(0, x) &= u_0(x), v(0, x) = v_0(x), \quad x \in \Omega,
\end{aligned}
\]

where \( u(t, x) \) and \( v(t, x) \) respectively denote the spatial density of the bacterial population and the infective human population, in an urban community at time \( t \geq 0 \) and the point \( x \) in habit region; \( d_i \geq 0 \) for \( i = 1, 2 \) are the diffusion coefficients; \( a \) is the natural death rate of bacteria and \( cv \) is the contribution of infectious population to the density of bacteria; \( b \) is the natural diminishing rate of infected individuals. The nonlinear term \( G(u) \) gives the “force of infection” on human due to the concentration of bacteria. It is defined by \( G : \mathbb{R} \mapsto \mathbb{R} \) and satisfies the following assumptions.

(1) if \( 0 < z' < z'' \) then \( 0 < G(z') < G(z'') \);

(2) \( G(0) = 0 \);

(3) \( G \) is continuously differentiable and, \( \forall \tau \in (0,1), \forall z \in \mathbb{R}_+ \setminus \{0\} : \quad \tau G(z) < G(\tau z); \) and \( \forall p > 0, \exists k_p > 0 \) s.t. \( \forall z' , z'' \in \mathbb{R}, \ 0 \leq z' \leq z'' < p : \quad G(z') - G(z'') \geq k_p (z' - z''). \)

Beside that, it is worth mentioning that the model (1.2) with \( d_2 = 0 \) and \( G \) is of bistable nonlinearity has been investigated by Xu and Zhao [11], who obtained the existence of bistable waves using results for semiflows and the method of sub- and super-solutions and further showed the global attractivity of the unique steady state up to translations of travelling waves of system connecting the two stable nodes for the associated reaction system. On the other hand, considering the contribution of the infective humans to the growth rate of the bacteria is of concave nonlinearity, says \( H(v) \), Hsu and Yang in [25] proved the
et al. 

From these conditions, if $0 < H'(0)G'(0)/(ab) < 1$ then the trivial solution is the only equilibrium of (1.3). However, if $H'(0)G'(0)/(ab) > 1$ then (1.3) has exactly two equilibria in the closure of the positive quadrant: $(0, 0)$ and $(K_1, K_2)$, where $K_1$ and $K_2$ satisfy

$$H(K_2) = aK_1 \quad \text{and} \quad G(K_1) = bK_2.$$ 

We further point out that the entire solution and spreading speed of traveling fronts for this model with two delays have been also studied in the deep work of Wu and Hsu [45].

Newly emerging infectious diseases can be defined, due to emerging and re-emerging infectious bacteria, as infections that have appeared in a population or have existed but are rapidly increasing in incidence or geographic range. Therefore, the study of several epidemiological models plays an important role in understanding the spreading of disease. Many important and interesting problems still remain open, in particular, answering the question on the spreading of infections to larger domain if the infectious bacteria are initially limited to a specific area is one of the major concerns of applied mathematics. To give the precise spreading front of the fecally–orally transmitted disease, Ahn et al. in [2] used a free boundary to describe the moving infected region in one dimensional space by the equation

$$u_t = du_{xx} - au + cv, \quad t > 0, \quad x \in (g(t), h(t)), \quad v_t = -bv + G(u), \quad t > 0, \quad x \in (g(t), h(t)), \quad u(t, x) = v(t, x) = 0, \quad t > 0, \quad x = g(t) \text{ or } x = h(t),$$

and showed that either the spreading or vanishing occurs depending on the largeness of basic reproduction number, initial number of bacteria, the length of the initial habitat, the diffusion rate. Very recently, Zhao et al. [47] studied the nonlocal version of (1.6) of the form

$$u_t = d_1 \int_{h(t)}^{g(t)} J(x-y)u(t, y)dy - au(x, t) + cv(t, x), \quad t > 0, \quad g(t) < x < h(t),$$

$$v_t = -bv(t, x) + G(u(t, x)), \quad t > 0, \quad x \in (g(t), h(t)), \quad u(t, x) = v(t, x) = 0, \quad t > 0, \quad x = g(t) \text{ or } x = h(t),$$

and

$$h'(t) = \mu \int_{g(t)}^{h(t)} \int_{g(t)}^{h(t)} J(x-y)u(t, x)dydx, \quad t > 0,$$

$$g'(t) = -\mu \int_{g(t)}^{\infty} \int_{g(t)}^{h(t)} J(x-y)u(t, x)dydx, \quad t > 0,$$

$$-g(0) = h(0) = h_0, \quad u(0, x) = u_0(x), \quad v(0, x) = v_0(x), \quad x \in [-h_0, h_0],$$

where $G, H : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ satisfy the following assumptions:

$$G, H \in C^2([0, \infty)), \quad G(0) = H(0) = 0 \quad \text{and} \quad H'(z), G'(z) > 0 \forall z \geq 0.$$
where the kernel function \( J : \mathbb{R} \rightarrow \mathbb{R} \) and the initial conditions are assumed to satisfy

\[
J \in C(\mathbb{R}) \cap L^\infty(\mathbb{R}), \text{ } J \text{ is symmetric and nonnegative, } J(0) > 0, \int_\mathbb{R} J(x)dx = 1, \quad u_0, v_0 \in C([-h_0, h_0]), \text{ } u_0(\pm h_0) = v_0(\pm h_0) = 0, u_0, v_0 > 0 \text{ in } (-h_0, h_0).
\]

They obtained the following results:

(i) If \( R_0 \leq 1 \), then vanishing happens.

(ii) If \( R_0 \geq 1 + \frac{4}{n} \), then spreading happens.

(iii) If \( 1 < R_0 < 1 + \frac{4}{n} \), then there exists \( l^* > 0 \) such that spreading happens when \( 2h_0 \geq l^* \), and if \( 2h_0 < l^* \), then there exists \( \mu^* > 0 \) such that spreading happens if and only if \( \mu > \mu^* \).

Motivated by the works \([12, 13, 25, 31, 45, 47]\), in this paper, we investigate the following cooperative free boundaries system with nonlocal dispersals read by

\[
(1.8)
\]

\[
\begin{align*}
  u_t &= d_1 \int \frac{h(t)}{g(t)} \left( J_1(x-y)u(t,y)dy - u(t, x) \right) - au(t, x) + H(v(t, x)), \quad t > 0, \quad g(t) < x < h(t), \\
  v_t &= d_2 \int \frac{h(t)}{g(t)} \left( J_2(x-y)v(t,y)dy - v(t, x) \right) - bv(t, x) + G(u(t, x)), \quad t > 0, \quad g(t) < x < h(t), \\
  u(t, x) &= v(t, x) = 0, \quad t > 0, \quad x = g(t) \text{ or } x = h(t), \\
  h'(t) &= \mu \left( \int g(t) h(t) \int J_1(x-y)u(t,x)dydx + \rho \int g(t) h(t) \int J_2(x-y)v(t,x)dydx \right), \quad t > 0, \\
  g'(t) &= -\mu \left( \int g(t) h(t) \int J_1(x-y)u(t,x)dydx - \rho \int g(t) h(t) \int J_2(x-y)v(t,x)dydx \right), \quad t > 0, \\
  -g(0) &= h(0) = h_0, \quad u(0, x) = u_0(x), \quad v(0, x) = v_0(x), \quad x \in [-h_0, h_0],
\end{align*}
\]

where \( = g(t) \) and \( x = h(t) \) are the moving boundaries to be determined together with \( u(t,x) \) and \( v(t,x) \), which are always assumed to be identically 0 for \( x \in \mathbb{R} \setminus [g(t), h(t)] \); \( a, b, d_1, d_2, \mu, \rho \) given real positive constants. Throughout this paper, we assume that the initial function pair \((u_0, v_0)\) satisfies

\[
(1.9)
\]

\[ u_0, v_0 \in C([-h_0, h_0]), \text{ } u(\pm h_0) = v(\pm h_0), \text{ } u_0, v_0 > 0 \text{ in } (-h_0, h_0), \]

and \( G, H : \mathbb{R} \rightarrow \mathbb{R} \) satisfy assumptions \((1.4)\).

A model example of the nonlinearities we consider is

\[
G(z) = \frac{z}{1+z} \quad \text{and} \quad H(z) = z - z^2, \quad \forall z \geq 0.
\]

The dispersal kernels \( J_i : \mathbb{R} \rightarrow \mathbb{R} \) satisfies the following assumption.

\[
(J) \ J_i \in C(\mathbb{R}) \cap L^\infty(\mathbb{R}) \text{ is nonnegative, symmetric such that } J_i(0) > 0, \int_\mathbb{R} J_i(x)dx = 1, \ i = 1, 2.
\]

On the epidemiological aspect, one can use \((1.8)\) to model the evolution of the bacteria and infective human population comes from the observation that the intrinsic variability in the capacity of the individuals to disperse generates, at the scale of populations, a long range dispersal of the population. The different dispersal kernels \( J_i, i \in \{1, 2\} \), describe the different probabilities of the bacteria and infective human to jump from one location to another. One of the main tool to study the problem \((1.8)\) is the spectral theory of the linearized operators. It is known that a random dispersal operator always admits a principal eigenvalue, but a nonlocal dispersal operator may not have a principal eigenvalue depending on the smoothness of the coefficient near the
maximum point. The principal spectral theory for elliptic-type nonlocal dispersal operator and their properties have been extensively investigated in [3,4,6,36] and references therein. In particular, Berestycki-Coville-Vo [3] proved the equivalence of different definitions of the principal eigenvalue and used it to investigate several important qualitative properties of the eigenvalue while Shen and Xie proved in [36] a necessary and sufficient spectral condition for the existence of the principal eigenvalue using a dynamical system approach. The existence and simplicity for time periodic eigenvalue of nonlocal cooperative system were proved by Bao and Shen [5] based on the Krein-Rutmann theorem. However, the existence of the principal eigenvalue for elliptic-type nonlocal dispersal cooperative system has not been obtained. In this paper, in the spirit of [3], we shall first prove the existence and its variational formula of the principal eigenvalue for linearized system to (1.8), the eigenvalue problem reads as follow

\[(1.10)\quad D(N\varphi - \varphi) + A\varphi + \lambda\varphi = 0, \text{ in } E,\]

where \(D = \text{diag}(d_1, d_2)\), \(d_1, d_2\) are positive constants; \(N = \text{diag}(N_1, N_2)\), with \(N_i\) being nonlocal operators, namely \(N_i[\varphi_i](x) := \int_\Omega J_i(x-y)\varphi_i(y)dy\), for \(i = 1, 2\); \(\varphi = (\varphi_1, \varphi_2)^T \in E; E = L^2(\Omega) \times L^2(\Omega)\); \(\Omega \subset \mathbb{R}\) is a bounded domain; \(A = (a_{ij}) \in M_{2 \times 2}(\mathbb{R})\), \(i, j = 1, 2\), satisfies \(a_{ii} \geq 0\), and \(a_{ij} = a_{ji}\) when \(i \neq j\). We emphasize that, due to the non-compactness of nonlocal operators and their resolvents, one cannot use the Krein-Rutmann theorem as in [5]. We need to employ new idea based on Lux-Milgram’s theorem to prove the existence of the principal eigenvalue, moreover, if one denotes by \(\lambda_p = \lambda_p(-D(N-I) - A)\) the principal eigenvalue of problem (1.10), we further show that \(\lambda_p\) can be variationally characterized by

\[\lambda_p = \sup_{\|\varphi\| = 1} \langle D(N-I)\varphi + A\varphi, \varphi \rangle,\]

where \(\langle \cdot, \cdot \rangle\) denotes the scalar product of \(L^2(\Omega)\). Thanks to this variational formula, we further obtain the limiting properties of the principal eigenvalue as dispersal rates and domain tend to zero or infinity.

In fact, mathematical modelling plays an important role in helping to quantify possible disease control strategies by focusing on the important aspects of a disease, determining threshold quantities for disease survival, and evaluating the effect of particular control strategies. A very important threshold quantity is the basic reproduction number, which is usually denoted by \(R_0\). The epidemiological definition of \(R_0\) is the average number of secondary cases produced by one infected individual introduced into a population of susceptible individuals, where an infected individual has acquired the disease, and susceptible individuals are healthy but can acquire the disease. In this paper, we introduce the threshold dynamical behaviour of the problem (1.8). This is followed by the investigation of the global dynamics in terms of the basic reproduction numbers \(R_0\) and \(R^*\) defined to be the method of next generation matrix. More precisely, we define

\[(1.11)\quad R_0 = \frac{H'(0)G'(0)}{ab},\]

and

\[(1.12)\quad R^* = \frac{H'(0)G'(0)}{(a + d_1)(b + d_2)}.\]

In reality, the value of \(R_0\) for a specific disease depends on many variables, such as location and density of population.

Let us now state our results. The first result concerns the existence and uniqueness of solutions to problem (1.8). This is a natural extension of the previous models in previously prescribed works (see e.g. [2,9,17,47]) and it is not a trivial step due to the presence of couple dispersals and new types of nonlinear reaction terms.

**Theorem 1.1** (Global existence and uniqueness). Assume (J) and (1.4). Then for any given \(h_0 > 0\) and \(u_0(x), v_0(x)\) satisfying (1.9), problem (1.8) admits a unique solution \((u(t, x), v(t, x), g(t), h(t))\) defined for all \(t > 0\).

The second result describes a dichotomy of the bacteria \(u\) in the environment and the infective human population \(v\), respectively. We prove that \((u, v)\) converges either to the disease-free equilibrium or the endemic equilibrium in the long run. Epidemiologically, this result reveals that the bacteria and the
infective human can either co-existence in the new adaptive environment (called spreading) or fail to establish and both eventually go extinct (called vanishing).

**Theorem 1.2 (Spreading-Vanishing dichotomy).** Assume (J), (1.4), and (1.9). Let \((u, v, g, h)\) be the solution of (1.8), then one of the following alternative happens:

1. **Vanishing:** \(\lim_{t \to \infty} h(t) - g(t) < \infty\) and \(\lim_{t \to \infty} (u(t, x), v(t, x)) = (0, 0)\) locally uniformly in \([g(t), h(t)]\).

2. **Spreading:** \(\lim_{t \to \infty} h(t) = - \lim_{t \to \infty} g(t) = \infty\) and \(\lim_{t \to \infty} (u(t, x), v(t, x)) = (K_1, K_2)\) locally uniformly in \(\mathbb{R}\).

Next we derive a threshold-type dynamics for system (1.8) in terms of \(R_0\) and \(R^*\). More specifically, we will prove that vanishing always happens if the basic reproduction number \(R_0 \leq 1\), while if \(R^* > 1\), then spreading always happens. Moreover, in a mediate case \(R^* < 1 < R_0\), the spreading/vanishing will depend largeness of initial habitat, more precisely, we found a critical length \(L^*\) such that the spreading happens if \(h_0 \geq L^*/2\), otherwise, the we found a critical spreading speed on the boundary \(\mu^*\) such that the spreading occurs if and only if \(\mu > \mu^*\). More precisely, our result reads as follows:

**Theorem 1.3.** Assume (J), (1.4), and (1.9). Let \((u, v)\) be the solution of (1.8), and \(R_0, R^*\) be given by (1.11), (1.12), respectively. The following statements hold.

1. If \(R_0 \leq 1\), then vanishing happens.
2. If \(R^* \geq 1\), then spreading always happens.
3. If \(R^* < 1 < R_0\) then there exists a unique \(L^* > 0\) such that
   - Spreading always happens if \(h_0 \geq L^*/2\).
   - On the other hand, if \(0 < h_0 < L^*/2\), there exists \(\mu^* > 0\) such that the spreading occurs if and only if \(\mu > \mu^*\), otherwise, the vanishing happens exactly when \(\mu \leq \mu^*\).

Note that \(L^*\) depends only on \((a, b, H'(0), G'(0), d_1, d_2, J_1, J_2)\), which is determined by an eigenvalue problem, but \(\mu^*\) depends only on the initial data.

**Remark 1.** The condition \(R^* \geq 1\) in part (2) of Theorem 1.3 is equivalent to

\[
R_0 \geq \left(1 + \frac{d_1}{a}\right) \left(1 + \frac{d_2}{b}\right).
\]

This confirms the impact of the dispersal rate of the bacteria to the spreading phenomena of both infective human and bacteria. Moreover, if \(d_2 = 0\), we also recover the spreading condition obtained by Zhao, Zhang, Li, Du [47] for degenerate system of epidemic model.

To this end, our last result is about the sharp criteria for spreading/vanishing phenomena with respect to the dispersal rate \(d (= d_1 = d_2)\). More precisely, with some extra condition, we found a threshold value \(d^*\) such that the spreading hold if \(d \in (0, d^*)\) while vanishing occurs if \(d > d^*\).

**Theorem 1.4.** Under the condition of Theorem 1.3, if \(0 < d < d^*\) and \(R^* \geq 1\) then spreading always happens. If \(d > d^*\), \(R^* < 1 < R_0\), and \((u_0(x), v_0(x))\) (satisfying (1.9)) is sufficiently small, then vanishing occurs.

From the biological point of view, this theorem implies that the slow dispersal rate is always beneficial for persistence of bacteria in the long run, while the large dispersal rate together with small initial density drive the bacteria to extinction. This type of result was also obtained by Zhou and Xiao in [49] for single-species model in heterogeneous environment, the authors [49] found critical dispersal rate such that the species is spreading when \(0 < d \leq d^*\), the spreading speed is also obtained. The case of nonlocal time periodic equation has been investigated by Shen and Vo [37], in which the authors asserted that under the seasonal effect, the small dispersal rates are favored, while the large dispersal rates are always unfavored and leads the species to extinction. This is the first time that the result ”slow dispersal rates always win” is obtained for an epidemic model of couple dispersals and again confirmed this conjecture proposed by Yuan Lou in the series of works [19, 26, 28].
Organization of the paper. The paper is organized as follows. In Sect. 2 we prove Theorem 1.1 by using the maximum principle and contraction mapping theorem. Section 3 is devoted to the study of the eigenvalue problem (3.4), which plays the vital role in our analysis. In Sect. 4, we establish the spreading-vanishing dichotomy result, and furthermore, we obtain the sharp criteria for the spreading and vanishing with respect to the initial condition. We prove Theorem 1.2 and Theorem 1.3 in this section. Finally in Sect. 5, we study the influences of the principal spectrum point $\lambda_p(d)$ on the global dynamics and prove Theorem 1.4 here.

2. Global existence and Uniqueness

Throughout this section, we assume that $h_0 > 0$ and $(u_0, v_0)$ satisfy (1.9). For any given $T > 0$, we introduce the following notations:

$$
\mathbb{H}_h^T = \{ h \in C([0, T]) : h(0) = h_0, h(t) \text{ is strictly increasing} \},
$$

$$
\mathbb{G}_h^T = \{ g \in C([0, T]) : -g \in \mathbb{H}_h^T \}.
$$

For $g \in \mathbb{G}_h^T, h \in \mathbb{H}_h^T$ and $W_0 = (u_0, v_0)$ satisfying (1.9)

$$
D_T = D_{g,h}^T := \{ (t, x) \in \mathbb{R}^2 : 0 < t \leq T, g(t) < x < h(t) \},
$$

$$
\mathbb{X}^T_{W_0} = \mathbb{X}^T_{W_0,g,h} := \{ \varphi \in [C(\mathbb{D}_T)]^2 : \varphi \geq 0, \varphi|_{t=0} = W_0(x), \varphi|_{x=g(t), h(t)} = 0 \}.
$$

Furthermore, for $\varphi = (\varphi_1, \varphi_2) \geq 0$, we mean $\varphi_1 \geq 0$ and $\varphi_2 \geq 0$ in $D_T$. According to assumptions (1.4), when $H'(0)G'(0) > ab$ the following problem

$$
\begin{align*}
H(z) &= az, \\
G(z) &= bz,
\end{align*}
$$

has exactly two solutions $(0, 0)$ and $(K_1, K_2)$. Moreover, $H(z)/z$ and $G(z)/z$ are non-increasing functions due to (1.4).

Next, we give two important constants whose definition is divided into two significant cases

$$
C_1 = \begin{cases} 
\max \left\{ \|u_0\|, \frac{K_1}{K_2}\|v_0\|, K_1 \right\}, & \text{if } ab < H'(0)G'(0), \\
\max \left\{ \|u_0\|, \frac{b}{G'(0)}\|v_0\|, K_1 \right\}, & \text{if } ab \geq H'(0)G'(0),
\end{cases}
$$

$$
C_2 = \begin{cases} 
\frac{K_2}{K_1}C_1, & \text{if } ab < H'(0)G'(0), \\
\frac{G'(0)}{b}C_1, & \text{if } ab \geq H'(0)G'(0).
\end{cases}
$$

Lemma 2.1 (Maximum principle). Assume that (J) holds, $A, B, C, D \in L^\infty \left( D_{g,h}^T \right)$ with $B$ and $C$ non-negative, $(u(t, x), v(t, x))$ as well as $(u_t(t, x), v_t(t, x))$ are continuous in $\mathbb{D}_{g,h}^T$ and satisfy

$$
\begin{align*}
&u_t(t, x) \geq d_1 \int_{g(t)}^{h(t)} J_1(x-y)u(t, y)dy - d_1 u + Au + Bv \quad (t, x) \in \Omega^T, \\
v_t(t, x) \geq d_2 \int_{g(t)}^{h(t)} J_2(x-y)v(t, y)dy - d_2 v + Dv + Cu \quad (t, x) \in \Omega^T, \\
u(t, x) \geq 0, & \quad \text{if } x = g(t) \text{ or } x = h(t), \quad 0 < t \leq T, \\
u(0, x) \geq 0, & \quad v(0, x) \geq 0, \quad |x| \leq h_0.
\end{align*}
$$

Then $(u(t, x), v(t, x)) \geq (0, 0)$ for $(t, x) \in D_{g,h}^T$. Moreover, if $(u(0, x), v(0, x)) \neq (0, 0)$ for $|x| \leq h_0$ then $(u(t, x), v(t, x)) > 0$ in $D_{g,h}^T$.

Proof. The lemma can be proved by the comparison arguments similar to the proof of Lemma 3.1 in [17]. Here we omit the details.
Lemma 2.2. For any $T > 0$ and $(g, h) \in G_{h_0}^T \times H_{h_0}^T$, the problem

\[
\begin{aligned}
    u_t &= d_1 \int_{g(t)}^{h(t)} J_1(x - y)u(t, y)dy - d_1 u - au + H(v), & t > 0, x \in (g(t), h(t)), \\
    v_t &= d_2 \int_{g(t)}^{h(t)} J_2(x - y)v(t, y)dy - d_2 v - bv + G(u), & t > 0, x \in (g(t), h(t)), \\
    u(t, x) &= v(t, x) = 0, & t > 0, x = g(t) \text{ or } x = h(t), \\
    -g(0) = h(0) = h_0, u(0, x) = v(0, x) &= u(t, x), & x \in [-h_0, h_0],
\end{aligned}
\]

has a unique solution $(u_{g,h}, v_{g,h}) \in X_{U_0, g,h}^T$. Furthermore,

\[0 < (u_{g,h}, v_{g,h}) \leq (C_1, C_2) \text{ for any } (t, x) \in D_{g,h}^T,\]

where $C_1$ and $C_2$ are defined in (2.1).

**Proof.** We break the proof into three steps.

**Step 1:** A parametrized ODE problem.

For $x \in [g(T), h(T)]$, we define

\[
\hat{u}_0(x) := \begin{cases} 
    u_0(x), & x \in [-h_0, h_0], \\
    0, & x \notin [-h_0, h_0],
\end{cases} \quad \hat{v}_0(x) := \begin{cases} 
    v_0(x), & x \in [-h_0, h_0], \\
    0, & x \notin [-h_0, h_0],
\end{cases}
\]

and

\[t_x := \begin{cases} 
    t_x^g, & x \in [g(T), -h_0) \text{ and } x = g(t_x^g), \\
    0, & x \in [-h_0, h_0), \\
    t_x^h, & x \in (h_0, h(T)] \text{ and } x = h(t_x^h).
\end{cases}\]

Clearly $t_x = T$ for $x = g(T)$ and $x = h(T)$, and $t_x < t \leq T$ for $x \in (g(t), h(t))$. For any given $0 \leq s \leq T$ and $\varphi = (\varphi_1, \varphi_2) \in X_{U_0}^T$, we first consider the initial value problem of the following ordinary differential system with parameter $x \in (g(t), h(t))$.

\[
\begin{aligned}
    U_t &= d_1 \int_{g(t)}^{h(t)} J_1(x - y)\varphi_1(t, y)dy - d_1 U - aU + \tilde{H}(V), & t_x < t \leq s, \\
    V_t &= d_2 \int_{g(t)}^{h(t)} J_2(x - y)\varphi_2(t, y)dy - d_2 V - bV + \tilde{G}(U), & t_x < t \leq s, \\
    U(t_x, x) &= \hat{u}_0(x), V(t_x, x) &= \hat{v}_0(x), & g(s) < x < h(s),
\end{aligned}
\]

where

\[
\tilde{H}(V) = \begin{cases} 
    0, & \text{for } V < 0, \\
    H(V), & \text{for } V \geq 0,
\end{cases} \quad \tilde{G}(U) = \begin{cases} 
    0, & \text{for } U < 0, \\
    G(U), & \text{for } U \geq 0.
\end{cases}
\]

Denote

\[
\begin{aligned}
    F_1(t, x, U, V) &= d_1 \int_{g(t)}^{h(t)} J_1(x - y)\varphi_1(t, y)dy - d_1 U(t, x) - aU(t, x) + \tilde{H}(V(t, x)), \\
    F_2(t, x, U, V) &= d_2 \int_{g(t)}^{h(t)} J_2(x - y)\varphi_2(t, y)dy - d_2 V(t, x) - bV(t, x) + \tilde{G}(U(t, x)),
\end{aligned}
\]

and

\[ L^\varphi_1 = \begin{cases} 
1 + K_1 + \|\varphi_1\|_{C(\overline{T}_1)} + \frac{K_1}{K_2} \|\varphi_2\|_{C(\overline{T}_1)}, & \text{if } ab < H'(0)G'(0), \\
\|\varphi_1\|_{C(\overline{T}_1)} + \frac{b}{G'(0)} \|\varphi_2\|_{C(\overline{T}_1)} + 1, & \text{if } ab \geq H'(0)G'(0), 
\end{cases} \]

\[ L^\varphi_2 = \begin{cases} 
\frac{K_2}{K_1} L^\varphi_1 = \frac{K_2}{K_1} + \frac{K_2}{K_1} \|\varphi_1\|_{C(\overline{T}_1)} + \|\varphi_2\|_{C(\overline{T}_1)}, & \text{if } ab < H'(0)G'(0), \\
\frac{G'(0)}{b} L^\varphi_1 = \frac{G'(0)}{b} \|\varphi_1\|_{C(\overline{T}_1)} + \|\varphi_2\|_{C(\overline{T}_1)} + \frac{G'(0)}{b}, & \text{if } ab \geq H'(0)G'(0). 
\end{cases} \]

Since \( G, H \in C^1([0, +\infty)), \) with \( L^\varphi_1, L^\varphi_2 > 0, \) there exists two constants \( \rho(L^\varphi_1), \rho(L^\varphi_2) > 0 \) such that

\[ |\widetilde{G}(z_1) - \widetilde{G}(z_2)| \leq \rho(L^\varphi_1)|z_1 - z_2| \quad \text{for } z_1, z_2 \in [0, L^\varphi_1], \]

and

\[ |\widetilde{H}(z_1) - \widetilde{H}(z_2)| \leq \rho(L^\varphi_2)|z_1 - z_2| \quad \text{for } z_1, z_2 \in [0, L^\varphi_2]. \]

Setting \( L^\varphi = \max\{a + d_1, b + d_2, \rho(L^\varphi_1), \rho(L^\varphi_2)\}. \) For any \((U_1, V_1), (U_2, V_2) \in (0, L^\varphi_1) \times (0, L^\varphi_2), \) we have

\[ |F_1(t, x, U_1, V_1) - F_1(t, x, U_1, V_1)| \leq (a + d_1)|U_1 - U_2| + \left| \widetilde{H}(V_1) - \widetilde{H}(V_2) \right| \leq (a + d_1)|U_1 - U_2| + \rho(L^\varphi_2)|V_1 - V_2| \leq L^\varphi(|U_1 - U_2| + |V_1 - V_2|), \]

and

\[ |F_2(t, x, U_1, V_1) - F_2(t, x, U_1, V_1)| \leq (b + d_2)|V_1 - V_2| + \left| \widetilde{G}(U_1) - \widetilde{G}(U_2) \right| \leq (b + d_2)|V_1 - V_2| + \rho(L^\varphi_2)|U_1 - U_2| \leq L^\varphi(|U_1 - U_2| + |V_1 - V_2|). \]

Hence, the function \( F_1(t, x, U, V) \) is Lipschitz continuous in \( W = (U, V) \) for \((U, V) \in (0, L^\varphi_1) \times (0, L^\varphi_2) \) with Lipschitz constant \( L^\varphi, \) uniformly for \( t \in [0, s] \) and \( x \in [g(s), h(s)], \) \( i = 1, 2. \) Moreover, \( F_i(t, x, U, V) \) is continuous in all its variable in this range, \( i = 1, 2. \) By the fundamental theorem of ODEs, problem (2.5) has a unique solution \( W^\varphi = (U^\varphi, V^\varphi) \) defined in some interval \([t_x, s]\) and \( W^\varphi = (U^\varphi, V^\varphi) \) is continuous in both \( t \) and \( x. \)

To claim that \( t \to W^\varphi(t, x) \) can be uniquely extended to \([t_x, s], \) it suffices to show that if \( W^\varphi \) is defined for \( t \in [t_x, t_0] \) with \( t_0 \in (t_x, s], \) then

\[ 0 \leq W^\varphi = (U^\varphi, V^\varphi) < (L^\varphi_1, L^\varphi_2) \quad \text{for } t \in (t_x, t_0). \]

Here by \((U^\varphi, V^\varphi) < (L^\varphi_1, L^\varphi_2)\) we mean \( U^\varphi < L^\varphi_1 \) and \( V^\varphi < L^\varphi_2. \) We claim that \((U^\varphi, V^\varphi) < (L^\varphi_1, L^\varphi_2) \) in \((t_x, t_0). \) If this inequality does not hold throughout the interval \([t_x, t_0] \) and hence, in view of

\[ (U^\varphi(t_x, x), V^\varphi(t_x, x)) = (\tilde{u}_0(x), \tilde{v}_0(x)) \leq (\|\varphi_1\|_{C(\overline{T}_1)}, \|\varphi_2\|_{C(\overline{T}_1)}) < (L^\varphi_1, L^\varphi_2), \]

there exists a value \( t' \in (t_x, t_0) \) such that \((U^\varphi, V^\varphi) < (L^\varphi_1, L^\varphi_2) \) in \((t_x, t'), \) \((U^\varphi(t', x), V^\varphi(t', x)) \leq (L^\varphi_1, L^\varphi_2), \) and \( U^\varphi(t', x) = L^\varphi_1 \) or \( V^\varphi(t', x) = L^\varphi_2. \) Without loss of generality, we may assume that \( U^\varphi(t', x) = L^\varphi_1, \) then it follows that \((U^\varphi)(t', x) \geq 0. \) Now, we split into two cases for the convenience of pointing out a contradiction.

**Case 1:** \( ab < H'(0)G'(0). \)

Since \( H(z) \) is increasing and \( V^\varphi(t', x) \leq L^\varphi_2, \) we obtain \( \widetilde{H}(V^\varphi(t', x)) \leq \widetilde{H}(L^\varphi_2). \) Due to \( L^\varphi_2 > K_2 \) and \( H(z)/z \) is non-increasing, there holds \( \frac{H(L^\varphi_2)}{L^\varphi_2} \leq \frac{H(K_2)}{K_2} = \frac{aK_1}{K_2}. \) Hence, from the equation satisfied by \( U^\varphi, \)
we can deduce
\[ 0 \leq d_1 \int_{g(t')}^{h(t')} J_1(x-y)\varphi_1(t,y)dy - d_1 U^\varphi(t',x) - aU^\varphi(t',x) + \tilde{H}(V^\varphi(t',x)) \]
\[ \leq d_1 \|\varphi_1\|_{C(\mathcal{T}_r)} - (a + d_1)L_1^1 + \frac{aK_1}{K_2}L_2^2 < d_1 L_1^1 - (a + d_1)L_1^1 + \frac{aK_1}{K_2}L_2^2 = -a L_1^1 + \frac{aK_1}{K_2}L_2^2 = 0. \]

This is impossible.

**Case 2:** \( ab \geq H'(0)G'(0) \).

Due to \( H(z)/z \) is non-increasing, we have \( \tilde{H}(L_2^2) \leq H'(0)L_2^2 \). Combining this with the equation satisfied by \( U^\varphi \), we have similarly a contradiction
\[ 0 \leq d_1 \int_{g(t')}^{h(t')} J_1(x-y)\varphi_1(t,y)dy - d_1 U^\varphi(t',x) - aU^\varphi(t',x) + \tilde{H}(V^\varphi(t',x)) \]
\[ \leq d_1 \|\varphi_1\|_{C(\mathcal{T}_r)} - (a + d_1)L_1^2 + H'(0)L_2^2 < d_1 L_1^2 - (a + d_1)L_1^2 + \frac{H'(0)G'(0)}{b}L_1^2 = \frac{H'(0)G'(0)}{b} - \frac{ab}{b}L_1^2 \leq 0. \]

We now prove \((U^\varphi, V^\varphi) \geq 0 \) in \((t_x, t_0]\). Note that \( \tilde{H}(z) \geq 0 \) for \( z \in \mathbb{R} \). Hence, from the equation satisfied by \( U^\varphi \), we can deduce
\[ U^\varphi(t, x) \geq d_1 \int_{g(t)}^{h(t)} J_1(x-y)\varphi_1(t,y)dy - d_1 U^\varphi - aU^\varphi \geq (-a - d_1)U^\varphi(t, x). \]

Therefore, \( \left(U^\varphi(t, x)e^{(a+d_1)t}\right) \geq 0, \) for \( t \in (t_x, t_0] \), and \( U^\varphi(t, x)e^{(a+d_1)t} \geq U^\varphi(t, x)e^{(a+d_1)t_s} \geq 0. \) This implies that \( U^\varphi(t, x) \geq 0, \) for \( t \in (t_x, t_0] \). Similarly, we have \( V^\varphi(t, x) \geq 0, \) for \( t \in (t_x, t_0] \). This proves our claim in \( (2.6) \), and therefore the solution \( W^\varphi \) of \( (2.5) \) is uniquely defined for \( t \in [t_x, s] \).

**Step 2:** A fixed point problem.

Let us note that \( W^\varphi(0, x) = W_0(x) \) for \( x \in [-h_0, 0] \), and \( W^\varphi(t, x) = 0 \) for \( t \in [0, s] \) and \( x \in (g(t), h(t)) \). Moreover, by the continuous dependence of the ODE solution on parameters, \( W^\varphi \) is continuous in \( \overline{D}_a \), and so \( W^\varphi \in X^*_W \). Define a mapping \( \Gamma_s : X^*_W \to X^*_W \) by
\[ \Gamma_s \varphi = W^\varphi. \]

Clearly, if \( \Gamma_s \varphi = \varphi \) then \( \varphi \) solves \( (2.5) \), and vice versa.

We claim that for sufficiently small \( s > 0 \), \( \Gamma_s \) has a unique fixed point in \( X^*_W \). We derive this conclusion by the contraction mapping theorem; namely we prove that for such \( s \), \( \Gamma_s \) is a contraction mapping on a closed subset of \( X^*_W \), and any fixed point of \( \Gamma_s \) in \( X^*_W \) lies in this closed subset.

Firstly we note that \( X^*_W \) is a complete metric space with a metric
\[ d(\varphi, \phi) = \|\varphi - \phi\|_{C(\mathcal{T}_r)}. \]

Take \( C_1 \) and \( C_2 \) as in \( (2.1) \). Denote
\[ \alpha = \begin{cases} \frac{K_2}{K_1} & \text{if } ab < H'(0)G'(0), \\ \frac{G'(0)}{b} & \text{if } ab \geq H'(0)G'(0), \end{cases}, \quad C = (C_1, C_2), \]
and define
\[ X^*_C := \{ \varphi = (\varphi_1, \varphi_2) \in X^*_W : \left(\|\varphi_1\|_{C(\mathcal{T}_r)}, \|\varphi_2\|_{C(\mathcal{T}_r)}\right) \leq (C_1, C_2)\}. \]

Clearly \( X^*_C \) is a closed subset of \( X^*_W \). We will find a \( \delta > 0 \) small depending on \( C_1, C_2 \) such that for every \( s \in (0, \delta] \), \( \Gamma_s \) maps \( X^*_C \) into itself and is a contraction.
Let \( \varphi \in X^a_{\Gamma_0} \), and denote \( W^\varphi = \Gamma_0 \varphi \). Then \( W^\varphi = (U^\varphi, V^\varphi) \) solves (2.5) and satisfies (2.6) with \( t_0 \) replaced by \( s \). Now we prove that
\[
(2.7) \quad U^\varphi(t, x) \leq C_1, \quad V^\varphi(t, x) \leq C_2, \quad \forall \, g(s) \leq x \leq h(s), \quad t_x \leq t \leq s,
\]
which is equivalent to \( (\|U^\varphi\|_{C(\overline{\Omega_j})}, \|V^\varphi\|_{C(\overline{\Omega_j})}) \leq (C_1, C_2) \). It suffices to show that \( (U^\varphi, V^\varphi) < (C_1 + \varepsilon, C_2 + \varepsilon) \) in \( D_s \), for any given \( \varepsilon > 0 \). Suppose this is not true. Due to
\[
(U^\varphi(t_x, x), V^\varphi(t_x, x)) = (\hat{u}_0(x), v(t_x, x)) \leq (\|u_0\|_\infty, \|v_0\|_\infty) < (C_1 + \varepsilon, C_2 + \varepsilon),
\]
there exist \( x_0 \in (g(s), h(s)), t_0 \in (t_{x_0}, s) \) such that \( (U^\varphi(t, x), V^\varphi(t, x)) < (C_1 + \varepsilon, C_2 + \varepsilon) \) for \( x \in (g(t_0), h(t_0)), t \in (t_{x_0}, t_0) \). We have \( (U^\varphi(t_0, x_0), V^\varphi(t_0, x_0)) \leq (1 + \varepsilon, 2 + \varepsilon) \), and \( U^\varphi(t_0, x_0) = C_1 + \varepsilon \) or \( V^\varphi(t_0, x_0) = C_2 + \varepsilon \). Without loss of generality, we may assume that \( U^\varphi(t_0, x_0) = C_1 + \varepsilon \), then \( (U^\varphi(t_0, x_0) \geq 0 \). We present the details below to get a contradiction since significant changes are needed.

**Case 1:** \( ab < H'(0)G'(0) \). It is easy to check that
\[
\tilde{H}(V^\varphi(t_0, x_0)) \leq H\left(C_2 + \frac{K_2}{K_1} \varepsilon\right) < \frac{H(K_2)}{K_2}\left(C_2 + \frac{K_2}{K_1} \varepsilon\right) = \frac{aK_1}{K_2}\left(C_2 + \frac{K_2}{K_1} \varepsilon\right) = a(C_1 + \varepsilon).
\]
Due to the equation satisfied by \( U^\varphi \), we obtain that
\[
0 \leq d_1 \int_{g(t_0)}^{h(t_0)} J_1(x_0 - y)\varphi_1(t_0, y) dy - d_1U^\varphi(t_0, x_0) - aU^\varphi(t_0, x_0) + \tilde{H}(V^\varphi(t_0, x_0)) \leq d_1\|\varphi_1\|_{C(\overline{\Omega_j})} - (a + d_1)(C_1 + \varepsilon) + a(C_1 + \varepsilon) \leq d_1C_1 - (a + d_1)(C_1 + \varepsilon) + a(C_1 + \varepsilon) = -d_1 \varepsilon < 0.
\]

**Case 2:** \( ab \geq H'(0)G'(0) \).

Note that \( \tilde{H}(V^\varphi(t_0, x_0)) \leq H'(0)V^\varphi(t_0, x_0) \leq H'(0)\left(C_2 + \frac{G'(0)}{b} \varepsilon\right) = \frac{H'(0)G'(0)}{b}(C_1 + \varepsilon) \). Hence, from the equation satisfied by \( U^\varphi \), we can deduce
\[
0 \leq d_1 \int_{g(t_0)}^{h(t_0)} J_1(x_0 - y)\varphi_1(t_0, y) dy - d_1U^\varphi(t_0, x_0) - aU^\varphi(t_0, x_0) + \tilde{H}(V^\varphi(t_0, x_0)) \leq d_1\|\varphi_1\|_{C(\overline{\Omega_j})} - (a + d_1)(C_1 + \varepsilon) + \frac{H'(0)G'(0)}{b}(C_1 + \varepsilon) \leq d_1C_1 - (a + d_1)(C_1 + \varepsilon) + a(C_1 + \varepsilon) \leq \frac{H'(0)G'(0)}{b} - ab(C_1 + \varepsilon) - d_1 \varepsilon < 0.
\]

The contradiction in both cases proves (2.7). Therefore, \( W^\varphi = \Gamma_0 \varphi \in X^a_{\Gamma_0} \), so \( \Gamma_0 \) maps \( X^a_{\Gamma_0} \) into itself. We next show that by \( \delta \) small enough, \( \Gamma_0 \) is a contradiction on \( X^a_{\Gamma_0} \).

Let \( \varphi, \rho \in X^a_{\Gamma_0} \), then \( (U, V) = W = W^\varphi - W^\rho = (U^\varphi - U^\rho, V^\varphi - V^\rho) \) satisfies
\[
\left\{\begin{array}{l}
U_t = d_1 \int_{g(t)}^{h(t)} J_1(x - y)\varphi_1(t, y) dy - d_1U - aU + H(V^\varphi) - H(V^\rho), \quad t_x < t \leq s, \\
V_t = d_2 \int_{g(t)}^{h(t)} J_2(x - y)\varphi_2(t, y) dy - d_2V - bV + G(U^\varphi) - G(U^\rho), \quad t_x < t \leq s, \\
U(t_x, x) = 0, V(t_x, x) = 0, \quad g(s) < x < h(s).
\end{array}\right.
\]

It follows that, for \( x \in (g(s), h(s)) \) and \( t_x \leq t \leq s \),
\[
U(t, x) \leq e^{-(a+d_1)(t_x-t)} \int_{t_x}^{t} e^{-(a+d_1)(t_x-t)} \left( d_1 \int_{g(l)}^{h(l)} J_1(x - y)(\varphi_1 - \rho_1)(l, y) dy + cV(l, x) \right) dl.
\]
Since \((g(t), h(t)) \subset (g(s), h(s))\) when \(t \leq s\), we deduce that, for any \(x \in (g(t), h(t))\),

\[
|U(t, x)| \leq e^{(a + d_1)(t - t_\varepsilon)} \int_{t_\varepsilon}^{t} e^{(a + d_1)(t - t_\varepsilon)} dl \left( d_1 \|\varphi_1 - \rho_1\|_{C(\overline{\varGamma}_s)} + c\|V\|_{C(\overline{\varGamma}_s)} \right) \\
\leq (t - t_\varepsilon)e^{2(a + d_1)(t - t_\varepsilon)} \left( d_1 \|\varphi_1 - \rho_1\|_{C(\overline{\varGamma}_s)} + c\|V\|_{C(\overline{\varGamma}_s)} \right) \\
\leq se^{2(a + d_1)s} \left( d_1 \|\varphi_1 - \rho_1\|_{C(\overline{\varGamma}_s)} + c\|V\|_{C(\overline{\varGamma}_s)} \right).
\]

This implies that \(\|U\|_{C(\overline{\varGamma}_s)} \leq se^{2(a + d_1)s} \left( d_1 \|\varphi_1 - \rho_1\|_{C(\overline{\varGamma}_s)} + c\|V\|_{C(\overline{\varGamma}_s)} \right)\). Since \(G, H \in C^1([0, \infty), \text{ for } C_1, C_2 > 0, \) there exists two constants \(\alpha(C_1), \alpha(C_2) > 0\) such that

\[
|G(z_1) - G(z_2)| \leq \alpha(C_1) |z_1 - z_2|, \text{ for } z_1, z_2 \in [0, C_1], \\
|H(z_1) - H(z_2)| \leq \alpha(C_2) |z_1 - z_2|, \text{ for } z_1, z_2 \in [0, C_2].
\]

It follows that

\[
V(t, x) \leq e^{-(b + d_2)(t_\varepsilon - t)} \int_{t_\varepsilon}^{t} e^{-(b + d_2)(t_\varepsilon - t)} \left( d_2 \|\varphi_2 - \rho_2\|_{C(\overline{\varGamma}_s)} \right) J_2(x - y)(\varphi_2 - \rho_2)(l, y)dy + G(U^c(l, x)) - G(U^p(l, x)) dl.
\]

Since \((g(t), h(t)) \subset (g(s), h(s))\) when \(t \leq s\), we deduce that, for \(x \in (g(t), h(t))\),

\[
|V(t, x)| \leq e^{(b + d_2)(t - t_\varepsilon)} \int_{t_\varepsilon}^{t} e^{(b + d_2)(t - t_\varepsilon)} \left( d_2 \|\varphi_2 - \rho_2\|_{C(\overline{\varGamma}_s)} + |G(U^c(l, x)) - G(U^p(l, x))| \right) dl \\
\leq se^{2(b + d_2)s} \left( d_2 \|\varphi_2 - \rho_2\|_{C(\overline{\varGamma}_s)} + \alpha(C_1)\|V\|_{C(\overline{\varGamma}_s)} \right).
\]

This leads to \(\|V\|_{C(\overline{\varGamma}_s)} \leq se^{2(b + d_2)s} \left( d_2 \|\varphi_2 - \rho_2\|_{C(\overline{\varGamma}_s)} + \alpha(C_1)\|V\|_{C(\overline{\varGamma}_s)} \right).\) Similarly, we also obtain

\[
\|U\|_{C(\overline{\varGamma}_s)} \leq se^{2(a + d_1)s} \left( d_1 \|\varphi_1 - \rho_1\|_{C(\overline{\varGamma}_s)} + \alpha(C_2)\|V\|_{C(\overline{\varGamma}_s)} \right).
\]

Setting \(\beta = \max\{a + d_1, b + d_2\}, \gamma = \max\{\alpha(C_1), \alpha(C_2)\}, d = \max\{d_1, d_2\}\). Choose \(\delta > 0\) satisfies

\[
\delta se^{2\beta\delta} \gamma \leq \frac{1}{2}, \quad \delta \gamma e^{2\beta\delta} d \leq \frac{1}{4}.
\]

For such \(\delta\) and \(s \in (0, \delta)\) we have

\[
\|\Gamma_s \varphi - \Gamma_s \rho\|_{C(\overline{\varGamma}_s)} \leq \|U\|_{C(\overline{\varGamma}_s)} + \|V\|_{C(\overline{\varGamma}_s)} \leq \frac{1}{2} \left( \|\varphi_1 - \rho_1\|_{C(\overline{\varGamma}_s)} + \|\varphi_2 - \rho_2\|_{C(\overline{\varGamma}_s)} \right) = \frac{1}{2} \|\varphi - \rho\|_{C(\overline{\varGamma}_s)},
\]

which implies that \(\Gamma_s\) is a contraction on \(X^C\). We may now apply the contraction mapping theorem to conclude that \(\Gamma_s\) has a unique fixed point \(W = (U, V)\) in \(X^C\). Then \((u, v) = (U, V)\) solves (2.3) for \(0 \leq t \leq s\).

If we can show that any solution \((u, v)\) of (1.8) satisfies

\[
0 \leq u \leq C_1, 0 \leq v \leq C_2 \text{ in } D_s,
\]

then \((u, v)\) must coincide with the unique fixed point \((U, V)\) of \(\Gamma_s\) in \(X^C\). We next prove such an estimate for \((u, v)\). Note that \(u, v \geq 0\) already follows from (2.6). We now show \((u, v) \leq (C_1, C_2)\) in \(D_s\). It suffices to show that \((u, v) \leq (C_1 + \varepsilon, C_2 + \alpha \varepsilon)\) in \(D_s\), for any given \(\varepsilon > 0\). Suppose this is not true. Due to

\[
(u(t_\varepsilon, x), v(t_\varepsilon, x)) = (\tilde{u}_0(x), \tilde{v}_0(x)) \leq \left( \|u_0\|_{\infty}, \|v_0\|_{\infty} \right) < (C_1 + \varepsilon, C_2 + \alpha \varepsilon),
\]

there exist \(x_0 \in (g(s), h(s))\), \(t_0 \in (t_\varepsilon, s)\) such that \((u(t, x), v(t, x)) < (C_1 + \varepsilon, C_2 + \alpha \varepsilon)\) for \(x \in (g(t_0), h(t_0))\), \(t \in (t_\varepsilon, t_0)\), then \((u(t_0, x_0), v(t_0, x_0)) < (C_1 + \varepsilon, C_2 + \alpha \varepsilon)\) and \(u(t_0, x_0) = C_1 + \varepsilon\) or \(v(t_0, x_0) = C_2 + \alpha \varepsilon\).

For \(u(t_0, x_0) = C_1 + \varepsilon\), then \(u(t_0, x_0) \geq 0\). Without loss of generality, we may assume that \(u(t_0, x_0) = C_1 + \varepsilon\), then \(u(t_0, x_0) \geq 0\). A contradiction can be clearly achieved by dividing the next argument into two cases.

**Case 1:** \(ab < H'(0)G'(0)\).
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0 ≤ d₁ \int_{g(t₀)}^{h(t₀)} J₁(x₀ - y) u(t₀, y) dy - d₁ u(t₀, x₀) - au(t₀, x₀) + H(v(t₀, x₀)) ≤ d₁(C₁ + ε) \int_{g(t₀)}^{h(t₀)} J₁(x₀ - y) dy - (a + d₁)(C₁ + ε) + a(C₁ + ε) < d₁(C₁ + ε) - (a + d₁)(C₁ + ε) + a(C₁ + ε) = 0.

\textbf{Case 2:} \ ab ≥ H'(0)G'(0). In this case, we have
0 ≤ d₁ \int_{g(t₀)}^{h(t₀)} J₁(x₀ - y)u(t₀, y)dy - d₁ u(t₀, x₀) - au(t₀, x₀) + H(v(t₀, x₀)) ≤ d₁(C₁ + ε) \int_{g(t₀)}^{h(t₀)} J₁(x₀ - y)dy - (a + d₁)(C₁ + ε) + \frac{G'(0)H'(0)}{b}(C₁ + ε) < d₁(C₁ + ε) - (a + d₁)(C₁ + ε) + \frac{G'(0)H'(0)}{b}(C₁ + ε) = \frac{G'(0)H'(0) - ab}{b}(C₁ + ε) ≤ 0.

From above contradictions, we deduce 0 ≤ u ≤ C₁, 0 ≤ v ≤ C₂ in Dₐ. Therefore (u, v) coincides with the unique fixed point of Γₐ in Xₐ. We have proved the fact that for every s ∈ (0, δ), Γₐ has a unique fixed point in Xₐ.

\textbf{Step 3: Completion of the proof.} From Step 2, we know that (2.3) has a unique solution (u, v) defined for t ∈ [0, δ] and (u, v) satisfies (2.5) with s = δ. It follows from the equation (2.7), we get
\[ \max \left\{ \max_{[g(\delta), h(\delta)]} U^\varphi(\delta, x), \frac{K₁}{K₂} \max_{[g(\delta), h(\delta)]} V^\varphi(\delta, x), K₁ \right\} \leq \max\{C, K₁\} = C₁. \]

Hence, we may apply \textbf{Step 2} to (2.3) but with the initial time t = 0 replace by t = δ to conclude that the unique solution can be extended to a slightly large domain D₁₂. Moreover, by (2.8) and the definition of δ in \textbf{Step 2}, we see that \textbf{7} depends only on d₁, d₂, a, b, C₁, and it can take any value in (0, 2δ]. Furthermore, from the above proof of (2.8) we easily see that the extended solution (u, v) satisfies (2.8) in D₁₂. Thus the extended can be repeated. By repeating this process finitely many times, the solution (u, v) of (2.3) will be uniquely extended to D₁₂. As explained above, now (2.8) holds with s = T, and hence to prove that (u, v) satisfies (2.4). \hfill \square

\textbf{Proof of Theorem 1.1.} Following the approach of [9], we make use of Lemma 2.2 and a fixed point argument. For convenience, though this demonstration we denote
\[ \mu₁ = \mu \quad \text{and} \quad \mu₂ = \muρ. \]

By Lemma 2.2, for any T > 0 and (g, h) \(\mathbb{G}^T_{h₀} \times \mathbb{H}^T_{h₀}\), we can find a unique \((u_{g,h}, v_{g,h})\) ∈ \(\mathcal{X}_{t₀,g,h}^T\) that solves (2.3) and satisfies (2.4). Using such a \((u_{g,h}, v_{g,h})\), we define the mapping \(\mathcal{F}\) by \(\mathcal{F}(g, h) = (\bar{g}, \bar{h})\), where
\[
\bar{h} = h₀ + \int_{0}^{t} \left[ \mu₁ \int_{g(\tau)}^{h(\tau)} \int_{h(\tau)}^{+∞} J₁(x - y)u_{g,h}(t, x)dydx + \mu₂ \int_{g(\tau)}^{h(\tau)} \int_{h(\tau)}^{+∞} J₂(x - y)v_{g,h}(t, x)dydx \right] d\tau,
\]
\[
\bar{g} = -h₀ - \int_{0}^{t} \left[ \mu₁ \int_{g(\tau)}^{h(\tau)} \int_{h(\tau)}^{+∞} J₁(x - y)u_{g,h}(t, x)dydx - \mu₂ \int_{g(\tau)}^{h(\tau)} \int_{g(\tau)}^{−∞} J₂(x - y)v_{g,h}(t, x)dydx \right] d\tau,
\]
for 0 < t ≤ T. To prove this theorem, we first show that if T is small enough, then \(\mathcal{F}\) maps a suitable closed subset \(\Sigma_T\) of \(\mathbb{G}^T_{h₀} \times \mathbb{H}^T_{h₀}\) into itself, and is a contraction mapping. This clearly implies that \(\mathcal{F}\) has a unique fixed point in \(\Sigma_T\), which gives a solution \((u_{g,h}, v_{g,h}, g, h)\) of (1.8) defined for t ∈ (0, T]. Then we prove that any solution \((u₁, v₁, g, h)\) of (1.8) with \((g, h)\) ∈ \(\mathbb{G}^T_{h₀} \times \mathbb{H}^T_{h₀}\) must satisfy \((g, h)\) ∈ \(\Sigma_T\). Thus, \((g, h)\)
must coincide with the unique fixed point of $J$ in $\Sigma_T$, which then implies that the solution $(u_1, v_1, g, h)$ of (1.8) is unique. Finally we extend this unique local solution to a global one. This plan will be carried out in several steps.

**Step 1:** Properties of $(\tilde{g}, \tilde{h})$ and a closed subset of $G_T \times H_T$.

Let $(g, h) \in G_T \times H_T$. Then $\tilde{g}, \tilde{h} \in C^1([0, T])$ and for $0 < t < T$,

$$
\begin{align*}
\tilde{g}'(t) &= -\mu_1 \int_{g(t)}^{h(t)} \int_{-\infty}^{+\infty} J_1(x-y)u_{g,h}(t,x)dydx - \mu_2 \int_{g(t)}^{h(t)} \int_{-\infty}^{+\infty} J_2(x-y)v_{g,h}(t,x)dydx, \\
\tilde{h}'(t) &= \mu_1 \int_{g(t)}^{h(t)} \int_{h(t)}^{+\infty} J_1(x-y)u_{g,h}(t,x)dydx + \mu_2 \int_{g(t)}^{h(t)} \int_{h(t)}^{+\infty} J_2(x-y)v_{g,h}(t,x)dydx.
\end{align*}
$$

By assumption (1.4), we have $(u_{g,h}, v_{g,h})$ be a solution of the equation (2.3) and satisfies (2.4) that

$$
\begin{align*}
&\begin{cases}
(u_{g,h})_t \geq -d_1u_{g,h} - au_{g,h}, & t > 0, \ x \in (g(t), h(t)), \\
(v_{g,h})_t \geq -d_2v_{g,h} - bv_{g,h}, & t > 0, \ x \in (g(t), h(t)), \\
u_{g,h}(t,x) = v_{g,h}(t,x) = 0, & t > 0, \ x = g(t) \ or \ x = h(t), \\
u_{g,h}(0,x) = u_0(x), v_{g,h}(0,x) = v_0(x), & x \in [-h_0, h_0],
\end{cases}
\end{align*}
$$

which implies that

$$
\begin{align*}
&\begin{cases}
u_{g,h}(t,x) \geq e^{-(d_1+a)t}u_0(x) \geq e^{-(d_1+a)T}u_0(x), & t \in (0, T], \ |x| \leq h_0, \\
v_{g,h}(t,x) \geq e^{-(d_2+b)t}v_0(x) \geq e^{-(d_2+b)T}v_0(x), & t \in (0, T], \ |x| \leq h_0.
\end{cases}
\end{align*}
$$

Since $J_i$ is continuous and $J_i(0) > 0$, there exists $\varepsilon \in (0, h_0/4)$ and $\delta_\ast > 0$ such that

$$
\begin{align*}
J_i(x-y) \geq \delta_\ast \text{ for } |x-y| \leq \varepsilon_\ast, \forall i = 1, 2.
\end{align*}
$$

Combining (2.9) and (2.4), we have

$$
\begin{align*}
&\left[ \tilde{h}(t) - \tilde{g}(t) \right] \prime \\
= &\mu_1 \int_{g(t)}^{h(t)} \left( \int_{-\infty}^{g(t)} + \int_{h(t)}^{+\infty} \right) J_1(x-y)u_{g,h}(t,x)dydx + \mu_2 \int_{g(t)}^{h(t)} \left( \int_{-\infty}^{g(t)} + \int_{h(t)}^{+\infty} \right) J_2(x-y)v_{g,h}(t,x)dydx \\
\leq &\mu_1 \int_{g(t)}^{h(t)} \left( \int_{-\infty}^{g(t)} + \int_{h(t)}^{+\infty} \right) J_1(x-y)C_1dydx + \mu_2 \int_{g(t)}^{h(t)} \left( \int_{-\infty}^{g(t)} + \int_{h(t)}^{+\infty} \right) J_2(x-y)C_2dydx \\
\leq &\left( \mu_1C_1 + \mu_2C_2 \right) [h(t) - g(t)], \text{ for } t \in (0, T].
\end{align*}
$$

We can choose $0 < T \ll 1$, depending on $\mu_i, C_i, h_0, \varepsilon$ such that $h(T) - g(T) \leq 2h_0 + \varepsilon/4$ and

$$
\tilde{h}(t) - \tilde{g}(t) \leq 2h_0 + T (\mu_1C_1 + \mu_2C_2) (2h_0 + \varepsilon_0/4) \leq 2h_0 + \varepsilon_0/4, \ \forall t \in [0, T], \\
h(t) \in [h_0, h_0 + \varepsilon_0/4], \ g(t) \in [-h_0 - \varepsilon_0/4, -h_0], \ \forall t \in [0, T].
$$

This together with (2.10), (2.11) allow us to derive

$$
\begin{align*}
\mu_1 \int_{g(t)}^{h(t)} \int_{-\infty}^{+\infty} J_1(x-y)u_{g,h}(t,x)dydx + \mu_2 \int_{g(t)}^{h(t)} \int_{h(t)}^{+\infty} J_2(x-y)v_{g,h}(t,x)dydx \\
\geq &\mu_1 \int_{g(t) - \frac{\varepsilon_0}{4}}^{h(t) + \frac{\varepsilon_0}{4}} \int_{h(t) - \frac{\varepsilon_0}{4}}^{h(t) + \frac{\varepsilon_0}{4}} J_1(x-y)u_{g,h}(t,x)dydx + \mu_2 \int_{g(t) - \frac{\varepsilon_0}{4}}^{h(t) + \frac{\varepsilon_0}{4}} \int_{h(t) - \frac{\varepsilon_0}{4}}^{h(t) + \frac{\varepsilon_0}{4}} J_2(x-y)v_{g,h}(t,x)dydx \\
\geq &\mu_1 e^{-(a+d_1)T} \int_{h_0 - \frac{\varepsilon_0}{4}}^{h_0 + \frac{\varepsilon_0}{4}} \int_{h_0 + \frac{\varepsilon_0}{4}}^{h_0 + \frac{\varepsilon_0}{4}} \delta_\ast u_0(x)dydx + \mu_2 e^{-(b+d_2)T} \int_{h_0 - \frac{\varepsilon_0}{4}}^{h_0 + \frac{\varepsilon_0}{4}} \int_{h_0 + \frac{\varepsilon_0}{4}}^{h_0 + \frac{\varepsilon_0}{4}} \delta_\ast v_0(x)dydx \\
= &\mu_1 \alpha_1 + \mu_2 \alpha_2,
\end{align*}
$$
where \( \alpha_1, \alpha_2 \) are positive constants depending only on \( J_i, U_0 \), with \( i = 1, 2 \). Hence, for sufficiently small \( T_0 \), with \( T_0 = T(\mu_2, a, b, d_1, d_2, h_0, \varepsilon_0) > 0 \), then

\[
(2.12) \quad \tilde{h}'(t) \geq \alpha_1 \mu_1 + \alpha_2 \mu_2 := h_*, \quad t \in [0, T_0].
\]

Similarly,

\[
(2.13) \quad \tilde{g}'(t) \leq -\left( \tilde{\alpha}_1 \mu_1 + \tilde{\alpha}_2 \mu_2 \right) := g_*, \quad t \in [0, T_0],
\]

for some positive constants \( \tilde{\alpha}_1 \) and \( \tilde{\alpha}_2 \) depending only on \( J_i, U_0 \), with \( i = 1, 2 \). For \( 0 \leq T \leq T_0 \), we define

\[
\Sigma_T := \left\{ (g, h) \in \mathbb{G}_T \times \mathbb{H}_T : \frac{g(t_2) - g(t_1)}{t_2 - t_1} \leq g_* \right\}
\]

and

\[
\frac{h(t_2) - h(t_1)}{t_2 - t_1} \geq h_* \text{ for } 0 \leq t_1 < t_2 \leq T
\]

\[
\text{and } h(t) - g(t) \leq 2h_0 + \frac{\varepsilon_0}{4} \text{ for } 0 \leq t \leq T \right}. \}
\]

It follows from the above analysis that \( \mathcal{F}(\Sigma_T) \subset \Sigma_T \).

**Step 2:** \( \mathcal{F} \) is a contraction mapping on \( \Sigma_T \) for \( 0 < T \ll 1 \). For \( (g_i, h_i) \in \Sigma_T, i = 1, 2 \), we define

\[
\Omega_T = \mathcal{D}_{g_i, h_i}^T \mathcal{D}_{g_2, h_2}^T u_i = u_{g_i, h_i}, \quad v_i = v_{g_i, h_i}, \quad \mathcal{F}(g_i, h_i) = \left( \tilde{g}_i, \tilde{h}_i \right),
\]

\[
\tilde{u} = u_1 - u_2, \quad \tilde{v} = v_1 - v_2, \quad \tilde{g} = g_1 - g_2, \quad \tilde{h} = h_1 - h_2, \quad \tilde{g} = \tilde{g}_1 - \tilde{g}_2, \quad \tilde{h} = \tilde{h}_1 - \tilde{h}_2.
\]

Making the zero extension of \( u_i, v_i \) in \((0, T] \times \mathbb{R}) \setminus \mathcal{D}_{g_i, h_i}^T \). It then follows that

\[
\left| \tilde{h'}(t) \right| \leq \mu_1 \left( \int_{g_1(t)}^{g_2(t)} J_1(x) \, dx - \int_{g_1(t)}^{g_2(t)} J_2(x) \, dx \right) + \mu_2 \left( \int_{h_1(t)}^{h_2(t)} J_1(x) \, dx - \int_{h_1(t)}^{h_2(t)} J_2(x) \, dx \right)
\]

\[
\leq \mu_1 \left( \int_{g_1(t)}^{g_2(t)} J_1(x) \, dx - \int_{g_1(t)}^{g_2(t)} J_2(x) \, dx \right) + \mu_2 \left( \int_{h_1(t)}^{h_2(t)} J_1(x) \, dx - \int_{h_1(t)}^{h_2(t)} J_2(x) \, dx \right)
\]

\[
\leq \mu_1 \left( \int_{g_1(t)}^{g_2(t)} J_1(x) \, dx - \int_{g_1(t)}^{g_2(t)} J_2(x) \, dx \right) + \mu_2 \left( \int_{h_1(t)}^{h_2(t)} J_1(x) \, dx - \int_{h_1(t)}^{h_2(t)} J_2(x) \, dx \right)
\]

\[
\leq \mu_1 \left( \int_{g_1(t)}^{g_2(t)} J_1(x) \, dx - \int_{g_1(t)}^{g_2(t)} J_2(x) \, dx \right) + \mu_2 \left( \int_{h_1(t)}^{h_2(t)} J_1(x) \, dx - \int_{h_1(t)}^{h_2(t)} J_2(x) \, dx \right)
\]

\[
\leq \mu_1 \left( \int_{g_1(t)}^{g_2(t)} J_1(x) \, dx - \int_{g_1(t)}^{g_2(t)} J_2(x) \, dx \right) + \mu_2 \left( \int_{h_1(t)}^{h_2(t)} J_1(x) \, dx - \int_{h_1(t)}^{h_2(t)} J_2(x) \, dx \right)
\]

This means that

\[
\left| \tilde{h}(t) \right| \leq A_0 T \left( \| \tilde{u} \|_{\mathcal{C}(\Omega_T)} + \| \tilde{v} \|_{\mathcal{C}(\Omega_T)} \right) \text{ for } 0 < t \leq T, \text{ where } A_0 \text{ depends only on } h_0, \mu_i, C_i, J_i.
\]

Similarly, we have

\[
\left| \tilde{g}(t) \right| \leq A_0 T \left( \| \tilde{u} \|_{\mathcal{C}(\Omega_T)} + \| \tilde{v} \|_{\mathcal{C}(\Omega_T)} \right) \text{ for } 0 < t \leq T.
\]

Therefore,

\[
(2.14) \quad \| \tilde{g}, \tilde{h} \|_{\mathcal{C}(\Omega_T)} \leq A_0 T \left( \| \tilde{u}, \tilde{v} \|_{\mathcal{C}(\Omega_T)} + \| \tilde{g}, \tilde{h} \|_{\mathcal{C}(\Omega_T)} \right).
\]

Now, we estimate \( \| \tilde{u}, \tilde{v} \|_{\mathcal{C}(\Omega_T)} \). Fix \((s, x) \in \Omega_T\). We first estimate \( \| \tilde{u}(t, x) \| \) and \( \| \tilde{v}(t, x) \| \) in all the possible cases.

**Case 1:** \( x \in (g_1(s), h_1(s)) \setminus (g_2(s), h_2(s)) \). In this case either \( g_1(s) < x \leq g_2(s) \) or \( h_2(s) \leq x \leq h_1(s) \), and \( u_2(s, x) = v_2(s, x) = 0 \). If \( h_0(s) \leq x < h_1(s) \), there exist \( 0 < s_1 < s \) such that \( x = h(s_1) \), and \( h_1(s) > h_1(s_1) \geq x \geq h_2(s) \). It follows that \( g(t) \leq h_1(s_1) \leq h_1(t) \) for all \( t \in [s_1, s] \). Since \( H(z)/z \) is
Step 3: \textbf{Local existence and uniqueness.} By Step 2 and the contraction mapping theorem we know that non-increasing, we have $H(v) \leq H'(0)v \leq H'(0)C_2$. Therefore, by integrating the equation satisfied by $u_1$ from $s_1$ to $s$ we obtain

$$
|\hat{u}(s,x)| = |u_1(s,x)| = \int_{s_1}^s \left( \int_{g_1(t)}^{h_1(t)} J_1(s-y)u_1(t,y)dy - d_1u_1 - au_1 + H(v_1) \right) dt
$$

$$
\leq (s-s_1)(d_1C_1 + H'(0)C_2) \leq h_1^{-1}|h_1(s) - h_1(s_1)|(d_1C_1 + H'(0)C_2)
$$

$$
\leq h_1^{-1}|h_1(s) - h_2(s)| (d_1C_1 + H'(0)C_2) \leq A_1||h_1 - h_2||_{C([0,s])} = A_1||\hat{g},\hat{h}||_{C([0,T])}.
$$

When $g_1(s) < x \leq g_2(s)$, we can analogously obtain $|\hat{u}(s,x)| = |u_1(s,x)| \leq A_1||\hat{g},\hat{h}||_{C([0,T])}$. Therefore, $|\hat{u}(s,x)| \leq A_1||\hat{g},\hat{h}||_{C([0,T])}$. Note that $G(u) \leq G'(0)u \leq G'(0)C_1$, we derive $||\hat{u}(s,x)|| = v_1(s,x) \leq A_1||\hat{g},\hat{h}||_{C([0,T])}$. Thus, in such case,

$$
(2.15) \quad ||\hat{u}(s,x)||, ||\hat{v}(s,x)|| \leq A_1||\hat{g},\hat{h}||_{C([0,T])}.
$$

\textbf{Case 2:} $x \in (g_2(s), h_2(s)) \setminus (g_1(s), h_1(s))$. Similar to Case 1 we have $|\hat{u}(s,x)| = u_2(s,x) \leq A_1||\hat{g},\hat{h}||_{C([0,T])}$ and $|\hat{v}(s,x)| = v_2(s,x) \leq A_1||\hat{g},\hat{h}||_{C([0,T])}$. Therefore $(2.15)$ holds in this case.

\textbf{Case 3:} $x \notin (g_2(s), h_2(s)) \setminus (g_1(s), h_1(s))$. In this cases, $\hat{u}(s,x) = \hat{v}(s,x) = 0$ and so $(2.15)$ holds trivaly.

\textbf{Case 4:} $x \in (g_1(t), h_1(t)) \cap (g_2(t), h_2(t))$ for all $0 < t < s$, that is, $x \in [-h_0, h_0]$, we obtain

$$
(2.16) \quad \hat{u}(t,x) = d_1 \int_{g_1(t)}^{h_1(t)} J_1(x-y)\hat{u}(t,y)dy + d_1 \left( \int_{g_1(t)}^{h_1(t)} J_1(x-y)u_2(t,y)dy - d_1\hat{u}(t,x) + H(u_1) - H(u_2) \right).
$$

Note that $\hat{u}(0,x) = 0, 0 \leq u_1, u_2 \leq C_1$ and

$$
|G(u_1) - G(u_2)| \leq \alpha(C_1)|u_1 - u_2| = \alpha(C_1, C_2)||\hat{u}||_{C(\Omega_T)},
$$

where $\alpha(C_1, C_2) = \max\{\alpha(C_1), \alpha(C_2)\}$. Integrating $(2.16)$ from $0$ to $s$ we derive

$$
|\hat{u}(s,x)| \leq \left(2d_1||\hat{u}||_{C(\Omega_T)} + d_1C_1 ||J_1||_{L^\infty} ||\hat{g},\hat{h}||_{C([0,T])} + \alpha(C_1, C_2)||\hat{u}||_{C(\Omega_T)} \right) T.
$$

Similarly, $|\hat{v}(s,x)| \leq \left(2d_2||\hat{v}||_{C(\Omega_T)} + d_2C_2 ||J_2||_{L^\infty} ||\hat{g},\hat{h}||_{C([0,T])} + \alpha(C_1, C_2)||\hat{v}||_{C(\Omega_T)} \right) T$. If there exists $0 < t < s$ such that $x \notin (g_1(t), h_1(t)) \cap (g_2(t), h_2(t))$, then we can choose the largest $t_0 \in (0,t)$ such that

$$
(2.17) \quad x \in (g_1(t_0), h_1(t_0)) \cap (g_2(t_0), h_2(t_0)), \quad \forall t_0 < t < s,
$$

and $x \in (g_1(t_0), h_1(t_0)) \setminus (g_2(t_0), h_2(t_0))$, or $x \in (g_2(t_0), h_2(t_0)) \setminus (g_1(t_0), h_1(t_0))$. According to Case 1 and Case 2, we have $|\hat{u}(t_0, x)| \leq C_4||\hat{g},\hat{h}||_{C([0,T])}$. In view of $(2.17)$, we can obtain that $(2.16)$ holds for all $t_0 < s$. Integrating $(2.16)$ from $0$ to $s$, we have

$$
|\hat{u}(s,x)| \leq A_1||\hat{g},\hat{h}||_{C([0,T])} + A_2 \left( ||\hat{g},\hat{h}||_{C([0,T])} + ||\hat{u},\hat{v}||_{C(\Omega_T)} \right) T
$$

$$
= A_3||\hat{g},\hat{h}||_{C([0,T])} + A_2T ||\hat{u},\hat{v}||_{C(\Omega_T)}.
$$

Similarly, $|\hat{v}(s,x)| \leq A_3||\hat{g},\hat{h}||_{C([0,T])} + A_2T ||\hat{u},\hat{v}||_{C(\Omega_T)}$. Summarizing the above discussions, we have

$$
||\hat{u},\hat{v}||_{C(\Omega_T)} \leq A_3' ||\hat{g},\hat{h}||_{C([0,T])} + A_2' \leq 2A_3' ||\hat{g},\hat{h}||_{C([0,T])}
$$

if $A_3' < 1/2$. This combined with $(2.14)$ yields $||\hat{g},\hat{h}||_{C([0,T])} \leq A_0(2A_3' + 1)T ||\hat{g},\hat{h}||_{C([0,T])} \leq \frac{1}{2} ||\hat{g},\hat{h}||_{C([0,T])}$ if $A_0(2A_3' + 1)T < 1/2$. This leads to $\mathcal{F}$ is a contraction mapping on $\Sigma_T$. 

\textbf{Step 3:} \textbf{Local existence and uniqueness.} By Step 2 and the contraction mapping theorem we know that
(1.8) has a solution \((u, v, g, h)\) defined for \(t \in (0, T]\). If we can show that \((g, h) \in \Sigma_T\) holds for any solution \((u, v, g, h)\) of (1.8) defined for \(t \in (0, T]\), then \((g, h)\) must coincide with the unique fixed point of \(F\) in \(\Sigma_T\). This shows that the local solution \((u, v, g, h)\) to (1.8) is unique. Let \((u, v, g, h)\) be an arbitrary solution of (1.8) defined for \(t \in (0, T]\). Then

\[
\begin{align*}
g'(t) &= -\mu_1 \int_{g(t)}^{h(t)} \int_{x}^{y} J_1(x - y)u(t, x)dydx - \mu_2 \int_{g(t)}^{h(t)} \int_{x}^{y} J_2(x - y)v(t, x)dydx, \\
h'(t) &= \mu_1 \int_{g(t)}^{h(t)} \int_{h(t)}^{x} J_1(x - y)u(t, x)dydx + \mu_2 \int_{g(t)}^{h(t)} \int_{h(t)}^{x} J_2(x - y)v(t, x)dydx.
\end{align*}
\]

By Lemma 2.2, we deduce that \(0 \leq u \leq C_1, 0 \leq v \leq C_2\) in \(D_{g,h}^T\). Thus

\[
\begin{align*}
h'(t) - g'(t) &= \mu_1 \int_{g(t)}^{h(t)} \left( \int_{h(t)}^{x} + \int_{h(t)}^{x} \right) J_1(x - y)u(t, x)dydx + \mu_2 \int_{g(t)}^{h(t)} \left( \int_{h(t)}^{x} + \int_{h(t)}^{x} \right) J_2(x - y)v(t, x)dydx \\
&\leq (\mu_1 C_1 + \mu_2 C_2) [h(t) - g(t)],
\end{align*}
\]

which leads to \(h(t) - g(t) \leq 2h_0e^{(\mu_1 C_1 + \mu_2 C_2)t}\). Shrink \(T\) so that \(2h_0e^{(\mu_1 C_1 + \mu_2 C_2)t} \leq 2h_0 + \varepsilon_0/4\), then \(h(t) - g(t) \leq 2h_0 + \varepsilon_0/4\) on \([0, T]\). In addition, the proof of (2.12) and (2.13) gives \(h'(t) \geq h_s\) and \(g'(t) \leq g_s\) on \((0, T]\). So \((g, h) \in \Sigma_T\) as we required.

**Step 4: Global existence and uniqueness.** This is almost identical to the proof of the Step 4 in [9]; we omit the details.

3. Characterizations of the principal eigenvalue

In this section, we first give and prove some results that will be used hereafter. Throughout this section, we always assume that \(J_i, i = 1, 2\) satisfy (J), and \(H, G\) satisfy (1.4).

We start with two comparison results.

3.1. Comparison principle.

**Lemma 3.1.** Let \(h_0, T > 0\) and \(\Omega_0 := [0, T] \times [-h_0, h_0]\). Suppose that \(A, B, C, D \in L^\infty(\Omega_0), (u(t, x), v(t, x))\) as well as \((u_i(t, x), v_i(t, x))\) are continuous in \(\Omega_0\) and satisfy

\[
\begin{align*}
u_i(t, x) &\geq d_1 \int_{-h_0}^{h_0} J_1(x - y)u(t, x)dy - d_1 u + Au + Bv, \quad 0 < t \leq T, \quad -h_0 \leq x \leq h_0, \\
v_i(t, x) &\geq d_2 \int_{-h_0}^{h_0} J_2(x - y)v(t, x)dy - d_2 v + Dv + Cu, \quad 0 < t \leq T, \quad -h_0 \leq x \leq h_0, \\
u(0, x) &\geq 0, \quad v(0, x) \geq 0, \quad |x| \leq h_0.
\end{align*}
\]

Then \((u(t, x), v(t, x)) \geq (0, 0)\) for all \(0 < t \leq T\), and \(-h_0 \leq x \leq h_0\).

**Proof.** This follows from a simple variation of the argument in the proof of of Lemma 3.1 in [17]. We omit the details. \(\square\)
Lemma 3.2 (Comparison principle). Assume that \((J, \ (1.4))\) hold, and \(u_0, v_0\) satisfy (1.9). For \(T \in (0, +\infty)\), suppose that \(\mathbf{\bar{h}}, \mathbf{\bar{g}} \in C([0,T])\) and \(\mathbf{\bar{\varphi}}, \mathbf{\bar{v}} \in C((D^T_{\mathbf{\bar{\varphi}}},\mathbf{\bar{v}})\) satisfy

\[
\begin{align*}
\mathbf{\bar{u}}_t &\geq d_1 \left[ \int_{\mathbf{\bar{\varphi}}(t)}^{\mathbf{\bar{\varphi}}(t)} J_1(x-y)\mathbf{\bar{u}}(t,y)dy - \mathbf{\bar{u}}(t,x) \right] - a\mathbf{\bar{u}}(t,x) + H(\mathbf{\bar{v}}(t,x)), & t > 0, x \in (\mathbf{\bar{g}}(t), \mathbf{\bar{h}}(t)), \\
\mathbf{\bar{v}}_t &\geq d_2 \left[ \int_{\mathbf{\bar{\varphi}}(t)}^{\mathbf{\bar{\varphi}}(t)} J_2(x-y)\mathbf{\bar{v}}(t,y)dy - \mathbf{\bar{v}}(t,x) \right] - b\mathbf{\bar{u}}(t,x) + G(\mathbf{\bar{v}}(t,x)), & t > 0, x \in (\mathbf{\bar{g}}(t), \mathbf{\bar{h}}(t)), \\
\mathbf{\bar{u}}(t,x) &\geq 0, \quad \mathbf{\bar{v}}(t,x) \geq 0, & 0 < t < T, \\
\mathbf{\bar{h}}(t) &\geq \left( \int_{\mathbf{\bar{\varphi}}(t)}^{\mathbf{\bar{\varphi}}(t)} J_1(x-y)\mathbf{\bar{u}}(t,x)dy + \rho \int_{\mathbf{\bar{\varphi}}(t)}^{\mathbf{\bar{\varphi}}(t)} J_2(x-y)\mathbf{\bar{v}}(t,x)dydx \right), & 0 < t < T, \\
\mathbf{\bar{g}}(t) &\leq -\mu \left( \int_{\mathbf{\bar{\varphi}}(t)}^{\mathbf{\bar{\varphi}}(t)} J_1(x-y)\mathbf{\bar{u}}(t,x)dy - \rho \int_{\mathbf{\bar{\varphi}}(t)}^{\mathbf{\bar{\varphi}}(t)} J_2(x-y)\mathbf{\bar{v}}(t,x)dydx \right), & 0 < t < T, \\
\mathbf{\bar{g}}(0) &\leq -h(0), \quad \mathbf{\bar{u}}(0,x) = u_0(x), \quad \mathbf{\bar{v}}(0,x) = v_0(x), & x \in [-h_0, h_0],
\end{align*}
\]

then the unique solution \((u, v, g, h)\) of (1.8) satisfies

\[
(3.3) \quad u(t,x) \leq \mathbf{\bar{u}}(t,x), \quad v(t,x) \leq \mathbf{\bar{v}}(t,x), \quad \mathbf{\bar{g}}(t) \geq g(t), \quad h(t) \leq \mathbf{\bar{h}}(t) \quad \text{for} \ 0 < t \leq T, \quad g(t) \leq x \leq h(t).
\]

Proof. Thanks to assumption (1.4), we can repeat the arguments in [9, Theorem 3.1] to show the desired conclusion. \( \Box \)

Remark 2. The function \((\mathbf{\bar{u}}, \mathbf{\bar{v}})\) or the pair \((\mathbf{\bar{u}}, \mathbf{\bar{v}}, \mathbf{\bar{g}}, \mathbf{\bar{h}})\) in Lemma 3.2 is usually called a supersolution of problem (1.8). We can define a subsolution by reversing all the inequalities in suitable places. There is a symmetry version of Lemma 3.2, where the conditions on the left and right boundaries are interchanged. We also have corresponding comparison results for subsolution in each case.

3.2. Eigenvalue problems and variational formulations.

From now on, the integer \(d_1, d_2 > 0\) and \(L_1 < 0 < L_2\) are fixed. We consider the eigenvalue problem

\[
(3.4) \quad \begin{cases}
\int_{L_2}^{L_1} d_1 J_1(x-y)\varphi_1(y)dy - d_1\varphi_1 + a_{11}\varphi_1 + a_{12}\varphi_2 + \lambda\varphi_1 = 0, \quad x \in [L_1, L_2], \\
\int_{L_1}^{L_2} d_2 J_2(x-y)\varphi_2(y)dy - d_2\varphi_2 + a_{21}\varphi_1 + a_{22}\varphi_2 + \lambda\varphi_2 = 0, \quad x \in [L_1, L_2],
\end{cases}
\]

where \(a_{12} = a_{21} > 0\). For convenience, we define the space \(E, E^+, E^{++}\) as follows:

\[
\begin{align*}
A &= \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}, & D &= \begin{pmatrix} d_1 & 0 \\ 0 & d_2 \end{pmatrix}, \\
E &= L^2([L_1, L_2]) \times L^2([L_1, L_2]), & C &= C([L_1, L_2]) \times C([L_1, L_2]), \\
E^+ &= \{ \varphi = (\varphi_1, \varphi_2)^T \in E \text{ such that } \varphi_1 \geq 0 \text{ and } \varphi_2 \geq 0 \}, \\
E^{++} &= \{ \varphi = (\varphi_1, \varphi_2)^T \in E \text{ such that } \varphi_1 > 0 \text{ and } \varphi_2 > 0 \}. 
\end{align*}
\]

Moreover, we denote \((\varphi_1, \varphi_2) \geq (\phi_1, \phi_2)\) that \(\varphi_1 \geq \phi_1, \varphi_2 \geq \phi_2\). Note that \(E\) is Hilbert space with inner product

\[
\langle \varphi, \phi \rangle = \int_{L_1}^{L_2} \varphi_1(x)\phi_1(x)dx + \int_{L_1}^{L_2} \varphi_2(x)\phi_2(x)dx,
\]

where \(\varphi = (\varphi_1, \varphi_2)^T, \phi = (\phi_1, \phi_2)^T \in E\). We define \(N : E \to C\)

\[
(N\varphi)(x) = (N_1[\varphi_1](x), N_2[\varphi_2](x))^T,
\]
where $N_i[\varphi_i](x) := \int_{L_1}^{L_2} J_i(x - y)\varphi_i(y)dy$, for $i = 1, 2$. Next, we consider the following auxiliary linear system

$$\begin{align*}
(3.5) \quad M\varphi + \lambda\varphi &= 0,
\end{align*}$$

where $M : E \to E$ defined by $M = DN - D + A$. Recall that the real $\lambda_p$ is principal eigenvalue of problem $(3.5)$ and associated (principal) eigenfunction $\varphi^p \in E^+$ if satisfies

1. $\varphi^p$ is simple eigenfunction, i.e., if $\varphi^p$ is eigenfunction associated $\lambda_p$, then there exists a real number $k \neq 0$ such that $\psi = k\varphi^p$ in $\Omega$.
2. If $\psi$ is a positive eigenfunction with eigenvalue $\lambda$ of $(3.5)$, then $\lambda = \lambda_p$.
3. For any eigenvalue $\lambda, \text{Re}(\lambda) \geq \lambda_p$.

If we fix $d_1, d_2$ and investigate the property of $\lambda_p$, then we write $\lambda_p = \lambda_p(L_1, L_2)$ for brevity. Similarly, we write $\lambda_p = \lambda_p(d_1, d_2)$ to highlight the dependence on $d_1, d_2$. Moreover, we use $\lambda_p(A)$ to describe the dependence of $\lambda_p$ on the coefficients of the matrix $A$. We first prove several properties of $\lambda_p$, which will be crucial in our analysis of the long time behaviour of $(1.8)$.

**Theorem 3.3.** Assume that $(J)$ holds and $a_{12} = a_{21}$. Then $M$ is self-adjoint and has a principal eigenvalue $\lambda_p$ given by

$$\begin{align*}
(3.6) \quad \lambda_p &= -\sup_{\|\varphi\|_E = 1} \langle M\varphi, \varphi \rangle.
\end{align*}$$

**Proof.** Firstly, for $\varphi = (\varphi_1, \varphi_2)^T, \psi = (\psi_1, \psi_2)^T \in E$, we have

$$\begin{align*}
(\langle M\varphi, \psi \rangle) &= d_1 \int_{L_1}^{L_2} \int_{L_1}^{L_2} J_1(x - y)\varphi_1(x)\psi_1(y)dxdy + d_2 \int_{L_1}^{L_2} \int_{L_1}^{L_2} J_2(x - y)\varphi_2(x)\psi_2(y)dxdy
\end{align*}$$

$$\begin{align*}
\langle \varphi, M\psi \rangle &= d_1 \int_{L_1}^{L_2} \int_{L_1}^{L_2} J_1(x - y)\varphi_1(x)\psi_1(y)dxdy + d_2 \int_{L_1}^{L_2} \int_{L_1}^{L_2} J_2(x - y)\varphi_2(x)\psi_2(y)dxdy
\end{align*}$$

$$\begin{align*}
&+ \int_{L_1}^{L_2} ((a_{11} - d_1)\varphi_1(x)\psi_1(x) + a_{12}\varphi_1(x)\psi_2(x) + a_{21}\varphi_2(x)\psi_1(x) + (a_{22} - d_2)\varphi_2(x)\psi_2(x)) dx.
\end{align*}$$

Thanks to $a_{12} = a_{21}$, it is easy to see that $\langle M\varphi, \psi \rangle = \langle \varphi, M\psi \rangle$, which implies that $M$ is self-adjoint. Let us define

$$\begin{align*}
(3.7) \quad \lambda_- &= -\sup_{\|\varphi\|_E = 1} \langle M\varphi, \varphi \rangle.
\end{align*}$$

To complete the proof, we must first establish the following

$$\begin{align*}
(3.8) \quad \lambda_- < -\frac{a_{11} + a_{22} - (d_1 + d_2) + \sqrt{(a_{11} - d_1 - a_{22} + d_2)^2 + 4a_{12}a_{21}}}{2}.
\end{align*}$$

We choose test function $\varphi = (\varphi_1, \varphi_2)$ satisfying

$$\begin{align*}
\varphi_1 &= \frac{(a_{11} + a_{22} - d_1 - d_2) \left(\sqrt{(a_{11} - d_1 - a_{22} + d_2)^2 + (a_{12} + a_{21})^2} \right) - (a_{22} - d_2 - a_{11} + d_1)}{(a_{12} + a_{21})^2} \varphi_2,
\end{align*}$$

$$\begin{align*}
\int_{L_1}^{L_2} (\varphi_1^2 + \varphi_2^2) dx = 1.
\end{align*}$$
Therefore, by the condition (J) and direct calculation we have

\[
\langle M\varphi, \varphi \rangle = d_1 \int_{L_1} \int_{L_1} J_1(x - y)\varphi_1^2 \, dx \, dy + d_2 \int_{L_1} \int_{L_1} J_2(x - y)\varphi_2^2 \, dx \, dy
\]

\[
+ \int_{L_1} \int_{L_1} ((a_{11} - d_1)\varphi_1^2 + (a_{12} + a_{21})\varphi_1\varphi_2 + (a_{22} - d_2)\varphi_2^2) \, dx \, dy
\]

\[
> \int_{L_1} \int_{L_1} ((a_{11} - d_1)\varphi_1^2 + (a_{12} + a_{21})\varphi_1\varphi_2 + (a_{22} - d_2)\varphi_2^2) \, dx \, dy
\]

\[
= \frac{a_{11} + a_{22} - (d_1 + d_2) + \sqrt{(a_{11} - d_1 - a_{22} + d_2)^2 + 4a_{12}a_{21}}}{2}
\]

which implies (3.8). From the equation (3.7), it is standard that there is a sequence \( \{\varphi_n\} \subset E \) with \( \|\varphi_n\|_E = 1, (\forall n \in \mathbb{N}) \) such that

\[
\lim_{n \to +\infty} \|(M + \lambda - I_n)\varphi_n\|_E = 0.
\]

Let us define the operator : \( \tilde{H} : E \to E \) satisfies \( \langle \tilde{H}\varphi \rangle (x) = [-\lambda - I_n - A]\varphi(x) \). It follows by (3.8), we deduce that \( \det(-\lambda - I - A) \neq 0 \), so \( \tilde{H} \) has a bounded inverse. It is noticed that

\[
(M - \lambda - I)\varphi_n = X\varphi_n - \tilde{H}\varphi_n, \quad \text{and} \quad \tilde{H}^{-1}X\varphi_n - \varphi_n = \tilde{H}^{-1}(X\varphi_n - \tilde{H}\varphi_n).
\]

Since \( X \) is compact, there is a subsequence, still denoted by \( \{\varphi_n\} \) such that \( X\varphi_n \to v \in C \); let \( \phi = X^{-1}v \in C \). Then \( \lim_{n \to +\infty} \tilde{H}^{-1}X\varphi_n = \tilde{H}^{-1}v \). This implies \( \tilde{H}^{-1}X\varphi_n - \varphi_n \to 0 \). \( \varphi_n \to \phi \). We deduce that

\[
\tilde{H}^{-1}X\phi = \phi, \quad \text{which leads to}
\]

\[
M\phi + \lambda - \phi = 0.
\]

Note that \( \phi \neq 0 \) since \( \|\varphi_n\|_E = 1 \) and \( \varphi_n \to \phi \). Therefore \( \psi = (\phi_1, \phi_2) \) (assumed normalised) is an eigenfunction of \( M \) corresponding to the eigenvalue \( \lambda_p = \lambda_- \), and \( \phi \) is continuous. Note that, with test function \( \psi = (|\phi_1|, |\phi_2|) \), we have

\[
\langle M\psi, \psi \rangle + \lambda_- = \langle M\psi, \psi \rangle - \langle M\psi, \psi \rangle
\]

\[
= d_1 \int_{L_1} \int_{L_1} J_1(x - y) (|\phi_1(x)\phi_1(y)| - \phi_1(x)\phi_1(y)) \, dx \, dy + d_2 \int_{L_1} \int_{L_1} J_2(x - y) (|\phi_2(x)\phi_2(y)| - \phi_2(x)\phi_2(y)) \, dx \, dy 
\]

\[
+ d_2 \int_{L_1} \int_{L_1} (a_{12} + a_{21}) (|\phi_1(x)\phi_2(y)| - \phi_1(x)\phi_2(y)) \, dx \, dy \geq 0.
\]

Hence, by (3.7) we deduce that

\[
\int_{L_1} \int_{L_1} J_1(x - y) (|\phi_1(x)\phi_1(y)| - \phi_1(x)\phi_1(y)) \, dx \, dy = 0, \text{ for } i = 1, 2,
\]

and

\[
\int_{L_1} \int_{L_1} (a_{12} + a_{21}) (|\phi_1(x)\phi_2(y)| - \phi_1(x)\phi_2(y)) \, dx \, dy = 0. \quad \text{Since the functions under the integrals are continuous and non-negative, we follow that}
\]

\[
(3.10) \quad \phi_i(x)\phi_i(y) \geq 0, \quad \text{for all } x, y \in [L_1, L_2], \text{ for } i = 1, 2,
\]

Now, if there exists \( x_0 \in (L_1, L_2) \) such that \( \phi_1(x_0) < 0 \), then from (3.10), we have \( -\phi \in E^+ \). In this case, we can choose \( -\phi \), which is non-negative eigenfunction. Note that \( \phi \) cannot be an eigenfunction if \( \phi_1(x_0) = 0 \) or \( \phi_2(x_0) = 0 \) for some \( x_0 \in [L_1, L_2] \). For if it were, assume \( \phi_1(x_0) = 0 \), putting \( x = x_0 \) in
equation (3.9) gives
\[
\begin{align*}
\begin{cases}
    d_1 \int_{L_2} J_1(x_0 - y) \phi_1(y) dy + a_1 \phi_2(x_0) = 0, \\
    d_2 \int_{L_1} J_2(x_0 - y) \phi_2(y) dy + (a_{22} - d_2) \phi_2(x_0) = \lambda_+ \phi_2(x_0).
\end{cases}
\end{align*}
\]

(3.11)

Due to (J) and \( \phi_2 \geq 0 \) then the first equation of (3.11) yields that \( \phi_1(x) = 0, \forall x \in [L_1, L_2] \) and \( \phi_2(x_0) = 0 \). Now, the second equation of (3.11) leads to \( \phi_2(x) = 0, \forall x \in [L_1, L_2] \). This contradiction proves that \( \Phi > 0 \).

The uniqueness is easily obtained by a simple consequence, for if \( \Phi \) and \( \Psi \) were different eigenfunctions, \( \Phi - \Psi \) would be an eigenfunction. But this may change sign, contradicting the positive. In order to show the conclusion, it is sufficient to prove that \( \lambda \leq \lambda_- \) for any eigenvalue \( \lambda \). Assume by contradiction that \( \lambda > \lambda_- \) we have \( \langle M \Phi, \Phi \rangle \leq \lambda_- \| \Phi \|^2 \), \( \forall \Phi \in E \), and thus
\[
\langle \lambda \Phi - M \Phi, \Phi \rangle \geq (\lambda - M) \| \Phi \|^2 = \alpha \| \Phi \|^2, \forall \Phi \in E \text{ with } \alpha > 0.
\]

Applying Lax–Milgram’s theorem, we deduce that \( \lambda I - M \) is bijective and thus \( \lambda \in \rho(M) \). This is impossible as \( \lambda \) is eigenvalue of \( M \).

\[\square\]

**Remark 3.** The definition of the principal eigenvalue \( \lambda_p \) as in Theorem (3.3), which is equivalent to
\[
\lambda_p(L_1, L_2) = - \sup_{\| \Phi \|_E = 1} \langle M \Phi, \Phi \rangle
\]

\[
= \inf_{\| \Phi \|_E = 1} \left\{ \frac{1}{2} \int_{L_1} \int_{L_1} J_1(x - y) (\varphi_1(x) - \varphi_1(y))^2 dx dy - \int_{L_1} \left[ (a_{11} - d_1 + d_1 k_1(x)) \varphi_1^2(x) + (a_{12} + a_{21}) \varphi_1(x) \varphi_2(x) + (a_{22} - d_2 + d_2 k_2(x)) \varphi_2^2(x) \right] dx \right\},
\]

where \( k_i(x) := \int_{L_1} J_i(x - y) dy, \ i = 1, 2. \)

**Remark 4.** Since \( (a_{ij})_{i,j = 1, 2} \) are constants, by using the variational formulations we show that \( \lambda_p(L_1, L_2) \) depends only on \( L := L_2 - L_1 \). Let \( \bar{E} = L^2([0, L]) \times L^2([0, L]) \), we have the principal eigenvalue \( \lambda_p(0, L) := \lambda_p(L) \) of problem (3.5) in terms of the variational formulations \( \lambda_p(L) = \sup_{\| \Phi \|_E = 1} \langle M \bar{\Phi}, \bar{\Phi} \rangle. \)

For any \( \Phi \in E \) such that \( \| \Phi \|_E = 1 \), by integrating transformations \( \bar{x} = x - L_1, \bar{y} = y - L_1 \) and setting \( \bar{\varphi}(x) := \varphi(x - L_1) \) for \( x \in (0, L) \), then we have \( \| \bar{\Phi} \|_E = 1 \) and arrive at
\[
\langle M \bar{\Phi}, \bar{\Phi} \rangle = d_1 \int_{L_1} \int_{L_1} J_1(x - \bar{y}) \varphi_1(x) \varphi_1(y) dx dy + d_2 \int_{L_1} \int_{0} J_2(x - \bar{y}) \varphi_2(x) \varphi_2(y) dx dy
\]
\[
+ \int_{L_1} \left[ (a_{11} - d_1) \varphi_1^2(x) + (a_{12} + a_{21}) \varphi_1(x) \varphi_2(x) + (a_{22} - d_2) \varphi_2^2(x) \right] dx
\]
\[
= d_1 \int_{0} \int_{L_1} J_1(\bar{x} - \bar{y}) \bar{\varphi}_1(\bar{x}) \bar{\varphi}_1(\bar{x}) d\bar{x} d\bar{y} + d_2 \int_{0} \int_{L_1} J_2(\bar{x} - \bar{y}) \bar{\varphi}_2(\bar{x}) \bar{\varphi}_2(\bar{x}) d\bar{x} d\bar{y}
\]
\[
+ \int_{0} \left[ (a_{11} - d_1) \bar{\varphi}_1^2(\bar{x}) + (a_{12} + a_{21}) \bar{\varphi}_1(\bar{x}) \bar{\varphi}_2(\bar{x}) + (a_{22} - d_2) \bar{\varphi}_2^2(\bar{x}) \right] d\bar{x}
\]
\[
= \langle M \bar{\Phi}, \bar{\Phi} \rangle,
\]

which implies that \( \lambda_p(L_1, L_2) = \lambda_p(L) \).

**Proposition 3.4.** Assume (J) hold and let \( A = (a_{11} a_{12}) b_{21} b_{22} \), \( B = (b_{11} b_{12} b_{22}), \) where \( a_{12} = a_{21}, b_{12} = b_{21}. \)
a) If there exists a function $\tilde{\varphi} = (\tilde{\varphi}_1, \tilde{\varphi}_2) \in C ([L_1, L_2]) \times C ([L_1, L_2])$ with $\tilde{\varphi}_1, \tilde{\varphi}_2 \geq, \neq 0$ in $[L_1, L_2]$ and a constant $\tilde{\lambda}$ such that

\begin{equation}
(DN - D + A)[\tilde{\varphi}] + \tilde{\lambda}\tilde{\varphi} \leq 0, \text{ in } [L_1, L_2],
\end{equation}

then $\lambda_p(L) \geq \tilde{\lambda}$, where $\lambda_p(L)$ is the eigenvalue of problem (3.5). Moreover, $\lambda_p(L) = \tilde{\lambda}$ only if equality holds in (3.12).

b) If there exists a function $\varphi = (\varphi_1, \varphi_2) \in C ([L_1, L_2]) \times C ([L_1, L_2])$ with $\varphi_1, \varphi_2 \geq, \neq 0$ in $[L_1, L_2]$ and a constant $\gamma$ such that

\begin{equation}
(DN - D + A)[\varphi] + \gamma\varphi \geq 0, \text{ in } [L_1, L_2],
\end{equation}

then $\lambda_p(L) \leq \gamma$, where $\lambda_p(L)$ is the eigenvalue of problem (3.5). Moreover, $\lambda_p(L) = \gamma$ only if equality holds in (3.13).

c) If $a_{ij} \leq b_{ij}$ for all $i, j = 1, 2$ then $\lambda_p(A) + m \leq \lambda_p(B)$, where $m = \min\{a_{11} - b_{11}, a_{22} - b_{22}\}$.

**Proof.** First, we just prove the conclusion a) since the proof of b) is similarly. Let $\varphi = (\varphi_1, \varphi_2)$ be the eigenfunction corresponding to the principal eigenvalue $\lambda_p(L)$ in (3.5). Denote $M = DN - D + A$. We have

\begin{align*}
\langle M\tilde{\varphi}, \varphi \rangle &= \int_{L_1}^{L_2} \left( \int_{L_1}^{L_2} J_1(x-y)\tilde{\varphi}_1(y) - d_1\tilde{\varphi}_1(x) + a_{11}\tilde{\varphi}_1(x) + a_{12}\tilde{\varphi}_2(x) \right) \varphi_1(x) dx \\
&\quad + \int_{L_1}^{L_2} \left( \int_{L_1}^{L_2} J_2(x-y)\tilde{\varphi}_2(y) - d_2\tilde{\varphi}_2(x) + a_{21}\tilde{\varphi}_1(x) + a_{22}\tilde{\varphi}_2(x) \right) \varphi_2(x) dx \\
&\quad \leq -\tilde{\lambda} \int_{L_1}^{L_2} (\tilde{\varphi}_2(x)\varphi_1(x) + \tilde{\varphi}_2(x)\varphi_2(x)) dx,
\end{align*}

which implies that $\langle M\tilde{\varphi}, \varphi \rangle \leq -\tilde{\lambda} \langle \tilde{\varphi}, \varphi \rangle$. Due to the definition of $\varphi$ we also have $\langle M\varphi, \tilde{\varphi} \rangle = -\lambda_p(L) \langle \tilde{\varphi}, \varphi \rangle$. Since $M$ is self-adjoint and $\langle \tilde{\varphi}, \varphi \rangle > 0$, we obtain that $\lambda_p(L) \geq \tilde{\lambda}$. Moreover, if one of the inequalities in (3.5) is strict at some point $x_0 \in [L_1, L_2]$, then $\lambda_p(L) > \tilde{\lambda}$.

Next, we prove the conclusion c). Let $(\varphi_1^A, \varphi_2^A)$ and $(\varphi_1^B, \varphi_2^B)$ be the corresponding eigenfunction to $\lambda_p(A)$ and $\lambda_p(B)$, respectively. Then we have

\begin{align*}
d_1 \int_{L_1}^{L_2} J_1(x-y)\varphi_1^A(y) dy - d_1\varphi_1^A(x) + b_{11}\varphi_1^A(x) + b_{12}\varphi_2^A(x) + (\lambda_p(A) + m) \varphi_1^A \\
\leq d_1 \int_{L_1}^{L_2} J_1(x-y)\varphi_1^A(y) dy - d_1\varphi_1^A(x) + (b_{11} + m)\varphi_1^A(x) + a_{12}\varphi_2^A(x) + \lambda_p(A)\varphi_1^A \\
\leq d_1 \int_{L_1}^{L_2} J_1(x-y)\varphi_1^A(y) dy - d_1\varphi_1^A(x) + a_{11}\varphi_1^A(x) + a_{12}\varphi_2^A(x) + \lambda_p(A)\varphi_1^A,
\end{align*}

which implies that

\begin{equation}
d_1 \int_{L_1}^{L_2} J_1(x-y)\varphi_1^A(y) dy - d_1\varphi_1^A(x) + b_{11}\varphi_1^A(x) + b_{12}\varphi_2^A(x) + (\lambda_p(A) + m) \varphi_1^A \leq 0.
\end{equation}

Similarly, we also obtain

\begin{equation}
d_2 \int_{L_1}^{L_2} J_2(x-y)\varphi_2^A(y) dy - d_2\varphi_2^A(x) + b_{21}\varphi_1^A(x) + b_{22}\varphi_2^A(x) + (\lambda_p(A) + m) \varphi_2^A \leq 0.
\end{equation}

Using the conclusion a), we get $\lambda_p(A) + m \leq \lambda_p(B)$.
We now establish a maximum principle for the operator $M$ defined in (3.5), which will be useful for our later analysis.

**Proposition 3.5** (Maximum principle). Assume (J) holds and $a_{12} = a_{21} > 0$. If $\lambda_p(L) \geq 0$, then for all function $\varphi = (\varphi_1, \varphi_2) \in C([L_1, L_2]) \times C([L_1, L_2])$ satisfying

$$M\varphi \leq 0, \quad \text{in } (L_1, L_2),$$

$$\varphi \geq 0, \quad x = L_1 \text{ or } x = L_2,$$

then we have $\varphi \geq 0$ in $(L_1, L_2)$.

**Proof.** Let $\varphi = (\varphi_1, \varphi_2) \in C([L_1, L_2]) \times C([L_1, L_2])$, $\varphi \neq 0$ satisfies $\varphi_i (L_j) \geq 0$ with $i, j = 1, 2$ and

$$d_1 \int_{L_1}^{L_2} J_1(x - y) \varphi_1(y) dy - d_1 \varphi_1(x) + a_{11} \varphi_1(x) + a_{12} \varphi_2(x) \leq 0, \quad x \in (L_1, L_2),$$

(3.14)

$$d_2 \int_{L_1}^{L_2} J_2(x - y) \varphi_2(y) dy - d_2 \varphi_2(x) + a_{21} \varphi_1(x) + a_{22} \varphi_2(x) \leq 0, \quad x \in (L_1, L_2).$$

(3.15)

Let $\varphi^p = (\varphi^p_1, \varphi^p_2) \in C([L_1, L_2]) \times C([L_1, L_2])$ be the corresponding eigenfunction to $\lambda_p(L)$. Then we have $\varphi^p > 0$ and

$$d_1 \int_{L_1}^{L_2} J_1(x - y) \varphi^p_1(y) dy - d_1 \varphi^p_1(x) + a_{11} \varphi^p_1(x) + a_{12} \varphi^p_2(x) + \lambda_p(L_1, L_2) \varphi^p_1(x) = 0, \quad x \in [L_1, L_2],$$

(3.16)

$$d_2 \int_{L_1}^{L_2} J_2(x - y) \varphi^p_2(y) dy - d_2 \varphi^p_2(x) + a_{21} \varphi^p_1(x) + a_{22} \varphi^p_2(x) + \lambda_p(L_1, L_2) \varphi^p_2(x) = 0, \quad x \in [L_1, L_2].$$

(3.17)

Let us define

$$\psi = (\psi_1, \psi_2) := \left( \frac{\varphi_1}{\varphi^p_1}, \frac{\varphi_2}{\varphi^p_2} \right).$$

Combining (3.14) and (3.16), we have

$$d_1 \int_{L_1}^{L_2} J_1(x - y) \varphi^p_1(y) (\psi_1(y) - \psi_1(x)) dy - \lambda_p(L) \varphi^p_1(x) \psi_1(x)$$

$$= d_1 \int_{L_1}^{L_2} J_1(x - y) \left( \varphi_1(y) - \varphi^p_1(y) \frac{\varphi_1(x)}{\varphi^p_1(x)} \right) dy - \lambda_p(L) \varphi^p_1(x) \frac{\varphi_1(x)}{\varphi^p_1(x)}$$

$$= d_1 \int_{L_1}^{L_2} J_1(x - y) \varphi_1(y) dy - \frac{\varphi_1(x)}{\varphi^p_1(x)} \left( d_1 \int_{L_1}^{L_2} J_1(x - y) \varphi^p_1(y) dy + \lambda_p(L) \varphi^p_1(x) \right)$$

$$= d_1 \int_{L_1}^{L_2} J_1(x - y) \varphi_1(y) dy + \frac{\varphi_1(x)}{\varphi^p_1(x)} \left[ a_{11} \varphi^p_1(x) + a_{12} \varphi^p_2(x) - d_1 \varphi^p_1(x) \right]$$

$$= d_1 \int_{L_1}^{L_2} J_1(x - y) \varphi_1(y) dy - d_1 \varphi_1(x) + a_{11} \varphi_1(x) + a_{12} \varphi^p_1(x) \frac{\varphi^p_1(x)}{\varphi^p_1(x)}$$

(3.18)

$$\leq - a_{12} \varphi^p_2(x) + a_{12} \varphi^p_1(x) \frac{\varphi^p_1(x)}{\varphi^p_1(x)} = a_{12} \varphi^p_2(x) (\psi_1(x) - \psi_2(x)), \text{ for any } x \in (L_1, L_2).$$

Similarly, combining (3.15) and (3.17), we also obtain that

$$d_2 \int_{L_1}^{L_2} J_2(x - y) \varphi^p_2(y) (\psi_2(y) - \psi_2(x)) dy - \lambda_p(L) \varphi^p_2(x) \psi_2(x) \leq a_{21} \varphi^p_1(x) [\psi_2(x) - \psi_1(x)].$$

(3.19)
Since \( \psi_1, \psi_2 \) are continuous functions in \([L_1, L_2]\), \( \psi_1, \psi_2 \) achieve at some \( x_1, x_2 \in [L_1, L_2] \) a minimum, respectively, i.e. \( \psi_1(x_1) = \min_{[L_1, L_2]} \psi_1(x) \) and \( \psi_2(x_2) = \min_{[L_1, L_2]} \psi_2(x) \). Without loss of generality, we just need to prove \( \psi_1(x_1) \geq 0 \). If it is not true and due to \( \varphi_1(L_1), \varphi_1(L_2) \geq 0 \), then \( \psi_1(x_1) < 0 \) with \( x_1 \in (L_1, L_2) \). By putting \( x = x_1 \) into (3.18) we have

\[
0 \leq \int_{L_1} J_1(x_1 - y) \varphi_1^p(y) (\psi(y) - \psi(x_1)) \, dy - \lambda_p(L) \varphi_1^p(x_1) \psi_1(x_1) \leq a_{12} \varphi_2^p(x_1) [\psi_1(x_1) - \psi_2(x_1)].
\]

It follows that \( \psi_2(x_1) \leq \psi_1(x_1) < 0 \). Therefore, \( \psi_2(x_2) = \min_{[L_1, L_2]} \psi_2(x) \leq \psi_2(x_1) < 0 \). Then putting \( x = x_2 \) into (3.19) we arrive at

\[
0 \leq \int_{L_1} J_2(x_2 - y) \varphi_2^p(y) (\psi(y) - \psi(x_2)) \, dy - \lambda_p(L) \varphi_2^p(x_2) \psi_2(x_2) \leq a_{21} \varphi_1^p(x_1) [\psi_2(x_2) - \psi_1(x_1)],
\]

which implies that \( \psi_1(x_2) \leq \psi_2(x_2) \leq \psi_1(x_1) \). Since \( \psi_1(x) \) achieve minimum at \( x_1 \), we deduce that \( \psi_1(x_1) = \psi_2(x_1) \) and then

\[
\int_{L_1} J_1(x_1 - y) \varphi_1^p(y) (\psi(y) - \psi(x_1)) \, dy = 0.
\]

Since \( \varphi_1^p, \psi_1 \) and \( J_1 \) are continuous and non-negative functions, the above inequality leads to

\[
J_1(x_1 - y)(\psi(y) - \psi(x_1)) = 0, \quad \text{for all } y \in (L_1, L_2).
\]

By (J) there exist constants \( \varepsilon > 0 \) and \( \delta > 0 \) such that

\[
J_1(x_1 - y) \geq \varepsilon > 0, \quad \text{for all } y \in (x_1 - \delta, x_1 + \delta).
\]

By (3.20) we easily see that

\[
\psi_1(y) = \psi_1(x_1), \quad \text{for all } y \in (x_1 - \delta, x_1 + \delta).
\]

So \( \psi_1 \) also achieve negative minimum at \( x_1 + \delta/2 \) and \( x_1 - \delta/2 \). By repeating the above argument with replacing \( x_1 \) by \( x_1 + \delta/2 \) or \( x_1 - \delta/2 \), we can extend (3.21) to \( \psi_1(y) = \psi_1(x_1) \), for all \( y \in \left( x_1 - \frac{3}{2} \delta, x_1 + \frac{3}{2} \delta \right) \).

Since \( \delta \) does not change after each iteration, by repeating this process finitely many times we induce that \( \psi_1(x) \) is constant in \((L_1, L_2)\) which leads to \( \varphi_1 \equiv 0 \) in \((L_1, L_2)\). Similarly, we also have \( \varphi_2 \equiv 0 \) in \((L_1, L_2)\).

Remark 6. We note that the conclusion of Proposition 3.5 is still hold when the assumption \( \varphi \geq 0 \) for \( x = L_1 \) or \( x = L_2 \) are replaced by \( M\varphi \leq 0 \), in \([L_1, L_2]\).

3.3. Effects of parameters on the principal spectrum point \( \lambda_p \).

In this subsection, we study the effects of the dispersal rate \( d \) and the dispersal range characterized by \( L \) on the principal spectrum point \( \lambda_p \). We recall the existence of the principal eigenvalue for any non-negative matrix, as guaranteed by the Perron–Frobenius Theorem ([24])

**Theorem 3.6.** Given a real-valued square matrix \( A = (a_{ij}) \), whose off-diagonal terms are non-negative, (i.e. \( a_{ij} \geq 0 \) if \( i \neq j \)), there exists a real eigenvalue \( \lambda = \overline{\lambda}(A) \), corresponding to a non-negative eigenvector, with the greatest real part (for any eigenvalue \( \lambda = \overline{\lambda}(A) > \text{Re} \lambda \)). Moreover, if \( a_{ij} > 0 \) for any \( i = j \), then \( \overline{\lambda}(A) \) is simple with strictly positive eigenvector, and can be characterized as the unique eigenvalue corresponding to a nonnegative vector.

**Remark 6.** For an \( n \times n \) matrix \( C \), scalars \( \lambda \) and vectors \( x_{n \times 1} = 0 \) satisfying \( CX = \lambda X \) are called eigenvalues and eigenvectors of \( C \), respectively, and any such pair, \( (\lambda, X) \), is called an eigenpair for \( C \). The set of distinct eigenvalues, denoted by \( \sigma(C) \), is called the spectrum of \( C \).

1. \( \lambda \in \sigma(C) \Leftrightarrow C - \lambda I \) is singular \( \Leftrightarrow \det (C - \lambda I) = 0 \).
2. \( \{x \in C \mid x \in N (C - \lambda I) \} \) is the set of all eigenvectors associated with \( \lambda \). From now on, \( N (C - \lambda I) \) is called an eigenspace for \( C \).
Let’s now face the problem of finding the eigenvalues and eigenvectors of the matrix $A = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}$, with $a_{12} = a_{21} > 0$. The proof is rather elementary but for the sake of completeness we include all the details. As noted in (1), the eigenvalues are the scalars $\lambda$ for which $det (A - \lambda I) = 0$. Expansion of $det (A - \lambda I)$ produces the second-degree polynomial

$$P_A(\lambda) = det (A - \lambda I) = \begin{vmatrix} a_{11} - \lambda & a_{12} \\ a_{21} & a_{22} - \lambda \end{vmatrix} = \lambda^2 - (a_{11} + a_{22}) \lambda + a_{11}a_{22} - a_{12}a_{21}.$$  

Consequently, the eigenvalues for $A$ are the solutions of the characteristic equation $P_A(\lambda) = 0$ (i.e., the roots of the characteristic polynomial), and they are $\lambda_1 = \frac{a_{11} + a_{22} - \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2}$ and $\lambda_2 = \frac{a_{11} + a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2} = \gamma_2$. The eigenvectors associated with $\lambda_1 = \gamma_1$ and $\lambda_2 = \gamma_2$ are simply the nonzero vectors in the eigenspaces $N (A - \gamma_1 I)$ and $N (A - \gamma_2 I)$, respectively. But determining these eigenspaces amounts to nothing more than solving the two homogeneous systems, $(A - \gamma_1 I) x = 0$ and $(A - \gamma_2 I) = 0$.

For $\lambda_1 = \gamma_1$, $(A - \gamma_1 I) x = 0 \Rightarrow x_1 = \frac{2a_{12}}{a_{22} - a_{11} - \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}$, $x_2$ is free. Thus, we have

$$N (A - \gamma_1 I) = \left\{ x \mid x = \alpha \begin{pmatrix} a_{22} - a_{11} - \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}} \\ 1 \end{pmatrix} \right\}.$$  

For $\lambda_1 = \gamma_2$, $(A - \gamma_1 I) x = 0 \Rightarrow x_2 = \frac{2a_{21}}{a_{22} - a_{11} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}$, $x_1$ is free. We deduce that

$$N (A - \gamma_1 I) = \left\{ x \mid x = \beta \begin{pmatrix} a_{22} - a_{11} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}} \\ 1 \end{pmatrix} \right\}.$$  

In other words, the eigenvectors of $A$ associated with $\lambda_1 = \gamma_1$ are all nonzero multiples of $x = \begin{pmatrix} a_{22} - a_{11} - \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}} \\ 1 \end{pmatrix}$, and the eigenvectors associated with $\lambda_2 = \gamma_2$ are all nonzero multiples of $y = \begin{pmatrix} a_{22} - a_{11} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}} \\ 1 \end{pmatrix}$. Therefore, we deduce that

$$\bar{\lambda}(A) = \frac{a_{11} + a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2}$$  

is the greatest real part eigenvalue of a square matrix $A$, corresponding to non-negative eigenvector.

We turn to the study of the effects of the dispersal domain characterized by $L_1, L_2$ on the principal spectrum point $\lambda_p(L_1, L_2)$. It is strongly linked to local reaction diffusion equations, which are established in the important works of Dancer [20] and Lam-Lou [28] for cooperative elliptic systems. We prove the following result.

**Proposition 3.7.** Assume the dispersal kernel $J_i$, $i = 1, 2$ satisfies (J), $Q = \begin{pmatrix} a_{11} - d_1 & a_{12} \\ a_{21} & a_{22} - d_2 \end{pmatrix}$, $B = \begin{pmatrix} a_{11} \\ a_{21} \\ a_{12} \\ a_{22} \end{pmatrix}$ be a constants matrix with $a_{12} = a_{21}$, and $-\infty < L_1 < L_2 < \infty$. Then the following hold true.

1. $\lambda_p(L_1, L_2)$ is strictly decreasing and continuous in $L := L_2 - L_1$;
2. $\lim_{L_2 - L_1 \to \infty} \lambda_p(L_1, L_2) := -\bar{\lambda}(B)$;
3. $\lim_{L_2 - L_1 \to 0} \lambda_p(L_1, L_2) := -\bar{\lambda}(Q)$.
\textbf{Proof.} Thanks to Remark 4, we only need to prove the stated conclusions for $\lambda_p(L) = \lambda_p(L_1, L_2)$ where $L := L_2 - L_1$.

(1) The proof of (1) can be derived from the definition of eigenvalue.

(2) From the properties of the kernel function $J_1, J_2$, we obtain

\[
\int_0^L \int_0^L J_1(x-y)\varphi_1(y)\varphi_1(x)\,dxdy \leq \int_0^L \int_0^L J_1(x-y) \left( \frac{\varphi_1^2(y) + \varphi_1^2(x)}{2} \right) \,dxdy \leq \int_0^L \varphi_1^2(x)\,dx.
\]

\[
\int_0^L \int_0^L J_2(x-y)\varphi_2(y)\varphi_2(x)\,dxdy \leq \int_0^L \int_0^L J_2(x-y) \left( \frac{\varphi_2^2(y) + \varphi_2^2(x)}{2} \right) \,dxdy \leq \int_0^L \varphi_2^2(x)\,dx.
\]

For all $\varphi = (\varphi_1, \varphi_2) \in E$ and $\|\varphi\|_E = 1$, then

\[
\langle M\varphi, \varphi \rangle = d_1 \int_0^L \int_0^L J_1(x-y)\varphi_1(y)\varphi_1(x)\,dxdy + d_2 \int_0^L \int_0^L J_2(x-y)\varphi_2(y)\varphi_2(x)\,dxdy
\]

\[
+ \int_0^L \left( (a_{11} - d_1)\varphi_1^2(x) + (a_{12} + a_{21})\varphi_1(x)\varphi_2(x) + (a_{22} - d_2)\varphi_2^2(x) \right) \,dx
\]

\[
\leq \int_0^L (a_{11}\varphi_1^2(x) + (a_{12} + a_{21})\varphi_1(x)\varphi_2(x) + a_{22}\varphi_2^2(x)) \,dx
\]

\[
\leq \int_0^L \frac{a_{11} + a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2} \left( \varphi_1^2(x) + \varphi_2^2(x) \right) \,dx
\]

\[
= \frac{a_{11} + a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2}.
\]

The second inequality can be obtained from analyzing the minimum or maximum value of a function $F$, that is, $F(x, y) = \frac{a_{11}x^2 + (a_{12} + a_{21})xy + a_{22}y^2}{x^2 + y^2}$, and using the elementary results of the function, we can find a maximum and minimum value of the function $F$. The last equality achieved by using the factor $\int_0^L \left( \varphi_1^2(x) + \varphi_2^2(x) \right) \,dx = 1$. It then follows from the above variational characterization that for any $L > 0$,

\[
\lambda_p(L) = -\sup_{\|\varphi\|_E = 1} \langle M\varphi, \varphi \rangle \geq -\frac{a_{11} + a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2}.
\]

To complete the proof, we only need to show that

\[
\lim_{L \to +\infty} \lambda_p(L) \leq -\frac{a_{11} + a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2}.
\]

Set $\alpha = a_{11} - a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}$, $\beta = a_{12} + a_{21}$, let $\psi = (\psi_1, \psi_2) = (\frac{\alpha}{\sqrt{L(\alpha^2 + \beta^2)}}, \frac{\beta}{\sqrt{L(\alpha^2 + \beta^2)}})$ be the test function in the variational characterization of $\lambda_p(L)$. We deduce that for any $L > 0$,

\[
\lambda_p(L) \leq -\langle M\psi, \psi \rangle
\]

\[
= \frac{d_1\alpha^2 \int_0^L \int_0^L J_1(x-y)\,dxdy + d_2\beta^2 \int_0^L \int_0^L J_2(x-y)\,dxdy}{L(\alpha^2 + \beta^2)}
\]

\[
- \frac{(a_{11} - d_1)\alpha^2 + (a_{12} + a_{21})\alpha\beta + (a_{22} - d_2)\beta^2}{(\alpha^2 + \beta^2)}.
\]
To prove (3.22), it suffices to show that

\[
\frac{1}{L} \int_0^L \left( \int_0^L J_i(x-y) dy \right) dx \to 1, \quad \text{as } L \to \infty, \quad i = 1, 2.
\]

Indeed, we set the inner integral \( y = x - z \), then \( x = Lw \), and obtain

\[
\frac{1}{L} \int_0^L \left( \int_0^L J_i(x-y) dy \right) dx = \int_0^1 \left( \int_{Lw-L}^L J_i(z) dz \right) dw.
\]

For fixed \( w \) with \( w \in (0, 1) \). By (J) and thanks to the dominated convergence theorem, we have

\[
\int_{Lw-L}^L J_i(z) dz \to \int_\mathbb{R} J_i(z) dz = 1, \quad \text{as } L \to \infty, \quad i = 1, 2,
\]

which implies (3.24). Now, by letting \( L \to \infty \) in (3.23), we can derive the stated inequality in (3.22),

\[
\lim_{L \to \infty} \lambda_p(L) \leq \frac{a_{11}\alpha^2 + (a_{12} + a_{21})\alpha \beta + a_{22}\beta^2}{\alpha^2 + \beta^2} = -\frac{a_{11} + a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2}.
\]

(3) We show that

\[
\lim_{L \to 0} \lambda_p(L) = -\frac{a_{11} + a_{22} - (d_1 + d_2) + \sqrt{(a_{11} - a_{22} - d_1 + d_2)^2 + 4a_{12}a_{21}}}{2}.
\]

Since \( \lambda_p(L) \) is a principal eigenvalue, there exists a strictly positive function \( \varphi^p = (\varphi_1^p, \varphi_2^p) \in (C([0, L]))^2 \) such that

\[
\begin{cases}
\quad d_1 \int_0^L J_1(x-y)\varphi_1^p(y) dy - d_1 \varphi_1^p + a_{11} \varphi_1 + a_{12} \varphi_2 + \lambda_p(L) \varphi_1^p = 0, & \text{in } [0, L], \\
\quad d_2 \int_0^L J_2(x-y)\varphi_2^p(y) dy - d_2 \varphi_2^p + a_{21} \varphi_1 + a_{22} \varphi_2 + \lambda_p(L) \varphi_2^p = 0, & \text{in } [0, L].
\end{cases}
\]

Therefore, we have

\[
\langle M\varphi^p, \varphi^p \rangle = d_1 \int_0^L \int_0^L J_1(x-y)\varphi_1^p(x)\varphi_1^p(y) dx dy + d_2 \int_0^L \int_0^L J_2(x-y)\varphi_2^p(x)\varphi_2^p(y) dx dy
\]

\[
+ \int_0^L \left( (a_{11} - d_1)(\varphi_1^p)^2(x) + (a_{12} + a_{21})(\varphi_1^p(x)\varphi_2^p(x) + (a_{22} - d_2)(\varphi_2^p(x))^2(x) \right) dx
\]

\[
\leq d_1 \|J_1\|_\infty \left( \int_0^L \varphi_1^p(x) dx \right)^2 + d_2 \|J_2\|_\infty \left( \int_0^L \varphi_2^p(x) dx \right)^2
\]

\[
+ \frac{a_{11} + a_{22} - (d_1 + d_2) + \sqrt{(a_{11} - a_{22} - d_1 + d_2)^2 + 4a_{12}a_{21}}}{2}
\]

\[
\leq (d_1 \|J_1\|_{\infty} + d_2 \|J_2\|_{\infty}) L + \frac{a_{11} + a_{22} - (d_1 + d_2) + \sqrt{(a_{11} - a_{22} - d_1 + d_2)^2 + 4a_{12}a_{21}}}{2}.
\]

Let \( L \to 0 \) and get the desired inequality

\[
\lim_{L \to 0} \lambda_p(L, 0) = -\lim_{L \to 0} \langle M\varphi^p, \varphi^p \rangle \geq -\frac{a_{11} + a_{22} - (d_1 + d_2) + \sqrt{(a_{11} - a_{22} - d_1 + d_2)^2 + 4a_{12}a_{21}}}{2}.
\]
Let \( \alpha = a_{11} - d_1 - a_{22} + d_2 + \sqrt{(a_{11} - d_1 - a_{22} + d_2)^2 + 4a_{12}a_{21}}, \) \( \beta = a_{12} + a_{21} \) be constants. Denote by
\[
\psi = \left( \frac{\alpha}{\sqrt{\alpha^2 + \beta^2}}, \frac{\beta}{\sqrt{\alpha^2 + \beta^2}} \right)
\]the test function in the variational characterization of \( \lambda_p(0, L) \). It then follows that \( \lambda_p(L) \leq -\langle M\psi, \psi \rangle < -\frac{a_{11} + a_{22} - (d_1 + d_2) + \sqrt{(a_{11} - a_{22} - d_1 + d_2)^2 + 4a_{12}a_{21}}}{2} \).

Passing \( L \to 0 \), we derive \( \liminf_{L \to 0} \lambda_p(L) \leq -\frac{a_{11} + a_{22} - (d_1 + d_2) + \sqrt{(a_{11} - a_{22} - d_1 + d_2)^2 + 4a_{12}a_{21}}}{2} \).
This together with (3.26), we proved (3.25). \( \square \)

**Remark 7.** In the proof (2), we utilize a more flexible way rather than Cao.et.al [9]. More precisely, we proved \( \frac{1}{L} \int_0^L \left( \int_0^L J_i(x-y)dy \right) dx \to 1 \), as \( L \to \infty \), \( i = 1, 2 \), which is obtained by using assumption (J) and dominated convergence theorem.

Next, we investigate the effects of the dispersal rate characterized by \( d \) on the principal spectrum point. We prove the following result.

**Proposition 3.8.** Assume that the dispersal kernel \( J_i, i = 1, 2 \) satisfy (J), \( B = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \) be a constants matrix with \( a_{12} = a_{21}, d = d_1 = d_2 \) and fix \( L_1, L_2 > 0 \). Then the statements below about \( \lambda_p(d) \) hold.

1. \( \lambda_p(d) \) is a strictly monotone increasing function in \( d \);
2. \( \lim_{d \to \infty} \lambda_p(d) = +\infty \);
3. \( \lim_{d \to 0} \lambda_p(d) = -\lambda(B) \).

**Proof.** (1) Let \( \varphi = (\varphi_1, \varphi_2) \) be the corresponding eigenfunction to \( \lambda_p(d) \) and normalized it is \( \|\varphi\|_E = 1 \), then
\[
\lambda_p(d) = \frac{d}{2} \int_0^L \int_0^L J_1(x-y)(\varphi_1(x) - \varphi_1(y))^2 \, dx \, dy + \frac{d}{2} \int_0^L \int_0^L J_2(x-y)(\varphi_2(x) - \varphi_2(y))^2 \, dx \, dy \\
- \int_0^L \left[ (a_{11} - d + dk_1(x))(\varphi_1)^2(x) + (a_{12} + a_{21})\varphi_1(x)(\varphi_2(x) + (a_{22} - d + dk_2(x))(\varphi_2)^2(x) \right] \, dx.
\]

Obviously \( \varphi_1, \varphi_2 \) are not a constant. Assume that \( d_1 > d_2 \), with \( d_1, d_2 \) are positive constants, then following the variational characterization of \( \lambda_p(d) \), we have
\[
\lambda_p(d_1) \geq \frac{d_2}{2} \int_0^L \int_0^L J_1(x-y)(\varphi_1(x) - \varphi_1(y))^2 \, dx \, dy + \frac{d_2}{2} \int_0^L \int_0^L J_2(x-y)(\varphi_2(x) - \varphi_2(y))^2 \, dx \, dy \\
- \int_0^L \left[ (a_{11} - d_2 + dk_1(x))(\varphi_1)^2(x) + (a_{12} + a_{21})\varphi_1(x)(\varphi_2(x) + (a_{22} - d_2 + dk_2(x))(\varphi_2)^2(x) \right] \, dx \\
\geq \lambda_p(d_2).
\]

This completes the proof (1).

(2) First of all, in order to prove (2), we recall the results in [36, Theorem 2.2], that is
\[
(3.27) \int_\Omega \int_\Omega J(x-y)(u(x) - u(y))^2 \, dx \, dy \geq 2C \int_\Omega u^2(x) \, dx, \ C > 0.
\]
Let \( \varphi^p = (\varphi_1^p, \varphi_2^p) \) be the corresponding eigenfunction, which is normalized \( \| \varphi^p \|_E = 1 \), associated to the eigenvalue \( \lambda_p(d) \). We deduce
\[
\lambda_p(d) = \frac{d}{2} \int_0^L \int_0^L J_1(x-y) (\varphi_1^p(x) - \varphi_1^p(y))^2 \, dx \, dy + \frac{d}{2} \int_0^L \int_0^L J_2(x-y) (\varphi_2^p(x) - \varphi_2^p(y))^2 \, dx \, dy \\
- \int_0^L \left[ (a_{11} - d + dk_1(x)) (\varphi_1^p)^2(x) + (a_{12} + a_{21}) \varphi_1^p(x) \varphi_2^p(x) + (a_{22} - d + dk_2(x)) (\varphi_2^p)^2(x) \right] \, dx.
\]
By (3.27), we have
\[
\frac{d}{2} \int_0^L \int_0^L J_1(x-y) (\varphi_1^p(x) - \varphi_1^p(y))^2 \, dx \, dy \geq dC_1 \int_0^L (\varphi_1^p)^2(x) \, dx, \\
\frac{d}{2} \int_0^L \int_0^L J_2(x-y) (\varphi_2^p(x) - \varphi_2^p(y))^2 \, dx \, dy \geq dC_2 \int_0^L (\varphi_2^p)^2(x) \, dx,
\]
where \( C_1, C_2 > 0 \). Denote \( C = \min \{ C_1, C_2 \} > 0 \), \( M = \frac{|a_{12} + a_{21}| - 4L(a_{11} + a_{22})}{2} \), we derive
\[
\lambda_p(d) = \frac{d}{2} \int_0^L \int_0^L J_1(x-y) (\varphi_1(x) - \varphi_1(y))^2 \, dx \, dy + \frac{d}{2} \int_0^L \int_0^L J_2(x-y) \varphi_2(x) - \varphi_2(y))^2 \, dx \, dy \\
- \int_0^L \left[ (a_{11} - d + dk_1(x)) \varphi_1^2(x) + (a_{12} + a_{21}) \varphi_1(x) \varphi_2(x) + (a_{22} - d + dk_2(x)) \varphi_2^2(x) \right] \, dx \\
\geq dC \left( \int_0^L \varphi_1^2(x) \, dx + \int_0^L \varphi_2^2(x) \, dx \right) - \int_0^L \frac{|a_{12} + a_{21}|}{2} \left( \varphi_1^2(x) + \varphi_2^2(x) \right) \, dx - \int_0^L (a_{11} + a_{22}) \, dx \\
\geq dC - M,
\]
where we use the fact that \(-d + dk_i(x) \leq 0 \), \( i = 1, 2 \). Therefore, \( \lim_{d \to \infty} \lambda_p(d) = +\infty \).

(3) The later statement can be proven by similar arguments as in the proof (1) of Proposition 3.7, we deduce that
\[
\lambda_p(d) = - \sup_{\| \varphi \|_E = 1} \langle M \varphi, \varphi \rangle \geq -a_{11} + a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}.
\]
Setting
\[
\alpha = a_{11} - a_{22} + \sqrt{(a_{11} - a_{22})^2 + (a_{12} + a_{21})^2}, \quad \beta = a_{12} + a_{21},
\]
and let \( \varphi = (\varphi_1, \varphi_2) = \left( \frac{\alpha}{\sqrt{L(\alpha^2 + \beta^2)}}, \frac{\beta}{\sqrt{L(\alpha^2 + \beta^2)}} \right) \) be the test function in the variational characterization of \( \lambda_p(d) \). We infer that for all large \( d > 0 \),
\[
\lambda_p(d) \leq - \frac{d}{2} \int_0^L \int_0^L J_1(x-y) \alpha^2 dy + \frac{d}{2} \int_0^L \int_0^L J_2(x-y) \beta^2 dy \\
- \frac{(a_{11} - d) \alpha^2 + (a_{12} + a_{21}) \alpha \beta + (a_{22} - d) \beta^2}{(\alpha^2 + \beta^2)} \\
\leq - \frac{a_{11} + a_{22} - 2d + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2}.
\]
Let \( d \to 0 \), we deduce that \( \lim_{d \to 0} \lambda_p(d) \leq - \frac{a_{11} + a_{22} + \sqrt{(a_{11} - a_{22})^2 + 4a_{12}a_{21}}}{2} \). This together with (3.28), we get the desired limits, which implies (3).
3.4. A fixed boundary problem.

For $L_1 < 0$ and $L_2 > 0$, set $\Omega_L = (0, +\infty) \times (L_1, L_2)$, we consider the following fixed boundary problem

$$
\begin{align*}
U_t &= d_1 \int_{L_1}^{L_2} J_1(x-y)U(t,y)dy - d_1 U(t, x) - aU(t, x) + H(V(x), x), \\
V_t &= d_2 \int_{L_1}^{L_2} J_2(x-y)V(t,y)dy - d_2 V(t, x) - bV(t, x) + G(U(x)), \\
U(0, x) &= U_0(x), V(0, x) = V_0(x),
\end{align*}
$$

(3.29)

where $U_0, V_0 \in C([L_1, L_2]) \setminus \{0\}$, and denote

$$
\Gamma_1 = \begin{cases}
\max \left\{ \|U_0\|, \frac{b}{G'(0)} \|V_0\| \right\}, & \text{if } H'(0)G'(0) \leq ab, \\
\max \left\{ \|U_0\|, \frac{K_1}{K_2} \|V_0\|, K_1 \right\}, & \text{if } ab < H'(0)G'(0),
\end{cases}
\Gamma_2 = \begin{cases}
\frac{G'(0)}{b} \Gamma_1, & \text{if } H'(0)G'(0) \leq ab, \\
\frac{K_2}{K_1} \Gamma_1, & \text{if } ab < H'(0)G'(0).
\end{cases}
$$

(3.30)

It is well-known that (3.29) has a unique positive solution which is defined for all $t > 0$. The corresponding steady state problem of (3.29) is

$$
\begin{align*}
d_1 \int_{L_1}^{L_2} J_1(x-y)\psi(y)dy - d_1 \psi(x) - a\psi(x) + H(V(x)) &= 0, \\
d_2 \int_{L_1}^{L_2} J_2(x-y)\varphi(y)dy - d_2 \varphi(x) - b\varphi(x) + G(U(x)) &= 0,
\end{align*}
$$

(3.31)

Definition 3.9. A function pair $(\bar{\psi}, \bar{\varphi}) \in C([-L_1, L_2]) \times C([L_1, L_2])$ is said to be an supersolution of (3.31) if

$$
\begin{align*}
d_1 \int_{L_1}^{L_2} J_1(x-y)\bar{\psi}(y)dy - d_1 \bar{\psi}(x) - a\bar{\psi}(x) + H(\bar{\varphi}(x)) &\leq 0, \\
d_2 \int_{L_1}^{L_2} J_2(x-y)\bar{\varphi}(y)dy - d_2 \bar{\varphi}(x) - b\bar{\varphi}(x) + G(\bar{\psi}(x)) &\leq 0,
\end{align*}
$$

(3.32)

We define $\lambda_p(L_1, L_2, d_1, d_2)$ as the principal eigenvalue of problem

Proposition 3.10. Assume (J) holds and $H, G$ satisfy (1.4). Then the problem (3.31) has a unique positive solution $(\bar{U}, \bar{V}) \in C([-L_1, L_2]) \times C([L_1, L_2])$ satisfying $0 < \bar{U} \leq \Gamma_1, 0 < \bar{V} \leq \Gamma_2$ if $\lambda_p(L) < 0$, and $(0, 0)$ is the only nonnegative steady-state if $\lambda_p(L) \geq 0$.

Proof. Assume that $\lambda_p(L) < 0$. By Proposition (3.8), we can obtain that $\lim_{L \to +\infty} \lambda_p(L) < 0$, then $H'(0)G'(0) > ab$. This together with assumptions (1.4), there exists $(K_1, K_2) > 0$ such that

$$
\begin{cases}
H(K_2) = aK_1, \\
G(K_1) = bK_2.
\end{cases}
$$

Let $(\psi, \varphi)$ is a positive eigenfunction pair corresponding to $\lambda_p(L)$. Since $H(z)/z$ and $G(z)/z$ are non-increasing and $\lim_{z \to 0} \frac{H(z)}{z} = H'(0), \lim_{z \to 0} \frac{G(z)}{z} = G'(0)$, we can choose $\varepsilon$ small enough such that for all
Then it is easy to check that \((K_1, K_2)\) and \((U^0, V^0) = (\varepsilon \psi, \varepsilon \varphi)\) are a pair of supper and subsolutions of (3.31) and \((U^0, V^0) \leq (K_1, K_2)\) for small enough \(\varepsilon\). Setting \(K = \max\{K_1, K_2\}\). Then we can choose \(\alpha\) small enough such that the functions \(H(z) - \alpha H'(0)z\) and \(G(z) - \alpha G'(0)z\) are non-decreasing in \((0, K)\). Next, we show that the following problem has unique solution \((U^1, V^1) \in C([L_1, \ L_2]) \times C([L_1, \ L_2])\) for \(k > 0\) big enough.

\[
\begin{aligned}
\left\{ \begin{array}{ll}
\frac{d_1}{a + d_1 + k} \int_{L_1}^{L_2} J_1(x - y)\phi_1(y)dy + \frac{aH'(0)}{a + d_1 + k} \phi_2(x) + \frac{H(V^0) + kU^0 - \alpha H'(0)V^0}{a + d_1 + k} = \phi_1, & \text{in } [L_1, L_2], \\
\frac{d_2}{b + d_2 + k} \int_{L_1}^{L_2} J_2(x - y)\phi_2(y)dy + \frac{aG'(0)}{b + d_2 + k} \phi_1(x) + \frac{G(U^0) + kV^0 - \alpha G'(0)U^0}{b + d_2 + k} = \phi_2, & \text{in } [L_1, L_2].
\end{array} \right.
\end{aligned}
\]

We first note that \(C = C([L_1, L_2]) \times C([L_1, L_2])\) is a complete metric space with the metric

\[
d(\phi, \omega) = \|\phi_1 - \omega_1\|_{C([L_1, L_2])} + \|\phi_2 - \omega_2\|_{C([L_1, L_2])}.
\]

Let us define

\[
F_1(\phi_1, \phi_2) = \frac{d_1}{a + d_1 + k} \int_{L_1}^{L_2} J_1(x - y)\phi_1(y)dy + \frac{aH'(0)}{a + d_1 + k} \phi_2(x) + \frac{H(V^0) + kU^0 - \alpha H'(0)V^0}{a + d_1 + k},
\]

\[
F_2(\phi_1, \phi_2) = \frac{d_2}{b + d_2 + k} \int_{L_1}^{L_2} J_2(x - y)\phi_2(y)dy + \frac{aG'(0)}{b + d_2 + k} \phi_1(x) + \frac{G(U^0) + kV^0 - \alpha G'(0)U^0}{b + d_2 + k},
\]

and the mapping \(F : C \rightarrow C\) given by

\[
F(\phi) = (F_1(\phi), F_2(\phi)).
\]

We also see that the problem (3.33) becomes \(F(\phi) = \phi\). Next, we prove that \(F\) has a unique fixed point in \(C\) by the contraction mapping theorem; namely we show that there exist \(k\) such that \(F\) is a contraction mapping on \(C\). For \(\phi = (\phi_1, \phi_2)\) and \(\omega = (\omega_1, \omega_2)\) in \(C\), we have

\[
|F_1(\phi) - F_1(\omega)| \\
\leq \frac{d_1}{a + d_1 + k} \int_{L_1}^{L_2} J_1(x - y)|\phi_1(y) - \omega_1(y)|dy + \frac{aH'(0)}{a + d_1 + k} |\phi_2(x) - \omega_2(x)| \\
\leq \frac{d_1}{a + d_1 + k} \|\phi_1 - \omega_1\|_{C([L_1, L_2])} \int_{L_1}^{L_2} J_1(x - y)dy + \frac{aH'(0)}{a + d_1 + k} \|\phi_2 - \omega_2\|_{C([L_1, L_2])} \\
\leq \frac{d_1}{a + d_1 + k} \|\phi_1 - \omega_1\|_{C([L_1, L_2])} + \frac{H'(0)}{a + d_1 + k} \|\phi_2 - \omega_2\|_{C([L_1, L_2])}.
\]

Therefore, \(\|F_1(\phi) - F_1(\omega)\|_{C([L_1, L_2])} \leq \frac{d_1}{a + d_1 + k} \|\phi_1 - \omega_1\|_{C([L_1, L_2])} + \frac{aH'(0)}{b + d_2 + k} \|\phi_2 - \omega_2\|_{C([L_1, L_2])} \cdot\)

Similarly, we obtain that

\[
\|F_2(\phi) - F_2(\omega)\|_{C([L_1, L_2])} \leq \frac{d_2}{b + d_2 + k} \|\phi_2 - \omega_2\|_{C([L_1, L_2])} + \frac{aG'(0)}{b + d_2 + k} \|\phi_1 - \omega_1\|_{C([L_1, L_2])} \cdot
\]

\(\Rightarrow\)
Therefore,
\[
d(F(\phi), F(\omega)) = \|F_1(\phi) - F_1(\omega)\|_{C([L_1, L_2])} + \|F_2(\phi) - F_2(\omega)\|_{C([L_1, L_2])} \\
\leq \left( \frac{d_1}{a + d_1 + k} + \frac{\alpha H'(0)}{b + d_2 + k} \right) \|\phi_1 - \omega_1\|_{C([L_1, L_2])} + \left( \frac{d_2}{b + d_2 + k} + \frac{\alpha G'(0)}{a + d_1 + k} \right) \|\phi_2 - \omega_2\|_{C([L_1, L_2])} \\
\leq \max \left\{ \frac{d_1}{a + d_1 + k} + \frac{\alpha H'(0)}{b + d_2 + k}, \frac{d_2}{b + d_2 + k} + \frac{\alpha G'(0)}{a + d_1 + k} \right\} \left( \|\phi_1 - \omega_1\|_{C([L_1, L_2])} + \|\phi_2 - \omega_2\|_{C([L_1, L_2])} \right) \\
\leq \beta d(\phi, \omega).
\]

Now, by choosing \( k \) big enough satisfying
\[
\beta = \max \left\{ \frac{d_1}{a + d_1 + k} + \frac{\alpha H'(0)}{b + d_2 + k}, \frac{d_2}{b + d_2 + k} + \frac{\alpha G'(0)}{a + d_1 + k} \right\} < 1.
\]

For such \( k \) we may now apply the contraction mapping theorem to conclude that \( F \) has a unique fixed point \( (U^1, V^1) \) in \( C \). Thus, the problem (3.33) has a unique \( (U^1, V^1) \) in \( C \). Moreover, we see that
\[
d_1 \int_{L_1}^{L_2} J_1(x-y) \left[ U^1(y) - U^0(y) \right] dy - (d_1 + a + k) \left[ U^1(x) - U^0(x) \right] + \alpha H'(0) \left[ V^1(x) - V^0(x) \right]
\]
\[
= - H \left( V^0(x) \right) - k U^0(x) + \alpha H'(0) V^0(x) - d_1 \int_{L_1}^{L_2} J_1(x-y) U^0(y) dy + (d_1 + a + k) U^0(x) - \alpha H'(0) V^0(x)
\]
\[
= - \left( d_1 \int_{L_1}^{L_2} J_1(x-y) U^0(y) dy - (d_1 + a) U^0(x) + H \left( V^0(x) \right) \right).
\]

Since \( (U^0, V^0) \) is a subsolutions of (3.31), we arrive at
\[
(3.34) \quad d_1 \int_{L_1}^{L_2} J_1(x-y) \left[ U^1(y) - U^0(y) \right] dy - (d_1 + a + k) \left[ U^1(x) - U^0(x) \right] + \alpha H'(0) \left[ V^1(x) - V^0(x) \right] \leq 0.
\]

Similarly,
\[
(3.35) \quad d_2 \int_{L_1}^{L_2} J_2(x-y) \left[ V^1(y) - V^0(y) \right] dy - (d_2 + b + k) \left[ V^1(x) - V^0(x) \right] + \alpha G'(0) \left[ U^1(y) - U^0(y) \right] \leq 0.
\]

Moreover, we note that
\[
d_1 \int_{L_1}^{L_2} J_1(x-y) \left[ U^1(y) - K_1 \right] dy - (d_1 + a + k) \left[ U^1(x) - K_1 \right] + \alpha H'(0) \left[ V^1(x) - K_2 \right]
\]
\[
= - H \left( V^0(x) \right) - k U^0(x) + \alpha H'(0) V^0(x) - d_1 \int_{L_1}^{L_2} J_1(x-y) K_1 dy + (d_1 + a + k) K_1 - \alpha H'(0) K_2 \\
\geq \left[ H \left( K_2 \right) - \alpha H'(0) K_2 \right] - \left[ H \left( V^0(x) \right) - \alpha H'(0) V^0(x) \right] + k \left[ K_1 - \psi^0(x) \right].
\]

Since \( 0 < U^0(x) \leq K_1, 0 < V^0(x) \leq K_2 \) and \( H(z) - \alpha H'(0) z \) is non-decreasing in \((0, K)\), we deduce that
\[
(3.36) \quad d_1 \int_{L_1}^{L_2} J_1(x-y) \left[ U^1(y) - K_1 \right] dy - (d_1 + a + k) \left[ U^1(x) - K_1 \right] + \alpha H'(0) \left[ V^1(x) - K_2 \right] \geq 0.
\]
Similarly, we also obtain
\begin{equation}
(3.37)\quad d_2 \int_{L_1}^{L_2} J_2(x-y) \left[ V^1(y) - K_2 \right] dy - (d_2 + b + k) \left[ V^1(x) - K_2 \right] + \alpha G'(0) \left[ U^1(x) - K_1 \right] \geq 0.
\end{equation}

Next, we denote \( \lambda^p_{k,\alpha} \) is the principal eigenvalue of problem
\begin{equation}
(3.38)\quad \begin{cases}
\frac{d_1}{H'(0)} \int_{L_1}^{L_2} J_1(x-y)\psi(y) dy - \frac{d_1 + a + k}{H'(0)} \psi(x) + \alpha \varphi(x) + \lambda \psi(x) = 0, & x \in [L_1, L_2], \\
\frac{d_2}{G'(0)} \int_{L_1}^{L_2} J_2(x-y)\varphi(y) dy - \frac{d_2 + b + k}{G'(0)} \varphi(x) + \alpha \psi(x) + \lambda \varphi(x) = 0, & x \in [L_1, L_2].
\end{cases}
\end{equation}
By Proposition 3.4 with
\[
D = \begin{pmatrix}
d_1 \\ 0 \\
0 \\
d_2
\end{pmatrix}, \quad A = \begin{pmatrix}
a \\ -H'(0) \\ 1 \\
\frac{b}{G'(0)}
\end{pmatrix}, \quad B = \begin{pmatrix}
\alpha \\ -a \\ -b + k \\
\frac{\alpha}{G'(0)}
\end{pmatrix},
\]
we deduce that for \( k \) big enough
\[
\lambda^p_{k,\alpha} = \lambda_p(B) \geq \lambda_p(A) + \frac{k}{\max\{H'(0), G'(0)\}} = \lambda_p + \frac{k}{\max\{H'(0), G'(0)\}} > 0.
\]
Now, we apply Proposition 3.5 and Remark 5 to (3.34),(3.35),(3.36),(3.37) and get
\[
(U^0, V^0) \leq (U^1, V^1) \leq (K_1, K_2).
\]
Now, let \((U^2, V^2)\) be the solution of (3.33) with \((U^1, V^1)\) instead of \((U^0, V^0)\). Using the comparison principle and a increasing monotonicity of \( H(z) - \alpha H'(0)z \) and \( H(z) - \alpha G'(0)z \), we obtain that
\[
(U^0, V^0) \leq (U^1, V^1) \leq (U^2, V^2) \leq (K_1, K_2).
\]
By induction, we can construct an increasing sequence of function \((U^n, V^n)\) satisfying
\begin{equation}
(3.39)\quad (U^0, V^0) \leq (U^n, V^n) \leq (K_1, K_2),
\end{equation}
and for any \( x \in [L_1, L_2],
\begin{equation}
(3.40)\quad \begin{cases}
d_1 \int_{L_1}^{L_2} J_1(x-y)U^{n+1}(y) dy - (d_1 + a + k) U^{n+1} + \alpha H'(0)V^{n+1} + H(V^n) + kU^n - \alpha H'(0)V^n = 0, \\
d_2 \int_{L_1}^{L_2} J_2(x-y)V^{n+1}(y) dy - (d_2 + b + k) V^{n+1} + \alpha G'(0)U^{n+1} + G(U^n) + kV^n - \alpha G'(0)U^n = 0.
\end{cases}
\end{equation}
Since the sequence \((U^n, V^n)\) is increasing and bounded, \((U(x), V(x)) = \lim_{n \to \infty} (U^n(x), V^n(x))\) is well defined.

Passing to the limit in (3.39), (3.40) and using the dominated convergence theorem, we deduce that \((U, V)\) is a solution of (3.31) and \((0, 0) < (U, V) \leq (K_1, K_2)\). Moreover, by Dini’s theorem, the convergence is uniformly in \([L_1, L_2]\), which implies that \((U, V) \in C ([L_1, L_2]) \times ([L_1, L_2])\).

Let us show that when \( \lambda_p(L) \geq 0 \) then there exists no non-trivial negative solution to (3.31). Assume by contradiction that \( \lambda_p(L) \geq 0 \) and \((\psi, \varphi)\) is a positive steady state solution of (3.31). Then \((\psi, \varphi)\) satisfies
\begin{equation}
(3.41)\quad \begin{cases}
d_1 \int_{L_1}^{L_2} J_1(x-y)U(y) dy - d_1 \psi(x) - \alpha \psi(x) + H'(0) \varphi(x) < 0, & x \in [L_1, L_2], \\
d_2 \int_{L_1}^{L_2} J_2(x-y)\varphi(y) dy - d_2 \varphi(x) - b \psi(x) + G'(0) \psi(x) < 0, & x \in [L_1, L_2].
\end{cases}
\end{equation}
We now apply Proposition 3.7 with $\lambda = 0$ to induce that $\lambda(L) < 0$. This contradiction proves the non-existence result.

Next, we show that when a solution of (3.31) exists then it is unique. We first show that if $(u,v)$ is non-negative and bounded solution of (3.31), then $\zeta = \min_{[L_1,L_2]} u(x)$, $\omega = \min_{[L_1,L_2]} v(x) > 0$. Indeed, if there exists some $x_0 \in [L_1,L_2]$ such that $\min_{[L_1,L_2]} u(x) = u(x_0) = 0$, then from the first equation of (3.31), we have

$$d_1 \int_{L_1}^{L_2} J_1(x - y) u(y) dy = (a + d_1) u(x_0) - H(v(x_0)) = -H(v(x_0)).$$

Since $J_1, H, u, v$ are non-negative quantities, and therefore, we deduce

$$\int_{L_1}^{L_2} J_1(x - y) u(y) dy = 0 \text{ and } H(v(x_0)) = 0.$$

This leads to $v(x_0) = 0$ and $u(x) \equiv 0$ in $[L_1,L_2]$, due to $J_1(0) > 0$ and $u$ is continuous. From the second equation of (3.31), the similarity argument induces that $v \equiv 0$ in $[L_1,L_2]$. This contradiction implies that $\zeta, \omega > 0$. Now, let $(U_1, V_1)$ and $(U_2, V_2)$ are two positive steady state solutions. The above argument yields that $(U_1, V_1)$ and $(U_2, V_2)$ are bounded and strictly positive, then the following quantity is well defined

$$\gamma^* := \inf \{ \gamma > 0 \mid \gamma (U_1, V_1) \geq (U_2, V_2) \}.$$

We claim that $\gamma^* \leq 1$. Assume by contradiction that $\gamma^* > 1$. It is nice to be followed by the equation (3.31), replace $(U, V)$ by $(\gamma^* U_1, \gamma^* V_1)$ we follow that

$$d_1 \int_{L_1}^{L_2} J_1(x - y) \gamma^* U_1(y) dy - d_1 \gamma^* U_1(x) - a \gamma^* U_1(x) + H(\gamma^* V_1(x)) = H(\gamma^* V_1(x)) - \gamma^* H(V_1(x)) = \gamma^* V_1(x) \left( \frac{H(\gamma^* V_1(x))}{\gamma^* V_1(x)} - \frac{H(V_1(x))}{V_1(x)} \right) \leq 0.$$

The last inequality can obtain by using the decreasing of $H(z)/z$ function and $\gamma^* > 1$. Similarly, we can show that $d_2 \int_{L_1}^{L_2} J_2(x - y) \gamma^* V_1(y) dy - d_2 \gamma^* V_1(x) - b \gamma^* V_1(x) + G(\gamma^* U_1(x)) \leq 0$. By definition of $\gamma^*$, there exists $x_0 \in [L_1,L_2]$ such that $\gamma^* (U_1(x_0), V_1(x_0)) = (U_2(x_0), V_2(x_0))$. It follows from the equation (3.31), we can easily check that

$$d_1 \int_{L_1}^{L_2} J_1(x - y) \gamma^* U_1(y) dy - d_1 \gamma^* U_1(x) - a \gamma^* U_1(x) + H(\gamma^* V_1(x)) = d_2 \int_{L_1}^{L_2} J_2(x - y) \gamma^* U_2(y) dy - d_2 \gamma^* U_2(x) - a \gamma^* U_2(x) + H(\gamma^* V_2(x)) = d_1 \int_{L_1}^{L_2} J_1(x - y) [\gamma^* U_2(y) - U_2(y)] dy \geq 0.$$

This implies that $\int_{L_1}^{L_2} J_1(x - y) [\gamma^* U_2(y) - U_2(y)] dy = 0$. Similarity to the above argument, we deduce that $\gamma^* U_1 = U_2$. By the same argument, we also have $\gamma^* V_1 = V_2$. By (3.41), we see that

$$0 = d_1 \int_{L_1}^{L_2} J_1(x - y) U_2(y) dy - d_1 U_1(x) - a U_1(x) + H(V_2(x)) = d_2 \int_{L_1}^{L_2} J_2(x - y) \gamma^* U_1(y) dy - d_1 \gamma^* U_1(x) - a \gamma^* U_1(x) + H(\gamma^* V_1(x)) = \gamma^* V_1(x) \left( \frac{H(\gamma^* V_1(x))}{\gamma^* V_1(x)} - \frac{H(V_1(x))}{V_1(x)} \right),$$

which implies that $\frac{H(\gamma^* V_1(x))}{\gamma^* V_1(x)} = \frac{H(V_1(x))}{V_1(x)}$, and then $\gamma^* V_1(x) = V_1(x), \forall x \in [L_1,L_2]$. This is impossible due to $\gamma^* > 1$. Hence, $\gamma^* \leq 1$ and as a consequence $(U_1, V_1) \geq (U_2, V_2)$. Observe that the role of $(U_1, V_1)$
and \((U_2, V_2)\) can be interchanged in the above argumentation. Therefore, we also have \((U_1, V_1) \leq (U_2, V_2)\), which shows that the uniqueness of the solution.

**Remark 8.** Let \((U, V)\) is a subsolutions of \((3.31)\) and assume \(\lambda_p(L) < 0\). Since \(H(G(z)/z) - az < 0\) for all \(z > K_1\), we can choose \(\alpha_1 > \max \{K_1, \max_{[L_1, L_2]} U(x)\}\) big enough such that
\[
G(\alpha_1) \geq b \max_{[L_1, L_2]} V(x).
\]
Then we set \(\alpha_2 := G(\alpha_1)/b\). It is easy to check that \((\alpha_1, \alpha_2)\) is supersolution of \((3.31)\) and \((U, V) \leq (\alpha_1, \alpha_2)\). Moreover, we can observe that if \((U, V)\) is a unique positive solution of \((3.31)\) then \((\alpha_1, \alpha_2)\) replaces by \((U, V)\).

By Proposition 3.8, when \(R_0 > 1\), there exists \(L_0 > 0\) such that \(\lambda_p(L) < 0\) for all \(L \leq L_0\). Then, we apply Proposition 3.10 to obtain that \((3.31)\) has a unique positive solution \((U, V)\) for \(L_2 - L_1 \geq L_0\). To stress its dependence on \(L_1, L_2\), we denote it by \((\tilde{U}_{[L_1, L_2]}, \tilde{V}_{[L_1, L_2]}(x))\).

**Proposition 3.11.** Assume \((J)\) holds and \(R_0 > 1\). Then
\[
\lim_{-L_1, L_2 \to +\infty} \left(\tilde{U}_{[L_1, L_2]}(x), \tilde{V}_{[L_1, L_2]}(x)\right) = (K_1, K_2) \text{ locally uniformly in } \mathbb{R},
\]
where \((K_1, K_2)\) is defined by (1.5).

**Proof.** We first show that
\[
(\tilde{U}_{[L_1, L_2]}(x), \tilde{V}_{[L_1, L_2]}(x)) \leq (U_{[L_1, L_2]}(x), V_{[L_1, L_2]}(x)) \quad \text{for } x \in I \text{ if } I := [L_1, L_2] \subset I' = [L_1', L_2'].
\]
Let us define
\[
\left(\tilde{\tilde{U}}_{[L_1, L_2]}(x), \tilde{\tilde{V}}_{[L_1, L_2]}(x)\right) = \begin{cases} (\tilde{U}_{[L_1, L_2]}(x), \tilde{V}_{[L_1, L_2]}(x)), & \text{in } I, \\ (0, 0), & \text{in } I' \setminus I. \end{cases}
\]
Since \((\tilde{U}_{[L_1, L_2]}(x), \tilde{V}_{[L_1, L_2]}(x))\) is unique positive solution of \((3.31)\) and
\[
\begin{align*}
\int_{L_1}^{L_2} J_1(x - y)\tilde{U}_{[L_1, L_2]}(y)dy & \geq \int_{L_1}^{L_2} J_1(x - y)\tilde{V}_{[L_1, L_2]}(y)dy, \\
\int_{L_1}^{L_2} J_2(x - y)\tilde{V}_{[L_1, L_2]}(y)dy & \geq \int_{L_1}^{L_2} J_1(x - y)\tilde{V}_{[L_1, L_2]}(y)dy.
\end{align*}
\]
We can check that \((\tilde{U}_{[L_1, L_2]}(x), \tilde{V}_{[L_1, L_2]}(x))\) is subsolution of \((3.31)\) with \([L_1', L_2']\). Using Remark 8, we deduce that \((\tilde{U}_{[L_1, L_2]}(x), \tilde{V}_{[L_1, L_2]}(x)) \leq (U_{[L_1, L_2]}(x), V_{[L_1, L_2]}(x))\), in \(I'\). Hence
\[
(\tilde{U}_{[L_1, L_2]}(x), \tilde{V}_{[L_1, L_2]}(x)) \leq (U_{[L_1, L_2]}(x), V_{[L_1, L_2]}(x)) \quad \text{in } I.
\]
Moreover, by Proposition 3.10, for every closing interval \([L_1, L_2]\) with \(L_2 - L_1 > L_0\) we have
\[
(\tilde{U}_{[L_1, L_2]}(x), \tilde{V}_{[L_1, L_2]}(x)) \leq (K_1, K_2) \quad \text{in } [L_1, L_2].
\]
Then we can define \((U^*(x), V^*(x)) := -L_1, L_2 \to +\infty \lim_{-L_1, L_2 \to +\infty} (\tilde{U}_{[L_1, L_2]}(x), \tilde{V}_{[L_1, L_2]}(x))\), \(x \in \mathbb{R}\). Clearly,
\[
(0, 0) < (U^*(x), V^*(x)) \leq (K_1, K_2), \quad x \in \mathbb{R}.
\]
Moreover, by the dominated convergence theorem, it is easy to check that \((U^*, V^*)\) is a positive solution of \((3.31)\) with \((L_1, L_2)\) replaced by \((-\infty, +\infty)\).

We next prove that both \(U^*\) and \(V^*\) are positive constants. It suffices to show that
\[
(U^*(x_0), V^*(x_0)) = (U^*(0), V^*(0)) \quad \text{for any given } x_0 \in \mathbb{R} \setminus \{0\}.
\]
We define \((\tilde{U}^1_{[L_1, L_2]}(x), \tilde{V}^1_{[L_1, L_2]}(x)) := (\tilde{U}_{[L_1-|x_0|, L_2+|x_0|}(x + x_0), \tilde{V}_{[L_1-|x_0|, L_2+|x_0|]}(x + x_0))\). Note that
Putting $x = 0$, we obtain that $(U^*(x_0), V^*(x_0)) = (U^*(0), V^*(0))$. Since $(K_1, K_2)$ is the only constant solution of (3.31), we can arrive at $(U^*(x), V^*(x)) = (K_1, K_2)$, for all $x \in \mathbb{R}$. By Dini’s theorem, the following convergence is locally uniform in $x \in \mathbb{R}$.

\[ \lim_{t \to \infty} (U_{[L_1,t]}, V_{[L_1,t]})(x) = (K_1, K_2). \]

**Proposition 3.12.** Assume (J) holds and $(U, V)$ is the unique positive solution of (3.29). Then we have the following conclusions.

(i) If $\lambda_p(L) < 0$, then $(U, V)$ converges to $(U, V)$ as $t \to \infty$ uniformly for $x \in [L_1, L_2]$, where $(U, V)$ is the unique positive solution of (3.31) given by Proposition 3.10.

(ii) If $\lambda_p(L) \geq 0$, then $(U, V)$ converges to $(0, 0)$ as $t \to \infty$ uniformly for $x \in [L_1, L_2]$.

**Proof.** (i) Let us first assume that $\lambda_p(L) < 0$. From Remark 8, for $(\Gamma_1, \Gamma_2) \geq ([0,0], [0,0])$ big enough, $(\Gamma_1, \Gamma_2)$ is a supersolution of (3.31). Denote $(\overline{U}, \overline{V})$ be the unique positive solution of (3.29) with initial datum $(\Gamma_1, \Gamma_2)$. A standard argument using comparison principle in Lemma 3.2 we can derive that

\[
\begin{cases}
U \leq \overline{U} \leq \Gamma_1, & \text{for } (t, x) \in \Omega_L, \\
V \leq \overline{V} \leq \Gamma_2, & \text{for } (t, x) \in \Omega_L.
\end{cases}
\]

Next, we show that $(\overline{U}, \overline{V})$ is non-increasing in $t$. For fixed $\tau > 0$, since $(\overline{U}(\tau, x), \overline{V}(\tau, x)) \leq (\Gamma_1, \Gamma_2)$, we may use Lemma 3.2 to compare $(\overline{U}(t + \tau, x), \overline{V}(t + \tau, x))$ with $(\overline{U}(t, x), \overline{V}(t, x))$ to deduce that

\[ (\tilde{U}(t + \tau, x), \tilde{V}(t + \tau, x)) \leq (\overline{U}(t, x), \overline{V}(t, x)) \] in $\Omega_L$.

This proves the monotonicity in $t$. Therefore, we can define $(\overline{U}(x), \overline{V}(x)) = \lim_{t \to \infty} (\overline{U}(t, x), \overline{V}(t, x))$ which is a positive function pair, and by the dominated convergence theorem, it is a positive solution of (3.31). Using Proposition 2.2, we see that $(U(1, x), V(1, x)) > (0, 0)$ in $[L_1, L_2]$ since $(U, V) \geq (0, 0)$ and $U, V \neq 0$. Let $(\psi, \varphi)$ is a positive eigenfunction pair corresponding to $\lambda_p(L)$. From the proof of Proposition 3.10, for $\varepsilon$ small enough $(\varepsilon \psi, \varepsilon \varphi)$ is supersolution of (3.31) and $(\varepsilon \psi, \varepsilon \varphi) \leq (U(1, x), V(1, x))$. Let $(\underline{U}, \underline{V})$ be the solution of (3.29) with initial function pair $(\varepsilon \psi, \varepsilon \varphi)$. By the same argument as above, $(\underline{U}, \underline{V})$ are non-decreasing in $t$. Then, we also define $(\underline{U}(x), \underline{V}(x)) := \lim_{t \to \infty} (\underline{U}(t, x), \underline{V}(t, x))$ which is a positive function pair, and by the dominated convergence theorem, it is a positive solution of (3.31). Moreover, Lemma 3.2 yields that $(\underline{U}(t, x), \underline{V}(t, x)) \leq (U(t + 1, x), V(t + 1, x)) \leq (\overline{U}(t + 1, x), \overline{V}(t + 1, x))$ in $\Omega_L$.

Letting $t \to \infty$ in the above inequalities, we have

\[ (\underline{U}(x), \underline{V}(x)) \leq \lim_{t \to \infty} (U(t, x), V(t, x)) \leq (\overline{U}(x), \overline{V}(x)), \] in $[L_1, L_2]$.

Since (3.31) has a unique positive solution $(U, V)$, we derive

\[ \lim_{t \to \infty} (U(t, x), V(t, x)) = (\overline{U}(x), \overline{V}(x)), \] in $[L_1, L_2]$.

The convergence is uniform by Dini’s theorem.

(ii) In the case $\lambda_p(L) \leq 0$, as above we have $(0, 0) \leq (U(t, x), V(t, x)) \leq (\underline{U}(t, x), \underline{V}(t, x))$ and $(\overline{U}(t, x), \overline{V}(t, x))$ converges pointwise to $(\overline{U}(x), \overline{V}(x))$ a solution of (3.31). By Proposition 3.10, in this situation we induce that $(\overline{U}(x), \overline{V}(x)) \equiv (0, 0)$, hence $\lim_{t \to \infty} (U(t, x), V(t, x)) = (0, 0)$.

\[ \square \]
4. Long-time behavior: Spreading-Vanishing dichotomy

In this section, we investigate the long time dynamics of problem (1.8), says the spreading-vanishing phenomena. We see that the free boundaries \( h(t), -g(t) \) are strictly increasing functions with respect to time \( t \). Therefore, \( h_{\infty} := \lim_{t \to \infty} h(t) \) and \( g_{\infty} := \lim_{t \to \infty} g(t) \) are well-defined, and \( h_{\infty}, g_{\infty} \leq \infty \). Before proving Theorem 1.2 and 1.3, we prove the following lemmas:

**Lemma 4.1.** If \( \lim_{t \to \infty} h(t) - g(t) < \infty \), then \( \lim_{t \to \infty} (u(t, \cdot), v(t, \cdot)) = (0, 0) \) and \( \lambda_p(g_{\infty}, h_{\infty}) \geq 0 \).

**Proof.** The idea of this proof comes from [17, Lemma 4.6]. We first claim that \( \lambda_p(g_{\infty}, h_{\infty}) \geq 0 \), where \( \lambda_p(g_{\infty}, h_{\infty}) \) is the principal eigenvalue of (3.4) with \([-L, L]\) replaced with \([g_{\infty}, h_{\infty}]\). Assume by the contradiction that \( \lambda_p(g_{\infty}, h_{\infty}) < 0 \), and by (1) in proposition 3.7, we can find a large constant \( T > 0 \) such that \( \lambda_p(g(T), h(T)) > 0 \). It is obvious that \( J_i \) are continuous and \( J_i(0) > 0, i = 1, 2 \) then we may also assume that \( g(T) \) and \( h(T) \) satisfy \( |g(T) - g_{\infty}| < \varepsilon \) and \( |h(T) - h_{\infty}| < \varepsilon \). For \( \varepsilon \in (0, h_0) \) small enough such that \( J_i(x) > 0 \) for all \( x \in [-2\varepsilon, 2\varepsilon] \), \( i = 1, 2 \). Let \( (u_1(t,x), v_1(t,x)) \) be the solution of the problem (1.8) on \( \Omega_T = (0, \infty) \times (g(T), h(T)) \), and initial functions \( (u_0, v_0) = (u(T), v(T), x) \). By Lemma 3.2, we deduce that

\[
u_1(\tau, x) \leq \nu(T + \tau, x), \quad v_1(\tau, x) \leq \nu(T + \tau, x) \quad \text{for} \quad (\tau, x) \in [0, \infty) \times [g(T), h(T)].
\]

Due to \( \lambda_p(g(T), h(T)) < 0 \), then \( (u, v) \) converges to \((\tilde{u}, \tilde{v})\), which is a solution of (3.29), as \( \tau \to \infty \) uniformly for \( x \). We further infer

\[
\left\{
\begin{array}{l}
0 < \tilde{u}_1(x) = \lim_{t \to \infty} u_1(t,x) \leq \liminf_{t \to \infty} u(t,x) ,
0 < \tilde{v}_1(x) = \lim_{t \to \infty} v_1(t,x) \leq \liminf_{t \to \infty} v(t,x) ,
\end{array}
\right.
\]

with uniform convergence for \( x \in (g(T), h(T)) \). Thus, there exists \( T_1 \geq T \) such that

\[
\left\{
\begin{array}{l}
0 < \frac{\tilde{u}_1(x)}{2} < u(t,x), \\
0 < \frac{\tilde{v}_1(x)}{2} < v(t,x), \\
\end{array}
\right.
\]

for \( t \geq T_1, x \in [g(T), h(T)]. \)

Denote \( A = \min \{\mu_1, \mu_2\} \). Since \( J_i \) are continuous and \( J_i(0) > 0 \), for all \( i = 1, 2 \), there exists \( \varepsilon > 0 \) such that \( m = \min \left\{ \inf_{x \in [-\varepsilon, \varepsilon]} J_1(x), \inf_{x \in [-\varepsilon, \varepsilon]} J_2(x) \right\} > 0 \). From the fact that \([h(t) - \varepsilon, h(t) + \varepsilon] \subset [g(T), h(T)] \) for \( t \geq T \), we obtain

\[
h'(t) = \mu_1 \int_{g(t)}^{h(t)} \int_{h(t)}^{\infty} J_1(x-y)u(t,x)dydx + \mu_2 \int_{g(t)}^{h(t)} \int_{h(t)}^{\infty} J_2(x-y)v(t,x)dydx \\
\geq \mu_1 \int_{h(t)-\varepsilon}^{h(t)+\varepsilon} \int_{h(t)}^{h(t)+\varepsilon} J_1(x-y)u(t,x)dydx + \mu_2 \int_{h(t)-\varepsilon}^{h(t)+\varepsilon} \int_{h(t)}^{h(t)+\varepsilon} J_2(x-y)v(t,x)dydx \\
\geq m\varepsilon A \int_{h(t)-\varepsilon}^{h(t)+\varepsilon} [u(t,x) + v(t,x)] dx \geq m\varepsilon A \int_{h(t)-\varepsilon}^{h(t)+\varepsilon} \left[ \frac{\tilde{u}_1(x) + \tilde{v}_1(x)}{2} \right] dx \\
\geq \frac{m\varepsilon^2 A}{2} \min \left\{ \min_{x \in [g(T), h(T)]} \tilde{u}_1(x), \min_{x \in [g(T), h(T)]} \tilde{v}_1(x) \right\} > 0.
\]

However, this contradicts to the fact that \( h_{\infty} < \infty \). Therefore \( \lambda_p(g_{\infty}, h_{\infty}) \geq 0 \). Next, we consider \( (u_2(t,x), v_2(t,x)) \) that be the solution of (1.8) with \( \Omega_T = (0, \infty) \times (g_{\infty}, h_{\infty}) \) and \( (u_0, v_0) = (K_1, K_2) \). By the comparison principal, Lemma 3.2, we have

\[
0 \leq u(t, x) \leq u_2(t, x), \quad 0 \leq v(t, x) \leq v_2(t, x) \quad \text{for} \quad t > 0, x \in [g(t), h(t)].
\]

Since \( \lambda_p(g_{\infty}, h_{\infty}) \geq 0 \), we have \( \lim_{t \to \infty} (u_2, v_2) = (0, 0) \) uniformly for \( x \in [g_{\infty}, h_{\infty}] \).
Lemma 4.2. \( h_{\infty} < \infty \) if and only of \( g_{\infty} > -\infty \).

Proof. Suppose on the contrary, we may assume without loss of generality that \( h_{\infty} = \infty \) and \( g_{\infty} < -\infty \). We claim that \( \Re_0 > 1 \) and there exists \( T > 0 \) such that
\[
\lambda_p (g(t), h(t)) > 0 \quad \text{for} \quad t \geq T.
\]
If \( \Re_0 \leq 1 \), it follows from Lemma 4.4 that \( h_{\infty} - g_{\infty} < \infty \) which contradicts to \( h_{\infty} = \infty \). Thus, when \( \Re_0 > 1 \) then \( \lambda_{\infty} > 0 \), which implies (4.1). We may now making use of (4.1) and \( \lambda_{\infty} > -\infty \), as in the proof of 4.4, to find some constants \( \chi > 0 \) and \( T_1 > T \) such that
\[
g'(t) = -\mu_1 \int_{g(t)}^{h(t)} \int_{g(t)}^{h(t)} J_1(x - y)u(t, x)dydx - \mu_2 \int_{g(t)}^{h(t)} \int_{g(t)}^{h(t)} J_2(x - y)v(t, x)dydx
\]
\[
\leq -\mu_1 \int_{h(t) - \epsilon}^{h(t)} \int_{h(t)}^{h(t) + \epsilon} J_1(x - y)u(t, x)dydx - \mu_2 \int_{h(t) - \epsilon}^{h(t)} \int_{h(t)}^{h(t) + \epsilon} J_2(x - y)v(t, x)dydx
\]
\[
\leq -\chi < 0.
\]
This contradicts to the fact that \( g_{\infty} > -\infty \). \( \square \)

Lemma 4.3. If \( \lim_{t \to \infty} h(t) - g(t) = +\infty \), then \( \lim_{t \to \infty} (u(t, x), v(t, x)) = (K_1, K_2) \) locally uniformly in \( \mathbb{R} \).

Proof. Thanks to Lemma 4.2, \( \lim_{t \to \infty} h(t) - g(t) = \infty \), which implies that \( \lim_{t \to \infty} h(t) = -\lim_{t \to \infty} g(t) = \infty \). Let \( \{t_n\}_{n \geq 1} \) be an increasing sequence satisfying \( \lim_{n \to \infty} t_n = \infty \), and \( \lambda_p (g(t_n), h(t_n)) > 0 \), for all \( n \geq 1 \). We define \( A_n = g(t_n), B_n = h(t_n) \), and let \( (\underline{u}_n, \underline{v}_n) \) be a unique solution of the following problem
\[
\left\{
\begin{aligned}
\underline{u}_n &= d_1 \int_{A_n} J_1(x - y)u(t, y)dy - d_1 \underline{u}_n(t, x) - au(x, t) + H(\underline{v}(t, x)), \quad t > t_n, \quad A_n < x < B_n, \\
\underline{v}_n &= d_2 \int_{A_n} J_2(x - y)v(t, y)dy - d_2 \underline{v}_n(t, x) - bv(t, x) + G(\underline{u}(t, x)), \quad t > t_n, \quad A_n < x < B_n, \\
\underline{u}(t_n, x) &= u(t_n, x), \underline{v}(t_n, x) = v(t_n, x), \quad A_n < x < B_n.
\end{aligned}\right.
\]
By Lemma 3.1 and the comparison argument we give
\[
\lim_{t \to \infty} (u(t, x), v(t, x)) = (K_1, K_2) \quad \text{locally uniformly in} \quad [t_n, \infty) \times [A_n, B_n].
\]
Due to \( \lambda_p (g(t_n), h(t_n)) > 0 \), and by Proposition 3.10, it follows that (4.2) admits a unique positive steady state \( (\underline{u}_n, \underline{v}_n) \) and satisfy
\[
\lim_{t \to \infty} (u_n(t, x), v_n(t, x)) = (K_1, K_2) \quad \text{locally uniformly in} \quad [A_n, B_n].
\]
By (iii), Proposition 3.12, we have \( \lim_{n \to \infty} (u_n(x), v_n(x)) = (K_1, K_2) \) locally uniformly in \( \mathbb{R} \). Combining (4.3), (4.4), we further infer \( \liminf_{t \to \infty} (u(t, x), v(t, x)) \geq (K_1, K_2) \) locally uniformly in \( \mathbb{R} \). To complete the proof, we need to prove that
\[
\limsup_{t \to \infty} (u(t, x), v(t, x)) \leq (K_1, K_2) \quad \text{locally uniformly in} \quad \mathbb{R}.
\]
Let \( (\bar{u}(t), \bar{v}(t)) \) be the solution of the ODE problem
\[
\left\{
\begin{aligned}
u'(t) &= -au + H(v), \quad t > 0, \\
v'(t) &= -bv + G(u), \quad t > 0, \\
u(0) &= \|u\|_{\infty}, \quad v(0) = \|v\|_{\infty}.
\end{aligned}\right.
\]
Using Lemma 3.2, we have \( u(t, x) \leq \bar{u}(t) \) and \( v(t, x) \leq \bar{v}(t) \) for \( t > 0 \) and \( x \in [g(t), h(t)] \). Since \( \Re_0 > 1 \), the unique positive equilibrium \( (K_1, K_2) \) of (4.6) is globally attractive. Hence, \( (\bar{u}(t), \bar{v}(t)) \to (K_1, K_2) \) as \( t \to \infty \), which implies (4.5) \( \square \)

Clearly Theorem 1.2 follows directly from Lemmas 4.1, 4.2, 4.3.
Lemma 4.4. If $\mathcal{R}_0 \leq 1$ then vanishing happens.

Proof. For any $\alpha$ is a positive constant to be determined late. Direct calculations gives

\begin{equation}
\frac{d}{dt} \int_{g(t)}^{h(t)} [u(t, x) + \alpha v(t, x)] dx
\end{equation}

\begin{align*}
= & \int_{g(t)}^{h(t)} \left[ d_1 \int_{g(t)}^{h(t)} J_1(x-y)u(t,y)dy - d_1 u(t,x) - au(x,t) + H(v(t,x)) \right] dx \\
+ & \int_{g(t)}^{h(t)} \alpha \left[ d_2 \int_{g(t)}^{h(t)} J_2(x-y)v(t,y)dy - d_2 v(t,x) - bv(t,x) + G(u(t,x)) \right] dx \\
\leq & -M_1 h'(t) + M_2 g'(t) + \int_{g(t)}^{h(t)} [-au(t,x) + H(v(t,x)) - \beta v(t,x) + \alpha G(u(t,x))] dx,
\end{align*}

where $M_1 = \min \left\{ \frac{d_1}{\mu_1}, \frac{d_2}{\mu_2} \right\}$, $M_2 = \max \left\{ \frac{d_1}{\mu_1}, \frac{d_2}{\mu_2} \right\}$. Integrating from 0 to $t$ of (4.7), we obtain

\begin{equation}
M_1 h(t) - M_2 g(t) \leq \int_{-h_0}^{h_0} [u(0, x) + \alpha v(0, x)] dx + M_1 h(0) - M_2 g(0)
\end{equation}

\begin{equation}
+ \int_{0}^{t} \int_{g(s)}^{h(s)} [-au(t,x) + H(v(t,x)) - \beta v(t,x) + \alpha G(u(t,x))] dx ds.
\end{equation}

We claim that $-au(t,x) + H'(0)v(t,x) - \beta v(t,x) + \alpha G'(0)u(t,x) < 0$. This is equality $\alpha G'(0) - a < 0$, and $H'(0) - \beta < 0$.

Thanks to $\mathcal{R}_0 \leq 1$, we can choose the constant $\alpha$ that satisfies

\begin{equation}
\frac{H'(0)}{b} \leq \alpha \leq \frac{a}{G'(0)}.
\end{equation}

For all $0 \leq s \leq t$, by (4.8) and Fubini’s theorem, we have

\begin{align*}
\int_{g(s)}^{h(s)} [-au(t,x) + H(v(t,x)) - \beta v(t,x) + \alpha G(u(t,x))] dx \\
\leq & \int_{g(s)}^{h(s)} [-au(t,x) + H'(0)v(t,x) - \beta v(t,x) + \alpha G'(0)u(t,x)] dx \\
\leq & (\alpha G'(0) - a) \int_{g(s)}^{h(s)} u(t,x) dx + (H'(0) - \beta \alpha) \int_{g(s)}^{h(s)} v(t,x) dx \leq 0.
\end{align*}

Thus, we get $M_1 h_\infty - M_2 g_\infty < \infty$, by letting $t \to \infty$. This together with Lemma 4.1 imply that vanishing happens. \hfill \square

Recall that $\lambda_p(L_1, L_2)$ is the principal eigenvalue of (3.32). By Proposition 3.7, we can set

\begin{align*}
\lambda_\infty := & \lim_{L_2-L_1 \to \infty} \lambda_p(L_1, L_2) = \frac{1}{2} \left( \frac{a}{H'(0)} + \frac{b}{G'(0)} - \sqrt{\left( \frac{a}{H'(0)} - \frac{b}{G'(0)} \right)^2 + 4} \right), \\
\lambda_0 := & \lim_{L_2-L_1 \to 0} \lambda_p(L_1, L_2) = \frac{1}{2} \left( \frac{a}{H'(0)} + \frac{b}{G'(0)} + \frac{d_1}{H'(0)} + \frac{d_2}{G'(0)} - \sqrt{\left( \frac{a}{H'(0)} - \frac{b}{G'(0)} + \frac{d_1}{H'(0)} - \frac{d_2}{G'(0)} \right)^2 + 4} \right).
\end{align*}

Applying Proposition 3.7 to (3.32), we follow that if $\mathcal{R}^* \geq 1$ then $\lambda_p(L_1, L_2) < \lambda_0 \leq 0$ for any finite interval $(L_1, L_2)$. Combining this with Lemma 4.1 we obtain the following theorem.
Theorem 4.5. If $R^* \geq 1$ then spreading always happens for (1.8).

We consider the case $R^* < 1 < R_0$. In this case, we have $\lambda_{\infty} > 0$ and $\lambda_0 < 0$, by Proposition 3.7, there exist $L^* > 0$ such that

$$
\begin{aligned}
\lambda_p(I) = 0, & \quad \text{if } |I| = L^*, \\
\lambda_p(I) < 0, & \quad \text{if } |I| > L^*, \\
\lambda_p(I) > 0, & \quad \text{if } |I| < L^*.
\end{aligned}
$$

where $I$ stands for a finite open interval in $\mathbb{R}$, and $|I|$ denotes its length.

Theorem 4.6. Suppose that $R^* < 1 < R_0$ holds. If $h_0 \geq L^*/2$ then spreading always happens for (1.8).

Proof. Arguing indirectly we assume that $h_{\infty} - g_{\infty} > 2h_0 \geq L^*$. Hence $\lambda_p(h_{\infty}, g_{\infty}) < 0$, which contradicts to Lemma 4.1. Therefore when $h_0 \geq L^*/2$, spreading always occurs for (1.8).

Lemma 4.7. Suppose that $R^* < 1 < R_0$, $\mu_1 = \mu_2 = \mu$ and $h_0 < L^*/2$ holds. Then there exist $\Theta$ such that vanishing happen to (1.8) if $\mu \leq \Theta$.

Proof. Fix $h^* \in (h_0, L^*/2)$. Let $(\hat{u}_1, \hat{v}_1)$ be a solution of the problem

$$
\begin{aligned}
& ((u_1, v_1) = (0, 0) \\
& u_1(t, x) = v_1(t, x) = 0, \quad \text{for } t > 0, \quad x \in [-h^*, h^*].
\end{aligned}
$$

By choosing $h^*$, we have $\lambda^* = \lambda_p(-h^*, h^*) > 0$. Since $2h^* > 2h_0 > L^*$, let $\phi = (\phi_1, \phi_2) > 0$ be a solution of (3.31) with $L = h^*$, it easily follows that

$$
\begin{aligned}
& ((u_1, v_1) = (0, 0) \\
& u_1(t, x) = v_1(t, x) = 0, \quad \text{for } t > 0, \quad x \in [-h^*, h^*].
\end{aligned}
$$

On the other hand, for any $C_1, C_2 > 0$ and $(\tilde{u}_1, \tilde{v}_1) = (C_1e^{\sigma t}\phi_1, C_2e^{\sigma t}\phi_2)$. Direct calculation gives

$$
(4.10) \quad d_1 \int_{-h^*}^{h^*} J_1(x - y)\phi_1(y)dy - d_1\phi_1(x) - a\phi_1(x) + H'(0)\phi_2(x) + H'(0)\lambda^*\phi_1(x) = 0, \quad x \in [-h^*, h^*],
$$

Similarly, we obtain

$$
(4.11) \quad d_2 \int_{-h^*}^{h^*} J_2(x - y)\phi_2(y)dy - d_2\phi_2(x) - b\phi_2(x) + G'(0)\phi_1(x) + G'(0)\lambda^*\phi_2(x) = 0, \quad x \in [-h^*, h^*].
$$
Combining (4.10), (4.11), choosing $C_1 = C_2 = C > 0$ large such that $C_1 (\phi_1, \phi_2) > (u_0, v_0)$ and $\sigma = \max \{-\lambda^* H'(0), -\lambda^* G'(0)\} < 0$, we derive
\[
\begin{aligned}
d_1 \int_{-h^*}^{h^*} J_1(x-y)\tilde{u}_1(t,y)dy - d_1 \tilde{u}_1(t,x) - a\tilde{u}_1(t,x) + H'(0) \tilde{v}_1(t,x) - \tilde{u}_1(t,x) < 0, \\
d_2 \int_{-h^*}^{h^*} J_2(x-y)\tilde{v}_1(t,y)dy - d_2 \tilde{v}_1(t,x) - b\tilde{v}_1(t,x) + G'(0) \tilde{u}_1(t,x) - \tilde{v}_1(t,x) < 0.
\end{aligned}
\]
Applying the comparison principle, Lemma 3.2, and from the equation (4.9), we have
\[(\tilde{u}_1, \tilde{v}_1) \leq (\tilde{u}_0, \tilde{v}_1) = (Ce^{\sigma t} \phi_1, Ce^{\sigma t} \phi_2), \quad \text{for } t > 0 \quad x \in [-h^*, h^*].
\]
Next, we define $\xi(t) = h_0 + 2\mu Ch^* \int_0^t e^{\sigma \tau} d\tau$, and $\psi(t) = -h_0 - 2\mu Ch^* \int_0^t e^{\sigma \tau} d\tau$, for $t \geq 0$.

First, we claim that $(\tilde{u}_1, \tilde{v}_1, \xi, \psi)$ is an supersolution of (1.8). By direct computations, we obtain
\[
\begin{aligned}
\xi(t) &= h_0 - 2\mu \frac{Ch^*}{\sigma} (1 - e^{\sigma t}) \leq h_0 - 2\mu \frac{Ch^*}{\sigma} \leq h^*, \\
\psi(t) &= -h_0 + 2\mu \frac{Ch^*}{\sigma} (1 - e^{\sigma t}) \geq -h_0 + 2\mu \frac{Ch^*}{\sigma} > -h^*,
\end{aligned}
\]
for any $t > 0$.

Hence, there exists $\mu^*$ such that $0 < \mu < \Theta := \frac{-\sigma (h^* - h_0)}{2Ch^*}$. Therefore, from the equation (4.9), we have
\[
\begin{aligned}
\tilde{u}_1(t) &\geq d_1 \int_{\psi(t)}^{\xi(t)} J_1(x-y)\tilde{u}_1(t,y)dy - s\tilde{u}_1(t,x) + H(\tilde{v}_1(t,x)), \quad t > 0, \quad \psi(t) \leq x \leq \xi(t), \\
\tilde{v}_1(t) &\geq d_2 \int_{\psi(t)}^{\xi(t)} J_2(x-y)\tilde{v}_1(t,y)dy - t\tilde{v}_1(t,x) + G(\tilde{u}_1(t,x)), \quad t > 0, \quad \psi(t) \leq x \leq \xi(t).
\end{aligned}
\]
Second, by (4.12), we have
\[
\begin{aligned}
\xi'(t) &= 2\mu Ch^* e^{\sigma t} \geq \mu \left( \int_{\psi(t)}^{\xi(t)} \int_{\psi(t)}^{\xi(t)} J_1(x-y)u(t,y)dydx + \int_{\psi(t)}^{\xi(t)} \int_{\psi(t)}^{\xi(t)} J_2(x-y)v(t,x)dydx \right), \\
\psi'(t) &\leq -2\mu Ch^* e^{\sigma t} \leq -\mu \left( \int_{\psi(t)}^{\xi(t)} \int_{-\infty}^{\psi(t)} J_1(x-y)u(t,x)dydx + \int_{\psi(t)}^{\xi(t)} \int_{-\infty}^{\psi(t)} J_2(x-y)v(t,x)dydx \right).
\end{aligned}
\]
We proved that $(\tilde{u}_1, \tilde{v}_1, \xi, \psi)$ is a supersolution of (1.8). By the comparison argument, Lemma 3.2, we have $u(t,x) \leq \tilde{u}_1(t,x), \quad v(t,x) \leq \tilde{v}_1(t,x), \quad g(t) \geq \psi(t)$ and $h(t) \leq \xi(t)$ for $t > 0, \quad x \in [g(t), h(t)].$

Therefore, $\lim_{t \to \infty} (h(t) - g(t)) \leq \lim_{t \to \infty} (\xi(t) - \psi(t)) \leq 2h^* < \infty$.

**Lemma 4.8.** Suppose that $R^* < 1 \in R_0, \quad \mu_1 = \mu_2 = \mu$ and $h_0 < L^*/2$ hold. Then there exist $\Lambda > 0$ such that spreading happens to (1.8) if $\mu > \Lambda$.

**Proof.** We assume that $h_\infty - g_\infty < \infty$ for any $\mu > 0$ and shall derive a contradiction. By Lemma 4.1, we have $\lambda(g_\infty, h_\infty) \leq 0$, then $h_\infty - g_\infty \leq L^*$. We will write $(u_\mu, v_\mu, h_\mu, g_\mu)$ in place of $(u, v, g)$ to clarify the dependence of the solution of (1.8) on $\mu$. Thanks to Lemma 3.2, $(u_\mu, v_\mu, h_\mu, g_\mu)$ are increasing in $\mu > 0$.

Define
\[
h_{\mu, \infty} := \lim_{t \to \infty} h_{\mu}(t), \quad g_{\mu, \infty} := \lim_{t \to \infty} g_{\mu}(t).
\]
It is clear that both $h_{\mu, \infty}$ and $g_{\mu, \infty}$ are increasing in $\mu > 0$ and bounded. Therefore, we can denote
\[
H_{\infty} := \lim_{\mu \to \infty} h_{\mu, \infty} < \infty, \quad G_{\infty} := \lim_{\mu \to \infty} g_{\mu, \infty} < \infty.
\]
By the condition (J), there exist constants $\varepsilon > 0$ and $\delta_0 > 0$ such that
\[
J_i(x-y) \geq \delta_0 \quad \text{for} \quad |x-y| \leq \varepsilon_0.
\]
Then there exists $\overline{\mu}, \overline{t}$ such that for all $\mu \geq \overline{\mu}, t \geq \overline{t}$, we have $h_\mu(t) > H_\infty - e_0/4$. It follows that

$$h_{\mu,\infty} - h_\mu(t_1) = \mu \left( \int_{t_1}^{\infty} \int_{h_\mu(\tau)}^{\infty} J_1(x-y)u_\mu(\tau, x)dyd\tau + \int_{t_1}^{\infty} \int_{h_\mu(\tau)}^{\infty} J_2(x-y)v_\mu(\tau, x)dyd\tau \right) \geq \mu \delta_0 \left( \int_{T}^{T+1} \int_{h_\mu(\tau) - \epsilon_0/2}^{\infty} u_{\overline{\mu}}(\tau, x)dyd\tau + \int_{T}^{T+1} \int_{h_\mu(\tau) + \epsilon_0/4}^{\infty} v_{\overline{\mu}}(\tau, x)dyd\tau \right) \geq \frac{1}{4} \mu \delta_0 \epsilon_0 \left( \int_{T}^{T+1} \int_{h_\mu(\tau) + \epsilon_0/4}^{\infty} u_{\overline{\mu}}(\tau, x)dyd\tau + \int_{T}^{T+1} \int_{h_\mu(\tau) + \epsilon_0/4}^{\infty} v_{\overline{\mu}}(\tau, x)dyd\tau \right) .$$

This gives a contradiction since $\mu$ is not upper bounded. Moreover, with choose $\Lambda$ satisfies

$$\Lambda = \max \left\{ \overline{\mu}, \left[ \frac{1}{4} \delta_0 \epsilon_0 \left( \int_{T}^{T+1} \int_{h_\mu(\tau) + \epsilon_0/4}^{\infty} u_{\overline{\mu}}(\tau, x)dyd\tau + \int_{T}^{T+1} \int_{h_\mu(\tau) + \epsilon_0/4}^{\infty} v_{\overline{\mu}}(\tau, x)dyd\tau \right) \right]^{-1} \right\} ,$$

we can derive that spreading happens to (1.8) for $\mu \geq \Lambda$. \hfill \Box

**Theorem 4.9.** Suppose that $\mathcal{R}^* < 1 < \mathcal{R}_0$, $\mu_1 = \mu_2 = \mu$ and $h_0 < L^*/2$ hold. Then there exist $\mu^* > 0$ such that spreading happen to (1.8) if $\mu > \mu^*$ and vanishing happens to (1.8) if $\mu \leq \mu^*$.

**Proof.** We first still denote $(u_\mu, v_\mu, h_\mu, g_\mu)$ and $h_{\mu,\infty}, g_{\mu,\infty}$ as in Lemma 4.8. Define

$$\Sigma = \{ \mu : \mu > 0 \text{ such that } h_{\mu,\infty} - g_{\mu,\infty} < +\infty \} .$$

By Lemma 4.7 and 4.8, we induce that $0 < \sup \Sigma < +\infty$ and define $\mu^* = \sup \Sigma$. Then we can follow the similar argument in proof of [9, Theorem 4.13] to derive that vanishing happens for $0 < \mu \leq \mu^*$ and spreading happens for $\mu > \mu^*$. \hfill \Box

**Theorem 1.3** is a consequence of the following Lemmas 4.4, 4.7, 4.8, and Theorems 4.5, 4.6, 4.9.

#### 5. Effect of the dispersal rate

In this section, we discuss the effect of the dispersal rate on the transmission of disease, namely Theorem 1.4. First, we claim that vanishing occurs only when $d > d^*$. Recall that $\lambda_p(d)$ is the principal eigenvalue of (3.32) when fix $L$. By Proposition 3.8, we can set

$$\lambda^0 = \frac{1}{2} \left( \frac{1}{G'(0)} + \frac{d}{G'(0)} + 2d - \sqrt{\left( \frac{1}{G'(0)} - \frac{d}{G'(0)} \right)^2 + 4} \right) , \lambda^\infty = \infty .$$

By Proposition 3.8, we have the following consequence.

**Theorem 5.1.** Assume that (J) and (1.4) hold. Then for any fixed $h > 0$, there exists $d^* = d^*(h) > 0$ such that $\lambda_p(d) < 0$ for $0 < d < d^*$, $\lambda_p(d) = 0$ for $d = d^*$, and $\lambda_p(d) > 0$ for $d > d^*$.

**Theorem 5.2.** Suppose that (J), (1.4) hold. If $\mathcal{R}^* \geq 1, d > d^*$, and for any given $h > 0, u_0(x), v_0(x)$ (satisfying (1.9)) are sufficiently small, then vanishing occurs.

**Proof.** We prove this result by constructing some appropriate supersolution. Denote the principal eigenvalue of (3.32) by $\lambda_p(d)$, and the corresponding positive eigenfunction by $\varphi = (\varphi_1, \varphi_2)$. By Proposition 3.8, we see that $\lambda_p(d) > 0$ as $d > d^*$. Define

$$\Lambda := \min \left\{ \frac{\lambda_p(d) H'(0)}{2}, \frac{\lambda_p(d) G'(0)}{2} \right\} , \quad C := \frac{d - d^*}{\mu_1 + \mu_2} , \quad M = \left( \mu_2 \int_{-h_0}^{h_0} \varphi_1(x)dx + \mu_1 \int_{-h_0}^{h_0} \varphi_2(x)dx \right)^{-1} .$$
and for any \( t \geq 0, x \in [-h_0, h_0], \)
\[
\overline{h}(t) = h_0 + (\mu_1 + \mu_2) C \left[ 1 + \Lambda - e^{-\Lambda t} \right], \quad \overline{g}(t) = -\overline{h}(t), \quad \overline{\varphi}(t, x) = M e^{-\Lambda t} \varphi_1(x), \quad \overline{\varphi}(t, x) = M e^{-\Lambda t} \varphi_2(x).
\]
Clearly \( \overline{h}(t) \geq h_0, \overline{g}(t) \leq -h_0 \) for \( t \geq 0 \). We now prove that \( (\overline{\varphi}, \overline{\varphi}, \overline{\Phi}, \overline{g}) \) is an supersolution of (1.8), which allows us to use comparison argument to conclude that
\[
\overline{g}(t) \leq g(t), \quad \overline{h}(t) \geq h(t) \quad \text{and} \quad h_\infty - g_\infty \leq \overline{h}(\infty) - \overline{g}(\infty) = 2h_0.
\]
Using (2.3), we obtain, by direct computations, that
\[
\overline{u}_t - d \int_{\overline{\varphi}(t)}^{h(t)} J_1(x - y)\overline{\varphi}(t, y)dy + d\overline{\varphi}(t, x) + a\overline{\varphi}(x, t) - H(\overline{\varphi}(t, x))
\geq \overline{u}_t - d \int_{\overline{\varphi}(t)}^{h(t)} J_1(x - y)\overline{\varphi}(t, y)dy + d\overline{\varphi}(t, x) + a\overline{\varphi}(x, t) - H'(0)\overline{\varphi}(t, x) \geq 0 \quad \text{for} \ t > 0, \ x \in (\overline{g}(t), \overline{h}(t)).
\]
Similarly, for \( t > 0, x \in (\overline{g}(t), \overline{h}(t)) \) we have
\[
\overline{u}_t - d \int_{\overline{g}(t)}^{\overline{h}(t)} J_2(x - y)\overline{\varphi}(t, y)dy + d\overline{\varphi}(t, x) + a\overline{\varphi}(x, t) - G(\overline{\varphi}(t, x)) \geq -\Lambda \overline{\varphi} + \lambda_p(d) G'(0)\overline{\varphi} = \frac{\lambda_p(d) G'(0)}{2} \overline{\varphi} \geq 0.
\]
Note that \( (\overline{\varphi}(t), \overline{h}(t)) \subset [-h_0, h_0], \) we further obtain
\[
\mu_1 \int_{\overline{g}(t)}^{\overline{h}(t)} \int_{\overline{h}(t)}^{\infty} J_1(x - y)\overline{\varphi}(t, x)dydx + \mu_2 \int_{\overline{g}(t)}^{\overline{h}(t)} \int_{\overline{h}(t)}^{\infty} J_2(x - y)\overline{\varphi}(t, x)dydx
\leq \mu_1 \int_{-h_0}^{h_0} \overline{\varphi}(t, x)dx + \mu_2 \int_{-h_0}^{h_0} \overline{\varphi}(t, x)dx \leq (\mu_1 + \mu_2)CAe^{-\Lambda t} = \overline{h}(t), \quad t > 0,
\]
and similarly, \( -\mu_1 \int_{\overline{g}(t)}^{\overline{h}(t)} \int_{\overline{g}(t)}^{\overline{h}(t)} J_1(x - y)\overline{\varphi}(t, x)dydx - \mu_2 \int_{\overline{g}(t)}^{\overline{h}(t)} \int_{\overline{g}(t)}^{\overline{h}(t)} J_2(x - y)\overline{\varphi}(t, x)dydx \geq \overline{g}(t), \quad t > 0.
\]
Clearly, we also have \( \overline{\varphi}(t, \overline{g}(t)) > 0, \overline{\varphi}(t, \overline{h}(t)) > 0, \overline{\varphi}(t, \overline{g}(t)) > 0, \overline{\varphi}(t, \overline{h}(t)) > 0, \quad t > 0. \) Define
\[
\sigma := \min \left\{ \min_{x \in [-h_0, h_0]} \varphi_1(x), \min_{x \in [-h_0, h_0]} \varphi_2(x) \right\},
\]
then we have \( u_0(x) \leq M \varphi_1(x) = \overline{\varphi}(0, x), \quad v_0(x) \leq M \varphi_2(x) = \overline{\varphi}(0, x) \) for \( x \in [-h_0, h_0]. \) Thus, for such \( \Lambda, C, M \) and \( u_0, v_0, \sigma, \) we have, for all \( x \in (g(t), h(t)), \)
\[
\begin{align*}
\overline{u}_t - d \int_{\overline{g}(t)}^{\overline{h}(t)} J_1(x - y)\overline{\varphi}(t, y)dy + d\overline{\varphi}(t, x) + a\overline{\varphi}(x, t) - H(\overline{\varphi}(t, x)) &\geq 0, \quad t > 0, \\
\overline{v}_t - d \int_{\overline{g}(t)}^{\overline{h}(t)} J_2(x - y)\overline{\varphi}(t, y)dy + d\overline{\varphi}(t, x) + a\overline{\varphi}(x, t) - G(\overline{\varphi}(t, x)) &\geq 0, \quad t > 0, \\
\varphi(t, \overline{g}(t)) > 0, \varphi(t, \overline{h}(t)) > 0, \varphi(t, \overline{g}(t)) > 0, \varphi(t, \overline{h}(t)) > 0 &\geq 0, \quad t > 0, \\
\overline{h}(t) &\geq \mu_1 \int_{\overline{g}(t)}^{\overline{h}(t)} \int_{\overline{h}(t)}^{\infty} J_1(x - y)\overline{\varphi}(t, x)dydx + \mu_2 \int_{\overline{g}(t)}^{\overline{h}(t)} \int_{\overline{h}(t)}^{\infty} J_2(x - y)\overline{\varphi}(t, x)dydx, \quad t > 0, \\
\overline{g}(t) &\leq -\mu_1 \int_{\overline{g}(t)}^{\overline{h}(t)} \int_{-\infty}^{\overline{g}(t)} J_1(x - y)\overline{\varphi}(t, x)dydx - \mu_2 \int_{\overline{g}(t)}^{\overline{h}(t)} \int_{-\infty}^{\overline{g}(t)} J_2(x - y)\overline{\varphi}(t, x)dydx, \quad t > 0, \\
\overline{\varphi}(0, x) = M \varphi_1(x) &\geq u_0(x), \quad \overline{\varphi}(0, x) = M \varphi_2(x) \geq v_0(x), \quad x \in [-h_0, h_0], \\
-g(0) = \overline{h}(0) &\geq h_0 + (\mu_1 + \mu_2)C \Lambda \geq h_0.
\end{align*}
\]
By the comparison principle,
\[ u(t, x) \leq \overline{\Psi}(t, x), \quad v(t, x) \leq \overline{\Psi}(t, x) \] for \((t, x) \in (0, \infty) \times [-h_0, h_0], \overline{\Psi}(t) \geq g(t), \ h(t) \leq \overline{h}(t) \] for \( t > 0 \).

This implies \( \lim_{t \to \infty} h(t) - g(t) \leq \lim_{t \to \infty} \overline{h}(t) - \overline{\Psi}(t) = 2(h_0 + (\mu_1 + \mu_2)C(1 + \Lambda)) < \infty \) and
\[ \lim_{t \to \infty} \|(u(t, \cdot), v(t, \cdot))\|_{C([g(t), \overline{h}(t)])} = (0, 0), \] i.e., vanishing occurs. This proof is complete. \( \square \)

**Theorem 5.3.** Let (J) and (1.4) hold. If \( 0 < d < d^*, R^* < 1 < R_0, \) and for any given \( h_0 > 0, u_0(x), v_0(x) \) satisfy \((1.9)\), then spreading happens.

**Proof.** As in the above theorem, we still use \( \lambda_\mu(d) \) and \( \varphi = (\varphi_1, \varphi_2) \) to denote the principal eigenvalue and the corresponding eigenfunction of problem (3.32), respectively. We first suppose that \( 0 < d < d^* \). Then \( \lambda_\mu(d) < 0 \). Next, we construct a subsolution. Define
\[ u(t, x) = \begin{cases} \delta \varphi_1(x), & \text{for } t > 0, \ -h_0 \leq x \leq h_0, \\ 0, & \text{for } t > 0, \ x > h_0, \end{cases} \]
\[ v(t, x) = \begin{cases} \delta \varphi_2(x), & \text{for } t > 0, \ -h_0 \leq x \leq h_0, \\ 0, & \text{for } t > 0, \ x > h_0, \end{cases} \]
where \( \delta > 0 \) will be determined so small that \( \delta (\varphi_1(x), \varphi_2(x)) \leq \min \{-\lambda_\mu(d)H'(0), -\lambda_\mu(d)G'(0), u_0(x), v_0(x)\} \).

Then by a direct calculation, we obtain
\[
\begin{cases}
J_1(x-y)\overline{\Psi}(t, y)dy + du(t, x) + au(t, x) - H(v(t, x)) = \lambda_\mu(d)H'(0)\delta \varphi_1(x) \leq 0, & \text{for } t > 0, \ x \in [-h_0, h_0], \\
J_2(x-y)\overline{\Psi}(t, y)dy + dv(t, x) + bv(t, x) - G(u(t, x)) = \lambda_\mu(d)G'(0)\delta \varphi_2(x) \leq 0, & \text{for } t > 0, \ x \in [-h_0, h_0], \\
u(t, x) = 0 \leq u(t, x), & v(t, x) = 0 \leq v(t, x), & \text{for } t > 0, \ x > h_0, \\
u(0, x) = \delta \varphi_1(x) \leq u_0(x), & v(0, x) = \delta \varphi_2(x) \leq v_0(x), & \text{for } x \in [-h_0, h_0].
\end{cases}
\]

By the comparison principle, we further infer
\[ u(t, x) \geq \underline{u}(t, x), \quad v(t, x) \geq \underline{v}(t, x) \] in \([0, \infty) \times [-h_0, h_0]\),
which implies that \( \lim_{t \to \infty} \|(u(t, \cdot), v(t, \cdot))\|_{C([g(t), \overline{h}(t)])} \geq \delta (\varphi_1(-h_0), \varphi_2(-h_0)) > 0 \). It follows from Theorem 1.2, we derive \( \lim_{t \to \infty} h(t) - g(t) = \infty \). Therefore, spreading happens. \( \square \)

Clearly Theorem 1.4 follows directly from Theorems 5.2, 5.3.
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