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Abstract

Background

Theories of personality have posited an increased arousal response to external stimulation in impulsive individuals. However, there is a dearth of studies addressing the neural basis of this association.

Methods

We recorded skin conductance in 26 individuals who were assessed with Barratt Impulsivity Scale (BIS-11) and performed a stop signal task during functional magnetic resonance imaging. Imaging data were processed and modeled with Statistical Parametric Mapping. We used linear regressions to examine correlations between impulsivity and skin conductance response (SCR) to salient events, identify the neural substrates of arousal regulation, and examine the relationship between the regulatory mechanism and impulsivity.

Results

Across subjects, higher impulsivity is associated with greater SCR to stop trials. Activity of the ventromedial prefrontal cortex (vmPFC) negatively correlated to and Granger caused skin conductance time course. Furthermore, higher impulsivity is associated with a lesser strength of Granger causality of vmPFC activity on skin conductance, consistent with diminished control of physiological arousal to external stimulation. When men (n = 14) and women (n = 12) were examined separately, however, there was evidence suggesting association between impulsivity and vmPFC regulation of arousal only in women.

Conclusions

Together, these findings confirmed the link between Barratt impulsivity and heightened arousal to salient stimuli in both genders and suggested the neural bases of altered...
regulation of arousal in impulsive women. More research is needed to explore the neural processes of arousal regulation in impulsive individuals and in clinical conditions that implicate poor impulse control.

Introduction

Characterized by behavioral disinhibition and rash actions, trait impulsivity may dispose individuals to negative consequences. An important dimension of trait impulsivity concerns the regulation of physiological arousal. A number of leading theories of personality posit that impulsivity—a component trait of extraversion—is characterized by under-arousal at rest and greater increases in arousal in response to stimulation [1–5]. Impulsive individuals seek stimulation to maintain an optimal level of arousal.

In support, many studies demonstrated increased physiological arousal to stimulation in individuals higher on impulsivity. For instance, impulsivity in association with risk taking behavior was correlated to increased skin conductance reactivity to arousing stimuli [6]. Impulsivity was associated with increased heart rate to an auditory attention task in men [7]. In domestic violence offenders, trait impulsivity was associated with increased skin conductance response (SCR) during a preparatory period to confront stress [8]. In a double-blind study of individual differences in acute subjective responses to amphetamine, high trait impulsivity was significantly associated with greater arousal and euphoria [9]. Gamblers showed increased heart rate during the game, in positive correlation with subjective report of arousal and sensation seeking [10]. Frequent gamblers were found to have significantly higher levels of arousal, which continue to rise after play, in contrast to infrequent and non-gamblers [11]. In children with ADHD performing a delayed reaction time task, reward evoked higher SCR and led to more impulsive responses, as compared to control participants [12]. High impulsive men exhibited slower heart rate under rest along with greater reactivity to a behavioral challenge [7]. Also in support of the hypothesis are studies reporting increased orienting ERPs during sensory stimulation in impulsive individuals [13, 14].

On the other hand, no studies to our knowledge have examined the neural bases of arousal regulation in association with impulsivity. Here, we addressed this issue by studying 26 healthy adults in a stop signal task in combination with functional magnetic resonance imaging (fMRI) and concurrent recording of skin conductance. First, we examined whether impulsivity, as assessed by Barratt Impulsivity Scale (BIS-11), is associated with skin conductance level (SCL) and SCR to infrequent, salient events. Second, our previous fMRI study demonstrated that the time course of the ventromedial prefrontal cortex (vmPFC) is negatively correlated with SCL and the strength of Granger causality of vmPFC on SCL is negatively correlated with SCR to salient stimuli, suggesting a prefrontal cortical mechanism of arousal regulation [15]. Our second aim was to examine how inter-subject variation in impulsivity relates to vmPFC regulation of skin conductance. Third, there is evidence for gender difference in the association between trait impulsivity and risky behavior [16–20]. Thus, we examined whether the association between impulsivity and physiological arousal as well as the neural basis of arousal regulation varies between men and women.

Materials and Methods

Subjects, behavioral task, and Barratt Impulsivity Scale

Twenty-six adult healthy subjects (14 males, 18–52 years of age, all right-handed and using their right hand to respond) participated in this study (Table 1). This sample comprised 20 of the 24 participants reported in our previous work (Zhang et al., 2014; the other 4 were not
assessed for impulsivity and thus not included) and 6 new subjects, all studied under an identical protocol. All participants denied medical including neurological illnesses, history of head injuries, current use of any medications, or use of any psychotropic medications in the past year. They were also free of any psychiatric diagnoses as assessed with the Structured Clinical Interview for Diagnostic and Statistical Manual Disorders [21], denied use of illicit substances, and showed a negative urine toxicology test on the day of fMRI. All subjects were paid to participate and signed a written consent after details of the study were explained, in accordance to a protocol approved by the Yale Human Investigation Committee.

We employed a simple reaction time (RT) task in this stop-signal paradigm, as described in details previously [22–24]. Briefly, there were two trial types: “go” (~75%) and “stop” (~25%), randomly intermixed. A small dot appeared on the screen to engage attention at the beginning of a go trial. After a randomized time interval (fore-period) between 1 and 5 s, the dot turned into a circle, prompting the subjects to quickly press a button. The circle vanished at button press or after 1 s had elapsed, whichever came first, and the trial terminated. A premature button press prior to the appearance of the circle also terminated the trial. In a stop trial, an “X,” the “stop” signal, appeared and replaced the go signal, instructing the subjects to withhold button press. Likewise, a trial terminated at button press or after 1 s had elapsed. There was an inter-trial-interval of 8 s to allow adequate spacing between events of interest and identification of electrodermal responses associated with these events. The time interval between go and stop signals or stop signal delay (SSD) started at 200 ms and varied from one stop trial to the next according to a staircase procedure, increasing and decreasing by 64 ms, each after a successful and failed stop trial [25, 26]. With the staircase procedure, a “critical” SSD could be computed that represents the time delay required for the subject to succeed in half of the stop trials [25]. The stop signal reaction time was computed by subtracting the critical SSD from median go RT. Subjects were instructed to respond to the go signal quickly while keeping in mind that a stop signal could come up in a small number of trials [27]. With the staircase procedure we anticipated that the subjects would succeed in withholding their response in approximately half of the stop trials. After a practice session outside the scanner, each subject completed six 10-min runs of the task in the scanner.

Individual impulsivity was quantified from the total score on the Barratt Impulsiveness Scale, version 11 or BIS-11 [28, 29]. Three subscores of the BIS-11 were also computed for “attentional impulsivity” or an inability to focus, “motor impulsivity” or acting without prior thought, and “nonplanning impulsivity” or not thinking and planning carefully [29]. Each subscale comprises 10 questions with some items to be reverse-scored to control for response bias. The BIS-11 is widely used in personality and clinical research to capture individual tendency toward rash and risk behaviors. The BIS subscores are missing for a male subject. Thus, in the following analysis, only 25 subjects were used for subscores related analysis.

### Table 1. Demographics of the subjects.

| Subject characteristic | All (n = 26) | Male (n = 14) | Female (n = 12) | p-value |
|------------------------|-------------|--------------|----------------|---------|
| Ages (years)           | 30.6 ± 10.3 | 31.1 ± 11.2  | 29.9 ± 9.5     | 0.78*   |
| Race (EA/AA/Others)    | 21/3/2      | 12/1/1       | 9/2/1          | 0.74^   |
| Education (years)      | 16.6 ± 3.2  | 16.5 ± 3.9   | 16.8 ± 1.9     | 0.77*   |

Note: values are mean ± S.D.; p-values are from statistic comparison between males and females
*two-tailed two-sample t test
^chi-square test

doi:10.1371/journal.pone.0129139.t001
Skin conductance acquisition and analysis

With a Biopac MP150 system, skin conductance was continuously recorded during fMRI from the palmer surfaces of the index and middle fingers of the left hand. The Biopac system used a AcqKnowledge 4.1 software (Biopac Systems, USA) and the Biopac electrodermal activity amplifier module (Galvanic Skin Response [GSR] 100c) set at a channel sampling rate of 31 Hz and a gain of 5 μSiemens (μS) per volt (resulting in a resolution of 0.0015 μS). Recording of skin conductance is synchronized with behavioral task and image acquisition. A smoothing function with a moving average of 500ms was applied in order to eliminate high-frequency noise [30]. The SCL was computed by resampling the skin conductance waveform to match the TR (2 s) used in functional imaging data acquisition and analysis [31, 32]. Because each individual trial lasted longer than 10 s, we used a 10-s window aligned with go signal onset to compute the SCR for each trial. The SCR was computed as the onset-to-peak amplitude difference in skin conductance in this 10-s window as in a previous study [33].

Skin conductance response: impulsivity and gender differences

We computed the skin conductance responses (SCR) to go (G), stop success (SS), and stop error (SE) trials. In an analysis of variance we examined the main effects of trial type and gender and their interaction effect on the magnitude of SCR, followed by planned comparisons. With Pearson regressions we examined the correlation between each SCR and BIS-11 total score for men and women combined as well as separately. In cases where the results were statistically significant, we re-examined the correlation of SCR to the attention, motor, and nonplanning subscores of BIS-11.

Imaging protocol and data preprocessing

Conventional T1-weighted spin echo sagittal anatomical images were acquired for slice localization using a 3T scanner (Siemens Trio). Anatomical images of the functional slice locations were next obtained with spin echo imaging in the axial plane parallel to the anterior commissure–posterior commissure (AC–PC) line with TR = 300 ms, TE = 2.5 ms, bandwidth = 300 Hz/pixel, flip angle = 60°, field of view = 220 × 220 mm, matrix = 256 × 256, 32 slices with slice thickness = 4 mm and no gap. Functional, blood oxygenation level-dependent (BOLD) signals were then acquired with a single-shot gradient echo echoplanar imaging (EPI) sequence. Thirty-two axial slices parallel to the AC–PC line covering the whole brain were acquired with TR = 2000 ms, TE = 25 ms, bandwidth = 2004 Hz/pixel, flip angle = 85°, field of view = 220 × 220 mm, matrix = 64 × 64, 32 slices with slice thickness = 4 mm and no gap.

Brain imaging data were preprocessed using Statistical Parametric Mapping version 8 (Wellcome Department of Imaging Neuroscience, University College London, U.K.). Images from the first five TRs at the beginning of each session/run were discarded to enable the signal to achieve steady-state equilibrium between radiofrequency pulsing and relaxation. Images of each individual subject were first corrected for slice timing and realigned (motion corrected). A mean functional image volume was constructed for each subject for each run from the re-aligned image volumes. These mean images were normalized to an MNI (Montreal Neurological Institute) EPI template with affine registration followed by nonlinear transformation [34]. The normalization parameters determined for the mean functional volume were then applied to the corresponding functional image volumes for each subject. Finally, images were smoothed with a Gaussian kernel of 8 mm at Full Width at Half Maximum.

Additional preprocessing was applied to reduce spurious BOLD variances that were unlikely to reflect neuronal activity [35, 36]. The sources of spurious variance were removed through linear regression by including the signal from the ventricular system, the white matter, and the
whole brain, in addition to the six parameters obtained by rigid body head motion correction. First-order derivatives of the whole brain, ventricular and white matter signals were also included in the regression.

Voxelwise linear correlation with skin conductance

We computed for individual subjects the correlation coefficient between the skin conductance level (SCL) and the time courses of each voxel for the whole brain. Note that the skin conductance impulse response function is very close in shape and latency to that of the canonical hemodynamic response function [31, 37]. Thus, SCL could be cross correlated with BOLD signals without additional processing. We then converted these individual correlation maps, which were not normally distributed, to z score maps by Fisher’s z transform: $z = \frac{1}{2} \ln \left(\frac{1+r}{1-r}\right)$. The z maps were used in the second level random effects analysis [38]. A one-sample t-test was applied to the ‘z maps’ across all subjects to identify regional activities correlated to skin conductance.

Functional regions of interest (ROIs) were defined based on activated clusters at a corrected threshold from whole-brain analysis. All voxel activations were presented in MNI coordinates.

Granger causality analysis of brain activity and SCL time course

BOLD and skin conductance signals were examined with Granger causality analysis (GCA, [39]), which has been widely used to describe “causal” influence between sets of EEG or fMRI time series [40–46], as described in details in our previous studies [47–49]. Briefly, we used multivariate autoregressive (MAR) modeling [46, 50] to perform GCA. In an unrestricted model of the time series

$$Y(t) = \sum_{i=1}^{p} A_i Y(t-i) + \epsilon(t), t = 1, 2, \ldots, T,$$

$Y(t)$ is a column vector $[y_1(t), y_2(t), \ldots, y_n(t)]$ in which each element $y_j(t), j = 1, 2, \ldots, n$, is the average time series of a region of interest (ROI) or SCL at time point $t$; $T$ is the number of time points; $n$ is the number of ROI/SCL; and $\epsilon(t)$ is a column vector $[\epsilon_1(t), \epsilon_2(t), \ldots, \epsilon_n(t)]$ of residuals at time point $t$. The model order is represented by $p$ and $A_i$ is a $n$-by-$n$ matrix given by

$$A_i = \begin{bmatrix} a_{11}^{(i)} & a_{12}^{(i)} & \cdots & a_{1n}^{(i)} \\ a_{21}^{(i)} & a_{22}^{(i)} & \cdots & a_{2n}^{(i)} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1}^{(i)} & a_{n2}^{(i)} & \cdots & a_{nn}^{(i)} \end{bmatrix}, i = 1, 2, \ldots, p,$$

estimated by ordinary least squares [51]. To determine the model order, we employed the Bayesian Information Criterion [52, 53]. The application of MAR modeling required that each ROI or SCL was covariance stationary, which we examined with the Augmented Dickey Fuller (ADF) test [54]. The ADF test verified that there was no unit root in the modeled time series. To test whether variable $x$ Granger causes $y$, where $x, y \in Y(t), x \neq y$, we computed the regression Eq (1) without variable $x$ (the restricted model) and obtained the residual sum of squares $RSS$ of variable $y$. The residual sum of squares of $y$ is given by

$$RSS = \sum_{t=1}^{T} (y(t) - \hat{y}(t))^2 = \sum_{t=1}^{T} \epsilon(t)^2,$$

where $\hat{y}$ represents the predicted value of $y$. These residuals were used to compute the Granger causality strength measures ($F$-values) of each
possible connection between ROIs and skin conductance \[54\]:

\[
F = \frac{(RSS - RSS_{ur}) / p}{RSS_{ur} / (T - 2p - 1)},
\]

where \(RSS_{ur}\) is the residual sum of squares of variable \(y\) in the unrestricted model. We tested the significance of the Granger causality between time series by an \(F\) test and used binomial test to assess statistical significance in group analysis as described in details earlier \[47–49\]. For each connection, we counted the number of subjects that had significant connections and estimated its significance using a binomial distribution with parameters \(n = 26\), and \(p = q = 0.5\) (same probability to observe a connection or not). For each subject, we had a total of 1770 (295 x 6) time points for Granger causality analysis.

To assess how the strength of Granger causality relates to event-evoked arousal, we examined the correlation across subjects between the causality strength measures (\(F\)-values) and stimulus-evoked SCR with a linear regression.

**Impulsivity and ventromedial prefrontal cortical regulation of skin conductance**

As described above, our earlier work with GCA suggested a regulatory role of the ventromedial prefrontal cortex (vmPFC) on skin conductance \[15\]. The strength of Granger causality was inversely correlated with the SCR to stop trials. Thus, here, we examined whether this Granger causality is correlated to BIS-11 total score in men and women combined and separately.

**Results**

**Impulsivity, behavioral performance and skin conductance response**

Across subjects, BIS-11 total scores ranged from 42 to 85 with a mean ± S.D. of 60.2 ± 11.9. In pairwise correlation, the subscale scores showed a correlation between attention and motor impulsivity (\(p = 0.00007\)), between attention and non-planning impulsivity (\(p = 0.003\)), but not between motor and non-planning impulsivity (\(p = 0.06\)). Men and women did not differ in either total (men: 63 ± 12; women 56 ± 12) or subscale scores (all \(p\)'s > 0.14).

Across subjects, participants responded in 97.8% ± 3.5% of go trials and 55.0% ± 2.9% of stop trials. The average response time of stop error trials (606 ± 92 ms) was shorter than the go response trials (669 ± 67 ms, \(p<0.00001\), paired sample t test). The stop signal reaction time (SSRT) was 236 ± 32 ms across subjects. These results are typical of stop signal task performance. Men and women did not show a difference in SSRT (\(p = 0.29\)) nor was there a correlation between BIS-11 total score and SSRT in men and women combined (\(p = 0.62\)) or in man (\(p = 0.20\)) or women (\(p = 0.29\)) alone \[55\].

Skin conductance responses (SCR) during the SST are shown in Fig 1. As described in the Methods, we quantified the SCR by subtracting the amplitude at the baseline from the amplitude at the peak in a 10-second window after stimulus onset for each trial. Across all 26 subjects, go (G), stop success (SS) and stop error (SE) trials showed significant differences in SCR (\(p = 0.002\), trial main effect, two-way ANOVA), as did planned comparisons: G vs. SS (\(p = 0.02\)), G vs. SE (\(p = 0.0002\)), and SS vs. SE (\(p = 0.0002\)), with two-sample t tests. There was also a gender main effect with men showing greater SCR than women (\(p = 0.009\)) but no interaction effect between trial and gender (\(p = 0.54\)).
Impulsivity and skin conductance response

Across subjects, BIS-11 total score correlated positively with SCR to SS and SE but not G trials (Fig 2). In regressions conducted separately for men and women, only women demonstrated significant correlations between BIS-11 and SCR to SS and SE trials (Fig 2).

We further examined the correlation between BIS-11 subscores and SCR. The results showed that SCR is related to attentional and motor but not nonplanning impulsivity in women and SCR is not significantly correlated to any of the subscores in men (Table 2).

Arousal related brain activation and Granger causality analysis (GCA)

As expected, we observed that the ventromedial prefrontal cortex (vmPFC, x = 2, y = 25, z = -14) showed significant (peak voxel p < 0.001 and cluster level p < 0.05, FWE corrected) negative correlation with skin conductance (Fig 3).
The results of GCA showed that BOLD signals of the vmPFC Granger caused the SCL (p < 0.05 for individual GCA and p = 0.04, binomial test for group analysis), but the SCL did not Granger cause vmPFC activity (p = 0.16). Moreover, individuals varied in the strength of Granger causality as indexed by the F value (mean ± SD: 5.0 ± 4.5; range: 0.4 to 18.6). Across all participants, Pearson regressions showed that higher Granger causality strength (F-values) of the vmPFC was associated with less SCR elicited to go (p = 0.008, r = -0.52), stop success (p = 0.006, r = -0.54), and stop error (p = 0.02, r = -0.47) trials during the stop signal task.

We assessed how the strength of Granger causality of vmPFC on SCL is related to the BIS-11 total score and subscores. The results showed a significant negative correlation between the F value and total score (p = 0.04, r = -0.52) in men and women combined, but not in women (p = 0.12) or men (p = 0.54) alone. For the entire sample, F value was also significantly correlated to attention subscore (p = 0.007, r = -0.52), motor subscore (p = 0.04, r = -0.42) but not non-planning subscore (p = 0.36). Analyzed separately for men and women, inattention impulsivity showed negative correlation with the Granger causality strength in women (p = 0.01, r = -0.71) but not men (p = 0.40) (Fig 4). Motor and non-planning impulsivity was not correlated with the causality strength in women or men alone.
Discussion

The current results showed that Barratt impulsivity is associated with heightened skin conductance response (SCR) to salient events. Furthermore, Barratt impulsivity is associated with decreased ventromedial prefrontal cortical regulation of physiological arousal in women. These findings support the hypothesis of altered arousal regulation in impulsive individuals and a prefrontal mechanism underlying this association in women. These findings are of clinical importance in that impulsivity and arousal dysregulation are both biological hallmarks of addiction [56–60]. Furthermore, impulsivity is known to be a dimensional trait that varies continuously in the general population [61–63]. Unraveling the neural processes of arousal regulation would advance our understanding of the biological bases of impulsivity in health and illness. We discuss these findings in the below.

Impulsivity and physiological arousal

As described in the above, our findings showed that impulsivity is associated with increased physiological arousal to salient events. On the other hand, a smaller number of studies reported contrasting findings. In an auditory task where participants were to detect an “odd-ball” among standard tones, individuals high on impulsivity and sensation seeking showed less SCR to the deviation [64]. In studies of acoustic startle reflex, high sensation seeking individuals demonstrate reduced startle reactivity [65, 66]. In a gambling task, electrodermal reactivity increased to losses as compared to wins and this difference is negatively correlated with trait impulsivity in adolescents [67]. Together, these studies suggest lower arousal and/or arousability in association with impulsivity. Studies of physiological arousal at rest, as indexed by skin conductance level (SCL), are fewer in number but similarly depict a conflicting picture. In children, proactive aggression and high impulsivity is associated with increased resting skin conductance [68]. However, in boys with attention deficit hyperactivity disorder, symptomatic severity is associated with lower sympathetic and higher parasympathetic activity [69].

It is not clear what may account for these discrepant findings. One potential factor is that many of these studies comprised various clinical populations or individuals who demonstrated varying extent of risky behaviors including habitual gambling and multiple sexual partners. Further, many studies focused only on men and few have considered gender in data analyses. More studies clearly are needed to address this issue.

Impulsivity and neural bases of physiological arousal

A growing body of research employs brain imaging to unravel the neural bases of impulsivity. For instance, in otherwise healthy individuals, impulsivity is associated with increased
responses of the anterior cingulate cortex and amygdala [70] and decreased responses of the anterior pre-supplementary motor area [71] to anticipation of reward, and decreased activation of the right insula and middle frontal cortex in processing salient stimuli [55]. Impulsivity, as indexed by temporal discounting, is associated with increased striatal subcortical connectivity [72]. In adolescents, impulsivity is associated with lower activity in the substantia nigra and subthalamic nucleus but higher activity in the presupplementary motor area and precentral gyrus during successful response inhibition [73]. Together, these recent findings suggest a diverse picture of cerebral functioning in link with impulsivity and multifaceted neural bases of impulsive behavior.

Changes in physiological arousal accompany attention, decision-making, affective regulation, and other motivated behaviors, processes known to be altered in impulsive individuals [74–79]. The ventromedial prefrontal cortex (vmPFC) is consistently implicated in cerebral responses to physiological arousal [37, 80–85]. It has been postulated that the vmPFC may play a role in regulating physiological arousal [32, 76, 83]. Indeed, here and earlier we demonstrated that vmPFC activity not only negatively correlates with but Granger causes skin conductance level and the strength of causality is negatively associated with SCR to salient events [15].

Furthermore, we showed that, in women, attention impulsivity is associated with decreased Granger causality in vmPFC regulation of skin conductance. This finding suggests that impulsivity-linked increases in arousal responses to saliency may be related to deficient prefrontal control in women. The stronger the regulatory influence of the vmPFC, the less the skin conductance responses to infrequent events, and this neural mechanism of control is disrupted in impulsive women.

Gender differences in arousal regulation and the role of impulsivity

Men demonstrated significantly higher SCR to event onsets in the stop signal task, as compared to women. This finding is consistent with a number of studies of gender differences in arousal responses. For instance, in contrast to women, men are more susceptible to framing effects and exhibited greater SCR concurrent with defensive or orienting responses in an Ultimatum game [86]. An imaging study examined stress circuit activities while participants viewed negative valence/high arousal versus neutral stimuli [87]. Men showed greater signal changes than women in late follicular/luteal phases but not women during follicular phase, suggesting that stress-elicited gender differences in arousal response are mediated by sexual hormones. During a Stroop test, men showed higher systolic blood pressure and epinephrine plasma concentrations than women [88]. When confronted with angry or fearful faces, men showed greater anterior cingulate and visual cortical responses in association with heightened vigilance than women [89]. Compared to black women, black men showed increased sympathetic responses including elevated epinephrine level during recall of anger and negative affect [90]. During viewing of affective pictures, the relationships between self-rated arousal, blood pressure and cardiac stroke volume were mainly exhibited by men, suggesting that increases in the sympathetic inotropic effect to the heart with self-rated arousal may be larger in men than in women [91].

Men and women did not differ in BIS-11 total score or any of the subscores, and inter-subject variation in Barratt impulsivity is related to the SCR in women but not men. These results suggest a few non-exclusive possibilities. First, as we discussed in an earlier work, BIS-11 addresses only certain dimensions and may not capture the full spectrum of impulsivity trait [55]. Future work should include other impulsivity measures such as Eysenck's scales, which considers impulsiveness and venturesomeness [4] and UPPS (urgency, premeditation, perseverance, and sensation seeking) impulsive behavior scale [92]. Second, impulsivity may not be the most important personality trait in determining arousal responses in men. Previous studies
have suggested reward sensitivity may play a critical role in behavioral activation in men. For instance, men showed greater sensitivity to reward as assessed by the Sensitivity to Punishment and Sensitivity to Reward Questionnaire [93–102]. Reward sensitivity and anxiety each predict risky driving in men and women [103–105]. D-Amphetamine increased risk behavior in men with high reward sensitivity, but did not affect risk-taking in women [106]. Novelty seeking with nicotine reinforcement and reward is directly related in men but inversely or unrelated in women [107]. Testosterone mediates neural responses to reward related processing in young children, which may influence behavioral approach tendencies later in life [108]. Imaging studies including those of gender differences in structural and functional cerebral bases of reward processing have also broadly suggested a role of reward sensitivity in rash actions [62, 109–111]. More studies are warranted to address the influence of these other personality traits on arousal regulation and impulsive behavior.

**Limitations of the study and conclusions**

There are a few limitations to consider in the current study. First, the sample size of the current study is small and we did not consider correcting for multiple comparisons in statistical tests. The results, particularly those of gender differences, should be considered preliminary. Second, as described above, BIS-11 may not capture all of the critical dimensions of impulsivity. Thus, for instance, the finding of a lack of correlation between BIS score and SSRT, while consistent with our earlier study of a much larger sample size showing only a trend-level correlation [55] and other work [112], does not negative the relationship between impulsivity and inhibitory control. A recent study showed that UPPS subdomain urgency but not BIS best explained inter-individual variability in SSRT [113]. It is important to address how other dimensions of impulsivity may be related to the neural processes of arousal regulation. Third, multiple personality features may interact to determine arousal in response to saliency and risky behavior. Future studies should include assessment of anxiety and reward sensitivity and examine gender-shared and specific mediators of psychological and neural processes that dispose individuals to risky behavior. Fourth, while skin conductance change is linked to impulsivity, the heightened arousal response likely represents a physiological analogue and the neural processes that “drive” impulsive behavior remains to be determined.

To conclude, we reported a positive association between Barratt impulsivity and increased skin conductance response (SCR) to stop trials in the stop signal task. The increase in SCR to salient events is correlated with diminished ventromedial prefrontal cortical regulation of skin conductance in women (but not in men) higher in impulsivity. These results may advance our understanding of gender-based neural processes of risky behavior.
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