Decoherence strength of multiple non-Markovian environments
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It is known that one can characterize the decoherence strength of a Markovian environment by the product of its temperature and induced damping, and order the decoherence strength of multiple environments by this quantity. We show that for non-Markovian environments in the weak coupling regime there also exists a natural (albeit partial) ordering of environment-induced irreversibility within a perturbative treatment. This measure can be applied to both low-temperature and non-equilibrium environments.

I. INTRODUCTION

Environment-induced decoherence is an essential process for a quantum system to acquire classical attributes [1–3]. To characterize how strong an environment can induce decoherence in an open quantum system it is desirable to come up with a measure of the “decoherence strength” of each environment acting on the system. For a Markovian environment, which for quantum Brownian motion refers to high temperatures and ohmic spectral density, such a measure can be constructed by the product of its temperature and damping rate. However, such a measure may not exist for a general environment (with non-ohmic spectral density functions and under low-temperature conditions; see [4–6]) or, even more challenging, for nonequilibrium environments, where the notion of temperature loses meaning.

We show in this paper that at least perturbatively for weak coupling between the system and these environments, low-temperature and non-equilibrium environments can be partially ordered. The object of comparison is, in fact, the correlation function of the collective coupling operators of the environment. As with matrices and kernels, quantum correlations can only be partially ordered. However, this does not rule out nontrivial comparisons: in Sec. III we explicitly detail how one can compare decoherence strengths for combinations of thermal reservoirs without resorting to the concocted notion of an effective temperature, since in general it does not exist. Our general relation includes some recently reported results [7] as special cases.

It should be noted that strictly speaking it is the ordering of environment-induced irreversibility (in the sense of contraction of the system’s state-space volume under time evolution) which will be established here. This involves the phenomena of decoherence, typically dominated by information flow to the environment, as well as thermalization (or equilibration), where energy flow also plays a crucial role. There are many interesting situations (especially when the system-environment coupling is not very strong) in which both phenomena correspond to rather different timescales and one can focus on decoherence as the source of irreversibility at short times.

Throughout the paper we use units with $\hbar = 1$.

II. QUANTUM CORRELATIONS & DECOHERENCE STRENGTH

Consider a quantum system weakly interacting with an environment and with the interaction Hamiltonian expanded as a sum of separable operators:

$$H_I = \sum_n L_n \otimes I_n,$$

where $L_n$ are the coupling operators and $I_n$ are identity operators.
where $L_n$ and $l_n$ are system and environment operators respectively. [The interaction Hamiltonian as well as the set of operators $L_n$ and $l_n$ in Eq. (1) are in the Schrödinger picture, but they can in general be time dependent.]

The environment coupling operators $l_n$ will typically be collective observables of the environment, with dependence upon very many modes. The system-environment interaction will be treated perturbatively, so that the central ingredient is the (multivariate) correlation function of the environment:

$$\alpha_{nm}(t, \tau) = \langle L_n(t) L_m(\tau) \rangle_E,$$  \hspace{1cm} (2)

where $L_n(t)$ represents the time-evolving $l_n$ in the interaction (Dirac) picture. In the influence functional formalism [11] for the quantum Brownian model with bilinear couplings between the system and its environment [4, 5, 12] the correlation function appears as the kernel in the exponent of a Gaussian influence functional, called the influence kernel $\zeta$ in Refs. [13, 14]. Alternatively, in quantum state diffusion [15] this kernel takes the explicit role of a correlator for complex Gaussian noise. The influence kernel, or equivalently, the complex correlation function, can be written as a sum of two real parts corresponding to the noise and dissipation kernels [13, 14]:

$$\alpha(t, \tau) = \nu(t, \tau) + \mu(t, \tau).$$  \hspace{1cm} (3)

The noise kernel $\nu$ appears within the influence functional formalism as the correlation of an ordinary real stochastic source, whereas the dissipation kernel $\mu$ alone would produce a purely homogeneous (though not necessarily positivity preserving) evolution. These same roles can also be inferred from the Heisenberg equations of motion for the system operators after integrating the environment dynamics, producing the so-called quantum Langevin equation [16].

For weak coupling one can treat perturbatively the system-environment interaction. Using the notation of Ref. [17], the second-order master equation [18–20] for the reduced density matrix $\rho$ of the system can be represented in terms of the noise correlation as

$$\dot{\rho} = [-i \mathbf{H}, \rho] + \mathcal{L}_2(\rho),$$  \hspace{1cm} (4)

with the second-order contribution given by

$$\mathcal{L}_2(\rho) \equiv \sum_{nm} [L_n, \rho (A_{nm} \circ L_m)^\dagger - (A_{nm} \circ L_m) \rho],$$  \hspace{1cm} (5)

where the $A$ operators and $\circ$ product define the second-order operators

$$(A_{nm} \circ L_m)(t) \equiv \int_0^t d\tau \alpha_{nm}(t, \tau) \{G_0(t, \tau) L_m(\tau)\},$$  \hspace{1cm} (6)

for a time-independent Hamiltonian simply corresponds to

$$G_0(t, \tau) \rho(\tau) = e^{-i(t-\tau)\mathbf{H}} \rho(\tau) e^{i(t-\tau)\mathbf{H}}.$$  \hspace{1cm}

Because of the nonlocal character of the noise correlation, the time-translation generator in Eq. (5) is not generally of Lindblad form. The theorem by Lindblad [21] and Gorini, Kossakowski and Sudarshan (GKS) [22] specifically characterizes the algebraic generators $\Phi$ for all completely-positive maps $e^{\eta \Phi}$ ($\eta > 0$) parameterizes the semi-group [21, 22] in the Markovian case and will be taken equal to one here) as

$$\Phi \rho = -i \Theta(\rho) \rho + \sum_{IJ} \Delta_{IJ} \left( e_I \rho e_J^\dagger - \frac{1}{2} \{ e_I^\dagger e_I, \rho \} \right),$$  \hspace{1cm} (7)

where $e_I = |i\rangle \langle i'|$ for some basis $\{|i\rangle\}$ of the system’s Hilbert space and with $I \equiv i i'$ labeling all possible pairs of indices. Such generators and the dynamics they engender when the master equation has the Lindblad form have been extensively studied [23–32]. The (algebraic) dissipator $\Delta_{IJ}$ is a positive-definite matrix\(^1\). Note that the “dissipation” generated by the dissipator is that of states, including decoherence. In fact, this notion of “state dissipation” can be given a more precise geometrical meaning as follows. For any distance $D$ on the space of density operators which is constructed from a monotonic metric (e.g. trace distance or Bures distance), completely positive evolution cannot cause any Hilbert-space distances to expand [33]:

$$D[\mathcal{G}(t) \rho_1, \mathcal{G}(t) \rho_2] \leq D[\rho_1, \rho_2].$$  \hspace{1cm} (8)

From this result it is then easy to prove that positive-definite dissipators contract the state-space volume, whereas negative-definite dissipators expand the state-space volume (since they appear to be time-reversed contractions).

Derived in App. A and also with more context in Ref. [17], the second-order algebraic dissipator $\Delta_{IJ}(t)$ evaluates to

$$\sum_{nm} \int_0^t dt' \int_0^t d\tau' \langle i | L_n(\tau) | i' \rangle \alpha_{nm}(\tau', \tau) \langle j | L_m(\tau') | j' \rangle,$$  \hspace{1cm} (9)

in the interaction (Dirac) picture. Expression (9) will be shown to be a positive-definite quadratic form for all microscopically derived noise correlations, thus agreeing with the Lindblad-GKS theorem in as much as is required. Although the Markovian generators which appear in the Lindblad equation are well known, to our knowledge these non-Markovian generators (which are

\(^1\) The master equation for $\dot{\rho}$ exhibits the same structure as the right-hand side of Eq. (7). However, whereas in the Markovian regime one would simply have in place of $\Theta$ and $\Delta_{IJ}$ their time derivatives, this is no longer the case in the non-Markovian regime because $\Phi$ and $\Phi$ do not commute.
strictly algebraic and do not appear in the master equation) are a novel discovery.

The key to accomplishing our stated goal rests in the comparison of perturbative dissipators. We first note that from its microscopic origins, Eq. (2), the environment correlation function is Hermitian in the sense of

$$\mathbf{a}(t, \tau) = \mathbf{a}^\dagger(\tau, t),$$

where the boldface notation denotes a matrix with respect to the indices $n, m$ in Eq. (2), and also positive definite in the sense of

$$\int_0^t d\tau_1 \int_0^t d\tau_2 \mathbf{F}^\dagger(\tau_1) \mathbf{a}(\tau_1, \tau_2) \mathbf{F}(\tau_2) \geq 0,$$

for all vector functions $\mathbf{f}(t)$ indexed by the environment correlator. All quantum correlations lead at least to accumulated decoherence since their algebraic Lindblad dissipator, Eq. (9), is necessarily positive definite. Accumulated decoherence only implies that there is more net decoherent evolution than recoherent evolution. In general the stricter property of instantaneous decoherence, $\Delta(t) > 0$ (boldface denotes here a matrix with indices $I, J$), can only be satisfied by environments with local correlation function (Markovian processes) and would always produce a Lindblad master equation. However, some very restricted classes of system-environment interactions, such as the interaction Hamiltonian in the rotating-wave approximation (RWA) [34], can be constrained by the particular form of their coupling to be instantaneously decoherent. This characterizes the class of systems with non-Markovian dynamics (nonlocal environment correlation function) whose master equation is, nevertheless, naturally of Lindblad form, though not necessarily at all times.

The key result of this work is showing that the environment correlation function itself provides a natural comparison of state dissipation or decoherence strength. If two correlation functions are ordered $\alpha_+(t, \tau) > \alpha_-(t, \tau)$ in the sense of positivity (11), then their corresponding second-order Lindblad dissipators are also ordered $\Delta_+(t) > \Delta_-(t)$, and we can, therefore, say that one environment generates more state dissipation than the other, regardless of the system. For instance, the set of univariate Markov processes is totally ordered by the scalar magnitude of the respective delta correlations, e.g. $2 \delta(t - \tau) > 1 \delta(t - \tau)$. In general, the set of all quantum correlations is only partially ordered, but nontrivial orderings do exist. We illustrate this principle with several examples below.

**III. THERMAL CORRELATIONS**

**A. Individual reservoirs**

Time-independent coupling to a thermal reservoir will always produce time-translation-invariant environment correlations which can be expressed in the Fourier domain as

$$\tilde{\alpha}(\omega) = \tilde{\gamma}(\omega) \left[ \tilde{\kappa}(\omega) - \omega \right],$$

$$\tilde{\kappa}(\omega) \equiv \omega \coth \left( \frac{\omega}{2T} \right),$$

in terms of the damping kernel $\tilde{\gamma}(\omega)$ (anti-derivative of the dissipation kernel) and fluctuation-dissipation kernel $\tilde{\kappa}(\omega)$. This can be derived directly from first principles in Eq. (2), by demanding a coupling-invariant fluctuation-dissipation relation (FDR), or by demanding coupling-invariant detailed balance in the master equation [17].

Note that a Markovian quantum regime (complex white noise) necessarily implies a local damping kernel and high temperature (local FDR kernel). The Markovian regime is reached when the system time scales are much slower than those of the environment, so that we can take the zero-frequency approximation

$$\lim_{\omega \to 0} \tilde{\alpha}(\omega) = \tilde{\gamma}(0) 2T.$$

Markovian processes can, therefore, be ordered in their decoherence strength by the product of their damping and temperature, a result which is well known. If one inquires as to the temperature of an unknown Markovian process, the FDR kernel (or noise-to-damping ratio) will always reveal this.

In general, nonlocal correlations (e.g. for finite temperature), and thus decoherence strengths, are not totally ordered. For a fixed temperature thermal correlations can be ordered by damping. On the other hand we have the inequality

$$\tilde{\kappa}_{\text{hot}}(\omega) > \tilde{\kappa}_{\text{cold}}(\omega) \geq |\omega|,$$

and so for fixed damping, correlations can also be ordered by their temperature. Therefore, finite-temperature thermal correlations are partially ordered by damping and temperature.

$$\tilde{\gamma}_{\text{strong}}(\omega) [\tilde{\kappa}_{\text{hot}}(\omega) - \omega] > \tilde{\gamma}_{\text{weak}}(\omega) [\tilde{\kappa}_{\text{cold}}(\omega) - \omega],$$

and so it immediately follows that

$$\tilde{\alpha}_{\text{strong}}(\omega) > \tilde{\alpha}_{\text{weak}}(\omega).$$

If one environment has weaker damping but a sufficiently higher temperature, then the two correlations cannot be ordered – the implication is that different systems would decohere faster or slower for each environment, but not in a manner which can be strictly ordered.

From Eq. (16) we can now compare environments of low temperature and nonlocal damping. For fixed damping, the monotonic ordering of temperature is no surprise. While for fixed temperature, the ordering of damping is more subtle though also not surprising. The damping can be increased by an overall rescaling, say $\tilde{\gamma}(\omega) \to 2 \tilde{\gamma}(\omega)$, or multiplying it by a frequency-dependent function $g(\omega)$ such that $g(\omega) \geq 1, \forall \omega$. 
B. Multiple environments

Here we wish to recover and generalize the work of Beer & Lutz [7] wherein they compared the decoherence rates of collective environments with different temperatures and ohmic cutoff frequencies, specifically for linear coupling to an oscillator and with both reservoirs at a relatively high temperature. For multiple environments we can make the same comparison by using the natural measure of decoherence strength from the Lindblad dissipator and environment correlation function. First we note that for coupling to one reservoir, the individual thermal correlations can be expressed via Eq. (12). Next we note that for any monotonic cutoff regulator, with fixed local limit \( \gamma(0) \) and variable cutoff \( \Lambda \), then

\[
\gamma_{\text{high}}(\omega) \geq \gamma_{\text{low}}(\omega),
\]

where \( \Lambda_{\text{high}} > \Lambda_{\text{low}} \) (referred to as “fast” and “slow” in Ref. [7]). We can also compare the individual FDR kernels as per Eq. (15). Finally we can use the above relations to construct the mathematical inequality

\[
[\gamma_{\text{high}}(\omega) - \gamma_{\text{low}}(\omega)]\{[\tilde{\gamma}_{\text{hot}}(\omega) - \omega] - [\tilde{\gamma}_{\text{cold}}(\omega) - \omega]\} > 0,
\]

which can then be rearranged to show that

\[
\tilde{\alpha}_{\text{hot}}(\omega) + \tilde{\alpha}_{\text{cold}}(\omega) > \tilde{\alpha}_{\text{low}}(\omega) + \tilde{\alpha}_{\text{high}}(\omega),
\]

which is consistent with the results of Ref. [7], when we interpret the left and right-hand sides of Eq. (20) as comparing the decoherence strengths of two different collective (non-equilibrium) environments. Note that as the individual reservoirs are Gaussian and independent, one may simply add their correlations in determining the collective correlation. Our result applies more generally than that of Ref. [7], in terms of coupling and temperature, though we do not calculate a specific decoherence time. Their work relied upon what is essentially the exact FDR kernel, but which has been referred to as an effective temperature [35] in the classical regime. We would rather avoid this nomenclature given that such environments will lead to an asymptotic stationary state which is not thermal in general (sufficiently simple systems can reach a thermal state, but the corresponding temperature will be different for different systems).

IV. DISCUSSION

In this work we have motivated a general notion of decoherence strength that is generated by the quantum correlations of the environment, which in turn determine the magnitude of the algebraic Lindblad dissipator and thus “state dissipation” itself (see Sec. II for its precise meaning). The ordering of decoherence strengths in this formalism is only partial, although when it occurs it is independent of the initial state of the system and of the the particular operators \( L_n \) which characterize the system coupling to the environment. However, this is not to say that comparison of environment correlations is not useful when there is no strict ordering.

State-dependent decoherence is of particular interest in the search for decoherence-free states and how they emerge in certain classes of environments. If for two environments \( \tilde{\alpha}_1(\omega) - \tilde{\alpha}_2(\omega) \) is indefinite, then there could be states corresponding to the vectors \( f \) in Eq. (11) which exploit this. As an explicit example, the well-known phenomena of sub-radiant and super-radiant spontaneous emission of atoms in the electromagnetic field vacuum can be viewed in this manner. A detailed analysis can be found in Ref. [36], which is formulated most directly in terms of the electromagnetic field correlation function.

A well-known result covered there is that for a pair of two-level atoms very close together there is a joint state which decoheres rapidly (super-radiance) and another joint state which decoheres very slowly (sub-radiance), as compared to the decoherence rate of an isolated atom. This is possible because when two atoms are brought close together in the electromagnetic field, their multivariate correlation \( \tilde{\alpha}_{\text{near}}(\omega) \) cannot be totally ordered with respect to the factorized correlations present in the far-distance limit, \( \tilde{\alpha}_{\text{far}}(\omega) \).

As mentioned in the introduction and defined precisely in Sec. II, strictly speaking the ordering that we have established is for environment-induced irreversibility (in terms of “state dissipation”). For weak coupling, one expects that in most situations of interest decoherence will dominate over thermalization at short times in such an irreversibility process. In fact, if one considers times much shorter than the relaxation timescale(s) and the real part of the \( \alpha(t, \tau) \) can be neglected, the decoherence strength for an environment in equilibrium is characterized by \( \tilde{\gamma}(\omega)\tilde{\kappa}_T(\omega) \). Furthermore, from Eqs. (16) and (19) one can immediately see that the same inequalities as in Eqs. (17) and (20) also hold for \( \tilde{\gamma}(\omega)\tilde{\kappa}_T(\omega) \).
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Appendix A: Non-Markovian dissipators

As mentioned in Sec. II, application of the Lindblad-GKS theorem in the non-Markovian regime requires, not the time-translation generator, but the algebraic generator. To obtain the non-Markovian dissipator quickly, we will first begin with the von Neumann equation for the density-matrix propagator of the closed combined system C, consisting of system + environment, in the interaction
This is equivalent to solving the master equation via Magnus series [38]. In this context the second-order Magnus-series solution will accurately match the correct solution to second order at early times, and then only match the correct solution to zeroth order at later times, wherein it converges to the RWA solution. For some aspects of the solution this accuracy can be improved with a less-secular integrator. However, a careful analysis of the master equation and its solutions has shown that, due to unavoidable degeneracy, the second-order master equation is fundamentally incapable of providing the full second-order solutions [40]. Therefore we would not promote these solutions as the second-order solutions, but they contain the most information pertaining to the non-Markovian dissipation, which one can extract from the second-order master equation.

The Magnus-series solution to the second-order master equation gives rise to the second-order algebraic generator

$$\Phi(t) = \int_0^t \int_0^\tau \langle \mathcal{L}_I(\tau) \mathcal{L}_I(\tau') \rangle_E + \mathcal{O}(\mathcal{L}_I^4),$$

(A11)
in the interaction picture. In terms of the interaction Hamiltonian, the Lindblad coefficients of the algebraic generator $\Phi(t)$ are then

$$\Delta_{IJ}(t) = \int_0^t \int_0^\tau \langle i | \mathbf{H}_I(\tau') | i' \rangle \langle j | \mathbf{H}_I(\tau') | j \rangle \rangle_E,$$

(A12)
given the representation in Eq. (7). With the interaction Hamiltonian expanded as a sum of separable operators, as per Eq. (1), the coefficients evaluate to

$$\sum_{n,m} \int_0^t \int_0^\tau \langle i | \mathbf{L}_m(\tau') | i' \rangle \alpha_{nm}(\tau', \tau) \langle j | \mathbf{L}_n(\tau') | j' \rangle \rangle,$$

(A13)
in terms of the environment correlation function. Both forms are positive-definite quadratic forms. This implies that the second-order master equation must generate completely-positive maps to second order. Furthermore, it also implies that the second-order Magnus-series solution $\mathcal{G}(t) = \mathcal{G}_0(t) e^{\Phi(t)}$ is actually completely positive exactly (rather than just through second order).

Therefore, one can see that the correlation function $\alpha(t, \tau)$ is not only the influence kernel and complex noise kernel, but also a decoherence kernel which determines the magnitude of the non-Markovian dissipator, at least in the weak-coupling limit. Note that in this derivation the correlation function may describe multivariate noise arising from an environment completely out of equilibrium.

---

[1] D. Giulini, E. Joos, C. Kiefer, J. Kupsch, L. O. Stamatescu, and H. D. Zeh, Decoherence and the Appearance of a Classical World in Quantum Theory (Springer-
Verlag, Berlin, 1996).
[2] J. P. Paz and W. H. Zurek, Lectures given at the 72nd Les Houches Summer School on “Coherent Matter Waves” (1999).
[3] W. H. Zurek, Rev. Mod. Phys. 75, 715 (2003).
[4] B. L. Hu, J. P. Paz, and Y. Zhang, Phys. Rev. D 45, 2843 (1992).
[5] B. L. Hu, J. P. Paz, and Y. Zhang, Phys. Rev. D 47, 1576 (1993).
[6] C. H. Fleming, A. Roura, and B. L. Hu, Ann. Phys. 326, 1207 (2011).
[7] J. Beer and E. Lutz, (2010), arXiv:1004.3921 [quant-ph].
[8] C. H. Metzger and K. Karrai, Nature 432, 1002 (2004).
[9] T. Carmon, H. Rokhsari, L. Yang, T. J. Kippenberg, and K. J. Vahala, Phys. Rev. Lett. 94, 223902 (2005).
[10] J. D. Thompson, B. M. Zwickl, A. M. Jayich, F. Marquardt, S. M. Girvin, and J. G. E. Harris, Nature 452, 72 (2008).
[11] R. P. Feynman and F. L. Vernon, Ann. Phys. 24, 118 (1963).
[12] A. O. Caldeira and A. J. Leggett, Physica A 121, 587 (1983).
[13] A. P. Raval, B. L. Hu, and J. Anglin, Phys. Rev. D 53, 7003 (1996).
[14] A. P. Raval, B. L. Hu, and D. Koks, Phys. Rev. D 55, 4795 (1997).
[15] W. T. Strunz, Phys. Lett. A 224, 25 (1996).
[16] G. W. Ford, J. T. Lewis, and R. F. O’Connell, Phys. Rev. A 37, 4419 (1988).
[17] C. H. Fleming and B. L. Hu, “Non-Markovian dynamics of quantum open systems: General theory of perturbative solutions.” (2011), in preparation.
[18] N. Kampen and I. Oppenheim, J. Stat. Phys. 87, 1325 (1997).
[19] H. P. Breuer, A. Ma, and F. Petruccione, in Quantum Computing and Quantum Bits in Mesoscopic Systems, edited by A. J. Leggett, B. Ruggiero, and P. Silvestrini (Springer, 2004) quant-ph/0209153.
[20] W. T. Strunz and T. Yu, Phys. Rev. A 69, 052115 (2004).
[21] G. Lindblad, Comm. Math. Phys. 48, 119 (1976).
[22] V. Gorini, A. Kossakowski, and E. C. G. Sudarshan, J. Math. Phys. 17, 821 (1976).
[23] A. Kossakowski, Rep. Math. Phys. 3, 247 (1972).
[24] E. B. Davies, Comm. Math. Phys. 39, 91 (1974).
[25] E. B. Davies, Math. Ann. 219, 147 (1976).
[26] E. B. Davies, Rep. Math. Phys. 11, 169 (1977).
[27] R. Alicki and K. Lendi, Quantum Dynamical Semigroups and Applications (Springer, 2007).
[28] L. Accardi, Y. G. Lu, and I. V. Volovich, Quantum Theory and Its Stochastic Limit (Springer, 2002).
[29] S. Attal, A. Joye, and C.-A. Pillet, Open Quantum Systems II: The Markovian Approach (Springer, 2006).
[30] R. S. Ingarden, A. Kossakowski, and M. Ohya, Information Dynamics and Open Systems: Classical and Quantum Approach (Kluwer Academic, Dordrecht, 1997).
[31] G. Lindblad, Non-Equilibrium Entropy and Irreversibility (D. Reidel, Dordrecht, 1983).
[32] U. Weiss, Quantum Dissipative Systems (World Scientific, Singapore, 1993).
[33] D. Petz and C. Sudár, J. Math. Phys. 37, 2662 (1996).
[34] C. H. Fleming, N. I. Cummings, C. Anastopoulos, and B. L. Hu, J. Phys. A 43, 405304 (2010).
[35] L. F. Cugliandolo, J. Kurchan, and L. Peliti, Phys. Rev. E 55, 3898 (1997).
[36] C. H. Fleming, N. I. Cummings, C. Anastopoulos, and B. L. Hu, “Non-Markovian entanglement of two-level atoms in an electromagnetic field,” (2010), arXiv:1012.5067 [quant-ph].
[37] C. H. Fleming, A. Roura, and B. L. Hu, “Initial state preparation with dynamically generated system-environment correlations,” (2011), arXiv:1101.2668 [quant-ph].
[38] W. Magnus, Comm. Pure & Appl. Maths 7, 649 (1954).
[39] S. Blanes, F. Casas, J. A. Oteo, and J. Ros, J. Phys. A 31, 259 (1998).
[40] C. H. Fleming and N. I. Cummings, Phys. Rev. E 83, 031117 (2011).