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Abstract

In this paper, we provide a negative answer to a long-standing open problem on the compatibility of Spearman’s rho matrices. Following an equivalence of Spearman’s rho matrices and linear correlation matrices for dimensions up to 9 in the literature, we show non-equivalence for dimensions 12 or higher. In particular, we connect this problem with the existence of a random vector under some linear projection restrictions in two characterization results.
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1 Introduction

1.1 Origin of the question

The use of copulas and measures of association has been brought into many areas of statistical applications since the mid 1990s, when dependence was mainly thought of in terms of linear correlation (matrices). One of the most important measures of association is the Spearman’s rank correlation coefficient (referred to as Spearman’s rho), defined as the linear correlation coefficient between the rank variables of two random variables. Although there are various ways to compute measures of association in dimension \( d > 2 \), they are still most widely used and understood in the bivariate case \( d = 2 \). As a consequence, for a model of more than two dimensions, one typically relies on a matrix of the values of pairwise Spearman’s rho correlations. This is certainly analogous to the use of a covariance matrix or a correlation matrix to model dependence among random variables.

One of the key open problems of bivariate Spearman’s rho (rank correlation) matrices is their compatibility. Below we quote the seminal paper Embrechts et al. (2002) in the realm of Quantitative Risk Management:

“That is, given an arbitrary symmetric, positive semi-definite matrix with unit elements on the diagonal and off-diagonal elements in the interval \([-1, 1]\), can we necessarily find a random vector with continuous marginals for which this is the rank correlation matrix, or alternatively a multivariate distribution for which this is the linear correlation matrix of the copula?” If we estimate a rank correlation matrix from data, is it guaranteed that the estimate is itself a rank correlation matrix? A necessary condition is certainly that the estimate is a linear correlation matrix, but we do not know if this is sufficient.”

In other words, the key question is whether a linear correlation matrix is necessarily a rank correlation matrix. This paper is dedicated to this long-standing open question. In particular, we obtain a negative answer for the first time: a linear correlation matrix is not equivalent to a rank correlation matrix for dimension 12 or higher. The fact that this question has been open for a long time was partially because of the lack of tools to justify a negative answer. We provide two related results (Theorems 2.2 and 2.4) on this question, which lead to a counter-example for dimension 12.

1.2 Known results and related literature

In the literature, there are quite some papers addressing this question, mostly proving that the answer to the main question is positive for low dimensions. First, as mentioned in Embrechts et al. (2002), the answer to this question is positive for the case \( d = 2 \), that is, an arbitrary \( 2 \times 2 \) linear correlation matrix is always a rank correlation matrix. This fact can be easily verified since there is only one degree
of freedom in the case of \( d = 2 \). For \( d = 3 \), there are several methods to obtain a positive answer: Kurowicka & Cooke (2006, Section 4.4.6) made use of the vine-copula method to show that all correlation matrices can be reached by elliptical copulas; Joe (2006) obtained an affirmative answer for the cases \( d \leq 4 \) by analyzing marginal distributions of spherical distributions, and had some discussions on the case \( d \geq 5 \); Devroye & Letac (2010) obtained another construction for the desired copula. More recently, Devroye & Letac (2015) showed that the answer to the above question is positive for \( d \leq 9 \). Their method relies on a crucial result of Ycart (1985) which characterized the extreme points of the set of all linear correlation matrices. However, to the best of our knowledge, it remains unsolved whether the answer is always positive for any dimension, although many guessed that the statement should be false for sufficiently large dimension (see e.g. Joe (2006) and Devroye & Letac (2015)). This is precisely the main target of this paper.

The compatibility problems of matrices are also studied for other bivariate measures of association; see, for instance, Chaganty & Joe (2006) and Embrechts et al. (2016) for compatibility of Bernoulli correlation and tail-dependence matrices.

### Compatibility of Spearman’s rho matrices

Throughout this paper, \( d \) is a positive integer, and we fix an atomless probability space on which all random variables and random vectors are defined. The \( d \times d \) identity matrix is denoted by \( I_d \). For two random variables \( X_1 \) and \( X_2 \) with continuous distributions \( F_1 \) and \( F_2 \), respectively, their *Spearman’s rho* is defined as

\[
\rho^S(X_1, X_2) = \rho^P(F_1(X_1), F_2(X_2)) = 12\mathbb{E}(F_1(X_1)F_2(X_2)) - 3,
\]

where \( \rho^P \) is the Pearson’s correlation coefficient.

For a \( d \)-dimensional random vector \( X = (X_1, \ldots, X_d) \) with continuous marginal distributions, the *Spearman’s rho matrix* of \( X \) is defined as

\[
R(X) = (R_{ij})_{d \times d}, \text{ where } R_{ij} = \rho^S(X_i, X_j), \quad i, j = 1, \ldots, d.
\]

A \( d \times d \) matrix is called a Spearman’s rho matrix if it is the Spearman’s rho matrix of some \( d \)-dimensional random vector. Since the Spearman’s rho is determined by the unique copula of \( X \) (see Joe (2014) and McNeil et al. (2015)), it is sufficient to consider random vectors with all marginal distributions being uniform on \([0, 1]\).

A square matrix is called *standardized* if all its diagonal entries are one. Let \( \mathcal{P}_d \) be the set of \( d \times d \) standardized symmetric positive semi-definite matrices, and \( \mathcal{S}_d \) be the set of \( d \times d \) Spearman’s rho matrices. Clearly, \( \mathcal{P}_d \) is also the set of all linear correlation matrices. Proposition 2.1 summarizes some simple properties of the set \( \mathcal{S}_d \), which are straightforward to verify.
Proposition 2.1. \( S_d \) is a convex set, is closed with respect to matrix convergence, and \( S_d \subset P_d \).

The key question that we study is whether \( S_d = P_d \), i.e. the opposite direction of the inclusion in Proposition 2.1 holds. As already mentioned above, the answer to the above question is positive for \( d \leq 9 \) as shown by Devroye & Letac (2015). Precisely, for \( d \leq 9 \), a \( d \times d \) matrix is a Spearman’s rho matrix if and only if it is a standardized symmetric positive semi-definite matrix.

To address the case \( d \geq 10 \), which is much more complicated to study, we establish in Theorem 2.2 an equivalent condition for a linear correlation matrix \( R \) to be a rank correlation matrix, which will be useful later. We first review the rank decomposition of a matrix. If a \( d \times d \) matrix \( R \in P_d \) has rank \( k \), then, as a well-known result in linear algebra, there exists a \( d \times k \) column-full-rank matrix \( A \in \mathbb{R}^{d \times k} \) satisfying

\[
R = AA^\top. \tag{2.1}
\]

For a \( d \times d \) matrix \( R \in P_d \), the matrix \( A \) in (2.1) is called a rank decomposition of \( R \), which is obviously not unique. Since \( R \) has diagonal entries 1, every row vector of \( A \) is a unit vector in \( \mathbb{R}^k \). We denote by \( A_{d,k} \) the set of \( d \times k \) matrices \( A \) such that each row of \( A \) is a unit vector. In other words, a matrix \( R \) of rank \( k \) is in \( P_d \) if and only if there exists \( A \in A_{d,k} \) of rank \( k \) such that \( R = AA^\top \).

Theorem 2.2. For a matrix \( R \in P_d \) of rank \( k \), the following statements are equivalent.

(a) \( R \in S_d \).

(b) For any rank decomposition \( A \in \mathbb{R}^{d \times k} \) of \( R \), there exists a \( k \)-dimensional random vector \( V \) with mean vector 0 and covariance matrix \( I_k \) such that marginal distributions of \( AV \) are all \( U[-\sqrt{3}, \sqrt{3}] \).

(c) There exist a rank decomposition \( A \in \mathbb{R}^{d \times k} \) of \( R \) and a \( k \)-dimensional random vector \( V \) with mean vector 0 and covariance matrix \( I_k \) such that marginal distributions of \( AV \) are all \( U[-\sqrt{3}, \sqrt{3}] \).

Proof. We prove the theorem via the route (a)\( \Rightarrow \) (b)\( \Rightarrow \) (c)\( \Rightarrow \) (a). Note that (b)\( \Rightarrow \) (c) is trivial. For (c)\( \Rightarrow \) (a), note that \( AV \) has Spearman’s rho matrix \( R \) because \( \mathbb{E}[AV(AV)^\top] = AI_kA^\top = R \), and hence \( R \in S_d \).

Below we show (a)\( \Rightarrow \) (b).

Without loss of generality, assume the first \( k \) row vectors of matrix \( R = (R_{ij})_{d \times d} \) are linearly independent. From this assumption, we know that the first \( k \) row vectors of any rank decomposition matrix \( A = (a_{ij})_{d \times k} \) of \( R \) are also linearly independent, which constitute a full rank square matrix \( B = (a_{ij})_{k \times k} \). Since \( R \in S_d \), there exists a random vector \( Y = (Y_1, \ldots, Y_d) \) such that \( Y_i \sim U[-\sqrt{3}, \sqrt{3}] \), \( i = 1, \ldots, d \) and the \( Y \) has linear correlation matrix \( R \). Let \( X = (Y_1, \ldots, Y_k) \) and \( V = B^{-1}X \). Since \( \mathbb{E}[Y] = 0 \) and \( \text{var}(Y_i) = 1 \) for \( i = 1, \ldots, d \), we know \( \mathbb{E}[YY^\top] = R \) and hence \( \mathbb{E}[XX^\top] = BB^\top \). Therefore, \( \mathbb{E}[V] = 0 \) and

\[
\mathbb{E}[VV^\top] = B^{-1}\mathbb{E}[XX^\top](B^{-1})^\top = B^{-1}BB^\top(B^{-1})^\top = I_k.
\]
Note that $AV = AB^{-1}X$, and hence the first $k$ components of $AV$ are precisely those of $X$. It remains to verify the rest of the components in order to have $Y = AV$. For $i = k + 1, \ldots, d$, denote by $a_i$ the $i$-th row of $A$ as a (column) vector. Note that $(R_{i1}, \ldots, R_{ik}) = Ba_i$. We can compute
\[
\begin{align*}
    \mathbb{E} [(Y_i - a_i^\top V)^2] &= \mathbb{E}[Y_i^2] + \mathbb{E}[(a_i^\top V)^2] - 2\mathbb{E} [Y_i a_i^\top B^{-1}X] \\
    &= 2a_i^\top a_i - 2a_i^\top B^{-1}\mathbb{E} [XY_i] \\
    &= 2a_i^\top a_i - 2a_i^\top B^{-1}(R_{i1}, \ldots, R_{ik}) \\
    &= 2a_i^\top a_i - 2a_i^\top B^{-1}Ba_i = 0.
\end{align*}
\]
Thus, $Y = AV$ almost surely, and the $k$-dimensional random vector $V$ satisfies the requirement in (b). \hfill \Box

Next we review a crucial result on the property of extreme points of $\mathcal{P}_d$ shown by Ycart (1985) and Grone et al. (1990). This result and Theorem 2.2 give rise to a natural idea to build counter-examples for $d \geq 10$ as in Section 3. The logic below also reveals a route to the proof for the case $d \leq 9$ as shown by Devroye & Letac (2015).

**Lemma 2.3** (Ycart, 1985; Grone et al., 1990). There exist extreme points of rank $k$ in $\mathcal{P}_d$ if and only if $k(k+1)/2 \leq d$.

Since the set $\mathcal{P}_d$ is a convex compact subset in the vector space of symmetric $d \times d$ matrices which is identified with $\mathbb{R}^{d(d+1)/2}$, according to the Krein-Milman Theorem, $\mathcal{P}_d$ is the convex hull of the set of all its extreme points, denoted as $\mathcal{E}_d$. Furthermore, in the light of Carathéodory’s Theorem, any matrix in $\mathcal{P}_d$ can be written as a convex combination of at most $d(d+1)/2 + 1$ matrices in $\mathcal{E}_d$. Due to the linearity of the mapping from copulas to rank correlation matrices, we need and only need to verify whether every matrix $R$ in $\mathcal{E}_d$ is a Spearman’s rho matrix. In case $d \leq 9$, according to Lemma 2.3, all extreme points in $\mathcal{E}_d$ have rank at most 3. If $d \geq 10$, the rank $k$ of a matrix $R \in \mathcal{E}_d$ can take the value 4. This fact is key to distinguish the cases $d \leq 9$ and $d \geq 10$ for the compatibility problem of Spearman’s rho matrices.

Combining Lemma 2.3 and Theorem 2.2, we arrive at the following equivalent condition for $\mathcal{S}_d = \mathcal{P}_d$. Denote by $k_d = \max\{k \in \mathbb{N} : k(k+1)/2 \leq d\}$.

**Theorem 2.4.** $\mathcal{S}_d = \mathcal{P}_d$ if and only if for every $A \in \mathcal{A}_{d,k_d}$, there exists a $k_d$-dimensional random vector $V$ with mean vector 0 and covariance matrix $I_{k_d}$ such that marginal distributions of $AV$ are all $U[-\sqrt{3}, \sqrt{3}]$.

**Proof.** For $k \in \mathbb{N}$ and $A \in \mathcal{A}_{d,k}$, denote by $\mathcal{V}(A)$ the set of $k$-dimensional random vectors with mean vector 0 and covariance matrix $I_k$ such that marginal distributions of $AV$ are all $U[-\sqrt{3}, \sqrt{3}]$.

(i) The “if” statement. Suppose that $\mathcal{V}(A)$ is non-empty for every $A \in \mathcal{A}_{d,k_d}$. As we have seen from Lemma 2.3, every $R \in \mathcal{E}_d$ has rank at most $k_d$. Denote by $k$ the rank of $R$ and write $R = AA^\top$. This completes the proof. \hfill \Box
for some \( A \in \mathcal{A}_{d,k} \) of rank \( k \), then \( k \leq k_d \). If \( k = k_d \), since \( \mathcal{V}(A) \) is non-empty, by Theorem 2.2 “(c)⇒(a)”, we know that \( R \in S_d \). If \( k < k_d \), then we can take \( B = (b_{ij})_{d \times k} \) where \( (b_{ij})_{d \times k} = A \) and \( b_{ij} = 0 \) for \( j > k \) and \( i = 1, \ldots, d \). Note that \( \mathcal{V}(B) \) is non-empty. Take \( V = (V_1, \ldots, V_k) \in \mathcal{V}(B) \). Since \( BV = A(V_1, \ldots, V_k) \), we have \( (V_1, \ldots, V_k) \in \mathcal{V}(A) \). Therefore, \( \mathcal{V}(A) \) is also non-empty, and by Theorem 2.2 “(c)⇒(a)”, we know that \( R \in S_d \). In both cases, \( R \in S_d \), which further implies \( E_d \subset S_d \). From the fact that \( S_d \) is convex (Proposition 2.1), we have \( S_d = \mathcal{P}_d \).

(ii) The “only-if” statement. Suppose that \( S_d = \mathcal{P}_d \). Take any \( A \in \mathcal{A}_{d,k_d} \), let \( k \) be the rank of \( A \) and \( R = AA^\top \). Clearly \( R \in \mathcal{P}_d = S_d \). If \( k = k_d \), by Theorem 2.2 “(a)⇒(b)”, \( \mathcal{V}(A) \) is non-empty. If \( k < k_d \), then all row vectors of \( A \) belong to a \( k \)-dimensional subspace of \( \mathbb{R}^{k_d} \). Thus there exists a rotation transformation in \( \mathbb{R}^{k_d} \) which can be denoted as a \( k_d \times k_d \) orthogonal matrix \( Q \), such that each row of \( AQ \) has the last \( k_d - k \) entries 0. Define a \( d \times k \) matrix \( \bar{A} \) from the first \( k \) columns of \( AQ \). It follows that \( \bar{A} \bar{A}^\top = AQQ^\top A^\top = AA^\top = R \in S_d \). Then, by Theorem 2.2 “(a)⇒(b)”, there exists a \( k \)-dimensional random vector \( \bar{V} \in \mathcal{V}(\bar{A}) \). Let \( V \) be a \( k_d \)-dimensional random vector, with its first \( k \) components equal to those of \( \bar{V} \), and the rest components follow a \( \mathcal{N}(0, I_{k_d-k}) \) distribution and independent of \( V \). Define \( V = Q\bar{V} \), then \( V \) has mean vector 0 and covariance matrix \( I_{k_d} \). Since all entries of \( AQ \) other than the first \( k \) columns are zero, we have \( AV = AQ\bar{V} = \bar{A}V \). Therefore, all margins of \( AV \) are \( U[-\sqrt{3}, \sqrt{3}] \). Hence \( V \in \mathcal{V}(A) \).

\( \square \)

Theorem 2.4 together with the following simple result leads to the positive answer of \( S_d = \mathcal{P}_d \) for \( d \leq 9 \).

**Lemma 2.5** (The Archimedes Theorem). Let \( V \) be uniformly distributed over the unit sphere in \( \mathbb{R}^3 \). For all \( d \in \mathbb{N} \) and \( A \in \mathcal{A}_{d,3} \), the marginal distributions of \( AV \) are all \( U[-1, 1] \).

Lemma 2.5 follows from the simple fact that the uniform distribution on the three dimensional unit sphere has \( U[-1, 1] \) marginal distributions, and since it is invariant under rotations, it has uniform projections in all directions. This statement is not true for dimensions other than 3.

For the case \( d \geq 10 \), we have \( k_d \geq 4 \) and it is unclear whether for every \( A \in \mathcal{A}_{d,k_d} \), the random vector \( V \) still exists satisfying the condition in Theorem 2.4. In the next section, we give a counter-example for dimension 12. Using Theorem 2.4, this will lead to a negative answer to the main question for \( d \geq 12 \).

### 3 A negative answer for dimension 12 or higher

As explained above, \( S_d = \mathcal{P}_d \) for \( d \leq 9 \). It might be natural to guess that the same condition does not hold for \( d \geq 10 \) since there may be matrices of rank more than 3 in \( E_d \), and the Archimedes Theorem...
only works in $\mathbb{R}^3$. Thus, we hope to show $S_d \neq P_d$ for $d \geq 10$. Based on Theorem 2.4, it suffices to construct a matrix $A \in A_{d,4}$ such that there does not exist a 4-dimensional random vector $V$ satisfying all margins of $AV$ are uniform on $[-\sqrt{3}, \sqrt{3}]$. Below we give an explicit construction of such a matrix for $d = 12$.

**Example 3.1.** We specify 12 unit vectors $a_1, \ldots, a_{12}$ in $\mathbb{R}^4$ as

$$
a_1 = (1, 0, 0, 0), \quad a_2 = (0, 1, 0, 0), \quad a_3 = (0, 0, 1, 0), \quad a_4 = (0, 0, 0, 1),
$$

$$
a_5 = \frac{1}{2} (1, 1, 1, 1), \quad a_6 = \frac{1}{2} (1, 1, 1, -1), \quad a_7 = \frac{1}{2} (1, 1, -1, 1), \quad a_8 = \frac{1}{2} (1, 1, -1, -1),
$$

$$
a_9 = \frac{1}{2} (-1, -1, 1, 1), \quad a_{10} = \frac{1}{2} (-1, -1, 1, -1), \quad a_{11} = \frac{1}{2} (-1, -1, -1, 1), \quad a_{12} = \frac{1}{2} (-1, -1, -1, -1).
$$

We assert that there does not exist any random vector $V = (V_1, V_2, V_3, V_4)$ such that $a_k^\top V \sim U[-\sqrt{3}, \sqrt{3}]$ for all $k = 1, \ldots, 12$. If our assertion is true, Theorem 2.4 leads to $S_{12} \neq P_{12}$. More precisely, using Theorem 2.2, the $12 \times 12$ linear correlation matrix $M$ defined by $M = (a_i^\top a_j)_{12 \times 12}$ is not a Spearman’s rho matrix, i.e. $M \in P_{12}$ and $M \notin S_{12}$. This matrix $M$ has rank 4 and we provide its explicit form, where $\alpha = 1/2$:

$$
M = \begin{pmatrix}
1 & 0 & 0 & 0 & \alpha & \alpha & \alpha & \alpha & \alpha & \alpha & \alpha & \alpha \\
0 & 1 & 0 & 0 & \alpha & \alpha & \alpha & -\alpha & -\alpha & -\alpha & -\alpha & -\alpha \\
0 & 0 & 1 & 0 & \alpha & \alpha & -\alpha & -\alpha & \alpha & -\alpha & \alpha & -\alpha \\
0 & 0 & 0 & 1 & \alpha & -\alpha & \alpha & -\alpha & -\alpha & \alpha & -\alpha & -\alpha \\
\alpha & \alpha & \alpha & \alpha & 1 & \alpha & \alpha & 0 & \alpha & 0 & 0 & -\alpha \\
\alpha & \alpha & \alpha & -\alpha & \alpha & 1 & 0 & \alpha & 0 & \alpha & -\alpha & 0 \\
\alpha & \alpha & -\alpha & \alpha & \alpha & 0 & 1 & \alpha & 0 & -\alpha & \alpha & 0 \\
\alpha & \alpha & -\alpha & -\alpha & 0 & \alpha & \alpha & 1 & -\alpha & 0 & 0 & \alpha \\
\alpha & -\alpha & \alpha & \alpha & \alpha & 0 & 0 & -\alpha & 1 & \alpha & \alpha & 0 \\
\alpha & -\alpha & \alpha & -\alpha & 0 & \alpha & -\alpha & 0 & \alpha & 1 & 0 & \alpha \\
\alpha & -\alpha & -\alpha & \alpha & \alpha & 0 & -\alpha & \alpha & 0 & \alpha & 0 & 1 & \alpha \\
\alpha & -\alpha & -\alpha & -\alpha & \alpha & 0 & 0 & \alpha & 0 & \alpha & 0 & 1 & \alpha
\end{pmatrix}.
$$

Next we need to prove the above assertion. For the purpose of contradiction, we assume there exists a random vector $V = (V_1, V_2, V_3, V_4)$ such that $a_k^\top V \sim U[-\sqrt{3}, \sqrt{3}]$, $k = 1, \ldots, 12$. Due to our specific choices of $a_1, \ldots, a_{12}$, via some algebraic calculation cancelling all terms with odd powers, we obtain

$$
\begin{align}
(a_1^\top V)^2 + \cdots + (a_{12}^\top V)^2 &= 3 \|V\|^2, \\
(a_1^\top V)^4 + \cdots + (a_{12}^\top V)^4 &= \frac{3}{2} \|V\|^4,
\end{align}
$$

(3.1)

where $\|V\|^2 = V_1^2 + V_2^2 + V_3^2 + V_4^2$. Taking expectations on both sides of the above two equations and
combining with \(a_k^\top V \sim U[-\sqrt{3}, \sqrt{3}], \ k = 1, \ldots, 12,\) we obtain

\[
\begin{align*}
12 \times 1 &= \sum_{k=1}^{12} \mathbb{E}[(a_k^\top V)^2] = \mathbb{E}[3\|V\|^2], \\
12 \times \frac{9}{5} &= \sum_{k=1}^{12} \mathbb{E}[(a_k^\top V)^4] = \mathbb{E}\left[\frac{3}{2}\|V\|^4\right],
\end{align*}
\]

which leads to

\[
\mathbb{E}[\|V\|^2] = 4 \quad \text{and} \quad \mathbb{E}[\|V\|^4] = \frac{72}{5}.
\]

Therefore, we have \((\mathbb{E}[\|V\|^2])^2 = 16 > 72/5 = \mathbb{E}[\|V\|^4],\) which contradicts the Hölder inequality. Hence, no such random vector \(V\) may exist.

We summarize the finding in Example 3.1 and the case \(d \geq 12\) in the following proposition.

**Proposition 3.1.** For \(d \geq 12,\) \(S_d \neq \mathcal{P}_d.\)

**Proof of Proposition 3.1.** The case \(d = 12\) is precisely addressed by Example 3.1. For \(d > 12,\) one can simply take the \(d \times d\) matrix

\[
M_d = \begin{pmatrix}
M & 0 \\
0 & I_{d-12}
\end{pmatrix}.
\]

It is obvious that \(M_d \in \mathcal{P}_d\) since \(M \in \mathcal{P}_d.\) If a \(d\)-dimensional random vector has \(M_d\) as its Spearman’s rho matrix, its first 12-dimensional marginal random vector would have Spearman’s rho matrix \(M.\) As this is not possible, we know \(S_d \neq \mathcal{P}_d\) for \(d \geq 12.\)

Based on Example 3.1, we also obtain a sharp contrast to Lemma 2.5, summarized in the following proposition.

**Proposition 3.2.** For any \(d \in \mathbb{N},\) there does not exist a 4-dimensional random vector \(V\) such that for all \(A \in \mathcal{A}_{d,4},\) the marginal distributions of \(AV\) are all \(U[-1,1].\)

If the marginal distributions of \(AV\) are all \(U[-1,1]\) for all \(A \in \mathcal{A}_{d,4},\) then \(V\) is necessarily spherically distributed. Therefore, Proposition 3.2 is also obtained from the fact that the uniform distribution is not in the class of margins of 4-dimensional spherical distributions (see Section 4.9 of Joe (1997)).

We remark that Proposition 3.2 on its own does not imply a negative answer to the question of whether \(S_d = \mathcal{P}_d\) for \(d \geq 10.\) According to Theorem 2.4, in order for \(S_d = \mathcal{P}_d,\) \(10 \leq d \leq 14,\) it suffices if there exists such \(V\) for each \(A \in \mathcal{A}_{d,4}.\) We do not require the existence of such a random vector \(V\) that works for all \(A,\) although this is possible if \(V\) is 3-dimensional and \(A\) is chosen from \(\mathcal{A}_{d,3}.\) Therefore, a separate investigation for each case of \(d = 10, 11, \ldots,\) is required to reach the conclusion that \(S_d \neq \mathcal{P}_d.\)
4 Discussion

Our argument for dimension $d = 12$ relies very precisely on the symmetric choice of the vectors $a_1, \ldots, a_{12}$ in Example 3.1. The 12 vectors are chosen such that the 24 vectors $\pm a_1, \ldots, \pm a_{12}$ approximately uniformly spread out over the unit sphere in $\mathbb{R}^4$. This construction is essential to arrive to equations (3.1)-(3.2). In (3.2), both the left-hand side and the right-hand side can be written as moments of a single random variable $||V||$ without explicitly relying on its components or its dependence structure. This step finally leads to the desired contradiction $E[||V||^2] > E[||V||^4]$.

However, in dimension $d = 10$ or 11, such symmetry does not exist. After many attempts, we were not able to find a way to construct vectors $a_1, \ldots, a_d$ so that an equation similar to (3.1)-(3.2) can be found for these cases. Recall that in (3.1)-(3.2), we need to cancel all terms with odd powers to arrive to the desirable conclusion, which is very restrictive on the symmetry of $a_1, \ldots, a_d$.

In view of Proposition 3.2, we would naturally guess $S_d \neq P_d$ for $d = 10$ and $d = 11$. We are not aware of a counter-example in these cases.

In the case $d \leq 9$, although we know $S_d = P_d$, that is, for a given $R \in P_d$, there exists a random vector $Y$ that has Spearman’s rho matrix $R$, it is yet unclear how to find such $Y$, its corresponding copula model, or how to simulate from this model. On the other hand, for any linear correlation matrix $R \in P_d$ of rank at most 3, one can directly use a decomposition $R = AA^\top$ for some $A \in A_{d,3}$ and a uniform random vector $V$ on the unit sphere in $\mathbb{R}^3$. By Lemma 2.5 and simple calculation, $AV$ has the rank correlation matrix $R$. If $R$ is a convex combination of matrices $R_i$, $i = 1, \ldots, n$, each with rank at most 3, that is,

$$R = \sum_{i=1}^{n} a_i R_i$$

(4.1)

for some $a_1, \ldots, a_n \geq 0$, $\sum_{i=1}^{n} a_i = 1$, then a copula model with rank correlation matrix $R$ can be easily constructed by a convex combination of the copulas corresponding to $R_1, \ldots, R_n$. For a given matrix $R$, however, it is unclear how to find the corresponding convex combination (4.1), even if we know such a combination always exists for $d \leq 9$. A practical alternative method (Iman & Conover (1982), Embrechts et al. (2002)) to address this problem is to use a Gaussian copula with the correlation matrix parameter $R$ to approximate this model, and the relative error is known to be at most $(\pi - 3)/\pi$ (see e.g. Section 6.2 of Embrechts et al. (2002)); this method does not give a model with precisely the Spearman’s rho matrix $R$. For the case of $d \geq 10$, it seems even more difficult to construct a copula model with a given Spearman’s rho matrix $R$, even assuming such a model exists.
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