Polar flock with bond disorder

Jay Prakash Singh¹, Sudipta Pattanayak² and Shradha Mishra³

¹Department of Physics, Indian Institute of Technology (BHU), Varanasi, India 221005 and ²S. N. Bose National Centre for Basic Sciences, J D Block, Sector III, Salt Lake City, Kolkata 700106

(Dated: May 11, 2020)

Each agent in a collection of self-propelled particles (SPPs), in general can have different ability to influence their neighbours. We introduce a minimal model for a collection of SPPs interacting through a short-range alignment interaction, but the strength of the interaction is different for each particle, and it remains fixed with time. The interaction strength of each particle is obtained from a uniform distribution. For zero disorder, the model reduces to the clean system. We study the characteristics of the ordered steady-state and kinetics of the system for different strengths of the disorder. We find that the presence of disorder does not destroy the usual long-range ordering present in the clean system. Moreover, to our surprise, the density clustering is enhanced in the presence of disorder. The disorder introduces the formation of random network of different interaction strengths which leads to the slower dynamics of the particle, hence, enhances the cohesion among the particles. Furthermore, we note that kinetics to the ordered state remains unaffected due to the bond-disorder. The correlation length for the ordered domains and size of the particle density clusters grow with time, with the dynamic growth exponents \( z_o \sim 2 \) and \( z_\rho \sim 4 \), respectively.

I. INTRODUCTION

Collective behaviour of a large number of self-propelled particles (SPPs) or “flocking” is ubiquitous. Examples of such systems range from a few micrometres e.g., actin and tubulin filaments, molecular motors [1, 2], unicellular organisms such as amoebae and bacteria [3], to several metres e.g., bird flock [4], fish school [5] and human crowd [6] etc. Interestingly, these systems show a collective motion on a scale much larger than the each individuals, hence, long-range ordering (LRO) is observed even in two dimensions. A minimal model to understand the basic features of the collective behavior of self-propelled polar particles or “polar flock” was introduced in 1995 by T. Vicsek et al. [7]. In the last three decades, many variants of the Vicsek model are studied to understand various features of different model systems [9–12]. These studies, mainly consider the collection of SPPs in a homogeneous system or medium. Recently there is growing interest to understand the effects and advantages of different kinds of inhomogeneities which is omnipresent in nature. Many recent studies show that the inhomogeneity can destroy the LRO present in the system [13–21] whereas some special kinds of inhomogeneities can enhance the ordering [22, 23]. Therefore, the inhomogeneity can be useful for many practical applications e.g., crowd control and faster evacuation etc. [24–28].

In the Vicsek model, each individual interacts through a short-range alignment interaction and the interaction strength is same for all the particles. But in natural systems, each particle can have the different ability to influence its neighbors, but not much attention has been paid to understand the effects of different interaction strengths in a polar flock. A recent study by William et al., show that the varying interaction strength of the SPPs results to maximum entropy and hence more information transfer among the particles [25].

In this work, we introduce a collection of polar SPPs with bond-disorder. Each particle interact through a short range alignment interaction with varying interaction strength. The strength of interaction for each particle is different and obtained from a uniform distribution between \[ [1 - \epsilon/2 : 1 + \epsilon/2] \], \( \epsilon \) is the strength of bond-disorder. For zero-disorder, model represents the clean polar flock with constant interaction strengths for all the particles, as for the Vicsek model [7]. The equilibrium analogue of the model is the XY-model for bond-disorder [36, 37]. Our focus is to understand the effects of the bond-disorder on the true long-range ordered state in the clean system [7, 8]. Furthermore, we have characterised the effects of the bond-disorder on the ordering kinetics of the polar flock.

We note that the presence of the disorder does not destroy the LRO present in the clean system. However, the disorder affects the density clustering and results in more cohesive flocking. Furthermore, we also studied the ordering kinetics of the orientation and the density field. When the system is quenched from the isotropic to the ordered steady state, both the orientation and the density field, coarsens with time. The size of the ordered high density domains grow with time, with an effective growth exponent for the orientation, \( z_o \approx 2 \) (same as for non-conserved model A [39, 40]), and the density \( z_\rho \approx 4 \) (as found for conserved field in active systems [41, 42]).

Rest of the paper is organised as follows. In Sec. II we discuss the model and simulation details. In Sec. III...
the results from numerical simulations are discussed. In Sec. IV, we conclude the paper with summary and discussion of the results. Appendix A include the details of linearised hydrodynamic approach to calculate the local density fluctuation in the system.

II. MODEL

We consider a collection of \( N \) polar self-propelled particles (SPPs) moving on a two-dimensional substrate. SPPs interact through a short-range alignment interaction within a small interaction radius \( R_I \) \[7\] \[9\] \[10\]. Moreover, the strength of interaction of each SPP with its neighbors is different, unlike the Vicsek model \[7\] of uniform interaction strength. Furthermore, we also introduce a soft binary repulsive force \( f_{ij} \) to consider the volume exclusion among the particles. Each SPP is defined by its position \( r_i \) and orientation \( \theta_i \), and it moves along its direction vector \( n_i(t) = (\cos(\theta_i(t)), \sin(\theta_i(t))) \) with a fixed speed \( v_0 \). The two update equations for the position \( r_i(t) \) and the direction vector \( n_i(t) \) are given by,

\[
\begin{align*}
    r_i(t + \Delta t) &= r_i(t) + v_0 n_i(t) \Delta t \\
    n_i(t + \Delta t) &= \frac{\sum_{j \in R_i} J_j n_j(t) + \beta \sum_{j \in R} f_{ij} + \eta N_i(t) \xi_i(t)}{w_i(t)} \\
    f_{ij} &= \left( \exp[1 - \left( \frac{r_{ij}}{R} \right)^\gamma] - 1 \right) e_{ij}.
\end{align*}
\]

\( f_{ij} \neq 0 \) if \( r_{ij} < R \), and \( f_{ij} = 0 \) if \( r_{ij} \geq R \), where \( R = R_I/10 \) is the typical size of the particles. \( r_{ij} = |r_j - r_i| \), \( e_{ij} = \frac{r_{ij}}{r_{ij}} \) and the exponent \( \gamma = 0.25 \) is kept fixed.

The first equation represents the motion of the particle due to its self-propelled nature, along the direction vector \( n(t) \) with fixed speed \( v_0 \). \( \Delta t = 1.0 \) is the unit time step. The first term in Eq. 2 represents the short-range alignment interaction of the \( i^{th} \) particle with its neighbors within the interaction radius \( (R_I) \), and \( J_j \) is the interaction strength of the \( j^{th} \) neighbor. The probability distribution of the interaction strength \( J \), \( P(J) \), is obtained from a uniform distribution of range \( \left[ 1 - \frac{\gamma}{2} : 1 + \frac{\gamma}{2} \right] \) \[37\], where \( \epsilon \) measures the degree of disorder. \( \epsilon = 0 \) corresponds to the uniform interaction strength \( (J_I = 1 \) for all the particles) like the Vicsek model \[7\] whereas \( \epsilon = 2 \) corresponds to the maximum disorder in the system. The second term indicates the soft-repulsive force due to the finite size of the particles and \( \beta \), the strength of the force is kept fixed to 0.01. Furthermore, the third term in the Eq. 2 denotes the vector noise which measures the error made by the particle during following its neighbors. \( \xi_i(t) \) is a random unit vector, where \( N_i(t) \) denotes the number of neighbors within the interaction radius of the \( i^{th} \) particle at time \( t \). \( \eta \) represents the strength of the noise and can vary from 0 to 1. \( w_i(t) \) is the normalisation factor, which reduces the R. H. S. of the Eq. 2 to a unit vector.

The cartoon picture of the model is shown in Fig. 1(a). The resultant direction vectors \( n_i^\epsilon(t) \) (due to alignment interaction) of the \( i^{th} \) particle with its neighbors for the clean (\( \epsilon = 0 \)) and the disorder (\( \epsilon = 2.0 \)) system are shown in Fig. 1(b) and (c), respectively. In Fig. 1(d), \( \Delta \Omega \) denotes the difference in the resultant vector shown in Fig. 1(b) and (c). For zero self-propulsion speed model reduces to equilibrium random bond XY-model, hence we name the model as random bond disorder in polar flock (RBDPF). However, for \( \epsilon = 0 \), the model reduces to the clean polar flock. We numerically update the Eqs. 1 and 2 for all SPPs sequentially. One simulation step is counted after the update of Eqs. 1 and 2 once for all the particles. Periodic boundary condition (PBC) is used for a system of size \( L \times L \), and \( L \) is varied from 50 to 512 (\( N \) from 2500 to 262144). The number density of the system is defined as \( \rho_N = \frac{N}{L^2} \). We fix the density at \( \rho_N = 1.0 \) and self-propulsion speed \( v_0 = 0.5 \). The noise strength \( \eta \) is fixed at \( \eta = 0.2 \), such that the clean system is in the homogeneous ordered state and hence away from the the order-disorder phase transition \[10\]. We study the steady-state as well as the ordering kinetics of the orientation and density field for different strengths of the disorder \( \epsilon \). We considered time up to \( 10^5 \) to study the ordering kinetics and steady state results are obtained from time up to \( 10^5 \) and 20 independent realisations are.
used for better statistics.

III. RESULTS

A. Steady-state behaviour

The orientation ordering in the system is characterised by the global orientation order parameter defined as,
\[ \chi(t) = \frac{1}{N} \sum_{i=1}^{N} \mathbf{n}_i(t), \]
where \( \chi(t) \) is zero for the disordered state and it is close to unity in the ordered state. The variation of mean value of \( \chi(t) \), \( \chi \) vs. \( 1/N \) for different \( \epsilon \) is shown in Fig.2(a), where “mean” is obtained from the average of \( \chi(t) \) in the steady state and 20 independent realisations. We note that \( \chi \) is independent of system size for different strengths \( \epsilon \) of the disorder. However, the magnitude of \( \chi \) shows a small variation on increasing the strength \( \epsilon \) of the disorder. Furthermore, the probability distribution function (PDF) of the orientation of the particles \( P(\theta) \) is shown for different values of \( \epsilon \) in Fig.2(b). The PDF widens with the increasing disorder strength \( \epsilon \), moreover, the change is small but it is consistent on increasing \( \epsilon \).

To confirm the long-range ordering, we plot \( P(\theta) \) for two different system sizes for \( \epsilon = 0 \) and 2, in Fig.2(c) and (d), respectively. \( P(\theta) \) distribution for different system sizes overlaps on each other for a particular \( \epsilon \). Therefore, the magnitude of the global ordering shows a small decay with increasing \( \epsilon \) but the ordered steady-state remains long-range for all \( \epsilon \) for RBDDPF.

As discussed in previous paragraph, the disorder does not affect the usual long-range ordering in the system. Furthermore, we study the effect of the disorder on the clustering of particles in the steady-state. The snapshots of system for three different strengths of the disorder, \( \epsilon = 0, 1 \) and 2 at different times are shown in Fig.3. It is clear that the particles cluster more strongly for larger \( \epsilon \). To further characterise the density clustering, we calculate the probability distribution function (PDF) \( P(n,\epsilon) \) of number of particles inside the interaction radius for different \( \epsilon \). \( P(n,\epsilon) \) for different \( \epsilon \) decay with an exponential tail, \( P(n,\epsilon) \sim P_0(\epsilon) \exp(-n/n_c(\epsilon)), \) as shown in Fig.4(a). The distribution flattens with the increasing strength of the disorder. Therefore, the particles are having more number of neighbors inside its interaction radius, i.e. more compact/dense clustering in the system. In the Fig.4(b), the plot of \( P(n,\epsilon)/P_0(\epsilon) \) vs. \( n/n_c(\epsilon) \) is shown for different \( \epsilon \). The scaling of the PDF confirms that the clusters are statistically identical for different strengths \( \epsilon \) of the disorder. To further understand the density clustering, we calculate the local density fluctuation, \( \delta \phi(\epsilon) = \sqrt{\frac{1}{L^2} \sum_{j=1}^{L^2} (\phi_j(\epsilon))^2 - (\frac{1}{L^2} \sum_{j=1}^{L^2} \phi_j(\epsilon))^2}, \) for different \( \epsilon \). To calculate \( \delta \phi(\epsilon) \), we divide the full \( L \times L \) system into \( L^2 \) number of unit sized sub-cells. \( \phi_j(\epsilon) \) is the number of particles in the \( j^{th} \) unit sized sub-cell and \( \delta \phi(\epsilon) \) is the measure of the local density fluctuations in the system for a given \( \epsilon \). Furthermore, we define the relative density phase separation by \( \Delta \Phi(\epsilon) = \delta \phi(\epsilon) - \delta \phi(0) \), where \( \delta \phi(0) \) is the local density fluctuation for the clean system, \( \epsilon = 0 \). The plot of \( \Delta \Phi(\epsilon) \) vs. \( \epsilon \) is shown in Fig.4(c). We note that the density clustering increases with \( \epsilon \). We also calculate the magnitude of the density fluctuation using linearised hydrodynamic equations of motion for the coarse-grained density and the orientation fields of the system. The dashed line in Fig.4(c) is obtained from the linearised hydrodynamics and it is
consistent with the numerical data. The details of the hydrodynamic calculation is given in the Appendix A. Therefore, the bond-disorder which intuitively have a tendency to disturb the ordering in the corresponding equilibrium system [97][98], enhances the density clustering in RBDPF. Hence, the disorder introduces more cohesion among the SPPs. Although the disorder affects the local density clustering but the global number fluctuation in different sub-systems, $\Delta N = \sqrt{\langle N^2 \rangle - \langle N \rangle^2}$, remains unaffected in the presence of the disorder and shows the usual Giant number fluctuation (GNF). We show the plot of $\Delta N$ vs. the mean number of particles in the sub-system $\langle N \rangle$ for different $\epsilon$ in Fig.4(d). We note that $\Delta N \simeq \langle N \rangle^{1.6}$, and it matches well with the previous studies of polar self-propelled particles interact through the Vicsek type interaction [9][10][99].

\section*{Distribution of particles in flock}

In the previous section, we note that the bond-disorder introduces more cohesion among the SPPs. To understand this mechanism of cohesion for large disorder, we analyse a cluster and study the distribution of particles inside it, as shown in Fig.5. The snapshot of particles' position in the system is shown in Fig.5(a). The different ranges of the interaction strength for particles is shown by different colors. The four colors are obtained for the particles in the sub-system of the different interaction ranges, inside the interaction radius for $\epsilon = 2$. The zoomed picture of one cluster is shown in Fig.5(a) (inset), which shows that the particles of different interaction strengths are distributed homogeneously inside a cluster. Furthermore, we calculate the PDF, $P(n_{J(i)})$ of the number of particles $n_{J(i)}$ of the different interaction ranges, inside the interaction radius for $\epsilon = 2$. The plot of $P(n_{J(i)})$ is shown in Fig.5(b). The near identical $P(n_{J(i)})$ for each range of $J(i)$, where $i = 1, 2, 3, 4$, confirms that particles are distributed homogeneously in the system. We also plot the particles orientation distribution $P(\theta_{J(i)})$ for the different ranges of $J(i)$. The local orientation distribution of the particles of different ranges $P(\theta_{J(i)})$ remain unchanged, as shown in the Fig.5(c). The distribution of particles and their corresponding orientation distributions are homogeneous inside a cluster, hence, the network of particle is homogeneous for RBDPF. Therefore, a moving particle experiences a random network of interaction strengths during its motion. Now we measure the effect of such random network on the particle motion. We calculate the effective mean speed, $v(\epsilon)$ of a tag particle for different disorder. We find that the larger the disorder slows the effective speed. Hence for a given tag particle, $v(\epsilon)$ decreases with increasing
\[ \epsilon. \] To compare the effective speed for finite disorder we calculate the percentage change in \( v(\epsilon) \) for any finite disorder with respect to the clean system \( v(0) \). We define \( \Delta v(\epsilon) = \frac{v(\epsilon) - v(0)}{v(0)} \times 100 \%, \) and in Fig. 5(d) we plot \( \Delta v(\epsilon) \) with time \( t \) for two different \( \epsilon \). Clearly \( \Delta v(\epsilon) \) increases with increasing time and larger for larger disorder. Hence larger the disorder, slower will be the speed of the tag particle. Hence we conclude that disorder leads to the formation of random network of interaction strengths of its neighbours, which results in slower dynamics of the particle. Hence responsible for the strong clustering for larger disorder.

### B. Dynamical Behaviour

**Ordering kinetics to the steady state**

In previous sections, we have discussed the steady-state properties of the ordered state. Furthermore, we study the effects of the bond-disorder on the ordering kinetics when the system is quenched from a random disordered state to an ordered steady-state. Kinetics of the orientation ordering and the density clustering are characterized by calculating the two-point orientation correlation function \( C(r, t) = \langle \sum_{i,j} n_i(r_0, t)n_j(r+r_0, t) \rangle \) and the size of the largest density cluster \( m(t) \), respectively. The \( \langle . . . \rangle \) means average over many \( r_0 \)'s and 10 independent realizations. We note that \( C(r, t) \) grows with time for all disorder strengths \( \epsilon \) and its growth is characterized by calculating the size of the growing domain \( L_o(t) \) which is obtained from the first zero crossing of \( C(r, t) \). The plot of \( L_o(t) \) vs. time \( t \) for the clean system \( \epsilon = 0 \) and for the RBDPF \( (\epsilon = 1, 2) \) is shown in Fig. 6(a). We note that the disorder has no effect on the kinetics of growing domains. Moreover, the two sizes of domains varies as, \( L_o(t) \approx t^{1/\zeta_o} \) with \( z_o \approx 2 \) for all disorder strengths. We also calculate the growth of the density cluster. The size of the largest cluster \( m(t) \) is calculated using the cluster counting algorithm. The plot of \( m(t) \) vs. time \( t \) for the clean system and the RBDPF, \( \epsilon = 1, 2 \) is shown in Fig. 6(b). For all cases, \( m(t) \) grows with time as \( t^\alpha \) with \( \alpha \approx 0.5 \). Hence, the length of the density cluster \( L_p(t) \approx \sqrt{m(t)} \approx t^{1/\zeta_p} \) and \( \zeta_p \approx 4 \), which is similar to the asymptotic growth exponent for the conserved field in the active model B.

### IV. DISCUSSION

We introduced a minimal model of a collection of self-propelled particles with bond-disorder. Each particle has a different ability (interaction strength) to influence its neighbours. The varying interaction strength is obtained from a uniform distribution and it can be varied from \([1 - \epsilon/2 : 1 + \epsilon/2]\), where \( \epsilon \) is the disorder strength. For \( \epsilon = 0 \), the model reduces to the constant interaction strength model or the Vicsek-like model. The equilibrium analogue of the present model is random bond XY model. We studied the characteristics of the ordered steady-state for different strength of the disorder. The bond disorder does not affect the usual LRO present in the clean polar flock. To our surprise, the bond disorder leads to more cohesive flock, hence, more inhomogeneous or dense clusters. This phenomenon is due to the slower dynamics of particles moving in the random network of different interaction strengths. Although the disorder affects the local density inhomogeneity but the global density fluctuation remains unaffected and the system shows the usual giant number fluctuation (GNF).

Furthermore, we also studied the effect of the bond disorder on the ordering kinetics of the orientation and the density field. The orientation field coarsens with time with the dynamics growth exponent \( z_o \sim 2 \) whereas the growth exponent for the density field \( z_p \sim 4 \) and coarsening for both the field remains unaffected in the presence bond-disorder as opposed to what is observed in the corresponding equilibrium model. Hence, our study introduces the effect of the bond disorder in polar flock and shows many interesting features which is in general not present in corresponding equilibrium system with bond-disorder. It also opens a new direction to understand the effect of bond-disorder in polar flock, which is very much present in many natural systems.

### Appendix A: Linearised study of hydrodynamic equations of motion

We begin by defining the local density field for the particles, such that

\[ \rho(r, t) = \sum_{i=1}^{N} \delta(r - r_i) \]  

where \( r_i \) and \( N \), are the position vector of the \( i^{th} \) particle and total number of particles respectively. Similarly we
define the local polarization field as
\[ \mathbf{P}(\mathbf{r}, t) = \sum_{i=1}^{N} \mathbf{n}_i(t) \delta(\mathbf{r} - \mathbf{r}_i) \rho(\mathbf{r}, t), \] (A2)

With the help of the local fields defined in Eq. A1 and the two update equations 1 and 2, we can write the coarse-grained hydrodynamic equations of the motion for local density and polarisation.

\[ \partial_t \rho = -v_0 \nabla \cdot (\mathbf{P} \rho) + D_\rho \nabla^2 \rho + \Delta \mathbf{f}_\rho \] (A3)

\[ \partial_t \mathbf{P} = (\alpha_1(\rho, \epsilon) - \alpha_2 \mathbf{P} \cdot \mathbf{P}) \mathbf{P} - \frac{\nu_1}{2\rho_0} \nabla (\rho \mathbf{P}) + \lambda(\mathbf{P} \cdot \nabla) \mathbf{P} + D_p \nabla^2 \rho \] (A4)

The above two equations are of the same form as given in [8], we introduced a density and disorder dependent \( \alpha_1(\rho, \epsilon) \). The form for \( \alpha_1(\rho, \epsilon) \) is obtained from the derivation of hydrodynamic equations of motion using the two update equations 1 and 2. We find that \( \alpha_1(\rho, \epsilon) = \alpha_0(\rho(\frac{1+c^2/3}{1+c^2/8}) - \eta^2 \) \), where \( \alpha_0 \) is a constant of \( \mathcal{O}(1) \). We assume all other terms independent of disorder for simplicity. The density Eq. A3 is a continuity equation, with a flux controlled by two terms: \(-v_0 \nabla \cdot (\mathbf{P} \rho)\) describing convection due to self-propulsion speed, \( v_0 \mathbf{P} \), and a diffusion term \( D_\rho \nabla^2 \rho \) that drives the density to a homogeneous state. In the R.H.S of Eq. A4 first term make sure a mean field transition from an isotropic (\( \mathbf{P} = 0 \)) to broken symmetry state \( \mathbf{P} = \sqrt{\frac{\alpha_1(p_0, \epsilon)}{\alpha_2}} \) (the direction of broken symmetry is chosen along \( x- \)axis). The second term is the convection in polarisation due to density gradient, third term is non-linear term present in the model and the fourth term is diffusion in polarisation equation. The last terms in A3 is conservative noise with \( \mathbf{f}_\rho \), the Gaussian random forces with mean zero and variance \( \Delta \rho \). Now we perturb the system about the homogeneous steady state solution of Eqs. A3 and A4 and write \( \rho(\mathbf{r}, t) = \rho_0 + \delta \rho \) and \( \mathbf{P}(\mathbf{r}, t) = (\rho_0 + \rho_0 \delta p_\parallel) \mathbf{x} + (\rho_0 + \rho_0 \delta p_\perp) \mathbf{y} \), where \( \rho_0 = \sqrt{\alpha_1(p_0, \epsilon)} / \alpha_2 \). Now we write the linearised hydrodynamic equations for small perturbations in three fields \( \delta \rho \), \( \delta p_\parallel \) and \( \delta p_\perp \), where \( p_\parallel \) and \( p_\perp \) is the direction of broken symmetry and perpendicular to it respectively. We first write the equation for \( \delta p_\parallel \)

\[ \partial_t \delta p_\parallel = (\alpha_1(\rho_0, \epsilon) + \alpha_0'(\rho_0) \delta \rho)(\rho_0 + \delta \rho) - \frac{\nu_1}{2\rho_0} \delta_x \rho - \alpha_2(\rho_0^2 + 2\rho_0 \delta \rho)(\rho_0 + \delta \rho) + \lambda(\rho_0 \delta_x \rho) \delta p_\parallel + D_\rho \nabla^2 \delta p_\parallel \] (A5)

and

\[ \partial_t \delta p_\perp = \lambda \rho_0 \partial_x \delta p_\perp + D_\rho \nabla^2 \delta p_\perp - \frac{\nu_1}{2\rho_0} \partial_y \delta \rho \] (A6)

and

\[ \partial_t \delta \rho = -v_0(\partial_x (\rho_0 + \delta \rho))(\rho_0 + \delta \rho) + \partial_y \delta p_\perp(\rho_0 + \delta \rho) + D_\rho \nabla^2 \delta \rho + \nabla \cdot \mathbf{f}_\rho \] (A7)

where \( \alpha_0' = \frac{\partial \alpha_1(\rho)}{\partial \rho} \bigg|_{\rho_0} = \alpha_0(\frac{1+c^2/3}{1+c^2/8}) \), we ignore the higher order fluctuations in \( \delta p_\parallel \) and in the steady state solve for \( \delta p_\parallel \)

\[ \delta p_\parallel = \frac{\alpha_0' \rho_0 - \frac{\nu_1}{2\rho_0} \partial x \delta \rho}{2\alpha_1(\rho_0, \epsilon)} \] (A8)

Now we substitute for \( \delta p_\parallel \) from Eq. A8 in Eqs. A6 and A7 and write an effective dynamical equations for \( \delta p_\perp \) and \( \delta \rho \)

\[ \partial_t \delta p_\perp = \lambda \rho_0 \partial_x \delta p_\perp + D_\rho \nabla^2 p_\perp - \frac{\nu_1}{2\rho_0} \partial_y \delta \rho \] (A9)

\[ \partial_t \delta \rho = v_0 \rho_0 V_x \partial_x \delta \rho + D_\rho \partial_x^2 \delta \rho + D_\rho \partial_y^2 \delta \rho - v_0 \rho_0 \partial_y \delta p_\perp \] (A10)

where \( V_x = (\frac{\rho_0 \alpha_1'}{\alpha_1(\rho_0, \epsilon)} - 1) + D_\rho \rho_0 + \frac{\nu_0 \nu_1}{4\alpha_1} \), where \( \alpha_1 = \alpha_1(\rho_0, \epsilon) \). Now taking the Fourier transform \( Y(\mathbf{r}, t) = \int d\mathbf{k} \exp(-i(\mathbf{k} \cdot \mathbf{r} + \omega t)) Y(\mathbf{k}, \omega) \) and writing the two equations A9 and A10 in matrix notation

\[ M \begin{bmatrix} \delta \rho \\ \delta p_\perp \end{bmatrix} = \begin{bmatrix} i \mathbf{q} \cdot \mathbf{f}_\rho \\ 0 \end{bmatrix} \] (A11)
where the coefficient matrix $M$ can be written as

$$M = \begin{bmatrix} (-i\omega + iq_xv_0p_0q_x - D_{px}q_x^2 - D_{px}q_x^2) & (-v_0\rho_0iq_y\delta p_y) \\ (\frac{1}{2}\rho_0q_y\delta p) & (-i\omega - \lambda\rho_0iq_x - D_{px}q_x^2) \end{bmatrix} \begin{bmatrix} \delta p \\ \delta p_\perp \end{bmatrix}$$

(A12)

The Eq. A12 gives the two modes of the linearised hydrodynamics

$$\omega_{\pm} = C_{\pm}(\theta)q - i\Gamma_L[\frac{V_\pm(\theta)}{2\gamma^2(\theta)}] = \frac{1}{2}(1 + \frac{\gamma v_0}{v})\cos\theta + C_2(\theta), \quad C_2(\theta) = \sqrt{\frac{(\gamma - v_0V_x^2}\cos\theta + \rho_0v_1sin^2\theta, \quad \text{and} \quad \gamma = -\lambda v_0. \quad \text{Here} \quad \theta \text{is the angle between flock direction and propagation vector} \quad \mathbf{q}. \quad \Gamma_\rho(q) = D_{px}q_x^2 + D_{px}q_y^2, \quad \Gamma_L(q) = D_{px}q_x^2 \text{and} \quad V_{\pm}(\theta) = C_2(\theta) \pm \frac{\gamma v_0}{v}\cos\theta.

Hence the two-point density-density correlation function can be written as

$$Hence, the fluctuation in local density in the steady-state can be obtained from

$$\sqrt{C_{\rho\rho}} = \frac{(\Gamma_\rho(q) - q\cos\theta)q\sqrt{\Delta_\rho}}{C_+(\theta)q(\Gamma_\rho + \Gamma_L)} - q\cos\theta(\frac{\rho_0\rho_v + v_0V_x\Gamma_L}{\Gamma_\rho + \Gamma_L}) \right) \right]$$

(A17)

Hence the fluctuation in local density in the steady-state can be obtained from

$$<\delta\rho(q)|> = \frac{(C_+(-\theta) - q\cos\theta)q\sqrt{\Delta_\rho}}{(C_+(\theta)\rho_0(\Gamma_\rho + \Gamma_L) - q\cos\theta(\Gamma_\rho + v_0V_x\Gamma_L))} + \frac{(C_+(-\theta) - q\cos\theta)q\sqrt{\Delta_\rho}}{(C_-(\theta)\rho_0(\Gamma_\rho + \Gamma_L) - q\cos\theta(\Gamma_\rho + v_0V_x\Gamma_L))}$$

(A18)

More simpler form of Eq. A18 can be written as

$$<\delta\rho(q)|> = \sqrt{\Delta_\rho}\frac{(C_+(-\theta) - q\cos\theta)q\sqrt{\Delta_\rho}}{(C_+(\theta)\rho_0(\Gamma_\rho + \Gamma_L) - q\cos\theta(\Gamma_\rho + v_0V_x\Gamma_L))}$$

(A19)

Here $A = \gamma D_{px} + v_0V_x\Gamma_L$, $C_+ + C_- = \frac{v_0V_x}{2}$, $C_+C_- = \gamma v_0V_x$. Substituting these values into Eq. A19 and after simplification it gives

$$<\delta\rho(q)|> = \frac{\gamma v_0V_x(\Gamma_\rho + \Gamma_L)}{v_0V_x(\Gamma_\rho + \Gamma_L) + D_{px}v_0^2(\Gamma_L - \Gamma_\rho)}$$

(A20)

where $V_x = 1 + \rho_0\delta(\epsilon) \Rightarrow V_x = 1 + \delta(\epsilon), \delta(\epsilon) = \frac{(1 - \frac{v_0^2}{v^2})}{1 + \frac{v_0^2}{v^2}} \approx 1 - 0.1\epsilon^2$. After simplification equation A20 reduced to

$$<\delta\rho(q)|> = \frac{\frac{v^2}{2} - 2(1 + \delta(\epsilon))}{\frac{v^2}{2} - 2(1 + \delta(\epsilon))}$$

(A21)

Substituting the value of $\delta(\epsilon)$ and $\frac{D_{px}}{D_{\rho}} \sim 1$ in equation A21 and after simplification we get

$$<\delta\rho(q)|> = \frac{(0.1 + 0.1\epsilon^2)}{0.2 + 0.02\epsilon^2}$$

(A22)
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