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The world has been evolving with new technologies and advances day-by-day. With the advent of various learning technologies in every field, the research community is able to provide solution in every aspect of life with the applications of Artificial Intelligence, Machine Learning, Deep Learning, Computer Vision, etc. However, with such high achievements, it is found to lag behind the ability to provide explanation against its prediction. The current situation is such that these modern technologies are able to predict and decide upon various cases more accurately and speedily than a human, but failed to provide an answer when the question of why to trust its prediction is put forward. In order to attain a deeper understanding into this rising trend, we explore a very recent and talked-about novel contribution which provides rich insight on a prediction being made – “Explainability.” The main premise of this survey is to provide an overview for researches explored in the domain and obtain an idea of the current scenario along with the advancements published to-date in this field. This survey is intended to provide a comprehensive background of the broad spectrum of Explainability.
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1 INTRODUCTION

Advancements in technology in every field of life have been witnessed by researchers across generations. John McCarthy in 1956 coined the term “Artificial Intelligence” (AI), and since then, it has been evolving as an elusive subject of concern in many research activities. AI has been witnessing their utility in various fields since decades and have been achieving desired and satisfactory achievements. There have been tremendous improvements in a wide range of domains such as commercial platforms, medical, marketing, etc. This has paved the way such that no human intervention is needed in most aspects of decision taking. With more and more advancements in the learning technologies and the models, the decisions or predictions made by these systems are accurate approximately 100%. Also, machine learning algorithms can correctly predict and its accuracy may rise to 100% in some favorable cases. Patgiri et al. [38] reports accuracy of 100% in conventional machine learning algorithms. Even though with such high and satisfactory accuracies,
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these technologies may face trust issues related to the model and the predictions [38, 40]. Hence, the main risk that is associated with these predictions is that even though the model was able to predict accurately for all the test cases, it might not work in the same accurate manner when the model is left in the wild for their respective domains to track and make life changing decisions (some of them are discussed in other sections). Thus a gap is found to exist between the prediction or decision made by an intelligent system and the reason associated with these decisions or predictions. The end users in most cases remain in a confused state of mind having various curiosities about the model and its prediction. A pictorial view of such a scenario is shown in Figure 1a. For this, the researchers have been thinking to take their research one step ahead by thinking if the system gave its end user a valid reason for making such decisions along with the predictions. They developed this idea that along with making the predictions, if the intelligent systems (making these predictions) are also able to give a proper explanation of its prediction, it would definitely prove to be much easier and more meaningful for end users to rely and trust the systems and take further actions based on this explanation. Thus, bridging the gap between the prediction and the reason for such prediction for humans to understand and interpret better is what we call an explainable system and the mechanism inbuilt in the model for explaining its decision is called as Explainability. Despite handling the trust issues associated with the model and its prediction, explainability also found its importance in other aspects such as providing understandability and transparency into the working algorithm and the model employed. The usability and application of explainability can be seen in a wide range of domains such as Healthcare, Education, Business, Military, etc., discussed in Section 2.1.

Since the discovery of various prediction models and algorithms, one never gains insights into the internal structure and the working of the model which led to the arrival of the desired prediction. It is mostly imagined as a black-box with no understanding about its working. With the ability of peeping into this black-box and exploring its contents and working, one can explain the reason behind any prediction made by the model. In later times one can also try to modify its content, if necessary, for smooth running, prediction making and explaining (Section 4). Figure 1a describes a general architecture of a learning technology in making a prediction. The training data is fed into the learning process or architecture and the output induces a model of the training data. This model is then used to make predictions for new test data. The problem with this prediction is that, it is not accompanied with any justification or explanation for the specific prediction it made. The end user at times may be left in a confused state of mind dealing with various questions about the model and its prediction. They are unaware and unable to view anything that has been learnt within the model. The explainability feature comes into play in these scenarios by trying to generate a new learning process whose output is justified with the prediction. It allows the user to interrogate the internal model working and obtain justification against the prediction. This can be visualized from Figure 1b where the end user is able to gain insights into the working of the model via the explanation provided by the explainable model and the interface. The user now becomes aware of what the model has learnt.

The motivation behind this survey is to provide new interested researchers a clear picture of the current scenario of explainability in learning technology. This survey is intended to bring into limelight the recent trends which the research community is following to deal with explainability. This overview is organized as: Section 2 briefs on Explainability in Machine Learning where we explored about how the term ‘explainability’ is defined by various researchers and also how the black-box problem was explored. This section also brings about the requirement of explainability across various domains and succinctly discusses the trade-off between explainability and accuracy. Section 3 discusses the various techniques and frameworks employed in explainability. Section 4 surveys about the importance of the cognitive science in designing an explainable model.
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Fig. 1. (a) A general learning technology which provides the user with state-of-the-art performance measures but is unable to fulfill the users queries and leaves the user in a confused state of mind. (b) An explainable technology which is unified with an explainable model and interface along with the prediction

2 EXPLAINABILITY IN MACHINE LEARNING

The term eXplainable Artificial Intelligence is usually abbreviated as XAI. The term was first formulated by Lent and Mancuso in 2004 [53]. Before that it was addressed as “black-box”. The main aim behind the development of such a technique is twofold — Firstly, it provides transparency against the working models and algorithms in a way to gain insights into the black-box. Secondly, it aids in converting an untrustworthy model into a trustworthy one.

Digging deep into the matter, it is found that Explainability is not a recent topic that the researchers have been focusing upon. It has been discussed for many years and have recently gained more attention and importance due to their ability to explain the predictions made by the intelligent systems which is indeed a major concern for the study. Various researchers define Explainability in a number of ways — Ribeiro et al. [40] in 2016 defined explainability as “presenting textual or visual artifacts that provide a qualitative understanding of the relationship between the instance’s components (e.g. words in text, patches in an image) and the model’s prediction.” According to Guidotti et al. [12] “an explanation is an Interface between humans and a decision maker that is at the same time both an accurate proxy of the decision maker and comprehensible to humans.” Gilpin et al. defined it in terms of “models that are able to summarize the reasons for neural network behavior, gain the trust of users, or produce insights about the causes of their decisions.” [10]. According to Tim Miller [33], Explainable Artificial Intelligence (XAI) refers to “an explanatory agent revealing underlying causes to its or another agent’s decision making.” Recently
Arrieta et al. [4] have also defined it as “Given an audience an explainable Artificial Intelligence is one that produces details or reasons to make its functioning clear to understand.”

The survey of Adadi et al. [1] highlights the main concepts and terms related to XAI and provides us with a structured view of these concepts. The survey also highlights the need for an explainable model so that it can be utilized in every field possible.

In a very recent and elaborate survey published in 2019, by Arrieta et al. [4], the authors discuss the rising trend of explainability in Machine Learning. According to the authors, explainability could be achieved successfully either through models that are transparent, i.e. they are understandable by themselves, or by application of Post-hoc techniques to understand them. The self-understandable models include Logistic/Linear Regression, Decision Trees, K-Nearest Neighbors, etc. While coming to the Post-hoc technique, the authors made an elaborate and hierarchical categorization constituting of the Model-Agnostic and Model-Specific techniques with their respective taxonomies. We narrowed down our survey by analyzing upon the Model-Specific Learning Technologies for Deep Learning Models such as Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), etc. Studies show that Deep learning methods such as CNN, RNN etc. have been (proven their utility) achieving great heights in predicting the accuracies of complex data. Questioning on how these models generated the outputs or predictions remain unanswered. Without understanding how they arrived at such solutions, it won’t be relevant to employ the model out in the wild.

### 2.1 Need for Explainability in various domains

Though the AI is able to help the society in real life decision making problems, there are situations witnessed where the AI is seen to fail and is disowned in many situations. This calls for an urgent need for a valid and trustworthy explainable system that could be trusted blindly by the users and organizations. Some of the scenarios where one needs an explainable model while taking life changing decisions and have faced failure due to lack of explainability are shown in Table 1.

| Domain       | Situation                          | Observation                                      | Cause of Failure                                      |
|--------------|------------------------------------|--------------------------------------------------|-------------------------------------------------------|
| Education    | Selecting candidates for interview | Practicing sexual and racial discrimination.     | Inferred information from the last name and date of birth of the candidates. |
| Military      | Separating friendly and enemy tanks| Poor accuracy on the test data                    | The model was trained with friendly photos were taken on sunny days while enemy photos were taken on overcast days. |
| Healthcare    | Pneumonia risk prediction          | Pneumonia risk patients with asthmatic history was not considered as a serious condition; which is clinically in correct. | Neural Network inferred that patients with asthma has low risk of dying and can be treated as outpatients. |
| Husky Vs Wolf | Distinguishing between images of wolves and Eskimo Dogs | Wolf not in a snowy background is predicted as Husky and Husky in a snowy background is predicted as Wolf. | Prediction was solely based on the presence or absence of snow in the background. |
| Transportation | Self-driving Car                    | Self-driving Uber killed a women in Arizona       | Misclassified a women (object) as a plastic bag or tumbler in the air. |

In the 1982s, St George’s Hospital Medical School used a computer application for screening of applicants for interview. But the computer program is found to have discriminated against women candidates and non-European applicants and had less chance of selection for the interview [28].
This discrimination came into notice later on when they learned that the system inferred that women are more likely to ask for time off work due to their family bonds. Again the program also deduced that non-Europeans may not have sufficient command over the English language to practice medicine. But the selection of candidates on the basis of these factors are not valid and hence the system was abandoned by the authority. The need for an explainable model is being witnessed in an incident related to the military domain [9, 17]. Alex A. Freitas tried to evaluate the performance of classification models based on predictive accuracy and comprehensibility in 2014. He performed a simple experiment of classifying images of tanks as enemy tanks and friendly tanks. The predictive accuracy performance of the ANN was observed to be high and so they decided to set the model out for practical implementation. But it did not perform well in classifying the enemy and friendly tanks. Later on it was reported that all the friendly photos on the training data were taken on sunny days while all the enemy photos were taken on overcast days. Hence the learning model inferred its classification based on the color of the sky on the photos. An explainable model is obvious to explain that it discriminated the photos based on the color of the sky and not on the relevant features of the images. With this explanation against the classification, the authority could have decided whether or not to employ the model for practical applications.

A similar example was stated by Ribeiro et al. while trying to figure out the importance of explanation in matters of trusting the model [39]. They trained a classifier to distinguish between images of Wolves and Huskies. At first they used a logistic regression classifier to classify images of wolves and huskies. The images were picked up intentionally such that all images of wolves are taken on a snowy background while husky images are taken without snow in the background. This bad classifier was set to be tested on 10 images under two scenarios — First without explanation and second with explanation. These test images also intentionally contained one wolf and husky image without and with snowy background respectively. So the classifier classified 8 of the test samples correctly while the two images of the wolf and husky are misclassified i.e. wolf without the snowy background was classified as husky and husky with the snowy background was classified as a wolf. In the second phase of the experiment, explanations are provided against the prediction. Evaluators are asked the question whether the model could be trusted or not. The result is such that, without the explanation provided, 10 among 27 trusted the model as making the correct prediction. On the other hand, after the explanation were provided, only 3 among 27 trusted the bad model. So the importance of explanation in a prediction could be visualized from this experiment.

To investigate the utility of Machine Learning in medical applications, Caruana et al. tried to conduct a study on pneumonia risk prediction in order to predict the probability of death in pneumonia risk patients [7]. It was to determine whether patients with pneumonia risk are required to be treated as serious and admitted to the hospital or treated as outpatients. It turned out that while training the model with the medical history of the patients, it incorrectly learned the rule which inferred: $\text{Asthma}$(patient) $\Rightarrow$ Low – $\text{Risk}$(patient), i.e. patients with asthma in their medical history and having pneumonia have a low-risk of dying due to pneumonia. According to this rule, those patients with pneumonia and having a medical history of asthma are in a low-risk of death and need not be admitted to the hospital. But, clinically this pose a serious threat as pneumonia patients with a medical history of asthma are in a serious condition and required to be admitted to the hospital immediately and needed special medical attention. As a result, the medical authorities decided to abandon the model. Self-driving vehicles are being welcomed in Arizona since December 2006. But it proved to be a failure in the year 2018 while taking a test drive in automated mode on the streets of Tempe, Arizona [32]. A Volvo SUV is reported to have hit and killed a 49 year old women walking on her bicycle across the street in Tempe. After this incident the testing of self-driving vehicles have been suspended in the US and Canada. The car’s autonomous mode failed to sense and detect the pedestrian, even though the vehicle was trained and designed to detect
pedestrians, cyclists, etc. even in darkness. This was reported as failure in classification by experts. It was found that the car’s software misclassified the pedestrian to be a plastic bag or a tumbler and treated it as such.

2.2 Explainability and Accuracy

Debugging the intelligent system is an integral part of research. This help developers in a number of ways — correct the mistakes and shortcomings in the system, trust the system, etc. In [21] authors Kulesza et al., performed an illusive study on how the models equipped with explainable models should explain their prediction the users. They analysed their study with two important aspects of explanation — ‘Soundness’ and ‘Completeness’. They interpreted Soundness as the truthfulness associated with each component of the system and Completeness as the ability to describe all the intrinsic systems. In their attempt to answer some of the research questions, they performed the experiment on a music recommendation system under four different circumstances, described as High Soundness and High Completeness (HH), Medium Soundness and Medium Completeness (MM), High Soundness and Low Completeness (HSLC) and Low Soundness and High Completeness (LSHC). They tried to answer queries relating to impact of soundness and completeness on the model’s mental health; beneficial information; obstacles; cost-benefit trade off and trust. Most complete models are proven to be beneficial for the mental health of the model. Complete systems also proven to be associated with low cost and high benefit incurred. Complete systems are also associated with the trust associated with the model. Hence, the end result indicated that completeness is inferior to soundness when the model tries to explain how it arrived at the prediction. With the development of the concept of explainability as a new learning technology, various myths and misconceptions are also associated with the concept. Most of these remain unobserved, which may pose a threat to the conclusions made by the model. Most of the misconception, as highlighted by many research studies, including the Defense Advanced Research Project Agency (DARPA) [13, 52] and others, such as [41], is the trade-off existing between the accuracy computed by the model along with the explanation provided by it. The accuracy of a model is, in most cases, independent of the complexity of the model. Though most of the research community believes that more complex structured algorithms produce more accurate results, i.e. the more complex is the model, the higher is the accuracy. This is not always true when one has to deal with the structured and meaningful data. When dealing with such data, both the simple and complex structured models show similar accuracy; but their explainability may vary.

Coming to the Computer Vision applications, the Deep Learning models show higher performance with less ability to provide explainability. But there are also situations witnessed where explainability and accuracy in performance are found to be directly proportional in different Machine Learning algorithms with slight variation in their performance [14]. To visualize these scenarios where the DARPA project for XAI has provided a graphical view of the relationship of the Machine Learning Models towards explainability and their individual performance. From Figure 2 it is clear that though the Machine Learning models such as Deep Learning, Random Forests, Support Vector Machines has high accuracy and less explainability; while the other models such as Bayesian Belief Networks, Decision Trees, etc. can provide higher explainability but their accuracy does not seem to achieve heights as compared with the other ML models. So with XAI, the researchers need to develop or modify their models such that they attain higher accuracy along with providing a good explanation measure. Thus, one needs to increase explainability such that the accuracy results are not sacrificed.

Again, it may not always the case that the explanations provided by the models can be blindly trusted. It may sometimes go wrong when the question of providing correct explanation is concerned.
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Fig. 2. Relationship between Explainability and Performance Measure among the various Learning Models. This is an approximation graph presented by the DARPA project on their study on eXplainable Artificial Intelligence. Source [13].

So the models designed may be expected to provide explanation a majority portion of the original mode.

3 MATERIALS AND METHODS

There are a wide variety of materials and methods provided by the research community in the context of XAI. These materials and methods are dependent on the application domains of the models being used. There are various explanation techniques and frameworks which are developed by researchers across the globe to help them attain desired results. We have decided to put special emphasis on only a few application domain of Machine Learning that focuses mainly on visual explanation and feature relevance explanations. These explanation techniques and frameworks are explored in Section 3.1 and Section 3.2 respectively. The tables provided in these sections provide a brief idea of the correct approaches and frameworks employed in the relevant fields of explainability providing insights into the approaches, visualization techniques, datasets, etc.

3.1 Explanation Techniques in XAI in Deep Learning

Many scholars have proposed a number of explanation methods and techniques for deep learning. One such taxonomy is provided recently by Arrieta et al.[4] which include — Explanation by Simplification, Feature Relevance Explanation, Visual Explanation, Local Explanation, Explanation of Example, Text Explanation, Visual Explanation, Architectural Modification, etc. Amongst them, we have chosen to survey on the Visual Explanation methods and Feature Relevance Explanation methods. Table 1 provides some of the approaches and visualization techniques employed in a few research works for providing explainability.

The alarming trends of achievements in classification techniques using Convolutional Neural Networks is known to all. With a view to know why and how the CNNs are able to provide such good accuracies, in 2013, Zeiler et al. studied on a visualization technique to peep deep into the internal layers of the CNN. They used a multi-layer Deconvolutional Network precisely thee ‘deconv’ model [57] to perform reverse mapping from the feature activations to the input space of pixel values to determine the specific input pixel value that resulted in the activation of the feature map [56]. So a deconv net is attached after every convnet layer. Simonyan et al.[47] devises two visualization techniques — Class Model visualization and Image-Specific Class Saliency visualization aimed at
Table 2. Explainability studies carried out in Deep Learning models for providing visual and feature relevance explanation

| Author          | Approach                                                                 | Visualization techniques                                                                 | Dataset                     |
|-----------------|--------------------------------------------------------------------------|------------------------------------------------------------------------------------------|-----------------------------|
| Zeiler et al. [56] | Fully-supervised convnet model                                           | deconvnet                                                                               | ImageNet 2012               |
| Simonyan et al. [47] | deep ConvNet                                                            | Class Model and Image-Specific Class Saliency visualization                              | ILSVRC-2013                |
| Bach et al. [5]  | Taylor-type decomposition and Layer-wise relevance propagation           | Heatmap                                                                                 | PASCAL VOC 2007, MNIST, ImageNet, synthetic image of geometric shapes. |
| Mahendran et al. [31] | Inverting Representation                                                | Feed-forward & discriminatively trained CNN                                             | ImageNet 2012               |
| Li et al. [24]   | Soft-spectral clustering and Bipartite matching                          |                                           | ILSVRC 2012                 |
| Goyal et al. [11] | Visual Question Answering Model                                          | Guided back propagation and occlusion                                                   | VQA dataset                 |
| Nguyen et al. [57] | Activation Maximization                                                  | DGN-AM                                                                                  | ImageNet, MIT Places dataset |
| Selvaraju et al. [44] | Grad-CAM                                                                | Heatmap                                                                                 | PASCAL VOC 2007             |
| Liu et al. [27]  | CNNVis                                                                   | Hybrid visualization                                                                     | MNIST, CIFAR – 10           |
| Samek et al. [43] | Sensitivity Analysis(SA) and Layer-wise Relevance Propagation (LRP)     | Heatmap                                                                                 | ILSVRC2012, 20Newsgroup, HMD51 |

visualizing the class models and highlighting the areas of interest of the image of the particular class.

Aiming to view and understand the path followed by classifiers in arriving at the decisions, the research community contributed their ideas by exploring them in a number of ways. Bach, Binder et al. [5] proposed a general technique applicable to both neural network models and bag-of-words models for understanding the prediction by visualizing the pixels or prominent attributes that resulted in the prediction. According to the authors, while following the process of mapping the pixel values of the raw-image to the classifiers, there is no linear mapping among the various constituents of the process which leads to the absence of the explainability of the prediction being made. They proposed two pixels-wise decomposition approaches — Taylor-type decomposition and Layer-wise relevance propagation approach for the models, multi-layer neural networks and Bag of Words (BoW). Mahendran et al. developed a technique that provides explanation based on the visual content of the image [31]. They discover the method with a view to addressing the question of recovering an image based on a given encoding. The developed the inverting representation approach that is used to compute the inverse representation of the image. The experiment was conducted on the ImageNet [42] dataset and is found to work better as compared to recent trends [55]. While posing the question of whether different deep neural networks trained with different initialization, are able to perform convergent learning, Li, Yosinski et al. [24] is able to gain insight into deep learning models. They used a matching approach or a soft-spectral clustering approach in order to align the units from different networks.

Goyal et al. [11] proposes two visualization techniques for the Visual Question Answering (VQA) (Lu et al.2015) [29] which provides an explanation to their prediction. The techniques are Guided Backpropagation [49] and Occlusion. These techniques are used to interpret and find out the pixels or words in an image or sentence which is mostly focused upon while answering the questions in the VQA model. The guided backpropagation and occlusion techniques are employed respectively to analyze important words or pixels (in a sentence or image respectively) and to observe changes
A Survey on Explainability: Why should we believe the accuracy of a model? in the prediction probability by occluding the input respectively. Nguyen et al. [37] used Activation Maximization (AM) as a feature relevance explanation method and visualized it using a Deep Generator Network (DGN). The AM is used to synthesize the preferred input neuron. Authors Samek et al. [43] developed two approaches for visualizing the deep learning models. They are — Sensitivity Analysis (SA) [6], [48] for explaining a model prediction via the locally evaluated gradient of the model and Layer-wise Relevance Propagation (LPR) [5] for explaining the decision of the classifier using decomposition technique. They used three different classification approaches to obtain an explanation for the decisions being made — annotated images (ILSVRC2012 [42]), text document classification (20Newsgroup [36]) and activity recognition in videos (HMDB51 [18]).

3.2 Framework for Explainability in Deep Learning

Trying to understand why a model chosen by us for a particular computation, made such a prediction is an important topic of interest which have been evolving in recent times. Understanding the underlying reason behind such prediction may be able to incur something which is called trust. This is indeed an important aspect in the learning technologies using which one can take the decision whether or not to employ the model under consideration. Explaining a prediction refers to providing qualitative understanding of the relationship between the components of an instance and the prediction made by a model in the form of textual or visual artifacts. Developing a technique that can clearly explain the predictions predicted by a classifier is a challenging task. It addresses two of the most common problems i.e. trusting a model and trusting a prediction. Helps in picking up the most relevant classifier from among a set of classifiers. Accuracy measure may not be always suffice to explain a model prediction, one also needs explainability for such prediction. The main aim is to provide insight as to why the model gave us such prediction (trust related task). Also measures faithfulness of explanations. The various characteristics that are required to be fulfilled by a model to provide a proper explanation of its prediction require a well-designed framework that encompasses all the required properties explained in [4].

The authors developed an explainable model called LIME abbreviated as Local Interpretable Model-Agnostic Explanations, that can explain or detect features that contributed for such predictions. It thus provides a way of how humans can understand the working of the model and have faith in its prediction. It is inbuilt with characteristics such as interpretable, local fidelity, providing global perspective. In order to attain a deeper understanding into the model, the authors mainly focused on the aspect of trust. They developed this framework with a view to answering questions such as whether the predictions should be trusted by any user; whether the explanations provided by the framework could be used in general for selection of a model from a pair; etc. Towards answering the query about trusting a prediction and trusting the model, the authors presented the LIME and SP-LIME frameworks respectively. LIME was able to provide more than 90% recall on the books and DVDs datasets for the two interpretable classifiers, Decision Trees and Logistic regression classifier. The results indicate that the explanations provided by LIME are faithful to the model. At the same time it also proved to be a powerful tool for associating the trust in the predictions and are good in generalizing.

The SHAP model is SHarpely Additive exPlanations. They are used extensively to describe the Deep Learning models in particular. It is a model-agnostic unified framework which is used in interpreting predictions by unifying six methods altogether (LIME[39], DeepLIFT [46], layer-wise relevance propagation [5], shaply regression [26], shaply sampling [50], quantitative input influence feature attributions [8]). Sound LIME (SLIME) [35] is a version of the LIME framework that extends LIME to MCA systems. SLIME has the ability to produce three versions of explanations, including temporal, frequency and time-frequency segmentation. The framework is experimented on three
Table 3. Explainability studies carried out in Deep Learning models for providing visual and feature relevance explanation

| Name   | Year | Author            | Description                                                                                     |
|--------|------|-------------------|-------------------------------------------------------------------------------------------------|
| LIME   | 2016 | Ribeiro et al. [40] | Provide faithful explanation against the prediction made by a classifier. Addresses the “trusting a prediction” problem. |
| SP-LIME| 2016 | Ribeiro et al. [40] | Addresses the “trusting a model” problem.                                                        |
| SHAP   | 2017 | Lundberg et al. [30] | Assigns value to each feature based on their importance while combining six existing methods into one new class. |
| SLIME  | 2017 | Mishra et al. [35]  | Extension of LIME to Music Component Analysis (MCA).                                             |
| aLIME  | 2016 | Ribeiro, Singh et al. [39] | Provide explanations using ‘if-then’ rule (rule-based explanations).                             |
| ASTRIDE| 2017 | Henelius et al. [15] | Aids in identifying interacting attributes for better explainability.                           |
| DeepLIFT| 2016 | Shrikumar et al. [45, 46] | Assigns a type of ranking to the determine the contribution score of the neuron.                |

Singing voice systems — Decision Tree, Random Forest and Convolution neural Network and provided explanation towards the behavior of the model. aLIME for Anchor Local Interpretable Model-Agnostic Explanations is also an extension to LIME specifically designed to provide ‘anchors’ to a prediction made by the model. This framework was applied on the Part-of-Speech tagging, Image classification and Visual Question Answering models. This framework succeeds in achieving high precision and clear coverage bounds for model-agnostic models. With a view to investigate about the role of two or more attribute interactions in providing explanations for classifiers, authors Henelius et al. devised the ASTRID framework. Thus, it is an Automatic STRuctrue IDentification method that inspects for the largest subset of attributes and attains identical accuracy when the classifier is trained on both the original attributes and a subset of attributes. The DeepLIFT (Learning Important FeaTures) is another framework developed in 2016 by Shrikumar and Shcherbina [46]. This framework computes the score of a neuron to determine its contribution in the prediction and the explanation. The score of each neuron is computed by taking the difference between a ‘reference activation’ and the activation of a neuron; thus determining the deviation of the neuron; employing it on a subset dataset of the ImageNet dataset. These scores are computed using the backpropagation approach. It was later modified in 2017 [45] by the authors by employing it on the MNIST dataset.

Recently in a 2020 publication, authors Lima and Delen performed a novel study for predicting corruption and the reason causing it across countries at various levels using modern techniques of Artificial Intelligence and Machine Learning [25]. The study was aimed at exploring the most predictive cause(s) behind corruption so that steps could be taken to eradicate them and in the long run make an attempt to make a corruption-free country wise. They collected data from 132 countries across the globe for obtaining the predictors for Corruption Prediction Index (CPI). The entire dataset was labelled into four classes. These classes were: High Corruption (Class 1),
In order to avoid biased model prediction, the \( k \)-fold (\( k = 10 \)) cross-validation technique was applied on the dataset which splitted them into the training and testing sets. The accuracy is measured as the average of all the individual accuracy measures obtained from the \( k \)-fold cross-validation. They then employed the three popular Machine Learning approaches — Random Forest (RF), Artificial Neural Network (ANN) and Support Vector Machines (SVM). From among these models they tried to identify one model and its parameter specifications that produced unbiased and satisfactory accuracy. For comparing the three ML models, the method computed the overall accuracy as well as the class-wise accuracy. Upon experiment it was found that Random Forest was able to attain the best overall accuracy as well as class-wise accuracy among the other two models. For exploring the explainability of the prediction made by the Random forest, the variable having the most predictive power is computed using the “Actual Splitting Rate (ASR)”. The ASR computes the variable importance as the ratio of the split factor to that of the candidate to split factor. This allowed for obtaining the most relevant corruption predictor. According to this ASR, the Government Integrity was splitted 90.47% of the time as compared to Property Rights, Judicial Effectiveness and Education Index which were splitted 78.84%, 77.94% and 53.93% of the times. Thus the Government Integrity is addressed as the most relevant predictor for corruption. It thus provided Government Integrity as the most relevant explanation for the corruption prediction made by the Random Forest model.

4 INTERACTIVE EXPLANATION IN MACHINE LEARNING

Wrongly identifying or predicting a concept is a severe threat to the learning models. Researchers explored ways in which the end users can contribute to such misclassifications in a number of ways. Studying the role of the end users explicitly in Machine Learning models is found to promote better learning and performance of the model. Though the involvement of the end users is negligible in developing a model for various objectives, [2] carried out an extensive study that promotes for the contribution of end users to make the Machine Learning models more interactive and understandable thus providing a relevant explanation as required by the user using it for their beneficial tasks. The authors Amershi et al. present different instances that highlight the significance of involving the end user in building a powerful, interactive and efficient model. Kapoor et al. proposed a way for interactive computation among the users and machines. They developed a system — ManiMatrix — that can effectively control the performance of the Machine Learning models in accordance with the user preference [16]. Using this application, the users can modify the decision boundary parameters in the confusion matrix via an interactive round of classification and visualization.

During the year 2011, Kulesza et al. proposed a Why-oriented approach [22] for the end users that allows them to question about a model prediction; get the explanation and later modifies the model in order for it to provide more preferable explanations in the future. The author also discusses the barriers that are faced by the end users while trying to fix the faulty behavior of the intelligent system. These barriers include Design, Selection, Coordination, Use and Understanding. The Why-oriented approach works by combining three important aspects: Firstly, it allows end users to question a prediction made by the system, secondly obtaining explanations against each prediction that provides both the current logic as well as the execution state and thirdly end users are given authority to directly manipulate the explanations to fix the system logic. All of these studies, including a few more such as [3, 51, 54] suggest that Machine Learning models and end users can work together with the aim of increasing the understandability, trust and accuracy of the model. Another idea was propounded by Kulesza et al. [19], where they suggested for personalizing a prediction made by the model using the Explanatory Debugging approach (an idea proposed by
Kulesza et al. in 2010 [20]). It is a task that can be performed from the users end to modify these models in an effective manner. Though a difficult task to exercise, by imbibing personalize machine learning systems into the learning model, is found to increase the understandability by 52% [21]. It is a system that explains the user about the predictions it made and the user debugs it for any correction in the learning model, thus personalizing the Machine Learning model’s behavior. The user tries to identify and correct the faults in the system’s reasoning that are responsible for the predictions that failed to meet the user’s expectation. So the user and the learning model work as a unit and share their understanding and also influence one another. Explanatory Debugging is a controllable and satisfying approach as it focuses on users who makes the corrections by explaining predictions.

In later years in 2017, Miller et al. suggests that the explainable module does not take into consideration the social science viewpoint while they are developing the explainability framework which may head up towards failure in later times. Therefor one also needs to put special emphasis on how people – rather than the developers – define, generate, select, evaluate and present their explanations [34]. While trying to explain and analyze this fact, Miller et al. cites “beware of inmates running the asylum.” The trend followed while developing the explainable AI, researchers and developers think and work by taking into consideration only their own psychological viewpoints in almost every case. But in actual scenario, it does not apply so. Since they are developing the explainable model for the audience and not for themselves, the research community should focus on people’s psychology and physiological condition in general keeping in mind that the explainable model would provide these explanations to the audience. Hence the authors suggested that these explainable models should be developed in a way by incorporating social and human behavioral science in order to build an explainable AI for the audience and let them evaluate the model quality. It is so because the end users need to believe and trust these explanations provided against the predictions. This trust and belief is to a large extent dependent on the people’s belief along with other psychological conditions. Thus, the author highlights that the research practitioners also should take into consideration the psychological and behavioral aspect of the people in general rather than providing explanation from the developer’s perspective. Claiming whether an explanation provided is a ‘good’ or ‘bad’ is determined only by the researchers point of view or perception which may not always be a success in real time. Whereas it can also be viewed from from other perspectives such as —philosophy, psychology or social science. So in 2018 Tim Miller [33] suggested that the explanations provided by the XAI would prove to be beneficial only when the explanations are derived from the psychology of the audience – keeping in mind their ways of thinking, selection, presentation, etc.

5 DISCUSSION

We started our survey with an introductory note on “Explainability” for newcomers to get idea about the very term. We provided definitions cited by a number of researchers. No doubt they are aiming at providing us with the clear concept of explainability, but one could not find an agreement on the term. It is also evident that the research community is somewhat failing in their attempt to present a satisfactory and standard level of understanding of the importance, properties, etc. in various domains. Explainability is of course a powerful tool for exploring and unboxing the working model actively involved in the prediction making. It helps the end users to take various decisions – especially that of trust in a model. Without the progress in explainability, various life changing observations could be witnessed as discussed in Section 2.1. We tried to find answer to the question in the title of the survey by walking through the approaches, tools, models developed so far in literature for explainability. The explanations provided by the various developed models and approaches are usually made with the complete knowledge of all the features. But studies and
experiments can also be carried out to investigate the influence of latent features in explanation. One of such work can be found in [23] where they worked upon latent and unobserved features. Importance and necessity of the end users in debugging the intelligent system’s prediction is also an important aspect of the survey. Ways of debugging the systems have also been explored which brought into light the various challenges faced in the context. Addressing these barriers remain an unsolved research question yet to be looked upon. The role and importance of the psychological aspects of the people in proving to be beneficial for explainability models are also brought to light.

6 CONCLUSION

In this survey, we have explored the broad spectrum of explainability employed in Artificial Intelligence, Machine Learning and Deep Learning fields. Some of the noted contributions are marked and toured in this regard. Understanding explainability and its need is of course a major concern which is highlighted in this study. We presented some of the application domains that require the explainability as the actions taken after relying on the model’s prediction are life changing and risky. Introspecting through this survey will guide the upcoming researchers in the field of explainability and serve as a reference in future research.
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