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**A B S T R A C T**

A two-parameter class of generator named the alpha power Topp-Leone-G (APTL-G) distribution for generating and engendering up to the minute family of continuous contemporary distributions is proposed. The propounded model has a bathtub and J-shapes hazard rate characteristics in data science. Thus, it has enhanced data analysis because of its productivity. A weighted function of the parent distribution was used to obtain the quantile function for the different sub-models considered. The record values of the differences of the kth lower and upper values were obtained in a closed-form to enable its applicability. The APTL-G model parameters values were captured and obtained in their simplified cases by the maximum likelihood approach. A simulation was also adopted to examine and investigate the performance, productivity, efficiency and tractability of the APTL-G sub-models. The outcomes of the real-life application and simulation study show that the performance of the goodness-of-fit of the APTL-G model is more flexible and tractable with real-life data sets concerning its goodness-of-fit.

1. Introduction

Despite existing numerous statistical distributions to unravel the distributions of life processes in modelling, there are yet numerous newer tractable and flexible emerging statistical models to harness the true characteristics of observable data set. However, the variability intractability, performance and flexibility of the statistical models may be a result of variability in locations (see [9],[10]). Nevertheless, statistical decision making depends on the probability distribution of the outcome of the underline random processes.

In statistical distribution, most newly developed traditional distributions do not characterise the true characteristics of the data set. This can be seen in their goodness-of-fit with data applications. However, to improve these distributions, families of statistical distributions are being developed to extend, make adequate, and improve existing traditional distributions. Nevertheless, the flexibility, simplicity and tractability of any model is depending on the performance of the goodness-of-fit, parsimoniousness in parameter(s), tractability and simplicity of the true model characteristics in data representation and analysis. Thus, achieving underlined features becomes paramount in data analysis for applicable inference. Hence, in some cases, an additional parameter is added to the classical distributions to obtain a simplified, modified and applicable distribution.

The beta distribution has very important in varieties of scenarios that deal with percentages and proportions that occur randomly (uncertainty). For example, it has been used as a conjugate prior model for geometric, binomial, Bernoulli, and negative binomial distributions. Regardless of how important the beta distribution is, there is a need to improve the tractability and flexibility of the beta distribution for better performance. Thus, the Topp-Leone distribution has served as a better alternative to the beta distribution in reliability theory. This is a result of its J-shaped and boundedness characteristics. Hence, it has found wide importance in the field of reliability and fuzzy theories, risk analysis, economic, actuarial science, spatial statistics, decision sciences, operation research, probabilistic random processes, machine learning, cryptography and uncertainty quality control. Thus, based on the major relevance of the Topp-Leone distribution, there is a need to improve its performance to be able to capture the true character of the data set.

Hence, this research introduces a contemporary new family of the generator using the alpha power characteristics.
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Several families have proposed generating new distributions in the statistical literature. For example, the transmuted alpha power generator model was proposed in [12], [4] proposed the Gompertz-G generator. [2] proposed the family of beta transmuted-H distributions. The Transmuted Odd Log-Logistic generator was proposed in [6]. [11] proposed the alpha power Marshall-Olkin generator for improving distributions. The exponentiated generalized generator Poisson distribution was proposed in [7] for generalizing the Poisson models. [13] proposed the alpha power Teissier distribution. The Topp-Leone odd Lindley generator of distributions was proposed in [19]. The transmuted Weibull generator of distributions was proposed in [5]. The Marshall-Olkin generalized generator of distributions was proposed in [22] for adding a parameter to existing models. The transmuted Topp-Leone generator of distributions was proposed in [23].

Motivated by the tractability and performance of the Topp-Leone generator of models, this research introduces a new up to the minute contemporary generator for continuous distribution using the alpha power model transformation for improving contemporary reliability theories and risk analysis. More so, the record values of the proposed model were examined in a closed form to complement its productiveness.

Let \( X \) be a sampled random variable, thus the probability density function (pdf) of the Topp-Leone generator is defined as [3] and [20]

\[
    w(x) = 2g(x)(1-G(x))(G(x))^{\lambda-1}(2-G(x))^{-\lambda} \quad x \in \mathcal{R}, \lambda > 0, \tag{1}
\]

and its cumulative distribution function (cdf) is given as

\[
    W(x) = (G(x))^\lambda(2-G(x))^{\lambda} \quad x \in \mathcal{R}, \lambda > 0, \tag{2}
\]

where \( g(x) \) and \( G(x) \) are the parent pdf and cdf.

Nevertheless, [16] defined the alpha power transformation pdf and cdf as

\[
    f(x) = \begin{cases} 
        \frac{w(x)\log a(a-1)}{w(x)} & \text{if } a > 0, a \neq 1 \\
        \frac{1}{w(x)} & \text{otherwise}, a = 1, \tag{3}
    \end{cases}
\]

and

\[
    F(x) = \begin{cases} 
        \frac{W(x)}{a-1} & \text{if } a > 0, a \neq 1 \\
        \frac{1}{W(x)} & \text{otherwise}, a = 1, \tag{4}
    \end{cases}
\]

### 2. The APTL-G model

Let \( X \) be a random variable sample from the APTL-G distribution. Then, the pdf and cdf of the APTL-G are given as

\[
    f(x) = \begin{cases} 
        \frac{2ag(x)\log G(x)G^{\lambda-1}(x)[2-G(x)]^{\lambda-1}}{W(x)} & \text{if } \lambda > 0, a > 0, a \neq 1 \\
        2ag(x)G(x)G^{\lambda-1}(x)[2-G(x)]^{\lambda-1} & \text{otherwise}, \lambda > 0, a = 1, \tag{5}
    \end{cases}
\]

and

\[
    F(x) = \begin{cases} 
        \frac{G^{\lambda}(1-[log a]^{-1}\log a(\alpha-1)+1)]^{1/\lambda}}{G^{\lambda}(2-G(x))} & \text{if } \lambda > 0, a > 0, a \neq 1 \\
        G^{\lambda}(1-[\log a]^{-1}\log a(\alpha-1)+1)]^{1/\lambda} & \text{otherwise}, \lambda > 0, a = 1, \tag{6}
    \end{cases}
\]

where \( G = 1-G(x) \); \( g(x) \) and \( G(x) \) are the parent or baseline pdf and cdf respectively.

The quantile function of a random variable \( X \) for \( U \sim \text{Uniform}(0,1) \) of the APTL-G distribution can be obtained in a closed form as

\[
    \tilde{Q}(u) = \begin{cases} 
        G^{-1}(1-[1-(\log a)^{-1}\log a(\alpha-1)+1)]^{1/\lambda}) & \text{if } \lambda > 0, a > 0, a \neq 1 \\
        G^{-1}(1-[\log a]^{-1}\log a(\alpha-1)+1)]^{1/\lambda} & \text{otherwise}, \lambda > 0, a = 1, \tag{7}
    \end{cases}
\]

Table 1 illustrates the skewness and the kurtosis of the proposed model. In Table 1, an increase in parameters values decreases the skewness and kurtosis with the Weibull (W), Gompertz (G) and Frechet (F) models. The kurtosis and skewness were positive in all models. The quantiles in all models are increasing.

### Theorem 1

The characteristic demeanor of the APTL-G distribution can be investigated by the attributes of \( Q(x) \), \( f(x) \), and \( Q''(x) \) with \( Q(x) \) given as \( Q(x) = \log f(x) \) for \( a > 0, a \neq 1 \).

**Proof.** Suppose that \( Q(t) \) is given as \( Q(t) = \log f(x) \), then, we can express
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Thus,
\[
Q'(x) = \frac{g'(x)}{g(x)} + \frac{(\lambda - 1)g(x)}{G(x)} \left( \frac{(\lambda - 1)g(x)}{2 - G(x)} \right) + \lambda G^{-1}(x)g(x)(2 - G(x))^4 \log(a) - 2\lambda G'(x)(2 - G(x))^4 \log(a).
\]

However, for all \( x \) and \( Q'<0, \) \( F(x) \) is monotonically non-increasing. The mode of the APTL-G proposed model can be obtained by taking the second partial derivative of \( Q \) as \( Q'' \) for values of \( \eta = 0, \beta = 0. \) More so, suppose the differential \( f(x)'' \) alternates signs from positive to non-positive and to positive and again negative as the values of \( \lambda \) increase continuously viz-a-viz, then, the proposed APTL distribution will be bimodal. Thus, the J-shape of the hazard rate function of the proposed model is established.

3. Parameter estimation

In this section, the parameters of the proposed model were estimated using the maximum likelihood and a Monte Carlo simulation study.

3.1. Maximum likelihood

Suppose \( X = (X_1, X_2, \ldots, X_n) \) is a random sample obtained from the APTL-G distribution with unknown parameter vector \( \theta = (\alpha, \lambda, \phi) \). Let \( x = (x_1, x_2, \ldots, x_n) \) be a sample value from random sample \( X \). Then, we can obtain the log-likelihood as
\[
\ell = n \log 2 + n \log \lambda + n \log(\log(a)) - n \log(a - 1) + \sum_{d=1}^{n} \log G(x_\phi, \phi) - (\lambda - 1) \sum_{d=1}^{n} \log(2 - G(x_\phi, \phi)),
\]

where
\[
p = \sum_{d=1}^{n} \log G(x_\phi, \phi)(2 - G(x_\phi, \phi))^4 \log(a).
\]

Nevertheless, taking the partial derivative with respect to the parameters and equating to zero, we have
\[
\begin{align*}
\frac{\partial \ell}{\partial \lambda} &= \frac{n}{\lambda} - \sum_{d=1}^{n} \log G(x_\phi, \phi) - \sum_{d=1}^{n} \log(2 - G(x_\phi, \phi)) + p = 0, \quad (9) \\
\frac{\partial \ell}{\partial \phi} &= \frac{n}{\alpha \log(a)} + \frac{n}{\alpha - 1} + p = 0, \quad (10)
\end{align*}
\]

and
\[
\begin{align*}
\frac{\partial \ell}{\partial \phi} &= n \frac{g'(x_\phi, \phi)}{g(x_\phi, \phi)} + (\lambda - 1) \sum_{d=1}^{n} \frac{g(x_\phi, \phi)}{G(x_\phi, \phi)} - \sum_{d=1}^{n} \frac{G(x_\phi, \phi)}{G(x_\phi, \phi)} \\
&\quad + (\lambda - 1) \sum_{d=1}^{n} \frac{g(x_\phi, \phi)}{2 - G(x_\phi, \phi)} = 0,
\end{align*}
\]

where \( r \) denote derivative. The estimates can not be obtained in a closed form analytically, thus by solving the nonlinear equations in Equations (9), (10) and (11) by utilizing the Newton Raphson algorithm embedded in R software [18].

The APTL-G density and distribution functions is expanded in power series so that some properties of the model can be easily expressed in linear form. However, recall that for variable \( k, \ a^k = \sum_{m=0}^{\infty} \frac{d_k}{m!} \), and \( (x + m)^n = \sum_{m=0}^{\infty} \binom{n}{m} x^m m^k \), for \( \nu > 0 \). Thus, the APTL-G density function can be expressed as
\[
f(x) = \sum_{q=0}^{\infty} \sum_{d=0}^{Q(q+1)-1} 2^{q(q+1)-a} \frac{\lambda(\lambda - 1)}{a} \frac{(\log(a))^q}{q!} \frac{a^{q+1}}{q!} (\eta g(x)G(x)G(q)G(q+1)+1)(x).
\]

4. Some statistical properties

In this section, we examined some general statistical properties of the APTL-G model. The \( r^{th} \) moment is obtained as
\[
\mu_r' = \begin{cases} 
\frac{\omega_{q+1}}{\omega_q} \int \phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{if } \lambda > 0, \alpha \in \mathbb{R}^+ - \{1\} \\
2 \int \phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{otherwise, } \lambda > 0, \alpha = 1,
\end{cases}
\]

Thus,
\[
\frac{\phi}{\omega_q} = \begin{cases} 
\frac{\lambda(\lambda - 1)}{a} \frac{(\log(a))^q}{q!} \frac{a^{q+1}}{q!}, \quad \text{if } \lambda > 0, \alpha \in \mathbb{R}^+ - \{1\} \\
2 \frac{a^{q+1}}{q!}, \quad \text{otherwise, } \lambda > 0, \alpha = 1.
\end{cases}
\]

The first moment is obtained when \( r = 1 \). The variance is obtained as
\[
Var(x) = \mu_2' - [\mu_1']^2.
\]

The probability and moment generating functions of the proposed model can be expressed as
\[
\begin{align*}
\rho(t) &= \begin{cases} 
\sum_{q=0}^{\infty} \sum_{d=0}^{Q(q+1)-1} P_{q, a} \frac{\omega_{q+1}}{\omega_q} \int \phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{if } \lambda > 0, \alpha \in \mathbb{R}^+ - \{1\} \\
2 \int \phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{otherwise, } \lambda > 0, \alpha = 1,
\end{cases}
\]

and
\[
M(t) = \begin{cases} 
\sum_{q=0}^{\infty} \sum_{d=0}^{Q(q+1)-1} P_{q, a} \frac{\omega_{q+1}}{\omega_q} \int \phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{if } \lambda > 0, \alpha \in \mathbb{R}^+ - \{1\} \\
2 \int \phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{otherwise, } \lambda > 0, \alpha = 1.
\end{cases}
\]

The \( (s, r)^{th} \) probability weighted moments of the APTL-G density can be expressed as
\[
\begin{align*}
P(s, x) &= \begin{cases} 
\sum_{q=0}^{\infty} \sum_{d=0}^{Q(q+1)-1} P_{q, a} \frac{\omega_{q+1}}{\omega_q} \int \phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{if } \lambda > 0, \alpha \in \mathbb{R}^+ - \{1\} \\
2 \int \phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{otherwise, } \lambda > 0, \alpha = 1,
\end{cases}
\]

where
\[
J_{q, a} = P_{q, a} \left( \frac{\lambda(\lambda - 1)}{a} \frac{(\log(a))^q}{q!} \frac{a^{q+1}}{q!} \right) (\alpha - 1)^{-q} \Lambda^q,
\]

and
\[
\Lambda^q = \left( \frac{\lambda q}{a} \right)^{(\alpha - 1)^{-q}} (\log(a))^q \frac{1}{q!}.
\]

The Renyi entropy \( R(x) \) of the APTL-G density can be obtained as
\[
R(x) = \frac{1}{1 - \lambda} \sum_{q=0}^{\infty} \sum_{d=0}^{Q(q+1)-1} \log P_{q, a} \frac{\omega_{q+1}}{\omega_q} \phi x^r g(x)G^q(x)G(q)G(q+1)+1(x)dx,
\]

Thus,
\[
\phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{otherwise, } \lambda > 0, \alpha = 1.
\]

The moment of the residual and reversed residual life can be expressed as
\[
R(x) = \frac{1}{1 - \lambda} \sum_{q=0}^{\infty} \sum_{d=0}^{Q(q+1)-1} \log P_{q, a} \frac{\omega_{q+1}}{\omega_q} \phi x^r g(x)G^q(x)G(q)G(q+1)+1(x)dx,
\]

Thus,
\[
\phi x^r g(x)G(x)G(q)G(q+1)+1(x)dx, & \text{otherwise, } \lambda > 0, \alpha = 1.
\]
\begin{equation}
\begin{aligned}
b_a(t) = & \left\{ \begin{array}{ll}
\frac{1}{\Gamma(\alpha)} \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma(n+1)}{n!} P_{\alpha} \int_{0}^{\infty} X^t \hat{G}(x) \frac{d}{dx} \hat{G}(x) \times G^{(k+1)-1}(x) dx, & \lambda > 0, \alpha \in \mathbb{R}^{+} - \{1\}, k > 0, n \neq 0 \\
\frac{2\alpha}{\Gamma(\alpha)} \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma(n+1)}{n!} P_{\alpha} \int_{0}^{\infty} X^t \hat{G}(x) \frac{d}{dx} \hat{G}(x) G^{k}\times \left[ \frac{G^{(k+1)-1}(x) - 1}{\lambda - 1} \right] dx, & \lambda > 0, \alpha \in \mathbb{R}^{+} - \{1\}, k > 0, n \neq 0 
\end{array} \right.
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
B_a(t) = & \left\{ \begin{array}{ll}
\frac{1}{\Gamma(\alpha)} \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma(n+1)}{n!} P_{\alpha} \int_{0}^{\infty} X^t \hat{G}(x) \frac{d}{dx} \hat{G}(x) \times G^{(k+1)-1}(x) dx, & \lambda > 0, \alpha \in \mathbb{R}^{+} - \{1\}, k > 0, n \neq 0 \\
\frac{2\alpha}{\Gamma(\alpha)} \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma(n+1)}{n!} P_{\alpha} \int_{0}^{\infty} X^t \hat{G}(x) \frac{d}{dx} \hat{G}(x) G^{k}\times \left[ \frac{G^{(k+1)-1}(x) - 1}{\lambda - 1} \right] dx, & \lambda > 0, \alpha \in \mathbb{R}^{+} - \{1\}, k > 0, n \neq 0 
\end{array} \right.
\end{aligned}
\end{equation}

\section{Order Statistics}

In this section, the record values of the APTL-G model will be examined. This will enhance its usefulness in extreme value theory and reliability analysis.

Suppose \( X_{1}, X_{2}, X_{3}, \ldots, X_{n} \) are the order statistics for random variable \( X _1, X _2, X _3, \ldots, X _n \) sampled from the APTL-G distribution. Then, the APTL-G density \( k \) th order statistics for \( a \in \mathbb{R}^{+} - \{1\} \), and \( \lambda > 0 \) is given as

\begin{equation}
f_k(x) = \frac{n!}{(n-k)!} a^k (G(x))^k \left[ 2 - G(x) \right]^{k-1} \frac{d^k}{d(x)} \left( a^k (G(x))^k \right)
\end{equation}

The maximum and minimum record values are obtained when \( k = n \) and \( k = 1 \) respectively.

The cdf of the \( k \) th order statistics for \( a \in \mathbb{R}^{+} - \{1\} \), and \( \lambda > 0 \) is given as

\begin{equation}
F_k(x) = \sum_{u=0}^{n-k} \binom{n-k}{u} (G(x))^u \left[ 2 - G(x) \right]^{u-1} \left[ 1 - a^k (G(x))^k \right]^{n-k-u}
\end{equation}

The lower order record values with \( L_k^n(1) = 1 \) and \( Z_k^n = \text{max} (X_1, X_2, X_3, \ldots, X_k) \) the lower record values for the sequence \( \{ X_i \} \geq 1 \). Thus, for \( 1 \leq k < s \leq n \), we define the difference of the upper record value as

\begin{equation}
U_k^n = Y_k^n - Y_k^{n-1} = \int_{0}^{\infty} X^t \hat{G}(x) \frac{d}{dx} \hat{G}(x) G^{k}\times \left[ \frac{G^{(k+1)-1}(x) - 1}{\lambda - 1} \right] dx, \quad \lambda > 0, \alpha \in \mathbb{R}^{+} - \{1\}, k > 0, n \neq 0
\end{equation}

However, the joint APTL-G density for \( k < s \) with \( k \) th and \( j \) th upper record values for \( a \in \mathbb{R}^{+} - \{1\} \), and \( \lambda > 0 \) is defined as

\begin{equation}
f_{u_{k}s}(w_{ks}) = \frac{2\alpha}{\Gamma(\alpha)} \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma(n+1)}{n!} P_{\alpha} \int_{0}^{\infty} X^t \hat{G}(x) \frac{d}{dx} \hat{G}(x) G^{k}\times \left[ \frac{G^{(k+1)-1}(x) - 1}{\lambda - 1} \right] dx, \quad \lambda > 0, a = 1
\end{equation}

where

\begin{equation}
\psi(u) = \int_{0}^{\infty} \left( \frac{G^{(k+1)-1}(x)}{\lambda - 1} \right) dx, \quad \lambda > 0, \alpha \in \mathbb{R}^{+} - \{1\}, k > 0, n \neq 0
\end{equation}

\textbf{Remark:} The range of \( k \) obtains when \( k = 1, s = n \). Hence, using the [8] approach, the pdf of \( U_k^n \) is given as

\begin{equation}
f_{u_k^n}(u) = \frac{2\alpha}{\Gamma(\alpha)} (a^k (G(x))^k - 1) \left( 1 - a^k (G(x))^k \right) \left( 2 - G(x) \right) \frac{d^k}{d(x)} \left( a^k (G(x))^k \right)
\end{equation}

\textbf{Suppose the APTL-G pdf of} \( Z_k^n \) \textbf{is given as}

\begin{equation}
f_{z_k^n}(x) = \frac{2\alpha}{\Gamma(\alpha)} (a^k (G(x))^k - 1) \left( 1 - a^k (G(x))^k \right) \left( 2 - G(x) \right) \frac{d^k}{d(x)} \left( a^k (G(x))^k \right)
\end{equation}

Then, using [8] method, the joint pdf of \( (Z_{n}^k, Z_{n+1}^k) \) for \( x > y \) and \( a \in \mathbb{R}^{+} - \{1\} \), and \( \lambda > 0 \) is given as

\begin{equation}
f_{z_{n+1}^k(1, x), y) = \frac{2\alpha}{\Gamma(\alpha)} (a^k (G(x))^k - 1) \left( 1 - a^k (G(x))^k \right) \left( 2 - G(x) \right) \frac{d^k}{d(x)} \left( a^k (G(x))^k \right)
\end{equation}

\textbf{However,} \( f_{z_{n+1}^k(1, x), y) = 0 \), for \( x \leq y \). The pdf of the lower record value difference is given as

\begin{equation}
f_{z_{n+1}^k(u), y) = \frac{2\alpha}{\Gamma(\alpha)} (a^k (G(x))^k - 1) \left( 1 - a^k (G(x))^k \right) \left( 2 - G(x) \right) \frac{d^k}{d(x)} \left( a^k (G(x))^k \right)
\end{equation}

where

\begin{equation}
\psi_L = \int_{0}^{\infty} \left( \frac{G^{(k+1)-1}(x)}{\lambda - 1} \right) dx, \quad \lambda > 0, \alpha \in \mathbb{R}^{+} - \{1\}, k > 0, n \neq 0
\end{equation}

\textbf{Conclusion:} The pdf of \( U_k^n \) is given as
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\[
\phi_L = \int_0^\infty \left[ -\log\left( G^{\alpha}(2-\xi)^z \right) \right]^{\beta-1} \frac{dG^{\alpha}(z)[2-G(x)]^{\gamma-1} d\xi}{(\alpha-1)}
\]

for \( z \geq 0 \).

6. The APTL-G sub-models

The performance and tractability of the APTL-G family of density will be examined using the following models. The models were examined on their performance in the existing literature. These models include the Frechet (F) and Weibull (W) models.

6.1. The APTL-GW distribution

Suppose the pdf and cdf (for \( x \geq 0 \)) of the Weibull distribution is considered, say \( g(x) = \beta \mu^\beta x^{\beta-1} e^{-(\mu x)^\beta} \) and \( G(x) = 1 - e^{-(\mu x)^\beta} \), respectively, for \( \mu > 0, \beta > 0 \). Then, we can express for \( a \in \mathbb{R}^+ \) and \( \lambda > 0 \) the cdf and pdf of the proposed APTL-GW distribution as

\[
F(x) = \frac{\alpha(1-\exp(-\mu x)^\beta)^{\gamma}}{(\alpha-1)} - 1,
\]

and

\[
f(x) = \frac{2\lambda \log \alpha}{(\alpha-1)} \beta \mu^\beta x^{\beta-1} \exp(2(\mu x)^\beta)(1 - \exp(-\mu x)^\beta)^{\gamma-1}
\times [1 + e^{-(\mu x)^\beta})]^{\gamma-1} \alpha(1-\exp(-\mu x)^\beta)^{\gamma}[1 + e^{-(\mu x)^\beta}]^{\gamma}.
\]

Otherwise, for \( a = 1 \) and \( \lambda > 0 \), we have the pdf and the cdf as

\[
f(x) = 2a\beta \mu^\beta x^{\beta-1} \exp(-2(\mu x)^\beta)(1 - \exp(-\mu x)^\beta)^{\gamma-1}
\times [1 + e^{-(\mu x)^\beta})]^{\gamma-1} \alpha(1-\exp(-\mu x)^\beta)^{\gamma}[1 + e^{-(\mu x)^\beta}]^{\gamma},
\]

and

\[
F(x) = (1 - \exp(-\mu x)^\beta)^{\gamma}[1 + e^{-(\mu x)^\beta})]^{\gamma}.
\]

The density plot for the proposed APTL-GW distribution for selected values cases of parameters \( a, \lambda, \beta \) and \( \mu \) are shown in Fig. 1. The plots in Fig. 1 show that the APTL-G Weibull density could be decreasing, increasing, or skewed to the right or left depending on the desirable values of the parameters adopted.

6.2. The APTL-GF distribution

Assume, we consider the Frechet pdf as \( g(x) = \mu \beta x^{\beta-1} \exp(-\mu x)^\beta \) and its cdf as \( G(x) = \exp(-\mu x)^\beta \) for \( \beta > 0 \) and \( \mu > 0 \). Then, we can express the pdf and cdf of the proposed APTL-GF model for \( a \in \mathbb{R}^+ \) and \( \lambda > 0 \) as

\[
f(x) = 2\lambda \log \alpha \beta \mu^\beta x^{\beta-1} \exp(-\mu x)^\beta(1 - \exp(-\mu x)^\beta)^{\gamma-1}(2 - \exp(-\mu x)^\beta)^{\gamma-1}
\times e^{-\mu x} \mu^\beta x^{\beta-1} \exp(-\mu x)^\beta.
\]

and

\[
F(x) = \frac{e^{-\mu x} - \mu x e^{-\mu x}}{1 - \mu x e^{-\mu x}} - 1.
\]

Otherwise, for \( a = 1 \) and \( \lambda > 0 \), the pdf and the cdf become

\[
f(x) = 2\mu x^{\beta-1} \exp(-\mu x)^\beta(1 - \exp(-\mu x)^\beta)^{\gamma-1}(2 - \exp(-\mu x)^\beta)^{\gamma-1}
\times \exp(-\mu x)^\beta.
\]

\[
F(x) = \exp(-\mu x)^\beta(2 - \exp(-\mu x)^\beta).
\]

The density plot of the proposed APTL-GF distribution for some selected values cases of parameters \( a, \lambda, \beta \) and \( \mu \) are shown in Fig. 2. The plot in Fig. 2 indicates that the proposed APTL-G model could be left-skewed, right-skewed, decreasing, and increasing depending on the values of the parameters.

6.3. Simulation study

A Monte Carlo simulation study is performed to illustrate the performance of the proposed model using the quantile function. The Table 2 shows simulation results. The Weibull model was simulated with \( \lambda = 3.0, \beta = 0.7, \) and \( \mu = 1.5 \). The Gompertz model was simulated with \( \lambda = 1.5, \beta = 1.7, \) and \( \mu = 0.9 \). The Weibull model was simulated with \( \lambda = 1.5, \beta = 1.7, \) and \( \mu = 0.9 \). In Table 2, the performance of the proposed model was examined. The mean estimated value tends to the true values in all the model considered. More so, the mean squared errors decrease as the sample size increases.

7. Data applications

The empirical illustrations of the APTL-G distribution were examined using the goodness-of-fit of real-life data sets. The APTL-G sub-models were compared with the Weibull Gompertz (WGz),
Table 2. The simulation results for mean estimates (ME), biases and mean squared errors (MSE) for the APTL-G model.

| Distribution | n  | ME     | Bias   | MSE     |
|--------------|----|--------|--------|---------|
| Frechet      | 05 | 1.4256 | 0.0744 | 0.1125  |
|              | 10 | 1.5294 | 0.1026 | 0.1265  |
|              | 50 | 1.6628 | 0.0628 | 0.0628  |
|              | 100| 1.5434 | 0.0434 | 0.0600  |
|              | 150| 1.5103 | 0.0403 | 0.0510  |
|              | 200| 1.5060 | 0.0310 | 0.0502  |
|              | 250| 1.5054 | 0.0234 | 0.0472  |
|              | 300| 1.5048 | 0.0168  | 0.0472 |
|              | 350| 1.5015 | 0.0105  | 0.0510  |
|              | 400| 1.5006 | 0.0101  | 0.0290  |
|              | 450| 1.5004 | 0.0074  | 0.0101  |
|              | 500| 1.5002 | 0.0059  | 0.0102  |
| Weibull      | 05 | 1.5294 | 0.0744 | 0.1125  |
|              | 10 | 1.5294 | 0.1026 | 0.1265  |
|              | 50 | 1.6628 | 0.0628 | 0.0628  |
|              | 100| 1.5434 | 0.0434 | 0.0600  |
|              | 150| 1.5103 | 0.0403 | 0.0510  |
|              | 200| 1.5060 | 0.0310 | 0.0502  |
|              | 250| 1.5054 | 0.0234 | 0.0472  |
|              | 300| 1.5048 | 0.0168  | 0.0472 |
|              | 350| 1.5015 | 0.0105  | 0.0510  |
|              | 400| 1.5006 | 0.0101  | 0.0290  |
|              | 450| 1.5004 | 0.0074  | 0.0101  |
|              | 500| 1.5002 | 0.0059  | 0.0102  |
| Gompertz     | 05 | 1.5294 | 0.0744 | 0.1125  |
|              | 10 | 1.5294 | 0.1026 | 0.1265  |
|              | 50 | 1.6628 | 0.0628 | 0.0628  |
|              | 100| 1.5434 | 0.0434 | 0.0600  |
|              | 150| 1.5103 | 0.0403 | 0.0510  |
|              | 200| 1.5060 | 0.0310 | 0.0502  |
|              | 250| 1.5054 | 0.0234 | 0.0472  |
|              | 300| 1.5048 | 0.0168  | 0.0472 |
|              | 350| 1.5015 | 0.0105  | 0.0510  |
|              | 400| 1.5006 | 0.0101  | 0.0290  |
|              | 450| 1.5004 | 0.0074  | 0.0101  |
|              | 500| 1.5002 | 0.0059  | 0.0102  |

Fig. 3. The Empirical densities with the Glass fiber data set.

Kumaraswamy Gompertz (KGz), transmuted Weibull (TW), Topp-Leone Gompertz (TLGz), Kumaraswamy Weibull (KW), alpha power Weibull (APW), Kumaraswamy Frechet (KF), transmuted Marshall-Olkin Frechet (TMFr), exponentiated Frechet (EFr), Marshall-Olkin Frechet (MFr), Gompertz Frechet (GF), Lindley Poisson (LP), transmuted Pareto (TP), alpha power inverted Weibull (APIW), exponential generalized Frechet (EGF), Gompertz Weibull (GW), Weibull Marshall-Olkin (WMO-W), McDonald Weibull (MC-W), generalized Kumaraswamy Weibull (GKW-W) distributions. The Consistent Akaike Information Criteria (CAIC), Bayesian Information Criteria (BIC), Akaike...
Information Criteria (AIC), Hannan and Quinn Information Criteria (HQIC), Anderson Darling (A), and Cramér-von Mises (W) test statistics were adopted to obtain the goodness-of-fit.

7.1 First data

The first data as used in [1] is made up of 63 workmen’s observations of the strength of 1.5 cm glass fibres at the UK National Physical Laboratory in [21]. The results of the contemporary performance test statistics are displayed in Table 3.

Figs. 3, 4 and 5 show the empirical densities, CDFs and QQ-plots with the first data set for some models.

7.2 Second data

A stress-rupture life data of kevlar 49/epoxy strands were subjected to constant sustained pressure at 90 per cent stress level until all strands had failed and the failure times of the complete data were obtained. The data were studied by [15], [14], and [17]. The data were given as:

0.11, 0.11, 0.12, 0.13, 0.18, 0.19, 0.2, 0.23, 0.24, 0.24, 0.29, 0.34, 0.35, 0.36, 0.38, 0.4, 0.42, 0.43, 0.52, 0.54, 0.56, 0.6, 0.63, 0.65, 0.67, 0.01, 0.01, 0.02, 0.02, 0.02, 0.03, 0.03, 0.04, 0.05, 0.06, 0.07, 0.07, 0.08, 0.09, 0.09, 0.1, 0.1, 0.68, 0.72, 0.72, 0.72, 0.73, 0.79, 0.79, 0.8, 0.8, 1.8, 1.8, 1.81, 2.02, 2.05, 2.14, 2.17, 2.33, 3.03, 3.03, 3.34.
The results of the contemporary performance test statistics are displayed in Table 4.

Figs. 6 and 7 show the empirical densities, CDFs and QQ-plots with the Stress-rupture life data set for some models.

8. Conclusion

A two-parameter alpha power Topp-Leone generator has been introduced and examined for tractability, efficiency, performance and flexibility. The new model quantile function was derived and expressed as a weighted baseline CDF. The APTL-G model has been extended to extreme value and reliability theory. However, the quotients and differences $k^\theta$ lower and upper record values of the APTL-G model were obtained in a closed-form. The parameters of the formulated APTL-G model were obtained in a closed form by the maximum likelihood method of estimation. A Monte Carlo simulation study and two real-life contemporary data were administered to the APTL-G model to validate its productivity of the APTL-G model. The outcomes of the up-to-the-minute Monte Carlo simulation study and a real-life application show that the performance of the goodness-of-fit of the APTL-G model is flexible and tractable with real-life data applications.
Table 4. The goodness-of-fit rating with Stress-rupture life data (standard errors in parentheses).

| Distribution | Parameter MLEs | AIC | CAIC | BIC | HQIC | W | A | p-val. |
|--------------|----------------|-----|------|-----|------|---|---|--------|
| APTL-GG      | $\hat{\alpha} = 1.90(0.2)$ | $\hat{\beta} = 1.40(0.5)$ | $\hat{\lambda} = 0.80(0.2)$ | $\hat{\mu} = 0.1(0.9)$ | $\hat{\gamma} = 1.50(1.1)$ | $\hat{\delta} = 1.80(0.8)$ | $\hat{\phi} = 1.60(0.1)$ | $\hat{\psi} = 6.5(2.5)$ | $\hat{\omega} = 0.50(0.0)$ |
| APTL-GW      | $\hat{\alpha} = 1.90(0.2)$ | $\hat{\beta} = 1.20(0.5)$ | $\hat{\lambda} = 0.10(0.0)$ | $\hat{\mu} = 0.31(0.1)$ | $\hat{\gamma} = 1.80(0.8)$ | $\hat{\delta} = 1.60(0.1)$ | $\hat{\phi} = 6.5(2.5)$ | $\hat{\omega} = 0.50(0.0)$ |
| APTL-GF      | $\hat{\alpha} = 1.00(0.6)$ | $\hat{\beta} = 2.00(4.0)$ | $\hat{\lambda} = 0.80(0.2)$ | $\hat{\mu} = 1.60(0.1)$ | $\hat{\gamma} = 6.5(2.5)$ | $\hat{\delta} = 0.5(0.0)$ | $\hat{\phi} = 0.50(0.0)$ | $\hat{\omega} = 0.50(0.0)$ |
| WMO-W        | $\hat{\alpha} = 2.3(0.0)$ | $\hat{\beta} = 0.20(4.0)$ | $\hat{\lambda} = 1.3(0.0)$ | $\hat{\mu} = 0.8(0.4)$ | $\hat{\gamma} = 0.8(0.7)$ | $\hat{\delta} = 0.8(0.7)$ | $\hat{\phi} = 0.5(0.0)$ | $\hat{\omega} = 0.5(0.0)$ |
| BMO-W        | $\hat{\alpha} = 4.9(5.3)$ | $\hat{\beta} = 2.00(4.0)$ | $\hat{\lambda} = 2.3(1.1)$ | $\hat{\mu} = 0.8(0.3)$ | $\hat{\gamma} = 0.3(0.3)$ | $\hat{\delta} = 4.3(5.4)$ | $\hat{\phi} = 4.3(5.4)$ | $\hat{\omega} = 4.3(5.4)$ |
| MC-W         | $\hat{\alpha} = 4.4(5.7)$ | $\hat{\beta} = 2.11(1.8)$ | $\hat{\lambda} = 2.5(1.1)$ | $\hat{\mu} = 0.7(0.7)$ | $\hat{\gamma} = 0.7(0.7)$ | $\hat{\delta} = 3.0(4.2)$ | $\hat{\phi} = 3.0(4.2)$ | $\hat{\omega} = 3.0(4.2)$ |
| GKW-W        | $\hat{\alpha} = 9.0(0.1)$ | $\hat{\beta} = 2.00(4.0)$ | $\hat{\lambda} = 0.4(1.8)$ | $\hat{\mu} = 0.4(0.2)$ | $\hat{\gamma} = 0.3(0.8)$ | $\hat{\delta} = 0.3(0.8)$ | $\hat{\phi} = 0.3(0.8)$ | $\hat{\omega} = 0.3(0.8)$ |
| GFr          | $\hat{\alpha} = 3.4(3.9)$ | $\hat{\beta} = 2.12(0.2)$ | $\hat{\lambda} = 2.0(4.0)$ | $\hat{\mu} = 0.4(0.2)$ | $\hat{\gamma} = 0.3(0.8)$ | $\hat{\delta} = 0.3(0.8)$ | $\hat{\phi} = 0.3(0.8)$ | $\hat{\omega} = 0.3(0.8)$ |
| GW           | $\hat{\alpha} = 2.0(0.5)$ | $\hat{\beta} = 2.14(0.4)$ | $\hat{\lambda} = 2.0(4.0)$ | $\hat{\mu} = 0.8(4.1)$ | $\hat{\gamma} = 0.4(0.2)$ | $\hat{\delta} = 0.9(0.1)$ | $\hat{\phi} = 0.9(0.1)$ | $\hat{\omega} = 0.9(0.1)$ |
| TP           | $\hat{\alpha} = 4.8(2.0)$ | $\hat{\beta} = 3.1(0.5)$ | $\hat{\lambda} = 4.8(2.0)$ | $\hat{\mu} = 3.1(0.5)$ | $\hat{\gamma} = 3.1(0.5)$ | $\hat{\delta} = 3.1(0.5)$ | $\hat{\phi} = 3.1(0.5)$ | $\hat{\omega} = 3.1(0.5)$ |
| LP           | $\hat{\alpha} = 0.2(0.0)$ | $\hat{\beta} = 3.2(0.2)$ | $\hat{\lambda} = 2.4(1.1)$ | $\hat{\mu} = 3.2(0.2)$ | $\hat{\gamma} = 3.2(0.2)$ | $\hat{\delta} = 3.2(0.2)$ | $\hat{\phi} = 3.2(0.2)$ | $\hat{\omega} = 3.2(0.2)$ |
| EGF          | $\hat{\alpha} = 1.049(44.0)$ | $\hat{\beta} = 3.17(4.8)$ | $\hat{\lambda} = 3.17(4.8)$ | $\hat{\mu} = 3.17(4.8)$ | $\hat{\gamma} = 3.17(4.8)$ | $\hat{\delta} = 3.17(4.8)$ | $\hat{\phi} = 3.17(4.8)$ | $\hat{\omega} = 3.17(4.8)$ |
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