In an article in 2013, Caldas et al. (Phys. Rev. A 88, 023615 (2013)) derived analytical expressions of the induced interaction within the scheme of Gorkov and Melik-Barkhudarov (GMB) in quasi-two-dimensional Fermi gases with Rashba spin-orbit coupling (SOC). They claimed that the induced interaction is exactly the same as the one for the case without SOC when the SOC is weak, and in the region of strong SOC, it starts from a reduced value and then recovers the value for the zero SOC in the limit of large SOC. Unfortunately, these claims are flawed because of a reduced value but recovers the zero-SOC case in the limit of large SOC. We point out that their calculations contain the critical errors and inconsistencies that significantly affect the basis of these claims.

Caldas et al. (1) calculated the induced interaction for attractively interacting Fermi gases with Rashba spin-orbit coupling (SOC) in two dimensions. They provided the first calculation considering the Gorkov–Melik-Barkhudarov (GMB) correction to the superfluid properties in presence of the Rashba SOC. The accurate estimation of superfluid transition temperature is of clear importance in ultracold gas systems where the realization of the SOC becomes possible in a controllable environment (for instance, see [2]). In (1), they obtained the analytical expressions of the induced interaction in the weak and strong SOC regimes, claiming that (i) the magnitude of the induced interaction is exactly the same as the value for the case without SOC in the weak coupling regime, and (ii) in the strong SOC regime, the magnitude starts from a reduced value but recovers the zero-SOC case in the limit of large SOC. Unfortunately, these claims are flawed because of the critical errors and physical inconsistencies found in their calculations.

The claim (i) for the weak SOC regime (\(\lambda \ll v_F\)) was deduced from the result of Eq. (3.18) of (1),

\[
F(\alpha) = \frac{1}{2\pi} \int_0^{2\pi} d\theta \left[ 1 + \frac{4}{1 + \cos \theta} \alpha^2 \right] \\
= 1 + 4\alpha^2 \left( \frac{1}{2\pi} \right) \int_0^{2\pi} d\theta \frac{1}{1 + \cos \theta} \\
= 1 + \frac{4\alpha^2}{2\pi} \tan(\theta/2) \bigg|_{0}^{2\pi} = 1.
\]

This calculation is incorrect since \(\int_0^{2\pi} d\theta \frac{1}{1 + \cos \theta}\) in fact diverges. Therefore, the induced interaction \(U_{\text{int}}(\lambda) = g^2 N(0) F(\alpha)\) in Eq. (3.17) diverges to infinity for any finite SOC strength \(\alpha\), and the claim (i) loses its ground.

The claim (ii) for the strong SOC regime (\(\lambda \gg v_F\)) stemmed from the derivation of the polarization function \(\chi(q, \lambda)\) given in Eq. (3.20) of (1) as

\[
\chi(q, \lambda) = -N(0) \left[ \sqrt{1 + \left( \frac{2k_F}{b} \right)^2} + \frac{g^2}{2b^2} \ln \left( \frac{g^2 - 2bk_F^+}{g^2 + 2bk_F^-} \right) \right]
\]

where \(k_F^+\) and \(k_F^-\) are the magnitudes of the Fermi momenta of the (+) and (−) helicity branches with energy dispersion \(\xi_{k,\pm} = \xi_k \pm \lambda k\). However, at a fixed density of particles as assumed in (1), in the BEC regime with the strong SOC (\(\mu < 0\) at large \(\lambda\)), \(k_F^\pm\) does not exist since the Fermi sea forms only with particles in the (−) helicity branch (for instance, see [3] and Fig. 1 below).

This issue is connected to the inconsistent use of \(k_F\) in the earlier part of the article. In the end of Section II of (1), they defined \(k_F\) as \(n = \frac{k_F^2}{2\pi}\) with the particle density \(n\) which they clarified is fixed throughout their calculations. However, in Fig. 4 of (1) plotting \(k_F^+ / k_F\), they apparently used \(k_F = \sqrt{2m\mu}\), which is also found in the earlier part of the article, but it is not equivalent to \(k_F = \sqrt{2\pi n}\) for any finite SOC. At a fixed \(n\), the number equation [Eq. (2.11)] can be solved for chemical potential \(\mu\) in the noninteracting and zero-temperature limit. For the BCS (weak SOC) regime (\(\mu > 0\)), it leads to \(\mu = \epsilon_F - m\lambda^2\); for the BEC (strong SOC) regime (\(\mu < 0\)), it gives \(\mu = -\frac{1}{2}m\lambda^2 + \frac{\epsilon_F^2}{2m\lambda^2}\), where \(\epsilon_F = k_F^2 / 2m\).

\[\text{FIG. 1. (Color online) Fermi momentum of a two-dimensional Fermi gas with Rashba SOC. The particle density is fixed as } n = \frac{k_F^2}{2\pi}.\]

The sign change of chemical potential \(\mu\) is marked by the vertical dotted line at \(\lambda / v_F = 1/\sqrt{2}\). At \(\mu < 0\), the Fermi sea is only from the (−) helicity branch and doughnut-like shaped with inner radius \(k_{F,<}\) and outer radius \(k_{F,>}\). The black solid and dotted lines of \(k_{F}^+/k_F = \pm\alpha + \sqrt{\alpha^2 + 2m\mu/k_F^2}\) [Eq. (3.10)] with the use of \(k_F = \sqrt{2\pi n}\) shown in Fig. 4 of (1) are given for direct comparison.
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verifying that \( k_F = \sqrt{2\pi n} \neq \sqrt{2m\mu} \). We provide the corrected Fermi momenta for non-zero SOC in Fig. 1.

Another inconsistency is found in the \( \mu \)-calculation shown in Fig. 7 of [1]. They compared their calculation of \( \mu \) with the previous mean-field result [4], which shows good agreement with the \( x \)-axis value \( \sim 1.4 \) at which \( \mu \) changes its sign. However, in fact the units are different between [1] and [4]: in [1], it was \( \lambda/v_F \) in the \( x \)-axis, while it was \( \lambda k_F/\epsilon_F \) in Fig. 1 of [4], which indicates a factor of two difference between the two. Therefore, in order to be consistent with the previous work [4], \( \mu = 0 \) was supposed to be found at \( \lambda/v_F \sim 0.7 \). The value 0.7 agrees with our estimation of \( \lambda/v_F = 1/\sqrt{2} \) shown in Fig. 1 for the noninteracting case.

The errors and inconsistencies shown above suggest a possibility of the errors being propagated from the very early stage of evaluating the polarization function \( \chi_{ph} \), i.e. Eqs. (3.3) and (3.9). While reproducing Eq. (3.9) is not straightforward, the discrepancy between Eqs. (3.3) and (3.9) is indeed identified in the limit of \( q \to 0 \) at finite \( \lambda \) and \( \mu > 0 \). For \( q \to 0 \), Eq. (3.3) can be evaluated as

\[
\chi_{ph}(q \to 0, \lambda) = \int \frac{d^2k}{(2\pi)^2} \frac{f_k - f_{k+q}}{\xi_k^+ - \xi_{k+q}^+} = \frac{1}{4\pi\lambda} \left( k_F^+ - k_F^- \right),
\]

while Eq. (3.9) gives a very different result as

\[
-\frac{m}{2\pi} \int_0^\infty dk k \frac{f_k^+ + f_k^-}{2\lambda mk} = -\frac{1}{4\pi\lambda} \left( k_F^+ + k_F^- \right).
\]

This implies that intermediate steps of deriving (3.9) from (3.3) that were actually not given in [1] may contain critical errors. Furthermore, the expansion for \( \lambda \ll v_F \) is not correct, either. In Eq. (3.15), \( \chi(q, \lambda) = -N(0) \left[ 1 + 8\pi^2 \lambda^2/\sigma^2 \right] \), the evaluation in the limit of \( q \to 0 \) diverges, which is not consistent with its original formula in Eq. (3.9) that is anyway finite at \( q = 0 \).

The discrepancy between Eqs. (3.3) and (3.9) can be also seen in an alternative way. Let us focus only on the factor in the first term with \( f_k \) of the integrand in Eq. (3.9). The corresponding angular integration in Eq. (3.3) to derive this factor can be explicitly written as

\[
\int_0^{2\pi} \frac{d\phi}{(2\pi)^2} \frac{1}{\xi_k^+ - \xi_{k+q}^+} = \frac{1}{(2\pi)^2} \int_0^{2\pi} \frac{d\phi}{\left[ k_F^2 + \lambda k \right] - \left[ k^2 + q^2 + 2kq \cos \phi \right]},
\]

where \( \phi \) is an angle between \( k \) and \( q \). Since this integration is well-defined for all \( k \in [0, \infty) \), one can simply check the consistency with Eq. (3.9) in the limit of \( k \to 0 \) for finite \( q \). In this limit, the angle dependence is irrelevant, and thus the integration becomes \( \frac{m}{\pi} \frac{1}{\pi\sqrt{2\pi m\sigma^2}} \). In contrast, by directly evaluating the limit of \( k \to 0 \) in the corresponding factor in Eq. (3.9), one finds \(-\frac{m}{\pi\sigma^2}\) where \( \lambda \) does not appear. This disappearance of \( \lambda \) cannot be explained since there is no source of the cancellation of \( \lambda \) in the part of the evaluation in Eq. (3.3).

In addition, Eq. (3.3) may have a typo. The Matsubara frequency summation giving the second line of Eq. (3.3) is not consistent with the known form of the polarization function evaluated in the previous studies of the induced interaction correction [5][10]. It should be corrected as \( \frac{d^2k}{(2\pi)^2} \frac{f_k - f_{k+q}}{\xi_k^+ - \xi_{k+q}^+} \). However, this typo correction cannot resolve the inconsistencies discussed above, and again it is very likely that Eq. (3.9) contains nontrivial errors from the intermediate steps of the angular integration which unfortunately were not shown in [1].

In conclusion, we have pointed out that the calculations of the induced interaction in [1] contain derivation errors and inconsistencies that critically affect the main claims of the article.
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