Configuring user information by considering trust threatening factors associated with automated vehicles

Hanna Yun and Ji Hyun Yang*©

Abstract

Background: The accelerated development of automated driving technology has raised the expectation that commercially available automated vehicles will be increasingly become ubiquitous. It has been claimed that automated vehicles are safer than conventional manual vehicles, leading to the expectation of fewer accidents. However, people expect not only better but also near-perfect machines. Given that accidents involving automated vehicle do occur and are highlighted by the media, negative reactions toward automated vehicles have increased. For this reason, it is critical to research human–machine interaction to develop suitable levels of trust between human users and newly introduced automated vehicle systems.

Method: We start this study by defining user distrust toward automated vehicles in terms of four types of trust threatening factors (TTFs) along with trust-threatening situations. Next, with 30 volunteer participants, we conduct a survey and a human-in-the-loop experiment involving riding in a simulated automated vehicle and experiencing 21 distrust scenarios.

Result: In terms of the information configuration type suitable for alleviating the TTFs, the participants preferred to receive information on external object recognition for all TTFs in general with an average necessity level score of 24.2, which was 8.0 points higher on average than the scores of the other information configuration types. The haptic modality-based method was the least preferred compared to the other information configuration methods, namely visual and auditory.

Conclusion: In this study, we focused on participants' subjective responses and complementary quantitative studies, and the results of these studies put together are expected to serve as a foundation for designing a user interface that can induce trust toward automated vehicle among users.
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1 Introduction

Automated vehicle systems assist humans with driving, and they are being actively developed with expected outcomes such as crash elimination, productivity improvement for users, and improved energy efficiency. The Society of Automotive Engineers (SAE) automation standard level 3 vehicles (partially automated but the driver is necessary) are expected to be mass produced soon, and SAE automation standard level 4 vehicles (highly automated but with optional control by the driver) are in the pipeline [20]. These automated vehicles are expected to be safer than conventional human-driven vehicles. For instance, 94% of traffic accidents are caused by human driver error, for instance, driving under the influence, driving when drowsy, and reckless driving. By contrast, automated vehicles can monitor the
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environment continuously, thus compensating for lapses in user attention. For this reason, they are expected to help reduce the frequency of traffic accidents [4]. However, people not only expect machines to perform better than humans but are also extremely sensitive to minor mistakes made by machines. It has been reported that people's attitudes toward automated vehicles have been adversely affected after such instances [12], for example, an accident involving an Uber self-driving car and a pedestrian in Arizona in March 2018 [1]. Even though many accidents involving human-driven vehicles occur every day, they draw less attention than the few accidents involving automatically driven vehicles. In the early days of the mass production of automated vehicles, such instances may hurt vehicle marketability and negatively affect market formation [15]. Moreover, such instances generate negative awareness among users even before they utilize the system. Moreover, this negative awareness of automated vehicles may amplify users' anxiety about not driving the car themselves while utilizing the system.

In general, from the perspective of an automated system, building trust between the system and human users largely influences whether the latter are willing to utilize the system [10]. For instance, regardless of how good a system is, if users do not trust it and use it, its full functional benefits cannot be exploited [21]. Therefore, trust can arguably be viewed as a key factor for enhancing users' acceptability of automated systems [6]. Again, this backdrop, it is necessary to research and design vehicle-interface-based automated driving information configurations to relieve users' anxiety toward automated vehicles.

The main goals of this study are original in terms of (1) identifying distrust situations based on actual cases of driving automated vehicles on the road and (2) examining information configuration in automated vehicles by analyzing the trust-threatening factors (TTFs) identified from the experimental data. The findings of this study are expected to serve as a foundation for the developers of automated vehicle interfaces, including European transportation research groups, to design mass produced structures that enhance user trust.

2 Literature review

Before we describe our work, a few selected previous studies on user trust in automated vehicle systems are introduced as follows. Barber [3] defined trust as “the expectation of technically competent role performance” and Johns [11] as “the willingness to place oneself in a relationship.” Meyer [19] defined trust as “a behavioral state of risk.” Based on these studies, we discuss the definition of trust and distrust in Sect. 3.

Lee and See [16] analyzed the factors influencing the trust of drivers and highlighted the importance of establishing an appropriate level of trust. They defined the factors influencing trust based on purpose, process, and performance, and presented the following seven points that should be considered to develop a suitable level of trust in drivers: design for appropriate trust, not greater trust, show past performance of an automation system; show the process and algorithms of an automation by revealing intermediate results, such that they are comprehensible to the operators; simplify the algorithms and operation of an automation to make them more understandable; show the purpose, design basis, and range of applications of an automation in a manner that relates to the goals of the users; train operators on the expected reliability of an automation, the mechanisms governing its behavior, and its intended use; and carefully evaluate any anthropomorphization of an automation, such as the use of speech to create a synthetic conversational partner, to ensure appropriate trust.

Ekman et al. [7] presented a framework for human–machine interaction (HMI) design to create appropriate trust in automated vehicle systems. They defined the user flow of an automated vehicle in 11 sections and identified 11 factors influencing user trust in an automated vehicle system in terms of HMI. The researchers then associated the factors influencing user trust with each of the sections and the causes underlying these factors.

Körber et al. [14] studied the influence of trust-promoting and trust-lowering introductory information on the reported trust and takeover characteristics of drivers. Forty participants were presented with three takeover situations during a 17-min highway drive in a conditionally automated vehicle. The results of their experimental study indicated that an individual's trust level determines the extent to which a driver monitors the environment when performing non-driving-related tasks in an automated vehicle.

As stated beforehand, most of the previous studies have conceptually addressed user trust in automated vehicles and information configuration methods (ICMs), while only a few have defined user distrust situations based on experiences of using automated vehicles and have proposed specific solutions to the aspect of information configuration.

3 Definitions of distrust, TTFs, and scenarios

To achieve the study goals, we provide an operational definition of distrust in the context of automated vehicles. Then, we present TTFs and information configuration types (ICTs) and describe the development of automated driving scenarios.
3.1 Definition of distrust in automated vehicles
As presented in the Introduction, trust between humans and automated systems has been defined in terms of the following three aspects: an attitude or expectation, a behavioral state of risk, and the intention or willingness to rely on someone/something [3, 11, 16, 19]. We combined these definitions to arrive at the following definition of trust in automated vehicle systems in our study: The attitude that an automated vehicle will help achieve an individual’s goals in a situation characterized by uncertainty and vulnerability. In previous studies, the relationship between trust and distrust defined trust and distrust as the two ends of one line [17]. In this sense, we define distrust as the attitude of a user in response to a situation in which an automated vehicle does not help achieve the user’s goals in a scenario characterized by uncertainty and vulnerability. Our definition considers distrust and trust a continuum, which can be expressed in terms of a degree rather than a binary value.

User trust in automated vehicles can be considered in diverse ways from a user’s perspective [7]. For example, there can be an “automated mode” section of normal driving without system failure, a “control transition” section where a user takes over driving controls from an automated vehicle, and so on. In the broad spectrum of studies on user trust in automated vehicles, we limit the scope of this study to fulfilling the following two conditions: (1) automated vehicle system in operation and (2) automated vehicle system in normal status.

3.2 Rationale underlying TTFs
We propose our version of TTFs by benchmarking the work of Lee et al. [17] and Schoettle and Sivak [23]. Lee et al. [17] investigated six human subjects who developed negative awareness after riding in a high-level automated driving system, that is, an SAE automation standard level 4 vehicle. After the subjects drove the vehicle over a predetermined 10-km riding section in the automated mode, their opinions were collected by administering a semi-structured interview. By building their opinions and behaviors into the data, the researchers divided and defined automated vehicle distrust factors into eight categories in total: fiduciary irresponsibility, value incongruence, lack of information, unpredictability, machine-like, functional incompetence, out of control, and lack of confidence. Schoettle and Sivak [23] surveyed 11 concerns that induce worry among users about using automated systems and analyzed the differences among these concerns. The 11 concerns were safety consequences of system failure, user’s legal liability, system security, vehicle security, data privacy, interacting with non-self-driving vehicles, interacting with pedestrians and bicyclists, learning to use self-driving vehicles, system performance in poor weather, self-driving vehicles getting confused by unexpected situations, and self-driving vehicles not driving as well as human drivers in general. We examine whether these 19 factors (8 categories and 11 concerns) fulfill the conditions set in the definition of distrust presented in our study, that is, factors occurring during the operation of automated vehicles and those occurring in normal status (e.g., no system problems). Table 1 summarizes the rationale underlying the suggested TTFs: (1) Lack of information (TTF1), (2) Out of control (TTF2), (3) Unpredictability (TTF3), and (4) Value incongruence (TTF4).

3.3 Proposal of information types to mitigate TTF
Automated vehicle systems at the SAE standard level 3 or 4 are equipped with abounding sensors (e.g., camera, radar, lidar, inertial measurement units, GPS, etc.) to detect external objects or to determine the path of the vehicle itself. These sensors collect diverse data during driving (e.g., types of external objects, distance, speed, and expected path of the car) [18]. From the user perspective, these data can be displayed to users in certain ways through a vehicle interface. However, displaying all of this information at once on a crowded display can cognitively overload users. To develop an appropriate level of trust, a suitable amount of select information that does not cause distrust should be displayed [13]. To study this aspect, we have defined the following types of information that can be presented to users. We have attempted to categorize the data related to the driving status of the ego car (automated vehicle) and its surroundings obtained using the sensors installed in the automated vehicle into simple concepts that users can understand. Because we aim to investigate the scenarios of distrust that occur during normal functioning of an automated vehicle system, we do not consider information on system status. We propose the following information types that can be obtained from an automated vehicle.

3.3.1 Recognition status of external objects (ICT1)
This type provides information about whether the automated vehicle system recognizes nearby people, animals, or other vehicles. It can be displayed as simple icons (e.g., circle, square) or specific icons (e.g., car form, human form). For instance, the front pedestrian braking system of General Motors’ Cadillac CT6 shows an icon of a human crossing a road on the head-up display [8].
Table 1: Rationale for TTF suggestions based on Lee et al. [17], Schoettle and Sivak [23]

| Adoption/exclusion | Reason for adoption/Exclusion | Main Cause of TTF (bold font: adopted TTF in this study) | Similar causes | Definition |
|---------------------|--------------------------------|----------------------------------------------------------|----------------|------------|
| **Adopted in this study** | No system problems occurred in automated mode | Lack of information\(^a\) (TTF1) | Anxiety about interacting with pedestrians and cyclists\(^a\) and anxiety about interacting with non-self-driving vehicles\(^b\) | Distrust due to lack of information about the surroundings and performance of automated system |
| | | Out of control\(^b\) (TTF2) | - | Distrust because the system assesses and functions on its own during operation without providing users with a choice |
| | | Unpredictability\(^a\) (TTF3) | Lack of confidence\(^a\), anxiety about self-driving vehicles getting confused by unexpected situations\(^b\) and anxiety about system performance in poor weather\(^b\) | Distrust due to suspicions about the ability of the automated system to respond to its surroundings |
| | | Value incongruence\(^a\) (TTF4) | Machine-like\(^a\) and anxiety about self-driving vehicles not driving as well as human drivers in general\(^b\) | Distrust due to differences in driving styles between an automated system and human users in normal scenarios |
| **Excluded from this study due to our study scope** | Automated system problems during automated mode | Functional incompetence\(^a\) | Anxiety about safety consequences of system failure\(^b\) | Distrust due to system and vehicle problems |
| | Automated system not in use | Anxiety about system security\(^b\) | Anxiety about vehicle security\(^b\) and anxiety about data privacy\(^b\) | Distrust due to security failure of the system |
| | | Fiduciary irresponsibility\(^a\) | Legal liability of users\(^b\) | Distrust due to the lack of clarity on the assignment of responsibility for an accident during automated driving |
| | | Anxiety about learning to use self-driving vehicles\(^b\) | - | Distrust due to problems caused by the user's poor use of the system's functions |

\(^{a}\) Causes of user distrust in automated vehicles [17]  
\(^{b}\) Causes of user distrust in automated vehicles [23]
3.3.2 Location of external objects (ICT2)
This type provides information about the relative distance between people, animals, or other vehicles and the ego car. The relative distance to an external object can be abstractly expressed (e.g., “There is an object nearby!”) or a specific figure can be provided (e.g., “Car accident 50 m ahead”). For instance, UX Studio presented an interface concept that expresses the relative distance to a pedestrian or bicycle on an automated vehicle’s path by using a red-colored line [5].

3.3.3 User vehicle acceleration/deceleration (ICT3)
This type provides information about the longitudinal acceleration and deceleration of an automated vehicle in which a user is riding. Vehicle speed information can be provided in real time or, in the event of abrupt deceleration, by using a visual icon or auditory sound. For example, the Audi A8 shows a red-colored icon between the car ahead and the user’s car through a cluster when quick deceleration is necessary while using the adaptive cruise control function [2].

3.3.4 User vehicle location and projected path (ICT4)
This type provides information about the location of an automated vehicle in the driving environment and its projected path. Information about relative location can be related to whether the car is driving well in the middle of the lane, whether it will keep driving straight, whether it will change lane, and so on. Absolute location and path can be expressed as the vehicle location on a map, as in navigation, and projected driving path. For instance, to change lanes for overtaking, the user interface in modern Volvo vehicles informs the user about an overtake plan first and then presents the lane change path on a cluster screen [25].

3.3.5 Status of external objects (ICT5)
This type provides information about the movement of nearby people, animals, or other cars. Once an automated vehicle system detects a change in an external object’s speed, it can inform the user about this event by means of an abstract expression (e.g., “stop,” “accelerate,” “decelerate”) or specific figures (e.g., 60 km/h). For example, Tesla autopilot 8.0 presents users with information about the movements of nearby cars through a cluster screen in real time [24].

3.4 Suggestions for distrust-evoking scenarios in automated driving
To design scenarios that evoke distrust in automated driving, we investigated several cases to identify the types of scenarios that induce user anxiety. Thirty-eight sets of automated driving release reports submitted to the Department of Motor Vehicles in California between 2016 and 2018 were investigated to examine the data related to disengagement of automated driving on actual roads. Seven manufacturers who submitted automated driving release reports (i.e., Bosch, Delphi, Google, Nissan, Mercedes-Benz, Volkswagen, and Telenav) specified numerical data and causes of takeover in the reports, which made it possible for us to carry out further analysis [27]. Of the automated driving release cases described in these reports, we investigated around 700 cases that involved users’ subjective sense of anxiety that led to the resumption of manual driving. Of the collected cases, those without a clear reason for user anxiety were excluded and similar situations were combined, resulting in the formation of 19 sets of distrust situations. In addition to these, after discussions with HMI specialists, we added several scenarios—large-scale buses moving out of the lane center and congestion due to lane reduction—which are the main cases that induce anxiety in drivers because of the associated high accident rates on Korean roads. As a result, we identified a total of 21 scenarios that evoke distrust during automated driving: (1) Jaywalker, (2) Pedestrian near the curb, (3) Lane sharing with bicycles, (4) Parked vehicles on the shoulder, (5) Rapid acceleration, (6) Two changes in direction, (7) Too close to the vehicle in front, (8) Vehicle accident, (9) Vehicle cutting in, (10) Large-scale bus moving out of the lane center, (11) High traffic at a corner, (12) Incorrectly parked vehicle, (13) Vehicle exiting a parking lot, (14) U-turn too sharp, (15) Too close to the curb, (16) Too close to another vehicle when turning, (17) Change in direction, (18) Traffic signal turning yellow, (19) Lane recognition when entering a tunnel, (20) Too many pedestrians, and (21) Congestion when merging with a highway.

4 Method

4.1 Study goal and hypotheses
The study goals are two-fold: (1) analyze users’ distrust characteristics and the causes thereof in the event of a distrust scenario during normal operation of an automated vehicle system and (2) study how to configure the information presented on the vehicle interface based on the causes of user distrust. To implement these goals, we constructed and tested the following study hypotheses:

H1 Differences exist in the causes that make users feel that their trust has been threatened depending on the distrust scenario.
H2. Differences exist in the ICTs and ICMs desired by users in relation to the vehicle interface depending on TTFs.

H1 was analyzed to determine the reasons why users felt anxiety and to categorize the distrust situations according to each reason. Through H2, the ICTs and ICMs were analyzed to mitigate the causes of distrust.

4.2 Independent and dependent variables
Based on the data obtained from the experimental scenario, independent variables (IVs) and dependent variables (DVs) were set, as reported in Table 2, to verify the study hypotheses. Among the drivers’ characteristics, the age variable ranged from 20 to 60 in 10-year increments. Ten-year interval clustering for age is conventional in the Republic of Korea. With respect to ADAS (advanced driver-assistance system) experience, those who had used the driving assistance function in a mass-produced vehicle at a level equivalent to SAE automation standard level 1 or 2 were regarded as having ADAS experience. Driving experience was categorized into three groups—less than 3 years, between 3 and 10 years, and 10 years or more—for the data analysis. Drivers with less than three years of experience are categorized as novices in the Republic of Korea and usually pay extra insurance charges.

The independent and dependent variables of H1 are “types of distrust scenarios” and “trust-threatening factors,” respectively. Based on the test results of H1, 21 distrust events were categorized under the four causes of trust. The independent and dependent variables of H2 are “types of trust-threatening factors” and “ICTs and ICMs” respectively. Based on the results, user responses to multiple-choice-question-based surveys were analyzed to determine the necessity of interface configuration in relation to each distrust cause, information type, and ICM. The ICTs were subjected to the five types mentioned in Section 2.C: (1) recognition status of external objects, (2) location of external objects, (3) status of external objects, (4) user vehicle acceleration/deceleration, and (5) user vehicle and projected path. Furthermore, preferable ICMs were collected as visual (ICM1), auditory (ICM2), and haptic (ICM3) modalities [20].

4.3 Experimental procedure
The study participants were informed about the purpose of the experiment and procedures, and they wore an experimental device before participating in the experiment. The participants performed a driving exercise for approximately 15 min before the main experiment to familiarize themselves with the simulator environment. The experiment was performed based on the within-subject design, and all scenarios were introduced in a random order. The participants provided their opinions about 21 distrust scenarios, as shown in Fig. 1. The scenarios in Group A in Fig. 1 were created using a virtual driving simulator so that the participants could experience them in the actual simulation, including four scenarios on downtown roads and six on a highway. On the virtual downtown roads, the car was driven in the automated driving mode at approximately 40 km/h for 6 min on average, and the distrust events occurred at intervals
of 2.5 min on average from the start of driving. The eight-lane downtown road had sidewalks on both sides, and the vehicle on the road crossed 10 intersections and made four right turns when driving in the automated mode. On the eight-lane virtual highway, the car drove in the automated mode at approximately 90 km/h for 7 min on average, and the distrust events occurred at intervals of 3 min on average from the start of driving. The scenario were applied in random order to minimize the order and learning effect.

The participants entered the virtual driving simulator and watched the driving situations by using the vehicle functions during automated driving by an SAE automation standard level 4 vehicle. To minimize confounding variables, we did not provide information through a cluster, head-up display, or central fascia; instead, we informed the participants about whether the car was in the automated driving mode or not through icons. We did not restrict the participants’ behavior. For example, some of the participants resumed manual control by operating the accelerator or brake pedal if they thought it was inappropriate to let the automated vehicle drive. The participants assessed which type of information should be provided through the vehicle interface in each distrust case and provided their opinions on the distrust cases in the survey each time they completed a scenario set. The data were gathered from the survey after implementation of all of the scenario sets. Six questionnaires with detailed descriptions and figures of the corresponding scenarios were presented. The first three questions suggested that the participants rate the levels of unexpectedness, risk, and willingness on a seven-point Likert scale. The last three multiple-choice questions investigated the reasons for feeling distrust (if any), information types for reducing or removing distrust, and information modality types (such as visual, auditory, and haptic modalities).

For the remaining 11 scenarios in Group B, the participants were provided with explanatory texts in Korean with visualization images due to our constraints, such as simulator capabilities and project duration. The same survey questionnaire was presented after the implementation of all of the 21 scenarios. Finally, the participants were interviewed to provide their general opinions about the interface of the automated vehicle before completion of the experiment. The total experiment duration was 150 min.

### 4.4 Participants

The experimental participants (volunteers) were recruited through a public announcement. Thirty subjects participated in the experiment—19 men and 11 women. The participants’ ages ranged between 20 and 60 years (M = 34.7, SD = 8.2 years). Their average driving experience was 9.3 years (SD = 7.5). Around 40% of the participants had utilized at least one driving assistance system provided in a conventional mass-produced automated vehicle. The experiment was approved by the Institutional Review Board.
4.5 Apparatus

As shown in Fig. 2, the virtual driving environment was established using a full-scale driving simulator and a three-channel image projector. The virtual automated vehicle system and distrust scenarios were realized using SCANeR 1.7 software.

5 Results

The hypotheses mentioned in Sect. 3 were tested statistically by considering the characteristics of the IVs and DVs of each hypothesis [22].

5.1 User distrust scenario analyses (H₁)

A Chi-squared test was performed to check whether there were any significant differences in the total aggregation of response frequencies in the participants’ answers to the questions about the TTFs that they had considered for all of the 21 distrust scenarios. For instance, a subject responding to the Jaywalker scenario considered it a trust-threatening scenario for automated driving because of its unpredictability (TTF3), another user considered it a trust-threatening scenario because of its out of control nature (TTF2) and its unpredictability (TTF3), whereas a third user stated that there was no threat to trust. We tested whether there were any differences in user TTFs depending on the distrust scenarios. The results indicated that there were significant differences in the causes of TTFs across the 21 distrust scenarios ($\chi^2_{60} = 135.24$, $p < 0.001$). This finding indicates that each distrust scenario had different underlying causes (i.e., accept H₁).

Based on these results, we selected the cause with the maximum response frequency among the four TTFs of each distrust scenario as the major cause of the corresponding scenario. As a result, 11 scenarios were categorized under TTF1, four under TTF2, four under TTF3, and five under TTF4 (see Table 3).

| TTFs                     | Corresponding scenarios                                                                 | Some example scenarios illustrated                                      |
|-------------------------|----------------------------------------------------------------------------------------|-------------------------------------------------------------------------|
| Lack of information     | Lane sharing with a bicycle, Parked vehicle on the shoulder, Too close to the vehicle in front, Vehicle cutting in, Jaywalker, Too many pedestrians, Congestion when merging with a highway, Vehicle accident, Pedestrian near the curb, High traffic at a corner, and Lane recognition when entering a tunnel |
| Out of control          | Rapid acceleration, Large-scale bus moving out of the lane center, Change in direction, and Two changes in direction |
| Unpredictability        | U-turn is too sharp, Too close to the curb, Close to another vehicle when turning, and Incorrectly parked vehicle |
| Value incongruence      | Traffic signal turning yellow, Rapid acceleration, Too close to the curb, Incorrectly parked vehicle, and Vehicle exiting a parking lot |
Table 4 Results related to information configuration types and methods

| DV                      | IV                                                                 | Information configuration type | Information configuration method |
|-------------------------|---------------------------------------------------------------------|---------------------------------|----------------------------------|
|                         | Recognition status of external objects (ICT1)                       |                                | Visual modality (ICM1)            |
|                         | Location of external objects (ICT2)                                 |                                | Auditory modality (ICM2)          |
|                         | User vehicle acceleration/deceleration (ICT3)                       |                                | Haptic modality (ICM3)            |
|                         | User vehicle location and projected path (ICT4)                     |                                | Total                            |
|                         | Status of external objects (ICT5)                                   |                                |                                  |
|                         | Total                                                               |                                |                                  |
| Lack of information     | Mean 27.2                                                           | 204                             | 17.3                             |
| (TTF1)                  | Median 26                                                           | 20                              | 18                               |
|                         | Rank 1                                                               | 1                               | 2                                |
| Out of control (TTF2)   | Mean 22.8                                                           | 19.3                            | 16.5                             |
|                         | Median 22.5                                                          | 19.5                            | 14.5                             |
|                         | Rank 1                                                               | 1                               | 2                                |
| Unpredictability        | Mean 25.3                                                           | 19.3                            | 9.5                              |
| (TTF3)                  | Median 27                                                           | 19                              | 10                               |
|                         | Rank 1                                                               | 2                               | 3                                |
| Value incongruence      | Mean 21.6                                                           | 16.4                            | 15.4                             |
| (TTF4)                  | Median 20                                                           | 18                              | 13                               |
|                         | Rank 1                                                               | 1                               | 2                                |
|                         | Mean 24.2                                                           | 18.8                            | 16.7                             |
|                         | Median 26                                                           | 19.5                            | 145                              |

Median 22.5 21 14 18 21 21.5 4.5 19

Mean 22.8 19.3 16.5 20 15.2 18.8 20.75 21 4.75 15.5

Median 22.5 19.5 14.5 21 15 18.5 21 21.5 4.5 19

Mean 25.3 19.3 9.5 17.8 13.8 17.1 22.75 20 4.25 15.7

Median 27 19 10 17.5 15 17 23 20 5 20

Rank 1 2 3 2 3 – 1 1 2 –

Mean 21.6 16.4 15.4 13.2 12.8 15.9 222 18.6 3.4 14.7

Median 20 18 13 14 14 15 22 19 3 19

Rank 1 1 2 2 2 – 1 2 3 –

Mean 242 18.8 167 16.4 16.0 – 21.89 20.7 4.8 –

Median 26 19.5 145 14 15.5 – 22 21 5 –
5.2 User TTF-specific information configuration type and method (H2)

Inferential statistical analysis was conducted on the necessity means of the ICTs and ICMs by using the survey data provided by the participants in relation to the individual distrust scenarios corresponding to the four TTFs identified during H1 verification (see Table 4 and Fig. 3). A Kruskal–Wallis H test ($\alpha = 0.05$) was performed to verify whether there were any significant differences in information type and configuration method depending on user TTF, and a Bonferroni test was conducted to perform a post hoc pairwise comparison. With respect to the necessary information to be provided in this case, the significance level was set to $\alpha = 0.005 (= 0.05/5C2)$ to check for any differences in the necessity levels deemed by users for the five types of information in each TTF. In terms of the configuration method, $\alpha = 0.017 (= 0.05/3C2)$ was applied to check for any difference between the three types of ICMs based on the visual, auditory, and haptic modalities (the 3 ICMs). A non-parametric test was conducted to determine the necessity levels of the five TTF-specific ICTs (i.e., external object recognition status, external object location, external object status, user vehicle acceleration/deceleration, and user vehicle location and path) and necessity levels for the three ICMs. Significant differences were observed in all cases (i.e., accept H2). Accordingly, a pairwise comparison test was conducted for each sub-variable, and based on the outcomes of these tests, the information types and configuration methods preferred by the participants were ranked for each TTF (see Table 4). Tables 5 and 6 present the results of the Kruskal–Wallis and Bonferroni post hoc tests and the associated significance levels.

5.2.1 Lack of information: TTF1

In terms of ICTs ($H = 341.909$, DOF = 4, $p < 0.001$), ICT1 and ICT2 exhibited significant differences compared to ICT 4 and ICT 5 ($p < 0.001$). The information presented in ICT3 and ICT5 exhibited significant differences ($p < 0.001$), with necessity level scores higher by 3.3 points on average compared to the information presented in ICT4. All types of information, excluding user vehicle location and path, had the maximum values across the four TTFs. In terms of ICM ($H = 240.456$, DOF = 2, $p < 0.001$), the visual and auditory modalities exhibited significant differences compared to the haptic modality ($p < 0.001$), with 15.3-point higher necessity level scores on average. The necessity levels of ICM2 and ICM3 were the highest across the four TTFs.

5.2.2 Out of control: TTF2

In terms of ICTs ($H = 96.133$, DOF = 4, $p < 0.001$), the information presented in ICT1, ICT2, and ICT4 exhibited significant differences compared to the information presented in the other two ICTs ($p < 0.001$), and the necessity level scores were higher by 4.8 points on average. The necessity level of ICT4 was the lowest across
the four TTFs. In terms of ICM \((H = 76.418, \text{DOF} = 2, p < 0.001)\), ICM1 and ICM2 exhibited significant differences compared to ICM3 \((p < 0.001)\), with necessity level scores higher by 16.1 points on average. The necessity level of ICM1 was the lowest across the four TTFs.

### 5.2.3 Unpredictability: TTF3
In terms of ICTs \((H = 146.724, \text{DOF} = 4, p < 0.001)\), ICT1 was found to have significant differences, with necessity level scores higher by 10.2 points on average than those of the other four information types: \(p = 0.004\) for ICT2 and \(p < 0.001\) for ICT3, ICT4, and ICT5. The information presented in ICT2 "user vehicle location and expected path" exhibited significant differences \((p < 0.001)\), with a configuration necessity score higher by 6.9 points on average compared to those of ICT3 and ICT5. The necessity level of ICT3 was the lowest across the four TTFs. In terms of the ICMs \((H = 80.723, \text{DOF} = 2, p < 0.001)\), ICM1 and ICM2 exhibited significant differences \((p < 0.001)\) compared to ICM3, with necessity level scores higher by 17.1 points on average. ICM1 had the highest necessity level across the four TTFs.

### Table 5 Statistical result of information configuration types according to TTFs

| TTF                  | Kruskal–Wallis result | Bonferroni post hoc result |
|----------------------|-----------------------|---------------------------|
| 1 [Lack of information] | \(H = 341.909, \text{DOF} = 4, p < 0.001\) | ICT | ICT1 | ICT2 | ICT3 | ICT4 | ICT5 |
|                      |                       | ICT1 – | F = 186.926 | F = 234.193 | F = 367.225 | F = 270.070 | F = 98.377 |
|                      |                       | ICT2 – | – | F = 47.267 | F = 180.330 | F = 83.144 | p < 0.001* |
|                      |                       | ICT3 – | – | – | F = 133.063 | F = 35.877 |
|                      |                       | ICT4 – | – | – | – | F = 97.185 |
|                      |                       | ICT5 – | – | – | – | – |
| 2 [Out of Control]  | \(H = 96.133, \text{DOF} = 4, p < 0.001\) | ICT | ICT1 – | F = 33.630 | F = 89.433 | F = 10.327 | F = 97.299 |
|                      |                       | ICT2 – | – | F = 55.803 | F = 23.303 | p = 0.065 | F = 63.669 |
|                      |                       | ICT3 – | – | – | F = 79.106 | F = 7.866 |
|                      |                       | ICT4 – | – | – | – | F = 86.972 |
|                      |                       | ICT5 – | – | – | – | – |
| 3 [Unpredictability] | \(H = 146.724, \text{DOF} = 4, p < 0.001\) | ICT | ICT1 – | F = 39.112 | F = 141.141 | F = 61.016 | F = 112.117 |
|                      |                       | ICT2 – | – | F = 102.029 | F = 21.903 |
|                      |                       | ICT3 – | – | – | F = 80.126 |
|                      |                       | ICT4 – | – | – | – | F = 51.101 |
|                      |                       | ICT5 – | – | – | – | – |
| 4 [Value incongruence] | \(H = 80.845, \text{DOF} = 4, p < 0.001\) | ICT | ICT1 – | F = 31.791 | F = 97.631 | F = 81.144 | F = 105.546 |
|                      |                       | ICT2 – | – | F = 65.840 | F = 49.353 |
|                      |                       | ICT3 – | – | – | F = 16.487 |
|                      |                       | ICT4 – | – | – | – | F = 24.402 |
|                      |                       | ICT5 – | – | – | – | – |

*Statistical significance
### 5.2.4 Value incongruence: TTF4

In terms of ICTs ($H = 80.845$, $DOF = 4$, $p < 0.001$), the information presented in ICT1 and ICT2 exhibited significant differences ($p < 0.001$), with necessity level scores higher by 5.2 points on average compared to those of the other three information types. All types of information, excluding ICT3, were found to have the smallest necessity levels among the four TTFs. In terms of the ICMs ($H = 133.758$, $DOF = 2$, $p < 0.001$), ICM1 exhibited significant differences compared to ICM2 and

### Table 6 Statistical result of information configuration methods according to TTFs

| TTF | Kruskal–Wallis result | Bonferroni post hoc result |
|-----|------------------------|----------------------------|
| 1 [Lack of information] | $H = 240.456$, $DOF = 2$, $p < 0.001$ | ICM1 – F = 29.507, $p = 0.025$ | ICM2 – – F = 154.858, $p < 0.001^*$ |
| 2 [Out of Control] | $H = 76.418$, $DOF = 2$, $p < 0.001$ | ICM1 – – F = 8.081, $p = 0.280$ | ICM2 – – F = 64.183, $p < 0.001^*$ |
| 3 [Unpredictability] | $H = 80.723$, $DOF = 2$, $p < 0.001$ | ICM1 – – F = 15.054, $p = 0.042$ | ICM2 – – F = 67.793, $p < 0.001^*$ |
| 4 [Value incongruence] | $H = 133.758$, $DOF = 2$, $p < 0.001$ | ICM1 – – F = 47.935, $p < 0.001^*$ | ICM2 – – F = 100.435, $p < 0.001^*$ |
| 5 [Unfaithfulness] | $H = 62.758$, $DOF = 2$, $p < 0.001$ | ICM1 – – F = 52.5, $p < 0.001^*$ | ICM2 – – F = 8.081, $p = 0.280$ |

*statistical significance

### Table 7 Information configuration according to TTFs

| TTF | Information configuration type | Information configuration method |
|-----|--------------------------------|---------------------------------|
| DV  | Recognition status of external objects (ICT1) | Location of external objects (ICT2) | User vehicle acceleration/deceleration (ICT3) | User vehicle location and projected path (ICT4) | Status of external objects (ICT5) |
| Lack of information (TTF1) | All users | All users | Highly distrusting users | – | Highly distrusting users |
| Out of control (TTF2) | All users | All users | Highly distrusting users | All users | Highly distrusting users |
| Unpredictability (TTF3) | All users | Highly distrusting users | – | Highly distrusting users | – |
| Value incongruence (TTF4) | All users | All users | Highly distrusting users | Highly distrusting users | – |

Highly distrusting users receive the information that is provided to all users by default
ICM3 ($p < 0.001$), with necessity level scores higher by 11.2 points on average. Moreover, ICM2 exhibited significant differences compared to ICM3 ($p < 0.001$), with necessity level scores higher by 15.2 points on average. The necessity levels of ICM2 and ICM3 were the lowest across the four TTFs.

6 Discussion
A descriptive inferential statistical analysis was performed on the experimental data to numerically examine the ICTs and ICMs needed by users to enhance user trust in automated vehicles according to their characteristics and to mitigate the TTFs. The ICTs and ICMs, which exhibited significant differences across individual TTFs and a first-priority information requirement in the test results of $H_2$, can prevent the occurrence of the TTFs during operation of the automated system when they are provided to all users in the context of a trust threat (see Table 4). Furthermore, strongly distrusting users can receive additional information (i.e., ICTs and ICMs) that display second-priority information requirements. The manner in which such results can be utilized in a distrust scenario is summarized in Table 7.

In our study, user “trust” in the simulated automated driving environment was measured by administering a survey, as has been done in many studies in the literature (e.g., [9, 26]). In addition, the concept of “distrust” was considered in this study, and the TTFs associated with automated driving scenarios were identified. Moreover, we included the ICTs and ICMs that depend on the TTFs. The results of this study are mainly based on subjective responses and should be complemented with quantitative results. For example, the auditory and haptic modalities have been found to be more effective than the visual modality in terms of human behavioral, vehicle control, and physiological metrics in imminent control takeover scenarios involving partially automated vehicles [28]. However, in this study, users preferred the visual and auditory modalities over the haptic modality. This implies that although the haptic modality can be an effective method for eliciting swift user action in an emergency situation, it might be inappropriate in normal automated driving. Further in-depth studies should be conducted to concretize this idea, and diverse driving situations should be considered when designing automated vehicle interfaces for both safety and convenience.

The ICTs and ICMs were presented in relation to the ways in which the results of our necessity level data analysis could be applied to each distrust scenario. Inferential statistical analysis was performed for each TTF, and based on the results, the ICTs and ICMs with the highest necessity level (i.e., types and methods under No. 1 in Table 4) could be used to provide the information suitable for each situation. The ICTs and ICMs with the second highest necessity level with significant differences (i.e., types and methods under No. 2 in Table 4) could be adopted for users who exhibit relatively high levels of distrust toward automated vehicles. As mentioned in the Literature Review section, various methods that increase the trust levels of drivers who drive automated vehicles were investigated. In our study, we referred to relevant studies performed by several European transportation research groups, (e.g., [7, 14]), and extend their results using the results obtained from experiments conducted outside Europe. For example, Körber et al. [14] investigated the effect of individual trust level on the monitoring characteristics of drivers. Likewise, in the present study, we focus on the effect of the individual trust levels of drivers and provide information that can promote user trust in various automated driving scenarios. Rather than examining cultural differences, our Asia-based study provides a link to extend European research worldwide. Furthermore, automated vehicles represent a fast-growing market in Asia, and our research can generate useful ideas for examining human factors in the development of automated vehicles in a global context, which includes the European context. For example, do people have different reasons for distrusting automated vehicles? Do they prefer different information configurations to alleviate TTFs? What are the implications of these differences? Although it could be challenging to compare our research results directly with those of European studies because we did not perform a replication study, our results are generally compatible with those of the relevant European studies, as demonstrated in the Results section. Further opportunities to contribute to European journals will provide benefits to both the European and Asian transport research communities.

7 Conclusions
The main goals of our study are as follows: identify distrust situations based on actual cases of driving automated vehicles on the road, and examine the configuration of information in automated vehicles. The latter can be achieved by analyzing the trust-threatening factors identified from the experimental data. The main findings of this study are as follows: (1) The responses to distrust events depended on user characteristics, (2) user distrust was caused by different reasons depending on distrust events, and (3) the ICTs and ICMs provided in the interface to alleviate distrust factors could be designed differently. These findings can be applied to provide interface options that are appropriate considering automated vehicle system users’ characteristics and information configuration designs that are appropriate
for mitigating the distrust factors in distrust events, as well as for promoting the formation of trust among users toward the system. Our study shows similarities to the studies conducted in Europe in terms of the measurement of trust with diverse metrics. For example, Gold et al. [9] measured user trust in automated driving take-over scenarios by conducting a survey, and Walker et al. [26] measured user trust in automated vehicles based on gaze characteristics. We comprehensively investigated diverse trust-threatening scenarios encountered in automated driving and proposed a product design framework for ICTs and ICMs depending on TTFs. In the future, researchers can verify the results of the present study by conducting experiments in which the ICMs identified in this study (i.e., interface ICMs to mitigate the TTFs in Sect. 4) are provided in a virtual simulation environment. Moreover, given the reality gap between actual cars and simulators, the results of this study should be verified with an actual car on real roads.
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