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Abstract—In this paper, we consider the challenging task of simultaneously locating and recovering multiple hands from single 2D image. Previous studies either focus on single hand reconstruction or solve this problem in a multi-stage way. Moreover, the conventional two-stage pipeline firstly detects hand areas, and then estimates 3D hand pose from each cropped patch. To reduce the computational redundancy in preprocessing and feature extraction, we propose a concise but efficient single-stage pipeline. Specifically, we design a multi-head auto-encoder structure for multi-hand reconstruction, where each head network shares the same feature map and outputs the hand center, pose and texture, respectively. Besides, we adopt a weakly-supervised scheme to alleviate the burden of expensive 3D real-world data annotations. To this end, we propose a series of losses optimized by a stage-wise training scheme, where a multi-hand dataset with 2D annotations is generated based on the publicly available single hand datasets. In order to further improve the accuracy of the weakly supervised model, we adopt several feature consistency constraints in both single and multiple hand settings. Specifically, the keypoints of each hand estimated from local features should be consistent with the re-projected points predicted from global features. Extensive experiments on public benchmarks including FreiHAND, HO3D, InterHand2.6M and RHD demonstrate that our method outperforms the state-of-the-art model-based methods in both weakly-supervised and fully-supervised manners.

Index Terms—End-to-end network, 3D reconstruction, single stage, weakly-supervision, multiple hands.

I. INTRODUCTION

RECENTLY, a surge of research efforts [1] [2] [3] have been devoted to 3D hand reconstruction. In contrast to the conventional approaches relying on RGB-D sensor [4] or multiple view geometry [5], recovering 3D hand pose and its shape from single color image is more challenging due to the ambiguities in depth and scale.

By taking advantage of deep learning techniques, some promising progress on human body [6] and face reconstruction [7] has been achieved through neural differentiable rendering. Since hands usually have small size with severe self-occlusions and complex articulations, 3D hand reconstruction is more challenging. To deal with these problems, model-based methods [8] [9] [10] [11] make use of 3D parametric model [12], and vertex-based methods [13] [14] [15] [16] rely on the graph convolution network (GCN). Except the reconstruction accuracy, inference time, generalization ability and supervision types are also within the scope of this work.

Most of existing methods mainly focus on the problem of recovering single hand only. However, human naturally uses both of their hands in daily life. In the scene of multi person interaction, such as shaking hands, playing chess, sign language and piano teaching, it is necessary to detect and recover the pose of multiple hands at the same time. Hence, reconstructing multiple hands from single image is a promising task that has not been extensively studied yet. There are some previous studies try to address this problem. Han et al. [17] make use of marker gloves while Simon et al. [5] employ multiple view setups. Taylor et al. [18], [19] use a high frame-rate depth camera to jointly optimize the pose and correspondences of a subdivision surface model. Mueller et al. [20] present a real-time two hand reconstruction method using single commodity depth camera. Recently, Moon et al. [21] propose a 3D dataset for interacting hand pose estimation. These methods either require the extra sensor or assume that there are just two hands in the scene. In order to expand the application scope to a wider range of scenarios, we consider to recover any number of hands from single color image.

In general, it is more difficult to recover multiple hands in image than just reconstructing one. A straightforward solution is to decompose it into two separate parts. The hand region is firstly detected by the off-the-shelf object detector, which is further fed into a single hand regressor. However, such
two-stage pipeline suffers from problem of redundant feature extraction. Since it processes each hand instance individually, the overall computation cost grows linearly with the total number of hands in image. Besides, the hand reconstruction heavily depends on the quality of the detector, which brings the uncertainty and inconvenience in the real-world application. The rich background information is also ignored due to cropping the hand regions. In the case of multi-hand scenarios, the relative position in camera space is necessary for scene understanding and interaction analysis. However, the multi-stage model may only deal with the cropped and centered hand and recover the relative pose in the model space.

To address the above limitations, we propose an efficient end-to-end weakly-supervised multiple 3D hand mesh reconstruction approach. Inspired by the single-stage object detection methods [22] [25], we integrate both hand center localization and mesh reconstruction within single network inference. There are some works adopt similar single-stage pipeline for human face [24] and body reconstruction [25] [26]. However, hand suffers from severe self-occlusions and complex articulations, which makes it more challenging for estimation. Besides, we need to additionally consider the problem of distinguishing between left and right hands instead of simply treating it as the center of the target. Differently from those single hand reconstruction methods regressing the hand parameters from the extracted patch, we use the original image and gather the feature vector from the final feature map according to the center map of each hand, which makes it possible to recover multiple hands simultaneously. To this end, we specifically design our network structure to better extract local and global features. During the training period, a differentiable hybrid loss upon each hand center is employed to learn the decoupled hand model parameters and position jointly in an end-to-end manner. The comparison of our single-stage pipeline and conventional multi-stage scheme is depicted in Fig. 1.

Besides, it is extremely difficult to obtain the 3D labels for real-world image, especially in multiple hands scenarios. Methods requiring tedious and time-consuming iterative optimization and a large number of fine-grained 3D labels are not friendly enough for the real-world applications. GCN-based methods [13] [14] [15] [16] may not be suitable for this scenario, since they require dense 3D supervision for all vertices and a coarse-to-fine refinement process. Although there are some synthetic multi-hand datasets, the domain shift between different image feature distributions [27] leads to a large performance drop by training on synthetic dataset or restricted laboratory environment and fine-tuning in real scenarios. In contrast, the requirements of model-based method for 3D supervision are not so strict. Thus, we adopt a model-based method trained through purely weakly-supervised fashion to mitigate the dependence on the expensive 3D manual annotated data. In order to narrow the gap with multi-stage and GCN-based methods, we propose a feature aggregation strategy that fully utilizes the 2D cues. The 2D pose estimated from local features serves as a guidance for 3D pose estimated from global features. We demonstrate our superior performance on single hand dataset FreiHAND [1] and HO3D [2], in both weakly-supervised and fully-supervised settings. For the case having two hands, we achieve the comparable results using only 2D supervision against the previous fully-supervised methods on RHD [28] and InterHand2.6M [21]. For the first time, we introduce the multi-hand scenario which contains more than two hands in the same image. Since there is no such dataset publicly available, we generate a multi-hand dataset for training and evaluation.

Comparing to the previous multi-stage pipeline, our single-stage method benefits from the anchor-free scheme, which can effectively deal with occlusions. This is because our model is trained by the pixel-wise center map while the previous approaches [28] [21] rely on the box-level detector. More importantly, our method has the advantages of inference time and convenience, since we do not need to encode features multiple times. This gets rid of the requirement of additional detectors. Besides, the hand texture is important in applications such as sign language recognition [29], augmented reality and virtual reality [30], which provides more expressive and useful mesh representation. By taking advantage of the high scalability of our framework, we can easily extend this task to estimate the texture and lighting parameters as well.

From above all, our main contributions of this work can be summarized as follows.

1. We propose an effective single-stage framework for multi-hand 3D reconstruction from a still image. To the best of our knowledge, we are the first to detect and recover the textured 3D hand mesh simultaneously from images in the wild.

2. We design a tight training scheme to optimize the overall framework in an end-to-end fashion. Besides, a multi-hand dataset is generated to complement the existing single or two-hand datasets.

3. Both quantitative and qualitative results demonstrate the effectiveness of our proposed framework. Our method achieves the state-of-the-art performance under the weakly-supervised setting, which even outperforms several fully-supervised model-based methods.

II. RELATED WORK

A. 3D Single Hand Reconstruction.

Compared to 2D hand pose estimation [31] that only needs to estimate 2D keypoints, 3D hand pose and mesh estimation are more challenging. Specifically, 3D hand pose estimation [5] [32] [33] [34] [35] only recovers the sparse hand joints while 3D hand mesh reconstruction [10] [36] [15] predicts the dense hand mesh with the richer information of hand pose and shape. In this work, we mainly focus on recovering hand mesh from single color image, which is more challenging than the depth image-based methods [20] [37] [38]. Generally, previous studies in this field can be roughly categorized into two groups, including model-based methods for parameter regression and vertex-based approaches for mesh coordinates estimation.

As for model-based methods, Boukhayma et al. [9] directly regress shape, pose and view parameters of hand model MANO [12] and supervise with 2D and 3D joints. Zhang et al. [10] adopt a similar framework architecture and add
Fig. 2. Overview of the proposed framework. Given an image, we adopt ResNet as backbone to estimate heatmaps of keypoints and concatenate it with the feature map of the first layer. Encoder part encodes the input features into a center map. Each cell in the map denotes a parametric hand at that position. The localization module is responsible for decoding the hand center, left/right hand type and keypoints and the reconstruction module is responsible for predicting the 3D mesh with MANO, lighting and texture parameters. Each hand mesh is rendered into image space using PyTorch3D [43]. The whole pipeline can be supervised with only 2D labels, which is trained in an end-to-end manner.

B. 3D Multi-hand Estimation

There are a few existing methods that try to address the 3D multi-hand pose estimation task. Taylor et al. [19] and Mueller et al. [20] track two hands in real-time using the extra depth sensor. Simon et al. [5] propose the first 3D markerless hand motion capture system with multi-view setups. The multiview bootstrapping method can be used to generate more labeled training data and improve the detector. Zimmermann et al. [28] first predict 2D keypoints from color image for both hand and lift them to 3D pose. However, the training images are synthesized from 3D models of humans with the corresponding animations, which are far from realistic. Panteleris et al. [44] address this problem in real-world dataset through a three-step pipeline, namely hand area detection, keypoints localization and 3D pose estimation. However, several off-the-shelf detectors [5], [45] are required in each step. Similarly, Wang et al. [46] track 3D hand interactions from RGB videos through model-based fitting. Pose and shape parameters of MANO model are optimized with the estimated 2D keypoints, depth and segmentation. Rong et al. [47] consider the whole-body capture problem through a standard two-stage pipeline. It firstly detects body region, and then regresses the human and hand model parameters. Recently, there are some progress [21] [48] [49] [50] in interacting hand pose estimation. However, bounding boxes of hand area are required for inference. Most of the these methods separately detect and reconstruct multiple hands, which are computational redundant. To this end, we propose a one-stage framework for multi-hand pose estimation.

C. Weakly-supervised Methods

Real-world hand datasets with the accurate 3D annotations are often difficult to obtain, especially for single-view RGB images in the wild. In order to get rid of the dependency on massive expensive 3D annotations, some work in recent years tries to estimate 3D hand pose with weak supervision. Cai et al. [27] and Wan et al. [51] adopt a similar pipeline that initializes the network on fully-annotated synthetic data and fine-tune on real-world images with depth regularization. Kulon et al. [14] address the weakly-supervision problem by iteratively fitting hand mesh to image from YouTube videos. Although the mesh annotations are obtained through a weakly-supervised manner, the main network is trained with dense 3D
labels using GCN-based method. Spurr et al. \cite{Spurr2017} introduce a series of biomechanically inspired constraints to guide the hand prediction, including joint skeleton structure, root bone structure and joint angles. The final model achieves the state-of-the-art performance against the previous methods using the synthetic dataset and weakly-annotated real-world data. Baek et al. \cite{Baek2018} address the challenging problem of hand-object interaction scenarios and combine a generative adversarial network and mesh renderer for guidance. Chen et al. \cite{Chen2019} employ an off-the-shell 2D pose detector \cite{Detectron2019} as a weaker 2D supervision, compared to human annotated 2D keypoints. By taking advantage of hand detector, the model can be trained on a wider range of images without human label. Differently from the above weakly-supervised methods, our model is designed for multi-hands reconstruction from single image without bounding box. To this end, we choose the hand center as an index for each hand patch and gather features according to the center position on final feature map. Our model is able to recover multiple hands from uncropped images with only 2D labels, which is end-to-end learnable.

III. METHODOLOGY

In this section, we present our proposed single-stage multi-hand reconstruction framework. Firstly, we suggest a single-stage pipeline to locate and recover multiple hands simultaneously. Secondly, we present the localization and reconstruction module. Finally, we employ a global-local feature consistency loss and multi-hand data augmentation strategy to boost the robustness and accuracy of our proposed approach.

A. Overview

The overall framework of our method is depicted in Fig. 2, which shares a classical encoder-decoder structure. Given an input image, our model recovers the position as well as 3D pose and shape of each hand in image. Existing methods \cite{Burkhardt2018, Park2019} address this task by sequentially detecting and reconstructing 3D hand mesh in a multi-stage manner, which incurs extra computational cost on preprocessing hand area and feature extraction. The usage of additional detectors makes such methods not end-to-end. As for our proposed framework, each hand instance is localized and recovered jointly within a single forward pass. To this end, we adopt ResNet-50 \cite{He2016} as the backbone of our encoder to extract features, where the parametric hand model MANO \cite{Bogo2016} is used as the decoder for hand mesh reconstruction. Our model predicts the center location, left-right hand type, MANO parameters and rendering parameters, simultaneously.

Our overall training objective function consists of hand localization loss \( L_{loc} \), reconstruction loss \( L_{rec} \) and global-local consistency loss \( L_{con} \) as follows,

\[
L = L_{loc} + L_{rec} + L_{con},
\]

The localization loss acts as a hand detector in image space. Hand center, keypoints and type are determined by local image feature. The reconstruction loss plays an important role in 3D recovery. Hand pose, shape as well as texture are regressed through global feature sampled from the center map. The consistency loss ensures that the directly estimated and re-projected keypoints are consistent. We describe each module in the following.

B. Multiple Hand Localization

In this section, we address the problem of hand localization in 2D image. The input image is divided into \( 8 \times 8 \) cells, where each cell represents an individual hand centered on this position. Instead of directly regressing 2D keypoints to estimate hand pose like the conventional method, we predict the center location and left-right hand types to facilitate the subsequent 3D reconstruction.

Deep Hand Encoder As shown in Fig. 2, each cell in the feature map represents an individual hand locating at the corresponding position. The output code vector \( \delta \) has all the information to construct a hand, which can be decomposed into center position \( \delta_{cp} \in \mathbb{R}^1 \), left-right hand type \( \delta_{lr} \in \mathbb{R}^2 \), 2D keypoint heat-maps \( \delta_{kp} \in \mathbb{R}^{27} \), MANO parameters \( \delta_{mano} \in \mathbb{R}^{61} \), texture coefficient \( \delta_{text} \in \mathbb{R}^{778 \times 3} \) and lighting parameters \( \delta_{light} \in \mathbb{R}^{27} \). The first three items are used to locate the hand in 2D image. Moreover, the last three items are used to construct a 3D hand mesh that is rendered into camera space.

Our backbone follows the network structure design of ResNet-50 for feature extraction. As shown in Fig. 2, we concatenate the feature maps of three different layers before feeding into the decoder to better make use of features at different scales. An optional branch for 2D joint heat-maps estimation is designed to boost the overall performance.

Hand Localization In contrast to the conventional pipeline, we introduce an extra center map to estimate the location for each hand instance. To this end, we employ a heatmap \( H \in \mathbb{R}^{\frac{H}{8} \times \frac{W}{8} \times 1} \) to represent the center of each hand, in which each local peak of the probability map indicates a potential hand instance. As discussed in literature \cite{Liu2019}, the heatmap representation is more robust against noise compared to regressing the pixel coordinate directly. Thus, the hand center coordinates \( P_{ct} = \{ p_i \in \mathbb{R}^2 | 1 \leq i \leq k \} \), where \( k \) indicates the number of visible hands, is encoded as a Gaussian distribution. The scale of hand is integrated as Gaussian radius. The calculation of radius is referred to \cite{Tao2020}. Considering that the center of hand may change according to the gesture, which makes our prediction unstable. We investigate several center definitions and finally choose the mean position of all visible 2D keypoints as ground truth center due to the stable performance across multiple datasets. In the multi-hand setting, hand type has to be considered during training, since the MANO models of left and right hand have different initial position and articulation range. We integrate the left-right hand type into our center map, which is different from face and body reconstruction tasks. The overall loss function of hand localization \( L_{loc} \) consists of three components as follows:

\[
L_{loc} = \lambda_{cp} L_{cp} + \lambda_{lr} L_{lr} + \lambda_{kp} L_{kp},
\]

where \( L_{cp} \) refers to the center point localization loss. \( L_{lr} \) denotes the left-right hand type regression loss and \( L_{kp} \) is keypoints detection loss. \( \lambda \) is a weighting coefficient to
balance the magnitude of different losses. Specifically, \( L_{cp} \) is a modified pixel-wise two-class logistic regression with focal loss [55]. The center of each hand should be categorized as positive class ‘hand’ while the rest area should be treated as negative class ‘background’. Since there exists imbalance between two kinds of labels, we formulate \( L_c \) like focal loss as below:

\[
L_{cp} = -\frac{1}{k} \sum_{n=1}^{w \times h} (1 - p_n) \gamma \log(p_n),
\]

where \( k \) is the total number of hands. \( p_n \in [0, 1] \) is the estimated confidence value for positive class, and \( 1 - p_n \) is the probability for negative class. \( w \times h \) is the overall pixel in the center map. \( \gamma \) is set to 2 as a hyper-parameter to reduce the magnitude of different losses. Specifically, \( \gamma \) shares the same formulation as focal loss [55]. The center of each hand should be categorized as positive samples except that we define ‘0’ as left hand and ‘1’ as right hand. \( L_{kp} \) is the same formula as \( L_{cp} \) with more channels for all keypoints.

### C. Multiple Hand Mesh Reconstruction

**Hand Mesh Representation** For hand mesh representation, we adopt a model-based method that directly regresses the MANO parameters to shape 3D hand. It has merit of greatly reducing the search space for poses, which alleviates the difficulty in recovering 3D shape from single still image. This enables our method to achieve good results with only weak supervision. MANO [12] provides a low-dimensional parametric model to synthesize the hand mesh, which is learned from around 1000 high-resolution 3D hand scans of 31 different persons in a wide variety of hand poses. As in [12], we represent with the hand shape \( \beta \in \mathbb{R}^{10} \) and pose \( \theta \in \mathbb{R}^{51} \) as follows:

\[
M(\beta, \theta) = W(V_P(\beta, \theta), \theta, J(\beta), \bar{W}),
\]

\[
V_P(\beta, \theta) = \bar{V} + \sum_{n=1}^{|\beta|} \beta_n S_n + \sum_{n=1}^{|\theta|} (\theta_n - \bar{\theta}) P_n,
\]

where \( W \) is the Linear Blend Skinning (LBS) function. \( J \) is a predefined joint regressor, and \( \bar{W} \) is blend weights. Vertices in mesh \( V_P \in \mathbb{R}^{778 \times 3} \) are calculated according to shape and pose displacements of template hand mesh \( \bar{V} \in \mathbb{R}^{778 \times 3} \). \( S_n \) are the principal components in a low-dimensional shape basis and \( P_n \) are pose blend shapes controlling vertices offset, \( \theta \) is the mean pose. With the joint regressor \( J \), we can further calculate the accurate 3D joints \( J \in \mathbb{R}^{21 \times 3} \) from the position of the vertices, corresponding to 21 keypoints in image space. It is worthy of mentioning that both global hand rotation and translation are encoded in MANO parameters, which are used in the camera projection. In order to narrow the gap between reconstruction results and real-world application, we estimate the texture parameters for each hand. As in [31], we directly regress per-vertex RGB value \( \delta_{\text{text}} \in \mathbb{R}^{778 \times 3} \) of each hand mesh. Furthermore, we employ spherical harmonics [56] [57] to approximate illumination changes of the scene. The estimated lighting vector \( L \in \mathbb{R}^{27} \) works well in several datasets with various illumination conditions.

**Camera Model** Based on the above hand mesh representation, we are able to estimate 3D hand in hand-relative coordinates. Projecting each hand into camera-relative coordinate and image coordinate system is essential for the applications. Instead of assigning different camera parameters to each individual hand like conventional multi-stage pipeline, a unified and consistent camera model is more convenient and reasonable. Therefore, we use the same intrinsic matrix \( K \) for perspective projection in each dataset during training. By predicting the individual rotation and translation matrix \( T = \{ [R_i|t_i] \in \mathbb{R}^{3 \times 4} | 1 \leq i \leq k \} \), all hand meshes are transformed into a unified camera coordinate system as follows:

\[
P_i^c = K \bar{T}_i P_i^w
\]

where \( f_x, f_y \) are the focal length fixed as 512 in multi-hand setting, \( c_x = W/2 \), \( c_y = H/2 \) are the projection center of image. Global rotation and translation matrices are estimated in \( \delta_{\text{mano}} \) together with other joint rotations on Rodrigues vector representation. \( P_i^c \in \mathbb{R}^3 \) is the hand mesh in camera coordinate system, and \( P_i^w \in \mathbb{R}^3 \) in world coordinate system. \( P_i^w \) is further expanded to a homogeneous coordinate system to calculate the matrix projection. Comparing to the conventional multi-stage methods, our approach enjoys the benefits of coherent environment light and projection model while the cropped hand patch may lose some precision of texture and scale information. Besides, the important relative position of each hand can be easily recovered in the proposed pipeline without requiring the intrinsic matrix of each hand.

**Hand Mesh Reconstruction** Based on the estimated MANO parameters and camera model, we are able to render hand mesh into camera space. Given an input image, our model first estimates the center map which represents all visible hands in various illumination conditions. Specifically, \( L_{\text{rec}} \) is the sparse 2D keypoints re-projection loss and photometric loss to learn our parameters as below:

\[
L_{\text{rec}} = \lambda_{\text{rep}} L_{\text{rep}} + \lambda_{\text{pho}} L_{\text{pho}} + \lambda_{\text{reg}} L_{\text{reg}},
\]

where \( L_{\text{rep}} \) refers to the re-projection loss. \( L_{\text{pho}} \) is the photometric loss, and \( L_{\text{reg}} \) represents the regularizal loss. Specifically, \( L_{\text{rep}} \) is the sparse 2D keypoints re-projection error that minimizes the distance between 2D projection from its corresponding 3D joints and the labelled 2D ground truth.

\[
L_{\text{rep}} = \frac{1}{k \times J} \sum_{n=1}^{k} \sum_{j=1}^{J} ||\phi_{n,j} - \phi_{n,j}^*||^2 + \frac{1}{k \times E} \sum_{n=1}^{k} \sum_{e=1}^{E} ||\epsilon_{n,e} - \epsilon_{n,e}^*||^2
\]

where \( \phi_{n,j} \) represents the estimated 3D joint position of the \( n \)-th hand and the \( j \)-th joint, \( \phi_{n,j}^* \) is the ground truth, \( \epsilon_{n,e} \) represents the per-pixel difference between rendered and labelled image.
In $\mathcal{L}_{rep}$, $J$ is the total number of keypoints, and $E$ is the total number of normalized edge vectors constructed from adjacent point. They correspond to 21 joints and 20 bones in the physical sense, respectively. $\phi_{n,j}$ refers to the $n^{th}$ hand and $j^{th}$ keypoint projected on image, $e_{n,e}$ is the $n^{th}$ hand and $e^{th}$ bone. Similarly, $*$ indicates the ground truth. We use the length of the first section in middle finger to unify the errors for different hand scales.

$$\mathcal{L}_{pho} = \frac{\sum_{n=1}^{W \times H} M_n ||I_n - I_n^*||_2}{\sum_{n=1}^{W \times H} M_n}.$$  

(9)

$\mathcal{L}_{pho}$ is the photometric error between the input and rendered images. Hand mask is used to exclude the influence of irrelevant background pixels. $I$ and $I^*$ are the rendered and input images, respectively. $M$ is a binary mask with the same size of input image, which is determined by Hadamard product between the rendered silhouette and ground truth skin mask. Since we ignore the pixels in background area, $M_n$ in such positions is just set to zero. 3D textured hand mesh is constructed with $\delta_{mano}$, $\delta_{text}$ and $\delta_{light}$ and the rendering is implemented through PyTorch3D [43].

$\mathcal{L}_{reg}$ is a pose and shape regularization term to penalize the implausible 3D joint rotation and shape. We define an interval $[\theta_{min}, \theta_{max}]$ of valid rotation range for each joint angle. Since the angle within the range should not be regularized. Shape parameters are encouraged to be close to the mean value. In this paper, we define the regularization loss as below

$$\mathcal{L}_{reg} = w_{pose}||\delta_{pose}||_1 + w_{shape}||\delta_{shape}||_2.$$  

(10)

where $\delta_{pose}$ is the pose error that penalizes $\theta$ exceeding the predefined threshold, and $\delta_{shape}$ is the shape error pulling $\beta$ to be close to mean shape.

**Global-local Feature Consistency** To further improve the performance, we consider to combine the global feature and local feature together. Specifically, the 2D keypoints directly estimated from local features and re-projected points from 3D joints estimated from global features should be equal. Interestingly, the center map plays an important role in top-down estimation while our 2D keypoints heatmap is essential to bottom-up estimation.

$$\mathcal{L}_{con} = \frac{1}{k \times J} \sum_{n=1}^{k} \sum_{j=1}^{J} ||\phi_{n,j}^{kp} - \phi_{n,j}^{rep}||_2.$$  

(11)

Similar ideas have been addressed in single-hand methods as intermediate supervision. In multi-hand issue, however, we have to consider the joint assignment task. Keypoints belong to the same hand should be close to each other while different hands should fall apart each other. We use L2 normal to constrain the above assumptions.

**D. Weakly-supervised Data Augmentation**

Since most of previous studies focus on single-hand recovery task, dataset for 3D multi-hand pose estimation is rare. FreiHAND [1] and HO3D [2] are designed for single-hand estimation. RHD [28] is a stereo hand dataset while there is always a big gap between the synthetic data and real image. Tzionas et al. [58] focus on hands in action (hand-hand interaction and hand-object interaction) with RGBD setup, where only 2D ground-truth joints are provided. The dataset is relatively small in size. Simon et al. [5] generate hand label through a multi-view bootstrapping method for images captured from Panoptic Studio dataset. Unfortunately, the hand part is rather small compared to image resolution, which leads to the inaccurate annotations. Recently, InterHand2.6M [21] provides a large-scale real-captured hand dataset with 3D annotation. However, the dataset with only two hands still restricts the algorithm to the limited scenarios. Bambach et al. [59] provides the first-person interactions between two people, where up to four hands may appear at the same time. However, only mask labels of visible hands are provided in this dataset. Therefore, we extend the previous hand datasets to a more general form and propose our novel single-stage multi-hand recovering framework based on our synthesized dataset.

To address the problem of lacking annotated training data with multiple hands, we synthesize a large multi-scale multi-hand dataset, whose hand samples are selected from the existing single hand datasets, as shown in Fig. 7. In short, we crop up to 10 hand samples and resize them to paste on an empty image $I \in \mathbb{R}^{512 \times 512}$. To generate more photorealistic image, we firstly paste one whole image containing single hand and background, which is resized to $I$ and padded with background pixels. Then, we crop other hand samples according to its bounding box and randomly re-scale them into the size between 96 pixels to 320 pixels. For simplicity, we crop each hand in the original image into a square. The irrelevant background pixels are removed by hand masks. To place the hand samples, we use the greedy strategy to set them layer by layer from the lower right corner to the upper left corner in image. The size of next sample is randomly generated according to the remaining available space until the rest available space is less than the predefined minimum sample size. As for ground truth construction, we retain the index of each hand sample, 2D keypoints, center point, bounding box and mask, which are generated from the original data labels by affine transformation. Besides, we randomly flip the original hand patch horizontally to construct left hand image for hand type learning, since all images in FreiHAND and HO3D only have right hands.

**IV. Experiment**

In this section, we thoroughly evaluate our proposed framework. Firstly, we present the implementation details for experimental setup. Then, the comprehensive experiments are conducted in order to compare with the state-of-the-art methods, including single-hand setting, two-hand setting and multi-hand setting. Finally, we give an ablation study to examine the effect of each individual module and give the potential direction for further improvement.

**A. Implementation Details**

The proposed framework is implemented with PyTorch [65], which employs the ResNet-50 [53] as backbone. To avoid
the incomplete convergence due to the complex learning task, we split the overall training scheme into two parts. Firstly, we crop and center the area of the hand, and only optimize the reconstruction parameters. Thus, our network is able to estimate 3D hand mesh with the known center position. Then, we use the augmented multi-hand dataset and optimize all parameters together. In our training process, the batch size is set to 256, and the initial learning rate is \(10^{-5}\). We decrease our learning rate by 10 at the epoch of 30, 90 and 120. We train our model with four RTX2080Ti GPUs, which takes around a day to train 70K iterations on FreiHAND dataset. The input images are resized into 224 × 224 for single-hand estimation task and 512 × 512 for multiple hand recovering task. The typical data augmentation methods, including random scaling, translation, rotation and color jittering, are performed in both single and multiple hand settings.

### B. Datasets and Evaluation Metrics

**FreiHAND** [1] is a large-scale single hand dataset with 3D labels on hand joints and MANO parameters. The evaluation set contains 3960 samples without ground truth annotations. Researchers need to submit their predictions to the online server for evaluation. The training set contains 32,560 samples of real human hands captured with green screen background, and each sample is augmented with different synthetic backgrounds. The whole dataset contains 130,240 images with various hand poses and augmented background using different post processing options. Four training samples in each group share the same 3D label, segmentation mask, camera intrinsic matrix, 3D keypoint annotation and their corresponding MANO parameters. All hands are centered in the original images with the size of 224 × 224.

**HO-3Dv2** [2] is a single hand dataset with 3D annotations similar to FreiHAND, which focuses on hand-object pose estimation. It contains 68 sequences captured with 10 different persons manipulating 10 different objects. The training set has 66,034 images (from 55 sequences) and the evaluation set contains 11,524 images (from 13 sequences). As the annotation for testing set is unavailable, we submit our results to online server for evaluation. Hands in this dataset are not centered and suffer from severe partial occlusions, which brings the extra challenges for hand recovering.

**RHD** [28] is a large-scale synthetic dataset with 3D annotations for single and interacting hand poses. It is created from 3D models of humans animations using commercial software. The dataset is built upon 20 different characters performing 39 actions, providing 41,258 images for training and 2728 images for evaluation.

**InterHand2.6M** [21] is a large-scale real-world dataset with 3D annotations for interacting hand poses. It contains 1,179,648 interacting hand frames and 1,410,699 single hand frames. The annotation contains bounding box, 3D joints, camera intrinsic matrix and hand type information.

### Evaluation Metrics

As in [1], [2], we evaluate our approach by calculating the errors of 3D joints and 3D vertices. We
compute the mean per joint position error (MPJPE) and mean per vertex position error (MPVPE) between the prediction and ground truth in cm for 3D joints and 3D mesh evaluation, respectively. All results on FreiHAND and HO-3D are submitted to online server that aligned automatically based on procrustes analysis \cite{66} for fair comparison. We also calculate the area under curve ($AUC_j$ for joints and $AUC_V$ for vertices) of the percentage of correct keypoint (PCK) curve in an interval from 0cm to 5cm with the 100 equally spaced thresholds. Besides, end point error (EPE) is used to calculate the area under curve ($AUC_j$ for joints and $AUC_V$ for vertices) of the percentage of correct keypoint (PCK) curve in an interval from 0cm to 5cm with the 100 equally spaced thresholds. This is because it is hard for our method to learn the detailed 3D pose with only 2D label. However, we can achieve generally consistent and fine-grained accuracy. To evaluate 2D pixel error, we randomly select 10% of the training set for validation, since no ground-truth 2D keypoints are available on evaluation set. We train our model with the rest samples of training set, which obtains 6.64 pixel error/12.94mm joint absolute error under the input size of $224 \times 224$ using 2D supervision. Moreover, we obtain 5.88 pixel error/6.50mm joint absolute error with 3D supervision. The close pixel error further demonstrates that our presented method can fully make use of 2D supervision to learn the accurate 3D poses while 3D supervision can disambiguate the perspective projection to further improve performance. Visual results on validation set are depicted in Fig. \ref{fig:3} which include the input image, ground-truth mesh overlaid on input image, predicted mesh overlaid on input image and textured mesh in two viewpoints. By taking advantage of the photometric loss, our model is able to learn the lighting and texture parameters from input image through a self-supervised manner, which produces more vivid hand mesh. As shown in Fig. \ref{fig:3}, two sets of images from different viewpoints were rendered using open-source system MeshLab \cite{68} without lighting.

HO3D is a more challenging dataset for the hand-object interaction containing motion sequences. Hands are usually occluded by object or partly outside the screen, which makes it even more challenging for our presented method to estimate the hand center. By making use of the center-based pipeline and carefully designed constraints, our approach achieves the very promising performance in both weakly-supervised and fully-supervised settings. As shown in Table \ref{table:1} our weakly-supervised model outperforms all other model-based methods while our fully-supervised method further improves the performance. Fig. \ref{fig:4} plots our visual results on the evaluation set of HO3D, including input image, predicted hand mask, predicted

C. Comparisons with State-of-the-art Methods

Single-hand Reconstruction Experiments We firstly compare our method with the recent state-of-the-art model-based methods in fully-supervised \cite{9,1,60,61} and weakly-supervised manner \cite{32,6}. Although Transformer-based method \cite{67} and GCN-based approach \cite{15} achieve the higher precision, they are less suitable for weakly-supervised multi-hand reconstruction tasks. For fair comparison, we mainly focus on the more related model-based methods. We choose FreiHAND and HO-3D as our validation datasets, since they are the latest and mostly used single hand dataset. Evaluations are conducted through submitting our estimated results to the online judging system\cite{https://competitions.codalab.org/competitions/21238, https://competitions.codalab.org/competitions/22485}.

Table \ref{table:1} shows the evaluation results on FreiHAND. It can be clearly seen that our presented method outperforms other weakly-supervised methods on all evaluation metrics, which achieves the comparable accuracy against the recent fully-supervised methods. It obtains 1.07cm MPJPE with 0.787 $AUC_j$ and 1.10cm MPVPE with 0.782 $AUC_V$. To further explore the potential of our model, we trained it with full supervision when 3D labels are available. Fig. \ref{fig:3} plots our 3D PCK of joints and vertices with other methods under different error thresholds. Our fully-supervised model outperforms other methods at a large margin while our weakly-supervised model achieves the comparable performance against ManoCNN \cite{1}. Note that Biomechanical \cite{32} additionally uses 3D labels of synthetic training data and only predicts the sparse joint poses. In the close-up figure, it can be found that our weakly-supervised model is not as good as ManoCNN under the small error thresholds while our method performs better under the large thresholds. This is because it is hard for our method to learn the detailed 3D pose with only 2D label. However, we can achieve generally consistent and fine-grained accuracy.
Fig. 4. Qualitative mesh results on dataset FreiHAND. Our model is trained only with 2D supervision, which do not require the real camera intrinsic parameters. Textures are learned through a self-supervised manner, which makes our outputs more vivid.

keypoints, rendered hand mesh and predicted mesh overlaid on input image, respectively. Our testing model is trained with 2D labels only, which is capable of handling the cases with partial occlusions.

Fig. 5. Predictions of our model in HO3D evaluation set. From left to right are input image, predicted mask, predicted keypoints, predicted mesh and predicted mesh overlaid with input image, respectively.

Two-hand Reconstruction Experiments Secondly, we evaluate our method on RHD and InterHand2.6M with two isolated hands and interacting hand scenarios, respectively.

As for RHD, we compare our method with several fully-supervised methods \[28\], \[63\], \[64\], \[21\], where the EPE results in Table [11] are reported from \[21\]. All of the above methods only predict the sparse hand joints rather than dense hand mesh, they require the ground truth bounding box to crop the hand areas. To facilitate the fair comparisons, we train our model with the same cropped images and evaluate the relative 3D joints error. We achieve 27.65mm end point error and 10.98 pixel error under the input size of 224 x 224. Then, we train our model using the original image without cropping. It achieves 23.88mm end point error for 3D joints and 15.82 pixel error under input resolution of 512 x 512. Due to the difference between our fixed focal length in training and the ground truth, the predicted 3D coordinates and the true value from dataset cannot be completely matched. Therefore, the 2D loss in this experiment can more accurately reflect the performance of our presented method. Fig. [6] shows the visual results on InterHand2.6M. Although our method is not specifically designed for interacting scenarios and each hand is detected and reconstructed independently, our model is able to recover interacting hands heavily occluded from each other. In further work, we consider to process a group of two interacting hands together like InterHand \[21\] or introduce other assumptions such as collision detection and left-right hand association to improve the accuracy.

Multi-hand Reconstruction Experiments Since other methods cannot handle the task with more than two hands, we only present the quantitative and qualitative results of our proposed method. The training and evaluation data are created based on the publicly available single hand datasets through our weakly-supervised data augmentation scheme. In order to ensure the clear visibility of each hand, we limit up to ten visible hands during training. We achieve 21.48mm end point error and 8.56 pixel error under the input size of 512 x 512. Fig. [7] depicts
Fig. 6. Predictions results under two-hand setting. The first three rows are the results from RHD and the last three rows are results from InterHand. From left to right are input image, predicted mask, predicted keypoints and predicted mesh overlaid on input image, respectively.

TABLE IV
Comparison on different combinations of loss terms tested on the evaluation set of FreiHAND. Each loss term can improve the performance of the model to a certain extent, and the photometric loss mainly predicts texture and lighting to restore realistic meshes.

| Baseline | $L_{reg}$ | $L_{aug}$ | $L_{con}$ | $L_{bone}$ | $L_{pha}$ | $L_{AD}$ | MPJPE↓ | MPVPE↓ |
|----------|-----------|-----------|-----------|------------|----------|---------|--------|--------|
| ✓        | ✓         | -         | -         | -          | -        | -       | 2.98   | 3.16   |
| ✓        | ✓         | ✓         | -         | -          | -        | -       | 1.66   | 1.72   |
| ✓        | ✓         | ✓         | ✓         | -          | -        | -       | 1.53   | 1.61   |
| ✓        | ✓         | ✓         | ✓         | ✓          | -        | -       | 1.64   | 1.71   |
| ✓        | ✓         | ✓         | ✓         | ✓          | ✓        | -       | 1.43   | 1.45   |
| ✓        | ✓         | ✓         | ✓         | ✓          | ✓        | -       | 1.48   | 1.56   |
| ✓        | ✓         | ✓         | ✓         | ✓          | ✓        | ✓       | 1.13   | 1.17   |
| ✓        | ✓         | ✓         | ✓         | ✓          | ✓        | ✓       | 1.07   | 1.10   |
| ✓        | ✓         | ✓         | ✓         | ✓          | ✓        | ✓       | 1.07   | 1.10   |
| ✓        | ✓         | ✓         | ✓         | ✓          | ✓        | ✓       | 1.07   | 1.10   |
| ✓        | ✓         | ✓         | ✓         | ✓          | ✓        | ✓       | 1.07   | 1.10   |
| ✓        | ✓         | ✓         | ✓         | ✓          | ✓        | ✓       | 1.07   | 1.10   |

* this is the dense mesh with vivid hand texture.

the visual results, including input image, the predicted mask, keypoints and mesh overlaid with input image, respectively. Besides, we regress the lighting and texture parameters to obtain the more vivid hand mesh. By taking advantage of our assumption on uniform camera intrinsic, we can estimate the absolute hand position and orientation without the complicated transformations. Compared to the multi-stage methods, our model only needs single forward inference, which avoids the redundant feature encoding for each hand. In order to investigate the generalization ability of our proposed approach, we evaluate our model on the unlabeled images from Bambach et al. [59]. As shown in Fig. 8, our method can obtain the
Fig. 7. Qualitative 3D pose estimation results on the proposed multi-hand dataset. From left to right: generated image, predicted mask, predicted keypoints and predicted mesh overlaid on input image.

reasonable prediction results even without fine-tuning.

Fig. 8. Qualitative 3D pose estimation results on images in the wild. The predicted keypoints are reprojected from estimated 3D mesh using our model, which is trained only on our generated multi-hand data.

D. Ablation Study

Evaluation on Efficiency The conventional methods using multi-stage pipeline need to detect and encode each hand patch individually while our presented network shares the same feature map only requiring single forward pass for inference. For the single-hand setting, we employ the input image with the size of 224 × 224. To facilitate the fair comparison, we conduct the experiments on the same device, and use the official implementation of the reference methods. Our model only takes 11.8ms for inference while S2HAND [3] spends 58.7ms and InterHand [21] requires 16.4ms with the same input. It can be seen that our model is the most lightweight under the same conditions. As for the multi-hand setting, the computation cost of multi-stage methods grows linearly with the number of hands in image as depicted in Fig. 9. In addition, detection and cropping time need to be considered, which incurs the extra computation cost and requires off-the-shell detectors. Besides, we find that the running time of our model mainly depends on the size of input image. The inference time with the size of 512 × 512 is 36.5ms, which is still faster than S2HAND. Through this experiment, we believe that the single-stage framework proposed in this paper has its merit in dealing with multiple hands.

Hand Center We study several center definitions such as the center of bounding box, mean position of visible landmarks and fixed joint position like wrist or first part of middle finger. Firstly, the fixed joint position is unsuitable for all kinds of datasets. In some datasets, the invisible joints are set to -1, which makes this definition not applicable when the fixed
center location is invisible. Then, we test the accuracy of center definition on FreiHAND using the center of bounding box and mean position of visible landmarks. The former achieves 1.09cm MPJPE and 1.12cm MPVPE while the latter obtains 1.07cm MPJPE and 1.10cm MPVPE. In some poses, the center of bounding box may fall on background pixels outside the hand while the center of the mean position of visible landmarks can mostly fall on the area belonging to the hand. Therefore, we choose the latter for its robustness.

**Effect of Different Loss Terms** Finally, we conduct a comprehensive comparison on different loss terms. The overall comparison results on FreiHAND dataset are depicted in Table IV. The re-projected keypoints error is the most fundamental loss function for our weakly-supervised pipeline, which is treated as a baseline. $L_{\text{bone}}$ is the second term in $L_{\text{reg}}$ that introduces constraint on 2D bone direction. It provides more detailed pose information, which plays an important role in our weakly-supervised algorithm. $L_{\text{cons}}$ introduces the top-down and bottom-up consistency, which further improves the overall accuracy. $L_{\text{pho}}$ does little improvement for pose accuracy, since other losses have been able to constrain the optimization direction of the model. However, the results without $L_{\text{pho}}$ are with purely gray texture, as shown in Fig. [6] $L_{\text{reg}}$ is adopted to avoid the implausible 3D poses, which makes the limited contribution to the final accuracy. In some cases, it even reduces the accuracy. However, a lower loss with the unreasonable hand shape is not the expected result, which often means overfitting. The difference between with and without $L_{\text{reg}}$ is depicted in Fig. 10. Besides, the data augmentation can significantly improve the model accuracy. This is because it avoids overfitting and fully exploits the underlying pose distributions.

**Limitations** With only 2D supervision, it is difficult for our model to handle the ambiguity of some specific gestures. Specifically, two gestures that are symmetrical with respect to the projection plane are identical in the 2D projection view. Therefore, it is possible that the estimated orientation of the hands is opposite. Additionally, it is difficult for our model to get the accurate result when the input gesture is too challenging. Fig. 11 shows some failure cases, including object occlusion, motion blur, extreme texture and lighting.

![Failure cases, including partial occlusions, hand part outside the screen, motion blur, extreme texture and lighting.](image)

**V. Conclusion**

This paper proposed a novel approach to simultaneously locating and recovering multiple hands from single 2D images. In contrast to the conventional methods, we presented a concise but efficient single-stage pipeline that reduced the computational redundancy in data preprocessing and feature extraction. Specifically, we designed a multi-head auto-encoder structure for multi-hand recovery, where each head network shares the same feature map and outputs hand center, pose and texture, respectively. Besides, a weakly-supervised scheme was proposed to alleviate the burden of expensive 3D real-world data annotations. Extensive experiments on the benchmark datasets demonstrate the efficacy of our proposed framework. Our method achieved the promising results comparing to the previous state-of-the-art model-based methods in both weakly-supervised and fully-supervised settings. In further work, we intend to extend our work to AR interactive scenarios using multi-view contrastive learning and temporal consistency. It may reduce the burden of 3D annotation and achieve the high reconstruction accuracy.
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