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Abstract

In the past few years the utilization of biological signals as a method of interface with a robotic device has become increasingly more prominent. With the many of these systems being based on EEG and EMG, EMG based control has five main parts data acquisition, signal conditioning, feature extraction, classification, and control. This paper seeks to briefly cover the aspects of data acquisition and signal conditioning. After which, various methods of feature extraction, and classification are discussed.

Introduction

The use of EMG in Brain-Computer Interaction (BCI) as part of a Human-Computer Interface (HCI) is a method of control that allows for a more natural use of one’s own existing muscles. Electromyography (EMG) is measured from the muscles as they receive the signal of activation from the brain. This paper presents an analysis of various methods of feature extraction and classification of the EMG signals. As EMG rapidly fluctuates with time and can contain some corruption in the data, due to noise. This means it is critical to choose the methods of feature extraction and classification to improve accuracy and to decrease the computational demand.

The methodology of EMG based control is mainly concerned with data acquisition, signal conditioning, feature extraction, classification, and then control (Figure 1) [1]. This paper presents in the next section a brief description of the method of data acquisition. Then following this will also be a brief description of signal conditioning. Next, the methods of feature extraction are presented. Each method is described with an equation and is then experimental results are presented for easy comparison. All the simulations were done in MATLAB with scripts all using the same sample size, and segment length. The following section then goes on to present different methods of classification in their formal nature. This paper then concludes with a discussion of the pros and cons of the different methods of feature extraction techniques and some specific application of those techniques. As well as a discussion of the different classifiers and some possible specific application of those classifiers.

Data Acquisition

EMG data can be gathered in two different ways: invasive, and noninvasive [2]. The invasive method is performed by inserting a needle type electrode through the skin into the muscle desired. This technique is mostly used for diagnostic purposes. The invasive method provides high-resolution data, and accurate localized descriptions of muscle activity. This method, however, does cause some discomfort to the patient, and is not suited for repeated daily use. The noninvasive method uses surface mounted electrodes commonly positioned over specific muscles. This decreases the patient’s discomfort and allows for the ability to be a fully portable device. The accuracy and resolution of the device depends on...
the sampling rate and the segment length [3]. This method has commonly used adhesives and conductive gels for the mounting of the electrodes. However, in recent years the improvement of surface mounted EMG sensors has made it possible to mount sensors without adhesive or gel.

**Signal Conditioning**

Data segmentation is done using two main methods: overlapping segmentation, and disjoint segmentation [4]. Disjoint segmentation uses separate segments with predefined length for feature extraction (Figure 2). While in overlapped segmentation, the new segment slides over the current segment, where the interval of time between two consecutive segments is less than the segment length and more than the processing time (Figure 3). This shows that disjoint segmentation of data is associated with segment length.

While overlapped segmentation of data is associated with segment length and increment [5]. In experiments done by Oskoei, and Hu [4], disjoint and overlapped segmentation was compared to display their classification performance. The length of 50ms was used in disjoint segments whereas overlapped systems used segments having a length of 200ms with an increment of 50ms. The results showed that the defined disjoint segmentation 200ms provided high performance in EMG classification and an adequate response time allowing for real-time use. With the defined overlapped segmentation shortening the response time without noticeably degrading the accuracy of data. This indicates that to maintain an efficient use of computational resources while not compromising the accuracy of data, it is imperative to implement an appropriately timed method of overlapped segmentation.

**Feature Extraction**

Feature extraction is the transformation of the raw signal data into a relevant data structure by removing noise, and highlighting the important data. There are three main categories of features important for the operation of an EMG based control system. Those being the time domain, frequency domain, and the time-frequency domain [1,5]. However, due to the intense computation needs of transformations required by the features in the time-frequency domain, this method is not used for therapeutic devices.

**Time Domain**

Features in the time domain are more commonly used for EMG pattern recognition. This is because they are easy, and quick to calculate as they do not require any transformation. Time domain features are computed based upon the input signals amplitude.
The resultant values give a measure of the waveform amplitude, frequency, and duration with some limitations [6]. The methods of integrated EMG, mean absolute value, mean absolute value slope, Simple Square integral, variance of EMG, root mean square, and waveform length will be discussed in more detail in the following sub-sections. Each consecutive section will reuse the same notation for better understanding. For each method, a simple test was done with MATLAB scripts for sake of comparison.

### Integrated EMG (IEMG)

Integrated EMG (IEMG) is generally used as a pre-activation index for muscle activity. It is the area under the curve of the rectified EMG signal. IEMG can be simplified and expressed as the summation of the absolute values of the EMG amplitude [7]. The filtered results of a simple input can be seen in Figure 4.

\[ IEMG = \sum_{i=1}^{N} |x_i| \]

Where \( N \) is the length of the segment is, \( i \) is the segment increment, and \( x_i \) is the value of the signal amplitude.

### Mean Absolute Value (MAV)

The Mean Absolute Value (MAV) is a method of detecting and gauging muscle contraction levels. It is expressed as the moving average of the full-wave rectified EMG signal [7,8]. The filtered results of a simple input can be seen in Figure 5.

\[ MAV = \frac{1}{N} \sum_{i=1}^{N} |x_i| \]

### Mean Absolute Value Slope (MAVS)

The Mean Absolute Value Slope is the estimation of the difference between the MAVs of the adjacent segments. The filtered results of a simple input can be seen in Figure 6. This is expressed as [7]

\[ MAVS_i = MAV_{i+1} - MAV_i \]

### Simple Square Integral (SSI)

The Simple Square Integral (SSI) expresses the energy of the EMG signal as a usable feature [7]. The filtered results of a simple input can be seen in Figure 7.

\[ SSI = \sum_{i=1}^{N} |x_i|^2 \]
Figure 6: MAVS simulation results (raw signal on the left, filtered signal on the right).

Figure 7: SSI simulation results (raw signal on the left, filtered signal on the right).

Variance of EMG (VAR)

The Variance of EMG (VAR) expresses the power of the EMG signal as a usable feature. The filtered results of a simple input can be seen in Figure 8. This is defined as [6,7]:

$$VAR = \frac{1}{N-1} \sum_{i=1}^{N} x_i^2$$  \hspace{1cm} (5)

Root Mean Square (RMS)

The Root Mean Square (RMS) is modeled as the amplitude modulated Gaussian random process where the RMS is related to the constant force, and the non-fatiguing contractions of the muscles [7]. The RMS method of feature extraction is very commonly used. As it is computationally efficient and quick, while still containing precipice data. The filtered results of a simple input can be seen in Figure 9.

$$RMS = \sqrt{\frac{1}{N} \sum_{i=1}^{N} |x_i|^2}$$  \hspace{1cm} (6)

Figure 8: VAR simulation results (raw signal on the left, filtered signal on the right).
Waveform Length (WL)

The Waveform Length (WL) is intuitively the cumulative length of the waveform over the segment. The resultant values of the WL calculation indicate a measure of the waveform amplitude, frequency, and duration [7]. The filtered results of a simple input can be seen in Figure 10.

\[ WL = \sum_{i=1}^{n} |x_i - x_{i-1}| \] (7)

Frequency Domain

The features extracted using the frequency domains are normally based on a signal’s estimated power spectral density (PSD). Except for the Modified Median Frequency and Modified Mean Frequency methods proposed by Phinyomark et al. where the inputs to the methods are the amplitude at the bin frequencies. The frequency domain features in comparison to the time domain features tend to require more computational resources, and time [6]. For each method, a simple test was done with MATLAB scripts for sake of comparison except. As the autoregressive method has many orders of models it has not been simulated for simplicity.

Autoregressive Coefficients (AR)

The Autoregressive (AR) model is a description of each sample of the EMG signal as a linear combination of the previous samples plus a white noise error term. AR coefficients are commonly used as features in pattern recognition [7, 9].

\[ x_n = \sum_{i=1}^{P} a_i x_{n-i} + w_n \] (8)

Where \( x_n \) a sample of the model signal is, \( a_i \) is the AR coefficients, \( w_n \) is the white noise error term, and \( P \) is the order of the AR model.

Frequency Median (FMD)

The Frequency Median (FMD) is based on the power spectral density (PSD). In general, there are two main types of PSD estimation to calculate the frequency domain feature for EMG: parametric or nonparametric. Parametric methods assume that the signal can be modeled as an output of a linear system. The nonparametric methods do not make any assumptions toward any model of the system. One of the more commonly used methods is the periodogram method [10]. FMD is found as the frequency where the spectrum is divided into two equal parts [7]. The filtered results of a simple input can be seen in Figure 11.

\[ FMD = \frac{1}{2} \sum_{i=1}^{P} PSD \] (9)
Where M is the length of the power spectral density, and \((\text{PSD})_i\) is the \(i^{\text{th}}\) line of the PSD.

**Frequency Mean (FMN)**

The Frequency Mean (FMN) is the average of the frequency. FMN is expressed as the summation of the product of the PSD and the frequency of the spectrum, \(f_i\) [7]. The filtered results of a simple input can be seen in Figure 12.

\[
FMN = \frac{\sum_i (\text{PSD})_i f_i}{\sum_i (\text{PSD})_i} \quad (10)
\]

\[
f_i = \frac{i \cdot \text{SampleRate}}{2M} \quad (11)
\]

**Modified Median Frequency (MMDF)**

The Modified Median Frequency (MMDF) is very similar to the FMD method but is based on the amplitude spectrum, not the PSD. It is an expression of the frequency where spectrum is divided into two regions with equal amplitude [7]. The filtered results of a simple input can be seen in Figure 13.

\[
\text{MMDF} = \frac{1}{2} \sum_j A_j \quad (12)
\]

Where \(A_j\) is the EMG amplitude spectrum at the frequency bin \(j\).
Modified Frequency Mean (MMNF)

The Modified Frequency Mean (MMNF) is the average of the frequency based on the amplitude spectrum unlike the FMN [7]. The filtered results of a simple input can be seen in Figure 14.

The filtered results of a simple input can be seen in Figure 14.

\[
MMNF = \frac{\sum_{j=1}^{M} f_j A_j}{\sum_{j=1}^{M} A_j}
\]

Where \( f_j \) is the frequency of the spectrum at the frequency bin \( j \) and is found similarly to \( f_i \).

Figure 14: MMNF simulation results (raw signal on the left, filtered signal on the right).

Classification

Table 1: Classifier Usage.

| Classifier    | Application                                      |
|---------------|--------------------------------------------------|
| Oskoei, and Hu [4] | SVM, LDA, and MLP                               |
| Choi, et al. [11] | NN                                               |
| Han, et al. [12]  | FL, FMMNN                                        |
| Cesqui, et al. [9] | SVM                                             |
| Hussein, and Granat [13] | NF                                           |
| Alkan, and Güney [8] | LDA, and SVM                                    |
| Ahsan, Ibrahim, and Khalifa [14] | NN                                           |
| Bu, Okamoto, and Tsuji [15] | BN, and a hybrid of BN and NN                   |
| Ahsan, Ibrahim, and Khalifa [16] | NN, BN, HMM, BPN, LGMNN, PNN, FMMNN, and RBFNN  |
| Reaz, Hussain, and Mohd-Yasin [17] | DTD, WT, WVD, CWM, NN, FL, and HOS             |
| Micera, et al. [18] | FL                                               |

After the desired features are extracted from the input signal acquired it is necessary to differentiate the categories amongst the features by using a classifier [11-18]. There are many different types of classifiers to use (Table 1). This study focused on some of the more common methods. Such as neural networks (NN), fuzzy logic (FL), Bayesian classifiers (BC), support vector machines (SVM), Linear Discriminate Analysis (LDA), and neuro-fuzzy hybridization (NF). Multilayer Perceptron (MLP), Fuzzy Min Maxed Neural Network (FMMNN), Hidden Markov Model (HMM), Back-propagation Neural Network (BPN), Log-Linearized Gaussian Mixture Network (LLGMNN), Probabilistic Neural Network (PNN), Radial Basis Function Artificial Neural Network (RBFNN), Double-Threshold Detection (DTD), Wavelet Transformation (WT), Wigner-Ville Distribution (WVD), Choi-Williams Method (CWM), Higher-Order Statistics (HOS).

Neural Network (NN)

A Neural Network (NN) refers to; in this case, a supervised learning model meaning that data needs to be labeled before it is processed. The goal of a NN is to imitate a biological brain and its immense network of neurons. This is done by utilizing many simply connected nodes that are weighted. These weights are what the NN uses in its calculations. NNs also have algorithms for learning or training which are used to adjust the weights [19]. ANN has three different classes of nodes: input, hidden, and output nodes (Figure 15). With each class of node organized into a layer where the nodes
of the same layer have no connections between each other. There can only be one input, and one output layer. However, there can be any number of hidden layers, as well as any number of nodes with in all layers. The input nodes receive an activation pattern which is then moved in the forward direction through one or more of the hidden nodes then on to the output nodes. The input activation from the previous nodes going into a node is multiplied by the weights of the links over which it spreads. All input activation is then summed and the node becomes activated only if the incoming result is above the node’s threshold [20].

![Figure 15: Representation of a two layer NN, with one hidden layer and one output layer. Figure by Colin M.L. Burnett used under CC BY-SA 3.0.](image)

Though NNs are a powerful computation model it does not come without a few difficulties. One issue with NNs is that they need to be trained sufficiently to be able to give accurate and precise. During the training, the model needs to be monitored so to not create an over fit or under fit NN. NNs are very good at modeling large datasets with nonlinear features. However, the classification boundaries are difficult to understand intuitively. NNs are also rather taxing computationally and tend to need rather large lookup tables, requiring a large amount of storage space. Though NNs can be trained to solve complex classification problems they cannot use datasets with missing data entries.

**Fuzzy Logic (FL)**

Fuzzy logic (FL) being a form of multi-valued logic where the logic values possible are in a range of real numbers between 0 and 1. Making FL a mathematical model capable of incorporating and weighing precision and significance. This is done by using the processes of fuzzification, and defuzzification. Fuzzification in a FL system is the process of assigning fuzzy values to the crisp inputs. This is done by choosing an arbitrary curve to represent the relationship between the crisp values and the degree of membership that those inputs contain [21]. This is a fuzzy set, and can be expressed as:

$$A \{ x, \mu_A (x) | x \in U \} \quad (14)$$

Where A is the fuzzy set, U is the universe of discourse with elements x, and $\mu_A$ defines the membership function. These fuzzy sets are then tested with a series of if-then statements using logic operators to resolve the output. These results then go through the process of defuzzification to change the fuzzy values back into crisp values. This is done by using numerous different methods such as the centroid, or bisector defuzzification methods. One of the greatest advantages of using FL for classification is that it is flexible, and can be easily modified or combined with several other classification methods. However, FL is not without its drawbacks. FL has many localized parameters and training method. This can make the initial construction, and tuning is very time consuming [22].

**Bayesian Classifier (BC)**

A Bayesian Classifier (BC) is based on the idea that if a system knows the class it is able to predict the values of the features. Also, if the class is unknown the system can employ Bayes’ rule to predict the class with the given features. Using a BC, the system builds a probabilistic model of the features to predict classes of new instances [23]. Bayes’ rule can then be expressed as:

$$P(h | D) = \frac{P(D|h)P(h)}{P(D)} \quad (15)$$

Where P(D|h) is the probability that the training data, D, holds the hypothesis, h; P(h) is the initial probability that is held by the hypothesis; P(D) is the probability that the training data will be observed; P(h|D) is the posterior probability, reflecting the confidence that the hypothesis after the training data has been observed [23,24]. A rather large disadvantage of a BC is that it makes a strong assumption as to the shape of the data distribution. This assumption is that any two features are independent given the output class. This is why BCs are often referred to as a “naïve” classifier. However, BCs return with each prediction a degree of certainty. This can be very useful, particularly so when using a method of classifier combination.
Support Vector Machine (SVM)

The goal of a Support Vector Machine (SVM) is to find a hyperplane that corresponds to the largest possible margin between the data points of different classes. To fit the nonlinearity of an EMG signal more appropriately we need to form the SVM to best obtain a quadratic programming (QP) problem. The solution to which will be universal and unique [4]. This can be done by mapping the input data to a richer feature space including nonlinear features. Then the hyperplane is constructed in that space so that all other equations are the same. An advantage of SVM’s is that they can use a kernel to decrease the computational strain of higher dimensionality of the mapping function. A kernel is chosen dependent on the application of the SVM. Most kernel algorithms are based on convex optimization or eigen problems which make them statistically well-founded. However, a straightforward SVM’s cannot return probabilistic confidence which could be quite helpful depending on the application.

Linear Discriminant Analysis (LDA)

Linear Discriminant Analysis (LDA) is a well-recognized method of feature extraction and dimensionality reduction. LDA is commonly used for dimensionality reduction for pattern recognition, and classification. The goal of LDA is to project a dataset from a high-dimensional space into a lower-dimensional space with class-separability to avoid over fitting, and to improve the tax on the computational resource [25]. This minimizing the within class distance (i.e. precise data clusters) and concurrently maximizing the margin between the classes, thereby achieving the maximum discrimination. This transformation is computed by using the Eigen-decomposition on the scatter matrices from a set of training data [26]. A limitation of LDA is that it is a parametric method as it assumes that the distributions are Gaussian in nature. This will cause the classifier to be unable to preserve any complex structure of data. The biggest complication with using LDA as a classifier is that most if not all the limitations depend on the application.

Neuro-Fuzzy Hybridization (NF)

Neuro-fuzzy hybridization (NF) is the product of the methods of FL and NN leading to the creation of a hybrid intelligent system. This gives the NF system the human-like reasoning style of FL and the learning and connectionist structure of NN. In general, a NF system is based on an underlying FL system and is trained by a data-driven learning method derived from NN theory. The heuristic only takes into account local data to cause local changes in the fundamental FL system. The NF system can be represented as a set of fuzzy rules throughout the learning process. This makes it possible to initialize the NF classifier with or without apriori knowledge [27]. The advantage of using a NF classifier is that it combines the advantages of both FL and NN, human-like reasoning and learning capability. While it also diminishes the disadvantages of both FL and NN, based on apriori knowledge and computationally intensive.

Combination of Classifiers

There has also been research into combination methods of multiple different classifiers. Such as the basis of the NF classifier, which combines the FL and NN methods to overcome the individual methods limitations. This method of combination called Boosting [28]. Boosting is the combination of multiple weak classifiers to create a stronger classifier [29]. Boosting typically helps to reduce the bias, and variance of supervised learning methods [30]. Another method is called voting which is where multiple classifiers are used simultaneously. Each assigning the input to a class, with the final class being the majority voted class [28]. There is also a method which presents like a modified version of Voting, called Stacking. Stacking uses multiple classifiers to give input to a meta-classifier which makes the final decision [31].

Discussion

The process of selecting a method of feature extraction is very subjective as there is no generic feature extraction method. However, as seen in section 4.1 many of the time domain based methods display similarly shaped results. Methods based in the time domain are used as an onset index for muscle activity with slight differences in output parameters in each method. The MAVS method gives an output that is quite simplified in nature, smoothing a good portion of the noise in the signal. The RMS method weighs both sides of the raw EMG signal giving a better depiction of the symmetrical fluctuations seen in constant force contractions. Methods based in the frequency domain are generally used for determining muscle fatigue and motor unit recruitment [32-35]. The calculation of motor unit recruitment is an important parameter as it exhibits the increasing strength of a voluntary contraction. Which more appropriately displays the nonlinear nature of muscle expansion and contraction? In this paper, we also presented six different methods of classification. Each having slight differences in their strengths and weaknesses. Highlighting the importance of evaluating the method of classification to more appropriately fit the application.
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