LAGRANGIAN COBORDISM GROUPS OF HIGHER GENUS SURFACES

ALEXANDRE PERRIER

Abstract. We study Lagrangian cobordism groups of oriented surfaces of genus greater than two. We compute the immersed oriented Lagrangian cobordism group of these surfaces. We show that a variant of this group, with relations given by unobstructed immersed Lagrangian cobordisms computes the Grothendieck group of the derived Fukaya category. The proof relies on an argument of Abouzaid [Abo08].
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1. Introduction

1.1. Immersed Lagrangians and cobordisms. In this paper, we consider a (Riemann) surface $S_g$ of genus $g \geq 1$ equipped with an area form $\omega$.

We recall the definition of a Lagrangian cobordism following Biran-Cornea ([BC13]).

Definition 1.1. Let $\gamma_0, \ldots, \gamma_N : S^1 \hookrightarrow S_g$ and $\tilde{\gamma}_0, \ldots, \tilde{\gamma}_M : S^1 \hookrightarrow S_g$ be immersed curves. Let $F : V \hookrightarrow \mathbb{C} \times S_g$ be a Lagrangian immersion.

We say that $F$ is an immersed Lagrangian cobordism from $\gamma_1, \ldots, \gamma_N$ to $\tilde{\gamma}_1, \ldots, \tilde{\gamma}_M$ if

(i) there is $\varepsilon > 0$ such that outside $[-\varepsilon, \varepsilon] \times \mathbb{R}$, $F$ is an embedding with image

$$\prod_{i=1}^N (-\infty, -\varepsilon] \times \gamma_i \cup \prod_{j=1}^M [\varepsilon, \infty) \times \tilde{\gamma}_j,$$

(ii) the set $F^{-1}([-\varepsilon, \varepsilon] \times \mathbb{R})$ is compact.

Such a cobordism will be denoted by $V : (\gamma_1, \ldots, \gamma_N) \leadsto (\tilde{\gamma}_1, \ldots, \tilde{\gamma}_M)$.

Remark 1.2. (1) If $V$ is oriented and its orientation agrees with the natural orientations of $(-\infty, -\varepsilon] \times \gamma_i$ and $[\varepsilon, \infty) \times \tilde{\gamma}_j$, we say that $V$ is an oriented immersed Lagrangian cobordism.

(2) When the curves $\gamma_i, \tilde{\gamma}_j$ and the surface $F$ are embedded, we will say that $V$ is a Lagrangian cobordism.
The definition goes back to Arnold ([Arn80]). The reader should be aware that the definition in [Arn80] is slightly different from ours although equivalent (see Lemma 2.6).

Now, consider the set $L_{imm}$ of Lagrangian immersions from an arbitrary number of copies of $S^1$ to $S_g$. Define an equivalence relation $\sim$ on $L_{imm}$ by

$$\gamma_1 \sim \gamma_2$$

if and only if there is an immersed Lagrangian cobordism from $\gamma_1$ to $\gamma_2$.

Here $\gamma_1$ and $\gamma_2$ are two elements of $L_{imm}$.

**Definition 1.3.** The immersed Lagrangian cobordism group of $S_g$ is the quotient

$$L_{imm}/\sim.$$ We will denote it by $\Omega_{imm}^{cob}(S_g)$

The set $\Omega_{cob}^{imm}(S_g)$ an abelian group whose sum is given by disjoint union. The neutral element is the void set. The inverse of a generator $\gamma: S^1 \to S_g$ is the curve $\gamma^{-1}$ obtained by reversing the orientation of $\gamma$.

The following Lemma shows that this group effectively detects the cobordism class of a curve.

**Lemma 1.4.** Let $\gamma_1, \ldots, \gamma_n: S^1 \to S_g$ be immersed curve in $S_g$. Their classes in $\Omega_{cob}^{imm}(S_g)$ satisfy

$$[\gamma_1] + \ldots + [\gamma_n] = 0$$

if and only if there is an oriented immersed Lagrangian cobordism

$$V: (\gamma_1, \ldots, \gamma_n) \sim \emptyset.$$ Due to Gromov’s h-principle for Lagrangian immersions, topological invariants determine the Lagrangian cobordism group of the surface $S_g$.

**Theorem 1.5.** We denote by $\chi(S_g)$ the Euler characteristic of $S_g$. There is an isomorphism

$$\Omega_{cob}^{imm}(S_g) \to H_1(S_g, \mathbb{Z}) \oplus \mathbb{Z}/\chi(S_g)\mathbb{Z}.$$ Here, the map $\Omega_{cob}^{imm}(S_g) \to H_1(S_g, \mathbb{Z})$ is the homology class. Meanwhile, the map $\Omega_{cob}^{imm}(S_g) \to \mathbb{Z}/\chi(S_g)$ is a variant of a topological index defined by Chillingworth (see [Chi72], see also [Abo08, Appendix A]). Along the way, we give an alternate definition of this index in line with the usual definition of the Maslov index in symplectic topology.

**Remark 1.6.** We can find many computations of Lagrangian cobordism groups in the literature. In [Arn80], Arnold computed the Lagrangian cobordism groups of $\mathbb{R}^2$ and of the cotangent bundle $T^*S^1$.

Eliashberg showed in [Eli84] that some of these groups are isomorphic to fundamental groups of some Thom spaces. Audin used these results to compute the generators of some other cobordism groups ([Aud85] and [Aud87]).
1.2. Floer theory and cobordism groups. Let $L$ be a Lagrangian submanifold of a symplectic manifold $(M, \omega)$. The Maslov index induces a morphism

$$\mu_L : \pi_2(M, L) \to \mathbb{Z}.$$ 

On the other hand, symplectic area induces a morphism

$$\omega : \pi_2(M, L) \to \mathbb{R}.$$ 

The lagrangian submanifold $L$ is monotone if there is $\lambda > 0$ such that

$$\omega_L = \lambda \mu_L.$$ 

In this case, there is a well-defined Fukaya category $\text{Fuk}(M, \omega)$ whose objects are monotone Lagrangian submanifolds satisfying a topological condition (see [BC14] or [She16]). The $A_\infty$-category $\text{Fuk}(M, \omega)$ has a derived category $\text{DFuk}(M, \omega)$ (defined in [Sei08]). Note that this category is not the split-completion of $\text{DFuk}(M, \omega)$. The category $\text{DFuk}(M, \omega)$ is triangulated, so one can speak of its Grothendieck group

$$K_0(\text{DFuk}(M, \omega)).$$ 

Recall that this is the abelian group generated by the objects of $\text{DFuk}(M, \omega)$ with relations given by

$$Y = Z + X$$

whenever there is an exact triangle

$$X \to Y \to Z \to X[1].$$

Now, Biran and Cornea proved that there is a natural surjective group morphism ([BC14, Corollary 1.2.1])

(1) $$\Theta_{BC} : \Omega_{\text{emb/}}(M, \omega) \to K_0(\text{DFuk}(M, \omega)).$$

There are several results on this map. In [Hau15], Haug shows that the map 1 is an isomorphism when $(M, \omega)$ is a torus of dimension 2 and the Lagrangians are equipped with local systems.

In [Hen17], Hensel gives algebraic conditions under which the map 1 is an isomorphism. These are, in particular, verified for the torus.

More recently, in [SS18b], Sheridan and Smith use Mirror symmetry to prove the existence of certain Maslov 0 Lagrangian tori in $K3$ surfaces. In [SS18a], they study Lagrangian cobordism group in Lagrangian torus fibrations over tropical affine manifolds.

The main theorem of our paper is a generalization of Haug’s result to surfaces of genus $g \geq 2$. For this, we use a version of the cobordism group which takes a broader class of cobordisms into account.

**Theorem 1.7.** Assume that the genus $g$ of $S_g$ is greater or equal than 2. There is a natural isomorphism

$$\Omega_{\text{imm/}}(S_g) \to K_0(\text{Fuk}(S_g)).$$
In [Abo08], Abouzaid showed that $K_0(\text{DFuk}(S_g))$ is isomorphic to $\mathbb{R} \oplus H_1(S_g, \mathbb{Z}) \oplus \mathbb{Z}/\chi(S_g)\mathbb{Z}$. Therefore we have the following

**Corollary 1.8.** There is an isomorphism

$$\Omega_{\text{cob}}^{\text{imm,unob}}(S_g) \rightarrow \mathbb{R} \oplus H_1(S_g, \mathbb{Z}) \oplus \mathbb{Z}/\chi(S_g)\mathbb{Z}.$$  

Unobstructed Lagrangian cobordisms give the relations of $\Omega_{\text{cob}}^{\text{imm,unob}}(S_g)$. These are immersed Lagrangian cobordism which satisfy a technical condition. We postpone the actual definition to section 4.

We shall consider a variant of the Fukaya category whose objects are defined below.

**Definition 1.9.** An immersion $\gamma : S^1 \hookrightarrow S_g$ is unobstructed if it satisfies the following assumptions.

(i) It has no triple points and all its double points are transverse.

(ii) Let $\tilde{S}_g$ be the universal cover of $S_g$, the curve $\gamma$ lifts to a curve $\tilde{\gamma} : \mathbb{R} \rightarrow \tilde{S}_g$. We assume that $\tilde{\gamma}$ is properly embedded.

**Remark 1.10.** When (i) holds, we say that $\gamma$ is generic.

At this point, there is only one thing the reader needs to keep in mind. Unobstructed objects do not bound teardrops which are polygons with a unique corner (see figure 1). It is indeed well-known that these give an obstruction to the definition of Floer theory of immersed objects. See the work of Akaho and Joyce ([AJ10]), Abouzaid ([Abo08]), Alston and Bao ([AB18]).

1.3. **Relation with [Hau15].** In [Hau15], Haug actually showed that there is a (split) exact sequence

$$0 \rightarrow \mathbb{R}/\mathbb{Z} \overset{i}{\longrightarrow} \Omega_{\text{cob}}^{\text{emb}}(M, \omega) \rightarrow H_1(T^2, \mathbb{Z}) \rightarrow 0. \tag{2}$$

The proof requires Mirror symmetry. More precisely, using geometric arguments, Haug proves that the kernel of $\Omega_{\text{cob}}^{\text{emb}}(M, \omega) \rightarrow H_1(T^2, \mathbb{Z})$ is the image of $i$. On the other hand, Mirror Symmetry for the torus yields an equivalence $\text{DFFuk}(T^2) \simeq D^b(X)$ between the derived Fukaya
category of the torus, whose objects are curves equipped with local systems, and the bounded derived category of Coherent sheaves of an elliptic curve $X$ over the Novikov field $\Lambda$. Haug uses this to show that the application $i$ is injective.

In our paper, we show that there is an analog of the exact sequence 2 for the group $\Omega_{\text{cob}}^{\text{imm,unob}}(S_g)$ (see Theorem 5.1 for the precise statement). However, the main difference is as follows. We do not use Mirror symmetry for the proof. Moreover, we do not take local systems into account. Therefore, our main result is purely geometric.

This is in contrast with all the results above which use ideas coming from mirror symmetry to study Lagrangian cobordism groups.

1.4. Outline of the paper. The proofs of both Theorems 1.5 and 5.1 use the action of the Mapping Class Group of $S_g$ to find generators of $\Omega_{\text{cob}}^{\text{imm}}(S_g)$ and $\Omega_{\text{cob}}^{\text{imm,unob}}(S_g)$. This idea is due to Abouzaid [Abo08].

In the first section, we study the immersed Lagrangian cobordism group $\Omega_{\text{cob}}^{\text{imm}}(S_g)$ and give the proof of Theorem 1.5. Most of the results and definitions are not new (some even date back to Arnold). However, we tried to give details which we did not find in the literature.

In the second section, we define the Fukaya category of unobstructed curves following Seidel’s book [Sei08] and Alston and Bao’s paper [AB18]. We also give a combinatorial description of this category.

In the third section, we give the definition of an unobstructed Lagrangian cobordism. We explain why Biran-Cornea’s map 1 extends to this setting.

In the fourth section, we prove Theorem 1.7 and 1.8. To do this, we describe the action of the Mapping Class Group on $\Omega_{\text{cob}}^{\text{imm,unob}}(S_g)$ using unobstructed Lagrangian cobordisms.

1.5. Acknowledgements. This work is part of my doctoral thesis at Université de Montréal under the direction of Octav Cornea. I wish to thank him for proposing me this project and his very thoughtful guidance over these years!

I also wish to thank Jordan Payette for explaining the proof of Lemma 5.3 to me as well as Jean-Philippe Chassé for reading the text and pointing out some mistakes.

2. Computation of the immersed cobordism group

In this section, we give the proof of Theorem 1.5. In the first subsection, we show that embedded curves generate $\Omega_{\text{cob}}^{\text{imm}}(S_g)$. In the second subsection, we define a map

$$\Omega_{\text{cob}}^{\text{imm}}(S_g) \to H_1(S_g, \mathbb{Z}) \oplus \mathbb{Z}/\chi(S_g)\mathbb{Z}.$$ 

We check that it is well-defined and surjective. At last, we modify a geometric argument of Abouzaid ([Abo08]) to show that this map is injective.

2.1. Properties of the immersed cobordism group.

2.1.1. Lagrangian cobordism and isotopy. We will use the following Lemma.

Lemma 2.1. Assume that $\gamma_- : S^1 \looparrowright S_g$ and $\gamma_+ : S^1 \looparrowright S_g$ are two isotopic immersed curves, then there is an immersed Lagrangian cobordism from $\gamma_-$ to $\gamma_+$. 

Proof. Choose an isotopy \((\gamma_s(t))_{s \in \mathbb{R}}\) such that
\[
\begin{cases}
\gamma_s(t) = \gamma_-(t) & \text{for } s < 0 \\
\gamma_s(t) = \gamma_+(t) & \text{for } s > 1
\end{cases}
\]

Now, consider the following immersion
\[
f : \mathbb{R} \times S^1 \to \mathbb{C} \times S_g \\
(s, t) \mapsto (s, \gamma_s(t)).
\]
This map is covered by an isotropic bundle map
\[
F : T\mathbb{R} \times TS^1 \to T\mathbb{C} \times T\mathbb{S}_g
\]
defined by
\[
F(\partial_s) = (1, 0), \quad F(\partial_t) = \left(0, \frac{d\gamma_s(t)}{dt}\right).
\]
Moreover, since \(H^2(\mathbb{R} \times S^1, \mathbb{R}) = 0\), we have \(f^*(dx \wedge dy + \omega) = 0\) in \(H^2(\mathbb{R} \times S^1, \mathbb{R})\).

We can now apply [EM02, 16.3.2] to find an immersion \(\tilde{f} : S^1 \times \mathbb{R} \to \mathbb{C} \times S_g\) whose ends coincide with \(f\). The map \(\tilde{f}\) is the relevant Lagrangian cobordism. □

2.1.2. Resolution of double points. We will use a variant of the Weinstein neighborhood Theorem for Lagrangian immersions constantly throughout this section.

Recall that there is a canonical identification between the fiber bundle \(\pi : T^*S^1 \to S^1\) and the product bundle \(S^1 \times \mathbb{R} \to S^1\). We denote by \(T^*_\varepsilon S^1\) the set \(\{(q, p) \in T^*S^1 | |p| < \varepsilon\}\).

Lemma 2.2. Let \(\gamma : S^1 \to S_g\) be an immersed curve. There are \(\varepsilon > 0\) and a local embedding
\[
\psi : T^*_\varepsilon S^1 \to S_g
\]
such that
- \(\psi\) restricted to the zero section is equal to \(\gamma\),
- \(\psi^*\omega\) is the standard symplectic form \(\omega_{\text{std}}\) on \(T^*S^1\).

The proof is a simple exercise.

Lemma 2.3. Let \(\gamma : S^1 \to S_g\) be an immersed curve. Then \(\gamma\) is Lagrangian cobordant to a generic\(^1\) immersed curve \(\tilde{\gamma} : S^1 \to S_g\).

Remark 2.4. The proof uses a variant of the Lagrangian suspension ([ALP94, 2.1.2]). If \((\phi_H^t)_{t \in [0,1]}\) is a Hamiltonian isotopy of \(S_g\) and \(\gamma\) an immersed curve, then the immersion
\[
(t, x) \in [0,1] \times S^1 \mapsto (t, H_t \circ \phi_H^t \circ \gamma(x), \phi_H^t \circ \gamma(x))
\]
is a Lagrangian cobordism between \(\gamma\) et \(\phi_H^1(\gamma)\). Notice that this cobordism is embedded if \(\gamma\) is.

Proof. We call \(\psi\) the local embedding given by Lemma 2.2. We let \(x \in S^1\). Choose a disk neighborhood \(U_x \subset S^1\) containing \(x\) such that \(\psi|_{\pi^{-1}(U_x)}\) is an embedding which we denote by \(\Phi\). Moreover we let \(U = \gamma^{-1}(\psi(U_x))\setminus U_x\)

\(^1\)See 1.10 for the definition
Let $\eta > 0$. We claim that there is a function $f_x : \mathbb{S}^1 \to \mathbb{R}$ such that the following holds.

- The derivatives of $f_x$ satisfy $|f'_x| < \eta$ and $|f''_x| < \eta$.
- Denote by $\gamma_x$ the immersion $t \mapsto \psi(t, -f'_x(t))$. If $\gamma_x(t_1) = \gamma_x(t_2)$ with $t_1 \in U_x$, then $\gamma'_{x}(t_1)$ and $\gamma'_{x}(t_2)$ are transverse.

The proof is an application of Sard’s Theorem. Consider the map $F = \pi_\mathbb{R} \circ \Phi^{-1} \circ \gamma|_\mathbb{U}$. For every $\alpha > 0$, there is a regular value $z$ of $F$ satisfying $|z| < \alpha$. Now we let $f_x$ be a smooth function such that $-f'$ is constant equal to a regular value over $U_x$ and $|f'_x|, |f''_x| < \eta$. The reader may easily check that this is the desired function.

The curves $\gamma$ and $\gamma_x$ are cobordant. Indeed, choose a smooth cutoff function $\beta : \mathbb{R} \to \mathbb{R}$ such that $\beta(t) = 0$ for $t \leq 0$ and $\beta(t) = 1$ for $t \geq 1$. The relevant cobordism is the image of the map

$$\mathbb{R} \times \mathbb{S}^1 \to \mathbb{C} \times S_g$$

$$(t, x) \mapsto (t, \beta(t)f(x), \psi(x, -\beta(t)f'(x))).$$

Now choose $x_1, \ldots, x_N$ such that $U_{x_1}, \ldots, U_{x_N}$ is a covering of $\mathbb{S}^1$. We use the construction above iteratively to get an immersed curve which is cobordant to $\gamma$ and with transverse double points. \qed

We can solve any double point of a generic immersion through a cobordism ([Arn80, page 9], see also [ALP94, 1.4]). For the convenience of the reader, we will summarize the proof of this fact and fill in some details.

First, we recall the (standard) procedure for solving the double point of a generic immersion. This is a particular instance of the Lagrangian surgery (see [LS91] and [Pol91]). Let $\gamma : \mathbb{S}^1 \looparrowright S_g$ be a generic immersed curve and $x = \gamma(p) = \gamma(q)$ a double point with $p \neq q \in \mathbb{S}^1$. There are

- an open neighborhood $U$ of $x$,
- a real number $r > 0$,
- a symplectomorphism $\phi : U \to B(0, r) \subset \mathbb{C}$

such that $\phi \circ \gamma$ parameterizes the real axis near $p$ and parameterizes the imaginary axis near $q$. Pick a smooth path $c : \mathbb{R} \to \mathbb{C}$ such that

1. for $t \leq -1$, $c(t) = t$,
2. for $t \geq 1$, $c(t) = it$,
3. the derivatives $x'$ and $y'$ satisfy $x' > 0$ and $y' > 0$,
4. for all $t \in \mathbb{R}$, $(x(-t), y(-t)) = (-y(t), -x(t))$.

The surgery of $\gamma$ at the point $(p, q)$ with parameter $\varepsilon > 0$ is the curve obtained by replacing the image of $\gamma$ by the images of the curves $\varepsilon c$ and $-\varepsilon c$ in the chart $\phi$. We denote it by $\gamma(p,q),\phi,\varepsilon$.

Note that this curve depends on the ordered pair $(p, q)$.

Notice in particular that all surgeries at a given double point are isotopic to one another, hence Lagrangian cobordant by Lemma 2.3.

We shall prove the following Proposition.

**Proposition 2.5.** Let $\gamma : \mathbb{S}^1 \looparrowright S_g$ be a generic immersed curve and $x = \gamma(p) = \gamma(q)$ a double point with $p \neq q \in \mathbb{S}^1$. 
There are a chart \( \phi \) and a real number \( \varepsilon > 0 \) such that \( \gamma \) is cobordant to \( \gamma_{(p,q),\phi,\varepsilon} \).

Proof. First, we need the following.

**Lemma 2.6.** Let \( \Sigma \) a compact surface with boundary and let

\[
F : (\Sigma, \partial \Sigma) \hookrightarrow ([−1, 1] \times \mathbb{R} \times S_{g}, \partial[−1, 1] \times \mathbb{R} \times S_{g})
\]

be a Lagrangian immersion transverse to \( \partial[−1, 1] \times \mathbb{R} \times \mathbb{C} \) along \( \partial \Sigma \).

Then, the projection of \( F|_{\partial \Sigma} \) to \( S_{g} \) is the union of two immersions \( \gamma_{−} \) and \( \gamma_{+} \) lying over \( \{−1\} \times \mathbb{R} \times S_{g} \) and \( \{1\} \times \mathbb{R} \times S_{g} \) respectively.

There is an immersed Lagrangian cobordism from \( \gamma_{−} \) to \( \gamma_{+} \).

**Remark 2.7.** Such immersions are what Arnold called Lagrangian cobordisms in his original paper ([Arn80]). Therefore, we will call these objects *Lagrangian cobordisms in Arnold’s sense*.

**Proof of Lemma 2.6.** Denote by \( \partial^{+}\Sigma \) the union of connected components of \( \partial \Sigma \) which projects to \( \{1\} \times \mathbb{R} \) in the \( \mathbb{C} \) factor. We identify \( \partial^{+}\Sigma \) with a disjoint union of copies of \( S^{1} : \partial^{+}\Sigma = \bigsqcup_{i=1}^{N} S^{1} \). On \( \partial^{+}\Sigma \), \( F \) is of the form \( t \mapsto (1, f(t), \gamma_{+}(t)) \) with \( f : \partial^{+}\Sigma \to \mathbb{R} \) a smooth function.

By Lemma 2.2, we can extend \( \gamma_{+} \) to a local symplectomorphism

\[
\psi : \prod_{i=1}^{N} S^{1} \times (−\varepsilon, \varepsilon) \rightarrow S_{g}.
\]

We choose a smooth function \( \tilde{f} \) with

\[
\prod_{i=1}^{N} S^{1} \times (−\varepsilon, \varepsilon) \rightarrow S_{g},
\]

\[
(s, t) \mapsto \left\{
\begin{array}{ll}
0 & \text{if } |t| > \frac{2\varepsilon}{3}, \\
f(s, t) & \text{if } |t| < \frac{\varepsilon}{3}.
\end{array}
\right.
\]

Notice that its hamiltonian flow \((\phi_{t}^{f})_{t \in [0, 1]}\) satisfies \( \phi_{t}^{f}(S^{1} \times (−\varepsilon, \varepsilon)) = S^{1} \times (−\varepsilon, \varepsilon) \).

We define a Lagrangian cobordism in Arnold sense as follows

\[
G : [0, 1] \times S^{1} \rightarrow \mathbb{C} \times S_{g},
\]

\[
(t, z) \rightarrow (t, \psi \circ \phi_{t}^{f}(\gamma_{+}(z))).
\]

Now, we consider the union of the maps \( F \) and \( G + (1, 0) \). A Lagrangian smoothing of the resulting cobordism is the desired Lagrangian cobordism. \(\square\)

We build a local model for the resolution of the double point. The quartic

\[
\Sigma = \{(t, x, y) \in [−1, 1] \times \mathbb{R}^{2} | y^{2} - x^{2} + t = 0\}
\]

is the set of critical points of the generating families

\[
f_{t, x} : \mathbb{R} \rightarrow \mathbb{R}, \quad y \mapsto \frac{y^{3}}{3} - yx^{2} + ty.
\]
We rotate the Lagrangian immersion associated to this by an angle of $\frac{\pi}{4}$ to obtain

$$F : \Sigma \rightarrow \mathbb{C} \times \mathbb{C} \quad \rightarrow \quad (t, x, y) \mapsto \left(t, y, \frac{x+2xy}{\sqrt{2}}, \frac{x-2xy}{\sqrt{2}}\right).$$

Notice also that the map $F$ a Lagrangian cobordism in Arnold sense between a double point and its resolution.

We now modify $F$ so that it is equal to $\mathbb{R} \times \mathbb{R} \cup \mathbb{R} \times i\mathbb{R}$ outside a neighborhood of $\mathbb{R} \times \{0\}$.

The set $\text{Im}(F) \backslash ([-1, 1] \times B(0, 1))$ is an embedded manifold with four connected components. Two of them are contained in the quadrant

$$[-1, 1] \times \left\{ e^{i\theta} \mid \theta \in \left[\frac{-\pi}{4}, \frac{-\pi}{4}\right] \mod \pi \right\}.$$

We denote them by $L_1$. Two of them are contained in the quadrant

$$[-1, 1] \times \left\{ e^{i\theta} \mid \theta \in \left[\frac{-\pi}{4}, \frac{\pi}{4}\right] \mod \pi \right\}.$$

We denote them by $L_2$.

Notice that the linear projection $\pi_\mathbb{R} : [-1, 1] \times \mathbb{C} \rightarrow \mathbb{R} \times \mathbb{R}$ which maps $(t, s, u, v)$ to $(t, u)$ restricts to a diffeomorphism from $L_1$ to the band $[-1, 1] \times (\mathbb{R} \backslash [-1, 1])$. From this, we deduce that $L_1$ is of the form

$$\{(t, f(x, t), x, g(x, t)) \mid (t, x) \in [-1, 1] \times (\mathbb{R} \backslash [-1, 1])\}.$$

Since $L_1$ is Lagrangian, the form $f dt + g dx$ is closed. Furthermore, the set $[-1, 1] \times (\mathbb{R} \backslash [-1, 1])$ is homotopy equivalent to two points. Hence, there is a smooth function $h$ such that $f = \partial_t h$ and $g = \partial_x h$.

Now, choose a bump function $\beta : [-1, 1] \times (\mathbb{R} \backslash [-1, 1]) \rightarrow \mathbb{R}$ such that $\beta(t, x) = 1$ on $[-1, 1] \times [-\frac{5}{4}, \frac{-5}{4}]$ and $\beta(t, x) = 0$ outside $[-1, 1] \times [-2, 2]$. Define $\tilde{L}_1$ to be the following embedded Lagrangian

$$\tilde{L}_1 := \{(t, \partial_t (\beta h), x, \partial_x (\beta h)) \mid (t, x) \in [-1, 1] \times (\mathbb{R} \backslash [-1, 1])\}.$$

We define $\tilde{L}_2$ in the same manner. The projection $\pi_\mathbb{R} : [-1, 1] \times \mathbb{C} \rightarrow \mathbb{R} \times \mathbb{R}$ which maps $(t, s, u, v)$ to $(t, v)$ restricts to a diffeomorphism $L_2 \rightarrow [-1, 1] \times (\mathbb{R} \backslash [-1, 1])$. We deduce that $L_2$ is of the form

$$\{(t, \partial_t h, \partial_x h, y) \mid (t, y) \in [-1, 1] \times (\mathbb{R} \backslash [-1, 1])\}.$$

and we put

$$\tilde{L}_2 := \{(t, \partial_t (\beta h), \partial_y (\beta h), y) \mid (t, y) \in [-1, 1] \times (\mathbb{R} \backslash [-1, 1])\}.$$

Now, the map $F$ restricted to the set $\Sigma \cap [-1, 1]^3$ and the two embedded submanifolds $\tilde{L}_1, \tilde{L}_2$ yield an immersion

$$H : \Sigma \rightarrow \mathbb{C} \times \mathbb{C}$$

equal to $[-1, 1] \times \mathbb{R} \cup [-1, 1] \times i\mathbb{R}$ outside $\Sigma \cap [-1, 1]^3$.

Consider the immersion $i := [-1, 1] \times \gamma$. Recall that we chose a chart $\phi : U \rightarrow B(0, r)$ around $x$. In the chart $\text{Id} \times \phi$, the immersion $i$ is equal to $[-1, 1] \times \mathbb{R} \cup [-1, 1] \times i\mathbb{R}$. We replace this by $\varepsilon H$ for $\varepsilon$ small enough and smooth the resulting immersion. The result is a Lagrangian
cobordism in Arnold sense (see Remark 2.7) between \( \gamma \) and its surgery at \( x \). By Lemma 2.6, we obtain that \( \gamma \) and its surgery are cobordant.

All of this allows us to deduce the following result due to Arnold ([Arn80]).

**Proposition 2.8.** The classes of Lagrangian embeddings generate the immersed Lagrangian cobordism group \( \Omega_{\text{cob}}^{\text{imm}}(S_g) \).

*Proof.* Let \( \gamma \) be a Lagrangian immersion. By Lemma 2.3, \( \gamma \) is Lagrangian cobordant to a generic curve \( \tilde{\gamma} \). Repeated applications of Lemma 2.5 show that \( \tilde{\gamma} \) is Lagrangian cobordant to an embedding. \( \square \)

### 2.1.3. Resolution of intersection points

Let \( \gamma_1 : S^1 \to S_g \) and \( \gamma_2 : S^1 \to S_g \) be two transverse generic immersed curves. Let \( x = \gamma_1(p) = \gamma_2(q) \) be an intersection point of \( \gamma_1 \) and \( \gamma_2 \). We can perform the Lagrangian surgery of \( \gamma_1 \) and \( \gamma_2 \) at \( x \) (as defined in [Pol91] and [LS91]) to obtain a curve \( \gamma_1 \# x \gamma_2 \).

It is an observation of Biran and Cornea that in the embedded case, the curves \( \gamma_1 \) and \( \gamma_2 \) are cobordant to their surgery \( \gamma_1 \# x \epsilon \gamma_2 \) ([BC13, Lemma 6.1.1]). We explain how to adapt their argument to the case of oriented immersed curves.

We say that \( x \) is of degree \( 1 \in \mathbb{Z}/2\mathbb{Z} \) if the oriented basis \( (\gamma_1'(p), \gamma_2'(q)) \) is positive with respect to the orientation of \( T_x S_g \) and that the degree is 0 otherwise.

**Proposition 2.9.** In the above setting, assume that the intersection point \( x \) is of degree 1. Then, there is an immersed oriented Lagrangian cobordism

\[ V : (\gamma_1, \gamma_2) \leadsto \gamma_1 \# x, \epsilon \gamma_2. \]

*Proof.* First, we introduce some notations. We choose a Darboux chart \( \phi : U \ni x \to B(0, r) \) (with \( 0 < r < \frac{1}{2} \)) such that \( \phi \circ \gamma_1 \) parameterizes \( \mathbb{R} \cap B(0, r) \) from left to right and such that \( \phi \circ \gamma_2 \) parameterizes \( i\mathbb{R} \cap B(0, r) \) from bottom to top. We let \( \psi : B(0, r) \times S_g \to B(0, r) \times B(0, r) \) be the Darboux chart given by \( \text{Id} \times \phi \).

Moreover, let \( \alpha : \mathbb{R} \to \mathbb{C} \) be the path given by \( \alpha(t) = t \) and \( \beta = (x, y) : \mathbb{R} \to \mathbb{C} \) be a smooth path satisfying the following conditions

- \( \beta(t) = t + i \) for \( t < -1 \),
- \( \beta(t) = t - i \) for \( t > 1 \),
- \( \beta(t) = -it \) for \( t \in (-r, r) \),
- \( x'(t) \geq 0 \) and \( y'(t) \leq 0 \) for all \( t \).

We also define \( P \) to be a smooth oriented pair of pants with boundary components labeled by \( C_1, C_2 \) and \( C_3 \) (see Figure 2).

We give the handle that is used to resolve the intersection point \( x \). Let \( c : \mathbb{R} \to \mathbb{C} \) be a path such as in subsection 2.1.2. For \( \varepsilon > 0 \), put

\[ H^+_\varepsilon = \{ \varepsilon c(t)z \mid t \in \mathbb{R}, z = (x, y) \in S^1, \Re(c(t)x) \leq 0 \}. \]

Define an new immersion as follows. Consider the immersion given by \( (\alpha|_{\mathbb{R}_-} \times \gamma_1) \coprod (\beta|_{\mathbb{R}_-} \times \gamma_2) \). Remove its intersection with \( B(0, r) \times U \) and replace it with \( \psi^{-1}(H^+_\varepsilon) \). This yields an oriented
Lagrangian immersion $i^- : P \to \mathbb{C} \times S_g$ such that $i^-$ coincides with $\alpha \times \gamma_1$ on a neighborhood of $C_1$, $i^{-1}$ coincides with $\beta \times \gamma_2$ on a neighborhood of $C_2$ and $i^-$ is the immersion $\{0\} \times \gamma_1 \# x, \gamma_2$ over $C_3$. (The immersion $i^-$ is oriented because of the assumption on the degree of $x$). Moreover, the outward pointing direction to $C_3$ maps through $di^-$ to a vector pointing into fourth quadrant.

Notice that the double points of the immersion $i$ are of three types,

- those given by the cartesian product of $\alpha|_{\mathbb{R}-}$ and the double points of $\gamma_1$,
- those given by the cartesian product of $\beta|_{\mathbb{R}-}$ and the double points of $\gamma_2$,
- the intersection points between $\gamma_1$ and $\gamma_2$ different from $x$ at the point $0$.

We now extend this immersion so that it becomes an actual Lagrangian cobordism. We explain this following the procedure of [BC13].

We consider the genus $0$ surface with four boundary components $S$ obtained by the gluing of two copies of $P$ along the boundary $C_3$ and call its two new boundary components $\tilde{C}_1, \tilde{C}_2$ (see Figure 2). Moreover, we let $i^+$ be the immersion $P \to \mathbb{C} \times S_g$ given by the composition of $i^-$ with the reflexion $(z, x) \in \mathbb{C} \times S_g \mapsto (-z, x)$. Their union yields a Lagrangian immersion $i : S \to \mathbb{C} \times S_g$ which is a Lagrangian cobordism $(\gamma_1, \gamma_2) \leadsto (\gamma_2, \gamma_1)$. We extend this to a local embedding $\iota : T^*_\varepsilon S \to \mathbb{C} \times S_g$ such that its restriction to the zero section coincides with $i$ and the pullback of the symplectic form coincides with standard one.

For $\alpha > 0$ small enough, the immersion $j : (-\alpha, \alpha) \times S^1 \to \mathbb{C} \times S_g$ given by $j(s, t) = (s(1 - i), \gamma_1 \#_{x, \varepsilon} \gamma_2(t))$ lifts to a Lagrangian embedding $\tilde{j} : (-\alpha, \alpha) \times S^1 \to T^*_\varepsilon S$ through $\iota$. This is a consequence of the homotopy lift Theorem for covers. Indeed, $j$ coincides with $\{0\} \times \gamma_1 \# \gamma_2$ on $\{0\} \times S^1$.

Reducing $\alpha$ if necessary, we can assume that $\tilde{j}$ is the graph of a closed one-form $\lambda$ (because the tangent space of $\tilde{j}$ at a point $(0, x)$ is transversal to the fiber). Since $(-\alpha, \alpha) \times S^1$ is homotopy equivalent to $\{0\} \times S^1$ and $\lambda|_{\{0\} \times S^1}$ is zero, there is a smooth function $F : (-\alpha, \alpha) \times S^1 \to \mathbb{R}$ such that $\lambda = dF$ and $F|_{\{0\} \times S^1} = 0$. Let $\beta : (-\alpha, \alpha)$ be a smooth function such that $\beta(t) = 0$ for $t < 0$, $\beta(t) = 1$ for $t > \frac{\alpha}{2}$ and $\beta'(t) > 0$. We replace the graph of $\lambda$ by the graph of $d(\beta F)$. Composing with $\iota$, we get an immersion of the pair of pants with coincides with $i$ and with $j$ at its ends. \[\square\]
We give a precise description of the double points of the cobordism \((\gamma_1, \gamma_2) \rightsquigarrow \gamma_1 \#_x \gamma_2\). In order to do this, we first describe some relevant charts near the double points of \(i^+ \sqcup i^−\).

In what follows, we identify the restriction of \(i^+ \sqcup i^−\) to \(C\) (see Figure 2) with the immersion \(\{0\} \times (\gamma_1 \#_x \gamma_2)\). We let \(\varepsilon\) be a positive real smaller than \(\frac{2}{3}\) that we may reduce if necessary.

**Chart near a self-intersection point of \(\gamma_1\).** Let \(y\) be a self-intersection point of \(\gamma_1\). Call \(s \neq t \in C\) its pre-images by \(\{0\} \times (\gamma_1 \#_x \gamma_2)\).

We choose a Darboux chart \(\phi_{1,y} : U_{1,y} \to B(0, r_{1,y}) \subset \mathbb{C}\) near \(y\) such that \(\phi_{1,y}(\gamma_1)\) parameterizes the real line \(\mathbb{R}\) (resp. \(i\mathbb{R}\)) near \(s\) (resp. near \(t\)).

We can consider the following maps,

\[
\begin{align*}
\psi_s : (x, y, a, b) &\in (−\varepsilon, \varepsilon)^4 \mapsto (x, y, a, b) \in \mathbb{C} \times U_{1,y}, \\
\psi_t : (x, y, a, b) &\in (−\varepsilon, \varepsilon)^4 \mapsto (x, y, −b, a) \in \mathbb{C} \times U_{1,y},
\end{align*}
\]

which is expressed in the chart \(\text{Id} \times \phi_{1,y}\). These are Darboux embedding (the domain is equipped with the symplectic form \(dx \wedge dy + da \wedge db\)).

Since \(i^+ \sqcup i^−\) coincides with \(\mathbb{R} \times \mathbb{R}\) near \(s\), \(\psi_s\) restricted to \((−\varepsilon, \varepsilon) \times \{0\} \times (−\varepsilon, \varepsilon) \times \{0\}\) yields coordinates of \(S\) near \(s\). So the map \(\psi_s\) is actually an embedding of a neighborhood of \(s\) in \(T_{\varepsilon}^*S\).

Similarly, the map \(\psi_t\) is an embedding of a neighborhood of \(t\) in \(T_{\varepsilon}^*S\).

**Chart near a self-intersection point of \(\gamma_2\).** We let \(y\) be a self-intersection point of \(\gamma_2\) and call \(s \neq t \in C\) its pre-images by \(\{0\} \times \gamma_1 \#_x \gamma_2\). We choose a Darboux chart \(\phi_{2,y} : U_{2,y} \to B(0, r_{2,y}) \subset \mathbb{C}\) such that \(\phi_{2,y}(\gamma_2)\) parameterizes the line \(\mathbb{R}\) (resp. \(i\mathbb{R}\)) near \(s\) (resp. near \(t\)). We consider the following maps,

\[
\begin{align*}
\psi_s : (x, y, a, b) &\in (−\varepsilon, \varepsilon)^4 \mapsto (−y, x, a, b) \in \mathbb{C} \times U_{2,y}, \\
\psi_t : (x, y, a, b) &\in (−\varepsilon, \varepsilon)^4 \mapsto (−y, x, −b, a) \in \mathbb{C} \times U_{2,y},
\end{align*}
\]

which is read in the chart \(\text{Id} \times \phi_{2,y}\). These are Darboux embedding (the domain is equipped with the symplectic form \(dx \wedge dy + da \wedge db\)).

Since \(i^+ \sqcup i^−\) coincides with \(\mathbb{R} \times \mathbb{R}\) near \(s\), \(\psi_s\) restricted to \((−\varepsilon, \varepsilon) \times \{0\} \times (−\varepsilon, \varepsilon) \times \{0\}\) yields coordinates of \(S\) near \(s\). So the map \(\psi_s\) is actually an embedding of a neighborhood of \(s\) in \(T_{\varepsilon}^*S\).

Similarly, the map \(\psi_t\) is an embedding of a neighborhood of \(t\) in \(T_{\varepsilon}^*S\).

**Chart near an intersection point of \(\gamma_1\) and \(\gamma_2\).** We let \(y \neq x\) be an intersection point of \(\gamma_1\) and \(\gamma_2\) different from the surgered point above. We choose a Darboux chart \(\phi_y : U_y \to B(0, r_y) \subset \mathbb{C}\) such that \(\phi_y(\gamma_1) \subset \mathbb{R}\) and \(\phi_y(\gamma_2) \subset i\mathbb{R}\).

We consider the following maps

\[
\begin{align*}
\psi_s : (x, y, a, b) &\in (−\varepsilon, \varepsilon)^4 \mapsto (x, y, a, b) \in \mathbb{C} \times U_y, \\
\psi_t : (x, y, a, b) &\in (−\varepsilon, \varepsilon)^4 \mapsto (−y, x, −b, a) \in \mathbb{C} \times U_y,
\end{align*}
\]

which is read in the chart \(\phi_y\). These are Darboux embedding when the domain is equipped with the symplectic form \(dx \wedge dy + da \wedge db\).

Call \(s \in C\) (resp. \(t \in C\)) the preimage of \((0, y)\) by \(i^+ \sqcup i^−\) such that a small neighborhood of \(s\) (resp. \(t\)) is mapped to \(\mathbb{R} \times \mathbb{R}\) (resp. \(i\mathbb{R} \times i\mathbb{R}\)). The map \(\psi_s\) (resp. \(\psi_t\)) yields local coordinates
of $S$ near (resp. $t$). Hence, the map $\psi_s$ (resp. $\psi_t$) is a local embedding of a neighborhood of $s$ (resp. $t$) in $T^*_sS$.

An easy Moser argument shows that the maps above extends to a local Weinstein embedding $\Psi : V \subset T^*_s \rightarrow \mathbb{C} \times S_g$. Here $V$ is a neighborhood of $C$ in $T^*_s$.

Recall that near $\{(0) \times \gamma_1 \# \gamma_2\}$ the immersion $\{y = -x\} \times \gamma_1 \# \gamma_2$ is the image of $\text{Gr}(dF)$ by $\Psi$.

- Choose a self-intersection point $y = \gamma_1(s) = \gamma_1(t)$ of $\gamma_1$. We see that, in the coordinates $(x, a)$ near $s$, the function $F$ is given by $(x, a) \mapsto -\frac{x^2}{2}$. In the coordinates $(x, a)$ near $t$, $F$ is given by $(x, a) \mapsto -\frac{x^2}{2}$.

- Similarly, consider a self-intersection point $y = \gamma_2(s) = \gamma_2(t)$ of $\gamma_2$. In the coordinates $(x, a)$ near $s$, the function $F$ is given by $(x, a) \mapsto \frac{x^2}{2}$. Near $t$, $F$ coincides with $(x, a) \mapsto \frac{x^2}{2}$.

- Lastly, choose an intersection point $y = \gamma_1(s) = \gamma_2(s)$ between $\gamma_1$ and $\gamma_2$. In the coordinates $(x, a)$ near $s$, the function $F$ is given by $(x, a) \mapsto -\frac{x^2}{2}$. In the coordinates $(x, a)$ near $t$, the function $F$ is given by $(x, a) \mapsto \frac{x^2}{2}$.

We choose the function cutoff function $\beta$ so that it depends only on $x$ in each of the coordinate patches above. Moreover $\beta$ satisfies the following hypotheses with $\frac{1}{2} > \alpha > 0$ and $0 < \eta < \alpha$.

- $\beta = 0$ for $t \leq \frac{\alpha}{2}$,
- $\beta = 1$ for $t \geq \frac{\alpha}{2}$,
- $\beta' \geq 0$ and $\beta' \leq \frac{1}{\varepsilon - \alpha + \eta}$.

In particular this implies, for $x \in (-\varepsilon, \varepsilon)$, $x\beta + \frac{x^2}{2}\beta' \leq \frac{3\varepsilon}{2} < 1$.

We deduce the following.

- Near $y = \gamma_1(s) = \gamma_1(t)$, the immersion is given by the two embeddings

$$
(x, a) \mapsto \left( x, -x\beta(x) - \frac{x^2}{2}\beta'(x), a, 0 \right)
$$

$$
(x, a) \mapsto \left( x, -x\beta(x) - \frac{x^2}{2}\beta'(x), 0, a \right).
$$

There is a segment of double point which projects to the line $x \mapsto (x, -x\beta - \frac{x^2}{2}\beta')$(see Figure 3).
Similarly, near $y = \gamma_2(s) = \gamma_2(t)$, the immersion is given by the two embeddings

$$(x, a) \mapsto \left( -x\beta(x) - \frac{x^2}{2} \beta'(x), x, a, 0 \right)$$

$$(x, a) \mapsto \left( -x\beta(x) - \frac{x^2}{2} \beta'(x), x, 0, a \right).$$

There is a segment of double points which projects to the line $x \mapsto (-x\beta(x) - \frac{x^2}{2} \beta'(x), x)$ (see Figure 3).

Near $y = \gamma_1(s) = \gamma_2(t)$, the immersion is given by the two embeddings

$$(x, a) \mapsto \left( x, -x\beta(x) - \frac{x^2}{2} \beta'(x), a, 0 \right)$$

$$(x, a) \mapsto \left( -x\beta(x) - \frac{x^2}{2} \beta'(x), x, a, 0 \right).$$

There is a double point at $(0, 0)$ and a segment of double points which projects to the line $y = -x$ (see Figure 3).

In what follows, we will call $DP_1$ (resp. $DP_2$) the set of double points coming from the double points of $\gamma_1$ (resp. $\gamma_2$). We will call $DP$ the set of double points along the line $y = -x$ and $DP_0$ the set of double points which project to $(0, 0) \in \mathbb{C}$.

**Lemma 2.10.** There is a family $(i_\lambda)_{\lambda \in [0, 1]}$ of immersion $S \hookrightarrow \mathbb{C} \times S_g$ such that

(i) we have $i_1 = i, \ i_0$ is the piecewise smooth immersion $S \to S_g$ given by $i^+ \sqcup j$,

(ii) for any compact set $K \subset S \setminus C_3$, the map $i_\lambda$ is constant for $\lambda$ small enough,

(iii) $i_\lambda$ converges uniformly to $i_0$ as $\lambda$ goes to 0.

(iv) The maps $i_\lambda$ are constant in a neighborhood of $DP_1, \ DP_2$ and $DP_0$.

**Proof.** We consider the family of cutoff functions $\beta_\lambda(x) = \beta\left(\frac{x}{\lambda}\right)$. The family $(i_\lambda)_{\lambda \in [0, 1]}$ is obtained by replacing $\Phi(Gr(d(\beta F)))$ by $\Phi(Gr(d(\beta_\lambda F)))$ for $\lambda \in [0, 1]$. \qed

**2.2. Computation of the cobordism group.**

2.2.1. The applications $\pi$ and $\mu$. Let $\gamma_1, \ldots, \gamma_N$ be immersed curves. We assume that there is an oriented immersed Lagrangian cobordism $V : (\gamma_1, \ldots, \gamma_n) \to \emptyset$. In this case, we say that $\gamma_1, \ldots, \gamma_N$ are immersed Lagrangian cobordant.

It is easy to see that the classes of these curves in $H_1(S_g, \mathbb{Z})$ must satisfy

$$\sum_{i=1}^N [\gamma_i] = 0.$$

Therefore, the map which associates to an immersed curve $\gamma$ its homology class $[\gamma]$ induces a well-defined group morphism

$$\pi : \Omega^{\text{imm}}_{\text{coh}}(S_g) \to H_1(S_g, \mathbb{Z}).$$

As stated in the introduction, there is a morphism

$$\mu : \Omega^{\text{imm}}_{\text{coh}}(S_g) \to \mathbb{Z}/\chi(S_g)\mathbb{Z},$$
which is a variant of the Maslov index. We define it following Seidel’s paper ([Sei00, 2.b.]). An
alternate definition as a winding number appears in a paper of Chillingworth ([Chi72]).

We fix a complex structure $j$ on $S_g$, so that $TS_g$ is a complex line bundle. Choose another
line bundle $Z \to S_g$ of degree 1 over $S_g$ and a complex isomorphism

$$\Phi : TS_g \cong Z^{\otimes \chi(S_g)}.$$ (9)

Denote by $TS_g \setminus \{0\}$ the tangent bundle of $S_g$ minus the zero section. We let $(\gamma, \tilde{\gamma}) : S^1 \to TS_g \setminus \{0\}$ be a nowhere vanishing curve in $TS_g$. We also let $v : S^1 \to Z$ be a nowhere vanishing section of the fiber bundle $\gamma^*Z$. There is a function $\lambda_v : S^1 \to \mathbb{C}^*$ such that for all $t \in S^1$

$$\tilde{\gamma}(t) = \lambda_v(t) \Phi(v(t))^{\otimes \chi(S_g)}.$$ 

If $w$ is another nowhere vanishing section of $\gamma^*Z$, denote by $\lambda_w : S^1 \to \mathbb{C}^*$ the function such that

$$\forall t \in S^1, \tilde{\gamma}(t) = \lambda_w(t) \Phi(w(t))^{\otimes \chi(S_g)}.$$ 

There is a function $\mu : S^1 \to \mathbb{C}^*$ such that

$$\forall t \in S^1, v(t) = \mu(t)w(t).$$

So

$$\forall t \in S^1, \tilde{\gamma}(t) = \lambda_v(t) \mu(t)^{\chi(S_g)} \Phi(w(t))^{\otimes \chi(S_g)}.$$ 

Therefore, we have $\text{deg}(\lambda_v) = \text{deg}(\lambda_w)$ modulo $\chi(S_g)$. So it makes sense to define the Maslov index $\mu_\Phi(\tilde{\gamma}) \in \mathbb{Z}/\chi(S_g)$ by

$$\mu_\Phi(\tilde{\gamma}) = \text{deg}(\lambda_v) \mod \chi(S_g).$$

Let $(\gamma_1, \tilde{\gamma}_1) : S^1 \to TS_g \setminus \{0\}$ be another nowhere vanishing curve. We assume that $\tilde{\gamma}$ and $\tilde{\gamma}_1$ are homotopic. Then, it is easy to check that

$$\mu_\Phi(\tilde{\gamma}) = \mu_\Phi(\tilde{\gamma}_1).$$

We conclude that there is a well defined morphism

$$\mu_\Phi \in \text{Hom}(\pi_1(TS_g \setminus \{0\}), \mathbb{Z}/\chi(S_g) \mathbb{Z}) = \text{H}^1(TS_g \setminus \{0\}, \mathbb{Z}/\chi(S_g) \mathbb{Z}).$$

An immersed curve $\gamma : S^1 \to S_g$ has a canonical lift $\tilde{\gamma}$ to $TS_g \setminus \{0\}$ given by

$$\tilde{\gamma} : S^1 \to TS_g \setminus \{0\} \quad t \mapsto (\gamma(t), \gamma'(t)).$$

We put,

$$\mu_\Phi(\gamma) := \mu_\Phi([\tilde{\gamma}]) \in \mathbb{Z}/\chi(S_g) \mathbb{Z},$$

where $[\tilde{\gamma}]$ is the class of $\tilde{\gamma}$ in the homology group $H_1(TS_g \setminus \{0\}, \mathbb{Z}/\chi(S_g) \mathbb{Z})$.

**Proposition 2.11.** Let

$$\gamma_1, \ldots, \gamma_N : S^1 \cong S_g$$
be immersed Lagrangian cobordant curves. In $\mathbb{Z}/\chi(S_g)\mathbb{Z}$, we have the relation
\[
\sum_{i=1}^{N} \mu_{\Phi}(\gamma_i) = 0.
\]

Proof. First, we generalize the above construction of $\mu$. Denote by $\pi_C : \mathbb{C} \times S_g \to \mathbb{C}$ and $\pi_{S_g} : \mathbb{C} \times S_g \to S_g$ the projection on the first and second factor respectively. There is a canonical isomorphism
\[
\pi_{S_g}^* \Lambda^1 T S_g \to \Lambda^2 T(\mathbb{C} \times S_g).
\]
We compose this with the map 9 to obtain an isomorphism
\[
\Psi : (\pi_{S_g}^* Z) \otimes \chi(S_g) \to \Lambda^2 T(\mathbb{C} \times S_g).
\]
Let $\gamma : S^1 \to \mathbb{C} \times S_g$ be a smooth loop. We let
\[
\Lambda(t) \subset T_{\gamma(t)}(\mathbb{C} \times S_g), \quad t \in S^1
\]
be a smooth loop of oriented lagrangian subspaces over $\gamma$. For each $t \in S^1$, we let $(e_1(t), e_2(t))$ be a (real) basis of the vector space $\Lambda(t)$. We assume that the family $(e_1, e_2)$ is smooth. We let $v$ be a trivialization of the complex line bundle $(\pi_{S_g} \circ \gamma)^* Z$.

The function
\[
S^1 \ni t \mapsto e_1(t) \wedge e_2(t)
\]
is nowhere vanishing. So there is a smooth function $\lambda : S^1 \to \mathbb{C}^*$ such that
\[
e_1 \wedge e_2 = \lambda(t) \Psi(v(t)).
\]
Now, we put
\[
\mu_{\Phi}(\Lambda) = \text{deg}(\lambda).
\]
As before, one can easily check that this does not depend on the homotopy class of $\Lambda$ and does not depend on the choice of the section $v$. Thus, this induces a well-defined class
\[
\mu_{\Phi} \in H^1(\mathcal{GL}^{or}(T(\mathbb{C} \times S_g)), \mathbb{Z}/\chi(S_g)\mathbb{Z}),
\]
in the first cohomology group of the oriented Lagrangian Grassmannian.

Let $\gamma : S^1 \to S_g$ be an immersed curve and $x \in \mathbb{R}$. For $t \in S^1$, we let
\[
\Lambda(t) = \text{Span}((1,0),(0,\gamma'(t))) \subset T_{(x,\gamma(t))}(\mathbb{C} \times S_g).
\]
Then, for any $t \in S^1$, the space $\Lambda(t)$ is Lagrangian. It is an easy exercise to check
\[
\mu_{\Phi}(\Lambda) = \mu(\gamma).
\]

Let $i : W \hookrightarrow \mathbb{C} \times S_g$ be an oriented immersed Lagrangian cobordism between the immersed curves $\gamma_1, \ldots, \gamma_N$. Then by the discussion above
\[
\mu_{\Phi}(\gamma_1) + \ldots + \mu_{\Phi}(\gamma_N) = \langle i_V^* \mu, [\partial W] \rangle.
\]
The class $\partial W$ is a boundary in $H_1(W, \mathbb{Z}/\chi(S_g)\mathbb{Z})$, so the left term is 0. □
We conclude that there is a well-defined morphism
\[ \mu_\Phi : \Omega^{\mathrm{imm}}_{\mathrm{cob}}(S_g) \to \mathbb{Z}/\chi(S_g)\mathbb{Z}. \]

**Remark 2.12.** The map \( \mu_\Phi \) depends on the choice of the isomorphism \( \Phi \). In fact, two such maps differ by the morphism induced by a cohomology class \( p^* \alpha \) with \( \alpha \in H^1(S_g, \mathbb{Z}/\chi(S_g)\mathbb{Z}) \) and \( p \) the projection \( TS_g \setminus \{0\} \to S_g \).

From now on, we fix once and for all one such \( \Phi \). We will, therefore, denote \( \mu_\Phi \) by \( \mu \).

### 2.2.2. Action of the mapping class group on \( \Omega^{\mathrm{imm}}_{\mathrm{cob}}(S_g) \)

As usual, the **Mapping Class Group** of the surface \( S_g \) is the quotient of the group of orientation preserving diffeomorphisms by its identity component,
\[ \operatorname{Mod}(S_g) = \operatorname{Diff}^+(S_g)/\operatorname{Diff}_0(S_g). \]

The Mapping Class Group has a natural left action on \( \Omega^{\mathrm{imm}}_{\mathrm{cob}}(S_g) \). Given two classes \([\phi] \in \operatorname{Mod}(S_g)\) and \([\gamma] \in \Omega^{\mathrm{imm}}_{\mathrm{cob}}(S_g)\), the action is given by \([\phi] \cdot [\gamma] = [\phi \circ \gamma]\).

We recollect a few well-known facts on the Mapping Class Group. The reader may find proofs and statements in the book by Farb and Margalit [FM12].

A particular class of elements of the Mapping Class groups are given by **Dehn twists**, which we now define. Let \( \alpha : S^1 = \mathbb{R}/\mathbb{Z} \to S_g \) be an embedded curve. Choose a Weinstein embedding \( \psi : [0, 1] \times S^1 \to S_g \) such that \( \psi|_{\{1\}\times S^1} = \alpha \). We let \( f : [0, 1] \to \mathbb{R} \) be an increasing smooth function equal to 1 in a neighborhood of 1 and equal to 0 in a neighborhood of 0. The map
\[
[0, 1] \times S^1 \to [0, 1] \times S^1 \\
(t, \theta) \mapsto (t, \theta + f(t))
\]
extends by the identity to a symplectomorphism
\[ T_\alpha : S_g \to S_g \]
which is called the **Dehn twist about** \( \alpha \). Notice that its class in \( \operatorname{Mod}(S_g) \) does not depend on the choice of \( \phi \) and \( f \).

It is a well-known fact that these transformations generate the Mapping Class Group. More precisely, we let \( \alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g \) and \( \gamma_1, \ldots, \gamma_{g-1} \) be the embedded curves represented in Figure 4.

**Theorem 2.13** (Lickorish, 1964, [Lic64]). *The Dehn twists about the curves \( \alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g \) and \( \gamma_1, \ldots, \gamma_{g-1} \) generate the Mapping Class Group.*
In particular, any orientation-preserving diffeomorphism $\phi$ is the product of a symplectomorphism $\psi$ and a diffeomorphism $\chi$ isotopic to the identity.

In particular, any positive homeomorphism is isotopic to a symplectomorphism. As a corollary of this and Lemma 2.1, we obtain the following.

**Lemma 2.14.** The map

$$\text{Mod}(S_g) \times \Omega^\text{imm}_{\text{cob}}(S_g) \rightarrow \Omega^\text{imm}_{\text{cob}}(S_g)$$

$$([\phi], [\gamma_1] + \ldots + [\gamma_N]) \mapsto [\phi \circ \gamma_1] + \ldots + [\phi \circ \gamma_N]$$

is well-defined and is a group action on $\Omega^\text{imm}_{\text{cob}}(S_g)$.

**Proof.** First we check that if $[\gamma_1] + \ldots + [\gamma_N] = 0$ in $\Omega^\text{imm}_{\text{cob}}(S_g)$, then $[\phi \circ \gamma_1] + \ldots + [\phi \circ \gamma_N]$. For this, write $\phi = \psi \circ \chi$ with $\psi$ symplectic and $\chi$ isotopic to the identity. There is an immersed oriented Lagrangian cobordism $V : ([\gamma_1], \ldots, [\gamma_N]) \rightarrow \emptyset$. Then $\psi(V)$ is a Lagrangian cobordism between the curves $\psi(\gamma_1), \ldots, \psi(\gamma_N)$ which are isotopic (hence Lagrangian cobordant by 2.1) to $\phi(\gamma_1), \ldots, \phi(\gamma_N)$.

Similarly, Lemma 2.1 implies that if $\phi$ is isotopic to $\psi$, then $[\phi \circ \gamma_1] + \ldots + [\phi \circ \gamma_N] = [\psi \circ \gamma_1] + \ldots + [\psi \circ \gamma_N]$ in $\Omega^\text{imm}_{\text{cob}}(S_g)$. □

We also have the following proposition:

**Proposition 2.15.** Let $\beta$ be an embedded curve in $S_g$. Then in $\Omega^\text{imm}_{\text{cob}}(S_g)$

$$[T_\alpha(\beta)] = (\beta \cdot \alpha)[\alpha] + [\beta].$$

Here, $\beta \cdot \alpha$ is the homological intersection number of $\beta$ and $\alpha$.

**Proof.** Up to isotopy, we assume that $\alpha$ and $\beta$ are in minimal position (i.e. the number of intersection points is minimal in their respective isotopy class).

There is a geometric procedure which produces a curve isotopic to $T_\alpha \beta$ after a sequence of surgeries such as in 2.1.2. The whole process is represented in Figure 5.

Call $x_1, \ldots, x_N$ the intersection points of $\alpha$ and $\beta$ ordered according to the orientation of $\alpha$ (here $N$ is the number of intersection points between $\alpha$ and $\beta$). For $k \in \{1, \ldots, N\}$, we fix a Darboux chart $\phi_k : B(0, r) \rightarrow S_g$ around $x_k$ such that

- in this chart, $\beta$ is the oriented line $\mathbb{R}$,
- in this chart, $\alpha$ has image $i\mathbb{R}$.

The first step consists of the surgery between $\alpha$ and $\gamma$ if $x_1$ is of degree $1$ and of the surgery between $\alpha^{-1}$ and $\gamma$ if $x_1$ is of degree $0$. This yields a curve $c_1$.

In the second step, we perturb $\alpha$ to a curve $\tilde{\alpha}_2$ as in the second row of Figure 5. The main features of $\tilde{\alpha}_2$ are as follows

- there are $x_2^2, \ldots, x_N^2$ intersection points lying close to $x_2, \ldots, x_N$.
- there is one other intersection point $y_1$ above $\beta$ in the Darboux chart $\phi_2$.

Now, we perform the surgery between $c_1$ and $\tilde{\alpha}_2$ at $x_2^2$ if it is of degree $1$ and between $c_1$ and $\tilde{\alpha}_2^{-1}$ otherwise.
Assume that we performed the surgery of $\beta$ with $k$ curves $\alpha, \tilde{\alpha}_2, \ldots, \tilde{\alpha}_k$ isotopic to $\alpha$ to obtain a curve $c_k$. We perturb $\alpha$ to a curve $\tilde{\alpha}_{k+1}$ such as in Figure 5. It satisfies the following assumptions.

- There are $x_k, \ldots, x_N$ intersection points between $c_k$ and $\tilde{\alpha}_{k+1}$ close to $x_k, \ldots, x_N$.
- There are intersections points $y_1, \ldots, y_k$ which lie above $\beta$ in the chart $\phi_k$.

Now, we perform the surgery between $c_k$ and $\tilde{\alpha}_{k+1}$ at $x_k$ according to the orientation of $\tilde{\alpha}_{k+1}$. The handle is big enough to delete the intersection points $y_1, \ldots, y_k$.

Notice that each surgery produces an oriented immersed Lagrangian cobordism by Propositions 2.9. Composing these cobordisms and using Lemma 2.1 about isotopic curves, we obtain an immersed Lagrangian cobordism

$$(\alpha, \beta, \ldots, \beta, \beta^{-1}, \ldots, \beta^{-1}) \leadsto \gamma,$$
with as many copies of $\alpha$ as there are intersection points of degree 0 and as many copies of $\alpha^{-1}$ as there are intersection points of degree 1. Hence in the Lagrangian cobordism group $\Omega^{\text{imm}}_{\text{cob}}(S_g)$

$$\gamma = [\beta] + (\alpha \cdot [\beta]) [\alpha].$$

This concludes the proof since $\gamma$ is Lagrangian cobordant to $T(\beta)$ (Lemma 2.1). \qed

2.2.3. Tori and pairs of pants. We describe a set of generators for $\Omega^{\text{imm}}_{\text{cob}}(S_g)$ using the action of the mapping class group described above.

First, let $\gamma_1$ and $\gamma_2$ be two embedded curves in $S_g$. We suppose that each of these is the oriented boundary of an embedded torus. By the change of coordinates principle ([FM12, 1.3]), there is a product of Dehn twists $\phi$ which maps $\gamma_1$ to a curve isotopic (hence immersed Lagrangian cobordant) to $\gamma_2$. By Proposition 2.15, we have $[\gamma_1] = [\gamma_2]$ in $\Omega^{\text{imm}}_{\text{cob}}(S_g)$. We conclude that there is a well-defined element

$$(10) T \in \Omega^{\text{imm}}_{\text{cob}}(S_g)$$

which represent any oriented boundary of a torus in $S_g$.

First, we compute the Maslov index of the class $T$.

**Lemma 2.16.** For any choice of isomorphism

$$\Phi : Z^{\otimes \chi(S_g)} \to TS_g,$$

we have

$$\mu_\Phi(T) = -1 \in \mathbb{Z}/\chi(S_g)\mathbb{Z},$$

($T$ is the class defined in 10).

**Proof.** First, the index of $T$ does not depend on $\Phi$. To see this, let $\gamma$ be a representative of $T$ and $v$ a trivialization of $Z$ along $\gamma$. Let $\Psi : TS_g \to Z^{\otimes \chi(S_g)}$ be another complex isomorphism. Then $\Psi \circ \Phi^{-1}$ has the form $(z,v) \mapsto (z,\mu(z)v)$ where $\mu : S_g \to \mathbb{C}^*$ is a nowhere vanishing function. If

$$\gamma'(t) = \lambda(t)\Phi^{-1}(v \otimes \ldots \otimes v),$$

then

$$\gamma'(t) = \Psi^{-1} \circ \Psi \circ \Phi^{-1}(v \otimes \ldots \otimes v)$$

$$= \lambda(t)\mu(\gamma(t))\Psi^{-1}(v \otimes \ldots \otimes v).$$

But since $\mu$ extends to $S_g$ and $\gamma$ is homologically trivial, we have $\deg(\mu \circ \gamma) = 0$.

Let us turn to the computation of $\mu(T)$. It is a quick application of the Poincaré-Hopf theorem. Let $\tilde{T}$ be the torus bounded by $\gamma$ and $D$ be a disk embedded in $\tilde{T}$.

We choose trivializations of $TS_g$ over $S_g \setminus D$ and over $D$ so that $TS_g$ is identified with the fiber bundle obtained by gluing $(S_g \setminus D) \times \mathbb{C}$ on $D \times \mathbb{C}$ along the map

$$f : (S_g \setminus D) \times \mathbb{C} \to D \times \mathbb{C}$$

$$(\phi(e^{i\theta}),z) \mapsto (e^{i\theta}, e^{i\chi(S_g)e^{i\theta}} z).$$

Here $\phi : \partial D \to \partial(S_g \setminus D)$ is an orientation reversing diffeomorphism.
Similarly, we define the line bundle $Z$ as the gluing of $(S_g \setminus D \times \mathbb{C})$ on $(D \times \mathbb{C})$ along the map

$$g : (S_g \setminus D) \times \mathbb{C} \to D \times \mathbb{C}, \quad (\phi(e^{i\theta}), z) \mapsto (e^{i\theta}, e^{i\theta}z).$$

The isomorphism $\Phi : Z \otimes \chi(S_g) \to TS_g$ is given by

$$(a, \lambda_1 \otimes \cdots \otimes \lambda_n) \mapsto (a, \lambda_1 \cdots \lambda_n).$$

for any trivialization $\Phi$. Moreover, a non-zero section of $Z$ over $\gamma$ is given by $z \in \text{Im}(\gamma) \mapsto (z, 1)$. So the Maslov index of $\gamma$ is just the index of $\gamma'$ read in the trivialization above.

Choose a vector field $X$ on $\tilde{T}$ which coincides with $\gamma'$ over $\gamma$ and has a unique zero in $D$. This zero has degree $-1$ since the Euler characteristic of $\tilde{T}$ is $-1$. The degree of $\gamma'$ in the trivialization above is equal to the degree of $X$ over the boundary of $S_g D$ since this is a homological invariant. Given the expression of $-1$, this degree is also the degree of $X$ in the trivialization over $D$ plus $\chi(S_g)$. Hence it is $-1 + \chi(S_g)$ since $X$ has a zero of degree $-1$ on $D$.

**Remark 2.17.** The same proof also shows that if $\gamma$ is the oriented boundary of an embedded surface of genus $\tilde{g}$, then its index satisfies

$$\mu(\gamma) = \chi(S_1) \mod \chi(S_g),$$

for any trivialization $\Phi$.

We now express the class of any separating curve with $T$. The proof uses the surgeries of [Abo08, Lemma 7.6].

**Lemma 2.18.** Let $\gamma$ be the oriented boundary of an embedded surface $S_1$. Then in $\Omega_{\text{cob}}^\text{imm}(S_g)$

$$[\gamma] = \chi(S_1) \cdot T.$$

**Proof.** The proof follows from induction over the genus of the surface bounded by $\gamma$. If $\gamma$ bounds a torus, there is nothing to prove.

We assume that the formula is true for any curve which bounds a surface of genus less than $g_1 - 1$. We assume that $\gamma$ is the oriented boundary a surface $S_1$ of genus $g_1 \geq 2$.

Choose three curves $\gamma_1$, $\gamma_2$ and $\gamma_3$ such that the following hold (see Figure 6).

- The curves $\gamma_1$ and $\gamma_2$ are non-separating and $\gamma$, $\gamma_1$ and $\gamma_2$ form the oriented boundary of a pair of pants.
- The curve $\gamma_3$ is separating and bounds a surface $S_3$ of genus $g_1 - 1$. 

**Figure 6.** Two pair of pants
• The curves $\gamma_1$, $\gamma_2$ and $\gamma_3$ bound another pair of pants.

Now, choose two embedded curves $\alpha$ and $\beta$ as in Figure 7. We first perform surgeries of $\alpha$ with $\gamma_2$ and $\beta$ as indicated in the left-hand side of Figure 7. This yields an immersed curve $c$. If we perform surgeries of $\alpha$ with $\gamma_2$ and $\gamma$ as in the right-hand side of Figure 7, we obtain an immersed curve isotopic to $c$. Therefore,

$$-\gamma_2 + \alpha + T = \gamma_1 + \alpha + \gamma,$$

so

$$\gamma + \gamma_1 + \gamma_2 = T.$$

The same argument yields

$$T = -\gamma_3 - \gamma_1 - \gamma_2.$$

Hence,

$$\gamma = \gamma_3 + 2T.$$

But $\gamma_3$ is the oriented boundary of a surface of genus $g_1 - 1$, so

$$[\gamma_3] = \chi(S_3) \cdot T.$$

Hence,

$$\gamma = (\chi(S_3) + 2) \cdot T = \chi(S_1)T.$$
We now have the following Lemma.

**Lemma 2.19.** The restriction of $\mu$ to the subgroup $H$ of $\Omega_{\text{cob}}(S_g)$ generated by separating curves is an isomorphism.

**Proof.** Lemma 2.18 implies that $T$ generates the group $H$. Moreover, $\mu(T) = -1$ implies that the order of $T$ is either infinite or a multiple of $\chi(S_g)$.

On the other hand, let $\gamma$ be the oriented boundary of a torus. Then, $\gamma^{-1}$ is the oriented boundary of a surface of genus $g - 1$. Hence by Lemma 2.18, we have

$$T = -(1 - 2(g - 1))T = (-3 + 2g)T.$$ 

So $\chi(S_g)T = 0$. This concludes the proof.

Finally, we compute the class of the Lickorish generator $\gamma_i$ (see 2.13) in $\Omega_{\text{cob}}(S_g)$.

**Lemma 2.20.** Recall that we denoted by $\alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g$ and $\gamma_1, \ldots, \gamma_{g - 1}$. Let $i \in \{1, \ldots, g - 1\}$. Then we have

$$[\gamma_i] = [\alpha_{i+1}] - [\alpha_i] - T.$$ 

**Proof.** By the change of coordinates principle, we can assume that $\alpha_i, \gamma_i$ and $\alpha_{i+1}^{-1}$ are as in Figure 8. We also fix two curves $\alpha$ and $\beta$ as in Figure 8.

The proof proceeds as in the proof of Lemma 2.18. We perform the surgeries indicated on the left to obtain a curve $c$ and the surgeries on the right to obtain a curve isotopic to $c$. So

$$\alpha + \gamma_i - \alpha_{i+1} = \alpha + \beta - \alpha_i.$$ 

Moreover, we have $\beta = -T$, so

$$\alpha_{i+1} - \alpha_i - \gamma_i = T.$$ 

With this preparation, we can pass to the

2.2.4. **Proof of Theorem 1.5.**

**Proof.** We use the action of the Mapping Class group of $S_g$ to conclude. Let $\gamma$ be a non-separating curve. By the change of coordinates principle ([FM12, 1.3]), there is a product of Dehn twists about the $\alpha_i, \gamma_i$ and $\beta_i$ which maps $\gamma$ to $\alpha_1$. Hence, $\gamma$ lies in the group generated by the $\alpha_i, \beta_i$ and $\gamma_i$ by Proposition 2.15. By Lemma 2.20, $\gamma$ lies in the subgroup generated by the $\alpha_i, \beta_i$ and $T$.

Since any separating embedded curve is a multiple of $T$, we conclude that the group $\Omega_{\text{cob}}(S_g)$ is generated by the $\alpha_i, \beta_i$ and $T$.

The map $\pi : \Omega_{\text{cob}}(S_g) \to H_1(S_g, \mathbb{Z})$ is surjective. Furthermore, we have $\pi \oplus \mu(T) = (0, -1)$. So the map $\pi \oplus \mu$ is surjective.
On the other hand, $\pi \oplus \mu$ is injective. To see this, let
\[ x = \sum_{i=1}^{g} n_i \alpha_i + \sum_{i=1}^{g} m_i \beta_i + kT. \]
such that $\pi(x) = 0$ and $\mu(x) = 0$. Take the image under $\pi$ to obtain
\[ \sum_{i=1}^{g} n_i \alpha_i + \sum_{i=1}^{g} m_i \beta_i \]
in $H_1(S_g, \mathbb{Z})$. So the $n_i$ and the $m_i$ are zero. Furthermore, $0 = \mu(x) = -k$, so $\chi(S_g)|k$. Hence, $x = kT = 0$. \(\square\)

3. Fukaya categories of surfaces

There is a well-defined Fukaya category whose objects are the unobstructed immersed curves. Its construction follows Seidel’s perturbation scheme [Sei08]. Such a category has already been studied for exact manifolds with convex boundary by Alston and Bao [AB18]. Abouzaid ([Abo08]) also constructed a pre-category with immersed objects using combinatorial methods.
In this section, we recall the main steps of the construction of $\text{Fuk}(S_g)$, highlighting the parts that need special care due to the immersed setting. We do this in Subsections 3.2 and 3.1.

In Subsection 3.3, we shall briefly explain why $\text{Fuk}(S_g)$ recovers the pre-$A_\infty$ category defined in Abouzaid’s paper.

### 3.1. Preliminaries.

**Floer datum.** Recall from definition 1.9 that an unobstructed curve is an immersed curve with no triple points, transverse double points and which lifts to an embedding in the universal cover. For each ordered pair of unobstructed immersions $(\gamma_1, \gamma_2)$, we fix a Floer datum $H_{\gamma_1, \gamma_2}$. This is a smooth, time-independent, hamiltonian $H_{\gamma_1, \gamma_2} : S_g \to \mathbb{R}$ such that $\gamma_1$ and $\phi_H^{-1}(\gamma_2)$ are in general position. If $\gamma_1$ and $\gamma_2$ already are in general position, we make the choice $H_{\gamma_1, \gamma_2} = 0$.

We also fix a smooth complex structure $j$ on $S_g$ which is compatible with $\omega$.

**Coherent perturbations.** Recall from [Sei08, (9f)] that for $d \geq 2$, there is a compactified universal family of pointed disks $S^{d+1} \to \mathcal{R}^{d+1}$.

We fix a coherent universal choice of strip-like ends (see [Sei08, 9g]) for these families. We denote these ends by $(\varepsilon_i^r)_{0 \leq i \leq d, r \in S^{d+1}}$.

Let $(\gamma_0, \ldots, \gamma_d)$ be a $d+1$ tuple of unobstructed curves. We fix a perturbation datum for the family $S^{d+1} \to \mathcal{R}^{d+1}$ labeled by the tuple $(\gamma_0, \ldots, \gamma_d)$. This is a family of one form $K_{\gamma_0, \ldots, \gamma_d} \in \Omega^1(S, \mathcal{H})$ with values in the space $\mathcal{H}$ of hamiltonians on $S_g$. Additionally, we assume that for any $r \in S^{d+1}$, $K_{T\partial \pi^{-1}(r)} = 0$.

We require that this family satisfies the following hypothesis.

(\text{H}) : If the curves $\gamma_0, \ldots, \gamma_d$ are in general position, then $K_{\gamma_0, \ldots, \gamma_d} = 0$.

We have the following proposition.

**Proposition 3.1.** There is a coherent choice of perturbation datum\(^{2}\) which satisfies the hypothesis (H).

**Proof.** We start with $K_{\gamma_0, \gamma_1, \gamma_2} = 0$ for every 3-uple of two by two transverse lagrangians. Then we use the induction process described in [Sei08, (9i)] to obtain a coherent perturbation perturbation datum.

For every $d+1$-tuple $(\gamma_0, \ldots, \gamma_d)$ of two by two transverse unobstructed curves, any $m$-tuple of the form $(\gamma_i_{i_1}, \ldots, \gamma_i_{i_m})$ (with $m < d$) consists of two by two transverse unobstructed curves. Therefore the gluing induction process provides a perturbation with $K_{\gamma_0, \ldots, \gamma_d} = 0$. \(\square\)

\(^2\)See [Sei08, section (9i)] for the definition
Definition and regularity of the relevant moduli spaces. We introduce the moduli spaces of (perturbed) holomorphic curves that we consider throughout this section.

First, let \( Z = \mathbb{R} \times [0,1] \) be the standard strip with coordinates \( s \) and \( t \) and equipped with the standard complex structure.

Let \( \gamma_0 \) and \( \gamma_1 \) be two unobstructed curves. Then the set \( \mathcal{P}_{H^{\gamma_0,\gamma_1}} \) of hamiltonian chords from \( \gamma_0 \) to \( \gamma_1 \) is finite. We choose two such chords \( c_- \) and \( c_+ \).

We consider continuous strips \( u : Z \to S_g \) from \( c_- \) to \( c_+ \) satisfying the following conditions.

(i) There is a continuous lift \( u^- : \mathbb{R} \times \{0\} \to S^1 \) such that \( u(s,0) = \gamma_0 \circ u_0 \).

(ii) There is a continuous lift \( u^+ : \mathbb{R} \times \{0\} \to S^1 \) such that \( u(s,1) = \gamma_1 \circ u_1 \).

(iii) The map \( u \) converges uniformly to \( c_- \) and \( c_+ \) when \( s \) goes to infinity:

\[
\lim_{s \to -\infty} u(s,\cdot) = c_- , \quad \lim_{s \to +\infty} u(s,\cdot) = c_+ .
\]

Let \( u_0 \) and \( u_1 \) be two continuous strips with lifts given by \( u_0^+, u_0^- \) and \( u_1^+, u_1^- \) respectively. We say that \( u_0 \) and \( u_1 \) are homotopic if there are

- a continuous family \( (v_t)_{t \in [0,1]} \) of maps \( Z \to S_g \),
- continuous families \( (v_t^\pm)_{t \in [0,1]} \) of maps \( \mathbb{R} \to S^1 \),

such that

- for each \( t \in [0,1] \), \( v_t \) is a continuous strip from \( c_- \) to \( c_+ \) with continuous lifts given by \( v_t^\pm \),
- we have \( (u_0,u_0^-,u_0^+) = (v_0,v_0^-,v_0^+) \) and \( (u_1,u_1^-,u_1^+) = (v_1,v_1^-,v_1^+) \).

We fix such a homotopy class \( A \).

**Definition 3.2.** We let \( \widetilde{\mathcal{M}}(c_-,c_+,A) \) be the set of Floer strips from \( c_- \) to \( c_+ \) in the homotopy class \( A \).

A map \( u : Z \to S_g \) is an element of \( \widetilde{\mathcal{M}}(c_-,c_+,A) \) if it satisfies the conditions (i), (ii), (iii) above and the Floer equation

\[
\frac{\partial u}{\partial s} + j\left( \frac{\partial u}{\partial t} - X_{H^{\gamma_0,\gamma_1}}(u) \right) = 0.
\]

This set admits a natural \( \mathbb{R} \)-action and we let

\[
\mathcal{M}(c_-,c_+,A) = \widetilde{\mathcal{M}}(c_-,c_+,A) / \mathbb{R}.
\]

Let \( \gamma_0, \ldots, \gamma_d \) be a \( d+1 \)-uple of unobstructed curves, \( c_0 \in \mathcal{P}_{H^{\gamma_0,\gamma_d}} \) and \( c_i \in \mathcal{P}_{H^{\gamma_{i-1},\gamma_i}} \) for \( 1 \leq i \leq d \). We also consider continuous polygons with boundary conditions at \( \gamma_0, \ldots, \gamma_d \).

To define these, fix a disk with \( d+1 \)-marked points \( s = \pi^{-1}(r) \) with \( r \in \mathcal{R}^{d+1} \). A continuous polygon is a continuous map \( u : s \to S_g \) such that

(i) For each arc \( C_i \subset \partial s \) between the \( i \)-th and \( i+1 \)-th punctures, there is a continuous map \( u_i : C_i \to S^1 \) such that \( u_{C_i} = \gamma_i \circ u_i \).

(ii) The map \( u \) converges uniformly to \( c_i \) on the \( i \)-th strip-like end,

\[
\lim_{s \to -\infty} u \circ \varepsilon_r^0(s,\cdot) = c_0 , \quad \lim_{s \to +\infty} u \circ \varepsilon_r^1(s,\cdot) = c_i .
\]
Let $u^0$ and $u^1$ be two continuous polygons with lifts given by $u^0_i$ and $u^1_i$ for $i = 0 \ldots d$ respectively. We say that $u^0$ and $u^1$ are homotopic if there are

- continuous families $(v^t_i)_{t \in [0,1]}$ of maps $s \to S_g$ for a fixed $s \in \pi^{-1}(r)$ with $r \in \mathcal{R}^{d+1}$,
- continuous families $(v^t_i)_{t \in [0,1]}$ of maps $C_i \to S^1$ for $i \in \{0, \ldots, d\}$,

such that

- for each $t \in [0,1]$, $v_t$ is continuous polygon with boundary lifts given by the $v^t_i$ for $i = 0 \ldots d$,
- we have $v_0 = u_0$ (resp. $v_1 = u_1$) and $v^t_0 = u^0_0$ (resp. $v^t_1 = u^1_0$) for $i = 0 \ldots d$.

We fix such a homotopy class $B$.

**Definition 3.3.** We let $\mathcal{M}(c_0, \ldots, c_d, B)$ be the set of holomorphic polygons in the homotopy class $A$.

A map $u : s \to S_g$, with $s \in \pi^{-1}(r)$ for some $r \in \mathcal{R}^{d+1}$, is an element of the moduli space $\mathcal{M}(c_0, \ldots, c_d, B)$ if and only if it satisfies the conditions (i),(ii),(iii) above and the following equation

$$(du - X_{K_{c_0, \ldots, c_d}}^{(0,1)}) = 0.$$  

Standard regularity arguments imply that for a generic choice of Floer and perturbation datum, these moduli spaces are regular. See for instance [AB18, Section 5] for a write up in the case of immersions.

However, we would like to keep perturbation data which verify the hypothesis $(H)$. The following lemma, due to Seidel, makes this possible. The proof contained in [Sei08] goes through as stated in the book.

Let $u : (s, \partial s) \to (M, i(L))$ be a Floer strip or a holomorphic polygon. One can linearize the Cauchy-Riemann equation at $u$ to obtain an extended Cauchy-Riemann operator

$$D_{s,u} : T_s \mathcal{R} \times W^{1,p}(u^*TM, u^*TL) \to L^p(\Lambda^{0,1}T^*s \otimes u^*TM),$$

from suitable Sobolev completions of the space of sections of $u^*TM$. (cf [Sei08, (8i)]). We say that $u$ is regular if this operator is surjective. In particular, this implies that the set of solutions is a manifold near $u$.

In particular notice that $D_{s,u}$ takes into account the variations of the domain.

**Lemma 3.4** (Automatic regularity, [Sei08], Lemma 13.2). In the above setting, assume that $u$ is either a non-constant Floer strip or a non-constant holomorphic polygon. Then it is automatically regular, meaning that the extended Cauchy-Riemann operator

$$D_{s,u} : T_s \mathcal{R} \times W^{1,p}(u^*TM, u^*TL) \to L^p(\Lambda^{0,1}T^*s \otimes u^*TM),$$

is surjective.

From now on, we will fix a choice of Floer and perturbation datum which satisfy hypothesis $(H)$. 
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Indices. Let $u$ be an element of one of the moduli spaces $\mathcal{M}(c_-, c_+, A)$ or $\mathcal{M}(c_0, \ldots, c_d, A)$. We call $\text{Ind}(u)$ the virtual-dimension of its moduli space. Using (for instance) the index formula of [AJ10], it is easily seen to depend only on the homotopy class $A$ of $u$. Therefore, in what follows, we will denote this index by $\text{Ind}(A)$.

3.1.1. Spin structures and signs. To take care of signs issues, we need some additional datum which we explain now.

We need to equip each unobstructed curve $\gamma : S^1 \to S_g$ with a Spin structure. Since the space of oriented orthonormal frames of a tangent space $T_x S^1$ has a unique point, a choice of Spin structure is a choice of a double covering of $S^1$. We choose the Spin structure given by the nontrivial double covering. This is called the bounding Spin structure (see [LM89, II.1]).

Let $\gamma_1$ and $\gamma_2$ be two transverse unobstructed curves and $x$ an intersection point. We let $\lambda_{\gamma_1, \gamma_2, x} : [0, 1] \to G(T S_g)$, be the path represented in Figure 9.

If $\gamma_1$ and $\gamma_2$ are not transverse, we choose a hamiltonian chord $c \in \mathcal{P}_{H_{\gamma_1, \gamma_2}}$. This corresponds to a unique intersection point $x \in \gamma_1 \cap \phi_{H_{\gamma_1, \gamma_2}}^{-1}(\gamma_2)$. We define, for $t \in [0, 1]$, the vector space $\lambda_{\gamma_1, \gamma_2, c}(t) \in G(T_c(t) S_g)$ by

$$
\lambda_{\gamma_1, \gamma_2, c}(t) = d\phi^t_{H_{\gamma_1, \gamma_2}}(\lambda_{\gamma_1, \gamma_2, \phi_{H_{\gamma_1, \gamma_2}}^{-1}(\gamma_2)}(t)).
$$

For each Hamiltonian chord $c \in \mathcal{P}_{H_{\gamma_1, \gamma_2}}$, define a one dimensional real vector space $o(c)$ as follows. Consider the Poincaré half plane $\mathbb{H} = \{ z = x + iy \in \mathbb{C}| y \leq 0 \}$. Equip this with the incoming strip-like end

$$
\varepsilon : \mathbb{R} \times [0, 1] \to \mathbb{H} \quad (s, t) \mapsto -e^{-\pi(s+it)}.
$$

As explained, for instance, in [Sei08], there is a complex bundle pair $(E, F)$ associated to $\lambda_{\gamma_1, \gamma_2, c}$. In particular, there is a Cauchy-Riemann operator $D$ associated to it.

The orientation line of $c$ is the real one-dimensional vector space

$$
o(c) := \det(D).
$$

We choose once and for all an orientation of each vector space $o(c)$. 

Figure 9. The path $\lambda_{\gamma_1, \gamma_2, x}$ when $x$ is of degree 1 (left) and of degree 0 (right).
Further, assume that $\gamma_1$ and $\gamma_2$ are unobstructed curves. Let $u \in \mathcal{M}(c_-, c_+, A)$ be a holomorphic strip which satisfies $\text{Ind}(A) = 0$. Since $\gamma_1$ and $\gamma_2$ are equipped with spin structure, gluing induces an isomorphism

$$\Lambda T_u \tilde{\mathcal{M}}(c_-, c_+, A) \cong o(c_-)^\vee \otimes o(c_+).$$

We orient the left side by the vector field generated by the $\mathbb{R}$ action. On the other hand, the right hand sign inherits an orientation from $o(c_1)$ and $o(c_+)$. The difference between these two orientations yields a sign

$$\text{Sign}(u) \in \{-1, 1\}.$$

Similarly let $v \in \mathcal{M}(c_0, \ldots, c_d, A)$ be a holomorphic polygon which satisfies $\text{Ind}(A) = 0$. Now there is an isomorphism

$$\Lambda T_u \mathcal{M}(c_0, \ldots, c_d, A) \cong o(c_0)^\vee \otimes o(c_1) \otimes \ldots \otimes o(c_d).$$

But the left-hand side is naturally oriented as the determinant of a 0-dimensional vector space. Comparing orientations yields a sign

$$\text{Sign}(v) \in \{-1, 1\}.$$

**Gromov compactness.** In order to define the $A_\infty$ operations for our category, we need to describe a Gromov-type compactification of the moduli spaces introduced above. Gromov compactness for holomorphic curves with immersed boundaries has already been considered in Ivashkovich and Shevchishin’s paper [IS02].

Here, our situation is slightly different since we considered the solutions of a perturbed Cauchy-Riemann equation. However, the relevant analysis is worked-out in Alston and Bao’s article [AB18, Proposition 4.4]. We can summarize their results in our setting as follows.

As is usual by now, we let $\gamma_0, \gamma_1$ be unobstructed curves in $S_g$ and $c_-, c_+$ be Hamiltonian chords from $\gamma_0$ to $\gamma_1$.

**Proposition 3.5** (Gromov compactness for strips). (1) Let $A$ be a homotopy class of strips satisfying $\text{Ind}(A) = 1$. Then the topological space

$$\mathcal{M}(c_-, c_+, A)$$

is a compact, 0-dimensional manifold.

(2) Assume that $A$ is a homotopy class of strips satisfying $\text{Ind}(A) = 2$. Then the topological space

$$\overline{\mathcal{M}}(c_-, c_+, A)$$

admits a natural compactification $\overline{\mathcal{M}}(c_-, c_+, A)$ given by

$$\overline{\mathcal{M}}(c_-, c_+, A) := \bigcup_{c \in P_{u}} \mathcal{M}(c_-, c, A) \times \mathcal{M}(c, c_+, A) \cup \mathcal{M}(c_-, c_+, A).$$
The space \( \overline{\mathcal{M}}(c_-, c_+, A) \) has a natural structure of 1-dimensional manifold with boundary
\[
\partial \overline{\mathcal{M}}(c_-, c_+, A) = \coprod_{c \in \mathcal{P}_{\gamma_- \gamma_+}} \mathcal{M}(c_-, c, A) \times \mathcal{M}(c, c_+, A).
\]

Proof. Let \((u_n)\) be a sequence of holomorphic strips in the homotopy class \(A\). It is easy to check that their energy is finite so that we can apply [AB18, Proposition 4.4]. Hence, there is a subsequence \((u_{n_k})\) which converges in Gromov’s sense to a set of broken holomorphic strips, polygons, spheres, and disks. Moreover, if there is one polygon in this decomposition, there must be a polygon with one corner.

Notice that there cannot be holomorphic disks or holomorphic polygon with one corner with boundary condition on \(\gamma_+\) or \(\gamma_-\) since both of these are unobstructed. Moreover, there are no holomorphic spheres. Hence the above set can only consist of strips which are all regular. A dimension counting argument finishes the proof. \(\square\)

Similarly, let \(\gamma_0, \ldots, \gamma_d\) (with \(d \geq 2\)) be unobstructed curves, \(c_0\) be in \(\mathcal{P}_{H_{\gamma_0 \gamma_d}}\) and \(c_i\) be in \(\mathcal{P}_{H_{\gamma_i \gamma_{i+1}}}\) for \(1 \leq i \leq d\). We fix a homotopy class \(B\) of holomorphic polygons with corners at the \(\gamma_i\).

**Proposition 3.6.**

1. Assume that \(\text{Ind}(B) = 0\), then the space \(\mathcal{M}(c_0, \ldots, c_d, B)\) is compact.
2. Assume that \(\text{Ind}(B) = 1\), then the topological space \(\mathcal{M}(c_0, \ldots, c_d, B)\) admits a natural compactification
\[
\overline{\mathcal{M}}(c_0, \ldots, c_d, B) := \mathcal{M}(c_0, \ldots, c_d, B) \coprod \coprod_{1 \leq i \leq d, \tilde{c}_{i+1} \in \mathcal{P}_{H_{\gamma_{i+1} \gamma_{i+2}}}, \text{Ind}(B_k) = 0} \mathcal{M}(c_0, \ldots, \tilde{c}_{i+1}, \ldots, c_d, B_1) \times \mathcal{M}(\tilde{c}_{i+1}, c_{i+1}, \ldots, c_d, B_2).
\]

The space \(\overline{\mathcal{M}}(c_0, \ldots, c_d, B)\) has a natural structure of 1-dimensional manifold with boundary
\[
\partial \overline{\mathcal{M}}(c_0, \ldots, c_d, B) := \coprod_{1 \leq i \leq d, \tilde{c}_{i+1} \in \mathcal{P}_{H_{\gamma_{i+1} \gamma_{i+2}}}, \text{Ind}(B_k) = 0} \mathcal{M}(c_0, \ldots, \tilde{c}_{i+1}, \ldots, c_d, B_1) \times \mathcal{M}(\tilde{c}_{i+1}, c_{i+1}, \ldots, c_d, B_2).
\]

### 3.2. Definition.

We now have all the ingredients to define a \(A_\infty\) category \(\text{Fuk}(S_g)\). The coefficients are taken over the Novikov field
\[
\Lambda := \left\{ \sum_{i=0}^{+\infty} a_i T^{\lambda_i} \middle| a_i \in \mathbb{R}, \lambda_i \in \mathbb{R}, \lambda_i \to +\infty \right\}.
\]

The objects of \(\text{Fuk}(S_g)\) are unobstructed curves. Given two unobstructed curves \(\gamma_1, \gamma_2\), their morphism space is the \(\mathbb{Z}/2\)-graded \(A\)-vector space generated by Hamiltonian chords between
these
\[ \text{Hom}^i_{\text{Fuk}(S_g)}(\gamma_1, \gamma_2) = \bigoplus_{c \in \mathcal{P}_H} \Lambda \cdot c. \]

The $A_\infty$ operations are defined as follows
\[ \mu^d(c_1, \ldots, c_d) = (-1)^{\bullet} \sum_{c_0, A \in \mathcal{M}(c_0, \ldots, c_d, A)} \text{Sign}(u) \cdot T^\omega(A) \cdot c_0. \]

Here the sum is over the Hamiltonian chords $c_0 \in \mathcal{P}_{H_{\gamma_1, \gamma_2}}$ and over the homotopy classes $A$ of polygons such that $\text{Ind}(A) = 0$. The sign $\bullet$ is given by
\[ \bullet = \sum_{k=1}^d k|c_k|. \]

Proposition 3.6 implies that the operations $(\mu^d)_{d \geq 2}$ satisfy the $A_\infty$ relation modulo 2. To see that these are satisfied over $\mathbb{R}$, one has to use that gluing is compatible with the isomorphisms. This is done in [Sei08, Sections (12b) and (12g)].

The $A_\infty$-category $\text{Fuk}(S_g)$ admits a triangulated envelope: this is the smallest triangulated $A_\infty$-category generated by $\text{Fuk}(S_g)$. We call its 0-th degree cohomology the derived category of $\text{Fuk}(S_g)$ and denote it by $\text{DFuk}(S_g)$. We refer to Seidel’s book [Sei08, (3j)] for more details.

3.3. Properties of the Fukaya category. The following theorem also immediately follows from the recipe presented in Seidel’s book.

**Proposition 3.7.** The $A_\infty$-category $\text{Fuk}(S_g)$ is homologically unital and independent of the choice of perturbation datum and almost compatible complex structure.

Moreover, two Hamiltonian isotopic curves are quasi-isomorphic.

Since we chose our perturbation datum $(H)$, there is a combinatorial description of the operations of the category $\text{Fuk}(S_g)$ with boundaries in a tuple $(\gamma_0, \ldots, \gamma_d)$ in general position.

We let $c_0 \in \mathcal{P}_{H_{\gamma_0, \gamma_d}}$, $c_i \in \mathcal{P}_{H_{\gamma_i, \gamma_{i+1}}}$ for $1 \leq i \leq d$. We choose $s \in \mathcal{S}^{d+1}$ and label it by $(\gamma_0, \ldots, \gamma_d)$ and call $r$ its pre-image by $\pi: R^{d+1} \to S^{d+1}$. We fix a homotopy class $A$ of polygons with corners at $c_0, \ldots, c_d$ such that $\text{Ind}(A) = 0$.

We let $\tilde{\Delta}(c_0, \ldots, c_d, A)$ be the set of orientation preserving immersions (up to the boundary) $f: s \to S_g$ with $s \in \pi^{-1}(r)$ such that

- the map $f$ is a polygon with corners at $c_0, \ldots, c_d$,
- each corner of $f$ is convex (see Figure 10).

Here, a corner $x \in s$ of $f$ is convex if a neighborhood of $x$ has a convex image (see Figure 10).

We let $\Delta(c_0, \ldots, c_d, A)$ be the quotient of $\tilde{\Delta}(c_0, \ldots, c_d, A)$ by the group of diffeomorphisms of $r$ which preserve the marked points.

**Proposition 3.8.** Each holomorphic polygon $u \in \mathcal{M}(c_0, \ldots, c_d, A)$ is (up to reparameterization) an element of $\tilde{\Delta}(c_0, \ldots, c_d)$. 
Moreover, the inclusion

\[ \mathcal{M}(c_0, \ldots, c_d, A) \hookrightarrow \Delta(c_0, \ldots, c_d, A) \]

is bijective.

Proof. This result is well-known (see \cite[(13b)]{Sei08}, \cite{ENS02}, \cite{dSRS14}). Let us quickly recall the idea of the proof.

Let \( u \in \mathcal{M}(c_0, \ldots, c_d, A) \). If \( u \) has an interior branch point, there is a two-dimensional continuous family in \( \mathcal{M}(c_0, \ldots, c_d, A) \) (see the proof of \cite[Proposition 7.8]{ENS02}). But \( \dim(\mathcal{M}(c_0, \ldots, c_d, A)) \leq 1 \), a contradiction. Similarly, if there is a branch point on the boundary, there is a contribution of 1 to the dimension. So \( u \) is an immersion up to the boundary. Moreover, it is easy to see that \( u \) cannot have non convex corners at the boundary.

Now if \( u \in \Delta(c_0, \ldots, c_d, A) \), an easy application of the uniformization theorem shows that \( u \) can be reparameterized to a holomorphic curve. Hence, the inclusion \( \mathcal{M}(c_0, \ldots, c_d, A) \hookrightarrow \Delta(c_0, \ldots, c_d, A) \) is surjective.

If \( u_1 \) and \( u_2 \) are such that \( u_1 \circ \phi = u_2 \) with \( \phi \) a diffeomorphism \( r \rightarrow r \), \( \phi \) is holomorphic since \( u_1 \) and \( u_2 \) are immersions. Hence, the inclusion \( \mathcal{M}(c_0, \ldots, c_d, A) \hookrightarrow \Delta(c_0, \ldots, c_d, A) \) is injective. \( \square \)

In particular, one can define a \( A_\infty \) pre-category \( \text{Fuk}_{\text{comb}}(S_g) \) whose objects are unobstructed immersed curves, whose morphisms spaces are given by the Floer complexes and whose higher operations are given by a count of elements of \( \Delta(c_0, \ldots, c_d, A) \). This is done, using combinatorial arguments, in Abouzaid’s paper \cite{Abo08}. We conclude that there is a pre-\( A_\infty \) quasi-isomorphism

\[ \text{Fuk}_{\text{comb}}(S_g) \hookrightarrow \text{Fuk}(S_g). \]

4. IMMERSED LAGRANGIAN COBORDISMS AND ITERATED CONES

In this section, we study immersed Lagrangians which are well-behaved for Floer theory. We have already seen that the main obstruction to this is the existence of teardrops, that is polygons with one corner points. Our object of interest are cobordisms which do not these for a particular choice of complex structure.
In what follows, we will consider only compatible almost complex structures on $\mathbb{C} \times S_g$ such that the projection on the first factor $\pi_C : \mathbb{C} \times S_g$ is holomorphic. If this holds, we say that the almost complex structure is adapted.

**Definition 4.1.** Let $(\gamma_1, \ldots, \gamma_n)$ and $(\tilde{\gamma}_1, \ldots, \tilde{\gamma}_m)$ be embedded curves in $S_g$. An unobstructed Lagrangian cobordism from $(\gamma_1, \ldots, \gamma_N)$ to $(\tilde{\gamma}_1, \ldots, \tilde{\gamma}_m)$ is an oriented immersed Lagrangian cobordism

$$V : (\gamma_1, \ldots, \gamma_N) \leadsto (\tilde{\gamma}_1, \ldots, \tilde{\gamma}_m)$$

which satisfies the following conditions.

(i) The immersion $V$ has no triple points, and all its double points are transverse.

(ii) There are no topological teardrops with boundary on $V$.

Biran and Cornea proved that, in the monotone setting, an embedded, monotone Lagrangian cobordism induces a cone relation between its end in the Fukaya category ([BC14]). This result still holds for unobstructed Lagrangian cobordisms.

**Theorem 4.2.** Let

$$V : (\gamma_1, \ldots, \gamma_n) \leadsto \gamma$$

be an unobstructed Lagrangian cobordism. Then, there is an isomorphism in $DFuk(S_g)$

$$\gamma \simeq \text{Cone}(\gamma_1[1] \rightarrow \text{Cone}(\gamma_2[1] \rightarrow \ldots \rightarrow \text{Cone}(\gamma_{n-1}[1] \rightarrow \gamma_n))).$$

In our setting, the proof is the same as [Hau15, Theorem 4.1].

There are two natural corollaries to this result, which we now give.

**Corollary 4.3.** Let $\gamma$ be an unobstructed curve. In $DFuk(S_g)$ we have the isomorphism

$$\gamma[1] \simeq \gamma^{-1}.$$  

**Proof.** Consider a properly embedded path $\alpha : \mathbb{R} \rightarrow \mathbb{C}$ such that

- for $s < 0$, we have $\alpha(s) = (s, 0)$,
- for $s > 1$, we have $\alpha(s) = (1 - s, 1)$,
- for $s \in [0, 1]$, the derivative $y'$ satisfies $y'(s) > 0$.

The immersed manifold

$$\mathbb{R} \times S^1 \rightarrow \mathbb{C} \times S_g$$

$$(s, t) \mapsto (\alpha(s), \gamma(t))$$

is a Lagrangian cobordism $$(\gamma, \gamma^{-1}) \leadsto \emptyset$$. Therefore, Theorem 4.2 gives the desired isomorphism.

**Corollary 4.4.** There is a natural group morphism

$$\Theta_{BC} : \Omega^{\text{imm,unob}}_{\text{cob}}(S_g) \rightarrow K_0(DFuk(S_g)),$$

which maps the class of an embedded curve $\gamma$ to its representative in $K_0(DFuk(S_g))$. Further, this morphism is surjective.
Proof. The existence of the morphism $\Theta_{BC} : \Omega_{\text{cob}}^{\text{imm}, \text{unob}}(S_g) \to K_0(\text{DFuk}(S_g))$ is immediate from Theorem 4.2.

Moreover, recall from [Abo08] that the group $K_0(\text{DFuk}(S_g))$ is generated by embedded curves. Hence, the image of $\Theta_{BC}$ is the whole group $K_0(\text{DFuk}(S_g))$. □

5. Computation of the unobstructed Lagrangian Cobordism Group

In this section, we compute the unobstructed Lagrangian cobordism group $\Omega_{\text{cob}}^{\text{imm}, \text{unob}}(S_g)$.

First, notice that by the results of subsection 2.2.1, the homology class and the Maslov class yield maps

$$\pi : \Omega_{\text{cob}}^{\text{imm}, \text{unob}}(S_g) \to H_1(S_g, \mathbb{Z}), \; \mu : \Omega_{\text{cob}}^{\text{imm}, \text{unob}}(S_g) \to \mathbb{Z}/\chi(S_g)\mathbb{Z}.$$  

Our main tool is the following

Theorem 5.1. There is a long exact sequence

$$0 \to \mathbb{R} \xrightarrow{i} \Omega_{\text{cob}}^{\text{imm}, \text{unob}}(S_g) \xrightarrow{\pi \oplus \mu} H_1(S_g, \mathbb{Z}) \oplus \mathbb{Z}/\chi(S_g)\mathbb{Z} \to 0.$$  

Furthermore, this exact sequence is split.

5.1. Holonomy and the map $i$. In this subsection, we define an injection

$$i : \mathbb{R} \to \Omega_{\text{cob}}^{\text{imm}, \text{unob}}(S_g).$$  

This map has a simple geometric interpretation: to a real number $x$, it associates the oriented boundary of a cylinder of area $x$. We have to check that the map is indeed well-defined.

Let $p : S(TS_g) \to S_g$ be the unit tangent bundle with respect to the metric $g_j = \omega(\cdot, j \cdot)$. We choose a one-form $A \in \Omega^1(S(TS_g))$ such that

$$p^*\omega = dA.$$  

An immersed curve $\gamma : S^1 \to S_g$ admits a canonical lift to $S(TS_g)$:

$$\tilde{\gamma} : S^1 \to S(TS_g), \quad t \mapsto (\gamma(t), \frac{\gamma'(t)}{|\gamma'(t)|})$$  

We define the holonomy of $\gamma$ with respect to $A$ by

$$\text{Hol}_A(\gamma) := \int_{S^1} \tilde{\gamma}^*A.$$  

We shall use the following properties of this number.

Proposition 5.2. The following assertions are true.

(i) Let $F : [0, 1] \times S^1 \to S_g$ be an isotopy between the two immersed curves $\gamma_0$ and $\gamma_1$. Then

$$\text{Hol}_A(\gamma_1) - \text{Hol}_A(\gamma_0) = \int_{[0, 1] \times S^1} F^*\omega.$$  

(ii) There is a well-defined group morphism

$$\text{Hol}_A : \Omega_{\text{cob}}^{\text{imm}, \text{unob}}(S_g) \to \mathbb{R}.$$
whose value on the class of an embedded curve $\gamma$ is $\text{Hol}_A(\gamma)$.

Proof. There is a natural lift of $F$ to $S(TS_g)$:

$$\tilde{F} : [0,1] \times S^1 \to S(TS_g) \quad (t,s) \mapsto \left( F(t,s), \frac{\partial_t F(t,s)}{|\partial_t F(t,s)|} \right).$$

We now apply Stokes Theorem:

$$\text{Hol}_A(\gamma_1) - \text{Hol}_A(\gamma_0) = \int_{S^1 \times \{1\}} \tilde{F}^* A - \int_{S^1 \times \{0\}} \tilde{F}^* A = \int_{S^1 \times [0,1]} \tilde{F}^* dA = \int_{S^1 \times [0,1]} \tilde{F}^* p^* \omega = \int_{S^1 \times [0,1]} F^* \omega.$$

Recall from Corollary 4.4 that there is a natural group morphism

$$\Theta_{BC} : \Omega_{\text{imm.unob}}^{\text{cob}}(S_g) \to K_0(\text{DFuk}(S_g)).$$

On the other hand, it is a result of Abouzaid ([Abo08, Proposition 6.1]) that the holonomy induces a group morphism

$$K_0(\text{DFuk}(S_g)) \to \mathbb{R}.$$

Therefore, the composition of these two is a group morphism. This proves $(ii)$. \qed

The following lemma seems to be a well-known fact ([Sei11, Section 6]). I learned its proof from Jordan Payette.

**Lemma 5.3.** Let $\gamma_0$ and $\gamma_1$ be two isotopic embedded curves with

$$\text{Hol}_A(\gamma_1) = \text{Hol}_A(\gamma_0).$$

Then the curves $\gamma_0$ and $\gamma_1$ are Hamiltonian isotopic to each other.

Proof. We fix an isotopy $(\gamma_t)_{t \in [0,1]}$ from $\gamma_0$ to $\gamma_1$.

Let $\phi^t : S_g \to S_g$ be a global isotopy of diffeomorphisms such that $\phi^t \circ \gamma_0 = \gamma_t$. Choose a symplectic embedding $\psi : S^1 \times (-\varepsilon, \varepsilon) \to S_g$ such that $\psi(s,0) = \gamma_0(s)$. In the coordinates $(s,u) \in S^1 \times (-\varepsilon, \varepsilon)$ there is a smooth function $f > 0$ such that $(\phi^t)^* \omega = f(s,u,t) ds \wedge du$. We let $\beta : S^1 \times (-\varepsilon, \varepsilon) \times [0,1] \to \mathbb{R}$ be a smooth function such that

- we have $\beta(s,u,t) = \frac{1}{f(s,u,t)}$ for $|u| < \varepsilon$, $\frac{2\varepsilon}{3}$,
- we have $\beta(s,u,t) = 1$ for $|u| > \frac{2\varepsilon}{3}$.

Define, for $t \in [0,1]$

$$\psi^t : S^1 \times (-\varepsilon, \varepsilon) \to S^1 \times (-\varepsilon, \varepsilon) \quad (s,u) \mapsto (s, u\beta(u,s,t))$$
Since this map coincides with the identity on the open set \((s,u)|u| > \frac{2\varepsilon}{\sqrt{3}}\), it extends to a diffeomorphism \(\psi^t : S_g \to S_g\).

Consider \(\chi^t = \phi^t \circ \psi^t\) and let \(\omega_t = (\chi^t)^*\omega\). This isotopy satisfies \(\chi^t \circ \gamma_0 = \gamma_t\). Moreover, the family \((\omega_t)_{t \in [0,1]}\) is constant along \(\gamma_0\). One can easily apply Moser’s trick to find a family of transformation \(\Phi^t\) such that \((\Phi^t)^*\omega_t = \omega\) and \(\Phi^t(\gamma_0) = \gamma_0\).

The composition \(\chi^t \circ \Phi^t\) is a symplectic isotopy \(\Psi^t : S_g \to S_g\) such that \(\Psi^t \circ \gamma_0 = \gamma_t\).

Moreover, this has zero flux along the path \(\gamma_0\). We call \(X_t\) the symplectic vector field generated by \(\Psi^t\).

We adapt the construction of [MS17, Theorem 10.2.5] to obtain a Hamiltonian isotopy between \(\gamma_0\) and \(\gamma_1\).

The difference of holonomy between \(\gamma_1\) and \(\gamma_0\) is
\[
\text{Hol}_A(\gamma_1) - \text{Hol}_A(\gamma_0) = \int_0^1 \int_0^1 \omega \left( \frac{d}{dt}(\Psi^t \circ \gamma_0)(s), \frac{d}{ds}(\Psi^t \circ \gamma_0)(s) \right) dtds \\
= \int_0^1 \int_0^1 \omega \left( X_t \circ \Psi^t \circ \gamma_0(s), d\Psi^t(\gamma_0(s)) \right) dtds \\
= \int_0^1 \int_0^1 \omega \left( (\Psi_t)^*X_t(\gamma_0(s)), \gamma_0'(s) \right) dtds \\
= \int_{S^1} \gamma_0^* \left[ \int_0^1 \omega \left( (\Psi_t)^*X_t, \cdot \right) dt \right]
\]
So the one-form
\[
\gamma_0^* \left[ \int_0^1 \omega \left( (\Psi_t)^*X_t, \cdot \right) dt \right]
\]
is exact on \(S^1\). Hence, there is a smooth function
\[
F : \text{Im}(\gamma_1) \to \mathbb{R}
\]
such that
\[
\forall v \in T(\text{Im}(\gamma_0)), \int_0^1 \omega \left( (\Psi_t)^*X_t, v \right) dt = -dF \cdot d\Psi^1(v).
\]
We extend \(F\) to a smooth function
\[
F : S_g \to \mathbb{R}.
\]
We define a new isotopy \((\Phi^t)_{t \in [0,1]}\) by
\[
\Phi^t = \begin{cases} 
\psi^{2t} & \text{for } t \in \left[0, \frac{1}{2}\right) \\
\phi_F^{1-2t} \circ \psi^1 & \text{for } t \in \left[\frac{1}{2}, 1\right].
\end{cases}
\]
Call $Y_t$ its associated vector field. We compute for $v \in \text{Im}(\gamma_0)$,
\[
\int_0^1 \omega((\Phi^t)Y_t, v) = \int_0^{1/2} \omega((\Psi^t)X_2t, v)dt - \int_1^1 \omega((\phi_{Ft}^{-2t} \circ \Psi^1)^*X_F, v)dt \\
= \int_0^1 \omega((\Psi^t)X_t, v)dt - \int_1^{1/2} \omega(X_{F\circ \Psi^1}, v)dt \\
= -d(F \circ \Psi^1)(v) + d(F \circ \Psi^1)(v).
\]
So
\[
\int_0^1 \omega((\Phi^t)Y_t, v)dt = 0
\]
We let
\[
Z_t = -\int_0^t (\Phi^t)^*Y_t d\lambda
\]
and $\theta_t^s$ be the flow associated to $Z_t$. Then the isotopy $\mu^t = \Phi^t \circ \theta_t^1$ is Hamiltonian (see the proof of [MS17, Theorem 10.2.5]).

Moreover, from (12), we have for all $v \in T(\text{Im}(\gamma_0))$
\[
\omega(Z_1, v) = 0.
\]
Hence, $Z_1$ is tangent to $\text{Im}(\gamma_0)$. Therefore, $\theta_1^1(\gamma_0) \subset \text{Im}(\gamma_0)$. We deduce
\[
\mu^1(\text{Im}(\gamma_0)) = \Phi^1(\theta_1^1(\text{Im}(\gamma_0))) \\
= \phi_{Ft}^{-1}(\text{Im}(\gamma_1)).
\]
So the Hamiltonian isotopy $(\phi_{Ft}^t \circ \mu^t)_{t \in [0,1]}$ maps the image of the curve $\gamma_0$ to the image of $\gamma_1$.

Here is the main result of this section.

**Proposition 5.4.** Let $\gamma_1, \gamma_2$ (resp. $\tilde{\gamma}_1, \tilde{\gamma}_2$) be two isotopic non-separating embedded curves such that
\[
\text{Hol}_A(\gamma_2) - \text{Hol}_A(\gamma_1) = \text{Hol}_A(\tilde{\gamma}_2) - \text{Hol}_A(\tilde{\gamma}_1).
\]
Then, in $\Omega_{cob}^{imm,unoh}(S_g)$, we have
\[
[\gamma_2] - [\gamma_1] = [\tilde{\gamma}_1] - [\tilde{\gamma}_2].
\]

**Proof.** First, we assume that the curves $\gamma_1$, $\gamma_2$, $\tilde{\gamma}_1$, $\tilde{\gamma}_2$ are pairwise disjoint. Furthermore, we assume that the pair $(\gamma_1, \gamma_2)$ does not bound any oriented surface. Then, by the change of coordinates principle ([FM12, 1.3]), we are in the situation of Figure 11. We do the successive surgeries indicated in this figure. The third red curve is a Hamiltonian perturbation of $\gamma_1$ while the fourth red curve is a Hamiltonian perturbation of $\gamma_3$. This process produces a curve $\gamma_7$ isotopic to $\tilde{\gamma}_1$. 

\[\square\]
Moreover, we compute

$$\text{Hol}_A(\gamma_7) = \text{Hol}_A(\gamma_6) - \text{Hol}_A(\gamma_3)$$

$$= \text{Hol}_A(\gamma_5) - \text{Hol}_A(\gamma_1) - \text{Hol}_A(\gamma_3)$$

$$= \text{Hol}_A(\gamma_4) + \text{Hol}_A(\gamma_2) - \text{Hol}_A(\gamma_1) - \text{Hol}_A(\gamma_3)$$

$$= \text{Hol}_A(\tilde{\gamma}_1) + \text{Hol}_A(\gamma_3) + \text{Hol}_A(\gamma_2) - \text{Hol}_A(\gamma_1) - \text{Hol}_A(\gamma_3)$$

$$= \text{Hol}_A(\tilde{\gamma}_1) - \text{Hol}_A(\gamma_1) + \text{Hol}_A(\gamma_2)$$

$$= \text{Hol}_A(\tilde{\gamma}_2)$$

since $\text{Hol}_A(\gamma_2) - \text{Hol}_A(\gamma_1) = \text{Hol}_A(\tilde{\gamma}_2) - \text{Hol}_A(\tilde{\gamma}_1)$. Hence, $\gamma_7$ is Hamiltonian isotopic to $\tilde{\gamma}_2$ by Proposition 5.2. Since two Hamiltonian isotopic curves are embedded Lagrangian cobordant (see Remark 2.4), we have

$$\tilde{\gamma}_2 = \gamma_7.$$

in $\Omega_{\text{cub}}^{\text{imm,unob}}(S_g)$.

The surgery procedure produces several Lagrangian cobordisms that are all embedded and oriented. We can glue these together to obtain an embedded oriented Lagrangian cobordism.
\((\gamma_3^{-1}, \tilde{\gamma}_1, \gamma_2, \gamma_1^{-1}) \to \gamma_7\). Hence, in \(\Omega_{\text{cob}}^{\text{imm,unob}}(S_g)\)

\[
\tilde{\gamma}_2 = \gamma_7 = -\gamma_3 + \tilde{\gamma}_1 + \gamma_3 + \gamma_2 - \gamma_1 = \tilde{\gamma}_1.
\]

In the general case, by [FM12, Theorem 4.3] there exists a sequence of non-separating embedded curves \(\gamma_1 = \alpha_1, \ldots, \alpha_k = \gamma_2\) such that for each \(i \in \{1, \ldots, k\}\), \(\alpha_i\) and \(\alpha_{i+1}\) have no intersection points. Now, apply the first case iteratively to conclude. \(\square\)

There is a direct definition for the application \(i\). Let \(\gamma\) be a non-separating embedded curve. There is \(\varepsilon > 0\) such that if \(|x| < \varepsilon\), there exists an embedded curve \(\tilde{\gamma}\) isotopic to \(\gamma\) such that

\[
\text{Hol}_A(\tilde{\gamma}) - \text{Hol}_A(\gamma) = x.
\]

Now, let \(x \in \mathbb{R}\) and \(x_1, \ldots, x_m \in \mathbb{R}\) with

\[
\begin{aligned}
&x_1 + \ldots x_m = x, \\
&\forall i \in \{1 \ldots m\}, \ |x_i| < \varepsilon
\end{aligned}
\]

For \(i = 1 \ldots m\), we choose an embedded curve \(\gamma_i\) isotopic to \(\gamma\) such that

\[
\text{Hol}_A(\gamma_i) - \text{Hol}_A(\gamma) = x_i.
\]

We put

\[
i(x) = \sum_{i=1}^{m}(\lceil \gamma_i \rceil - \lceil \gamma \rceil).
\]

**Corollary 5.5.** In the setting above, this defines an injective group morphism

\[
i : \mathbb{R} \to \Omega_{\text{cob}}^{\text{imm,unob}}(S_g).
\]

**Proof.** It is easy to see, using Proposition 5.4, that \(i(x)\) does not depend on the choice of \(x_1, \ldots, x_m\), nor on the choice of \(\gamma\). Therefore, it defines a group morphism \(i : \mathbb{R} \to \Omega_{\text{cob}}^{\text{imm,unob}}(S_g)\).

Moreover, notice that by definition

\[
\text{Hol}_A(i(x)) = x,
\]

so \(i\) is injective. \(\square\)

### 5.2. Surgery of immersed curves and obstruction.

Throughout this subsection we let \(\alpha : S^1 \to S_g\) and \(\gamma : S^1 \to S_g\) be immersed curves such that

(i) \(\alpha\) is embedded,

(ii) \(\gamma\) is unobstructed,

(iii) \(\alpha\) and \(\gamma\) are transverse.

A **bigon** is an immersed polygon with one boundary arc on \(\alpha\) and one boundary arc on \(\gamma\). Notice that a bigon is **not necessarily injective**. We say that \(\alpha\) and \(\gamma\) are in **minimal position** if there are no bigons between \(\alpha\) and \(\gamma\). There is a useful criterion to detect minimal position for transverse curves.
Lemma 5.6. In the above setting, if there are $s_0 \neq \overline{s_0}$ and $t_0 \neq \overline{t_0}$ such that the loop $\gamma \cdot \alpha^{-1} \mid_{[s_0, \overline{s_0}]}$ is homotopic to a constant, then $\gamma$ and $\alpha$ are not in minimal position.

Proof. The hypothesis implies that the loop $\gamma \cdot \alpha^{-1} \mid_{[s_0, \overline{s_0}]}$ lifts to the universal cover $\tilde{S}_g$ of $S_g$. Denote this loop by $f : S^1 \to \tilde{S}_g$.

So there are two lifts $\tilde{\alpha} : \mathbb{R} \to \tilde{S}_g$ and $\tilde{\gamma} : \mathbb{R} \to \tilde{S}_g$ of $\alpha$ and $\gamma$ respectively such that

$$\tilde{\gamma} \cdot \tilde{\alpha}^{-1} \mid_{[s_0, \overline{s_0}]} = f.$$ 

Assume there are

- two increasing sequences $(s_n)_{n \in \mathbb{N}}$, $(t_n)_{n \in \mathbb{N}}$,
- two decreasing sequences $(\overline{s}_n)_{n \in \mathbb{N}}$, $(\overline{t}_n)_{n \in \mathbb{N}}$,

such that

$$\forall n \in \mathbb{N}, \ s_0 < s_n < \overline{s}_n < \overline{s}_0,$$

$$\forall n \in \mathbb{N}, \ t_0 < t_n < \overline{t}_n < \overline{t}_0,$$

and such that the path $\tilde{\gamma} \cdot \tilde{\alpha}^{-1} \mid_{[s_0, \overline{s_0}]}$ is a loop.

If $\overline{s}_n - s_n \to 0$, then the adjacent sequences $(s_n)$ and $(\overline{s}_n)$ converge to a common limit, say $l$. So there is a sequence of intersection points between $\tilde{\alpha}$ and $\tilde{\gamma}$ which accumulates at $\tilde{\alpha}(l)$. This is absurd since $\alpha$ and $\gamma$ are transverse. We conclude that the sequence $(\overline{s}_n - s_n)$ has a positive limit. The same argument shows that $(\overline{t}_n - t_n)$ has a positive limit.

From this we infer that there are $s < \overline{s}$ and $t < \overline{t}$ such that the path

$$\tilde{\gamma} \cdot \tilde{\alpha}^{-1} \mid_{[s, \overline{s}]}$$

is an embedded loop. Hence, this bounds an embedded bigon, say $u$. Now since the projection $p : \tilde{S}_g \to S_g$ is an immersion, the map $p \circ u$ is an immersed bigon with boundary arcs on $\gamma$ and $\alpha$.

Moreover, we fix $x$ an intersection point of degree 1 between $\gamma$ and $\alpha$.

Proposition 5.7. We let $\alpha$ and $\gamma$ be as in the beginning of Subsection 5.2. Further, we assume

(i) the curves $\gamma$ and $\alpha$ are in minimal position,

(ii) the curve $\gamma \#_x \alpha$ is not homotopic to a constant.

Then, the surgery $\gamma \#_x \alpha$ is unobstructed.

Proof of Proposition 5.7. The proof will proceed by contradiction. We assume that the surgery is obstructed.

Let us start with a quick outline of the proof of the Proposition.

(1) In Lemma 5.8, we show that there is an immersed teardrop $u$ on $\gamma \#_x \alpha$.
(2) In Lemma 5.9 and Figure 13, we describe precisely the behavior of the teardrop around the surgered point. From this we construct an immersed polygon $v$ with boundary on $\alpha$ and $\gamma$ in Lemma 5.10.
Lemma 5.8. Let $\gamma : S^1 \to S_g$ be a generic curve which is obstructed and non-homotopic to zero. Then there exists an immersed holomorphic teardrop with boundary on $\gamma$ and corner at a double point of $\gamma$.

Moreover, the corner of this teardrop covers one or three quadrants.

Proof. Let $\tilde{\gamma} : \mathbb{R} \to \tilde{S}_g$ be a lift of $\gamma$ to the universal cover $\tilde{p} : \tilde{S}_g \to S_g$ of $S_g$. Since $\gamma$ is obstructed, there are two reals $s_0 < t_0$ such that $\tilde{\gamma}(s_0) = \tilde{\gamma}(t_0)$.

We claim that there are $s < t$ such that $\tilde{\gamma}(s) = \tilde{\gamma}(t)$ and such that $\tilde{\gamma}_{[(s, t)]}$ is injective. Assume by contradiction that there are sequences $(s_n)_{n \in \mathbb{N}}$ and $(t_n)_{n \in \mathbb{N}}$ with

- $\forall n \in \mathbb{N}, s_0 < s_n < t_n < t_0$,
- the sequence $(s_n)_{n \in \mathbb{N}}$ is increasing, the sequence $(t_n)_{n \in \mathbb{N}}$ is decreasing and the sequence $(t_n - s_n)_{n \in \mathbb{N}}$ converges to 0,
- $\forall n \in \mathbb{N}, \tilde{\gamma}(s_n) = \tilde{\gamma}(t_n)$.

Call $s_\infty$ the limit of the adjacent sequences $(s_n)_{n \in \mathbb{N}}$ and $(t_n)_{n \in \mathbb{N}}$. Since $\tilde{\gamma}$ is an immersion, it is in particular a local embedding around $s_\infty$. But there is a sequence of distinct double points converging to $S_\infty$.

Now, since $S^1$ is compact and $\tilde{\gamma}_{[(s, t)]}$ is injective, $\tilde{\gamma}_{[(s, t)]}$ is an embedded curve. Call $\Omega$ the bounded connected component of $\tilde{S}_g \setminus \text{Im}(\tilde{\gamma}_{[(s, t)]})$. By the Riemann mapping Theorem, there is a biholomorphism $u : \mathbb{D} \to \Omega$ which extends to a homeomorphism $\tilde{u} : \mathbb{D} \to \Omega$. Moreover, we assume that $\tilde{u}(-1) = \tilde{\gamma}(s) = \tilde{\gamma}(t)$. Since its image is of finite area, $\tilde{u}$ is of finite energy.

The map $\tilde{u}$ is a holomorphic teardrop. Let us call $\tilde{y} = \tilde{\gamma}(s) = \tilde{\gamma}(t)$ its corner. Choose $\varepsilon \ll 1$ and denote by $\alpha \in (0, \pi)$ the angle between $\tilde{\gamma}_{[(s-\varepsilon, s+\varepsilon)]}$ and $\tilde{\gamma}_{[(t-\varepsilon, t+\varepsilon)]}$. Choose a local chart $\phi$ around $\tilde{y}$ such that $\phi(\tilde{\gamma}_{[(s-\varepsilon, s+\varepsilon)]}) = \mathbb{R}$ and $\phi(\tilde{\gamma}_{[(t-\varepsilon, t+\varepsilon)]}) = e^{i\alpha}\mathbb{R}$. Then, by [Per18, Proposition 5], there is a local chart $\psi : \Omega \to \mathbb{D}$ around $-1$ with domain a neighborhood of 0 in the Poincaré half-plane such that

$$\phi \circ \tilde{u} \circ \psi(z) = z^{\alpha + m - 1}.$$

Here, $m$ is the number of quadrants covered by $\tilde{u}$ at its corner. Hence, if $m \geq 4$, $\tilde{u}$ is not injective.

Now, since the projection $p$ is an immersion, the map $p \circ \tilde{u}$ satisfies the conclusion of the lemma. $\square$

We now return to the setting of Proposition 5.7. By Lemma 5.8 above, there is an immersed holomorphic teardrop $u$ with boundary on $\gamma \#_x \alpha$. We denote its corner by $y$.

Recall from Subsubsection 2.1.3 that we denoted by $U_x$ the Darboux neighborhood in which we perform the surgery. We call $\gamma_+$ (resp. $\gamma_-$) the upper (resp. lower) connected component of $\text{Im}(\gamma \#_x \alpha) \cap U_x$. See Figure 12.
Figure 12. The curves $\gamma_+$ and $\gamma_-$ near the intersection point $x$.

Figure 13. The four possibilities for the image of $u$ around the surgered point.

The arrows correspond to the orientation of the boundary of $u$.

The set $u^{-1}_{\partial D}(U_x)$ is a finite union of arcs. We label them clockwise by $A_1, \ldots, A_N$. Moreover, for $i = 1 \ldots N$, we call $C_i$ the connected component of $u^{-1}(U_x)$ which contains $A_i$.

**Lemma 5.9.** Let $i \in \{1, \ldots, N\}$. With the notations above, the open set $C_i$ is an embedded half-disk. Moreover, the map $u$ restricts to a biholomorphism from $C_i$ to one of the quadrants represented in Figure 13.
Proof. Call \(Q\) the shaded region in Figure 13. We first show that \(\text{Im}(u) \subset Q\). Assume the opposite, so there is \(z \in C_i\) with \(u(z) \notin Q\). Since \(u\) is \(j\)-holomorphic and immersed, there is \(\tilde{z}\) such that \(u(\tilde{z}) \in Q\). Since \(C_i\) is path-connected, there is a point in the interior of \(C_i\) which maps to \(\text{Im}(\gamma_+)\).

Since the map \(u\) is immersed, the set \(\text{Int}(C_i) \cap u^{-1}(\gamma_+)\) is a finite union of embedded arcs. None of these arcs has ends on \(\partial C_i\) since \(\gamma_+\) is embedded. For the same reason, these arcs are disjoint. Call \(B\) the closed region enclosed by the innermost arc. Then \(u|_B\) is a local homeomorphism. Its image is a subset of \(Q\). Since \(B\) and \(Q\) are compact, the map \(u|_B\) is proper. Therefore, it is a connected covering of \(Q\) which is simply connected: hence \(u|_B\) is a homeomorphism. However, each point of \(\gamma_+\) has two pre-images by \(u|_B\), so that \(u|_B\) can not be one to one.

Thus \(u|_{C_i} : C_i \to Q\) is a proper local homeomorphism, hence a covering. Since \(Q\) is simply connected, it is a homeomorphism. \(\square\)

The next step of the proof is the construction of an immersed holomorphic polygon \(v\) with boundary on \(\gamma\) and \(\alpha\) by "filling the corners".

Lemma 5.10. We use the notations above. There is an immersed holomorphic polygon
\[
v : (\mathbb{D}, \partial \mathbb{D}) \to (S_g, \text{Im}(\alpha) \cup \text{Im}(\gamma))\]
such that

- the map \(v|_{u^{-1}(U_x)}\) is a reparameterization of \(u|_{u^{-1}(U_x)}\),
- each connected component of \(v^{-1}(U_x)\) is a disk,
- \(v\) has a unique corner which maps to \(x\) within each connected component of \(v^{-1}(U_x)\),
- \(v\) has one corner at \(y\) and an odd number of corners at \(x\).

Proof. The construction of \(v\) is represented in Figure 14. Let \(i \in \{1 \ldots N\}\).

**First case:** The map \(u\) is of Type \(A+\) or of Type \(B-\) near \(A_i\) (see Figure 13 for the definition of Type). Consider the closed region \(R_i\) at \(x\) indicated in Figure 14. Choose a biholomorphism
\[
v_i : \mathbb{D} \to R_i,\]
This extends, by Caratheodory Theorem, to a homeomorphism
\[
v_i : \overline{\mathbb{D}} \to \overline{R_i}.
\]
We call \(B_i\) the arc \(v_i^{-1}(\gamma_\pm)\). There is a unique map \(\phi_i : B_i \to A_i\) such that
\[
\forall x \in B_i, \quad u(\phi_i(x)) = v_i(x).
\]
We let \(S = \mathbb{D} \cup_{\phi_i} \mathbb{D}\) be the surface obtained by gluing two copies of the disk along \(\phi_i\). Then, \(S\) can be endowed with a Riemann surface structure. For \(x\) in the interior of one of the copies of \(\mathbb{D}\), the chart is the natural one. If \(z = \phi_i(w)\) belongs to \(A_i\), choose a disk \(D_x\) contained in \(U_x\) and such that \(u(z) \in D_x\). We put \(U = u^{-1}(U_x) \cup_{\phi_i} v_i^{-1}(U_x)\). A chart around \(x\) is given by the
Figure 14. The procedure to obtain the polygon $v$.

map

$$y \in U \mapsto \begin{cases} u(y) & \text{if } y \in u^{-1}(U_x) \\ v(y) & \text{if } y \in v_i^{-1}(U_x) \end{cases}.$$
Then, the applications $u$ and $v_i$ induce a map $v : S \to S_g$. By definition, it is indeed holomorphic. Since $v$ is holomorphic, its energy is the area of the image. Hence, it is finite. The surface $S$ is simply connected, hence biholomorphic to a disk. We conclude that $v$ is a holomorphic polygon with one more corner at $x$.

**Second case:** The corner is of type $A-$ or $B+$. Denote by $A$ the red piecewise differentiable arc represented in Figure 14. Recall that $C_i$ is the connected component of $u^{-1}(U_k)$ which contains $A_i$. Then $Ar := u^{-1}(A) \cap C_i$ is an embedded piecewise differentiable arc. Therefore, $\mathbb{D}\setminus Ar$ has two distinct simply-connected components $\Omega_1$ and $\Omega_2$. We can assume that $\Omega_1$ is the only one which contains $x$. The map $v$ is the restriction of $u$ to $\Omega_1$.

We repeat this process for $i = 1 \ldots N$ to obtain an immersed holomorphic polygon with boundary on $\alpha$ and $\gamma$. It has one corner at $y$ and $N$ corners at $x$. Since the boundary of the polygon necessarily switches from $\alpha$ to $\gamma$ or $\gamma$ to $\alpha$ at each corner, the number $N$ is odd. \hfill $\Box$

Notice that the concatenation $\beta = \gamma \cdot \alpha$ is a continuous loop and as such can be regarded as an continuous map $\beta : S^1 \to S_g$. We assume that it is parameterized so that

- $\beta(i) = \beta(-i) = x$,
- $\beta(-1) = \beta(1) = y$,
- $\beta$ restricted to the counterclockwise arc from $i$ to $-i$ is a reparameterization of $\gamma$,
- $\beta$ restricted to the counterclockwise arc from $-i$ to $i$ is a reparameterization of $\alpha$.

Moreover, we introduce the following notations.

- We let $x_- : [0, 1] \to S^1$ be the counterclockwise arc of $S^1$ from $-1$ to $1$ and $\beta_-$ be the map $\beta \circ x_-$. 
- We let $x_+ : [0, 1] \to S^1$ be the counterclockwise arc of $S^1$ from $1$ to $-1$ and $\beta_+$ be the map $\beta \circ x_+$.

From the construction of the polygon $v$, we see that we can lift its boundary to a continuous path $f : [0, 1] \to S^1$ such that $\beta \circ f = v|_{\partial\mathbb{D}}$. Since $v$ has a corner at $x$, we have

- either $f(0) = -1$, $f(1) = 1$,
- or $f(0) = 1$, $f(1) = -1$.

**Case** $f(0) = -1, f(1) = 1$. Since the concatenation $f \cdot x_-^{-1}$ is a loop based at $-1$, there is $k \in \mathbb{Z}$ such that $f \cdot x_-^{-1}$ is homotopic to $(x_- \cdot x_+)^k$ relative to $-1$.

By a Theorem of Jaco ([Jac70]), the subgroup of $\pi_1(S_g, y)$ generated by the classes of $\beta_-$ and $\beta_+$ is free. So there are three alternatives to consider.

1. There are no relations between $\beta_-$ and $\beta_+$ in $\pi_1(S_g, y)$ (so they generate a free group of rank 2).
2. There is $m \in \mathbb{Z}$ such that $\beta_+ = \beta_+^m$ in $\pi_1(S_g, y)$.
3. There is $m \in \mathbb{Z}$ such that $\beta_- = \beta_+^m$ in $\pi_1(S_g, y)$.

Since $\beta \circ f$ is the boundary of $v$, we have in $\pi_1(S_g, y)$

$$e = (\beta \circ f)$$

$$= (\beta_- \cdot \beta_+)^k \beta_-.$$
So the case (1) can not hold. Therefore, we are in one of the cases (2) or (3).

**Case** $\beta_- = \beta^m_+$. Then, we have in $\pi_1(S_g, y)$

\begin{equation}
  e = (\beta_- \cdot \beta_+)^k \beta_-
\end{equation}

\begin{equation}
  = \beta^{k(m+1)+m}.
\end{equation}

If $\beta_+ = e$ in $\pi_1(S_g, y)$, then $\beta_- = e$ so that $\beta$ bounds a disk. Therefore, the surgery $\gamma \# \alpha$ bounds a disk and is contractible. This contradicts the hypothesis on $\gamma \# \alpha$. Therefore,

\begin{equation}
  k(m + 1) + m = 0.
\end{equation}

There are two solutions to this equation, $(m, k) = (0, 0)$ or $(m, k) = (-2, -2)$.

If $m = k = 0$, then equation 14 implies $\beta_- = e$. We conclude that $\gamma$ and $\alpha$ are not in minimal position by Lemma 5.6.

If $m = k = -2$, the conclusion follows from a combinatorial argument. Indeed, the boundary $f$ is homotopic to $x_+^{-1} \cdot x_-^{-1} \cdot x_+^{-1}$. We deduce that the polygon $v$ has three corners at $x$ of successive types $B-$, $B+$ and $B-$ (see Figure 13). We assume that these corners are counterclockwise the image of $x_1$, $x_2$ and $x_3$.

Since $v$ is immersed and $\alpha$ is embedded and not contractible, the set $v^{-1}(\alpha)$ is a union of embedded arcs with endpoints on the boundary of $D$. The corner at $x_2$ is of type $B+$, so there is one arc $A$ with an endpoint at $x_2$. Since $\alpha$ is embedded and $x_1$ and $x_2$ are of type $B-$, the other endpoint of $A$ belongs to one of the open boundary arcs $(x_2, x_3)$ or $[-1, x_1]$ (see Figure 15). In the left case, the map $v$ restricted to the bigon delimited by $A$ and the boundary (represented in Figure 15) yields a strip with boundary on $\alpha$ and $\gamma$. In the right case, since $x_2$ is of type $B-$, $v$ restricted to the shaded area is also a bigon. So $\alpha$ and $\gamma$ are not in minimal position.

**Case** $\beta_+ = \beta^m_-$. Then, in $\pi_1(S_g, y)$,

\begin{equation}
  e = (\beta_- \cdot \beta_+)^k \beta_-
\end{equation}

\begin{equation}
  = (\beta_-^{m+1})^k \beta_-
\end{equation}

\begin{equation}
  = \beta_-(m+1)^+1.
\end{equation}
If $\beta_- = e$, then $\beta_+$ also represents the neutral element. We deduce that the surgery $\gamma \#_x \alpha$ bounds a disk, which contradicts the hypothesis of the proposition. Hence, $k(m+1)+1 = 0$ so $(k, m) = (1, -2)$ or $(k, m) = (-1, 0)$. But if $m = 0$, then $\beta_+ = e$ so that $\alpha$ and $\gamma$ are not in minimal position by Lemma 5.6. Therefore, $(k, m) = (1, -2)$. The boundary $f$ of the polygon $v$ is homotopic to $x_- \cdot x_+ \cdot x_-$. So the polygon $v$ has three corners at $x$ of successive types $A_+$, $A_-$ and $A_+$. We call their respective pre-images $x_1$, $x_2$ and $x_3$.

As before, $v$ is an immersion and is embedded and not contractible, so $v^{-1}(\alpha)$ is a union of embedded arcs with endpoints on the boundary $\partial \mathbb{D}$. Since $x_2$ has type $A_-$, there is one arc with an endpoint at $x_2$ which we call $A$. Its other end lies either in the boundary arc $[-1, x_1)$ or in the boundary arc $(x_2, x_3)$ (see Figure 15). In each case $v$ restricts to an immersed bigon, so that $\gamma$ and $\alpha$ are not in minimal position, a contradiction.

**Case** $f(0) = 1, f(1) = -1$. Here, the concatenation $f \cdot x_-$ is a loop based at 1. So there is $k \in \mathbb{Z}$ such that $f$ is homotopic relative endpoints to $(x_+ \cdot x_-)^k \cdot x_-^{-1}$.

Since we have, in $\pi_1(S_g, y)$

$$\beta_+ \beta_- = e$$

We have either $\beta_- = \beta_+ m$ for some $m \in \mathbb{Z}$ or $\beta_+ = \beta_- m$ for some $m \in \mathbb{Z}$.

Assume there is $m \in \mathbb{Z}$ such that $\beta_- = \beta_+ m$. The integer $m$ cannot be zero, otherwise $\gamma$ and $\alpha$ are not in minimal position. Then from $\beta \circ f = e$, we get $(\beta_+)^{k(m+1)-m} = e$. So $m = -2$ and $k = 2$. Therefore, $f$ is homotopic to $x_+ \cdot x_- \cdot x_+$. So the polygon $v$ has three successive corners at $x$ of successive types $A_-, A_+$ and $A_-$. We call their respective pre-images $x_1$, $x_2$ and $x_3$.

The polygon $v$ is immersed and $\alpha$ is embedded an not contractible, so the set $v^{-1}(\alpha)$ is a union of embedded arcs with endpoints on $\partial \mathbb{D}$. Since $x_1$ is of type $A_-$, there is an arc $A$ with an endpoint at $x_1$. Since $\alpha$ is embedded, the other endpoint of $A$ is either on the boundary arc $[x_3, x_1]$ or on the arc $(x_1, x_2)$ (see Figure 16). In both cases, $v$ restricted to the shaded area in Figure 16 is a bigon. So $\alpha$ and $\gamma$ are not in minimal position, a contradiction.

Assume that there is $m \in \mathbb{Z}$ such that $\beta_+ = \beta_- m$. This time, we have $(m, k) = (-2, -1)$. So the polygon $v$ has three successive corners at $x$ of types $B_-, B_+$, $B_-$. We call $x_1$, $x_2$ and $x_3$ their pre-images.
The arc \( A \subset v^{-1}(\alpha) \) with an endpoint on \( x_1 \) has other endpoint either on \( [x_3, x_1] \) or on the arc \( (x_1, x_2) \) (see Figure 16). In either case, \( v \) restricted to the shaded area in Figure 16 is a bigon. So \( \alpha \) and \( \gamma \) are not in minimal position, a contradiction. \( \square \)

5.3. **Obstruction of the surgery cobordisms.** We suppose that we are in the setting of Subsection 5.2. There are

- an embedded curve \( \alpha \),
- a generic curve \( \gamma \) in minimal position with \( \alpha \),
- an intersection point \( x \) of degree 1 between \( \alpha \) and \( \gamma \).

**Proposition 5.11.** Under the hypotheses of Subsection 5.2, the immersed surgery cobordism

\[ V : (\gamma, \alpha) \rightsquigarrow \gamma \# x \alpha, \]

constructed in 2.1.3 does not bound a continuous polygon with a unique corner.

**Proof.** Recall from Subsection 5.2 that the cobordism \( V : (\gamma, \alpha) \rightsquigarrow \gamma \# x \alpha \) is an immersion \( i : P \rightrightarrows \mathbb{C} \times S_g \) of a pair of pants \( P \). The immersion \( i \) is the smoothing of a piecewise smooth immersion \( i^+ \sqcup j : P \rightrightarrows \mathbb{C} \times S_g \). Moreover, by Lemma 2.10 there is a homotopy \( (i_\lambda)_{\lambda \in [0,1]} \) which interpolates between \( i^+ \sqcup j \) and \( i \) and is constant near the double points of \( i \). See Figure 2 for the projections of these objects to the complex plane.

Assume there is a topological teardrop with boundary on \( i \). So there are

- a continuous map \( u : (\mathbb{D}, \partial \mathbb{D}) \to (\mathbb{C} \times S_g, i(V)) \),
- a continuous map \( \tilde{u} : (-\pi, \pi) \to S \) such that
  \[ \forall \theta \in (-\pi, \pi), \ i \circ \tilde{u}(\theta) = u(e^{i\theta}), \]

and

\[ \lim_{t \to -\pi} \gamma(t) \neq \lim_{t \to \pi} \gamma(t). \]

In particular \( u(-1) \) is a double point of the immersion \( i : \)

\[ u(-1) \in DP \cup DP_1 \cup DP_2 \cup DP_0, \]

(see the end of 2.1.3 for the notations).

**First step.** From Lemma 2.10, we know that there is a continuous homotopy \( (i_\lambda)_{\lambda \in [0,1]} \) from \( i_0 = i^+ \sqcup j \) to \( i_1 \) which is constant near the double points of \( i \). For \( \lambda \in [0,1] \), the path

\[ i_\lambda \circ \tilde{u} : (-\pi, \pi) \to S, \]

satisfies

\[ i_\lambda \circ \tilde{u}(-\pi) = i_\lambda \circ \tilde{u}(\pi). \]

We let \( u_\lambda : \partial \mathbb{D} \to \mathbb{C} \times S_g \) be the path defined by

\[ \forall \theta \in (-\pi, \pi), \ u_\lambda(e^{i\theta}) = i_\lambda \circ \tilde{u}(\theta). \]
Let $A(1, 2) \subset \mathbb{C}$ be the closed annulus $\{z \in \mathbb{C}| 1 \leq |z| \leq 2\}$.
We now glue the map

$$
A(1, 2) \rightarrow \mathbb{C} \times S_g
r e^{i\theta} \mapsto u_{2-r}(e^{i\theta}),
$$

along the boundary of $u$ to obtain a teardrop $v$ with boundary on $i_0$. Its lift to the domain of $i_0$ is the map $\tilde{u}$.

**Second step.** We let $C$ be the union of $\mathbb{R}^- \times \{0\}$ and $\{0\} \times \mathbb{R}^+$. We let

$$
\mathbb{R}^2 \rightarrow C
p : (x, y) \mapsto \begin{cases} 
(0, x + y) & \text{if } y \leq -x \\
(x + y, 0) & \text{if } x \leq -y
\end{cases}
$$

The map $p$ is the continuous projection along the ray $\{x = -y\}$ onto $C$.

We let

$$
\mathbb{R}^2 \rightarrow \mathbb{R}^2
p^{-} : (x, y) \mapsto \begin{cases} 
(x, y) & \text{if } x \leq 0, y \geq 0 \\
p(x, y) & \text{else}
\end{cases}
$$

The map $w = p^- \circ v$ is a continuous teardrop with boundary on $i^+ \sqcup i^-$.  

**Third step.** Recall from Subsubsection 2.1.2 that, in the chart $\mathbb{C} \times U_x$, the immersion $i^+ \sqcup i^-$ coincides with the handle

$$
H_\varepsilon = \{\varepsilon c(t)z| t \in \mathbb{R}, z = (x, y) \in S^1\},
$$

where $c$ is a smooth path interpolating between $\mathbb{R}$ and $i\mathbb{R}$.

We let

$$
A = \{\varepsilon c(0)z| z = (x, y) \in S^1\}
$$

be the core of the handle $H_\varepsilon$.

Denote by $\tilde{w} : (\pi, \pi) \rightarrow S$ the lift of $w$ to the domain of $i^+ \sqcup i^-$ defined by

$$
\forall \theta \in (0, \pi), \ w(e^{i\theta}) = i^+ \sqcup i^- (\tilde{w}(\theta)).
$$

Both of the endpoints of $\tilde{w}$ do not belong to $A$. Therefore, we can homotope $\tilde{w}$ relative to its endpoints to a smooth path

$$
\tilde{a} : (\pi, \pi) \rightarrow S
$$

which is transverse to the set $A$. Since it is homotopic to $\tilde{w}$, the map $i^+ \sqcup i^- \circ \tilde{a}$ bounds a smooth topological teardrop $a$.

**Fourth step.** For $t \in [0, 1]$, we let

$$
\{(x,y) | x \leq 0, y \geq 0\} \rightarrow \mathbb{R}^2
pt : (x, y) \mapsto \begin{cases} 
(x + ty, (1-t)y) & \text{if } x + y \leq 0 \\
((1-t)x, ty + x) & \text{if } x + y \geq 0
\end{cases}
$$

This is a continuous family which interpolates between $p$ and the identity on the set

$$
\{(x,y) | x \leq 0, y \geq 0\}.\]
Notice that for \( t \in [0,1) \) the paths 
\[
 c_t := p_t \circ c
\]
are smooth.

Let \( U \) be the set \( \partial \mathbb{D} \cap a^{-1}(\mathbb{C} \times U_x) \). There are smooth functions 
\[
 s : U_x \to \mathbb{R}, \quad (x,y) : U \to S^1
\]
such that 
\[
 \forall \theta \text{ such that } e^{i\theta} \in U_x, \quad a(e^{i\theta}) = c \circ s(\theta)(x(\theta), y(\theta)).
\]
Now, we attach the map 
\[
 A(1,2) \to \mathbb{C} \times S_g \\
 re^{i\theta} \mapsto p_{r-1} \circ c \circ s(\theta)(x(\theta), y(\theta))
\]
along the boundary of \( a \) to obtain a continuous polygon \( b \).

We let \( b \) be the projection of \( b \) on the surface \( S_g \)
\[
b := p_{S_g} \circ b.
\]

**Fifth step.** We build a non-constant teardrop on \( \gamma_1 \#_x \gamma_2 \) from \( b \). Notice that for \( t \in \partial \mathbb{D} \), we have \( a(t) \in A \) if and only if \( b(t) = x \). Let \( t_0 \) be such that \( a(t_0) \in A \).

There is a connected open neighborhood \( V \) of \( t_0 \) in \( \partial \mathbb{D} \) such that \( \forall t \in V, w(t) \in \mathbb{C} \times U_x \) and \( b(t) \in U_x \). We write (in the Darboux chart for \( U_x \) that we fixed earlier) \( a(t) = (w_1(t), w_2(t)) \) for \( t \in V \). Then, there are smooth functions \( s : V \to \mathbb{R}, \quad x : V \to \mathbb{R} \) and \( y : V \to \mathbb{R} \) with \( s(t_0) = 0 \) such that 
\[
 \forall t \in V, \quad a(t) = c \circ s(t)(x(t), y(t)).
\]
Up to homotopy, we can always assume that \( y'(t_0) \neq 0 \). So 
\[
 \forall t \in V, \quad a'(t) = s'(t)c' \circ s(t)(x(t), y(t)) + c \circ s(t)(x'(t), y'(t)).
\]
At \( a(t_0) = c(0)(x(0), y(0)) \), the tangent space of \( A \) is generated by \( c(0)(-y(0), x(0)) \). Hence, since \( a'(t_0) \) is transverse to \( A \), we have \( s'(t_0) \neq 0 \).

Assume \( s'(t_0) > 0 \). Then, \( p \circ c(t) = (c_1(t) + c_2(t), 0) \) for \( t_0 - \alpha < t < t_0 \) and \( p \circ c(t) = (0, c_1(t) + c_2(t)) \) for \( t_0 + \alpha > t > t_0 \) close enough to \( t_0 \). So we have 
\[
 b(t) = \begin{cases}
 y(c_1 \circ s + c_2 \circ s) & \text{if } t_0 - \alpha < t < t_0 \\
 iy(c_1 \circ s + c_2 \circ s) & \text{if } t_0 < t < t_0 + \alpha
\end{cases}
\]
In particular, the left and right derivative at \( t_0 \) are given by 
\[
 b'(t_0^-) = y(t_0)(c_1' + c_2')(0)s'(t_0) \\
 b'(t_0^+) = iy(t_0)(c_1' + c_2')(0)s'(t_0)
\]
So if \( y(t_0) < 0 \), the path \( b \) parameterizes the real line \( \mathbb{R}_+ \) in the opposite orientation followed by \( i\mathbb{R}_- \) in the opposite orientation. If \( y(t_0) > 0 \), \( b \) parameterizes \( \mathbb{R}_- \) according to its orientation followed by \( i\mathbb{R}_+ \).
If \( y(t_0) = 0 \), we compute the second derivatives to get
\[
\begin{align*}
\frac{b(2)}{/}(t^-) &= 2y''(t_0)(c'_1 + c'_2)(0)s'(t_0) \\
\frac{b(2)}{/}(t^+) &= 2iy''(t_0)(c'_1 + c'_2)(0)s'(t_0)
\end{align*}
\]
So we easily see that the same conclusion holds.

Therefore, we can lift \( b \) to a continuous path \( d : \partial \mathbb{D} \to \gamma \#_x \alpha \) such that \( p \circ d = b \). This path is homotopic (through the applications \( p_t \)) to \( b \). Hence, it extends to a map \( d : \mathbb{D} \to S_g \) with boundary on \( \gamma \#_x \alpha \). The map \( d \) is easily seen to be a teardrop. Hence, \( \gamma \#_x \alpha \) is obstructed, a contradiction with the hypothesis.

Proposition 5.11 generalizes to the following.

**Proposition 5.12.** Assume that \( \gamma, \alpha_1, \ldots, \alpha_N \) are unobstructed curves. We, moreover, assume the following by induction.

We assume that \( \gamma \) and \( \alpha_1 \) are transverse. We let \( x_1 \) be an intersection point between \( \gamma \) and \( \alpha_1 \) of degree 1.

For \( k \in \{1 \ldots n - 1\} \), we assume that \((\gamma \#_{x_1} \alpha_1) \ldots \#_{x_k} \alpha_k \) is transverse to \( \alpha_{k+1} \). We assume that these two curves are in minimal position. We let \( x_k \) be an intersection point of degree 1 between these curves.

Moreover, we assume that each of the curves \((\gamma \#_{x_1} \alpha_1) \ldots \#_{x_k} \alpha_k \) is unobstructed for \( k \in \{1 \ldots n\} \).

Then, the composition of the successive cobordisms
\[
((\gamma \#_{x_1} \alpha_1) \ldots \#_{x_k} \alpha_k, \alpha_{k+1}) \leadsto (\gamma \#_{x_1} \alpha_1) \ldots \#_{x_{k+1}} \alpha_{k+1}
\]
does not admit any topological teardrop.

**Proof.** The proof is a repeated application of the proof of the preceding proposition.

We can deduce the following proposition.

**Proposition 5.13.** Assume that \( \gamma, \alpha_1, \ldots, \alpha_N \) are as in Proposition 5.12. Then there is an unobstructed Lagrangian cobordism
\[
(\gamma, \alpha_1, \ldots, \alpha_N) \leadsto (\gamma \#_{x_1} \alpha_1) \ldots \#_{x_N} \alpha_N.
\]

**Proof.** First, we prove the following lemma which is a refinement of the construction in the proof of Lemma 2.3.

**Lemma 5.14.** Assume that \( i : V \hookrightarrow \mathbb{C} \times S_g \) is an immersed oriented Lagrangian cobordism with embedded ends such that

1. the set of double points
\[
\{(x, y) \in V \times V | i(x) = i(y), \ x \neq y\}
\]
is a finite disjoint union of embedded intervals \( I_k \) (with \( k = 1 \ldots N \)) and of points \((x_p, y_p)\) (with \( p = 1 \ldots M \)),

...
(2) the immersion $i$ restricts to an embedding of the intervals $I_k$ for $k = 1, \ldots, N$,
(3) if $(x, y) \in I_k$ for some $k$, we have
\[ \dim(di_x(T_xV) \cap di_y(T_yV)) = 1, \]
(4) the space
\[ di_{x_p}(T_{x_p}V) \cap di_{y_p}(T_{y_p}V) \]
is null for $p \in \{1, \ldots, M\}$.

Then there is a smooth family of immersions $i_t : V \mapsto \mathbb{C} \times S_g$ for $t \in [0, 1]$ such that the following properties hold.

(i) We have $i_0 = i$.
(ii) For all $t \in [0, 1]$, the immersion $i_t$ coincides with $V$ outside of a compact subset.
(iii) For almost all $t \in [0, 1]$, the double points of $i_t$ are transverse.
(iv) If $(x, y) \in V$ are such that $i_1(x) = i_1(y)$, then there are
- a smooth path $\gamma = (x, y) : [0, 1] \to V \times V$ with $\gamma(1) = (x, y)$,
- a function $f : [0, 1] \to [0, 1]$ with $f(0) = 0$ and $f(1) = 1$,
such that $i_{f(t)}(x) = i_{f(t)}(y)$ for all $t \in [0, 1]$.

**Proof of Lemma 5.14.** We extend the immersion $i : V \to \mathbb{C} \times S_g$ to a Weinstein embedding $\Phi : T^*_\mathbb{C}V \to \mathbb{C} \times S_g$. We let $K \subset V$ be a compact subset such that the image of $i|_{V \setminus K}$ is the disjoint union
\[ \bigcup_{i=1}^{n} (\mathbb{R}^- \times \gamma_i) \cup \bigcup_{j=1}^{m} (\mathbb{R}^+ \times \gamma_j). \]

There is a smooth function $f : V \to \mathbb{R}$ such that the following holds.

(A) The function $f$ is null outside of $K$.
(B) Let $\pi : T^*_\mathbb{C}V \to V$ be the standard projection. We let $X_{f \circ \pi}$ be the hamiltonian vector field of $f \circ \pi$. For $(x, y) \in I_k$ for some $k \in \{1, \ldots, N\}$, the vector
\[ d\Phi_x(X_{f \circ \pi}(x)) - d\Phi_y(X_{f \circ \pi}(y)) \]
is transverse to the vector space $di(T_{x}V) + di(T_{y}V)$.

To see this, choose a vector field $X$ on each $\sqcup_k i(I_k)$ such that
\[ di(T_{x}V) + di(T_{y}V) + X(i(x)) = T_{i(x)}(\mathbb{C} \times S_g) \]
for each $(x, y) \in I_k$. Choose disjoint neighborhoods $D_k$ of $I_k$ diffeomorphic to disks. We extend $X$ to a vector field on $\sqcup D_k$. There is a smooth function $f$ such that $X_{f \circ \pi} = X$ on $\sqcup D_k$. Now extend it to $V$ using a smooth cut-off function.

We choose an increasing, smooth, cut-off function $\beta : [0, \varepsilon] \to [0, 1]$ such that $\beta(t) = 1$ for $t \in [0, \varepsilon]$ and $\beta(t) = 0$ for $t \in \left(\frac{\varepsilon}{3}, 1\right]$. We let $g$ be the smooth function given by
\[ g : T^*_x V \to \mathbb{R}, \quad (x, v) \mapsto \beta(|v|) f \circ \pi(x, v). \]

We denote by $\phi^t_g : T^*_x V \to T^*_x V$ the flow of $X_g$ at the time $t \in [0, 1]$. 

We claim that for $\eta > 0$ small enough, the map
\[
\Psi : L \times L \times [-\eta, \eta] \to (\mathbb{C} \times S_g) \times (\mathbb{C} \times S_g)
\]
with boundary on the immersion $i_1$. Hence, there is a family

\[
\Phi(\phi^t_g(x)), \Phi(\phi^t_g(y))
\]

is transverse to the diagonal $\Delta = \{(z, z) | z \in \mathbb{C} \times S_g\}$.

Indeed, there is $\eta > 0$ such that

1. if $\Psi(x) = \Psi(y)$ with $x \neq y$, then $\dim[d\Phi(T_x V) \cap d\Phi(T_y V)] \leq 1$,
2. if $\Psi(x) = \Psi(y)$ with $x \neq y$, then $d\Phi(X_g(\phi^t(x))) - d\Phi(X_g(\phi^t(y))) \notin d\Phi(T_x V) + d\Phi(T_y V)$.

This is seen by using assertions (A) and (B), the compactness of $K$ and lower semi-continuity of the rank.

Let $(x, y, t) \in \Psi^{-1}(\delta)$ and $v \in T_{\Psi(x, y, t)}(\mathbb{C} \times S_g)$. Due to the preceding assumption, there are $v_1 \in T_x V, v_2 \in T_y V$ and $\lambda \in \mathbb{R}$ such that

\[
d\Phi(d\phi^t_g(v_1)) - d\Phi(d\phi^t_g(v_2)) + \lambda[d\Phi(X_g \circ \phi^t_g(x)) - d\Phi(X_g \circ \phi^t_g(y))]
\]

is equal to $v$.

Now we conclude by the following claim (which we learned from [MS12]) whose proof is an easy exercise.

**Claim.** Let $h = (h_1, h_2) : M \to N \times N$ be smooth map. Let $x$ be such that $h_1(x) = h_2(x)$.

$h$ is transverse to the diagonal if and only if for all $v \in T_{h_1(x)}N$, there is $w \in T_x M$ such that

\[
d(h_1)_x(w) - d(h_2)_x(w) = v.
\]

So the the set $\Psi^{-1}(\Delta)$ has a natural structure of compact 1-dimensional manifold. In particular, it has a finite number of connected components which are compact as well. Hence, for $\alpha > 0$ small enough, all the connected components of $V \times V \times [-\alpha, \alpha] \cap \Psi^{-1}(\Delta)$ have non empty intersection with $V \times V \times 0$.

The projection
\[
\Psi^{-1}(\Delta) \to \mathbb{R}
\]

is smooth. Hence, there is a regular value $0 < t_0 < \alpha$. The family $\Phi \circ \phi^t_g$ for $0 \leq t \leq t_0$ satisfies the conclusion of the lemma.

We let $i : V \hookrightarrow \mathbb{C} \times S_g$ be the immersed Lagrangian cobordism

\[
(\gamma, \alpha_1, \ldots, \alpha_N) \mapsto (\gamma \# \alpha_1 \ldots \# \alpha_N),
\]

given by Proposition 5.12. From Subsection 5.2, the immersion $V$ satisfies the hypotheses of Lemma 5.14. Hence, there is a family $(i_t)_{t \in [0,1]}$ which satisfies the above properties (i), (ii), (iii) and (iv).

Assume there is a continuous teardrop
\[
u : (\mathbb{D}, \partial \mathbb{D}) \to (M, i_1(V))
\]

with boundary on the immersion $i_1$. In particular, there is a path
\[
\tilde{\nu} : (-\pi, \pi) \to V
\]
such that
\[ \forall \theta \in (-\pi, \pi), \ u(e^{i\theta}) = i_1 \circ \tilde{u}(\theta), \]
\[ x = \lim_{\theta \to -\pi} \tilde{u}(\theta) \neq \lim_{\theta \to +\pi} \tilde{u}(\theta) = y. \]

We call \( f, \gamma = (x, y) \) the smooth functions provided by the point \((iv)\) of Lemma 5.14. There is a continuous family of paths \( (\gamma_t)_{t \in [0,1]} : [-\pi, \pi] \to V \) such that
\[ \forall t \in [0,1], \ \gamma_t(-\pi) = x(t), \ \gamma_t(\pi) = y(t), \]
and
\[ \gamma_1 = \tilde{u}. \]

We glue the map
\[ A(1, 2) \to \mathbb{C} \times S_g, \quad re^{i\theta} \mapsto i_f(2-r)(\gamma_{2-r}(\theta)), \]
along the teardrop \( u \) to obtain a topological teardrop with boundary on the immersion \( i \). This does not exist by hypothesis. Therefore, there are no topological teardrops on \( i_1 \).

5.4. Action of the Mapping Class Group and proof of Theorem 5.1. First, we need the following lemma.

Lemma 5.15. Let \( \gamma_1 \) and \( \gamma_2 \) be two isotopic separating curves. There is \( x \in \mathbb{R} \) such that
\[ [\gamma_2] - [\gamma_1] = i(x), \]
in \( \Omega_{\text{cob}}^{\text{imm, unob}}(S_g) \).

Proof. We are in the situation of Figure 17. We perform four successive surgeries along four isotopic curves \( \alpha_1, \alpha_2, \alpha_3 \) and \( \alpha_4 \) represented in Figure 17. The surgeries with \( \alpha_1 \) and \( \alpha_3 \) resolve the intersection point in the front of the surface. Meanwhile, the surgeries with \( \alpha_2 \) and \( \alpha_4 \) resolve the intersection point in the back of the surface.

The end-product is a curve \( \beta \) isotopic to \( \gamma_1 \) whose holonomy is
\[ \text{Hol}_A(\gamma_1) + \text{Hol}_A(\alpha_1) + \text{Hol}_A(\alpha_2) + \text{Hol}_A(\alpha_3) + \text{Hol}_A(\alpha_4). \]
Furthermore, by Proposition 5.13, there is an unobstructed Lagrangian cobordism
\[ V: (\alpha_3, \alpha_4, \gamma_1, \alpha_1, \alpha_2) \rightsquigarrow \beta. \]

Since \( \alpha_k \) for \( k \in \{1, \ldots, 4\} \) are non-seperating, we have by Lemma 2.18,
\[
\alpha_1 + \alpha_2 = i [\text{Hol}_A(\alpha_1) + \text{Hol}_A(\alpha_2)],
\]
\[
\alpha_3 + \alpha_4 = i [\text{Hol}_A(\alpha_3) + \text{Hol}_A(\alpha_4)].
\]

So
\[ \beta = \gamma_1 + i [\text{Hol}_A(\alpha_3 + \alpha_4) + \text{Hol}_A(\alpha_2 + \alpha_1)]. \]

From this and Lemma 5.3, we deduce that there is \( \varepsilon > 0 \) such that all curve \( \gamma \) isotopic to \( \gamma_1 \) with
\[ |\text{Hol}_A(\gamma) - \text{Hol}_A(\gamma_1)| < \varepsilon \]
satisfies in \( \Omega_{\text{cub}, \text{unob}}^{\text{imm}}(S_g) \)
\[ \gamma - \gamma_1 = i (\text{Hol}_A(\gamma) - \text{Hol}_A(\gamma_1)). \]

Let \( S \) be the set of \( \varepsilon > 0 \) with this property. We let \( \varepsilon_{\gamma_1} \) be the supremum of \( S \).

Choose a smooth isotopy \( t \mapsto \gamma_t \) between \( \gamma_0 \) and \( \gamma_1 \). Since \([0, 1]\) is compact, one can build a finite sequence
\[ 0 = t_0 < t_1 < \ldots < t_N = 1 \]
such that
\[ \forall i \in \{1, \ldots, N-1\}, \ |\text{Hol}_A(\gamma_{t_i}) - \text{Hol}_A(\gamma_{t_{i+1}})| < \varepsilon_{\gamma_{t_i}}. \]

So the conclusion follows. \( \square \)

The following Proposition is the analog of Proposition 2.15 for \( \Omega_{\text{cub}, \text{unob}}^{\text{imm}}(S_g) \).

**Proposition 5.16.** Let \( \alpha: S^1 \to S_g \) and \( \beta: S^1 \to S_g \) be two embedded curves. Then, there is \( x \in \mathbb{R} \) such that
\[ [T_\alpha(\beta)] = [\beta] + (\beta \cdot \alpha)[\alpha] + i(x) \]
in \( \Omega_{\text{cub}, \text{unob}}^{\text{imm}}(S_g) \).

**Proof.** Assume that \( \alpha \) and \( \beta \) are in minimal position. We construct a representative \( \gamma \), up to isotopy, of \( T_\alpha(\beta) \) using the procedure of Proposition 2.15.

We show that the successive surgeries of the proof of Proposition 2.15 are unobstructed.

Recall that for \( k \in \{1, \ldots, N\} \), the curve \( c_k \) is obtained from \( k \) surgeries along the curves \( \tilde{\alpha}_1, \ldots, \tilde{\alpha}_k \). The curve \( \tilde{\alpha}_{k+1} \) is a perturbation of \( \alpha \). We also fixed Darboux charts \( \phi_m \) near each intersection point \( x_m \).

**Lemma 5.17.** In the above setting, the curves \( \tilde{\alpha}_{k+1} \) and \( c_k \) are in minimal position.

**Proof.** The proof proceeds by contradiction. Let us start with an outline of the proof.

1. We first show that there is a bigon \( v \) between \( \tilde{\alpha}_{k+1} \) and \( \beta \) whose boundary arc on \( \tilde{\alpha}_{k+1} \) is embedded.
2. This bigon has a precise behavior near the surgered points described in Figure 18.
(3) Then, we build from $v$ a bigon between $\alpha$ and $\beta$ following the procedure represented in \cite{20}.

So $\alpha$ and $\beta$ are not in minimal position, this contradicts the hypothesis.

Assume there is a bigon $u$ between $\tilde{\alpha}_{k+1}$ and $c_l$. Since $\tilde{\alpha}_{k+1}$ is embedded, the set $\nu^{-1}(\tilde{\alpha}_{k+1})$ is a union of embedded arcs. We take an innermost such arc $A$. We let $v : \mathbb{D} \rightarrow S_g$ be the immersed bigon delimited by this arc. We parameterize $v$ so that the preimages of its corners are $-1$ and $1$.

Notice that the bigon $v$ is immersed. If one of its corners is non convex, the set $\nu^{-1}(\tilde{\alpha}_{k+1})$ has non-empty intersection with $\text{Int}(\mathbb{D})$, so $A$ is not innermost. Hence, $v$ has convex corners.

We fix a (regular) parameterization $\gamma : S^1 \rightarrow S_g$ of the curve $c_k$. There are two by two disjoint arcs of $A_1, \ldots, A_k, B_1, \ldots, B_k \subset S^1$ satisfying the following properties

- for $m \in \{1, \ldots, k\}$, $\gamma|_{A_m}$ parameterizes an arc of $\tilde{\alpha}_m$, 
- for $m \in \{1, \ldots, l\}$, $\gamma|_{B_m}$ parameterizes an arc of $\beta$

Notice that the arcs $A_1, \ldots, A_k$ and $B_1, \ldots, B_k$ are intertwined. Moreover, the complements of these in $S^1$ is a union of arcs which parameterize the handles of the successive surgeries. We call these arcs $C_1, \ldots, C_{2k}$.

Let $A$ be the arc of $\partial \mathbb{D}$ which maps into $c_k$ through $v$. Choose an immersed lift $\lambda : A \rightarrow S^1$ such that $\gamma \circ \lambda = v|_A$. Whenever the map $\lambda$ parameterizes one of the arcs $C_i$, we say that $v$ has a switch.

There is at least one switch. Assume otherwise. Then the image of $\lambda$ is contained in one of the $A_i$ or one of the $B_i$. If it is a subset of one of the $A_i$, then $v$ yields an immersed strip with convex corners between $\tilde{\alpha}_i$ and $\tilde{\alpha}_{k+1}$. There are only two such strips, and both of these are not strips on the surgeries. If the image of $\lambda$ is a subset of one of the $B_i$, then $v$ is an immersed bigon between $\tilde{\alpha}_{k+1}$ and $\beta$. Hence these curves are not in minimal position, a contradiction.

There are at most two branch switches. If not, there is $m$ such that $A_m \subset \text{Im}(\lambda)$. So $\text{Im}(c_l \circ \lambda)$ contains one of the vertical lines in the charts $\phi_k$. Hence, it must intersect $\tilde{\alpha}_{k+1}$ in this chart, a contradiction.

The possible behaviors of the curve $v$ at a switch are described in Figure \ref{fig:behavior_at_switch}. Using the techniques of the proof of Proposition \ref{prop:branch_switch}, it is an easy exercise to show that these are indeed the only possible cases.

**First case.** One of the corners maps to a point $x^k_m$ for some $m$. Moreover, if we parameterize $v$ so that $v(-1) = x^m_k$, the lower arc is mapped to $c_k$ and the upper boundary arc to $\tilde{\alpha}_{k+1}$.

Then there is a unique switch of type $A \pm$ (Figure \ref{fig:behavior_at_switch}). The other corner is one of the points $y_i$ and must be of type $1 \pm$ (Figure \ref{fig:behavior_at_switch}). It is then easy, following the procedure of the proof of Proposition \ref{prop:branch_switch}, to produce a non-constant bigon with arcs on $\alpha$ and $\beta$ (see Figure \ref{fig:branch_switch}).

**Second case.** One of the corners maps to a point $x^k_m$ for some $m$. Moreover, if we parameterize $v$ so that $v(-1) = x^m_k$, the upper arc is mapped to $c_k$ and the lower boundary arc to $\tilde{\alpha}_{k+1}$.

Following the upper boundary arc from $-1$ to $1$, there is a first switch of type $B \pm$ or $C \pm$. There cannot be another switch. Otherwise, the boundary condition $\lambda$ parameterizes one of the
vertical arcs in the chart $\phi_k$. Hence, the other corner maps to one of the $y_i$ and must be of type 2 (Figure 19). From this, we deduce that the switch was of type $B\pm$.

In the chart near the switch, $\beta$ yields an arc in the image of $v$ from the handle to $\tilde{\alpha}_{k+1}$. Cutting the disk along this arc, we obtain a bigon between $\tilde{\alpha}_{k+1}$ and $\beta$.

**Third case.** Both of the corners map to points $y_i$ and $y_j$ for some $i$ and some $j$. We assume that the lower boundary arc of the bigon maps to $\tilde{\alpha}_{k+1}$ and the upper boundary arc maps to $c_k$.

Following the upper boundary arc from $-1$ to $1$, there is a first switch point of type $A$ and one second of type $B$ or $C$. However, the corner at $-1$ is of type 2, and the corner at 1 is of type 1. So the second switch is of type $B$.
Figure 19. The different possibilities at a corner $y_j$, The image of the disk $v$ is one of the four shaded areas

Figure 20. The procedure to obtain a bigon between $\alpha$ and $\beta$

In the chart near the first switch point, there is an arc along $\beta$ from $c_k$ to $\tilde{\alpha}_{k+1}$ which cuts the image of $v$ in half. We cut $v$ along this arc and solve the corners as in Figure 20 to obtain a bigon with boundary on $\alpha$ and $\beta$.

In all three cases, we obtain that $\alpha$ and $\beta$ are not in minimal position. Therefore, the lemma must hold.

Now, an induction and Proposition 5.7 show that each of the curve $c_k$ is unobstructed. Recall that we denoted by $\gamma$ the curve obtained by the successive surgeries of the proof of Proposition 2.15 and that it is isotopic to $T_\alpha(\beta)$.
Hence, by Proposition 5.13, there is an unobstructed Lagrangian cobordism
\[(\alpha, \beta, \ldots, \beta, \beta^{-1}, \ldots, \beta^{-1}) \rightsquigarrow \gamma,\]
with as many copies of $\alpha$ as there are intersection points of degree 0 and as many copies of $\alpha^{-1}$ as there are intersection points of degree 1. On the other hand, $\gamma$ and $T_\alpha(\beta)$ are isotopic curves. By Corollary 5.5 when $\beta$ is non-separating and Lemma 5.15 when $\beta$ is, there is $x \in \mathbb{R}$ such that
\[
\gamma = i(x) + T_\alpha(\beta).
\]
Hence, in $\Omega_{\text{cob, unob}}(S_g)$,
\[
T_\alpha(\beta) = \gamma + i(x) = \beta + (\alpha \cdot \beta) \alpha + i(x).
\]
This concludes the proof.

As a first consequence, let $\gamma$ be the oriented boundary of an embedded torus. We let
\[
T = [\gamma] - i(\text{Hol}_A(\gamma)).
\]

**Lemma 5.18.** The class $T$ defined in equation 18 does not depend on the choice of $\gamma$.

**Proof.** Let $\gamma_1$ and $\gamma_2$ be two embedded curves which bound a torus. There is a sequence of Dehn Twists $T_{\delta_1}, \ldots, T_{\delta_n}$ about the curves $\delta_1, \ldots, \delta_n$ such that
\[
T_{\delta_1} \ldots T_{\delta_n}(\gamma_1)
\]
is isotopic to $\gamma_2$. Since $\gamma_1$ is null-homologous, by Proposition 5.16, there is $x \in \mathbb{R}$ such that
\[
T_{\delta_1} \ldots T_{\delta_n}(\gamma_1) = \gamma_1 + i(x).
\]
Since $\gamma_2$ is isotopic to $T_{\delta_1} \ldots T_{\delta_n}(\gamma_1)$, by Lemma 5.15, there is $y \in \mathbb{R}$ such that
\[
\gamma_2 = T_{\delta_1} \ldots T_{\delta_n}(\gamma_1) + i(y).
\]
Hence,
\[
\gamma_2 = \gamma_1 + i(y + x).
\]
We apply the holonomy morphism to obtain
\[
\text{Hol}_A(\gamma_2) - \text{Hol}_A(\gamma_1) = y + x.
\]
So
\[
\gamma_2 - \text{Hol}_A(\gamma_2) = \gamma_1 - \text{Hol}_A(\gamma_1).
\]
\[\square\]
The following is the analog of Lemma 2.18.

**Lemma 5.19.** Let $\gamma$ be the oriented boundary of an embedded surface $S_1$. Then there is $x \in \mathbb{R}$ in $\Omega_{\text{imm}}(S_g)$ such that

$$[\gamma] = \chi(S_1) \cdot T + i(x).$$

**Proof.** As in the proof of 2.18, we choose $\gamma_1$ and $\gamma_2$ such as in Figure 7. Now, let us call $c$ (resp. $\tau$) the curve given by the successive surgeries on the left (resp. right) of Figure 7. There is a homeomorphism $h : S_g \to S_g$, isotopic to the identity, such that $h(\tau) = c$.

In particular, there are curves $\tilde{\gamma}_1$ and $\tilde{\gamma}_2$ respectively isotopic to $\gamma_1$ and $\gamma_2$ such that the successive surgeries on the left of Figure 7 produce the curve $\tilde{c}$. Composing these cobordisms, we obtain an immersed cobordism $V : (\gamma_2, \alpha, \beta, \gamma_1, \alpha') \sim \emptyset$.

By Proposition 5.13, there is a immersed unobstructed cobordism between these curves. Hence,

$$-\gamma_2 + \alpha + \beta - \tilde{\gamma}_1 - \tilde{\alpha} + \tilde{\gamma} = 0.$$

The curves $\tilde{\gamma}_1$ and $\tilde{\gamma}$ are embedded and isotopic to $\gamma_1$, $\gamma_1^{-1}$ and $\alpha$ respectively. So there is $x \in \mathbb{R}$ such that

$$-\tilde{\gamma}_1 - \tilde{\alpha} + \tilde{\gamma} = i(x) + -\alpha + \gamma.$$

So there is $y \in \mathbb{R}$ such that

$$\gamma_1 + \gamma_2 + \gamma = T + i(y).$$

Now the proof follows by induction on the genus of the surface bounded by $\gamma$. \qed

**Lemma 5.20.** The class $T \in \Omega_{\text{imm,unob}}(S_g)$ defined in equation 18 is of order $\chi(S_g)$.

**Proof.** As in the proof of Lemma 2.19, consider a curve $\gamma$ which is the oriented boundary of a torus. By the definition of $T$, there is $x \in \mathbb{R}$ such that $\gamma = T + i(x)$. On the other hand, by lemma 5.19, there is $y \in \mathbb{R}$ such that $\gamma^{-1} = (-3 + 2g) \cdot T + i(y)$.

We conclude that $\chi(S_g)\gamma = i(y - x)$. Now, apply the holonomy morphism to both sides of this equation to obtain $y - x = 0$. \qed

**Lemma 5.21.** Recall that in our notations, $\alpha_1, \ldots, \alpha_g$, $\beta_1, \ldots, \beta_g$ and $\gamma_1, \ldots, \gamma_{g-1}$ are the Lickorish generators represented in Figure 4.

Let $i \in \{1, \ldots, g-1\}$. Then, there is $x \in \mathbb{R}$ such that

$$[\gamma_i] = [\alpha_{i+1}] - [\alpha_i] - T + i(x).$$

**Proof.** This follows from the sequence of surgeries in Figure 8 and from Proposition 5.13. \qed

**Proof of Theorem 5.1.** It only remains to see that

$$\text{Ker}(\pi \oplus \mu) \subset \text{Im}(i).$$

To see this, let $\gamma$ be a non-separating curve, there is a product of Dehn Twists about $\alpha_1, \ldots, \alpha_g$, $\beta_1, \ldots, \beta_g$, $\gamma_1, \ldots, \gamma_{g-1}$ which maps $\gamma$ to a curve isotopic to $\alpha_1$. Therefore, $\gamma$ belongs to the
subgroup generated by the image of $i$ and the Lickorish generators. By Lemma 5.21, this is the subgroup generated by $\alpha_1, \ldots, \beta_g$ and the image of $i$.

Hence, by Lemma 5.19, the group $\Omega_{\text{imm,unob}}^\text{cob}(S_g)$ is generated by $T, \alpha_1, \ldots, \beta_g$ and the image of $i$.

Let $g = \sum_i n_i \alpha_i + \sum_j m_j \beta_j + i(x) + kT$ be an element of $\text{Ker}(\pi \oplus \mu)$. Composing this by $\mu$, we get $k = 0 \mod \chi(S_g)$. Moreover, taking homology classes, the $n_i$ and $m_j$ are zero. Hence, $g$ is in the image of $i$.

Moreover, the holonomy map

$$\text{Hol}_A : \Omega_{\text{imm,unob}}^\text{cob}(S_g) \to \mathbb{R},$$

is a section of the map $i : \mathbb{R} \to \Omega_{\text{imm,unob}}^\text{cob}(S_g)$. So the exact sequence is split. $\square$

**Proof of Theorem 1.7.** In [Abo08], Abouzaid shows that the Maslov index and homology class induce well-defined maps

$$\pi : K_0(DFuk(S_g)) \to H_1(S_g, \mathbb{Z}), \ \mu : K_0(DFuk(S_g)) \to \mathbb{Z}/\chi(S_g)\mathbb{Z}.$$ 

Therefore, there is a commutative diagram

$$
\begin{array}{ccc}
0 & \longrightarrow & \mathbb{R} \\
& & \downarrow \\
& & \Omega_{\text{imm,unob}}^\text{cob}(S_g) \\
& & \downarrow \text{Id} \\
& & H_1(S_g, \mathbb{Z}) \oplus \mathbb{Z}/\chi(S_g)\mathbb{Z} \\
& & \downarrow \text{Id} \\
K_0(DFuk(S_g)) & \longrightarrow & H_1(S_g, \mathbb{Z}) \oplus \mathbb{Z}/\chi(S_g)\mathbb{Z} \\
\end{array}
$$

Assume that $x \in \Omega_{\text{imm,unob}}^\text{cob}(S_g)$ maps to 0 in $K_0(DFuk(S_g))$. Then, from the above diagram, we have $\pi \oplus \mu(x) = 0$. So $x \in \text{Im}(i)$. Composing with the holonomy map, we obtain that $x = 0$. We conclude that the map 1 is injective. $\square$
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