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Abstract

With the attention of achieving desired power within a pre-specified timeframe in clinical development, a multicenter trial is often conducted to expedite the patient recruitment. However, a multicenter trial with plethoric number of centers is very likely to result in numerous small centers, which will cause the problem of treatment imbalance (unequal number of patients per arm within a center) and/or center imbalance (a few large centers with a number of small centers). In practice, treatment imbalance within and between centers inevitably occurs regardless the randomization models and/or methods used. Treatment imbalance within center and/or center imbalance will not only (i) increase the probability of observing treatment-by-center interaction, but also (ii) decrease the power for detecting clinically meaningful difference (or treatment effect) of the test treatment under investigation. In this paper, we propose a method of determining whether an observed significant interaction is a false alarm and a method of random grouping for an unbiased and reliable assessment of treatment effect when significant treatment and center imbalance are observed. The impact of treatment and center imbalance will also be examined in terms of the potential loss of power.
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Introduction

As indicated in the 1988 guidance entitled Guideline for the Format and Content of the Clinical and Statistical Sections of New Drug Applications published by the United States Food and Drug Administration (FDA), adequate clinical trials need to be conducted in good control in order to provide ample evidence of the safety and effectiveness for endorsement of a new medication. In practice, a multicentered, randomized, well-controlled clinical trial is often conducted in order to provide ample evidence of the safety and effectiveness for endorsement of a new medication. In practice, a multicentered, randomized, well-controlled clinical trial is often conducted in good control in order to provide ample evidence of the safety and effectiveness for endorsement of a new medication. In practice, a multicentered, randomized, well-controlled clinical trial is often considered for this purpose. When multiple clinical trials are concurrently conducted at various centers but follow the same protocol, these single trials can be viewed together as a single study called a multicenter trial. With the intention of achieving desired power within a pre-specified timeframe in clinical development, a multicenter trial is often performed to speed up the patient recruitment. There are two main purposes of using a multicenter clinical trial in clinical development: Firstly, it is to show that the clinical results are duplicable and not happening by chance from center to center. Secondly, it is to illustrate that the clinical results can be generalized to populations from different geographical locations. However, the occurrence of redundant small centers may result in treatment imbalance and center imbalance, which consequently cause treatment-by-center interaction and make it difficult for us to combine the centers for an overall assessment.

In practice, it is suggested that appropriate statistical tests for treatment-by-center interaction should be performed.

As indicated in Chow and Liu [1], a multicenter trial is not equivalent to separate single-site trials, since the purpose is to gather data from different centers together and make an overall analysis. It is suggested that proper statistical tests for homogeneity across centers should be conducted to check possible quantitative or qualitative treatment-by-center interactions [2,3] before grouping data for an overall assessment of safety and effectiveness of the study medication. When significant treatment effect differences
Some centers do not exhibit study centers with around patients in each be selected for achieving optimal statistical process. The more the centers, the sooner the recruitment process of the proposed methods. Discussions and concluding remarks are placed on statistical evaluation of random center grouping when a multicenter trial results in a number of small centers. In this paper, we propose a method of determining whether the observed significant treatment-by-center is a false alarm (which may be due to too many small centers) through center grouping based on the optimal selection of number proposed by [8]. Following Shao and Chow [8] idea, we also propose a method of random center grouping to handle the issue of treatment and center imbalance.

In the next section, following the idea of two-stage sampling strategy proposed by Shao and Chow (1993) [8] a rule of thumb for optimal selection of the number of centers is proposed. Section 3 discusses the impact of treatment imbalance on statistical power for testing treatment effect. Section 4 illustrates the use of center grouping for determining whether the observed significant treatment-by-center interaction (as a result of too many small centers) is a false alarm. In Section 5, we propose a method for center grouping when the multicenter trial results in a number of small centers followed by a simulation study of power change. The method utilizing random center grouping is proposed in Section 6. Section 7 compares the two methods of center grouping. An example concerning a multicenter trial for treating patients with breast cancer is given in the Section 8 to illustrate the application of the proposed methods. Discussions and concluding remarks are given in the last section.

The Selection of The Number of Centers

As mentioned in the previous section, one purpose of multicenter trial is to reduce the time consumption of patient recruitment process. The more the centers, the sooner the recruitment process and hence the quicker the study would be completed. Nevertheless, more centers would certainly result in small centers (i.e., fewer patients in each center).

Since for comparative clinical trials, comparisons are made between patients within the same center to test the treatment effects, if the number of patients in each center is too small, the assessments and inferences made may be statistically invalid and biased. We thereby intend to combine the data of small centers to form a larger dummy center. Nevertheless, it is required by both FDA and ICH guidelines that statistical tests for homogeneity across centers must be conducted in order to check for the existence of significant treatment-by-center interaction before pooling data. Therefore, under the situations where a qualitative treatment-by-center interaction is observed and tested to be significant, the sponsor may be required to examine the treatment effect of each center independently instead of pooling together due to statistical invalidation.

The increase in number of centers will certainly increase the chance for significant qualitative treatment-by-center interaction to occur, especially when both large and small centers exist.

The observed statistical significance may be due to two following reasons [9]:

Heterogeneity among centers: Some centers exhibit relatively large variability.

Heterogeneity across centers: Some centers do not constitute a representative sample of the target patient population.

Accordingly, the way to determine the optimal number of centers is noteworthy for investigators. However, for simplicity and convenience, centers are often grouped without considering from statistical perspective in many multicenter trials. The method of random grouping in this paper will be based on the idea regarding two-stage sampling strategy in clinical trials proposed by Shao and Chow [8], we propose the following rule of thumb for selection of the number of centers given that the total sample size of the intended trial is N. We propose the rule of thumb that the number of patients in each center should be at least equal to the number of centers for achieving optimal statistical properties for treatment assessment. Thus, if the intended clinical trial calls for N patients in total, it is suggested that around \( \sqrt{N} \) study centers with around \( \sqrt{N} \) patients in each be selected for achieving optimal statistical properties for treatment assessment.

The Impact of Treatment Imbalance on Power

Without loss of generality, consider a multicenter clinical trial with two treatments. In practice, sample size is often chosen for the purpose of detecting clinically meaningful significance at prespecified significance level with a desired power [10].
Under the assumption of normality, sample size of a balanced trial (i.e., same number of patients in each arm) is often calculated by:

\[ n = \frac{2\sigma^2(z_\alpha + z_\beta)^2}{\Delta^2} \]

with a power of

\[ 1 - (\Phi[\frac{z_\alpha + \frac{\Delta}{\sigma}\sqrt{\frac{n}{2}}}{\sigma\sqrt{n}}] + \Phi[\frac{z_\beta + \frac{\Delta}{\sigma}\sqrt{\frac{n}{2}}}{\sigma\sqrt{n}}]) \]

where the standard deviation of the random error is written as \( \sigma \), \( z_\alpha \) represents \( \alpha \)th quantile of a standard normal distribution, and \( \Delta \) means the difference of clinical importance.

Since under normal distribution, the part \( \Phi(\frac{z_\alpha + \frac{\Delta}{\sigma}\sqrt{\frac{n}{2}}}{\sigma\sqrt{n}}) \) is very small and negligible, for simplicity, the power can be rewritten as follows

\[ 1 - (\Phi[\frac{z_\beta + \frac{\Delta}{\sigma}\sqrt{\frac{n}{2}}}{\sigma\sqrt{n}}]) \]

This expression of power is obtained by neglecting both center effect and the effect due to treatment and center interaction, hence is the optimal power that we can possibly get.

Treatment imbalance (i.e., different number of patients in each arm) is sometimes inevitable in spite of the plans of having treatment groups of same size, which may therefore cause differences among centers. Under these circumstances, the expression of power becomes

\[ 1 - \Phi[\frac{z_{\alpha} + \frac{\Delta}{\sigma}\sqrt{\frac{1}{n_1} + \frac{1}{n_2}}}{\sigma\sqrt{\frac{1}{n_1} + \frac{1}{n_2}}}] \]

which is obviously less than the power of balanced trial. Hence in order to achieve the optimal power as shown in (1), we set (1) and (2) to be equal, which leads to

\[ \frac{\Delta}{\sigma\sqrt{\frac{1}{n_1}} + \frac{1}{n_2}} = \frac{\Delta}{\sigma\sqrt{n}} \]

It is clearly that even if the sample size \( N \) is fixed, \( n_i, i = 1,2 \), are not fixed, since we are not able to predict how many patients will be in each center after the completion of the trial. Thus, from (3) we can know that increasing total sample size \( N \) is the only way to make the equation true (i.e., to achieve optimal power) when variance \( \sigma \) is assumed to be unchanged. It is noteworthy that the variance of the test statistic calculated with equal number of patients in each center will be the same as if it is a single center trial. Hence, the minimum variance of test statistics is achieved since \( \frac{\Delta}{\sigma\sqrt{\frac{1}{n_1} + \frac{1}{n_2}}} \).

**Interaction Detection Using Center Grouping**

Statistical test for homogeneity across centers is the most common way to detect potential interaction between treatment and center, however, center grouping provides another way of doing this.

Suppose there are 5 centres: 3 small ones with 4, 4 and 2 patients respectively, 2 large ones with 12 and 10 patients respectively. Following are two different scenarios:

**Scenario 1:** As we can see from figure 1, the result of one small center is different from others, which possibly cause significant interaction. One way to check the significance of interaction is to do the F test, and we can get the following table 1, from which we know that the interaction is significant as p value is less than 0.05. Now we combine the first 3 small centers and remark them as center 1, center 4 and 5 will remain the same and be remarked as center 2 and 3. The effects after center grouping is as following figure 2 shows, which matches with the conclusion that we drew from the F test result since interaction still exists after center grouping.

![Figure 1: Plot of treatment effects before grouping.](image-url)
Scenario 2: In this scenario, there is again one small center provides opposite trend compared to other centers, and cause interaction to occur, which can be seen in figure 3. Then by conducting F test, we get the following results which suggest that there is no significant interaction (table 2). Again, we combine the three small centers and do the analysis, figure 4 illustrates that the interaction disappears after center grouping, which matches with the outcome of F test. Thereby we conclude that the method of detecting interaction using center grouping is valid, and if the interaction disappears after grouping, we are then able to make a general assessment of the drug across centers.
Center Grouping

Without loss of generality, consider this two-way factor random effects model [6]:

\[ y_{ijk} = \mu + \alpha_i + \beta_j + (\alpha\beta)_{ij} + \epsilon_{ijk}, \]

\[ i = 1, 2, \ldots, I; j = 1, 2, \ldots, J; k = 1, 2, \ldots, K, \]

where \( \mu \) is the general mean, \( \alpha_i = A_i - \mu \) is the main effect of the \( i \)-th level of \( A \) with \( A_i \) to be the fixed effect due to the \( i \)-th treatment (factor A), \( \beta_j = B_j - \mu \) is the main effect of the \( j \)-th level of \( B \) with \( B_j \) to be the random effect due to the \( j \)-th center (factor B). We then define \( \mu_{ij} \) to be the cell mean and thereby define random effect due to interaction to be \( (\alpha\beta)_{ij} = \mu_{ij} - \mu - \alpha_i - \beta_j \). Following are some constraints on this model:

\[ \sum_{i} \alpha_i = 0 \]

\[ \sum_{j} \beta_j = 0 \]

\[ (\alpha\beta)_i = \sum_{j} (\alpha\beta)_{ij} = 0 \quad \forall i \]

\[ (\alpha\beta)_j = \sum_{i} (\alpha\beta)_{ij} = 0 \quad \forall j \]

Both \( \alpha_i \), \( \beta_j \) are independently identically normally distributed with variance \( \sigma_\alpha^2 \) and \( \sigma_\beta^2 \) and \( \epsilon_{ijk} \) is the random error which is also independently identically normally distributed with mean 0 and variance \( \sigma^2 \) [7]. Then as indicated in Scheffé (1959), the sum of squares is calculated as follows:

\[ SS_\alpha = JK \sum_{i=1}^{I} (\bar{y}_{..i} - \bar{y}_{..})^2 \]

\[ SS_\beta = IK \sum_{j=1}^{J} (\bar{y}_{..j} - \bar{y}_{..})^2 \]

\[ SS_{\alpha\beta} = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} (\bar{y}_{ijk} - \bar{y}_{..})^2 \]

\[ SS_\epsilon = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} (y_{ijk} - \bar{y}_{..})^2 \]

where

\[ \bar{y}_{..i} = \frac{1}{JK} \sum_{j=1}^{J} \sum_{k=1}^{K} y_{ijk} \]

\[ \bar{y}_{..j} = \frac{1}{IK} \sum_{i=1}^{I} \sum_{k=1}^{K} y_{ijk} \]

\[ \bar{y}_{..} = \frac{1}{IK} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} y_{ijk} \]

If centers (factor B) are combined, then it is easy to show that the new \( SS_\epsilon \) becomes

\[ New \ SS_\epsilon = SS_\beta + SS_{\alpha\beta} + SS_\epsilon. \]

Therefore, we can get

\[ E(\text{New} SS_\epsilon) = [(J - 1) + (I - 1)(J - 1) + IJ(K - 1)]\sigma^2 + (J - 1)IK\sigma_\alpha^2 \]

\[ E(\text{New} SS_\beta) = I(JK - 1)\sigma^2 + IK(J - 1)\sigma_\beta^2 \]

which implies that

\[ E(\text{New} MS_\epsilon) = \sigma^2 \left(1 + \frac{K(J - 1)\sigma_\alpha^2}{(JK - 1)\sigma^2}\right) \]

From these expressions, we make following conclusion. First,

\[ \frac{K(J - 1)\sigma_\beta^2}{(JK - 1)\sigma^2} > 0 \text{ if } \sigma_\beta^2 \text{ is not 0. Meanwhile, } \frac{K(J - 1)\sigma_\beta^2}{(JK - 1)\sigma^2} \text{ increases as} \]
number of centers \((J)\) being combined increases, and also depends upon the similarity of centers \((\sigma_g^2)\) being combined. Based on this expression, it can be deduced that the change in \(MS_E\) might depend on not only \(I, J, K\), but also on the ratio of \(\frac{\sigma_g^2}{\sigma^2}\). Before combining the \(J\) centers, the treatment effect can be tested by

\[
MS_E = \frac{SS_E}{I(J-1)}
\]

\[
\sim \frac{IJ(K-1)}{I-1} \frac{\chi^2(I-1, \delta)}{\chi^2(IJ(K-1))}
\]

which follows a non-central F distribution under alternative hypothesis with non-centrality parameter \(\delta = \frac{JK}{\sigma^2} \alpha_i^2\) and degrees of freedom \(I - 1\) and \(IJ(K - 1)\).

After grouping, we can test the treatment effect by using the new \(SS\):

\[
MS_t = \frac{SS_t}{IJK - I}
\]

\[
\sim F_{IJK - I}(1, IJK - I)\end{equation}

We used simulation based to 20,000 iterations to generate tables illustrating the power before and after center grouping. As discussed above, since \(I, J, K\), the ratio \(\frac{\sigma_g^2}{\sigma^2}\) and \(\delta\) might affect the test results, we change these values and summarized the results of power analysis in (Table 3-5). When conducting simulations, \(\sigma^2\) is set to be 1, \(\sigma_i^2\) and \(\sigma_g^2\) are then set according to the ratios. In the tables, \(p_1\) denotes the power before grouping, \(p_2\) denotes the power after grouping, which is the power within each dummy center. The relative improvement is demonstrated by

\[
\Delta = \frac{p_2 - p_1}{p_1} \times 100\%
\]

Since even combining some small centers into a dummy center can have power increased, then it is certain that by grouping all dummy centers together, we can get a power which is significantly higher than before. We can thereby use the relative improvement in power as an indicator of the center grouping effect, and we aim to combine centers in the manner of reaching maximum \(\Delta\).

From Tables 3-5, following statements can be concluded:

A. Power can increase significantly if the small centers are properly grouped.

B. Maximum power increase in percentage \((\Delta)\) can be reached by making appropriate choice of the number of centers in each dummy center \((J)\) if sample size per arm \((K)\) of small centers is fixed.

C. Under some circumstances with certain simulated data, however, power may also decrease after center grouping.
As mentioned above, the power of dummy centers could be higher than that of smaller centers, hence it is suggested to group these smaller centers together with the goal of increasing power. Since we would like to keep the generalizability of multicenter trial, it is not a good choice to group by geographical location although it is the easiest way to think of. The reason for this is that efficacy varies significantly between population groups with different demographic factors such as culture, environment, and income, therefore it is a better idea to group patients with different demographic factors together to remove the heterogeneity in results caused by these differences. It is recommended to form dummy centers by grouping small centers randomly, since the outcomes may be invalid with non-random center grouping [9].

We know that generally, the between-center variability can be evaluated by considering the following equation

\[ E(\frac{SS_g}{J-1}) = \sigma^2 + IK\sigma^2_g \]

therefore, we argue that achieving an unbiased estimate for \( \sigma^2 + IK\sigma^2_g \) means that the randomization is valid. Assume we would like to group \( J \) small centers into some dummy centers each consists of \( n \) small centers, we propose the following randomization method and believe it to be valid. First of all, randomly permutate the index \( j = 1, \ldots, J \) into \( j_1, j_2, \ldots, j_J \). Then we assign first \( n \) indices in \( j_1, j_2, \ldots, j_J \) to the first dummy center (Chow, 2011) and similar procedure for the rest dummy centers.

It is obvious that the above method for randomization is simple random sampling without replacement, hence according to [9], the

### Table 4: Power Comparison.

| \( t_{\text{ARMS}} \) | \( J = 2 \) | \( J = 3 \) | \( J = 4 \) | \( J = 5 \) |
|-----------------|--------------|--------------|--------------|--------------|
| \( J = 2 \)     | 0.028        | 0.863        | 74.417       | 0.989        | 0.984        | 0.982        | 0.981        | 0.983        |
| \( J = 3 \)     | 0.340        | 0.476        | 39.902       | 0.983        | 0.980        | 0.983        | 0.983        | 0.983        |
| \( J = 4 \)     | 0.454        | 0.532        | 31.689       | 0.985        | 0.982        | 0.985        | 0.985        | 0.985        |
| \( J = 5 \)     | 0.429        | 0.507        | 29.169       | 0.979        | 0.976        | 0.979        | 0.979        | 0.979        |

### Table 5: Power Comparison.

| \( t_{\text{ARMS}} \) | \( J = 2 \) | \( J = 3 \) | \( J = 4 \) | \( J = 5 \) |
|-----------------|--------------|--------------|--------------|--------------|
| \( J = 2 \)     | 0.095        | 0.166        | 75.194       | 0.218        | 0.241        | 10.549       | 0.548        | 0.726        |
| \( J = 3 \)     | 0.177        | 0.288        | 51.172       | 0.388        | 0.409        | 5.962        | 0.562        | 0.770        |
| \( J = 4 \)     | 0.248        | 0.345        | 38.938       | 0.453        | 0.474        | 4.939        | 0.945        | 0.979        |
| \( J = 5 \)     | 0.307        | 0.407        | 32.642       | 0.498        | 0.511        | 4.811        | 0.855        | 0.881        |
| \( J = 6 \)     | 0.351        | 0.453        | 29.013       | 0.514        | 0.537        | 4.949        | 0.963        | 0.967        |

### Random Center Grouping

As mentioned above, the power of dummy centers could be higher than that of smaller centers, hence it is suggested to group these smaller centers together with the goal of increasing power. Since we would like to keep the generalizability of multicenter trial, it is not a good choice to group by geographical location although it is the easiest way to think of. The reason for this is that efficacy varies significantly between population groups with different demographic factors such as culture, environment, and income, therefore it is a better idea to group patients with different demographic factors together to remove the heterogeneity in results caused by these differences. It is recommended to form dummy centers by grouping small centers randomly, since the outcomes may be invalid with non-random center grouping [9].

We know that generally, the between-center variability can be evaluated by considering the following equation

\[ E(\frac{SS_g}{J-1}) = \sigma^2 + IK\sigma^2_g \]

therefore, we argue that achieving an unbiased estimate for \( \sigma^2 + IK\sigma^2_g \) means that the randomization is valid. Assume we would like to group \( J \) small centers into some dummy centers each consists of \( n \) small centers, we propose the following randomization method and believe it to be valid. First of all, randomly permutate the index \( j = 1, \ldots, J \) into \( j_1, j_2, \ldots, j_J \). Then we assign first \( n \) indices in \( j_1, j_2, \ldots, j_J \) to the first dummy center (Chow, 2011) and similar procedure for the rest dummy centers.

It is obvious that the above method for randomization is simple random sampling without replacement, hence according to [9], the
mean of each center \((\bar{y}_j, j = 1, ..., J)\) within the dummy center can be regarded as a simple random sampling without replacement from a population of \(J\) small centers each with mean \(\bar{y}_j\). Thus, the sum of squares within each dummy center can be written as

\[
SS'_\beta = IK \sum_{j=1}^{J} (\bar{y}_j - \frac{1}{n} \sum_{i=1}^{n} y_{ji})^2
\]

Therefore \(SS'_\beta / n - 1\) can be used to estimate \(\sigma^2 + IK \sigma^2_n\). Lohr (1999) proved that given \(\bar{y}_j, j = 1, ..., J\),

\[
SS'_\beta / J - 1 = \frac{IK}{J - 1} \sum_{j=1}^{J} (\bar{y}_j - \bar{y}_{..})^2.
\]

Thus,

\[
E(\frac{SS'_\beta}{n - 1}) = E(\frac{SS'_\beta}{J - 1}) = \sigma^2 + IK \sigma^2_n
\]

Thus, the randomization procedure that we proposed for center grouping is valid.

**Procedure for Random Center Grouping**

In this section, we will introduce two methods for random center grouping based on the idea of selecting an optimal number of centers for achieving optimal statistical properties for treatment assessment in multicenter trials proposed by Shao and Chow (1993). The proposed method under two scenarios is summarized below.

**Scenario 1**

**Step 1:** From the rule of thumb proposed by Shao and Chow (1993), we start with the optimal selection of approximately \(\sqrt{N}\) study centers with approximately \(\sqrt{N}\) patients in each center if there are \(N\) patients in total. Hence the first step is to calculate the value of \(\sqrt{N}\) to see around how many patients is optimal for a center to have and how many centers should we have.

**Step 2:** Let \(n \approx \sqrt{N}\) be optimal number of patients per center, \(K \approx \sqrt{N}\) be the optimal number of centers such that \(N = nK\). Then the study sites with number of patients greater than or equal to \(n\), or not much less than \(n\) will retain and suppose the number of retained centers is \(K_1\). The remaining \(K_{pre} = K - K_1\) centers should be randomly grouped into \(K_2 = K - K_1\) dummy centers if \(K_{pre}\) is the number of centers before grouping.

If \(N_1 = \sum_{j=1}^{K_1} n_j = n_1 + n_2 + ... + n_{K_1}\) is the total number of patients in the retained centers, then \(N_2 = N - N_1\) would be the total number of patients in the centers which need to be grouped. Hence,

\[
N_2 = \sum_{j=1}^{K_1} n_j \quad \text{and it is optimal that we can have} \quad N_2 = K_2 \times n_{K_2_2}, \quad \text{which means that all dummy centers have the same number of patients} \quad n_{K_2_2}. \quad \text{However, the exact value of} \quad K_2 \quad \text{should be determined using the tables like Table 1-3, since we would like to maximize the power increase.}
\]

**Scenario 2**

**Step 1:** Step one here is the same as step one of Scenario 1.

---

**Table 6: Comparison between two scenarios.**

| Scenario 1 | Scenario 2 |
|------------|------------|
| **Advantages** | **Advantages** |
| ✓ Decrease center imbalance and increase power | ✓ Decrease center imbalance and increase power |
| ✓ More likely to achieve optimal statistical properties for treatment | ✓ Less likely to have very different center size |
| **Disadvantages** | **Disadvantages** |
| ✓ Center imbalance may still exist after grouping | ✓ Not achieving the possible optimal statistical properties since number of centers is not chosen to be \(\sqrt{N}\) (as proposed by Shao and Chow 1993) |
Step 2: Let $n \approx \sqrt{N}$ be optimal number of patients per center, $K \approx \sqrt{N}$ be the optimal number of centers such that $N=nK$. Then if some study sites have number of patients much greater than $n$, then these centers will retain and suppose the number of retained centers is $K'$. The remaining $K_{\text{remaining}} = K - K'$ centers should be randomly grouped into dummy centers such that the size of study site after grouping is approximately equal to the size of retained centers so that the overall power can be increased as mentioned in the previous section. Similarly, the exact number of dummy centers should be determined using tables like (Table 3-5) in order to achieve a maximum increase in power. Following is a table comparing the advantages and disadvantages of these two methods (Table 6).

An Example

Here is a demonstration of the proposed method for doing center grouping in multicenter trials with the existence of small centers. The example used here is a real clinical trial testing a drug against placebo for treating patients with metastatic breast cancer, where the trial is comparative, parallel-group, randomized, and double-blinded. In the study protocol, 288 patients should be recruited in approximately 43 centers so that the desired statistical power for evaluation can be achieved, and therefore each center should have 6 to 7 patients. Although the 43 centers speeded up the patient recruitment process, 7 centers had more than 10 patients in each while the other 36 centers enrolled less than 10 patients each, which cause a significant variation among centers. In consequence, it is essential for these small centers to be grouped into dummy centers with similar size not only to address Lewis’ questions [5] but also to make an unbiased and reliable assessment on safety and efficacy of the test drug.

Since 288 patients in total suggests that $\sqrt{288} \approx 17$ would be the optimal number of patients in each center for the trial to have. As mentioned in the Section 6, the centers with more than 10 patients will remain as single centers. Secondly, grouping of the 36 centers with patients less than 10 must be put in consideration. Since among these 36 centers, 24 have patients in both treatment groups and 12 have patients in only one treatment group, we first consider grouping the 24 centers. Suppose $\frac{\sigma^2_\text{B}}{\sigma^2} = 0.01, \frac{\sigma^2_\text{R}}{\sigma^2} = 0.5$ has around 2 patients per treatment group, then as it can be seen from table 6, if the size of the dummy center is selected to be 2, i.e., $J = 2$, the power will improve 11.262 %, i.e., $\Delta = 11.262 \%$. Whereas if $J = 3$ or $J = 4$ is selected, the value of $\Delta$ would be 8.005 % or 12.355 % respectively. As we aim to maximize the improvement in power, according to the table, the size of dummy center should be chosen to be 4. It is thereby suggested to group these 24 centers into 6 dummy centers randomly using the random method mentioned in Section 5 and each dummy center will then contain 4 centers selected at random from the 24 small centers. The total number of centers will be 13, and then randomly assign the patients from the 12 centers with patients in only one treatment group to the 13 centers. This example is summarized in Table 7.

| Centre Characteristic                      | Before centre grouping | After centre grouping |
|-------------------------------------------|------------------------|-----------------------|
| total # of centres                        | 43                     | 13                    |
| # of centres with patients in only one group | 12                     | 0                     |
| # of centres with more than 10 patients in each | 7                      | 7                     |
| # of centres with less than 10 patients in each | 36                     | 0                     |
| # of dummy centres                        | 0                      | 6                     |

Concluding Remarks

As we discussed before, the observed significant treatment-by-center interaction may just be by chance alone or may be due to the existence of large number of small centers. We thereby introduce random grouping to provide a way to check false-positive of the observed treatment-by-center interaction. Also, by random grouping one can remove heterogeneity within/across centers and therefore achieve better statistical properties (e.g. power) to make statistical inference. The two scenarios discussed in Section 7 provides the optimal ways for grouping under two different circumstances, and the selection of method should base on the actual situation of centers after the clinical trials.

There are certain limitations to the methods that we proposed. Although we aim to increase the power through combining small centers, under some circumstances, however, center grouping can also decrease the power during simulation. Also, when doing the simulation, we assume the ideal case, which is to have same number of patients in each treatment group per center before and after grouping. Nevertheless, this is usually not the case in practice, hence it is possible in some real cases that the combined centers have number of patients still smaller than the optimal number of patients that we want to have in each center, but the power after combining centers is believed to increase in most cases.
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