Orientation-independent rapid pulsatile flow measurement using dual-angle Doppler OCT
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Abstract: Doppler OCT (DOCT) can provide blood flow velocity information which is valuable for investigation of microvascular structure and function. However, DOCT is only sensitive to motion parallel with the imaging beam, so that knowledge of flow direction is needed for absolute velocity determination. Here, absolute volumetric flow is calculated by integrating velocity components perpendicular to the B-scan plane. These components are acquired using two illumination beams with a predetermined angular separation, produced by a delay encoded technique. This technology enables rapid pulsatile flow measurement from single B-scans without the need for 3-D volumetric data or knowledge of blood vessel orientation.
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Blood flow is a critical factor that regulates developmental programs during cardiogenesis. During early embryonic development, deviations from the normal blood flow pattern have been shown to lead to congenital heart defects including septal defects and outflow tract anomalies [1–6]. Blood flow and its resulting hemodynamic forces may alter gene expression in the surrounding cells and thereby influence developing cardiovascular form and function [7–11]. To better understand the role flow plays during cardiovascular development precise tools are needed to rapidly calculate and monitor blood flow.

Volumetric flow rate in a vessel can be defined as the volume of blood that passes a given cross section of that vessel per unit time. The flow rate can be calculated if the cross sectional area of the vessel of interest and the absolute velocity vector everywhere on cross section are known. In cultured avian embryos, which are useful models of heart development that we use regularly [12–15], vessel cross sectional area is easily measured using optical coherence tomography (OCT) imaging [16]. At the same time, Doppler OCT (DOCT) can provide depth-resolved velocity information with high spatial resolution [17–20]. DOCT has been used to measure blood velocity and the resulting hemodynamic forces on the vessel wall [13, 15, 21, 22], as well as to estimate total flow [23, 24]. However, DOCT is only sensitive to motion parallel to the imaging beam, so additional information is needed to obtain the absolute velocity vector in order to calculate absolute flow. This additional information has required volumetric imaging or increased system complexity.

Two major strategies have been employed to overcome this limitation and obtain the absolute velocity vector. One method is to determine the vessel orientation as an estimate of the Doppler angle and use it to correct the measured velocity. The Doppler angle (α) is the angle between the imaging beam and the absolute velocity vector of the blood (Fig. 2(c)). If it

1. Introduction

Blood flow is a critical factor that regulates developmental programs during cardiogenesis. During early embryonic development, deviations from the normal blood flow pattern have been shown to lead to congenital heart defects including septal defects and outflow tract anomalies [1–6]. Blood flow and its resulting hemodynamic forces may alter gene expression in the surrounding cells and thereby influence developing cardiovascular form and function [7–11]. To better understand the role flow plays during cardiovascular development precise tools are needed to rapidly calculate and monitor blood flow.

Volumetric flow rate in a vessel can be defined as the volume of blood that passes a given cross section of that vessel per unit time. The flow rate can be calculated if the cross sectional area of the vessel of interest and the absolute velocity vector everywhere on cross section are known. In cultured avian embryos, which are useful models of heart development that we use regularly [12–15], vessel cross sectional area is easily measured using optical coherence tomography (OCT) imaging [16]. At the same time, Doppler OCT (DOCT) can provide depth-resolved velocity information with high spatial resolution [17–20]. DOCT has been used to measure blood velocity and the resulting hemodynamic forces on the vessel wall [13, 15, 21, 22], as well as to estimate total flow [23, 24]. However, DOCT is only sensitive to motion parallel to the imaging beam, so additional information is needed to obtain the absolute velocity vector in order to calculate absolute flow. This additional information has required volumetric imaging or increased system complexity.

Two major strategies have been employed to overcome this limitation and obtain the absolute velocity vector. One method is to determine the vessel orientation as an estimate of the Doppler angle and use it to correct the measured velocity. The Doppler angle (α) is the angle between the imaging beam and the absolute velocity vector of the blood (Fig. 2(c)). If it
is assumed that the flow is parallel with the vessel’s orientation, the direction of the velocity vector can be estimated by acquiring a 3-D structural OCT volume of the vessel and measuring the vessel orientation [25, 26]. However, the orientation can sometimes be difficult to determine in smaller blood vessels that are usually more tortuous and with borders that are difficult to discern. Around the optic nerve head, the vessel angle has been estimated by recording two concentric circumpapillary scans at slightly different radii and using the two corresponding cross sections of each vessel to determine the vessel orientation [27–29]. This method is faster than acquiring a 3-D volume, but is also more susceptible to error in estimating the vessel orientation. An error in estimating the flow direction leads to an error in the corresponding velocity and flow measurement, which becomes particularly significant when the OCT beam is nearly perpendicular to the flow (Fig. 1).
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Fig. 1. Theoretical flow percentage error from vessel angle estimation inaccuracies as a function of Doppler angle. The typical inter-user variability we observe when measuring vessel orientation in 3D volumes is around 1.0° which can result in flow error greater than 20% when the Doppler angle is at 85°. The blue box represents the typical vessel angles for the quail embryonic vascular network.

Alternatively, the absolute velocity vector can be determined by imaging the same location using multiple imaging beams at different angles of incidence [30–35]. This has been accomplished by utilizing polarization multiplexing [30, 34], delay multiplexing [31, 32], and through the use of additional OCT interferometers [33, 35]. To completely determine the velocity vector with no additional information, at least three different measurements are necessary [32]. This can’t be done with polarization multiplexing, requires significant range for delay encoding, and increases system and alignment complexity when adding OCT interferometer channels. The velocity vector can be calculated using only two imaging beams if the angle between the vessel and the incident plane supported by the two illumination beams is aligned to zero, or is known or measured [34, 35].

Recently it has been recognized that flow can be calculated with no knowledge of the orientation of the vessel or absolute velocity vectors. This calculation only requires measurement of the velocity components normal to the imaging plane. To satisfy this condition a 3-D volume of the vessel is acquired with DOCT and the flow is calculated from an en face section, which is naturally perpendicular to the acquired velocities and illumination beam [13, 24, 36–38]. The flow calculation does not suffer from the angle error described previously because vessel orientation is not needed. However, acquiring a 3-D volume can be time consuming, so measuring pulsatile flow using this technique would require either gating data over several heart cycles [38–40] or imaging a small enough region of interest to acquire volumes in real time [37].
To enable pulsatile flow calculations without the need for 3-D volume acquisition we have extended the en face cross section method to the B-scan plane. To measure velocity perpendicular to the B-scan plane with a minimally-modified OCT instrument, we generate imaging beams at two different effective incidence angles using delay encoding [31]. The beams are precisely aligned so that the plane of the two angled beams is perpendicular to the B-scan direction. The perpendicular velocities can then be calculated over the cross sectional area to determine the flow. With this technique, flow rates can be calculated from individual B-scan images which allows for the measurement of pulsatile flows with high temporal resolution throughout the heart cycle.

To validate this technique, a capillary tube flow phantom was imaged at various orientations and at various flow rates provided by a syringe pump. The technique was validated for in vivo blood flow measurement by imaging quail embryo yolk sac vessels. The measurements were compared with the conventional 3-D technique. Vessels were measured at separated positions to determine the consistency of the measurement along the vessel length. Bifurcated vessels were also imaged before and after the bifurcation to confirm that the two smaller measured flow rates equaled the parent vessel’s flow rate.

2. Methods

2.1 Velocity measurement by delay encoding

Flow (F) in a vessel may be calculated from a single cross-sectional B-scan as the product of the pixel area (ΔS) and the sum of the velocity perpendicular to the imaging plane (V_{trans}) at each pixel in the cross-section area S, as

\[ F = \Delta S \sum V_{trans}. \]  

(1)

To determine \( V_{trans} \), at least two Doppler measurements must be taken at different angles of incidence and the plane of those two vectors should be orthogonal to the B-scan imaging plane. To accomplish this, we used a delay-encoded method that we have previously demonstrated [31]. This method requires only a single OCT channel (i.e. one interferometer and detector) and is readily implemented by adding a single optical element to an OCT scanner. Briefly, a glass plate was placed to half-intersect the imaging beam in the OCT scanner before the scanning elements and objective lens as illustrated in Fig. 2(a) (for simplicity, the scanning elements are not depicted in the figure). The separation angle 2θ between the two beams is determined by

\[ 2\theta = 2\arctan \left( \frac{r_o}{f \sqrt{\pi}} \right) \]  [31]

where \( r_o \) is the 1/e radius of the Gaussian beam and \( f \) is the focal length of the lens (Fig. 2(c)). In this work, the total angle difference 2θ was measured as 8.4 degrees in air and 6.1 degrees in tissue. The introduction of the glass divides the imaging beam into two components with one half of the light delayed. This results in the generation of 3 delay-encoded images as shown in Fig. 2(b) from the 4 different paths the light can take. The top image (AA) results from light taking path A twice, which experiences no optical delay. The bottom image (BB) results from light taking path B twice and being optically delayed twice. The middle image (AB/BA) results from light taking either path A forward and path B back or vice versa, and thus being delayed once. The glass is inserted into the imaging beam so that the plane formed by the two components is perpendicular to the B-scan direction. The orientation of the two planes can be verified by ensuring that the three generated images are aligned vertically with one another (Fig. 2(b)). The three images result from beams with different effective angles of incidence on the sample which therefore experience different Doppler shifts when imaging flow, as is evident in the three Doppler OCT images in Fig. 2(b). The information in the two images AA and BB is sufficient to determine the transverse velocities.
Fig. 2. (a) Principle of operation: A glass plate (GP) was introduced into the imaging beam and the resulting two imaging sub-beams (A, B) are incident on a capillary tube. (b) OCT Doppler overlay image generated from the plane cross-sectioning the capillary tube showing the three sub-images (AA, BB, AB/BA) generated from the two delay-encoded sub-beam paths (A, B). The illuminating sub-beams have different effective angles of incidence resulting in different Doppler images. (c) Diagram defining the vectors, angles and velocities used for absolute flow calculation (see description in text).

2.2 Calculation of absolute flow

When velocity components measured in image AA are subtracted from velocity components measured in image BB, the common axial velocity component is eliminated, leaving only the velocity components perpendicular to the B-scan plane. Referring to Fig. 2(c),

\[ V_A = \mathbf{v} \cdot \mathbf{n}_A, \]

(2)

and, so

\[ V_B = \mathbf{v} \cdot \mathbf{n}_B \]

(3)

\[ V_A - V_B = \mathbf{v} \cdot (\mathbf{n}_A - \mathbf{n}_B) = \mathbf{v} \cdot \Delta \mathbf{n}, \text{ or} \]

(4)

\[ V_A - V_B = V_{trans} \cdot 2 \sin(\theta), \]

(5)

where \( V_A \) represents a velocity measured in image AA and \( V_B \) represents a velocity measured in image BB. The calculated transverse velocity values can then be input to Eq. (1) to determine the flow. In practice, the cross-section areas in image AA and image BB (\( S_A \) and \( S_B \) respectively) do not correspond pixel-by-pixel, so one may integrate the velocity profiles before calculating the velocity difference:

\[ F = \frac{\Delta S}{2 \sin(\theta)} \sum_{s} (V_A - V_B) = \frac{\Delta S}{2 \sin(\theta)} \left( \sum_{s} V_A - \sum_{s} V_B \right). \]

(6)

This straightforward analysis assumes that the two image slices are interrogating the identical cross-section, i.e. \( S_A = S_B \). However, due to the angular separation between the two beams this is never quite the case. This discrepancy results in two potential problems: that the cross sectional areas \( S_A \) and \( S_B \) are different, and that the two slices are not necessarily interrogating exactly the same locations in the vessel. The effect of this error on the flow measurement was examined by computer-simulation (Matlab). Flow velocity data in a
cylindrical channel with a perfect parabolic flow profile was generated, and then artificially sectioned at two different angles of incidence. The Doppler velocities in the two cross sections were found, simulating the physical two-beam imaging measurement, and the flow was calculated based on Eq. (6). This simulation was repeated at various angles of orientation between the flow and the image planes, from \(-30^\circ\) to \(30^\circ\). The results of the simulation are represented as the solid line in Fig. 3(a) and show an overestimation in the flow as the angle increases. Furthermore, the overestimation is independent of beam separation angle \(\theta\), and of the diameter of the flow channel.

We investigated two methods for compensating for the flow error caused by the difference between the two cross-sections.

**Method 1**

The first method is to use the difference between the mean velocities in the two cross-sections to obtain the mean transverse velocity \(\overline{V_{\text{trans}}}\). Then, \(\overline{V_{\text{trans}}}\) can be multiplied by the “true” cross-section area, \(S\), which we obtain from image AB/BA. This effectively projects the velocity components measured at the two angles onto a single cross-section, which is orthogonal to the calculated transverse velocity, and eliminates the inaccuracies that result from the differences in cross sectional area between the two slices. Under the assumptions that all flow in the tube is in the same direction, and that the tube is rigid within the sampling region, the flow equation can be rewritten as:

\[
F = \Delta S \sum_S \overline{V_{\text{trans}}} = S \cdot \overline{V_{\text{trans}}} = \frac{S}{2 \sin(\theta)} (\overline{V_A} - \overline{V_B})
\]

where \(\overline{V_{\text{trans}}}\) is the average perpendicular velocity over the cross-section area, \(S\), and \(\overline{V_A}\) and \(\overline{V_B}\) are the mean velocities in the two cross sectional areas \(S_A\) and \(S_B\). In case of other two beam methods that do not produce this middle image, the average of the two images’ cross sectional area could be used instead, which is only slightly less accurate.

**Method 2**

Calculating the mean velocity over a cross-section requires dividing by the cross-section area, estimated by segmentation. This step is prone to error. Therefore, we decided to approach the flow measurement from a different direction which does not assume the two slices are interrogating identical points, and does not require dividing by an estimated area. The transverse velocity (\(V_{\text{trans}}\)) is readily obtained from the measured Doppler velocity (\(V_{\text{dopp}}\)) when the Doppler angle \(\alpha\) is known (Fig. 2(c)). Under the assumption that the flow in the tube is all in the same direction, at angle \(\alpha\), Eq. (1) can then be rewritten as:

\[
F = \Delta S \sum_S V_{\text{trans}} = \Delta S \cdot \tan \alpha \cdot \sum_S V_{\text{dopp}}
\]

For each of the two beams generated by delay encoding, the flow rate at each cross section can be expressed:

\[
F_A = \Delta S \cdot \tan (\alpha + \theta) \cdot \sum_S V_A,
\]

and

\[
F_B = \Delta S \cdot \tan (\alpha - \theta) \cdot \sum_S V_B
\]

Therefore,
\[ \tan (\alpha + \theta) = \frac{F_A}{\Delta S \cdot \sum_{s_A} V_A}, \]  

(11)

and

\[ \tan (\alpha - \theta) = \frac{F_B}{\Delta S \cdot \sum_{s_B} V_B}, \]  

(12)

Under the assumption that the portion of the vessel being imaged is rigid the total flow across these planes will be equal to one another \((F = F_A = F_B)\) so that Eq. (11) and (12) can be rearranged to eliminate \(\alpha\) using the identity:

\[ \tan (\theta) = \frac{\tan (\alpha + \theta) - \tan (\alpha - \theta)}{1 + \tan (\alpha + \theta) \tan (\alpha - \theta)} = \frac{F}{\Delta S \cdot \sum_{s_A} V_A} - \frac{F}{\Delta S \cdot \sum_{s_B} V_B}. \]  

(13)

Solving for \(F\) results in a quadratic equation

\[ F^2 + \left( \frac{\Delta S \cdot \sum_{s_A} V_A - \Delta S \cdot \sum_{s_B} V_B}{\tan (2\theta)} \right) F + \left( \Delta S \cdot \sum_{s_A} V_A \right) \left( \Delta S \cdot \sum_{s_B} V_B \right) = 0. \]  

(14)

Solving this equation enables determination of the flow without any prior knowledge of the Doppler angle \(\alpha\) and does not require dividing by an estimated cross-section area. Equation (14) will result in the two solutions

\[ F = \frac{-B \pm \sqrt{B^2 - 4C}}{2} \]  

(15)

where

\[ B = \left( \frac{\Delta S \cdot \sum_{s_A} V_A - \Delta S \cdot \sum_{s_B} V_B}{\tan (2\theta)} \right) \]  

(16)

and

\[ C = \left( \Delta S \cdot \sum_{s_A} V_A \right) \left( \Delta S \cdot \sum_{s_B} V_B \right). \]  

(17)

However, in most applications, where the vessels are oriented nearly perpendicular to the imaging beam, it is simple to determine the correct solution by choosing the one corresponding to the larger angle \(\alpha\). In situations where the correct angle is ambiguous (\(\alpha \sim 45^\circ\)) method 1 could be used, or the correct solution could be determined from \textit{a priori} information.

2.3 Data acquisition and processing

The 2.5mm glass plate was inserted into a quasi-telecentric OCT scanner [41] in a Fourier domain OCT system [42]. A superluminescent diode centered at 1310nm with a FWHM of 75nm was used as the light source. A linear-in-wavenumber spectrometer [42] was used to project interference fringes onto a 1024-pixel InGaAs line-scan camera with a line rate of approximately 47 kHz. The system has an axial and lateral resolution of \(\sim 10 \mu\text{m}\) in tissue, depth range of 4.3 mm in air, and a roll-off of 6dB over 1.7 mm [42]. Doppler shifts were
calculated from phase differences between subsequent A-scans and a mean filter was applied in the complex domain to reduce noise.

2.4 Validation experiments

To compare the analysis methods over various Doppler angles, a capillary tube flow phantom with an outer diameter of 0.4 mm and an inner diameter of 0.3 mm was perfused with a 2% lipid suspension solution (Intralipid, Clayton, NC) using a syringe pump (NE-300 from New Era Pump Systems, Inc, Farmingdale NY) and imaged using the OCT system described above. The syringe pump perfused the tube at a constant flow rate of 0.83 $\mu$L/sec and B-scan images were acquired at various Doppler angles. For convenience, we plot by polar angle ($90^\circ - \alpha$). The experimental results were furthermore compared with simulated results which were generated as described above. After comparing analysis methods, method 2 was selected for further experimental validation. The technique was validated using the capillary phantom and in vivo.

Using the capillary and pump system described above, the absolute flow was measured at various flow rates set by the syringe pump ranging from 0.04 $\mu$L/sec to 1.50 $\mu$L/sec. Next, the capillary tube was rotated to various azimuthal and polar angles to verify that the flow rate measurement was orientation-independent. At each position, a 3-D structural image set was obtained in order to validate the capillary tube’s orientation.

To validate the technique for measuring blood flow in vivo, stage HH18 quail embryos’ yolk blood vessels were also imaged to measure absolute flow at a variety of locations in the vascular network. These vessels were chosen because they all reside on the surface of the yolk sac with no moving tissue underneath and hence we were able to avoid any potential tissue overlap between the three images. Embryos were cultured using a shell-less culture method and placed in an environmental OCT imaging chamber with controlled temperature ($38^\circ$C) and humidity to reproduce physiological conditions [14]. 714 B-scan images were acquired over the duration of approximately 8 seconds or approximately 30 heartbeats. Vessels were imaged at two different positions along their length to determine whether the flow measurement was consistent over the entire vessel. 3-D structural volumes were also acquired to compare the new absolute flow measurement technique to the traditional flow measurement, correction by measuring the vessel orientation using the 3-D image. Finally, vessels were imaged before and after bifurcations to verify that the combined smaller vessels’ flow after bifurcation equaled the parent vessel’s flow. For each vessel measurement, heart rates were roughly calculated using the FFT of the pulsatile flow measurement. The average flow was calculated over the course of the full 30 heartbeats.

3. Results

To compare the accuracy of the methods presented here, simulated data were generated at various polar angles and the values were input to Eq. (6), Eq. (7), and Eq. (15). These simulated results were then confirmed by imaging a capillary tube phantom with a constant flow rate at various polar angles. Flow rates were calculated from the phantom measurements using all methods and plotted together with the simulation results. As shown in Fig. 3(a), the straightforward analysis using Eq. (6) is accurate near $\alpha = 90^\circ$, but significantly overestimates the flow as the angle deviates from perpendicular. Methods 1 and 2 consistently measure the correct flow without bias, with method 1 and 2 deviating from the actual flow rate by an average of 6.4% and 2.7% respectively. Having determined that analysis method 2 results in a more precise measurement, the balance of the validation experiments were analyzed using this method.
Fig. 3. Simulated and measured flow rates in a capillary tube plotted against varying polar angles. A syringe pump perfused the capillary tube at a constant flow rate of 0.83μL/sec represented by the dotted line in both panels. (a) Flow rates calculated from the straightforward analysis utilizing Eq. (6) showing the increasing overestimation at larger polar angles. The results generated from the simulated data are represented by the solid black line. (b) Flow rates calculated using methods 1 and 2 showing unbiased flow measurement at all angles measured. The simulated data are identical to the constant flow rate line so they are both represented by a single black dotted line. All measured flow rates are represented as mean ± S.D. over 80 imaging frames.

The capillary tube flow phantom experiment for various flow rates was repeated three times and the means and standard deviations were obtained from the combined results (Fig. 4(a)). The linear fit to the data had a slope of 1.001 and a y-intercept of 0.008 indicating that the OCT measurements are consistent with flow rates set by the syringe pump. The measured flow rates varied from the actual flow rates by an average of 3.1%. The capillary tube phantom was then imaged under a constant flow rate of 0.83μL/sec at various azimuthal and polar angles of the tube. For each of these experiments, the angle was confirmed by obtaining a 3-D structural volume of the capillary tube at each position. The means and standard deviations of these experiments are shown in Fig. 4(b)-4(c). Both sets of data generate a trendline with negligible slope (<0.0001) and y-intercept of approximately 0.83 indicating a consistent flow measurement of 0.83μL/sec over the range of angles measured. The measured flow rates varied from the actual rate by an average of 1.7% and 2.4% for the azimuthal data sets and polar data sets respectively.
To validate the technique for measuring blood flow in vivo, yolk sac blood vessels from 9 quail embryos at the cardiac looping stage (Fig. 5(a)) were imaged and the time-averaged flow rates were calculated over 30 heart beats using analysis method 2. These measurements were compared with those obtained by the conventional technique of compensation by measuring vessel orientation from 3-D image volumes. 15 vessels were measured and compared using a scatter plot and a linear regression analysis was performed resulting in a slope of 0.98 (95% confidence intervals 0.92-1.05, R² = 0.989) (Fig. 5(c)). The majority of the Doppler angles of the selected vessels were around 10-15 degrees so when measured using the conventional 3-D method they did not suffer significantly from the uncertainties described in Fig. 1, so that they could be used as the gold standard for comparison.

Next, 11 embryonic vessels were imaged before and after bifurcations as shown in Fig. 5(b). The sum of the time-averaged flow in the two branch vessels (e.g. position B and C) were plotted against the time-averaged flow in the parent vessel (position A) resulting in a slope of 1.00 (95% confidence intervals 0.96-1.04, R² = 0.997) (Fig. 5(d)). Fifteen vessels were imaged at two different positions along their length to determine if the time-averaged flow measurement was consistent at different vessel positions and orientations (e.g. Figure 5(b), position B and B'). The linear regression of the comparison resulted in a slope of 0.94 (95% confidence intervals 0.86-1.02, R² = 0.985) (Fig. 5(e)). The variance observed in these three experiments can be explained by small biological variability, such as heart rate, during the imaging session. In addition to determining the average flow rate, the pulsatile flow rate profile can be obtained with high temporal resolution across the duration of multiple heart beats (Fig. 5(f)). Due to the fact that only a single B-scan is needed to measure the flow, the instantaneous flow rate can be determined at any point during the heart cycle allowing for the observation of systolic and diastolic dynamics without the need for real-time volumetric imaging.
4. Discussion

To generate two beams at different angles of incidence we utilized delay encoding. Delay encoding is a simple technique that can be applied to almost any free-space OCT scanner with little difficulty, simply by adding one optical element. This technique also ensures the two sub-beams are perfectly aligned at the focus, greatly simplifying alignment compared to other dual-beam approaches. However, this method does have some potential drawbacks, one of which is ensuring that the OCT system has enough axial imaging range to be capable of capturing all three images simultaneously. The pathlength delay caused by a glass plate of thickness D and index n produces three images spaced by a distance D(n-1)/2. This limitation becomes more serious if a vascular network over a range of depth is imaged, requiring longer separation between sub-images. The insertion of the glass plate could potentially generate a dispersion mismatch between the three sub-beams. However, the OCT system used did not have an exceptionally wide bandwidth and by our observation, the dispersion of the glass did not significantly influence the three images. Another limitation of...
delay encoding is the loss of sensitivity. The light is being broken into four different paths. The top and bottom satellite images, as shown in Fig. 2(b), are each resulting from 25% of the original incident light, while the center image results from 50% of the incident light. Less light results in less sensitivity and less depth penetration for each slice. This could be compensated by increasing the total light, however for some applications, such as retinal imaging, maximum exposure limits cannot be exceeded. Alternatively, other techniques which generate two imaging beams simultaneously could be used to calculate flow with less loss of light (50% instead of 25%). The analysis presented here could readily be applied to any technique that generates two properly-aligned illumination beams. It should be noted that even low-SNR OCT images can provide reasonably strong Doppler OCT signals, so this is not a strong limitation. Decreased SNR will increase phase noise which may decrease the precision of the flow measurements at larger angles where the phase difference becomes smaller, but this should not introduce bias, affecting accuracy.

Two methods for calculating instantaneous flow rates were presented here. The straightforward analysis expressed in Eq. (6) assumes a pixel by pixel correspondence of the two acquired images. However, this relies on the assumption that the two cross sectional images are interrogating exactly the same slice of the vessel, which is not true because of the angular separation between the probe beams. Two potential problems arise from this difference. The first is that the cross sectional area of the two slices can be different sizes. Secondly, the locations being interrogated are not necessarily identical between the two slices. The error these differences introduce is negligible at small Doppler angles, but quickly causes large overestimations of flow at larger angles as shown in Fig. 3(a). In addition, simulation results indicate that this overestimation is independent of the beam separation or the size of the vessel, therefore reducing the dual beam angle separation or imaging smaller vessels will not solve the problem.

The first way we overcame this error (Method 1) was to compensate for the influence of the different cross sectional areas on the flow by finding the mean velocities and projecting them onto a single cross-sectional area. This method assumes that the flow in the tube is in a single direction and that the tube is rigid. This method proved to be accurate over a wide range of Doppler angles in the flow phantom, and it may work reasonable well even when these conditions are not strictly met.

Although method 1 was shown to be accurate and reasonably precise, its reliance on the mean velocity is susceptible to segmentation errors, which decreases its precision (6.4% error in the phantom) compared with method 2 (2.7% error in the phantom). It can be seen in Fig. 3(b) that the error in method 1 is higher than method 2, and the errors are worse at higher angles. A small change the apparent area of either cross section, as measured by segmentation, will directly influence the mean velocities \( \bar{V}_T \) and \( \bar{V}_G \). Since the mean velocities are already close to one another, small errors will strongly propagate to the final flow calculation. For example, under a typical polar angle of 20°, a small segmentation inaccuracy around the vessel border (1% size change of the segmented area) can result in a 3.2% error in flow measurement. This inaccuracy increases with higher polar angles such that at an angle of 40 degrees the flow measurement could have an estimated error of up to 7.4%. This susceptibility to segmentation errors could become problematic for biological applications where the vessel boundary is more difficult to discern, and therefore difficult to measure by automated segmentation.

Method 2 approaches the flow measurement from a different direction. It does not require the assumption that the two measured images interrogate the identical slice, nor does it involve dividing by a measured cross-section area. This analysis is equally accurate as the other method and is very resistant to segmentation errors and therefore was used for the majority of validation work presented here. With method 2, a 1% area segmentation inaccuracy only results in a 0.1% error in the flow calculation.
segmentation errors originates from method 2 utilizing the summed velocities to determine the flow rather than the mean velocity. Segmentation errors tend to occur at the boundary of the vessel affecting the pixels with the smallest velocities. This segmentation error therefore has minimum impact on the summed velocities. The resistance of analysis method 2 to segmentation errors may allow the use of less computationally expensive segmentation approaches.

The primary limitation of method 2 is that it generates two solutions for a given measurement. For most cases it is straightforward to determine which of the solutions represents the correct flow measurement. The two flow rate solutions each also have an associated Doppler angle solution, and the two angles sum to 90°. Most applications of OCT blood flow imaging involve imaging vascular networks near tissue surfaces, which are nearly perpendicular to the imaging beam. Therefore, the solution with the larger angle will nearly always be the correct one. When the vessel being imaged approaches 45°, the two solutions and angles become very close to each other to the point that it becomes difficult to determine the correct one. In these cases, method 2 could be used to determine the flow, or a priori information may be obtainable to resolve the ambiguity. Occasionally, at angles near 45°, the solutions can be complex values due to noise in the measurements. This is due to the fact that when the two solutions are close to one another, the discriminant becomes very small, and therefore more susceptible to noise. In these rare occurrences we found that using the real component of the complex solution was a reasonable estimate.

Both methods rely on the assumptions that the vessel is rigid and that flow in the vessel is in one direction. The rigidity assumption guarantees that the flow is constant across both imaging planes, and the single-direction assumption is implicit when velocities are averaged in method 1, and is assumed in the formulation of method 2. However, these assumptions cannot always be met in biological applications where vessels can be tortuous. In these situations, the parallel assumption will be violated and will result in a small error for both methods. Using our simulated data, under a typical Doppler angle with a 3cm radius of curvature, the error resulting from the curvature is usually no more than 2% for both methods. The solution to minimize such errors is to keep the vessel of interest at the focus, thus minimizing the physical separation of the two imaging planes and the curvature between the two planes. The assumption that the vessel is rigid is generally valid on the time-scale and spatial scale of OCT imaging.

An additional assumption for the method presented here is that the plane formed by the two imaging beams is orthogonal to the B-scan direction. This orientation can easily be ensured by adjusting the position of the glass plate in the imaging beam when raster scanning patterns are used. Alternative scanning patterns such as circular or helical scanning are more challenging to ensure the two planes remain orthogonal to one another. A potential solution could involve rotating the glass within the sample arm in synchronization with the rotation of the B-scan, as has been previously demonstrated with a rotational Dove prism [35].

The method presented here relies on accurate calculation of the transverse velocity by the difference of two slightly angled Doppler images. This difference decreases with both increasing polar and azimuthal angles. The increasing angle results in a larger cross sectional area of the vessel, and therefore requiring a larger field of view. Additionally, the decreasing difference between the two Doppler images brings the value closer to the phase noise at higher angles. At larger polar angles where these issues become problematic, the original en-face method [36] would be a valid alternative for the determination of absolute flow. At larger azimuthal angles if the difference between the two sub-images approaches the phase noise, the scanning direction can be rotated 90 degrees to eliminate this problem.

Recently, Blatter et al have independently demonstrated an angle-independent method for measurement of absolute flow in retinal blood vessels using a very similar dual-angle Doppler OCT system [43]. That approach made use of two parallel beams that are focused on the same spot on the retina with a known angular separation, and are interrogated by two parallel
interferometers. These two interferometers generate two separate images with different Doppler shifts that are used to calculate flow using a method equivalent to what we described here as method 1. The measurements were validated by use of a capillary tube phantom perfused at a constant flow rate by a syringe pump. The velocity and flow were measured at various capillary tube orientations demonstrating the angle independence of the measurements. Measurements of velocity and flow were also demonstrated in vivo by measuring blood flow in a retinal artery. The measurements were averaged over one cardiac cycle and resulted in consistent flow measurements at various locations along the length of the artery at different vessel orientations. The technology presented by Blatter et al is very similar to the technology presented here, and results in an equivalent measurement. Both studies found the measurements to be valid and repeatable and provide strong support for the feasibility of orientation-independent measurement of absolute flow in small vessels using dual-angle Doppler OCT systems.

While this work made use of a spectral-domain OCT (SDOCT) system, the technique is equally applicable to swept-source (SSOCT) or time-domain OCT (TDOCT). In fact SSOCT and TDOCT are less limited by the significant axial range needed for delay encoding. The instrument used in this work was configured such that the sub-image separation distance was 0.625 mm. While sufficient for some applications, other target tissues may require a longer separation. In any particular case, the axial range of the OCT system must be long enough to accommodate the three sub-images. If the third sub-image is attenuated significantly by roll-off, then the phase noise will not be the same as the first sub-image. Additionally, in the case of inadequate separation distances, the static tissue from one of the three sub-images may overlap with the vessel cross section of another sub-image. Both the attenuation caused by the roll-off and the image overlap would be expected to increase noise, but not necessarily to bias the velocity or flow measurement. The technique is also not limited by choice of Doppler OCT processing algorithm. Any method that produces an accurate estimation of Doppler shift is sufficient.

The results of the validation experiments indicate that our proposed technique of orientation-independent absolute blood flow measurement using dual-angle Doppler OCT is accurate and robust. The measurement errors determined by the phantom experiments are very low compared to biological variability, so the technique is very applicable to in vivo experimentation. In vivo validation results indicate that accurate absolute flow can be obtained rapidly from single B-scans of microvasculature, including flow pulsatility. This technique will enable us to objectively assay hemodynamics in experimental models of congenital heart disease. Measurement of flow rates with high temporal resolution over multiple heartbeats will allow for the examination of beat to beat differences that may result from arrhythmias.

The technology presented here could also be applied to OCT imaging of retinal vasculature. OCT is already an important clinical tool for diagnosing retinal disease [44, 45]. Decreased retinal and choroidal blood flow has been shown to correlate with age related macular degeneration [46–48]. Glaucoma and diabetic macular edema have been shown to correlate with alterations to blood flow as well [49–52]. Incorporation of the flow measurement technique described here will allow for more precise real-time measurement of retinal blood flow.

In conclusion, we have demonstrated a Doppler OCT technique for absolute blood flow measurement that eliminates the need for volumetric data acquisition or vessel angle knowledge, allowing for rapid flow measurements from single B-scans. The rapid nature of this technique allows for visualization and measurement of pulsatile flow throughout the heart beat without the need for gating techniques or real-time volumetric imaging. The rapid nature and relative ease of implementation of the technique presented here may prove to be a powerful tool for future investigations of the role of blood flow in a variety of vascular models.
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