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1 Introduction and Preliminaries

Our focus in the present paper is on the solvability analysis of linear, time invariant delay differential-algebraic equations (DDAEs) of the form

$$E\dot{x}(t) = Ax(t) + Bx(t - \tau) + f(t), \quad \text{for all } t \in [0, \infty),$$

and the stability analysis of its associated homogeneous system

$$E\dot{x}(t) = Ax(t) + Bx(t - \tau), \quad \text{for all } t \in [0, \infty),$$

where $E, A, B \in \mathbb{R}^{\ell,n}$, $x : [-\tau, \infty) \to \mathbb{R}^n$, $f : [0, \infty) \to \mathbb{R}^\ell$, and $\tau > 0$ is a constant delay.
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DDAEs of the form (1) can be considered as a general combination of two important classes of dynamical systems, namely differential-algebraic equations (DAEs)

\[ E\dot{x}(t) = Ax(t) + f(t),\]  

(3)

where the matrix \( E \) is allowed to be either non-square (\( \ell \neq n \)) or singular (\( \det E = 0 \)), and delay-differential equations (DDEs)

\[ \dot{x}(t) = Ax(t) + Bx(t - \tau) + f(t).\]  

(4)

Due to the broad range of applications of both DAEs and DDEs, DDAEs have been arisen in various applications, see [1,8,20,29,33] and the references therein. From the theoretical viewpoint, since DDAEs are matrix delay differential equations coupled with matrix difference equations, the study for such systems is much more complicated than that for standard DDEs or DAEs. The dynamics of DDAEs, therefore, has been strongly enriched, and many interesting properties, which occur neither for DAEs nor for DDEs, have been observed [9,12,15,19]. Due to these reasons, recently more and more attention has been devoted to DDAEs, [10,13,18,19,25,29,31,24].

For both DAEs and DDEs, the structure of their matrix coefficients always play a very important role in the solvability/stability analysis. It is well known, that for DDEs of the form (4), stability properties of the solution are closely related to spectral conditions of the matrix triple \((I, A, B)\), see [20]. From the DAE side, not only the stability of (3) depends on spectral conditions of the matrix pencil \(\lambda E - A\) but also the solvability is connected to the regularity of this pencil, see Definition 3 below. Consequently, both the solvability and the stability of DDAEs are usually discussed under the regularity assumption of this pencil, see e.g., [1,8,10,13,25,29,31,33] and the references therein. Only a few results for DDAEs have been achieved when the pencil \(\lambda E - A\) is singular, see e.g., [9,15,19]. This paper aims to fill in this gap.

The short outline of this work is as follows. After some notations and auxiliary lemmas, in Section 2 we construct the condensed form for couples of matrix polynomials. This form allows us to study the solvability of system (1) via the structure of the matrix triple \((E, A, B)\). The existence and uniqueness of the solution to (1) is, therefore, linked with spectral conditions of (1). Moreover, the presented approach allows further theoretical investigation on more general systems, for example, systems with high order derivatives of both \(x(t)\) and \(x(t - \tau)\), or systems with either no solution or multiple solutions, etc. In Section 3 we first demonstrate that the eigenvalue-based approach is not always suitable to analyze the stability of high index DDAEs, and therefore, either an index reduction procedure or a new stability concepts must be considered. In this section, a new concept of weakly exponential stability is proposed. Finally, in Section 4 we analyze both the solvability and stability of DDAEs whose matrix coefficients pairwise commute.

In the following we denote by \(\mathbb{N} (\mathbb{N}_0)\) the set of natural numbers (including 0), by \(\mathbb{R} (\mathbb{C})\) the set of real (complex) numbers and \(\mathbb{C}_- := \{\lambda \in \mathbb{C} \mid \Re \lambda < 0\}\). By \(\| \cdot \|\) we denote a norm in \(\mathbb{R}^n\), by \(\mathbb{R}^{\ell \times n}\) the real matrices of size \(\ell \times n\) and by
I (I_n) the identity matrix (of size n × n). As usual x^{(j)} is the j-th derivative of a function x.

For 0 ≤ p ≤ ∞, the set $C^p([-\tau, 0], \mathbb{R}^n)$ denotes the space of p-times continuously differentiable functions from $[-\tau, 0]$ to $\mathbb{R}^n$. These spaces are equipped with the norm $\|\cdot\|_{C^p}$ defined by $\|\varphi\|_{C^p} := \sum_{i=0}^{p} \sup_{t \in [-\tau, 0]} \|\varphi^{(i)}(t)\|$ to form a Banach space. For $p = 0$, we adopt the notation $C([-\tau, 0], \mathbb{R}^n)$ with the norm $\|\cdot\|_{\infty} := \|\cdot\|_{C^0}$.

To achieve uniqueness of solutions, analogous to the theory of DDEs, for DDAEs of the form (1) one typically has to prescribe an initial function, which takes the form

$$x|_{[-\tau, 0]} = \varphi : [-\tau, 0] \to \mathbb{R}^n.$$  

(5)

For the DAE (3) (resp. the DDE (4)), one frequently uses the concept of classical solutions, i.e., functions which are continuously differentiable and satisfy (3) (resp. (4)) pointwise, see e.g. [3,5]. However, there is no clear reason why $E(0)\dot{x}(0)$ which arises in (1) should be equal to $E(0)\dot{\varphi}(0^-)$. Furthermore, for DDAEs, it has been observed in [2,8,16] that a discontinuity of $\dot{x}$ at $t = 0$ may propagate with time, and typically $\dot{x}$ is discontinuous at every point $j\tau$, $j \in \mathbb{N}_0$. To deal with this property of DDAEs, we use the following solution concept.

**Definition 1** A function $x : [-\tau, \infty) \to \mathbb{R}^n$ is called a piecewise differentiable solution of (1), if $Ex$ is piecewise continuously differentiable, $x$ is continuous and satisfies (1) at every $t \in [0, \infty) \setminus \bigcup_{j \in \mathbb{N}_0} \{j\tau\}$. Throughout this paper whenever we speak of a solution, we mean a piecewise differentiable solution. Notice that, like DAEs, DDAEs are not solvable for arbitrary initial conditions, but they have to obey certain consistency conditions.

**Definition 2** An initial function $\varphi$ is called consistent with (1) if the associated initial value problem (IVP) (1), (5) has at least one solution. System (1) is called solvable (resp. regular) if for every consistent initial function $\varphi$, the associated IVP (1), (5) has a solution (resp. has a unique solution).

**Definition 3** Consider the DDAE (1). The matrix triple $(E, A, B)$ is called regular if the (two variable) characteristic polynomial $\mathfrak{P}(\lambda, \omega) := \det(\lambda E - A - e^{-\omega \tau} B)$ is not identically zero. If, in addition, $B = 0$ we say that the matrix pair $(E, A)$ (or the pencil $\lambda E - A$) is regular. The sets $\sigma(E, A, B) := \{\lambda \in \mathbb{C} \mid \det(\lambda E - A - e^{-\lambda \tau} B) = 0\}$, $\rho(E, A, B) = \mathbb{C} \setminus \sigma(E, A, B)$ are called the spectrum and the resolvent set of (1), respectively.

2 Solvability analysis of linear DDAEs

There is one well-known fact in the theory of DAEs, see e.g. [5,23], that the DAE (3) is uniquely solvable if and only if the matrix pair $(E, A)$ is regular.
If this is the case, one can write down explicitly the solution's formula for (7). Because of this reason, previous works on DDAEs usually consider the case where the pair \((E, A)\) is regular. However, in general system (1) can be uniquely solvable without the regularity of the pair \((E, A)\), for example the system

\[
\begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} = \begin{bmatrix}
0 & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
x_1(t - \tau) \\
x_2(t - \tau)
\end{bmatrix} + \begin{bmatrix}
f_1(t) \\
f_2(t)
\end{bmatrix}, \quad \text{for all } t \in [0, \infty).
\]

Therefore, one may expect, that the necessary and sufficient condition for the existence and uniqueness of a solution to (1) is the regularity of the matrix triple \((E, A, B)\). This section aims to provide an answer for this question, which has only been rarely considered in literature, [9]. Rather than working directly with three matrices, we perform the behavior approach [27], in order to rewrite the considered system in a new form that contains only two matrix polynomials. Then, we analyze the structure of these two matrix polynomials in order to read off the solvability of (1). Notice that, even though the behavior approach has been extensively studied for both DAEs and DDEs [14,27], it has not been considered for DDAEs. Furthermore, in order to perform this method, it is needed to consider a solution \(x\) within the space of infinitely smooth functions, i.e. \(C^\infty([0, \infty), \mathbb{R}^n)\). Thus, only within this section, we assume that \(x|_{[0, \infty)} \in C^\infty([0, \infty), \mathbb{R}^n)\).

For the sake of completeness, we study the general system

\[
A_k x^{(k)}(t) + \ldots + A_0 x(t) = B_v x^{(\kappa)}(t - \tau) + \ldots + B_0 x(t - \tau) + f(t), \quad \text{for all } t \in [0, \infty), \tag{6}
\]

where the coefficients satisfy \(A_i \in \mathbb{R}^{t,n}, B_j \in \mathbb{R}^{t,n}, i = k, \ldots, 0, j = \kappa, \ldots, 0\). Let \(\mathcal{P}(\lambda) := A_k \lambda^k + \cdots + A_1 \lambda + A_0,\) and \(\mathcal{Q}(\lambda) := B_v \lambda^\kappa + \cdots + B_1 \lambda + B_0,\) we first rewrite system (6) in the behavior form

\[
\mathcal{P} \left( \frac{d}{dt} \right) x(t) = \mathcal{Q} \left( \frac{d}{dt} \right) x(t - \tau) + f(t), \quad \text{for all } t \in [0, \infty). \tag{7}
\]

We notice that the characteristic polynomial is \(\mathfrak{P}(\lambda, \omega) := \det(\mathcal{P}(\lambda) - \omega \mathcal{Q}(\lambda)).\) A matrix polynomial \(\mathcal{M} \in \mathbb{R}[\xi]^{n \times n}\) is called unimodular if \(\det(\mathcal{M})\) is a non-zero constant. Similar to the singular value decomposition of a matrix, there exists a Smith canonical form for matrix polynomials.

**Proposition 1** (Smith canonical form [27]) Let \(\mathcal{P} \in \mathbb{R}[\xi]^{t \times n}.\) Then there exist unimodular matrix polynomials \(\mathcal{U} \in \mathbb{R}[\xi]^{t \times t}\) and \(\mathcal{V} \in \mathbb{R}[\xi]^{n \times n}\) such that

\[
\mathcal{U} \mathcal{P} \mathcal{V} = \begin{bmatrix}
\text{diag}(p_1, p_2, \ldots, p_r) & 0^{r \times (n-r)} \\
0^{(t-r) \times t} & 0^{(t-r) \times (n-r)}
\end{bmatrix}
\]

with \(p_1, p_2, \ldots, p_r \in \mathbb{R}^{1 \times 1}[\xi]\) are monic, i.e., their leading coefficients are equal to 1, and \(p_k\) divides \(p_{k+1}\) for \(k = 1, 2, \ldots, r.\)

Now we construct the condensed form of matrix polynomial pairs in the next theorem.
Theorem 1  For any matrix polynomial pair \((P, Q) \in (\mathbb{R}[\xi]^{l \times n})^2\), there exist unimodular matrix polynomials \(U \in \mathbb{R}[\xi]^{l \times l}, V \in \mathbb{R}[\xi]^{n \times n}\) such that

\[
UPV = \begin{bmatrix}
\Sigma_p 0^* 0^* \ldots 0^* \\
0^* \ldots 0^* \\
\vdots \\
0^* \ldots 0^* \\
\Sigma_j 0^{a_i} \\
\vdots \\
0^{v_j}
\end{bmatrix}, \quad UQV = \begin{bmatrix}
\Sigma_q 0^* 0^* \ldots 0^* \\
0^* \ldots 0^* \\
\vdots \\
0^* \ldots 0^* \\
\Sigma_{q-1}^* \ldots 0^* \\
\vdots \\
0^* \ldots 0^* \\
\Sigma_1^* \\
0^*
\end{bmatrix},
\]

(8)

where

\[
\Sigma_j = \begin{bmatrix}
p_{j,1} \\
\vdots \\
p_{j,r_j}
\end{bmatrix}
\]

with monic polynomials \(p_{j,1}, p_{j,2}, \ldots, p_{j,r_j}\) on the main diagonal.

Proof  The proof is obtained by a constructive way based on the condensed form approach proposed in [6,7]. Consider the recursive procedure:

Initial: Let \((P_1, Q_1) = (P, Q) \in (\mathbb{R}[\xi]^{l \times n})^2\) and set \(i = 1\).

Step 1. Letting \(U_1, V_1\) be unimodular matrix polynomials that produce the Smith form of \(P_1\) and partitioning \(U_1Q_1V_1\) conformably, we get

\[
P_2 := U_1P_1V_1 = \begin{bmatrix}
\Sigma 0 \\
0 0
\end{bmatrix}, \quad Q_2 := U_1Q_1V_1 = \begin{bmatrix}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{bmatrix}.
\]

If \([Q_{21} Q_{22}] = 0\) then \textbf{Stops}, otherwise proceed to Step 2.

Step 2. Now we consider the Smith canonical form of \([Q_{21} Q_{22}]\). Let \(U_2, V_2\) be unimodular matrix polynomials such that

\[
U_2 [Q_{21} Q_{22}] V_2 = \begin{bmatrix}
0 \Sigma_i \\
0 0
\end{bmatrix}, \quad a_i \text{ rows} \\
v_i \text{ rows}
\]

where \(\Sigma_i\) is of the form \([9]\) whose elements on the main diagonal are monic polynomials. Here \(a_i, v_i\) are sizes of the block rows. Set

\[
U_2 := \begin{bmatrix}
I & 0 \\
0 & U_2
\end{bmatrix}, \quad P_3 := U_2P_2V_2 = \begin{bmatrix}
\tilde{P}_{11} & \tilde{P}_{12} \\
0 & 0
\end{bmatrix}, \quad Q_3 := U_2Q_2V_2 = \begin{bmatrix}
\tilde{Q}_{11} & \tilde{Q}_{12} \\
0 & \Sigma_i \\
0 & 0
\end{bmatrix},
\]

increase \(i\) by 1 and repeat the process from Step 1 by applying unimodular transformations for the pair \((\tilde{P}_{11}, \tilde{Q}_{11})\) with appropriate embedding to the complete matrix polynomial pair.

End.
Clearly, this procedure terminates after a finite number of iterations since \( \sum_{i \geq 1} a_i \leq n \). Thus, we arrive at the matrix polynomial pair \((\tilde{P}, \tilde{Q})\) where

\[
\tilde{P} := \begin{bmatrix}
\Sigma_P & 0 & \cdots & 0 \\
0 & \cdots & 0 & \Sigma_P \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \Sigma_P \\
0 & \cdots & 0 & 0
\end{bmatrix},
\tilde{Q} := \begin{bmatrix}
\Sigma_{Q11} & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \Sigma_{Q11} \\
0 & \cdots & 0 & 0
\end{bmatrix}.
\]

Permuting the 4th, 6th, 8th, \ldots block rows to the end, we then have \((\tilde{P}, \tilde{Q})\). \(\Box\)

Notice that, due to the appearance of \(\mathcal{V}\), we have to assume that an initial function \(x|_{[-\tau, 0]}\) is as smooth as needed. Then, Theorem 1 applied to the DDAE \((7)\) gives us the following result.

**Theorem 2** Consider the DDAE \((7)\) and assume that an initial function \(x|_{[-\tau, 0]}\) is sufficiently smooth. Then system \((7)\) is equivalent (in the sense that there is a bijective mapping between the solution spaces via a unimodular matrix polynomial) to the following system

\[
\begin{bmatrix}
\Sigma P & 0 & P_{13} \\
0 & 0 & P_{23} \\
0 & 0 & P_{33}
\end{bmatrix}
\begin{bmatrix}
y_1(t) \\
y_2(t) \\
y_3(t)
\end{bmatrix}
= \begin{bmatrix}
Q_{11} & Q_{12} & Q_{13} \\
0 & 0 & Q_{23} \\
0 & 0 & Q_{33}
\end{bmatrix}
\begin{bmatrix}
y_1(t-\tau) \\
y_2(t-\tau) \\
y_3(t-\tau)
\end{bmatrix}
+ \begin{bmatrix}
f_1 \\
f_2 \\
f_3
\end{bmatrix},
\tag{10}
\]

where \(\Sigma P\) is as in \((8)\), \(P_{23}, P_{33}, Q_{13}\) are block upper triangular with zero diagonal blocks, and \(Q_{23}\) is block upper triangular with diagonal blocks of the form \((9)\).

**Proof** Consider the matrix polynomial pair \((P, Q)\) associated with the DDAE \((7)\), we apply Theorem 1 to get two unimodular matrix polynomials \(U, V\) such that \((U \mathcal{P} V, U \mathcal{Q} V)\) takes the form \((8)\). Changing the variable \(x = \mathcal{V}(\frac{d}{dt}) y\), and scaling the system \((7)\) with \(U\), it immediately leads to \((10)\). \(\Box\)

To illustrate the applicability of Theorem 1 in the solvability analysis of the DDAE \((7)\), we consider two following examples.

**Example 1** Consider the following DDAE on the time interval \([0, \infty)\)

\[
\begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t)
\end{bmatrix}
= \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t)
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t-\tau) \\
x_2(t-\tau) \\
x_3(t-\tau)
\end{bmatrix}
+ \begin{bmatrix}
f_1(t) \\
f_2(t) \\
f_3(t)
\end{bmatrix}.
\]

First we rewrite the system in the matrix polynomial form

\[
\begin{bmatrix}
0 & -1 & \frac{d}{dt} \\
0 & 0 & -1 \\
0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t)
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t-\tau) \\
x_2(t-\tau) \\
x_3(t-\tau)
\end{bmatrix}
+ \begin{bmatrix}
f_1(t) \\
f_2(t) \\
f_3(t)
\end{bmatrix}.
\tag{11}
\]
Theorem 1 applied to (11) terminates after two steps as follows:

Step 1: $U_1 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & -1 & 0 \\ 1 & \lambda & 1 \end{bmatrix}$, $V_1 = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}$, $P_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}$, $Q_3 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 0 & \lambda \end{bmatrix}$.

Step 2: $U_2 = V_1 = I_3$, $P_3 = P_2$, $Q_3 = Q_2$.

The transformed system (10), therefore, is

$$
\begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} y_1(t) \\ y_2(t) \end{bmatrix} = \begin{bmatrix} 0 & -1 \\ 1 & -1 \end{bmatrix} y_3(t - \tau) + \begin{bmatrix} f_3(t) \\ -f_2(t) \end{bmatrix},
$$

$$
0 = \frac{d}{dt} y_3(t - \tau) + f_1(t) + \frac{d}{dt} f_2(t) + f_3(t),
$$

where $x = V_1 V_2 y = [y_3 \ y_1 \ y_2]$. Clearly, this system gives us an explicit solution to $y$, and hence, we obtain the solution $x$ to (11).

**Example 2** Consider the following DDAE on the time interval $[0, \infty)$

$$
\begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \frac{d}{dt} \begin{bmatrix} \dot{x}_1(t) \\ \dot{x}_2(t) \\ \dot{x}_3(t) \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} x_1(t) \\ x_2(t) \\ x_3(t) \end{bmatrix} + \begin{bmatrix} 0 & -1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} x_1(t - \tau) \\ x_2(t - \tau) \\ x_3(t - \tau) \end{bmatrix} + \begin{bmatrix} f_1(t) \\ f_2(t) \\ f_3(t) \end{bmatrix}. \tag{12}
$$

Theorem 1 applied to (11) terminates after two steps as follows:

Step 1: $U_1 = \begin{bmatrix} -1 & 0 & 0 \\ -\lambda & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$, $V_1 = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}$, $P_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}$, $Q_3 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & \lambda \\ 0 & 0 & 1 \end{bmatrix}$.

Step 2: $U_2 = I_3$, $V_2 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix}$, $P_3 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}$, $Q_3 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & \lambda \\ 0 & 0 & 1 \end{bmatrix}$.

We notice that $x = V_1 V_2 y = y$, and hence, the transformed system (10) is

$$
\begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \frac{d}{dt} \begin{bmatrix} x_1(t) \\ x_2(t) \\ x_3(t) \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} x_1(t - \tau) \\ x_2(t - \tau) \\ x_3(t - \tau) \end{bmatrix} + \begin{bmatrix} -f_1(t) \\ -f_2(t) \\ f_3(t) \end{bmatrix}. \tag{13}
$$

Clearly, the last equation of this system gives us an explicit solution to $x_3(t)$. Inserting it into the second equation one can solve $x_2$. Finally, the component $x_1$ can be freely chosen, which can be reinterpreted as an input, while the first equation is in fact only the consistency condition for an inhomogeneity.

Making use of the transformed system (10), we deduce the solvability properties of the DDAE (7) as follows.

**Corollary 1** Consider the DDAE (7) and the transformed system (10). Then the following claims hold.

i) The component $y_3$ is fixed by the equation

$$
P_{23}(\frac{d}{dt})y_3(t) = Q_{23}(\frac{d}{dt})y_3(t - \tau) + f_2(t). \tag{13}
$$
ii) The third equation of (10) provides only consistency conditions for \( f_3 \).

iii) The second component \( y_2 \) can be freely chosen, so it will be reinterpreted as an input.

**Proof** Rewrite equation (13) in the explicit form, we have

\[
\begin{bmatrix}
0 & \ldots & 0
\end{bmatrix}
\begin{bmatrix}
y_3(t)
\end{bmatrix} =
\begin{bmatrix}
\Sigma_q & \ldots & *
\end{bmatrix}
\begin{bmatrix}
y_3(t - \tau) + f_2(t).
\end{bmatrix}
\]

Partition \( y_3(t) \) conformably as \( y_3(t) = [z_q(T) \ z_{q-1}(T) \ \ldots \ z_1(T)]^T \), we can recursively solve for the components \( z_1, z_2, \ldots, z_q \), and hence \( y_3 \) is fixed. The remaining assertions are straightforward. \( \square \)

Another important contribution of the condensed form (8) is to point out the relation between the unique solvability of system (7) and its spectral property, as stated in the following corollary.

**Corollary 2** Assume that an initial function associated with the DDAE (7) is consistent and sufficiently smooth. Then system (7) has a unique piecewise solution if and only if the characteristic polynomial \( \det(P(\lambda) - \omega Q(\lambda)) \) is not identically zero.

**Proof** Due to Corollary 1, system (7) has a unique piecewise solution if and only if in system (10), the second block column and the last block row do not appear. In this case, the DDAE (7) is of square size and

\[
\det(U) \det(P(\lambda) - \omega Q(\lambda)) \det(V) = \det \left( \begin{bmatrix}
\Sigma_p - \omega Q_{11} & P_{13} - \omega Q_{13} \\
0 & P_{23} - \omega Q_{23}
\end{bmatrix} \right).
\]

Therefore,

\[
\det(U) \det(P(\lambda) - \omega Q(\lambda)) \det(V)
= \det(\Sigma_p - \omega Q_{11}) \det \left( \begin{bmatrix}
-\omega \Sigma_q & * & \ldots & * \\
-\omega \Sigma_{q-1} & * & \ldots & * \\
\vdots & \ddots & \ddots & \vdots \\
-\omega \Sigma_1 & & \ddots & -\omega \Sigma_1
\end{bmatrix} \right)
= \det(\Sigma_p - \omega Q_{11}) \prod_{i=1}^{q} \det(-\omega \Sigma_i).
\]

Since \( U, V \) are unimodular, their determinants are nonzero constants, and hence, we obtain the desired result. \( \square \)

Applying Corollary 2 to system (1), the following corollary is evident.

**Corollary 3** Assume that an initial function \( x_{[-\tau,0]} \) is consistent and sufficiently smooth. Then the DDAE (1) is uniquely solvable if and only if the matrix triple \( (E, A, B) \) is regular.
Remark 1 We notice that the behaviour method presented in this section is useful for analyzing the theoretical solvability of (1). In fact, due to the author’s knowledge, till now this is the first time that the solvability of (1) can be thoroughly analyzed in the case that the matrix pair \((E, A)\) is non-regular. Nevertheless, it is not good enough for the numerical computation of the solution, due to the fact that applying Smith form may reduce an index, and therefore, the complexity of the problem itself. Another reason is that, in order to use the behaviour approach, one needs to assume that the unknown function \(x\) to be infinitely differentiable, \(15\). This obstacle can be overcome under the consideration of the distributional solution concept, but it may happen that the solution to a new system is no longer the classical solution to the original problem, \(12\).

3 Stability analysis of DDAEs

In this section, we study the stability analysis of (2). As usual, we assume that the considered system is regular, i.e., for any consistent initial function \(\varphi\), there exists a unique solution \(x(t)\). Recall that Corollary \(3\) implies that the necessary condition for the regularity of system (2) is the non-emptiness of the resolvent set \(\rho(E, A, B)\). Now let us recall one important result for linear homogeneous DDEs, taken from \(20\).

**Proposition 2** Consider a linear homogeneous DDE of the form

\[
\dot{x}(t) = Ax(t) + Bx(t - \tau), \quad \text{for all } t \in [0, \infty).
\]

Then it is exponentially stable if and only if \(\sigma(I, A, B) \subseteq C_{-}\).

In comparison with DDEs, to introduce a new concept of exponential stability for the DDAE (2), the first and most natural idea would be adding a consistency assumption on an initial function \(\varphi\), see e.g. \(25\). We rephrase it in the next definition.

**Definition 4** The null solution \(x = 0\) of the DDAE (2) is called exponentially stable if there exist positive constants \(\delta\) and \(\gamma\) such that for any consistent initial function \(\varphi \in C([-\tau, 0], \mathbb{R}^n)\), the solution \(x = x(t, \varphi)\) of the corresponding IVP to (2) satisfies

\[
\|x(t)\| \leq \delta e^{-\gamma t}\|\varphi\|_{\infty}, \quad \text{for every } t \geq 0.
\]

For the exponential stability of DDAEs, let us recall one important result presented in \(12\).

**Proposition 3** Assume that the DDAE (2) has the same solution set as the so-called strangeness-free formulation, which takes the form

\[
\begin{bmatrix}
E_1 & 0 \\
A_1 & A_2
\end{bmatrix} \dot{x}(t) = \begin{bmatrix}
B_1 \\
B_2
\end{bmatrix} x(t - \tau), \quad \text{for all } t \in [0, \infty), \quad (14)
\]
where \( \begin{bmatrix} E_1 \\ A_2 \end{bmatrix} \in \mathbb{R}^{n,n} \) is nonsingular. Then, (2) is exponentially stable if and only if \( \sigma(E, A, B) \subseteq \mathbb{C}^- \).

However, inherited from DAE theory, the solution \( x(t) \) usually depends not only on \( x(t - \tau) \) but also on its derivatives \( \dot{x}(t - \tau), \ldots, x^{(\mu)}(t - \tau) \), for some \( \mu \in \mathbb{N} \), which is called the strangeness-index of system (1). Therefore, Proposition 2 is no longer valid for general high-index DDAEs. We demonstrate this fact in the following example.

**Example 3** Consider the following DDAE on the time interval \([0, \infty)\)

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t) \\
\dot{x}_3(t)
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t)
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t - \tau) \\
x_2(t - \tau) \\
x_3(t - \tau)
\end{bmatrix}.
\]  
(15)

Taking derivative of \( x_3(t) \) from the third equation, and substituting it into the second one, we obtain a new system

\[
\begin{align*}
\dot{x}_1(t) &= -x_1(t), \\
0 &= x_2(t) - \dot{x}_1(t - \tau), \\
0 &= x_3(t) - x_1(t - \tau).
\end{align*}
\]  
(16a, 16b, 16c)

Clearly, (16b) implies that system (15) is not stable, since on the interval \([0, \tau]\) we have \( x_2(t) = \dot{x}_1(t - \tau) \). Nevertheless, one can directly verify that the spectrum \( \sigma(E, A, B) \) is \( \sigma(E, A, B) = \{ -1 \} \subseteq \mathbb{C}^- \).

Besides that, the existence of a solution \( x \) is obtained when an initial function \( \varphi \) belongs to the space \( C^1([-\tau, 0], \mathbb{R}^n) \). If this is the case, the solution of system (15) is

\[
\begin{align*}
x_1(t) &= e^{-t}\varphi(0), \quad \text{for all } t \in [0, \infty), \\
x_2(t) &= \begin{cases}
\varphi_1(t), & \text{for all } t \in [0, \tau], \\
-e^{-(t-\tau)}\varphi(0), & \text{for all } t \in [\tau, \infty),
\end{cases} \\
x_3(t) &= \begin{cases}
\varphi_1(t - \tau), & \text{for all } t \in [0, \tau], \\
e^{-t}\varphi(0), & \text{for all } t \in [\tau, \infty).
\end{cases}
\end{align*}
\]

Thus, for the Euclidean norm \( \|\cdot\|_2 \) and \( \varphi \in (C^1([-\tau, 0], \mathbb{R}^n), \|\cdot\|_{C^1}) \) we obtain the following estimation

\[
\|x(t)\|_2 \leq 3e^{\tau}e^{-t}\|\varphi\|_{C^1}.
\]

Example 3 raises two questions. Firstly, for which type of DDAEs, the condition \( \sigma(E, A, B) \subseteq \mathbb{C}^- \) still implies the exponential stability of the system. Secondly, for DDAEs of high-index, how to generalize the stability concept by reducing the phase space of initial functions in such a way that systems like (15) are still exponentially stable.
Definition 5 The DDAE (1) is called non-advanced (or impulse-free) if for any function \( f \in C^\infty([0, \infty), \mathbb{R}^n) \) and any consistent initial function \( \varphi \in C([-\tau, 0], \mathbb{R}^n) \), there exists a unique solution \( x \) to the IVP (1), (5).

The following lemma, taken from [19], gives a strangeness-free formulation for DDAEs.

Lemma 1 Consider the DDAE (2). Furthermore, assume that the IVP (2), (5) has a unique solution for every consistent initial function \( \varphi \). Moreover, assume that the DDAE (2) is non-advanced. Then (2) can be transformed to the strangeness-free formulation (14).

Combine Proposition 3 and Lemma 1, we obtain the following theorem, which completely characterizes the exponential stability of the DDAE (2).

Theorem 3 Consider the linear, homogeneous DDAE (2). Then, (2) is exponentially stable if and only if the following assertions hold.

i) The DDAE (2) is non-advanced.

ii) The spectrum \( \sigma(E, A, B) \) lies entirely on the left half plane.

Now let us move to the second question mentioned above. Example 3 motivates a new concept of exponential stability for DDAE.

Definition 6 The null solution \( x = 0 \) of the DDAE (2) is called \( C^p \)-weakly exponentially stable (\( C^p \)-w.e.s) if there exist an integer \( 0 \leq p \leq \infty \) and positive constants \( \delta \) and \( \gamma \) such that for any consistent initial function \( \varphi \in C^p([-\tau, 0], \mathbb{R}^n) \), the solution \( x = x(t, \varphi) \) of the corresponding IVP for (2) satisfies

\[
\|x(t)\| \leq \delta e^{-\gamma t} \|\varphi\|_{C^p}, \quad \text{for all } t \geq 0.
\]

Clearly, system (15) fits perfectly into this definition, where \( \delta = 3e^\tau \) and \( \gamma = 1 \). Notice that the (classical) exponential stability is exactly \( C^0 \)-w.e.s. Furthermore, even though \( C^p \)-w.e.s. has been considered for ODEs and PDEs as well, till now we are not aware of any reference for DDAEs.

Theorem 4 Consider the DDAE (2) and assume that the matrix triple \((E, A, B)\) is in the block upper triangular form

\[
(E, A, B) = \begin{pmatrix}
I & E_2 \\
N & 0
\end{pmatrix}, \quad
\begin{pmatrix}
A_1 & A_2 \\
0 & I
\end{pmatrix}, \quad
\begin{pmatrix}
B_1 & B_2 \\
0 & B_4
\end{pmatrix},
\]

(18)

where the matrix \( N \) is nilpotent of nilpotency index \( \nu \). Moreover, suppose that the matrices \( N \) and \( B_4 \) commute. Then the DDAE (2) is \( C^\nu \)-w.e.s. if and only if the spectrum \( \sigma(E, A, B) \) satisfies \( \sigma(E, A, B) \subseteq \mathbb{C}_{-\gamma} \).

Proof Partitioning the variable \( x \) appropriately, we can decompose the DDAE (2) as follows.

\[
\dot{x}_1(t) = A_1 x_1(t) + B_1 x_1(t - \tau) + (-E_2 \dot{x}_1(t) + A_2 x_2(t) + B_2 x_2(t - \tau)),
\]

\[
N \dot{x}_2(t) = x_2(t) + B_4 x_2(t - \tau), \quad \text{for all } t \in [0, \infty).
\]
Notice that \( \sigma(E, A, B) = \sigma(I, A_1, B_1) \cup \sigma(N, I, B_4) \), and hence, the condition that \( \sigma(E, A, B) \) is a subset \( \mathbb{C}_- \) guarantees that both \( \sigma(I, A_1, B_1) \) and \( \sigma(N, I, B_4) \) are also subsets of \( \mathbb{C}_- \). As will be seen later in Theorem 7, the commutativity of \( N \) and \( B_4 \), along with the spectral condition \( \sigma(N, I, B_4) \subseteq \mathbb{C}_- \), imply that the solution \( x_2 \) to the corresponding IVP of (19) is \( C^\infty \)-w.e.s. Hence, \( x_1 \) is also \( C^\infty \)-w.e.s. for \( |\gamma| < 1 \).

Example 4 Consider the following DDAE

\[
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix}
= \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 \\
-\gamma & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t-1) \\
x_2(t-1)
\end{bmatrix},
\text{for all } t \in [0, \infty). \tag{19}
\]

where \( \gamma \neq 0 \) is a real parameter. Direct computation turns out that \( N = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \) and \( B_4 = \begin{bmatrix} 0 & 0 \\ -\gamma & 0 \end{bmatrix} \) do not commute. The spectrum of (19) is the solution set of the equation \( 1 - \gamma \lambda e^{-\lambda} = 0 \), or equivalently, \( -\lambda e^{-\lambda} = 1/\gamma \). Making use of the Lambert \( \mathcal{W} \) function one can compute \( \lambda \) from the above equation. It turns out that for \( \gamma = 0.5 \) there are many eigenvalues \( \lambda \) of (19) with positive real parts, see Figure 1. Thus, \( \sigma(E, A, B) \not\subseteq \mathbb{C}_- \). On the other hand, system (19) written in details yields that \( x_2(t) = \gamma x_1(t-\tau) \) and \( x_1(t) = \gamma \dot{x}_1(t-\tau) \), and hence (19) is \( C^\infty \)-w.e.s. for any \( |\gamma| < 1 \).

![Fig. 1: Real part of eigenvalues of (19), where \( \gamma = 0.5 \).](image)
4 DDAEs with commutative coefficients

This section is devoted to DDAEs whose the matrix coefficients pairwise commute. We will focus on the explicit representation of the solution to the DDAE $E_1$ and the stability of the associated homogeneous DDAE $E_2$. Similar to the case of DAEs, one can transform the DDAE $E_1$ by employing globally equivalent transformations defined as follows.

**Definition 7** Two triples of matrices $(E_1, A_1, B_1)$ and $(E_2, A_2, B_2)$ in $(C^{\ell,n})^3$ are called (globally) equivalent if there exist nonsingular matrices $P \in C^{\ell,\ell}$ and $Q \in C^{n,n}$ such that $(E_2, A_2, B_2) = (PE_1Q, PA_1Q, PB_1Q)$. If this is the case, we write $(E_1, A_1, B_1) \sim (E_2, A_2, B_2)$.

**Definition 8** Let $E, A, B \in C^{n,n}$. The matrix triple $(E, A, B)$ is called a commutative triple if $E$, $A$, and $B$ pairwise commute.

The following lemma will be very useful for our study later.

**Lemma 2** Consider five square matrices $J, N, \tilde{N}, S, U$ of the same size. Then the following assertions hold.

i) If $N$ and $S$ commute and $N$ is nilpotent then $NS$ is nilpotent.

ii) If $N$ is nilpotent and $U$ is invertible then the matrix $U^{-1}NU$ is nilpotent of the same nilpotency index.

iii) If both $N, \tilde{N}$ are nilpotent and they commute then for any scalar $\alpha, \beta$ the matrix $\alpha N + \beta \tilde{N}$ is also nilpotent.

iv) If $J$ is invertible, $N$ is nilpotent and they commute then $J - N$ is invertible and the inverse matrix is given by

$$(J - N)^{-1} = \sum_{i=0}^{\nu-1} (J^{-1})^{i+1}N^i,$$

where $\nu$ is the nilpotency index of $N$.

**Proof** The simple proof can be found in [21]. □

**Lemma 3** Consider a commutative matrix triple $(E, A, B) \in (C^{n,n})^3$. Then there exists a nonsingular matrix $U \in C^{n,n}$ such that

$$(UEU^{-1}, UAU^{-1}, UB^{-1}) = \left( \begin{bmatrix} J & 0 \\ 0 & N \end{bmatrix}, \begin{bmatrix} A_{11} & 0 \\ 0 & A_{22} \end{bmatrix}, \begin{bmatrix} B_{11} & 0 \\ 0 & B_{22} \end{bmatrix} \right),$$

where $J$ is nonsingular, $N$ is nilpotent. Furthermore, both triples $(J, A_{11}, B_{11})$ and $(N, A_{22}, B_{22})$ are commutative.

**Proof** First, making use of the Jordan canonical form, we see that there exists a nonsingular matrix $U$ such that

$$(UEU^{-1}, UAU^{-1}, UB^{-1}) = \left( \begin{bmatrix} J & 0 \\ 0 & N \end{bmatrix}, \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \begin{bmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{bmatrix} \right),$$
where \( J \) is nonsingular, \( N \) is nilpotent. Due to the commutativity of the matrix pair \((E, A)\), the matrices \(UEU^{-1} \) and \(UAU^{-1} \) also commute, and hence
\[
NA_{21} = A_{21}J. 
\] (20)

Let \( \nu_N \) be the nilpotency index of \( N \). Scaling (20) with \( N^{\nu_N-1} \), one has \( 0 = N^{\nu_N-1}A_{21}J \), and due to the invertibility of \( J \), it follows that \( 0 = N^{\nu_N-1}A_{21} \). Continuing in the same way, eventually one has \( 0 = NA_{21} \) and hence \( A_{21} = 0 \). Analogously, one obtains \( A_{12} = 0, B_{21} = 0, B_{12} = 0 \) and then the proof is finished. \( \square \)

In the following theorem, we transform commutative matrix triples into their block diagonal form.

**Theorem 5** Suppose that \((E, A, B) \in (\mathbb{C}^{n,n})^3\) is a commutative triple. Then, there exists a nonsingular matrix \( U \in \mathbb{C}^{n,n} \) such that,
\[
(UEU^{-1}, UA^{-1}U, UB^{-1})
\]
\[
= \begin{pmatrix}
J^E & 0 & 0 \\
0 & N_2^E & 0 \\
0 & 0 & N_3^E
\end{pmatrix}
\begin{pmatrix}
A_1 & 0 & 0 \\
0 & J^A & 0 \\
0 & 0 & N_3^A
\end{pmatrix}
\begin{pmatrix}
B_1 & 0 & 0 \\
0 & B_2 & 0 \\
0 & 0 & N_4^B
\end{pmatrix}
\]
(21)

where \( J^E, J^A, J^B \) are nonsingular, \( N_2^E, N_3^E, N_4^E, N_3^A, N_4^A, N_4^B \) are nilpotent. Moreover, if the matrix triple \((E, A, B)\) is regular then the last block row and the last block column are not present.

**Proof** Only within this proof, for notational convenience, we use the superscripts 1, 2, 3 for some matrices. Applying Lemma 3 to the triple \((E, A, B)\), we find a nonsingular matrix \( U_1 \) such that
\[
(U_1EU_1^{-1}, U_1AU_1^{-1}, U_1BU_1^{-1}) = \begin{pmatrix}
J^E & 0 \\
0 & E_2^1 \\
0 & 0 & E_3^1
\end{pmatrix},
\begin{pmatrix}
A_1^1 & 0 \\
0 & A_2^1 \\
0 & 0 & A_3^1
\end{pmatrix},
\begin{pmatrix}
B_1^1 & 0 \\
0 & B_2^1 \\
0 & 0 & B_3^1
\end{pmatrix}
\]

where \( J^E \) is nonsingular, \( E_2^1 \) is nilpotent and the triple \((E_2^1, A_2^1, B_2^1)\) is commutative. Now applying Lemma 3 to the triple \((A_2^1, E_2^1, B_2^1)\), we obtain \( U_2 \) such that
\[
(U_2A_2^1U_2^{-1}, U_2E_2^1U_2^{-1}, U_2B_2^1U_2^{-1}) = \begin{pmatrix}
J^A & 0 \\
0 & A_2^2 \\
0 & 0 & A_3^2
\end{pmatrix},
\begin{pmatrix}
E_2^2 & 0 \\
0 & E_2^3 \\
0 & 0 & E_2^4
\end{pmatrix},
\begin{pmatrix}
B_2^2 & 0 \\
0 & B_2^3 \\
0 & 0 & B_2^4
\end{pmatrix}
\]

where \( J^A \) is nonsingular, \( A_2^2 \) is nilpotent and the triple \((E_2^2, A_2^2, B_2^2)\) is commutative. Furthermore, since \( E_2^1 \) is nilpotent, due to Lemma 2(ii) we have that \( E_2^2 \) and \( E_2^3 \) are also nilpotent. Finally, applying Lemma 3 to the triple \((B_2^2, E_2^2, A_2^2)\), we obtain \( U_3 \) such that
\[
(U_3B_2^2U_3^{-1}, U_3E_2^2U_3^{-1}, U_3A_2^2U_3^{-1}) = \begin{pmatrix}
J^B & 0 \\
0 & B_3^3 \\
0 & 0 & B_3^4
\end{pmatrix},
\begin{pmatrix}
E_3^2 & 0 \\
0 & E_3^3 \\
0 & 0 & E_3^4
\end{pmatrix},
\begin{pmatrix}
A_1^3 & 0 \\
0 & A_1^4 \\
0 & 0 & A_2^4
\end{pmatrix}
\]
where $J^B$ is nonsingular, $B_2^3$ is nilpotent. Since $A^2_1$, $E^2_2$ are nilpotent, due to Lemma 2 ii) it follows that $E^1_1$, $E^3_2$, $A^2_1$, $A^2_2$ are also nilpotent.

Set $\tilde{U}_2 := \begin{bmatrix} I & 0 \\ 0 & U_2 \end{bmatrix} \in \mathbb{C}^{n \times n}$, $\tilde{U}_3 := \begin{bmatrix} I & 0 \\ 0 & U_3 \end{bmatrix} \in \mathbb{C}^{n \times n}$ and $U := \tilde{U}_3 \tilde{U}_2 U_1$, we have

$$
(U EU^{-1}, U AU^{-1}, U BU^{-1}) = \begin{pmatrix}
J^E & 0 & 0 & 0 \\
0 & E^1_1 & 0 & 0 \\
0 & 0 & E^2_1 & 0 \\
0 & 0 & 0 & E^3_2
\end{pmatrix} \begin{pmatrix}
A^1_1 & 0 & 0 & 0 \\
0 & J^A & 0 & 0 \\
0 & 0 & A^3_1 & 0 \\
0 & 0 & 0 & A^2_2
\end{pmatrix} \begin{pmatrix}
B^1_1 & 0 & 0 & 0 \\
0 & B^2_2 & 0 & 0 \\
0 & 0 & J^B & 0 \\
0 & 0 & 0 & B^3_2
\end{pmatrix},
$$

where $J^E$, $J^A$, $J^B$ are nonsingular and $E^1_1$, $E^2_1$, $E^3_2$, $A^1_1$, $A^2_2$, $B^2_2$ are nilpotent. This is exactly the desired form (21).

To prove the second claim, we assume that the triple $(E, A, B)$ is regular. Then the triple $(UEU^{-1}, UAU^{-1}, UBU^{-1})$ is also regular. By direct calculation of the characteristic polynomial, we have

$$
det(\lambda E - A - e^{-\lambda \tau} B) = \det(\lambda J^E - A_1 - e^{-\lambda \tau} B_1) \cdot \det(\lambda N^E_2 - J^A - e^{-\lambda \tau} B_2) \cdot \det(\lambda N^E_4 - N^A_4 - e^{-\lambda \tau} J^B) \cdot \det(\lambda N^E_4 - N^A_4 - e^{-\lambda \tau} N^B_4).
$$

Applying Lemma 2 iii) twice, we see that both matrices $N^A_4 + e^{-\lambda \tau} N^B_4$ and $\lambda N^E_4 - N^A_4 - e^{-\lambda \tau} N^B_4$ are nilpotent. Thus, $\det(\lambda N^E_4 - N^A_4 - e^{-\lambda \tau} N^B_4) = 0$, and hence, $\det(\lambda E - A - e^{-\lambda \tau} B) = 0$. Thus, the presence of the last block row and the last block column destroys the regularity of the triple $(E, A, B)$ and hence, the second claim is proven. □

The decomposition (21) is very helpful for analyzing the solvability and stability analysis of DDAEs, as will be studied below. Without loss of generality, let us assume that the matrix triple $(E, A, B)$ is already in the form (21). Partitioning the variable $x$ and the inhomogeneity $f$ correspondingly, we obtain the following system

$$
\begin{align*}
J^E \dot{x}_1(t) &= A_1 x_1(t) + B_1 x_1(t - \tau) + f_1(t), \\
N^E_2 \dot{x}_2(t) &= J^A x_2(t) + B_2 x_2(t - \tau) + f_2(t), \\
N^E_3 \dot{x}_3(t) &= N^A_3 x_3(t) + J^B x_3(t - \tau) + f_3(t), \\
N^E_4 \dot{x}_4(t) &= N^A_4 x_4(t) + N^B_4 x_4(t - \tau) + f_4(t).
\end{align*}
$$

The following corollary gives us a necessary condition for the unique solvability of system (1).

**Corollary 4** Consider the corresponding IVP to the DDAE (1) and assume that this IVP is uniquely solvable. Then in the decomposition (21) the last block row and the last block column must not appear. Consequently, in the system (22) the last equation must not present.
Proof These claims follow directly from Corollary 3 and Theorem 5. □

Rather than (22d), whose presence destroys the regularity of the triple (E, A, B), now consider the other equations, and we will give explicit representations for their solutions.

Let us denote by $\frac{d}{dt}$ the differentiation operator, which maps a continuously differentiable function $w(t)$ to its first order derivative $\dot{w}(t)$, and, by $\Delta_{-\tau}$, the shift forward operator, which maps a function $w(t)$ to $w(t+\tau)$. Scaling the equations (22a)-(22c) with suitable matrices, we obtain

$$\dot{x}_1(t) = (J^E)^{-1}A_1x_1(t) + (J^E)^{-1}B_1x_1(t-\tau) + (J^E)^{-1}\tilde{f}_1(t),$$

$$(J^A)^{-1}N^E_3\dot{x}_2(t) = x_2(t) + (J^A)^{-1}B_2x_2(t-\tau) + (J^A)^{-1}\tilde{f}_2(t),$$

$$(J^B)^{-1}N^E_3\dot{x}_3(t) = (J^B)^{-1}N^A_3x_3(t) + x_3(t-\tau) + (J^B)^{-1}\tilde{f}_3(t),$$

which will be rewritten as follows

$${\tilde{x}}_1(t) = \tilde{A}_1x_1(t) + \tilde{B}_1x_1(t-\tau) + \tilde{f}_1(t), \quad n_1 \text{ equations} \quad (23a)$$

$$\tilde{N}^E_3\dot{x}_2(t) = x_2(t) + \tilde{B}_2x_2(t-\tau) + \tilde{f}_2(t), \quad n_2 \text{ equations} \quad (23b)$$

$$\tilde{N}^E_3\dot{x}_3(t) = \tilde{N}^A_3x_3(t) + x_3(t-\tau) + \tilde{f}_3(t), \quad n_3 \text{ equations} \quad (23c)$$

Here an initial function $\varphi$ is partitioned correspondingly as $\varphi = [\varphi_1^T \varphi_2^T \varphi_3^T]^T$.

We notice that due to the commutativity of the matrix triples $(J^E, A_1, \tilde{B}_1)$, $(N^E_3, J^A, \tilde{B}_2)$, $(N^E_3, N^A_3, J^B)$, all of three matrix pairs $(A_1, \tilde{B}_1)$, $(\tilde{N}^E_3, \tilde{B}_2)$ and $(\tilde{N}^E_3, \tilde{N}^A_3)$ must commute.

In the following lemma we give an explicit solution to equation (23c).

**Lemma 4** Consider equation (23c). Furthermore, suppose that $\tilde{f}_3$ is sufficiently smooth. Then (23c) has the unique solution

$$x_3(t) = -\sum_{i=0}^{n_3-1} \left( \tilde{N}^E_3 \frac{d}{dt} - \tilde{N}^A_3 \right)^i \tilde{f}_3(t) + (i+1)\tau), \quad (24)$$

for all $t \in [-\tau, \infty)$.

**Proof** First we rewrite (23c) in the operator form

$$x_3(t-\tau) - \tilde{N}^E_3 \frac{d}{dt} \Delta_{-\tau} x_3(t-\tau) + \tilde{N}^A_3 \Delta_{-\tau} x_3(t-\tau) = -\tilde{f}_3(t),$$

or equivalently, $(I - \mathcal{L}\Delta_{-\tau}) x_3(t-\tau) = -\tilde{f}_3(t)$, where $\mathcal{L} := \tilde{N}^E_3 \frac{d}{dt} - \tilde{N}^A_3$. Since the shift forward operator $\Delta_{-\tau}$ commutes with $\tilde{N}^E_3$, $\tilde{N}^A_3$, $\frac{d}{dt}$, then it commutes with $\mathcal{L}$. Moreover, since $\tilde{N}^E_3$, $\tilde{N}^A_3$ are nilpotent matrices of dimension at most $n_3$, and they commute, these imply that $\mathcal{L}^{n_3} = 0$.

This leads us to the solution formula

$$x_3(t) = - (I - \mathcal{L}\Delta_{-\tau})^{-1} \tilde{f}_3(t) + \tau) = -\sum_{i=0}^{n_3-1} \mathcal{L}^i \Delta_{-\tau} \tilde{f}_3(t) + \tau),$$

for all $t \geq -\tau$, which is exactly (24). Hence, the proof is completed. □

In the following lemma we give an explicit solution to the equation (23a).
Lemma 5 Consider the equation (23b). Furthermore, suppose that both the initial function $\varphi_2$ and the inhomogeneity $\tilde{f}_2$ are sufficiently smooth. Then (23b) has the unique solution

$$
\begin{align*}
x_2(t) &= \left( I - \tilde{N}_2^E \frac{d}{dt} \right)^{-1} \left( -\tilde{B}_2 x_2(t - \tau) - \tilde{f}_2(t) \right) \\
&= -\sum_{i=0}^{\zeta-1} \left( \tilde{N}_2^E \right)^i \left( \tilde{B}_2 x_2^{(i)}(t - \tau) + \tilde{f}_2^{(i)}(t) \right),
\end{align*}
$$

(25)

for all $t \in [0, \infty)$. Here $\zeta$ is the nilpotency index of $\tilde{N}_2^E$.

Proof We rewrite (23b) in the operator form

$$
\left( I - \tilde{N}_2^E \frac{d}{dt} \right) x_2(t) = -\tilde{B}_2 x_2(t - \tau) - \tilde{f}_2(t).
$$

Applying Lemma 2 iv) we obtain

$$
x_2(t) = -\sum_{i=0}^{\zeta-1} \left( \tilde{N}_2^E \frac{d}{dt} \right)^i \left( \tilde{B}_2 x_2(t - \tau) + \tilde{f}_2(t) \right),
$$

which is exactly (25). Hence, the proof is completed. $\Box$

Now we consider the delay differential equation (23a). Due to the commutativity of the matrix pair $(\tilde{A}_1, \tilde{B}_1)$, an explicit representation of $x_1(t)$ has been established, see e.g. [22,28]. For the reader’s convenience, we recall it here.

Lemma 6 Consider the corresponding IVP to the DDE (23a) with commutative matrix coefficients $\tilde{A}_1, \tilde{B}_1$. Moreover, assume that an initial function $\varphi_1 = x_1|_{[-\tau,0]}$ is continuous. Then, the solution $x_1$ to this IVP has the form:

$$
x_1(t) = e^{\tilde{A}_1 t} e^{\tilde{B}_1(t-\tau)} \varphi_1(0) + \int_{-\tau}^{0} e^{\tilde{A}_1(t-s)} e^{\tilde{B}_1(t-2\tau-s)} \tilde{B}_1 \varphi_1(s) ds \\
+ \int_{0}^{t} e^{\tilde{A}_1(t-s)} e^{\tilde{B}_1(t-\tau-s)} \tilde{f}_1(s) ds,
$$

for all $t \geq 0$, where $\tilde{B}_1 = e^{-\tilde{A}_1 \tau} \tilde{B}_1$ and the matrix $e^{\tilde{B}_1(t-\tau-s)}$ is defined via

$$
e^{\tilde{B}_1 t} = \left\{ \begin{array}{ll}
I_n, & \text{for all } -\tau \leq t \leq 0, \\
I_n + Dt + \frac{D^2}{2!} (t - \tau)^2 + \cdots + \frac{D^k}{k!} (t - (k - 1)\tau)^k, & \text{for all } (k - 1)\tau \leq t \leq k\tau, \ k = 1, 2, ...
\end{array} \right.
$$

Here $e^{D_t}$ is usually called the delay matrix exponential associated with $D$.

Thus, due to Lemmas 4-6, we have proven the following theorem.

Theorem 6 Consider the corresponding IVP to the DDAE (1) and suppose that it is uniquely solvable. Moreover, assume that the following conditions are satisfied.
iii) Both of the initial and the inhomogeneity functions are sufficiently smooth.

ii) The matrix triple \((E, A, B)\) is commutative and regular.

iii) The DDAE \([1]\) is already in the form \([22]\), which can be rewritten as \([23]\).

Then the solution to this IVP has the form

\[
x_1(t) = e^{\tilde{A}_1 t} e^{\tilde{B}_1 (t-\tau)} \varphi_1(0) + \int_{t-\tau}^{t} e^{\tilde{A}_1 (t-s)} e^{\tilde{B}_1 (t-2\tau-s)} \tilde{B}_1 \varphi_1(s) ds
\]

\[
+ \int_{0}^{t} e^{\tilde{A}_1 (t-s)} e^{\tilde{B}_1 (t-\tau-s)} \tilde{f}_1(s) ds,
\]

\[
x_2(t) = -\sum_{i=0}^{n_1-1} \left( \tilde{N}^E_2 \right)^{i} \left( \tilde{B}_2 x_2^{(i)}(t-\tau) + \tilde{f}_2^{(i)}(t) \right),
\]

\[
x_3(t) = -\sum_{i=0}^{n_3-1} \left( \tilde{N}^E_3 \frac{d}{dt} - \tilde{N}^A_3 \right)^{i} \tilde{f}_3(t + (i+1)\tau),
\]

for all \(t \geq 0\).

In the remaining part of this section we study the stability of the linear homogeneous DDAE \([2]\) with commutative coefficients. As discussed in Section \([3]\) the classical stability concept is not always suitable for high index DDAEs. The new concept of weakly exponential stability proposed in Definition \([6]\) would be more appropriate. Our aim is to analyze the relation between this type of stability for the DDAE \([2]\) and the location of its spectrum \(\sigma(E, A, B)\).

We assume again that the triple \((E, A, B)\) is already in the block diagonal form \([21]\). Furthermore, due to Corollary \([3]\) the uniqueness of the solution to the corresponding IVP to \([1]\) guarantees that the last block row and the last block column do not appear in \([21]\). The spectrum of the triple \((E, A, B)\), therefore, is

\[
\sigma(E, A, B) = \sigma \left( \begin{bmatrix} J^E & 0 & 0 \\ 0 & N^E_2 & 0 \\ 0 & 0 & N^E_3 \end{bmatrix}, \begin{bmatrix} A_1 & 0 & 0 \\ 0 & J^A & 0 \\ 0 & 0 & N^A_3 \end{bmatrix}, \begin{bmatrix} B_1 & 0 & 0 \\ 0 & B_2 & 0 \\ 0 & 0 & J^B \end{bmatrix} \right).
\]

Notice that due to Lemma \([2]\) iii) and iv), the matrix \(\lambda N^E_3 - N^A_3\) is nilpotent and the matrix exponential \(e^{\lambda \tau} J^B\) is invertible. Consequently, we have the equality

\[
\sigma(E, A, B) = \sigma(J^E, A_1, B_1) \cup \sigma(N^E_2, J^A, B_2)
\]

\[
= \sigma(I, (J^E)^{-1} A_1, (J^E)^{-1} B_1) \cup \sigma((J^A)^{-1} N^E_2, I, (J^A)^{-1} B_2),
\]

\[
=: \sigma(I, A_1, B_1) \cup \sigma(N^E_2, I, B_2).
\]

Since we are interested in the stability of homogeneous DDAEs, system \([23]\) becomes

\[
\dot{x}_1(t) = \tilde{A}_1 x_1(t) + \tilde{B}_1 x_1(t-\tau), \quad (26a)
\]

\[
\tilde{N}^E_2 \dot{x}_2(t) = x_2(t) + \tilde{B}_2 x_2(t-\tau), \quad (26b)
\]

\[
\tilde{N}^E_3 \dot{x}_3(t) = \tilde{N}^A_3 x_3(t) + x_3(t-\tau). \quad (26c)
\]
Due to Theorem 7, one sees that the solution $x_3$ of (26c) is identically 0. Thus, the stability of the homogeneous DDAE (2) only depends on the stability of two systems (26a) and (26b).

**Lemma 7** Consider the spectrum $\sigma(\tilde{N}_E^2, I, \tilde{B}_2)$ of equation (26b). If $\sigma(\tilde{N}_E^2, I, \tilde{B}_2) \subseteq \mathbb{C}_-$, then $\sigma(\tilde{B}_2)$ lies strictly inside the unit circle. Consequently, there exists a norm $\| \cdot \|$ such that $\| \tilde{B}_2 \| < 1$.

**Proof** The first claim of this lemma follows directly from the so-called $L$-property of commutative matrices, [26]. The second claim of this lemma is Lemma B7, [30]. □

**Lemma 8** Consider an element $X$ of some ring equipped with two binary operations denoted by $(\mathbb{Z}, +, \cdot)$. If there exists $\zeta \in \mathbb{N}$ such that $X^\zeta = 0$ then $(1_{\mathbb{Z}} - X)^{-1} = 1_{\mathbb{Z}} + X + \cdots + X^{\zeta-1}$. Furthermore, for each $k \in \mathbb{N}$ the element $((1_{\mathbb{Z}} - X)^{-1})^k$ is a polynomial of the variable $k$ whose degree is at most $\zeta - 1$. The coefficients of this polynomial are of the form $X^{i_0, i_1, \ldots, i_{\zeta-1}}$, where $j \leq \zeta - 1$.

**Proof** The first claim is evident, due to the fact that

$$(1_{\mathbb{Z}} - X) \cdot (1_{\mathbb{Z}} + X + \cdots + X^{\zeta-1}) = 1_{\mathbb{Z}} - X^\zeta = 1_{\mathbb{Z}}.$$ 

Now we prove the second claim by proving that $(1_{\mathbb{Z}} + X + \cdots + X^{\zeta-1})^k$ is a polynomial of $k$ with the degree is at most $\zeta - 1$.

Due to the Multinomial Theorem, we see that

$$(1_{\mathbb{Z}} + X + \cdots + X^{\zeta-1})^k = \sum_{i_0 + i_1 + \cdots + i_{\zeta-1} = k} \binom{k}{i_0, i_1, \ldots, i_{\zeta-1}} \prod_{j=1}^{\zeta-1} (X^j)^{i_j},$$

where $i_j, j = 0, \ldots, \zeta - 1$ are nonnegative integers and

$$\binom{k}{i_0, i_1, \ldots, i_{\zeta-1}} = \frac{k!}{i_0! \cdot i_1! \cdot i_2! \cdots i_{\zeta-1}!}.$$ 

Notice that for any $i_0 \leq k - \zeta + 1$ then $\sum_{j=1}^{\zeta-1} i_j = k - i_0 \geq \zeta$, and hence $\sum_{j=1}^{\zeta-1} j i_j \geq \zeta$. Since $X^\zeta = 0$, in this case we see that

$$X^{\sum_{j=1}^{\zeta-1} j i_j} = 0.$$ 

Thus, we have

$$(1_{\mathbb{Z}} + X + \cdots + X^{\zeta-1})^k = \sum_{i_0 + i_1 + \cdots + i_{\zeta-1} = k \text{ and } i_0 \leq k - \zeta + 1} \binom{k}{i_0, i_1, \ldots, i_{\zeta-1}} X^{\sum_{j=1}^{\zeta-1} j i_j}. \tag{27}$$
Clearly, the amount of tuples \((i_1, \ldots, i_{\zeta-1})\) that satisfies \(\sum_{j=1}^{\zeta-1} i_j \leq \zeta - 1\) is finite. Moreover, for any fixed tuple \((i_0, i_1, \ldots, i_{\zeta-1})\) that satisfies \(i_0 \geq k - \zeta + 1\), then

\[
\binom{k}{i_0, i_1, \ldots, i_{\zeta-1}} = \frac{k!}{i_0! i_1! \cdots i_{\zeta-1}!} = \frac{k(k-1) \cdots (i_0 + 1)}{i_1! i_2! \cdots i_{\zeta-1}!}
\]
is a polynomial (of variable \(k\)) whose order is at most \(\zeta - 1\). Consequently, the right hand side of (27) is a polynomial of the variable \(k\), whose degree is at most \(\zeta - 1\). Finally, we see that the coefficients of this polynomial are of the form \(X^m\), which are non-zero if and only if \(m \leq \zeta - 1\). Thus, the proof is completed.

The following theorem characterizes the stability of the DDAE (2).

**Theorem 7** Assuming that the corresponding IVP to the DDAE (1) is uniquely solvable. Moreover, suppose that the matrix triple \((E, A, B)\) is commutative, and an initial function is sufficiently smooth. Then the following assertions hold.

i) The solution is exponentially stable if \(\sigma(E, A, B) \subseteq \mathbb{C}_-\), and the matrix \(N^E_2\) in the block diagonal form (21) is identically 0.

ii) The solution is \(C^{\zeta-w.e.s.}\) if \(\sigma(E, A, B) \subseteq \mathbb{C}_-\), where \(\zeta\) is the nilpotency index of \(N^E_2\).

**Proof** First we see that due to the equality (28), both sets \(\sigma(I, \tilde{A}_1, \tilde{B}_1)\) and \(\sigma(\tilde{N}_2, I, \tilde{B}_2)\) belongs to \(\mathbb{C}_-\). Proposition 2 implies the exponential stability of (26a), and hence, we only need to care about (26b). We recall that \(\tilde{N}^E_2 = (J^A)^{-1}N^E_2\), and hence, the nilpotency indices of \(N^E_2\) and \(\tilde{N}^E_2\) are equal.

i) If \(N^E_2 = 0\), then \(\tilde{N}^E_2 = 0\) and (26b) becomes \(0 = x_2(t) + \tilde{B}_2x_2(t-\tau)\). Lemma 7 follows that this difference equation is exponentially stable.

ii) Now we will prove the second claim. Making use of Lemma 5, we see that

\[
x_2(t) = \left( I - \tilde{N}^E_2 \frac{d}{dt} \right)^{-1} (-\tilde{B}_2x_2(t-\tau)), \text{ for all } t \geq 0.
\]

Therefore, simple induction gives us the explicit representation of \(x_2\) in terms of \(\varphi_2\) as follows

\[
x_2(t) = \left( I - \tilde{N}^E_2 \frac{d}{dt} \right)^{-1} (-\tilde{B}_2 \varphi_2(t - k\tau)), \text{ for all } t \geq 0,
\]

where \(k := \left\lfloor \frac{t}{\tau} \right\rfloor + 1\). Due to the commutativity of \(\tilde{N}^E_2\) and \(\tilde{B}_2\) we then have

\[
x_2(t) = (-\tilde{B}_2)^k \left( I - \tilde{N}^E_2 \frac{d}{dt} \right)^{-1} \varphi_2(t - k\tau).
\]

Now applying Lemma 8 for \(X = \tilde{N}^E_2 \frac{d}{dt}\) and notice that \(\zeta\) is exactly the nilpotency index of \(\tilde{N}^E_2\), we see that \(\left( I - \tilde{N}^E_2 \frac{d}{dt} \right)^{-1} \) is a matrix polynomial of
variable $k$ whose degree is at most $\zeta - 1$. Furthermore, also due to Lemma 8, the coefficients of this polynomial are operators of the form $\left( \hat{N}_2 \frac{d}{dt} \right)^m$, where $m \leq \zeta - 1$. Let us describe this polynomial as follows

$$Q(k, \hat{N}_2 \frac{d}{dt}) := \sum_{j=0}^{\zeta-1} \left( \hat{N}_2 \frac{d}{dt} \right)^{m_j} k^j,$$

where $0 \leq m_j \leq \zeta - 1$ for all $j = 1, \ldots, \zeta - 1$.

Consequently, for any $s \in [-\tau, 0]$ and any $k \in \mathbb{N}$ we have that

$$x_2(s + k\tau) = (-\hat{B}_2)^k \sum_{j=0}^{\zeta-1} \left( \hat{N}_2 \frac{d}{dt} \right)^{m_j} k^j \varphi_2(s),$$

$$= (-\hat{B}_2)^k \sum_{j=0}^{\zeta-1} \left( \hat{N}_2 \right)^{m_j} k^j \varphi_2^{(m_j)}(s).$$

Thus, for any given norm $\|\cdot\|$, let $C := \max \{ \|\hat{N}_2^j\|, j = 0, \ldots, \zeta - 1 \}$, we then have the following estimation

$$\|x_2(s + k\tau)\| \leq C \|\hat{B}_2\|^k \sum_{j=0}^{\zeta-1} k^j \|\varphi_2\|_{C^{\zeta-1}} \text{ for all } t \geq 0.$$

Making use of the second claim of Lemma 7, we can choose a suitable norm such that $\|\hat{B}_2\| < 1$, which follows that $\|x_2(t)\|$ converges exponentially to 0 as $t \to +\infty$. This completes our proof. $\square$

In the following example, we illustrate our result.

**Example 5** Consider the following DDAE on the time interval $[0, \infty)$

$$\begin{bmatrix} 2 & -4 & -8 \\ -8 & -4 & 2 \\ 12 & 16 & 12 \end{bmatrix} \begin{bmatrix} x_1(t) \\ x_2(t) \\ x_3(t) \end{bmatrix} = \begin{bmatrix} 28 & 36 & 36 \\ -12 & -14 & -24 \\ -12 & -24 & -14 \end{bmatrix} \begin{bmatrix} x_1(t) \\ x_2(t) \\ x_3(t) \end{bmatrix} + \begin{bmatrix} -6 & -6 \\ 2 & 9 & 4 \\ 2 & 4 & 9 \end{bmatrix} \begin{bmatrix} x_1(t-\tau) \\ x_2(t-\tau) \\ x_3(t-\tau) \end{bmatrix}.$$  \tag{28}

As in Theorem 5, we can find the matrix $U = \begin{bmatrix} 1 & 2 & 2 \\ 2 & 1 & 2 \\ 2 & 2 & 1 \end{bmatrix}$ and hence, we can transform system (28) to the block diagonal form (21) which reads

$$\begin{bmatrix} 10 & 0 & 0 \\ 0 & 10 & 0 \\ 0 & 0 & 10 \end{bmatrix} \begin{bmatrix} \tilde{y}_1(t) \\ \tilde{y}_2(t) \\ \tilde{y}_3(t) \end{bmatrix} = \begin{bmatrix} -20 & 0 & 0 \\ 0 & 10 & 0 \\ 0 & 0 & 10 \end{bmatrix} \begin{bmatrix} y_1(t) \\ y_2(t) \\ y_3(t) \end{bmatrix} + \begin{bmatrix} 10 & 0 & 0 \\ 0 & 5 & 0 \\ 0 & 0 & 5 \end{bmatrix} \begin{bmatrix} y_1(t-\tau) \\ y_2(t-\tau) \\ y_3(t-\tau) \end{bmatrix}.$$  \tag{29}

where the new variable is $y = U^{-1}x$. Due to Theorem 7 (29) is $C^2$-w.e.s, even though it is unstable in the classical sense.
Remark 2  a) Theorem 7b only provides a sufficient conditions for the $C^p\text{-w.e.s}$ of DDAEs. Nevertheless, it is not a necessary condition, as can be directly seen from Example 3, whose the solution is $C^1\text{-w.e.s}$, even though the matrix coefficients do not commute.

b) There are certain DDAE systems, where the matrix coefficients do not form a commutative triple. However, after applying global equivalent transformation, then the new coefficients are pairwise commutative. About this issue, we refer the readers to [17].

c) In order to determine $\zeta$ (the nilpotency index of $N_{E}^{F}$), the task of computing a matrix $U$ is not always necessary. We notice that due to Lemma 9 and Theorem 5, $U$ is computed based on the Jordan canonical form of certain matrices, which is an unstable problem. One way to overcome this is to use global unitary transformations. However, the price to pay is that we do not have a block diagonal triple as in (21), but a block upper triangular triple. For details, also see [17].

5 Conclusion

In this paper, we characterized the solvability and stability analysis for general linear delay differential-algebraic equations (DDAEs) in terms of spectral conditions. We showed that, like DAEs, solvability properties of DDAEs are closely related to the regularity of their matrix triple. However, for the stability one needs to be careful, since the classical eigenvalue-based approach is only valid for non-advanced DDAE systems. Therefore, rather than using only the classical concept of exponential stability, we proposed and considered a more general concept of $C^p\text{-weakly exponential stability}$ $(C^p\text{-w.e.s})$ for DDAEs. Then, we discussed the solvability and the weakly exponential stability for a class of DDAEs with pairwise commutative coefficients.
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