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ABSTRACT. This work classifies three-dimensional simple evolution algebras over arbitrary fields. For this purpose, we use tools such as the associated directed graph, the moduli set, inductive limit group, Zariski topology and the dimension of the diagonal subspace. Explicitly, in the three-dimensional case we construct some models \( \text{III}^{p,q}_{\lambda_1,...,\lambda_n} \) of such algebras with \( 1 \leq i \leq 4, \lambda_i \in \mathbb{K}^* \), \( p, q \in \mathbb{N} \), such that any algebra is isomorphic to one (and only one) of the given in the models and we further investigate the isomorphic question within each one. Moreover, we show how to construct simple evolution algebras of higher order from known simple evolution algebras of smaller size.

1. Introduction

The classification of three-dimensional evolution algebras over fields (under some hypothesis on the ground field) is achieved in [7]. In particular, the classification of evolution algebras of dimension three over the real field is obtained in [9] and over the complex field in the paper [11]. For more information on how advances in the classification of this type of algebras have emerged, one can see [8, Section 4.7]. The number of cases arising in the classification is so high that it is worth re-thinking the strategy and ample the classification to general fields. We have divided the job into two tasks. The first one is the classification of non simple algebras, which is done in [3]. Having completed the classification of non simple evolution algebras of dimension three over arbitrary fields in the aforementioned reference, we aboard in this paper the corresponding classification in the case of simple algebras. The novelty in our study is the use of some tools like the diagonal subspace and the moduli sets, which systematize the organization of different classes of simple algebras into families which are parametrized by suitable sets, usually orbit sets under the action of appropriate groups. Roughly speaking, a moduli set for a class of algebras \( C \) (over the same ground field) is a set \( S \) which parametrizes the isomorphic classes of elements in \( C \). So, we can say that the isomorphic classes of elements of \( C \) are in one-to-one correspondence with the elements of the moduli set. If we represent by \( \text{iso}(C) \) the set whose elements are isomorphic classes of algebras of \( C \), then there will be a bijection \( \omega: \text{iso}(C) \rightarrow S \) in such a way that from each \( s \in S \) we can construct the multiplication table of any \( A \in \omega^{-1}(s) \). The moduli set may result from having some extra algebraic or geometric structure. For instance, there is a family of simple three-dimensional algebras \( A_{\lambda} \) depending on a nonzero \( \lambda \in \mathbb{K}^* \) whose isomorphism condition is \( A_{\lambda} \cong A_{\mu} \) if and only if \( \mu = \lambda r^7 \) for some \( r \in \mathbb{K}^* \). So, a moduli set for this class of algebras is the quotient group \( G = \mathbb{K}^* / (\mathbb{K}^*)^{[7]} \) where \( (\mathbb{K}^*)^{[7]} := \{ r^7 : r \in \mathbb{K}^* \} \). In this case, the moduli set is a group and the isomorphism classes of such algebras are in one-to-one correspondence with \( G \). To give an example of a moduli set with a geometric flavour, recall that a bundle in the category of sets is a surjective map \( \pi: E \rightarrow B \) where \( B \) is the base set and \( E \) the total set. The sets \( \pi^{-1}(b) \) are called the fibers and, of course, we have \( E = \bigsqcup_{b \in B} \pi^{-1}(b) \). There is another class \( C' \) of three-dimensional simple algebras \( B_{a,b} \) depending on \( a, b \in \mathbb{K}^* \) such that \( B_{a,b} \cong B_{x,y} \) if and only if there is some \( t \in \mathbb{K}^* \) with \( x = t^3a \) and \( y = t^7b \). Then the parametrized curve \( c_{a,b} := \{ x = t^3a, y = t^7b \} \) contains all the points \( (x,y) \) such that \( A_{a,b} \cong A_{x,y} \). Furthermore, the set \( (\mathbb{K}^* \times \mathbb{K}^*) / \Delta_{3,7} \), whose elements are the different curves \( c_{a,b} \), is a moduli set for the class \( C' \). In this case, there is a bundle (in the category of sets)
C’ → (K× × K×)/Δ_{3,7} such that B_{a,b} → c_{a,b}. This moduli set is the base set of the bundle whose total set is C’ and the fibers are the isomorphic classes of C.

Thus, this work aims to classify simple three-dimensional evolution algebras over an arbitrary field of scalars, giving explicit constructions of moduli set for the different classes of algebras. To do the classification over arbitrary fields, it has become necessary to use the Fröbenius normal form in just one case.

The paper is structured in the following way. In the section of preliminaries, we recall all the definitions and properties that will be used in the task of classification. In Section 3, we introduce the concept of diagonal subspace for K-evolution algebras with a unique natural basis. It will be used to classify evolution algebras in terms of the dimension of their diagonal subspace. In the case of two-dimensional evolution algebras, we have three types of simple evolution algebras, that are collected in Theorem 3.4. In the case of three-dimensional simple evolution algebras, we have twenty-seven types, which are reflected in the main Theorem 3.5. In the last section, we obtain new simple evolution algebras of finite dimension as the tensor product of two simple evolution algebras (see Theorem 4.3) in terms of the categorical product of their associated directed graphs using [12]. Another way of constructing new simple evolution algebras is described in Remark 4.5. Moreover, if A is a finite evolution algebra with an ideal I of dimension 1, we prove that A/I is not simple (see Theorem 4.7).

2. Preliminaries

A directed graph is a 4-tuple E = (E0, E1, rE, sE) consisting of two disjoint sets E0, E1 and two maps rE, sE : E1 → E0. The elements of E0 are called vertices and the elements of E1 are called edges of E. Further, for e ∈ E1, rE(e) and sE(e) are the range and the source of e, respectively. If there is no confusion with respect to the graph we are considering, we simply write r(e) and s(e). A path µ of length m is a finite chain of edges µ = f_1 . . . f_m such that r(f_i) = s(f_{i+1}) for i = 1, . . . , m − 1. We denote by s(µ) := s(f_1) the source of µ and r(µ) := r(f_m) the range of µ. If r(µ) = s(µ), then µ is called a closed path. If E is a directed graph and S ⊂ E0, then denote by T(S) the tree of S where

T(S) = \{v ∈ E0 : exist λ ∈ Path(E) and u ∈ S with s(λ) = u, r(λ) = v\}.

In this paper, when we say graph we mean directed graph. An evolution algebra over a field K is a K-algebra A which has a basis B = {e_i}i∈Λ such that e_i e_j = 0 for every i, j ∈ Λ with i ≠ j. Such a basis is called a natural basis. From now on, all the evolution algebras we will consider will be finite-dimensional, and Λ will denote a finite set {1, . . . , n}.

Let A be an evolution algebra with a natural basis B = {e_i}i∈Λ. Denote by M_B = (ω_ij) the structure matrix of A relative to B, i.e., e_i^2 = Σj∈Λ ω_ij e_j. In the particular case that det(M_B) ≠ 0, we say that the evolution algebra is perfect. Let u = Σi∈Λ α_i e_i be an element of A. Recall that the support of u relative to B, denoted supp_B(u), is defined as the set supp_B(u) = \{i ∈ Λ | α_i ≠ 0\}.

We recall the definition of the directed graph associated to an evolution algebra A relative to a natural basis B = {e_1, . . . , e_n}. We draw an edge from the vertex labelled i to the one labelled j if the j-th coordinate of e_i^2 relative to B is nonzero. An interesting property is that

\[ I := \bigoplus_{i ∈ T(S)} K e_i ⊆ A \]

for any S ⊂ E0. To prove this, we only need to check that e_i^2 ∈ I whenever i ∈ T(S): but e_i^2 = Σj ω_ij e_j and if ω_ij ≠ 0 we have j ∈ T(i) ⊂ T(S). One of the ideas in this work is to construct three-dimensional simple evolution algebras from algebraic constructions starting from two-dimensional evolution algebras. We will need several algebraic tools.

It is known that for perfect evolution algebras, the number of edges in its directed graph does not depend on the natural basis chosen to get the graph. Also, the number of loops (more precisely: edges whose source and range agree) is an invariant (see [10, Corollary 4.5]). Moreover, recall that non-isomorphic graphs correspond to non-isomorphic evolution algebras for perfect evolution algebras.

Definition 2.1. Let A be a perfect evolution algebra with structure matrix (ω_{ij})_{i,j=1}^n. The cardinal of the set \{i : ω_{ii} ≠ 0\}, which does not depend on the chosen natural basis, will be called the l-number of A and
denoted \(I(A)\). The cardinal of \(\{(i,j) : \omega_{ij} \neq 0\}\), which is another invariant, will be called the e-number of \(A\) (denoted \(e(A)\)).

Given \(n \in \mathbb{N}\) with \(n \geq 1\), and a field \(K\), we will use the notation \(G_n(K)\) for the multiplicative group \(G_n(K) = K^* / (K^*)^m\) where \((K^*)^m := \{x^n : x \in K^*\}\). If the allusion to the field \(K\) is not necessary, we shall use \(G_n\) instead of \(G_n(K)\). If \(n \geq 2\), then there is a group action of \(Z_n\) on \(G_n\) which we can describe in the following way: consider \(Z_n\) with multiplicative notation, that is \(Z_n = \{1, \pi, \ldots, \pi^{n-1}\}\) where \(\pi^m = 1\). Then define \(Z_n \times G_n \to G_n\) by \(\pi^m k = k j^m\) where \(j\) is a fixed integer satisfying \(j \neq 1\) and \(j^q \equiv 1(\text{mod } n)\). To prove that the above map is indeed a group action, consider

\[
\pi^m (\pi^l k) = \pi^m (\pi^l j^m) = j^{-m} \pi^l k, \quad k \in K^*.
\]

**Definition 2.2.** Let \(G\) be a group and \(X\) an \(G\)-set. That is, \(X\) is a set, and there is a group action \(G \times X \to X, (m, x) \mapsto mx\). Then we say that the couple \((G, X)\) is a moduli set for a class \(C\) of algebras over the field \(K\) if there is a one-to-one correspondence between the isomorphic classes of algebras in \(C\) and the set of orbits \(X/G\). Precisely, the set of orbits of a moduli set \((G, X)\) is defined as the set of orbits \(X/G\). If \((G, X)\) is a \(G\)-set and \((G', X')\) a \(G\)-set, we can define a homomorphism \(f : (G, X) \to (G', X')\) as a couple \(f = (f_1, f_2)\) where \(f_1 : G \to G'\) is a group homomorphism and \(f_2 : X \to X'\) is a map satisfying \(f_2(gx) = f_1(g)f_2(x)\) for any \(g \in G\) and \(x \in X\). This allows a natural notion of isomorphism. If \((G, X)\) is a moduli set for a class of algebras \(C\) and there is an isomorphism \((G, X) \cong (G', X')\), then \((G', X')\) is again a moduli set for \(C\). This allows a kind of simplification for certain moduli sets. An example of this situation arises when \(G\) and \(G'\) are conjugated subgroups of \(GL_n(K)\) and we have an action \(GL_n(K) \times K^n \to K^n\) which induces an action \(\mathcal{G} \times X \to X\) where \(X \subset K^n\). Let us denote the action as \(g \cdot x\) for \(g \in G\) and \(x \in X\). If \(G' = pGp^{-1}\) for a fixed \(p \in GL_n(K)\), then we can define a new action \(G' \times X' \to X'\) where \(X' := p \cdot X\) denoted by \(G' \cdot x\).

The new action is given by \((p^qp) \cdot x = p \cdot (g \cdot x)\) for any \(g \in G\) and \(x \in X\). Furthermore, the maps \(f_1 : G \to G'\) given by \(f_1(g) = p^qp^{-1}\) and \(f_2 : X \to X'\) such that \(f_2(x) = p \cdot x\) give rise to an isomorphism \((f_1, f_2) : (G, X) \cong (G', X')\). Thus, if \((G, X)\) is a moduli set for \(C\), then so is \((G', X')\). A particular case is the following: assume that \(G\) is the subgroup of \(GL_n(K)\) generated by a matrix \(m\) and consider an action \(G \times X \to X\) for some subset \(X \subset K^n\). If \(m \in \text{some canonical form associated to } m\) (Jordan normal form or alternatively, Frobenius normal form) so that \(m' = mpnm^{-1}\) for some invertible matrix \(p \in GL_n(K)\), then the subgroup \(G' = GL_n(K)\) generated by \(m\) induces a new action on \(X' = p \cdot X\) as above. So the isomorphism \((G, X) \cong (G', X')\) tells us that the moduli set \((G, X)\) can be replaced with the new one \((G', X')\) and if \((G, X)\) classifies the algebras of \(C\), then also \((G', X')\) classifies that class of algebras.

**Notation 2.3.** Let \(K\) be a field and \(G_n = G_n(K)\) the group defined above. Then if \(j^q \equiv 1(\text{mod } n)\), we denote by \(\Omega_{q,n}\) the couple \(\Omega_{q,n} = (Z_n, G_n(K))\) with the action \(\pi^l k := k^j\) for any \(k \in K^*\).

For example, we will use \((Z_2, G_3)\) as a moduli set. Explicitly, the action is \(Z_2 \times G_3 \to G_3\) where \(\kappa = \bar{k}^2\). Thus, \(\mu \in \text{the same orbit if and only if}\) and \(k \in K^*\) such that \(k = m\lambda \mu\) or \(k = m\lambda \mu^2\) or \(\lambda = k^3 \mu^2\). Another example of this moduli set is \((Z_2, G_3(F_4))\).

In this case, \((F_4^*)^3\) is trivial so that \(G_3(F_4) = F_4^*\). The action \(Z_2 \times F_4^* \to F_4^*\) is given by \(\pi = \alpha + \beta, \pi^2 = \alpha\). Thus, the orbit set \(F_4^* / Z_2\) has two elements: the orbit of 1 which is a singleton and the orbit of \(\alpha\) which is \(\{\alpha, \beta\}\).

If \(G\) is an abelian group and we consider the direct system \(G \to G \to \cdots \to G \to \cdots\) where every homomorphism is given by \(g \to g^m\) (for fixed \(m\)), then we can construct the inductive limit group \(\lim G\) whose elements are the equivalence classes \([g] = \{g^k : k \in \mathbb{N}\}\). Thus \([g] = [h] if and only if\) and \(g^m = h^m\) for some naturals \(r, s\). We will apply this construction when \(G = G_n(K)\). The canonical homomorphism \(K^* \to G_n(K) \to \lim G_n(K)\) allows us to say that two elements \(\lambda, \mu \in K^*\) have the same image in \(\lim G_n(K)\) when \(\lambda^m = k^m\mu^m\) for \(r, s \in \mathbb{N}\) and \(k \in K^*\). For instance, in the moduli set \((Z_2, G_3)\) whose set of orbits is \(G_3 / Z_2\), we have \(G_3 / Z_2 = \{0, 1\} = G_3 / 2\). If \(G = G_n(K)\) and \(G_n(K) \to \lim G_n(K)\) if and only if \(\lambda^m = k^m\mu^m\).

**Definition 2.4.** Let \(K\) be a field and \(n_1, \ldots, n_q \in \mathbb{Z}\). We define a map \(\phi : (K^*)^m \to (K^*)^m\) such that \(\phi(\lambda) = (\lambda^{n_1} \cdots, \lambda^{n_q})\). Observe that \(\phi\) is a group homomorphism. We denote by \(\Delta_{n_1, \ldots, n_q} = \phi(K^*)\).
Definition 2.5. We define an action \( GL_n(\mathbb{K}) \times (\mathbb{K}^\times)^n \to (\mathbb{K}^\times)^n \) such that
\[
(m_{i,j}) \cdot (v_i) := \left( \prod_j v_j^m_{1,j}, \ldots, \prod_j v_j^m_{n,j} \right)^T.
\]
Then, for any subgroup \( S \) of \( GL_n(\mathbb{K}) \) we can restrict to an action \( S \times (\mathbb{K}^\times)^n \to (\mathbb{K}^\times)^n \). Denote the orbit of an element \( v \in (\mathbb{K}^\times)^n \) by \( [v] \). For a fixed matrix \( M = (m_{i,j}) \in GL_n(\mathbb{K}) \), we can consider the subgroup \( S = \{ M^k : k \in \mathbb{Z} \} \) of \( GL_n(\mathbb{K}) \) and the action \( S \times (\mathbb{K}^\times)^n \to (\mathbb{K}^\times)^n \) as before. This gives rise to the orbit space \((\mathbb{K}^\times)^n/S\), which will depend on \( S \) (and of course of \( \mathbb{K} \)). In some cases, there can be a power of \( M \) which equals the identity. Then, the group \( S \) will be finite. On the contrary, we will have \( S \cong \mathbb{Z} \).

Notation 2.6. Let \( \mathbb{K} \) be an arbitrary field. If \( p \in \mathbb{K}[x_1, \ldots, x_n] \), we denote by \( D(p) := \{ (\lambda_1, \ldots, \lambda_n) \in \mathbb{K}^n : p(\lambda_1, \ldots, \lambda_n) \neq 0 \} \). Observe that \( D(p) \) is a basic open set in the Zariski topology of \( \mathbb{K}^n \).

3. Classification of Two and Three Dimensional Simple Evolution Algebras

A simple \( \mathbb{K} \)-algebra \( A \) is an algebra such that \( A^2 \neq 0 \) and its only ideals are 0 and \( A \). We recall also that a directed graph \( E \) is said to be strongly connected if given any two different vertices \( u \) and \( v \) in \( E^0 \), there exists a path \( \mu \) such that \( s(\mu) = u \) and \( r(\mu) = v \). We know that a perfect finite evolution algebra is simple if and only if its associated directed graph is strongly connected (see [4, Proposition 2.7]).

Remark 3.1. It is easy to check that a directed graph is strongly connected if and only if it has a closed path containing all the vertices. So, a perfect evolution algebra whose associated directed graph has a closed path containing all the vertices is simple. In particular, if \( A \) is a perfect evolution algebra with structure matrix \( (\omega_{ij}) \) satisfying \( \omega_{ij} \neq 0 \) for \( i \neq j \), then \( A \) is simple.

Assume that \( A \) is an evolution \( \mathbb{K} \)-algebra such that any two natural basis \( \mathcal{B}_1 \) and \( \mathcal{B}_2 \) are related in the sense that for any \( e \in \mathcal{B}_1 \), there is a nonzero scalar \( k \in \mathbb{K} \) and an \( f \in \mathcal{B}_2 \) such that \( f = ke \). When this happen, we say that \( A \) has a unique natural basis (see [1, Definition 2.1]). Note that \( \sum_{e \in \mathcal{B}_1} (eA)e = \sum_{f \in \mathcal{B}_2} (fA)f \), then we have the following definition.

Definition 3.2. In the previous conditions, we define the diagonal subspace given by
\[
\text{Diag}(A) := \sum_{e \in \mathcal{B}_1} (eA)e.
\]

Observe that, for perfect evolution \( \mathbb{K} \)-algebras, the above definition applies (and, in particular, for simple algebras). Furthermore, if \( f : A_1 \to A_2 \) is an isomorphism of algebras and \( A_1 \) is in the above conditions, \( f(\text{Diag}(A_1)) = \text{Diag}(A_2) \). The diagonal subspace is then an invariant for simple evolution \( \mathbb{K} \)-algebras, and we can classify the simple three-dimensional algebras \( A \) into 4 disjoint classes depending on \( \dim(\text{Diag}(A)) \). Note also that \( \text{Diag}(A) = \mathbb{K}e_1^2 \) (extended to those indices \( i \) such that \( \omega_{ii} \neq 0 \)). In other words, \( \dim(\text{Diag}(A)) = l(A) \) (the number of loops in the directed graph associated).

Notation 3.3. We will consider the notation \( \Pi_{1}^{(A), e(A)}(\Gamma) \) for \( A \) a two-dimensional evolution algebra, where \( \Gamma \) is the set of nonzero parameters that appears in its corresponding structure matrix. Similarly, we will consider \( n\Pi_{1}^{(A), e(A)}(\Gamma) \) for \( A \) a three-dimensional evolution algebra where \( n \in \mathbb{N}^* \) helps us to distinguish the cases in which the evolution algebras have the same \( l(A) \), \( e(A) \) and \( \Gamma \).

3.1. Two-dimensional case. So, for instance, the case of two-dimensional simple evolution algebras \( A \) will be useful to illustrate the above ideas. Since the graph must contain a cycle visiting the two vertices, the graph will contain the subgraph:

\[
\bullet^1 \leftrightarrow \bullet^2
\]

so that \( \dim(\text{Diag}(A)) = l(A) = 0, 1, 2 \).

(1) If \( \dim(\text{Diag}(A)) = 0 \) (implying \( e(A) = 2 \)), we have \( e_1^2 = \alpha e_2 \) and \( e_2^2 = \beta e_1 \). Without loss of generality, we may assume \( e_1^2 = e_2 \) and \( e_2^2 = \lambda e_1 \) with \( \lambda \in \mathbb{K}^\times \). Thus, the structure matrix relative to \{\( e_1, e_2 \)\} is \( \begin{pmatrix} 0 & \lambda \\ 1 & 0 \end{pmatrix} \). This algebra is \( \Pi_{1}^{0,2} \). Now, we focus on natural basis whose structure matrix is of the kind above (zeros in the diagonal, 1 in the (2,1)-entry and a nonzero element in the (1,2)-entry). We
can see that any other natural basis of this kind is either \( \{ke_1, k^2e_2\} \) or \( \{ke_2, k^2\lambda e_1\} \) with \( k \in K^\times \).
So, here we have an action of the group \( K^\times \times \mathbb{Z}_2 \) on the set of natural bases. The structure matrix relative to \( \{ke_1, k^2e_2\} \) is \( \begin{pmatrix} 0 & k^3\lambda \\ 1 & 0 \end{pmatrix} \) while the corresponding one relative to \( \{ke_2, k^2\lambda e_1\} \) is \( \begin{pmatrix} 0 & k^3\lambda^2 \\ 1 & 0 \end{pmatrix} \).
Therefore, the algebras \( \Pi^{0,2}_\lambda \) and \( \Pi^{0,2}_\mu \) with structure matrices \( \begin{pmatrix} 0 & \lambda \\ 1 & 0 \end{pmatrix} \) and \( \begin{pmatrix} 0 & \mu \\ 1 & 0 \end{pmatrix} \) are isomorphic if and only if there is a \( k \in K^\times \) such that \( \mu^2r = k^3\lambda^2r \) for some \( r, s \in \mathbb{N} \). Thus, the isomorphism classes of algebras with structure matrix of type \( \begin{pmatrix} 0 & \lambda \\ 1 & 0 \end{pmatrix} \) are classified by the moduli set \( \Omega_{2,3} = (\mathbb{Z}_2, G_3) \) (see Notation 2.3). Equivalently, \( \Pi^{0,2}_\lambda \cong \Pi^{0,2}_\mu \) if and only if \( \lambda \) and \( \mu \) have the same image in \( \lim_{\rightarrow 2} G_3(K) \).

(2) If \( \dim(\text{Diag}(A)) = 1 \), then \( e(A) = 3 \). We may choose our natural basis to have structure matrix \( \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix} \) with \( \lambda \in K^\times \). This algebra is \( \Pi^{1,3}_\lambda \).

It is easy to check that if \( \Pi^{1,3}_\mu \cong \Pi^{1,3}_\lambda \), then \( \mu = \lambda \). Thus, the isomorphic classes of algebras of this kind are in one-to-one correspondence with the set \( K^\times \). We may consider that the group acting is the trivial one. So, the moduli set is \( (1, K^\times) \).

(3) If \( \dim(\text{Diag}(A)) = 2 \) (so \( e(A) = 4 \)), we can choose the matrix relative to a natural basis of the form \( \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix} \) with \( \lambda, \mu \in K^\times \) and \( \lambda \mu \neq 1 \) for \( \Pi^{2,3}_{\lambda,\mu} \).

If \( \Pi^{2,3}_{\lambda,\mu} \cong \Pi^{2,3}_{\lambda',\mu'} \) then we can see that \( (\lambda', \mu') = (\lambda, \mu) \) or \( (\lambda', \mu') = (\mu, \lambda) \). We can identify the set of matrices \( \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix} \) with \( \lambda, \mu 
eq 0, \lambda \mu \neq 1 \) with the subset \( P \) of the two-dimensional affine space \( A_2(K) \) of those points \( (x, y) \) such that \( x, y \neq 0, xy \neq 1 \). So \( P \) is the Zariski open subset of the affine space obtained removing both axis \( x = 0, y = 0 \) and the points of the “hyperbola” \( xy = 1 \). We have an action of the group \( \mathbb{Z}_2 \) on \( P \) such that
\[ 0 \cdot (\lambda, \mu) := (\lambda, \mu) \text{ and } 1 \cdot (\lambda, \mu) := (\mu, \lambda). \]

In this case, the isomorphic classes of algebras are classified by the moduli set \( (\mathbb{Z}_2, P) \). In fact, \( P = (K^\times)^2 \cap D(\lambda \mu - 1) \).

We can summarize the results in the following table and theorem:

| Type algebra | Graph | Structure matrix | Moduli set | Orbit set |
|--------------|-------|-----------------|-----------|-----------|
| \( \Pi^{0,2}_\lambda \) | • | \begin{pmatrix} 0 & \lambda \\ 1 & 0 \end{pmatrix} | \( \Omega_{2,3} \) | \( G_3/\mathbb{Z}_2 \cong \lim_{\rightarrow 2} G_3(K) \) |
| \( \Pi^{1,3}_\lambda \) | • | \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix} | \( (1, K^\times) \) | \( K^\times \) |
| \( \Pi^{2,4}_{\lambda,\mu} \) | • | \begin{pmatrix} 1 & \lambda \\ \mu & 1 \end{pmatrix} | \( (\mathbb{Z}_2, (K^\times)^2 \cap D(\lambda \mu - 1)) \) | \( (K^\times)^2 \cap D(\lambda \mu - 1) \) |

Table 1. Moduli sets of simple two-dimensional evolution algebras.

**Theorem 3.4.** Let \( A \) be a two-dimensional simple evolution \( K \)-algebra. Then, \( A \) is isomorphic to one and only one algebra of type \( \Pi^{0,2}_\lambda \), \( \Pi^{1,3}_\lambda \) or \( \Pi^{2,4}_{\lambda,\mu} \) (see Table 1).
3.2. Three-dimensional case. Consider a simple evolution algebra \( A \) with \( \dim(A) = 3 \). From Remark 3.1, we see that there is a closed path going through the three vertices. Thus, \( \dim(\text{Diag}(A)) = l(A) = 0, 1, 2, 3 \).

3.2.1. \( \dim(\text{Diag}(A)) = 0 \). Then \( e(A) = 3, 4, 5, 6 \), so we can consider the following cases:

1. If \( e(A) = 3 \) the associated directed graph is

Without loss of generality, the structure matrix relative to a natural basis of the evolution algebra can be taken to be \( \begin{pmatrix} 0 & \lambda & \mu \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \). Then we get \( \lambda^{2r} = k^7 \mu^{2s} \) for some \( k \in \mathbb{K}^\times \) and \( r, s \in \mathbb{N} \). Thus, the isomorphism classes of these algebras are in one-to-one correspondence with the orbits of the group \( G_7(\mathbb{K}) \) modulo the action of \( \mathbb{Z}_2 \) described by the moduli set \( \Omega_{2,7} = (\mathbb{Z}_2, G_7(\mathbb{K})) \). That is, \( \Pi^{0,3}_\lambda \cong \Pi^{0,3}_\mu \) if and only if \( \lambda \) and \( \mu \) have the same image in \( \text{lim}_{\to 2} G_7(\mathbb{K}) \). If \( \sqrt{3} \in \mathbb{K} \), then one can see that the image of \( \lambda \) in \( \text{lim}_{\to 2} G_7(\mathbb{K}) \) is the same as the image of 1 hence \( \Pi^{0,3}_\lambda \cong \Pi^{0,3}_1 \). This happens, for instance, if \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{C} \). However, if \( \mathbb{K} = \mathbb{Q} \) we have \( \Pi^{0,3}_2 \neq \Pi^{0,3}_3 \).

2. If \( e(A) = 4 \), the graph of \( A \) has two possibilities:

But note that the second graph does not correspond to a perfect algebra. In the first case, there are nonzero scalars \( \lambda, \mu \) such that the structure matrix relative to a natural basis can be chosen to be \( \begin{pmatrix} 0 & \lambda & \mu \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \) and we denote this evolution algebra by \( \Pi^{0,4}_{\lambda, \mu} \). If \( \Pi^{0,4}_{\lambda, \mu} \cong \Pi^{0,4}_{\lambda', \mu'} \), then we find that \( \lambda' = k^3 \lambda \) and \( \mu' = k^7 \mu \) for some \( k \in \mathbb{K}^\times \). Thus, we can define the group action of \( \mathbb{K}^\times \) on the set \( (\mathbb{K}^\times)^2 \) such that \( k \cdot (\lambda, \mu) := (k^3 \lambda, k^7 \mu) \). The moduli set \( (\mathbb{K}^\times, (\mathbb{K}^\times)^2) \) classifies the algebras in this item. The orbit set is the underlying set of the quotient group \( (\mathbb{K}^\times)^2 / \Delta_{3,7} \) where \( \Delta_{3,7} = \{(k^3, k^7) : k \in \mathbb{K}^\times \} \).

3. If \( e(A) = 5 \) the graph of \( A \) is

and there are nonzero scalars \( \lambda, \mu, \gamma \) such the structure matrix can be chosen to be \( \begin{pmatrix} 0 & \lambda & \mu \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \). Let us denote \( A \) by \( \Pi^{0,5}_{\lambda, \mu, \gamma} \). If \( \Pi^{0,5}_{\lambda, \mu, \gamma} \cong \Pi^{0,5}_{\lambda', \mu', \gamma'} \), then we find that \( \lambda' = k^3 \lambda, \mu' = k^7 \mu \) and \( \gamma' = k^6 \gamma \) whence we can define the action of \( \mathbb{K}^\times \) on \( (\mathbb{K}^\times)^3 \) such that \( k(\lambda, \mu, \gamma) := (k^3 \lambda, k^7 \mu, k^6 \gamma) \) and consider the moduli set \( (\mathbb{K}^\times, (\mathbb{K}^\times)^3) \) which classifies the algebras in this item. The orbit set is this case is the given by the quotient group \( (\mathbb{K}^\times)^3 / \Delta_{3,7,6} \).

4. If \( e(A) = 6 \) the graph of \( A \) is

and there are nonzero scalars \( \lambda, \mu, \gamma, \delta \) such the structure matrix relative to a natural basis can be chosen to be \( \begin{pmatrix} 0 & \lambda & \mu \\ 1 & 0 & \gamma \\ 0 & 1 & 0 \end{pmatrix} \). We denote this evolution algebra by \( \Pi^{0,6}_{\lambda, \mu, \gamma, \delta} \). If \( \Pi^{0,6}_{\lambda, \mu, \gamma, \delta} \cong \Pi^{0,6}_{\lambda', \mu', \gamma', \delta'} \).
then we find that $\delta' = k^{-2} \delta$, $\lambda' = k^3 \lambda$, $\gamma' = k^6 \gamma$ and $\mu' = k^7 \mu$ whence we can define the action of $\mathbb{K}^\times$ on $(\mathbb{K}^\times)^4$ such that $k(\delta, \lambda, \gamma, \mu) = (k^{-2} \delta, k^3 \lambda, k^6 \gamma, k^7 \mu)$. This action can be restricted to an action $\mathbb{K}^\times \times ((\mathbb{K}^\times)^4 \cap D(\mu - \lambda \delta \gamma)) \to ((\mathbb{K}^\times)^4 \cap D(\mu - \lambda \delta \gamma))$ and consider the moduli set $(\mathbb{K}^\times, (\mathbb{K}^\times)^4 \cap D(\mu - \lambda \delta \gamma))$ which classifies the algebras in this item. The orbit set in this case is the given by the quotient group

$$\frac{(\mathbb{K}^\times)^4 \cap D(\mu - \lambda \delta \gamma)}{\Delta_{-2,3,6,7}}.$$

Thus, we can collect the previous results in Table 2.

| Type algebra | Graph | Structure Matrix | Moduli set | Orbit set |
|--------------|-------|-----------------|------------|-----------|
| $\mathrm{III}_{\lambda}^{0,3}$ | ![Graph](#) | $\begin{pmatrix} 0 & 0 & \lambda \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}$ | $(1, G_7)$ | $G_7$ |
| $\mathrm{III}_{\lambda,\mu}^{0,4}$ | ![Graph](#) | $\begin{pmatrix} 0 & \lambda & \mu \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}$ | $(\mathbb{K}^\times, (\mathbb{K}^\times)^2)$ | $(\mathbb{K}^\times)^2/\Delta_{3,7}$ |
| $\mathrm{III}_{\lambda,\mu,\gamma}^{0,5}$ | ![Graph](#) | $\begin{pmatrix} 0 & \lambda & \mu \\ 1 & 0 & \gamma \\ 0 & 1 & 0 \end{pmatrix}$ | $(\mathbb{K}^\times, (\mathbb{K}^\times)^3)$ | $(\mathbb{K}^\times)^3/\Delta_{3,6,7}$ |
| $\mathrm{III}_{\lambda,\mu,\gamma,\delta}^{0,6}$ | ![Graph](#) | $\begin{pmatrix} 0 & \lambda & \mu \\ 1 & 0 & \gamma \\ \delta & 1 & 0 \end{pmatrix}$ | $(\mathbb{K}^\times, (\mathbb{K}^\times)^4 \cap D(\mu - \lambda \delta \gamma))$ | $\frac{(\mathbb{K}^\times)^4 \cap D(\mu - \lambda \delta \gamma)}{\Delta_{-2,3,6,7}}$ |

**Table 2.** Simple three-dimensional algebras with $\dim(\text{Diag}(A)) = 0$.

3.2.2. $\dim(\text{Diag}(A)) = 1$. Then $e(A) = 4, 5, 6, 7$. Without loss of generality, we can take a natural basis for each type of evolution algebras so that the structure matrix relative to it is of the form shown in Table 3. In most cases, we could have chosen another natural basis with a different structure matrix (i.e. with a different distribution of 1’s and parameters). The advantage of the selected bases is that the isomorphism conditions derived from this choice are valid for any field.

Observe that, when the graphs have the same number of edges, as for instance in the cases $1\mathrm{III}_{\lambda,\mu}^{1,5}$, $2\mathrm{III}_{\lambda,\mu}^{1,5}$, $3\mathrm{III}_{\lambda,\mu}^{1,5}$ and $4\mathrm{III}_{\lambda,\mu}^{1,5}$, the associated evolution algebras are non-isomorphic since the graphs are non-isomorphic.

For each of the type algebras appearing in Table 3, except for $\mathrm{III}_{\lambda,\mu,\delta,\nu}^{1,7}$, the algebras are isomorphic if and only if the parameters coincide.

For the evolution algebras of type $\mathrm{III}_{\lambda,\mu,\delta,\nu}^{1,7}$, we obtain $\mathrm{III}_{\lambda,\mu,\delta,\nu}^{1,7} \cong \mathrm{III}_{\lambda',\mu',\delta',\nu'}^{1,7}$ if and only if $[(\lambda, \mu, \delta, \nu)] = [(\lambda', \mu', \delta', \nu')]$ in $((\mathbb{K}^\times)^4 \cap D(\mu + \lambda \delta \nu))/S_1$ with $S_1 = \{M_1^k : k \in \mathbb{Z}\}$ (if $\text{char}(\mathbb{K}) = p$ with $p$ prime, then $S_1 = \mathbb{Z}_{2p}$ and if $\text{char}(\mathbb{K}) = 0$, then $S_1 = \mathbb{Z}$) and $M_1 = \begin{pmatrix} 0 & 1 & 2 & 5 \\ 1 & 0 & 2 & 4 \\ 0 & 0 & 2 & 3 \\ 0 & 0 & -1 & -2 \end{pmatrix}$ with the action defined in Definition 2.5.

3.2.3. $\dim(\text{Diag}(A)) = 2$. Then $e(A) = 5, 6, 7, 8$. Analogously to the previous case, we can consider a natural basis for each type of evolution algebras such that its structure matrix is of the form displayed in Table 4. We could have chosen another natural basis with a different structure matrix (i.e. with a different
distribution of 1’s and parameters), for this choice the isomorphism conditions for the algebras presented in the table is valid for any field.

As before, the evolution algebras \( I_{\lambda,\mu,\delta}^2 \) with \( i \in \{1, 2, 3, 4\} \) are non-isomorphic because their associated directed graphs are non-isomorphic. The same happens for \( I_{\lambda,\mu,\delta,\nu}^3 \) with \( i \in \{1, 2, 3\} \).

Again, for each of the type algebras appearing in Table 4, except for \( I_{\lambda,\mu,\delta}^3 \) and \( I_{\lambda,\mu,\delta,\nu}^3 \), the algebras are isomorphic if and only if the parameters coincide.

For the evolution algebras of type \( I_{\lambda,\mu,\delta}^3 \), we get \( I_{\lambda,\mu,\delta}^3 \cong I_{\lambda',\mu',\delta'} \) if and only if \([((\mathbb{K}^*)^3 \cap D(\lambda \mu + \delta))/S_2 \) where \( M_2 = \begin{pmatrix} -1 & 0 & 0 \\ 2 & 0 & 1 \\ 2 & 1 & 0 \end{pmatrix} \) and \( S_2 = \{ M_2^k : k \in \mathbb{Z} \} = \{I, M_2\} \) (isomorphic to \( \mathbb{Z}_2 \)) and with the action defined in Definition 2.5.

| Type algebra | Graph | Structure matrix | Orbit set |
|--------------|-------|------------------|-----------|
| \( I_{\lambda}^{1,4} \) | \( \includegraphics[height=1cm]{graph1.png} \) | \( \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \) | \( \mathbb{K}^* \) |
| \( I_{\lambda,\mu}^{1,5} \) | \( \includegraphics[height=1cm]{graph2.png} \) | \( \begin{pmatrix} 1 & \mu & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \) | \( (\mathbb{K}^*)^2 \) |
| \( I_{\lambda,\mu}^{2,5} \) | \( \includegraphics[height=1cm]{graph3.png} \) | \( \begin{pmatrix} 1 & 0 & 0 \\ 1 & \mu & 0 \\ 0 & 1 & 0 \end{pmatrix} \) | \( (\mathbb{K}^*)^2 \) |
| \( I_{\lambda,\mu,\delta}^{2,6} \) | \( \includegraphics[height=1cm]{graph4.png} \) | \( \begin{pmatrix} 1 & 0 & \lambda \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \) | \( (\mathbb{K}^*)^2 \cap D(\lambda - \mu) \) |
| \( I_{\lambda,\mu,\delta}^{3,6} \) | \( \includegraphics[height=1cm]{graph5.png} \) | \( \begin{pmatrix} 1 & \lambda & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \) | \( (\mathbb{K}^*)^3 \cap D(\mu - \delta) \) |
| \( I_{\lambda,\mu,\delta,\nu}^{2,6} \) | \( \includegraphics[height=1cm]{graph6.png} \) | \( \begin{pmatrix} 1 & \lambda & 0 \\ 0 & 0 & 0 \\ 1 & 1 & 0 \end{pmatrix} \) | \( (\mathbb{K}^*)^3 \cap D(\lambda \delta - 1) \) |
| \( I_{\lambda,\mu,\delta,\nu}^{3,6} \) | \( \includegraphics[height=1cm]{graph7.png} \) | \( \begin{pmatrix} 1 & \lambda & 0 \\ 0 & 0 & 0 \\ 1 & 1 & 0 \end{pmatrix} \) | \( (\mathbb{K}^*)^3 \cap D(\mu + \lambda \delta) \) |

**Table 3.** Simple three-dimensional algebras with \( \dim(\text{Diag}(A)) = 1 \) and \( \lambda, \delta, \mu \) and \( \nu \) nonzero. The acting group is \( \mathbb{K}^* \).
ON SIMPLE EVOLUTION ALGEBRAS OF DIMENSION TWO AND THREE. CONSTRUCTING SIMPLE AND SEMISIMPLE EVOLUTION ALGEBRAS

For the evolution algebras of type \( \text{III}^{2,8}_{\lambda,\mu,\delta,\nu,\xi} \), we obtain that \( \text{III}^{2,8}_{\lambda,\mu,\delta,\nu,\xi} \cong \text{III}^{2,8}_{\lambda',\mu',\delta',\nu',\xi'} \) if and only if

\[
[(\lambda, \mu, \delta, \nu, \xi)] = [(\lambda', \mu', \delta', \nu', \xi')]
\]

in \( ((\mathbb{K}^x)^5 \cap D(\xi(\delta \mu - 1) - \nu(\mu - \lambda))) / S_3 \), where

\[
M_3 = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 1 \\
0 & 2 & 0 & 1 & 0 \\
\end{pmatrix}
\]

and \( S_3 = \{ M_3^k : k \in \mathbb{Z} \} = \{ Id, M_3 \} \) (isomorphic to \( \mathbb{Z}_2 \)) with the action defined in Definition 2.5.

3.2.4. \( \dim(\text{Diag}(A)) = 3 \). Then \( e(A) = 6, 7, 8, 9 \). Again, we can choose a natural basis for each type of evolution algebra so that its structure matrix is of the form given in Table 5. As before, we could have chosen another natural basis with a different structure matrix (i.e. with a different distribution of 1’s and parameters), however the isomorphism condition for the algebras presented in the table is valid for any field. For evolution algebras of type \( \text{III}^{3,6}_{\lambda,\mu,\delta,\nu} \) and \( \text{III}^{3,8}_{\lambda,\mu,\delta,\nu,\xi} \), the algebras are isomorphic if and only if the parameters coincide.

For the evolution algebras of type \( \text{III}^{3,6}_{\lambda,\mu,\delta} \), we have \( \text{III}^{3,6}_{\lambda,\mu,\delta} \cong \text{III}^{3,6}_{\lambda',\mu',\delta} \) if and only if \( [(\lambda, \mu, \delta)] = [(\lambda', \mu', \delta')] \)
in \( ((\mathbb{K}^x)^3 \cap D(\lambda \mu + \delta))/S_4 \), where

\[
M_4 = \begin{pmatrix}
0 & 1 & -2 \\
2 & 0 & 1 \\
1 & 0 & 0 \\
\end{pmatrix}
\]

and \( S_4 = \{ M_4^k : k \in \mathbb{Z} \} = \{ Id, M_4, M_4^2 \} \) (isomorphic to \( \mathbb{Z}_3 \)) with the action defined in Definition 2.5. In this case, the Fröbenius normal form is

\[
F_4 = \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
\end{pmatrix}
\]
in any field. The moduli set is isomorphic to \( ((\mathbb{K}^x)^3 \cap D(\lambda \mu - \delta))/\mathbb{Z}_3 \) with the action \( F_4 \cdot (\lambda, \mu, \delta) = (\mu, \delta, \lambda) \).

For the evolution algebras of type \( \text{III}^{3,7}_{\lambda,\mu,\delta,\nu,\gamma} \), we get that \( \text{III}^{3,7}_{\lambda,\mu,\delta,\nu,\gamma} \cong \text{III}^{3,7}_{\lambda',\mu',\delta',\nu',\gamma'} \) if and only if

\[
[(\lambda, \mu, \delta, \nu)] = [(\lambda', \mu', \delta', \nu')] \text{ in } ((\mathbb{K}^x)^4 \cap D(\lambda \mu \nu - \nu + \xi))/S_5,
\]

where

\[
M_5 = \begin{pmatrix}
0 & 0 & 1 & -2 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 2 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{pmatrix}
\]

and \( S_5 = \{ M_5^k : k \in \mathbb{Z} \} = \{ Id, M_5 \} \) (isomorphic to \( \mathbb{Z}_2 \)) with the action defined in Definition 2.5.

For the evolution algebras of type \( \text{III}^{3,9}_{\lambda,\mu,\delta,\nu,\xi,\gamma} \), we get that \( \text{III}^{3,9}_{\lambda,\mu,\delta,\nu,\xi,\gamma} \cong \text{III}^{3,9}_{\lambda',\mu',\delta',\nu',\xi',\gamma'} \) if and only if there is an element \( X \) in the subgroup generated by \( M_6 \) and \( M_7 \) such that \( X \cdot (\lambda, \mu, \delta, \nu, \xi, \gamma) = (\lambda', \mu', \delta', \nu', \xi', \gamma') \)

with

\[
M_6 = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 1 & 0 & 0 \\
0 & 2 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

and

\[
M_7 = \begin{pmatrix}
0 & 0 & 0 & 1 & 0 & -2 \\
1 & 0 & 0 & 0 & 1 & -2 \\
0 & 1 & 0 & 0 & 0 & 1 \\
2 & 0 & 0 & 0 & 1 & 0 \\
2 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

The moduli set is isomorphic to \( ((\mathbb{K}^x)^6 \cap D(\xi(\delta \mu - 1) - \nu(\lambda - \mu) - \gamma(\delta \lambda - 1))/S_3 \), where \( S_3 \) is the permutation group of three elements. In fact, this group is generated by the element \( M_6 \), which is of order 2, and \( M_7 \), which is of order 3. Moreover, \( M_6 M_7 = M_7^2 M_6 \). This is the only case where the acting group is nonabelian.

In conclusion, we can summarize the classification of three-dimensional simple evolution algebras over arbitrary fields in the below theorem.

Theorem 3.5. Let \( A \) be a three-dimensional simple evolution \( \mathbb{K} \)-algebra. We distinguish several cases:

(i) If \( \dim(\text{Diag}(A)) = 0 \), then \( A \) is isomorphic to one and only one of the type evolution algebras \( \text{III}^{0,3}_{\lambda} \), \( \text{III}^{3,4}_{\lambda,\mu,\gamma} \) and \( \text{III}^{3,6}_{\lambda,\mu,\gamma} \).

(ii) If \( \dim(\text{Diag}(A)) = 1 \), then \( A \) is isomorphic to one and only one of the type evolution algebras \( \text{III}^{1,3}_{\lambda} \), \( \text{III}^{1,5}_{\lambda,\mu} \) with \( i \in \{1, 2, 3, 4\} \), \( \text{III}^{1,6}_{\lambda,\mu,\delta,\nu} \) for \( j \in \{1, 2, 3\} \) and \( \text{III}^{1,7}_{\lambda,\mu,\delta,\nu,\gamma} \).

(iii) If \( \dim(\text{Diag}(A)) = 2 \), then \( A \) is isomorphic to one and only one of the type evolution algebras \( \text{III}^{2,5}_{\lambda,\mu} \), \( \text{III}^{2,6}_{\lambda,\mu,\delta,\nu} \) with \( i \in \{1, 2, 3, 4\} \), \( \text{III}^{2,7}_{\lambda,\mu,\delta,\nu,\gamma} \) for \( j \in \{1, 2, 3\} \) and \( \text{III}^{2,8}_{\lambda,\mu,\delta,\nu,\xi} \).

(iv) If \( \dim(\text{Diag}(A)) = 3 \), then \( A \) is isomorphic to one and only one of the type evolution algebras \( \text{III}^{3,6}_{\lambda,\mu,\gamma} \), \( \text{III}^{3,7}_{\lambda,\mu,\delta,\nu,\xi} \) and \( \text{III}^{3,9}_{\lambda,\mu,\delta,\nu,\xi,\gamma} \).
| Type algebra | Graph | Structure matrix | Orbit set |
|--------------|-------|------------------|-----------|
| \( \text{III}^{2,5}_{\lambda,\mu} \) | ![Graph](image1) | \[
\begin{pmatrix}
\frac{1}{\lambda} & 0 & \mu \\
0 & 1 & 0
\end{pmatrix}
\] | \((\mathbb{K}^\times)^2\) |
| \( \text{III}^{2,6}_{\lambda,\mu,\delta} \) | ![Graph](image2) | \[
\begin{pmatrix}
\frac{1}{\lambda} & 0 & \delta \\
\mu & 1 & 0
\end{pmatrix}
\] | \((\mathbb{K}^\times)^3 \cap D(\lambda - \mu)\) |
| \( \text{III}^{2,6}_{\lambda,\mu,\delta} \) | ![Graph](image3) | \[
\begin{pmatrix}
\frac{1}{\lambda} & 0 & \delta \\
0 & 1 & 0
\end{pmatrix}
\] | \((\mathbb{K}^\times)^3\) |
| \( \text{III}^{2,6}_{\lambda,\mu,\delta} \) | ![Graph](image4) | \[
\begin{pmatrix}
\frac{1}{\lambda} & 0 & \delta \\
0 & 1 & 0
\end{pmatrix}
\] | \((\mathbb{K}^\times)^3\) |
| \( \text{III}^{2,6}_{\lambda,\mu,\delta} \) | ![Graph](image5) | \[
\begin{pmatrix}
\frac{1}{\lambda} & 0 & \delta \\
0 & 1 & 0
\end{pmatrix}
\] | \((\mathbb{K}^\times)^3 \cap D(\lambda + \delta) \cap D(\lambda - \mu)\) |
| \( \text{III}^{2,7}_{\lambda,\mu,\delta,\nu} \) | ![Graph](image6) | \[
\begin{pmatrix}
\frac{1}{\lambda} & 0 & \nu \\
\delta & 1 & 0
\end{pmatrix}
\] | \((\mathbb{K}^\times)^4 \cap D(\nu - \lambda)\) |
| \( \text{III}^{2,7}_{\lambda,\mu,\delta,\nu} \) | ![Graph](image7) | \[
\begin{pmatrix}
\frac{1}{\lambda} & 0 & \nu \\
\delta & 1 & 0
\end{pmatrix}
\] | \((\mathbb{K}^\times)^4 \cap D(\mu \nu - \nu)\) |
| \( \text{III}^{2,7}_{\lambda,\mu,\delta,\nu} \) | ![Graph](image8) | \[
\begin{pmatrix}
\frac{1}{\lambda} & 0 & \nu \\
\delta & 1 & 0
\end{pmatrix}
\] | \((\mathbb{K}^\times)^4 \cap D(\nu - \lambda)\) |
| \( \text{III}^{2,8}_{\lambda,\mu,\delta,\nu,\xi} \) | ![Graph](image9) | \[
\begin{pmatrix}
\frac{1}{\lambda} & 0 & \nu \\
\delta & 1 & 0
\end{pmatrix}
\] | \((\mathbb{K}^\times)^5 \cap D(\xi(\mu - 1) - \nu(\mu - \lambda))\) |

Table 4. Simple three-dimensional algebras with \(\dim(\text{Diag}(A)) = 2\) and \(\lambda, \delta, \mu, \nu\) and \(\xi\) nonzero. The acting group is \(\mathbb{K}^\times\).
ON SIMPLE EVOLUTION ALGEBRAS OF DIMENSION TWO AND THREE. CONSTRUCTING SIMPLE AND SEMISIMPLE EVOLUTION ALGEBRAS

Table 5. Simple three-dimensional algebras with \( \dim(\Diag(A)) = 3 \) and \( \lambda, \delta, \mu, \nu, \xi \) and \( \gamma \) nonzero.
The acting group is \( \mathbb{K}^\times \).

4. SIMPLE AND SEMISIMPLE EVOLUTION ALGEBRAS ARISING AS THE TENSOR PRODUCT OF TWO SIMPLE ONES

Let \( E = (E^0, E^1, r_E, s_E) \) and \( F = (F^0, E^1, r_F, s_F) \) be two directed graphs. We recall that the categorical product of \( E \) and \( F \) is the directed graph defined by \( E \times F := (E^0 \times F^0, E^1 \times F^1, r, s) \) where \( s(f, g) = (s(f), s(g)) \) and \( r(f, g) = (r(f), r(g)) \) for any \( (f, g) \in E^1 \times F^1 \).

We know, by [5], that the tensor product of two evolution algebras is an evolution algebra as well. Moreover, if \( E = (E^0, E^1, r_E, s_E) \) and \( F = (F^0, F^1, r_F, s_F) \) are the directed graphs associated to the evolution algebras \( A_1 \) and \( A_2 \) respectively, then the directed graph associated to \( A_1 \otimes A_2 \) is the graph \( E \times F \).

Following [12], let \( E = (E^0, E^1, r_E, s_E) \) be a directed graph and \( u, v \in E^0 \). We say \( u, v \) are strongly connected if there exists a path from \( u \) to \( v \) and from \( v \) to \( u \) or \( u = v \). This is an equivalence relation and we define a component \( C \) of \( E \) to be a subgraph whose vertices, \( C^0 \), are the vertices in an equivalence class with respect to this relation and whose edges are those \( f \in E^1 \) with \( s(f), r(f) \in C^0 \).

One can find, in [12], the following result that concerns strongly connected directed graphs (involving the categorical product of graphs).

**Theorem 4.1** ([12], Theorem 1.(ii)). Let \( G_1 \) and \( G_2 \) be strongly connected directed graphs. Let

\[
d_1 = d(G_1) = \gcd\{\text{length of all the closed paths in } G_1\},
\]

\[
d_2 = d(G_2) = \gcd\{\text{length of all the closed paths in } G_2\}
\]
and \[ d_3 = \gcd\{d_1, d_2\}. \]

Then the number of components of \( G_1 \times G_2 \) is \( d_3 \).

**Remark 4.2.** The previous theorem implies that if \( E \) and \( F \) are strongly connected graphs, then the connected components of \( E \times F \) are strongly connected.

So, we have a result that improves [5, item (i) Corollary 4.3].

**Theorem 4.3.** Let \( A_i \ (i = 1, 2) \) be finite-dimensional simple evolution algebras over a field \( K \) whose associated directed graphs are \( E \) and \( F \), respectively. We have:

(i) The evolution algebra \( A_1 \otimes A_2 \) is simple if and only if \( 1 = \gcd(d_1, d_2) \) where \( d_1 \) and \( d_2 \) are as in Theorem 4.1. In particular, if \( E \) and \( F \) have closed paths of coprime length, then \( A_1 \otimes A_2 \) is simple.

(ii) The evolution algebra \( A_1 \otimes A_2 \) is semisimple (a direct sum of simple evolution algebras).

**Proof.** For item (i), if \( A_1 \otimes A_2 \) is simple, then the graph \( E \times F \) has one component hence \( \gcd(d_1, d_2) = d_3 = 1 \). Conversely, if \( 1 = d_3 = \gcd(d_1, d_2) \) then \( E \times F \) has one component which is \( (E \times F)^0 \). Recall that any component is strongly connected, moreover, the algebra \( A_1 \otimes A_2 \) is perfect since both \( A_1 \) and \( A_2 \) are perfect (being simple) by [5, item (i) Proposition 2.14]. So, the graph \( E \times F \) is strongly connected and \( A_1 \otimes A_2 \) is perfect. Consequently, \( A_1 \otimes A_2 \) is simple by [4, Proposition 2.7]. The second assertion is straightforward. For item (ii), if \( d_3 \geq 1 \) each component gives rise to a simple evolution algebra. \( \square \)

**Corollary 4.4.** Let \( A_1 \) and \( A_2 \) be two finite-dimensional simple evolution algebras over a field \( K \). Suppose \( \dim(\text{Diag}(A_1)) > 0 \) for some \( i \in \{1, 2\} \), then \( A_1 \otimes A_2 \) is a simple evolution algebra.

**Proof.** Since \( \dim(\text{Diag}(A_1)) > 0 \), for some \( i \in \{1, 2\} \), we get that \( A_1 \) or \( A_2 \) has at least one loop. This means that \( d_1 \) or \( d_2 \) is 1. The result is straightforward. \( \square \)

The next issue is how to construct simple tensorially decomposable evolution algebras.

**Remark 4.5.** Note that, item (i) Theorem 4.3 and Corollary 4.4 allow us to construct more complex models of simple evolution algebras. For instance, taking as model the simple algebra \( \textbf{III}_{\lambda,4} \), whose structure matrix is

\[
\begin{pmatrix}
1 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix},
\]

and replacing each 1 in the matrix with an \( n \times n \) structure matrix \( M \) of another simple evolution algebra (and replacing each \( \lambda \) with \( \lambda M \)), we get the structure matrix

\[
\begin{pmatrix}
M & 0 & \lambda M \\
M & 0 & 0 \\
0 & M & 0
\end{pmatrix},
\]

which represents a \( 3n \)-dimensional simple evolution algebras. So, we have many models of \( 3n \) and \( 2n \)-dimensional simple algebras from our classification theorems.

Although, observe that not every simple tensorially decomposable evolution algebra requires the factors to have all closed paths of coprime length. We illustrate this fact. Let \( A_1 \) and \( A_2 \) be two simple finite dimensional evolution algebras over a field \( K \) with associated directed graphs \( E \) and \( F \) as follows:

(1) Directed graph \( E \) associated to the evolution algebra \( A_1 \).

(2) Directed graph \( F \) associated to the evolution algebra \( A_2 \).

In the same vein of Theorem 4.1, \( d_1 = \gcd\{4, 6\} = 2 \) and \( d_2 = \gcd\{6, 9\} = 3 \). Hence \( d_3 = \gcd\{d_1, d_2\} = 1 \). So, \( E \times F \) has one strongly connected component. Hence, \( A_1 \otimes A_2 \) is simple.
Recall the definitions of tensorially decomposable and tensorially indecomposable \(\mathbb{K}\)-algebras.

**Definition 4.6** ([5], Definition 2.9). We say that a \(\mathbb{K}\)-algebra \(A\) is **tensorially decomposable** if it is isomorphic to \(A_1 \otimes A_2\) where \(A_1\) and \(A_2\) are \(\mathbb{K}\)-algebras with \(\dim(A_1), \dim(A_2) > 1\). Otherwise we say that \(A\) is **tensorially indecomposable**.

One of the motivations of the following theorem is to decide if we could construct simple evolution algebras arising as quotients of tensor products of other evolution algebras. Here we prove that if the ideal realizing the quotient is 1-dimensional, then the quotient algebra is not simple.

**Theorem 4.7.** Let \(A\) be a finite dimensional evolution algebra over a field \(\mathbb{K}\) with natural basis \(B\).

(i) If \(I \triangleleft A\) is an ideal with \(I = \mathbb{K}u\) and \(\text{supp}_B(u) > 1\), then \(A/I\) is not simple.

(ii) If \(A = A_1 \otimes A_2\) is tensorially decomposable and \(0 \neq I \triangleleft A\) is an ideal with \(I = \mathbb{K}u\), then \(A/I\) is not simple.

**Proof.** For (i) write \(u = \sum \lambda_h e_h\) where \(B = \{e_h\}_{h=1}^n\) is a natural basis of \(A\). We may assume that \(\lambda_1, \lambda_2 \neq 0\). Then \(I \ni h e_i\) for \(i = 1, 2\) so \(e_1^2, e_2^2 \in I\) thus \(A^2 \subset I + \sum_{h=1}^n \mathbb{K}e_h^2\) and \(\dim(A^2) \leq n - 1\). Since \(\dim([A^2+I]/I) = \dim(A^2/A^2 \cap I) \leq n - 2\) we have a nonzero proper ideal \((A^2 + I)/I \triangleleft A/I\).

For (ii), suppose that \(B_1 = \{a_i\}_{i=1}^m, B_2 = \{b_j\}_{j=1}^n\) are natural bases of \(A_1\) and \(A_2\) respectively, and \(B_1 \otimes B_2 = \{e_h\}_{h=1}^m\) a natural basis of \(A = A_1 \otimes A_2\). So, \(u = \sum_{h=1}^m \lambda_h e_h\). If \(\text{supp}_B(u) > 1\) we apply item (i) and if \(\text{supp}_B(u) = 1\) then \(u = \lambda_1 \otimes b_1, \lambda \neq 0\) (so we may assume without loss of generality \(\lambda = 1\)). Since \(I = \mathbb{K}u\), we have either \(u^2 = 0\) or \(u^2 \in \mathbb{K}^u\). In the last case, we can take \(u\) being idempotent (re-scaling if necessary).

1. In the case \(u^2 = u\) we have \(a_1 \otimes b_1 = u = u^2 = a_1^2 \otimes b_1 = \sum_{i=1}^m \omega_{ii} a_i \otimes \sum_{j=1}^n \sigma_{jj} b_j = \sum_{i,j} \omega_{ii} \sigma_{jj} a_i \otimes b_j\).
   So \(\omega_{ii} \sigma_{jj} \neq 0\) and \(\omega_{ii} \sigma_{jj} = 0\) if \(i \neq j\) and \(j \neq 1\). Now, if we suppose \(\omega_{ii} \neq 0\) for \(i \neq 1\), then \(\sigma_{jj} = 0\) for all \(j \neq 1\). Hence \(b_1^j = \sigma_{jj} b_j\). Thus \(A_2\) has a 1-dimensional ideal \(J = \mathbb{K}b_1\) and therefore \(A\) has an ideal \(A_1 \otimes J\) with \(\dim(A_1 \otimes J) = \dim(A_1)\). Then \(A/I\) has the ideal \((A_1 \otimes J + I)/I\) which is nonzero and proper.

2. If \(u^2 = 0\) we deduce, as before, \(\omega_{ii} \sigma_{jj} = 0\) for any \(i\) and \(j\). Then, for instance if \(\omega_{ii} \neq 0\), we have \(\omega_{jj} = 0\) for every \(j\), so \(A_2\) has a 1-dimensional ideal and we conclude as above.

\(\square\)
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