LINEAR BOUNDARY LAYER ANALYSIS
OF THE NEAR-CRITICAL REFLECTION OF INTERNAL GRAVITY WAVES
WITH DIFFERENT SIZES OF VISCOSITY AND DIFFUSIVITY
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Abstract. The aim of this work is to make a further step towards the understanding of the near-critical reflection of internal gravity waves from a slope in the more general and realistic context where the size of viscosity $\nu$ and the size of diffusivity $\kappa$ are different. In particular, we provide a systematic characterization of boundary layers (boundary layer wave packets) decays and sizes depending on the order of magnitude of viscosity and diffusivity. We can construct an $L^2$ stable approximate solution to the linear near-critical reflection problem under the scaling assumption of Dauxois & Young JFM 1999, where either viscosity of diffusivity satisfies a precise scaling law in terms of the criticality parameter.
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1. Introduction

This work provides new results on the analysis of the linear near-critical reflection problem for the two-dimensional Boussinesq system

$$\begin{align*}
\partial_t u - b \sin \gamma + \partial_x p &= \nu \Delta u, \\
\partial_t w - b \cos \gamma + \partial_y p &= \nu \Delta w, \\
\partial_t b + N^2 (u \sin \gamma + w \cos \gamma) &= \kappa \Delta b, \\
\partial_x u + \partial_y w &= 0,
\end{align*}$$

(1.1)

in the half space $\mathbb{R}^2_+$, with viscosity $\nu > 0$ and diffusivity $\kappa > 0$, while $N^2$ is a positive constant which plays the role of the buoyancy frequency (further details later on). The system is endowed
with no-slip boundary conditions for the velocity field and no-flux boundary condition for the buoyancy term, i.e.

\[ u_{|y=0} = w_{|y=0} = \partial_y b_{|y=0} = 0. \]

The linear inviscid approximation of the Boussinesq system (i.e. (1.1) with \( \nu = \kappa = 0 \)) supports the propagation of waves, which are called internal gravity waves. This can be seen by analogy with geometric optics for acoustic waves (see for instance [12]): taking the Fourier transform of (1.1) with \( \nu = \kappa = 0 \), one can define the solution \( (u, w, b) \in \mathbb{R}^3 \) as a sum of plane waves \((\hat{u}, \hat{w}, \hat{b})^T e^{-i \omega_{k,m} t + ikx + imy}\), where \((k, m) \in \mathbb{R}^2\) are the Fourier variables, whose dispersion relation and Fourier coefficients are respectively given by

\[ \omega_{k,m}^2 = N^2 \frac{(k \cos \gamma - m \sin \gamma)^2}{k^2 + m^2} = (N \sin \theta)^2, \quad X_{k,m} := \begin{pmatrix} \hat{u} \\ \hat{w} \\ \hat{b} \end{pmatrix} = \begin{pmatrix} 1 \\ \frac{k}{m} \frac{m \omega_{k,m}}{m \omega_{k,m}} \end{pmatrix}. \]

with \((\sqrt{k^2 + m^2}, \frac{\pi}{2} - (\theta + \gamma))\) being the polar coordinates of the wavenumber \((k, m)\) in Fourier space, in the reference system \((x, y)\).

The physical phenomenon which is analyzed here is the reflection of those internal waves from a sloping flat boundary of an arbitrary but fixed angle \(\gamma\). As widely discussed in [1], since the notion of propagation does not make sense for a single plane wave, we work with wave packets. Our typical wave packet is a simple linear superposition of plane waves, as defined in [1]. More precisely, the definition of the wave packet hitting the boundary \(y = 0\) (incident wave packet) reads as follows

\[ W_{inc}(x, y) := \int_{\mathbb{R}^2} \hat{A}(k, m) X_{k,m} e^{-i \omega_{k,m} t + ikx + imy} dk dm, \]

where

1. the eigenvector \(X_{k,m} \in \mathbb{R}^3\) is given by (1.3), where the pressure can be recovered for instance using the first equation of (1.1) (with \(\nu = 0\)), which in Fourier reads

\[ -i \omega_{k,m} \hat{u} - \sin \gamma \hat{b} + ik \hat{p} = 0 \implies \hat{p} = \frac{1}{k} \left[ \omega_{k,m} + \sin \gamma \frac{(k \cos \gamma - m \sin \gamma)}{m \omega_{k,m}} \right], \]

2. the time frequency

\[ \omega_{k,m} = \omega_{k,m}^\pm \text{ if } \nabla_{k,m} \omega_{k,m}^\pm (k, m) \cdot (0, 1)^T < 0, \text{ with } \omega_{k,m}^\pm = \frac{\pm k \cos \gamma - m \sin \gamma}{\sqrt{k^2 + m^2}}, \]

3. the function

\[ \hat{A}(k, m) := \frac{1}{\varepsilon^2} \sum_{\pm} \chi(\varepsilon^{-2}(k \pm k_0)) \chi(\varepsilon^{-2}(m \pm m_0)), \]

for any \(C^\infty\) compactly supported function \(\chi\).

The choice of item (2) in the above list is motivated by the fact that we consider the propagation of the incident wave in (1.4) in the upper half plane \(y \geq 0\). Then, the incident wave hits the boundary provided that it propagates downwards. This is in fact the reason why we impose that \(\nabla_{k,m} \omega_{k,m}^\pm (k, m) \cdot (0, 1)^T < 0\). The criticality of the near-critical reflection phenomenon is measured in terms of the difference between the angle of the incident internal wave (\(\theta\) with \(\omega_{k,m}^2 = (N \sin \theta)^2\))
and the angle $\gamma$ of the slope. The reflection of internal waves is called near-critical (see [4]) if the difference (hereafter called criticality parameter)

\[
\zeta := \omega_{k,m}^2 - \sin^2 \gamma
\]

is a small parameter. We briefly explain the meaning of this critical setting. First, system (1.1) is the rotated version (of angle $\gamma$) of the linear non-rotated 2d Boussinesq system in the original cartesian coordinates ($x_1, x_2$), which reads

\[
\begin{align*}
\partial_t \tilde{u} + \partial_{x_1} \tilde{p} &= \nu \Delta \tilde{u}, \\
\partial_t \tilde{w} - \tilde{b} + \partial_{x_2} \tilde{p} &= \nu \Delta \tilde{w}, \\
\partial_t \tilde{b} + N^2 \tilde{w} &= \kappa \Delta \tilde{b}, \\
\partial_{x_1} \tilde{u} + \partial_{x_2} \tilde{w} &= 0,
\end{align*}
\]

in the upper-slope region of angle $\gamma$ determined by $\partial \Omega = \{(x_1, x_2) \mid x_2 - (\tan \gamma)x_1 = 0\}$, i.e. the domain where system (1.7) is considered is the upper region identified by a slope of inclination $\gamma$ with respect to the horizontal $x_2 = 0$. The related boundary conditions are given by $\tilde{u}|_{\partial \Omega} = \tilde{w}|_{\partial \Omega} = (\nabla \cdot \vec{n})|_{\partial \Omega} = 0$, where $\vec{n} = (\sin \gamma, -\cos \gamma)$ is the unit vector normal to the boundary $\partial \Omega$, see Figure 1.

Next, performing a plane wave (Fourier) analysis of the non-rotated system (1.7) (as previously sketched for the rotated system (1.1)), one obtains that the non-rotated dispersion relation is

\[
\omega_{k_1, k_2}^2 = N^2 \frac{k_1^2 + k_2^2}{k_1^2 + k_2^2} = N^2 \mathcal{R}_1^2 = N^2 \sin^2 \theta,
\]

where $(k_1, k_2)$ are the non-rotated frequency variables in the original reference system $(x_1, x_2)$, $\mathcal{R}_1$ is the symbol of the first component of the Riesz transform, and $\theta$ is the angle between the frequency vector $(k_1, k_2)$ and the vertical axis $x_1 = 0$ (in other words, $(|k|, \frac{\pi}{2} - \theta)$ are the polar coordinates of $(k_1, k_2)$). This way, the angle $\theta$ identifies the direction of the frequency vector (wavenumber) of components $(k_1, k_2)$ in the reference system $(x_1, x_2)$ (and of components $(k, m)$ in the rotated reference system $(x, y)$) of each superimposed plane wave $e^{-i \omega_{k,m} t + ikx + imy}$ inside the integral (the wavepacket) (1.4).

The reflection of plane waves is near-critical when $\sin^2 \theta$ and $\sin^2 \gamma$ are very close, where $\gamma$ is the slope inclination, see Figure 2. The reason why this situation where $\zeta = \omega_{k,m}^2 - \sin^2 \gamma \sim 0$ is critical
Figure 2. Incident wave of frequency $\omega_{k,m}^2 = (\sin \theta)^2$ hitting the slope of angle $\gamma$. The orange arrow is the wavenumber of components $(k_1, k_1)$ in $(x_1, x_2)$. The downward black arrow is the incident wave.

is due the anisotropic nature of the dispersion relation $\omega_{k,m}^2 = N^2 \sin^2 \theta$ of internal gravity waves. In two space dimensions, if $\omega_{k,m}^2 \in \mathbb{R}$ is fixed, then there are four frequency vectors $(\pm k_1, \pm k_2)$ fulfilling the dispersion relation (1.8). This implies that a given fixed frequency $\omega_{k,m}^2$ is responsible for the "propagation" of four internal waves in four specific directions, which are orthogonal to the four frequency vectors $(\pm k_1, \pm k_2)$. When an incident internal gravity wave hits the slope, the anisotropic nature of this peculiar dispersion relation generates a reflected wave propagating in the vicinity of the slope if the inclination $\theta$ of the frequency vector and the angle of the slope $\gamma$ are very close. In particular, the reflected wave almost lying along the slope has "infinite" amplitude (i.e. the amplitude is a negative power of the small criticality parameter $\zeta$ in (1.6)). This phenomenon causes therefore an energy focusing along the boundary when the reflection is near-critical, i.e. $\zeta \sim 0$. In the presence of (small) viscosity and diffusivity as in (1.7) with $\nu > 0, \kappa > 0$, the reflected wave is replaced by boundary layers (of high amplitude), see [4,11]. The physical literature on the near-critical reflection of internal waves is quite vast: the first investigation goes back to 1999 and it is due to Dauxois & Young [4] (earlier physical experiments were realized by the group of Leo Mass, [11]), while this is still an active direction of research in physics, see for instance [9]. In the Dauxois & Young physical setting, see [4], the considered scaling relation is the following. For an arbitrarily small parameter $\varepsilon > 0$, let us adimensionalize and set (either) the viscosity $\nu$ (or the diffusivity $\kappa$) as

$$\nu = \nu_0 \varepsilon^6 \quad \text{or} \quad \kappa = \kappa_0 \varepsilon^6.$$  

(1.9)

Then the criticality parameter in terms of the size of the viscosity reads

$$\zeta \sim \varepsilon^2.$$  

(1.10)

An additional assumption is crucially adopted in [4] (and consequently in [1]): both those studies rely on the scaling assumption $\nu \sim \kappa \sim \varepsilon^6$, i.e. viscosity and diffusivity have the same size, which is given in terms of the size of the criticality parameter $\zeta \sim \varepsilon^2$. However, the order of magnitude of viscosity and diffusivity is very different in several physical scenarios, for instance in the case of deep
oceanic waters (see [14]). The aim of this work is to make a further step towards the understanding of the near-critical reflection of internal gravity waves from a slope in the more general and realistic context where the size of viscosity $\nu$ and the size of diffusivity $\kappa$ are different. In particular, $\nu > 0$ and $\kappa > 0$ will be both small, according to the physical predictions [3], but their order of smallness (in terms of the small parameter $\varepsilon > 0$, which measures the criticality of the problem in (1.10)) is a priori different. Note that the smallness of $\nu, \kappa$ coupled with the presence of a boundary (and related boundary conditions to be satisfied) is responsible for the appearance of boundary layers. It is well-known (see for instance [12, 2]) that the number and the nature of boundary layers is deeply sensitive to variations of the order of magnitude of viscosity $\nu$ and diffusivity $\kappa$. Our analysis provides a systematic solution to the linear problem (1.1) in $\mathbb{R}^2$ with boundary conditions (1.2), under the scaling assumption (1.9) of [4] on the viscosity $\nu > 0$ (resp. the diffusivity $\kappa > 0$), but without any scaling assumption on the diffusivity coefficient $\kappa > 0$ (resp. the viscosity coefficient $\nu > 0$). In order to investigate all the possible order of magnitudes (in $\varepsilon$) attained by $\kappa$ (resp. $\nu$), we divide the study in five different cases, which are described later on. The first four cases that we treat fulfill the scaling assumption (1.9). The outcome of our study is that when the scaling assumption (1.9) holds, we can always provide a consistent and $L^2$ stable approximate solution to the linear problem. Besides, we provide a systematic characterization of boundary layers (boundary layer wave packets) decays and sizes in $L^2(\mathbb{R}^2_+)$ and in $L^\infty(\mathbb{R}^2_+)$. We further consider the scaling relation where viscosity $\nu$ and diffusivity $\kappa$ have the same size $\nu \sim \kappa \sim \varepsilon^\beta$ with $\beta > 6$, where the case $\beta = 6$ was investigated in [1]. This is outside from the scaling assumption (1.9). In this last case, we can provide an approximate solution which is only consistent. In fact, in this last case we are not able to lift all the three boundary conditions (1.2) because of a degenerate boundary layer that we cannot use in our solution. This way, the error that our approximate solution generates on the boundary runs out the possibility of having stability in $L^2$ (because of the presence of the Laplacian, which is incompatible with any small error on the boundary when one deals with steep function as boundary layers). Note that in this last case $\nu$ and $\kappa$ are allowed to be as small as any (positive integer) power of $\varepsilon$. Therefore this case approaches in some sense the inviscid near-critical reflection problem, which does not have any hope to be stable in $L^2$ (see [1] for an explanation).

In the rest of the introduction, we provide a very brief (and very far from being complete) description of the 2d Boussinesq equations, with a non-exhaustive list of mathematical references. The inviscid Boussinesq equations are obtained through a linearization of the density-dependent incompressible Euler equations around special steady states with zero velocity ($\bar{\rho}_eq(x_1), 0, 0, \bar{p}_eq(x_2)$) satisfying the hydrostatic balance $\partial_x \bar{p}_eq = -\bar{\rho}_eq$. In many physical applications, for instance in oceanography, see [13], the background density is assumed to be continuous and strictly decreasing $\bar{\rho}_eq'(x_2) < 0$: this is called stable stratification, as it provides spectral stability of the aforementioned steady states, see [8]. Let us consider then the following perturbation expansions

$$\rho(t, x_1, x_2) = \bar{\rho}_eq(x_2) + \tilde{\rho}(t, x_1, x_2);$$
$$u(t, x_1, x_2) = \tilde{u}(t, x_1, x_2); \quad w(t, x_1, x_2) = \tilde{w}(t, x_1, x_2);$$
$$p(t, x_1, x_2) = \bar{p}_eq(x_2) + \rho_0 \tilde{p}(t, x_1, x_2),$$

of the hydrostatic equilibria ($\bar{\rho}_eq(x_1), 0, 0, \bar{p}_eq(x_2)$), where $\bar{\rho}_eq(x_2) = \rho_0 + r(x_2)$ with $\rho_0 > 0$ being the characteristic (constant) density and $r(y)$ a function such that $r'(x_2) < 0$. Applying the Boussinesq approximation, i.e. relying on the assumption that $r(x_2) \ll \rho_0$ and neglecting the density variation $r(x_2)$ everywhere but in gravity terms, [13], one obtains system (1.7) with $\nu = \kappa = 0$, after naming...
b = g\hat{\rho}/\rho_0$. In \[1.7\], the value $N^2 = -\frac{g}{\rho_0} \hat{\rho}^2(x_2)$ is called buoyancy frequency and it is in general a function of the vertical coordinate $x_2$, depending in fact on the background density profile $\hat{\rho}_{eq}(x_2)$. When $N$ varies with $x_2$, the linear Boussinesq system is associated with a nonlinear eigenvalue problem that is analyzed in \[7\]. However, it is customary especially in oceanography, \[4\] to restrict ourselves to affine background stratifications. In that case, under the Boussinesq approximation $r(x_2) \ll \rho_0$, the value $N$ is constant. We will work in this framework and assume that $N = 1$. We finally remark that system \[1.7\] with constant $N$ has been rigorously derived from the Navier-Stokes Fourier equations under the Oberbeck-Boussinesq approximation (see \[10\]) in several mathematical results, relying on the method of Desjardins et al \[8\]; we refer to \[3\] for a recent derivation in critical spaces and for further references therein.

**Notation and convention.** We use the following notation and conventions.

- We use the notation $a \approx b, a, b \in \mathbb{R}$ if there exist uniform constants $c > 0, C > 0$ such that $a \geq cb, a \leq Cb$.
- The notation $a = O(b)$ is used when there exists a uniform constant $C > 0$ such that $a \leq Cb$.
- For any $f_\varepsilon = f(\varepsilon), g_\varepsilon = g(\varepsilon) = \varepsilon^a \hat{g}$ with $a \in \mathbb{R}, \hat{g} \in \mathbb{R}$, we use the notation $f_\varepsilon \sim g_\varepsilon$ if $g_\varepsilon$ is the leading order term of the expansion of $f_\varepsilon$ in terms of $\varepsilon$, i.e. $\lim_{\varepsilon \to 0} \varepsilon^{-a} f_\varepsilon = \hat{g}$.
- Given a function $f$, we denote by $\hat{f}$ its Fourier transform.

**Setting of the problem.** We provide the linear boundary layer analysis of system \[1.1\] with $N = 1$, which we rewrite here

$$
\begin{align*}
\partial_t u - b \sin \gamma + \partial_x p &= \nu \Delta u, \\
\partial_t w - b \cos \gamma + \partial_y p &= \nu \Delta w, \\
\partial_t b + u \sin \gamma + w \cos \gamma &= \kappa \Delta b, \\
\partial_x u + \partial_y w &= 0,
\end{align*}
$$

\[1.11\]

in $\mathbb{R}^2_x$, with viscosity $\nu > 0$ and diffusivity $\kappa > 0$, and the following no-slip and no-flux boundary conditions

$$
\begin{align*}
\begin{cases}
\partial_y u &= 0, \quad w|_{y=0} = 0, \\
\partial_y b &= 0, \quad b|_{y=0} = 0.
\end{cases}
\end{align*}
$$

\[1.12\]

We rely on the scaling assumption below.

**Assumption 1.1.**

- The criticality parameter $\zeta = \omega_{k,m}^2 - \sin^2 \gamma$ in \[1.6\] is assumed to have the following leading order $\zeta \sim \varepsilon^2$ in terms of an arbitrarily small parameter $\varepsilon > 0$.
- One of the following alternatives holds.
  
  (A) The size of viscosity $\nu = \varepsilon^\alpha \nu_0$ and the size of diffusivity $\kappa = \varepsilon^\beta \kappa_0$, for some universal constants $\nu_0 > 0, \kappa_0 > 0$, and $\beta > 0$.
  
  (B) The size of diffusivity $\kappa = \varepsilon^\alpha \kappa_0$ and the size of viscosity $\nu = \nu_0 \varepsilon^\beta$, for some universal constants $\nu_0 > 0, \kappa_0 > 0, \beta > 0$.
  
  (C) The size of viscosity and diffusivity are asymptotically equivalent $\nu \sim \kappa \sim \varepsilon^\beta$, with $\nu = \nu_0 \varepsilon^\beta, \kappa = \kappa_0 \varepsilon^\beta$ for some universal constants $\nu_0 > 0, \kappa_0 > 0, \beta > 6$.

In (C), the sizes of viscosity and diffusivity are not different, in fact they are asymptotically equivalent and strictly smaller than the scaling $\varepsilon^6$ adopted and investigated in \[4\]. We will show in the following that this last case (C) is degenerate and we cannot provide in this context a stable solution to the near-critical reflection problem. In order to simplify the analysis, we further
distinguish five different (sub-)regimes, which are presented below. Let $\nu_0 > 0$, $\kappa_0$ be two universal parameters.

- **Case 1:** $\nu = \nu_0 \varepsilon^6, \kappa = \kappa_0 \varepsilon^2$ with $\beta < 6$;
- **Case 2:** $\nu = \nu_0 \varepsilon^6, \kappa = \kappa_0 \varepsilon^2$ with $\beta > 6$;
- **Case 3:** $\nu = \nu_0 \varepsilon^6, \kappa = \kappa_0 \varepsilon^6$ with $\beta < 6$;
- **Case 4:** $\nu = \nu_0 \varepsilon^6, \kappa = \kappa_0 \varepsilon^6$ with $\beta > 6$;
- **Case 5:** $\nu = \nu_0 \varepsilon^6, \kappa = \kappa_0 \varepsilon^6$ with $\beta > 6$.

**Plan of the paper.** The paper is organized as follows. In Section 2 we describe and prove the main result, which provides an approximate solution to the considered problem. Next, a detailed linear boundary layer analysis is provided in Section 3. Finally, a more accurate description of the approximate solution is given in the last section.

2. **Main results**

We state and prove our main result below.

**Theorem 2.1.** [Consistency & stability] Let $W_{\text{inc}}^0$ be an incident wave packet satisfying (1.4) for some $\chi \in C^2_0(\mathbb{R})$. Then, in all the considered regimes (Case 1,2,3,4,5), there exists an (almost) exact solution $W^{\text{app}}$ to system (1.1), of the form

$$W^{\text{app}} := W_{\text{inc}}^0 + W_{\text{BL}}^0,$$

where $W_{\text{BL}}^0$ is a boundary layer wave packet as in (3.2). More precisely, the following results hold true.

(i) In all the considered regimes (Case 1,2,3,4,5), $W^{\text{app}}$ is a consistent approximation to system (1.1), in the sense that it satisfies that system

$$\begin{align*}
\partial_t u^{\text{app}} - b^{\text{app}} \sin \gamma + \partial_x p^{\text{app}} &= \nu \Delta u^{\text{app}} + R_u^{\text{app}}, \\
\partial_t w^{\text{app}} - b^{\text{app}} \cos \gamma + \partial_y p^{\text{app}} &= \nu \Delta w^{\text{app}} + R_w^{\text{app}}, \\
\partial_t b^{\text{app}} + u^{\text{app}} \sin \gamma + w^{\text{app}} \cos \gamma &= \kappa \Delta b^{\text{app}} + R_b^{\text{app}}, \\
\partial_x u^{\text{app}} + \partial_y w^{\text{app}} &= 0,
\end{align*}$$

and the boundary conditions (1.2), with a remainder

$$R^{\text{app}} = (R_u^{\text{app}}, R_w^{\text{app}}, R_b^{\text{app}})^T$$

such that $\|R^{\text{app}}\|_{L^2(\mathbb{R}^2)} = O(\sqrt{\nu + \kappa})$.

(ii) In Case 1,2,3,4, $W^{\text{app}}$ is a stable approximation to system (1.1) in the following sense. Consider the unique global-in-time weak solution $W_{\text{weak}}(t)$ to system (1.1) with boundary conditions (1.2) in $C(\mathbb{R}^+; \mathcal{V}_\sigma) \cap L^\infty(\mathbb{R}^+; L^2(\mathbb{R}^2_+)) \cap L^2_{\text{loc}}(\mathbb{R}^+; \mathcal{V}_\sigma)$, where $\mathcal{V}_\sigma := \{(u, w, b) \in H^1(\mathbb{R}^2_+); \partial_x u + \partial_y w = 0\}$ and $\mathcal{V}'_\sigma$ is the dual of $\mathcal{V}_\sigma$, with initial data $W_{\text{weak}}|_{t=0} = W^{\text{app}}|_{t=0}$. Then, the following estimate holds:

$$\|(W^{\text{app}} - W_{\text{weak}})(t, \cdot, \cdot)\|_{L^2(\mathbb{R}^2)} = O(\sqrt{\nu + \kappa} t)e^{\max\{\nu, \kappa\} t}.$$
to system (1.1) with boundary condition (1.2), which satisfies the following energy identity for all \( t \geq 0 \):

\[
\frac{1}{2} \| W_{\text{weak}}(t) \|_{L^2}^2 + \int_0^T \nu (\| \nabla u(t) \|_{L^2}^2 + \| \nabla w(t) \|_{L^2}^2) + \kappa \| \nabla b(t) \|_{L^2}^2 \, dt = \frac{1}{2} \| W_0(0) \|_{L^2}^2.
\]

The existence of a unique global-in-time weak solution \( W_{\text{weak}} \) is classical and it follows by applying the Spectral Theorem to the inverse of the Stokes operator acting on the half plane. It relies on the construction of a sequence of regularized solutions \( W_k(t) \), for which we can derive the energy identity. The proof is detailed in [2] and in the Appendix of [1].

**Proof of Theorem 2.1** We prove (i) and (ii) respectively.

(i) The solution \( W^{\text{app}} \) is provided by Proposition 3.1, together with the estimate of \( \| R^{\text{app}} \|_{L^2} \). The consistency part is therefore proved.

(ii) We point out that the strong formulation of the system, which is required in order to get the energy estimate leading to the stability inequality, is actually satisfied by a sequence approximate solutions, which are smooth by Friedrichs approximation. Then the energy inequality for the weak solution \( W_{\text{weak}} \) is obtained by passing to the limit. With a slight abuse of notation, here we omit this step. We write the equation satisfied by \( W^{\text{app}} - W_{\text{weak}} \) below:

\[
\partial_t (W^{\text{app}} - W_{\text{weak}}) = -P \mathcal{L} (W^{\text{app}} - W_{\text{weak}}) + P \begin{pmatrix}
\nu \Delta (u^{\text{app}} - u_{\text{weak}}) \\
\nu \Delta (w^{\text{app}} - w_{\text{weak}}) \\
\kappa \Delta (b^{\text{app}} - b_{\text{weak}})
\end{pmatrix} + R^{\text{app}},
\]

where \( P \) is the Leray projector such that \( PW_{\text{weak}} = W_{\text{weak}} \) and \( PW^{\text{app}} = W^{\text{app}} \), and \( \mathcal{L} \) is the following skew-symmetric operator:

\[
\mathcal{L} = \begin{pmatrix}
0 & 0 & -\sin \gamma \\
0 & 0 & -\cos \gamma \\
\sin \gamma & \cos \gamma & 0
\end{pmatrix}.
\]

After taking the scalar product against \( W^{\text{app}} - W_{\text{weak}} \) in (2.3), we obtain

\[
\frac{1}{2} \frac{d}{dt} \| W^{\text{app}} - W_{\text{weak}} \|_{L^2}^2 + \langle P \mathcal{L} (W^{\text{app}} - W_{\text{weak}}), W^{\text{app}} - W_{\text{weak}} \rangle = \langle \begin{pmatrix}
\nu \Delta (u^{\text{app}} - u_{\text{weak}}) \\
\nu \Delta (w^{\text{app}} - w_{\text{weak}}) \\
\kappa \Delta (b^{\text{app}} - b_{\text{weak}})
\end{pmatrix}, W^{\text{app}} - W_{\text{weak}} \rangle + \langle R^{\text{app}}, W^{\text{app}} - W_{\text{weak}} \rangle.
\]

Since \( P \) is symmetric while \( \mathcal{L} \) is skew-symmetric, we have

\[
\langle P \mathcal{L} (W^{\text{app}} - W_{\text{weak}}), W^{\text{app}} - W_{\text{weak}} \rangle = \langle \mathcal{L} (W^{\text{app}} - W_{\text{weak}}), PW^{\text{app}} - W_{\text{weak}} \rangle = 0.
\]
Integrating by parts the terms involving the Laplace operator, and using the fact that the approximate solution exactly satisfies the boundary conditions, i.e. $W_{\text{app}}|_{y=0} = 0$, we have

$$-\nu \int_{\mathbb{R}} \partial_y (u_{\text{app}} - u_{\text{weak}})(u_{\text{app}} - u_{\text{weak}})|_{y=0} + \partial_y (u_{\text{app}} - u_{\text{weak}})(w_{\text{app}} - w_{\text{weak}})|_{y=0} \, dx$$

$$-\kappa \int_{\mathbb{R}} \partial_y (b_{\text{app}} - b_{\text{weak}})(b_{\text{app}} - b_{\text{weak}})|_{y=0} \, dx$$

$$-\nu \left( \|\nabla (u_{\text{app}} - u_{\text{weak}})\|_{L^2} + \|\nabla (w_{\text{app}} - w_{\text{weak}})\|_{L^2} \right) - \kappa \|\nabla (b_{\text{app}} - b_{\text{weak}})\|_{L^2}$$

$$= -\nu \left( \|\nabla (u_{\text{app}} - u_{\text{weak}})\|_{L^2} + \|\nabla (w_{\text{app}} - w_{\text{weak}})\|_{L^2} \right) - \kappa \|\nabla (b_{\text{app}} - b_{\text{weak}})\|_{L^2} \leq 0.$$

In the last term of (2.4), we decompose $R_{\text{app}} = R_{\nu} + R_{\kappa}$, where we know from Proposition 3.1 that $\|R_{\nu}\|_{L^2} = O(\nu)$ and $\|R_{\kappa}\|_{L^2} = O(\kappa)$, and we obtain

$$|\langle R_{\text{app}}, W_{\text{app}} - W_{\text{weak}}(t) \rangle| \leq \frac{1}{2\nu} \|R_{\nu}\|_{L^2}^2 + \frac{1}{2\kappa} \|R_{\kappa}\|_{L^2}^2 + \|R_{\nu}\|_{L^2} \max \{\nu, \kappa\} \|W_{\text{app}} - W_{\text{weak}}\|_{L^2}^2.$$

Finally, putting altogether inside (2.4), we have

$$\frac{1}{2} \frac{d}{dt} \|W_{\text{app}} - W_{\text{weak}}\|_{L^2}^2 \leq \frac{1}{2\nu} \|R_{\nu}\|_{L^2}^2 + \frac{1}{2\kappa} \|R_{\kappa}\|_{L^2}^2 + \max \{\nu, \kappa\} \|W_{\text{app}} - W_{\text{weak}}\|_{L^2}^2.$$

Since $\|W_{\text{app}} - W_{\text{weak}}\|_{L^2} = 0$, and as remarked before, we have

$$\nu^{-1} \|R_{\nu}\|_{L^2(\mathbb{R}_+^2)}^2 + \kappa^{-1} \|R_{\kappa}\|_{L^2(\mathbb{R}_+^2)}^2 = O(\nu + \kappa),$$

integrating in time and using the Grönwall estimate, we obtain

$$\|W_{\text{app}}(t, \cdot, \cdot)\|_{L^2} \leq O(\sqrt{(\nu + \kappa)t}) e^{\max \{\nu, \kappa\} t}.$$

The proof is concluded.

\[\square\]

### 3. Linear boundary layer analysis

In this section, we construct the approximate solution $W_{\text{app}}$ to the near-critical reflection problem for (1.11), as announced in the statement of Theorem 2.1. The approximate solution $W_{\text{app}}$ is provided by the following result.

**Proposition 3.1.** [Critical reflection for an incident wave packet] Let $\nu > 0$, $\kappa > 0$. There exists an approximate solution $(u, w, b)^T$ to system (1.1) in the half space $\mathbb{R}_+^2$, which exactly satisfies the boundary conditions (1.2), and it is given by

$$W_{\text{app}} := W_{\text{inc}}^0 + W_{\text{BL}}^0,$$

where $W_{\text{inc}}^0 = (u_{\text{inc}}, w_{\text{inc}}, b_{\text{inc}})^T$ is the incident wave packet (1.4), while $W_{\text{BL}}^0$ is a boundary layer wave packet. In particular, the boundary layer wave packet $W_{\text{BL}}^0$ has the following form in the different regimes.

- **Case 1** ($\nu \sim \epsilon^6, \kappa \sim \epsilon^\beta, \beta < 6$):

  $$W_{\text{BL}}^0 := W_{\text{BL}, \epsilon^3} + W_{\text{BL}, \epsilon^{\beta/3}},$$

  where $W_{\text{BL}, \epsilon^{\beta/3}}$ is a boundary layer wave packet of decay $\epsilon^{-\beta/3}$ and amplitude $\epsilon^{-\beta/3}$, $W_{\text{BL}, \epsilon^3}$ is a boundary layer wave packet of decay $\epsilon^{-3}$ and amplitude $\epsilon^{3/\beta - 3}$ for $\beta > 9/2$ and $\epsilon^{-\beta/3}$ for $\beta < 9/2$. 

• In Case 2 ($\nu \sim \varepsilon^\lambda$, $\kappa \sim \varepsilon^\beta$, $\beta > 6$):

$$W^0_{BL} := W^0_{BL, \varepsilon^2} + W^0_{BL, \varepsilon^{\beta/2}};$$

where $W^0_{BL, \varepsilon^2}$ is a boundary layer wave packet of decay $\varepsilon^{-2}$ and amplitude $\varepsilon^{-2}$, $W^0_{BL, \varepsilon^{\beta/2}}$ is a boundary layer wave packet of decay $\varepsilon^{-\beta/2}$ and amplitude $\varepsilon^{3\beta/2 - 10}$.

• In Case 3 ($\nu \sim \varepsilon^\beta$, $\kappa \sim \varepsilon^\beta$, $\beta < 6$):

$$W^0_{BL} := W^0_{BL, \varepsilon^{\beta/3}} + W^0_{BL, \varepsilon^3};$$

where $W^0_{BL, \varepsilon^{\beta/3}}$ is a boundary layer wave packet of decay $\varepsilon^{-\beta/3}$ and amplitude $\varepsilon^{-\beta/3}$, $W^0_{BL, \varepsilon^3}$ is a boundary layer wave packet of decay $\varepsilon^{-3}$ and amplitude $\varepsilon^{9 - 5\beta/3}$.

• In Case 4 ($\nu \sim \varepsilon^\beta$, $\kappa \sim \varepsilon^6$, $\beta > 6$):

$$W^0_{BL} := W^0_{BL, \varepsilon^2} + W^0_{BL, \varepsilon^{6/2}};$$

where $W^0_{BL, \varepsilon^2}$ is a boundary layer wave packet of decay $\varepsilon^{-2}$ and amplitude $\varepsilon^{-2}$, $W^0_{BL, \varepsilon^{6/2}}$ is a boundary layer wave packet of decay $\varepsilon^{-\beta/2}$ and amplitude $\varepsilon^{2 - \beta/2}$ for $\beta < 8$ and $\varepsilon^{-2}$ for $\beta > 8$.

• In Case 5 ($\nu \sim \varepsilon^\beta$, $\kappa \sim \varepsilon^\beta$, $\beta > 6$):

$$W^0_{BL} := W^0_{BL, \varepsilon^2} + W^0_{BL, \varepsilon^{\beta/2 - 1}} + W^0_{BL, \varepsilon^{\beta/2}};$$

where $W^0_{BL, \varepsilon^{-\beta+8}}$ is a boundary layer wave packet of decay $\varepsilon^{\beta - 8}$ and amplitude $\varepsilon^{-2}$, $W^0_{BL, \varepsilon^{\beta/2 - 1}}$ is a boundary layer wave packet of decay $\varepsilon^{-1/2}$ and amplitude $\varepsilon^{-2}$ and $W^0_{BL, \varepsilon^{\beta/2}}$ is a boundary layer wave packet of decay $\varepsilon^{-\beta/2}$ and amplitude $\varepsilon^{-1}$.

Moreover, the following results hold true.

(a) The boundary layer wave packet $W_{BL}^0 = (u_{BL}, w_{BL}, b_{BL})^T$ is an exact solution to system (1.11) with boundary conditions (1.11).

\[
\begin{align*}
|u_{BL}|_{y = 0} &= -|u_{\text{inc}}|_{y = 0}, & w_{BL}|_{y = 0} &= -|w_{\text{inc}}|_{y = 0}, & \partial_y b_{BL}|_{y = 0} &= -\partial_y |b_{\text{inc}}|_{y = 0}.
\end{align*}
\]

(b) The function $W^\text{app}$ is a consistent approximate solution in the sense of Theorem 2.1 with a remainder $R_{\text{app}} = (R^\text{app}_w, R^\text{app}_b)^T$ such that

\[
\|R_{\text{app}}\|_{L^2(\mathbb{R}^2)} \leq \|R^\text{app}_w\|_{L^2(\mathbb{R}^2)} + \|R^\text{app}_b\|_{L^2(\mathbb{R}^2)} + \|R^\text{app}_w\|_{L^2(\mathbb{R}^2)} = O(\nu + \kappa),
\]

where $\|R^\text{app}_w\|_{L^2(\mathbb{R}^2)} = O(\nu), \|R^\text{app}_w\|_{L^2(\mathbb{R}^2)} = O(\nu), \|R^\text{app}_b\|_{L^2(\mathbb{R}^2)} = O(\kappa)$. More precisely, in the different cases, we have the following:

| Case 1 | Case 2 | Case 3 | Case 4 | Case 5 |
|--------|--------|--------|--------|--------|
| $\|R^\text{app}\|_{L^2}$ | $O(\varepsilon^5)$ | $O(\varepsilon^6)$ | $O(\varepsilon^6)$ | $O(\varepsilon^6)$ |

The first step to construct $W^\text{app}$ in the above statement is to determine the precise order of the boundary layers solving the linear system (1.11). We will rely on the following definition.

**Definition 3.2.** For any $\beta_j > 0$, $\alpha_j \in \mathbb{R}$, let us define a boundary layer wave packet as follows:

\[
W_{BL, \varepsilon^\beta}^{\alpha_j} := \int_{\mathbb{R}^2} \hat{A}(k, m) a_j X_{k, \lambda} e^{-i\omega t + i k x - \lambda y} dk dm, \quad \text{Re}(\lambda) > 0,
\]

where
(1) $\lambda = O(\varepsilon^{-\beta})$;
(2) $a_j = O(\varepsilon^\alpha)$;
(3) $A(k, m)$ is given in (1.5);
(4) the eigenvector

$$\mathbb{R}^3 \ni X_{k, \lambda} = \begin{pmatrix} U_{\lambda} \\ W_{\lambda} \\ B_{\lambda} \end{pmatrix}, \quad \text{with} \quad U_{\lambda} = U_{\lambda}(k), \ W_{\lambda} = W_{\lambda}(k), \ B_{\lambda} = B_{\lambda}(k);$$

(5) the time frequency $\omega_{k, m}$ is given by (1.3).

Plugging the ansatz (3.2) inside the equations (1.1), one obtains the corresponding (algebraic) linear system

$$A_{\varepsilon}(\omega, \kappa, \nu, k, \lambda) \begin{pmatrix} U_{\lambda} \\ W_{\lambda} \\ B_{\lambda} \\ P_{\lambda} \end{pmatrix} = 0, \quad \text{where} \quad A_{\varepsilon}(\omega, \kappa, \nu, k, \lambda) \in \text{space of matrices } \mathcal{M}^{4 \times 4},$$

$$a_j = a_j(k, \varepsilon)$$

is the amplitude of the boundary layer. We look therefore for vectors $X_{k, \lambda} \in \ker(A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda))$, with the restriction that $\lambda = \lambda(k)$ is such that $\text{Re}(\lambda) > 0$, as (3.2). Such vectors $X_{k, \lambda}$ will be called hereafter eigenvectors associated to boundary layers. In order that $\ker A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda) \neq \{0\}$, one asks $\det A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda) = 0$. This amounts at finding the roots in $\lambda$ of the following characteristic polynomial associated with $A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda)$:

$$\mathcal{P}(\lambda) := -\kappa \nu \lambda^6 - (\i \omega (\kappa + \nu) + 3 \nu \kappa k^2) \lambda^4 + \left(\zeta + 2 \i \omega (\kappa + \nu) k^2 - 3 \nu \kappa k^4\right) \lambda^2$$

$$- 2 \i \kappa k \sin \gamma \cos \gamma + k^2 (\cos^2 \gamma - \omega^2 - \i \omega (\kappa + \nu) k^2 + \nu \kappa k^4).$$

Furthermore, the eigenvector $X_{k, \lambda_j}$ related to the eigenvalue $\lambda_j$ (such that $\mathcal{P}(\lambda_j) = 0$) has the following general form:

$$X_{k, \lambda_j} = \begin{pmatrix} U_{\lambda_j} \\ W_{\lambda_j} \\ B_{\lambda_j} \\ P_{\lambda_j} \end{pmatrix} = \begin{pmatrix} 1 \\ \i k \\ \sin \gamma + \i k \lambda_j \gamma \sin \gamma \\ \i \omega - \kappa (\lambda^2 - \kappa^2) \gamma \sin \gamma \end{pmatrix},$$

while the pressure $P_{\lambda_j} = \frac{1}{\pi} \left[ i \omega + \nu (\lambda^2 - k^2) \right] + \sin \gamma \left[ \frac{\sin \gamma + \i k \lambda_j \gamma \sin \gamma}{\i \omega + \nu (\lambda^2 - k^2) \gamma} \right].$

The rest of this section is devoted to the proof of Proposition 3.1.

**Proof of Proposition 3.1.** Notice that since wave packets are simple superposition of plane waves, the following linear analysis can be performed indeed in terms of plane waves. First, we provide the asymptotics of the roots $\lambda$ of $\mathcal{P}(\lambda)$ in the different cases. Note that we need at least three roots $\lambda$ with $\text{Re}(\lambda) > 0$ (three boundary layers) in order to lift the boundary conditions (1.2). Next, we determine the amplitudes $a_j$ by requiring that the sum of the boundary layers evaluated at $y = 0$ balances the boundary contribution of the incident wave (cf. (a) in the statement of Proposition 3.1).

In order to determine the leading order of the roots $\lambda$ of $\mathcal{P}(\lambda)$, we apply the same method that is widely detailed in [1] and we look for asymptotics of the type $\lambda \sim \lambda(k) \varepsilon^q$ where $\lambda(k) \in \mathbb{C}$ and $q \in \mathbb{Q}$. To determine their asymptotic behavior, we need to find $q$ such that different monomials in the expression of $\mathcal{P}(\lambda)$ have the same order in terms of (powers of) $\varepsilon$. This way, we find an equation in $\lambda$ that we can solve. First, it is easy to see that if there exists a constant $c > 0$ such
that $1/c \leq |k| \leq c$, $1/c \leq |\cos^2 - \omega^2| \leq c$ in all the cases, then there is no any root with $q > 0$ (i.e. an infinitesimal root in $\varepsilon$), while there is always a root of size $1$. In particular, the root of size $1$ is
\[ \lambda_1 \sim -\frac{i k (\cos^2 \gamma - \omega^2)}{2 \sin \gamma \cos \gamma}, \]
and this root corresponds to the incident wave packet. Now we investigate the different cases in detail. Hereafter we drop the overline in $\bar{\lambda}$ for lightening the notation.

**Case 1** $(\nu \sim \varepsilon^6, \kappa \sim \varepsilon^\beta, \beta < 6)$:
- for $q = -\frac{\beta}{3}$ we have
  \[ -i \omega \kappa \lambda^3 - 2ik \sin \gamma \cos \gamma = 0. \]
  Then there are two roots, denoted by $\lambda_2, \lambda_3$, with positive real part, and another one, $\lambda_4$, with negative real part.
- For $q = -3$, we have
  \[ -\nu \lambda^2 - i \omega = 0, \]
  then there is a root, $\lambda_5$, with positive real part and another one, $\lambda_6$, with negative real part.

**Case 2** $(\nu \sim \varepsilon^6, \kappa \sim \varepsilon^\beta, \beta > 6)$:
- For $q = -2$, we have
  \[ -i \omega \nu \lambda^3 + \zeta \lambda - 2i k \sin \gamma \cos \gamma = 0. \]
  There are two roots with positive real part, $\lambda_2, \lambda_3$, and one root, $\lambda_4$, with negative real part.
- For $q = -\frac{\beta}{2}$ we have
  \[ -\kappa \lambda^2 - i \omega = 0, \]
  there are two root $\lambda_5, \lambda_6$, the first one with positive real part and the second one with negative real part.

**Remark 3.3.** The next two cases are very similar to the previous ones since (3.5) is symmetric in $(\nu, \kappa)$.

**Case 3** $(\nu \sim \varepsilon^\beta, \kappa \sim \varepsilon^6, \beta < 6)$:
- for $q = -\frac{\beta}{3}$ we have
  \[ -i \omega \nu \lambda^3 - 2ik \sin \gamma \cos \gamma = 0. \]
  There are two roots, denoted with $\lambda_2, \lambda_3$, with positive real part, and another one, $\lambda_4$, with negative real part.
- For $q = -3$ we have
  \[ -\kappa \lambda^2 - i \omega = 0, \]
  there is a root, $\lambda_5$, with positive real part and another one, $\lambda_6$, with negative real part.

**Case 4** $(\nu \sim \varepsilon^\beta, \kappa \sim \varepsilon^6, \beta > 6)$:
- For $q = -2$ we have
  \[ -i \omega \kappa \lambda^3 + \zeta \lambda - 2i k \sin \gamma \cos \gamma = 0, \]
  there are two roots with positive real part, $\lambda_2, \lambda_3$, and one, $\lambda_4$, with negative real part.
- For $q = -\frac{\beta}{2}$ we have
  \[ -\nu \lambda^2 - i \omega = 0, \]
  there are two roots $\lambda_5, \lambda_6$, the first one with positive real part and the second one with negative real part.
Case 5 ($\nu \sim \kappa \sim \varepsilon^\beta$, $\beta > 6$):

- For $q = -2$ we have
  \[ \zeta \lambda - 2i k \sin \gamma \cos \gamma = 0. \]
  There is one root $\lambda_2$ with positive real part. In fact, the first approximation of this root is purely imaginary, but a further expansion yields
  \[ \lambda_2 = \bar{\lambda} e^{-2} + \frac{i \omega (\kappa + \nu) \lambda^4 \varepsilon^{-8}}{2ik \sin \gamma \cos \gamma + O(\varepsilon^4)} - \frac{k^2 (\cos^2 \gamma - \omega^2)}{2ik \sin \gamma \cos \gamma + O(\varepsilon^4)} + O(\varepsilon^s), \quad s, \delta > 0. \]
  Therefore for $\beta < 8$ this root has positive real part of order $\varepsilon^{\beta-8}$. Since for $\beta > 8$ this root is infinitesimal with respect to $\varepsilon$, the associated part of solution does not represent a boundary layer in the sense of Definition 3.2: it will be called degenerate boundary layer (in fact this root has strictly positive real part for $\beta \geq 8$, but its decay in $y$ is very slow, i.e. it is a positive - rather than a negative - power of $\varepsilon$).

- For $q = -\frac{\beta-2}{2}$ we have
  \[ -i \omega (\nu + \kappa) \lambda^2 + \zeta = 0, \]
  where regardless of $\zeta$ there are always two roots $\lambda_3, \lambda_4$, one with positive real part, $\lambda_3$, and another one with negative real part $\lambda_4$.

- For $q = -\frac{\beta}{2}$ we have
  \[ -\nu \kappa \lambda^2 - i \omega (\nu + \kappa) = 0. \]
  where $\lambda_5, \lambda_6$ are similar to the previous cases.

**Remark 3.4.** As remarked in [1], the number of the roots with positive real part is independent of $\zeta$. Therefore, in all the regimes we always have three roots with positive real part.

We summarize in the next table what we have found so far:

| Case 1 | Case 2 | Case 3 | Case 4 | Case 5 |
|--------|--------|--------|--------|--------|
| One BL $\nu \frac{\pi}{2}$ | One BL $\kappa \frac{\pi}{2}$ | One BL $\kappa \frac{\pi}{2}$ | One BL $\nu \frac{\pi}{2}$ | One BL $\zeta \frac{4}{\nu}$ |
| One BL $\kappa \frac{\pi}{2}$ | One BL $\nu \frac{\pi}{2}$ | One BL $\nu \frac{\pi}{2}$ | One BL $\kappa \frac{\pi}{2}$ | One BL $\nu \frac{\pi}{2}$ |
| One BL $(\nu/\zeta) \frac{\pi}{2}$ | One BL $\zeta \frac{4}{\nu}$ | One BL $\nu \frac{\pi}{2}$ | One BL $\kappa \frac{\pi}{2}$ | One BL $(\nu/\zeta) \frac{\pi}{2}$ |

We are ready to prove point (a) of Proposition 3.1. To this end, we have to ensure that all the boundary conditions can be lifted (i.e., to guarantee that there exist always three roots $\lambda_j$ of $P(\lambda)$ with $\text{Re}(\lambda_j) > 0$) and to determine the amplitudes of the related boundary layer wave packets. To this end, we have to solve the following linear algebraic system for $(a_2, a_3, a_5)$ (see the notation for $X_{k,m}$ in (1.3))

\[ (3.7) \quad M_\lambda(k, \varepsilon, \omega) \begin{pmatrix} a_2 \\ a_3 \\ a_5 \end{pmatrix} = \begin{pmatrix} u \\ w \\ b \end{pmatrix}, \quad \begin{pmatrix} u \\ w \\ b \end{pmatrix} = \begin{pmatrix} -\tilde{u}_{\text{inc}} \\ -\tilde{w}_{\text{inc}} \\ -i\tilde{m}(\tilde{b}_{\text{inc}}) \end{pmatrix}, \]
where \((a_2, a_3, a_5) \in \mathbb{C}^3\) are the unknown amplitudes and

\[
M_\lambda(k, \varepsilon, \omega) = \begin{pmatrix}
U_{\lambda_2} & U_{\lambda_3} & U_{\lambda_5} \\
W_{\lambda_2} & W_{\lambda_3} & W_{\lambda_5} \\
-\lambda_2 B_{\lambda_2} & -\lambda_3 B_{\lambda_3} & -\lambda_5 B_{\lambda_5}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\lambda_2} & \frac{1}{\lambda_3} & \frac{1}{\lambda_5} \\
\frac{1}{\lambda_2} & \frac{1}{\lambda_3} & \frac{1}{\lambda_5} \\
-\lambda_2 B_{\lambda_2} & -\lambda_3 B_{\lambda_3} & -\lambda_5 B_{\lambda_5}
\end{pmatrix},
\]

with \((U_{\lambda_j}, W_{\lambda_j}, B_{\lambda_j})\) given by (3.6). It turns out that the number of boundary conditions which can be lifted is exactly the dimension of the following vector space

\[
\text{Vect}\{(U, W, -\lambda B) \in \mathbb{C}^3 \mid \exists (P, \lambda) \in \mathbb{C}^2, \Re(\lambda) > 0 \text{ e } P_{\nu, \kappa, \omega, k}(\lambda) = 0 \}
\text{ s. t. } (U, W, B, P) \in \ker A_\nu(\omega, \kappa, \nu, k, \lambda)\}.
\]

We can check that this system always has non-trivial solutions (i.e. \(\det M_\lambda(k, \varepsilon, \omega) \neq 0\)), so that we have

\[
\det M_\lambda(k, \varepsilon, \omega) = ik \left( B_{\lambda_2} \frac{\lambda_2}{\lambda_3} - B_{\lambda_3} \frac{\lambda_3}{\lambda_2} + B_{\lambda_5} \frac{\lambda_5}{\lambda_2} - B_{\lambda_2} \frac{\lambda_2}{\lambda_5} + B_{\lambda_3} \frac{\lambda_3}{\lambda_5} - B_{\lambda_5} \frac{\lambda_5}{\lambda_3} \right).
\]

Inverting the matrix \(M_\lambda(k, \varepsilon, \omega)\) and observing that \(u, v, w\) are all of order 1, the order of \(a_j\) is given by the leading order of the corresponding row of \(M_\lambda(k, \varepsilon, \omega)^{-1}\). We provide more details below. First, notice that from (3.6) that for \(j = 2, 3\) we have \(B_{\lambda_j} = O(1)\), and (if \(\det M_\lambda(k, \varepsilon, \omega) \neq 0\))

\[
M_\lambda(k, \varepsilon, \omega)^{-1} = \frac{1}{\det M_\lambda(k, \varepsilon, \omega)} \begin{pmatrix}
-i k B_{\lambda_2} \frac{\lambda_2}{\lambda_3} + i k B_{\lambda_3} \frac{\lambda_3}{\lambda_2} & B_{\lambda_3} \frac{\lambda_3}{\lambda_2} - B_{\lambda_2} \lambda_3 & ik \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_3} \right) \\
-ik B_{\lambda_2} \frac{\lambda_2}{\lambda_5} + i k B_{\lambda_5} \frac{\lambda_5}{\lambda_2} & -B_{\lambda_5} \frac{\lambda_5}{\lambda_2} + B_{\lambda_2} \lambda_5 & ik \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_5} \right) \\
-ik B_{\lambda_3} \frac{\lambda_3}{\lambda_5} + i k B_{\lambda_5} \frac{\lambda_5}{\lambda_3} & B_{\lambda_3} \lambda_3 - B_{\lambda_5} \lambda_2 & ik \left( \frac{1}{\lambda_3} - \frac{1}{\lambda_5} \right)
\end{pmatrix}.
\]

Now we need to distinguish the five cases.

- **Case 1** \((\nu \sim \varepsilon^6, \kappa \sim \varepsilon^3, \beta < 6)\): recalling that \(\lambda_5 = O(\varepsilon^{-3})\) we have

\[
B_{\lambda_5} = \frac{\sin \gamma + i k \lambda_5^{-1} \cos \gamma}{i \omega - \kappa(k^2 - \lambda_5^2)} = \frac{O(1) + O(\varepsilon^3)}{O(1) + O(\varepsilon^3) + O(\varepsilon^{\beta - 6})} = O(\varepsilon^{9 - \beta}).
\]

Now the leading order term of (3.8) is \(B_{\lambda_5} \lambda_5 \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_3} \right)\) for \(\beta > 9/2\) and \(B_{\lambda_2} \lambda_2 - B_{\lambda_3} \lambda_3\) for \(\beta < 9/2\).

Since \(\lambda_2 \neq \lambda_3\), \(B_{\lambda_2} \lambda_2 \neq B_{\lambda_3} \lambda_3\) we have

\[
\det M_\lambda(k, \varepsilon, \omega) = \begin{cases}
O(\varepsilon^{3 - \frac{2\beta}{3}}) & \beta > \frac{9}{2} \\
O(1) & \beta < \frac{9}{2}
\end{cases}
\]

For the amplitudes \(a_j\) we have

\[
a_2 = O(\varepsilon^{-\frac{\beta}{2}}), \quad a_3 = O(\varepsilon^{-\frac{\beta}{3}}), \quad a_5 = \begin{cases}
O(\varepsilon^{-\frac{\beta}{2}}) & \beta < \frac{9}{2} \\
O(\varepsilon^{-\frac{\beta}{3}}) & \beta > \frac{9}{2}
\end{cases}.
\]

- **Case 2** \((\nu \sim \varepsilon^6, \kappa \sim \varepsilon^3, \beta > 6)\): since the leading order equation satisfied by \(\lambda_5\) is \(i \omega - \kappa \lambda_5^2 = 0\), which is precisely one of the terms of the denominator of \(B_{\lambda_5}\) (see (3.6)), then we need to extract information on the next order term of the expansion of \(\lambda_5\). We obtain

\[
\lambda_5 = \tilde{\lambda}_5 \varepsilon^{-\beta/2} + O(\varepsilon^{\beta/2 - 6}),
\]

so that

\[
B_{\lambda_5} = \frac{O(1) + O(\varepsilon^{\beta/2})}{O(\varepsilon^\beta) + O(\varepsilon^{2\beta - 12}) + O(\varepsilon^{\beta - 6})} = O(\varepsilon^{6 - \beta}).
\]
Now the leading order term of (3.8) is \( B_{\lambda_5} \lambda_5 \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_3} \right) \). Since \( \lambda_2 \neq \lambda_3 \) for all \( \varepsilon > 0 \), we have
\[
\det M_\lambda (k, \varepsilon, \omega) = O(\varepsilon^{8-3\beta/2}).
\]

For the amplitudes, we have
\[
a_2 = O(\varepsilon^{-2}), \quad a_3 = O(\varepsilon^{-2}), \quad a_5 = O(\varepsilon^{\frac{3\beta}{2}}).\]

- **Case 3** \((\nu \sim \varepsilon^\beta, \kappa \sim \varepsilon^6, \beta < 6)\): similarly to Case 2, we have to push the expansion of the root \( \lambda_5 \) to the next order. This yields
\[
\lambda_5 = \tilde{\lambda}_5 \varepsilon^{-3} + O(\varepsilon^{3-\beta}),
\]
then
\[
B_{\lambda_5} = \frac{O(1) + O(\varepsilon^3)}{O(\varepsilon^6) + \varepsilon^2} = O(\varepsilon^{\beta-6}).
\]

The leading order term of (3.8) is \( B_{\lambda_5} \lambda_5 \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_3} \right) \). Since \( \lambda_2 \neq \lambda_3 \), we have
\[
\det M_\lambda (k, \varepsilon, \omega) = O(\varepsilon^{4\beta/3-9}).
\]

For the amplitudes, we have
\[
a_2 = O(\varepsilon^{-\frac{1}{\beta}}), \quad a_3 = O(\varepsilon^{-\frac{1}{\beta}}), \quad a_5 = O(\varepsilon^{-\frac{5\beta}{12}}).\]

- **Case 4** \((\nu \sim \varepsilon^6, \kappa \sim \varepsilon^\beta, \beta < 6)\): recalling that \( \lambda_5 = O(\varepsilon^{-\beta/2}) \), we have
\[
B_{\lambda_5} = \frac{O(1) + O(\varepsilon^{\beta/2})}{O(1) + \varepsilon^{6-\beta} + \varepsilon^6} = O(\varepsilon^{\beta-6}).
\]

This case is similar to Case 1, indeed the leading order terms of (3.8) is \( B_{\lambda_5} \lambda_5 \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_3} \right) \) for \( \beta < 8 \) and \( B_{\lambda_2} \frac{\lambda_5}{\lambda_3} - B_{\lambda_3} \frac{\lambda_5}{\lambda_2} \) for \( \beta > 8 \). Since \( \lambda_2 \neq \lambda_3 \), \( B_{\lambda_2} \lambda_5^2 \neq B_{\lambda_3} \lambda_5^2 \), we have
\[
\det M_\lambda (k, \varepsilon, \omega) = \begin{cases} O(\varepsilon^{\beta/2-4}) & \beta < 8 \\ O(1) & \beta > 8. \end{cases}
\]

For the amplitudes, we have
\[
a_2 = O(\varepsilon^{-2}), \quad a_3 = O(\varepsilon^{-2}), \quad a_5 = \begin{cases} O(\varepsilon^{-\frac{1}{\beta}}) & \beta < 8 \\ O(\varepsilon^{-2}) & \beta > 8. \end{cases}
\]

- **Case 5** \((\nu \sim \varepsilon^\beta, \kappa \sim \varepsilon^\beta, \beta > 6)\): recalling that \( \lambda_5 = O(\varepsilon^{-\beta/2}) \), we have
\[
B_{\lambda_5} = \frac{O(1)}{O(1) + \varepsilon^6} = O(1).
\]

The leading order term of (3.8) is \( B_{\lambda_5} \lambda_5 \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_3} \right) \). Since \( \lambda_2 \neq \lambda_3 \), we have
\[
\det M_\lambda (k, \varepsilon, \omega) = O(\varepsilon^{2-\beta/2}).
\]

For the amplitudes, we have
\[
a_2 = O(\varepsilon^{-2}), \quad a_3 = O(\varepsilon^{-2}), \quad a_5 = O(\varepsilon^{-1}).
\]

We constructed our boundary layer wave packet \( \mathcal{W}^\text{BL} \) in all the five cases, so that we have our approximate solution \( \mathcal{W}^\text{app} = \mathcal{W}^\text{inc} + \mathcal{W}^\text{BL} \) to (1.11), exactly satisfying the boundary conditions.
It remains to prove consistency of the approximate solution and to provide the size of $R_{\text{app}}$. We have
\[
R_{\text{app}} = \begin{pmatrix}
R_{u}^{\text{app}} \\
R_{w}^{\text{app}} \\
R_{b}^{\text{app}}
\end{pmatrix} := - \begin{pmatrix}
\nu \Delta u_{\text{inc}}^0 \\
\nu \Delta w_{\text{inc}}^0 \\
\kappa \Delta b_{\text{inc}}^0
\end{pmatrix} = \int_{\mathbb{R}^2} \hat{A}(k, m) \begin{pmatrix}
\nu(k^2 + m^2) \\
\nu(k^2 + m^2) \\
\kappa(k^2 + m^2)
\end{pmatrix} \times X_{k, m} e^{ikx + imy - i\omega t} \, dk \, dm,
\]
and its size (i.e $L^2$ norm) is $O(\nu + \kappa)$ as $\|W_{\text{inc}}^0\|_{L^2(\mathbb{R}^2_+)} = O(1)$ proved in [Lemma 2.7, [1]].

\[\square\]

**Remark 3.5.** It is interesting to notice that $B_{\lambda_j}$ has always the same order of the Prandtl number $Pr = \nu/\kappa$. Moreover, there seems to be a relation between $Pr$ and the amplitude $a_\zeta$: the smaller $Pr \ll 1$ (i.e $\nu \ll \kappa$) is and the smaller its corresponding boundary layer wave packet is as well.

\section{Size of the approximate solution}

We want to ensure that we are working with solutions with finite $L^2(\mathbb{R}^2_+), L^\infty(\mathbb{R}^2_+)$ norm. First, we recall once again that exactly as in [Lemma 2.7, [1]], one has
\[
\|W_{\text{inc}}^0\|_{L^2} = \|W_{\text{inc}}^0\|_{L^\infty} = O(1).
\]
In the next lemma we provide a systematic recipe to automatically determine the $L^2$ and $L^\infty$ norms of the boundary layer part in terms of the orders of the boundary layer decay ($\varepsilon^{\beta_j}$) and of their amplitude ($\varepsilon^{\alpha_j}$).

**Lemma 4.1.** Let $W_{\text{BL}, \varepsilon^{\beta_j}}$ be a boundary layer wave packet as in Definition 3.2. If, for all $(k, m) \in \text{supp}\hat{A}$, there exists a universal constant $C > 0$ such that
\[
|a_j| \leq C\varepsilon^{\alpha_j}, \quad \|X_{\lambda_j}\| \leq C, \quad \text{Re}(\lambda_j) \geq \frac{C}{\varepsilon^{\beta_j}},
\]
then there exists a universal constant $K > 0$ such that for the boundary layer wave packet the following inequality hold true:
\[
\|W_{\text{BL}, \varepsilon^{\beta_j}}\|_{L^\infty(\mathbb{R}^2_+)} \leq K\varepsilon^{\alpha_j + 2}, \quad \|W_{\text{BL}, \varepsilon^{\beta_j}}\|_{L^2(\mathbb{R}^2_+)} \leq K\varepsilon^{2 + \beta_j + 2\alpha_j},
\]
for all $t \in \mathbb{R}_+$.

**Proof.** As $\|\hat{A}\|_{L^1(\mathbb{R}^2)} \leq C\varepsilon^2$, for the $L^\infty$ norm it is enough to observe that for all $t \in \mathbb{R}_+$
\[
\|W_{\text{BL}, \varepsilon^{\beta_j}}\|_{L^\infty(\mathbb{R}^2_+)} \leq C|a_j|\|\hat{A}\|_{L^1(\mathbb{R}^2)} \leq K\varepsilon^{\alpha_j + 2}.
\]
The $L^2$ norm is bit trickier. First of all, using Fubini’s theorem, we rewrite
\[
W_{\text{BL}, \varepsilon^{\beta_j}}^0 = - \int_{\mathbb{R}} e^{ikx} \left( \int_{\mathbb{R}} a_j \hat{A}(k, m) X_{\lambda_j} e^{-i\omega t - \lambda_j y} \, dm \right) \, dk.
\]
Then, by Plancherel’s theorem, we have
\[
\|W_{\text{BL}, \varepsilon^{\beta_j}}^0\|_{L^2}^2 = \int_{\mathbb{R}} \left| \int_{\mathbb{R}} a_j \hat{A}(k, m) X_{\lambda_j} e^{-i\omega t - \lambda_j y} \, dm \right|^2 \, dk.
\]
Now, noticing that $\|X\|_{L^1}^2 = O(\varepsilon^4)$, $\|X\|_{L^1} = O(\varepsilon^2)$ and using the hypotheses, we obtain the following inequalities
\[
\|W_{\text{BL}, \varepsilon^{\beta_j}}^0\|_{L^2}^2 \leq C\varepsilon^{2\alpha_j + 4} \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \sum_{\pm} \chi \left( \frac{k \pm k_0}{\varepsilon^2} \right) \chi \left( \frac{m \pm m_0}{\varepsilon^2} \right) \exp(-\frac{cy}{\varepsilon^{\beta_j}}) \, dm \right|^2 \, dk.
\]
\[
\leq C \varepsilon^{2 \alpha_j} \exp\left(-\frac{c \varepsilon}{\varepsilon^{\beta}}\right) \int_{\beta} \sum \chi^2 \left( k \pm k_0 \varepsilon \right) \, dk \leq C \varepsilon^{2 \alpha_j + 2} \exp\left(-\frac{c \varepsilon}{\varepsilon^{\beta}}\right).
\]

Integrating the latter in \(y\), the proof is concluded. \(\square\)

We can now directly apply the above lemma to estimate the sizes of the boundary layer wave packets of Proposition 3.1, in all the different cases.

**Proposition 4.2.** Consider the approximate solution \(W^{\text{app}} = W^{0}_{\text{inc}} + W^{0}_{\text{BL}}\) to system (1.11) with boundary conditions (1.12), provided by Proposition 3.1. Then the \(L^2\) and \(L^\infty\) sizes of \(W^{\text{app}}\) in the five different regimes are given by the following table.

|                | Case 1 | Case 2 | Case 3 | Case 4 | Case 5 |
|----------------|--------|--------|--------|--------|--------|
| \(\|W^{\text{app}}\|_{L^\infty}\) | \(O(\varepsilon^{2 - \beta/3})\) | \(O(1)\) | \(O(\varepsilon^{2 - \beta/3})\) | \(O(1)\) | \(O(1)\) |
| \(\|W^{\text{app}}\|_{L^2}\) | \(O(1)\) | \(O(1)\) | \(O(1)\) | \(O(1)\) | \(O(1)\) |

More in detail, the sizes of the boundary layer wave packets in the five different regimes are summarized below.

|                | Case 1 | Case 2 | Case 3 | Case 4 |
|----------------|--------|--------|--------|--------|
| \(\|W^{0}_{\text{BL},\varepsilon^{\beta_j}}\|_{L^\infty}\) | \(j=2, \beta < \frac{\beta}{2}\) | \(\beta > \frac{\beta}{2}\) | \(\beta < 6\) | \(\beta < 8\) |
|                | \(\|W^{0}_{\text{BL},\varepsilon^{\beta_j}}\|_{L^2}\) | \(j=2, \beta < \frac{\beta}{2}\) | \(\beta > \frac{\beta}{2}\) | \(\beta < 6\) | \(\beta < 8\) |

Proof. The proof follows by applying Lemma 4.1. Actually, in Case 2 and in Case 3, the eigenvector \(X_{\lambda_2}\) does not satisfy all the assumptions of Lemma 4.2. In this two cases, \(|X_{\lambda_2}|\) has order \(O(\varepsilon^{6 - \beta})\) and \(O(\varepsilon^{\beta - 6})\) respectively. However, one can follow the simple proof of the above lemma line by line, including the (unbounded) \(|X_{\lambda_2}|\), to give an estimate of the \(L^2\) and \(L^\infty\) norms of \(W^{0}_{\lambda_2}\) in these cases as well. \(\square\)

**Remark 4.3** (On the degenerate Case 5). In Case 5, the boundary layer wave packet associated to the root with small decay (i.e \(\lambda_2\)) does not have a finite \(L^2\) norm. We have to discard this part of the solution and as a consequence, in Case 5 we cannot lift three boundary conditions. Therefore the solutions of Case 5 is only consistent, while we cannot prove stability (cfr. the statement of Theorem 2.1). In Case 5 (\(\nu \sim \kappa \sim \varepsilon^\beta\), \(\beta > 6\)), where we only have two boundary layers \(W^{0}_{\text{BL},\varepsilon^{\beta/2 - 1}}, W^{0}_{\text{BL},\varepsilon^{\beta/2}}\) lifting two (out of three) boundary conditions, the situation is the following:
| $\mathcal{W}_{BL,\varepsilon^{3/2}}^0$ | $\mathcal{W}_{BL,\varepsilon^{3/2}}^0$ |
|---|---|
| $\|\cdot\|_{L^\infty}$ | $O(1)$ |
| $\|\cdot\|_{L^2}$ | $O(\varepsilon^{(\beta-6)/4})$ |

**Remark 4.4** (On the $L^2$ norm of boundary layers). Notice from the last two summarizing tables that in Case 2, 4, 5, where $\beta > 6$ is allowed to be very big (and the related dissipation $\varepsilon^\beta$ very weak), the $L^2$ norm of the boundary layers is respectively $O(\varepsilon^{3/4-3})$, $O(\varepsilon^{3/4-1})$ (if $\beta > 8$) and $O(\varepsilon^{3/4})$. The $L^2$ sizes of these boundary layer wave packets is therefore decreasing as $\beta$ grows. At a first glance, this behavior could seem counterintuitive as one expects a decreasing dissipation to have a bad impact on the size of the approximate solution. However, it can be verified that the larger $\beta$ is and the larger the $H^1$ (and $H^s, s > 0$) norm of these boundary layers are as well: in fact, since we are working with boundary layers close to $y = 0$, the degeneracy due to the weaker dissipation is highlighted by derivatives in $y$, as the boundary layers’ steepness is worse when $\beta$ is big (and the related dissipation is small).
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