Circuit realization of tilted Dirac cone: A platform for fabrication of curved spacetime geometry on a chip
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We present a LC circuit model that supports tilted "Dirac cone" in its spectrum. The tilt of the Dirac cone is specified by the parameters of the model consisting of mutual inductance between the neighboring sites and a capacitance $C_0$ at every lattice site. These parameters can be completely measured by impedance spectroscopy. Given that a tilted Dirac cone can be described by a background spacetime metric, the impedance spectroscopy can perfectly provide (local) information about the metric of the spacetime. Non-uniform spatial dependence of the mutual inductance or capacitance induces non-trivial geometrical structure on the emergent spacetime.

Introduction: Dynamics of electrons in solids is shaped by the lattice structure on which they are mounted [1]. The constituent electron/ion system can not be separated from the underlying lattice. Circuit electrodynamics offers an alternative to place circuit elements on complicated lattices. For example the topology of electron bands of solids can be emulated by circuits [2, 3]. But lattices can offer more than the Poincaré group [4] also invalidates spin-statistics theorem [4, 6]: the elementary excitations in the solids can be drastically distinct from those in elementary particles physics [6]. The irreducible representations of the SG do not allow the band structures to arbitrarily disperse and restricts them by the compatibility relations of little groups of various high-symmetry points/lines/surfaces [7]. Breaking the Poincaré group [4] also invalidates spin-statistics theorem [4, 6] and hence on some lattices fermions may belong to non-spinor representation [8], such as spin-1 representation known as triple fermions [9]. As we will see shortly, the reverse is also possible and a bosonic theory can acquire spinor representation.

Lattices offer yet another fascinating perspective: It appears that the continuum limit of certain SGs corresponds to a spacetime geometry (metric) as detailed below: A simple nearest neighbor model of fermions on the honeycomb lattice describes Dirac fermions of graphene [10] that can be interpreted as an emergent Minkowski spacetime. It turns out that in certain materials – notably the $8Pmnn$ borophene that belongs to SG number 59 – the Dirac cone gets tilted [11–14]. The tilting can be embedded into an emergent metric [15–20] $ds^2 = -v_F^2 dt^2 + (dr - \zeta v_F dt)^2$, where $v_F$ replaces the speed of light $c$ and is the velocity scale for this emergent spacetime. In two space dimensions with $\zeta = (\zeta_x, \zeta_y)$, one has

$$g_{\mu\nu} = \begin{bmatrix} 1 + \zeta^2 & \zeta_x & \zeta_y \\ \zeta_x & 1 & 0 \\ \zeta_y & 0 & 1 \end{bmatrix}, \quad g^{\mu\nu} = \begin{bmatrix} -1 & -\zeta_x & -\zeta_y \\ -\zeta_x & 1 - \zeta^2 & -\zeta_x \zeta_y \\ -\zeta_y & -\zeta_x \zeta_y & 1 - \zeta^2 \end{bmatrix}$$

where $\zeta^2 = \zeta_x^2 + \zeta_y^2$ and the above two matrices are inverse of each other [21, 22]. $\zeta$ appears as a redshift factor in many quantities, including the density of states [23]. At $\zeta = 0$, the above metric reduces to $\eta_{\mu\nu} = \text{diag}(-1, 1, 1)$.

The relation between the space geometry and certain graphs is well known [24–26]. Hence it is feasible that dynamics on certain SGs mimics an emergent spacetime. The purpose of this paper is to present a LC circuit model on which the dynamics of voltage and current at long time/distances is governed by the above metric. We will show how the "square root" of the resulting Klein-Gordon equation is equivalent to a theory of tilted Dirac fermions. The same tilted Dirac theory emerges in both electron theory of $8Pmnn$ borophene [27]. This suggests that the resulting Dirac theory is a property of the underlying lattice.

Honeycomb lattice circuit model: Inspired by our coarse grained [28, 29] fermionic model introduced in Ref. [27], in Fig. 1 we consider a LC circuit based on the periodic honeycomb lattice. Here $L_0$ (black) denotes inductance between the nearest neighbors. The second neighbor inductances are of two types, $L_1$ (blue) and $L_2$ (red). The third neighbors along horizontal direction are connected with $L_3$ (green). Every site is grounded by a capacitance $C_0$. The inductance connection enriches the graph structure of a simple honeycomb...
lattice similar to an effective fermionic hopping model [2], where the further neighbor connections set the location [30] and tilt [27] of the Dirac cone. The honeycomb lattice is composed of two Bravis sublattices A and B [10]. Setting the length of a bond by \( a_0 = 1/\sqrt{3} \), the primitive lattice vectors are \( a_{1/2} = (\sqrt{3}, \pm 1)/2 \). Corresponding reciprocal lattice vectors depicted in Fig. 1(b) are \( \delta_{1/2} = 2\pi(1, \pm \sqrt{3}/\sqrt{3}) \). Suppose that the voltage at site \( r \) at time \( t \) in sublattice \( \Lambda \) (B) is \( V_{1(2)}(r, t) \). The Kirchhoff current law for site \( a \) reads

\[
\sum_\delta \frac{V_1(r) - V_2(r + \delta)}{L_0} + \sum_{i, \lambda} \frac{V_1(r) - V_1(r + \lambda a_i)}{L_1} \\
+ \sum_{i} \frac{V_1(r) - V_2(r - a_i - a_2)}{L_2} \\
+ \frac{V_1(r) - V_2(r) - a_1 - a_2}{L_3} + C_0 \frac{d^2V_1(r)}{dt^2} = 0,
\]

where \( \delta \) runs over the three first neighbors, \( i = 1, 2 \) labels the basis vectors \( a_1 \) and \( a_2 \), \( \lambda = \pm \). A similar equation for the sublattice \( B \) can be written by \( \delta \rightarrow -\delta \) and \( a_1 \rightarrow -a_i \). Harmonic solutions of the type \( V_1(\mathbf{r}, t) = V_1(\mathbf{r})e^{-i\omega t} \) subject to translational invariance \( V_1(r) = V_k(\mathbf{k})e^{ikr} \) give

\[
V_k(\mathbf{k}) \bigg[ \nu_0 - 2a(cos \mathbf{k} \cdot a_1 + cos \mathbf{k} \cdot a_2) - 2b cos \mathbf{k} \cdot (a_1 - a_2) \bigg] \\
- \frac{V_2(\mathbf{k})}{2} \bigg[ 1 + e^{-ik \cdot a_1} + e^{-ik \cdot a_2} - ce^{-i(k \cdot a_1 + a_2)} \bigg] \\
= \omega^2 V_1(\mathbf{k}),
\]

where we have defined dimensionless (and positive) parameters \( a = \frac{\nu_0}{\omega_0}, b = \frac{\nu_0}{\omega_0}, c = \frac{\nu_0}{\omega_0} \) and \( \nu_0 = 3 + 4a + 2b + c \). The frequency \( \omega^2 = (L_0C_0)^{-1} \) is the natural frequency of the system that allows to define dimensionless frequency \( \omega \) by \( \omega = \omega_0 \omega \). Putting together the equations for \( \Lambda \) and \( B \) results in the eigenvalue problem for the Dynamical matrix \( D(k) \),

\[
\begin{pmatrix}
\varepsilon(k) & \Delta(k) \\
\Delta^*(k) & -\varepsilon(k)
\end{pmatrix}
\begin{pmatrix}
V_1(k) \\
V_2(k)
\end{pmatrix} = \omega^2 \begin{pmatrix}
V_1(k) \\
V_2(k)
\end{pmatrix}
\]

(1)

where \( \varepsilon(k) = \nu_0 - 4a cos \mathbf{k} \cdot \frac{\mathbf{x}}{2} - 2b cos \mathbf{k} \cdot \mathbf{y} \) and \( \Delta(k) = |\Delta|e^{i\phi} = -1 - 2e^{-ikz} \cos \frac{k_y}{2} - ce^{-ik(\mathbf{a}_1 + \mathbf{a}_2)} \). Despite that quantization of the current-voltage oscillator gives a bosonic theory, a spinor structure naturally emerges from the two-sublattice nature of the honeycomb lattice \( \langle V_1 \rangle = \langle V_1(\mathbf{k}) \rangle \langle V_2(\mathbf{k}) \rangle \). Eq. (1) gives \( \omega_0^2(k) = \varepsilon(k) \pm |\Delta(k)| \) and \( |V_\pm(k)| = \frac{1}{\sqrt{2}} \left( \pm e^{i\phi} \right) ^{\Delta k} \), where \( \phi \) is the phase of the complex number \( \Delta \). The splitting between the upper \((+\rangle \) and lower \((-\rangle \) frequency bands is controlled by \( \Delta(k) \) where

\[
|\Delta(k)|^2 = 4 \left[ cos^2 \frac{k_y}{2} + (1 + c) \right] cos \frac{k_z}{2} cos \frac{k_y}{2} \left[ 1 \right] + cos^2 \frac{k_z}{2} + \left(1 + c \right) ^2.
\]

(2)

The upper and lower bands meet when, \( 0 \leq c \leq 1 \). When \( c = 0 \) gap closing (nodes) are located on the corners of BZ as shown in Fig. 1(b) in Wigner-Seitz and primitive cell representations. The coordinates of \( \mathbf{K} / \mathbf{K}' \) are \( (0, \mp 4\pi/3) \). Upon increasing \( c \), the horizontal coordinates of these points do not change, but because of the increase in \( cos \frac{k_y}{2} \), \( \mathbf{K} \) and \( \mathbf{K}' \) move vertically towards each other. Hence the role of parameter \( c \) is to control the location of the two independent (see the rhombohedral primitive cell BZ) nodes. Increasing \( c \) from 0 to 1 shifts the two nodes toward each other. At \( c = 1 \) these two points collide and annihilate at the \( M_1 \) point – due to their opposite topological charge – giving fully gapped spectrum for \( c > 1 \).

\\

Dirac theory: \( \varepsilon(k) \) and \( \Delta(k) \) near the gap closing become

\[
\varepsilon(k) \approx \omega_0^2 + \tau \alpha_y \lambda \delta k_y, \quad \Delta \approx -iw_x \delta k_x + \tau \omega_y \delta k_y,
\]

\[
\omega_0^2 = (3 + c)(1 + 2a(b + 1c)),
\]

(3)

where \( \tau = \pm \) marks the node (valley) around which the linearization has been made, \( \delta k_x, \delta k_y \) are the deviations from the gap closing point, and \( \alpha_y = \sqrt{(1-c)(3 + c)(a - b(1+c))} \) while \( w_x = \sqrt{3(1-c(1-c)/2} \) and \( w_y = \sqrt{(1-c)(3+c)/2} \) that determine the dynamical matrix (1). By Taylor expansion of the square root of the matrix \( D(k) \) around \( \omega_0^2 \), one obtains a new matrix \( h(k) \) whose eigenvalues are \( \omega(k) \):

\[
h(k) = (\omega_0 + \nu_1) \delta \mathbf{k} \sigma_0 + (-iw_x \delta k_x \sigma_x + \nu_9 \delta k_y \sigma_y),
\]

\[
v_x = \frac{w_x}{2\omega_0}, \quad v_y = \frac{w_y}{2\omega_0}, \quad v_{yx} = \frac{\alpha_y}{2\omega_0}, \quad v_{xx} = 0,
\]

(4)

where \( \nu_1 \) is the "tilt" velocity scale that defines the tilt parameter \( \nu_1 = v_{1x}/v_a, a = x, y \). Therefore, close the operation frequency \( \omega_0 \) given by Eq. (3), the matrix whose eigenvalues give the eigen-frequencies of our circuit system are given in Eq. (4) that describes tilted Dirac fermions. The above tilted Dirac theory can be regarded as the "square root" of theory described by \( D(k) \), the same way that Dirac equation is regarded as the square root of Klein-Gordon equation [4].

\\

Spectral density: For the rest of this work we do not need \( h(k) \) and continue to work with \( D(k) \). So we define a new symbol \( \Omega(k) \) \( = \omega(k) \) to label its eigenvalues. This is because the impedance spectroscopy will directly measure the spectrum of the \( D(k) \), not the Dirac Hamiltonian (4). The resolvent [31] of the \( D(k) \) that describes the dynamics/coordinate on the graph is

\[
G(k, z) = \frac{1}{2} \left( z - \varepsilon(k) \right) \left( z - \varepsilon(k) \right),
\]

the imaginary part of which is defined by \( \rho = -\frac{1}{2} \Im \{ G^+(k) \} \) where \( G^+(k, \lambda) = G(k, \lambda + i0^+) \) gives the density of states (DOS). The trace includes summation over the diagonal elements of \( G \) and integration over the whole BZ.

| \( k \) | \( \Omega \) | type |
|-----|-----|-----|
| \( \Gamma \) | \((0, 0)\) | \((0, 6 + 2c)\) | Max/Min |
| \( M_1 \) | \((\pm \frac{\pi}{\sqrt{3}}, 0)\) | \((2 + 8a + 2c, 4 + 8a)\) | Saddle |
| \( M_2 \) | \((\pm \frac{\pi}{\sqrt{3}}, \pm \pi)\) | \((2 + 4a + 4b + 2c)\) | Saddle |
| \( S_1 \) | \((\pm \frac{\pi}{\sqrt{3}}, 2 \cos^{-1}(\frac{1+2a}{2})\) | \((\frac{1}{2} \pi (1 + 2a + 4b)\) | Max/Min |
| \( S_2 \) | \((\pm \frac{\pi}{\sqrt{3}}, 2 \cos^{-1}(\frac{1+2a}{2})\) | \((2c + 6 + \frac{1}{2} \pi (-1 + 2a + 4b)\) | Max/Min |

TABLE I. Extrama and their corresponding values of \( \Omega \).
ties for $M$ of Eq. (1) [32]. The operation frequency can be adjusted at

\[ \Omega = \Omega_0 \] 

This measurement consists in

\[ \Delta \phi \] 

FIG. 2. The impedance and DOS curves vs. $\Omega$ for different values of $c$ and $a_0$. The Dirac level $\Omega_0$ is held fixed at 4. The blue (orange) curve with axis range on left (right) is $\text{Re}\{Z_{AA}(\alpha_1)\}$ (DOS).

When the spectral density is plotted as a function of $\Omega$, contains a great deal of information. The first important feature of the density of $\Omega$ values is the location of the Dirac node, Eq. (3), $\omega_0^2 = \Omega_0$ that solves $\Omega_{\pm}(k) = \Omega_{\pm}(k)$. This gives the first relation among the model parameters $a, b, c$ that can be directly read off from the DOS. The external DOS are determined from $\nabla_k \Omega(k) = 0$. In Tab. I we list the positions and values of $\Omega$ at two van-Hove singularities $M_1$ and $M_2$ shown in Fig. 1(b). Because $M_1$ and $M_2$ are saddle points, they give logarithmic van Hove singularities the locations of which directly relate to model parameters as,

\begin{align}
\Omega_+ - \Omega_- |_{M_1} &= \Omega_+ - \Omega_- |_{M_2} = 2(1-c), \\
\Omega_+ |_{M_2} - \Omega_+ |_{M_1} &= \Omega_- |_{M_2} - \Omega_- |_{M_1} = 4(b-a) \tag{6}
\end{align}

The first equation tells us that the van Hove singularities arising from a given point in upper and lower branches are separated by deviations of $c$ from 1. This helps to immediately read off the parameter $c$. The second equation above implies that the separation of van Hove singularities in upper branch is controlled by $b-a$ and when $a = b$ the van Hove singularities for $M_1$ and $M_2$ points coincide and hence the number of van Hove singularities is reduced by two. Now let us see how one can measure the location of the above singularities.

Impedance spectroscopy: This measurement consists in sending a current through one node into our LC lattice and extracting the current through another (arbitrary) node and corresponds to adding a non-zero current to the right side of Eq. (1) [32]. The operation frequency can be adjusted at will to probe the Dirac physics near the crossing point $\Omega_0$. If the current is sent in to site $r_a$ on sublattice $\nu_1$ and is extracted from site $r_b$ on sublattice $\nu_2$, then one has to add $I_\nu(r) = I_0(\delta_{\nu_1} \delta(r - r_a) - \delta_{\nu_2} \delta(r - r_b))$ or in Fourier representation $I_\nu(k) = I_0(\delta_{\nu_1} e^{-i k \cdot r_a} - \delta_{\nu_2} e^{-i k \cdot r_b})$ to the right side of Eq. (1) that gives, $\{D(k) - \Omega \sigma_0\} |V\} = -i \omega L_0 | I(k) \}$. By $D(k) - \Omega \sigma_0 = -G^{-1}(k, \Omega)$, we obtain the matrix equation $V_\mu = i \omega L_0 G_{\mu \nu} I_\nu$, where $\mu, \nu = 1, 2$ label the sublattices. By definition of impedance (the difference between the voltages of the nodes divided by the current) we get

\[ Z_{\nu_1 \nu_2}(r_a - r_b) = i \omega L_0 \sqrt{\Omega} \sum_k \frac{G_{\nu_1 \nu_1} + G_{\nu_2 \nu_2}}{1 - \Omega \sigma_0} \left\{ G_{\nu_1 \nu_1} \epsilon^{i k \cdot (r_a - r_b)} - G_{\nu_2 \nu_2} \epsilon^{-i k \cdot (r_a - r_b)} \right\} \tag{7} \]

where $N$ is the number of unit cells. The frequency dependence is implied for the Green’s function matrix elements $G_{\nu_1 \nu_2}$. For large enough lattices with many degrees of freedom, the sum over $k$ can be replaced by an integral over BZ. This completes the expression of the impedance in terms of the Green’s function. It further suggests to work with the “normalized impedance” $Z_{\nu_1 \nu_2}/(\omega_s L_0)$. As can be seen in FIG. 2, the (local) impedance measured between a typical input points separated by $a_1$ clearly contains information about the essential features of the DOS and hence serves as a spectroscopic determination tool to measure $a, b, c$ parameters.

If one probes the non-local impedance between arbitrary unit cells separated by $r_a - r_b = m a_1 + n a_2 = (m + n) \sqrt{3}/2, (m - n)/2)$, the diagonal component of Eq. (7) gives

\[ \sum_k 2G_{\nu_1 \nu_1}(1 - \cos (k \cdot (r_a - r_b))) = \sum_k 2G_{\nu_1 \nu_1} \Delta \phi. \tag{8} \]

The term in the parenthesis denoted by $\Delta \phi$ resembles the atomic interference term that arises in the scattering determination of crystal structure [33]. For $k_{M_1} = (\pm \frac{\sqrt{3} \pi}{3}, 0)$ and

| Parity of $(m, n)$ | $M_1$ | $M_2$ |
|-------------------|------|------|
| (even, even)      | $\checkmark$ | $\checkmark$ |
| (odd, odd)        | $\checkmark$ | $\checkmark$ |
| (even, odd) or (odd, even) | $\checkmark$ | $\checkmark$ |

TABLE II. How to select DOS singularities in impedance spectroscopy. $\checkmark$/$\times$ indicate the presence/absence of the DOS singularity.
\[ \kappa_{M_2} = (\pm \frac{\pi}{\sqrt{3}}, \pm \pi) \] the interference terms become
\[
\Delta \phi_{M_1} = 1 - \cos((m + n)\pi) = 1 - (-1)^{m+n},
\]
\[
\Delta \phi_{M_2} = \begin{cases} 
1 - \cos m\pi & \text{same sign} \\
1 - \cos n\pi & \text{opposite sign}
\end{cases} = \begin{cases} 
1 - (-1)^m \\
1 - (-1)^n
\end{cases},
\]
which shows that when \( m + n \) is even, the van-Hove singularity at \( M_1 \) disappears by interference. In order to annihilate the \( M_2 \) singularity, both \( m \) and \( n \) must be even. Tab. II summarizes the above interference physics of van-Hove singularities. Fig. 3 compares the impedance between points separated by \( a_1 \) that contains full DOS singularities, with few other \( Z \) for various \( ma_1 + na_2 \) values, in agreement with Tab. II.

**Outlook:** We have presented a honeycomb lattice model for circuit realization of a tilted "Dirac cone" and its local and non-local impedance spectroscopy to fully determine the model parameters. Allowing the model parameters to vary in on the lattice will imprint a spacetime geometry that can be arbitrarily tuned. Our model is a step towards "on chip" realization of interesting spacetime geometries. The "particles" in this system are current/voltage pulses that can be traced by appropriate impedance spectroscopy whose line shape contains complete local information about the parameter of the model, and hence the properties of the spacetime that emerges at long distances. Our current study shows that the relation between the space group and the ensuing spacetime geometry at long distances is the same for 2\( \pi \) electrons in \( 8Pmmn \) borophene, and current pulses.

The connection between graphs and space geometry in the context of circuit electrodynamics [34] as well as in the band theory [35] and possible implications for high-temperature superconductivity has been discussed [36]. Our proposal differs in that it offers a wider perspective for the fabrication and manipulation of spacetime geometry [37], not merely the space geometry [24–26]. As such, our setup allows for emulation of various "gravitational" phenomena. When one is dealing with a pure space geometry, the effect of curvature can be replaced by a pseudo \( U(1) \) gauge field, while in the case of spacetime geometry, one requires non-Abelian gauge fields. As such, our circuit model can be regarded as a convenient platform for the synthesis of non-Abelian gauge fields [37].
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Supplementary material: The circuit realization of tilted Dirac cone: A platform for fabrication of curved spacetime geometry on a chip

In this annex we provide some calculational details related to the main text.

A. Conditions for Dirac Crossing

The zeros of the $\Delta(k)$ given in Eq. (2) are obtained as follows: One can view it as a quadratic equation in $\cos(k_y/2)$ and find the following roots,

$$\cos \frac{k_y}{2} = \frac{-(1 + c) \cos \frac{k_y \sqrt{3}}{2} \pm |1 - c| \sqrt{\cos^2 \frac{k_y \sqrt{3}}{2} - 1}}{2}.$$  

Let us begin the analysis of this equation by first looking at a limit in case $c = 1$. In this situation the coefficient of the square root vanishes and the two roots degenerate into the simple equation $\cos(k_y/2) = -\cos(k_y \sqrt{3}/2)$ or equivalently $k_y = 2\pi \pm k_x \sqrt{3}$, which represents two straight lines in $k$-space inside Brillouin zone (BZ). For the generic case, $c \neq 1$ the expression under the square root is most of the time negative (since cosine is always bounded by $-1$ and $+1$), and the only chance to avoid complex frequencies is to set the square root to zero, namely $\cos(k_y \sqrt{3}/2) = \pm 1$ which implies $\cos(k_y/2) = \mp(1 + c)/2$. In order to have real solution for $k_y$, the (already positive) parameter $c$ must be smaller than one. Therefore the condition to have zero band gap is $c \leq 1$ where the the limiting case $c = 1$ marks the transition between zero and non-zero band gap. This explains why in the main text we have restricted ourselves to the region $0 < c < 1$.

B. Band extrema

As pointed out in the main text, the band extrema are obtained from $\nabla_{\mathbf{k}} \Omega = 0$. In addition to the van-Hove singularities at $M_1$ and $M_2$, depending on the parameter values, one can also have two other extrema $S_1$ and $S_2$ listed in Tab. 1. But they may not always exist, because the arcossine argument is restricted to lie between $\pm 1$. The value of $\Omega$ at $S_1$ is greater than the level $\tilde{\omega}_d^2$ of the Dirac point. The value of $\Omega$ at $S_2$ is greater than $\Omega_{\text{dirac}}(\Gamma)$ and the level of $\Omega$ at $S_1$ is greater than $\Omega$ at Dirac point. The extrema at $S_1$ and $S_2$ do not contribute a divergent DOS and, hence do not alter the impedance spectroscopy. We discuss them here for the mathematical completeness of our theory. In fact they are maxima or minima with no saddle character that contribute a constant jump into the DOS. Fig. 2 of the main text has been produced for parameter ranges where the above points do not exist.

Since the number of extrema varies in the parameter space, it is appropriate to specify the number of extrema in the plane of parameter $(a, b)$. The two extrema $S_1$ and $S_2$ exists when $1/4 + a/2 < b$ and $-b < 1/4 - a/2 < b$ (or equivalently $|1/4 - a/2| < b$) are satisfied. The intersection of the above conditions gives the green region in Fig. S1 in $ab$ plane that has the maximal number 8 extrema. Outside these region denoted by pink, the above two extrema do not exist and hence we have 6 extrema. In the purple region where only the condition for the existence of $S_2$ is satisfied we have 7 extrema. The line $a = b$ passes through all regions. When this condition is satisfied, the saddle points $M_1$ and $M_2$ coincide and the corresponding number of extrema on this line is reduced by 2. The data for Fig. 2 and Fig. 3 are produced in the pink range of the parameter space.

C. Details of numeric simulations

Requiring the inductance parameters $a$, $b$ and $c$ to be positive, the allowed range for the parameter $\alpha_y$ (that determines the tilt $\zeta_y$) becomes

$$-\frac{(1 + c)(\tilde{\omega}_d^2 - 3 - c)}{\sqrt{(3 + c)(1 - c)}} < \alpha_y < \frac{1}{2} \frac{(\tilde{\omega}_d^2 - 3 - c)}{\sqrt{3 + c}}. \quad (S1)$$

As it can be seen, non zero values for $\alpha_y$ can be reached subject to the the condition $\tilde{\omega}_d^2 > 3 + c$. Since we want to have dirac points, we keep $0 \leq c < 1$. In our numeric simulations we fix the level of Dirac points by $\tilde{\omega}_d^2 = 4$. We impose additional constraint on $\zeta$ in order to stay in the pink regions of Fig. 2. The method we use to compute the DOS is to simply count the number of $k$ points in $k$-space at each value of $\Omega$.

As we noted below Eq. (7), all the extrema of the DOS are contained in the sublattice-diagonal impedance (with arbitrary unit cell position). Therefore, we calculate, $Re\{Z_{AA}(a_1)\}$, the impedance between sublattice $A$ of two sites at distance $a_1$, from each other where $a_1$ is the basis vector of the underlying honeycomb lattice.

In Fig. 2 the curves of impedance and DOS vs. $\Omega$ are shown. Note how the van Hove singularities of both curves coincide, as expected. The value of $\Omega$ at the van Hove singularities are exactly those reported in Tab. 1 for the DOS. Near van hove logarithmic singularities, which are at $M_1$ and $M_2$ in $k$-space, the real part of impedance diverges that can
be interpreted as "open circuit" situation for resistance. The Dirac point itself is manifested as zero impedance point that is reminiscent of "short circuit" situation for resistance.

D. Tilt parameter as slope of the impedance lineshape

The value of the tilt parameter can be directly extracted from the linear part of the DOS that coincides with the local impedance at separation \( r = a_1 \). The constant frequency surface near the Dirac crossing level is an ellipsoid, therefore the DOS can be simply obtained by computing the \( \Omega \) derivative of ellipsoid area which gives,

\[
\rho(\Omega) \approx \frac{V_0 (3 + c)|\Omega - \bar{\Omega}_0|}{32\pi \sqrt{3}\omega_0^3 v_0^3(1 - \zeta_y^2)^{3/2}}
\]  

(S2)

where \( \zeta_y = v_y/v_y \) is the tilt along \( y \) axis. The "redshift factor" \( 1/\sqrt{1 - \zeta^2} \) is the characteristic of many spectroscopic quantities [23] and is a hallmark of the peculiar spacetime structure encoded in the metric (1) of the main text. The same quantity connects the impedance of non-tilted and tilted Dirac cone circuits.