Small-World Propensity Reveals the Frequency Specificity of Resting State Networks
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Abstract—Goal: Functional connectivity (FC) is an important indicator of the brain’s state in different conditions, such as rest/task or health/pathology. Here we used high-density electroencephalography coupled to source reconstruction to assess frequency-specific changes of FC during resting state. Specifically, we computed the Small-World Propensity (SWP) index to characterize network small-world architecture across frequencies. Methods: We collected resting state data from healthy participants and built connectivity matrices maintaining the heterogeneity of connection strengths. For a subsample of participants, we also investigated whether the SWP captured FC changes after the execution of a working memory (WM) task. Results: We found that SWP demonstrated a selective increase in the alpha and low beta bands. Moreover, SWP was modulated by a cognitive task and showed increased values in the bands entrained by the WM task. Conclusions: SWP is a valid metric to characterize the frequency-specific behavior of resting state networks.

I. INTRODUCTION

HUMAN brain imaging by means of non-invasive electrophysiological recordings is a fast-growing field. Recent studies validated the effectiveness of high-density electroencephalography (hdEEG) coupled to source imaging techniques to reconstruct both brain networks during Resting State (RS) [1]–[3] and the activity of deep subcortical areas [4]. Thus, the combination of hdEEG and source imaging allows reliably investigating brain functional connectivity (FC) at both high temporal resolution and good spatial scale, and exploring the frequency-specific properties of functional and effective connectivity structures [5]–[9]. Indeed, each brain rhythm is differently involved in, and therefore associated to, the brain’s states of activity (e.g., sleep, rest, tasks) [10]. While the frequency properties of task-related brain activity have been studied [11], [12], frequency-specific FC at rest is still under investigation. It is thus important to define what are the features of neuronal oscillations in whole brain RS networks and to explore the frequency-specific changes induced by a task [2]. Moreover, since oscillations in different frequency bands were demonstrated to play a major role in FC within RSNs [13]–[15], it might be of clinical relevance understanding if RS frequency-specificity could be used as a biomarker for brain pathologies.

Within this framework, here we investigated the frequency-specific properties of FC both at rest and upon a cognitive task. To achieve this, we explored the connectivity strength (local network property) and the small-worldness (global network property) across frequencies, in a cohort of healthy participants. Small-worldness is a widely investigated topological property of human brain networks [16], [17] because it well addresses the segregation capabilities (short path length) of multiple highly segregated areas (high clustering). As reported in the FC literature [18], there is a need of metrics that do not depend on...
Fig. 1. Data analysis pipeline. Overview of the steps to perform the analysis. (A) HdEEG acquisition. (B) Preprocessing of hdEEG data. (C) Head model generation. (D) Source localization. (E) Time-frequency analysis. (F) Orthogonalization. (G) Functional connectivity matrices. (H) Weighted graphs construction. (I) Computation of graph-theory metrics. (L) Statistical analysis, including ANOVA, functional data analysis (FDA) and non-parametric permutation tests.

In summary, our aim is to first evaluate the frequency specificity of FC during RS, as measured by the recent SWP index, and secondly to determine whether a cognitive task affects the SWP frequency-specific properties in the following RS session.

II. METHODS

The adopted analysis pipeline is depicted in Fig. 1.

A. Participants

We recruited 33 healthy participants (30.4 ± 6.4, mean ± SD years, 18 females). All participants had no previous history of neurological and psychiatric disorders and provided written informed consent prior to participation. A subsample (12 participants, 32.0 ± 8.9, mean ± SD years, 6 females) also underwent a working memory (WM) tasks (see below) for PRE/POST evaluation. The study conformed to the standard of the declaration of Helsinki and was approved by the institutional ethical committee (CER Liguria Ref.1293 of September 12th, 2018).

B. Resting State Recordings and MRI Acquisition

HdEEG was recorded at 1000 Hz sampling frequency from 128 electrodes (actiChamp, Brain Products, Germany; FCz as the physical reference) while participants sat with their eyes open fixating a white cross on a black screen for five minutes. Participants were required to relax as much as possible and to keep fixating the cross (Fig. 1, A). For details about electrooculograms (EOG) and T1-weighted images acquisition parameters, see Suppl. Materials.
C. Cognitive Task

A subsample of participants performed a WM exercise and we acquired the spontaneous oscillatory activity PRE and POST task execution. The behavioral task consisted of a n-back WM task (with n = 2, 3) [30], and was implemented in a custom-made Graphical User Interface developed in Matlab (Mathworks, USA). Briefly, a series of pseudo random letters (A, B, C, D, E, F, G, H, I, O) was visually presented in sequence and the participant was required to respond with a button press when the current letter was the same as the letter presented n trials earlier. Each letter was displayed for 500 ms with a 2000 ms interval between consecutive stimuli. Each n-back sequence comprised of the presentation of 130 letters, 32 of which were stimuli.

D. Preprocessing of hdEEG Recordings, Head Model and Sources Reconstruction

For hdEEG preprocessing, we followed the same steps described in [1], [2], [11] (Fig. 1, B and Suppl. Materials). To build the volume conductor model, we used T1 weighted structural images (see Fig. 1, C and Suppl. Materials). Then, by combining each head model conductor and the artifacts-free hdEEG signals, we reconstructed brain activity in source space using eLORETA [31], constraining the sources (voxels) with a 6 mm regular grid covering the cerebral gray matter. Then, we mapped individual sources timecourses into N = 384 regions of interest (ROIs) of the AICHA atlas [32]. N were the nodes furtherly employed for the graph-theoretical analysis. The activity of each ROI corresponded to the first principal component of the voxels falling within a sphere centered in the ROI center of mass and with 6 mm radius (Fig. 1, D).

E. Spectral Analysis

We implemented time-frequency analysis by convolving the ROIs signals (Xi,(t), with i = 1..N) with Generalized Morse Wavelets (GMW), described in [33], [34] (Fig. 1, E). This wavelet superfamilley guarantees, under certain parametrizations, a strict analytic behavior and therefore is preferable for accurate time-frequency analysis (see Suppl. Materials). We used 23 carrier frequencies, ranging from 20.5 to 26 Hz in quarter steps (f = 20.5, 0.25:6 Hz), to cover a large part of the EEG spectrum with a fine detail.

F. Weighted Graph Construction

We estimated the FC matrices (384 × 384) between all pairs of nodes and for each carrier frequency, using the methods of power envelope orthogonalization [35], as in previous EEG studies [2], [8]. We removed the coherent zero-lag activity from each pair of ROIs. Then, the pairs of orthogonalized and non-orthogonalized power spectra (X, Y, X, Y, Fig. 1, F-G) were log-transformed and correlated, using the Pearson coefficient. The resulting correlation was Fisher-transformed to improve Gaussianity (Fig. 1, G). We then obtained one weighted adjacency matrix containing the correlation strength per each frequency and participant (As(f), s = 1..33). Per each frequency, we consistency-thresholded the adjacency matrices according to Roberts et al. [36]. We estimated the coefficient of variation (CV) across participants and we thresholded each As(f) according to CV (from 1% to 100%, the left bound corresponds to sparsely connected matrix, where the survived connections represent the most consistent connections across participants, i.e., with lower CV). Thus, we obtained equally-sparse graphs across participants and we were able to compare graph metrics values over different levels of graph density (Fig. 1, H).

G. Strength of Functional Connectivity

Prior to graph theoretical analysis, we computed each weighted adjacency matrix [37]. Then, for each participant and for each frequency, we calculated the node strength as the mean of As(f) columns (obtaining a 384 nodes × 23 frequencies matrix). Thus, we characterized the connectivity strength at node level, frequency by frequency. In order to obtain an overall measure of the average connectivity in each frequency of interest, we further averaged the nodal strength across nodes [37]. Next, we identified those carrier frequencies showing a higher average connectivity when compared with the others. Hence, we performed a repeated measures ANOVA with carrier frequencies as within-participants factor as in [38]. We tested the sphericity assumption with Mauchly’s test, and applied the Greenhouse-Geisser correction, if rejected. Then, we implemented Tukey HSD post-hoc test to investigate significant differences among the 23 frequencies. We further applied Bonferroni correction for multiple comparisons (p < 0.0022, after correcting for the number of compared carrier frequencies).

H. Graph Theoretical Analysis: Small-World Propensity

SWP indicates the network propensity to show small-world architecture (https://complexsystems.upenn.com/codedata) [19]. SWP takes into account the discrepancy of the observed As(f) weighted clustering coefficient (Cobs(f)) and shortest path length (Lobs(f)) from equivalent (i.e., with the same strength distribution, number of nodes and edges density) lattice (Clatt(f) and Llatt(f)) and random (Crand(f) and Lrand(f)) networks (\(\Delta C\) and \(\Delta L\), respectively). Hence, SWP is defined, per each carrier frequency, as:

\[
SWP(f) = 1 - \sqrt{0.5 \times (\Delta C(f)^2 + \Delta L(f)^2)}
\]

Where:

\[
\Delta C(f) = (Clatt(f) - Cobs(f)) / (Clatt(f) - Crand(f))
\]

\[
\Delta L(f) = (Lobs(f) - Lrand(f)) / (Llatt(f) - Lrand(f))
\]

For the weighted clustering coefficient we followed the definition of Onnela et al. [39] and for the shortest path length we employed the Matlab function graphallshortestpaths.m [40]. The small-world regimen is reached when the SWP exceeds a value of 0.6 [19]. Importantly, while the classic small-worldness (\(\sigma\)) index [41] accounts only for deviation from a random-equivalent model, the SWP index considers the contribution to deviation...
from both lattice and random model. Moreover, different to $\sigma$, SWP does not depend on graph density [19]. We computed both SWP and $\sigma$ for the entire RS dataset (Fig. 1, I), and, for those participants who performed the cognitive exercise, we evaluated SWP changes PRE/POST WM task.

I. FDA Statistical Analysis

To characterize the potential frequency-specific behavior of the SWP index, we employed the Functional Data Analysis (FDA), as in a previous work [37], which provides a statistical framework to compare graph theoretical metrics (Fig. 1, L). For further information about FDA analysis, see Suppl. Materials.

III. Results

In this work, we characterized the connectivity strengths and the small-world frequency-specific properties during RS and after a WM task. When presenting the results, we associate the carrier frequencies to the corresponding frequency bands, i.e., we localized the carriers into the main EEG spectral bands, here defined as: delta ($\delta$, 1-4 Hz), theta ($\theta$, 4-8 Hz), alpha ($\alpha$, 8-13 Hz), beta ($\beta$, 13-30 Hz), gamma ($\gamma$, 30-60 Hz), as in [42].

A. Frequency-Specific Functional Connectivity

Fig. 2, A represents the node strengths across participants: a peak emerges in the carrier frequency centered in the EEG high theta band (f = 6.73 Hz), reaching a maximum in the alpha band (f = 8, 9.51, 11.31 Hz) and decreasing in low beta-centered carrier frequencies (f = 13.45, 16 Hz). We overlaid nodal strengths values onto the T1-weighted template showing the frequency-specific behavior of nodal strengths across frequency bands (Fig. 2, B). The same frequency-dependent pattern emerged for the average connectivity values as depicted in Fig. 2, C (ANOVA frequency factor $F(22,704) = 27.1$, $p < 0.0001$, $\epsilon = 0.12$, Greenhouse-Geisser corrected). The post-hoc statistical analysis (see Fig. 2, D) revealed a significant increase of average connectivity mainly for the carrier frequencies localized in the alpha band (f = 8, 9.51, 11.31, yellow elements in Fig. 2, D) when compared with the other bands. In addition, the low beta carrier frequency (f = 13.45 Hz) was statistically higher than high beta and gamma waves (yellow elements, in Fig. 2, D), as well as higher than delta and theta bands, but to a lesser extent (yellow and orange elements, in Fig. 2, D). High delta carrier frequency (f = 6.73 Hz) was significantly greater than higher than beta and gamma bands (orange elements, Fig. 2, D). Finally, for all the remaining comparisons, the average connectivity had low intensity and it was not significantly different across these frequencies (blue elements in Fig. 2, D). See Table S2 for an overview of the mean $\pm$ SD average connectivity values across carrier frequencies.

B. Small-Worldness Frequency-Specific Behavior

As for the SWP index during RS (Fig. 3, A), we found a statistically significant difference when comparing the six integer carrier frequencies among each other (FDA analysis, $p < 0.0001$ in all the comparisons). The averaged curves for 8 and 16 Hz vs. graph densities (blue and magenta lines, respectively), indicated the highest small-world topological organization across all the analyzed frequencies, up to graph density of ~75%. The 8 Hz frequency entered the small-world regimen (SWP $> 0.6$) at 13% of graph density while the 16 Hz reached small-worldness at 19%. Both frequencies maintained small-worldness for all other ranges of graph densities. The remaining curves (2, 4, 32 and 64 Hz) showed similar, moderate SWP values (less than 0.6, but higher than 0.4 [16]) from low graph density ranging from 10% to about 60% graph density. For very low graph density (less than 10%), these four averaged curves showed the smallest

**Fig. 2.** Node strength and average connectivity. (A) Node strength across participants in each wavelet carrier frequency ($\omega(0.5-0.25-0.6)$ Hz), the X-axis is in log$_2$ scale. (B) SWP index during RS across participants who performed the cognitive exercise, we evaluated SWP changes PRE/POST WM task.
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IV. DISCUSSION

With this study, we characterized the frequency specificity of the connectivity strength and the small-world properties of RS activity, recorded with hdEEG.

A. Alpha and Low Beta Band Increase of the Connectivity Strength

This study extends, with the use of hdEEG and weighted networks analysis, previous findings [2], [8], [27] about whole-brain FC structure frequency specificity, showing alpha and low beta band increase in nodal strengths and average connectivity. In these carrier frequencies (i.e., from 8 Hz to 16 Hz), a spatially distributed gradient (in posterior-anterior direction) emerged from high to low nodal strength values (see Fig. 2, B and Fig. S1). A similar spatially distributed FC pattern was reported in [35].

B. SWP and \( \sigma \) Show Different Small-Worldness Information

We found that the 8 Hz and 16 Hz carrier frequencies, which showed the highest connectivity strengths, also exhibited the strongest small-world architecture for both indices (blue and magenta curves, Fig. 3). This result suggests that for RS electrophysiological activity, the optimization of information transfer occurs between alpha and low beta band. However, SWP and \( \sigma \) show different behaviors when considered across graph densities. Indeed, 8 and 16 Hz, for low graph density (less than \( \sim 20\% \) of graph density) showed small-worldness regimens only when considering the \( \sigma \) index, but not SWP.
Fig. 4. Modulation of SWP by WM task. (A and B) SWP values during RS in the PRE (A) and POST (B) WM task as a function of the carrier frequencies (Y-axis, in log$_2$ scale) and of the graph density (X-axis). Black contour lines indicate SWP threshold for small-worldness (SWP = 0.6). (C) SWP systematic difference between POST and PRE condition, note the different colorbar range with respect to panels A and B. (D) PRE and POST SWP vs. graph density curves in each of the 23 carrier frequencies. Continuous green and red lines (mean values across participants) and shaded areas (SD values across participants) indicate PRE and POST conditions, respectively. Black bars at the top of each panel, represent the graph densities for which the p-value of a paired t-test indicates a significant difference between the PRE and POST conditions (p < 0.0022, Bonferroni corrected).

that, by contrast, indicate mild (range: 0.3-0.4) to moderate (<0.4) small-world organization [16]. Moreover, the SWP for the remaining frequencies (2, 4, 32, and 64 Hz) was below the 0.6 threshold until ∼60%, while σ indicated small-worldness architecture (above 1) until ∼60% graph density. However, σ suffers from a bias due to graph density, suggesting that SWP is more suited than σ to characterize the small-world topology [19]. Moreover, by increasing the graph density (after 60-65%, depending on the considered frequencies), σ fell below the σ = 1 threshold. With respect to this, we underline that according to Muldoon et al. [19], caution must be taken while trying to impose small-world formalism [17] when the graph is dense. With respect to this issue, our data indicates that for high graph density, SWP values resulted in more variability across participants (i.e., SE increase, see Fig. 3, A). Moreover, SWP values of 8 and 16 Hz frequencies fell below the SWP of other frequencies (Fig. 3, A), but still maintained small worldness regimen (≥0.6). Frequency specificity was reliably investigated using the FDA statistical approach, which by definition takes into account the entire graph density range for both SWP and σ. Indeed, despite the influence that different graph densities may have on the estimated graph-theoretical metrics, we believe that analyzing fully dense (no thresholding applied) FC networks could be of interest in other applications, such as the detection of hidden communities’ structures in weighted networks. In fact, thresholding can be detrimental in order to learn the underlying community structure [43].

C. Modulation of Small-Worldness Induced by Cognitive Load

We found a significant increase of SWP in high beta and gamma bands (≥26.91 Hz) and unchanged SWP values in alpha band and low beta. Previous MEG and EEG studies demonstrated that theta and gamma waves are specifically related to WM processing [44], moreover, a gamma modulation has been associated to higher cognitive load [45]. During WM task, these bands reflect a consolidation of the small-world architecture (i.e., SWP increases), and we speculate that during the following RS acquisition (POST condition) the increased small-world
organization persists, thus still observing SWP values higher than the PRE condition. We did not find significant difference between conditions in the alpha and early beta oscillations. Indeed, although these bands are also partially involved during WM tasks [44], they mainly constitute the predominant rhythms during RS [2], [27] and therefore also in the POST condition, so they are plausibly stronger than all the other rhythms.

V. CONCLUSIONS

In this work, we investigated the frequency specificity of RS FC by using nodal connectivity strength, average connectivity and small-world parameters (SWP and σ). We also computed SWP as a sensitive biomarker of frequency-dependent spontaneous activity alterations, following a WM task. Importantly, the influence of task execution on RS activity is relevant in many application domains, such as sensorimotor rehabilitation [46], [47]. Within this framework, our long-term goal is to validate the effectiveness of a neurorehabilitation intervention, as with robot-assisted training, through the evaluation of RS-FC [48]. RS has indeed the advantage of being well suited also for highly injured patients [49]. Moreover, it is not linked to task-related parameters, is less affected by motion artifacts, that, in case of EEG studies, may decrease the signal to noise ratio, and is a valid tool to explore the retention of the rehabilitation program on a long-term perspective.

In conclusion, here we demonstrated that it is possible to estimate SWP properties from FC weighted network with hdEEG data, and that this metric is a valid tool to unravel the frequency-specific signatures of RS activity.

SUPPLEMENTARY MATERIALS

The Supplementary Information is described in more detail in the Supplementary Materials file, which includes the following Sections: Methods (Electrooculograms, Electrode localization and MRI acquisitions; Pre-processing of hdEEG recordings; Head model and source reconstruction; Generalized Morse Wavelet; Functional Data Analysis); Tables (Supplementary Tables TS1: T1-weighted acquisition parameters for the participants of the study, and TS2: Average connectivity values across participants in each carrier frequency); Figures (Fig. S1: Node strength frequency-specificity overlayed onto the T1-weighted template, and Fig. S2: Permutation distributions related to FDA-statistical testing between PRE and POST working memory task.); additional References.

ACKNOWLEDGMENTS

The authors thank Gaia Taberna for support with the electrodes spatial positioning toolbox, and Samuel Stedman for carefully proofreading the manuscript.

REFERENCES

[1] Q. Liu, S. Farahibozorg, C. Porcaro, N. Wenderoth, and D. Mantini, “Detecting large-scale networks in the human brain using high-density electroencephalography,” Human Brain Mapping, vol. 38, no. 9, pp. 4631–4643, 2017.

[2] J. Samogin, Q. Liu, M. Marino, N. Wenderoth, and D. Mantini, “Shared and connection-specific intrinsic interactions in the default mode network,” Neuroimage, vol. 200, pp. 474–481, 2019.

[3] C. Li et al., “Cortical statistical correlation tomography of EEG resting state networks,” Frontiers Neurosci., vol. 12, 2018.

[4] M. Seeber, L.-M. Cantonas, M. Hoevels, T. Sesia, V. Visser-Vandewalle, and C. M. Michel, “Subcortical electrophysiological activity in task-activated high-density EEG source imaging,” Nature Commun., vol. 10, no. 1, 2019, Art. no. 753.

[5] J. L. Chen, T. Ros, and J. H. Gruzelier, “Dynamic changes of ICA-derived EEG functional connectivity in the resting state,” Hum Brain Mapp., vol. 34, no. 1, pp. 582–64, Mar. 2013.

[6] F. Babiloni et al., “Estimation of the cortical functional connectivity with the multimodal integration of high-resolution EEG and fMRI data by directed transfer function,” Neuroimage, vol. 24, no. 1, pp. 118–31, Jan. 2005.

[7] A. Costo, C. M. Michel, P. van Mierlo, S. Vulliémoz, and G. Pломp, “Directed functional brain connectivity based on EEG source imaging: methodology and application to temporal lobe epilepsy,” IEEE Trans. Biomed. Eng., vol. 63, no. 12, pp. 2619–2628, Oct. 2016.

[8] M. Siets, A. A. Pape, J. F. Hipp, and M. Siegel, “Measuring the cortical correlation structure of spontaneous oscillatory activity with EEG and MEG,” Neuroimage, vol. 129, pp. 345–355, Apr. 2016.

[9] M. Siegel, T. H. Donner, and A. K. Engell, “Spectral fingerprints of large-scale neuronal interactions,” Nat. Rev. Neurosci., vol. 13, no. 2, pp. 121–34, Jan. 2012.

[10] S. Atasoy, G. Deco, M. L. Kringelbach, and J. Pearson, “Harmonic brain modes: A unifying framework for linking space and time in brain dynamics,” Neuroscientist, vol. 24, no. 3, pp. 277–293, Jun. 2018.

[11] M. Zhao, M. Marino, J. Samogin, S. P. Swinnen, and D. Mantini, “Hand, foot and lip representations in primary sensorimotor cortex: A high-density electroencephalography study,” Sci. Rep., vol. 9, no. 1, 2019, Art. no. 19464.

[12] N. E. Adams et al., “Theta/delta coupling across cortical laminae contributes to semantic cognition,” J. Neurophysiol., vol. 121, no. 4, pp. 1150–1161, Apr. 2019.

[13] D. Mantini, M. G. Perrucci, C. Del Gratta, G. L. Romani, and M. Corbetta, “Electrophysiological signatures of resting state networks in the human brain,” Proc. Nat. Acad. Sci. USA, vol. 104, no. 32, pp. 13170–13175, Aug. 2007.

[14] W. Tang et al., “Dynamic connectivity modulates local activity in the core regions of the default-mode network,” Proc. Nat. Acad. Sci. USA, vol. 114, no. 36, pp. 9713–9718, Sep. 2017.

[15] E. de Pasquale et al., “A cortical core for dynamic integration of functional networks in the resting human brain,” Neuron, vol. 74, no. 4, pp. 753–764, May 2012.

[16] D. S. Bassett and E. T. Bullmore, “Small-world brain networks revisited,” Neuroscientist, vol. 23, no. 5, pp. 499–516, Oct. 2017.

[17] D. J. Watts and S. H. Strogatz, “Collective dynamics of ‘small-world’ networks,” Nature, vol. 393, no. 6684, pp. 440–442, Jun. 1998.

[18] W. Karwowski, F. Vasheghani Farahani, and N. Lighthall, “Application of graph theory for identifying connectivity patterns in human brain networks: A systematic review,” Frontiers Neurosci., vol. 13, 2019, Art. no. 585.

[19] S. F. Muldoon, E. W. Bridgeford, and D. S. Bassett, “Small-world propensity and weighted brain networks,” Sci. Rep., vol. 6, Feb. 2016.

[20] J. S. Siegel et al., “Re-emergence of modular brain networks in stroke recovery,” Cortex, vol. 101, pp. 44–59, Apr. 2018.

[21] M. John, T. Ikuta, and J. Fernbanteau, “Graph analysis of structural brain networks in Alzheimer’s disease: beyond small world properties,” Brain Struct. Function, vol. 222, no. 2, pp. 923–942, 2017.

[22] A. W. Chung et al., “Characterising brain network topologies: A dynamic analysis approach using heat kernels,” Neuroimage, vol. 141, pp. 490–501, 2016.

[23] M. K. Zamroziewicz, M. T. Talukdar, C. E. Zwilling, and A. K. Barbery, “Nutritional status, brain network organization, and general intelligence,” Neuroimage, vol. 161, pp. 241–250, Nov. 2017.

[24] M. Melozzi, E. Bergmann, J. A. Harris, J. Kahn, V. Jirsa, and C. Bernard, “Individual structural features constrain the functional connectome,” bioRxiv, 2019, Art. no. 613307.

[25] A. H. Ghaderi, M. N. Andevari, and P. F. Sowman, “Evidence for a resting state network abnormality in adults who stutter,” Front. Integr. Neurosci., vol. 12, 2018, Art. no. 16.
[26] E. Paraskevopoulos, C. Dobel, A. Wollbrink, V. Salvari, P. D. Bamidis, and C. Pantev, “Maladaptive alterations of resting state cortical network in Tinnitus: A directed functional connectivity analysis of a larger MEG data set,” Sci. Rep., vol. 9, no. 1, p. 15452, Oct. 2019.

[27] R. L. van den Brink, S. Nieuwenhuis, G. J. M. van Boxtel, G. van Luijtelaar, H. J. Elander, and V. J. M. Wijnen, “Task-free spectral EEG dynamics track and predict patient recovery from severe acquired brain injury,” Neuroimage Clin., vol. 17, pp. 43–52, 2018.

[28] S. Sockeel, D. Schwartz, M. Pélégrini-Issac, and H. Benali, “Large-scale functional networks identified from resting-state EEG using spatial ICA,” PloS One, vol. 11, no. 1, 2016, Art. no. e0146845.

[29] G. G. Knyazev et al., “Task-positive and task-negative networks in major depressive disorder: A combined fMRI and EEG study,” J. Affect Disord., vol. 235, pp. 211–219, Aug. 2018.

[30] K. E. Hoy et al., “The effect of gamma-tACS on working memory performance in healthy controls,” Brain Cogn., vol. 101, pp. 51–56, Dec. 2015.

[31] R. D. Pascual-Marqui et al., “Assessing interactions in the brain with exact low-resolution electromagnetic tomography,” (in English), Philos. Trans. Royal Soc. a-Math. Phys. Eng. Sci., vol. 369, no. 1952, pp. 3768–3784, Oct. 2011.

[32] M. Joliot et al., “AICHA: An atlas of intrinsic connectivity of homotopic areas,” J. Neurosci. Methods, vol. 254, pp. 46–59, Oct. 2015.

[33] J. M. Lilly and S. C. Olhede, “Higher-order properties of analytic wavelets,” (in English), IEEE Trans. Signal Process., vol. 57, no. 1, pp. 146–160, Jan. 2009.

[34] J. M. Lilly and S. C. Olhede, “Generalized morse wavelets as a superfamily of analytic wavelets,” (in English), IEEE Trans. Signal Process., vol. 60, no. 11, pp. 6036–6041, Nov. 2012.

[35] J. F. Hipp, D. J. Hawellek, M. Corbetta, M. Siegel, and A. K. Engel, “Large-scale cortical correlation structure of spontaneous oscillatory activity,” Nat. Neurosci., vol. 15, no. 6, pp. 884–90, Jun. 2012.

[36] J. A. Roberts, A. Perry, G. Roberts, P. B. Mitchell, and M. Breakspear, “Consistency-based thresholding of the human connectome,” Neuroimage, vol. 145, pp. 118–129, Jan. 2017.

[37] D. S. Bassett, B. G. Nelson, B. A. Mueller, J. Camchong, and K. O. Lim, “Altered resting state complexity in schizophrenia,” Neuroimage, vol. 59, no. 3, pp. 2196–2207, Feb. 2012.