Real-time indoor semantic map construction combined with the lightweight object detection network
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Abstract. Aiming at the lack of semantic information of indoor objects in the grid map commonly used in the indoor mobile robot, this paper proposes a real-time indoor semantic map construction method combined with the lightweight object detection network: firstly, we propose a lightweight object detection network which is called S-SSD (ShuffleNet-SSD) by improving the SSD (Single Shot MultiBox Detector) network, it can be used to extract the semantic information of indoor objects in real time; then the semantic information of indoor objects is transformed into the grid map which is created by mobile robot, so the indoor semantic map is constructed. The effectiveness and superiority of S-SSD in the indoor object detection of mobile robot are verified by the comparative experiment, and the effectiveness of the real-time indoor semantic map construction proposed in this paper is verified by the experiment of semantic map construction.

1. Introduction
Map creation is one of the key technologies of indoor mobile robot, it provides a basic guarantee for accurate localization and correct navigation [1-2]. At present, the main map types used by indoor mobile robot include grid map, feature map and topology map [3-5]. Grid map uses grids of the same size to describe the environment, although grid map is easy to create, it is inefficient for path planning [6]. Feature map uses geometric features such as lines, arcs to describe the environment, which can only adapt to very simple scenes [7]. Topology map uses nodes and line segments to describe the environment, but it is difficult to build a map in the large environment [8]. The common disadvantage of the above three types of map is lack of the semantic information of indoor objects, which makes mobile robot unable to complete some advanced tasks.

In recent years, with the development of deep learning, some classic networks such as R-CNN [9], Fast R-CNN [10], Faster R-CNN [11], YOLO [12], SSD [13] have been applied to object detection, it provides the possibility for mobile robot to detect indoor objects. Adhikari et al. [14] annotated the dataset of indoor objects by themselves, and used Fast R-CNN network to realize the detection of
indoor objects. Tang et al. [15] applied SSD network to the task of indoor object detection. O’Keeffe et al. [16] pruned the YOLO model and transplanted it into the embedded system, which was applied to indoor object detection of mobile robot.

Therefore, this paper proposes a real-time indoor semantic map construction method combined with the lightweight object detection network: in order to consider both detection accuracy and speed, we propose a lightweight object detection network which is called S-SSD, it can be used to detect indoor objects in real time so that the semantic information of indoor objects can be extracted in real time for indoor robot. On this basis, the semantic information of indoor objects is transformed into the grid map, and the indoor semantic map is constructed.

2. Method

2.1. Network architecture of S-SSD

At present, the object detection networks which are commonly used include R-CNN, Fast R-CNN, Faster R-CNN, YOLO, SSD. Considering the detection accuracy and speed, the SSD network is relatively best in detection performance, because SSD combines the grid regression idea of YOLO and the anchor mechanism of Faster R-CNN, and adds multi-scale feature detection, so it has the advantages of high detection accuracy and fast detection speed. SSD can meet the general tasks of object detection, but considering the requirement of real time, it cannot meet the indoor object detection of mobile robot, because the indoor mobile robot is always in the moving state, it needs more faster detection speed than the general static object detection. To solve this problem, this paper proposes a lightweight object detection network which is called S-SSD by improving the SSD network, and it is applied to indoor object detection of mobile robot. The network architecture of S-SSD is shown in figure 1:
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What is different from the SSD network is that the S-SSD lightweight network uses the ShuffleNet [17] network with the removal of the last fully connected layer as the basic feature extraction network, while retaining the characteristics of multi-scale feature detection of SSD network. It uses Resx12, Resx16 in the front-end of network and multiple feature extraction layers in the back-end of network to realize multi-scale feature detection. Because ShuffleNet adopts the design ideas of depthwise separable convolution, pointwise group convolution and channel shuffle, the prediction time of the network is greatly reduced. Therefore, S-SSD combines the advantages of high detection accuracy of SSD and short prediction time of ShuffleNet, which can ensure the accuracy and speed of indoor object detection of mobile robot.

2.2. Indoor semantic map construction based on grid map

Firstly, we use Kinect v2 of mobile robot to get the RGB image of indoor scene, and use S-SSD lightweight network to detect indoor objects. At the same time, the depth image of the corresponding scene is obtained by the depth camera of Kinect v2. Through the registration parameters between the RGB image and the depth image obtained in the previous stage, we can calculate the spatial
coordinates of indoor objects detected by S-SSD in the coordinate system of depth camera of Kinect v2. After that, we transform the spatial coordinates of indoor objects into the grid map created by mobile robot, so it completes the indoor semantic map construction. In this process, the main coordinate transformations which are involved are the following three aspects:

Suppose the coordinate system of depth camera of Kinect v2 is \( O_c - X_cY_cZ_c \), the coordinate system of mobile robot is \( O_R - X_RY_RZ_R \), the coordinate system of real world is \( O_w - X_YZ \), the coordinate system of grid map is \( O_G - X_YZ \).

1. The coordinate transformation between depth camera of Kinect v2 and mobile robot is as in equation (1):

\[
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In equation (1), \( R_1 \) and \( T_1 \) are rotation matrix and translation matrix between the coordinate system of depth camera of Kinect v2 and the coordinate system of mobile robot, and the specific parameters can be obtained through calibration.

2. The coordinate transformation between mobile robot and real world is as in equation (2):

\[
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In equation (2), \( R_2 \) and \( T_2 \) are rotation matrix and translation matrix between the coordinate system of mobile robot and the coordinate system of real world, and the specific parameters can be obtained through calibration.

3. The coordinate transformation between the real world and the grid map is as in equation (3):

\[
\begin{align*}
x_g &= \text{ceil}\left(\frac{x}{r}\right) \\
y_g &= \text{ceil}\left(\frac{y}{r}\right)
\end{align*}
\] (3)

In equation (3), \((x, y)\) represents the coordinate value of a point in the coordinate system of real world, \((x_g, y_g)\) represents the coordinate value of the point in the coordinate system of grid map, \(r\) is the length value of the grid cell in the grid map corresponding to the length value in the real world.

3. Experiment

3.1. The platform of indoor mobile robot
The experimental platform of indoor mobile robot used in this paper, is as shown in figure 2, it mainly includes control system, laser radar, Kinect v2. The GPU of control system is GXT 1050ti. The laser radar is used to create grid map, and Kinect v2 is used to detect indoor objects and obtain the spatial coordinates of corresponding indoor objects.
3.2. Comparative experiment of indoor object detection

We screened out 12000 images containing indoor objects from Indoor_CVPR09 [18], NYU2 [19], and SUN [20], and labeled the nine common indoor objects (bed, refrigerator, washer, sofa, cabinet, chair, table, closestool, door) to be as the dataset for indoor object detection in this paper.

In order to verify the superiority of the S-SSD lightweight network proposed in this paper, we use SSD network, Tiny-yolo lightweight network which is commonly used to detection task of indoor mobile robot and the S-SSD lightweight network proposed in this paper to train the dataset under the same conditions. Then, we compare mAP (mean Average Precision) and mFPS (mean Frames Per Second) of different detection networks on the test set. The comparison results are shown in table 1:

| Network  | mAP(%) | mFPS |
|----------|--------|------|
| SSD      | 78.8   | 16   |
| Tiny-yolo| 67.6   | 31   |
| S-SSD    | 76.7   | 58   |

It can be seen from table 1 that although SSD has the highest detection accuracy, the detection speed of mFPS is only 16, which can not meet the real-time requirement of object detection of indoor mobile robot. Tiny-yolo is very low in detection accuracy which is only 67.6%, it can not meet the accuracy requirement of object detection of indoor mobile robot. Compared with SSD, the detection accuracy of S-SSD is only slightly reduced by 2.1%, and the detection speed of mFPS can achieve 58. Thus considering the detection accuracy and speed, S-SSD lightweight network proposed in this paper is better than SSD network and Tiny-yolo lightweight network.

In order to more intuitively verify the effectiveness and superiority of the S-SSD lightweight network in the real-time object detection of indoor mobile robot, we use different detection networks to carry out the comparative experiments of real-time indoor object detection in real indoor scene, and we intercept detection results of three different time to compare, the comparison results are shown in figure 3:
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Figure 3. The comparison results of real-time indoor object detection

It can be seen from figure 3, in terms of detection accuracy, SSD network and S-SSD lightweight network can detect all indoor objects in scene, and Tiny-yolo has problems of missing detection and false detection. In terms of detection speed, SSD can not meet the real-time requirement of indoor object detection of mobile robot, while Tiny-yolo and S-SSD can meet it. So considering detection accuracy and speed, S-SSD can meet the requirement of detection accuracy and speed of indoor object detection of mobile robot.

3.3. The experiment of real-time indoor semantic map construction

In order to verify the effectiveness and superiority of the real-time semantic map construction proposed in this paper, we use the indoor mobile robot platform to carry out the experiment of real-time semantic map construction. The experimental results are shown in figure 4. The figure 4(a) is the indoor experiment scene; The figure 4(b) is the grid map created by mobile robot. The figure 4(c) is the result of real-time semantic map construction based on grid map, we use the gray rectangular grid with the size of 3x3 to describe the average location of objects which are detected by mobile robot in the semantic map.
It can be seen from figure 4(b) that the grid map lacks the description of indoor objects. Compared with the original grid map, the semantic map in figure 4(c) adds the semantic information of indoor objects, which makes the indoor mobile robot have a ability to complete more complex tasks while having the basic location and navigation functions.

4. Conclusion
In this paper, a real-time indoor semantic map construction method combined with the lightweight object detection network is proposed. Firstly, the real-time detection of indoor objects is realized through the lightweight object detection network which is called S-SSD, and then the spatial coordinates of objects are transformed into the grid map created by the mobile robot, so as to complete the construction of indoor semantic map. Finally, the effectiveness and superiority of the real-time indoor semantic map construction are verified by experiment.
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