line). Such scaling matches well with the theoretical prediction of optical Stark shift $\delta(h\nu_b) = 25E_p/\mu_B$, where $S$ is the optical Stark shift constant related to the transition dipole moment and $E_p$ is the electric field of the pump pulse (25, 26). From the experimental data, we can determine an optical Stark shift constant $S \sim 45 E_p$ for A-exciton in monolayer WSe$_2$, which is of similar magnitude to that for exciton transition in semiconductor quantum wells (29).

The valley-selective optical Stark shift breaks the degeneracy of valley exciton transitions in monolayer WSe$_2$ and defines an effective valley pseudo-magnetic field. In our experiment, the photo-induced energy splitting between K and K$^\prime$ exciton transitions can be as large as 10 meV (Fig. 4 and supplementary text). The corresponding pseudo-magnetic field $B_{\text{eff}}$ for valley excitons can be estimated with $B_{\text{eff}} = \frac{\delta E}{2\mu_B E_p}$, where $\mu_B$ is the Bohr magneton and $g_{\text{ex}}$ is the effective g-factor for valley exciton transitions in WSe$_2$. The effective exciton g-factor $g_{\text{ex}}$ combines contributions from both electrons and holes and has a theoretically predicted value of $\sim 1.5$ for WSe$_2$ (supplementary text). Using this g-factor, we estimate a pseudo-magnetic field $B_{\text{eff}}$ as high as 60 T for a 10-meV splitting of valley exciton transitions. A real magnetic field of this magnitude is difficult to achieve even with superconducting magnets, but such a pseudo-magnetic field for MX$_2$ valley excitons can be produced conveniently and with femtosecond temporal control by using light pulses.

It has been reported recently that excitons in different valleys in monolayer WSe$_2$, resonantly excited by linear polarization light, can maintain their phase coherence over extended time (7). The valley-dependent optical Stark effect offers a convenient and ultrafast way to lift the valley degeneracy and introduce a controlled phase difference between the two valley states, therefore enabling coherent rotation of resonantly excited valley polarizations with high fidelity (fig. S2). In analogy with spintronics, such coherent manipulation of valley polarization can open up fascinating opportunities for valleytronics.
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Two-dimensional Fermi surfaces in Kondo insulator SmB$_6$

G. Li, 1,2,4 Z. Xiang, 1,3 F. Yu, 1,3 T. Asaba, 1 B. Lawson, 1 P. Cai, 1,3 C. Tinsman, 1 A. Berkley, 1 S. Wolgast, 1 Y. S. Eo, 1 Dae-Jeong Kim, 1 C. Kurdek, 1 J. W. Allen, 1 K. Sun, 1 X. H. Chen, 2 Y. Y. Wang, 3 Z. Fisk, 4 Lu Li 1,5

In the Kondo insulator samarium hexaboride (SmB$_6$), strong correlation and band hybridization lead to an insulating gap and a diverging resistance at low temperature. The resistance divergence ends at about 3 kelvin, a behavior that may arise from surface conductance. We used torque magnetometry to resolve the Fermi surface topology in this material. The observed oscillation patterns reveal two Fermi surfaces on the (100) surface plane and one Fermi surface on the (101) surface plane. The measured Fermi surface cross sections scale as the inverse cosine function of the magnetic field tilt angles, which demonstrates the two-dimensional nature of the conducting electronic states of SmB$_6$.

The recent development of topological insulators is a triumph of single electron band theory (1–9). Kondo insulators can be used to explore whether similar exotic states of matter can arise in the presence of strong electronic interactions. In these strongly correlated heavy-fermion systems (9), the hybridization between itinerant electrons and localized orbitals opens a gap and makes the material insulating. Once the sample temperature is cold enough, the electronic structure can be mapped to a state that resembles a normal topological insulator (TI) (10), with a bulk insulating state and a conductive surface state. In samarium hexaboride (SmB$_6$), the existence of the surface state has been suggested by recent experimental observations of the surface conductance as well as a mapping of the hybridization gap (11–13). We report the observation of quantum oscillations in Kondo insulator SmB$_6$ using torque magnetometry via the de Haas–van Alphen (dHvA) effect. The observed Fermi surfaces are shown to be two-dimensional (2D) and arise from the crystalline (101) and (100) surfaces.

One major difference between SmB$_6$ and the conventional topological insulators is the crystal structure, which for SmB$_6$ is simple cubic (Fig. 1A). SmB$_6$ single crystals were grown by conventional flux methods. Each sample was etched with acid to remove the leftover flux. Figure 1B shows a photo of a piece of SmB$_6$ single crystal. Beside a flat (001) surface, there are four (101) planes.

We use torque magnetometry to resolve the Landau Level quantization and the resulting
quantum oscillations in magnetization. Electronic transport measurements have been used to detect quantum oscillations in conventional topological materials (14–22). In contrast, magnetization is simply the derivative of the magnetic free energy $G$ with respect to magnetic field $H$. Therefore, torque magnetometry probes the oscillations in the free energy and is sensitive to Fermi surface (FS) topology of both 3D and 2D electronic systems (23–27). Torque magnetometry measures directly the anisotropy of the magnetic susceptibility of a sample (25). With the tilted magnetic field $H$ confined to the $\hat{a} \cdot \hat{c}$ plane, the torque $\tau$ of a paramagnet is shown as follows:

$$\tau = \mu_0 \Delta \chi H^2 \sin \phi \cos \phi$$

(1)

where $\mu_0$ is the vacuum permeability, $\phi$ is the tilt angle of $H$ away from the crystalline $\hat{a} \cdot \hat{c}$ axis, and $\Delta \chi = \chi_a - \chi_c$ is the magnetic susceptibility anisotropy. Therefore, any change of the FS topology caused by the Landau Level quantization is revealed by torque magnetometry.

In our experimental setup, an SmB$_6$ single crystal is glued to the tip of a thin brass cantilever (Fig. 1C, inset). The magnetic torque $\tau$ is measured by tracking the capacitance change between the cantilever and a gold film underneath. An example torque $\tau$ versus magnetic field $\mu_0 H$ curve (Fig. 1C), taken at temperature $T = 0.3$ K and $\phi = 44^\circ$, is quadratic overall, reflecting the linear $H$ dependence of the sample magnetization and the paramagnetic nature of SmB$_6$. Large oscillations and subtle wigglies start to appear as the magnetic field goes beyond 5 T; for $\mu_0 H > 10$ T, the fast oscillation pattern dominates.

The first question that arises is whether it is possible for the thin atomic layer of the surface layer to be responsible for the observed magnitude of the magnetic torque and magnetization. The magnitude of the observed magnetic torque was recorded by the relative capacitance change, then converted to absolute values using the calibrated spring constant of the cantilevers (see supplementary materials). Figure 1D shows the field dependence of the effective magnetic moment $M = \mu_0 \tau / H$ in a magnetic field $H$ as high as 45 T. The maximum oscillatory $M$ is around $3 \times 10^{-12}$ A·m$^2$. Using the total area of all the surfaces of the SmB$_6$ sample, including the dominating top and bottom (100) surfaces and other small edge surfaces, we estimate that there are $7.5 \times 10^{12}$ unit cells on the sample surfaces. By normalizing the magnetic moment $M$ to the number of surface unit cells, we find the maximum change of oscillatory $M$ is around $\Delta M = 0.4 \mu_B$ per surface unit cell, where $\mu_B$ is the Bohr magneton. The gray scale bar in Fig. 1D marks 0.5 $\mu_B$ per surface unit cell for comparison.

Our measured oscillatory $M$ is consistent with the surface carrier density measured by the Fermi pocket size. As we will demonstrate later, the measured pocket size (300 T – 400 T) leads to a total carrier density of $\approx 1 \times 10^{15}/$cm$^2$, which is $\approx 0.17$ electrons per unit cell. The theoretical value of the oscillatory $M$ is $2 \mu_B$ per electron in 2D electronic systems, confirmed experimentally in (26). The carrier density implies a magnetization oscillation of $0.34 \mu_B$ per surface unit cell. Our observed maximum $\Delta M = 0.4 \mu_B$ per surface unit cell is consistent with this simple estimate.

Figure 2 presents the oscillation pattern of the magnetic torque. The oscillatory torque $\tau_{OSC}$ is defined by subtracting a quadratic background from the torque $\tau$. $\tau_{OSC}$ is periodic in $1/\mu_0 H$ (Fig. 2A), reflecting the quantization of the Landau Levels. The magnetic torque is measured in $H$ up to 45 T. For metals, the oscillation frequency $F$ is determined by the cross section area $A$ of the Fermi surface (23):

$$F = \frac{\hbar}{2eA}$$

(2)

where $\hbar$ is the reduced Planck constant, and $e$ is the electrical charge. The fast Fourier transformation (FFT) of the oscillatory $\tau_{OSC}$, measured at 0.3 K and $\phi = 32^\circ$ (Fig. 2B) shows a number of peaks, including a small pocket $a$ at $F_a \approx 35$ T, a larger pocket $\beta$ at $F_\beta \approx 300$ T, and the largest pocket $\gamma$ at $F_\gamma \approx 450$ T. In the higher-frequency range, we observed a series of new features: the second harmonic of the $\beta$ pocket at $2\beta \approx 600$ T and the third harmonic of the $\beta$ pocket at $3\beta \approx 900$ T. Most notably, the other peak (marked as $\beta'$) appears at $\approx 520$ T and arises from the oscillation due to the $\beta$ pocket in a neighboring (101) surface plane. This determination is based on the angular dependence of the oscillation frequencies, as discussed in detail below and in Fig. 3.

The electronic properties of these three Fermi surfaces are revealed by tracking the temperature and field dependence of the oscillatory torque $\tau_{OSC}$ (Fig. 2C). Even though an insulating gap is observed in the temperature dependence of the conductivity of SmB$_6$ (11–13), the temperature dependence of $\tau_{OSC}$ is very much like that of a normal metal. In metals, the oscillating magnetic torque is well described by the Lifshitz-Kosevich (LK) formula (23). The temperature and magnetic field dependences of the oscillation amplitude are determined by the product of the thermal damping factor...
where the effective mass \( m^* = m \cdot m_e \) and the Dingle temperature \( T_D = \hbar / 2\pi k_B g_\gamma \). \( g_\gamma \) is the magnetic flux density, and \( \alpha = 2\pi k_B m_e / \hbar \). \( \gamma \) is the magnetic field constant, \( B = J_e B_0 \) is the magnetic field, \( k_B = 8.6 \text{ K}^{-1} \cdot \text{nm}^2 \cdot \text{K} \). \( T_D \) is the Dingle temperature.

Fitting the temperature dependence of the normalized oscillation amplitudes to the thermal damping factor \( R_T \) (Fig. 2C) yields \( m = 0.119 m_e \) for Fermi surface \( \alpha \), \( m = 0.129 m_e \) for Fermi surface \( \beta \), and \( m = 0.192 m_e \) for Fermi surface \( \gamma \). Figure 2D displays the field dependence of the oscillation amplitude, normalized by the thermal damping factor \( R_T \). Fitting the curves to \( R_T \) yields \( T_D - 15.9 \text{ K} \) for Fermi surface \( \alpha \), \( T_D - 18.6 \text{ K} \) for Fermi surface \( \beta \), and \( T_D - 29.5 \text{ K} \) for Fermi surface \( \gamma \). Based on the extracted oscillation frequencies, effective masses, and Dingle temperatures, we are able to characterize the observed Fermi surfaces in SmB\(_6\) (Table 1).

The low effective mass that we measured (Table 1) is quite surprising, because most of the theoretical work on the topological Kondo insulator predicts a heavy mass of the surface states. The observed mass in SmB\(_6\) is also much smaller than that of the divalent hexaboride compounds such as La-doped CaB\(_6\) and EuB\(_6\) (29, 30). Pockets with heavier masses may still exist but could not be observed in our experimental conditions because of the thermal and Dingle dampings. Measurements in higher magnetic field and in colder temperatures would help resolve such extra Fermi pockets.

The most important feature of the observed quantum oscillations is the two-dimensionality (2D). For a 2D planar metallic system, the magnetic field projected to the normal axis of the plane determines the Landau Level quantizations. Thus, the oscillation frequency versus tilt angle curve generally follows the inverse of a sinusoidal function \((2f - f_0)\). We rotate the whole canti- lever setup to track how the oscillation frequency \( f \) changes as a function of the tilt angle \( \phi \) in a broad range of more than 180°. Using the complete FFT plots (fиг. S3 to S5), we obtain the angular dependences of the oscillation frequencies of all the Fermi pockets on the (100) and (101) families, as displayed in Fig. 3. A to C.

For the dominating oscillation pattern from pocket \( \alpha \), the oscillation frequency \( f_\alpha \) only displays a large angular dispersion but also closely tracks the 2D angular dependence from the (101) surface families. There are four branches of the \( f_\alpha - \phi \) patterns, as a result of the fourfold crystalline symmetry of the SmB\(_6\) cubic structure. At each \( \phi \), there are two appearances of the \( \alpha \) family. For example, at \( \phi = 30° \), there is one \( f_\alpha \) from the (101) plane and another one from the neighboring (101) plane (the latter contribution is marked as \( \beta' \) in Fig. 2B). Most notably, all the \( F_\alpha \) points track the solid lines of the function \( f_\alpha / \cos (\phi - 22.5°) \). The observed \( f_\alpha \) at frequencies as high as 900 T—a more than 200% increase from the minimum value of 286 T. Such large divergence and the close tracking of the inverse cosine dependence strongly support the 2D nature of the observed \( \alpha \) pocket on the (101) surface plane families.

In contrast, the angular dependence of the oscillation frequency of the \( \beta \) pocket \( f_\beta \) follows a different pattern. In Fig. 3A, the \( f_\beta \) values are plotted against the tilt angle \( \phi \) of two SmB\(_6\) single crystals. The uncertainty of \( f_\beta \) is determined by the half width at half-height of the \( f_\beta \) peak in the FFT plot. Similar to \( F_\alpha \), the \( F_\beta \) pattern has a fourfold symmetry, but the minima are located at \( \phi = 0°, 90°, 180° \), that is, along the (100) crystalline axes. Fitting the data to the 2D form for this family, \( F_\beta / \cos (\phi - 0°) \), \( F_\beta / \cos (\phi - 90°) \), and \( F_\beta / \cos (\phi - 180°) \), with \( F_\beta = 30.5 \text{ T} \) (solid lines in Fig. 3A) results in reasonable agreement. This suggests that the observed \( \alpha \) pocket arises from a surface state on the (100) plane families. Similarly, Fig. 3C shows that the angular dependence of the \( \gamma \) pocket \( F_\gamma \) follows the functional form of \( F_\gamma / \cos (\phi - 0°) \), \( F_\gamma / \cos (\phi - 90°) \), and \( F_\gamma / \cos (\phi - 180°) \) with \( F_\gamma \sim 385 \text{ T} \), suggesting the two-dimensionality of the \( \gamma \) pocket on the (100) surface plane.

Further, given the small value and large uncertainty of \( F_\alpha \), there is still a chance that an extremely elongated 3D ellipsoidal Fermi surface may fit the \( F_\beta \) versus \( \phi \) dependence. Experiments with cleaner SmB\(_6\) crystals may resolve the issue.

The angular dependence of the oscillation frequency suggests that the Fermi surface \( \beta \) is two-dimensional and likely arises from the crystalline (101) plane. In contrast, most of the theoretical modeling focuses on the surface states in the...
(100) planes (37), in which the mapping of the band inversion X-point gives two Fermi pocket cross sections on the (100) surface plane. Our observed $\alpha$ and $\gamma$ pockets may be the two predicted pockets. Recent angle resolved photo-emission spectroscopy (ARPES) measurements on SmB$_6$ revealed two Fermi pocket areas on the (100) surface Brillouin zone (32–36). Our measured Fermi surface area and the mass of pocket $\gamma$ are comparable to those of a small Fermi surface centered at the $\Gamma$ point and measured by ARPES. For a detailed comparison of our dHvA result and the ARPES results, see (37).

Questions remain as to the origin of the observed Fermi surface in the (101) plane. In the (101) plane, there are four high symmetry points \([0, 0), (0, \pi/\alpha), (\pi/\sqrt{2}a, 0), \text{ and } (\pi/\sqrt{2}a, \pi/\alpha)\). For example (Fig. 3D), projecting the bulk band X points to the (101) plane leads to a pocket at (0, $\pi/\alpha$) and a pair of pockets at ($\pi/\sqrt{2}a, 0$) and ($–\pi/\sqrt{2}a, 0$). Based on the time-reversal symmetry, only (0, $\pi/\alpha$) has a Dirac point, which is consistent with the experimental observation. However, the topological theory does not prohibit pairs of Dirac points at low symmetry points (37), which offers another possible origin for the observed pockets.

The other important question is whether the 2D electronic state on the surface follows the Dirac dispersion. A general test is to track the Landau level index plots to find out the infinite field limit, i.e., the geometric Berry phase factor. Using 45 T, the quantum limit is reached for pocket $\alpha$, which, in the infinite magnetic field limit, points to $–0.45 = 0.07$, very close to $-1/2$, the geometric Berry phase contribution, similar to other 2D Dirac electronic systems such as graphene (18, 19). As the oscillation frequencies of Fermi pocket $\beta$ and $\gamma$ are quite close, filtering is needed to isolate the $H$ dependence of the oscillation patterns for each Fermi pocket. This filtering may cause additional uncertainty of the oscillation phase, and the Zeeman effect and correlations may lead to some nonlinear effects of the Landau level index plots (37).

Because Al flux is used in the sample growth, the observed effective masses, oscillation frequencies, and angular dependence bear some similarity to those of pure aluminum (Al) (38). However, the oscillation periods of all the observed Fermi surfaces are symmetric about crystalline symmetry axes in the rotation plane. The observed fourfold symmetry and the behavior $F^* \sim 1/\cos\phi$, $F^* \sim 1/\cos(\phi + 45^\circ)$ and $F^* \sim 1/\cos\phi$ cannot be explained by a residual Al impurity (for more details, see (37)). Therefore, the observed quantum oscillation pattern is an intrinsic property of single-crystalline SmB$_6$.

We note also that our observed quantum oscillation feature is quite robust against oxidation, as the samples were always in atmosphere for storage. The ordinary surface states known to occur for vacuum clean surfaces of metal hexaborides such as LaB$_6$ disappear under modest oxygen exposure (37, 39).

Table 1. Parameters in the three Fermi pockets in SmB$_6$. The oscillation frequency $F$ and Fermi wavevector $k_F$ are obtained from the dHvA period. The effective mass $m$, Fermi velocity $v_F$, mean free path $l$, and the mobility $\mu$ are inferred from the $T$ and $H$ dependences of the oscillation amplitude. The Landau level index plot yields the infinite field limit $\alpha$.

| \( F (T) \) | \( \alpha \) | \( 29.3 \pm 4 \) | \( 286 \pm 5 \) | \( 385 \pm 5 \) |
|-------------|---------|----------------|----------------|----------------|
| Crystalline surface Origin | \( k_F \) (nm$^{-1}$) | \( 0.30 \pm 0.02 \) | \( 0.941 \pm 0.008 \) | \( 1.080 \pm 0.011 \) |
|              | \( m/m_e \) | \( 0.19 \pm 0.007 \) | \( 0.129 \pm 0.004 \) | \( 0.192 \pm 0.005 \) |
|              | \( v_F \) (10$^3$ms$^{-1}$) | \( 2.90 \pm 0.39 \) | \( 8.45 \pm 0.33 \) | \( 6.50 \pm 0.21 \) |
|              | \( l \) (nm) | \( 22 \pm 8 \) | \( 52 \pm 6 \) | \( 25 \pm 4 \) |
|              | \( \mu \) (\times10$^3$ cm$^2$/V·s) | \( 1.1 \pm 0.5 \) | \( 0.84 \pm 0.10 \) | \( 0.36 \pm 0.05 \) |
|              | \( k_F \) | \( 6.6 \pm 2.9 \) | \( 49 \pm 6 \) | \( 27 \pm 4 \) |
|              | \( \delta \) | \( -0.45 \pm 0.07 \) | \( -0.44 \pm 0.06 \) | \( -0.32 \pm 0.07 \) |
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CHEMICAL KINETICS

Predictive a priori pressure-dependent kinetics

Ahren W. Jasper,1 Kenley M. Pelzer,2 James A. Miller,2 Eugene Kamarchik,1 Lawrence B. Harding,2 Stephen J. Klippenstein1*

The ability to predict the pressure dependence of chemical reaction rates would be a great boon to kinetic modeling of processes such as combustion and atmospheric chemistry. This pressure dependence is intimately related to the rate of collision-induced transitions in energy E and angular momentum J. We present a scheme for predicting this pressure dependence based on coupling trajectory-based determinations of moments of the E,J-resolved collisional transfer rates with the two-dimensional master equation. This completely a priori procedure provides a means for proceeding beyond the empiricism of prior work. The requisite microcanonical dissociation rates are obtained from ab initio transition state theory. Predictions for the CH4 = CH2 + H and C2H2 + H reaction systems are in excellent agreement with experiment.

Pressure-dependent reactions are ubiquitous in applications of gas-phase chemical kinetics to practical problems, such as combustion (∼100 bar), atmospheric chemistry (∼1 bar), and chemical vapor deposition (<1 bar). These reactions can take various forms involving chemical or thermal activation, single or multiple unimolecular potential wells, and single or multiple sets of bimolecular products. Such reactions are enormously complicated problems to treat theoretically, even for a single-channel, single-well dissociation, which is the case we focus on here. The accurate first-principles prediction of pressure-dependent rate coefficients would dramatically improve the utility of theoretical kinetics as a tool for global chemical modeling.

There are two constants of motion in an isolated dissociating molecule: the total internal (vibrational-rotational) energy, E, and the total angular momentum, J. A physically correct description of the kinetics requires a quantitative understanding of the rate of collision-induced transitions in these two variables, k(E,J,E',J'). The master equation treats the time dependence of the state-resolved species populations arising from collisions and dissociation. This time dependence can be directly related to pressure-dependent thermal dissociation rate constants k(Tp) (1–4).

Although many of the foundational formulations of reaction rate theory considered pressure dependence, subsequent theoretical developments have almost exclusively focused on pressure-independent reactions. Such pressure-independent rate coefficients are generally obtained from a thermal average of k(E,J) and are independent of the collisional transition process. Many classes of pressure-independent reactions can now be treated with very high accuracy. For example, quantitative first-principles kinetics calculations for pressure-independent bimolecular reactions of three- and four-atom (5–7) and larger systems (8) have been highlighted as milestones in the development of reaction rate theory. For larger systems, ab initio transition state theory provides high-accuracy predictions for the high-pressure addition rates as illustrated, for example, in our recent studies of O(3P) + alkenes (9), of CH2 + alkenes (10), and of alkyl radical + alkyl radical reactions (11), where a priori theory and experiment agreed to within 20%. In contrast, accurate first-principles methods for predicting pressure-dependent reaction rates have not been similarly developed.

In the low-pressure limit, k(Tp) is independent of k(E,J) and is instead determined by the details of the collision-induced transitions in E and J (12). At intermediate pressures, both the collision-induced transition rates and the decomposition rates play an important role in the kinetics. Prior theoretical kinetics work has employed simple empirical models for the collision transition rates, with parameters adjusted to reproduce available experimental data (13, 14). This empiricism severely limits the utility of the theoretical kinetics as a mechanism development tool. Empirical theories are effectively limited to interpolations and extrapolations of the pressure and temperature ranges for reactions that have already been studied experimentally. Correlation of the energy transfer parameters with physical properties (e.g., molecular size, collision bath gas, reaction temperature) provides some predictive ability, but currently such correlations are not well determined and introduce additional uncertainties in the rate estimates of at least a factor of 2. For example, information regarding the temperature dependence of the energy transfer parameters is very limited, especially for temperatures that deviate strongly from 300 K. Furthermore, for complex multiple-well, multiple-product reactions, the effects of the uncertainties in such correlations are greatly
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