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Abstract. Given any quantum cluster algebra arising from a quantum unipotent subgroup of symmetrizable Kac-Moody type, we verify the quantization conjecture in full generality that the quantum cluster monomials are contained in the dual canonical basis after rescaling.
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1. Introduction

1.1. Background. Cluster algebras were introduced by Fomin and Zelevinsky around the year 2000 [FZ02]. Their work was rooted in the desire to understand, in a concrete and combinatorial way, the theory of total positivity [Lus94] and the dual canonical bases in quantum groups $U_{q^{-}}(g)$ [Lus90, Lus91][Kas93]. Cluster algebras have distinguished generators called cluster variables. As a main motivation, Fomin and Zelevinsky conjectured that the cluster monomials (certain monomials of cluster variables) belong to the dual canonical basis.

The theory of cluster algebras has enjoyed a rapid growth and it has soon been linked to many (sometimes unexpected) other topics such as combinatorics, representation theory, Lie theory, discrete integrable systems, Poisson geometry, higher Teichmüller theory, algebraic geometry. We refer the reader to the surveys [Kel08, Kel09]. Yet the motivational conjecture by Fomin and Zelevinsky still remains open.

Using the notion of quantum cluster algebras [BZ05], a precise statement for the conjecture relating cluster theory and the dual canonical bases for quantum groups was later formulated\(^\text{1}\) [Kim12, Conjecture 1.1].

---

\(^\text{1}\)The conjecture was called the quantization conjecture by Kimura after the works [GLS11, GLS12] on (classical) unipotent subgroups.
Conjecture 1.1.1 (Quantization conjecture). Given any symmetrizable Kac-Moody algebra \( \mathfrak{g} \) and any Weyl group element \( w \in W \), up to q-power rescaling, the corresponding quantum unipotent subgroup \( \mathbb{A}_q[N_-(w)] \) is a quantum cluster algebra and its dual canonical basis contains the quantum cluster monomials.

Here, \( \mathbb{A}_q[N_-(w)] \) is a quantum analogue of the coordinate ring of the unipotent subgroup \( N_-(w) \). We postpone the precise definition and simply recall that \( \mathbb{A}_q[N_-(w_0)] = \mathbb{U}_q^{-}(\mathfrak{g}) \) for semisimple Lie algebras \( \mathfrak{g} \) and the longest element \( w_0 \).

The cluster structure part in Conjecture 1.1.1 is no longer a problem. For symmetric Kac-Moody cases, \( \mathbb{A}_q[N_-(w)] \) are known to be quantum cluster algebras by [GLS11][Kim12][GLS13]. [GY16] found the quantum cluster structure on \( \mathbb{A}_q[N_-(w)] \) for symmetrizable semisimple Lie algebras, and their arguments remain effective in general. When the author is preparing this paper, an explicit treatment for general cases has become available in [GY21].

The dual canonical basis part in Conjecture 1.1.1 has been largely open for many years. First assume \( \mathfrak{g} \) is a symmetric Kac-Moody algebra. [GLS12] proved an analogous statement for the dual semi-canonical basis [Lus00]. Partial results include: quivers of Kronecker type and type \( A \) by [Lam11, Lam14]; acyclic quivers by [KQ14] following [HL10][Nak11]. Symmetric cases were solved only recently. Based on completely different methods, [Qin17] proved it for \((\mathfrak{g},w)\) such that \( \mathfrak{g} \) is a semisimple Lie algebra, \( w \) arbitrary, or \( \mathfrak{g} \) is a general Kac-Moody algebra but \( w \) is adaptable; [KKKO18] proved it for all \((\mathfrak{g},w)\). But, up to now, Conjecture 1.1.1 has been almost untreated when \( \mathfrak{g} \) is a symmetrizable Kac-Moody algebra.

The main aim of this paper is to prove Conjecture 1.1.1 in full generality for any symmetrizable Kac-Moody algebra \( \mathfrak{g} \) and any \( w \in W \).

1.2. Notions, main results and comments.

Quantum cluster algebras. A seed \( t \) of a cluster algebra is a collection of cluster variables together with some combinatorial data. The set of all seeds of a cluster algebra is denoted by \( \Delta^+ \), and one can generate one seed from another (adjacent seed) via an algorithm called mutation. The cluster algebra is generated by its cluster variables, and its quantization can be constructed. See Section 2 for rigorous definitions and treatments.

The readers unfamiliar with cluster theory might prefer a more intuitive geometric picture. An upper cluster algebra is the coordinate ring of a variety called the cluster variety, and it often agrees with the cluster algebra. The cluster variables correspond to local coordinates and the seeds to the charts of an atlas. The combinatorial data describe the gluing of adjacent charts (mutation). When an appropriate (log-canonical) 2-form is chosen, the cluster variety becomes a Poisson
manifold. Correspondingly, its coordinate ring can be quantized to the quantum cluster algebra.

Tropical geometry appears once we look at the cluster varieties, see \([\text{FG06}]\)[\(\text{FG09}\)][\(\text{GHK15}\)], and a breakthrough has recently been made in this direction [\(\text{GHKK18}\)]. Notice that the elements of cluster algebras are multivariate Laurent polynomials. In this paper, by tropical properties, we mean properties of the corresponding Laurent degrees, following [\(\text{Qin19a}\)].

For most of this paper, we assume that the cluster algebra is injective-reachable (equivalently, there exists a green to red sequence [\(\text{Kel11}\)] or, the Donaldson-Thomas transformation is cluster). This condition is satisfied by almost all well-known cluster algebras, such as those arising from Lie theory or higher Teichmüller theory.

**Triangular bases.** The approach to Conjecture 1.1.1 in the present paper is based on the triangular bases defined in [\(\text{Qin17}\)].

For each given seed \(t\), we have a quantum Laurent polynomial ring \(\mathcal{L}\mathcal{P}(t)\) which contains the quantum cluster algebra. Let \(M^t(t)\) denote the lattice of Laurent degrees. Inspired by representation theory, we can endow \(M^t(t)\) with a partial order \(\prec_t\) called the dominance order with respect to \(t\).

Following [\(\text{Qin17}\)], we define the triangular basis for each single seed. It is characterized by a triangularity property with respect to the dominance order \(\prec_t\), whence the name “triangular”. [\(\text{Qin17}\)] further introduced the common triangular basis for all seeds such that it has the compatibility property (certain tropical property, Definition 3.4.1) expected by the Fock-Goncharov dual basis conjecture [\(\text{FG06}\)][\(\text{FG09}\), Section 5][\(\text{GHKK18}\), Proposition 0.7].

It is worth remarking that the common triangular basis contains all quantum cluster monomials if it exists. In general, we do not know if the triangular basis for one seed exists or not (though we can still construct a unique topological basis candidate in the formal completion, see Theorem 6.1.3). Even it exists, it is unclear if it provides the common triangular basis for all seeds. In a word, neither the local existence nor the global existence is known. Nevertheless, by Lie theory, we have the following results for a symmetric Kac-Moody algebra \(g\).

1. The quantum unipotent subgroup \(A_q[N_-(w)]\) is a quantum cluster algebra such that, after rescaling and localization, the dual canonical basis provides the common triangular basis [\(\text{Qin17}\), Theorem 1.2.1(I), 6.1.6 ][\(\text{KK19}\)].

2. A similar statement for cluster algebras categorified by representation theory of the quantum loop algebra \(U_q(Lg)\) [\(\text{HL10}\)], where the common triangular basis arises from simple modules [\(\text{Qin17}\), Theorem 1.2.1(II)].
Remark 1.2.1 (Positivity assumption). Many previous arguments about the triangular basis [Qin17] rely on the assumption that the basis has positive multiplication structure constants. Such a positivity assumption is natural, because the work [Qin17] was inspired by the monoidal categorification of cluster algebras in the sense of [HL10]. In particular, the basis is expected to consist of the simple modules.

It is known that the dual canonical basis no longer satisfies the positivity assumption in symmetrizable cases\(^2\). This is the main obstruction that renders many previous arguments ineffective.

Main results and comments.

Theorem 1.2.2 (Main theorem, Theorem 9.5.1). After localization and rescaling, the dual canonical bases of quantum unipotent subgroups become the common triangular bases of quantum cluster algebras. As a consequence, Conjecture 1.1.1 holds true.

Effectively, for proving Theorem 1.2.2, we verify Conjecture 1.1.1 and Fock-Goncharov dual basis conjecture (for this case) simultaneously in this common triangular basis approach.

It might come as a surprise that, unlike previous works on Conjecture 1.1.1, we do not need the positivity assumption on the basis (which is false in general). This result is derived as a consequence of a more general existence theorem for the common triangular bases (Theorem 1.2.3). For proving the latter theorem, we base our arguments mostly on an analysis of tropical properties and an additional input called twist automorphisms, which we shall explain below.

After localization, the quantum unipotent subgroup \(A_q[N-(w)]\) becomes isomorphic to the quantum unipotent cell \(A_q[N^-(w)]\). It possesses an automorphism \(\eta_{w,q}\) called the twist automorphism, which permutes the (localized) dual canonical basis [KO21].

For general quantum cluster algebras, we define the cluster twist automorphisms \(\text{tw}\) (twist automorphism for short, Section 5), such that they include \(\eta_{w,q}\) as a special case after rescaling ((9.4), Theorem 9.4.5). We show that the common triangular basis, if it exists, must be permuted by the cluster twist automorphism (Proposition 6.3.2). Conversely, assuming that a basis possesses this property, we prove the following existence theorem for common triangular bases.

Theorem 1.2.3 (Existence theorem, Theorem 6.5.4). Assume that the quantum cluster algebra possesses the triangular basis for an initial seed and a twist automorphism. If the triangular basis is permuted by the twist automorphism and contains the quantum cluster monomials appearing along a (green to red) mutation sequence, then it is the common

---

\(^2\)Non-positivity was found in Shigenori Yamane’s master thesis at Osaka University. It can be verified by the algorithm in [Lec04]. See [Tsu10] for more details.
triangular basis. In particular, it contains all quantum cluster monomials.

Briefly speaking, via an analysis of tropical properties, we prove Theorem 1.2.3 based on two statements for adjacent seeds which are inspired by desired conjectures. More precisely, we consider two properties of a basis:

- the admissibility (Definition 6.4.1) means that the basis contains certain cluster monomials in the spirit of Conjecture 1.1.1;
- the compatibility (Definition 3.4.1) means that it has nice tropical properties in the spirit of Fock-Goncharov dual basis conjecture.

Then we show that the triangular basis for one seed gives rise to a compatible triangular basis for an adjacent seed provided the admissibility (Proposition 6.4.3); conversely, certain compatibility condition implies the admissibility (Proposition 6.4.5), see Sections 6.4, 6.5. It is worth remarking that we use the dominance order decomposition from [Qin19a] (Definition 3.3.1 Proposition 3.4.2) in the proof of Proposition 6.4.3. In addition, we use some results from [Qin17] such as Proposition 6.2.8.

Remark 1.2.4 (Main ingredients). To summarize, let us list the main ingredients in our approach to Conjecture 1.1.1 contained in this paper and its prerequisite works.

Lie theoretic side: [Kim12] showed that quantum unipotent subgroups \( A_q[N_{\langle w \rangle}] \) possess the dual canonical bases induced from those of \( U_q^- \), which enables us to investigate Fomin-Zelevinsky’s conjectural link between the dual canonical bases and cluster theory for Kac-Moody cases and formulate Conjecture 1.1.1. Based on the theory of non-commutative unique factorization domains, [GY16][GY21] guaranteed the cluster structures on \( A_q[N_{\langle w \rangle}] \). [KO21] showed that the twist automorphisms on quantum unipotent cells \( A_q[N^w_{\langle w \rangle}] \) preserve the (localized) dual canonical bases. Their proof was based on the fascinating representation theoretic properties of these bases.

Cluster theoretic side: We need to know fundamental and important notions and results in cluster algebras, such as (the sign-coherence of) \( g \)-vectors and \( c \)-vectors following [FZ07][DWZ10][Dem10][GHKK18]... [Dem10][GHKK18]. In this paper, we use notions and techniques introduced in [Qin17] and further developed in [Qin19a] for analyzing tropical properties of elements of cluster algebras. In addition, we consider an analogue of the twist automorphism on \( A_q[N^w_{\langle w \rangle}] \) (the cluster twist automorphism) and verify some of its properties (Theorem 5.1.7, 9.4.5). Then we replace

\[3\text{For our main theorem, it is enough to know fundamental properties of cluster algebras arising from quantum unipotent subgroups of symmetrizable types. Correspondingly, we can rely on [Dem10], but it also follows from the general results of [GHKK18].}\]
previous arguments involving geometry or positivity in [Qin17] by an analysis of tropical properties following [Qin17][Qin19a], improve the theory of triangular bases in [Qin17] (Propositions 6.3.2, 6.4.3, 6.4.5), and obtain existence criteria of common triangular bases (Theorems 6.5.3, 6.5.4) without imposing the positivity assumption.

Remark 1.2.5 (Generalization of dual canonical bases). Fomin and Zelevinsky’s original motivation was ambitious, such that the meaning of their “dual canonical basis” includes not only the well-known dual canonical basis for quantum groups but also (unknown) generalizations for other (quantized) coordinate rings in Lie theory. It is therefore important to understand all good bases for other (quantum) cluster algebras. Many works have been devoted to this topic. These include but are not limited to [Dup11] [GLS12] [Pla13] [Qin19a] [MSW13] [FT17] [HL10] [Qin17] [KKKO18] [Thu14] [BZ14] [GHKK18] [LLZ14] [LLRZ14].

By this paper, the triangular basis in the sense of [Qin17] suggests a reasonable generalization of dual canonical bases in cluster theory.

Remark 1.2.6 (Twist automorphisms). In the literature, twist automorphisms are automorphisms on the nilpotent cells $N^w$ introduced for solving the factorization problems (chamber ansatz) which describe the inverse of the toric chart of Schubert varieties [BFZ96][BZ97]. In the symmetric Kac-Moody cases, [GLS11][GLS12] studied them using categorification via preprojective algebras. A quantum analogue was introduced and studied in [KO21].

The cluster twist automorphisms in this paper are defined for seeds of general quantum cluster algebras, not necessarily with a Lie theoretic background. They include the twist automorphisms in Lie theory as a special case (Theorem 9.4.5). Therefore, they provide a reasonable generalization in cluster theory. It is desirable to understand them on a categorical level (Remark 5.2.2).

In this paper, we will mainly use the cluster twist automorphisms of Donaldson-Thomas type, but the notion makes sense more generally. Further discussions about cluster twist automorphisms will appear in a separate paper.

Remark 1.2.7 (Berenstein-Zelevinsky triangular basis). The idea to construct a common triangular basis first appeared in the work of Berenstein and Zelevinsky [BZ14]. They defined triangular bases for acyclic seeds of quantum cluster algebras, and their definition is different from ours. Based on [Qin19b] and Theorem 9.5.1, we now know that the Berenstein-Zelevinsky triangular basis agrees with our common triangular bases (Corollary 9.5.3 ).
We also obtain a result concerning tropical properties of the dual canonical bases (Corollary 9.5.4). It would be desirable to further understand the relation between the dual canonical bases and the tropical geometry of cluster varieties.

It is worth noting that, after the appearance of this paper, McNamara [McN21] gave a different proof for Conjecture 1.1.1 based on the work of [KKKO18] and folding techniques.

1.3. Contents. We provide detailed prerequisites with examples. An expert might skip Sections 2, 3, 7 and probably Sections 4, 8. Our arguments and proofs are presented in Sections 5, 6, 9.

In Section 2, we review basic notions in cluster theory.

Section 3 contains prerequisites on the dominance order and the corresponding decomposition following [Qin17] [Qin19a]. Section 4 contains prerequisites on similar seeds, a correction technique [Qin14] [Qin17], and a result concerning mutations of similar elements (Proposition 4.2.6).

Sections 5 and 6 contain most crucial arguments in this paper. First, we define cluster twist automorphisms and check some necessary properties in Section 5. Then, we give a general construction for triangular functions as candidates of basis elements (Theorem 6.1.3) and review notions and properties for the desired triangular bases. In addition, we show that common triangular bases must be permuted by any twist automorphisms (Proposition 6.3.2). Finally, by using an analysis on tropical properties (such as the compatibility) and the twist automorphisms, we give general existence criteria for common triangular bases (Theorems 6.5.3, 6.5.4).

Section 7 contains prerequisites on quantum unipotent subgroups.

In Section 8, we present the quantum cluster structure on quantum unipotent subgroups, following [GY16].

In Section 9, we apply the results of the previous sections to quantum cluster algebras arising from quantum unipotent subgroups and quantum unipotent cells. We first discuss the integral form and localization in Sections 9.2, 9.3. Then, we compare the twist automorphisms in Lie theory and in our sense in Section 9.4. Finally, we apply the previous discussion to obtain our main result (Theorem 9.5.1) and deduce some other consequences in Section 9.5.

In Appendix A, we give some technical details for quantum groups, CGL extensions, and cluster structures for the convenience of the reader.
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2. Basics of cluster algebras

We recall basic notions such as seeds and mutations in cluster theory. We mostly follow the convention in [GHK15], because it is conceptually natural to introduce various lattices. A reader might equally choose the convention in [FZ07]. More detailed discussions could be found in [Qin19a].

2.1. Seeds.

Fixed data. Given $I$ a finite set of vertices endowed with a partition $I = I_{uf} \sqcup I_f$ (called the unfrozen and frozen vertices respectively), we further fix the following data:

1. a rank-$|I|$ lattice $N$, endowed with a $\mathbb{Q}$-valued skew-symmetric bilinear form $\omega(\ , \ )$;
2. a rank-$|I_{uf}|$ saturated sublattice $N_{uf} \subset N$, called unfrozen sublattice;
3. strictly positive integers $(d_i)_{i \in I}$ with the greatest common divisor 1;
4. a sublattice $N^\circ \subset N$ of finite index, such that $\omega(N_{uf}, N^\circ) \subset \mathbb{Z}$, $\omega(N, N_{uf} \cap N^\circ) \subset \mathbb{Z}$;
5. the dual lattices $M = \text{Hom}_\mathbb{Z}(N, \mathbb{Z})$, $M^\circ = \text{Hom}_\mathbb{Z}(N^\circ, \mathbb{Z})$.

Notice that $\omega(n, \ )$, $n \in N$, is naturally a $\mathbb{Q}$-valued linear function on $N$, thus an element in $M_\mathbb{Q} = M \otimes_\mathbb{Z} \mathbb{Q}$. Correspondingly, we define the map $p^* : N \to M_\mathbb{Q}$ such that $p^*(n) = \omega(n, \ )$. The assumption on $N^\circ$ implies that $p^*(N_{uf}) \subset M^\circ$.

We always make the following assumption throughout this paper.

Assumption 1 (Injectivity assumption). We assume that the map $p^* : N_{uf} \to M^\circ$ is injective.

We shall soon see explicit examples for the fixed data. In fact, we will mainly work with the lattices $N_{uf}$ and $M^\circ$ throughout this paper.

Remark 2.1.1. If all symmetrizers $d_i$ are 1, one can understand the lattices as Grothendieck groups of some categories, in which one can also consider bases and bilinear forms, see [Qin12, Sections 2.3, 2.4] for details.

Seeds as bases.

Definition 2.1.2 (Seed). A seed for the fixed data is an $I$-labeled collection $E = (e_i | i \in I)$ such that $E$ is a basis of $N$, $\{e_k | k \in I_{uf}\}$ is a $\mathbb{Z}$-basis of $N_{uf}$, and $\{d_ie_i | i \in I\}$ is a basis of $N^\circ$. 
Given a seed $E$, we shall also denote it by $t$ as in most works in cluster theory. Let $E^* = \{ e_i^* | i \in I \}$ denote the dual basis of $E$ in $M$. Denote $F^* := \{ f_i^* | i \in I \} := \{ d_i e_i | i \in I \}$. Then $F := \{ f_i | i \in I \} := \{ \frac{1}{2} e_i^* | i \in I \}$ is a basis of $M^\circ$. By using these bases, the abstract lattices in the fixed data can be represented as sets of (column) vectors:

$$ M^\circ(t) := \oplus_{i \in I} Z f_i \cong Z^I $$
$$ N(t) := \oplus_{i \in I} Z e_i \cong Z^I $$
$$ N_{\text{af}}(t) := \oplus_{k \in \text{I}_{\text{af}}} Z e_k \cong Z^{I_{\text{af}}}, $$

where we identify $f_i$, $e_i$ as $i$-th unit vectors respectively.

Let us define $\omega_{ij} = \omega(e_i, e_j)$, $b_{ji} = \omega_{ij} d_j$, $\forall i, j \in I$. Apparently, we have $b_{ji} d_i = -b_{ij} d_j$, $\forall i, j \in I$. Direct computation shows that $p^*(e_j)(f_i^*) = b_{ij}$, $\forall i, j \in I$. Therefore, the linear map $p^* : N \to M_Q$ is represented by the matrix $(b_{ij})_{i,j \in I}$, and $p^*(e_j)$ is represented by its $j$-th column vector $\text{col}_j((b_{ij})_{i,j \in I})$.

**Definition 2.1.3** ($\tilde{B}$-matrix). The $\tilde{B}$-matrix of the seed $t$ is defined to be $\tilde{B}(t) = (b_{ik})_{i,k \in \text{I}_{\text{af}}} = (\omega_{ik} d_i)_{i,k \in \text{I}_{\text{af}}}$. The corresponding $B$-matrix is defined to be the $\text{I}_{\text{af}} \times \text{I}_{\text{af}}$-submatrix $B(t)$, which is called the principal part of $\tilde{B}(t)$.

We often omit the symbol $t$ when the context is clear. Under the injectivity assumption, $\widetilde{B}$ is of full rank $|\text{I}_{\text{af}}|$, and the column vectors $\text{col}_k \widetilde{B} = p^* e_k$, $k \in \text{I}_{\text{af}}$, are linearly independent.

**Remark 2.1.4** (Different conventions: seeds). In [FZ02, FZ07], a seed $t$ (with geometric coefficients) is defined to be the collection of the matrices $\tilde{B}(t)$ and the cluster variables $X_i(t)$, $i \in I$. See [Qin19a, Section 2.1] for changing conventions.

**Example 2.1.5** (Type $A_2$). Let us take $I = \text{I}_{\text{af}} = \{1, 2\}$, $d_1 = d_2 = 1$, $N = \mathbb{Z}^2$, an initial seed $t_0 = E = \{ e_1, e_2 \} = \{ \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix} \}$, and the bilinear form $\omega$ satisfies $\omega_{ij} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. Then we have $N^\circ = N$, $M^\circ = M \simeq \mathbb{Z}^2$ such that $F = \{ f_1, f_2 \} = \{ \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix} \}$, $(b_{ij}) = \tilde{B} = B = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$, $p^* e_1 = f_2$, $p^* e_2 = -f_1$.

**Poisson structure.** By [GSV03, GSV05], since $\tilde{B}$ is of full rank, we can find an $I \times I$ $\mathbb{Z}$-valued skew-symmetric matrix $\Lambda = (\Lambda_{ij})$ such that $(\tilde{B}, \Lambda)$ is a compatible pair in the sense of [BZ05], i.e. $\tilde{B}^T \Lambda = \begin{pmatrix} D' & 0 \\ \end{pmatrix}$ for some diagonal matrix $D' = \text{diag}(d'_k)_{k \in \text{I}_{\text{af}}}$, $d'_k \in \mathbb{N}_{>0}$. Notice that $\Lambda$ is
not necessarily unique. In addition, \( \tilde{B}^T \Lambda \tilde{B} = D'B \) is skew-symmetric, i.e., we have \( d_i^j b_{ij} = -d_j^i b_{ji} \) \( \forall i,j \in I_{af} \).

The matrix \( \Lambda \) gives rise to a bilinear form \( \lambda \) on \( M^\circ \) such that \( \lambda(f_i, f_j) = \Lambda_{ij} \). One can use it to construct Poisson structure on the corresponding algebraic torus, see [GSV03, GSV05] for example.

**Lemma 2.1.6.** The following claims are true for any \( i \in I \), \( j,k \in I_{af} \).

1. \( \lambda(f_i, p^* e_k) = -\delta_{ik} d'_i \).
2. \( \lambda(p^* e_i, e_k) = -d'_k d_k \cdot e_k = -d'_k f_k^* \).
3. \( \lambda(p^* e_i, p^* e_k) = -d'_k b_{ki} \).

**Proof.** (1) The claim follows form the compatibility \( \Lambda(-\tilde{B}) = \begin{pmatrix} D' & 0 \\ 0 & \end{pmatrix} \).

(2) The claim follows from (1).

(3) We have \( \lambda(p^* e_i, p^* e_k) = \langle p^* e_i, -d'_k f_k^* \rangle = b_{ki} \cdot (-d'_k) \). □

**Definition 2.1.7** (Quantum seed). The collection \( (E, \lambda) \) is called a quantum seed.

The skew-symmetric matrix \( D'B = \tilde{B}^T \Lambda \tilde{B} \) give rise to a skew-symmetric bilinear form on \( N_{af} \), still denoted by \( \lambda \), such that

\( \lambda(e_i, e_j) := \lambda(p^* e_i, p^* e_j) = d_i^j b_{ij} \).

The following property follows from definition.

**Lemma 2.1.8.** For any \( n, n' \in N_{af} \), we have

\[ \lambda(p^* n', p^* n) = \lambda(n', n). \]

**Example 2.1.9.** In Example 2.1.5, we have \( d = 1 \) and \( d'_1 = d'_2 = 1 \).

Take any \( \alpha \in \mathbb{N}_{>0} \) and the matrix \( \Lambda = (\Lambda_{ij}) = \alpha \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \). Then \( (\Lambda, \tilde{B}) \) is compatible with \( d'_1 = d'_2 = \alpha \). Notice that \( \Lambda \) gives a skew-bilinear form \( \lambda \) on \( M^\circ \). Then we have

\[ (\lambda(e_i, e_j))_{i,j} \in I_{af} = (d_i^j b_{ij})_{i,j} = \alpha \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} = -\alpha \omega. \]

For completeness, let us discuss the relation between \( \omega \) and \( \lambda \), though it will not be needed for the purpose of this paper.

Denote the least common multiplier \( d = \text{lcm}(d_i) \). Define the Langlands dual \( d'_i = \frac{d}{d_i} \). Then they satisfy \( d'_i b_{ij} = -d'_j b_{ji} \), \( \forall i,j \in I \). Denote the scaling constant \( \alpha_k = \frac{d}{d_k} \in \mathbb{Q}_{>0} \) for \( k \in I_{af} \), then we have \( \alpha_k = \alpha_j \) whenever \( b_{kj} \neq 0 \), \( \forall k,j \in I_{af} \). It follows that \( \alpha_k \) is constant on each connected component of \( I_{af} \) in the following sense.

**Definition 2.1.10** (Connected components). Given an \( I_{af} \times I_{af} \) matrix \( B \), a connected component \( V \) of \( I_{af} \) with respect to \( B \) is a maximal
collection of vertices in $I_{af}$ such that for any $i, j \in V$, there exists finitely many vertices $i_s \in V$, $0 \leq s \leq l$, such that $i_0 = i$, $i_l = j$, and $b_{i_s i_{s+1}} \neq 0$ for any $0 \leq s \leq l - 1$.

We can choose the matrix $\Lambda$ such that there exists $\alpha \in \mathbb{Q}_{>0}$ such that $d'_k = \alpha d_k'$ for all $k \in I_{af}$, i.e., $\alpha_k = \alpha$, see [GSV05, Theorem 2.1].

Lemma 2.1.11. The following statements hold for any $n \in N_{af}$.

1. $\lambda \ (, p^* n) = -\alpha d \cdot n$
2. $\lambda = -\alpha d \cdot \omega$ on $N_{af}$.

Proof. (1) The claims follow from Lemma 2.1.6.

(2) By Lemma 2.1.6, we have $\lambda(e_i, e_j) = d'_i b_{ij} = \alpha d'_i \cdot d_m \omega_{ji} = \alpha d \cdot (-\omega_{ij})$.

$\square$

2.2. Laurent polynomial rings. Let $k$ denote a base ring and $v \in k$ an invertible element. We will take $(k, v) = (\mathbb{Z}, 1)$ and $(k, v) = (\mathbb{Z}[q^{\pm \frac{1}{2}}], q^\frac{1}{2})$ for classical cluster algebra and quantum cluster algebras respectively, where $q^\frac{1}{2}$ is a formal parameter. Later, we will also take $(k, v) = (\mathbb{Q}(q), q)$ for quantized enveloping algebras, where $q$ is a formal parameter. Notice that $k$ has the $\mathbb{Z}$-linear (or $\mathbb{Q}$-linear) bar involution $(\ )$ which sends $v$ to $v^{-1}$ in these cases.

Ring of characters. Let there be given any lattice $L$ of finite rank. Denote its dual lattice $L^\vee = \text{Hom}_\mathbb{Z}(L, \mathbb{Z})$. Define the following group algebra endowed with the natural addition and multiplication $(+, \cdot)$

$$\mathbb{k}[L] = \bigoplus_{p \in L} \mathbb{k} \chi^p$$

such that $\chi^p \cdot \chi^{p'} = \chi^{p+p'}$. $\mathbb{k}[L]$ is called the Laurent polynomial ring associated to $L$, and $L$ the lattice of Laurent degrees. We often omit the commutative multiplication symbol $\cdot$ for simplicity.

It is worth reminding that $\chi^p$ can be viewed as a character on the split algebraic torus $T_{L^\vee} = L^\vee \otimes_\mathbb{Z} \mathbb{F}^*$, where $\mathbb{F}$ is a chosen field and $\mathbb{F}^* = \mathbb{F} \setminus \{0\}$ its multiplicative group of invertible elements. We will assume $\mathbb{F} = \mathbb{C}$ throughout this paper.

Quantization. Assume that $L$ possesses a $\mathbb{Z}$-valued skew-symmetric bilinear form $\lambda$. We then define the quantum algebra $\mathbb{k}[L; \lambda]$ such that $\mathbb{k}[L; \lambda]$ is given by the commutative algebra $(\mathbb{k}[L], +, \cdot)$ as before and, in addition, endowed with the twisted product $*$:

$$\chi^p * \chi^{p'} = v^{\lambda(p, p')} \chi^{p+p'}.$$ (2.1)

Unless otherwise specified, by the algebra structure of $\mathbb{k}[L; \lambda]$, we mean $(+, \ast)$. When the context is clear, we omit the symbol $\lambda$ for simplicity. Notice that, when $v = 1$, the twisted product $*$ agrees with the usual product $\cdot$. 

**Formal Laurent series.** We have the Euclidean space $L = L \otimes \mathbb{R}$. Let there be given a strictly convex rational polyhedral cone $\sigma \subset L$, i.e., $\sigma = \sum_{j} \mathbb{R}_{\geq 0} p_j$ for finitely many generators $p_j \in L$. It determines the monoid $\sigma_L = \sigma \cap L$ and the abelian group $\mathbb{Z}_{\sigma L} = \sigma_L \otimes \mathbb{N} \mathbb{Z}$. Since $\sigma$ is strictly convex, the only invertible element in $\sigma_L$ is 0. Denote $\sigma_L^+ = \sigma_L \setminus \{0\}$.

We have the monoid algebra $\mathbb{k}[\sigma_L] = \bigoplus_{p \in \sigma_L} \mathbb{k}(\chi^p)$ and its maximal ideal $\mathfrak{m} = \mathbb{k}[\sigma_L^+] = \bigoplus_{p \in \sigma_L^+} \mathbb{k}(\chi^p)$. Let $\mathbb{k}[\hat{\sigma}_L]$ denote the completion of $\mathbb{k}[\sigma_L]$ with respect to this maximal ideal. We then define the formal completion of $\mathbb{k}[L]$ with respect to $\sigma_L$ to be

$$\mathbb{k}[L; \sigma_L] = \mathbb{k}[L] \otimes_{\mathbb{k}[\sigma_L]} \mathbb{k}[\hat{\sigma}_L].$$

When the context is clear, we write $\mathbb{k}[L; \sigma_L] = \mathbb{k}[L]$ for simplicity. Similarly, we define the formal completion of the quantum algebra $\mathbb{k}[L; \lambda]$ to be

$$\mathbb{k}[L; \sigma_L, \lambda] = \mathbb{k}[L; \lambda] \otimes_{\mathbb{k}[\sigma_L; \lambda]} \mathbb{k}[\hat{\sigma}_L; \lambda].$$

$\mathbb{k}[L; \sigma_L]$ (resp. $\mathbb{k}[L; \sigma_L, \lambda]$) is called the algebra (resp. quantum algebra) of formal Laurent series.

A possibly infinite sum will be called a formal sum. Let there be given a collection of formal sums $Z^{(j)} = \sum_{m \in L} b^{(j)} m \chi^m$, where $b^{(j)} m \in \mathbb{k}$, $j \in \mathbb{N}$, their formal sum $\sum_j Z^{(j)}$ is well defined if, for each $m_i$, there are only finitely many $Z^{(j)}$ with non-vanishing coefficients $b^{(j)} m_i$.

**Remark 2.2.1.** The formal completion $\mathbb{k}[L]$ can be shown to be the Cauchy completion with respect to an explicit topology on $\mathbb{k}[L]$; see [DM21]. It would be interesting to understand calculation in $\mathbb{k}[L]$ from a topological point of view, though we will not pursue this direction in this paper.

**Algebras associated to seeds.** Let there be given a quantum seed $t = (E, \lambda)$ as before. Recall that we have lattices

$$M^c(t) = \bigoplus_{i \in I} \mathbb{Z} f_i \simeq \mathbb{Z}^I$$

$$N(t) = \bigoplus_{i \in I} \mathbb{Z} e_i \simeq \mathbb{Z}^I$$

$$N_{uf}(t) = \bigoplus_{k \in I_{uf}} \mathbb{Z} e_k \simeq \mathbb{Z}^I_{uf},$$

where $f_i, e_i$ are viewed as the $i$-th unit vectors.

Consider the quantum algebras of Laurent polynomials $\mathbb{k}[M^c(t); \lambda]$ and $\mathbb{k}[N_{uf}(t); \lambda]$. Denote $X_i = X_i(t) = \chi^{f_i}$ and $X^m = X(t)^m = \chi^m$ for $m \in M^c(t)$. The quantum Laurent polynomial ring associated to the
quantum seed $t$ is defined as
\[ \mathcal{LP}(t) := \mathbb{k}[X^\pm]_{i \in I} = \mathbb{k}[X^n]_{m \in M} = \mathbb{k}[M^\circ(t); \lambda]. \]

Its skew-field of fractions is denoted by $\mathcal{F}(t)$.

We also define the Laurent monomials $Y_k = Y_k(t) = \chi^{p^* c_k}, Y^n = Y(t)^n = \chi^{p^* n}, n \in N_{uf}(t)$, and the corresponding subalgebra of $\mathcal{LP}(t)$:
\[ \mathbb{k}[Y_k]_{k \in I_{uf}} = \mathbb{k}[Y^n]_{n \in N_{uf}(t)} \simeq \mathbb{k}[N_{uf}(t); \lambda]. \]

Notice that $\mathbb{k}[Y_k]_{k \in I_{uf}}$ has the maximal ideal generated by $Y_k$, $k \in I_{uf}$. Let $\mathbb{k}\widehat{[Y_k]}_{k \in I_{uf}}$ denote the corresponding completion under the adic topology. As before, the formal completion of $\mathcal{LP}(t)$ is defined by
\[ \mathcal{LP}(t) = \mathcal{LP}(t) \otimes_{\mathbb{k}[Y_k]_{k \in I_{uf}}} \mathbb{k}\widehat{[Y_k]}_{k \in I_{uf}}. \]

Its elements will be called formal Laurent series or functions.

**Definition 2.2.2 (Quantum cluster variables).** The quantum cluster variables of the seed $t$ are defined to be $X_i(t), i \in I$. Their monomials are called quantum cluster monomials. The $X_j(t), j \in I_f$ are called the frozen variables. The group of frozen factors is defined to be $P = \{X(t)^n|u \in \mathbb{Z}^I\}$.

The Laurent monomials of the form $X(t)^m, m = \sum m_i f_i, m_i \in \mathbb{Z}$, such that $m_i \geq 0$ whenever $i \in I_{uf}$, are called localized quantum cluster monomials.

The $Y_k(t), k \in I_{uf}$, are called the (unfrozen) quantum $Y$-variables of the seed $t$.

For simplicity, we often skip the word quantum and the symbol $t$.

### 2.3. Mutation.

**Seeds.** Let $[\cdot]_+$ denote the function $\max(\cdot, 0)$. Define $[[g_i]]_+ = ([g_i]_+)$ for any vectors $(g_i)$. Recall that a seed is a collection of basis elements $t = E = (e_i)_{i \in I} \in N$. Let us define new seeds in the following procedure.

We start by choosing a sign $\varepsilon \in \{+, -\}$. For any $k \in I_{uf}$, define $I \times I$ transformation matrices $P_{E,\varepsilon}$ and $P_{F,\varepsilon}$ whose entries are given as follows:

\[
(P_{E,\varepsilon})_{ij} = \begin{cases} 
\delta_{ij} & i \neq k \\
-1 & i = j = k \\
[\varepsilon b_{kj}]_+ & i = k, j \neq k \\
\end{cases}
\]

\[
(P_{F,\varepsilon})_{ij} = \begin{cases} 
\delta_{ij} & j \neq k \\
-1 & i = j = k \\
[-\varepsilon b_{ik}]_+ & i \neq k, j = k \\
\end{cases}
\]
Denote their $I_{uf} \times I_{uf}$-submatrices by $P^{I\mu}_{E,\varepsilon}$ and $P^{I\mu}_{F,\varepsilon}$ respectively.\footnote{The matrices $P_{E,\varepsilon}$ and $P^{I\mu}_{F,\varepsilon}$ are denoted by $F_{\varepsilon}$ and $E_{\varepsilon}$ in [Kel12, Section 5.6][BZ05, (3.2) (3.3)] respectively.}

Given any unfrozen vertex $k \in I_{uf}$, we define the new seed $t' = (e'_i)_{i \in I}$ such that $e'_i = \sum_{j \in I} e_j \cdot (P_{E,\varepsilon})_{ji} \in N$:

$$e'_i = \begin{cases} e_i + [\varepsilon b_{ki}]_e e_k & i \neq k \\ -e_k & i = k. \end{cases}$$

Recall that $b_{ij} = \omega_{ji} d_i = \omega(e_j, e_i) d_i$ and it depends on the seed $t = E$.

**Definition 2.3.1** (Mutation). We denote the above operation by $t' = \mu_{k,\varepsilon} t$ and call $\mu_{k,\varepsilon}$ the mutation in the direction $k$.

We could also compute the dual basis $(E^*)' = \{e_i^*|i \in I\}$ in $M$ and the corresponding basis $F' = \{\frac{1}{\omega_i}e_i^*|i \in I\}$ in $M^\circ$. It is straightforward to check that we get $f'_i = \sum_{j \in I} f_j \cdot (P_{F,\varepsilon})_{ji} \in M^\circ$:

$$f'_i = \begin{cases} f_i & i \neq k \\ -f_k + \sum_{j \in I} [-\varepsilon b_{jk}]_e f_j & i = k. \end{cases}$$

The new bases enable us to represent the abstract lattices as sets of new coordinate (column) vectors:

$$M^\circ(t') = \oplus \mathbb{Z} f'_i \simeq \mathbb{Z}^I$$
$$N(t') = \oplus \mathbb{Z} e'_i \simeq \mathbb{Z}^I$$
$$N_{uf}(t') = \oplus_{k \in I_{uf}} \mathbb{Z} e'_k \simeq \mathbb{Z}^{I_{uf}}$$

where $f'_i$, $e'_i$ are viewed as $i$th unit vectors.

The above basis change gives a linear transformation $\tau_{k,\varepsilon} : N(t') \rightarrow N(t)$ such that $\tau_{k,\varepsilon}(e'_i) = \sum_{j \in I} e_j \cdot (P_{E,\varepsilon})_{ji}$ and, similarly, $\tau_{k,\varepsilon} : M^\circ(t') \rightarrow M^\circ(t)$ such that $\tau(f'_i) = \sum_{j \in I} f_j \cdot (P_{F,\varepsilon})_{ji}$. These linear maps are represented by (left multiplication of) the matrices $P_{E,\varepsilon}$ and $P_{F,\varepsilon}$ respectively.

**Remark 2.3.2.** On the one hand, these matrices are idempotent, i.e., $(P_{E,\varepsilon})^2 = (P_{F,\varepsilon})^2 = \text{Id}_I$. On the other hand, it is straightforward to check that $\mu_{k,-\varepsilon}(\mu_{k,\varepsilon}(t)) = t$. Notice that the matrix depends on the seeds, and $\mu_{k,\varepsilon}\mu_{k,-\varepsilon}(t) \neq t$!

It is straightforward to compute $b'_{ij} = \omega_{ji} d_i = \omega(e'_j, e'_i) d_i$:

$$b'_{ij} = \begin{cases} -b_{ij} & k \in \{i,j\} \\ b_{ij} + b_{ik}[\varepsilon b_{kj}]_+ + [-\varepsilon b_{ik}]_+ b_{kj} & k \neq i,j \end{cases}. $$
In addition, one can check that the new matrix \((b'_{ij})_{i,j \in I}\) only depends on \((b_{ij})_{i,j \in I}\) and is independent of the sign \(\varepsilon\). Consequently, we define the mutation of matrices \((b'_{ij})_{i,j \in I} = \mu_k((b_{ij})_{i,j \in I})\) without choosing a sign.

**Lemma 2.3.3.** The connected components of \(I_{uf}\) with respect to \(B(t)\) are the same as those with respect to \(B(t')\).

Assume that \(t\) is a quantum seed \((E, \lambda)\) with a chosen \(I \times I\)-matrix \(\Lambda = (\Lambda_{ij})_{i,j \in I}\) such that \(\Lambda_{ij} = \lambda(f_i, f_j)\), \(\bar{B}^{T} \Lambda = \begin{pmatrix} D' & 0 \end{pmatrix}\), \(D' = \text{diag}(d'_{i})_{i \in I_{uf}}\). Let \(\Lambda' = (\Lambda'_{ij})_{i,j \in I}\) denote the matrix such that \(\Lambda'_{ij} = \lambda(f'_i, f'_j)\). The following lemma shows that \(\mu_k t := t' := (E', \lambda)\) is also a quantum seed.

**Lemma 2.3.4 ([BZ05]).** Take any sign \(\varepsilon\), the following claims are true.

1. \((b'_{ij})_{i,j \in I} = \text{P}_{F,\varepsilon}^2(b_{ij})_{i,j \in I} \text{P}_{E,\varepsilon}\)
2. \(\Lambda' = \text{P}_{F,\varepsilon}^{T} \Lambda \text{P}_{E,\varepsilon}\)
3. \((\bar{B}')^{T} \Lambda' = \begin{pmatrix} D' & 0 \end{pmatrix}\)

**Proof.** (1)(2) The statements can be proved by calculation or using linear algebras.

(3) The statement follows from (1)(2) and the equality \(\text{P}_{F,\varepsilon}^{2} = \text{Id}_{I}, (\text{P}_{F,\varepsilon}^{I_{uf}})^{T} D' = D'(\text{P}_{F,\varepsilon}^{I_{uf}})\).

\[\square\]

**Example 2.3.5.** In Example 2.1.5, let us take the initial seed \(t_0 = E = \{e_1, e_2\} = \left\{ \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right\}, (b_{ij}) = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}\). Choose \(k = 2\).

Then \(\text{P}_{E,+} = \begin{pmatrix} 1 & 0 \\ 1 & -1 \end{pmatrix}\), \(t_2 = \mu_{2,+} t_0 = E' = \{e'_1, e'_2\} = \{e_1 + e_2, -e_2\}\).

It follows that \((b'_{ij}) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}\). Choosing \(k = 2\) again, we get \(\mu_{2,-}(t_2) = E'' = \{e'_1 + e'_2, -e'_2\} = E = t\). On the other hand, \(\text{P}_{E,+} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\) and, correspondingly, \(\mu_{2,+}(t_2) \neq t_0\)!

**Signs of seed mutations and c-matrices.** Let \(t_0\) denote a given initial seed. Let \(k = k_1 k_2 \cdots k_l\) denote a word whose letters are unfrozen vertices. We are going to apply mutations along the sequence \(k\). In cluster theory, there is a default choice of the signs \(\varepsilon_j\) for the corresponding mutations once the initial seed \(t_0\) is given.

Let \(I' = \{i' | i \in I_{uf}\}\) denote a copy of \(I_{uf}\). The principal coefficient matrix associated to \(t_0\) is the \((I_{uf} \sqcup I') \times (I_{uf} \sqcup I')\)-matrix given by \((b'_{ij})_{i,j \in I_{uf} \sqcup I'} = \begin{pmatrix} (b_{ij})_{i,j \in I_{uf}} - C(t_0) \\ C(t_0) \end{pmatrix}\), where \(C(t_0)\) is the \(I' \times I_{uf}\)-matrix whose non-zero entries are \(C(t_0)_{i',i} = 1, \forall i' \in I_{uf}\). Under the
natural identification $I' \simeq I_uf$, we also view $C(t_0)$ as the identity matrix $I_{I_uf}$.

For any $s \in [0, l]$, denote the word $k_{\leq s} = k_1 k_2 \ldots k_s$. Assume that the sign $\varepsilon_j$ have been chosen for $j \leq s$, then we have the mutation sequence $\mu_{\leq s} = \mu_{k_1, \varepsilon_1} \cdots \mu_{k_s, \varepsilon_s}$ (reading from right to left) and the corresponding seed $t_s = \mu_{\leq s} t_0$. If $s = 0$, $k_{\leq s}$ denote an empty word, $\mu_{\leq s}$ an empty sequence, and $t_s = t_0$. Applying $\mu_{\leq s}$ to $(b_{ij}^{\text{prim}})$, we obtain the matrix $(b_{ij}^{\text{prim}}(t_s))_{i,j \in I_{I_uf}'} = \left( \begin{array}{cc} (b_{ij}(t_s))_{i,j \in I_{I_uf}} & -C(t_s) \\ C(t_s) & 0 \end{array} \right)$.

**Definition 2.3.6.** The matrix $C^{t_0}(t_s) := C(t_s)$ is called the $C$-matrix of $t_s$ with respect to the initial seed $t_0$. Its $k$-th column vectors are called the $k$-th $c$-vectors of $t_s$, denoted by $c_k(t_s)$.

Notice that the $C$-matrices depend on the $B(t_0)$.

Recall that a vector $g = (g_i)_i$ is called sign-coherent, if all components $g_i \geq 0$ or all components $g_i \leq 0$, in which case we denote $g \geq 0$ or $g \leq 0$ respectively.

**Theorem 2.3.7.** [DWZ10, Theorem 1.7][GHKK18, Corollary 5.5]

For any $k \in I_{I_uf}$, the $c$-vector $c_k(t_s)$ is non-zero and sign-coherent.

We refer the reader to [NZ12] for more discussions.

Following [Kel12, section 5.6], by using $c$-vectors, we choose the sign $\varepsilon_{k+1} = +$ if $c_{k+1}(t_s) > 0$; choose $\varepsilon_{k+1} = -$ if $c_{k+1}(t_s) < 0$. Repeating this process, we obtain the signs for all mutations appearing in $\mu = \mu_{k_1, \varepsilon_1} \cdots \mu_{k_s, \varepsilon_s}$.

**Definition 2.3.8.** Let there be given an initial seed $t_0$. We use $\Delta^+_1(t_0)$ to denote the seeds obtain from $t_0$ by applying any mutations sequences, where we choose the signs by using $C$-vectors.

Throughout this paper, we will discuss seeds taken from the same set $\Delta^+_1(t_0)$ for some given initial seed $t_0$ except in Section 4. In particular, the signs of seed mutations are determined by $t_0$. We will denote $\Delta^+ = \Delta^+_1(t_0)$ and $\mu_k = \mu_{k, \varepsilon}$ for simplicity.

**Mutation birational maps.** Now, let us relate the quantum algebras of Laurent polynomials associated to $t$ and $t' = \mu_k t$.

We define the isomorphism $\mu_k^*: F(t') \simeq F(t)$ such that

$$
\mu_k^* (X_i) = \begin{cases} X_i & \text{if } i \neq k \\ X_{-f_k + \sum_j [-b_{jk}] + f_j} + X_{-f_k + \sum_j [b_{jk}] + f_j} & \text{if } i = k. \end{cases}
$$

Denote $v_k = v_k^{d_k}$. By Lemma 2.1.6, for $j \in I, i, k \in I_{I_uf}$, we have $d_k^i b_{ik} = -d_k^i b_{ki}$ and

$$
X_j \ast Y_k = v_k^{-d_{jk}} X_j \cdot Y_k, \\
Y_i \ast Y_k = v_k^{d_{ik}} Y_i \cdot Y_k.
$$
We can rewrite
\[
\mu_k^*(X_k) = X^{-f_k + \sum_{j} [a_{jk}]-f_j} \cdot (1 + Y_k)
\]
\[
= X^{-f_k + \sum_{j} [a_{jk}]-f_j} \ast (1 + v_k^{-1} Y_k)
\]

The following equation is called the exchange relation:

\[(2.3)\]
\[
X_k * \mu_k^*(X_k) = v^\lambda(f_k, \sum_{j} [a_{jk}]-f_j) \sum_{j} [a_{jk}]-f_j + v^\lambda(f_k, \sum_{i} [b_{ik}]+f_i) \sum_{i} [b_{ik}]+f_i
\]
\[
= v^\lambda(f_k, \sum_{j} [a_{jk}]-f_j) \sum_{j} [a_{jk}]-f_j \cdot (1 + v_k^{-1} Y_k)
\]
\[
= v^\lambda(f_k, \sum_{j} [a_{jk}]-f_j) \sum_{j} [a_{jk}]-f_j \ast (1 + v_k^{-1} Y_k).
\]

The mutation rule for the \(Y\)-variables \(Y_i = X(t) \ast v^\omega \), \(Y_i' = X(t') \ast v^\omega'\), \(i \in I_{af}\), can be computed:

\[(2.4)\]
\[
\mu_k^*(Y_k') = Y_k^{-1},
\]
\[
\mu_k^*(Y_i') = Y_i \cdot \sum_{s=0}^{b_{ki}} \left( \begin{array}{c}-b_{ki} \\ s \end{array} \right) Y_k^s, \text{ if } b_{ki} \leq 0,
\]
\[
\mu_k^*((Y_i')^{-1}) = Y_i^{-1} \ast Y_k^{-b_{ki}} \cdot \sum_{s=0}^{b_{ki}} \left( \begin{array}{c}b_{ki} \\ s \end{array} \right) Y_k^s, \text{ if } b_{ki} \geq 0,
\]

where the quantum numbers are defined as \([a]_v = \frac{a^v - a^{-v}}{v - v^{-1}}\), \([a]_v! = [a]_v [a - 1]_v \cdots [1]_v\), \left( \begin{array}{c}a \\ b \end{array} \right)_v = \frac{[a]_v!}{[b]_v! [a-b]_v!}, \text{ for } 0 \leq b \leq a \in \mathbb{N}.

**Example 2.3.9.** Take some \(c \in \mathbb{N}_{>0}\), \(I = I_{af} = \{1, 2\}\), \((\omega_{ij})_{i,j \in I} = \left( \begin{array}{cc} 0 & 1 \\ 0 & 1 \end{array} \right)\), \((d_1, d_2) = (c, 1)\). Define \(B(t_0) = B = \left( \begin{array}{cc} 0 & c \\ -1 & 0 \end{array} \right)\) such that \(b_{ij} = \omega_{ij}d_i\). Then we have \(Y_1 = X_2^{-1}, Y_2 = X_1^{-1}\). Take \(\Lambda(t_0) = \Lambda = \alpha \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right)\) for \(\alpha \in \mathbb{N}_{>0}\), then \(D' = B^T\Lambda = \alpha \left( \begin{array}{cc} 1 & 0 \\ 0 & c \end{array} \right)\), \(v_1 = v^\alpha, v_2 = v^{\alpha c}\). Denote \(t_1 = \mu_1 t_0\) and \(t_{-1} = \mu_2 t_0\). Direct computation shows that

\[
\mu_1^*(X_1(t_1)) = X^{-f_1+f_2} \ast (1 + v_1^{-1} Y_1) = (1 + v_1 Y_1) \ast X^{-f_1+f_2}
\]
\[
\mu_2^*(X_2(t_{-1})) = (X_2^{-1}) \ast (1 + v_2^{-1} Y_2) = (1 + v_2 Y_2) \ast X_2^{-1}
\]

For \(Y\)-variables, we have \(Y_1 \ast Y_2 = v^{\alpha c} Y_1 \cdot Y_2, v_1^{-b_{12}} Y_1 \ast Y_2 = v_2^{-b_{21}} Y_2 \ast Y_1, \text{ and } X_k^{-1} \ast Y_k = v_k^2 Y_k \ast X_k^{-1}\). The mutation rule reads as

\[
\mu_2^*(Y_1(t_{-1})) = \mu_2^*(X_2(t_{-1}))
\]
\[
= Y_1 \ast (1 + v_2^{-1} Y_2)
\]
\[
= Y_1 \cdot (1 + Y_2)
\]
\[
\mu_*^i(Y_2(t_1)^{-1}) = \mu_*^i(X_1(t_1)^c)
= ((1 + v_1Y_1) * X^{-f_1+f_2})^c
= (1 + v_1^2Y_1) * (1 + v_1Y_1v_1^2) * \cdots * (1 + v_1v_1^{2(c-1)}) * X^{-cf_1+cf_2}
= (1 + v_1Y_1) * (1 + v_1^3Y_1) * \cdots * (1 + v_1^{2c-1}Y_1) * X^{-cf_1+cf_2}
\]

We can further compute
\[
\mu_*^i(Y_2(t_1)^{-1}) = (1 + v_1^{1-c}Y_1) \cdot (1 + v_1^{3-c}Y_1) \cdot \cdots \cdot (1 + v_1^{c-1}Y_1) \cdot X^{-cf_1+cf_2}
= Y_2^{-1} \cdot Y_1^{-c} \cdot \sum_{s=0}^{c} \binom{c}{s} v_1^s Y_1^s
\]

**Remark 2.3.10** (Birational map for tori). Notice that (2.4) also gives the isomorphism (mutation rule) between the skew-fields of fractions \( \mu_*^i : \mathcal{F}(k[N(t')]) \simeq \mathcal{F}(k[N(t)]) \) in which we replace \( Y_i, Y'_i \) by \( \chi^{e_i}, \chi^{e'_i} \) respectively and take \( i \in I \), see [FG09, Section 3][DM21, Section 2.4.1] for more details.

We call \( \mu_*^k \) the mutation birational maps for the following reason. Consider the split algebraic tori \( \text{Spec} \ F[M^0(t)] = T_{N^0(t)} = N^0(t) \otimes_{\mathbb{F}} \mathbb{F}^* \) and \( \text{Spec} \ F[N(t)] = T_{M(t)} \) over a characteristic 0 field \( \mathbb{F} \). In the classical case \( (v = 1) \), the maps \( \mu_*^k \) are the pullback of the birational map between the tori:

\[
\mu_k : T_{N^0(t)} \rightarrow T_{N^0(t')}
\]

\[
\mu_k : T_{M(t)} \rightarrow T_{M(t')}
\]

There is no sign \( \varepsilon \) in the definition of the mutation birational map \( \mu_*^k \). This is in contrast to the mutation of bases \( \tau_{k,\varepsilon} \). See [GNR17] for their relation.

**Remark 2.3.11** (Different conventions: mutations). Recall that we have two conventions for the seeds following [GHK15] and [FZ02] respectively, see Remark 2.1.4. The seeds in the formal sense are mutated as sets of vectors, while those in the latter sense contain cluster variables which are mutated by birational maps. Correspondingly, we have two sets of seeds \( \Delta^+ \) and \( \tilde{\Delta}^+ \) constructed via iterated mutations respectively. We have the natural but non-trivial result that the two sets are in bijection, because the cluster variables are determined by their extended g-vectors by [FZ07, Conjecture 7.10(1)].

The verification of [FZ07, Conjecture 7.10(1)] was due to [DWZ10] for quiver cases. [Dem10] generalized [DWZ10] to some valued quiver cases (such as those concerned in our main theorem), and the general cases were solved by [GHKK18]. Alternatively, given the sign-coherence of g-vectors, we know that the cluster monomials are always compatibly pointed by [FZ07, Remark 7.13]. Then [FZ07, Conjecture 7.10(1)] can
be deduced from [Qin19a, Lem 3.4.11] for injective-reachable cluster algebras.

In this paper, we choose the convention of [GHK15] because it is conceptually more natural to introduce the lattices $M^\circ(t), N_{\mu t}(t)$ and related structures. A reader might equally choose the convention in [FZ02].

Mutation sequences. For any seeds $t_1, t_2 \in \Delta^+$. Let $\mu_{t_2,t_1}$ denote any chosen sequence of mutations such that $t_2 = \mu_{t_2,t_1} t_1$. Then $(\mu_{t_2,t_1})^{-1}$ is a mutation sequence that sends $t_2$ to $t_1$, which we can choose as $\mu_{t_1,t_2}$. The following property immediately follows from the definition of seeds in the sense of [FZ02]. See Remark 2.3.11 for changing the convention.

Lemma 2.3.12. For any seeds $t_1, t_2, t_3 \in \Delta^+$, we have $\mu_{t_2,t_3} \mu_{t_1,t_2} = \mu_{t_1,t_3}$ as isomorphisms from $F(t_1)$ to $F(t_3)$. Moreover, $\mu_{t_1,t_1}$ is always the identity.

Tropical transformations. Let there be given any $t, t' \in \Delta^+$. If $t' = \mu_k t$ for some $k \in I_d$, the tropical transformation $\phi_{t', t} : M^\circ(t) \simeq M^\circ(t')$ is defined as the piecewise linear map such that, for any $g = (g_i) \in M^\circ(t) \simeq \mathbb{Z}^I$, we have $\phi_{t', t}(g) = g' = (g'_i) \in M^\circ(t') \simeq \mathbb{Z}^I$ such that

$$g'_i = \begin{cases} -g_k & i = k \\ g_i + [b_{ik}] + g_k & i \neq k, \ g_k \geq 0 \\ g_i + [-b_{ik}] + g_k & i \neq k, \ g_k < 0 \end{cases}$$

If $t' = \nu t$ by a mutation sequence $\nu = \mu_k \cdots \mu_{k_2} \mu_{k_1}$, then the tropical transformation $\phi_{t', t} : M^\circ(t) \simeq M^\circ(t')$ is defined as the composition of the above defined tropical transformations for adjacent seeds. It is known that $\phi_{t', t}$ does not depend on the choice of $\nu$, because it can be realized as the tropicalization of the mutation birational map for certain cluster varieties associated to $t$ and $t'$, see [GHK15].

Definition 2.3.13 (Tropical points [Qin19a]). Let $M^\circ$ denote the set of equivalent classes $\sqcup_{t \in \Delta^+} M^\circ(t)$ under the identification $\phi_{t', t}$. It is called the set of tropical points.

Remark 2.3.14. The set $M^\circ$ corresponds to the tropical points of certain cluster variety, see [GHK15, GHKK18]. By choosing a seed $t$, we have chosen a specific representative $M^\circ(t)$ of the set of tropical points $M^\circ$.

2.4. Cluster algebras. Let $pr_{t_0}$ denote the natural projection from $\mathbb{Z}^I$ to $\mathbb{Z}^{I_{\mu t_0}}$.

Let there be given an initial seed $t_0$ and the corresponding set of seeds $\Delta^+ = \Delta^+_{t_0}$. For any seeds $t \in \Delta^+$, choose any mutation sequence $\mu_{t_0, t}$ such that $t = \mu_{t_0, t} t_0$. Recall that we have the corresponding
isomorphism \( \mu_{t,t_0}^* : \mathcal{F}(t) \simeq \mathcal{F}(t_0) \) which does not depend on the choice of \( \mathcal{F}(t_0) \). By the well known Laurent phenomenon [FZ02][BZ05], the quantum cluster variable \( X_i(t) \), \( i \in I \), is sent to its Laurent expansion \( \mu_{t,t_0}^* X_i(t) \) in \( \mathcal{LP}(t_0) \subset \mathcal{F}(t_0) \). Moreover, we have the following result.

**Theorem 2.4.1** ([FZ07][Tra11][DWZ10][GHKK18]). The Laurent expansion of \( X_i(t) \) in \( \mathcal{LP}(t_0) \) takes the following form

\[
\mu_{t,t_0}^* X_i(t) = X(t_0)g_i^{t_0}(t) \cdot \sum_{n \in \mathbb{N}^I} c_n Y(t_0)^n
\]

where the coefficients \( c_n \in \mathbb{k} \) such that \( c_0 = 1 \) and the vector \( g_i^{t_0}(t) \in \mathbb{Z}^I_+ \oplus \mathbb{N}^I \). Moreover, \( \text{pr}_{\mathcal{LP}} g_i^{t_0}(t) \) and \( c_n \) are determined by \( B(t_0), (d_k^i)_{k \in \mathcal{I}_d} \) and \( \mu_{t,t_0} \).

The vector \( g_i^{t_0}(t) \) is called the \( i \)-th (extended) \( g \)-vector of the seed \( t \) with respect to the initial seed \( t_0 \). Notice that \( c_0 = 1 \) is a consequence of the sign-coherence of \( c \)-vectors, see [FZ07, Proposition 5.6]. In particular, it implies that the cluster variable \( \mu_{t,t_0}^* X_i(t) \) is pointed at \( g_i^{t_0}(t) \) in the sense of Definition 3.1.3.

Recall that we have frozen variables \( \mu_{t,t_0}^* X_j(t) = X_j(t_0) \) for \( j \in I_t \), which we denote by \( X_j \).

**Definition 2.4.2** (Quantum cluster algebras). The (partially compactified) quantum cluster algebra \( \mathcal{A}_q(t_0) \) with initial seed \( t_0 \) is defined to be the \( \mathbb{Z}[q^{\pm 1/2}] \)-subalgebra of \( \mathcal{LP}(t_0) \) generated by the quantum cluster variables \( \mu_{t,t_0}^* X_i(t), i \in I, t \in \Delta_{t_0}^+ \).

The (localized) quantum cluster algebra \( \mathcal{A}_q(t_0) \) with initial seed \( t_0 \) is the localization of \( \mathcal{A}_q(t_0) \) at the frozen variables \( X_j, j \in I_t \).

The quantum upper cluster algebra \( \mathcal{U}_q(t_0) \) with initial seed \( t_0 \) is defined to be the intersection \( \cap_{t \in \Delta_{t_0}^+} \mu_{t,t_0}^* \mathcal{LP}(t) \).

It follows from Theorem 2.4.1 that we have \( \mathcal{A}_q(t_0) \subset \mathcal{A}_q(t_0) \subset \mathcal{U}_q(t_0) \subset \mathcal{LP}(t_0) \).

Notice that the quantum cluster algebra \( \mathcal{A}_q(t_0) \) only depends on \( B(t_0) \) and \( \Lambda(t_0) \).

By choosing a different initial seed \( t \), we obtain the same set of seeds \( \Delta^t_+ = \Delta_{t_0}^+ \), but another quantum cluster algebra \( \mathcal{A}_q(t) \) contained in \( \mathcal{LP}(t) \). The two algebras are isomorphic such that \( \mathcal{A}_q(t_0) = \mu_{t,t_0}^* \mathcal{A}_q(t) \).

As in literature, we sometimes identify \( \mathcal{F}(t) \) and \( \mathcal{F}(t_0) \) via \( \mu_{t,t_0}^* \) and omit the symbols \( t_0 \) and \( \mu_{t,t_0}^* \) for simplicity. Then we say that the (partially compactified) quantum cluster algebra \( \mathcal{A}_q \) is generated by the quantum cluster variables \( X_i(t) \).

### 2.5. Injective-reachability
Definition 2.5.1 (Injective-reachability [Qin17]). A seed $t$ is said to be injective-reachable if there exists a seed $t = \mu t'$ and a permutation $\sigma$ of the unfrozen vertex $I_{uf}$ such that we have

$$\text{pr}_{I_{uf}} g^I_{sk}(t') = -f_k$$

for all $k \in I_{uf}$. In this case, we denote $t' = t[1], t = t'[1]$. We say $t[1]$ is shifted from $t$ and vice versa.

Let there be given some seed $t \in \Delta^+$ and assume that it is injective-reachable. Then all seeds in $\Delta^+$ are injective-reachable ([Qin17, Proposition 5.1.4], [Mul16, Theorem 3.2.1]). In particular, $\mu_k t$ is injective-reachable such that $(\mu_k t)[1] = \mu_{\sigma k} \mu_k(\mu_k t)$ for any $k \in I_{uf}$. For $k \in I_{uf}$, we denote the quantum cluster variable

$$I_k(t) := \mu^* X_{\sigma k}(t[1]) \in \mathcal{CP}(t).$$

Remark 2.5.2. Injective-reachability is equivalent to the existence of a green to red sequence in the sense of [Kel11]. This property only depends on the principal $B$-matrix $B(t)$. When $B(t)$ is skew-symmetric, it means that the shift function $[1]$ in the cluster category and injective modules of the Jacobian algebra can be constructed using mutations. In particular, $I_k(t)$ corresponds to the $k$-th injective modules, whence the symbol "$I$". See [Qin17, Section 5][Qin19a] for more details.

Remark 2.5.3. It is worth reminding that (2.5) is a special equation that holds in $M(t)$ where $t$ plays the role of the initial seed. For a general seed $s \in \Delta^+$, we have $\text{pr}_{I_{uf}} g^s_{sk}(t') \neq -\text{pr}_{I_{uf}} g^s_k(t) \in M^S(s)$, because the $g$-vector is transformed under the tropical transformations.

Denote $\tilde{B}(t)^T = \left( D' \begin{array}{c} 0 \end{array} \right), D' = \text{diag}(d'_k)_{k \in I_{uf}}$. By Lemma 2.3.4, we have $\tilde{B}(t')^T = \left( D' \begin{array}{c} 0 \end{array} \right)$. Recall that $d'_{ki} b_{ki} = -d'_{ki} b_{ik}$ for $i, k \in I_{uf}$.

Lemma 2.5.4 ([Qin19a, Proposition 2.3.3]). We have $d'_k = d'_{sk}$ for any $k \in I_{uf}$.

3. PREREQUISITES ON DOMINANCE ORDER AND DECOMPOSITION

This section mainly follows [Qin17][Qin19a].

3.1. Dominance order and pointedness. Fix an initial seed $t_0$ and $\Delta^+ = \Delta^+_{t_0}$. For any $t = E = (e_i)_{i \in I}$ in $\Delta^+$, we define the following partial order on $M^S(t)$.

Definition 3.1.1 (Dominance order). For any $m, m' \in M^S(t)$, we say $m'$ is dominated by $m$ (or inferior than $m$) with respect to $t$, denoted by $m' \leq t m$, if there exists some $n \in N^S_{uf}(t) = \oplus_{k \in I_{uf}} \mathbb{N} e_k$ such that $m' = m + p^*n$. 
Recall that we can represent $M^o(t)$ and $N_{df}(t)$ by lattices of (column) vectors:

\[
M^o(t) = \bigoplus_{i \in I} \mathbb{Z}f_i \simeq \mathbb{Z}^I \\
N_{df}(t) = \bigoplus_{k \in I_d} \mathbb{Z}c_k \simeq \mathbb{Z}^{I_d}.
\]

Then the dominance order reads as

\[
m' = m + \tilde{B}(t)n.
\]

**Lemma 3.1.2** (Finite interval [Qin17, Lemma 3.1.2]). For any $m, m'$ in $M^o$, there exists finitely many $m'' \in M^o$ such that $m'' \preceq_t m$ and $m'' \succeq_t m'$.

Let $\mathcal{F}(k)$ denote the fraction field of the base ring $k$. Let there be given a formal sum $Z = \sum_{m \in M^o(t)} b_m X^m$, $b_m \in \mathcal{F}(k)$. Its Laurent degree support is defined to be $\text{supp}_{M^o(t)} Z := \{m \in M^o(t)|b_m \neq 0\}$. Given $b \in \mathcal{F}(k)$, $bZ$ is called a rescaling of $Z$.

Likewise, for a function $\alpha \in \text{Hom}_{\text{set}}(M^o(t), \mathcal{F}(k))$, we define its support to be $\text{supp}_{M^o(t)} \alpha = \{m \in M^o(t)|\alpha(m) \neq 0\}$.

**Definition 3.1.3** (Degrees and pointedness). The formal sum $Z$ is said to have (leading) degree $g_Z \in M^o(t)$, denoted by $\text{deg}_t Z = g_Z$, if $g_Z$ is the unique $\prec_t$-maximal element in $\text{supp}_{M^o(t)} Z$. It is further said to be pointed at $g_Z$ (or $g_Z$-pointed) if $b_{g_Z} = 1$, or, equivalently, it takes the following form

\[
Z = X^{g_Z} \cdot (1 + \sum_{n \in N^>g(t)} c_n Y^n), \quad c_n = b_{g_Z} + p^*n.
\]

Similarly, $Z$ is said to have codegree $\eta_Z$, denoted by $\text{codeg}_t Z = \eta_Z$, if $\eta_Z$ is the unique $\prec_t$-minimal element in $\text{supp}_{M^o(t)} Z$. It is further said to be copointed at $\eta_Z$ if $b_{\eta_Z} = 1$, or, equivalently, it takes the following form

\[
Z = X^{\eta_Z} \cdot (\sum_{n \in N^<\eta(t)} \ell_{-n} Y^{-n} + 1), \quad \ell_{-n} = b_{\eta_Z} - p^*n.
\]

**Definition 3.1.4** (Normalization). If $Z = \sum b_m X^m \in \hat{\mathcal{L}P}(t)$ has degree $g$, its normalization is defined to be the pointed element $[Z]^t = b_g^{-1}Z \in \hat{\mathcal{L}P}(t) \otimes_k \mathcal{F}(k)$.

**Definition 3.1.5** (Bidegree). If $Z$ has degree $g$ and codegree $\eta$, we say that it has bidegree $(g, \eta)$. If it is pointed at $g$ and copointed at $\eta$, we say that it is bipointed at bidegree $(g, \eta)$. 
Definition 3.1.6 (F-function, support dimension). Let there be given $Z = X^{m} \cdot \sum_{n \in N_{d}(t)} c_{n} Y^{n}$ with degree $m$ (equivalently, $c_{0} \neq 0$). Its F-function is defined to be $F_{Z} = \sum c_{n} Y^{n}$. We define its I-support to be the set of vertices $\text{supp}_{i}Z = \{k \in I_{d} | \exists c_{n} \neq 0, n_{k} \neq 0\}$.

If $Z$ has bidegree $(g, \eta)$, then its F-function is a polynomial $F_{Z} = \sum_{0 \leq n \leq f_{Z}} c_{n} Y^{n}$ with $c_{0} \neq 0$, $c_{f_{Z}} \neq 0$, $\eta = g + p'f_{Z}$, which we call the F-polynomial. In this case, we define its support dimension to be $\text{suppDim} Z = f_{Z}$.

Following [FZ07][Tra11], we also call the leading degree $g_{Z} \in M^{0}(t)$ the (extended) $g$-vector of $Z$. Similarly, following [FG18], we can also call the support dimension $f_{Z}$ the $f$-vector of $Z$.

Let there be given a subset $D \subset M^{0}(t)$.

Definition 3.1.7 (Pointed set). A $D$-labeled set $S = \{S_{g} | g \in D\}$ in $\mathbb{L}P(t)$ is said to be $D$-pointed, if each $S_{g}$ is $g$-pointed.

3.2. Unitriangularity. Let there be given a $D$-pointed set $S = \{S_{g} | g \in D\} \subset \mathbb{L}P(t)$. Let $m$ denote a chosen non-unital subring of of $k$.

Definition 3.2.1 (Unitriangular transition). A formal sum $\sum_{m \in D} b_{m}S_{m}$, $b_{m} \in k$ is said to be $\prec_{t}$-unitriangular, if $\{m | b_{m} \neq 0\}$ has a unique $\prec_{t}$-maximal element $g$ and $b_{g} = 1$.

The formal sum is further called $(\prec_{t}, m)$-unitriangular, if we further have $b_{m} \in m$ for any $m \neq g$.

A function $Z \in \mathbb{L}P(t)$ is said to be $\prec_{t}$-unitriangular to $S$ (respectively, $(\prec_{t}, m)$-unitriangular to $S$) if it has a formal sum decomposition in $S$ which is $\prec_{t}$-unitriangular (respectively, $(\prec_{t}, m)$-unitriangular).

A collection of functions $Z \in \mathbb{L}P(t)$ is said to be $\prec_{t}$-unitriangular to $S$ (respectively, $(\prec_{t}, m)$-unitriangular to $S$) if each function $Z$ is.

Notice that $\prec_{t}$ restricts to a partial order on $D \subset M^{0}(t)$.

Lemma 3.2.2 (Inverse transition [Qin17, Lemma 3.1.11]). Let there be given two $D$-pointed sets $S = \{S_{g} | g \in D\}$ and $L = \{L_{g} | g \in D\}$ in $\mathbb{L}P(t)$. Then $L$ is $(\prec_{t}, m)$-unitriangular to $S$ if and only if $S$ is $(\prec_{t}, m)$-unitriangular to $L$.

Proof. Assume that $L$ is $(\prec_{t}, m)$-unitriangular to $S$. Then, for each $g \in D$, we have a $(\prec_{t}, m)$-unitriangular decomposition

$$L_{g} = \sum b_{g,g'}S_{g'}$$

where non-zero coefficients are given by: $b_{g,g} = 1$, $b_{g,g'} \in m$ for $g' \prec_{t} g \in D$.

Therefore, the transition matrix $(b_{g,g'})_{g,g' \in D}$ is a $D \times D$-matrix which is lower triangular with respect to the partial order $\prec_{t}$ on $D$, whose diagonal entries are 1 and non-diagonal entries belong to $m$. We try to
construct its inverse matrix \((c_{g,g'})_{g,g'\in D}\). It must be a lower triangular matrix such that \(c_{g,g} = 1\) for all \(g\) and, for any \(g'' \prec_t g\),
\[
\sum_{g' \preceq g' \leq g} c_{g,g'} b_{g',g''} = 0.
\]
Notice that this is a finite sum by Lemma 3.1.2. If \(c_{g,g'}\) have been determined and belong to \(m\) for \(g' \succ_t g''\), then \(c_{g,g''}\) is uniquely determined and belongs to \(m\). Recursively, we determine \(c_{g,g'}\in m\) for all \(g\) as in [Qin17, Lemma 3.1.11]. It follows that \(S\) is \((\prec_t, m)\)-unitriangular to \(L\).

\[
\square
\]

3.3. Dominance order decomposition. Let there be given a \(M^\circ(t)\)-pointed set \(S = \{S_g | g \in M^\circ(t)\}\) in \(\tilde{\mathcal{LP}}(t)\). For any \(Z \in \tilde{\mathcal{LP}}(t)\), [Qin19a] gives an algorithm to decompose it into a well defined sum of \(S_g\).

**Definition-Lemma 3.3.1 ([Qin19a, 4.1.1]).** There exists a unique decomposition
\[
Z = \sum_{g \in M^\circ(t)} \alpha_t(Z)(g) \cdot S_g, \quad \alpha_t(Z) \in \text{Hom}_{\text{set}}(M^\circ(t), \mathbb{k})
\]
in \(\tilde{\mathcal{LP}}(t)\) such that the support \(\text{supp}(\alpha_t(Z)) = \{g | \alpha_t(Z)(g) \neq 0\}\) has finitely many \(\prec_t\)-maximal elements. It is called the \(\prec_t\)-decomposition of \(Z\) in terms of \(S\).

This \(\prec_t\)-decomposition will be called the dominance order decomposition with respect to the seed \(t\). We recall that, by [Qin19a, 4.1.1], the maximal elements in \(\text{supp}(\alpha_t(Z))\) are the same as the \(\prec_t\)-maximal Laurent degrees in the Laurent degree support \(\text{supp}_{M^\circ(t)} Z\).

Notice that \(S\) is a topological \(\mathbb{k}\)-module basis of \(\tilde{\mathcal{LP}}(t)\) in the sense of [DM21, Lemma 2.4].

Let \(S'\) denote any subset of \(S\), then it is \(D\)-pointed for some subset \(D \subset M^\circ(t)\). Conversely, any \(D\)-pointed set \(S'\) can be extended to a \(M^\circ(t_0)\)-pointed set by appending more functions such as Laurent monomials. If the \(\prec_t\)-decomposition of \(Z\) in terms of \(S\) only has elements in \(S'\) appearing, we call it the \(\prec_t\)-decomposition of \(Z\) in terms of \(S'\).

**Lemma 3.3.2 ([Qin17, Lemma 3.1.10],[Qin19a, 4.1.1]).** If \(Z \in \tilde{\mathcal{LP}}(t)\) has a finite decomposition in terms of \(S'\), then the decomposition is the \(\prec_t\)-decomposition. In particular, if \(Z\) is pointed, then the decomposition is \(\prec_t\)-unitriangular.

Let there be given a ring \(R\) containing \(\mathbb{k}\) as a subring. Denote \(\tilde{\mathcal{LP}}(t)_R = \tilde{\mathcal{LP}}(t) \otimes_{\mathbb{k}} R\). Replacing \(\mathbb{k}\) by \(R\) in Definition-Lemma 3.3.1, we can define the unique \(\prec_t\)-decomposition for \(Z' \in \tilde{\mathcal{LP}}(t)_R\) in terms of a given \(M^\circ(t)\)-pointed set with coefficients in \(R\). The following statement will be convenient for latter proofs.
Lemma 3.3.3. If $Z \in \hat{\mathbb{L}} \mathcal{P}(t)$ has a finite decomposition in terms of $S'$ in $\hat{\mathbb{L}} \mathcal{P}(t)_R$, then it is the $\prec_i$-decomposition in $\hat{\mathbb{L}} \mathcal{P}(t)$ with coefficients in $\mathbb{k}$.

Proof. On the one hand, by Lemma 3.3.2, the finite decomposition of $Z$ in terms of $S'$ is the $\prec_i$-decomposition in $\hat{\mathbb{L}} \mathcal{P}(t)_R$.

On the other hand. Extend $S'$ to a $\mathcal{M}^\circ(t)$-pointed set $S \subset \hat{\mathbb{L}} \mathcal{P}(t)$. Working in $\hat{\mathbb{L}} \mathcal{P}(t)$, $Z$ has a $\prec_i$-decomposition in terms of $S$ with coefficients in $\mathbb{k}$. By the uniqueness of the $\prec_i$-decomposition, this is also the $\prec_i$-decomposition of $Z$ in terms of $S$ in $\hat{\mathbb{L}} \mathcal{P}(t)_R$.

The above two decomposition are the same by the uniqueness of $\prec_i$-decomposition. The claim follows.

3.4. Change of seeds. Let there be given seeds $t = \hat{\mu}_{t,t'}t'$ in $\Delta^+$. For simplicity, we denote $g' = \phi_{t,t'}g$ for any $g \in \mathcal{M}^\circ(t)$.

Definition 3.4.1 (Compatibly pointedness). A Laurent polynomial $Z \in \mathbb{L} \mathcal{P}(t) \cap \hat{\mathbb{L}} \mathcal{P}(t')$ is said to be compatibly pointed at $t, t'$ if $Z$ is $g_Z$-pointed for some $g_Z \in \mathcal{M}^\circ(t)$ and $\hat{\mu}^*_{t,t'}Z$ is a $g'_Z$-pointed Laurent polynomial in $\mathbb{L} \mathcal{P}(t')$.

Given a subset $\Delta' \subset \Delta^+$ and $t \in \Delta'$, $Z \in \cap_{t' \in \Delta'} \hat{\mu}^*_{t,t'}\mathbb{L} \mathcal{P}(t')$ is said to be compatibly pointed at $\Delta'$ if it is compatibly pointed at any pair of seeds from $\Delta'$.

Given a subset $\mathcal{D} \subset \mathcal{M}^\circ(t)$, a $\mathcal{D}$-pointed set $S = \{S_g | g \in \mathcal{D}\} \subset \mathbb{L} \mathcal{P}(t)$ is said to be compatibly pointed at $t$ and $t'$, if all $S_g$ do. Similarly, it is said to be compatibly pointed at $\Delta'$ if all $S_g$ do.

A $\mathcal{D}$-pointed set $S = \{S_g | g \in \mathcal{D}\}$ in $\mathbb{L} \mathcal{P}(t)$ and a $\phi_{t,t'}\mathcal{D}$-pointed set $S' = \{S'_g | g' \in \phi_{t,t'}\mathcal{D}\}$ in $\mathbb{L} \mathcal{P}(t')$ are said to be compatible, if $\hat{\mu}^*_{t,t'}S_g = S'_g \phi_{t,t'}g$ for all $g$.

It might be possible to rephrase Definition 3.4.1 for suitable formal Laurent series. But Laurent polynomial cases suffice for our purpose in this paper.

Now assume that $t = \mu_k t'$ in $\Delta^+$ for some $k \in I_{\phi_{t,t'}}$. We further assume that the given $\mathcal{M}^\circ(t)$-pointed set $S = \{S_g | g \in \mathcal{M}^\circ(t)\}$ consists of elements from $\mathbb{L} \mathcal{P}(t) \cap (\mu_k^\circ)^{-1}\mathbb{L} \mathcal{P}(t')$ compatibly pointed at $t, t'$. Then the corresponding dominance order decomposition enjoys the following invariance property.

Proposition 3.4.2 (Mutation-invariance [Qin19a, Proposition 4.2.1]).

For any Laurent polynomial $Z \in \mathbb{L} \mathcal{P}(t) \cap (\mu_k^\circ)^{-1}\mathbb{L} \mathcal{P}(t')$, its $\prec_i$-decomposition in terms of $S$ in $\mathbb{L} \mathcal{P}(t)$ and the $\prec_i$-decomposition of $\mu_k^\circ Z$ in terms of $\mu_k^\circ S$ in $\mathbb{L} \mathcal{P}(t')$ have the same coefficients:

$$\alpha_i(Z)(g) = \alpha_i(\mu_k^\circ Z)(\phi_{t,t'}g), \forall g \in \mathcal{M}^\circ(t).$$
Definition 3.4.3 (Degree transformation [Qin19a]). We define the linear map \( \psi_{t,t'} : M^\circ(t) \to M^\circ(t') \) such that \( \psi_{t,t'}(\sum g_i f_i) = \sum g_i \phi_{t,t'} f_i \) for any \( (g_i) \in \mathbb{Z}^I \).

Note that \( \psi_{t,t'} \) is bijective. By [Qin19a, Lemma 3.3.4], the mutation map \( \mu_{t,t'}^* : F(t) \simeq F(t') \) induces a natural embedding \( \mu_{t,t'}^* \) from \( \mathcal{LP}(t) \) to \( \mathcal{LP}(t') \) called the formal Laurent series expansion. By [Qin19a, Lemma 3.3.7], \( \psi_{t,t'} \) describes the change of degrees of Laurent monomials under this embedding.

Definition 3.4.4 (Support dimensions [Qin19a]). Assume \( t \) is injective-reachable. For any \( g \in M^\circ(t) \), if there exists some \( n \in \mathbb{N} \geq 0 \) such that

\[
\psi_{[-1],[t]}^{-1} \phi_{[-1],[t]} g = g + \tilde{B}(t) \cdot n,
\]

we say \( g \) has the support dimension \( \text{suppDim} g = n \).

Let there be given injective-reachable seeds \( t = \mu_0 t[-1] \).

Proposition 3.4.5 ([Qin19a, Proposition 3.4.7]). Let there be given a \( g \)-pointed element \( Z \in \mathcal{LP}(t) \cap (\mu^*)^{-1} \mathcal{LP}(t[-1]) \), \( g \in M^\circ(t) \). Then \( Z \) is compatibly pointed at \( t,t[-1] \) if and only if it is bipointed with support dimension \( \text{suppDim} g \).

Proof. Assume \( Z \) is copointed at \( \eta = g + p^* \text{suppDim} g \). By [Qin19a, Propositions 3.3.9, 3.3.10], we deduce that \( \deg_{[-1]}^{t[-1]} \mu^* Z = \psi_{[-1],[t]} ^* \eta = \phi_{[-1],[t]} ^* g \), where the last equality follows from the definition of \( \text{suppDim} g \).

Conversely, if \( Z \) is compatibly pointed at \( t,t[-1] \), then [Qin19a, Propositions 3.3.9, 3.3.10] implies that \( Z \) must be copointed at some \( \eta \), such that \( \psi_{[-1],[t]} ^* \eta = \phi_{[-1],[t]} ^* g \). It follows from definition that \( \eta = g + p^* \text{suppDim} g \).

In the proof of Proposition 6.4.5, we will need the fact that the cluster monomials are compatibly pointed, which is a consequence of the sign-coherence of \( g \)-vectors [DWZ10][GHKK18], see [FZ07, Remark 7.13].

By Proposition 3.4.5, this fact implies that the support dimension of a \( g \)-pointed cluster monomial (Definition 3.1.6) provides \( \text{suppDim} g \).

Remark 3.4.6. Although we do not need the following result for proving the main Theorem (Theorem 1.2.2), it is worth remarking that the \( \theta \)-basis in [GHKK18] provides the existence of \( \text{suppDim} g \) for all \( g \), where the initial seed \( t \) is assumed to be injective-reachable. In particular, \( \text{suppDim} g \) only depends on the principal part \( B(t) \).

In view of the Fock-Goncharov dual basis conjecture, the dimensions \( \text{suppDim} g \) should be understood as the correct support dimension possessed by good basis elements, see [Qin19a] for more details.
4. Similar seeds and a correction technique

4.1. Similar seeds. Following [Qin14][Qin17, Section 4], we consider similar seeds with the same principal $B$-matrix. Let there be given fixed data such as $I, I_{af}, M^s$ and $N_{af}$ in Section 2. The following definition is more restricted than those in [Qin17, Section 4] but it suffices for our purpose.

**Definition 4.1.1** (Similar seeds). Let $\sigma$ denote a permutation of $I_{af}$. Two seeds $t^{(1)}, t^{(2)}$ (not necessarily related by mutations) are called similar up to $\sigma$ if $b_{\sigma(i)\sigma(j)}(t^{(2)}) = b_{ij}(t^{(1)})$ for any $i, j \in I_{af}$. Two quantum seeds are called similar up to $\sigma$ if we further have $d'_{\sigma k}(t^{(1)}) = d'_{\sigma k}(t^{(2)})$ for all $k \in I_{af}$.

For simplicity, we replace the symbol $(t^{(r)})$ by $(r)$ when describing data associated to the seeds $t^{(r)}, r = 1, 2$.

The permutation $\sigma$ on $I_{af}$ induces a linear map $\sigma : N^{(1)}_{af} \simeq N^{(2)}_{af}$ such that $\sigma e_k^{(1)} = e_{\sigma k}^{(2)}$ where $e_k^{(r)}$ are the $k$-th unit vector in $N_{af}^{(r)}$, $r = 1, 2$. Extend $\sigma$ by identity to a permutation $\sigma$ on $I$. Then we obtain a linear map $\sigma : M^\sigma(t^{(1)}) \simeq M^\sigma(t^{(2)})$ such that $\sigma f_{\sigma i}^{(1)} = f_{\sigma i}^{(2)}$ where $f_{\sigma i}^{(r)}$ are the $i$-th unit vectors in $M^\sigma(t^{(r)}), r = 1, 2$.

Make the natural identification $M^\sigma(t^{(r)}) \simeq \mathbb{Z}^I$ and $N^{(r)}_{af} \simeq \mathbb{Z}^{I_{af}}$. We have the following result.

**Lemma 4.1.2.** If $\eta = g + \tilde{B}^{(1)} u$, for $n \in \mathbb{Z}^{I_{af}}$, then $\eta \sigma = \sigma g + \tilde{B}^{(2)} \sigma n + u$ for some $u \in \mathbb{Z}^I$. In particular, $\eta \prec_{(1)} g$ implies that $\eta \prec_{(2)} (\sigma g + u)$ for some $u \in \mathbb{Z}^I$.

**Proof.** We have that $\sigma \tilde{B}^{(1)} e_k^{(1)} = \sigma \sum_{i \in I} b_{ik}^{(1)} f_{\sigma i}^{(1)} = \sum_{i \in I} b_{ik}^{(1)} f_{\sigma i}^{(2)} = \sum_{i \in I} b_{\sigma i, \sigma k}^{(2)} f_{\sigma i}^{(2)} + u = \tilde{B}^{(2)} e_{\sigma k}^{(2)} + u = \tilde{B}^{(2)} \sigma e_k^{(1)} + u$ for some $u \in \mathbb{Z}^I$. The claim follows by the linearity of $\sigma$.

Let $\vec{\mu} = \mu_k \cdots \mu_{k_1}$ denote any given mutation sequence. Define $\sigma \vec{\mu} = \mu_{\sigma_k} \cdots \mu_{\sigma_{k_1}}$. The following result is a consequence of Theorem 2.4.1.

**Theorem 4.1.3** (Quantum $F$-polynomial). For any $j \in I$, denote the (quantum) cluster variable $\mu^* X_j(\mu t^{(1)}) \in \mathcal{A}_q(t^{(1)})$ by

$$\mu^* X_j(\mu t^{(1)}) = X(t^{(1)}) g^{(1)} \cdot \sum_{n \in \mathbb{N}^{I_{af}}} c_n Y(t^{(1)})^n$$

where $g^{(1)} \in \mathbb{Z}^I \simeq M^\sigma(t^{(1)}), c_n \in \mathbb{k}$. Then there exists some frozen factor $p \in \mathcal{P}$ such that the quantum cluster variable $(\sigma \vec{\mu})^* X_{\sigma j} ((\sigma \vec{\mu}) t^{(2)}) \in \mathcal{A}_q(t^{(2)})$ takes the form

$$(\sigma \vec{\mu})^* X_{\sigma j} ((\sigma \vec{\mu}) t^{(2)}) = p \cdot X(t^{(2)}) \sigma g^{(1)} \cdot \sum_{n \in \mathbb{N}^{I_{af}}} c_n Y(t^{(2)})^n.$$
4.2. A correction technique. Following [Qin14][Qin17, Section 4], we explain how to translate algebraic relations from one seed to a similar one, called a correction technique. Let there be given similar quantum seeds $t^{(1)}$, $t^{(2)}$ as before, which are not necessarily related by mutations.

For $r = 1, 2$, given $g^{(r)}$-pointed function $Z^{(r)} \in \widehat{LP}(t^{(r)})$, where $g^{(r)} \in \mathbb{Z}^I \simeq M^c(t^{(r)})$. Then $Z^{(r)}$ takes the form $X(t^{(r)})g^{(r)} \sum_{n \in \mathbb{N}^{I_{uf}}} c_{n}^{(r)} Y(t^{(r)})^n$, where $c_{0}^{(r)} = 1, c_{n}^{(r)} \in \mathbb{k}$. Recall that we have the natural projection $pr_{I_{uf}} : \mathbb{Z}^I \to \mathbb{Z}^{I_{uf}}$.

**Definition 4.2.1.** $Z^{(1)}$ and $Z^{(2)}$ are called similar (as pointed functions) if $pr_{I_{uf}} g^{(2)} = \sigma pr_{I_{uf}} g^{(1)}$ and $c_{n}^{(2)} = c_{n}^{(1)}$ for $n \in \mathbb{N}^{I_{uf}}$.

It follows from definition that similar pointed Laurent polynomials have the same support dimension up to the permutation $\sigma$ on $I_{uf}$.

**Theorem 4.2.2** (Correction technique [Qin17, Theorem 4.2.1]). Let there be given pointed functions $M^{(r)}_0, M^{(r)}_1, \cdots, M^{(r)}_s$ and (possibly infinitely many) $Z^{(r)}_j$ in $\widehat{LP}(t^{(r)})$, $r = 1, 2$, such that $M^{(1)}_i$ and $M^{(2)}_i$ are similar, $Z^{(1)}_j$ and $Z^{(2)}_j$ are similar. Assume that all $Z^{(1)}_j$ satisfy $\deg^{(1)} t^{(1)} Z^{(1)}_j = \deg^{(1)} t^{(1)} Z^{(1)}_0 + \tilde{B}(t^{(1)}) u_j$ for some $u_j \in \mathbb{N}^{I_{uf}}$, and we have the following algebraic equations in $\widehat{LP}(t^{(1)})$

$$M^{(1)}_0 = [M^{(1)}_1 \ast \cdots \ast M^{(1)}_s]^{t^{(1)}}$$
$$c_0 Z^{(1)}_0 = \sum_{j \neq 0} c_j Z^{(1)}_j$$

such that $c_j \in \mathbb{k}, c_0 \neq 0$. Then we have the following algebraic equations in $\widehat{LP}(t^{(2)})$:

$$M^{(2)}_0 = p_M \cdot [M^{(2)}_1 \ast \cdots \ast M^{(2)}_s]^{t^{(2)}}$$
$$c_0 Z^{(2)}_0 = \sum_{j \neq 0} c_j p_j \cdot Z^{(2)}_j$$

where the correction coefficients $p_M, p_j \in \mathbb{P}$ are determined by

$$\deg^{t^{(2)}} p_M = \deg^{t^{(2)}} M^{(2)}_0 - \sum_{i=1}^{s} \deg^{t^{(2)}} M^{(2)}_i$$
$$\deg^{t^{(2)}} p_j = \deg^{t^{(2)}} Z^{(2)}_0 + \tilde{B}(t^{(2)}) \sigma u_j - \deg^{t^{(2)}} Z^{(2)}_j.$$

**Lemma 4.2.3.** If $Z^{(1)}$ and $Z^{(2)}$ are similar, so are their inverses $(Z^{(1)})^{-1}$ and $(Z^{(2)})^{-1}$. 
Proof. For \( r = 1, 2 \), we have
\[
Z^{(r)} = X(t^{(r)})g^{(r)} \cdot \sum_n c_n^{(r)} Y(t^{(r)})^n \\
= X(t^{(r)})g^{(r)} \cdot \sum_{\ell \in \mathbb{I}_{af}} d_{\ell}^{(r)} g^{(r)} s_{\ell} Y(t^{(r)})^n \\
= X(t^{(r)})g^{(r)} \cdot \sum_{n \in \mathbb{N}_{af}} b_n^{(r)} Y(t^{(r)})^n \\
= X(t^{(r)})g^{(r)} * G^{(r)}
\]

Because \( t^{(1)} \), \( t^{(2)} \) are similar and \( Z^{(1)} \), \( Z^{(2)} \) are similar, we obtain that \( G^{(1)} \) and \( G^{(2)} \) are similar. It follows that \((G^{(1)})^{-1}\) and \((G^{(2)})^{-1}\) are similar formal series in the variables \( Y_k(t^{(1)}) \) and \( Y_{\sigma k}(t^{(2)}) \), \( k \in \mathbb{I}_{af} \), respectively. Therefore, the inverses \( Z^{(r)} = (G^{(r)})^{-1} \cdot X(t^{(r)})^{-g^{(r)}} \) are similar by Theorem 4.2.2 or direct computation. 

\[ \square \]

Let there be given any mutation sequence \( \mu \). Denote \( s^{(1)} = \mu t^{(1)} \) and \( s^{(2)} = (\sigma \mu) t^{(2)} \).

**Lemma 4.2.4** ([Qin17, Lemma 4.2.2]). The following statements are true.

1. \( s^{(1)} \) and \( s^{(2)} \) are similar quantum seeds up to the permutation \( \sigma \).
2. The quantum cluster monomials \( \mu X(s^{(1)})^m \in \mathcal{LP}(t^{(1)}) \) and \( \sigma \mu X(s^{(2)})^\sigma m \in \mathcal{LP}(t^{(2)}) \), \( m \in \mathbb{N}^I \), are similar.

As a consequence of Lemma 4.2.4, we obtain the following result.

**Lemma 4.2.5.** For any \( m \in \mathbb{Z}_{af} \), the pointed functions \( \mu X(s^{(1)})^m \in \mathcal{LP}(t^{(1)}) \) and \( \sigma \mu X(s^{(2)})^\sigma m \in \mathcal{LP}(t^{(2)}) \) are similar.

**Proof.** By Lemma 4.2.4, we know that \( M_1^{(r)} := (\sigma^{r-1} \mu) X(s^{(r)}) [\sigma^{r-1}]^m_{+} \), \( r = 1, 2 \), are similar, and \( (\sigma^{r-1} \mu) X(s^{(r)}) [-\sigma^{r-1}]^m_{+} \), \( r = 1, 2 \), are also similar. Then Lemma 4.2.3 implies that the inverse \( M_2^{(r)} := (\sigma^{r-1} \mu) X(s^{(r)}) [-\sigma^{r-1}]^m_{+} \), \( r = 1, 2 \), are similar. Finally, let us use Theorem 4.2.2. Denote
\[
M_0^{(1)} := \mu X(s^{(1)})^m \\
= [\mu X(s^{(1)}) [m]_{+} + \sigma \mu X(s^{(1)}) [-m]_{+}] s^{(1)} \\
= [M_1^{(1)} + M_2^{(1)}] s^{(1)}.
\]

Take any \( M_0^{(2)} \) in \( \mathcal{LP}(t^{(2)}) \) such that it is similar to \( M_0^{(1)} \). Then Theorem 4.2.2 implies that we have \( M_0^{(2)} = p \cdot [M_1^{(2)} + M_2^{(2)}] s^{(2)} \) for some frozen factor \( p \in \mathcal{P} \). It follows that \( [M_1^{(2)} + M_2^{(2)}] s^{(2)} \) is similar to \( M_0^{(1)} \). The desired claim follows from the equality \( [M_1^{(2)} + M_2^{(2)}] s^{(2)} = (\sigma \mu) X(s^{(2)})^\sigma m \).

\[ \square \]
The following natural result is not needed for the main theorem, though it will be used in the proof of Proposition 6.5.1.

**Proposition 4.2.6.** Denote \( t^{(1)} = \frac{\mu}{\nu} t^{(1)} \) and \( t^{(2)} = (\sigma \frac{\mu}{\nu}) t^{(2)} \). Let there be given similar pointed functions \( Z^{(1)} \in \mathcal{LP}(t^{(1)}) \cap \mathcal{LP}(t^{(1)})^{-1} \mathcal{LP}(t^{(1)}) \) and \( Z^{(2)} \in \mathcal{LP}(t^{(2)}) \) such that \( \frac{\mu}{\nu} Z^{(1)} \) is pointed. Then \( (\sigma \frac{\mu}{\nu}) Z^{(2)} \) is contained in \( \mathcal{LP}(t^{(2)}) \), is pointed, and is similar to \( \frac{\mu}{\nu} Z^{(1)} \).

**Proof.** Let us omit the symbol \( t \) for simplicity, and denote \( X(t^{(i)}) \), \( Y(t^{(i)}) \) by \( X^{(i)} \), \( Y^{(i)} \) respectively.

Denote \( Z^{(1)} = p_{1} \sum_{n \in \mathbb{N}^{d}} c_{n} (X^{(1)})^{m} \cdot (Y^{(1)})^{n} \) for \( m \in \mathbb{Z}^{d} \), \( p_{1} \in \mathcal{P} \), \( c_{n} \in \mathbb{k} \), \( c_{0} = 1 \). Then the similar element \( Z^{(2)} \) takes the form \( Z^{(2)} = p_{2} \sum_{n \in \mathbb{N}^{d}} c_{n} (X^{(2)})^{m} \cdot (Y^{(2)})^{n} \), \( p_{2} \in \mathcal{P} \). Applying the mutation \( \frac{\mu}{\nu} \), we obtain the following equality in \( \mathcal{LP}(t^{(1)}) \):

\[
\frac{\mu}{\nu} Z^{(1)} = p_{1} \sum_{n \in \mathbb{N}^{d}} c_{n} \left( \frac{\mu}{\nu} \right)^{n} (X^{(1)})^{m} \cdot (Y^{(1)})^{n}.
\]

Similarly, we have the following equality in \( \mathcal{LP}(t^{(2)}) \):

\[
(\sigma \frac{\mu}{\nu}) Z^{(2)} = p_{2} \sum_{n \in \mathbb{N}^{d}} c_{n} (\sigma \frac{\mu}{\nu})^{n} (X^{(2)})^{m} \cdot (Y^{(2)})^{n}.
\]

Denote \( \text{deg}^{(i)} \) by \( \text{deg}^{(i)} \) for simplicity. By \cite[Proposition 3.3.8]{Qin19a}, we have \( \text{deg}^{(i)} \frac{\mu}{\nu} (Y^{(i)})^{n} = \text{deg}^{(i)} (Y^{(i)})^{C^{(i)}n} \), where \( C^{(i)} := C^{t^{(i)}}(t^{(i)}) \) is the \( C \)-matrix associated to the seed \( t^{(i)} \) with respect to the initial seed \( t^{(i)} \), \( i = 1, 2 \).

By construction of the \( C \)-matrices (Definition 2.3.6) and the similarity between \( t^{(1)} \), \( t^{(2)} \), we have \( C^{(1)} = C^{(2)} = C^{(2)} \sigma n \), \( n \in \mathbb{Z}^{d} \) (see the proof of Lemma 4.1.2). Denote \( C^{(1)} = C \) and \( g^{(i)} = \text{deg}^{(i)} (\sigma^{i-1} \frac{\mu}{\nu})^{n} (X^{(i)})^{\sigma^{i-1}m} \cdot (Y^{(i)})^{\sigma^{i-1}n} \) is pointed at \( g^{(i)} + \text{deg}^{(i)} (Y^{(i)})^{\sigma^{i-1}Cn} \), where \( i = 1, 2 \).

Notice that \( (\sigma \frac{\mu}{\nu})^{n} (X^{(2)})^{m} \cdot (Y^{(2)})^{n} \) are similar to \( \frac{\mu}{\nu} Z^{(1)} \) by Lemma 4.2.5. Let \( V \) denote a pointed function in \( \mathcal{LP}(t^{(2)}) \) similar to \( \frac{\mu}{\nu} Z^{(1)} \). Then the correction technique (Theorem 4.2.2) implies that there exists some \( p_{3} \in \mathcal{P} \) such that the following holds in \( \mathcal{LP}(t^{(2)}) \):

\[
V = p_{3} \sum c_{n} (\sigma \frac{\mu}{\nu})^{n} (X^{(2)})^{m} \cdot (Y^{(2)})^{n}.
\]

It follows that we have \( (\sigma \frac{\mu}{\nu}) Z^{(2)} = V \cdot p_{3}^{-1} \cdot p_{2} \), which is pointed and similar to the Laurent polynomial \( \frac{\mu}{\nu} Z^{(1)} \).

\[ \square \]

5. Cluster twist automorphisms

Twist automorphisms exist on unipotent cells and is related to Chamber Ansatz problem, see [KO21, Section 1.3] for more details and a
quantum analogue on quantum unipotent cells. In this section, for general quantum cluster algebras not necessarily having a Lie theoretic background, we consider an analogous notion. We call our construction cluster twist automorphisms or twist automorphisms for short.

5.1. Twist automorphisms passing through similar seeds. Let there be given quantum seeds \( t' = \tilde{\mu} t \in \Delta^+ \) such that they are similar up to a permutation \( \sigma \). Assume that we have an algebra homomorphism \( \var^t : \mathcal{F}(t) \simeq \mathcal{F}(t') \) which preserves the twisted product. In view of Theorem 4.1.3 and the correction technique in Section 4.2, we want it to send \( Y \)-variables to \( Y \)-variables as follows.

**Definition 5.1.1.** The algebra isomorphism \( \var^t : \mathcal{F}(t) \simeq \mathcal{F}(t') \) is called a variation map if, for any \( k \in I_{df} \), there exists some \( p_k \in \mathcal{P} \) such that

\[
\begin{align*}
\var^t(X_k) &= p_k \cdot X_{\sigma k} \\
\var^t(Y_k(t)) &= Y_{\sigma k}(t') \\
\var^t(\mathcal{P}) &= \mathcal{P}.
\end{align*}
\]

By definition, if \( \var^t \) is a variation map, so does its inverse. We will be interested in the case that \( \var^t \) is the map induced from a linear bijection \( \var^t : M^\circ(t) \simeq M^\circ(t') \) such that

\[
\begin{align*}
\var^t(f_k) &= f'_{\sigma k} + u_k \\
\var^t(\sum_{i \in I} b_{ik} f_i) &= \sum_{i \in I} b'_{\sigma i, \sigma k} f'_{\sigma i} \\
\var^t(\bigoplus_{j \in I} \mathbb{Z} f_j) &= \bigoplus_{j \in I} \mathbb{Z} f'_{j}
\end{align*}
\]

where \( f_i, f'_i \) are the \( i \)-th unit vectors in \( M^\circ(t) \) and \( M^\circ(t') \) respectively, such that \( u_k \in \mathbb{Z}^{t_i} \) and \( p_k = X^{uk} \). This linear map has the following property by definition.

**Lemma 5.1.2.** If \( g' \prec_t g \) in \( M^\circ(t) \), then \( \var^t g' \prec_t \var^t g \) in \( M^\circ(t') \).

Recall that we have the mutation birational map \( \tilde{\mu}^* : \mathcal{F}(t') \simeq \mathcal{F}(t) \).

**Definition 5.1.3** (Cluster twist automorphism). The composition \( \text{tw}^t = \tilde{\mu}^* \var^t : \mathcal{F}(t) \simeq \mathcal{F}(t) \) is called a cluster twist automorphism passing through \( t' \) (twist automorphism for short). Here, \( \var^t : \mathcal{F}(t) \simeq \mathcal{F}(t') \) is called its variation part and \( \tilde{\mu}^* : \mathcal{F}(t') \simeq \mathcal{F}(t) \) its mutation part.

Notice that \( t = \tilde{\mu}^{-1} t' \). If \( \var^t \) is a variation map, then \( \var^{t'} := (\var^t)^{-1} : \mathcal{F}(t') \simeq \mathcal{F}(t) \) is a variation map too. Similar to the definition of the twist automorphism \( \text{tw}^t \), it is natural to consider the composition in the opposite order \( \var^{t'}(\tilde{\mu}^{-1})^* : \mathcal{F}(t) \simeq \mathcal{F}(t) \). It turns out that \( \var^t(\tilde{\mu}^{-1})^* = (\text{tw}^t)^{-1} \), since \( (\tilde{\mu}^{-1})^* = (\tilde{\mu}^*)^{-1} \).
Lemma 5.1.4. A twist automorphism $\text{tw}^i$ is a permutation on the set of the localized quantum cluster monomials.

Proof. Let there be given any localized quantum cluster monomial $Z \in \mathcal{A}(t) \subset \mathcal{LP}(t)$. By the definition of a variation map and Theorem 4.1.3, $\var^i(Z)$ is a localized quantum cluster monomial in $\mathcal{A}(t') \subset \mathcal{LP}(t')$. Then $\var^i(Z)$ becomes its Laurent expansion in $\mathcal{A}(t) = \var^i \mathcal{A}(t') \subset \mathcal{LP}(t)$.

The map $\text{tw}^i$ is a permutation because its inverse $(\text{tw}^i)^{-1} = (\var^i)^{-1} (\var^i)^{-1}$ sends localized quantum monomials to localized quantum cluster monomials by similar arguments as above.

Remark 5.1.5. By definition, given a seed $t$, a twist automorphism might not be unique, and its existence is not yet clear. We will discuss general twist automorphisms elsewhere.

Next, assume that a twist automorphism $\text{tw}^i$ on $\mathcal{F}(t)$ is given, we want to show that it gives rise to twist automorphisms for all seeds.

For any $k \in I_d$ and $t \in \Delta^+$, consider seeds $s = \mu_k t, s' = \mu_{\sigma_k} t' \in \Delta^+$. Then we have $s' = \mu_{\sigma_k} \mu_k(s) =: \var s$ and the corresponding mutation birational map $(\var^i)^*: \mathcal{F}(s') \simeq \mathcal{F}(s)$. Recall that we also have isomorphisms $\mu_k^*: \mathcal{F}(s) \simeq \mathcal{F}(t), \mu_{\sigma_k}^* : \mathcal{F}(s') \simeq \mathcal{F}(t')$. Then $\text{tw}^i$ gives rise to an automorphism $\text{tw}^s = (\mu_k^*)^{-1} \text{tw}^i \mu_k^*$ on $\mathcal{F}(s)$. Moreover, we have the decomposition $\text{tw}^s = (\var^i)^* \var^s$ where we define the algebra isomorphism $\var^s := (\mu_{\sigma_k})^{-1} \var^i (\mu_k^*)$. We summarize our construction in the following commutative diagrams.

\[
\begin{array}{ccc}
 s' & \xleftarrow{\var^i} & s \\
 \uparrow \mu_{\sigma_k} & & \uparrow \mu_k \\
 t' & \xleftarrow{\var^i} & t \\
\end{array}
\]

\[
\begin{array}{ccc}
 \mathcal{F}(s) & \xrightarrow{\var^s} & \mathcal{F}(s') \\
 \downarrow \mu_k^* & & \downarrow \mu_{\sigma_k}^* \\
 \mathcal{F}(t) & \xrightarrow{\var^i} & \mathcal{F}(t') \\
\end{array}
\]

Proposition 5.1.6. The map $\var^s : \mathcal{F}(s) \simeq \mathcal{F}(s')$ for $s = \mu_k t$ is a variation map in the sense of Definition 5.1.1.

Proof. We check the defining properties of a variation map one by one, using the mutation rules for $X$-variables and $Y$-variables.

Take any $i \in I_d$. By the mutation rule of $Y$-variables, $\mu_k^* Y_i(s)$ is a function of $Y_i(t)$ and $Y_k(t)$. Similarly, $\mu_{\sigma_k}^* Y_{\sigma_i}(s')$ is a function of $Y_{\sigma_i}(t') = \var^i Y_i(t)$ and $Y_{\sigma_k}(t') = \var^i Y_k(t)$. Moreover, the two functions are the same because they only depends on the principal $B$-matrices associated to the similar seeds $t$ and $t'$, see (2.4). It follows that
\[ \var^t \mu_k^* Y_i(s) = \mu_{\sigma_k}^* Y_{\sigma_i}(s') \]. Therefore, \( Y_{\sigma_i}(s') = (\mu_{\sigma_k}^*)^{-1} \var^t \mu_k^* Y_i(s) = \var^s Y_i(s) \).

If \( i \neq k \), we get \( \var^t \mu_k^* X_i(s) = \var^t X_i(t) = p_i \cdot X_{\sigma_i}(t') = \mu_{\sigma_k}(p_i \cdot X_{\sigma_i}(s')) \). Therefore, \( \var^s X_i(s) = p_i \cdot X_{\sigma_i}(s') \) where \( p_i \in \mathcal{P} \).

For \( i = k \), we have

\[
\var^t \mu_k^* X_k(s) = \var^t(X(t)^{-f_k + \sum_{j \in I}[b_j, k] + f_j} \ast (1 + v_k^{-1}Y_k(t))) = \var^t X(t)^{-f_k + \sum_{j \in I}[b_j, k] + f_j} \ast \var^t(1 + v_k^{-1}Y_k(t)) = X(t')^{u - f_k + \sum_{j \in I}[b_j, k] + f_j} \ast (1 + v_k^{-1}Y_{\sigma_k}(t'))
\]

for some \( u \in \mathbb{Z}^t \) determined by \( \var^t \). Notice that we have \( d_k' = d_{\sigma k}' \). Then the above result turns out to be

\[
\var^t \mu_k^* X_k(s) = X(t')^{u - f_k + \sum_{j \in I}[b_j, \sigma_k] + f_j} \ast (1 + v_{\sigma_k}^{-1}Y_{\sigma_k}(t')) = p \cdot \mu_{\sigma_k}^* X_{\sigma_k}(s')
\]

where \( p = X^u \). It follows that \( \var^s X_k(s) = p \cdot X_{\sigma_k}(s') \).

Finally, we have \( \var^t \mu_k^*(\mathcal{P}) = \var^t \mathcal{P} = \mathcal{P} = \mu_{\sigma_k} \mathcal{P} \), which implies \( \var^s \mathcal{P} = \mathcal{P} \).

\[ \square \]

As a consequence, \( \text{tw}^s \) is a twist automorphism on \( \mathcal{F}(s) \). Therefore, once we are given a twist automorphism \( \text{tw}^t \) on \( \mathcal{F}(t) \) for some seed \( t \), we obtain twist automorphisms \( \text{tw}^s \) on \( \mathcal{F}(s) \) for all seeds \( s \in \Delta^+ \) by repeatedly using Proposition 5.1.6. We deduce the following result.

**Theorem 5.1.7.** The twist automorphism \( \text{tw}^t \) on \( \mathcal{F}(t) \) gives rise to a twist automorphism \( \text{tw}^s = (\mu_{t,s}^*)^{-1} \text{tw}^t \mu_{t,s}^* \) on \( \mathcal{F}(s) \) for any seed \( s = \mu_{t,s} t, t \in \Delta^+ \).

Notice that the twist automorphisms \( \text{tw}^s \) in Theorem 5.1.7 become the same automorphism once we identify the isomorphic fraction fields \( \mathcal{F}(s) \) by mutations, \( s \in \Delta^+ \). Correspondingly, we can use \( \text{tw} \) to denote the twist automorphism.

### 5.2 Twist automorphism of Donaldson-Thomas type

In this paper, we will mainly be interested in the case when the pair of similar seeds is given by \( t' = \mu t \) such that \( t' = t[1] \). Notice that \( t[1] \) and \( t \) are similar as quantum seeds by Lemma 2.5.4.

Assume we are given a twist automorphism \( \text{tw}^t = \mu^* \var^t \) on \( \mathcal{F}(t) \) passing through \( t' = t[1] \), where \( \var : \mathcal{F}(t) \simeq \mathcal{F}(t') \) is the variation part. Then for any \( k \in I_{af} \) and \( s = \mu_k t, s' = \mu_{\sigma_k} t' \), we have \( s' = s[1] \), see [Qin17, Proposition 5.1.4][Mul16, Theorem 3.2.1]. Therefore, the twist automorphism \( \text{tw}^s \) passes through \( s[1] \) as well. Repeat this argument, we obtain that for all \( s \in \Delta^+ \), the twist automorphisms \( \text{tw}^s \) pass through \( s[1] \).

We say such a twist automorphism \( \text{tw} \) to be of Donaldson-Thomas type (DT-type for short).
Lemma 5.2.1. Let there be given seeds \( t[1] = \frac{\mu}{\mu} t \) and an associated twist automorphism \( \text{tw} \) that passes through \( t[1] \). Then, for any \( k \in I_{\text{uf}} \), there exists a frozen factor \( p_k \in P \) such that
\[
\text{tw} X_k(t) = p_k \cdot I_k(t)
\]
where the cluster variable \( I_k(t) \) is given by (2.6).

Proof. The variation map \( \text{var} \) identify \( X_k(t) \) with \( p_k \cdot X_{\sigma_k}(t[1]) \) for some \( p_k \in P \). The claim follows from definitions of \( \text{tw} \) and \( I_k(t) \).

\qed

Remark 5.2.2. We call a twist automorphism \( \text{tw} = \frac{\mu}{\mu} \text{var} \) on \( F(t) \) passing through \( t[1] \) to be of Donaldson-Thomas type for the following reason. When \( B(t) \) is skew-symmetric, there is an associated Jacobian algebra of a quiver with potential [DWZ10] in the categorification approach to cluster algebras. Then the mutation part \( \frac{\mu}{\mu} \) of \( \text{tw} \) is often called the Donaldson-Thomas transformation, and it is categorized by the shift functor in the associated 2-Calabi-Yau category, see the inspiring work [Nag13] for more details.

It would be desirable to further investigate the twist automorphism in categories. In general, it is unclear how to categorify \( \frac{\mu}{\mu} \) for skew-symmetrizable \( B(t) \). Moreover, we do not know the categorical meaning of the variation map.

6. Triangular bases

In this section, we prove some general results concerning triangular bases and their relation with twist automorphisms. We will apply the results to cluster algebras arising from quantum unipotent subgroups in Section 9.

We consider the quantum case \( (k, v) = (\mathbb{Z}[q^{\pm \frac{1}{2}}], q^\frac{1}{2}) \), where \( q^\frac{1}{2} \) is a formal parameter. Let \( m = v^{-1}\mathbb{Z}[v^{-1}] \) denote the chosen non-unital subring of \( k \). Recall that we have the automorphism of \( k \) as a \( \mathbb{Z} \)-module such that \( \overline{v}X^m = v^{-1}X^m \). By bar-invariance we mean invariant under this bar involution.

Let \( t \) denote a given quantum seed in \( \Delta^+ \).

6.1. Triangular functions. Let there be given a \( M^\circ(t) \)-pointed set \( S = \{S_g | g \in M^\circ(t)\} \) in the formal Laurent polynomial ring \( \mathcal{LP}(t) \). Then any \( Z \in \mathcal{LP}(t) \) has a unique \( \prec \)-decomposition in terms of \( S \) (Definition 3.3.1). Notice that \( S \) is a topological basis in the sense of [DM21]. We choose such a topological basis \( S \) and call it the set of distinguished functions in \( \mathcal{LP}(t) \).

Definition 6.1.1 (Triangular functions). For any \( g \in M^\circ(t) \), the triangular function \( L_g \) with respect to the set of distinguished functions
\( S \) is the \( g \)-pointed bar-invariant element in \( \mathcal{L}\mathcal{P}(t) \), such that its \( \triangleleft_t \)-decomposition in terms of \( S \) is \((\triangleleft_t, m)\)-unitriangular.

Before constructing the triangular functions, we first prove the following general statement for constructing a bar-invariant difference.

**Proposition 6.1.2** (Bar-invariant difference). For any \( Z = \sum b_mX^m \in \mathcal{L}\mathcal{P}(t) \), there exists a unique formal sum \( \sum \alpha_gS_g, \alpha_g \in m \), with finitely many \( \triangleleft_t \)-maximal degrees in \( \{g | \alpha_g \neq 0\} \), such that \( Z - \sum \alpha_gS_g \) is bar-invariant.

**Proof.** Similar to the construction of \( \triangleleft_t \)-decomposition [Qm19a, Section 4], we give an algorithm for the construction by tracking the Laurent degrees from larger ones to smaller ones.

For any \( Z = \sum b_mX^m \in \mathcal{L}\mathcal{P}(t) \), denote its (finitely many) \( \triangleleft_t \)-maximal degrees by \( g^{(i)} \). For each corresponding coefficient \( b_{g^{(i)}} \), there exists a unique \( \alpha_{g^{(i)}} \in m \) such that \( b_{g^{(i)}} - \alpha_{g^{(i)}} \) is bar-invariant. More precisely, \( \alpha_{g^{(i)}} \) is the unique solution in \( m = v^{-1}\mathbb{Z}[v^{-1}] \) such that

\[
\frac{b_{g^{(i)}} - \alpha_{g^{(i)}}}{\alpha_{g^{(i)}}} = \frac{1}{\alpha_{g^{(i)}}} - \alpha_{g^{(i)}}.
\]

Notice that, \( \alpha_{g^{(i)}} \neq 0 \) if and only if \( b_{g^{(i)}} \) is not bar-invariant.

The \( \triangleleft_t \)-maximal degree terms in the difference \( Z - \sum \alpha_{g^{(i)}}S_g \) have bar-invariant coefficients \( b_{g^{(i)}} - \alpha_{g^{(i)}} \). Then we obtain a bar-invariant term \( \sum (b_{g^{(i)}} - \alpha_{g^{(i)}})X^{g^{(i)}} \). Let us proceed with the difference \( Z' = Z - \sum \alpha_{g^{(i)}}S_g - \sum (b_{g^{(i)}} - \alpha_{g^{(i)}})X^{g^{(i)}} \in \mathcal{L}\mathcal{P}(t) \). Repeating this (possibly infinite) process, we obtain a formal sum \( Z - \sum \alpha_gS_g \) which equals the formal sum of the bar-invariant terms, where each term is of the form \( \sum (b_{g^{(i)}} - \alpha_{g^{(i)}})X^{g^{(i)}} \).

\( \square \)

**Theorem 6.1.3** (Existence of triangular functions). For any \( g \in M^o(t) \), the triangular function \( L_g \) with respect to \( S \) exists.

**Proof.** By applying Proposition 6.1.2 to \( S_g \) and the \( M^o(t) \)-pointed set \( S \), we can find unique \( \alpha_{g'} \in m \) for all \( g' \triangleleft_t g \) such that the difference \( S_g - \sum g' \alpha_{g'}S_{g'} \) is bar-invariant. Moreover, since the leading term of \( S_g \) has the bar-invariant coefficient 1, we must have \( \alpha_g = 0 \in m \). Now we obtain the triangular function \( L_g = S_g - \sum g' \alpha_{g'}S_{g'} \), \( \alpha_{g'} \in m \).

\( \square \)

**Lemma 6.1.4** (Uniqueness). For any \( g \in M^o(t) \), the triangular function \( L_g \) with respect to \( S \) is unique.

**Proof.** Let there be given two such triangular functions \( L_g \) and \( L'_{g'} \). Then \( L_g - L'_{g'} = \sum g' \beta_{g'}S_{g'} \) for some \( \beta_{g'} \in m \). If the difference does not vanish, the coefficients of its \( \triangleleft_t \)-maximal degrees take the form \( 0 \neq \beta_{g'} \in m \). But \( L_g - L'_{g'} \) is also bar-invariant. It follows that \( \beta_{g'} = 0 \), a contradiction.

\( \square \)
Remark 6.1.5. Recursive constructions similar to those for Theorem 6.1.3 have been used for studying well-known bases in representation theory [Nak04, Lemma 8.4][Lus90, 7.10].

Notice that the construction of the triangular functions depends on the chosen set $S$ of the distinguished functions. For the purpose in this paper, our chosen set of distinguished functions will be $I$ defined in (6.1). One might also consider other distinguished functions. For example, by choosing the dual PBW bases or the standard modules of quantum affine algebras, one can show that the corresponding triangular functions are the dual canonical bases or the characters of the simple modules, see [Qin17, Section 9.1].

It is worth reminding that, in our situation, the chosen set $S$ is often NOT a basis of the algebra that we consider, unlike the dual PBW bases or the bases consisting of standard modules.

6.2. The triangular bases. Given a subalgebra $A(t)$ of the quantum upper cluster algebra $U_q(t)$, we have $A(t) \subset U_q(t) \subset \mathcal{LP}(t)$. Under the isomorphism $\overleftarrow{\mu}_{t,t'} : \mathcal{F}(t) \simeq \mathcal{F}(t')$ for any given $t' = \overleftarrow{\mu}_{t,t}t \in \Delta^+$, we obtain that $A(t') := \overleftarrow{\mu}_{t,t'}A(t)$ satisfies $A(t') \subset U_q(t') \subset \mathcal{LP}(t')$.

For simplicity, we might omit $\overleftarrow{\mu}_{t,t'}$ and the choice of initial seed, and simply write $A \subset U_q$.

We further assume that $t$ is injective-reachable (Section 2.5).

Definition 6.2.1 (Triangular bases [Qin17]). We say a $k$-basis $L$ of the subalgebra $A(t) \subset U_q(t)$ is a triangular basis with respect to the seed $t$, if the following conditions hold:

1. (Bar invariance) The basis elements in $L$ are invariant under the bar involution.
2. The quantum cluster monomials in $t$ and $t[1]$ are contained in $L$.
3. (Parametrization) $L$ is $M^0(t)$-pointed, i.e., it takes the form $L = \{L_g | g \in M^0(t)\}$, such that $L_g$ is $g$-pointed.
4. (Triangularity) For any basis elements $L_g$ and $i \in I$, the decomposition of the normalized product $[X_i(t) * L_g]^t$ in terms of $L$ is $(\prec_t, m)$-unitriangular:

$$[X_i(t) * L_g]^t = L_{g + f_i} + \sum_{g' \prec_t g + f_i} b_{g'}L_{g'}, b_{g'} \in m.$$ 

A basis $L$ of $A(t)$ naturally gives rise to a basis $\overleftarrow{\mu}_{t,t'}L$ of $A(t')$ for any seeds $t = \overleftarrow{\mu}_{t,t'}t'$.

Definition 6.2.2 (Common triangular bases [Qin17]). The triangular basis $L$ of $A(t)$ with respect to the seed $t$ is said to be the common triangular basis, if $\overleftarrow{\mu}_{t,t'}L$ are the triangular bases of $A(t')$ for all seeds $t' \in \Delta^+$ respectively and they are pairwise compatible.
Let \( \text{pr}_{t_d} \) and \( \text{pr}_t \) denote the natural projection from \( M^o(t) \cong \mathbb{Z}^I \) to \( \mathbb{Z}^{I_d} \) and \( \mathbb{Z}^I \) respectively. For any \( g = (g_i)_{i \in I} \in M^o(t) = \oplus \mathbb{Z} f_i \), let \([g]+\) denote \( ([g]_+)_i \). For any \( m \in \mathbb{N}^{I_d} \), let \( I^m \) denote the normalization of the twisted product \( \prod I_k^m(t)^i \) in \( \mathcal{L} \mathcal{P}(t) \), where the cluster variables \( I_k(t) \) are given by (2.6). Then the twisted product \( X^{[\text{pr}_{t_d} g]} t \mathcal{P}(t) \) has degree \( g + u \) for some \( u \in \mathbb{Z}^I \). We define the following \( g \)-pointed function in \( \mathcal{L} \mathcal{P}(t) \):

\[
I_g^t := [p_g * X(t)^{[\text{pr}_{t_d} g]} t \mathcal{P}(t)^{[\text{pr}_{t_d} g]} t]
\]

where \( p_g = X(t)^{-u} \in \mathcal{P} \).

For the rest of the paper, we choose the set of distinguished functions in \( \mathcal{L} \mathcal{P}(t) \) to be

\[
I^t = \{ I_g^t | g \in M^o(t) \}.
\]

**Definition 6.2.3** (Weakly triangular basis [Qin17, Definition 6.3.1]). Let \( L^t \) denote the set of triangular functions \( \{ L_g | g \in M^o(t) \} \) with respect to the set of distinguished functions \( I^t \). If \( L^t \) is a \( \mathbb{k} \)-basis of \( A(t) \subset U_q(t) \), we call it the weakly triangular basis of \( A(t) \) with respect to the seed \( t \).

By Lemma 6.1.4, the weakly triangular basis is unique if it exists. Notice that a weakly triangular basis contains the quantum cluster monomials in \( t, t[1] \). If it further satisfies condition (4) in Definition 6.2.1, it becomes the triangular basis.

**Lemma 6.2.4** ([Qin17, Lemma 6.3.2]). If \( A \) has a triangular basis \( L \) for seed \( t \), then \( L^t \) is the weakly triangular basis \( I^t \). In particular, the triangular basis is unique.

[Qin17, Lemma 6.2.1] and the correction technique (Theorem 4.2.2) implies the following result.

**Lemma 6.2.5** ([Qin17, Lemma 6.3.4]). Let there be given two similar quantum seeds \( t \) and \( t' \) (not necessarily related by mutations). Assume that a subalgebra \( A(t) \subset U_q(t) \) possesses the weakly triangular basis (resp. triangular basis) \( L^t \) with respect to the seed \( t \). Let \( L^{t'} \) denote the set of all pointed functions in \( \mathcal{L} \mathcal{P}(t') \) similar to the elements of \( L^t \). Let \( A(t') \) denote the \( \mathbb{k} \)-module spanned by \( L^{t'} \). Then \( A(t') \) is a \( \mathbb{k} \)-subalgebra of \( U_q(t') \) and \( L^{t'} \) is its weakly triangular basis (resp. triangular basis) with respect to \( t' \).

We recall some useful properties of the set of distinguished functions \( I^t \) and the (weakly) triangular basis \( L^t \).

**Lemma 6.2.6** (Substitution [Qin17, Lemma 6.2.4]). Assume that \([p * X(t)^d_X * I(t)^d_I]^t \) is \((<_t, \mathbb{m})\)-untriangular to \( I^t \) for any \( p \in \mathcal{P}, d_X, d_I \in
\( \mathbb{N}^{I_w} \). If a pointed function \( Z \in \overline{LP}(t) \) is \((\prec_t, m)\)-unitriangular to \( I^t \), so is the product \([p * X(t)dx] * Z * I(t)dt\)\(^t\).

**Lemma 6.2.7** ([Qin17, Lemma 5.4.2]). For any \( k \in I_{af} \), the set of distinguished functions \( I^t \) is compatibly pointed at \( t \) and \( \mu_k t \).

Finally, the following result gives a sufficient condition for strengthening a weakly triangular basis into a triangular basis.

**Proposition 6.2.8** ([Qin17]). Let there be given \( k \in I_{af} \) and seeds \( t = \mu_k t' \). If the triangular basis \( L^t \) for seed \( t \) and the weakly triangular basis \( L^t' \) for \( t' \) both exist, such that they are compatible, i.e., \( \mu_k L^t = L^t_\phi' \) \( \forall g \in M^o(t) \), then \( L^t \) is the triangular basis for seed \( t' \).

**Proof.** The claim is proved as Claim (ii) in the proof of [Qin17, Proposition 6.6.3]. Its proof is based on basic properties of triangular bases, as well as the observation that the exchange relation of quantum cluster variables gives a \((\prec_t, m)\)-triangular decomposition of \( X_k(t') * X_k(t) \).

\( \Box \)

### 6.3. Triangular bases and twist automorphisms

Let there be given similar quantum seeds \( t, t' = \overrightarrow{\mu} t \in \Delta^+ \). Assume that \( tw = tw' = \overrightarrow{\mu} \) var\( t \) is a twist automorphism on \( F(t) \) passing through \( t' \), where var\( t : F(t) \simeq F(t') \) is the variation map.

**Proposition 6.3.1.** Assume that \( L^t \) and \( L^t' \) are the weakly triangular bases with respect to the seeds \( t \) and \( t' \) respectively. If \( L^t' = (\overrightarrow{\mu})^{-1} L^t \), then \( L^t \) is permuted by the twist automorphism \( tw \).

**Proof.** Notice that var\( t L^t \) consists of all elements similar to those of \( L^t \). Therefore, var\( t L^t \) is the weakly triangular basis with respect to \( t' \) by Lemma 6.2.5. We deduce from the uniqueness of triangular functions that var\( t L^t = L^t = (\overrightarrow{\mu})^{-1} L^t \) and, equivalently, \( tw L^t = L^t \).

\( \Box \)

As a consequence of Proposition 6.3.1, we obtain the following nice property of common triangular bases.

**Proposition 6.3.2.** If \( A \) possesses the common triangular basis \( L \), then \( L \) is permuted by any twist automorphisms.

### 6.4. Adjacent seeds

We prove some important statements concerning adjacent seeds, which will be useful for studying the existence of common triangular bases.

For any \( t' = \mu_k t, j \neq k \in I_{af} \), recall that we have \( \mu_k^* X_j(t') = X_j(t) \) and \( \mu_k^* I_j(t') = I_j(t) \).

**Definition 6.4.1** (Admissibility). Let there be given seeds \( t' = \mu_k t \). A triangular basis \( L^t \) with respect to seed \( t \) is said to be admissible in direction \( k \), if the quantum cluster monomials \( \mu_k^* X_k(t')^d, \mu_k^* X_k(t')^d, \)

\( d \in \mathbb{N} \), are contained in \( L^t \).
Let $t$ be a given injective-reachable seed. By the following Lemma, a twist automorphism could reduce the burden to check the admissibility condition by half.

**Lemma 6.4.2.** Assume that we have a DT-type twist automorphism $\text{tw}$. If $\text{tw} L^t = L'$, then $L'$ is admissible in direction $k$ if and only if $L'$ contains $X_k(t')^d$, $d \in \mathbb{N}$.

**Proof.** If $L'$ contains $X_k(t')^d$ for some $d \in \mathbb{N}$, then $L' = \text{tw} L^t$ contains $\text{tw} X_k(t')^d$. By Lemma 5.2.1, there exists some frozen factor $p_k$ such that $\text{tw} X_k(t')^d = p_k^d \cdot I_k(t')^d$. By [Qin17, Lemma 6.2.1], $L'$ contains $I_k(t')^d$ as well.

The following crucial result tells us that the admissibility condition implies the existence of the compatible triangular basis for an adjacent seed. Unlike previous works, no positivity assumption on the basis is imposed.

**Proposition 6.4.3** (Adjacent compatibility). Let there be given adjacent seeds $t' = \mu_k t$ related by one mutation, $k \in I_{\text{af}}$, and the triangular basis $L'$ with respect to the seed $t$. If $L'$ is admissible in direction $k$, then $L'' := (\mu_k)^{-1} L'$ is the triangular basis with respect to $t'$. Moreover, $L'$ and $L''$ are compatible.

**Proof.** For any $g \in M^0(t)$, denote $g' = \phi_{v'} g \in M^0(t')$ as before.

For any $g'$, the $g'$-pointed function $\Gamma_{g'}$ in $\mathcal{LP}(t')$ takes the form

$$\Gamma_{g'}' = \frac{[p_{g'} \cdot X(t')^d X \cdot X(t')^d I(t')^d]}{[p_{g'} \cdot X(t')^d I(t')^d]} \quad g'_k \geq 0$$

where $p_{g'} \in \mathcal{P}$ and $d_X, d_I \in \mathbb{N}^{I_{\text{af}}(k)}$. Moreover, $\mu_k^* \Gamma_{g'}$ is $g$-pointed in $\mathcal{LP}(t)$ by Lemma 6.2.7. Then it takes the following form in $\mathcal{LP}(t)$:

$$\mu_k^* \Gamma_{g'} = \frac{[p_{g'} \cdot X(t)^d X_k(t')^d I(t')^d]}{[p_{g'} \cdot X(t)^d I(t')^d]} \quad g'_k \geq 0$$

Since $L'$ is admissible in direction $k$, it contains the quantum cluster monomials $\mu_k^* X(t')^d$, $\mu_k^* I_k(t')^d$ viewed as elements in $\mathcal{LP}(t)$. Then these quantum cluster monomials are $(\prec_t, \mathbf{m})$-unitriangular to $\Gamma'$. By the Substitution Lemma 6.2.6, $\mu_k^* \Gamma_{g'}$ is $(\prec_t, \mathbf{m})$-unitriangular to $\Gamma'$, and thus $(\prec_t, \mathbf{m})$-unitriangular to $L'$. Then, by the inverse transition (Lemma 3.2.2), $L'$ is $(\prec_t, \mathbf{m})$-unitriangular to the $M^0(t)$-pointed set $\mu_k^* \Gamma'' = \{ \mu_k^* \Gamma_{g'} | g' \in M^0(t') \}$. More precisely, for any $g \in M^0(t)$, $L_g'$ has the following $\prec_t$-decomposition in $\overline{\mathcal{LP}(t)}$: 

\[ L_g' = \{ \sum_{i=1}^n \lambda_i \mu_i^* \Gamma_{g_i} | g_i \in M^0(t') \} \]
\[ Z := L_g' = \mu_k I_g' + \sum_{\eta < g} b_{g,\eta} \mu_k I_{\eta}' \]

where the coefficients \( b_{g,\eta} \in \mathbb{m}, \eta' = \phi_{v', \eta}. \)

Because the set of distinguished functions \( I' \) is compatibly pointed at \( t \) and \( t' \) (Lemma 6.2.7), by the mutation-invariance property of dominance order decomposition (Proposition 3.4.2), the above \( \prec_t \)-decomposition of \( L_g' \) in terms of \( I' \) also gives the \( \prec_t \)-triangular decomposition in \( \mathcal{LP}(t) \):

\[ Z' := (\mu_k)^{-1} L_g' = I_g' + \sum_{\eta < g} b_{g,\eta} I_{\eta}'. \]

We claim that (6.2) is \((\prec_t, m)\)-unitriangular with the leading term \( I_g' \), i.e., \((\mu_k)^{-1} L_g' \) is \( g' \)-pointed. For the proof, first notice that \((\mu_k)^{-1} \) commutes with the bar involution. It follows that \( Z' \) is bar-invariant. Consider the support \( \text{supp}_{I'}(Z') := \{ g' \} \cup \{ \eta' | b_{g,\eta} \neq 0 \} \). Denote \( b_{g,\eta} = 1 \). Any \( \prec_{t'} \)-maximal elements \( m' \in \text{supp}_{I'}(Z') \) contributes a Laurent monomial \( b_{g,m} X(t')^{m'} \) with a \( \prec_{t'} \)-maximal degree in the Laurent expansion of \( Z' \in \mathcal{LP}(t') \). Notice that \( b_{g,\eta} = 1 \) and \( b_{g,\eta} \in \mathbb{m} \) for \( \eta \prec_t g \). Then, the bar-invariance of \( Z' \) implies that \( g' \) is the unique \( \prec_{t'} \)-maximal element in the \( \text{supp}_{I'} \) \( Z \). Our claim has been verified.

By the above claim, \( L' := (\mu_k)^{-1} L \) is compatible with \( L' \), and it is \((\prec_t, m)\)-unitriangular to \( I' \). It follows from definition that it is the weakly triangular basis for \( t \). By Proposition 6.2.8, \( L' \) is further the triangular basis for the seed \( t' \).

We also need to verify the admissibility condition, provided some compatibility condition (tropical properties). Let there be given any \( k \in I_{\text{uf}} \) and \( d \in \mathbb{N} \). Denote \( t' = \mu_k t \) and \( t'[1] = \mu_{sk}(t[1]) \).

**Lemma 6.4.4.** Let there be given \( g = d \deg \mu_k X_k(t') \) and \( g \)-pointed element \( Z \in \mathcal{LP}(t) \cap \mu_k \mathcal{LP}(t') \). If \( Z \) is bipointed and its support dimension is the same as that of \( \mu_k X_k(t')^d \), then \( Z = \mu_k X_k(t')^d \).

**Proof.** We can view \( Z \) and \( \mu_k X_k(t')^d \) as elements of the (type \( A_1 \)) quantum cluster algebra \( \mathcal{LP}(t) \cap \mu_k \mathcal{LP}(t') \), where \( k \) is viewed as the only unfrozen vertex. Then \( Z \) and \( \mu_k X(t')^d \) are compatibly pointed at the set of all seeds \( \{ t, t' \} \), and we have \( Z = \mu_k X_k(t')^d \) by Proposition 3.4.5 and [Qin19a, Lemma 3.4.11].

Alternatively, let us give a fundamental proof. Notice that \( Z \) takes the form \( X^g * (1 + \sum_{0 < s < d} b_s Y_k^s + v_k^d Y_k^d) \) by assumption, \( b_s \in \mathbb{k} \). Denote \( Y_k(t') = Y_k' \) and \( X_k(t') = X_k' \) for simplicity. We have \( \mu_k Y_k' = Y_k^{-1} \in \mathcal{LP}(t) \) and \((\mu_k)^{-1} Y_k = (Y_k')^{-1} \in \mathcal{LP}(t') \). Notice that \((\mu_k)^{-1} X^g \) is a pointed function in \( \hat{\mathcal{LP}}(t') \) whose \( F \)-function is a formal series in \( Y_k' \).
We compute that
\[
Z' := (\mu_k^*)^{-1}Z \\
= (\mu_k^*)^{-1}X^g * (1 + \sum b_k(Y_k')^{-s} + v_k^d(Y_k')^{-d}) \\
= X^{g'} * \left( \sum_{r>0} R c_r(Y_k')^r + 1 \right)
\]
where \(c_r \in k\), \(R \in \mathbb{N}\), \(g' = \deg^t((\mu_k^*)^{-1}X^g * (Y_k')^{-d})\). By the same computation, \((\mu_k^*)^{-1}(\mu_k^*X_k(t')^d) = X_k(t')^d\) also has this degree. Consequently, \(X^{g'} = (X_k')^d\).

Now consider \(\mu_k^*Z' \in \mathcal{L}(t)\). Similar to the above computation, its degree is given by \(\deg^t(\mu_k^*X_k(t')^d * Y_k^R)\). Since \(\deg^t \mu_k^*Z = \deg^t Z = \deg^t \mu_k^*X_k(t')^d\), we must have \(R = 0\). Consequently, \(Z' = (X_k')^d\).

\[\square\]

**Proposition 6.4.5** (Admissibility by compatibility). (1) Take \(g = d \deg^t \mu_k^*X_k(t')\). Let there be given \(g\)-pointed element \(Z \in \mathcal{L}(t) \cap \overline{\mathcal{L}}_{t-t-1}\mathcal{L}(t[-1])\). If \(Z\) is compatibly pointed at \(t, t[-1]\), then \(Z = \mu_k^*X_k(t')^d\).

(2) Take \(g = d \deg^t \mu_k^*I_k(t')\). Let there be given \(g\)-pointed element \(Z \in \mathcal{L}(t) \cap \overline{\mathcal{L}}_{t[1]}\mathcal{L}(t[1])\). If \(Z\) is compatibly pointed at \(t[1], t\), then \(Z = \mu_k^*I_k(t')^d\).

Proof. Denote \(t' = \mu_k^*t = \overline{\mu}_{t'}^*t\). Recall that \(\overline{\mu}_{t, t, t_3}^* \overline{\mu}_{t_1, t_2}^* = \overline{\mu}_{t_1, t_3}^*\) for any seeds \(t_1, t_2, t_3 \in \Delta^+\) (Lemma 2.3.12).

(1) Since \(Z\) is compatibly pointed at \(t, t[-1]\), by Proposition 3.4.5, \(Z\) has support dimension \(\text{suppDim} g\). The same holds for the cluster monomial \(\mu_k^*X_k(t')^d\). We deduce that \(L_g^t\) and \(X_k(t')^d\) have the same support dimension. Lemma 6.4.4 implies that \(L_g^t = \mu_k^*X_k(t')^d\).

(2) Notice that we have
\[
\overline{\mu}_{t, t[1]}^* \overline{\mu}_{t}^*I_k(t') = \overline{\mu}_{t, t[1]}^* \overline{\mu}_{t'}^* I_k(t') \\
= \overline{\mu}_{t, t[1]}^* \overline{\mu}_{t'}^* I_k(t'[1])X_k(t'[1]) \\
= \overline{\mu}_{t'}^* I_k(t'[1]) \\
= \mu_{\sigma_k}^* X_k(t'[1]).
\]

Since \(Z\) is compatibly pointed at \(t[1], t\), we obtain that \(Z' := \overline{\mu}_{t, t[1]}^* Z\) is compatibly pointed at \(t[1], t\), such that \(\deg^t Z' = \phi_{t[1], t}^* \deg^t Z = \phi_{t[1], t}^* \deg^t \overline{\mu}_{t}^*I_k(t')^d = \deg^t \overline{\mu}_{t}^*I_k(t')^d = \deg^t \mu_{\sigma_k}^* X_k(t'[1])^d\). It follows from (1) that \(Z' = \mu_{\sigma_k}^* X_k(t'[1])^d\). Therefore, \(Z = (\overline{\mu}_{t, t[1]}^*)^{-1}Z' = (\overline{\mu}_{t, t[1]}^*)^{-1} \overline{\mu}_{t}^*I_k(t')^d = \overline{\mu}_{t}^*I_k(t')^d\).

\[\square\]

6.5. Criteria for the existence of the common triangular bases. In this section, we give several criteria that guarantee the existence of
the common triangular bases. Let there be given seeds $t[1] = \mu t = \mu_{t[1],1}t$ as before.

Define seeds $t[r] = (\sigma^{-1}\mu)t[r-1]$ recursively for $r \in \mathbb{Z}$. Then we have $t[r] = t[r-1][1]$, and the set $\{t[r], r \in \mathbb{Z}\}$ is called an injective-reachable chain, see [Qin17] for more details. Notice that we have $(\mu_{t})[r] = \mu_{\sigma_{r}}(t[r])$, $\mu_{t[r]_1,t[r]} = \sigma_{r_{\mu_{t[1],1}}}t[1]_{r_1}$. Denote $\mu_{t[r],t[r+1]} = \mu_{t[1],1}t[r]_{r_1}$.

**Proposition 6.5.1.** Assume that a given subalgebra $A(t) \subset U_\mu(t)$ possesses the triangular bases $L'$. The following statements are true.

1. The triangular bases $L'[r]$ for the seeds $t[r]$ exist, $r \in \mathbb{Z}$, and they consist of similar pointed functions.
2. If $L'[1]$ is compatibly pointed at $t,t[1]$, then $L'[r]$ is compatibly pointed at $t[r], t[r-1]$, for any $r \in \mathbb{Z}$.
3. If $\mu_{t[1],1}L'[1]$ is the triangular basis $L'$, then $\mu_{t[r],t[r-1]}L'[r]$ is the triangular basis $L'[r-1], r \in \mathbb{Z}$.

**Proposition 6.5.2.** Assume that a given subalgebra $A \subset U_\mu$ possesses compatible triangular bases at $\{t[r], r \in \mathbb{Z}\}$. Then, for any $k \in I_{\text{st}}$, it possesses compatible triangular bases at $\{(\mu_{k}t)[r], r \in \mathbb{Z}\} \cup \{t[r], r \in \mathbb{Z}\}$.

We postpone the proofs of Propositions 6.5.1, 6.5.2 to the end of section.

**Theorem 6.5.3** (Existence by compatibility). Assume that a given subalgebra $A(t) \subset U_\mu(t)$ possesses the triangular bases $L'$. If $L'$ is compatibly pointed at $t,t[1]$ and, moreover, $(\mu_{t[1],1})^{-1}L'$ is the triangular basis $L'[1]$ for the seed $t[1]$, then $L'$ is the common triangular basis.

**Proof.** Proposition 6.5.1 implies that the triangular bases $L'[r], r \in \mathbb{Z}$, exist and are compatible. Using Proposition 6.5.2 recursively for adjacent seeds starting from $\{t[r], r \in \mathbb{Z}\}$, we obtain that $L'$ is the common triangular basis.

Recall that if the common triangular basis exists, then it is permuted by all twist automorphisms (Proposition 6.3.2). As an inverse result, we have the following existence theorem which implies the main theorem (Theorem 1.2.2). Denote $\mu_{t[1],1} = \mu = \mu_{k_1} \cdots \mu_{k_1}$. Denote $t_s = \mu_{s=1} = \mu_{k_1} \cdots \mu_{k_s}$ for $1 \leq s \leq l$.

**Theorem 6.5.4** (Existence by twist automorphisms). Assume that a given subalgebra $A(t) \subset U_\mu(t)$ has the triangular basis $L'$ with respect to the seed $t$. Further assume that $L'$ satisfies the following properties:

1. There exists a twist automorphism $tw$ of Donaldson-Thomas type on $F(t)$ such that $tw$ permutes $L'$.
2. The quantum cluster monomials $\mu_{s \leq t}X_{k_s}(t_s)^d$, $d \in \mathbb{N}$, obtained along the mutation sequence $\mu_{t[1],1}t$ starting from $t$ are contained in $L'$. 

Then $L'$ is the common triangular basis. In particular, it contains all quantum cluster monomials.

**Proof.** Because $L'$ is permuted by $tw$ and contains all cluster monomials appearing along the mutation sequence $\tilde{\mu}$, we deduce from Lemma 6.4.2 and Proposition 6.4.3 that it gives rise to the triangular basis $L^{ts}$ for the seeds $t_s$, which are compatible with $L'$. In particular, $L'$ and $L^{[1]}$ are compatible. We deduce the claim from Theorem 6.5.3.

Let us give an alternative proof which does not depend on Theorem 6.5.3 nor Proposition 6.5.1. For any $r \in \mathbb{Z}$, by Lemma 6.2.5 for similar seeds $t, t[r]$, we can construct the triangular bases $L^{[r]}$ for seed $t[r]$ as the set of elements similar to the elements in $L'$. Then it contains the quantum cluster monomials appearing along the sequence $\sigma^r\tilde{\mu}$ from $t[r]$ to $t[r + 1]$ by Lemma 4.2.4. It follows that $L^{[r]}$ and $L^{[r+1]}$ are compatible by Lemma 6.4.2 and Proposition 6.4.3. Therefore, we obtain compatible triangular bases at $\{t[r], r \in \mathbb{Z}\}$. The claim follows by using Proposition 6.5.2 repeatedly for adjacent seeds.

**Proof of Proposition 6.5.2.** Denote $t' = \mu_k t$. Recall that $\mu_{\sigma^r k} t[r] = t'[r], r \in \mathbb{Z}$. Since $L^{[r]}$ is compatibly pointed at $t[r], t[r - 1]$, it contains $\mu_{\sigma^r k} X_{\sigma^r k}(t'[r])$ by Proposition 6.4.5(1). Similarly, $L^{[r+1]}$ contains $Z := \mu_{\sigma^{r+1} k} X_{\sigma^{r+1} k}(t'[r + 1])$. In addition, since $L^{[r+1]}$ and $L^{[r]}$ are compatible, $L^{[r]} = \mu_{t[r+1], t[r]} L^{[r+1]}$ also contains the $Z' := \mu_{t[r+1], t[r]} Z$. Lemma 2.3.12 implies that we have

$$Z' = \mu_{t[r+1], t[r]} \mu_{t[r+1], t[r+1]} X_{\sigma^{r+1} k}(t'[r + 1])$$
$$= \mu_{t[r+1], t[r]} X_{\sigma^{r+1} k}(t'[r + 1])$$
$$= \mu_{t[r], t[r]} I_{\sigma^r k}(t'[r])$$
$$= \mu_{\sigma^r k} I_{\sigma^r k}(t'[r]).$$

Therefore, $L^{[r]}$ is admissible in direction $\sigma^r k$. Then Proposition 6.4.3 implies that $L^{[r]}$ gives rise to a compatible triangular basis $L''[r]$ in the adjacent seed $t'[r]$. The claim follows.

**Proof of Proposition 6.5.1.** (1) We define $L^{[r]}$ to be the set of pointed functions in $\mathcal{LP}(t[r])$ similar to the elements of $L'$. The claim follows from Lemma 6.2.5.

(2) By Proposition 3.4.5, $L^{[1]}_g$ has the support dimension $\text{suppDim} g \in \mathbb{N}_{\text{ad}} \simeq N_{\text{af}}^\infty(t[1])$ for any $g \in \mathbb{Z}' \simeq M^\circ(t[1])$. By (1), $L^{[r]}$ and $L^{[1]}$ have similar elements. Let us relabel the set of vertices $I_{\text{af}}$ by $(\sigma^{-1})^{-1}$ when working with the seed $t[r]$, such that $b_{ij}(t[1]) = b_{ij}(t[r])$ (or, equivalently, we create a new seed $\sigma^{1-r} t[r]$ such that $e_k(\sigma^{1-r} t[r]) :=...$
Since the support dimension suppDim \( g \) associated to \( g \in \mathbb{Z}^I \) only depends on the principal \( B \)-matrix (see Remark 3.4.6), suppDim \( g \) for \( t[1] \) and \( t[r] \) are the same. Using Proposition 3.4.5 again, we deduce that \( L_g^{t[r]} \) is compatibly pointed at \( t[r], t[r - 1] \) for any \( r \in \mathbb{Z} \).

(3) For any \( g \in \mathbb{Z}^I \), \( L_{\sigma_{r-1}^g}^{t[r]} \) and \( L_g^{t[1]} \) are similar by (1). If follows that \( \overleftrightarrow{\mu}_{t[r],t[r-1]}^- L_{\sigma_{r-1}^g}^{t[r]} \) and \( \overleftrightarrow{\mu}_{t[1]}^- L_g^{t[1]} \) are similar by Proposition 4.2.6. Since \( \overleftrightarrow{\mu}_{t[1]}^- L_g^{t[1]} \in \mathcal{L}^t \), its similar function \( \overleftrightarrow{\mu}_{t[r],t[r-1]}^- L_{\sigma_{r-1}^g}^{t[r]} \) must belong to \( \mathcal{L}^{t[r-1]} \) by (1). By the same argument, we have \( (\overleftrightarrow{\mu}_{t[r],t[r-1]}^-)^{-1} L_{g'}^{t[r-1]} \in \mathcal{L}^{t[r]} \) for any \( g' \in \mathbb{Z}^I \). The claim follows.

\[ \square \]

7. PREREQUISITE FOR QUANTUM UNIPOTENT SUBGROUP

We collect useful notions and results for quantum groups, mostly following [KO21][Kim12]. Notice that different conventions have been used in literature. We use an easy model to explain ours, see Examples 7.2.7, 7.3.2. We choose the field \( k = \mathbb{Q}(q) \) with a formal parameter \( q \). Notice that \( k \) has a bar involution such that \( \overline{q} = q^{-1} \).

7.1. Quantized enveloping algebras.

**Root datum.** A root datum consists of the following.

1. A finite set \( \{1, r\} := \{1, 2, \ldots, r\} \).
2. A finite dimensional \( \mathbb{Q} \)-vector space \( \mathfrak{h} \), its dual space \( \mathfrak{h}^* \), and the canonical pairing \( \langle \cdot, \cdot \rangle \).
3. A lattice \( P \subset \mathfrak{h}^* \) called the weight lattice.
4. The dual lattice \( P^\vee = \text{Hom}_{\mathbb{Z}}(P, \mathbb{Z}) \subset \mathfrak{h} \) called the coweight lattice.
5. A linearly independent subset \( \{\alpha_i | i \in [1, r]\} \subset P \), called the set of simple roots.
6. A linearly independent subset \( \{\alpha_i^\vee | i \in [1, r]\} \subset P^\vee \), called the set of simple coroots.
7. A \( \mathbb{Q} \)-valued symmetric \( \mathbb{Z} \)-bilinear form \( \langle \cdot, \cdot \rangle \) on \( P \), such that
   - \( \mathfrak{d} := \frac{1}{2}(\alpha_i, \alpha_j) \in \mathbb{Z}_{>0} \),
   - \( \langle \alpha_i^\vee, \mu \rangle = \frac{2\langle \alpha_i, \mu \rangle}{(\alpha_i, \alpha_i)} \) for any \( \mu \in P \),
   - Denote \( C_{ij} = \langle \alpha_i^\vee, \alpha_j \rangle \). Then \( C = (C_{ij})_{1 \leq i, j \leq r} \) is a generalized symmetrizable Cartan matrix, i.e., \( C_{ii} = 2 \) and, for any \( i \neq j \), we have \( C_{ij} \in \mathbb{Z}_{\leq 0} \), \( C_{ij} = 0 \) if and only if \( C_{ji} = 0 \).

Notice that we have \( d_i C_{ij} = d_j C_{ji} \). We define the root lattice \( Q = \bigoplus \mathbb{Z}\alpha_i \subset P \), the coroot lattice \( Q^\vee = \bigoplus \mathbb{Z}\alpha_i^\vee \). Define \( Q_{\pm} = \pm \bigoplus \mathbb{N}\alpha_i \), the semigroup of dominant weights \( P_+ = \{ \lambda \in P | \langle \alpha_i^\vee, \lambda \rangle \geq 0, \forall i \} \).
Assume that we have fundamental weights \( \varpi_i \in P_+ \) such that \( \langle \alpha_i^\vee, \varpi_j \rangle = \delta_{ij}, \forall i, j \). Denote \( \rho = \sum_{i \in [1, r]} \varpi_i \).

In addition, for any \( i \in [1, r] \), we define the simple reflection \( s_i \) on \( h^* \) such that, for any \( \mu \in h^* \),

\[
s_i(\mu) = \mu - \langle \alpha_i^\vee, \mu \rangle \alpha_i.
\]

The group \( W \) generated by the simple reflections is called the Weyl group. Let there be given any \( w \in W \). Given a word \( \underline{i} = i_1 \cdots i_l \) with symbols \( i_j \in [1, r], 1 \leq j \leq l, l \in \mathbb{N} \), we denote \( s_{\underline{i}} = s_{i_1} \cdots s_{i_l} \), and the length \( |\underline{i}| = l \). Recall that, if \( l = \min \{|\underline{i}'|, s_{\underline{i}'} = w\} \), we call the word \( \underline{i} \) a reduced word for \( w \), the product \( s_{\underline{i}} \) a reduced expression of \( w \), and \( l(w) = l \) the length of \( w \). Choosing a reduced word \( \underline{i} \) for \( w \), we define the support of \( w \) in \([1, r]\) to be

\[
\text{supp } w := \text{supp } s_{\underline{i}} := \text{supp } \underline{i} := \{i | i \in \underline{i}\}.
\]

One can check that \( \text{supp } w \) does not depend on the choice of the reduced word.

Similarly, as in [Lus93, 2.2.6], we define reflections \( s_i \) on \( h \) such that, for any \( h \in h \), we have

\[
s_i(h) = h - \langle \alpha_i, h \rangle \alpha_i^\vee.
\]

Then \( \langle s_i(h), \mu \rangle = \langle h, s_i(\mu) \rangle \).

For any \( k \in [1, l] \), define its successor and predecessor by

\[
s(k) := k[1] := \min(\{j > k | i_j = i_k\} \cup \{+\infty\}),
\]

\[
p(k) := k[-1] := \max(\{j < k | i_j = i_k\} \cup \{-\infty\}).
\]

Define \( k[0] = k \). Recursively, define \( k[d \pm 1] = k[d][\pm 1] \) for \( d \in \mathbb{Z} \) if \( k[d] \in [1, l] \). In addition, denote

\[
k_{\text{max}} := \max\{j \in [1, l] | i_j = i_k\},
\]

\[
k_{\text{min}} := \min\{j \in [1, l] | i_j = i_k\}.
\]

For any \( a \in \text{supp } w \), we denote

\[
\min a = \min\{k \in [1, l] | i_k = a\},
\]

\[
\max a = \max\{k \in [1, l] | i_k = a\}.
\]

Similarly, for \( b \in \text{supp}(i_1i_2 \cdots i_j), j \in [1, l], \) define

\[
\min, \geq b = \min(\{k \in [j, l] | i_k = b\} \cup \{+\infty\}),
\]

\[
\max, \leq b = \max(\{k \in [1, j] | i_k = b\} \cup \{-\infty\}).
\]

Finally, for \( a \in [1, r], j, k \in [1, l] \), denote the multiplicity:
Quantized enveloping algebras $U_q$. Denote $q_i = q^{d_i}$, $[a]_i = [a]_{q_i} = \frac{q_i^a - q_i^{-a}}{q_i - q_i^{-1}}$ for $i \in [1, r]$, $a \in \mathbb{N}$. The quantized enveloping algebra $U_q$ is the non-commutative $k$-algebra generated by the generators $E_i$, $F_i$, $K^h$, $i \in [1, r]$, $h \in P^\vee$ subject to certain relations (see Section A.1). Denote $K_i = K^{d_i \alpha_i^\vee}$ and the divided power $F_i^{(k)} = \frac{E_i^k}{[k]_q!}$ and $E_i^{(k)} = \frac{E_i}{[k]_q}$. Recall that we have a $k$-algebra triangular decomposition $U_q = U_q^+ \otimes U_q^0 \otimes U_q^- = \langle E_i \rangle_{i \in [1, r]} \otimes \langle K^h \rangle_{h \in P^\vee} \otimes \langle F_i \rangle_{i \in [1, r]}$. We have a natural $Q$-grading $\text{wt}(\ )$ on $U_q$ such that $\text{wt} E_i = \alpha_i$, $\text{wt} F_i = -\alpha_i$, $\text{wt} K^h = 0$ respectively. For any weight $\gamma \in Q$, the homogeneous weight $\gamma$ elements form a $k$-vector space

$$(U_q)_\gamma = \{ u \in U_q | K^h u K^{-h} = q^{(h, \gamma)} u, \forall h \in P^\vee \}.$$

Automorphisms and bilinear forms.

**Definition 7.1.1.** Extend the bar involution $\overline{\ )}$ on $k$ to an involution on $U_q$ such that

$$\overline{q} = q^{-1}, \quad \overline{E_i} = E_i, \quad \overline{F_i} = F_i, \quad \overline{K^h} = K^{-h}.$$  

Define the $k$-algebra anti-involution $*$ on $U_q$ such that

$$*(E_i) = E_i, \quad *(F_i) = F_i, \quad *(K^h) = K^{-h}.$$  

Following the convention in [KO21], we consider Lusztig’s pairing $(\ , \ )_L$ on $U_q^-$. It is a symmetric and non-degenerate $k$-bilinear form. Notice that one could also work with Kashiwara’s bilinear form $(\ , \ )_K$, and the results only differ by scalars depending on the $Q$-grading, see [Kim12, Lemma 2.12].

**Definition 7.1.2.** Define the dual bar involution $\sigma$ on $U_q^-$ such that

$$(\sigma(x), y)_L = (x, y)_L.$$  

**Definition 7.1.3.** Define the $k$-linear isomorphism $c_{tw} : U_q^- \rightarrow U_q^-$ such that, for homogeneous $x$, we have

$$c_{tw}(x) = q^{\frac{1}{2}(\text{wt} x, \text{wt} x) - (\text{wt} x, \rho)} x.$$  

For $\mu = \sum \mu_i \alpha_i \in Q$, define $\text{Tr}(\mu) = \sum \mu_i \in \mathbb{Z}$. 

\[ m(a, [j, k]) = |\{ s \in [j, k] | i_s = a \} |, \]  
\[ m(a) = m(a, [1, l]), \]  
\[ m_k^+ = m(i_k, [k + 1, l]), \]  
\[ m_k^- = m(i_k, [1, k - 1]). \]
Proposition 7.1.4 ([KO21, Proposition 3.10]). For a homogeneous element \( x \in U_q^- \), we have

\[
\sigma(x) = (-1)^{\text{Tr}(\text{wt } x)} c_{\text{tw}}(x \circ *) (x).
\]

In particular, for homogeneous \( x, y \), we have

\[
\sigma(xy) = q^{\text{Tr}(\text{wt } x, \text{wt } y)} \sigma(y) \sigma(x).
\]

For example, we have \((F_i, F_i)_L = \frac{1}{1-q_i^2}, \sigma(F_i) = -q_i^2 F_i\), for \( i \in [1, r] \).

Define the twisted dual bar involution \( \sigma' = c_{\text{tw}}^{-1} \circ \sigma \) on \( U_q^- \). Then we have \( \sigma'(x) = (-1)^{\text{Tr}(\text{wt } x)} (x \circ *) \) for homogeneous \( x \). In particular, \( \sigma(x) = x \) if and only if \( \sigma'(x) = c_{\text{tw}}^{-1}(x) = q^{-\frac{1}{2}}(\text{wt } x, \text{wt } x) + (\text{wt } x, \rho) x \). It follows that \( \sigma'(xy) = \sigma'(y) \sigma'(x) \).

In order to compare quantum groups with the quantum cluster algebras, a rescaling will be needed. We often extend the base field from \( k = \mathbb{Q}(q) \) to \( k(q^{\frac{1}{2}}) = \mathbb{Q}(q^{\frac{1}{2}}) \). Denote \( U_{q, \mathbb{Q}(q^{\frac{1}{2}})}^- = U_q^- \otimes_{\mathbb{Q}(q)} \mathbb{Q}(q^{\frac{1}{2}}) \). Define the \( \mathbb{Q}(q^{\frac{1}{2}}) \)-module endomorphism \( \text{cor} \) of \( U_{q, \mathbb{Q}(q^{\frac{1}{2}})}^- \) such that

\[
\text{cor} x = q^{-\frac{1}{2}}(\text{wt } x, \text{wt } x) + \frac{1}{2}(\text{wt } x, \rho) x
\]

for homogeneous \( x \). Then \( \sigma(x) = x \) if and only if \( \sigma'(\text{cor} x) = \text{cor} x \). We understand \( \text{cor} \) as a scalar correction.

7.2. Quantum unipotent subgroups. Take any \( w \in W \). Choose a reduced expression \( \overrightarrow{w} = s_{i_1} \cdots s_{i_l} \) of \( w \). We have the natural function \( \dot{i}(\ ) : [1, l] \to [1, r] \) such that \( \dot{i}(j) = i_j \). For any \( j < k \in [1, l] \), denote

\[
\dot{i}[j, k] = i_j i_{j+1} \cdots i_k, \quad \overrightarrow{w}[j, k] = s_{\dot{i}[j, k]}, \quad \overrightarrow{w}_{\leq j} = s_{\dot{i}[1, j]}, \quad \overrightarrow{w}_{\geq k} = s_{\dot{i}[k, l]}
\]

Define the roots \( \beta_k = \overrightarrow{w}_{\leq k-1} \alpha_{i_k}, k \in [1, l] \).

Following the convention in [KO21, Definition 3.23](see \( T_i'' \), \( T_{i-1}'' \) in [Lus93, Section 37.1.3][Kim12, Section 4.2.1][Sai94, Proposition 1.3.1]), for any \( i \in [1, r] \), we define the \( k \)-algebra automorphism \( T_i \) on \( U_q \) (braid group action) such that
$T_i(K^h) = K^{s_i(h)}$

$T_i(E_j) = \begin{cases} -F_iK_i \\ \sum_{r+s=-C_{ij}} (-1)^r q_i^{-r} E_i^{(s)} E_j^{(r)} \end{cases}$ for $i = j$

$T_i(F_j) = \begin{cases} -K_i^{-1}E_i \\ \sum_{r+s=-C_{ij}} (-1)^r q_i^{r} F_i^{(r)} F_j^{(s)} \end{cases}$ for $i \neq j$.

Its inverse map is given by

$T_i^{-1}(K^h) = K^{s_i(h)}$

$T_i^{-1}(E_j) = \begin{cases} -K_i^{-1}F_i \\ \sum_{r+s=-C_{ij}} (-1)^r q_i^{-r} F_i^{(r)} E_j^{(s)} \end{cases}$ for $i = j$

$T_i^{-1}(F_j) = \begin{cases} -E_iK_i \\ \sum_{r+s=-C_{ij}} (-1)^r q_i^{r} E_i^{(r)} F_j^{(s)} \end{cases}$ for $i \neq j$.

Notice that $T_i((U_q)_{\gamma}) = (U_q)_{s_i(\gamma)}$ for $\gamma \in Q$. Define $T_{\overline{w}} = T_{i_1} T_{i_2} \cdots T_{i_l}$. Then it is known that $T_{\overline{w}}$ only depends on $w \in W$, which we denote by $T_w$.

**Proposition 7.2.1** ([Lus93, Section 37.2.4]). We have $\ast \circ T_i \circ \ast = T_i^{-1}$.

Choose any sign $e \in \{+1,-1\}$. We might omit $e$ when $e = +1$.

For any $m \in \mathbb{N}$, let us define

$F_e(m\beta_k) = T_{i_1}^e \cdots T_{i_{k-1}}^e (F_{i_k}^{(m)})$.

Notice that $\text{wt}(F_e(m\beta_k)) = -m\beta_k$.

For any multiplicity vector $\underline{c} = (c_1, \ldots, c_l) \in \mathbb{N}^{|\underline{d}|}$, define the corresponding ordered product ([Kim12, Section 4.3]):

$F_e(\underline{c}, \overline{w}) = \begin{cases} F_e(c_1 \beta_1) \cdots F_e(c_l \beta_l) & e = +1 \\ F_e(c_l \beta_1) \cdots F_e(c_1 \beta_l) & e = -1 \end{cases}$

By Proposition 7.2.1, we have $\ast F_e(\underline{c}, \overline{w}) = F_{-e}(\underline{c}, \overline{w})$.

**Proposition 7.2.2** ([Lus93]). $\{F_e(\underline{c}, \overline{w})|\underline{c} \in \mathbb{N}^{|\underline{d}|}\}$ forms a basis of a $\mathbb{k}$-subspace of $U_q^-$ which does not depend on the choice of $\overline{w}$. Denote the subspace by $U_q^-(w,e)$.

**Definition 7.2.3.** $\{F_e(\underline{c}, \overline{w})|\underline{c} \in \mathbb{N}^{|\underline{d}|}\}$ is called the PBW basis (Poincaré-Birkhoff-Witt basis) of $U_q^-(w,e)$.

When the context is clear, we could simply write $F_e(\underline{c})$ instead of $F_e(\underline{c}, \overline{w})$. 
For any \( j \leq k \) such that \( i_j = i_k \), set
\[
\beta_{[j,k]} = \sum_{s \in [j,k], i_s = i_j} \beta_s \in \mathbb{Q}.
\]
It is straightforward to check that
\[
\beta_{[j,k]} = (\overrightarrow{w} e_j - \overrightarrow{w} e_k) \omega_{ij}.
\]

We also define the multiplicity vector \( e_{[j,k]} \in \mathbb{N}^{[1,l]} \) such that
\[
(e_{[j,k]})_s = \begin{cases} \delta_{i_j,i_s} & s \in [j,k] \\ 0 & \text{elsewhere} \end{cases}.
\]

We denote
\[
F_e([j,k]) = F_e(e_{[j,k]}, \overrightarrow{w}).
\]
Then \( \text{wt} F_e([j,k]) = -\beta_{[j,k]} \).

We have the following Levendorskii-Soibelman straightening law (LS-law for short, see [LS91][Kim12, Proposition 4.10]).

**Theorem 7.2.4.** For any \( j < k \), we have
\[
F_{+1}(\beta_j)F_{+1}(\beta_j) - q^{-\beta_j,\beta_k} F_{+1}(\beta_j)F_{+1}(\beta_k) = \sum_{\underline{c} \in \mathbb{N}^{[1,l]}} f_{\underline{c}} F_{+1}(\underline{c}, \overrightarrow{w})
\]
\[
F_{-1}(\beta_j)F_{-1}(\beta_k) - q^{-\beta_j,\beta_k} F_{-1}(\beta_j)F_{-1}(\beta_k) = \sum_{\underline{c} \in \mathbb{N}^{[1,l]}} f_{\underline{c}} F_{-1}(\underline{c}, \overrightarrow{w})
\]
such that \( f_{\underline{c}} \in \mathbb{k} \), and the equations are \( Q_- \)-grading homogeneous.

It follows that \( U_q^{-}(w_e) \) is the \( k \)-subalgebra of \( U_q^{-} \) generated by \( \{F_e(\beta_j)|j \in [1, l]\} \).

**Proposition 7.2.5 ([Kim12, Proposition 4.22][Lus93, 38.2.3]).** For any \( \underline{c}, \underline{c}' \in \mathbb{N}^{[1,l]} \), we have
\[
(F_e(\underline{c}, \overrightarrow{w}), F_e(\underline{c}', \overrightarrow{w}))_L = \prod_{k=1}^{l} \delta_{c_k,c_k'} \prod_{s=1}^{c_k} \frac{1}{1 - q_{s,s}}.
\]

**Definition 7.2.6 ([KO21, Definition 3.26]).** The algebra \( U_q^{-}(w) := U_q^{-}(w_{-1}) \) is called the quantum unipotent subalgebra associated to \( w \in W \). The algebra \( A_q[N_{-}(w)] := \ast(U_q^{-}(w)) \) is called the quantum unipotent subgroup associated to \( w \).

The quantum unipotent subgroup \( A_q[N_{-}(w)] \) has a \( Q_- \)-grading induced from that of \( U_q^{-} \). It is a quantum analogue of the coordinate ring of the unipotent subgroup \( N_{-}(w) \), see [KO21] for more details.

**Example 7.2.7 (\( \mathfrak{sl}_3 \) type).** Consider the Cartan matrix \( C = \begin{pmatrix} 2 & -1 \\ -1 & 2 \end{pmatrix} \)
and the reduced word \( \overrightarrow{w} = s_1s_2s_1 \). We get \( \beta_1 = \alpha_1 \), \( \beta_2 = s_1\alpha_2 = \alpha_1 + \alpha_2 \), \( \beta_3 = \alpha_2 \). Under our convention, we compute that \( F(\beta_1) = F_1 \),
\( F(\beta_2) = T_1F_2 = F_2F_1 - qF_1F_2, \) \( F(\beta_3) = T_1T_2F_1 = F_2. \) The LS-law now reads as

\[
F(\beta_3)F(\beta_1) - qF(\beta_1)F(\beta_3) = F(\beta_2).
\]

Notice that \( F(\beta_1)F(\beta_3) = F((1, 0, 1), \overrightarrow{w}) = F[1, 3]. \) By applying the * anti-involution, we get \( F_{-1}(\beta_2) = F_1F_2 - qF_2F_1 = T_1^{-1}(F_2), \) \( F_{-1}[1, 3] = F_{-1}(\beta_3)F_{-1}(\beta_1) = F_2F_1, \) and the LS-law reads as

\[
F_{-1}(\beta_1)F_{-1}(\beta_3) - qF_{-1}(\beta_3)F_{-1}(\beta_1) = F_{-1}(\beta_2).
\]

### 7.3. Dual canonical bases

Take a sign \( e \in \{+1, -1\}. \) We define the dual PBW basis of \( U_q^{-}(w, e) \) to be

\[
F_{\text{up}}^e := \{ F_{\text{up}}^e(\underline{c}, \overrightarrow{w}) := \frac{F_e(\underline{c}, \overrightarrow{w})}{(F_e(\underline{c}, \overrightarrow{w}), F_e(\underline{c}', \overrightarrow{w}))_{\nu}} | \underline{c} \in \mathbb{N}^{[i,j]} \}.
\]

The corresponding dual LS-law takes the following form.

**Proposition 7.3.1** ([Kim12, Theorem 4.27]). For any \( j < k, \) we have

\[
q^{(\beta_j, \beta_k)}F_{\text{up}}^{-1}(\beta_j)F_{\text{up}}^{-1}(\beta_k) - F_{\text{up}}^{-1}(\beta_k)F_{\text{up}}^{-1}(\beta_j) = \sum_{\underline{c} \in \mathbb{N}^{[i+1,k-1]}} f_\underline{c}^* F_{\text{up}}^{-1}(\underline{c}, \overrightarrow{w})
\]

such that \( f_\underline{c}^* \in \mathbb{Q}[q^\pm], \) and the equation is \( Q_{-}\) - grading homogeneous.

For any two multiplicity vectors \( \underline{c}, \underline{c}' \), we have the lexicographical order \( \prec \) such that \( \underline{c}' \prec \underline{c} \) if, for some \( s, c'_s < c_s \) and \( c'_i = c_i, \forall i < s. \) We also have the reverse lexicographical order \( \prec' \) such that \( \underline{c}' \prec' \underline{c} \) if, for some \( s, c'_s < c_s \) and \( c'_j = c_j \) for all \( j > s. \) Introduce the partial order \( \prec \) such that \( \underline{c}' \prec \underline{c} \) if \( \underline{c}' \prec \underline{c} \) and \( \underline{c}' \prec' \underline{c}. \)

By Proposition 7.3.1, we have

\[
\sigma F_{\text{up}}^e(\underline{c}, \overrightarrow{w}) - F_{\text{up}}^e(\underline{c}, \overrightarrow{w}) \in \sum_{\underline{c}' \prec \underline{c}} \mathbb{Q}[q^\pm]F_{\text{up}}^e(\underline{c}', \overrightarrow{w}).
\]

The dual canonical basis \( B_{\text{up}}^e = \{ B_{\text{up}}^e(\underline{c}, \overrightarrow{w}) | \underline{c} \in \mathbb{N}^{[i,j]} \} \) is defined to be the unique \( \sigma \)-invariant basis of \( U_q^{-}(w, e) \) such that

\[
B_{\text{up}}^e(\underline{c}, \overrightarrow{w}) - F_{\text{up}}^e(\underline{c}, \overrightarrow{w}) \in \sum_{\underline{c}' \prec \underline{c}} \mathbb{Q}[q]F_{\text{up}}^e(\underline{c}', \overrightarrow{w}).
\]

As before, for \( \underline{c} = \underline{c}_{i,j,k} \) such that \( i_j = i_k, \) we denote \( B_{\text{up}}^e[j, k] = B_{\text{up}}^e(\underline{c}_{i,j,k}, \overrightarrow{w}) \) for simplicity.

**Example 7.3.2.** Continue Example 7.2.7. Recall that \( \sigma(F_i) = -q^2F_i \) for \( i = 1, 2, \) \( \sigma(F_1F_2) = q^{-1}\sigma(F_2)\sigma(F_1) = q^0F_2F_1. \) In addition, we can check \( (F(\beta_3), F(\beta_3))_L = \frac{1}{1-q^2}. \) The dual PBW basis elements read as \( F_{\text{up}}^e(\beta_1) = (1 - q^2)F_1, \) \( F_{\text{up}}^e(\beta_3) = (1 - q^2)F_2, \) \( F_{\text{up}}^e(\beta_2) = (1 - q^2)(F_2F_1 - qF_1F_2). \) It is straightforward to check that \( \sigma(F_{\text{up}}^e(\beta_3)) = \)
called the dual PBW basis. Notice that \( F_{\text{up}}[1, 3] = (1 - q^2)^2 F[1, 3] = (1 - q^2)^2 F_1 F_2 \), \( \sigma F_{\text{up}}[1, 3] = (1 - q^{-2})^2 q^3 F_2 F_1 \). The LS-law now reads as

\[
\sigma(F_{\text{up}}[1, 3]) = F_{\text{up}}[1, 3] = (q^{-1} - q) F_{\text{up}}(\beta_2).
\]

We can calculate the corresponding dual canonical basis element

\[
B_{\text{up}}[1, 3] = F_{\text{up}}[1, 3] - q F_{\text{up}}(\beta_2).
\]

We then obtain the following exchange relation in \( U_q^-(w) \):

\[
F_{\text{up}}(\beta_1) F_{\text{up}}(\beta_3) = B_{\text{up}}[1, 3] + q F_{\text{up}}(\beta_2).
\]

Apply the anti-involution *, we obtain the following exchange relation in \( A_q[N_-(w)] \):

\[
F_{\text{up}}(\beta_3) F_{\text{up}}(\beta_1) = B_{\text{up}}[1, 3] + q F_{\text{up}}(\beta_2).
\]

Apply the dual bar involution \( \sigma \), we get

\[
q^{-1} F_{\text{up}}(\beta_1) F_{\text{up}}(\beta_3) = B_{\text{up}}[1, 3] + q^{-1} F_{\text{up}}(\beta_2).
\]

Notice that all factors appearing are dual canonical basis elements of the form \( B_{\text{up}}(\xi, \overrightarrow{w}) \) for some \( \xi \). Explicitly, we have

\[
F_{\text{up}}(\beta_1) = (1 - q^2) F_1 \\
F_{\text{up}}(\beta_3) = (1 - q^2) F_2 \\
F_{\text{up}}(\beta_2) = (1 - q^2)(F_1 F_2 - q F_2 F_1) \\
B_{\text{up}}[1, 3] = (1 - q^2)(F_2 F_1 - q F_1 F_2).
\]

### 7.4. Subalgebras and unipotent quantum minors

For any \( j \leq k \in [1, t] \), we define the subalgebras \( U_q^-(w, e)_{[j, k]} = k[F_e[\beta_i]]_{i \in [j, k]} \) of \( U_q^-(w, e) \), \( e = \pm 1 \), respectively. Notice that they depend on the reduced expression \( \overrightarrow{w} \) of \( w \). By the LS-law, \( U_q^-(w, e)_{[j, k]} \) has the \( k \)-basis

\[
F_{e}^{\text{up}} : = \{ F_{e}^{\text{up}}(\xi, \overrightarrow{w}) \mid \xi \in \mathbb{N}^{[j, k]} \},
\]

called the dual PBW basis.

As before, denote \( U_q^-(w)_{[j, k]} = U_q^-(w, +1)_{[j, k]} \) and \( A_q[N_-(w)]_{[j, k]} = U_q^-(w, -1)_{[j, k]} \). Then we have we have * \( U_q^-(w)_{[j, k]} = A_q[N_-(w)]_{[j, k]} \).

The braid group action \( T_{\leq j-1} = T_{\overrightarrow{w}[1, j-1]} \) gives a \( k \)-algebra isomorphism

\[
T_{\leq j-1} : U_q^-(\overrightarrow{w})_{[j, k]} \simeq U_q^-(w)_{[j, k]},
\]
because $T_{\leq j-1}$ sends the quantum root vector $T_{i_j} \cdots T_{i_{s-1}} F_{i_s}$ in $U_q^{-}(\overrightarrow{w}_{[j,k]})$ to $(T_{i_j} \cdots T_{i_{s-1}}) T_{i_s} \cdots T_{i_{s-1}} F_{i_s} = F(\beta_s) \in U_q^{-}(w)_{[j,k]}, \forall s \in [j,k]$. It follows that we have a $k$-algebra isomorphism

$$\ast T_{\leq j-1} \ast : A_q[N_{-}(\overrightarrow{w}_{[j,k]})] \simeq A_q[N_{-}(w)]_{[j,k]}$$

which identifies the dual PBW bases.

If we have $i_j = i_k = a \in [1,r]$, then the dual canonical basis element $B_{-1}^u[j,k] = B_{-1}^u(\zeta_{[j,k]}, \overrightarrow{w})$ is called a unipotent quantum minor, which we denote by $D[j,k]$. See $D[j,k] = D_{\overrightarrow{w}_{[j,k]}, \overrightarrow{w}_{[j,k]}}$ in [KO21, Definition 3.40] or [Kim12, Section 6] [KQ14, Definition 5.3.2].

By definition of the dual canonical basis, $D[j,k]$ takes the following form

$$ (7.1) \quad D[j,k] = F_{-1}^{u}(\beta_k) \cdots F_{-1}^{u}(\beta_{j1}) F_{-1}^{u}(\beta_j) + Z $$

for some $Z \in \sum_{\zeta \in \zeta_{[j,k]}} q\mathbb{Z}[q]B_{-1}^u(\zeta, \overrightarrow{w})$. Notice that it is homogeneous with the weight

$$ \text{wt } D[j,k] = -\beta[j,k] = -(-\overrightarrow{w}_{\leq j} - \overrightarrow{w}_{\leq k}) \omega_{i_j}.$$ 

Applying [Kim12] to the reduced word $\overrightarrow{w}_{[j,k]}$ and using the isomorphism $A_q[N_{-}(w)]_{[j,k]} \simeq A_q[N_{-}(\overrightarrow{w}_{[j,k]})]$, we obtain the following result.

**Theorem 7.4.1** ([Kim12, Corollary 6.4 Section 6.2]). Let there be given any $j \leq k \in [1,l]$ and $a \in \text{supp } \overrightarrow{w}_{[j,k]}$. Denote $j_1 = \min_{\geq j} a$ and $j_2 = \max_{\leq k} a$.

1. $D[j_1, j_2]$ lies in the q-center of $A_q[N_{-}(w)]_{[j,k]}$, i.e., for any $u \in A_q[N_{-}(w)]_{[j,k]}$, we have $D[j_1, j_2]u = q^u D[j_1, j_2]$ for some $u \in \mathbb{Z}$.

2. For any $d \in \mathbb{N}$, there exists some $s \in \mathbb{Z}$ such that $D[j_1, j_2]^d = q^s B_{-1}^u(a \zeta_{[j_1, j_2]}, \overrightarrow{w}).$

**Proposition 7.4.2** ([Kim12, Theorem 6.25]). The dual canonical basis $B_{-1}^u$ of $A_q[N_{-}(w)]$ factors through the unipotent quantum minor $D_{\min a, \max a}^{\text{min } a, \max a}$, $a \in \text{supp } w$, up to a $q$-power, i.e., for any $\zeta \in \mathbb{N}^{[1,l]}$, there exists some $s \in \mathbb{Z}$ such that

$$ D_{\min a, \max a}^{\text{min } a, \max a} B_{-1}^u(\zeta, \overrightarrow{w}) = q^s B_{-1}^u(\zeta + \zeta_{\text{min } a, \max a}, \overrightarrow{w}).$$

**7.5. Localization.** For any $\lambda = \sum_{a \in \text{supp } w} \lambda_a w_a \in \oplus_{a} \mathbb{N} w_a \simeq \mathbb{N}^{\text{supp } w}$, denote $\zeta_{\lambda} = \sum_{a} \lambda_a \zeta_{\text{min } a, \max a}$. Following [Kim12, Corollary 6.4][KO21, Proposition 3.47], denote $D_{\omega, \lambda, \lambda} = B_{-1}^u(\zeta_{\lambda}, \overrightarrow{w})$ and $D_{w} = \{q^s D_{\omega, \lambda, \lambda} | s \in \mathbb{Z}, \forall \lambda \}$. By Proposition 7.4.2, the localization $A_q[N_{-}(w)][D_{w}^{-1}]$ has the following basis

$$ \hat{B}_{-1}^u(w) := \{q^{(\lambda, \text{wt } S + \lambda - w \lambda)} D_{w, \lambda}^{-1} S | S = B_{-1}^u(\zeta, \overrightarrow{w}), \forall \zeta \in \mathbb{N}^{[1,l]}, \forall \lambda \in \oplus_{a} \mathbb{N} w_a \}.$$ 

We refer the reader to [Kim12, 5.1.3][KO21, Definition 3.37] for the definition of the quotient algebra $A_q[N_{-} \cap X_{-}]$ of $U_q^{-}$, where $X_{-}$ denotes the Schubert variety. By [Kim12, Theorem 5.13], the natural
composition \( \iota_w : A_q[N_-(w)] \to U_q^- \to A_q[N_- \cap X_w] \) is an embedding. For each basis element \( b \in B_{-1}^{\text{up}} \), denote its image \( \iota_w(b) = [b] \). Following [KO21, Section 2.6, Section 4], the quantum unipotent subgroup to \( w \) is defined as

\[
A_q[N^w] := A_q[N_- \cap X_w][[D_w]^{-1}].
\]

By [KO21, Theorem 4.13], \( \iota_w \) induces a \( Q \)-graded algebra isomorphism \( \iota_w : A_q[N_-(w)][D_w^{-1}] \cong A_q[N^w] \) called the De Concini-Procesi isomorphism. Then \( A_q[N^w] \) with the following basis

\[
\hat{B}_{-1}^{\text{up},w} := \iota_w \hat{B}_{-1}^{\text{up}}(w)
\]

\[
= \{ q^{(\lambda,\omega \cdot S+\lambda-w)\lambda} [D_w \lambda, \lambda]^{-1} [S] || [S] = [B_{-1}^{\text{up}}(\omega, \omega)] \forall \lambda \in \mathbb{N}^{[1,l]}, \forall \lambda \in \oplus_a N \varpi_a \}.
\]

We call \( \hat{B}_{-1}^{\text{up}}(w) \) and \( \hat{B}_{-1}^{\text{up},w} \) the (localized) dual canonical bases.

The twisted dual bar involution \( \sigma' \) naturally extends to a \( Q \)-anti-involution on the localization \( A_q[N_-(w)][D_w^{-1}] \cong A_q[N^w] \). As before, define the \( Q(q) \)-module endomorphism \( c_{tw} \) such that \( c_{tw}(x) = q^{\frac{1}{2}(\omega x, X x) - (\omega x, \rho)x} \) for homogeneous \( x \). Define the dual bar involution \( \sigma = c_{tw} \sigma' \) on the localization. Then we still have \( \sigma(xy) = q^{(\omega x, \omega y)} \sigma(y) \sigma(x) \) for homogeneous \( x, y \). Moreover, the dual canonical bases \( B_{-1}^{\text{up}}(w) \) and \( B_{-1}^{\text{up},w} \) are \( \sigma \)-invariant, see [KO21, Proposition 4.9].

As before, define the \( Q(q) \)-module endomorphism \( \text{cor} \) on \( A_q[N_-(w)][D_w^{-1}] \cong A_q[N^w][Q(q)^{\tau}] \) such that \( \text{cor}(x) = q^{-\frac{1}{2}(\omega x, X x) + \frac{1}{2}(\omega x, \rho)x} \) for homogeneous \( x \). Then \( x \) is \( \sigma \)-invariant if and only if \( \text{cor} x \) is \( \sigma' \)-invariant.

8. Cluster structures on quantum unipotent subgroup

A quantum unipotent subgroup \( A_q[N_-(w)] \) is a symmetric CGL extension, see [GY20, Definition 2.6, Section 9] and Section A.2. By a general theory in [GY16], it possesses a quantum cluster structure, which we will briefly introduce. An explicit and detailed treatment could be found in the recent work [GY21].

8.1. Quantum cluster structure. Define the set of vertices \( I = [1,l], I_{uf} = \{ k \in I | s(k) \neq +\infty \}, I_{f} = I \setminus I_{uf} \).

Following [Kim12, Section 4.8], define bilinear forms \( c_{\varpi}, N_{\varpi} \) on \( \mathbb{N}^{[1,l]} \) such that

\[
c_{\varpi}(\varpi, \varpi') = \sum_{j<k} (c_k \beta_k, c_j \beta_j) - \frac{1}{2} \sum_{k} c_k c'_k (\beta_k, \beta_k),
\]

\[
N_{\varpi}(\varpi, \varpi') = c_{\varpi}(\varpi, \varpi') - c_{\varpi}(\varpi', \varpi) = \sum_{k>j} (\beta_k, \beta_j) c_k c'_j - \sum_{k<i} (\beta_k, \beta_i) c_k c'_i.
\]

We say two elements \( x, y \) \( q \)-commute if \( xy = q^s yx \) for some \( s \in \mathbb{Z} \).
Proposition 8.1.1 ([Kim12, Proposition 4.33]). Assume that $B_{-1}^u(\zeta)$ and $B_{-1}^u(\zeta')$ $q$-commute, then we have

$$B_{-1}^u(\zeta)B_{-1}^u(\zeta') = q^{N_\sigma(\zeta\zeta')}B_{-1}^u(\zeta')B_{-1}^u(\zeta).$$

Now work with the extension $A_q[N_-(w)]_{Q(q^{1/2})} := A_q[N_-(w)] \otimes Q(q^{1/2})$. Recall that we have $\text{cor} x = q^{-\frac{1}{2}(\text{wt} x, \text{wt} x) + \frac{1}{4}(\text{wt} x, \rho)_x}$ for homogeneous $x$, such that $\sigma(x) = x$ if and only if $\sigma'(\text{cor} x) = \text{cor} x$.

For $k \in [1, l]$, denote $X_k = \text{cor}D[k_{\text{min}}, k]$. Notice that $\text{wt} X_k = -\beta_{[k_{\text{min}}, k]} = -\beta_k + \beta_{[k-1]} + \cdots + \beta_{k_{\text{min}}}$.

Define the matrix $L = (L_{jk})_{j,k \in [1, l]}$ such that

$$L_{jk} = N_{\tilde{\sigma}}(Q_{j_{\text{min}}, k}, \zeta_{k_{\text{min}}, k}).$$

Then we have $X_j X_k = q^{L_{jk}} X_k X_j$. In particular, for any $j \leq k$, we have the following (see [KO21, Proposition 4.2][GLS13, Lemma 11.2]):

$$L_{kj} = (\tilde{w}_{ik} + \tilde{w}_{ik}, -\beta_{[j_{\text{min}}, j]}).$$

Theorem 8.1.2 ([GY16, Theorem 8.2] [GY21, Theorem B]). (1) There exists a unique matrix $\tilde{B}(\tilde{w}) = (b_{ik})_{i \in I, k \in I_{\text{uf}}}$ such that $\tilde{B}(\tilde{w})$ is compatible with $L$ such that $\sum_{j \in I} b_{ij} L_{jk} = -2\delta_{ik} d_k$ and $\sum_{i \in I} b_{ik} \text{wt} X_i = 0$ for $k \in I_{\text{uf}}$.

(2) Let $t_0 = t_0(\tilde{w})$ denote an initial seed associated to $\tilde{w}$, such that $\tilde{B}(t_0) = \tilde{B}(\tilde{w})$, $\Lambda(t_0) = L$, for $j \in [1, l]$. Then we have an algebra isomorphism $\kappa$ from the partially compactified quantum cluster algebra $\tilde{A}(t_0)_{Q(q^{1/2})} := \tilde{A}(t_0) \otimes Q(q^{1/2})$ to the quantum unipotent sub-group $A_q[N_-(w)]_{Q(q^{1/2})}$, such that the initial quantum cluster variables $X_j(t_0), j \in I$, are identified with the rescaled unipotent quantum minors $X_j = \text{cor}D[j_{\text{min}}, j]$.

Proof. By [GY16, Theorem 8.2][GY21, Theorem B], we have an isomorphism $\tilde{A}(t_0)_{Q(q^{1/2})} \simeq A_q[N_-(w)]_{Q(q^{1/2})}$ for some quantum seed $t_0$, such that $\tilde{B}(t_0)$ is uniquely determined by $\Lambda(t_0)$ as in (1), and $X_j(t_0)$ are identified with $\alpha_j D[j_{\text{min}}, j]$ for some scalars $\alpha_j$.

Notice that $L$ is determined by $X_j = \text{cor}D[j_{\text{min}}, j]$ via the $q$-commutative relations (8.1), and $\Lambda(t_0)$ is determined by $\alpha_j D[j_{\text{min}}, j]$ similarly. So $L = \Lambda(t_0)$. It follows that $\tilde{B}(t_0) = \tilde{B}(t_0)$. A direct computation shows that $\text{cor}D[j_{\text{min}}, j] = \alpha_j D[j_{\text{min}}, j]$, see Remark A.2.2.

□

Notice that $\text{cor}D[j_{\text{min}}, j]$ is $\sigma'$-invariant and $X_j(t_0) = \kappa^{-1} \text{cor}D[j_{\text{min}}, j]$ is invariant under the bar involution $(\cdot)$ on $A_q(t_0)$. We obtain the following result.
Lemma 8.1.3. The isomorphism \( \kappa \) identifies the twisted dual bar involution \( \sigma' \) on \( A_q[N_-(w)]_{Q(q^{1/2})} \), and \( \tilde{\sigma} \) on \( \tilde{A}_q(t_0)_{Q(q^{1/2})} \), i.e. for any \( Z \in \tilde{A}_q(t_0)_{Q(q^{1/2})} \), we have \( \sigma'(\kappa Z) = \kappa Z \).

Remark 8.1.4. By [BFZ05], the \( I \times I_{uf} \)-matrix \( \tilde{B}(\vec{w}) = (b_{ik})_{i \in I, k \in I_{uf}} \) is given by the following:

\[
  b_{jk} = \begin{cases} 
    1 & j = p(k) \\
    -1 & j = s(k) \\
    C_{j,i_k} & j < k < s(j) < s(k) \\
    -C_{i,j_k} & k < j < s(k) < s(j) \\
    0 & \text{else}
  \end{cases}
\]

For verifying that such a matrix satisfies the condition in Theorem 8.1.2, see [BZ05, Theorem 8.3] (or arguments in [GY16, Section 10.1]).

Example 8.1.5. Continue Example 7.2.7 7.3.2. Notice that we have \( \text{cor} F_i = q^{-1} F_i \) and \( \text{cor} F_1 F_2 = q^{-\frac{1}{2}} F_1 F_2 \), \( \text{cor} F_2 F_1 = q^{-\frac{3}{2}} F_1 F_2 \). We get

\[
  \text{cor}(F_{-1}^{up}(\beta_1))\text{cor}(F_{-1}^{up}(\beta_3)) = q^{\frac{1}{2}} \text{cor}(B_{-1}^{up}[1, 3]) + q^{-\frac{3}{2}} \text{cor}(F_{-1}^{up}(\beta_2)).
\]

Denote \( X_1 = \text{cor} F_{-1}^{up}(\beta_1) \), \( X'_1 = \text{cor} F_{-1}^{up}(\beta_3) \), \( X_2 = \text{cor} F_{-1}^{up}(\beta_2) \), \( X_3 = \text{cor} B_{-1}^{up}[1, 3] \). By using the defining relations (Section A.1), it is straightforward to check that (knowing that \( F_1 F_2 F_1 = F_2 F_1 F_2 \)) we have \( X_1 X_2 = q^{-1} X_2 X_1 \), \( X_1 X_3 = q X_3 X_1 \), \( X_2 X_3 = X_3 X_2 \).

Denote \( I = [1, 3] \) and \( I_{uf} = \{1\} \). We compute explicitly the matrix \( L = \begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix} \). Take \( (b_{ij}) = \begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & -1 \\ -1 & 1 & 0 \end{pmatrix} \), then its \( I \times I_{uf} \)-submatrix \( \tilde{B} \) is the same as in Remark 8.1.4. We have \( \tilde{B}^T L = \begin{pmatrix} 2 & 0 & 0 \end{pmatrix} \).

By the above computation, \( A_q[N_-(w)]_{Q(q^{1/2})} \) is a partially compactified quantum cluster algebra with initial seed \( t_0 \) such that \( \tilde{B}(t_0) = \tilde{B}(\vec{w}) \) and \( \Lambda(t_0) = L \). Its mutation rule reads as

\[
  X_1 \ast X'_1 = q^{\frac{1}{2}A(f_1, f_3)} X_3 + q^{\frac{1}{2}A(f_2, f_3)} X_2 = q^{\frac{1}{2}} X_3 + q^{-\frac{3}{2}} X_2.
\]

8.2. Quantum cluster variables.

Lemma 8.2.1. Let there be given any \( j \leq k \in [1, l] \) such that \( i_j = i_k \). The rescaled unipotent quantum minor \( \text{cor} D[j, k] \) is identified with a quantum cluster variable in \( \tilde{A}(t_0) \).
Proof. By [GY21, Theorem 7.3], there exists a scalar $\xi \in q^{1/2}$ such that $\kappa^{-1}\xi D[j, k]$ is a quantum cluster variable in some seed. Identify the bar-involution and $\sigma'$ by Lemma 8.1.3. Then the bar-invariant quantum cluster variable is identified with the $\sigma'$-invariant element $\text{cor} D[j, k]$.

\[ \square \]

**Theorem 8.2.2** ([GY16, Theorem 5.3, Theorem 8.2(c)]). There is a seed $t_0[1] \in \Delta^+$ whose quantum cluster variables are $\text{cor} D[j, j_{\text{max}}]$, $j \in [1, l]$. Moreover, there exists a mutation sequence $\mu$ from $t_0$ to $t_0[1]$ such that the quantum cluster variables obtained along the mutation sequence take the form $\text{cor} D[j, k]$ for $j \leq k \in [1, l]$, $i_j = i_k$.

See Remark A.3.3 for a choice of $\mu$. By Lemma 9.1.3, the seed $t_0[1]$ in Theorem 8.2.2 is shifted from $t_0$ in the sense of Definition 2.5.1.

9. **Dual canonical bases are common triangular bases**

In this section, we apply previous discussion of triangular bases and cluster twist automorphisms to quantum unipotent subgroups and quantum unipotent cells.

Let there be given any partially compactified quantum cluster algebra $\overline{A}_q(t_0)_{q(\mathbb{Z})} \simeq A_q[N_-((w))_{q(\mathbb{Z})}]$ as in Theorem 8.1.2. Recall that $I = [1, l]$, $I_f = \{ j \in I | j = j_{\text{max}} \}$.

9.1. **Parametrization.** Recall that the initial quantum cluster variables $X_j(t_0)$ are identified with the rescaled unipotent quantum minors $\text{cor} D[j_{\text{min}}, j]$, $j \in I$. Moreover, the dual canonical basis elements $D[j_{\text{min}}, j] = B_{-1}^\mathfrak{u}(\xi_{j_{\text{min}}, j}, \overrightarrow{w})$ are parametrized by $\xi_{j_{\text{min}}, j} \in \mathbb{N}^I$ and $X_j(t_0)$ by their leading degrees $f_j \in M^\circ(t_0)$ ($j$-th unit vector). Following [Qin17], we translate the multiplicity vector $\xi \in \mathbb{N}^{[1,l]}$ to a vector in $M^\circ(t_0)$ by defining a linear map $\theta^{-1}$ from $\mathbb{N}^{[1,l]}$ to $M^\circ(t_0) = \mathbb{Z}^I$ such that

\[
\theta^{-1}(\xi_{j,j}) = \begin{cases} 
  f_j - f_{p(j)} & \text{if } p(j) \neq -\infty \\
  f_j & \text{if } p(j) = -\infty
\end{cases}
\]

It follows that $\theta^{-1}$ is injective. We further define the bijective linear map $\theta : M^\circ(t_0) \simeq \mathbb{Z}^{[1,l]}$, called the parametrization map, such that

\[
\theta(f_j) = \xi_{j_{\text{min}}, j}.
\]

Let us make the identification $\overline{A}_q(t_0) \simeq A_q[N_-((w))]$. Recall that, by Theorem 8.1.2, the rescaled unipotent quantum minors $\text{cor} D[j, k]$, $i_j = i_k$, are quantum cluster monomials. In particular, the rescaled dual PBW generators $\text{cor} F_{-1}^\mathfrak{u}(\beta_s)$, $s \in [1, l]$, are quantum cluster variables.

**Proposition 9.1.1.** The following statements are true.
(1) The rescaled dual PBW basis $\text{cor} F_{-1}^{\text{up}}$ is a $\theta^{-1}(\mathbb{N}_{[1, l]})$-pointed basis of $\mathcal{A}_q(t_0)$ such that $\text{cor} F_{-1}^{\text{up}}(\underline{c})$ is $\theta^{-1}(\underline{c})$-pointed.

(2) The rescaled dual canonical basis $\text{cor} B_{-1}^{\text{up}}$ is a $\theta^{-1}(\mathbb{N}_{[1, l]})$-pointed basis of $\mathcal{A}_q(t_0)$ such that $\text{cor} B_{-1}^{\text{up}}(\underline{c})$ is $\theta^{-1}(\underline{c})$-pointed.

(3) The rescaled dual canonical basis $\text{cor} B_{-1}^{\text{up}}$ is $(\prec_{t_0}, q\mathbb{Z}[q])$-unitriangular to the rescaled dual PBW basis $\text{cor} F_{-1}^{\text{up}}$.

Proof. It is possible to prove the statements based on computation of the bilinear $N_{\text{cor}}$. Let us give a more abstract proof based on Lemma 8.1.3, which identifies the twisted dual bar involution $\sigma'$ and the bar involution $(\cdot)$.

Recall that the rescaled dual PBW generators $\text{cor} F_{-1}^{\text{up}}(\beta_s), s \in [1, l]$, are quantum cluster variables and, in particular, pointed. It follows that, for any $\text{cor} F_{-1}^{\text{up}}(\underline{c})$, there exists a scalar $\xi_{\underline{c}} \in q^{1/2}\mathbb{Z}$ such that $\widetilde{F}_{-1}^{\text{up}}(\underline{c}) := \xi_{\underline{c}} \text{cor} F_{-1}^{\text{up}}(\underline{c})$ is pointed. Denote $\widetilde{F}_{-1}^{\text{up}} := \{\widetilde{F}_{-1}^{\text{up}}(\underline{c})|\underline{c}\}$, then it is a pointed set. We have a $(\prec, q\mathbb{Z}[q])$-decomposition

$$\text{cor} B_{-1}^{\text{up}}(\underline{c}) = \text{cor} F_{-1}^{\text{up}}(\underline{c}) + \sum \xi_{\underline{c}} \text{cor} F_{-1}^{\text{up}}(\underline{c}')$$

$$= \xi_{\underline{c}}^{-1} \widetilde{F}_{-1}^{\text{up}}(\underline{c}) + \sum \xi_{\underline{c}}^{-1} b_{\underline{c}} \widetilde{F}_{-1}^{\text{up}}(\underline{c}')$$

with coefficients $b_{\underline{c}} \in q\mathbb{Z}[q]$.

Notice that $\prec$ is an order on $\mathbb{N}_{[1, l]}$ bounded from below. We prove by induction the following claim (0): $\xi_{\underline{c}} = 1$ for all $\underline{c} \in \mathbb{N}_{[1, l]}$, and $\text{cor} B_{-1}^{\text{up}}(\underline{c})$ is pointed at $\deg^v \text{cor} F_{-1}^{\text{up}}(\underline{c})$.

If no $\underline{c}'$ appear in the decomposition, we have $\text{cor} B_{-1}^{\text{up}} = \xi_{\underline{c}}^{-1} \widetilde{F}_{-1}^{\text{up}}(\underline{c})$ which is $\sigma'$-invariant and thus bar-invariant. Since $\widetilde{F}_{-1}^{\text{up}}(\underline{c})$ is pointed, the leading term coefficient $\xi_{\underline{c}}^{-1} \in q^{1/2}\mathbb{Z}$ must be bar-invariant, which implies that $\xi_{\underline{c}} = 1$. Assume by induction that the claim has been verified for all $\underline{c}'$ appearing. Then the bar-invariance of $\text{cor} B_{-1}^{\text{up}}(\underline{c})$ implies that the coefficients of its $\prec_{t_0}$-maximal degrees are bar-invariant, which cannot take the form $\xi_{\underline{c}}^{-1} b_{\underline{c}} = b_{\underline{c}} \in q\mathbb{Z}[q]$. It follows that $\text{cor} B_{-1}^{\text{up}}$ has the unique $\prec_{t_0}$-maximal degree $\deg^{t_0} \widetilde{F}_{-1}^{\text{up}}(\underline{c}) = \theta^{-1}(\underline{c})$ with the coefficient $\xi_{\underline{c}} = 1$.

(1) Applying the above claim (0) to the cases $\text{cor} B_{-1}^{\text{up}}(\underline{c}) = X_j = D[j_{\text{min}}, j], j \in [1, l]$, we obtain that

$$\sum_{s \leq j, t_s = i_j} \deg^{t_0} \text{cor} F_{-1}^{\text{up}}(\beta_s) = \deg^{t_0} \text{cor} F_{-1}^{\text{up}}(c_{j_{\text{min}}, j})$$

$$= \deg^{t_0} X_j$$

$$= f_j.$$
It follows that \( \deg_{\hat{t}} \cor F_{-1}^{up}(\beta_s) = \theta^{-1}(\varrho_{s,s}) \) for \( s \in [1, l] \). As a consequence, \( \deg_{\hat{t}} \cor F_{-1}^{up}(\varrho) = \theta^{-1}(\varrho) \). Again, by the above claim (0), \( \cor F_{-1}^{up}(\varrho) \) is pointed. The statement follows.

(2) The statement follows from the statement (1) and the above claim (0).

(3) Lemma 3.3.2 implies that the decomposition must be \( \prec_{\hat{t}_0} \)-unitriangular. The statement follows.

\[ \square \]

Endow \( \overline{L P}(t_0) \) with the natural \( Q \)-grading induced from that of \( \wt X_i(t_0), i \in I \). By Theorem 8.1.2, \( \wt Y_k(t_0) = 0 \) for \( k \in I \). Then all pointed functions in \( \overline{L P}(t_0) \) are homogeneous. The following result follows.

**Lemma 9.1.2.** If \( S_g \in \overline{L P}(t_0) \) is \( g \)-pointed for \( g \in M^{\circ}(t_0) \), then \( \wt S_g = -\sum c_j \beta_j \) were we denote \( \varrho = (c_j)_{j \in I} = \theta(g) \).

**Lemma 9.1.3.** For any \( k \in I_{uf} \), we have \( I_k(t_0) = \cor D[k[1],k^{max}] \) and

\[ \deg_{\hat{t}_0} I_k(t_0) = -f_k + f_{k^{max}}. \]

**Proof.** Notice that \( \cor D[k[1],k^{max}] \) is a quantum cluster variable by Theorem 8.2.2. In addition, we have \( \deg_{\hat{t}_0} \cor D[k[1],k^{max}] = \theta^{-1}(\varrho_{k[1],k^{max}}) = -f_k + f_{k^{max}} \). It follows that \( \cor D[k[1],k^{max}] = \frac{1}{\mu_{t_0[1],t_0} X_{\sigma k}(t_0[1])} = I_k(t_0) \) by definition.

\[ \square \]

For completeness, we compare the partial orders on both sides of the map \( \theta \), though it will not be used in this paper. Recall that \( \prec' \) denote the reverse lexicographical order (on \( \mathbb{Z}^{[1,l]} \)), see Section 7.3.

**Lemma 9.1.4.** For any \( g' \prec_{t_0} g \) in \( M^{\circ}(t_0) \), we have \( \theta(g') <' \theta(g) \) in \( \mathbb{Z}^{[1,l]} \).

**Proof.** It suffices to check that \( \theta(\deg Y_k) <' 0 \) for all \( k \in I_{uf} \). We have \( \deg Y_k = -f_{s(k)} + \sum_{j < s(k)} b_{jk} f_j \) by the definition of \( \overline{B}(t_0) \) (Remark 8.1.4). It follows that \( \theta(\deg Y_k) \in -\varrho_{[k^{min},s(k)]} + \mathbb{Z}^{[1,s(k)-1]} <' 0 \). The claim follows.

\[ \square \]

9.2. **Integral form.** Denote \( A = \mathbb{Q}[q^\pm] \). Recall that \( A_q[N_-(w)] \) is the \( \mathbb{Q}(q) \)-algebra generated by the dual PBW generators \( F_{-1}^{up}(\beta_i), i \in I \) over \( \mathbb{Q}(q) \), subject to the \( Q \)-grading homogeneous relations given by the LS-law:

\[ q^{(\beta_j, \beta_k)} F_{-1}^{up}(\beta_j) F_{-1}^{up}(\beta_k) - F_{-1}^{up}(\beta_k) F_{-1}^{up}(\beta_j) = \sum_{\varrho \in \mathbb{N}^{[i+1,k-1]}} b_{j,k}(\varrho) F_{-1}^{up}(\varrho, w) \]

for \( j < k \), where the coefficients \( b_{j,k}(\varrho) \in \mathbb{Q}[q^\pm] \).
The $A$-algebra $A_q[N_-(w)]_A$ generated by the dual PBW generators $F^\uparrow_{-1}(\beta_i), i \in I$, is called the integral form of $A_q[N_-(w)]$. See [Kim12] for more details.

Work with the (partially compactified) quantum cluster algebra $\mathcal{A}_q(t_0)_{Q(q^{\frac{1}{2}})} \cong A_q[N_-(w)]_{Q(q^{\frac{1}{2}})}$. By applying the linear map $\text{cor}$ to each PBW generator, we get the following rescaled LS-law:

\begin{equation}
q^{(\beta_j, \beta_k)} \text{cor} F^\uparrow_{-1}(\beta_j) \text{cor} F^\uparrow_{-1}(\beta_k) - \text{cor} F^\uparrow_{-1}(\beta_k) \text{cor} F^\uparrow_{-1}(\beta_j)
= \sum_{\ell \in \mathbb{N}^{[j+1,k-1]}} b'_{j,k}(\ell) \text{cor} F^\uparrow_{-1}(\ell, \mathbf{w})
\end{equation}

where $b'_{j,k}(\ell) \in b_{j,k}(\ell) \cdot q^{\pm Z}$.

Notice that $\text{cor} F^\uparrow_{-1}(\beta_i)$ are quantum cluster variables. So it is not surprising that the coefficients appearing in (9.2) should belong to $\mathbb{Z}[q^{\frac{1}{2}}]$, which we give a rigorous proof below using cluster theory.

**Lemma 9.2.1.** We have $b'_{j,k}(\ell) \in \mathbb{Z}[q^{\frac{1}{2}}]$.

**Proof.** Denote $Z = q^{(\beta_j, \beta_k)} \text{cor} F^\uparrow_{-1}(\beta_j) \text{cor} F^\uparrow_{-1}(\beta_k) - \text{cor} F^\uparrow_{-1}(\beta_k) \text{cor} F^\uparrow_{-1}(\beta_j)$. Then $Z \in \mathcal{LP}(t_0)$. Notice that $\text{cor} F^\uparrow_{-1}(\ell) \mathbf{w}$ is a pointed set in $\mathcal{LP}(t_0)$ by Proposition 9.1.1. Then the finite decomposition in (9.2) is the $\sim t_0$-decomposition in $\mathcal{LP}(t_0)$ with coefficients in $\mathbb{Z}[q^{\frac{1}{2}}]$ by Lemma 3.3.3.

**Corollary 9.2.2.** We have $b_{j,k}(\ell) \in \mathbb{Z}[q^{\frac{1}{2}}] \cap \mathbb{Q}[q^{\frac{1}{2}}]$. The claim follows.

Note that one can also deduce Corollary 9.2.2 from properties of the dual canonical basis [Lus93, Proposition 14.2.6] and the dual PBW basis [Kim12, Proposition 4.26, Theorem 4.29].

Correspondingly, the dual PBW generators $F^\uparrow_{-1}(\beta_i), i \in I$, generate a $\mathbb{Z}[q^{\frac{1}{2}}]$-algebra, which we denote by $A_q[N_-(w)]\mathbb{Z}[q^{\frac{1}{2}}]$. Then the dual PBW basis $\{F^\uparrow_{-1}(\ell, \mathbf{w})| \ell \in \mathbb{N}^{[1,l]} \}$ is a $\mathbb{Z}[q^{\frac{1}{2}}]$-basis of $A_q[N_-(w)]\mathbb{Z}[q^{\frac{1}{2}}]$.

Consider the extension $A_q[N_-(w)]_{\mathbb{Z}[q^{\frac{1}{2}}]} = A_q[N_-(w)]_{\mathbb{Z}[q^{\frac{1}{2}}]} \otimes_{\mathbb{Z}[q^{\frac{1}{2}}]} \mathbb{Z}[q^{\frac{1}{2}}]$. Theorem 8.1.2 could be strengthened as the following, which was also proved in the recent work [GY21, Theorem B].

**Theorem 9.2.3.** Take the initial seed $t_0 = t_0(\mathbf{w})$ as before. We have a $\mathbb{Z}[q^{\frac{1}{2}}]$-algebra isomorphism $\kappa : \mathcal{A}_q(t_0) \cong A_q[N_-(w)]_{\mathbb{Z}[q^{\frac{1}{2}}]}$ such that the initial quantum cluster variables $X_j(t_0), j \in I$, are identified with the rescaled unipotent quantum minors $\text{cor} D[j^{\min}, j]$.

**Proof.** Make the identification $\mathcal{A}_q(t_0)_{Q(q^{\frac{1}{2}})} \cong A_q[N_-(w)]_{Q(q^{\frac{1}{2}})}$ by Theorem 8.1.2.
Recall that the rescaled dual PBW basis $\text{cor} F^{-1}_{\uparrow}$ is a $\mathbb{Z}[q^{\pm\frac{1}{2}}]$-basis of $\mathbb{A}_q[N_-(w)]_{\mathbb{Z}[q^{\pm\frac{1}{2}}]}$. In addition, the rescaled dual PBW generators are quantum cluster variables. Therefore, $\mathbb{A}_q[N_-(w)]_{\mathbb{Z}[q^{\pm\frac{1}{2}}]}$ is a subalgebra of the quantum cluster algebra $\overline{\mathbb{A}}_q(t_0)$.

Moreover, the rescaled dual PBW basis $\text{cor} F^{-1}_{\uparrow}$ is a $\mathbb{Q}(q^{\frac{1}{2}})$-basis of $\overline{\mathbb{A}}_q(t_0)_{\mathbb{Q}(q^{\frac{1}{2}})} \simeq \mathbb{A}_q[N_-(w)]_{\mathbb{Q}(q^{\frac{1}{2}})}$. It follows that any $Z \in \overline{\mathbb{A}}_q(t_0) \subset LP(t_0)$ has a finite decomposition in terms of $\text{cor} F^{-1}_{\uparrow}$. By Lemma 3.3.3, this decomposition is the $\langle t_0 \rangle$-decomposition in $LP(t_0)$ with coefficients in $\mathbb{Z}[q^{\pm\frac{1}{2}}]$. Therefore, the rescaled dual PBW basis $\text{cor} F^{-1}_{\uparrow}$ is a $\mathbb{Z}[q^{\pm\frac{1}{2}}]$-basis of $\overline{\mathbb{A}}_q(t_0)$.

\[ \square \]

Applying Theorem 9.2.3 to symmetric Kac-Moody cases, we get the following result.

**Corollary 9.2.4** ([Qin17, Theorem 9.1.3][KKKO18, Main Theorem 1]). **Conjecture [GLS13, Conjecture 12.7] holds true.**

Since the dual PBW basis is a $\mathbb{Z}[q^{\pm}]$-basis of the algebra $\mathbb{A}_q[N_-(w)]_{\mathbb{Z}[q^{\pm}]}$, so is the dual canonical basis $B^{-1}_{up}$. In particular, the multiplication structure constants of $B^{-1}_{up}$ take value in $\mathbb{Z}[q^{\pm}]$. Correspondingly, let $\mathbb{A}_q[N_-(w) \cap wG_0^{\text{min}}]_{\mathbb{Z}[q^{\pm}]}$ and $\mathbb{A}_q[N^w]_{\mathbb{Z}[q^{\pm}]}$ denote the free $\mathbb{Z}[q^{\pm}]$-modules spanned by the localized dual canonical bases $\check{B}^{-1}_{up}(w)$ and $B^{-1}_{up,w}$ respectively. Then they are isomorphic $\mathbb{Z}[q^{\pm}]$-algebras:

\[ \iota_w : \mathbb{A}_q[N_-(w) \cap wG_0^{\text{min}}]_{\mathbb{Z}[q^{\pm}]} \simeq \mathbb{A}_q[N^w]_{\mathbb{Z}[q^{\pm}]} . \]

In addition, notice that $\mathbb{A}_q[N_-(w) \cap wG_0^{\text{min}}]_{\mathbb{Z}[q^{\pm}]}$ can also be viewed as the localization of the $\mathbb{A}_q[N_-(w)]_{\mathbb{Z}[q^{\pm}]}$ with respect to $D_w$. By Theorem 9.2.3, it is isomorphic to the (localized) quantum cluster algebra $\mathbb{A}_q(t_0)$ after an extension to $\mathbb{Z}[q^{\pm\frac{1}{2}}]$. We obtain the following.

**Theorem 9.2.5.** Take the initial seed $t_0 = t_0(\overline{w})$ as before. We have a $\mathbb{Z}[q^{\pm\frac{1}{2}}]$-algebra isomorphism $\iota_{w*,\kappa} : \mathbb{A}_q(t_0) \simeq \mathbb{A}_q[N^w]_{\mathbb{Z}[q^{\pm\frac{1}{2}}]}$, such that the initial quantum cluster variables $X_j(t_0)$, $j \in I$, are identified with the rescaled unipotent quantum minors $\text{cor}[D_j^{\text{min}},j]$.

**Remark 9.2.6** (Rescaled quantum cluster algebra). We remark that the extension to include $q^{\frac{1}{2}}$ is a technical trick needed for changing from the dual bar involution $\sigma$ to the twisted dual bar involution $\sigma'$, where $\sigma'$ is identified with the usual bar involution $\bar{\cdot}$ for quantum cluster algebras (Lemma 8.1.3). For readers who do not want to introduce $q^{\frac{1}{2}}$, one can instead rescale the quantum cluster algebras as below (see [GLS13, Section 10.4]).

Notice that every quantum cluster monomial $x$ is a homogeneous element. Correspondingly, we can define the rescaled quantum cluster monomials $\text{cor}^{-1}x$, which correspond to dual canonical basis elements...
by Theorem 9.5.2. The rescaled partially compactified quantum cluster algebra can be defined to be the $\mathbb{Z}[q^{\pm}]$-algebra generated by the rescaled quantum cluster variables. Then it is isomorphic to $A_q[N_-^w]_{\mathbb{Z}[q^{\pm}]}$. Correspondingly, the rescaled (localized) quantum cluster algebra defined as a localization is isomorphic to $A_q[N_w^\uparrow]_{\mathbb{Z}[q^{\pm}]}$.

9.3. Localization and the initial triangular basis. Taking the localization at frozen variables $X_j = \kappa^{-1}D[j^\min_j]$, $j \in I_f$, we obtain the (localized) quantum cluster algebra $A_q(t_0) = \mathcal{A}_q[t_0][X_j^{-1}]_{j \in I_f}$. Using Proposition 7.4.2, we deduce that by taking the localization of the dual canonical basis at frozen variables, $A_q(t_0)$ has a $M^\sigma(t_0)$-pointed $\mathbb{Z}[q^{\pm}]$-basis

(9.3) \[ L := \{ [X^d * S]^{t_0} | S \in \kappa^{-1}B^\uparrow_{-1}, d \in \mathbb{Z}^I \}. \]

Proposition 9.3.1 ([Qin17, Corollary 9.1.9]). The basis $L$ is the triangular basis with respect to the initial seed $t_0$.

Proof. We refer the reader to [Qin17, Section 9.1] for a detailed proof. The key step is [Qin17, Proposition 9.1.8] which verifies the $\prec_{t_0}$-unitriangularity property of the dual canonical basis by an induction on the length of $w$ with the help of the dual PBW basis.

\[ \square \]

Theorem 9.3.2. The isomorphism $\iota_w \kappa : A_q(t_0) \simeq A_q[N_w^\uparrow]_{\mathbb{Z}[q^{\pm}]}$ identifies the initial triangular basis $L$ and the rescaled localized dual canonical basis $\text{cor}B^\uparrow_{-1,w}$.

Proof. Recall that we denote $\iota_w b = [b]$ for dual canonical basis elements $b \in B^\uparrow_{-1}$.

By construction, elements of $L$ take the form $b(\lambda, S) = [X^{-\lambda} * S]^{t_0}$ for $S \in \kappa^{-1}B^\uparrow_{-1}$, $\lambda \in \mathbb{N}^I$. The corresponding elements $b'(\lambda, S)$ in $\hat{B}^\uparrow_{-1,w}$ take the form $q^{(\lambda, \text{wt} S + \lambda - w\lambda)}[D_{w,\lambda,\lambda}]^{-1}[S]$, where we identify $\mathbb{N}^I \simeq \bigoplus_{a \in \text{supp} w} \mathbb{N}v_a$ such that $D_{w,\lambda,\lambda} = \kappa X^\lambda$. Then we have $\kappa b(\lambda, S) = \xi \text{cor}b'(\lambda, S)$ for some $\xi \in q^{\mathbb{Z}}$. On the one hand, since $b(\lambda, S)$ is invariant under the bar involution (1), $\kappa b(\lambda, S)$ must be invariant under the twisted dual bar involution $\sigma'$. On the other hand, since $b'(\lambda, S)$ is $\sigma$-invariant, $\text{cor}b'(\lambda, S)$ is $\sigma'$-invariant. Because $\sigma'$ and the bar involution (1) are identified, we have $\xi = 1$. It follows that $\iota_w \kappa L = \text{cor}B^\uparrow_{-1,w}$. \[ \square \]

9.4. Twist automorphism. [KO21] introduced a quantum analogue of the twist automorphism for quantum unipotent cells $A_q[N_w^\uparrow]$, which was denoted by $\eta_{w,q}$.
Theorem 9.4.1 ([KO21, Theorem 6.1]). There exists a \( \mathbb{Q}(q) \)-algebra automorphism \( \eta_{w,q} \) on \( A_q[N^w] \) such that, for \( k \in [1, l] \), we have

\[
\eta_{w,q}[D[k_{\min}, k]] = q^{-(\omega_{w,q} - \beta_{k_{\min}, k})}(D[k_{\min}, k_{\max}])^{-1}D[k, k_{\max}], \quad k \in I_{uf},
\]

\[
\eta_{w,q}[D[k_{\min}, k_{\max}]] = q^{-(\omega_{w,q} - \beta_{k_{\min}, k_{\max}})}D[k_{\min}, k_{\max}].
\]

In particular, \( \text{wt} \eta_{w,q} x = -\text{wt} x \) for homogeneous \( x \). Moreover, \( \eta_{w,q} \) restricts to a permutation on the (localized) dual canonical basis \( B_{up}^w \) and commutes with the dual bar involution \( \sigma \).

The rescaling map \( \text{cor} \) decomposes as \( \text{cor} = \text{cor}_2 \text{cor}_1 = \text{cor}_1 \text{cor}_2 \) for the \( \mathbb{Z}[q^{\pm \frac{1}{2}}] \)-module endomorphisms \( \text{cor}_1, \text{cor}_2 \) on \( A_q[N^w]_{\mathbb{Z}[q^{\pm \frac{1}{2}}]} \) such that, for any homogeneous \( x \), we have

\[
\text{cor}_1(x) = c_1(x)x := q^{\frac{1}{2}(\text{wt} x, \varrho)}x
\]

\[
\text{cor}_2(x) = c_2(x)x := \frac{1}{2}(\text{wt} x, \text{wt} x).x.
\]

Then \( \text{cor}_1 \) is an algebra automorphism of the \( Q \)-graded algebra \( A_q[N^w]_{\mathbb{Z}[q^{\pm \frac{1}{2}}]} \). Notice that \( \eta_{w,q} \) is well-defined on \( A_q[N^w]_{\mathbb{Z}[q^{\pm \frac{1}{2}}]} \). We rescale \( \eta_{w,q} \) to the following automorphism on \( A_q[N^w]_{\mathbb{Z}[q^\pm]} \):

\[
(9.4) \quad \text{tw}_w := \eta_{w,q} \text{cor}_1^{-2}.
\]

Lemma 9.4.2. The rescaled twist automorphism \( \text{tw}_w \) commutes with \( \sigma' \).

**Proof.** For any homogeneous \( x \), we have \( \sigma \eta_{w,q} x = \eta_{w,q} \sigma x \) by Theorem 9.4.1. Since \( \text{wt} \eta_{w,q} x = -\text{wt} x \), we have \( c_1(\eta_{w,q} x) = c_1(x)^{-1} \) and \( c_2(\eta_{w,q} x) = c_2(x) \). Recall that \( \sigma = \text{cor}_2^{-2} \sigma' \). We compute

\[
\sigma \eta_{w,q} x = \text{cor}_2^{-2} \text{cor}_1^{-2} \sigma' \eta_{w,q} x
\]

\[
= c_2(\eta_{w,q} x)^{-2} c_1(\eta_{w,q} x)^{-2} \sigma' \eta_{w,q} x
\]

\[
= c_2(x)^{-2} c_1(x)^2 \sigma' \eta_{w,q} x
\]

\[
= c_2(x)^{-2} \sigma'(c_1(x)^{-2} \eta_{w,q} x)
\]

\[
= c_2(x)^{-2} \sigma'(\eta_{w,q} c_1(x)^{-2} x)
\]

\[
= c_2(x)^{-2} \sigma' \text{tw}_w x.
\]

Similarly, we have

\[
\eta_{w,q} \sigma x = \eta_{w,q} c_2(x)^{-2} c_1(x)^{-2} \sigma x
\]

\[
= c_2(x)^{-2} \eta_{w,q} c_1(\sigma x)^{-2} \sigma x
\]

\[
= c_2(x)^{-2} \text{tw}_w (\sigma x).
\]

It follows that \( \sigma' \text{tw}_w x = \text{tw}_w \sigma' x \).

\[\square\]
The automorphism \( \tau_w \) on \( \mathcal{A}_q[N_w]^\mathbb{Z}[q^\pm 1] \) induces an automorphism \( \tau_w \) on \( \mathcal{A}_q(t_0) \) via the identification \( \mathcal{A}_q(t_0) \simeq \mathcal{A}_q[N_w]^\mathbb{Z}[q^\pm 1] \). We translate Theorem 9.4.1 for cluster algebras as the following.

**Theorem 9.4.3.** Let there be given \( t_0 = t_0(\tilde{w}) \) as before. The algebra automorphism \( \tau_w \) on \( \mathcal{A}_q(t_0) \) satisfies

\[
\tau_w(X_k(t_0)) = [X_{k_{\text{max}}}^{-1} I_k(t_0)]^{t_0}, \quad k \in I_{\text{af}}
\]

\[
\tau_w(X_j(t_0)) = X_j(t_0)^{-1}, \quad j \in I_t.
\]

Moreover, \( \tau_w \) commutes with the bar involution \( \bar{\cdot} \) on \( \mathcal{A}_q(t_0) \), and it restricts to a permutation on the initial triangular basis \( \mathbf{L} \).

**Proof.** Since \( \sigma' \) is identified with \( \bar{\cdot} \) by Lemma 8.1.3, Lemma 9.4.2 implies that \( \tau_w \) commutes with \( \bar{\cdot} \).

Next, for any \( S \in B_{-1}^{\text{up}, w} \), we have \( \eta_{w,q} S \in \tilde{B}_{-1}^{\text{up}, w} \) by Theorem 9.4.1. We compute

\[
\tau_w \text{ cor} S = \eta_{w,q} \text{ cor}^{-2} \text{ cor} \text{ cor} S
\]

\[
= \eta_{w,q} c_1(S)^{-1} c_2(S) S
\]

\[
= c_1(S)^{-1} c_2(S) \eta_{w,q} S
\]

\[
= c_1(\eta_{w,q} S) c_2(\eta_{w,q} S) \eta_{w,q} S
\]

\[
= \text{ cor}(\eta_{w,q} S)
\]

It follows that \( \tau_w \) preserves \( \text{ cor} \tilde{B}_{-1}^{\text{up}, w} \simeq \mathbf{L} \).

Finally, applying the rescaling \( \text{ cor} \) to the unipotent quantum minors appearing in Theorem 9.4.1 we get

\[
\tau_w(X_k(t_0)) = \xi_k X_{k_{\text{max}}}^{-1} I_k(t_0), \quad k \in I_{\text{af}},
\]

\[
\tau_w(X_j(t_0)) = \xi_j X_j(t_0)^{-1}, \quad j \in I_t,
\]

for some scalars \( \xi_k, \xi_j \in q^{\frac{1}{2}} \). Since \( \tau_w \) commutes with the bar involution \( \bar{\cdot} \) and quantum cluster variables are bar-invariant, the scalars are chosen such that the right hand side are bar-invariant. It follows that the right hand side are normalization of the ordered product.

\[ \square \]

Next, we want to show that the automorphism \( \tau_w \) is a DT-type cluster twist automorphism defined in Section 5.

The automorphism \( \tau_w \) naturally extends to an automorphism on \( \mathcal{F}(t_0) \). Recall that the mutation sequence induces a \( k \)-algebra isomorphism \( \mu^* : \mathcal{F}(t_0[1]) \simeq \mathcal{F}(t_0) \). Let us define \( \text{var}_w : \mathcal{F}(t_0) \simeq \mathcal{F}(t_0[1]) \) by \( \text{var}_w = (\mu^*)^{-1} \tau_w \).

From Theorem 9.4.3, we deduce that

\[
\text{var}_w(X_k(t_0)) = X_{k_{\text{max}}}^{-1} X_{\sigma_k}(t_0[1]), \quad k \in I_{\text{af}},
\]

\[
\text{var}_w(X_j) = X_j^{-1}, \quad j \in I_t.
\]
In particular, we see that \( \var_w \) can be induced from the linear homomorphism \( \var_w: M^0(t_0) \simeq M^0(t_0[1]) \) such that

\[
\var_w(f_k) = f'_{\sigma(k)} - f'_{k_{\max}}, \quad k \in I_u,
\]
\[
\var_w(f_j) = -f'_j, \quad j \in I_t,
\]

where \( f_i, f'_i \) denote the \( i \)-th unit vector in \( M^0(t_0) \) and \( M^0(t_0[1]) \) respectively.

**Proposition 9.4.4.** The map \( \var_w \) is a variation map.

**Proof.** It remains to check that \( \var_w Y_k(t_0) = Y_{\sigma k}(t_0[1]) \) for any \( k \in I_u \), or, equivalently, \( \var_w \deg^{\mu_0} Y_k(t_0) = \deg^{\mu_0[1]} Y_{\sigma k}(t_0[1]) \), i.e., \( \var_w(\sum b_{ik} f_i) = \sum b'_{ik} f'_{ik} \) where \( b_{ik} = b_{ik}(t_0), \ b'_{ik} = b_{ik}(t_0[1]), \ f_i, f'_i \) denote the \( i \)-th unit vectors in \( M^0(t_0) \) and \( M^0(t_0[1]) \) respectively.

It might be possible to verify the claim by working with the matrices directly (Remarks 8.1.4, A.3.1). Let us give a more conceptual proof.

On the one hand, we deduce from the definition of \( \var_w \) and Lemma 9.1.3 that \( \deg^{\mu_0} \var_w X_j(t_0) = -f_j, j \in I \). It follows that \( \deg^{\mu_0} \var_w Y_k(t_0) = -\deg^{\mu_0} Y_k(t_0) \).

On the other hand, since \( t_0 \) and \( t_0[1] \) are similar up to \( \sigma \), we have \( b_{ik} = b'_{\sigma i, \sigma k} \) for \( i, k \in I_u \). It follows from the definition of \( \var_w \) that \( \var_w(\sum b_{ik} f_i) - \sum b'_{ik} f'_{ik} = u_k \) for some \( u_k \in \mathbb{Z}^h \). Therefore, \( \var_w Y_k(t_0) = Y_{\sigma k}(t_0[1]) \cdot p_k \) where \( p_k = X^{u_k} \in \mathcal{P} \). We deduce that \( \var_w Y_k(t_0) = \mu^{* \var_w} Y_k(t_0) = \mu^{* \var_w} Y_{\sigma k}(t_0[1]) \cdot p_k \). In addition, we know that \( \deg^{\mu_0} Y_k(t_0) = -\deg^{\mu_0} Y_k(t_0) + u_k \).

Combining the above discussions, we obtain \( u_k = 0 \). It follows that \( \var_w \deg^{\mu_0} Y_k(t_0) = \deg^{\mu_0[1]} Y_{\sigma k}(t_0[1]) \).

\( \square \)

Consequently, we obtain the following result.

**Theorem 9.4.5.** The automorphism \( \var_w \) decomposes as \( \var_w = \mu^{* \var_w} \) such that \( \var_w: F(t_0) \simeq F(t_0[1]) \) is a variation map. In particular, \( \var_w \) is a twist automorphism of Donaldson-Thomas type in the sense of Section 5.2.

**Example 9.4.6.** Continue Example 7.2.7 7.3.2. Notice that \( \mu^{*}(X_1) = I_1(t_0) = X'_1 = X^{-f_1+f_3} + X^{-f_1+f_2} \). The automorphism \( \var_w \) on \( \mathcal{A}_q(t_0) \) takes the following form

\[
\var_w(X_1) = [X^{-1}_3 * I_1(t_0)]t_0 = [X^{-1}_3 * X'_1]t_0 = X^{-f_1} + X^{-f_1+f_2-f_3}
\]
\[
\var_w(X_2) = X^{-1}_2
\]
\[
\var_w(X_3) = X^{-1}_3
\]
Define $\text{var}_w : \mathcal{F}(t_0) \simeq \mathcal{F}(t_0[1])$ such that

\[
\text{var}_w(X_1) = q^{-\frac{1}{2}A_{13}}X_1' \ast X_3^{-1} = q^{\frac{1}{2}A_{13}}X_1' \ast X_3^{-1} = \frac{1}{2}X_1' \ast X_3^{-1}
\]

\[
\text{var}_w(X_2) = X_2^{-1}
\]

\[
\text{var}_w(X_3) = X_3^{-1}
\]

Then it is straightforward to check that $\text{var}_w$ is a $\mathbb{K}$-algebra automorphism, $\text{tw}_w = \overline{\mu}^* \text{var}_w$ and $\text{var}_w(Y_1) = X^{f_2-f_3} = Y'_1$. Consequently, $\text{tw}_w$ is an twist automorphism in our previous sense. Notice that we have

\[
\text{tw}_w(X'_1) = \text{tw}_w(X_1^{-1} \ast (q^{\frac{1}{2}}X_3 + q^{-\frac{1}{2}}X_2))
\]

\[
= ((1 + qY_1)^{-1} \ast (qX_3^{-1} + X_2^{-1}))
\]

\[
= X_1 \ast (1 + qY_1)^{-1} \ast q^{-\frac{1}{2}}X_2^{-1} \ast (qY_1 + 1)
\]

\[
= X^{f_1-f_2}.
\]

9.5. Consequences.

Quantization conjecture.

**Theorem 9.5.1.** The rescaled localized dual canonical basis $L$ in (9.3) is the common triangular basis of $A_q \simeq A_q[N_w]_{\mathbb{Z}[q^\pm{\frac{1}{2}}]}$. In particular, it contains all quantum cluster monomials.

**Proof.** The rescaled localized dual canonical basis $L$ is the initial triangular basis for $t_0$ by Proposition 9.3.1. Thanks to its invariance under the twist automorphism (Theorems 9.4.3, 9.4.5) and the admissibility along the mutation sequence in Theorem 8.2.2, we can apply the existence Theorem 6.5.4 to the initial triangular basis and the claim follows.

□

The quantization conjecture follows as a consequence.

**Theorem 9.5.2 ([Kim12, Conjecture 1.1]).** All quantum cluster monomials of $A(t_0)$ are contained in the dual canonical basis $B_{up}^{-1}$ of $U_q^{-}(w)$ up to $q^{\frac{1}{2}}$-powers.

Comparing triangular bases. Berenstein-Zelevinsky defined triangular basis for acyclic seeds in [BZ14], and their definition is different from ours. Take $w = c^2$ where $c$ is a Coxeter word. The corresponding quantum unipotent cell is an acyclic quantum cluster algebra. We have the following natural result.

**Corollary 9.5.3 ([Qin19b, Conjecture 1.2.1]).** The Berenstein-Zelevinsky triangular basis for acyclic seeds is the same as the common triangular basis in [Qin17]. Consequently, it contains all quantum cluster monomials.
Proof. [Qin19b] verifies the statements for symmetric Kac-Moody cases. Now we have seen the existence of common triangular bases for general Kac-Moody algebras. With this existence, the previous proof [Qin19b] is also valid for symmetrizable Kac-Moody cases.

□

Tropical properties of dual canonical bases. We refer the readers to [Qin19a] for necessary definitions and results relating bases and tropical points (Definition 2.3.13), see also [GHKK18] for a sophisticated geometric view. Since common triangular bases are parametrized by the tropical points, and we have seen that they agree with the localized dual canonical bases (after rescaling), we get the following result.

Corollary 9.5.4. The dual canonical basis $B^\text{up}_{-1}$ of the quantum unipotent subgroup $A_q[N_-\langle w \rangle]$ is parametrized by the set of tropical points $\theta^{-1}(N^{(1,i)}) \subseteq M^\circ(t_0) \simeq M^\circ$ of the corresponding cluster variety in the sense of [Qin19a].

Similarly, the (localized) dual canonical basis $\hat{B}^\text{up, w}_{-1}$ of the quantum unipotent cell $A_q[N^w]$ is parametrized by the set of the tropical points $M^\circ$ of the corresponding cluster variety.

Appendix A. Cluster structures on quantum groups

A.1. Quantized enveloping algebras. The defining relations for a quantum enveloping algebra are the following. For any $i, j \in [1, r]$, $h \in P^\vee$, we have

\[
K^h K^{h'} = K^{h+h'}, \quad K^0 = 1,
\]
\[
K^h E_i K^{-h} = q^{(h, \alpha_i)} E_i,
\]
\[
K^h F_i K^{-h} = q^{(h, -\alpha_i)} F_i,
\]
\[
E_i F_j - F_j E_i = \delta_{ij} \frac{K_i - K_i^{-1}}{q_i - q_i^{-1}},
\]
\[
\sum_{k=0}^{1-C_{ij}} (-1)^k E_i^{(k)} E_j E_i^{(1-C_{ij}-k)} = 0, \quad i \neq j,
\]
\[
\sum_{k=0}^{1-C_{ij}} (-1)^k F_i^{(k)} F_j F_i^{(1-C_{ij}-k)} = 0, \quad i \neq j.
\]

In particular, $K_i E_j = q_i^{C_{ij}} E_j K_i$, $K_i F_j = q_i^{-C_{ij}} F_j K_i$.

A.2. CGL extensions. In the following, we explain that $A_q[N_-\langle w \rangle]$ can be viewed as iterated Ore extensions equipped with the action by a torus $H$. See [GY16] for details.
Definition A.2.1 (Twist derivation). Let there be given a \( k \)-algebra \( S \) and \( \sigma \in \text{End} S \). A \( k \)-module endomorphism \( \delta \) is called a \( \sigma \)-derivation of \( S \) if it satisfies \( \delta(xy) = \delta(x)y + (\sigma(x)\delta(y)) \).

When a \( k \)-algebra \( S \) is equipped with a \( \sigma \)-derivation \( \delta \), we can define the Ore extension \( S[x; \sigma, \delta] = \oplus_{d \in \mathbb{N}} x^d S \) as a free \( S \)-module, where \( x \) is an indeterminate. We endow \( S[x; \sigma, \delta] \) with the algebra structure by requiring \( xs = \sigma(s)x + \delta(s) \).

Take the base field \( k = \mathbb{Q}(q) \) as before. We can identify \( Q \) with the character lattice of the algebraic split torus \( \mathcal{H} = \text{Hom}_\mathbb{Z}(Q, \mathbb{Z}) \otimes \mathbb{Z} \mathbb{K}^* \simeq (k^*)^r \) such that \( \gamma = \sum \gamma_i \alpha_i \in Q \) is identified with \( \chi^\gamma \), whose action on \( \mathcal{H} = \{h_1, \ldots, h_r\} \in \mathcal{H} \) is given by \( \chi^\gamma(h) = \prod h_i^{\gamma_i} \). Let \( \mathcal{H} \) act on \((U_q)\gamma \) such that \( h \cdot u = \chi^\gamma(h)u \).

For any \( i, j, k \in [1, r] \), we choose \( h^{(k)}_i, h^{(k)_s} \in \mathcal{H} \) such that \( \chi^\gamma(h^{(k)}_i) = q^{(\beta_i, \alpha_k)} \), \( \chi^\gamma(h^{(k)_s}) = q^{(\beta_s, \alpha_k)} \) as the following. Denote \( \beta_k = \sum_{s=1}^r (\beta_s)_s \alpha_s \). We can choose \( h^{(k)}_i = (h_1, \ldots, h_i, r) \) and \( h^{(k)_s} = (h_1, \ldots, h_s) \). As before, we can identify \( U_q[N_-(w)]_{\leq k} \) by \( \sigma_k \) and the action of \( h^{(k)}_i \) on \( U_q[N_-(w)]_{\geq k} \) by \( \sigma_k^* \). By the dual LS-law (Proposition 7.3.1), we have the following \( k \)-module endomorphisms \( \delta_k \) and \( \delta_k^* \):

\[
\delta_k : A_q[N_-(w)]_{[1,k-1]} \to A_q[N_-(w)]_{[1,k-1]} \\
u \mapsto F_{-1}^\uparrow(\beta_k)u - \sigma_k(u)F_{-1}^\uparrow(\beta_k)
\]

\[
\delta_k^* : A_q[N_-(w)]_{[k+1,\ell]} \to A_q[N_-(w)]_{[k+1,\ell]} \\
u \mapsto F_{-1}^\uparrow(\beta_k)u - \sigma_k^*(u)F_{-1}^\uparrow(\beta_k)
\]

Then \( A_q[N_-(w)] \) can be written as the following iterated Ore extensions equipped with the action by \( \mathcal{H} \):

\[
A_q[N_-(w)] = k[F_{-1}^\uparrow(\beta_1)][F_{-1}^\uparrow(\beta_2); \sigma_2, \delta_2] \cdots [F_{-1}^\uparrow(\beta_1); \sigma_1, \delta_1]
\]

\[
= k[F_{-1}^\uparrow(\beta_1)][F_{-1}^\uparrow(\beta_{i-1}; \sigma_{i-1}, \delta_{i-1}^*] \cdots [F_{-1}^\uparrow(\beta_1); \sigma_1, \delta_1^*].
\]

One can check that it is a symmetric Cauchon-Goodearl-Letzter (CGL) extension in the sense of [GY20, Definition 2.2].

Remark A.2.2 (Normalization factor). For \( j < k \), denote \( h^{(k)}_i F_{-1}^\uparrow(\beta_j) = \lambda_{kj} F_{-1}^\uparrow(\beta_j) \). Then \( \lambda_{kj} = q^{(\beta_k, \beta_j)} \). Define \( \lambda_{kk} = 1 \). For any \( j \), recall that \( j^{\min}[m_j] = j \). The normalization factor \( S(\mathcal{L}_{j^{\min}j}) \) in [GY16, (4.18)(2.7)] is given by
\[
S(\zeta_{j, \min, j}) := \prod_{0 \leq b < a \leq m_j^{-}} (\sqrt[\lambda_{j, \min}^{[b], j, \min[a]}])^{-1} = \prod_{b < a} q^{\frac{1}{2}(\beta_{j, \min}[b], \beta_{j, \min}[a])}.
\]

Recall that \( \text{cor} B_{j, \min}^{\up} \) is \( \sigma' \)-invariant. Applying \( \text{cor} \) and \( \sigma' \) to \( D[j, \min, j] \) and using (7.1), we get

\[
\text{cor} D[j, \min, j] = \sigma'(\xi_j \text{cor} F_{j, \min, j}^{\up}(\beta_j) \cdots \text{cor} F_{j, \min}^{\up}(\beta_{j, \min[1]})) \text{cor} F_{j, \min}^{\up}(\beta_{j, \min}) + \sigma' \text{cor} Z
\]

with the scalar \( \xi_j = q^{\frac{1}{2}\sum_{m_j^{-} \geq a > 0} (\beta_{j, \min[a]}, \beta_{j, \min[a]})} \cdot \). Then \( \xi_j^{-1} \) agrees with the normalization factor \( S(\zeta_{j, \min, j}) \). By [GY16, Proposition 4.6, Theorem 8.2(b)], \( \text{cor} D[j, \min, j] \) is a quantum cluster variable.

### A.3. Cluster structures.

**Remark A.3.1.** The \( \tilde{B} \)-matrix \( \tilde{B}(t_0[1]) \) is given by [GY16, Section 10.1] as the following ([GY16] treated finite dimensional Lie algebras, but their statements concerning combinatorics such [GY16, Proposition 10.4] are valid for a general root datum).

Define the permutation \( w_0 \) on \([1, l] \) such that \( w_0(j, \min[d]) = j, m \leq d \leq m(i_j) \). Denote \( j' := w_0(j) \). Then \( I_t = \{ j | p(j') = -\infty \} \). The \( (j, k) \)-entry of \( \tilde{B}(t_0[1]) \) is given by

\[
b_{jk} = \begin{cases} 
1 & \text{if } j' = p(k') \\
-1 & \text{if } j' = s(k') \\
C_1 & \text{if } p(j') < p(k') < j' < k' \\
C_2 & \text{if } p(k') < p(j') < k' < j' \\
0 & \text{else}
\end{cases}
\]

The \( \Lambda \)-matrix of \( t_0[1] \) is determined by the \( q \)-commutativity relation among the quantum cluster variables \( \text{cor} D[j, j, \max] \), \( j \in I \). By [GY16, Theorem 9.5(b)], for any \( j < k \), we have

\[
N_{\overrightarrow{w}, \overrightarrow{w}}(\zeta_{j, j, \max}, \zeta_{k, k, \max}) = ((\overrightarrow{w}, \overrightarrow{w}), \zeta_{j, j, \max}, \beta_{k, k, \max}).
\]

**Example A.3.2** ([GLS11, Example 13.2]). Let us consider a more complicated example. Take the Cartan matrix \( C = \begin{pmatrix} 2 & -3 & -2 \\
-3 & 2 & -2 \\
-2 & -2 & 2 \end{pmatrix} \),

the reduced word \( \overrightarrow{i} = (1, 2, 1, 3, 1, 2, 1, 2, 3, 2) \). Correspondingly, \( I = [1, 10], I_t = \{7, 9, 10\} \). We choose an initial seed \( t_0 = t_0(\overrightarrow{w}) \) such
that its $\tilde{B}$-matrix is given by Remark 8.1.4. We associate to its (skew-symmetric) matrix $(b_{ij})_{i,j \in I}$ a quiver $\tilde{Q}(t_0)$, which is a directed graph with the set of vertices $I$ and $[b_{ij}]_+$-many arrows from $i$ to $j$ for all $i,j \in I$. We can choose $t_0$ such that the $\tilde{Q}(t_0)$ is drawn as in Figure A.1 (frozen vertices are diamond nodes and unfrozen ones are circle nodes; the number on the arrow means the multiplicity).

The mutation sequence $\mu w$ applies successively on the sequence of vertices $(1,3,5,2,6,8,1,3,4,1,2,6,2)$ (read from left to right). We have the seed $t_0[1] = \langle \mu w \rangle t_0$. Its quiver $\tilde{Q}(t_0[1])$ is drawn as Figure A.2. Relabeling the vertices by the permutation $w_0$ of $I$ given in Remark A.3.1, we obtain Figure A.3.

![Figure A.1](image1.png)

**Figure A.1.** The quiver $\tilde{Q}(t_0)$ associated to the reduced word $\underline{\iota}$.

![Figure A.2](image2.png)

**Figure A.2.** The quiver $\tilde{Q}(t_0[1])$ associated with the reduced word $\underline{\iota}$. 
Figure A.3. The quiver $\tilde{Q}(t_0[1])$ associated to the reduced word $i$ with vertices relabeled.

Remark A.3.3. By the combinatorial algorithm in [GLS11, Section 13.1], we can construct a mutation sequence for Theorem 8.2.2 as follows. For $k \in [1, l]$, denote the following mutation sequence (read from right to left)

$$\mu_k := \mu_{k_{\min}[m(i_k[k,l])]-2} \cdots \mu_{k_{\min}[1]} \mu_{k_{\min}}.$$

Notice that the sequence is trivial when $m(i_k[k,l]) - 2 < 0$. Define the mutation sequence

$$\hat{\mu} := \hat{\mu}_1 \cdots \hat{\mu}_2.$$

Then $t_0[1] = \hat{\mu} t_0$.

Moreover, $t_0$ and $t_0[1]$ are similar up to the permutation $\sigma$ on $[1, l]$ such that

$$\sigma(k) = k, \quad k = k_{\max}$$
$$\sigma(k_{\min}[d]) = k_{\max}[-d - 1], \quad 0 \leq d < m(i_k).$$

See Remarks 8.1.4, A.3.1.
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