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Abstract
This study aims to investigate the performance of Zarrineh Rud reservoir by implementing strategies for adaptation to climate change. Using sequent peak algorithm (SPA), the rule curve were simulated. Then, the optimal rule curve was procured through GA-SPA, aiming to minimize the water shortage. The future data were downscaled using SDSM based on CanEsm2 model and under RCP2.6 and RCP8.5. Finally, in view of environmental demand, reservoir performance indices were calculated for both non-adaptive and adaptive policies during all future periods (2020-2076). Results showed simulation with the static hedging rules managed to significantly reduce the average vulnerability index (by 60%) compared to no hedging, while the dynamic hedging rules outperformed static hedging rules only by 9%. Therefore, considering the insignificant improvement in reservoir performance using dynamic rules and their complexity, static hedging rules are recommended as the better option for adaptation during climate change.
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1. Introduction
Surface water reservoirs play an important role in water supply in many countries across the world. In an arid country like Iran, more than 90% of renewable water is consumed by the agricultural sector, which is mostly supplied by surface water reservoirs (Anvari et al., 2017). These reservoirs must be designed such that they can retain the excess wet season runoff for dry or low-precipitation periods, and provide adequate dam release to meet downstream demands (Guo et al., 2004; Chen et al., 2007; Compos, 2010; Anvari et al., 2019). The best option here is a design based on the historical inflow. However, this can cause problems if there is a change in the stream flow due to climate change (IPCC, 2007).
Most of these reservoirs are operated using a standard operating policy (SOP) based on the water available at the beginning of each month (initial reservoir storage plus inflow) (Yin et al., 2015). Although these rule curves are easy to use, they can cause a greater vulnerability and higher water shortage in the reservoir under climate change. To reduce these impacts, hedging (or water rationary) during normal operational periods is carried out (Bhatia et al., 2018; Tu et al., 2008; Eum et al., 2011; Srinivasan and Kumar, 2018; Chang et al., 2019). Therefore, many studies have focused on evaluating the impact of climate change on reservoir performance in order to adapt to and reduce these effects (Fowler et al., 2003; Nawaz & Adeloye, 2006; Li et al., 2009; Moghaddasi, et al., 2010, Traynham et al., 2011; Adeloye et al., 2013; Hernandez et al., 2017; Mushtagh & Moghaddasi, 2017; Ehteram et al., 2018). Most studies indicate a climate change-induced deterioration of reservoir performance involving reduced reliability and increased water shortage, although there is still uncertainty regarding these effects (Soundharajan, et al., 2016; Kermani et al., 2020). Such adverse conditions need further adaptation and mitigation. Several studies have focused on this topic, some of which are reviewed below. Raje and Mujumdar (2010) examined the impact of climate change on the performance of the Hirakud multipurpose reservoir in India. Their results showed that SOP could decrease the reliability index and increase vulnerability. Then, a stochastic dynamics programming (SDP) model was developed accounting for inflow uncertainty to derive standard operating procedures, aiming to maximize the level of reliability. Compared to SOP, reservoir performance using this model showed a decrease in hydropower generation and increase in irrigation reliability, while its performance remained the same for flood control. Ashofteh and Haddad (2015) extracted an optimal operation policy for Aydughmush reservoir in East Azarbaijan, Iran during current and climate change conditions aiming to minimize vulnerability and maximize reliability using a multi-objective genetic programming (MO-GP) algorithm. The range of variations under current and climate change conditions were respectively 16-41% and 11-35% for the vulnerability index and 46-78% and 30-77% for the reliability index. Soundharajan et al. (2016) examined the performance of the Indian Pong Reservoir using modified SPA (MSPA) under climate change conditions. They first simulated the reservoir inflow through the HYSIM model. Based on the model output, 1000 synthetic datasets were generated using the Thomas-Firing method, and then the optimal reservoir rule curve was determined using MSPA and GA. Results demonstrated that the reservoir capacity would be reduced in the future with a 0.3 coefficient of variation. The coefficient of variation was the highest for the vulnerability index at 0.5 and the lowest for the reliability index. Adeloye et al. (2016) explored the impact of Hedging-Integrated rule curves on the performance of the Indian Pong reservoir under current and future conditions. Using SPA, they first designed the reservoir and simulated the rule curve. Then, the rule curve was calculated using hedging rules and GA aiming to minimize the water shortage. In conclusion, they reduced the vulnerability index from 61% to 20%. Prasanchum and Kangrang (2017) used a GA-connected reservoir simulation model to search for optimal rule curves over a 50-year
period (2014-2064) in the Lampao reservoir, in northeastern Thailand. The impact of climate change was simulated using PRECIS under A2 and B2 emission scenarios, and the future land use maps were created using the CA Markov model. Furthermore, using a SWAT hydrological model, the future inflow to the reservoir was assessed. As a result, the new rule curves and their performance indices were improved, reducing the frequency of water shortage even in the situation where irrigation areas were expanded. Esa Kia (2018) investigated the impact of climate change on the reliability of water supply downstream of Haraz reservoir using the CanESM2 model under RCP2.6 and RCP8.5 scenarios. The optimal operating policy was developed to minimize the sum square of relative deficiency using Firefly Algorithm (FA) and GA during the operation period. The results showed that under current conditions, the FA method, with an 88.3% water supply reliability, outperformed GA (82.4%) and SOP (66.7%), meeting the downstream demand. Under the climate change conditions, it showed lower time and volume-based reliability, and higher vulnerability and water shortage indices. Adeloye and Dau (2019) studied the performance of the Indian Pong reservoir using static and dynamic hedging rules under climate change conditions. According to their results, static hedging rules were effective in reducing vulnerability (from over 60% to less than 25%), but the volume-based reliability remained the same. The dynamic hedging rules slightly improved the values of these indicators, however, considering their complexity, static rules seem to be more efficient. In another study, the modified linear decision rule (MLDR) operation policy was adopted to reduce the impact of climate change on reservoir operation. The findings indicated that the presence of enough water (optimistic scenario) is necessary for the optimal performance of SOP, otherwise (pessimistic scenarios) operating SOP would not be able to properly supply drinking water, resulting in a crisis. On the other hand, the MLDR policy does not allow for the complete draining of the reservoir, reducing the period in which the reservoir remains empty by over 90% in all future water demand scenarios as compared to SOP (Alimohammadi et al., 2020). The present study to analyze the rule curve of Zarrineh Rud reservoir under climate change conditions. First, the rule curve was developed based on historical conditions and using SPA, which was then optimized through GA-SPA. Given the optimal rule curve and the inflow under climate change conditions (CanEsm2 model and RCP2.6 and RCP 8.5 scenarios), reservoir performance indices in non-adaptive policies were calculated for three future periods. Since the GA-SPA curve meets the full demands for adaptation to climate change conditions, middle conditions were extracted to meet the amount of the full demands through static and dynamic hedging rules, i.e. critical rule curve (CRC) (adaptive). Finally, reservoir performance was evaluated and compared considering the environmental demand for both non-adaptive and adaptive policies.

2. Case Study
Zarrineh Rud is the most important catchment of the Lake Urmia (LU), providing over 40% of the total annual inflow into the LU basin. The catchment is located at 45°47’ to 47°20’ N and 35°41’ to 37°27’ E (Figure 1). The total area of the basin is about 12,025 km², and the length of its main channel is 300 km. The average annual rainfall in the basin is 390 mm. The Zarrineh Rud reservoir is the only dam in the basin, and it is operated for agricultural and drinking water demands (Table 1). This dam has a storage capacity of 760 MCM and its active storage is 654 MCM. Meteorological and hydrometric input data for 1990-2016 period were collected from the Iranian Meteorological Organization (IMO) and the Ministry of Energy for two synoptic stations (Saghaz and Takab) and one hydrometric station (upstream of the dam). In addition, future climate data were projected based on CanEsm2 model from AR5 for near future (2020-2038), middle future (2039-2057), and far future (2058-2076) using future climate scenarios: RCP2.6 and RCP8.5. It should be noted that the amount of downstream agricultural demand was obtained from Ahmadzadeh et al. (2016) and environmental demand from Abdi et al. (2014) (Table 2).
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3. Methodology

The general research flowchart is presented in Figure 2 for a better understanding of the research methodology. The methods are explained in more detail below.

3.1. Statistical DownScaling Model (SDSM Model)

In order to produce precipitation and temperature data, the data of CanEsm2 model were downscaled using SDSM. This model has three scenarios: RCP2.6, RCP4.5, and RCP8.5. SDSM is used to create a quantitative relationship between large-scale variables in the general circulation models (GCMs) and small-scale variables (local/regional scale) (Wilby et al., 2002). The method consists of four main parts, which include determination of the NCEP predictor variables, model calibration, model verification, and finally simulation of precipitation and temperature data under the RCP scenarios for the future period.

Figure 2.

3.2. HBV-light Model

The HBV model is a semi-distributed conceptual rainfall-runoff model. It simulates stream flow using rainfall, temperature, and potential evapotranspiration (PET) as input (Bergström 1976, 1995; Seibert, 1997). The model is subdivided into three routines; snow and glacier routine, soil moisture routine, and runoff generation routine (Figure. 3). The degree-day
method at five elevation zones of roughly 500 m intervals was used to calculate the snow accumulation and melt. This temperature-based approach is practical since, unlike physically-based energy balance modeling, the HBV-light model does not require comprehensive datasets for the upstream high altitudes (including climate, snow depth, or snow water equivalent data) to spatially distribute the climate variables. Meanwhile, in the soil moisture routine, groundwater recharge and actual evapotranspiration are functions of water storage. Finally, recharge is transformed into discharge through the lumped response function. See Seibert and Vis (2012) for a detailed description of the model.

3.3. Sequent Peak Algorithm (SPA)

Graphical mass curve provides an easy way to obtain the failure-free capacity estimate (Ripple, 1883), however, it is not a fully suitable method due to its graphical implementation, especially for repeated analyses required for the Monte Carlo simulation. On the other hand, generation of non-unique outcome and the iterative nature of behavior simulation makes it inefficient for failure-free capacity estimation (see Adeloye et al., 2001), and it may also misbehave (Pretto et al., 1997). Therefore, a sequent peak algorithm (SPA) was used to estimate the required failure-free reservoir capacity, which does not suffer from these limitations (McMahon & Adeloye, 2005):

\[
K_{t+1} = \max (0, K_t + D_t - Q_t) \\
K_a = \max (K_{t+1})
\]

where \( K_a \) is reservoir capacity, \( K_{t+1} \) and \( K_t \) are respectively the sequential deficits at the end and the start of time period \( t \), \( D_t \) is the demand during \( t \), \( Q_t \) is the inflow during \( t \), and \( N \) is the number of months in the data record. As a critical period reservoir sizing technique, SPA assumes that the reservoir is full at the start and the end of the cycle similar to other sizing techniques, i.e. \( K_0 = K_N = 0 \). When this is not the case, i.e. \( K_N = 0 \), the SPA cycle is repeated by setting the initial deficit to \( K_N \), i.e. \( K_0 = K_N \). This second iteration should end with \( K_N \) unless the demand is higher than the mean annual runoff. SPA, however, does not need to assume that the reservoir is initially full, since this will become clear during the first cycle if this assumption is not valid, and amended during the second cycle.
3.4. Reservoir Behavior Simulation

Behavior simulation was carried out using the following relations to assess the performance of the historical reservoir capacity and operational rule curves (McMahon & Adeloye, 2005):

\[ S_t = K_a - K_t \]

\[ URC_m = \max(S_{y,m}), \ y = 1, n \ m = \]

\[ LRC_m = \min(S_{y,m}), \ y = 1, n \ m = \]

\[ S_{y,m} = S_{12(y-1)+m} \]

\[ t = \]

\[ S_{t+1} = S_t + Q_t + \hat{D}_t - E_t \quad LRC_m \leq S_{t+1} \leq URC_m \]

where \( S_{t+1} \) and \( S_t \) are respectively, reservoir storage at the end and beginning of the time period \( t \); \( D_t \) is the actual water released during \( t \) (which may be different from the demand \( D_t \), depending on the operating rule curves); LRC is the lower rule curve ordinate for the month corresponding to \( t \); and, URC is the corresponding upper rule curve ordinate.

Generally, there are several aspects to the failures in the operation of a reservoir including extent, number, and severity (Jain, 2010). Indicators such as reliability, resiliency, and vulnerability show these aspects as explained in the following (Hashimoto et al., 1982):

Reliability

Water supply reliability is the probability that the available water supply meets the water demand during the simulation period. Two indices are generally followed in reservoir regulation. One of them is time-based reliability that is estimated as:

\[ Rel_t = N_s/N \]

where \( Rel_t \) is time-based reliability and \( N_s \) is the total number of intervals (months) out of \( N \) (months) in which the demand was met. Another one is volume-based reliability that is expressed as:
\[ Rel_v = \frac{V_s}{V_d} \]  \hspace{1cm} (10)

where \( Rel_v \) is volume-based reliability, \( V_s \) is the volume of water supplied, and \( V_d \) is the volume of water demanded during a given period.

**Vulnerability**

Vulnerability expresses the severity of failures. The definition of vulnerability used here is the average period shortfall as a ratio of the average period demand (Sandoval-Soils et al., 2011).

\[
Vul = \frac{\sum_{t=1}^{f_d} D_t - D'_t}{D_t} \hspace{1cm} (11)
\]

where \( Vul \) is vulnerability and \( D'_t \) is the actual release during \( t \).

3.5. Genetic Algorithm

GA as an optimal search engine has been successfully employed in a variety of water resource management problems over the years. It is based on the survival-of-the-fitness principle and contains three main types of operators including selection, crossover, and mutation. Similar to other optimization algorithms, GA begins with the definitions of the objective function and decision variables, then utilizes the following set of instructions, and finally ends by testing for convergence (Goldberg, 1998; Kacprzyk, 2006; Castillo et al., 2014).

1. Start with an initial population that is randomly generated using \( n \) chromosomes, known as a set of suitable solutions to the problem.
2. Compute the fitness values of each individual chromosome in the population.
3. Repeat the steps below until creating an offspring:
   (a) Select a pair of parent chromosomes based on the fitness scores. The probability in which an individual chromosome is selected is usually a function of fitness.
   (b) Select a probability of crossover rate (\( Pc \)) to crossover the pair at a random point to make two separate offspring.
   (c) Select a probability of mutation (\( Pm \)) to mutate the mentioned two offspring and then put the resulting chromosome in the population.
4. Replace this population with the newly generated population.
5. Go to step 2.

In this research, the objective (or fitness) function adopted for the GA optimization to develop the basic rule curves was:

\[
\text{Minimise} \sum_{t=1}^{N} (D_t - D'_t)^2 \hspace{1cm} t \in N \hspace{1cm} (12)
\]
The constraints are as follows:

\[ S_{t+1} = S_t + Q_t - D_t - E_t \quad LRC_m \leq S_{t+1} \leq URC_m \]  

(13)

\[ WA_t = S_t + Q_t \]  

(14)

if \( WA_t \geq LRC_m \) \( D'_t = S_t + Q_t - E_t - URC_m \) \& \( ER_t = D'_t - D_t \)  

(15)

(16)

if \( URC_m \geq WA_t \geq LRC_m \) \( D'_t = D_t \) \& \( ER_t = 0 \)  

(17)

where \( WA_t \) is the water available at the beginning of time period (month) \( t \); \( ER_t \) is the excess release during time period \( t \), \( St \) is the storage at the beginning of \( t \), \( D'_t \) is the actual release, \( m \) is the month of the year and is related to the year \( y \) and simulation period \( t \), \( E_t \) is net evaporation (ignored), and all other symbols are as previously defined. The constraint on the right-hand side of Eq. (13) limits the available water in any given month to the interval \([LRC_m, URC_m]\). The decision variables for the optimization are \( URC_m \) and \( LRC_m \); \( m=1..,12 \) ordinates for each month \( m \) of the year, giving a total of 24 variables, including 12 values representing the 12 monthly ordinates for URC and 12 values representing the monthly ordinates for the LRC.
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3.6. Hedging Rules for Adaptive Policy

One method to improve the water shortages is to hedge or save some of the water during normal operation, i.e., when the reservoir state is in the interval \([LRC_m, URC_m]\), and use the saved water during later dry periods. The timing and amount of the hedging are achieved using a CRC that lies between LRC and URC. The CRC thus represents the timing of hedging or saving. To derive hedging rule curves (static and dynamic), a GA optimization model is developed with the same objective function used for optimizing the main rule curves (see Eq. (12)) and its constraint is as follows:
\( \text{if } URC_m \geq WA_t \geq CRC_m, \quad D'_t = D_t, \quad R_t = 0 \)  
\( (18) \)

\( \text{if } CRC_m \geq \) 
\( WA_t \geq LRC_m, \quad D'_t = \alpha D_t, \quad ER_t = 0 \)  
\( (19) \)

\( \text{if } WA_t \leq LRC_m, \quad D'_t = 0 \)  
\( (20) \)

\( \text{if } 1 \geq \alpha \geq 0, \quad URC_m \geq \) 
\( CRC_m \geq LRC_m \)  
\( (21) \)

\( \text{if } 1 \geq \alpha_m \geq 0, \quad URC_m \geq CRC_m \geq \) 
\( LRC_m \)  
\( (22) \)

where, CRCm is the critical rule curve ordinate for month m (=1, 2,…,12); \( \alpha \) is the static rationing ratio, and \( \alpha_m \) represents the dynamic rationing ratios (m=1,2,…12). All other variables are as defined previously.

### 3.7. Evaluation Criteria

Criteria such as the coefficient of determination \( (R^2) \), root mean square error (RMSE), mean absolute error (MAE), and mean bias error (MBE) were used for data analysis and model evaluation. Their relationships are presented below:

\[ \text{RMSE} = \sqrt{\frac{\sum_{m=1}^{n}(X_p - X_o)^2}{n}} \]  
\( (23) \)

\[ R^2 = \left[ \frac{\sum_{m=1}^{n}(X_p - \mu_o)(X_p - \mu_o)}{\sigma_{X_p} \times \sigma_{X_0}} \right]^2 \]  
\( (24) \)

\[ \text{MAE} = \frac{\sum_{m=1}^{n}|X_p - X_o|}{n} \]  
\( (25) \)

\[ \text{MBE} = \frac{\sum_{m=1}^{n}(X_p - X_o)}{n} \]  
\( (26) \)

where \( X \) is the simulated data, \( \mu \) average of data, \( \sigma \) the standard deviation, and \( n \) the number of data. Subscripts \( p \) and \( o \) represent the simulated data and observed data, respectively. \( R^2 \)
represents the linear relationship between simulated and observed data, which is between 0 and 1. The closer to 1, $R^2$ represents a stronger linear relationship between the simulated and observed data.

4. Results and Discussion

4.1. SDSM Model

First, the relationship between the dependent variable of mean temperature and daily precipitation in selected stations and large-scale NCEP was investigated to determine the variables with the highest correlation (Table 3). The large-scale ncepp5_vgl, ncepp500gl, and ncepptempgl variables respectively show the highest correlation with precipitation and temperature in both stations. Then, the model was calibrated and validated based on these variables for the years 1987-1999 and 2000-2005 (Table 4). The highest correlation related to temperature, equal to 0.96 and 0.97 for NCEP and 0.92 and 0.93 for CanEsm2 in the calibration. These values were 0.94 and 0.92 for NCEP and 0.90 and 0.91 for CanEsm2 in Saghaz and Takab stations during the validation, respectively. The RMSE values in both predictors had the highest error for the precipitation variable, considering its complexity (compared to temperature). The MBE values showed the model's acceptable accuracy in predicting climatic parameters.

| Table 3 |
| --- |
| Table 4 |

4.2. Future Climate Data

After evaluating the model, the climatic parameters of temperature and precipitation were generated in the selected stations for the near (2020-2038), middle (2039-2057), and far (2058-2076) future periods based on the global CanESM2 model for RCP2.6 and RCP8.5 scenarios (Figure 5). For example, in Saghaz station, there are no specific trends in the monthly precipitation variations in these three periods. In the near future, the largest decrease and increase occurred in January (17%) and November (40%) under the RCP 2.6 scenario, respectively. Meanwhile, in the RCP 8.5 scenario, the highest decrease occurred in December (24%) and in contrast, the largest increase was in November (15%) compared to the baseline. In the far future, March had the highest increase (64%) and April exhibited the highest decrease (37%) under the RCP 2.6 scenario. In the RCP 8.5 scenario, the highest increase and decrease occurred in February (34%) and April (28%), respectively. Still, the rising temperature can be seen in both stations and different periods. In the near, middle, and far future periods, the temperature has risen by 0.76°C, 2.14°C, 2.34°C under the RCP2.6 scenario and 0.73°C, 2.25°C, and 2.67°C under the RCP8.5 scenario, respectively.
The highest increase in temperature in the near future occurred in September (1.4°C) and the lowest in February (0.03°C) in the RCP2.6 scenario. In the far future, the highest increase occurred in April (5°C) and the lowest in July (0.5°C) in the RCP8.5 scenario.

4.3. HBV-light Model Simulation

First, using the weighted average method, the daily precipitation and temperature data in Saghaz and Takab stations were calculated. Then, using monthly evapotranspiration, the daily temperature, and precipitation data, the inflow to Zarrineh Rud reservoir was simulated for 1987-2018. The model calibration and validation periods were respectively 22 years (2018-1997) and 10 years (1987-1996) (Table 5). The automatic GA was used for model calibration.

As shown in Figure 6, even though the model has failed in some points to satisfactorily simulate the maximum and minimum values, the HBV model has performed acceptably in the calibration period (correlation coefficient of 0.6) and the validation period (correlation coefficient of 0.77) (Table 4). Subsequently, the basin runoff in the near, middle, and far future periods was calculated under RCP2.6 and RCP8.5 scenarios (Figure 7). The result showed a reduction in the annual runoff in all of these three periods compared to the baseline. Accordingly, the largest average annual runoff decrease was realized in the middle period in RCP8.5 (39%) and the lowest in the near future in RCP2.6 (23%).

4.4. Reservoir Performance Indices for Future Situation

4.4.1. GA-SPA under Non-adaptive Policy

The reservoir was first designed based on SPA simulation to meet the drinking and agricultural demands. Then, the rule curve was developed. This simulated rule curve was then optimized through GA-SPA (Figure 8). As it can be seen, in both algorithms, the highest variation in the LRC of the curve occurred during May and December and the URC during November. Reservoir performance indices were calculated with environmental demand in both situations (Table 6). As expected, the mean annual deficit in the GA-SPA algorithm is reduced by 2.5% compared to SPA, which leads to a 3% increase in volume-
based reliability. In the near future and under a more critical scenario, considering the reduction in the runoff, the mean annual shortage has increased by about 18% in comparison with the baseline (GA-SPA), while the increasing deficit trend is more pronounced for the middle and far future periods. In terms of the vulnerability index, all three climate change periods under RCP2.6 and RCP8.5 scenarios show an increasing trend compared to the historical period. Under these conditions, the average vulnerability index in the near future period is close to 68% and in subsequent periods, this index has reached 72% and 70%, mainly due to reduced inflow into the reservoir.

Figure 8.

Table 6.

4.4.2. Static and Dynamic Hedging Rules as an Adaptive Policy

In this section, static and dynamic critical rule curves (S-CRC and D-CRC) were investigated as an adaptation strategy with climate change based on an optimized rule curve (Figure 9). In the case of S-CRC, $\alpha = 0.84$ is the rationing rate for all months and for D-CRC $\alpha = 0.52, 0.26, 0.87, 0.68, 0.5, 0.53, 0.77, 0.36, 0.37, 0.7, 0.59, 0.37$ per month. Then, reservoir performance indices were calculated for both of them. In the near, middle, and far future, the mean annual shortage with the static hedging rules is reduced by 56% compared to the no hedging (from 464 MCM to 204 MCM), which leads to a significant decrease (14%) in time-based reliability. In terms of the vulnerability index, all three climate change periods under RCP2.6 and RCP8.5 scenarios show a decreasing trend compared to no hedging. Under these conditions, the average vulnerability index in the near future period is close to 24% and in subsequent periods, this index has reached 33% and 29%, mainly due to reduced inflow into the reservoir. Compared to simulation using static hedging rules, dynamic hedging rules improved time-based reliability and vulnerability indices by 6% and 9%, respectively.

Figure 9.

5. Conclusions

This study aimed to analyze optimal rule curves with non-adaptive and adaptive policies for near, middle, and far future in the river basin of Zarrineh Rud. The SDSM model showed that large-scale variables including ncepp5_vgl, ncepp500gl, and ncepptempgl have the highest correlation with precipitation and temperature. The runoff simulations with HBV-Light showed that decreasing precipitation and increasing temperature would cause the reservoir inflow to decrease. Accordingly, the highest average annual runoff decrease was observed in the middle period for two scenarios. GA was used to optimize the decision variables including the lower and upper storage values for each month (LRC-GA-SPA,
URC-GA-SPA) through static rationing ratio ($\alpha$) for all months and dynamic rationing ratio for each month of the year. The performance indices of the reservoir directly linked to water shortage, including time and volume-based reliability and vulnerability, were used to investigate the impact of adaptive policy. The results showed that the average vulnerability index with the adaptive policy was reduced significantly (by 60%) compared to the non-adaptive policy. Moreover, increasing the number of failure periods led to significant deterioration in the time-based reliability index. Finally, it can be said that the least and most significant effect of the adaptive policy is on the volume-based reliability and vulnerability index. In addition, static hedging rules improved the reservoir performance better than dynamic hedging rules.
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Figure 1

The Case study Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its authorities, or concerning the delimitation of its frontiers or boundaries. This map has been provided by the authors.
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The research flowchart
Figure 3

The structure of HBV-light model (Seibert, 2000)
Figure 4

Flowchart of computational stages in GA (Adopted from Yeh & Lin, 2007)
Figure 5

Changes of monthly mean temperature and precipitation in the near, middle, and far future compared to the baseline for RCP2.6 and RCP8.5 scenarios (Saghaz and Takab stations)

Figure 6
Comparison of observed and simulated monthly river flow during calibration and validation

Figure 7

Changes of runoff in the baseline and near, middle, and far future (Q1=Mean, Q2=25%, Q3=75%)

Figure 8

Rule curves developed by coupled SPA-GA optimization
Figure 9

Rule curves developed by coupled SPA-GA optimization under static (a) and dynamic (b) hedging rules
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