Efficient numerical method to calculate three-tangle of mixed states
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We demonstrate an efficient numerical method to calculate three-tangle of general mixed states. We construct a “energy function” (target function) for the three-tangle of the mixed state under certain constrains. The “energy function” (target function) is then optimized via a replica exchange Monte Carlo method. We have extensively tested the method for the examples with known analytical results, showing remarkable agreement. The method can be applied to other optimization problems in quantum information theory.

One of challenges in present quantum information theory is the quantification of quantum entanglement. The primary studies on entanglement measures focus on bipartite systems. In bipartite entanglement measures, formation of entanglement, presented by Bennett et al., is very fundamental [1]. The significance of this measure relies on not only being able to provide an accurate boundary between separable states and entangled states but also constructing a general formula for entanglement measures of mixed states: once a measure for pure states is given, the corresponding measure for mixed states can be obtained via the convex roof extension. This scenario can be even generalized to quantify multipartite entanglement. The initial attempt is 3-tangle of 3-qubit system, provided by Coffman et al. [2]. Entanglement measures beyond 3-qubit were also presented [3, 4]. Although such kind of definition is straightforward, the practical evaluation of the convex roof extension is a difficult mathematical problem. To date a general analytical method is known only for the concurrence of two-qubit mixed states [5, 6].

Concurrence of mixed two qubits has been applied to study quantum phase transitions. Most studies show that, for general spin 1/2 lattice models, pairwise entanglement (or its functions) depicted by the concurrence of the nearest-neighbor two site has special singularity at quantum critical points (see [7] and its references). A natural generalization for this viewpoint is that multipartite entanglement beyond two sites will reveal more extensive characteristics on quantum phase transition. However, as far as 3-tangle is concerned, since the convex roof is obtained by minimizing the average tangle of a given mixed state over all possible decompositions of pure states, there is no general method to calculate the three-tangle of a mixed state. The analytical method is only capable to study some particular three qubit states [8–11].

In this work, we develop a method to calculate the three-tangle of any mixed states by numerically minimize certain target functions. The target functions are optimized by using replica exchange Monte Carlo (MC) [12, 13] method. Replica exchange MC has been widely used in condensed matter physics to simulate the systems with very rough “energy surfaces”, such as spin glasses [14], protein systems and Lennard-Jones particles [12, 10] etc. The replica exchange MC method is much more effective to find the global minium of the target functions than the conventional simulating annealing method. By applying this method we have successfully obtained the three-tangle of mixed (generalized) GHZ and W states. We also obtained the three-tangle of GHZ state with white noise, whose density matrices are of rank 8.

The concurrence $C(\psi_{AB})$ measures the bipartite entanglement between particle A and B in a pure two-qubit state $|\psi_{AB}\rangle$. $C$ is defined as

$$C = 2|\phi_{00}\phi_{11} - \phi_{01}\phi_{10}|. \tag{1}$$

in terms of the coefficients $\{\phi_{00}, \phi_{01}, \phi_{10}, \phi_{11}\}$ of $|\psi_{AB}\rangle$ with respect to an orthonormal basis. The measure for three particle entanglement in a three-qubit state $|\psi_{ABC}\rangle$ has been introduced in Ref.[2] as three-tangle $\tau_3(\psi_{ABC})$. It can be expressed in terms of the coefficients $\{\phi_{000}, \phi_{001}, ..., \phi_{111}\}$.

$$\tau_3 = 4|d_1 - 2d_2 + 4d_3| \tag{2}$$

$$d_1 = \phi_{000}^2\phi_{111}^2 + \phi_{001}^2\phi_{110}^2 + \phi_{010}^2\phi_{101}^2 + \phi_{100}^2\phi_{011}^2 \tag{3}$$

$$d_2 = \phi_{000}\phi_{111}\phi_{011}\phi_{100} + \phi_{000}\phi_{111}\phi_{010}\phi_{101} + \phi_{011}\phi_{100}\phi_{010}\phi_{111} \tag{4}$$

$$d_3 = \phi_{000}\phi_{110}\phi_{011}\phi_{100} + \phi_{111}\phi_{001}\phi_{010}\phi_{100} \tag{5}$$

It can be shown that for any factorized state, the three-tangle vanishes. For the GHZ state,

$$|GHZ\rangle = \frac{1}{\sqrt{2}}(|000\rangle + |111\rangle) \tag{6}$$
\( \tau_3(GHZ) = 1 \). It also appears a class of entangled three-qubit states represented by \(|W\rangle\) state with \( \tau_3 \) vanished, i.e.,

\[ |W\rangle = \frac{1}{\sqrt{3}} (|100\rangle + |010\rangle + |001\rangle) \]  

(7)

The three-tangle of a mixed state can be obtained via convex-roof extension \[3,6,17\]. Suppose the density matrix of a mixed state \( \rho \) can be decomposed into sum of some pure states \( \pi_i \), i.e.,

\[ \rho = \sum_i p_i \pi_i , \]

(8)

where,

\[ \pi_i = |\Psi_i\rangle \langle \Psi_i| . \]

(9)

\(|\Psi_i\rangle \) is the wave function of a normalized pure state. The three-tangle of the mixed state is defined as the average pure-state concurrence minimized over all possible decompositions.

\[ \tau_3(\rho) = \min \sum_i p_i \tau_3(\pi_i) . \]

(10)

It is very difficult to develop an universal analytical method to calculate the three-tangle of mixed three-qubit state. So far, there are very limited examples of mixed states whose three-tangle have been obtained analytically \[8–11\]. Alternatively, one could resort to the numerical methods. To get the three-tangle of mixed states is a constrained minimization problem. The pure state wavefunction can be expanded on the orthonormal three-particle basis, i.e., \(|\Psi_i\rangle = \sum_{\alpha} c_{i\alpha} |\Phi_{\alpha}\rangle \). The first constrain is,

\[ \sum_i p_i c_{i\alpha} c_{i\beta} = \rho_{\alpha\beta} . \]

(11)

where \( \rho_{\alpha\beta} \) is the density matrix in the basis of \(|\Phi_{\alpha}\rangle \).

Furthermore, the coefficients have to satisfy the normalization conditions,

\[ \sum_{\alpha} |c_{i\alpha}|^2 = 1 , \text{ and } \sum_i p_i = 1 , p_i \geq 0 . \]

(12)

The above constrains can be enforced in the simulation by explicitly applying normalization factors at each MC step, whereas the constrain Eq. \(11\) can be enforced via a penalty function. The “energy function” (target function) reads,

\[ E(\{ p_i , \Psi_i \}) = \sum_i p_i \tau_3(\Psi_i) + \kappa R^2 , \]

(13)

where \( \{ p_i , \Psi_i \} \) realizing the mixed state as given in Eq.[9] \( R^2 \) is the residual between the searched density matrix and the target density matrix \( \rho \), defined as

\[ R^2 = \sum_{\alpha=1}^{N_\alpha} \sum_{\beta=1}^{N_\beta} \left( \sum_{i=1}^{N_p} p_i c_{i\alpha} c_{i\beta}^* - \rho_{\alpha\beta} \right)^2 . \]

(14)

\( \kappa \) is a large constant, to ensure \( R^2 \sim 0 \). \( N_\alpha \) is the dimension of three-particle basis set. \( N_p \) is the number of partition in the decomposition. We can easily see that \( N_p \) determines the number of variables \( N_\alpha N_p \).

In Eq.[13] \( \kappa \) should be large enough to ensure a small residual \( R^2 \) to numerically satisfy the constrain given in Eq.[11] However, large \( \kappa \) will make the “energy” surface of \( E \) very rough, i.e., \( E(\{ p_i , \Psi_i \}) \) has many local minima separated by large “energy” barriers, which causes great difficulties in finding the global minima of three tangle using traditional constrained simulated annealing (CSA) method, because it tends to be trapped at some local minima. Here, we adopt the replica exchange (also known as parallel tempering [18]) Monte Carlo method \[12\] which simulates \( M \) replicas simultaneously each at a different temperature \( \beta_0 = 1/T_{\max} < \beta_1 < \ldots < \beta_{N_\alpha - 2} < \beta_{M-1} = 1/T_{\min} \) covering a range of interest. Each replica runs independently, except that after certain steps, the configurations can be exchanged between neighboring temperatures, according to the Metropolis criterion,

\[ w = \begin{cases} 1, & \Delta H < 0 \\ e^{-\Delta H}, & \text{otherwise} \end{cases} , \]

(15)

where \( \Delta H = -(\beta_i - \beta_{i-1})(E_i - E_{i-1}) \), in which \( E_i \) and \( E_{i-1} \) are the energy of the \( i \)-th and \( i-1 \)-th replica. During the exchange, the detailed balance in canonical ensemble is satisfied. Importantly, the inclusion of high-\( T \) configurations ensures that the lower-\( T \) systems can access a broad phase space and avoid becoming trapped at local minima. The replica temperatures are adjust so that the exchange rate between the replicas are all about 20\% \[19\], while keep the highest temperature \( \beta_0 = 1/T_{\max} \) and lowest temperature \( \beta_{M-1} = 1/T_{\min} \) fixed. This can be done by adaptively adjusting the temperature of each replica using a recursion method proposed by Berg \[20\]. We slightly revised the the algorithms to give better performance.

Suppose, in the \( n \)-th iteration, the temperature of the \( i \)-th replica is \( \beta^n_i \) and the acceptance rate between \( \beta^n_i \) and \( \beta^{n+1}_i \) is \( a^n_{i,n} \). In the \( n+1 \)-th iteration, \( \beta^{n+1}_i \) can be updated as,

\[ \beta^{n+1}_i = \beta^{n+1}_{i-1} + (1 - c + ca^n_{i,n})(\beta^n_i - \beta^n_{i-1}) , \]

(16)

where,

\[ a^n_{i,n} = \frac{a^n_{i,n}}{\sum_{i=1}^{M-1} a^n_{i,n}(\beta^n_i - \beta^n_{i-1})} , \]

(17)

c is an empirical parameter that can be adjusted to accelerate the convergency. In the present case, we found that by choosing proper \( c < 1 \) (in this case \( c=0.7 \)) the recursion scheme get a suitable \( \beta \) distribution within tens of iterations. We then fixed the replica temperatures for the simulations.

Based on convex-roof extension, Lohmayer et al. have provided a complete analysis of mixed three-qubit states composed of a GHZ state and a W state, obtaining
the optimal decomposition and convex-roof for three-tangle [8]. Eltschkha et al. generalized this method to treat the three-tangle of mixed three-qubit states composed of a generalized GHZ state and a generalized W state. The explicit expressions for mixed-state three-tangle and the corresponding optimal decomposition for the more general form were also presented [9]. We first test our scheme by comparing with the available analytical results. We construct a series of target functions based on the density matrix given in Refs. [8, 9] as were described in the previous sections. Replica exchange MC is then performed to find the three-tangle and optimal decomposition which are compared with the analytical results.

In all our minimization process, the temperature range is chosen between $T_{\text{max}}=100$ and $T_{\text{min}}=10^{-6}$, such that $T_{\text{max}}$ is high enough to help the low temperature replica to avoid being trapped in the local minimum and $T_{\text{min}}$ is low enough to give the final minimized value an accuracy of $10^{-6}$ theoretically. With fixed temperature range, the suitable number of replicas is determined by the corresponding density matrix and weight factor $\kappa$. Usually 150 replicas are enough. In our simulations, $\kappa$ is adjusted to be $10^4 - 10^7$ to keep the final $R^2 < 10^{-10}$ which is considered accurate enough in identifying the three-tangle of mixed state. In each simulation, the number of partitions $N_p$ is fixed. We then increase $N_p$ until the calculated three-tangle converges.

Let us first look at the mixed GHZ and W states. The density matrices of the states are,

$$\rho(p) = p \pi_{\text{GHZ}} + (1-p) \pi_{\text{W}},$$

where $\pi_{\text{GHZ}} = |\text{GHZ}\rangle \langle \text{GHZ}|$ and $\pi_{\text{W}} = |\text{W}\rangle \langle \text{W}|$ are the density matrices of GHZ and W states respectively [8]. It is known that $\tau_3(\text{GHZ})=1$ and $\tau_3(\text{W})=0$. According to Caratheodory’s theorem, $N_p=4$ is enough to get the optimized $\tau_3$ of a mixed states of rank 2 [8]. We calculate $\tau_3$ by using $N_p=4-8$. Indeed, we find in our simulations, that $N_p=4$ is enough to give the optimal values. The results are shown Fig.1(a), which depicts the numerically calculated $\tau_3$ of the mixed GHZ and W states (open circles), compared to the analytical values (solid line) [8]. As one can see that the numerical and analytical results are in excellent agreement.

We then calculate $\tau_3$ for the mixtures of generalized GHZ and generalized W states [8], whose density matrices are,

$$\rho(p) = p |g\text{GHZ}\rangle \langle g\text{GHZ}| + (1-p) |g\text{W}\rangle \langle g\text{W}|,$$

where the density matrix of a generalized GHZ state is

$$|g\text{GHZ}| = a|000\rangle + b|111\rangle,$$

and density matrix of a generalized W state is

$$|g\text{W}| = c|001\rangle + d|010\rangle + f|100\rangle.$$  

The coefficients must satisfy the normalization condition $|a|^2 + |b|^2=1$, and $|c|^2 + |d|^2 + |f|^2=1$. For the pure generalized GHZ and W states, it is easy to calculate that $\tau_3(g\text{W})=0$, and $\tau_3(g\text{GHZ}) = 4|a^2b^2|$. The calculated $\tau_3$ of the mixed states are shown in Fig.1(b) for $a=0.2, c=0.2, d=0.2$. As we see the results are in excellent agreement with the analytical results. Again we find that $N_p=4$ is enough to the optimal results.

In the above tests, we demonstrate that our method is very effective to deal with the three-tangle of rank-2 mixed states. Recently, Jung at al. has obtained the analytical results of the three-tangle of the mixed states of GHZ, W, and flipped-W states [10]. These states are of rank 3. The flipped-W states is defined as

$$|\tilde{W}\rangle = \frac{1}{\sqrt{3}}(|110\rangle + |101\rangle + |011\rangle).$$

The density matrix of mixture of GHZ, W, and flipped-W states are given by,

$$\rho(p, q) = p |\text{GHZ}\rangle \langle \text{GHZ}| + q |\text{W}\rangle \langle \text{W}| + (1-p-q) |\tilde{W}\rangle \langle \tilde{W}|,$$

where $q$ was defined as $q = 1-p/n$, n is a positive number. We then compared our numerical results to the analytical values. The results for the case of $n=2$ are shown in Fig.1(c). The numerical results are also in good agreement with the analytical results. We further calculate three-tangle of the mixed states which are of rank 4, given in Ref. [11] obtaining the same accuracy compared to the analytical results.

To give an illustration of the accuracy, the numerical values of mixture of GHZ, W and flipped-W state with $n=2$ are also listed in Table I. We can see that all the results are within an accuracy of $\sim 10^{-4}$. The

\begin{table}
\centering
\begin{tabular}{cccccccc}
\hline
\multicolumn{2}{c}{p} & 0.2 & 0.75 & 0.8 & 0.85 & 0.9 & 0.933 & 0.95 \\
\hline
analytical & 0 & 0.1835 & 0.3775 & 0.5805 & 0.7182 & 0.7897 \\
numerical & 5.7e-6 & 2e-5 & 0.1836 & 0.3781 & 0.5811 & 0.7186 & 0.7901 \\
\hline
\end{tabular}
\end{table}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{The three-tangle calculated with replica exchange compared to analytical results, for (a) the mixed GHZ and W states, (b) the mixed generalized GHZ and generalized W states, (c) the mixed GHZ state, W state and flipped W states with $n=2$, (d) the mixed GHZ state and white noise states.}
\end{figure}
The density matrices of the states are white noise, which does not have analytical solutions so far. Then calculate the \( \tau_3 \).

We find the performance of the traditional method is very bad, because it can easily be trapped at some local minima. Having demonstrated the ability of the method, we then calculate the \( \tau_3 \) of the GHZ states mixed with white noise, which does not have analytical solutions so far. The density matrices of the states are

\[
\rho(p) = p \pi_{\text{GHZ}} + \frac{1-p}{8} \pi_E ,
\]

(24)

where \( \pi_E \) is a unit matrix. In this case, the density matrices are of rank 8. We need at least \( N_p = 8 \) to ensure \( R^2 \approx 0 \). In practice, we have calculated \( \tau_3 \) up to \( N_p = 20 \). We find that use \( N_p = 15 \) can converge \( \tau_3 \) to less than \( 10^{-3} \) for this problem. (See Fig. 2). The calculated results are shown in Fig. 1(d). From Fig. 1(d), we see that \( \tau_3 \) of the white noise mixed GHZ states is zero for \( p \) less than about 0.7, then increase almost linearly to 1.0 as \( p \) increases. The behavior of \( \tau_3 \) looks similar to that of mixed GHZ and W states.

It is straightforward to apply the method to any mixed states. It therefore opens up a way to study the multi-particle entanglement effects in many important systems, e.g., in systems with quantum phase transitions, which was impossible before, because the analytical solution to the tree-tangle of a general mixed state is not available.

To conclude, we have demonstrated an efficient numerical method to calculate the three-tangle of general mixed states. We construct a “energy function” (target function) for the three-tangle of the mixed state under certain constrains. The “energy function” (target function) is then optimized via a replica exchange Monte Carlo method. We have tested the method for the examples with known analytical results, showing remarkable agreement. We further calculate the three-tangle of GHZ states mixed with white noise. The work opens a way to study three-tangle of general mixed states, and can be generalized to solve many other optimization problems in quantum information theory.
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