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Abstract

For enumerative problems, i.e. computable functions \( f : \mathbb{N} \to \mathbb{Z} \), we define the notion of an effective (or closed) formula. It is an algorithm computing \( f(n) \) in the number of steps that is polynomial in the combined size of the input \( n \) and the output \( f(n) \), both written in binary notation. We discuss many examples of enumerative problems for which such closed formulas are, or are not, known. These problems include (i) linear recurrence sequences and holonomic sequences, (ii) integer partitions, (iii) pattern-avoiding permutations, (iv) triangle-free graphs and (v) regular graphs. In part I we discuss problems (i) and (ii) and defer (iii)-(v) to part II. Besides other results, we prove here that every linear recurrence sequence of integers has an effective formula in our sense.

1 Introduction

We define what is an effective (closed, explicit) formula (solution, algorithm) for a problem in enumerative combinatorics or number theory. An enumerative problem or a counting function is a computable function

\[ f : \mathbb{N} \to \mathbb{Z} \]

(in part II also a computable function \( f : \{0,1\}^* \to \mathbb{Z} \)) given usually via an algorithm computing it. The algorithm, often inefficient, usually follows straightforwardly from the statement of the problem. Our notation: \( |X| \) and \( \#X \) denote cardinality of a set \( X \), \( \mathbb{N} = \{1,2,\ldots\} \), \( \mathbb{N}_0 = \{0,1,\ldots\} \), \( \mathbb{Z} \) is the ring of integers, \( \mathbb{Q} \) and \( \mathbb{C} \) are, respectively, the fields of rational and complex numbers and \( \{0,1\}^* \) is the set of finite binary words. The asymptotic symbols \( o(\cdot), O(\cdot), \Omega(\cdot), \Theta(\cdot) \), \( \ll \), \( \sim \) and \( \text{poly}(\cdot) \) have their usual meaning (\( \ll \) is synonymous to \( O \) and \( \text{poly}(x) = O((1 + |x|)^d) \) for some \( d \in \mathbb{N} \)). We will discuss many enumerative problems and effective formulas.

Here are some examples of enumerative problems \( f : \mathbb{N} \to \mathbb{Z} \).
1. The Catalan numbers \( f(n) = c_n = \frac{1}{n} \binom{2n-2}{n-1} \) which count planted trees with \( n \) vertices, and many other structures.

2. Let \( f(n) = c_n \) for even \( c_n \) and \( f(n) = 1 \) for odd \( c_n \).

3. A linear recurrence sequence \( f(n + k) = \sum_{i=0}^{k-1} a_i f(n + i) \), given by initial values \( f(1), \ldots, f(k) \in \mathbb{Z} \) and recurrence coefficients \( a_0, \ldots, a_{k-1} \in \mathbb{Z} \).

4. We may be interested in \( f(n) = \sum_{\lambda \in P(n)} \left( \|\lambda\| \|\lambda\|^{1/2} - |\log \|\lambda\|| \right) \) where \( \lambda \) runs through all partitions of \( n \) and \( \|\lambda\| \) is the number of parts.

5. Or in the surplus \( f(n) \) of the partitions of \( n \) into an even number of distinct parts from \( \{1, 1, 2, 2, 3, 3, \ldots\} \) (two-sorted natural numbers) over those with an odd number of distinct parts, that is, \( f(n) \) is the coefficient of \( q^n \) in the expansion of \( \prod_{k=1}^{\infty} (1 - q^k)^2 \).

6. Another function \( f(n) \) counts 1324-avoiding permutations \( a_1 a_2 \ldots a_n \) of \( [n] = \{1, 2, \ldots, n\} \); the avoidance means that no four indices \( 1 \leq i_1 < i_2 < i_3 < i_4 \leq n \) exist with \( a_{i_1} < a_{i_3} < a_{i_2} < a_{i_4} \).

7. Or \( f(n) \) may be the number of labeled triangle-free graphs on the vertex set \( [n] \).

8. In the binary words setting, if \( \lambda = 0^{m_0}1^{m_1} \ldots (n-1)^{m_{n-1}}, \ m_i \in \mathbb{N}_0 \), is a multiset with \( m_0 + m_1 + \cdots + m_{n-1} = n \), then \( f(\lambda) \in \mathbb{N}_0 \) counts the labeled simple graphs \( G \) on the vertex set \( [n] \) such that for \( i = 0, 1, \ldots, n-1 \) exactly \( m_i \) vertices of \( G \) have degree \( i \). We encode the input \( \lambda \) as an element of \( \{0, 1\}^\ast \) in an appropriate way which we will discuss later in part II.

This shows the variety of problems in enumeration one can consider and investigate. We say something on each of them from the perspective of Definition 1.1.

Here we consider Examples 1–5 and defer the remaining ones to part II.

We put forward our definition of an effective formula for an enumerative problem. The acronym PIO stands for polynomial in input and output.

**Definition 1.1 (PIO formula).** For a counting function \( f : \mathbb{N} \to \mathbb{Z} \), a PIO formula is an algorithm, called a PIO algorithm, that for some constants \( c, d \in \mathbb{N} \) for every input \( n \in \mathbb{N} \) computes the output \( f(n) \in \mathbb{Z} \) in at most \( c \cdot m(n)^d = O(m(n)^d) = \text{poly}(m(n)) \) steps, where 

\[
m(n) = m_f(n) := \log(1 + n) + \log(2 + |f(n)|)
\]

measures the combined complexity of the input and the output. Similarly for counting function \( f : X \to \mathbb{Z} \) defined on a subset \( X \subset \mathbb{N} \).

We think this is the precise and definitive notion of a “closed formula”, and the yardstick one should use, possibly with some ramifications or weakenings, to determine if a solution to an enumerative problem is effective. We call counting functions possessing PIO formulas shortly PIO functions. Definition 1.1 repeats
(more explicitly) the proposal made already in M. Klazar \[88, p. 10\] in 2010, the innovation is that meanwhile we learned that the relevant complexity class PIO exists for a long time in the literature. In fact, after submitting this text for publication we found out that J. Shallit mentioned briefly Definition 1.1 as a “very good formula” in \[133, slide 3\] in 2016.

We comment on the definition. The steps mean steps of the formal specification of an algorithm as a multitape Turing machine. We are primarily interested in the bit complexity but sometimes consider also the algebraic complexity, the number of required arithmetic operations. We do not consider the space complexity which concerns memory requirements. The shifts 1 + n and 2 + |f(n)| serve for removing arguments 0 and 1, inconvenient for logarithms. The two natural logarithms come from the decadic or binary (but not unary!) encoding of numbers: log(2 + |f(n)|) = Θ(r) where r is the number of bits in the binary code for f(n) ∈ Z. The rationale behind the definition is that any algorithm solving a nontrivial enumerative problem f : N → Z needs minimum roughly m(n) steps just for reading the input n and printing the output f(n), and an effective algorithm takes only polynomially many steps in this minimum. We include the output in the complexity of the problem because in enumeration typically the output is much larger than the input, and thus considering only the input complexity (and ignoring the time it takes to print the output) is bound to lead to confusion. But we will see, and a moment of reflection reveals it, that not large outputs but on the contrary the unexpectedly small ones pose difficulty — for them one has much less time for effective computation. We reflect such “cancellative” problems by selecting Z, and not N or N\(_0\), as the codomain of counting functions. In Example 1, m(n) = Θ(n) because log(2 + c\(_n\)) = Θ(n), and in Example 2, m(n) = Θ(n) for even c\(_n\) and m(n) = Θ(log(1 + n)) when c\(_n\) is odd.

We state the definition of the complexity class PIO (\[149, 65, 153\]) which we above specialized to counting functions; |u| denotes the length n of a binary word u = a\(_1\)a\(_2\)\ldots a\(_n\) ∈ \{0, 1\}\(^*\).

**Definition 1.2 (complexity class PIO).** A function f : \{0, 1\}\(^*\) → \{0, 1\}\(^*\) is in the complexity class PIO if there is an algorithm that for every input u ∈ \{0, 1\}\(^*\) computes the output f(u) in time polynomial in max(|u|, |f(u)|).

PIO belongs to standard complexity classes, see the “complexity zoo” \[153\], but it appears not to be widely known. It was introduced implicitly by M. Yannakakis \[149, Theorem 5.1, also pages 86 and 93\] and later explicitly and independently by Y. Gurevich and S. Shelah \[65\]. Researchers in database theory measure by it complexity of algorithms, see for example S. Cohen, B. Kimelfeld and Y. Sagiv \[45\], S. Cohen and Y. Sagiv \[47\], Y. Kanza and Y. Sagiv \[85\] or M. Vardi \[143\]. We are not aware of any mention of the class PIO in enumerative combinatorics where we think it has a natural place.

The title alludes to the pioneering work \[146\] of the late H. S. Wilf who was the first to ponder in the light of computational complexity the question what it precisely means to give an effective, or a nontrivial, solution — an answer — to a problem in enumeration. The first of two of his definitions says that a
nontrivial solution (he actually uses the term effective solution) is an algorithm that computes \( f(n) \) for a counting function \( f : \mathbb{N} \to \mathbb{N}_0 \) in the number of steps that is \( o(\text{List}(n)) \) where “List\( (n) \) = the complexity of producing all of the members of the set \( S_n \) [where \( f(n) = |S_n| \)], one at a time, by the speediest known method, and counting them.” ([146] Definition 1 and the preceding sentence). As it depends on the complexity of the current “speediest known method”, it depends on time and progress of knowledge, and so it is not really a mathematical definition but more a heuristic to measure effectivity of algorithms. In part II we give another specification of this notion. But we have to add here that this is not a bug but a feature of the first definition: “We will see that a corollary of this attitude is that our decision as to what constitutes an answer may be time-dependent: as faster algorithms for listing the objects become available, a proposed formula for counting the objects will have to be comparably faster to evaluate.” ([146] p. 289).

The second definition of H. S. Wilf says that for superpolynomially growing \( f(n) \) (“a problem in the class \( \nu \pi \)”) an effective solution (he actually uses the term that a problem is \( p \)-solved) is an algorithm that computes \( f(n) \) in \( \text{poly}(n) \) steps ([146] Definition 2). We also have to mention that he does not restrict only to bit complexity but allows also other measures of complexity, “such as multiplication or division of numbers in a certain size range, or bit operations, or function evaluations, etc.” ([146] p. 290).

Shortcomings of H. S. Wilf’s second definition, rectified in Definition 1.1, are that it does not take into account complexity of the output and restricts only to functions \( f \) with superpolynomial growth. (In the second definition the function \( f(n) \) is not bounded from above, but it appears that tacitly it is of at most broadly exponential growth, \( \log(1 + f(n)) \ll n^d \).) Thus Example 2 falls outside his framework, which is kind of unsatisfactory, and so we sought better definition. H. S. Wilf illustrates his two definitions with the function (we quote from [146])

\[
\begin{align*}
f(n) &= \sum_{\lambda \in P(n)} \frac{2^g(\lambda)}{1^{m_1} \cdot m_1! \cdot 2^{m_2} \cdot m_2! \cdot \ldots \cdot n^{m_n} \cdot m_n!} \\
g(\lambda) &= \frac{1}{2} \left( \sum_{i,j=1}^{n} \gcd(i,j)m_im_j - \sum_{k \geq 1} m_{2k-1} \right)
\end{align*}
\]

and \( \lambda = 1^{m_1} 2^{m_2} \ldots n^{m_n} \) runs through the partitions of \( n \) — \( f(n) \) counts the unlabeled (i.e., nonisomorphic) graphs on the vertex set \( [n] \) (G. Pólya [118]). Since \( f(n) \approx 2^{n(n-1)/2}/n! \), we have \( \text{List}(n) = \Omega(2^{(1+o(1))n^2/2}) \), but the formula based on the displayed sum over \( P(n) \) computes \( f(n) \) in \( O(p(n)n^d) = O(\exp(c\sqrt{n})) \) steps (where \( c > 0 \) is a constant and \( p(n) = |P(n)| \) is the number of partitions of \( n \), which is asymptotically much smaller. Thus we have a nontrivial solution. An effective solution is in question because no algorithm is known that would compute \( f(n) \) in \( O(n^d) \) steps. H. S. Wilf asks if such algorithm exists, but so far his question remains unanswered.

H. S. Wilf’s article [146] is discussed by D. Zeilberger [151] and it gave rise to
the notion of a Wilfian formula (also called a polynomial enumeration scheme), which is an algorithm working in time polynomial in \( n \) for enumerative problems \( n \mapsto f(n) \in \mathbb{N}_0 \) of the type \( \Omega(n^c) = \log(2 + f(n)) = O(n^d) \) (for some real constants \( 0 < c < d \)). It appears in the works on enumeration of Latin squares by D. S. Stones [140] or permutations with forbidden patterns by V. Vatter [144], B. Nakamura and D. Zeilberger [109], B. Nakamura [108] and others. Recently [146] was invoked by V. S. Miller [104] for counting squares in \( F_{n \times n}^2 \) by a nontrivial formula making exponentially many steps (an effective solution is not known) or by M. Kauers and D. Zeilberger [86].

Perhaps our proposal in Definition 1.1 has a certain reinventing-the-wheel quality because nowadays, unlike in the times of, say, L. Comtet [48] or J. Riordan [126] when computational complexity did not exist, it is a common knowledge that an effective solution to a problem means, in the first approximation, a polynomial time algorithm (see, for example, B. Edixhoven and J.-M. Couveignes [51] or V. Becher, P. A. Heiber and T. A. Slaman [14]). For this common knowledge we are indebted to A. Cobham [45] and J. Edmonds [52] in 1965. But, then, it seems not to be a common knowledge that one should consistently include the complexity of the output in the complexity of an enumerative problem. Also, one can still read in contemporary literature on enumerative combinatorics statements to the effect that there is no precise definition or determination of a closed formula or answer to an enumerative problem. For example, M. Aigner [3, Introduction, p. 1] writes that “There is no straightforward answer as to what “determining” a counting function means.” or F. Ardila [10, Chapter 1 What is a good answer?] concludes that “So what is a good answer to an enumerative problem?” [emphasize in original] Not surprisingly, there is no definitive answer to this question.” On the other hand, the text of P. J. Cameron [33, 34, Chapter 1.3] contains an interesting discussion of the complexity matters which does reflect the output complexity of enumerative problems, but does not result in concrete definition of a closed formula. We believe that Definition 1.1 gives the definitive and more or less straightforward answer. Recently (I wrote the main bulk of this article in autumn 2016 and add this in March 2018, and now see that it is even August) the excellent survey [112] of I. Pak appeared that also tackles the question what is an effective formula in enumeration but it changes nothing on our above discussion.

Content and main results. In the following two sections we discuss, from the perspective of Definition 1.1 in their order the eight examples given at the beginning. At least, this we initially intended but as the text started get too long, we decided to split it in two parts. Here we consider Examples 1–5 and defer Examples 6–8 to part II. The length of our text is caused only by the great variety of enumerative problems offering themselves for investigation. Section 2 deals with Examples 1–3. After establishing in Propositions 2.1 and 2.2 PIO formulas for Examples 1 and 2, where Example 2 is chosen to illustrate peculiarity of this notion, we prove in Theorem 2.3 that every integral linear recurrence sequence has a PIO formula (but with a non-effective complexity bound). This seems so far not to be reflected in the literature. Propositions 2.4 and 2.6–2.8 gather tools for proving Theorem 2.3. We present some problems
and results on holonomic sequences which generalize linear recurrence sequences. For example, in Problem 2.10 we ask if every holonomic sequence $f : \mathbb{N} \to \mathbb{Z}$ is a PIO function.

In Section 3 we consider enumerative problems inspired by Examples 4 and 5. Propositions 3.1 and 3.2 revisit efficient evaluation of the partition function $p(n)$. It still holds from us some secrets, for example, it is not known how to compute efficiently the parity of $p(n)$ (Problem 3.3). In Proposition 3.4 we show that counting functions like Example 4 are PIO functions and in Proposition 3.5 we prove it for partitions with distinct parts. Hence Corollary 3.6 compositions of $n$ with distinct parts are counted by a PIO function. Proposition 3.8 is a general result implying that, for example, the partitions of $n$ whose multiplicities of parts divide $n$ are counted by a PIO function. If parts are required to divide $n$, PIO formula seems not to be known. Another corollary is Corollary 3.10 if $g : \mathbb{N} \to \mathbb{N}$ strictly increases, grows only polynomially and is polynomial-time computable then the partitions of $n$ with parts in $\{g(1), g(2), \ldots\}$ are counted by a PIO function. Yet another Corollary 3.11 shows that the number of partitions of $n$ into distinct squares is a PIO function. Corollary 3.13 gives PIO formulas for counting functions of partitions with prescribed multiplicities. Problem 3.14 inspired by H. S. Wilf [147], asks if we can effectively count partitions of $n$ with distinct multiplicities of parts. The well known theorem of E. T. Bell [15] (Proposition 3.15) says that partitions of $n$ that take parts from a fixed finite set $A \subset \mathbb{N}$ are counted by a quasipolynomial in $n$. In Corollaries 3.17 and 3.18 we point out that the argument proving Proposition 3.15 gives with almost no change more general results. Corollary 3.19 returns to Example 4: if the function $g : \mathbb{N} \to \mathbb{Z}$ has a finite support then $f(n) = \sum_{\lambda \in P(n)} g(\|\lambda\|)$ is a PIO function because it is a quasipolynomial in $n$. We mention further quasipolynomial enumerative results on partitions, Proposition 3.20 due to D. Zeilberger [152] and Proposition 3.21 due to G.E. Andrews, M. Beck and N. Robbins [8]. Rather general quasipolynomial enumerative result was obtained by T. Bogart, J. Goodricks and K. Woods [19] (Theorem 3.22). Problem 3.23 asks if one can effectively count partitions of $n$ into powers of a fixed integer $m \geq 2$ and Theorem 3.25 quotes a recent positive resolution of this problem by I. Pak and D. Yeliussizov [113, 114]. Proposition 3.20 points out that the two basic cancellative counting problems on partitions, $n \mapsto \sum_{\lambda \in Q(n)} (-1)^{\|\lambda\|}$ and $n \mapsto \sum_{\lambda \in P(n)} (-1)^{\|\lambda\|}$ (where $P(n)$ are all partitions of $n$, and $Q(n)$ are those with distinct parts), are both PIO functions. The former follows from the pentagonal identity of L. Euler, and the latter from J. W. L. Glaisher’s identity [62]. In the former case we have almost complete cancellation but in the latter case only little cancellation. Problem 3.27 asks when such cancellation for $(-1)^{\|\lambda\|}$-count of partitions occurs. We look at this problem for partitions into squares and for partitions into parts from $l$-sorted $\mathbb{N}$ (Example 5 is $l = 2$), including the case $l = 24$ that gives the Ramanujan tau function — the last Problem 3.29 concerns computation of coefficients in powers of R. Dedekind’s $\eta$-function.

When we below state and prove results on PIO functions for enumerative problems, we are not content with just saying that a PIO algorithm for the prob-
lem exists — it would be ironic to refer in such a way to efficient algorithms — but we always indicate if and how the PIO algorithm can be constructed from the given data. See, for example, Theorem 2.3 or Corollary 3.10.

2 The numbers of Catalan and Fibonacci

We start with Example 1. A planted tree is a finite tree with a distinguished vertex, called a root, and with every set of children of a vertex linearly ordered. Its size is the number of vertices. (For a long time I used to call this kind of trees rooted plane trees, which also some literature uses, but F. Bergeron, G. Labelle and P. Leroux \[16\] showed me that this terminology is imprecise: embedding in the plane gives to the children of the root only cyclic, not linear, ordering.)

Proposition 2.1. Let \( c_n \) be the \( n \)-th Catalan number, the number of (unlabeled) planted trees with size \( n \). Then \( n \mapsto c_n \) is a PIO function and the PIO algorithm is given by the recurrence displayed below.

Proof. We only need to know the recursive structure of planted trees. There is just one planted tree with size 1, and for \( n \geq 2 \) every planted tree \( T \) of size \( n \) bijectively decomposes in an ordered pair \((U, V)\) of planted trees with sizes adding to \( n \); \( U \) is the subtree of \( T \) rooted in the first child of \( T \)'s root and \( V \) is the rest of \( T \). Thus the combinatorial recurrence \( c_1 = 1 \) and, for \( n \geq 2 \),

\[
c_n = \sum_{k=1}^{n-1} c_k c_{n-k} .
\]

It implies that \( c_n \geq 2c_{n-1} \) for \( n \geq 3 \) and by induction \( c_n \gg 2^n \). On the other hand, by induction \( c_n \leq (n-1)! \leq n^n \) for every \( n \geq 1 \) and \( \log(2 + c_n) \ll n^2 \) (such crude but easy to obtain bound suffices for our purposes). Hence \( n \ll m(n) \ll n^2 \) in this enumerative problem and we need to compute \( c_n \) in \( O(n^d) \) steps.

We do it on a Turing machine with six tapes \( T_1, \ldots, T_6 \). Recall that elementary school algorithms multiply two \( O(m) \)-bit numbers in \( O(m^2) \) steps and add them in \( O(m) \) steps (see comments below). Tape \( T_1 \) stores, in this order, the binary codes for \( c_1, c_2, \ldots, c_{n-1} \). For \( k = 1, 2, \ldots, n-1 \) we do the following. We find \( c_k \) and \( c_{n-k} \) on \( T_1 \) and write them on the respective tapes \( T_2 \) and \( T_3 \). This costs \( O(\log(1 + c_1) + \cdots + \log(1 + c_{n-1})) = O(n^3) \) steps, say. We compute in \( O(n^4) \) steps the product \( c_k c_{n-k} =: s \) and write it on \( T_4 \). Tape \( T_5 \) stores \( \sum_{i=1}^{k-1} c_i c_{n-i} =: t \). In \( O(n^2) \) steps we compute the sum \( s + t \) and store it on \( T_6 \). We conclude by rewriting in \( O(n^2) \) steps the content of \( T_5 \) with that of \( T_6 \). After the step \( k = n-1 \), tape \( T_5 \) contains \( t = \sum_{i=1}^{n-1} c_i c_{n-i} = c_n \) and we copy this in \( O(n^2) \) steps on \( T_1 \). The computation of \( c_n \) from \( c_1, c_2, \ldots, c_{n-1} \) takes \( O(n \cdot n^4) = O(n^5) \) steps. The recurrence, implemented by the six-tape Turing machine, computes \( c_n \) from beginning in \( \sum_{k=2}^{n} O(k^5) = O(n^6) = O(m(n)^6) \) steps, and \( n \mapsto c_n \) is a PIO function. \( \square \)
We give some comments. If the Turing machine has only one tape, and the two \(O(m)\)-bit numbers to be added are stored on it one after another, it is impossible to add them in \(O(m)\) steps as the reading head has to move back and forth between them, and one needs \(\Theta(m^2)\) steps for addition. This can be proven similarly as F. C. Hennie \[71\] proved the \(\Theta(m^2)\) lower bound on recognition of \(m\)-bit palindromes. Therefore we use multitape Turing machines. The cost of adding or multiplying two numbers is not only the cost of the operation but in practice includes also the cost of recalling both operands from the memory, and therefore we analyzed above the computation of \(c_n\) in more details. But these technicalities cause at worst only polynomial slowdown and are not important for our main concern that is a purely qualitative alternative: there is a polynomial time PIO algorithm for the enumerative problem considered or its existence is not known.

The Catalan numbers

\[(c_n)_{n\geq 1} = (1, 1, 2, 5, 14, 42, 132, 429, 1430, 4862, \ldots)\]

form sequence A000108 in the database OEIS (The Online Encyclopedia of Integer Sequences) \[154\]. Using stronger bound \(\log(2 + c_n) = \Theta(n)\) and faster integer multiplication (consult D. Harvey, J. van der Hoeven and G. Lecerf \[70\] and D. Harvey and J. van der Hoeven \[69\] for the state of art and history of multiplication algorithms) we can evaluate \(c_n\) in, say, \(O(n^3 \log^d (1 + n))\) steps. It is not a surprise that Catalan numbers can be effectively computed, but it depends on what “effectively” precisely means. The combinatorial recurrence computes \(c_n\) in \(\text{poly}(n)\) arithmetic operations, and to get \(\text{poly}(n)\) steps we need that all numbers involved in the computation have \(O(n^d)\) digits for a fixed \(d\). This is ensured by (i) the bound \(c_n \leq n^n\) and (ii) the non-negativity of coefficients in the recurrence which entails that the result \(c_n\) upper bounds every number arising in evaluating the recurrence. But we also need that each \(c_n\) has \(\Omega(n^c)\) digits for a fixed real \(c > 0\), which is ensured by the bound \(c_n \gg 2^n\), so that \(\text{poly}(n)\) steps means \(\text{poly}(m(n))\) steps and we really have an effective algorithm. If, say, for infinitely many \(n\) we had the bound \(c_n = O(1)\) then \(\text{poly}(n)\) steps would cease to mean an effective algorithm in the sense of Definition \[11\] and we would have to try more, as in Example 2.

To establish qualitatively a PIO formula for \(c_n\), the combinatorial recurrence suffices and one does not need generating functions or “advanced” formulas for \(c_n\) like \((n \in \mathbb{N})\)

\[
c_n = \frac{1}{n} \binom{2n - 2}{n - 1} = (-1)^{n+1} \frac{4^n}{2^n} \binom{1}{n} \quad \text{or} \quad c_{n+1} = \frac{4n - 2}{n + 1} c_n.
\]

The last recurrence gives a more efficient PIO formula than the combinatorial recurrence. The Catalan numbers have asymptotics \(c_n \sim cn^{-3/2}4^n\) with a constant \(c > 0\). For asymptotic methods in enumeration consult P. Flajolet and R. Sedgewick \[58\], and R. Pemantle and M. C. Wilson \[117\] for the multivariate case.
We move to Example 2. As we will see shortly, the case \( f(n) = 1 \) occurs for infinitely many \( n \). Then the reader probably realizes that even though the two functions \( f_c \) and \( f_o \), defined as \( f_c(n) := c_n \) and \( f_o(n) := n \) for even \( n \) and \( f_c(n) := 1 \) for odd \( n \), are PIO functions and compose to the counting function \( f(n) = f_o(f_c(n)) \) of Example 2, composition of their PIO algorithms is not a PIO algorithm for \( f(n) \). It is an algorithm that always does \( \Omega(n^d) \) steps, but we need an algorithm that for \( n \) with odd \( c_n \) makes only \( O(\log^d (1 + n)) \) steps. Naturally, we need to determine effectively which numbers \( c_n \) are odd.

**Proposition 2.2.** Let \( c_n \) be the \( n \)-th Catalan number. Then the function \( f : \mathbb{N} \to \mathbb{N}, f(n) = c_n \) for even \( c_n \) and \( f(n) = 1 \) for odd \( c_n \), is a PIO function. The PIO algorithm is described below.

**Proof.** The combinatorial recurrence for \( c_n \) shows that \( c_n \) is odd iff \( n = 2^m \) for an \( m \in \mathbb{N}_0 \): \( c_1 = 1 \) is odd, for odd \( n > 1 \) the number \( c_n = 2(c_1c_{n-1} + \cdots + c_{(n-1)/2}c_{(n+1)/2}) \) is even and, similarly, for even \( n \) the number \( c_n = c_{n/2}^2 + 2(c_1c_{n-1} + \cdots + c_{(n-2)/2}c_{(n+2)/2}) \) has the same parity as \( c_{n/2} \). Thus we effectively compute \( f(n) \) as follows. For given \( n \in \mathbb{N} \) we first in \( O(\log^2(1 + n)) \) steps determine if \( n \) is a power of 2. If it is so, we output 1 in \( O(1) \) steps. Else we output, using the PIO formula for \( n \mapsto c_n \), in \( O(n^6) \) or so steps the value \( c_n \). This gives a formula for \( f(n) \) that for even \( c_n \) makes \( O(n^6) \) steps and for odd \( c_n \) only \( O(\log^2(1 + n)) \) steps, which is \( O(m(n)^6) \) steps for every \( n \in \mathbb{N} \). \( \square \)

Alternatively, we get a PIO algorithm for the \( f(n) \) of Proposition [2.2] or, more generally, we determine effectively if a fixed \( m \in \mathbb{N} \) divides \( c_n \) (or, more generally, a hypergeometric term), by means of A.-M. Legendre’s formula \( k = \nu_p(n!) = \sum_{i \geq 1} [n/p^i] \) for the largest \( k \in \mathbb{N}_0 \) for which \( p^k \) divides \( 1 \cdot 2 \cdot \ldots \cdot n \) (or by means of a generalization of the formula to products of numbers in arithmetic progressions). At the close of the section we mention other effective formulas for modular reductions of \( c_n \) and similar numbers.

Example 2 illustrates the fact that composition of two PIO algorithms need not be a PIO algorithm. In fact, as one expects, composition of two PIO functions need not be a PIO function. An example of such functions is easily constructed by taking a computable function not in PIO, e.g. a function \( f : \{0, 1\}^* \to \{0, 1\} \) in \( \text{EXP}\setminus \text{P} \), see Ch. H. Papadimitriou [115] Chapter 7.2. Y. Gurevich and S. Shelah [65] Lemma 2.1] elaborate such example.

Example 3 concerns the ubiquitous linear recurrence sequences. Best known of them are the Fibonacci numbers \( f_n \), given by \( f_0 = 0, f_1 = 1, \) and \( f_{n+2} = f_{n+1} + f_n \) for every \( n \in \mathbb{N}_0 \). The sequence

\[
(f_n) = (f_n)_{n \geq 1} = (1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, \ldots)
\]

is sequence [115 A000045]. Since \( 2f_{n-2} \leq f_n \leq 2f_{n-1} \) for \( n \geq 3 \), we have exponential bounds \( (\sqrt{2})^n \leq f_n \leq 2^n \), \( n \in \mathbb{N} \). The precise asymptotics is \( f_n \sim c\phi^n \) where \( c > 0 \) is a constant and \( \phi = 1.61803\ldots \) satisfies \( \phi^2 - \phi - 1 = 0. \)
In general, a \textit{linear recurrence sequence} in \(\mathbb{Z}\), abbreviated as a \textit{LRS}, is a function \(f : \mathbb{N} \to \mathbb{Z}\) determined by \(2k\) integers \(a_0, \ldots, a_{k-1}, f(1), \ldots, f(k)\) with \(k \in \mathbb{N}_0\) and \(a_0 \neq 0\), and the recurrence relation

\[
f(n + k) = a_{k-1}f(n + k - 1) + a_{k-2}f(n + k - 2) + \cdots + a_0f(n), \quad n \in \mathbb{N}.
\]

(Later we point out that allowing \(a_i\) outside \(\mathbb{Z}\) does not give new LRS.) Note that we require \(a_0 \neq 0\) and the recurrence to hold from the beginning. By reverting the recurrence every LRS \(f\) extends naturally to \(f : \mathbb{Z} \to \mathbb{Q}\), for example \((1, 2, 4, 8, \ldots)\) extends to \(f(n) = 2^{n-1}, \quad n \in \mathbb{Z}\). Thus \((0, 1, 1, 1, \ldots)\) is not a LRS, as can be seen be reverting the purported recurrence, but it is true that this sequence differs from a LRS in just one term. If \(k = 0\) or if \(f(1) = f(2) = \cdots = f(k) = 0\), we get the \textit{zero sequence} that has \(f(n) = 0\) for every \(n \in \mathbb{N}\). We say that \(f\) (more precisely, the recurrence) has \textit{order} \(k\).

Like the Fibonacci numbers, every LRS has an easy exponential upper bound \(|f(n)| \leq c^n\) for every \(n \in \mathbb{N}\), with the constant \(c = k \max_i |a_i| \max_{i \leq k} |f(i)|\). Lower bound is a different story, see Proposition 2.7.

The defining recurrence computes every LRS \(f(n)\) in \(\Theta(n)\) arithmetic operations. We recall, on the Fibonacci numbers \(f_n\), the well known and beautiful formula (algorithm) based on binary powering that computes \(f(n)\) in only \(\text{poly}(\log n)\) arithmetic operations. By E. Bach and J. Shallit [11, p. 122] or D. E. Knuth [91, p. 695], it appears first in J. C. P. Miller and D. J. Spencer Brown [103]. For \(f_n\) the formula reads: if \(n = \sum_{i=0}^k b_i2^i\) with \(b_i \in \{0, 1\}\) is the binary expansion of \(n \in \mathbb{N}_0\) (where \(0 = 02^0\)) then

\[
f_n = (0, 1) \cdot \prod_{i=0}^k \left( \cdots \left( \left( \begin{array}{cc} 1 & 1 \\ 1 & 0 \end{array} \right)^{b_i} \right)^2 \cdots \right) \cdot \left( \begin{array}{c} 1 \\ 0 \end{array} \right).
\]

Indeed, if \(M\) is the stated \(2 \times 2\) matrix and \(F_n\) is the column \((f_{n+1}, f_n)^T\) then, since the first row of \(M\) records the recurrence for \(f_n\) and matrix multiplication is associative, we have \(MF_n = F_{n+1}\) and \(F_n = M^nF_0\). The power \(M^n\) is then computed by repeated squaring from the \(b_i\)'s. Since \(k = O(\log(n + 1))\), the formula computes \(f_n\) in only \(O(\log(n + 1))\) multiplications of two integral \(2 \times 2\) matrices, so in only \(O(\log(n + 1))\) arithmetic operations with integers. This easily extends to general LRS. For more information on repeated squaring and computing terms in linear recurrence sequences see J. von zur Gathen and J. Gerhard [61, Chapters 4.3 and 12.3]. Recent contribution to the literature on computing linear recurrence sequences is S. G. Hyun, S. Melczer and C. St-Pierre [17].

For qualitative bit complexity such cleverness seems superfluous, the \(n\)-th term \(f(n)\) of a LRS is an \(O(n)\) digit number (which cannot be printed in fewer steps) and already the defining recurrence computes \(f(n)\) in \(\text{poly}(n)\) steps, which might be viewed as an efficient computation. But not from the point of view of Definition 1.1. Since \(f(n)\) may have as few as \(O(1)\) digits, to get a PIO
formula we need to locate effectively these small values (cf. Example 2) and compute them in \( \text{poly}(\log n) \) steps. This is not automatic by the above displayed \( \text{poly}(\log n) \) arithmetic operations formula because only \( \text{poly}(\log n) \) digit numbers may be used, and for general LRS the displayed formula contains negative numbers (the result need not upper bound intermediate values, as in
\[ 1 = 2^n - (2^n - 1) \]. It can be done, albeit on the verge of non-effectivity, and we prove the following theorem.

**Theorem 2.3.** Every linear recurrence sequence \( f : \mathbb{N} \to \mathbb{Z} \) in \( \mathbb{Z} \) of order \( k \in \mathbb{N}_0 \) is a PIO function. In the proof we indicate an algorithm \( A \) with inputs \( (a, b, n) \in \mathbb{Z}^k \times \mathbb{Z}^k \times \mathbb{N} \), where \( k \in \mathbb{N}_0 \), and outputs in \( \mathbb{Z} \) such that for every fixed tuple \( (a, b) = (a_0, \ldots, a_{k-1}, f(1), \ldots, f(k)) \) with \( a_0 \neq 0 \), \( A \) is a PIO algorithm computing the LRS \( f(n) \) determined by \( (a, b) \).

We will see that the implicit constant in the \( O(m(n)^d) \) complexity bound in these PIO algorithms is currently non-effective — at the present state of knowledge we cannot provide for it any specific value. The theorem follows by combining standard results from the theory of linear recurrence sequences, see the monograph [54] of G. Everest, A. van der Poorten, I. Shparlinski and T. Ward, but we did not find it mentioned in [54] or anywhere else.

We review tools for the proof of Theorem 2.3. For background on linear recurrence sequences see [54], W. M. Schmidt [131] or R. P. Stanley [138, Chapter 4]. By \( \overline{\mathbb{Q}} \subset \mathbb{C} \) we denote the field of algebraic numbers, consisting of all roots of monic polynomials from \( \mathbb{Q}[x] \). The subring of algebraic integers is formed by all roots of monic polynomials from \( \mathbb{Z}[x] \). A power sum is an expression

\[ s(x) = \sum_{i=1}^{l} p_i(x) \alpha_i^x \]

where \( l \in \mathbb{N}_0 \), \( \alpha_i \in \overline{\mathbb{Q}} \) are distinct and nonzero numbers, and \( p_i \in \overline{\mathbb{Q}}[x] \) are nonzero polynomials. The numbers \( \alpha_i \) are the roots of the power sum. A sequence \( f : \mathbb{N} \to \overline{\mathbb{Q}} \) is represented by a power sum \( s(x) \) if \( f(n) = s(n) \) for every \( n \in \mathbb{N} \). The empty power sum with \( l = 0 \) represents the zero sequence. We consider the more general linear recurrence sequences in \( \mathbb{Q} \), shortly LRS in \( \mathbb{Q} \) — they are defined as LRS, only their values and coefficients of defining recurrences lie in the field \( \mathbb{Q} \) instead of its subring \( \mathbb{Z} \). If \( f : \mathbb{N} \to \mathbb{Q} \) is a LRS in \( \mathbb{Q} \) given by a recurrence \( f(n + k) = \sum_{i=0}^{k-1} a_i f(n + i), a_i \in \mathbb{Q} \) and \( a_0 \neq 0 \), the recurrence polynomial \( p(x) \) is

\[ p(x) = x^k - a_{k-1} x^{k-1} - a_{k-2} x^{k-2} - \cdots - a_0 \in \mathbb{Q}[x] \]

If the recurrence for \( f \) has minimum order, we denote \( p(x) \) by \( p_f(x) \) and call it the characteristic polynomial of \( f \); in a moment we show that there is always a unique \( p_f(x) \). For example, the characteristic polynomial of the zero sequence is the constant polynomial \( p_{00}(x) = 1 \). For a sequence \( f : \mathbb{N} \to \mathbb{C} \) and a polynomial \( p(x) = \sum_{i=0}^{k} a_i x^i \in \mathbb{C}[x] \) we let \( p_f : \mathbb{N} \to \mathbb{C} \) denote the sequence
given by \( pf(n) = \sum_{i=0}^{k} a_i f(n + i) \). We say that \( p \) annihilates \( f \) if \( pf \) is the zero sequence. The set of rational polynomials annihilating \( f \) is denoted by \( V(f) \subset \mathbb{Q}[x] \). Clearly, \( V(f) \) consists exactly of all rational recurrence polynomials for \( f \) (with \( a_0 = 0 \) and non-unit leading coefficient allowed). The following results are well known but we prove them here for reader’s convenience and as an workout for the author.

**Proposition 2.4.** Power sums and linear recurrence sequences have the following properties.

1. Every sequence \( f : \mathbb{N} \to \mathbb{Q} \) has at most one power sum representation.
2. If \( f : \mathbb{N} \to \mathbb{C} \) is a sequence then \( V(f) \) is an ideal in the ring \( \mathbb{Q}[x] \).
3. If \( f : \mathbb{N} \to \mathbb{Q} \) is a LRS in \( \mathbb{Q} \) then \( V(f) = \langle p_f(x) \rangle \) for a unique monic polynomial \( p_f \in \mathbb{Q}[x] \) with \( p_f(0) \neq 0 \). This unique generator \( p_f \) of \( V(f) \) is called the characteristic polynomial of \( f \) and gives the unique minimum order rational recurrence for \( f \).
4. A sequence \( f : \mathbb{N} \to \mathbb{Q} \) is a LRS in \( \mathbb{Q} \) if and only if it is represented by a power sum \( s(x) \). If it is the case, the roots \( \alpha_i \) of \( s(x) \) are exactly the roots of \( p_f(x) \).

**Proof.** 1. It suffices to show that no nonempty power sum represents the zero sequence. For a power sum \( s(x) \) as above we define \( \text{deg } s(x) = \sum_{i=1}^{l} (\text{deg } p_i(x) + 1) \in \mathbb{N}_0 \). Clearly, only the empty power sum has degree 0. For any nonempty \( s(x) \) we define the new power sum \( \Delta s(x) = s(x + 1) - \alpha_1 s(x) \). Note that, crucially, \( \text{deg } \Delta s(x) = \text{deg } s(x) - 1 \). Also, if \( s(x) \) represents the zero sequence then so does \( \Delta s(x) \), and no \( s(x) \) with \( \text{deg } s(x) = 1 \) represents the zero sequence. (In fact, if \( \text{deg } s(x) = 1 \) then \( s(n) \neq 0 \) for every \( n \in \mathbb{N}_0 \).) The last three facts together imply that no nonempty power sum represents the zero sequence.

2 and 3. It is easy to see that for any \( p, q \in \mathbb{C}[x] \) and any sequence \( f : \mathbb{N} \to \mathbb{C} \) we have \( (p + q)f = pf + qf \) and \( (pq)f = p(qf) \). Thus \( V(f) \) is an ideal in \( \mathbb{Q}[x] \). Every ideal in \( \mathbb{Q}[x] \) is principal, is generated by a single element, because the ring \( \mathbb{Q}[x] \) is Euclidean. Requiring the generator monic makes it unique because the units of \( \mathbb{Q}[x] \) are exactly the nonzero constants. Finally, \( p_f(0) \neq 0 \) because \( f \) being a LRS in \( \mathbb{Q} \) implies that \( V(f) \) contains a \( p \) with \( p(0) \neq 0 \).

4. Suppose that \( f : \mathbb{N} \to \mathbb{Q} \) is a LRS in \( \mathbb{Q} \) with minimum order \( k \) and characteristic polynomial \( p_f(x) \). Thus in the ring of formal power series \( \mathbb{Q}[[x]] \) we have the equality

\[
\sum_{n \geq 0} f(n)x^n = \frac{q(x)}{q_f(x)}
\]

where \( q_f(x) = x^k p_f(1/x) \), \( q \in \mathbb{Q}[x] \) has degree \( < k \) and \( q(x) \) and \( q_f(x) \) are coprime (by the minimality of \( k \)). The value \( f(0) \) is computed from \( f(1), f(2), \ldots, f(k) \) by the reverted recurrence; now it would be more convenient if \( f \) had domain \( \mathbb{N}_0 \) or even \( \mathbb{Z} \) but counting functions have domain \( \mathbb{N} \). After
decomposing the rational function \( q(x) / q_f(x) \) in partial fractions, expanding them in \( \mathbb{Q}[x] \) in generalized geometric series, and comparing coefficients of \( x^n \), we get a representation of \( f(n) \) by a power sum \( s(x) \). The roots of \( s(x) \) are exactly the roots of \( p_f(x) \) because of the coprimality of \( q(x) \) and \( q_f(x) \).

Let \( f : \mathbb{N} \to \mathbb{Q} \) be represented by a power sum \( s(x) = \sum_{i=1}^t p_i(x) \alpha_i^x \): \( f(n) = s(n) \) for every \( n \in \mathbb{N} \). We may assume that \( f \) is not the zero sequence and so \( s(x) \) is nonempty. We show that \( f \) is a LRS in \( \mathbb{Q} \). The argument is of interest because of three invocations of Lemma 2.5 below and because it uses negative \( n \in \mathbb{Z} \). If \( d = \max_i \deg p_i(x) \) then \( s(x) \) is a \( \overline{\mathbb{Q}} \)-linear combination of the \( t = (d + 1)l \) expressions \( x^j \alpha_i^x \) for \( 0 \leq j \leq d \) and \( 1 \leq i \leq l \). So is every shift \( s(x + r) \) for \( r \in \mathbb{N} \), as can be seen by expanding \( (x+r)^j = \sum_{b=0}^{\binom{j}{b}} x^{j-b} r^b \) and \( \alpha_i^{x+r} = \alpha_i^x \alpha_i^r \). By Lemma 2.5 there exist coefficients \( \beta_0, \beta_1, \ldots, \beta_t \in \overline{\mathbb{Q}} \), not all zero, such that

\[
\beta_0 s(x) + \beta_1 s(x + 1) + \cdots + \beta_t s(x + t) = 0
\]

identically. But we need coefficients not only in \( \overline{\mathbb{Q}} \) but in \( \mathbb{Q} \). We set

\[
V = \{(f(n), f(n + 1), \ldots, f(n + t)) \mid n \in \mathbb{N} \} \subset \mathbb{Q}^{t+1} \subset \overline{\mathbb{Q}}^{t+1}
\]

and select a maximum subset \( B \subset V \) of linearly independent (over \( \overline{\mathbb{Q}} \)) vectors. By Lemma 2.5 \( |B| \leq t + 1 \). Every vector \( z \in V \) is a \( \overline{\mathbb{Q}} \)-linear combination of the vectors in \( B \). If \( |B| = t + 1 \), the matrix whose rows are the linearly independent vectors \( z \in B \) is a square matrix and thus has linearly independent columns. But the system

\[
z \cdot (x_0, x_1, \ldots, x_t) = 0, \quad z \in B,
\]

has a nontrivial solution \( x_i = \beta_i \in \overline{\mathbb{Q}} \) which means that the columns are linearly dependent. Hence \( |B| \leq t \). But \( B \subset \mathbb{Q}^{t+1} \) and thus by Lemma 2.5 this system has a nontrivial solution \( x_i = \gamma_i \in \mathbb{Q} \), with not all \( \gamma_i \) zero. So

\[
z \cdot (\gamma_0, \gamma_1, \ldots, \gamma_t) = 0 \text{ and } \gamma_0 s(n) + \gamma_1 s(n + 1) + \cdots + \gamma_t s(n + t) = 0
\]

for every \( z \in V \) and every \( n \in \mathbb{N} \). By part 1, then \( \gamma_0 s(x) + \gamma_1 s(x + 1) + \cdots + \gamma_t s(x + t) = 0 \) identically (the left side is the empty power sum) and the last displayed equality thus holds for every \( n \in \mathbb{Z} \). Let \( u \in \mathbb{N}_0 \) and \( v \in \mathbb{N}_0 \) be the respective minimum and maximum index \( r \) with \( \gamma_r \neq 0 \), and let \( w = v - u \in \mathbb{N}_0 \). Then

\[
\gamma_u f(n + w) + \gamma_{u-1} f(n + w - 1) + \cdots + \gamma_0 f(n) = \gamma_u s(n - u + t) + \gamma_{u-1} s(n - u + t - 1) + \cdots + \gamma_0 s(n - u) = 0
\]

for every \( n \in \mathbb{N} \) (the arguments of \( s(\cdot) \) may be negative). After dividing by \( \gamma_u \) and rearranging we see that \( f \) is a LRS in \( \mathbb{Q} \) of order \( w \). The roots of \( p_f(x) \) and \( s(x) \) coincide by the previously proved opposite implication and by uniqueness of \( s(x) \) proved in part 1. \( \Box \)
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**Proposition 2.6.**

but this, of course, is not a counterexample to the first part (why?). Also, we allow 1 as a root in a non-degenerate power sum, and empty power sum is non-degenerate. For any sequence $f : \mathbb{N} \to X$ and numbers $m \in \mathbb{N}$ and $j \in [m]$, the $m$-section $f_{j,m} : \mathbb{N} \to X$ of $f$ is the subsequence of values of $f$ on the residue class $j$ mod $m$:

$$f_{j,m}(n) = f(j + mn - 1), \quad n \in \mathbb{N}.$$  

If $f : \mathbb{N} \to \overline{\mathbb{Q}}$ is represented by a power sum $s(x) = \sum_{i=1}^{l} p_i(x) \alpha_i^x$, then the $m$-section $f_{j,m}$ is represented by the power sum

$$s_{j,m}(x) = \sum_{i=1}^{l} \alpha_i^{j-m} p_i(j - m + mx)(\alpha_i^m)^x = \sum_{i=1}^{r} q_i(x) \beta_i^x$$

where $r \leq l$ and $\{\beta_i \mid i = 1, \ldots, r\} \subset \{\alpha_i^m \mid i = 1, \ldots, l\}$—we collect like terms in the middle expression so that the numbers $\beta_i$ are distinct and the polynomials $q_i(x)$ nonzero. For example, the degenerate power sum $s(x) = 2^x + (-2)^x$ has 2-sections $s_{1,2}(x) = 0$ (the empty power sum with $r = 0$) and $s_{2,2}(x) = 2 \cdot 4^x$. It is not hard to prove that for any $m \in \mathbb{N}$, $f : \mathbb{N} \to \overline{\mathbb{Q}}$ is a LRS in $\mathbb{Q}$ if and only if every $m$-section $f_{j,m}$ is a LRS in $\mathbb{Q}$.

**Lemma 2.5.** Let $m, n \in \mathbb{N}$ with $m < n$. Every linear homogeneous system

$$a_{j,1}x_1 + a_{j,2}x_2 + \cdots + a_{j,n}x_n = 0_K, \quad j = 1, 2, \ldots, m,$$

with $m$ equations, $n$ unknowns $x_i$, and coefficients $a_{j,i}$ in a field $K$ has a non-trivial solution $x_i \in K$ with not all $x_i = 0_K$.

Recall that a root of unity is a number $\alpha \in \mathbb{C}$ such that $\alpha^k = 1$ for some $k \in \mathbb{N}$, i.e. $\alpha$ is a root of $x^k - 1$. The minimum such $k$ is the order of $\alpha$. We say that a power sum $s(x)$ is degenerate if some root $\alpha_i$ or some ratio $\alpha_i / \alpha_j$ of two roots is a root of unity different from 1, else $s(x)$ is non-degenerate. So we allow 1 as a root in a non-degenerate power sum, and empty power sum is non-degenerate. For any sequence $f : \mathbb{N} \to X$ and numbers $m \in \mathbb{N}$ and $j \in [m]$, the $m$-section $f_{j,m} : \mathbb{N} \to X$ of $f$ is the subsequence of values of $f$ on the residue class $j$ mod $m$:

$$f_{j,m}(n) = f(j + mn(n - 1)), \quad n \in \mathbb{N}.$$  

If $f : \mathbb{N} \to \overline{\mathbb{Q}}$ is represented by a power sum $s(x) = \sum_{i=1}^{l} p_i(x) \alpha_i^x$, then the $m$-section $f_{j,m}$ is represented by the power sum

$$s_{j,m}(x) = \sum_{i=1}^{l} \alpha_i^{j-m} p_i(j - m + mx)(\alpha_i^m)^x = \sum_{i=1}^{r} q_i(x) \beta_i^x$$

where $r \leq l$ and $\{\beta_i \mid i = 1, \ldots, r\} \subset \{\alpha_i^m \mid i = 1, \ldots, l\}$—we collect like terms in the middle expression so that the numbers $\beta_i$ are distinct and the polynomials $q_i(x)$ nonzero. For example, the degenerate power sum $s(x) = 2^x + (-2)^x$ has 2-sections $s_{1,2}(x) = 0$ (the empty power sum with $r = 0$) and $s_{2,2}(x) = 2 \cdot 4^x$. It is not hard to prove that for any $m \in \mathbb{N}$, $f : \mathbb{N} \to \overline{\mathbb{Q}}$ is a LRS in $\mathbb{Q}$ if and only if every $m$-section $f_{j,m}$ is a LRS in $\mathbb{Q}$.

**Proposition 2.6.** The following holds for roots of unity and power sums.

1. If $p \in \mathbb{Z}[x]$ is a monic polynomial with $p(0) \neq 0$ and every root of $p$ has modulus at most 1, then every root of $p$ is a root of unity.
2. If \( s(x) = \sum_{i=1}^{l} p_i(x) \alpha_i^x \) is a power sum such that every \( \alpha_i \) is an algebraic integer, \(|\alpha_i| \leq 1\) for every \( i \), and \( s(n) \in \mathbb{Q} \) for every \( n \in \mathbb{N} \), then every \( \alpha_i \) is a root of unity.

**Proof.** 1. This is called Kronecker’s theorem. See U. Zannier [150, Theorem 3.8 and Remark 3.10 (i)] or E. Bombieri and W. Gubler [21, Theorem 1.5.9] or V. V. Prasolov [123, Theorem 4.5.4].

2. By the assumption and part 4 of Proposition 2.4, the sequence \( f(n) = s(n), n \in \mathbb{N} \), is a LRS in \( \mathbb{Q} \). By parts 3 and 4 of Proposition 2.4, the numbers \( \alpha_i \) are exactly the roots of the characteristic polynomial \( p_f(x) \in \mathbb{Q}[x] \). Since all \( \alpha_i \) are algebraic integers, so are the coefficients of \( p_f(x) \) (by expressing them in terms of the \( \alpha_i \)'s). But this implies that \( p_f(x) \in \mathbb{Z}[x] \). Using part 1 of the present proposition, we get that all \( \alpha_i \) are roots of unity. \( \square \)

On the Internet or even in paper literature one can encounter the erroneous claim that if \( \alpha \in \mathbb{Q} \) with \( |\alpha| = 1 \) then \( \alpha \) is a root of unity. The number \( \frac{4+3i}{5} \) is a counterexample. Part 1 of Proposition 2.6 shows when arguments of this sort are correct. Concerning exponential lower bounds on growth of linear recurrence sequences, there is the next deep result.

**Proposition 2.7.** If \( f : \mathbb{N} \to \mathbb{Q} \) is represented by a non-degenerate power sum whose roots have maximum modulus \( \beta > 1 \), then for every \( \varepsilon > 0 \) there is an \( n_0 \in \mathbb{N} \) such that

\[
|f(n)| > \beta^{(1-\varepsilon)n} \text{ for every } n > n_0.
\]

**Proof.** This is [54, Theorem 2.3] where the proof is omitted. At [54, p. 32] the result is attributed to J.-H. Evertse [55] and independently A. van der Poorten and H.P. Schlickewei [122]. J.-H. Evertse [55, p. 229] attributes it to A. van der Poorten [120]. See also A. van der Poorten [121]. \( \square \)

We deduce the following growth dichotomy for LRS that effectively separates small and large values.

**Proposition 2.8.** Suppose \( f : \mathbb{N} \to \mathbb{Z} \) is a LRS of order \( k \in \mathbb{N}_0 \), represented by a power sum \( s(x) \). We let \( m \in \mathbb{N} \) be the least common multiple of the orders of the roots of unity among the roots \( \alpha_i \) of \( s(x) \) and their ratios \( \alpha_i/\alpha_j \), and let \( J \subset [m] \) be the set of \( j \in \mathbb{N} \) for which the power sum \( s_{j,m}(x) \) is empty or has the single root 1. Then there exist a real constant \( c > 1 \) and an \( n_0 \in \mathbb{N} \) such that for every \( j \in [m] \) the following holds.

1. If \( j \in J \) then \( f_{j,m}(n) \) is a rational polynomial in \( n \in \mathbb{N} \) with degree less than \( k \).
2. If \( j \not\in J \) then \( |f_{j,m}(n)| > c^n \) for every \( n > n_0 \).
Proof. By parts 3 and 4 of Proposition 2.4, all roots \( \alpha_i \) of \( s(x) \) are algebraic integers. Take a \( j \in [m] \) and consider the power sum \( s_{j,m}(x) = \sum_{i=1}^{r} q_i(x) \beta_i^x \) representing \( f_{j,m}(n) \). The \( \beta_i \)s are \( m \)-th powers of \( \alpha_i \)s and are algebraic integers too. Also, \( s_{j,m}(x) \) is non-degenerate. Suppose that \( |\beta_i| \leq 1 \) for every \( i = 1,2,\ldots,r \). By part 2 of Proposition 2.6, all \( \beta_i \) are roots of unity. But then non-degeneracy of \( s_{j,m}(x) \) implies that either \( r = 0 \), \( s_{j,m}(x) \) is empty and \( f_{j,m}(x) \) is the zero sequence, or \( r = 1 \), \( \beta_1 = 1 \) and \( f_{j,m}(n) = q_1(n) \in \mathbb{Z} \) for every \( n \in \mathbb{N} \). It follows that \( q_1 \in \mathbb{Q}[x] \) and \( \deg q_1 \leq \max_i \deg p_i < k \) (\( p_i \) are the polynomials in \( s(x) \)). Thus we get the first case with \( j \in J \). If \( |\beta_i| > 1 \) for some \( i \), Proposition 2.7 gives the second case with \( j \notin J \). \( \square \)

Unfortunately, currently no proof of Proposition 2.7 is known giving an explicit upper bound on the threshold \( n_0 \), only its existence is proven. Therefore also the \( n_0 \) of Proposition 2.8 is non-effective (we cannot compute it). Effective versions of much weaker inequalities are not known. Already T. Skolem [135] proved that if \( f(n) \) is a nonzero LRS represented by a non-degenerate power sum then \( |f(n)| \geq 1 \) for every \( n > n_0 \), that is, \( f(n) = 0 \) has only finitely many solutions \( n \in \mathbb{N} \). To obtain an effective version of this result with an explicit upper bound on \( n_0 \), that is, on the sizes of solutions, is a famous open problem, mentioned for example in T. Tao [141, Chapter 3.9] or in B. Poonen [119]. Before we turn to the proof of Theorem 2.3 we state a corollary of Proposition 2.8. Recall that a sequence \( f : \mathbb{N} \to \mathbb{Z} \) is a quasi-polynomial if for some \( m \in \mathbb{N} \) polynomials \( q_1, \ldots, q_m \in \mathbb{Q}[x] \) we have \( f_{j,m}(n) = q_j(n) \) for every \( j \in [m] \) and \( n \in \mathbb{N} \).

**Corollary 2.9.** If a LRS \( f : \mathbb{N} \to \mathbb{Z} \) has subexponential growth,

\[
\limsup_{n \to \infty} |f(n)|^{1/n} \leq 1 ,
\]

then \( f(n) \) is a quasi-polynomial.

We remark that one can prove Proposition 2.8 and Corollary 2.9 in a conceptually simpler (but probably not much shorter) way without Kronecker’s theorem, using incomensurability of the frequencies of the roots of non-degenerate power sums.

**Proof of Theorem 2.3.** Let \( k \in \mathbb{N}_0 \) and \( 2k \) integers \( a_0, \ldots, a_k-1, f(1), \ldots, f(k), a_0 \neq 0 \), be given. We describe a PIO algorithm for the LRS \( f : \mathbb{N} \to \mathbb{Z} \) defined by

\[
f(n + k) = \sum_{i=0}^{k-1} a_i f(n + i) .
\]

We take the recurrence polynomial \( p(x) = x^k - a_{k-1}x^{k-1} - \cdots - a_0 \) of \( f \), decompose the generating function

\[
\sum_{n \geq 0} f(n)x^n = \frac{p(x)}{q(x)} \in \mathbb{Q}(x), \quad q(x) = x^k p(1/x) \quad \text{and} \quad \deg q(x) < k ,
\]
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into partial fractions and as in the proof of the first implication in part 4 of Proposition 2.4 determine from them the power sum $s(x)$ representing $f(n)$. From $s(x)$ we determine the number $m$ and set $J \subset [m]$ as defined in Proposition 2.8. For each $j \in J$ we find the polynomial $q_j \in \mathbb{Q}[x]$ such that $\deg q_j < k$ and $q_j(n) = f_{j,m}(n)$ for $n = 1, 2, \ldots, k$. This precomputation can be done algorithmically. Now for an input $n \in \mathbb{N}$ we compute the residue $j \in [m]$ of $n$ modulo $m$. If $j \in J$, we output $f(n) = q_j((n + m - j)/m)$. If $j \notin J$, we compute $f(n)$ by the defining recurrence.

Correctness of the algorithm follows from Proposition 2.8. We bound its time complexity in terms of $m(n)$. The precomputation takes $O(1)$ steps and determining $j$ takes poly($\log n$) steps. If $j \in J$, computing $q_j((n + m - j)/m) = f(n)$ takes poly($\log n$) steps because we do $O(1)$ arithmetic operations with $O(\log(1+n))$ digit numbers. If $j \notin J$, computing $f(n)$ by the defining recurrence takes poly($n$) steps because $f(n)$ is an $O(n)$ digit number for every $n \in \mathbb{N}$. As for $m(n)$, if $j \in J$ then $f(n)$ is an $O(\log(1+n))$ digit number ($f_{j,m}(n)$ grows only polynomially) and $m(n) = \Theta(\log(1+n))$. If $j \notin J$ then $f(n)$ is an $\Omega(n)$ digit number (by case 2 of Proposition 2.8 and $m(n) = \Theta(n)$. No matter if $j \in J$ or not, for every $n \in \mathbb{N}$ the algorithm does poly($m(n)$) steps and is a PIO algorithm.

Since the constant in the $\Omega(n)$ lower bound at the end of the proof is non-effective, the complexity bound poly($m(n)$) = $O(m(n)^d)$ involves a non-effective constant as well.

Before we turn to holonomic sequences, we discuss the effect of domain extension for recurrence coefficients of a LRS. In the definition we required them to lie in $\mathbb{Z}$. Could one get more integer-valued sequences if the coefficients lie in a larger domain than $\mathbb{Z}$? The answer is no. We already proved in the proof of the second implication in part 4 of Proposition 2.4 that if $K \subset L$ is an extension of fields and $f : \mathbb{N} \to K$ is a LRS in $L$ then $f$ is in fact a LRS in $K$. This folklore result on linear recurrence sequences is mentioned for example in M. Stoll [139] Lemma 3.1. Recurrence coefficients outside $\mathbb{Q}$ thus give nothing new. One can also prove that if $f : \mathbb{N} \to \mathbb{Z}$ is a LRS in $\mathbb{Q}$ (recurrence coefficients lie in $\mathbb{Q}$), then $f$ is in fact a LRS (another recurrence exists with coefficients in $\mathbb{Z}$). See R. P. Stanley [138] Problem 4.1 (a)] for the proof by generating functions and references for this result, known as the Fatou lemma.

One could also try to extend Theorem 2.3 to linear recurrence sequences in $\mathbb{Q}$. For this one extends the codomain of counting functions from $\mathbb{Z}$ to $\mathbb{Q}$ and in the definition of $m(n)$ (Definition 1.1) replaces $|f(n)|$ with $\max(|a|, |b|)$ where $f(n) = \frac{a}{n} \in \mathbb{Q}$, gcd($a$, $b$) = 1. We hope to return to this question later.

We conclude the section with some results and problems on computing terms in holonomic sequences. These generalize LRS and are also quite common in enumerative combinatorics and number theory. For simplicity we restrict to integer-valued sequences. A sequence $f : \mathbb{N} \to \mathbb{Z}$ is holonomic (synonymous terms in use are $P$-recursive and polynomially recursive) if for some $k$ rational
functions $a_0, \ldots, a_{k-1} \in \mathbb{Z}(x)$, $k \in \mathbb{N}_0$ and $a_0(x) \neq 0$, we have

$$f(n + k) = a_{k-1}(n + 1) f(n + k - 1) + a_{k-2}(n) f(n + k - 2) + \cdots + a_0(n) f(n)$$

for every $n > n_0$. Now the recurrence cannot hold in general from the beginning because of possible zeros of the denominators in the $a_i(x)$. Examples of such sequences are $f(n) = n!$ or the Catalan numbers $f(n) = c_n$ (see the “advanced” recurrence for $c_n$). Unfortunately, holonomic sequences lack some analog of the power sum representation; for a form of the matrix exponential representation (used in the matrix formula for the Fibonacci numbers) see Ch. Reutenauer [124]. We propose the following problem.

**Problem 2.10.** Is it true that every holonomic sequence $f : \mathbb{N} \to \mathbb{Z}$ is a PIO function?

A. Bostan, P. Gaudry and E. Schost [26] give an algorithm computing the $n$-th term of a holonomic sequence in $O(n^{1/2} \log^d (1 + n))$ arithmetic operations.

Since Example 2 and Proposition 2.2 deal with an effective computation of the function $n \mapsto c_n \mod 2$, we mention a problem and some results on effective computation of modular reductions of holonomic sequences. For a sequence $f : \mathbb{N} \to \mathbb{Z}$ and $m \in \mathbb{N}$, the modular reduction $n \mapsto f(n) \mod m$ has values in the fixed set of residues $[m]$, and so a PIO formula for it means a computation in $\mathcal{O}(\log^d (1 + n))$ steps. Trivially, modular reduction of every LRS is eventually periodic and has therefore a PIO formula. As we saw in the proof of Proposition 2.2, $c_n \mod 2$ is not eventually periodic. We propose the following problem.

**Problem 2.11.** Is it true that for every $m \in \mathbb{N}$ and every holonomic sequence $f : \mathbb{N} \to \mathbb{Z}$ its modular reduction $n \mapsto (f(n) \mod m) \in [m]$ is a PIO function, that is, can be computed in $\mathcal{O}(\log^d (1 + n))$ steps?

The answer is affirmative for algebraic $f$, that is, if the generating series $f(x) = \sum_{n \geq 1} f(n) x^n$ satisfies a polynomial equation, $P(x, f(x)) = 0$ for a nonzero polynomial $P \in \mathbb{Z}[x, y]$ (it is not hard to show that every algebraic sequence is holonomic). This applies to the Catalan numbers as $c(x) = \sum_{n \geq 1} c_n x^n$ satisfies $c(x)^2 - c(x) + x = 0$. See A. Bostan, X. Caruso, G. Christol and P. Dumas [24] for fast algorithm computing modular reduction of algebraic $f$. In fact, the answer is affirmative for an even larger subclass of holonomic sequences, namely for rational diagonals. These are sequences $f : \mathbb{N} \to \mathbb{Z}$ representable for $n \in \mathbb{N}$ as

$$f(n) = a_{n,n,\ldots,n} \quad \text{where} \quad \sum_{n_1,\ldots,n_k \geq 1} a_{n_1,\ldots,n_k} x_1^{n_1} \cdots x_k^{n_k} = \frac{P(x_1,\ldots,x_k)}{Q(x_1,\ldots,x_k)}$$

for some polynomials $P, Q \in \mathbb{Z}[x_1,\ldots,x_k]$, $Q \neq 0$ (one can show that every algebraic sequence is a rational diagonal, and that every rational diagonal is holonomic). See [24], A. Bostan, G. Christol and P. Dumas [25] and E. Rowland
and R. Yassawi [130] (and some of the references therein) for more information on these two results. At the conclusion of [129] E. Rowland mentions that a conjecture of G. Chrostol [38] implies affirmative answer to Problem 2.11 for any at most exponentially growing holonomic sequence. See C. Krattenthaler and T. W. Müller [96] (and other works of the authors cited therein) for another approach to computation of modular reductions of algebraic sequences.

3 Integer partitions

Let us discuss PIO formulas for enumerative problems related to and motivated by the initial Examples 4 and 5. A partition $\lambda$ of a number $n \in \mathbb{N}_0$ is a multiset of natural numbers summing to $n$. We write partitions in two formats, 

$\lambda = 1^{m_1}2^{m_2} \ldots n^{m_n}, \ m_i \in \mathbb{N}_0, \ \text{and} \ \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k), \ \lambda_i \in \mathbb{N}, \ k \in \mathbb{N}_0$.

So $|\lambda| := n = \sum_i m_i i = \sum_i \lambda_i$. The numbers $1, 2, \ldots, n$ and $\lambda_1, \lambda_2, \ldots, \lambda_k$ are the parts of $\lambda$ and the $m_i$ are their multiplicities. We denote the number of parts in $\lambda$ by $||\lambda||$, so $||\lambda|| = m_1 + m_2 + \cdots + m_n = k$. The set of all partitions of $n$ is $P(n)$, their number is $p(n) = |P(n)|$, and $P := \bigcup_{n \geq 0} P(n)$. For the empty partition $\emptyset = ()$ we have $|\emptyset| = ||\emptyset|| = 0$, $P(\emptyset) = \{()\}$ and $p(\emptyset) = 1$.

Similar quantities are $Q(n)$, $q(n)$, and $Q$, defined for partitions with distinct parts (all $m_i \leq 1$, i.e. $\lambda_i > \lambda_{i+1}$). $P_k(n)$ are the partitions of $n$ with $k$ parts, and similarly $Q_k(n)$ are those with $k$ distinct parts. The sequence $p : \mathbb{N} \to \mathbb{N}$ is [154] A000041 and begins

$(p(n))_{n \geq 1} = (1, 2, 3, 5, 7, 11, 15, 22, 30, 42, 56, 77, 101, 135, 176, \ldots)$ ;

$(q(n))_{n \geq 1} = (1, 1, 2, 2, 3, 4, 5, \ldots)$ is [154] A000009. We give two proofs for the well known fact that $p(n)$ can be efficiently computed and is a PIO function in our parlance, and so is $q(n)$. What would be a non-efficient computation? For example, the “cave man formula” in [151]: $p(n) = \sum_{\lambda \in P(n)} 1$. By the multiplicity format, $q(n) \leq p(n) \leq (n + 1)^{n}$. To get a lower bound, for a given $n \in \mathbb{N}, n \geq 4$, consider the maximum $m \in \mathbb{N}$ with $1 + 2 + \cdots + m = \binom{m+1}{2} \leq \frac{n}{2} - 1$.

Then $m = \Theta(n^{1/2})$ and

$$n = \sum_{i \in X} i + \left( n - \sum_{i \in X} i \right), \ X \subset [m],$$

are $2^m$ different partitions in $Q(n)$. So $p(n) \geq q(n) \geq 2^m \gg \exp(\Omega(n^{1/2}))$ for $n \in \mathbb{N}$. Thus for the partition function $p(n)$ we have $n^{1/2} \ll m(n) \ll n^2$ and need to compute $p(n)$ in poly$(n)$ steps. Asymptotically,

$$p(n) \sim \frac{\exp(\pi \sqrt{n/3})}{4 \cdot 3^{1/2} \cdot n} \quad \text{and} \quad q(n) \sim \frac{\exp(\pi \sqrt{n/3})}{4 \cdot 3^{1/4} \cdot n^{3/4}} \quad \text{as} \quad n \to \infty$$

(G. H. Hardy and S. Ramanujan [67], G. Meinardus [102], G. E. Andrews [8], V. Kotěšovec [94]). Thus, more precisely, $p(n)$ and $q(n)$ have $\Theta(n^{1/2})$ digits.
and \( m(n) = \Theta(n^{1/2}) \). For the sake of brevity we treat the PIO algorithms and their complexity in Propositions 3.1 and 3.2 below more schematically and do not discuss their implementation by multitape Turing machines as we did in Proposition 2.1. These omitted details could be easily filled in, and it is easy to see that the deduced polynomiality of algorithms holds true.

**Proposition 3.1.** For \( k, n \in \mathbb{N} \) with \( 1 \leq k \leq n \) let \( p_k(n) = |P_k(n)| \) be the number of partitions of \( n \) with \( k \) parts, and let \( p_k(n) = 0 \) and \( P_k(n) = \emptyset \) if \( k > n \). Then for every \( n \geq 1 \) we have \( p_n(n) = p_1(n) = 1 \), and for every \( n \geq 2 \) and every \( k \) with \( 1 < k < n \) we have

\[
p_k(n) = p_k(n - k) + p_{k-1}(n - 1).
\]

Consequently, \( p(n) = p_1(n) + p_2(n) + \cdots + p_n(n) \) is a PIO function.

**Proof.** The values \( p_n(n) = p_1(n) = 1 \) are trivial. The displayed recurrence mirrors the set partition \( P_k(n) = A \cup B \) where \( A \) are the partitions of \( n \) with all \( k \) parts at least 2 and \( B \) are the remaining partitions with at least one part 1. Decreasing each part in every \( \lambda \in A \) by 1 gives the bijection \( A \to P_k(n - k) \) and removing one part 1 from every \( \lambda \in B \) gives the bijection \( B \to P_{k-1}(n - 1) \), whence the recurrence.

For given input \( n \in \mathbb{N} \) we use the recurrence and the initial and border values and generate the array of \( O(n^2) \) numbers \( (p_k(m) \mid 1 \leq k \leq m \leq n) \) in \( O(n^2) \) additions. Another \( n - 1 \) additions produce \( p(n) \). Every number involved in the computation has \( O(n^2) \) digits (in fact, \( O(n^{1/2}) \) digits), and therefore the algorithm makes \( O(n^4) \) steps (in fact, \( O(n^{5/2}) \) steps), which is \( O(m(n)^8) \) steps (in fact, \( O(m(n)^5) \) steps) as \( m(n) \gg n^{1/2} \). Therefore the stated recurrence schema is a PIO formula for \( p(n) \).

The interested reader will find in M. Bodirsky, C. Gröpl and M. Kang [17] a recurrence schema, in its principle similar to the previous one but much more involved in details, that computes in polynomial time the number of labeled planar graphs on the vertex set \( [n] \); computation of this number for \( n = 50 \) in one hour is reported.

The second proof shows that L. Euler’s generating function formula

\[
\sum_{n \geq 0} p(n)q^n = \prod_{k \geq 1} \frac{1}{1 - q^k} = \prod_{k \geq 1} (1 + q^k + q^{2k} + \cdots)
\]

also gives a PIO formula for \( p(n) \). Let \([x^n]a(x) := a_n\) if \( a(x) = \sum_{n \geq 0} a_nx^n\).

**Proposition 3.2.** Let \( m, n \in \mathbb{N} \). The product \( ab \) of two polynomials \( a, b \in \mathbb{Z}[x] \) such that \( \deg a, \deg b \leq n \) and each coefficient in them has at most \( m \) digits can be computed in the obvious way in \( O(m^2n^3) \) steps. Thus

\[
p(n) = [q^n] \prod_{k=1}^{n} (1 + q^k + q^{2k} + \cdots + q^{\lfloor n/k \rfloor k})
\]

is a PIO function.
Proof. Each of the \(1 + \deg a + \deg b = O(n)\) sums \([x^k]ab = \sum_{i+j=k} [x^i]a \cdot [x^j]b\), \(k \leq \deg a + \deg b\), has \(O(n)\) summands, multiplication in each summand takes \(O(m^2)\) steps, and each addition costs \(O(m + n)\) steps (we add two numbers with \(\ll m + \log(1 + n) \ll m + n\) digits). The list of coefficients of \(ab\) is thus computed in
\[
\ll n(m^2n + (m + n)n) = O(m^2n^3)
\]
steps.

The value \(p(n)\) is a coefficient in the product of \(n\) polynomials with degrees at most \(n\) and coefficients \(0\) and \(1\). We apply the lemma about the product of two polynomials \(n-1\) times and each time we multiply two polynomials with degrees at most \(n^2\) and with coefficients of size \(\leq p(n^2)\) that have \(\ll n^4\) digits. Thus we compute the product of the \(n\) polynomials in \(O(n(n^4)^2(n^2)^3) = O(n^{15}) = O(m(n)^{30})\) steps (recall that \(m(n) \gg n^{1/2}\)) and see that \(p(n)\) is a PIO function.

Often less elementary recurrences are invoked to efficiently compute \(p(n)\):
\[
p(n) = \sum_{i \geq 1} (-1)^{i+1}(p(n-a_i) + p(n-b_i)) \quad \text{or} \quad p(n) = \frac{1}{n} \sum_{i=1}^{n} \sigma(i)p(n-i)
\]
where \(n = 1, 2, \ldots\), \(a_i = \frac{i(3i-1)}{2}\) and \(b_i = \frac{i(3i+1)}{2}\) are so called (generalized) pentagonal numbers, \(p(0) = 1\), \(p(n) := 0\) for \(n < 0\), and \(\sigma(n) := \sum_{d|n} d\) is the sum of divisors function (G. E. Andrews [6]). For more recurrences for \(p(n)\) see Y. Choliy, L. W. Kolitsch and A. V. Sills [37]. The pentagonal recurrence yields an algorithm computing the list of values \(\{p(m) \mid 1 \leq m \leq n\}\) in \(O(n^2)\) steps (D. E. Knuth [92] Chapter 7.2.1.4, exercise 20]) while the algorithm of Proposition 3.1 makes \(O(n^{5/2})\) steps. N. Calkin, J. Davis, K. James, E. Perez and C. Swannack [52, Corollary 3.1] give an algorithm producing this list in \(O(n^{3/2} \log^2 n)\) steps, which is close to optimum complexity (because it takes \(\Omega(n^{3/2})\) steps just to print it).

The exponent 30 in the proof of Proposition 3.2 is hilarious but the reader understands that we do not optimize bounds and instead focus on simplicity of arguments. We can decrease it by computing the product \(a(x)b(x)\) more quickly but in a less elementary way in \(O((mn)^{1+o(1)})\) steps by [61, Chapter 8.4]. A clever implementation of the Hardy–Ramanujan–Rademacher analytic formula for \(p(n)\) ([6] by F. Johansson [50, Theorem 5] computes \(p(n)\) in \(O(n^{1/2} \log^{4+o(1)} n) \approx O(m(n)^{1+o(1)})\) steps, again in close to optimum complexity. F. Johansson reports computing \(p(10^6)\) by his algorithm in milliseconds and \(p(10^{19})\) in less than 100 hours; see [51] for his computation of \(p(10^{20})\). Proposition 3.2 represents \(p(n)\) as a coefficient in a polynomial from \(\mathbb{Z}[x]\). J. H. Bruiner and K. Ono [50] recently found another (more complicated) representation in this spirit, which has \((1 - 24n)p(n)\) as the next to leading coefficient in a monic polynomial from \(\mathbb{Q}[x]\), see also J. H. Bruiner, K. Ono and A. V. Sutherland [31]. Computation-wise for \(p(n)\) it lags far behind the H–R–R formula (3.1).
There is an extensive literature on modular properties of \( p(n) \) (for both meanings of “modular”), see K. Ono \cite{110,111} and the references therein. N. Calkin et al. \cite[Theorem 3.1]{32} can generate the list \( (p(k) \mod m \mid 1 \leq k \leq n) \) for special prime moduli \( m \) depending on \( n \) in \( O(n^{1+o(1)}) \) steps. But unlike for the Catalan numbers and algebraic sequences, so far we do not know an efficient way to determine the parity of individual numbers \( p(n) \).

**Problem 3.3.** Is the parity of \( p(n) \), the function \( n \mapsto (p(n) \mod 2) \in [2] \), a PIO function? That is, can one compute it in \( O(\log^d(1 + n)) \) steps (bit operations)?

By \cite{81}, “With current technology, the most efficient way to determine \( p(n) \) modulo a small integer is to compute the full value \( p(n) \) and then reduce it.” (cf. the discussion of Example 2). Cannot we do better? The parity of \( p(n) \) was investigated by T. R. Parkin and D. Shanks \cite{116} already in 1967. At the end of their article they ask if it can be computed in \( O(n) \) steps.

We generalize Proposition 3.1 by replacing 1 in \( p(n) = \sum_{\lambda \in \mathcal{P}(n)} \) with a positive PIO function of the number of parts. This includes Example 4.

**Proposition 3.4.** If \( g : \mathbb{N} \to \mathbb{N} \) is a PIO function then \( f : \mathbb{N} \to \mathbb{N}, \)

\[
f(n) = \sum_{\lambda \in \mathcal{P}(n)} g(||\lambda||),
\]

is a PIO function too. Construction of the PIO algorithm for \( f \) from that for \( g \) is described in the proof.

**Proof.** We set \( G(n) = \max(g(1), g(2), \ldots, g(n)) \). Clearly,

\[
f(n) = \sum_{k=1}^{n} g(k)p_k(n),
\]

and so

\[
f(n) \geq p(n) + G(n) - 1.
\]

Thus the combined input and output complexity of \( f(n) \) satisfies

\[
m(n) = \log(1 + n) + \log(2 + f(n)) \gg \log(p(n) + G(n)) \gg n^{1/2} + \log(2 + G(n)).
\]

By the assumption on \( g \) we compute the list \( (g(k) \mid 1 \leq k \leq n) \) in

\[
\ll n(\log(1 + n) + \log(2 + G(n)))^d
\]

steps, for a fixed \( d \in \mathbb{N} \). By Proposition 3.1 we compute the list \( (p_k(n) \mid 1 \leq k \leq n) \) in \( O(n^{5/2}) \) steps. The product \( g(k)p_k(n) \) is computed by elementary school multiplication in

\[
\ll \log^2 p(n) + \log^2(2 + G(n)) \ll (n^{1/2} + \log(2 + G(n)))^2
\]
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steps, and this also bounds the cost of each addition in the sum. The displayed
sum therefore computes $f(n) \ll n(\log(1 + n) + \log(2 + G(n)))^d + n^{5/2} + n^{1/2} + \log(2 + G(n)))^2$
\[ \ll (n^{1/2} + \log(2 + G(n)))^{d+4} \ll m(n)^{d+4} \]
steps. \qed

Functions covered by the proposition include $f(n) = p(n)$ for $g(n) = 1$ and the contrived counting function $f(n)$ of Example 4. For $g(n) = n$ we get the total number of parts in all partitions of $n$, so
\[ f(n) = \sum_{\lambda \in P(n)} \|\lambda\| = \sum_{i=1}^n \tau(i)p(n - i) \]
is a PIO function. Here $\tau(i)$ denotes the number of divisors of $i$. One can deduce the last sum (which itself is a PIO formula for $f(n)$, given one for $p(n)$, no matter that we cannot compute effectively $i \mapsto \tau(i)$) by differentiating the generating function
\[ \sum_{\lambda \in P} y^{\|\lambda\|} x^{|\lambda|} = \frac{1}{(1-yx)(1-yx^2)...} \]
by $y$ and then setting $y = 1$.

For partitions with distinct parts we have similar results.

**Proposition 3.5.** If $g : \mathbb{N} \to \mathbb{N}$ is a PIO function then $f : \mathbb{N} \to \mathbb{N}$,
\[ f(n) = \sum_{\lambda \in Q(n)} g(\|\lambda\|) , \]
is a PIO function too. Construction of the PIO algorithm for $f$ from that for $g$
is described in the proof.

**Proof.** Now $f(n) = \sum_{k=1}^n g(k)q_k(n)$ where $q_k(n) = |Q_k(n)|$ is the number of partitions of $n$ with $k$ distinct parts. For $q_k(n)$ we have the recurrence schema
\[ q_1(n) = q_n(n) = 1 \text{ for every } n \geq 1, q_k(n) = 0 \text{ for } k > n, \text{ and} \]
\[ q_k(n) = q_k(n - k) + q_{k-1}(n - k) \]
for $n \geq 2$ and $1 < k < n$. Compared to Proposition 3.4, this differs in the last
summand: now the set of $\lambda \in Q_k(n)$ with one part 1 bijectively corresponds to $Q_{k-1}(n - k)$, delete the 1 and decrease each of the remaining $k - 1$ parts by 1. We only replace $p(n)$ with $q(n)$ and $p_k(n)$ with $q_k(n)$ and argue as in the proof
of Proposition 3.4. \qed

Now for $g(n) = n$ we get that the total number of parts in all $\lambda \in Q(n)$,
\[ f(n) = \sum_{\lambda \in Q(n)} \|\lambda\| = \sum_{i=1}^n \tau^{\pm}(i)q(n - i) , \]
is a PIO function. Here $\tau^{\pm}(i) := \sum_{d \mid i} (-1)^{d+1}$ is the surplus of the odd divisors of $i$ over the even ones. The last sum (again by itself a PIO formula for
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f(n), given one for q(n)) follows by the same manipulation with the generating function \( \sum_{\lambda \in Q} g(\|\lambda\|) = (1 + yx)(1 + yx^2) \ldots \) as before. We remark that

\[
\begin{align*}
(\sum_{\lambda \in P(n)} ||\lambda||)_{n \geq 1} &= (1, 3, 6, 12, 20, 35, 54, 86, 128, 192, \ldots) \\
(\sum_{\lambda \in Q(n)} ||\lambda||)_{n \geq 1} &= (1, 3, 5, 8, 10, 13, 18, 25, 30, \ldots)
\end{align*}
\]

are respective sequences [154, A006128] and [154, A015723]. The first one was investigated by “Miss S. M. Luthra, University of Delhi” [99] (see p. 485 for the formula with \( \tau(n) \)), and the second by A. Knopfmacher and N. Robbins [89] (they deduce the formula with \( \tau^-(n) \)).

Recall that a composition \( c \) of \( n \in \mathbb{N} \) is an “ordered partition” of \( n \), that is, a tuple \( c = (c_1, c_2, \ldots, c_k) \in \mathbb{N}^k \) with \( c_1 + c_2 + \cdots + c_k = n \). It is well known and easy to show that there are \( 2^{n-1} \) compositions of \( n \). What is the number \( f_{cdp}(n) \) of compositions of \( n \) with distinct parts?

**Corollary 3.6.** The number \( f_{cdp}(n) \) of compositions of \( n \) with no part repeated is a PIO function. The PIO algorithm for \( f_{cdp} \) is described in the proof.

**Proof.** The mapping \((c_1, c_2, \ldots, c_k) \mapsto (c_{i_1} > c_{i_2} > \cdots > c_{i_k})\) sending a composition of \( n \) with distinct parts to its decreasing reordering is a \( k! \)-to-1 mapping from the set of compositions of \( n \) with \( k \) distinct parts onto \( Q_k(n) \). Thus \( f_{cdp}(n) = \sum_{k=1}^{n} k! q_k(n) \) and the result is an instance of Proposition 3.5 for \( g(n) = n! \) (clearly, \( n \mapsto n! \) is a PIO function, also see P. B. Borwein [23]). \( \square \)

The sequence \((f_{cdp}(n))_{n \geq 1} = (1, 1, 3, 3, 5, 11, 13, 19, 27, \ldots)\) is [154, A032020]. B. Richmond and A. Knopfmacher [125] note that

\[ f_{cdp}(n) = \exp((1 + o(1))(2n)^{1/2} \log n) \]

and obtain a more precise asymptotics. See the book of S. Heubach and T. Mansour [72] for many more enumeration problems for compositions and words, especially with forbidden patterns.

We pose the following problem.

**Problem 3.7.** Give general sufficient conditions on functions \( g : \mathbb{N} \to \mathbb{Z} \) ensuring that

\[ f(n) = \sum_{\lambda \in P(n)} g(||\lambda||) \quad \text{and} \quad f(n) = \sum_{\lambda \in Q(n)} g(||\lambda||) \]

are PIO functions.

Propositions 3.4 and 3.5 say that it suffices when \( g \) is a positive PIO function, but it would be more interesting to have general sufficient conditions allowing negative values of \( g \). Corollary 3.19 and Proposition 3.26 are motivated by this problem too.

We generalize Proposition 3.2. Many enumerative problems on partition, but of course not all, fit in the general schema of counting partitions with prescribed
parts and multiplicities: for every triple \((n, i, j) \in \mathbb{N}^2 \times \mathbb{N}_0\) we say if \(i^j\), part \(i\) with multiplicity \(j\), may or may not appear in the counted partitions of \(n\). If \(m(n) \gg n^c\) with \(c > 0\) for the counting problem, the simple algorithm of Proposition 3.8 gives a PIO formula. We spell it out explicitly.

**Proposition 3.8.** Suppose that \(X \subset \mathbb{N}\) is a set, \(g(n, i, j) \in \{0, 1\}\) is a function defined for \(n, i \in \mathbb{N}\) and \(j \in \mathbb{N}_0\) with \(i, j \leq n\) and computable in \(\text{poly}(n)\) steps, and that the function \(f : \mathbb{N} \to \mathbb{N}_0\), defined by

\[
f(n) = \prod_{i=1}^n \sum_{j=0}^n g(n, i, j)q^{ij},
\]

grows for \(n \in X\) as \(f(n) \gg \exp(n^c)\) with a constant \(c > 0\). Then the restriction \(f : X \to \mathbb{N}_0\) is a PIO function. The proof shows that the algorithm for \(g\) constructively gives the PIO algorithm for \(f\), provided that the function \(f\) gets as inputs only elements of \(X\).

**Proof.** In the formula for \(f(n)\) we have a product of \(n\) polynomials with degrees at most \(n^2\) each and with the coefficients 0 and 1 that can be computed in \(\text{poly}(n)\) steps. We argue as in the proof of Proposition 3.2 and deduce that \(f(n)\) can be computed in \(\text{poly}(n)\) steps, which means \(\text{poly}(m(n))\) steps for \(n \in X\) by the assumption on growth of \(f\). \(\square\)

This applies to partitions of \(n\) into distinct parts, odd parts, squares, etc. but first we illustrate the proposition with two problems where the condition defining counted partitions \(\lambda \in P(n)\) depends on \(n\)—then our reflex to write a formula for \(\sum_{n \geq 0} f(n)q^n\), often an infinite product of simple factors, fails us as it cannot be done. They are the functions \(f_m, f_p : \mathbb{N} \to \mathbb{N}\) where \(f_m(n)\) (resp. \(f_p(n)\)) counts partitions of \(n\) such that every nonzero multiplicity (resp. every part with nonzero multiplicity) divides \(n\). Then

\[
(f_m(n))_{n \geq 1} = (1, 2, 3, 5, 4, 10, 6, 17, 14, 26, 13, 66, 19, 63, 60, \ldots) \quad \text{and} \quad (f_p(n))_{n \geq 1} = (1, 2, 2, 4, 2, 8, 2, 10, 5, 11, 2, 45, 2, 14, 14, \ldots)
\]

are respective sequences [154] A100932 and [154] A018818. By Proposition 3.8 applied with \(X = \mathbb{N}\) and \(g(n, i, j) = 1\) if \(j\) divides \(n\) and \(g(n, i, j) = 0\) else, the function \(f_m(n)\) is a PIO function (with PIO algorithm given in Proposition 3.8 because \(g(n, i, j)\) is computable even in \(\text{poly}(\log n)\) steps and \(f_m(n) \geq q(n) \gg \exp(\Omega(n^{1/2}))\) (by the above lower bound on \(q(n)\)). The second function \(f_p(n)\) was investigated by D. Bowman, P. Erdős and A. Odlyzko [27] who proved that

\[
(1 + o(1)) \left(\frac{\tau(n)}{2} - 1\right) \log n < \log f_p(n) < (1 + o(1)) \frac{\tau(n)}{2} \log n,
\]

in fact with stronger bounds in place of the \(o(1)\) terms. A PIO formula for \(f_p(n)\) is apparently not known (in contrast to \(f_m(n)\), the growth condition is
not satisfied and small values occur). After M. Agrawal, N. Kayal and N. Saxena
we however know a PIO function \( f : \mathbb{N} \to \{0, 2\} \) with the property that
\( f(n) = 2 \iff f_p(n) = 2 \) for every \( n \in \mathbb{N} \)—we can efficiently compute \( f_p(n) \)
for infinitely many \( n \), namely the prime numbers.

We turn to the more standard situation when \( g(n, i, j) \) does not depend on \( n \). Then we easily obtain Corollary 3.10 below. For its proof we need the next
lemma which is also used in the proof of Corollary 3.13.

Lemma 3.9. Let \( a_1, a_2, \ldots, a_k \in \mathbb{N} \) be distinct numbers such that if \( d \in \mathbb{N} \)
divides each \( a_i \), then \( d = 1 \).

1. There is an \( n_0 \), specified in the proof, such that for every \( n \in \mathbb{N} \) with
   \( n > n_0 \) the equation
   \[
   n = a_1x_1 + \cdots + a_kx_k
   \]
   has a solution \( x_1, \ldots, x_k \in \mathbb{N}_0 \).

2. The same holds even if the \( k \) numbers \( x_i \) are required be distinct.

Proof. 1. The ideal \( \langle a_1, \ldots, a_k \rangle \) in the ring \( \mathbb{Z} \) shows that \( 1 = a_1b_1 + \cdots + a_kb_k \)
for some \( b_i \in \mathbb{Z} \). It is not hard to see that one may take all \( b_i \) with \( |b_i| \leq A^{k-1} \)
if \( |a_i| \leq A \) for every \( i \). We set \( c = a_1 \max_i|b_i| \) and \( d = \sum_i a_i c \). It follows
that \( n_0 = d - 1 \) works because any \( n \geq d \) is expressed by the nonnegative
solution \( x_1 = c + l + jb_1, x_i = c + jb_i \) if \( i > 1 \), for appropriate \( l \in \mathbb{N}_0 \) and
\( j \in \{0, 1, \ldots, a_1 - 1\} \).

2. Now we set \( c = 2a_1 \max_i|b_i| \) and \( d = \sum_i a_i c(k + 1 - i) \). Then \( n_0 = d - 1 \)
works, because any \( n \geq d \) is expressed by the nonnegative solution with distinct
coordinates \( x_1 = ck + l + jb_1, x_i = c(k + 1 - i) + jb_i \) if \( i > 1 \), again for appropriate
\( l \in \mathbb{N}_0 \) and \( j \in \{0, 1, \ldots, a_1 - 1\} \). \( \square \)

The first part of the lemma is well known and is the simplest version of the
Frobenius problem, see the book [38] of J. L. R. Alfonso for more information.

We look at restricted partitions with parts in a prescribed set \( A \subset \mathbb{N} \); let
\( P_A(n) \subset P(n) \) be their set and \( p_A(n) := |P_A(n)| \). We show that we can count
them efficiently if the elements of \( A \) can be efficiently recognized and \( A \) is not too
sparse. To be precise, in general we probably only “can” count them efficiently
because the proof relies on quantities \( d \in \mathbb{N} \) and \( B \subset \mathbb{N} \) that in general appear
not to be computable.

Corollary 3.10. Suppose that the function \( q = g(n) : \mathbb{N} \to \mathbb{N} \) increases,
is computable in \( \text{poly}(n) \) steps and grows only polynomially, \( g(n) < (1 + n)^d \)
for every \( n \in \mathbb{N} \) and a constant \( d \in \mathbb{N} \), and define \( f(n) = p_A(n) \) for \( A = \{g(1), g(2), \ldots\} \),
\[
\sum_{n \geq 0} f(n)q^n = \prod_{i \geq 1} \left(1 + \sum_{j=1}^{\infty} q^{g(i)j}\right) = \prod_{i \geq 1} \frac{1}{1 - q^{g(i)}}.
\]
Then \( f(n) \) is a PIO function. We show how to compute the PIO algorithm for \( f(n) \) from the algorithm for \( g(n) \) if we are given the number \( d = \gcd(A) = \gcd(g(1), g(2), \ldots) \in \mathbb{N} \) and a finite set \( B \subset A \) with \( \gcd(B) = d \).

**Proof.** Let \( g(n), A, d \) and \( B \) be as stated (it is easy to see from prime factorizations that such finite subset \( B \) exists) and let

\[
n_0 = \max(\{0\} \cup \{n \in d\mathbb{N} \mid p_B(n) = 0\}) \in \mathbb{N}_0.
\]

Then \( n_0 < \infty \) by part 1 of Lemma 3.9 applied to the numbers \( \frac{1}{d} B \), and in fact we can compute \( n_0 \) from the given \( B \). So \( f(n) = 0 \) if \( n \notin d\mathbb{N} \) and for \( n \in \mathbb{N} \) we can decide \( \in \) \( \text{poly}(\log n) \) steps if \( n \in d\mathbb{N} \). Subsets \( S \subset \{g(1), g(2), \ldots, g(m)\} \setminus B \), where \( m \in \mathbb{N} \) is maximum with

\[
g(1) + g(2) + \cdots + g(m) \leq n - n_0 - d,
\]

prove that for \( n \in d\mathbb{N} \) with \( n \geq n_0 + d \) one has \( f(n) \gg \exp(\Omega(n^{1/(d+1)}) \) (for each \( S \) we complete the sum of its elements by an appropriate partition with parts \( B \) to a partition of \( n \)).

We compute \( f(n) \) effectively as follows. For the input \( n \in \mathbb{N} \) we check in \( \text{poly}(\log n) \) steps if \( n \notin d\mathbb{N} \) and if \( n \leq n_0 \). In the former case we output \( f(n) = 0 \) and in the latter case we compute \( f(n) \) by brute force. If neither case occurs, we have \( n \in d\mathbb{N} \) and \( n > n_0 \) and compute \( f(n) \) by Proposition 3.8 applied with \( X = d\mathbb{N} \setminus \{n_0\} \) and \( g(n, i, j) \) defined as \( g(n, i, j) = 0 \) if \( j \geq 1 \) and \( i \notin A \), and \( g(n, i, j) = 1 \) else (it is clear that the assumptions are satisfied, we can check if \( i \notin A \) in \( \text{poly}(i) \) steps). It follows that this is a PIO algorithm for \( f(n) \). Also, we have constructed it explicitly from the algorithm for \( g(n) \) and the knowledge of \( d \) and \( B \). \( \square \)

In general the quantities \( d \) and \( B \) probably are not computable from the algorithm for the function \( g(n) \). Hence, probably, the PIO algorithm for \( f(n) \) cannot be computed given only the algorithm for \( g(n) \). For example, we may take \( g(n) = n^2 \) (so \( d = 1 \) and \( B = \{1\} \)) and compute the number \( f_{sq}(n) \) of partitions of \( n \) into squares, \( \sum_{n \geq 0} f_{sq}(n) q^n = \prod_{k \geq 1} (1 - q^{k^2})^{-1} \). By Corollary 3.10 we get a PIO function

\[
(f_{sq}(n))_{n \geq 1} = (1, 1, 1, 2, 2, 2, 2, 3, 4, 4, 4, 5, 6, 6, 6, 8, \ldots),
\]

[154] A001156. The function \( f_{sq}(n) \) was investigated by J. Bohman, C.-E. Fröberg and H. Riesel [20]. As we showed in the proof, \( f_{sq}(n) \gg \exp(\Omega(n^{1/3})) \).

More generally, already in 1934 E. M. Wright found in [148] the asymptotics for the number \( p_{sk}(n) \) of partitions of \( n \) into \( k \)-th powers \( S_k = \{n^k \mid n \in \mathbb{N}\} \) \((k \in \mathbb{N})\):

\[
p_{sk}(n) \sim \frac{\Delta}{(2\pi)^{(k+1)/2}} \cdot \frac{k^{1/2}}{(k + 1)^{3/2}} \cdot n^{\frac{k}{2} \cdot \frac{\Delta}{2}} \cdot \exp(\Delta n^{1/(k+1)})
\]

[27]
where
\[ \Delta = (k + 1) \cdot \left( \frac{1}{k} \cdot \Gamma(1 + 1/k) \cdot \zeta(1 + 1/k) \right)^{1 - 1/(k+1)}. \]
More recently the asymptotics for \( p_{sq}(n) \) with \( k = 2 \) (i.e., \( f_{sq}(n) \)) was treated by R. C. Vaughan [145], for general \( k \) by A. Gafni [60], and for \( p_A(n) \) with \( A \) formed by values of an integral polynomial by A. Dunn and N. Robles [49].

Why not partition \( n \) into distinct squares, \( f_{dsq}(n) := [q^n] \prod_{k \geq 1} (1 + q^k) \)?
The initially somewhat dull sequence
\[ (f_{dsq}(n))_{n \geq 1} = (1, 0, 0, 1, 0, 0, 1, 0, 1, 0, 1, 1, 0, 1, 0, \ldots), \]
[154] A033461, eventually takes off (the first \( n \) with \( f(n) \geq 2 \) is \( n = 25 \)) and R. Sprague [137] proved in 1948 that \( n = 128 \) is the last number with \( f_{dsq}(n) = 0 \).
See M. D. Hirschhorn [74] for “an almost complete proof” that
\[ f_{dsq}(n) \sim c_2 n^{-5/6} \exp(c_1 n^{1/3}) \]
where \( c_1 = 3 c_2^{2/3} \), \( c_2 = c_3^{1/3} / \sqrt{6 \pi} \), and \( c_3 = \sqrt{\pi} (2 - \sqrt{2}) \zeta(3/2) / 8 \). We have

Corollary 3.11. The function \( f_{dsq}(n) : \mathbb{N} \to \mathbb{N}_0 \) counting partitions of \( n \) into distinct squares, which is the same as counting partitions of \( n \) such that each part \( i \in \mathbb{N} \) has multiplicity either 0 or \( i \), is a PIO function. The PIO algorithm is described in the proof.

Proof. This follows from Proposition 3.8 applied with \( X = \{129, 130, \ldots \} \) and \( g(n, i, j) = 1 \) iff \( i = k^2 \) & \( j = 1 \) or \( j = 0 \), if we show that \( f_{dsq}(n) \gg \exp(n^c) \) on \( X \) for some \( c > 0 \).

To obtain such lower bound for \( f_{dsq}(n) \) we begin with a lemma: for every \( j \in [4] \) and \( n \geq 4 \) we have \( |\{A \subset [n] \mid |A| \equiv j \pmod{4}\}| \gg 2^n \) because any \( B \subset [n-3] \) can be enlarged by adding one of \( n-2, n-1, n \) to have cardinality \( j \) modulo 4. Now for given \( n \in \mathbb{N} \) with \( n \equiv j \pmod{4}, j \in [4] \) and \( n > 1000 \), consider the maximum \( m \in \mathbb{N} \) with \( 1^2 + 3^2 + 5^2 + \cdots + (2m-1)^2 \leq n-4 \cdot 129 \). Clearly, \( m = \Theta(n^{1/3}) \). For every subset \( C \subset [m] \) with \( |C| \equiv j \pmod{4} \) the sum \( S_C = \sum_{c \in C} (2i-1)^2 \) is also \( j \) modulo 4. By R. Sprague’s theorem mentioned above and our selection of \( m \) we may partition \( n-8c \in \mathbb{N} \) into distinct squares, say \( n-8c = x_1^2 + \cdots + x_k^2 \). But then \( n = S_C + (2x_1)^2 + \cdots + (2x_k)^2 \) is a partition of \( n \) into distinct squares, and distinct subsets \( C \) yield distinct such partitions.

Using the lemma we get that \( f_{dsq}(n) \gg 2^m = \exp(\Omega(n^{1/3})) \) for \( n \in X \).

As M. D. Hirschhorn [74] himself admits, also in [75], his proof of the asymptotics for \( f_{dsq}(n) \) is not complete.

Problem 3.12. Derive rigorously asymptotics for \( f_{dsq}(n) \).

Could not theta functions tell us something about \( f_{sq}(n) \) or \( f_{dsq}(n) \)? It transpires that \( f_{dsq}(n) \) (with other partition counting functions) comes up in quantum statistical physics. M. N. Tran, M. V. N. Murty and R. K. Bhaduri [142]
and, recently, M. V. N. Murthy, M. Brack, R. K. Bhaduri and J. Bartel \[106\] investigate the asymptotics of $f_{dsq}(n)$. The main term is derived, with some further terms in the asymptotic expansion, but it is not clear to us whether these arguments are rigorous, and so we leave Problem 3.12 as it is.

We partitioned $n$ into squares with arbitrary multiplicities, why not partition $n$ into arbitrary parts but with square multiplicities, $f_{sm}(n) := [q^n] \prod_{i \geq 1}(1 + \sum_{j \geq 1} q^{ij^2})$? In general setting this leads to the next counterpart to Corollary 3.10. Now we have no restriction on the growth of the set of allowed multiplicities, it may very well be finite.

**Corollary 3.13.** Suppose that $1 \leq g_1 < g_2 < \ldots$ is a finite or infinite nonempty increasing sequence of natural numbers such that $n \mapsto g_n$ is computable in poly($n$) steps and define $f(n) = f_A(n) \in \mathbb{N}_0$ to be the number of partitions $\lambda \in P(n)$ with all nonzero multiplicities in $A = \{g_1, g_2, \ldots\}$,

$$\sum_{n \geq 0} f(n)q^n = \prod_{i \geq 1} \left(1 + \sum_{j \geq 1} q^{g_j} \right).$$

Then $f(n)$ is a PIO function. We show how to compute the PIO algorithm for $f(n)$ from the algorithm for $g_n$ if we are given the number $d = \gcd(A) = \gcd(g(1), g(2), \ldots) \in \mathbb{N}$ and a finite set $B \subset A$ with $\gcd(B) = d$.

**Proof.** Let $g_n$, $A$, $d$ and $B$ be as stated and let

$$n_0 = \max(\{0\} \cup \{n \in d\mathbb{N} \mid f_B(n) = 0\}) \in \mathbb{N}_0.$$

Then $n_0 < \infty$ by the second part of Lemma 3.9 and we can compute $n_0$ from $B$. So $f(n) = 0$ if $n \notin d\mathbb{N}$, and for any $n \in \mathbb{N}$ the membership of $n$ in $d\mathbb{N}$ is decidable in poly($\log n$) steps. We obtain a lower bound for $f(n)$ with large $n \in d\mathbb{N}$ as in the proof of Corollary 3.11. Namely, we may assume that $\frac{n}{d}$ is odd (there is certainly a $g_k$ with odd $\frac{n}{d}$) and take arbitrary $n \in d\mathbb{N}$ with $n > 2n_0 + 1$ and $\frac{n}{d} \equiv r \mod 2$, $r \in [2]$. Let $m \in \mathbb{N}$ be maximum with $(1 + 3 + 5 + \cdots + (2m - 1))g_1 \leq n - 2(n_0 + 1)$. Then $m = \Theta(n^{1/2})$ and there are $2^m$ subsets $C \subset [m]$ such that $|C| \frac{m}{2} \equiv r \mod 2$. For each $C$ we have $(n - g_1 \sum_{i \in C}(2i - 1))/2 \in d\mathbb{N} \setminus [n_0]$ and this number equals $\sum_{g \in D} i_g g$ for some $D \subset B$ and $|D|$ distinct numbers $i_g \in \mathbb{N}$. But then

$$n = \sum_{i \in C}(2i - 1)g_1 + \sum_{g \in D}(2i_g)g$$

is a partition of $n$ into parts $\{2i - 1 \mid i \in C\}$, each with multiplicity $g_1$, and parts $\{2i_g \mid g \in D\}$, with respective multiplicities $\{g \mid g \in D\}$. All multiplicities are in $A$ and distinct subsets $C$ give distinct such partitions. Thus for $n \in d\mathbb{N}$ with $n > n_0$ one has $f(n) \geq 2^m = \exp(\Omega(n^{1/2}))$.

We compute $f(n)$ effectively as follows. For the input $n \in \mathbb{N}$ we check in poly($\log n$) steps if $n \notin d\mathbb{N}$ and if $n \leq n_0$. In the former case we output $f(n) = 0$.
Problem 3.14. Is the number $f_{nm}(n)$ of distinct-multiplicity partitions of $n$ a PIO function? That is, can we compute it in $O(n^d)$ steps for a constant $d \in \mathbb{N}$?

D. Zeilberger [152] says: “I conjecture that the fastest algorithm takes exponential time, but I have no idea how to prove that claim.” See [154] A098859 for the first 500 or so terms of $(f_{nm}(n))_{n \geq 1}$. J. A. Fill, S. Janson and M. D. Ward [56] proved that $f_{nm}(n) = \exp((1 + o(1))\frac{1}{2}(6n)^{1/3}\log n)$ and D. Kane and R. C. Rhoades [84] obtained an even more precise asymptotics.

So far we mostly considered partition counting functions $f(n)$ of broadly exponential growth, satisfying $\log(2 + f(n)) \gg nc$ for a constant $c > 0$. We
turn to broadly polynomial growth when \( \log(2 + f(n)) \ll \log^d(1+n) \) for a constant \( d \in \mathbb{N} \). In Corollary 3.10 we effectively computed \( p_A(n) \) for infinite and not too sparse sets \( A \subset \mathbb{N} \). At the opposite extreme lie finite sets \( A \subset \mathbb{N} \), for them \( p_A(n) \ll n^{\left| A \right|} \). By the classical result of E. T. Bell \cite{15} (going back to J. Sylvester in 1857, as E. T. Bell himself acknowledges in \cite{15}), then \( p_A(n) \) can also be effectively computed.

**Proposition 3.15 (E. T. Bell, 1943).** For any finite set \( A \subset \mathbb{N} \), the number \( p_A(n) \) of partitions \( \lambda = (\lambda_1 \geq \cdots \geq \lambda_k) \in \mathcal{P}(n) \) with all \( \lambda_i \in A \) is a rational quasipolynomial in \( n \).

Hence for every finite \( A \), \( p_A(n) \) is a PIO function. Below we extend Proposition 3.15 and indicate how to obtain the PIO algorithm. Recall from the previous section that a quasipolynomial \( f : \mathbb{Z} \to \mathbb{C} \) is determined by a modulus \( m \in \mathbb{N} \) and \( m \) polynomials \( p_i \in \mathbb{C}[x] \), \( i \in [m] \), such that \( f(n) = p_i(n) \) if \( n \equiv i \) modulo \( m \). If \( d \geq \deg p_i(x) \) for every \( i \in [m] \), we say that the quasipolynomial \( f \) has class \((m, d)\). Replacing in the definition \( \mathbb{C} \) with \( \mathbb{Q} \), we get rational quasipolynomials. Equivalently, \( f \) is a quasipolynomial if and only if

\[
f(n) = a_k(n)n^k + \cdots + a_1(n)n + a_0(n)
\]

for some periodic functions \( a_i : \mathbb{Z} \to \mathbb{C}, \mathbb{Q} \). If \( f(n) = p_i(n) \), \( n \equiv i \) modulo \( m \), only holds for every \( n \geq N \) for some \( N \), we speak of eventual quasipolynomials. Particular cases are (eventually) periodic sequences \( f : \mathbb{N}_0 \to \mathbb{C}, \mathbb{Q} \) which are the constant (eventual) quasipolynomials, each polynomial \( p_i(x) \) is (eventually) constant.

There are many treatments of E. T. Bell’s result in the literature. We mention only R. P. Stanley \cite{138} Chapter 4.4, O. J. Redseh and J. A. Sellers \cite{128}, M. Cimpeană and F. Nicolae \cite{111,112}, the inductive proof of R. Jakimczuk \cite{78} or the recent S. Robins and Ch. Vignat \cite{127}. The last reference gives a very nice, simple and short proof of Proposition 3.15 by generating functions, which moreover presents a PIO formula for \( p_A(n) \), \( A = \{a_1, a_2, \ldots, a_k\} \), explicitly:

\[
p_A(n) = \sum_{j \in J, a_jj_1 + \cdots + a_kj_k \equiv n \, \text{(mod } D\text{)}} \left( \frac{1}{D^n(n - a_1j_1 - \cdots - a_kj_k) + k - 1} \right)
\]

where \( D \) is any common multiple of \( a_1, \ldots, a_k \) and \( J = [0, \frac{D}{a_1} - 1] \times \cdots \times [0, \frac{D}{a_k} - 1] \). We give yet another proof via a closure property. We prove that the family of rational quasipolynomials is closed under convolution. The (Cauchy) convolution of functions \( f, g : \mathbb{N}_0 \to \mathbb{C} \) is the function \( f * g : \mathbb{N}_0 \to \mathbb{C} \),

\[
(f * g)(n) = \sum_{i=0}^{n} f(i)g(n-i) = \sum_{i+j=n} f(i)g(j).
\]

Convolution gives coefficients in products of power series, if \( a, b \in \mathbb{C}[x] \) then \([x^k]ab = ([x^n]a) * ([x^n]b)(k) \). If we can compute a rational quasipolynomial \( f(n) \)
Proposition 3.16. Let $f, g : \mathbb{N}_0 \rightarrow \mathbb{Q}$, $\alpha, \beta \in \mathbb{Q}$ and $N, N' \in \mathbb{N}_0$.

1. If $f$ and $g$ are rational quasipolynomials then so is $f \ast g$. If $f$ and $g$ have classes, respectively, $(m, d)$ and $(m', d')$ then $f \ast g$ has class $(M, d + d' + 1)$ where $M$ is any common multiple of $m$ and $m'$.

2. If $f$ and $g$ are eventual rational quasipolynomials then so is $\alpha f + \beta g$. If $f$ and $g$ have classes, respectively, $(m, d)$ for $n \geq N$ and $(m', d')$ for $n \geq N'$ then $\alpha f + \beta g$ has class $(M, \max(d, d'))$ for $n \geq \max(N, N')$ where $M$ is any common multiple of $m$ and $m'$.

3. If $f$ and $g$ are eventual rational quasipolynomials then so is $f \ast g$. If $f$ and $g$ have classes, respectively, $(m, d)$ for $n \geq N$ and $(m', d')$ for $n \geq N'$ then $f \ast g$ has class $(M, d + d' + 1)$ for $n \geq N + N'$ where $M$ is any common multiple of $m$ and $m'$.

Proof. 1. By [138] Chapter 4.4] we have

$$\sum_{n \geq 0} f(n)q^n = \frac{a(q)}{(1 - q^m)^{d+1}} \quad \text{and} \quad \sum_{n \geq 0} g(n)q^n = \frac{b(q)}{(1 - q^{m'})^{d' + 1}}$$

for some polynomials $a, b \in \mathbb{Q}[q]$ with degree smaller than that of the denominator. Using the identity

$$1 - q^{ke} = (1 - q^e)(1 + q^e + q^{2e} + \cdots + q^{(k-1)e}), \quad e, k \in \mathbb{N},$$

which is the main trick in [127], we can write for any common multiple $M$ of $m$ and $m'$ the product in the same form

$$\sum_{n \geq 0} f(n)q^n \cdot \sum_{n \geq 0} g(n)q^n = \frac{a(q)}{(1 - q^m)^d+1} \cdot \frac{b(q)}{(1 - q^{m'})^{d'+1}} = \frac{c(q)}{(1 - q^M)^{d+d'+2}}$$

where $c \in \mathbb{Q}[q]$ with $\deg c < M(d + d' + 2)$. By expanding the denominator in generalization of geometric series we get the result.

2. This is immediate to see.

3. Let $\sum_{n \geq 0} f(n)q^n = a(q) + b(q)$ and $\sum_{n \geq 0} g(n)q^n = c(q) + d(q)$ where $a, c \in \mathbb{Q}[q]$ have sequences of coefficients that are rational quasipolynomials with the stated classes for $n \geq 0$ and $b, d \in \mathbb{Q}[q]$ are polynomials with degrees
\[ \deg b < N \text{ and } \deg d < N'. \] Let \( M \) be any common multiple of \( m \) and \( m' \). Then \((f * g)(n)\) is the sequence of coefficients in

\[ (a + b)(c + d) = ac + ad + bc + bd. \]

By parts 1 and 2, the sequences of coefficients in the last four sums are eventual rational quasipolynomials with classes, respectively, \((M, d + d' + 1)\) for \( n ≥ 0 \), \((m, d)\) for \( n ≥ N'\) (the sequence of coefficients in \( ad \) is a linear combination of \( \deg d + 1 \) shifts, by numbers < \( N'\), of that in \( a \)), \((m', d')\) for \( n ≥ N \), and \((1, 0)\) for \( n ≥ N + N' - 1 \). The result for \( f * g \) follows by applying part 2 thrice. \(\square\)

We generalize Proposition \[3.15\] as follows.

**Corollary 3.17.** Let \( k, m ∈ \mathbb{N} \) and

\[ g : \mathbb{N} × \mathbb{N}_0 → \{0, 1\} \]

be a function such that \( g(i, 0) = 1 \) for \( i > k \), \( g(i, j) = 0 \) for \( i > k \) and \( j > 0 \), and for \( i ≤ k \) each of the \( k \)-0 sequences \((g(i, i))_{j≥0}\) is \( m \)-periodic. Then the function \( f : \mathbb{N} → \mathbb{N}_0 \)

\[ f(n) = \#\{λ = 1^{i_1}2^{i_2} \cdots n^{i_n} ∈ P(n) \mid g(i, j_i) = 1 \text{ for every } i = 1, 2, \ldots, n\} \]

\[ = [q^n] \prod_{i=1}^{k} \sum_{j=0}^{∞} g(i, j)q^{ij}, \]

is a rational quasipolynomial with class \((m · k!, k - 1)\). The PIO algorithm for \( f(n) \) follows constructively from \( k, m \) and \( g \).

We state the “eventual” version. Let \( k, m \) and \( g \) be as before, with the modification that each sequence \((g(i, j))_{j≥0}, i ≤ k\), is \( m \)-periodic only for \( j ≥ N \), for some given \( N ∈ \mathbb{N}_0 \). Then the function \( f(n) \), defined as above, is an eventual rational quasipolynomial of class \((m · k!, k - 1)\) for \( n ≥ (k+1)/2 \) \( N \). The PIO algorithm for \( f(n) \) follows constructively from \( k, m, N \) and \( g \).

**Proof.** For each \( i ≤ k \) we set \( G_i(q) = \sum_{j=0}^{∞} g(i, j)q^{ij} \). So \( G_i ∈ \{0, 1\}[[q]] \) has \( im \)-periodic sequence of coefficients (i.e., with class \((im, 0)\)). By \( k - 1 \) applications of part 1 of Proposition \[3.16\]

\[ f(n) = [q^n] \prod_{i=1}^{k} G_i(q) \]

is a rational quasipolynomial with class \((m · k!, k - 1)\). In the “eventual” version, \( G_i ∈ \{0, 1\}[[q]] \) has \( im \)-periodic sequence of coefficients for \( n ≥ iN \). The result follows by \( k - 1 \) applications of part 3 of Proposition \[3.16\] \(\square\)

For finite \( A ⊂ \mathbb{N} \), Proposition \[3.15\] is the instance with \( k = \max(A) \) and \( g(i, j) = 1 \) if and only if \( i ∈ A \) or \( j = 0 \). More generally Corollary \[3.17\] implies, for
example, eventual quasipolynomiality of the numbers of partitions of $n$ with parts in $A = \{3, 4, 27\}$ and such that 3 appears an even number of times, except that multiplicity 2018 is not allowed, and the multiplicity of 27 equals 2 or 7 modulo 11. Not much changes in the proof, using again Proposition 3.16 of the next generalization, and we leave it as an exercise.

**Corollary 3.18.** Let $k, m, d \in \mathbb{N}$ and

$$g : \mathbb{N} \times \mathbb{N}_0 \to \mathbb{Z}$$

be a function such that $g(i, 0) = 1$ for $i > k$, $g(i, j) = 0$ for $i > k$ and $j > 0$, and for every $i \leq k$ the function $j \mapsto g(i, j)$ is a rational quasipolynomial of class $(m, d)$. Then $(\lambda_1 = 1^j \cdot 2^i \cdot \ldots \cdot n^m)$

$$f(n) := \sum_{\lambda \in P(n)} \prod_{i=1}^{n} g(i, j_i) \in \mathbb{Z}$$

is a rational quasipolynomial with class $(m \cdot k!, k(d+1) - 1)$. The PIO algorithm for $f(n)$ follows constructively from $k, m, d$ and $g$.

If each function $g(i, j)$, $i \leq k$, is an eventual rational quasipolynomial of class $(m, d)$ for $j \geq N$, for some given $N \in \mathbb{N}_0$, then $f(n)$ is an eventual rational quasipolynomial with class $(m \cdot k!, k(d+1) - 1)$ for $n \geq \left(\frac{k+1}{2}\right)N$. The PIO algorithm for $f(n)$ follows constructively from $k, m, d, N$ and $g$.

For example, the weighted number of partitions $\lambda \in P_A(n)$, $A = \{3, 4, 27\}$, with the weight of $\lambda$ equal to $(-1)^m m^5 + 3m$ where $m$ is the multiplicity of 4, is a rational quasipolynomial (we leave determination of its class as an exercise for the reader).

Support of a function is the set of arguments where it attains nonzero values. In Propositions 3.14 and 3.15 we made our life easy by positivity of the function $g(n)$. Another easy case occurs when $g(n)$ is almost always zero.

**Corollary 3.19.** If $g : \mathbb{N} \to \mathbb{Z}$ has finite support $S \subset \mathbb{N}$ with $s = \max(S)$ then both functions $f_1, f_2 : \mathbb{N} \to \mathbb{Z}$,

$$f_1(n) = \sum_{\lambda \in P(n)} g(\|\lambda\|) \quad \text{and} \quad f_2(n) = \sum_{\lambda \in Q(n)} g(\|\lambda\|),$$

are rational quasipolynomials with class $(s!, s-1)$. The PIO algorithm for $f_1(n)$ follows constructively from $s$ and $g$. (Recall that $Q(n)$ are the partitions of $n$ with no part repeated.)

**Proof.** Using conjugation of partitions, which is the involution

$$(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_k) \leftrightarrow 1^{\lambda_1} - \lambda_2 2^{\lambda_2 - \lambda_3} \ldots (k-1)^{\lambda_{k-1} - \lambda_k} k^{\lambda_k},$$

we get the well known identity

$$p_k(n) = p_{\lfloor k/2 \rfloor}(n) - p_{\lfloor k-1/2 \rfloor}(n)$$
— the number of partitions of $n$ with $k$ parts equals the number of those partitions of $n$ with parts in $[k]$ that use part $k$. Thus
\[
f_1(n) = \sum_{\lambda \in P(n)} g(\|\lambda\|) = \sum_{k \in S} g(k)(p[|k|](n) - p[|k-1|](n)).
\]

By part 1 of Proposition 3.16, $p[|k|](n)$ is a rational quasipolynomial of class $(k!, k - 1)$. The result follows by part 2 of Proposition 3.16.

As for $f_2(n)$, we have
\[
f_2(n) = \sum_{k \in S} g(k)q_k(n).
\]

Conjugation of partitions yields the identity
\[
q_k(n) = p[|k|](n) - \left| \bigcup_{i=1}^{k} P[|k\setminus\{i\}|](n) \right|
\]
— the number of partitions of $n$ into $k$ distinct parts equals the number of those partitions of $n$ with parts in $[k]$ that use each part $1, 2, \ldots, k$. Applying the principle of inclusion and exclusion, we express $f_2(n)$ as an integral linear combination of the functions $p_A(n)$ with $A \subset [s]$. The result follows by part 2 of Proposition 3.16. □

In the literature one can find several interesting enumerative results on partitions involving quasipolynomials. We state the results of D. Zeilberger [12] and of G. E. Andrews, M. Beck and N. Robbins [8], for other quasipolynomial results see A. D. Christopher and M. D. Christober [39] and V. Jelínek and M. Klazar [79].

**Proposition 3.20 (D. Zeilberger, 2012).** For every finite set $A \subset \mathbb{N}$ the number $f(n)$ of the partitions $\lambda \in P_A(n)$ that have distinct nonzero multiplicities is a quasipolynomial in $n$ (and so a PIO function).

**Proposition 3.21 (G. E. Andrews, M. Beck and N. Robbins, 2015).** Let $t \in \mathbb{N}_0$ with $t \geq 2$. The number $f(n)$ of $\lambda = (\lambda_1 \geq \cdots \geq \lambda_k) \in P(n)$ with $\lambda_1 - \lambda_k = t$ is a quasipolynomial in $n$ (and so a PIO function).

For $t = 0$ and 1 the reader can check that, respectively, $f(n) = \tau(n)$ and $f(n) = n - \tau(n)$ where $\tau(n)$ is the number of divisors of $n$ (and not the Ramanujan function which we will discuss too). Sadly, despite their simplicity, we do not know if these are PIO formulas because we do not know how to efficiently factorize numbers. In fact, [8] contains a more general result for prescribed differences between parts.

Quite general result in enumeration and logic involving quasipolynomials was achieved by T. Bogart, J. Goodrick and K. Woods [19]. In the statement we extend in the obvious way the notion of eventual quasipolynomial to function defined on an eventually periodic subset of $\mathbb{N}_0$.

**Theorem 3.22 (T. Bogart, J. Goodrick and K. Woods, 2017).** Let $d \in \mathbb{N}$ and
\[
t \mapsto X_t \subset \mathbb{Z}^d, \ t \in \mathbb{N},
\]
be a sequence of sets $X_t$ that is defined by a formula in 1-parametric Pressburger arithmetic. Then the set $Y \subset \mathbb{N}$ of $t \in \mathbb{N}$ for which $|X_t| < \infty$ is eventually periodic and $f : Y \rightarrow \mathbb{N}_0, f(t) = |X_t|$, is an eventual quasipolynomial (and so a PIO function).

The way of definition of the sequence $t \mapsto X_t$ is that the membership $(x_1, x_2, \ldots, x_d) \in X_t$ is defined, for some $k \in \mathbb{N}$, by a formula built by logical connectives and quantification of integer variables from atomic inequalities of the form $a_1 y_1 + a_2 y_2 + \cdots + a_k y_k \leq b$ where $a_i, b \in \mathbb{Z}[t]$ (here enters the single parameter $t$ in the problem) and the $y_i$ are integer variables including the $x_i$. Consult [19] for details and examples and, of course, for the proof. T. Bogart, J. Goodrick, D. Nguyen and K. Woods prove in [18] that for more than one parameter, polynomial-time computability disappears (assuming $P \neq NP$). We state Propositions 3.20 and 3.21 and Theorem 3.22 in their original form and so do not indicate how to get PIO algorithms from the given data, but with some effort such extensions probably could be obtained from the proofs.

In Corollary 3.17 for $i \leq k$ each 0-1 sequence $(g(i, j))_{j \geq 0}$ recording allowed multiplicities of part $i$ follows a linear (periodic or eventually periodic) pattern. What happens for, say, quadratic patterns? What is the number $f_{x^2 + 2y^2}(n)$ of partitions $\lambda = 1^x 2^y \in P(n), x, y \in \mathbb{N}_0$, that is, partitions of $n$ into parts 1 and 2 with square multiplicities? A nice formula exists:

$$f_{x^2 + 2y^2}(n) = \frac{\tau_{1,8}(n) + \tau_{3,8}(n) - \tau_{5,8}(n) - \tau_{7,8}(n) + \delta}{2}$$

where $\tau_{i,m}(n)$ counts divisors of $n$ that are $i$ modulo $m$, $\delta = 1$ if $n$ is a square or twice a square and $\delta = 0$ else. This goes back to P. Dirichlet in 1840, see M.D. Hirschhorn [23] for a proof. From the reason we already mentioned we do not know if it is a PIO formula. We do not know how to count efficiently solutions of equations like $n = x^2 + 2y^2$ or $n = x^2 + y^2$ ($x, y \in \mathbb{N}_0$ or, more classically, $x, y \in \mathbb{Z}$). But if only one of the patterns is quadratic, we can again count efficiently. For example, we can count efficiently solutions of $n = x + 2y^2$:

$$f_{x + 2y^2}(n) := \# \{\lambda = 1^{j_1} 2^{j_2} \in P(n) \mid j_1 \in \mathbb{N}_0\} = \lfloor \sqrt{n/2} \rfloor + 1$$

is a PIO function (but not a quasipolynomial). We compute it in poly$(\log n)$ steps as follows. To compute integral square root $n \mapsto \lfloor \sqrt{n} \rfloor$ in poly$(\log n)$ steps, initialize $m := 0$, add to $m$ in $m := m + 2^r$ the largest power of two such that $m^2 \leq n$, and repeat. When $m$ cannot be increased by adding a power of two, $m = \lfloor \sqrt{n} \rfloor$. See [61] Chapter 9.5 and Exercise 9.43 for faster algorithms. We hope to treat generalizations of $f_{x^2 + 2y^2}(n)$ elsewhere.
In the setup of Corollary 3.10 we get for \( f(n) \) broadly polynomial growth if \( g(n) \) grows at least exponentially. The classical example is for \( m \in \mathbb{N} \) with \( m \geq 2 \) the counting function

\[
f_{mp}(n) = f_{mp}(n, m) := p_{\{1, m, m^2, m^3, \ldots \}}(n)
\]
counting the partitions of \( n \) in powers of \( m \), so called \( m \)-ary partitions. For \( m = 2 \) we get the binary partitions. Binary partitions with distinct parts are easy to count as \( \prod_{k=0}^{\infty} (1 + q^{2^k}) = \sum_{n=0}^{\infty} q^n \) (partition theorist’s joke). But it appears not easy to count effectively general binary partitions or \( m \)-ary partitions. “Effectively” here means, of course, in poly(\( \log(n) \)) steps: \( m(n) = \log(1+n) + \log(2 + f_{mp}(n)) = \Theta(\log^2(1+n)) \) because K. Mahler [100] proved that \( f_{mp}(n) = \exp((1 + o(1))(1/2 \log m) \log^2 n) \). More precise asymptotic relations were derived by N. G. de Bruijn [29], C.-E. Fröberg [59] and others.

**Problem 3.23.** Let \( m \in \mathbb{N} \) with \( m \geq 2 \). Is the function

\[
f_{mp}(n) = \#\{(x_i)_{i \geq 0} \subset \mathbb{N}_0 \mid \sum_{i \geq 0} x_i m^i = n\}
\]
counting \( m \)-ary partitions of \( n \) a PIO function? That is, can we compute it in \( O(\log^d(1+n)) \) steps (bit operations) for a fixed \( d \in \mathbb{N} \)?

An interesting algorithm of V. P. Bakoev [12] suggests that the answer might be positive.

**Proposition 3.24 (V. P. Bakoev, 2004).** Let \( m \in \mathbb{N} \) with \( m \geq 2 \) be given. There is an algorithm computing \( f_{mp}(m^n) \) for every \( n \in \mathbb{N} \) in \( O(n^3) \) arithmetic operations.

From the literature on \( m \)-ary partitions we further mention T. Edgar [50], M. D. Hirschhorn and J. A. Sellers [76] and D. Krenn and S. Wagner [97] (which deals mostly with \( m \)-ary compositions). It is easy to see that the number \( f_{bp}(n) := f_{mp}(n, 2) \) of binary partitions of \( n \) follows the recurrence \( f_{bp}(0) = 1 \) and \( f_{bp}(n) = f_{bp}(n-1) + f_{bp}(n/2) \) for \( n \geq 1 \) (where \( f_{bp}(n/2) = 0 \) if \( n/2 \notin \mathbb{N}_0 \)). The reduction \( f'_{bp}(n) := f_{bp}(2n) \) follows the recurrence \( f'(0) = 1 \) and \( (n \geq 1 \) \( f'_{bp}(n) = f'_{bp}(n-1) + f'_{bp}([n/2]) \) and forms the sequence [154] A000123,

\[
(f_{bp}(2n))_{n \geq 0} = (f'_{bp}(n))_{n \geq 0} = (1, 2, 4, 6, 10, 14, 20, 26, 36, 46, 60, 74, \ldots ),
\]
investigated by D. E. Knuth [90] fifty years ago.

Recently, I. Pak [112] Theorem 2.19] has announced positive resolution of Problem 3.23 in I. Pak and D. Yeliussizov [113] [114]: (we quote verbatim from [112])

**Theorem 3.25 (I. Pak and D. Yeliussizov).** Let \( A = \{a_1, a_2, \ldots \} \), and suppose \( a_k/a_{k-1} \) is an integer \( \geq 2 \), for all \( k > 1 \). Suppose also that membership \( x \in A \) can be decided in \( poly(\log x) \) time. Then \( \{p_A(n)\} \) can be computed in time \( poly(\log n) \).
In conclusion of Section 3 and of our article we turn to cancellative problems related to the initial Example 5. Sums of integers with large absolute values still may be small, even 0. In enumeration it means that a formula, effective for nonnegative summands, may no longer be effective (in the sense of Definition 1.1) for integral summands, if cancellations occur. In the next proposition we give both an example and a non-example of such cancellation. The former is a classics but the latter may be not so well known.

**Proposition 3.26.** Both functions

\[ q^\pm(n) := \sum_{\lambda \in Q(n)} (-1)^{\|\lambda\|} \quad \text{and} \quad p^\pm(n) := \sum_{\lambda \in P(n)} (-1)^{\|\lambda\|} \]

are PIO functions. Concretely,

\[ \sum_{n=0}^{\infty} q^\pm(n)q^n = \prod_{k=1}^{\infty} (1 - q^k) = 1 + \sum_{n=1}^{\infty} (-1)^n (q^{n(3n-1)/2} + q^{n(3n+1)/2}) \]

and

\[ \sum_{n=0}^{\infty} p^\pm(n)q^n = \prod_{k=1}^{\infty} \frac{1}{1 + q^k} = \prod_{k=1}^{\infty} (1 + (q^{2k-1}) = 1 + \sum_{n=1}^{\infty} (-1)^n q_o(n)q^n \]

where \(q_o(n) := \#\{\lambda \in Q(n) | \lambda_i \equiv 1 \pmod{2}\}\).

**Proof.** The first identity is the famous pentagonal identity of L. Euler [53] (or 60 [58]). Replacing \(q(n)\) with \(q^\pm(n)\) leads to almost complete cancellation to values just 0 and \(\pm 1\), and \(m(n) = \Theta(\log(1 + n))\) for \(q^\pm(n)\). The algorithms of Propositions 3.5 (recurrence schema) and 3.2 (coefficient extraction from a generating polynomial) still work but do \(\text{poly}(n)\) steps and are not effective for computing \(n \mapsto q^\pm(n)\). For a PIO formula more efficient algorithm is needed. Fortunately, the pentagonal identity provides it. We easily determine in \(\text{poly}(\log n)\) steps the existence of a solution \(i \in \mathbb{N}\) to the equation \(n = i(3i \pm 1)/2\) and its parity, simply by computing the integral square root as discussed above in connection with \(f_{x+2y^2}(n)\).

The second identity, more precisely the middle equality, follows at once from \(1 = \frac{1 - q}{1 - q^2} \cdot \frac{1 - q^2}{1 - q^4} \cdot \frac{1 - q^4}{1 - q^6} \cdot \ldots\). Now the replacement of \(p(n)\) with \(p^\pm(n)\) leads to almost no cancellation because

\[ |p^\pm(n)| = q_o(n) = [q^n] \prod_{k=1}^{\infty} (1 + q^{2k-1}) \sim \frac{\exp(\pi \sqrt{n/6})}{2^{3/2} \cdot 6^{1/4} \cdot n^{3/4}} \]

\([154, A000700]; V. Kotěšovec [24] p. 9; G. Meinardus [102, p. 301]) remains of broadly exponential growth. Thus for \(p^\pm(n)\) we have \(m(n) \gg n^{1/2}\) and both algorithms for \(p(n)\) remain effective for \(p^\pm(n)\). Hence, more easily than for \(q^\pm(n)\), \(p^\pm(n)\) is a PIO function. \(\square\)
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We had derived the second identity and then we learned in A. Ciolan [43] that it is in fact due to J. W. L. Glaisher [62]. The above examples lead us to the following question.

**Problem 3.27.** Find general sufficient conditions on the functions

\[ a = a_i : \mathbb{N} \to \mathbb{N}_0 \quad \text{and} \quad b = b_{i,j,k} : \mathbb{N} \times \mathbb{N}_0 \times \mathbb{N} \to \{0, 1\} \]

ensuring that

\[ f(n) = \left[q^n\right] \prod_{i=1}^{\infty} a_i \prod_{k=1}^{\infty} \sum_{j=0}^{\infty} b_{i,j,k} (-1)^j q^{ij} \]

is a PIO function. Find asymptotics of \( f(n) \).

Thus \( f(n) \) is the \((-1)^{\|\lambda\|}\)-count of the partitions \( \lambda \) of \( n \) into parts \( i \in \mathbb{N} \) coming in \( a_i \) sorts \((i,1), (i,2), \ldots, (i,a_i)\) such that the part \((i,k)\) may appear if and only if \( b_{i,j,k} = 1 \). For \( a_i = 1 \), \( b_{i,0,1} = b_{i,1,1} = 1 \), and \( b_{i,j,k} = 0 \) else we get \( q_{\pm}(n) \), and for \( a_i = 1 \), \( b_{i,1,1} = 1 \), and \( b_{i,j,k} = 0 \) else we get \( p_{\pm}(n) \). For \( a_i = 2 \), \( b_{1,0,1} = b_{i,1,1} = b_{i,0,2} = b_{i,1,2} = 1 \), and \( b_{i,j,k} = 0 \) else we get the function \( f(n) \) of Example 5. More generally, for \( l \in \mathbb{N} \) the counting functions

\[ \sum_{n=0}^{\infty} q_{\pm,l}(n)q^n := \prod_{n=1}^{\infty} (1 - q^n)^l \]

correspond to \( a_i = l \), \( b_{i,0,1} = b_{i,1,1} = b_{i,0,2} = b_{i,1,2} = \cdots = b_{i,0,l} = b_{i,l,1} = 1 \), and \( b_{i,j,k} = 0 \) else; \( q_{\pm}(n) = q_{\pm,1}(n) \) and Example 5 is \( q_{\pm,2}(n) \). A related open problem, due to D. Newman, is mentioned in G. E. Andrews and D. Newman [9]: In

\[ \sum_{n \geq 0} p(n)q^n = \prod_{k=1}^{\infty} (1 + p^k + p^{2k} + \ldots) \]

can one change some signs in the last product so that on the left side the \( p(n) \) turn to coefficients 0 and \( \pm 1 \)?

Another example of non-cancellation in Problem 3.27 is the result of A. Ciolan [43, (22)]: if \( S_2 := \{1, 4, 9, 16, \ldots\} \), \( B := \Gamma(3/2)\zeta(3/2)/2\sqrt{2} \) and

\[ t_n := \sum_{\lambda \in P(n), \lambda_i \in S_2} (-1)^{\|\lambda\|} = [q^n] \prod_{k \geq 1} \frac{1}{1 + q^k} \]

then

\[ t_n \sim (-1)^n \exp \left(3(B/2)^{2/3}n^{1/3}\right) \frac{(3\pi)^{1/2}(2n)^{5/6}/B^{1/3}}{\zeta(3/2)} \]

In [154] A292520, for example

\[ (t_n)_{n=32}^{49} = (1, -2, 3, -4, 3, -2, 1, 0, 1, -2, 3, -4, 3, -2, 1, 0, 0, -2) \]
V. Kotšovec gave this asymptotic formula as well, without proof. If

\[ s_n := \left[ q^n \right] \prod_{k \geq 1} (1 - q^{k^2}) \]

is the corresponding number for distinct squares, with the help of MAPLE we get the values

\[ (s_n)_{n=15}^{15} = (1, -1, 0, 0, -1, 1, 0, 0, -1, 1, 0, 1, -1, 1, 0) \]

or

\[ (s_n)_{n=2990}^{3000} = (111, -112, 61, 46, -114, 116, -21, 11, -30, -17, 37) \]

and \( \max_{n \leq 3000} |s_n| = 319 \). It is [154, A276516].

**Problem 3.28.** Is \( (s_n) \) unbounded?

We finish with the generalization of Example 5 to the numbers \( q^{\pm,l}(n) \), \( l \in \mathbb{N} \).

These result from an almost complete cancellation because by the pentagonal identity,

\[ |q_{\pm,l}^+(n)| \leq \left[ q^n \right] \left( \sum_{n=0}^{\infty} |q_{\pm,1}^{\pm,1}(n)| q^n \right)^l \leq [q^n](1 - q)^{-l} = \binom{n + l - 1}{l - 1}, \]

So \( q_{\pm,l}^+(n) = O(n^{l-1}) \), \( m(n) = \Theta_l(\log(1 + n)) \) for this counting problem and effective computation of \( q_{\pm,l}^+(n) \) means computation in \( \text{poly}(\log n) \) steps. Besides the pentagonal identity for \( l = 1 \), another nice identity occurs for \( l = 3 \):

\[ \prod_{n \geq 1} (1 - q^n)^3 = \sum_{n \geq 0} (-1)^n (2n + 1) q^{n(n+1)/2}, \]

due to C. Jacobi (G. H. Hardy and E. M. Wright [68, Theorem 357]). Thus also \( q_{\pm,3}^+(n) \) is a PIO function. For \( l = 2 \), Example 5, we get

\[ (q_{\pm,2}^+(n))_{n \geq 0} = (1, -2, -1, 2, 1, 2, -2, 0, -2, -1, 1, 0, 0, 2, 3, -2, 2, 0, \ldots) \]

or

\[ (q_{\pm,2}^+(n))_{n=58}^{75} = (0, -2, 0, -2, 0, -2, 2, 0, -4, 0, 0, -2, -1, 2, 0, 2, 0, 0) \],

[154, A002107], not showing any clear pattern. J. W. L. Glaisher [63, p. 183] writes: “I had no hope that these coefficients would follow any simple law, as in the Eulerian or Jacobian series; for, if such a law existed, it could not fail to have been discovered long ago by observation.” Let us see how we advanced in 130 years. In August 2018 the “links” section of the entry [154, A002107] (author N. J. A. Sloane) lists these references: table of first 10000 values by S. Manyama, G. E. Andrews [7], M. Boylan [28], S. Finch [57], J. W. L. Glaisher [63], J. T. Joichi [82], V. G. Kač and D. H. Peterson [83], M. Koike [93], V. Kotšovec [94],
709 is a prime that is 1 modulo 12 and (the other references seem not relevant for computation of \( q^{\pm,2}(n) \): \( q^{\pm,2}(n) = G(12n + 1) \) where \( G : \mathbb{N} \rightarrow \mathbb{Z} \) is a multiplicative function, which means that \( G(ab) = G(a)G(b) \) whenever \( a, b \in \mathbb{Z} \) are coprime numbers, defined on prime powers \( p^r \), \( r \in \mathbb{N} \), by any kind of simple pattern for this sequence, which we state in the elegant form given in [57] (the other references are not that this would really help for deriving properties of \( \tau(n) \)).

\[ p^{\pm,2}(n) = G(p^r) = \begin{cases} 1 & \text{if } p = 7, 11 \pmod{12}, r = 0 \pmod{2}, \\ (-1)^{r/2} & \text{if } p = 5 \pmod{12}, r = 0 \pmod{2}, \\ r + 1 & \text{if } p = 1 \pmod{12}, (-3)^{(p-1)/4} \equiv 1 \pmod{p}, \\ (-1)^r(r + 1) & \text{if } p = 1 \pmod{12}, (-3)^{(p-1)/4} \equiv -1 \pmod{p}, \\ 0 & \text{otherwise}. \end{cases} \]

This is a PIO formula for \( G(n) = G(p^r) \) if \( n \) is a known prime power. But in general we do not know if \( q^{\pm,2}(n) \) is a PIO function because we do not know how to effectively factorize numbers. For example, \( q^{\pm,2}(58) = G(697) = G(17)G(41) = 0 \times \cdots = 0 \) and \( q^{\pm,2}(59) = G(709) = (-1)^1(1 + 1) = -2 \) because 709 is a prime that is 1 modulo 12 and \((-3)^{177} = -3^{2^2}3^{2^2}3^{24}3 \equiv -1 \pmod{709} \) as \( 3^{16} \equiv 495, 3^{32} \equiv 420 \) and \( 3^{128} \equiv 29 \).

For repeated parts,

\[
\sum_{n \geq 0} p^{\pm,2}(n)q^n := \prod_{n \geq 1} \frac{1}{(1 + q^n)^2} = \prod_{n \geq 1} (1 + (-q)^{2n-1})^2,
\]

we get

\[ (p^{\pm,2}(n))_{n \geq 0} = (1, -2, 1, -2, 4, -4, 5, -6, 9, -12, 13, -16, 21, -26, \ldots). \]

A022597, and see, like before, that \( p^{\pm,2}(n) \) is also \((-1)^n\) times the number of partitions of \( n \) into 2-sorted distinct odd numbers and that we have almost no cancellation.

For \( l = 24 \) a shift of \( q^{\pm,24}(n) \) gives the Ramanujan tau function \( \tau(n) \),

\[
\sum_{n \geq 0} \tau(n)q^n := q \prod_{n \geq 1} (1 - q^n)^{24}.
\]

So

\[ (\tau(n))_{n \geq 1} = (1, -24, 252, -1472, 4830, -6048, -16744, 84480, -113643, \ldots). \]

A000594]. Combinatorially, \( \tau(n) \) is the \((-1)^{|\lambda|}\)-count of partitions \( \lambda \) of \( n - 1 \) into parts in 24-sorted \( \mathbb{N} \) (not that this would really help for deriving properties of \( \tau(n) \)). Is \( \tau(n) \) a PIO function, can we compute it effectively, in poly(log \( n \)) steps (as we noted above, \( \tau(n) = O(n^{24}) \))? The Wikipedia article on tau function is silent about this fundamental aspect but the simple and unsatisfactory answer is again that we do not know. If we could effectively factorize numbers, we could besides decoding secret messages also compute \( \tau(n) \).
effectively: (i) $\tau(mn) = \tau(m)\tau(n)$ if $m$ and $n$ are coprime, (ii) $\tau(p^{k+1}) = \tau(p)\tau(p^k) - p^2\tau(p^k)$ for every prime number $p$ and every $k \in \mathbb{N}_0$ and (iii) $\tau(p)$ can be computed in $\text{poly}(\log p)$ steps for every prime $p$. The first two properties, conjectured by S. Ramanujan, were proved by L. J. Mordell [105] and the whole book [51], edited and mostly written by B. Edixhoven and J.-M. Couveignes, is devoted to exposition of an algorithm proving (iii).

Problem 3.29. Are, in the current state of knowledge, the known PIO functions $q_{\pm,l}(n)$ only those for $l = 1$ and 3? For which $l \in \mathbb{N}$ can one compute $q_{\pm,l}(n)$ in $\text{poly}(\log n)$ steps with the help of an oracle that can factorize integers efficiently?

From the extensive literature on the numbers $q_{\pm,l}(n)$ we further mention only H. H. Chan, S. Cooper and P. Ch. Toh [35, 36] (check the former for $l = 26$), E. Clader, Y. Kemper and M. Wage [44] and J.-P. Serre [132].
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