Sea Surface Salinity and Wind Speed Retrievals Using GNSS-R and L-Band Microwave Radiometry Data from FMPL-2 Onboard the FSSCat Mission
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Abstract: The Federated Satellite System mission (FSSCat), winner of the 2017 Copernicus Masters Competition and the first ESA third-party mission based on CubeSats, aimed to provide coarse-resolution soil moisture estimations and sea ice concentration maps by means of the passive microwave measurements collected by the Flexible Microwave Payload-2 (FMPL-2). The mission was successfully launched on 3 September 2020. In addition to the primary scientific objectives, FMPL-2 data are used in this study to estimate sea surface salinity (SSS), correcting for the sea surface roughness using a wind speed estimate from the L-band microwave radiometer and GNSS-R data themselves. FMPL-2 was executed over the Arctic and Antarctic oceans on a weekly schedule. Different artificial neural network algorithms have been implemented, combining FMPL-2 data with the sea surface temperature, showing a root-mean-square error (RMSE) down to 1.68 m/s in the case of the wind speed (WS) retrieval algorithms, and RMSE down to 0.43 psu for the sea surface salinity algorithm in one single pass.
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1. Introduction

In 1992, the United Nations (UN) established the Global Climate Observing System (GCOS) and defined the different Essential Climate Variables (ECV) [1] that need to be monitored for a better understanding of our climate and the effects of climate change [2,3]. Moreover, in 2015, seventeen Sustainable Development Goals (SDG) were defined to ensure sustainable human progress, reducing our footprint on planet Earth. SDG number thirteen entails taking urgent actions to combat climate change and its impacts on the planet, which requires the monitoring of these ECVs.

The loss of sea ice volume in the poles [4] may threaten the thermohaline circulation (Figure 1a) [5] and the way in which oceans moderate the Earth’s temperature. One of the main drivers of the thermohaline circulation are the salinity changes in the oceans, which, together with surface temperature, determine the water density. The melting of the polar caps increases the amount of freshwater discharged into the oceans, which may change the warm shallow ocean currents and the cold and salty deep currents that moderate the Earth’s climate [6]. As shown in Figure 1b, the SSS has varied in recent years, most notably over polar regions.
Ocean salinity is one of these critical ECVs that can be monitored using remote sensing techniques on board satellites. The first spaceborne mission to monitor the ocean salinity was the Soil Moisture and Ocean Salinity Mission (SMOS) mission from the European Space Agency (ESA), which was launched on 2 November 2009. As a secondary product, it also provided sea ice thickness maps over the North Pole. Traditional Earth Observation (EO) missions such as SMOS typically include a micro- or mini-satellite carrying onboard a single instrument, providing moderate-to-long revisit times, with high accuracy. However, in the last few years, the use of small satellites for EO has become a reality, and large constellations can be deployed, drastically reducing the revisit time and providing new types of products. Some examples are NASA’s Cyclone Global Navigation Satellite System (CyGNSS) mission of Global Navigation Satellite System—Reflectometry (GNSS-R) payloads [8], or the U.S. company Spire Global, Inc. constellation with GNSS-Radio Occultation (GNSS-RO) payloads [9]. U.S. company Planet Labs, Inc. has also an operational CubeSat-based constellation including Visual and Near Infrared (VNIR) multi-spectral imagers [10]. More recently, the FSSCat mission [11] was launched, as a proof-of-concept mission with two 6-unit federated CubeSats including passive microwave (L-band microwave radiometer and GNSS-R) and VNIR + Thermal Infrared hyper-spectral imagery payloads.

In principle, thanks to the use of small satellites, a larger amount of data can be collected. This large amount of data and the use of machine learning algorithms are changing the way EO is conducted [10,12]. New EO missions, mostly the ones based on small satellites, are using machine learning algorithms to retrieve geophysical parameters, to generate new observables, or to calibrate EO products [13,14]. Moreover, small satellites allow us to rapidly design and deploy novel technologies and payloads, such as the Flexible Microwave Payload -2 (FMPL-2) part of the FSSCat mission [15], developed in less than 1.5 years and successfully launched into orbit on 3 September 2020 [16]. As planned, the mission was operated for 3 months until 4 December 2020. Then, a solar coronal mass ejection harmed irreversibly the payload memory.

FMPL-2 is a dual passive microwave instrument, comprising a Global Navigation Satellite System—Reflectometer (GNSS-R), and an L-band radiometer [15]. The instrument aimed at providing coarse soil moisture over land, and sea ice concentration/extension and thickness maps over the poles. Data collected from 1 October 2020 to 4 December 2020 have been used in this study to validate the capability of FMPL-2 to retrieve sea ice concentration and extension [17], sea ice thickness [18], and soil moisture [19]. One of the key aspects of FMPL-2 algorithms is the use of machine learning techniques and, in particular, Artificial Neural Networks (ANN) to retrieve these ECVs. Moreover, as presented in [17,19], the use of combined GNSS-R and L-band MWR measurements as input features of an ANN algorithm provides the best sea ice and soil moisture estimates.
In this study, a similar methodology is now applied for ocean monitoring to retrieve SSS and wind speed (WS) over the ocean using FMPL-2 data. The manuscript is organized as follows: Section 1 introduces the problem, Section 2 presents a literature review of SSS and WS retrieval using L-band measurements, Section 3 presents the FMPL-2 data and data from other sources used to train and validate the different ANN algorithms to retrieve SSS and WS, Section 4 presents the results of the different algorithms implemented, and their comparison with respect to the target ground truth, Section 5 includes some discussions and prospects for future ocean monitoring missions, and, finally, Section 6 summarizes the main results of this work.

2. Review of the State of the Art

L-band radiometers, as in ESA SMOS or NASA AQUARIUS missions, have provided global SSS maps. In both cases, a radiative-transfer model is implemented to estimate the SSS from the brightness temperature measurements. As detailed in [20,21], the emissivity of the ocean surface depends on the SSS, the sea surface temperature (SST), and the ocean surface roughness, which is mostly linked to the WS over the ocean (typically measured at 10 m height: $U_{10}$). As developed in Section 4.3.4 of [22], and reproduced below for the readers’ convenience, at a given frequency ($f$) and polarization ($p$), both the reflectivity ($\Gamma$) and the emissivity ($\epsilon$) of the “flat” ocean surface (i.e., without roughness) are affected by the SSS, the SST, the incidence angle ($\theta$) through $\epsilon_{r}$, the dielectric constant of the sea water:

$$\epsilon_{\text{flat},p}(\text{SSS}, \text{SST}, f, \theta) = 1 - \Gamma_{\text{specular}, p}(\epsilon_{r}(\text{SSS}, \text{SST}, f), \theta).$$  \hspace{1cm} (1)

The WS changes the effective roughness of the ocean surfaces. For an L-band radiometer, this is translated into a change in the brightness temperature, as detailed in Figure 6 and Equations (4)–(6) of [23]. For reflectivity measurements (e.g., as provided by a GNSS-R instrument), this is translated into a lower reflectivity.

The use of reflectivity measurements collected by a GNSS-R instrument to better estimate the surface roughness (i.e., wind speed or other proxies) and infer a better-quality SSS product was first proposed in 2003 by Prof. Camps, who was granted an EURY Award in 2004 to develop the PAU instrument [24], a combined L-band microwave radiometer and GNSS-Reflectometer. Even a flight model was built [25], but unfortunately the mission was canceled and it never flew. The same idea was then studied in [26–28], but data were never presented to provide this enhanced product.

Moreover, the GNSS-R technique has been proven to retrieve wind speed products, both for the UK TechDemoSat-1 [29] and the CyGNSS mission [30,31]. Several algorithms have been used to estimate WS from GNSS-R data, by looking at the Delay-Doppler Map (DDM) dispersion (as illustrated in Figure 2), computing the normalized bi-static radar cross-section, by looking to the leading edge slope of the waveform, or to other metrics, such as the Delay-Doppler Map average or variance, as shown in [32].

![Figure 2. Example of incoherent (a) and coherent (b) Delay-Doppler Map (DDM). The measured incoherent DDM has an SNR of 3.80 dB with a wind speed of 29.90 m/s. The measured coherent DDM has an SNR of 20.68 dB with a wind speed of 2.92 m/s (adapted from Figure 10 of [35]).](image-url)
WS can also be retrieved from the GNSS-R reflectivity (which is similar to the metrics used in the Delay-Doppler Map Average (DDMA) method in [32]) and the SNR drop due to the increased ocean surface roughness, which will be largely degraded for larger wind speeds (Figure 2) where the SNR goes from 3.8 dB for a very windy situation up to 20.68 dB for calm ocean. In addition, recent studies have shown the potential of using the standard deviation of the land reflectivity ($\Gamma$), as a proxy to correct the land surface roughness [19,34]. Moreover, the combined GNSS-R and L-band radiometry data (complementary measurements) have shown their potential over land to improve the quality of the surface roughness corrections, allowing the retrieval of a better-quality soil moisture product [19].

In this manuscript, GNSS-R and MWR data from FMPL-2, a CubeSat-based instrument that simultaneously generates GNSS-R and MWR data, are used to retrieve WS and SSS information. Both measurements are combined with different ANN topologies to correct for the surface roughness effects, retrieving an enhanced EO product from a CubeSat platform.

In the following sections, the same methodology is explored to retrieve SSS and WS over the ocean.

3. Methodology and Data Description

ANNs have demonstrated their capabilities for EO, capturing relationships that were not evident. As an example, the CyGNSS mission is using these types of networks to retrieve a soil moisture product [35–37]; the SMOS near-real-time soil moisture product is also being implemented through an ANN algorithm [38]. To evaluate the capabilities of FMPL-2 to retrieve SSS and WS over the ocean, several ANNs are implemented and evaluated. In this process, the following products are used:

- FMPL-2 GNSS-R data from [39], geo-located data over specular reflection points (scattered);
- FMPL-2 L-band microwave radiometry (MWR) data from [39], gridded into a 12.5 km EASE GRID 2.0 with polar projection [40];
- ERA-5 hourly WS and SST data re-gridded into a 12.5 km polar mesh from [41], as detailed in Figure 3a;
- Daily L4 SSS from SMOS from [42], as detailed in Figure 3b;
- L2 ASCAT MeteOp WS data set from [43] used as validation for the WS retrieval.

The ground-truth data used in this manuscript are the ERA-5 WS (Figure 3a) data and the SSS from SMOS (Figure 3b). ERA-5 data are retrieved every three hours, and the ERA-5 points selected as ground truth are those with the shortest temporal distance to the FMPL-2 measurement. In the case of the SSS ground truth, due to the lower dynamics of this variable, measurements falling 24 h apart are considered.

The data collected by FMPL-2 are presented in Figure 4. The data have been filtered out using the ERA-5 sea ice extent product [41] to include only points falling in open ocean. It is important to remark that, because of the large antenna footprint ($350 \times 500$ km$^2$), and the re-gridding of the radiometric data into a 12.5 km EASE Grid 2.0 mesh, the number of points retrieved by the L-band radiometer is significantly larger ($\times$150) than the ones retrieved by the GNSS-R instrument. However, the resolution of the GNSS-R instrument is much better ($\sim$600 m) [44,45] than that of the L-band radiometer. Furthermore, the GNSS-R observable used here is the reflectivity, computed as in Equation (19) from [15]. FMPL-2 collects both the direct and the reflected signals, minimizing the effects of changes in the transmitted power of the GPS constellation, and it uses short incoherent integration times (40 ms), which minimizes the blurring of the GNSS-R waveform, maximizing the spatial resolution of the GNSS-R reflection [46].
3.1. Product Description

Due to the difference in the number of points, two types of products are presented: for those cases using only L-band radiometry data, the entire set of points from Figure 4a is used. Note that brightness temperature data from FMPL-2 have been filtered out using an upper threshold to remove potential sea ice or land contamination. In this regard, brightness temperature values higher than 135 K are discarded from this study. Regarding the products using GNSS-R data only, or in combination with L-band radiometry data, the points presented in Figure 4b will be used.

To validate the capabilities of ANNs to combine data fusion between SST, GNSS-R, and L-band MWR data to retrieve WS and SSS, different algorithms are proposed, and they are detailed in Tables 1 and 2 for WS and SSS, respectively. Note that a validation set has been also selected for WS and SSS retrieval not using any FMPL-2 data but only WS and SST, and then the same model using FMPL-2, in order to prove that the output algorithm performs better when FMPL-2 data are included.
Figure 4. (a,b) Data density of MWR measurements collected by FMPL-2 over open ocean in the Arctic and Antarctica in the period from 1 October 2020 to 30 November 2020 (2.2 Million points in a 100 km$^2$ grid), and (c,d) data density of GNSS-R reflections over open ocean in the same time period, with a signal-to-noise ratio above the 3 dB threshold (14,750 points in a 100 km$^2$ grid).

Table 1. Summary of the ANN-based models implemented to estimate WS.

| Model                | Target Output | Description                                                                 |
|----------------------|---------------|-----------------------------------------------------------------------------|
| SST + SSS            | WS            | Validation set without FMPL-2 data                                          |
| SST + SSS + MWR      | WS            | WS retrieval using FMPL-2 and SST + SSS data                               |
| GNSS-R               | WS            | WS retrieval over specular reflection points using GNSS-R data (not using movstd($\Gamma$)) from FMPL-2 |
| GNSS-R               | WS            | WS retrieval over specular reflection points using GNSS-R data (using movstd($\Gamma$)) from FMPL-2 |
| GNSS-R + MWR         | WS            | WS retrieval over specular reflection points using combined GNSS-R and L-band radiometry data from FMPL-2 |
| GNSS-R + MWR + SST + SSS | WS | WS retrieval over specular reflection points using combined GNSS-R and L-band radiometry data from FMPL-2, and aided by the SST and SSS data sets |
### Table 2. Summary of the ANN-based models implemented to estimate SSS.

| Model               | Target Output | Description                                                                 |
|---------------------|---------------|-----------------------------------------------------------------------------|
| SST + WS            | SSS           | Validation set without FMPL-2 data                                          |
| SST + WS + MWR      | SSS           | SSS retrieval using FMPL-2 and SST + WS data                                |
| GNSS-R              | SSS           | SSS retrieval over specular reflection points using GNSS-R data (not using movstd(\(\Gamma\)) from FMPL-2) |
| GNSS-R              | SSS           | SSS retrieval over specular reflection points using GNSS-R data (using movstd(\(\Gamma\)) from FMPL-2) |
| GNSS-R + MWR        | SSS           | SSS retrieval over specular reflection points using combined GNSS-R and L-band radiometry data from FMPL-2 |
| GNSS-R + MWR + SST  | SSS           | SSS retrieval over specular reflection points using combined GNSS-R and L-band radiometry data from FMPL-2, and aided by the SST data set |

It is important to remark that the models using GNSS-R data are using the same input features as presented in [19], where the reflectivity, \(\Gamma\), is used in combination with the standard deviation of the reflectivity computed in a certain time window (movstd(\(\Gamma\))), and the local incidence angle (\(\theta\)) as a proxy to correct for the surface roughness effects [34]. To analyze the impact of adding this input feature, two networks are implemented, one without using the movstd(\(\Gamma\)) and another one using the movstd(\(\Gamma\)) for both WS and SSS algorithms. Note that the local incidence angles of the 50% of the reflections are from an elevation angle of 40º to 60º, and 75% comprise an elevation angle between 35º and 65º.

### 3.2. Initial Evaluation: Correlation Matrix

Figure 5 presents the correlation coefficient matrix between the different input features and the target outputs. To compute this matrix, the gridded data have been 2D linearly interpolated over the specular reflection points (i.e., the points shown in Figure 4b, using a 2D nearest neighbor algorithm with linear interpolation). As expected, there is a positive, but small correlation between the WS, the SST, and the SSS products. Furthermore, the GNSS-R data present almost 0 correlation with the SST, but a negative correlation (\(\sim-0.25\)) with the WS, and the SSS data. In this case, a slightly larger correlation between the movstd(\(\Gamma\)) and the WS product (\(\sim-0.3\)) is also noticeable, due to the fact that the movstd(\(\Gamma\)) can act as a proxy of the ocean surface roughness, caused by the WS or any other sources, such as swell, etc. Finally, the L-band MWR data also show a small correlation with the WS, the SST, and the SSS, but the largest correlation corresponds to the SST, which is the main driver of brightness temperature changes, as shown in [22].

### 3.3. ANN Topology and Training Methodology

As presented in Figure 6, all the ANNs implemented in this work follow the same training and validation scheme. To prevent any kind of over-fitting, the training algorithm is the Bayesian regularization back-propagation algorithm from MATLAB\textsuperscript{®}, based on a Levenberg–Marquardt algorithm, but in general, providing a network that generalizes better than the Levenberg–Marquardt algorithm itself (i.e., it prevents over-fitting) [47]. The Bayesian regularization back-propagation algorithm uses the Bayes theorem to regularize the neural network [48]. The inverse probability law from this theorem is used to re-compute the weights in the neural network, as described in [48]. One of the most remarkable features of this algorithm is that it is difficult to over-train the network (i.e., to over-fit on the data set), as the training algorithm automatically eliminates neuron weights with values very close to zero. The weights and biases of the Bayesian regularization algorithm are obtained by means of the Levenberg–Marquardt optimization, which is a damped version of the least-squares algorithm to solve non-linear problems. In this regard,
the algorithm minimizes the root mean square error between the expected value (i.e., the output or the ground truth data) and the output of the neural network.

**Figure 5.** Pearson correlation matrix between the GNSS-R data ($\Gamma$ and movstd($\Gamma$)), the L-band microwave radiometry data, and the WS, SST, and SSS salinity products.

Furthermore, the data are trained using 20% of the available points, which is a typical training set size used in other ANN-based algorithms using GNSS-R data [49,50] and the size of the ANN topology is fixed to two hidden layers and 25 neurons per layer for the L-band radiometry cases (the two first cases), and 8 neurons per layer for the GNSS-R cases (the other four cases). The input and output layers are using the min/max normalization (i.e., the minimum value of a given feature is set to $-1$ and the maximum to 1), and the neurons are implementing the sigmoid function. The training epoch (i.e., maximum number of iterations) is set to 200 for the products only including L-band radiometry data.

**Figure 6.** Training and test division strategy. Data are randomly split into 20% for training and 80% for testing. The training data are split again by the MATLAB® deep learning toolbox to generate the trained network.

Furthermore, the data are trained using 20% of the available points, which is a typical training set size used in other ANN-based algorithms using GNSS-R data [49,50] and the size of the ANN topology is fixed to two hidden layers and 25 neurons per layer for the L-band radiometry cases (the two first cases), and 8 neurons per layer for the GNSS-R cases (the other four cases). The input and output layers are using the min/max normalization (i.e., the minimum value of a given feature is set to $-1$ and the maximum to 1), and the neurons are implementing the sigmoid function. The training epoch (i.e., maximum number of iterations) is set to 200 for the products only including L-band radiometry data,
and 100 for those including GNSS-R points. However, the training process stops earlier following the Bayesian Regularization algorithm, which, after every epoch, computes validation checks against 15% of the training set. In the MWR cases, this maximum epoch is never reached, and all networks presented are trained with 140–160 epochs. In the GNSS-R cases, the maximum epoch of 100 is always reached. Finally, all networks are also pruned after training [51].

Note that, to provide a generalized network, data from both the northern and southern hemispheres have been included in the training process; by means of this strategy, the trained network is able to generalize for both hemispheres.

4. Results

This section presents the outputs of the previous ANN models, first for the WS product and then for the SSS salinity product.

4.1. Wind Speed Results

4.1.1. Using L-Band Radiometry Data Only

Figure 7 presents the results of the first two ANNs for WS retrieval over the FMPL-2 antenna footprint. The validation network using SST and SSS only shows a low correlation coefficient, and also a “strange” scatter plot shape. In this case, the ANN “tries” to infer WS data from both measurements, but it cannot perform well, as MWR is missing as an input feature (as expected from Figure 6 of [23]). In the second case, when the L-band data from FMPL-2 are added to the SST and the SSS data, the correlation coefficient increases to 0.46, and the root mean square error (RMSE) is 3.66 m/s. However, there is still a large dispersion in the scatter-density plot, notably for wind speeds between 5 and 12 m/s. Despite the better correlation coefficient, the output of this model is still providing marginal results.

Figure 7. (Top) Scatter-density plot and (bottom) error histogram of (left) the validation ANN to output WS data from SST and SSS, and (right) the ANN deployed to estimate WS using SST, SSS, and L-band microwave radiometry data from FMPL-2.
As presented in Figure 8, most of the errors are concentrated over the regions that are close to the sea ice, where the wind speed is lower, and where, due to the coarse antenna footprint (350 × 500 km²), mixed pixel effects prevent the model from retrieving the WS. It is important to remark that similar performances for low wind speeds have been presented for the SMAP and the SMOS missions. For the first one, the SMAP radiometer performs better for wind speeds above 15 m/s (notably better for wind speeds in the range of 40 m/s and above), as shown in [52]. For the SMOS case, WS retrieval errors (i.e., RMSE) range from 2.6 m/s for WS below 15 m/s down to 2 m/s for winds above 35 m/s [53]. In the FMPL-2 case, because of the region of observation, such large winds cannot be found; the region below 12–15 m/s presents the largest errors, whereas for wind speeds larger than 15 m/s, the scatter-density plot in Figure 7 shows a smaller dispersion.

4.1.2. Using GNSS-R Data Combined with the L-Band Radiometry Data

For low wind speeds, GNSS-R performs better than the L-band MWR. In this case, where the MWR fails to recover, the GNSS-R performs better, and vice versa. Figure 9 presents the results of different ANNs applied to the GNSS-R data from FMPL-2. Figure 9a presents the case when only GNSS-R data are used, without the movstd(Γ) magnitude. Here, the linearity is slightly better than in the L-band MWR case, but the RMSE is quite
large \( \sim \) 2.65 m/s. In this case, points falling within the 5–10 m/s range also present a larger dispersion. When the \text{movstd}(\Gamma) is added, the algorithm shows a slight improvement of 0.05 m/s, with a slightly better linearity as in the case of not using it.

The third approach merges GNSS-R and L-band MWR data, and the output is significantly better, showing a correlation coefficient between the ground truth and the ANN output of 0.84, and an RMSE of 2.05 m/s. Here, the use of combined MWR (i.e., emissivity) and GNSS-R data (i.e., reflectivity) within the neural network is able to compensate for the surface roughness effects and retrieve a better WS product.

Finally, the fourth ANN model presents the combination of the GNSS-R and the L-band MWR data with the SST and the SSS data, which also present some correlation with the WS, as shown in Figure 5. In this case, the correlation coefficient increases up to 0.89, and the RMSE is reduced down to 1.68 m/s. The map showing the results of this ANN is presented in Figure 10. As can be seen, most wind speed errors are smaller than 2–3 m/s (i.e., 10% of the measurement range).

In order to validate the performance of this last network, the daily ASCAT MeteOp product at a 25 km resolution has been used as a validation data set [43]. Note that the correlation coefficient between the ERA-5 and the ASCAT product for the selected time span (1 October 2020 to 30 November 2020) is 0.75, and the RMSE is 2.60 m/s, which is consistent with other studies [54]. Figure 11 shows the density-scatter plot between the ASCAT WS product and the ANN output that combines the FMPL-2 measurements (GNSS-R + L-band MWR) with the ERA-5 SST and SSS products. As can be seen, the agreement between the FMPL-2 and the ASCAT product is almost the same as the agreement between the ERA-5 and the ASCAT.
Figure 10. (Left) Wind speed product using combined GNSS-R, L-band MWR, SST, and SSS data, and (right) error with respect to ERA-5 WS product. (a) North pole and (b) South pole.

Figure 11. Comparison between ASCAT wind speed product with the FMPL-2 ANN output using GNSS-R + L-band MWR + SST + SSS data.

4.2. Sea Surface Salinity Results

The previous section has shown the sensitivity of FMPL-2 to wind speed. In this regard, GNSS-R data combined with L-band MWR data provide better performance to retrieve the WS product. In fact, the use of GNSS-R to correct for the ocean roughness for L-band radiometers has been a matter of analysis and discussion, as presented in Section 2. The combination of both measurements has proven to be a proxy to correct the ocean
roughness and to retrieve a WS product from it. In this section, the same methodology is followed to present the sensitivity of FMPL-2 MWR and GNSS-R measurements to SSS.

4.2.1. Using L-Band Radiometry Data Only

The first case presents the SSS retrievals by combining the SST and the WS product from ERA-5. This case is used as validation, similarly to the first ANN used to validate the WS product. The scatter-density plots and the error histograms are presented in Figure 12. As shown in Figure 12a, the correlation coefficient for the range comprising 31.5 to 36 psu is 0.38, with an RMSE of 0.705 psu. As shown in Figure 12b, the ANN presents a better output, with a larger correlation coefficient of $R = 0.52$ and an RMSE of 0.625 psu when FMPL-2 MWR data are added. However, the histogram is neither Gaussian nor symmetric, and it can be clearly identified that, for values of SSS below $\sim 33$ psu, the scatter-density plot shows a larger error. These areas with low salinity values are notably present near the coastline or the sea ice (see Figure 3), where freshwater is poured into the ocean. This particularity has been also examined in other MWR missions, such as SMOS, SMAP, or Aquarius, showing similar results (RMSEs even larger than 3 psu in the Arctic ocean) near coastlines or sea ice [55,56].

This last network has been implemented, and one month of data have been averaged and compared to the ground truth data, as presented in Figure 13. As can be seen, larger errors are concentrated around the Bering Sea and the Beaufort Sea (top part of the image), where there is a larger influence of sea ice and coastlines. In the bottom part of the maps corresponding to the Arctic Ocean (below Greenland and on top of the Scandinavian peninsula), the error in this region is around 0, showing an RMSE $\sim 0.3$ psu. For the Antarctic Ocean, the errors are lower than 0.1–0.2 psu in most of the cases. In this case, there are no nearby coastlines, where most of the SSS measurements present errors due to freshwater discharge over the ocean surface and the effect of the coastline into the antenna footprint, as shown in [56].

Figure 12. (Left) Scatter–density plot and (right) error histogram of the three different ANN outputs for (a) using SST and WS data to produce SSS (for validation purposes), and (b) adding FMPL-2 MWR measurements to the previous case.
4.2.2. Using GNSS-R Data Only and in Combination with L-Band Radiometry Data

Although the L-band MWR product performs well for large SSS values, this is not the case for lower values between 31.5 and 33.5 psu, where the low salinity is due to freshwater discharge from melting sea ice or land rivers. In this case, due to the large antenna footprint, the algorithm is not able to discern between the low-salinity water and high-salinity water. In this case, the use of GNSS-R data, with a much higher spatial resolution, should mitigate this effect and therefore enhance the SSS retrieval. Prior to the combination of both data sets, a first network is presented using only GNSS-R data; then, both L-band MWR and GNSS-R measurements are merged together, and finally, a third case is presented merging both measurements with the ERA-5 SST data. The scatter-density plot and the error histograms of the three models are presented in Figure 14.
The first case (Figure 14a) shows the performance of the ANN without using any ancillary data, but only GNSS-R data (without using the movstd(Γ)). In this case, the performance is similar to the case shown in Figure 12b, with an RMSE of ~0.67 psu. Similarly to the WS algorithm, a slight improvement is presented when adding the movstd(Γ) as an input feature, which acts as a proxy of the sea roughness caused by the WS. In this case, the correlation coefficient increases from R = 0.64 to R = 0.67 and the RMSE decreases down to 0.65 psu.

In these two first cases, the dielectric constant, and hence the reflectivity of the ocean surface, is also affected by SST variations, but for the region under study (mostly reflection points in the North pole), the temperature variation is quite small, within a range between −1.7 °C and 10 °C (average value 2.64 °C, standard deviation 3.23 °C).

The third case (Figure 14c) combines both GNSS-R and MWR measurements. In this case, the correlation coefficient increases up to 0.80, and the RMSE is 0.52 psu for the whole range of measurements between 31.5 and 35.5 psu. In the scatter-density plot, a larger linearity can be seen for low salinity values from 31.5 to 33.5 psu, but as the reflectivity and the measured brightness temperature have a small dependence on the SST, the result is not optimum. Finally, Figure 14d shows the results of the ANN combining these three variables. The correlation coefficient increases up to 0.87, and the RMSE for the same range of observation decreases to 0.43 psu, providing a better result as compared to the case where only L-band MWR data were used in combination with the ERA-5 SST and WS information from ERA-5. The result of this ANN is comparable to the results found in other SSS studies using similar ranges of measurement [55,56]; moreover, in this case, SSS values are measured near the coastlines and sea ice.

Finally, Figure 15 presents the geo-located SSS measurements. As can be seen, SSS estimates in the Antarctic Ocean present a lower error than the ones in the Arctic Ocean, similarly to the case of only using L-band radiometry data, but now with a much lower dispersion. As seen in this case, large errors are concentrated in the northern part of Europe and Russia, similar to the L-band MWR case. In this case, the use of the L-band MWR data is crucial to determine the SSS.
5. Discussion

Due to the large fraction of the Earth’s surface covered by oceans, their role in heat exchange and transport is critical, and monitoring oceanic ECVs is crucial to understand the effects of climate change.

The results presented in this study highlight the potential of nano-satellites and, in particular, CubeSats, for EO applications. The use of FMPL-2, a dual passive microwave instrument comprising a GNSS-R and an L-band MWR, provides different types of complementary measurements that can be merged to retrieve an enhanced product. The combination of GNSS-R and L-band MWR measurements as input features of an ANN model allows the simultaneous retrieval of ocean surface WS and SSS. The algorithms presented for WS retrieval show a correlation coefficient $R \approx 0.89$ with an RMSE $\approx 1.69$ m/s ($\approx 8\%$ of error) when the GNSS-R and the L-band radiometry data are combined with the ERA-5 SST and the SSS products. The ANN algorithm that merges FMPL-2 and SST to retrieve SSS in a single pass presents a correlation coefficient of 0.87, and an RMSE of 0.43 psu for SSS between 31.5 and 35.5 psu ($\approx 10\%$ of error). Furthermore, an algorithm...
has been also presented only using FMPL-2 data both for WS and SSS retrieval. The first algorithm uses GNSS-R and MWR data to retrieve a WS product over specular reflection point locations, with an RMSE of 2.05 m/s, and the second algorithm uses the same data to estimate SSS over the specular points, with an RMSE of 0.52 psu in a single satellite pass.

EO using CubeSats and SmallSats offer the potential of increased temporal and spatial resolutions without sacrificing accuracy. For the particular case of FMPL-2, using the instrument in three CubeSats with deployable solar panels (instead of body-mounted ones) so as to increase the payload duty cycle would allow coverage of both poles (latitudes above 55°) everyday. Furthermore, by using eight CubeSats, the entire globe can be covered everyday.

Future CubeSat constellations using different types of instruments will likely make use of machine learning algorithms to digest the large quantity of data generated. Hereof, the use of traditional high-quality missions is still required, mostly to develop, calibrate, and validate these new algorithms.

6. Conclusions

This manuscript has presented the first evaluation of the FMPL-2 to retrieve WS and SSS, by combining GNSS-R and L-band radiometry data. A preliminary correlation analysis has been performed, showing also the suitability of the movstd(Γ) observable as a proxy of the ocean surface roughness, which can be used as an input feature of an ANN to estimate WS and SSS. Moreover, the combination of this parameter with L-band radiometry data retrieved by FMPL-2 with a coarse resolution of 350 × 500 km² allows us to further correct the surface roughness effect. The L-band microwave radiometer measures the emissivity of a surface, while a GNSS-R receiver measures the reflectivity. By combining these two complementary measurements in an ANN, the output of the network trained to retrieve either WS or SSS indeed is better than the one without their combination.

Ten different ANN-based algorithms have been presented, five to retrieve WS, and five to retrieve SSS. The first algorithm for both cases is a “validation algorithm”, where the ancillary data are used to ensure that the network topology selected is not over-fitting to the output feature. This strategy validates that subsequent implementations of the same network topology are not over-fitting the target output. The second algorithm combines these ancillary data with the FMPL-2 L-band MWR data, showing an improvement in the retrieved product, with a correlation coefficient of 0.48 and an RMSE of 3.66 m/s. It is important to remark that most of the retrieved winds are in the range between 0 and 20 m/s, where the L-band MWR estimates show the worst performance [53]. Similarly, using GNSS-R data, the correlation coefficient is slightly better, ∼0.65, with an RMSE of 2.65 m/s, but still shows some errors concentrated around moderate winds ∼10 m/s. In this case, the improvement comes when MWR and GNSS-R data are combined in the same ANN, where the correlation coefficient increases up to 0.84, with an RMSE of 2.05 m/s. Finally, when SST and SSS are added as ancillary data, the error decreases to 1.68 m/s, and the correlation coefficient increases up to 0.89. In terms of the SSS retrieval, it is important to remark that low values of SSS cannot be correctly measured by the FMPL-2, mostly due to the fact that this low SSS is mostly present near the coastlines, due to the presence of river mouths or melted sea ice. In this case, in the range of SSS between 31.5 and 35.5 psu, the correlation coefficient with respect to the SMOS ground-truth data is 0.52, and the RMSE is 0.63 psu. When the L-band radiometry data are combined with the GNSS-R data and with the SST data set, the improvement is noticeable. For the same SSS range, the RMSE is decreased to 0.43 psu, with a correlation coefficient of 0.87.

The capabilities of CubeSat-based instruments, and, in particular, of FMPL-2, to perform SSS and WS mapping over the ocean have been presented in this study. Future EO mission based on nano-satellite constellation will likely apply machine learning and ANN algorithms to digest the large amount of data generated, and the use of high-quality data from traditional missions as SMOS or Aquarius to train and validate these algorithms will be required.
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