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The damped Kawahara equation (KE) is a nonintegrable equation and does not have analytical integration. In this work, the powerful numerical method, which is the reduce differential transformation method (RDTM), is devoted to solve the damped KE. The accuracy of the method is proved. The results are compared with the different numerical methods. The numerical solution is axi-symmetric wave and shows the effect of damping term successfully. We confirmed that the RDTM is useful for solving nonintegrable equations.

1. Introduction

The partial differential equations (PDEs) describe several important applications in many branches of science such as physics, engineering, medicine, and fluid dynamic [1–4]. Mathematicians put forth high efforts to develop methods that are able to find solutions of these PDEs [5–8]. Usually, as the PDEs describe a problem very well with taking all issues in account, there are some terms appear and make the PDEs are not solvable. Therefore, the mathematicians improved the computational methods to find different types of solutions such as exact, approximate, equivalent, numerical, and analytical.

One of the well-known PDEs is Korteweg-de Vries (KdV) equation and its family. The fifth order of KDV is also known as Kawahara equation (KE). T. Ono and K. Ono [9] were the first to discover this type of equation during the study of magneto-acoustic waves in a cool collision-free plasma. Kawahara numerically investigated this type of equation and discovered that it has both oscillatory and monotone solitary wave solutions [10]. In a fluid medium like shallow water, the equation describes the propagation of soliton waves. The KE is governed by the following equation [11]:

\[ \partial_t a + a a \partial_x a + \partial_x^2 a - \gamma \partial_x^3 a = 0, \tag{1} \]

where \( a, \beta, \) and \( \gamma \) are constants. The KE has been solved analytically and numerically in many researches [12–14]. The obtained solutions are N-soliton solutions [15], various solitons solutions [16], soliton and breathers [17], and different types of N-soliton and lump solutions [18]. The numerical solutions are obtained by using modified variational iteration algorithm-I and II [19, 20], differential quadrature [21], hybridizable discontinuous Galerkin (HDG) [22], and others. However, if a collisional effect is taken into account in applications of KE equation, we obtain the damping term, and KE becomes damped KE with the following form:

\[ \partial_t a + a a \partial_x a + \beta \partial_x^2 a - \gamma \partial_x^3 a + C a = 0, \tag{2} \]

where \( C = m/2 \) and \( m \) is the frequency of the ion-neutral collision. The damping term makes the (2) nonintegrable equation. In order to obtain the solutions, we aim to use a new improved technique.

The differential transformation method (DTM) is based on Taylor series expansion but differs from the typical high-order Taylor series method, which takes a long time to calculate [23]. The DTM is one of the most powerful numerical methods. Pukhov was the first who used the DTM to
tackle linear and nonlinear initial value problems in electric circuit analysis [24]. Chen and Ho developed the DTM for solving PDEs and found closed form series solutions for a variety of linear and nonlinear initial value problems [25]. Abdel-Halim Hassan demonstrated that the DTM can be used on a wide range of PDEs and easily obtain closed form solutions [26–28].

If the series of the solution has a closed form, then the numerical solution can be convergent to the exact solution, but this is not usually the case, especially in most realistic cases. Thus, the obtained solution is in series form. Since it is based on Taylor series, which is the local convergent [29], the DTM finds the solutions in small domain and about the initial point. It has been improved recently to reduce differential transformation method (RDTM) [30]. Keskin was the first who proposed the RDTM for finding exact solutions to PDEs [31, 32]. Keskin and Oturanc created RDTM in the first who proposed the RDTM for finding exact solutions to PDEs [31, 32]. Keskin and Oturanc created RDTM in recent years, in which the differential transformation is applied solely to one domain (time domain) [31]. The RDTM is a very effective and powerful tool for solving exact or approximate mathematical modeling solutions for a wide range of problems in technology, economics, engineering disciplines, and natural sciences such as biology, physics, chemistry, and earth science. It can solve both linear and nonlinear problems and provides results in the form of quick convergent successive approximations. The solutions by RDTM can also be classified as semiapproximate solution since the method applies the iteration only for the time domain. This technique is powerful compared to DTM and other methods.

The novelty of this paper is proving that the RDTM is able to solve the class of nonintegrable equations, which does not have exact solutions. Such equations appear usually in physics applications when viscosity and ion-collisions are taken into account. We chose damped KE as an example of nonintegrable equations and devoted the RDTM to investigate the solution in long domain.

The following is how the article is structured: Section 2 describes the used methods briefly, Section 3 presents the numerical solutions for KE and damped KE by RDTM, and Section 4 includes the conclusion of the work.

2. The Methodology

The DTM and its improved version (RDTM) are based on the following list of definitions.

Definition 1 (differential transformation in two dimensions). The basic concept of the two-dimensional differential transform is as follows: let \( y(x, t) \) be analytic and continuously differentiable with respect to \( t \) and \( x \),

\[
Y(k, h) = \frac{1}{k! h!} \left[ \frac{\partial^{k+h}}{\partial x^k \partial t^h} y(x, t) \right]_{x=x_0, t=t_0}.
\]

The converted function is \( Y(k, h) \), where \( Y(k, h) \) is the spectrum function [33]. The original function (lower case) \( y(x, t) \) is represented in this paper, whereas the converted function (upper case) \( Y(k, h) \) is represented. Using the two-dimensional differential transformation (3), we present the differential transformation for several operators in Table 1.

Definition 2 (inverse differential transformation in two dimensions). The inverse differential transform of \( Y(k, h) \) is defined as follows [33]:

\[
y(x, t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} Y(k, h)(x-x_0)^k(t-t_0)^h.
\]

Taking (3) and (4) together and assuming \( x_0 = t_0 = 0 \) yields to

\[
x^k t^h = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} Y(k, h)x^k t^h.
\]

Table 2 shows the list of reduce differential transformation for several operators.

3. Numerical Simulation

3.1. Kawahara Equation. The first application is applying the DTM and RDTM into KE (1) in order to prove the accuracy of RDTM. In addition, we aim to prove the power of RDTM comparing to other methods in literature. Let’s consider KE (1) with \( \alpha = \beta = \gamma = 1 \) and subjects to the initial condition [35].

\[
a(x, 0) = \frac{-72}{169} + \frac{105}{169} \text{sech}^4(gx).
\]
Table 1: The fundamental operations by the two-dimensional differential transform method [33].

| Original function                        | Transformed function                  |
|------------------------------------------|---------------------------------------|
| \(y(x, t) = a(x, t) \pm b(x, t)\)       | \(Y(k, h) = A(k, h) \pm B(k, h)\)    |
| \(y(x, t) = ca(x, t)\)                  | \(Y(k, h) = cA_k(x)\)                |
| \(y(x, t) = \partial \partial_xa(x, t)\) | \(Y(k, h) = (k + 1)A_k(x)\)          |
| \(y(x, t) = \partial \partial_xa(x, t)\) | \(Y(k, h) = (k + 1)A_k(x)\)          |
| \(y(x, t) = \partial \partial_xa(x, t)\) | \(Y(k, h) = (k + 1)A_k(x)\)          |
| \(y(x, t) = \partial r + s/\partial x^r \partial s^r a(x, t)\) | \(Y(k, h) = (k + h + s)A(k + r, h + s)\) |
| \(y(x, t) = a(x, t)b(x, t)\)            | \(Y(k, h) = \sum_{r=0}^{k} A(r, h - s)B(k - r, s)\) |

\(y(x, t) = x^{n+m^n}\)  
\(y(x, t) = \partial \partial_xa(x, t)\partial \partial_b(x, t)\)

Table 2: The fundamental operations of the two-dimensional RDTM [30, 34].

| Original function                        | Reduced transformed function                  |
|------------------------------------------|-----------------------------------------------|
| \(a(x, t) = a(x, t) \pm b(x, t)\)       | \(A_k(x) = A_k(x) \pm B_k(x)\)               |
| \(a(x, t) = ca(x, t)\)                  | \(A_k(x) = cA_k(x)\)                        |
| \(a(x, t) = \partial \partial_xa(x, t)\) | \(A_k(x) = \partial \partial_xA_k(x)\)     |
| \(a(x, t) = \partial \partial_a(x, t)\) | \(A_k(x) = \partial \partial a \delta_{k+1}(x)\) |
| \(a(x, t) = \partial \partial_xa(x, t)\) | \(A_k(x) = \partial \partial x A_{k+1}(x)\) |
| \(a(x, t) = \partial \partial_a(x, t)\) | \(A_k(x) = \partial \partial a \delta_{k+1}(x)\) |
| \(a(x, t) = a(x, t)b(x, t)\)            | \(A_k(x) = \sum_{r=0}^{k} A_{r}(x)B_{k-r}(x)\) |
| \(a(x, t) = x^{n+m^n}\)                | \(A_k(x) = x^n \delta(k - n)\) = \[
\begin{cases}
 1 & k = m, h = n \\
 0 & \text{Otherwise}
\end{cases}
\]

The exact solution of this equation is given by
\[
a(x, t) = \frac{-72}{169} + \frac{105}{169} \text{sech}^4 (g(x + ft)).
\]

\[(10)\]

where \(g = 1/2 \sqrt{13}\) and \(f = 36/169\).

We get the following scheme by using DTM in Definition 1 for \(k, h = 0, 1, 2, \ldots, N\), where \(N\) is the number of iterations:

\[
A(k, h + 1) = \frac{1}{h + 1} \left[ \sum_{r=0}^{k} \sum_{s=0}^{h} (k - r + 1)A(r, h - s)A(k - r + 1, s) \right] - 1 - 1 - 1 - 1.
\]

\[(11)\]

The initial condition is transformed into the following:
\[
A(k, 0) = \frac{1}{k!} \left[ \partial^k \partial_x^k a(x, 0) \right]_{x=x,t=0}.
\]

\[(12)\]

\[(13)\]

We have noticed in Figure 1 that the numerical solution converges to exact solution in small interval about \((-4, 4)\) and diverges after that. Because of this disadvantage of DTM, the scheme is improved to RDTM as follows:
\[
A_{k+1} = \frac{1}{k+1} \left[ \sum_{r=0}^{k} \sum_{s=0}^{h} A_r \frac{\partial}{\partial x} A_{k-r} - \frac{\partial^3}{\partial x^3} A_k + \frac{\partial^5}{\partial x^5} A_k \right].
\]

\[(14)\]

The errors between the solution by RDTM and exact solution in different time are shown in Table 3. The solutions by DTM and RDTM are compared with the numerical solutions by optimal homotopy asymptotic method (OHAM) [35], homotopy perturbation and variational iteration method (VHPM) [37], homotopy perturbation method (HPM) [38], and Laplace homotopy perturbations method (LHPM) [39] in Table 4. The comparison reveals the accuracy of these methods. From
Table 3: Absolute error of the RDTM at time $t = 2, 4, 6, 8, 10$ and $1 \leq x \leq 10$.

| x/t | 2      | 4      | 6      | 8      | 10     |
|-----|--------|--------|--------|--------|--------|
| 1   | $8.1981 \times 10^{-8}$ | $5.0281 \times 10^{-6}$ | $5.7678 \times 10^{-5}$ | $3.3236 \times 10^{-4}$ | $1.3115 \times 10^{-3}$ |
| 2   | $7.1506 \times 10^{-8}$ | $4.4635 \times 10^{-6}$ | $5.2118 \times 10^{-5}$ | $3.0536 \times 10^{-4}$ | $1.2212 \times 10^{-3}$ |
| 3   | $7.7606 \times 10^{-8}$ | $4.9584 \times 10^{-6}$ | $5.8989 \times 10^{-5}$ | $3.5029 \times 10^{-4}$ | $1.4145 \times 10^{-3}$ |
| 4   | $8.6109 \times 10^{-8}$ | $5.3515 \times 10^{-6}$ | $6.1119 \times 10^{-5}$ | $3.4313 \times 10^{-4}$ | $1.2843 \times 10^{-3}$ |
| 5   | $7.6421 \times 10^{-8}$ | $4.5042 \times 10^{-6}$ | $4.8623 \times 10^{-5}$ | $2.5813 \times 10^{-4}$ | $9.2089 \times 10^{-4}$ |
| 6   | $5.9589 \times 10^{-8}$ | $3.4236 \times 10^{-6}$ | $3.6229 \times 10^{-5}$ | $1.8994 \times 10^{-4}$ | $6.7507 \times 10^{-4}$ |
| 7   | $4.6679 \times 10^{-8}$ | $2.6715 \times 10^{-6}$ | $2.8250 \times 10^{-5}$ | $1.4850 \times 10^{-4}$ | $5.3085 \times 10^{-4}$ |
| 8   | $3.8055 \times 10^{-8}$ | $2.1839 \times 10^{-6}$ | $2.3184 \times 10^{-5}$ | $1.2249 \times 10^{-4}$ | $4.4052 \times 10^{-4}$ |
| 9   | $3.2162 \times 10^{-8}$ | $1.8529 \times 10^{-6}$ | $1.9753 \times 10^{-5}$ | $1.0484 \times 10^{-4}$ | $3.7888 \times 10^{-4}$ |
| 10  | $2.7982 \times 10^{-8}$ | $1.6178 \times 10^{-6}$ | $1.7310 \times 10^{-5}$ | $9.2209 \times 10^{-5}$ | $3.3450 \times 10^{-4}$ |

Table 4: When the proposed method’s finding are compared to the results in at time $t = 0.1$ and $0.1 \leq x \leq 0.5$.

| x   | OHAM | VHPM | HPM | LHPM | DTM | RDTM |
|-----|------|------|-----|------|-----|------|
| 0.1 | $1.58 \times 10^{-6}$ | $2.18 \times 10^{-9}$ | $5.00 \times 10^{-5}$ | $3.05 \times 10^{-16}$ | $1.08 \times 10^{-5}$ | $4.44 \times 10^{-16}$ |
| 0.2 | $2.10 \times 10^{-6}$ | $4.24 \times 10^{-9}$ | $1.89 \times 10^{-4}$ | $4.16 \times 10^{-16}$ | $1.06 \times 10^{-5}$ | $4.44 \times 10^{-16}$ |
| 0.3 | $2.62 \times 10^{-6}$ | $6.28 \times 10^{-9}$ | $2.18 \times 10^{-4}$ | $1.17 \times 10^{-15}$ | $1.04 \times 10^{-5}$ | $1.22 \times 10^{-15}$ |
| 0.4 | $3.13 \times 10^{-6}$ | $8.28 \times 10^{-9}$ | $9.01 \times 10^{-5}$ | $6.11 \times 10^{-16}$ | $1.01 \times 10^{-5}$ | $7.77 \times 10^{-16}$ |
| 0.5 | $3.63 \times 10^{-6}$ | $1.02 \times 10^{-6}$ | $1.31 \times 10^{-4}$ | $8.88 \times 10^{-16}$ | $9.75 \times 10^{-6}$ | $8.88 \times 10^{-16}$ |

Table 4, we realized that the accuracy of RDTM and LHAM is better than that of the other methods, but RDTM is faster than LHPM. The speed of RDTM is 5.65 seconds, while for LHPM is 15.97 seconds for 6 iterations. Therefore, RDTM is the optimal iteration method. Figure 2 shows the plot of the numerical solution of KE with IC [9].

The second example is, KE (1), where $\alpha = 3$, $\beta = 0.2$, $\gamma = 0.4$ and subjects to the IC [13].

$$a(x, 0) = Q \left( \text{sech}^4 \left( \frac{x}{L} \right) \right).$$

(15)

where $Q = 105 \beta^2 / 169 \gamma$, and $W = \sqrt{252} \gamma / \beta$, and the exact solution of this equation as follows [13]:

$$a(x, t) = Q \text{sech}^4 \left( \frac{1}{W} \left( x - \frac{36 \beta^2 t}{169 \gamma} \right) \right).$$

(16)

The numerical result is obtained by RDTM and proposed in Figure 3.

3.2. Damped Kawahara Equation. Because there is damping term in the Kawahara equation, the energy of the soliton is not conserved and decays with increasing both $c$ and $t$. (2) is nonintegrable Hamiltonian system. We consider damped Kawahara (2) with $\alpha = 3$, $\beta = 0.2$, $\gamma = 0.4$ and subject to the IC [13]. Since we do not have exact solution, we can use the initial condition of Kawahara equation as initial condition of the damped Kawahara [13]. The scheme of the damped KE by RDTM is as follows:

$$A_{k+1} = \frac{1}{k+1} \left[ -\alpha \sum_{r=0}^{k} A_r \frac{\partial}{\partial x} A_{k-r} - \beta \frac{\partial^2}{\partial x^2} A_k + \gamma \frac{\partial^5}{\partial x^5} A_k - CA_k \right].$$

(17)

The numerical solution is shown in Figure 4. The amplitude of the wave decrease as the damping parameter increases.
Figure 2: Compression between the numerical solutions by RDTM and exact solution of Kawahara equation, where $\alpha = \beta = \gamma = 1$. (a) $t = 1$; $-10 \leq x \leq 10$. (b) $-10 \leq x \leq 10$ and $0 \leq t \leq 10$.

Figure 3: Compression between the numerical solutions by RDTM and exact solution of Kawahara equation where $\alpha = 3$, $\beta = 0.2$, $\gamma = 0.4$. (a) $-15 \leq x \leq 15$ and $t = 2$. (b) $-15 \leq x \leq 15$ and $0 \leq t \leq 2$.

Figure 4: The plot of numerical solution of damped Kawahara equation via RDTM. (a) For $t = 2$ and $-15 \leq x \leq 15$. (b) For $c = 0.7$, $-15 \leq x \leq 15$ and $0 \leq t \leq 3$. 
4. Discussion and Conclusion

This paper studies the KdV-fifth order (Kawahara equation) within two cases: integrable KE and nonintegrable KE. The integrable KE has been solved in literature via different methods such as OHAM, VHPM, HPM, and LHAM. In this article, it is solved by DTM and RDTM to prove that RDTM converges to the solution faster than other methods with high accuracy. The new contribution in this work is solving nonintegrable KE, which includes damping term by RDTM. The two-dimensional DTM obtains the solutions in series form, but it is different from the traditional high-order Taylors series method, because it does not need symbolic computation of derivative for each term. Also, it does not require linearization, discretization, or other complicated computation process. Therefore, the DTM is faster than the Taylors series method. The DTM has been developed for solving ordinary and partial differential either linear or nonlinear equations. The improved version of the DTM is the RDTM, which is powerful to find numerical solutions for integrable equations as well as nonintegrable equations in several branches of science. MATLAB has been used for computations in this article. In future work, the RDTM can be applied to solve different new systems in physics and engineering that generate nonintegrable equations.

Data Availability

The data used to support the findings of this study are included within the article.

Conflicts of Interest

The author declares that there are no conflicts of interest.

Acknowledgments

The Deanship of Scientific Research (DSR) at King Abdulaziz University (KAU), Jeddah, Saudi Arabia has founded this project, under grant no. (KEP-MSc: 35-665-1443). The authors, therefore, acknowledge with thanks DSR technical and financial support.

References

[1] H. Aljahdaly and S. A. El-Tantawy, “On the multistage differential transformation method for analyzing damping duffing oscillator and its applications to plasma physics,” Mathematics, vol. 9, no. 4, p. 432, 2021.

[2] H. Aljahdaly and S. A. El-Tantawy, “Simulation study on nonlinear structures in nonlinear dispersive media,” Chaos: An Interdisciplinary Journal of Nonlinear Science, vol. 30, no. 5, Article ID 053117, 2020.

[3] H. Aljahdaly, “Some applications of the modified (G'/G2)-expansion method in mathematical physics,” Results in Physics, vol. 13, Article ID 102272, 2019.

[4] A. Hussain, Q. Haider, A. Rehman et al., “A thermal conductivity model for hybrid heat and mass transfer investigation of single and multi-wall carbon nano-tubes flow induced by a spinning body,” Case Studies in Thermal Engineering, vol. 28, Article ID 101449, 2021.

[5] M. Jalaal, M. G. Nejad, P. Jalili et al., “Homotopy perturbation method for motion of a spherical solid particle in plane Couette fluid flow,” Computers & Mathematics with Applications, vol. 61, no. 8, pp. 2267–2270, 2011.

[6] R. A. Talarposhti, P. Jalili, H. Rezazadeh et al., “Optical soliton solutions to the (2+1)-dimensional Kundu-Mukherjee-Naskar equation,” International Journal of Modern Physics B, vol. 34, no. 11, Article ID 2050102, 2020.

[7] N. H. Aljahdaly, R. P. Agarwal, R. Shah, and T. Botmart, “Analysis of the time fractional-order coupled burgers equations with non-singular kernel operators,” Mathematics, vol. 9, no. 18, p. 2326, 2021.

[8] A. H. Salas, S. A. El-Tantawy, and N. H. Aljahdaly, “An exact solution to the quadratic damping strong nonlinearity duffing oscillator,” Mathematical Problems in Engineering, vol. 2021, pp. 1–8, 2021.

[9] T. Ono and H. Ono, “Weak non-linear hydromagnetic waves in a cold collision-free plasma,” Journal of the Physical Society of Japan, vol. 26, no. 5, pp. 1305–1318, 1969.

[10] T. Kawahara, “Oscillatory solitary waves in dispersive media,” Journal of the Physical Society of Japan, vol. 33, no. 1, pp. 260–264, 1972.

[11] Y. E. Haupt and J. P. Boyd, “Modeling nonlinear resonance: a modification to the Stokes’ perturbation expansion,” Wave Motion, vol. 10, no. 1, pp. 83–98, 1988.

[12] T. Ak, S. B. G Karakoc, and G. K Battal, “A numerical technique based on collocation method for solving modified kawahara equation,” Journal of Ocean Engineering and Science, vol. 3, no. 1, pp. 67–75, 2018.

[13] N. H. Aljahdaly and S. A. El-Tantawy, “Novel anlytical solution to the damped kawahara equation and its application for modeling the dissipative nonlinear structures in a fluid medium,” Journal of Ocean Engineering and Science, 2021.

[14] A. M. Wazwaz, “The simplified Hirota’s method for studying three extended higher-order KdV-type equations,” Journal of Ocean Engineering and Science, vol. 1, no. 3, pp. 181–185, 2016.

[15] Z. Zhang, Z. Qi, and B. Li, “Fusion and fission phenomena for (2+1)-dimensional fifth-order kdv system,” Applied Mathematics Letters, vol. 116, p. 2021, 107004.

[16] C. Park, R. I. Nuruddeen, K. K. Ali, L. Muhammad, M. S. Osman, and D. Baleanu, “Novel hyperbolic and exponential ansatz methods to the fractional fifth-order korteweg-de Vries equations,” Advances in Difference Equations, vol. 2020, no. 1, pp. 627–712, 2020.

[17] N. Liu, “Soliton and breather solutions for a fifth-order modified kdv equation with a nonzero background,” Applied Mathematics Letters, vol. 104, Article ID 106256, 2020.

[18] W.-T. Li, Z. Zhang, X.-Y Yang, and B. Li, “High-order breathers, lumps and hybrid solutions to the (2+1)-dimensional fifth-order KdV equation,” International Journal of Modern Physics B, vol. 33, no. 22, Article ID 1950255, 2019.

[19] H. Ahmad, T. A. Khan, P. S Stanimirovic, and I. Ahmad, “Modified variational iteration technique for modeling the numerical solution of fifth order kdv-type equations,” Journal of Applied and Computational Mechanics, vol. 6, no. Special Issue, pp. 1200–1227, 2020.

[20] H. Ahmad, T. A. Khan, and S.-W. Yao, “An efficient approach for the numerical solution of fifth-order kdv equations,” Open Mathematics, vol. 18, no. 1, pp. 738–748, 2020.

[21] P. Chakraverty and S. Chakraverty, “Differential quadrature method for solving fifth-order kdv equations,” Lecture Notes in Mechanical Engineering. In Recent Trends in Wave Mechanics and Vibrations, pp. 361–369, 2020.
[22] Y. Chen, Bo Dong, and J. Jiang, “Optimally convergent hybridizable discontinuous galerkin method for fifth-order korteweg-de vries type equations,” ESAIM: Mathematical Modelling and Numerical Analysis, vol. 52, no. 6, pp. 2283–2306, 2018.

[23] K. R. Raslan, A. Biswas, and Z. F. Abu Sheer, “Differential transform method for solving partial differential equations with variable coefficients,” International Journal of the Physical Sciences, vol. 7, no. 9, pp. 1412–1419, 2012.

[24] G. E. Pukhov, “Computational structure for solving differential equations by taylor transformations,” Cybernetics, vol. 14, no. 3, pp. 383–390, 1979.

[25] C. Kuang Chen and S. Huei Ho, “Solving partial differential equations by two-dimensional differential transform method,” Applied Mathematics and Computation, vol. 106, no. 2-3, pp. 171–179, 1999.

[26] I. H. Abdel-Halim Hassan, “Application to differential transformation method for solving systems of differential equations,” Applied Mathematical Modelling, vol. 32, no. 12, pp. 2552–2559, 2008.

[27] I. H. Abdel-Halim Hassan, “Comparison differential transformation technique with adomian decomposition method for linear and nonlinear initial value problems,” Chaos, Solitons & Fractals, vol. 36, no. 1, pp. 53–65, 2008.

[28] I. H. Abdel-Halim Hassan, “Differential transformation technique for solving higher-order initial value problems,” Applied Mathematics and Computation, vol. 154, no. 2, pp. 299–311, 2004.

[29] C. Claudio and T. Anita, “Taylor expansions and applications,” Mathematical Analysis I, Springer, Berlin, Germany, 2015.

[30] R. Abazari and B. Soltanalizadeh, “Reduced differential transform method and its application on kawahara equations,” Thai Journal of Mathematics, vol. 11, no. 1, pp. 199–216, 2012.

[31] Y. Keskin and G. Oturance, “Reduced differential transform method for partial differential equations,” International Journal of Nonlinear Sciences and Numerical Simulation, vol. 10, no. 6, pp. 741–749, 2009.

[32] M. O. Al-Amr, “New applications of reduced differential transform method,” Alexandria Engineering Journal, vol. 53, no. 1, pp. 243–247, 2014.

[33] R. Borhanifar and A. Borhanifar, “Numerical study of the solution of the burgers and coupled burgers equations by a differential transformation method,” Computers & Mathematics with Applications, vol. 59, no. 8, pp. 2711–2722, 2010.

[34] H. F. Ganji, M. Jouya, S. A. Mirhosseini-Amiri, and D. D. Ganji, “Traveling wave solution by differential transformation method and reduced differential transformation method,” Alexandria Engineering Journal, vol. 55, no. 3, pp. 2985–2994, 2016.

[35] B. S. Kashkari, “Application of optimal homotopy asymptotic method for the approximate solution of kawahara equation,” Applied Mathematical Sciences, vol. 8, no. 18, pp. 875–884, 2014.

[36] S. Nourazar and A. Mirzabeigy, “Approximate solution for nonlinear duffing oscillator with damping effect using the modified differential transform method,” Scientia Iranica, vol. 20, no. 2, pp. 364–368, 2013.

[37] M. Matinfar, M. Mahdavi, and Z. Raiesy, “Numerical solution of kawahara’s equation by combining homotopy perturbation and variational iteration methods,” Journal of Mathematical Sciences: Advances and Applications, vol. 4, no. 2, pp. 439–449, 2010.

[38] V. G. Gupta and S. Gupta, “A reliable algorithm for solving non-linear kawahara equation and its generalization,” International Journal of Computational Science and Mathematics, vol. 2, no. 3, pp. 407–416, 2010.

[39] B. S. Kashkari, “Numerical solution of kawahara equations by using laplace homotope perturbations method,” Applied Mathematical Sciences, vol. 8, no. 65, pp. 3243–3254, 2014.