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Off-lattice models are a well-established approach in multicellular modeling, where cells are represented as points that are free to move in space. The representation of cells as point objects is useful in a wide range of settings, particularly when large populations are involved; however, a purely point-based representation is not naturally equipped to deal with objects that have length, such as cell boundaries or external membranes. Here we introduce an off-lattice modeling framework that exploits rigid body mechanics to represent objects using a collection of conjoined one-dimensional edges in a viscosity-dominated system. This framework can be used to represent cells as free moving polygons, to allow epithelial layers to smoothly interact with themselves, to model rod-shaped cells such as bacteria and to robustly represent membranes. We demonstrate that this approach offers solutions to the problems that limit the scope of current off-lattice multicellular models.

Multicellular modeling is a technique for representing tissues as a collection of individual agents. It can be used to investigate anything from embryogenesis to crypt homeostasis. The agents can be represented by objects on a fixed lattice, or by an off-lattice approach using points that are free to move in space. In 1981, Odell and colleagues demonstrated the ability of off-lattice approaches to investigate morphogenesis caused by the mechanics of cell–cell interactions. Since then they have been used in a vast array of modeling problems and developed into several unique branches. Among them are center-based models, in which forces on a cell are applied at a single point (for instance, overlapping spheres and tessellation models), and multi-node models (such as the vertex model and the subcellular element method) where cells are represented by a collection of points. These methods, in a broad sense, are built in a node-based framework, as they calculate motion directly by using forces applied to nodes.

Motion in a node-based model is routinely realized mechanically (except by Merks and co-workers, who use random movement to reduce total energy via metropolis sampling). The net force \( \mathbf{F}_i \) applied to each node \( i \) is calculated and then its movement is determined via equations of motion. Often in cell-based modeling, inertial forces are assumed to be negligible compared with viscous drag forces, meaning the motion can be described by the first-order differential equations

\[
\eta_i \frac{d\mathbf{r}_i}{dt} = \mathbf{F}_i, \quad i \in 1...N,
\]

where \( \mathbf{r}_i \) is the position of the node and \( \eta_i \) its drag coefficient. This is solved numerically for each node to determine its new position in space, often using the forward Euler method. The net force \( \mathbf{F}_i \) can be determined either by directly calculating forces (perhaps via a spring law) or by energy methods whereby the force is the result of energy potentials. Depending on the model, other steps to reposi-
tion the nodes come after this, for instance, with cell division and death. Notably, the vertex model performs various kinds of swaps where cells are represented by a collection of edges that can interact with their simulated environment (for example, other cells) through physically realistic forces. We explore several applications of the rigid body framework and demonstrate how they can reproduce established results and overcome existing issues. These applications are: cells modeled as separated polygons used to model a tumor spheroid; a contiguous ring of rectangular cells used to represent an epithelial monolayer; bacterial cells modeled by rods growing in a restricted domain; and a membrane modeled as a ring of edges. Finally, we discuss the power of the framework, its potential applications in cell-based modeling, and highlight areas for future development. A detailed description of the underlying theory is provided in Methods.

Results

A rigid body framework for multicellular modeling. The fundamental unit of our modeling framework is a one-dimensional edge. This means we need to consider where on the edge forces are applied as well as how the edge rotates.

We define an edge by a linked pair of nodes, which specifies its endpoints, and a line joining the endpoints, which represents its
Force applied to a rigid body (Fig. 1c(i)) can be replaced with a force at the center of drag and a moment (ii). This is then used to calculate the ghost rigid body displacement that an isolated edge would experience in a given time step (gray edge in (iii)). From this, we reverse engineer the equivalent forces that would produce the same resultant displacement of the nodes when they are treated independently of the edge (iv).

Interior. Forces can be applied directly to the endpoints, or at some point along the interior, and these forces will generally be caused by interactions with other edges in the model. We limit our scope to only consider interactions among endpoints (which we term node–node interactions), and between endpoints and interiors (node–edge interactions). It is possible to specify interactions between interiors (edge–edge), but we leave this for future development.

Figure 1a,b shows how we determine where interaction forces are applied. A circle is centered on an endpoint of an adjacent edge, and its radius extended until it touches the edge of interest. If a node is in proximity to a chain of connected edges (b), it can interact with multiple edges, or just an end point. The process for resolving rigid body motion used in the models. Any force applied to the edge (i) can be replaced with a force at the center of drag and a moment (ii). This is then used to calculate the ghost rigid body displacement that an isolated edge would experience in a given time step (gray edge in (iii)). From this, we reverse engineer the equivalent forces that would produce the same resultant displacement of the nodes when they are treated independently of the edge (iv).

Interactions act along the vector pointing from the node to the contact point, whereas the force magnitude depends on the length of this vector. Equal and opposite forces are applied to the node and the contact point. In a node–node interaction, the resultant forces are applied directly to the nodes; however, if the contact point is an interior point we must invoke rigid body mechanics. As we are assuming inertia is negligible compared with viscosity, we need to use a form of rigid body mechanics constructed around viscous drag coefficients. This is not something readily found in relevant texts, hence for the purpose of this work it has been developed from first principles. We introduce the important concepts here and provide further details in Methods. We also provide relevant derivations in Supplementary Section 1.

Figure 1c illustrates how rigid body motion is realized. Any force applied to a rigid body (Fig. 1c(i)) can be replaced with a force applied at the center of drag (analogous to the center of mass), and a moment (Fig. 1c(ii)). We use the viscous rigid body equations of motion to determine the ghost displacement of the edge in a given time step (Fig. 1c(iii)), by treating it as an isolated edge. We then reverse engineer two equivalent forces that would result in the same ghost displacement through purely linear motion of the endpoints (Fig. 1c(iv)). The equivalent forces due to edges—as well as any direct or internal forces—are then summed for each node and the simulation is evolved in time using the usual equation of motion (equation (i)).

To illustrate the capabilities of our rigid body framework, we present four application exemplars: a polygonal cell model used to simulate a tumor spheroid, an augmented vertex model applied to epithelial buckling where the layer can self-interact, a model using isolated edges to represent bacteria, and a membrane model used to investigate a tumor confined to a duct.

Exemplar 1 (tumor spheroid model). Using the rigid body framework, we can build a cell model that combines the the clear definition of cell area and shape of the vertex model with the freedom of movement seen in the overlapping spheres model. We construct a cell using a collection edges to form its boundary, but rather than sharing these with adjacent cells (as in the vertex model), each cell has its own set. Intercellular forces use the node–edge interaction mechanism, allowing smooth reactions and deformations, while also permitting total separation of cells. A suitable pedagogical setup to test this model is a tumor spheroid.

Here we model the growth of a tumor spheroid using decagonal cells built from edges. Interactions between cells are governed by the node–edge interaction mechanism (Fig. 2f), whereas internal forces are represented using energy methods akin to those used by Nagai and Honda. Cell growth follows a basic cell cycle model and division is modeled by cutting the boundary into two halves and turning the halves into new cells by adding edges (see Fig. 2e). We also implement contact inhibition to prevent cells from commencing growth when they are under high compressive stresses. Full details are found in Methods. We run 20 simulations from random seeds to calculate average values.

Figure 2a shows the time progression of a spheroid using this decagonal cell model. The snapshots show that as the tumor grows in volume, the interior cells become too compressed to start growing, whereas the cells in a band around the perimeter are able to grow and proliferate.

Figure 2b shows the growth in cell number, N, whereas Fig. 2c plots the radius capturing 90% of the cell centers, both averaged over 20 simulations. After the cell population has reached a reasonably circular shape (roughly $t > 100h$), the radius grows at an approximately constant rate, implying the cell population is increasing quadratically. Fig. 2d shows the average cell area as a function of distance from the spheroid center. As time progresses, the inner compressed core expands, while proliferation is limited to a narrow band around the rim. These population-level behaviors agree with other models and experiments. We also see some features here that may not be possible in other models. The inset for $t = 160h$ of Fig. 2a shows a spontaneously forming a rosette, an important feature in epithelial tissues where four or more cells form a junction. In a vertex model, rosette appearance needs to be specifically included in the model by modifying the way node swapping is handled, whereas here it has formed as a natural consequence of the interaction mechanism. More generally, we see that cells are able to take on a range of shapes depending on their local environment. Cells nearer to the proliferating rim are less compressed and hence closer to a regular decagon in shape, whereas cells in the central region have more varied shapes, some with an elevated aspect ratio, others approaching rectangles or pentagons.

Exemplar 2 (epithelial monolayer model). One of the most useful capabilities of the rigid body framework is its ability to allow tissues to self-interact without the need for interaction procedures that limit the scale and realism of the model. As an example, we look at a deforming epithelial monolayer.
Here we implement an epithelial monolayer vertex model similar to that used by Merzouki and colleagues\(^1\). Rectangular cells are joined in a contiguous ring, and follow the basic cell cycle model described in Methods to control their growth and division (Fig. 3c) with the same parameters as the polygon cell model; however, unlike previous work, we use the node–edge interaction mechanism to model interactions when the monolayer self-contacts (Fig. 3d), by directly modeling the boundary with edges.

Figure 3a shows the progression of this model as it grows and buckles. Early times show the usual behavior where the layer buckles produce finger-like extrusions. At around \(t = 60\) h we start to see the first stages of self-contact, where the layer is interacting with itself, but the deformation is small. By \(t = 75\) h (Fig. 3a) the node–edge interaction mechanism has allowed the layer to become extremely warped and still progress in a mechanically consistent way. The interactions are able to dynamically reconfigure themselves as nodes slide past, without causing them (or the edges) to become locked in place, all while allowing movement energy to be transferred across the contacts.

To track the state of the simulation we calculate the circularity of the monolayer

\[
C = \frac{4\pi A}{P^2},
\]

where \(0 \leq C \leq 1\) and \(C = 1\) for a circle; \(A\) is the internal area of the ring and \(P\) its internal perimeter. We see that the node–edge interaction mechanism allows the simulation to progress to the point where circularity approaches zero (Fig. 3b).

Other models (for instance, ref. \(^1\)) have relied on identifying collisions and resolving them using a procedure to handle self-contact. This can be computationally intensive if implemented naïvely,
although efficient algorithms do exist\textsuperscript{19}; however, these procedures do not account for force transfer between components, limiting the realism of the model. By modeling cell boundaries with edges and introducing the node–edge interaction mechanism, forces can be transferred between non-joined cells using physical principles, leading to more realistic motion of contacting tissues. Furthermore, as the node–edge interaction mechanism functions regardless of cell connectivity, the epithelial layer can interact with other objects in the environment such as supporting structures. This opens up the possibility of modeling how epithelial layers interact with their underlying stromal tissue to produce dynamically stable structures, something that has been identified as an underdeveloped area in cell-based modeling\textsuperscript{20}.

**Exemplar 3 (bacterial cell model).** At the simplest level, we can use the rigid body framework to produce an overlapping rods model, using isolated edges to represent cells such as bacteria and yeast. Using this model we are able to reproduce several features observed by Volfson and colleagues, in which microbes proliferate in a monolayer, constrained to a channel (Fig. 4; see Methods for details)\textsuperscript{21}. Figure 4a shows several snapshots of our model. Initially, cells are randomly placed in the channel in a random orientation. As the population grows, the cells increasingly make contact with the boundaries, causing them to align with the channel axis. This alignment propagates into the channel interior, particularly at the proliferating front.

In Volfson et al. the authors use the order parameter

$$Q = \sqrt{\sum_i \cos(2\phi_i)^2 + \sum_i \sin(2\phi_i)^2}$$  \hspace{1cm} (3)

borrowed from liquid crystal theory\textsuperscript{22} to measure the orderliness of the cell population. Here \(\phi_i\) is the angle cell \(i\) makes with the horizontal. This captures whether the cells are oriented in the same direction \((Q \approx 1)\), or have a random orientation \((Q \approx 0)\). Figure 4b shows how \(Q\) changes with time, averaged over 20 simulations, each starting with a population of 20 randomly oriented cells. During
the initial stages, the orderliness varies quite widely, but on average is $Q \approx 0.3$. From approximately $t = 60$ min, the orienting influence of the walls starts to propagate, leading to a higher overall orderliness. This qualitatively agrees with the findings by Volfson and colleagues. The authors also note that as time progresses, the average size of the cells decreases. Fig. 4c shows that this behavior is replicated in our model. This is probably a result of contact inhibition preventing growth from starting, and increased compression due to the densely packed cells.

The behavior we see here is not unique to the overlapping rods model, it can also be produced in CellModeller\cite{23}; however, this exemplar demonstrates that we are able to reproduce established results in a more versatile framework that supports other modeling applications beyond bacterial cells.

Exemplar 4 (membrane tissue model). Finally, we demonstrate how the rigid body framework can be used to model membranes. In 2010, Norton et al.\cite{24} used a two-dimensional overlapping spheres model to investigate the formation of ductal carcinoma in situ. To provide a supporting structure, they model the surrounding myoepithelial cells with several layers of nodes. As an example, we replicate this model, except in place of the myoepithelial cells we model the basement membrane using conjoined edges. Forces between cells follow the simple overlapping spheres approach\cite{12}, whereas forces between cells and the membrane use the node–edge interaction mechanism (Fig. 5f). Forces are applied to the edges to provide tension in the membrane, pushing it towards a resting circumference. Cell growth is handled by controlling the separation between two cells in the growth phase, and division occurs by releasing this control when growth is complete (Fig. 5d). We apply internal pressure in the lumen according to the procedure outlined in Methods. We run 20 simulations for a range of membrane tensions and average the results.

Figure 5a shows the cross-sectional model of the duct as the cells proliferate into the lumen, with the black line illustrating the...
basement membrane. The internal space gradually fills until around $t = 65$ h when the lumen closes up. Figure 5b shows the lumen area as a function of time for varying values of the membrane edge tension, $s_e$. Weaker membranes show a more pronounced increase in lumen area initially, but all eventually tend to zero. Notably, we see that lumen closure occurs at the same time on average for each value of $s_e$ shown. The total contained area of the duct (Fig. 5c) stays relatively constant while the lumen is open, except for a brief increase initially when the membrane tension and internal pressure equilibrate. The membrane is resisting the (relatively small) forces due to proliferation. After approximately $t = 65$ h when the lumen closes, the total area of the duct increases to accommodate the growing cell population. Eventually proliferation completely stops due to contact inhibition and the compressive forces from the membrane tension. Here we can see that a weaker membrane tension results in a larger tumor size before proliferation ceases.

Norton et al. model a supporting structure by using multiple layers of overlapping spheres that have a radius half that of the spheres used to represent the normal epithelial cells. They state the multiple layers are necessary to prevent the epithelial cells breaking through the supporting structure. The smaller cell size in the structure presumably serves a similar purpose. Images of late-stage
simulations seem to show that this layer has stretched to single cell in thickness, which could arguably result in the layer being breached in subsequent time steps. By contrast, we are able to produce the same effects with our membrane model made of a single layer of edges. Large internal pressures can be contained without concern for the structure breaking down, even with small membrane tension forces.

Discussion

In this work we have presented a modeling framework that expands the possibilities for cell-based modeling by introducing a versatile way to model edges in a system dominated by viscous drag forces. It can be seen as the natural progression from popular node-based models in which the foundational object is now a one-dimensional edge rather than a node. This is important as edges offer a much more intuitive way to model objects with length than a node-based framework.

A key capability of the framework—setting it apart from existing models/tools—is that we are able to join edges together to produce contiguous surfaces, as seen in Exemplars 1, 2 and 4. Some existing models construct surfaces out of nodes (for example, ref. 23). In this situation, there is fundamentally nothing stopping one node from moving between any pair of adjacent nodes. This is a major limitation to modeling barriers as their function is to separate one region of space from another. If a node approaches a barrier built from edges, the barrier can react as if a force is applied directly to its interior, rather than approximating the interaction directly with the nodes. Other approaches to modeling barriers have used front-tracking techniques such as the level set method24, which mathematically represents a boundary; however, these techniques can be computationally intensive25, limiting them to small numbers of cells. Edges can cover suitably large regions of space and still provide a robust barrier response, and are computationally efficient enough to handle hundreds or thousands of cells.

Robust edge-based barriers have several useful applications, as demonstrated in this work. The epithelial ring model (Exemplar 2) demonstrates that a vertex model using connected edges to model the cell boundaries can allow distant parts of a tissue to self contact without the complicated swapping procedures of the standard vertex model23. We can exploit this ability to allow separately defined vertex models (with different internal mechanisms) to interact. This can be used to model deformable tissues in close contact that have different properties such as stroma and epithelia in the gut26. Deformability of contacting tissues has been identified as an underdeveloped area for multicellular modeling that limits its ability to model certain tissues27. The rigid body framework presents a tool that addresses this gap. This has important applications for modeling morphogenesis (for example, neurulation28) and for modeling tissues where an epithelial layer may be tightly folded (such as the intestinal crypt29).

Another benefit of the rigid body framework is that we can model cells with arbitrary shapes without node sharing, generating tessellations or internal nodes. In a vertex model, cell shape is defined clearly, however, the need to share nodes between multiple cells requires special processes for cells to move through a tissue30. Tessellation models30 can produce a clear shape for a cell, but this depends on connections with adjacent cells, which complicates matters for sparse cell populations and tissue boundaries. The subcellular element method31 uses nodes to fill its interior to provide material properties, increasing the computational load per cell. It also does not enable torques to be applied to connected elements. With the polygon cell model (Exemplar 1), cells can easily move through tissues, without needing to consider how nodes are shared. Cells can also maintain their shape, regardless of connectivity networks, and they can do this efficiently by only modeling the surface. Rather than reacting as a line of connected springs, as in the SEM32, the surface locally rotates due to applied torques. Polygon cell models can also become completely isolated from other cells while maintaining their shape. All interactions are determined by neighborhood searching, meaning surface interaction is built into the polygon cell model. The ability to use neighborhood searching also has benefits in terms of computational time. Efficient and relatively simple algorithms exist for finding nearest neighbors that scale linearly with number of nodes and number of neighbors (that is, $O(kn)$ time)33. It can be shown (Supplementary Section 2) that edges do not add any extra computational burden to neighbor searching.

As with all multicellular modeling, the rigid body framework is not without its own drawbacks. The overlapping rods model suffers from the same poor definition of shape as the overlapping spheres model. It also has the risk of rods crossing, creating a nonphysical situation, although this is mitigated by choice of force law. For polygonal cells and membranes, special attention is needed to ensure the boundary remains a simple polygon, where it does not cross itself. This can be achieved by implementing additional forces to oppose such motion.

There are further potential applications for the specific models presented here. The membrane model can be used to model any kind of thin structure that separates regions, whether it forms a ring or a flat surface. The polygon cell model (which can be considered a special case of a ring membrane) can be adapted to model any large volume of tissue with internal properties. Details on specific potential projects can be found in Supplementary Section 2.

Further development of our framework and associated tool will aim to integrate common multicellular modeling features such as diffusible species and subcellular dynamics, and extend it to three-dimensional modeling. In the future we plan to integrate our framework into the open source library, Chaste33.

Perhaps the most promising future application is in three-dimensional multicellular modeling. Large-scale three-dimensional modeling, with many thousands of cells, is well served by the overlapping spheres model34. Smaller-scale modeling, in which the structure of a single cell is the focus, is well served by subcellular and finite element methods35. The intermediate scale, where cell shape can have important consequences, but where the number of cells makes the more detailed approaches intractable, is currently underdeveloped and a perfect fit for our framework.

Methods

Application details. Exemplar 1 (tumor spheroid model). In the wet lab, tumor spheroids are used to investigate the early behavior of cancer36. A cell line is allowed to grow in vitro, creating a cluster of cells that consume nutrients and oxygen as they proliferate. A common observation is the halting of proliferation in the core of the spheroid as its size increases, which is understood to be caused by dwindling resources and increasingly dense packing of the cells37. Spheroids are among the simplest biological systems to translate into a computer model. They have been examined in many works38, from a mechanical investigation of growth with oxygen diffusion39, to detailed models that include vascularization40.

Using the rigid body framework, we investigate a tumor spheroid by using an arbitrary decagon to represent a cell. The boundary of the cell is made up of a contiguous ring of edges; hence, each edge shares its endpoints with two others. Interactions between cells (Fig. 2f) are determined using the node–edge interaction mechanism. For computational efficiency, direct interactions between nodes are not considered and this does not affect the results as discussed in the ‘Practical model implementation details’ section. Forces between nodes and edges are calculated using a standard force law (equation (21)), and for illustrative purposes we allow cells to overlap by setting $d_{	ext{area}} < 0$. Cells are driven to a target shape using the the energy methods from equation (29). The target cell area is determined by the cell cycle model, and the target perimeter is driven by the target area by assuming the cell wants to form a regular decagon. The parameters used are collected in Supplementary Table 1.

In this model a cell maintains a constant number of edges around its boundary during its life cycle. It is possible to make the number of edges depend on cell size for the sake of computational speed or shape accuracy; however, this requires special attention to how cell boundaries are modified, and is left for future work.

With the standard growth-focused cell cycle model32, the target area of the cell. A new cell starts off with target size $S_0$ and remains at this target size until $t_c$, which is chosen from a uniform distribution such that $t_c \in [8, 12]$.h.
Contact inhibition holds the cell in this resting state until the size of the cell, $s$, satisfies $s \geq s_0$, where, in this case, $\gamma = 0.9$. Growth occurs over a period of time $t \in [U, 12] \text{ h}$, during which the target area increases linearly from $S_0$ to $S_{\text{target}}$, allowing it to be approximated as the area of an ellipse. We divide the growth period into three distinct phases: 1) a spherical phase, in which two daughter cells occupying the same space as the parent cell. We choose a cell diameter (CD) of 15 $\mu$m to roughly match the size of a standard HeLa cell. New cells will have a target size of $S_t = 0.5 \text{ CD}^2$ and fully grown cells will be $S_t = 1 \text{ CD}^2$. The total cell cycle duration ($t + \gamma$) is in the range of that reported for HeLa cells of about 22 h (ref. 21).

For a polygonal cell, the process of creating new cells through division has several steps (Fig. 2e). A random vertex is chosen to define the division axis, and the cell is split in half so that each daughter cell takes five of the edges from the parent cell. Five new edges of equal length are added in a straight line between the loose ends of each half to close the loop and form the new cells. The newly divided daughter cells will be slightly shifted on the plane, and the division center will be a point on the plane with a random offset in area and a perimeter somewhat longer than the target perimeter due to the offsetting. This causes the new cells to reconfigure themselves over several subsequent time steps into a form that more closely resembles the physical shapes observed in vitro post division.

By using this simplified method of cell division, the distribution of edges around the boundary of the cell can have a significant impact on the shapes of the newly divided cells. In a worst-case scenario, this can leave one cell with most of the parent cell’s area, and the other may be just a small sliver, potentially causing the new cells to reconfigure themselves over several subsequent time steps into a form that more closely resembles the physical shapes observed in vitro post division.

By using this simplified method of cell division, the distribution of edges around the boundary of the cell can have a significant impact on the shapes of the newly divided cells. In a worst-case scenario, this can leave one cell with most of the parent cell’s area, and the other may be just a small sliver, potentially causing the new cells to reconfigure themselves over several subsequent time steps into a form that more closely resembles the physical shapes observed in vitro post division.

Exemplar 2 (epithelial monolayer model). Epithelial monolayers are a common tissue found in the human body and throughout the animal kingdom (ref. 38). Due to their simplicity, monolayers have found much attraction from cell-based modelers, with common questions relating to the buckling behavior of the layer due to cell growth. Many models allow an epithelial layer to grow and buckle (refs. 39–43), but the buckling can usually only continue as long as no self-contact occurs, particularly when vertex models are used. Very few models have been able to produce simulations that can meaningfully continue for long-term, large-scale self-contacting deformations. This has meant that modeling morphogenesis beyond self-contact has been difficult to achieve. Merzouki et al. (ref. 18) use a phenomenological procedure in their epithelial vertex model to handle self-contact. When a node (vertex) moves into an adjacent cell, the non-physical situation is resolved by moving the node back to the edge that it crossed. Although this prevents unrealistic cell overlapping, the algorithmic response means that forces are not transferred between interacting cells. Such behavior causes energy to be lost from the simulation that might otherwise have produced appreciable movements. A mechanical resolution to the interactions is therefore more desirable.

To examine a buckling epithelial monolayer, we integrate a simple vertex model similar to that used by Merzouki et al. into the rigid body framework. There, parameters from Supplementary Table 1 are applied, and the simulation is allowed to run for 200 h. We run 20 simulations, each starting from a unique random seed, and use them to calculate average population behaviors.

Exemplar 3 (bacterial cell model). Here we treat each edge as a separate agent where end-points are not shared with other edges. In doing this, we can reproduce the modeling capabilities due to Budgie et al. in CellModeller (ref. 1), specialized software tools used for modeling complex cell division and growth. The model in three dimensions uses similar underlying equations, but drives the simulation by energy minimization with an iterative solution to a matrix equation. To demonstrate overlapping rods, we examine orientation of bacterial cells.

In 2008, Volfson et al. (ref. 21) investigated cell behavior in a confined environment by constraining E. coli cells to a monolayer in a microchannel. They were able to demonstrate that the spatial constraints of the environment influenced the orientation of the cells; specifically, cells tended to align with the axis of the channel. Here we replicate the experiment using an overlapping rods model based on the viscous equations of motion. Cells are modeled as rods with a basic cell cycle that controls their growth. Internal forces drive the cell to target length via a force applied to the rod. Division occurs when the cell reaches a fully grown cell covering the same space (Fig. 4d) and interactions are determined via neighborhood searching (Fig. 4e). Contact inhibition is implemented to prevent growth commencing when a cell is over compressed. Full details are given below. We run 20 simulations each with a random seed and calculate average values.

When a cell in the monolayer has satisfied the conditions for division (the same as in the spheroid model, these interactions are repulsion only, so we set the attraction parameter $a = 0$. According to Volfson et al. an average cell length is plotted in Fig. 4c, demonstrating this choice achieves the required aspect ratio range.

We apply a standardized cell cycle model designed to control the target size of the cell (see the ‘Cell growth and division’ section below). This is different to those used in other works for rod-shaped cells, but we use it here for consistency with the other applications. A new cell starts off in a resting state in which the target rod length is constant at $S_t$. It remains in this resting state until it reaches the age $t$, which is chosen from the uniform distribution $t \in [0, 2] \text{ min}$. If the measured size of the edge at is at least $s \geq S_t$, where $\gamma = 0.9$; the cell is then allowed to start growing, otherwise it waits in a contact inhibited state until the size requirement is met. Growth is modeled by linearly increasing the target size from $S_t$ to $S_{\text{grown}}$ over a period of time $t_{\text{g}}$, which is also chosen from a uniform distribution so that $t_{\text{g}} \sim [U, 12] \text{ min}$. Division occurs immediately after $t_{\text{g}}$. The total cell cycle duration ($t + \gamma$) was chosen so that the overall population behavior (accounting for contact inhibition) had a similar turnover rate compared to that reported in Volfson et al., which produced about three generations in 60 min.

Division produces two collinear, equal-length daughter cells that fill the same space in the parent cell. This is achieved by splitting the edges with a small gap separating them at the preferred separation distance (Fig. 4f).

Division produces two collinear, equal-length daughter cells that fill the same space in the parent cell. This is achieved by splitting the edges with a small gap separating them at the preferred separation distance (Fig. 4f). Cells arranged like this may remain perfectly collinear in the absence of outside forces, but we prevent this with addition of random noise when the motion is calculated (see the ‘Practical model implementation details’ section). After division, the cell cycle for both cells starts from $t = 0$, hence the new target size will be $S_t$. Division produces two collinear, equal-length daughter cells that fill the same space in the parent cell. This is achieved by splitting the edges with a small gap separating them at the preferred separation distance (Fig. 4f).

Exemplar 4 (membrane tissue model). Membranes are seen in numerous tissues (ref. 44), including the colonic crypt (ref. 45) and the breast ducts in mammals (ref. 46). The membrane is often approximated as a fixed supporting structure that does not move under load (for example, ref. 47); however, the dynamic response of a membrane can be important to the behavior of the tissue. Previous work has exploited collections of nodes to represent the membrane. Nodes can be used indirectly to determine a force that produces membrane-like behavior as, for instance, in Dunn and co-workers (ref. 48). More often, they are used to directly represent a membrane. A notable example is Buske and colleagues (ref. 49), who model a three-dimensional organoid with a network of nodes representing a thin supporting structure. In the direct case,
interactions with the membrane evidently need to be applied to the nodes. This will not necessarily be the closest point on the membrane (Fig. 5c), which can have consequences when the membrane is used to apply repulsive forces. Degenerate cases can occur where the angles between the edges and cell nodes mean it is all but impossible for the node–node forces to push cells away. This can result in cells under load breaching the barrier. We can avoid this issue entirely by using rigid edges to represent the membrane, where forces can be applied between the node and the closest point on the edge.

To investigate the growth of a tumor in a membrane, we integrate an overlapping spheres model into the rigid body framework. Each cell is represented by a single node with a preferred separation from other nodes or edges. We use the node–node interaction mechanism for cell–cell forces to produce the same behavior as seen in the simple overlapping spheres model. This can also be considered a limiting case for interactions with isolated edges, where the length of the edge tends to zero (see the ‘Implementation details: force magnitude’ section). The preferred separation between cell centers (that is, the nodes) is set to $d_{sep} = 1$ CD, where CD = 10 μm which is in line with cells found in the duct. This allows the boundary of the cell to touch at a single point when they are under no forces. When a cell starts to grow, a second node is introduced a small distance from the original node, and the preferred separation between these nodes is gradually increased up to $d_{sep} = 1$ CD over the course of the growth phase $t_g \approx [7, 11]$ h (Fig. 5d). Division occurs at the end of the growth phase, and it is realized by removing the special control over $d_{sep}$ between the two nodes. After division, the new cells stay in the non-growing pause phase for $t_g \approx [7, 11]$ h, where $d_{sep}$ remains constant. Contact inhibition stops the cell from commencing growth unless its calculated size is large enough, that is, $s \geq s_y$. The size of a node cell is calculated using the process outlined in the ‘Implementation details’ section, where the proximity of adjacent cells and edges is considered. As growth is handled by controlling $d_{sep}$, we do not need to consider area calculation for growing cells. The total cell cycle length is on average 18 h, which is in line with that used for similar simulations.

The membrane is represented as a contiguous ring of edges, in much the same way as the boundary of a polygonal cell. Interactions between the cells and the membrane are determined using the node–edge interaction mechanism and forces are calculated using equation (21). The preferred separation between cells and the membrane is set to $d_{sep} = 0.5$ CD. This means that in the absence of other forces, the boundary of the cell will contact the edge tangentially at a single point. The number of edges in the membrane is fixed at 40 throughout the whole simulation, making a circular ring that we fix at a point. The number of edges in the membrane is fixed at $40$, throughout the whole simulation, making a circular ring that we fix at a single point. When a cell starts to grow, a second node is introduced a small distance from the original node, and the preferred separation between these nodes is gradually increased up to $d_{sep} = 1$ CD over the course of the growth phase $t_g \approx [7, 11]$ h (Fig. 5d). Division occurs at the end of the growth phase, and it is realized by removing the special control over $d_{sep}$ between the two nodes. After division, the new cells stay in the non-growing pause phase for $t_g \approx [7, 11]$ h, where $d_{sep}$ remains constant. Contact inhibition stops the cell from commencing growth unless its calculated size is large enough, that is, $s \geq s_y$. The size of a node cell is calculated using the process outlined in the ‘Implementation details’ section, where the proximity of adjacent cells and edges is considered. As growth is handled by controlling $d_{sep}$, we do not need to consider area calculation for growing cells. The total cell cycle length is on average 18 h, which is in line with that used for similar simulations.

Parameter selection. Supplementary Table 1 shows a summary of all the parameters used in the models presented here. Where available, they have been chosen based on physical values reported in literature. This has been limited to values related to cell size, and cell cycle duration as referenced in the ‘Application details’ section above. However, many of the parameters do not have direct biological analogs. In particular, the parameters related to force calculation are difficult to tie to specific published biological data. They have therefore been chosen so they produce stable simulations with qualitative behavior that resembles the biological system of interest. The simulations are largely robust to variations in mechanical parameters such as spring stiffness and energy parameters (plus or minus an order of magnitude), although large values can require changes in numerical parameters (smaller time step sizes) to remain stable.

Implementation details. Viscous rigid body motion. At the core of this framework, we are assuming that the system is over-damped, where drag forces dominate. Surprisingly, equations of motion for overdamped rigid body mechanics are (4) and (5) for the moment of inertia; however, these concepts are ill-defined when inertia is neglected. A rigid body theory balancing applied forces with drag needs equivalent concepts that use drag coefficients instead of mass.

The first of these concepts, we define as the total drag, $\eta D$. This is the drag, $\eta D$, integrator over the body

$$\eta D = \int_{R} d\eta, \hspace{1cm} (4)$$

where $R$ defines the body region and $d\eta$ is the infinitesimal unit of drag. We also define the vector $r$, that tracks the center of drag, $D$, by

$$r = \frac{1}{\eta D} \int_{R} r d\eta, \hspace{1cm} (5)$$

As with the center of mass, the center of drag is the point where we can consider the total drag of a rigid body (or system of particles) to be concentrated. If we apply a force that passes through the center of drag of a rigid body, it is possible to show that there are no resulting rotations (Supplementary Section 1), permitting us to treat the body as a point object. This allows us to use the linear motion of a rigid body in an over damped system by the equation

$$\frac{dF}{dt} = \sum F_j, \hspace{1cm} (6)$$

where $F_j$ are the external forces applied to the body at $D$.

If a force does not pass through the center of drag, then the body will also experience a rotation. When inertia is dominant, the rotation is resisted by the angular momentum, however, when drag forces dominate, we use the quantity angular drag, $H_D$, to resist motion, which in two dimensions is defined by the scalar

$$H_D = \frac{d\eta D}{dt}. \hspace{1cm} (7)$$

where $\theta$ is the angular position of the body relative to some axis, and $I_\theta$ is its moment of drag about $D$. This can also be calculated in three dimensions, however, we need to consider moments about all three axes, resulting in a vector form of $H_D$. We leave this for future work. Continuing in two dimensions, we define $I_\theta$ by

$$I_\theta = \int_{R} r \cdot r d\eta, \hspace{1cm} (8)$$

where $r$ is the distance from $D$ to $d\eta$. The angular drag balances with the externally applied moments, $M_\theta$, giving us the second equation of motion

$$\frac{d\theta}{d\tau} = \sum M_\theta, \hspace{1cm} (9)$$

where $\theta$ is a unit vector perpendicular to the plane of the cells. This allows us to determine the rotation of the body.

For a rigid body with a single externally applied force $F$ that does not pass through the center of drag, it can be shown that $\theta$ can be replaced by a force acting at the center of drag and a moment $\theta$. The motion of the body can thus be completely determined by evaluating the two equations

Motion of an edge. Supplementary Fig. 1 shows an isolated edge in an overdamped system subject to an external force. Vector $r$, tracks the position of the center of drag, and the vectors $r_B$ and $r_C$ track the positions of the rod’s endpoints relative to $D$. We can then construct vectors that track the position of the endpoints of the edge, $r_1 = r_1 + r_B$ and $r_2 = r_2 + r_C$. We only consider forces that act perpendicular to the edge, hence we introduce the force $F_\perp$, which is applied to the edge at $A$, the point of action. To solve the motion of the edge, we need to carefully apply equations (10) and (11).

Given the vector quantities described above, we can expand equations (10) and (11) with the relevant scalar components. For the linear motion, we write the scalar components relative to the fixed system of coordinates $(X, Y)$, and for the rotation it is convenient to write the components relative to the rotating system of coordinates $(x, y)$, as we are interested in the position of the endpoints relative to $D$. Noting that $r_{DA, X} = 0$, these end up being

$$\frac{dF_{DA, X}}{d\tau} = \frac{F_{DA, X}}{\eta D}, \hspace{1cm} (10)$$

and

$$\frac{dF_{DA, Y}}{d\tau} = \frac{F_{DA, Y}}{\eta D}, \hspace{1cm} (11)$$

where the character following the comma in the subscripts represents the component in the respective coordinate system. The total drag, center of drag, and moment of drag are calculated depending on how the edge is modeled. In the examples in this paper, we assume the drag is concentrated at the endpoints, hence

$$\eta D = \eta_1 + \eta_2, \hspace{1cm} r_0 = \frac{1}{2} r_0 \eta_1 + \eta_2, \hspace{1cm} \text{and} \hspace{1cm} I_\theta = \eta_1 r_{DA, X}^2 + \eta_2 r_{DA, Y}^2. \hspace{1cm} (12)$$
To actually solve these for the subsequent motion, we need to apply an intermediate step to deal with the rotation.

Converting moments into forces. As is commonly used when solving motion in cell-based models, we apply the forward Euler method to determine the rotation and position at the next time step of a simulation. The motion of the center of drag is trivially solved at the next time step by

\[
\mathbf{r}_\text{drag} \left( t + \Delta t \right) = \mathbf{r}_\text{drag} \left( t \right) + \frac{\Delta t}{\mathbf{J}} \mathbf{F}_\text{drag},
\]

(14)

We can also quickly find the change in angle of the edge using this method

\[
\Delta \theta = -\frac{\Delta t}{\mathbf{J}_\text{edge}} \text{D}_\text{edge}, \quad \text{D}_\text{edge} = \text{D}_\text{edge}(t) + \frac{\Delta t}{\mathbf{J}_\text{edge}} \text{D}_\text{edge}(t).
\]

(15)

but to find the new position of the edge, we must use the rotational transformation matrix defined by

\[
\mathbf{R}(\Delta \theta) = \begin{bmatrix} \cos(\Delta \theta) & -\sin(\Delta \theta) \\ \sin(\Delta \theta) & \cos(\Delta \theta) \end{bmatrix}.
\]

(16)

This rotates the body system of coordinates (that is, the axes \((x, y)\)) within the fixed coordinate system (that is, \((X, Y)\)). As the position of the edge is uniquely determined by its endpoints, the goal of the procedure is to find the positions of the endpoints \(j\) at the next time step. Using the rotation matrix, the position vectors of the endpoints relative to \(D\) become

\[
\mathbf{r}_j(t + \Delta t) = \mathbf{R}(\Delta \theta) \mathbf{r}_j(t), \quad j \in \{1, 2\}.
\]

(17)

The final position of an endpoint due to the force applied to the edge is found by superimposing the two movements. We are able to superimpose these movements because the linear movement represents the new position of the center of drag, whereas the rotational movement expresses how the body is oriented. The motion can be split up this way because a force applied at a distance from the center of drag can be represented as a force at the center of drag, plus a moment.

\[
\mathbf{r}_\text{edge} \left( t + \Delta t \right) = \mathbf{r}_\text{edge} \left( t + \Delta t \right) + \mathbf{r}_\text{drag}(t + \Delta t).
\]

(18)

For an edge with a single applied force, this is sufficient to solve its motion, so \(\mathbf{r}_\text{edge} \left( t + \Delta t \right) = \mathbf{r}_\text{edge} \left( t + \Delta t \right)\), resulting in true rigid body behavior; however, if the edge is connected to one or more other edges (as would be seen when modeling cell boundaries), rotation cannot be applied so easily. By moving the endpoint of one edge, we will necessarily be altering the state of any other edge sharing that endpoint. To accumulate the motion due to each edge, we define the rod force

\[
\mathbf{F}_\text{edge} \cdot x = \frac{\eta}{2} \left( \mathbf{r}_\text{edge} \cdot x \left( t + \Delta t \right) - \mathbf{r}_\text{edge} \cdot x(t) \right).
\]

(19)

This is the equivalent force that would push the endpoint \(j\) of edge \(k\) to the position \(\mathbf{r}_\text{edge} \cdot x \left( t + \Delta t \right)\) through purely linear motion. To collect the forces on an endpoint, we need to consider global indices that identify the given node and edge in the context of the whole simulation. If \(l\) represents any node, and \(k\) identifies each edge that has \(l\) as an endpoint, then we define the index function \(j(l, k)\), which identifies the position of \(j\) in \((k\) (that is, whether it is endpoint 1 or 2). The total equivalent force on each endpoint, due to the rotation of the edges is then

\[
\mathbf{F}_J(\text{Rotation}) = \sum_k \mathbf{F}_\text{edge} \cdot x(l, k).
\]

(20)

In effect, we have converted the rotation of an edge into a force that treats each endpoint as an individual point object. Under this definition, the edge can no longer be considered a true rigid body, as, depending on the forces applied, the edge can expand and contract in length. To describe this situation, we introduce the term semi-rigid body: the forces applied to the body come from treating it as rigid, but the resultant motion need not conserve the length of the edge. As a consequence, special care is needed during a simulation to ensure any given edge maintains a sensible length. Furthermore, this makes integrating the whole system through time a simple task. We can use the same processes applied to node-based models as we have no requirement to directly handle rotations.

Finding interactions. A node–edge interaction occurs when the endpoint of one edge (a node) comes into proximity with another edge. In this situation, we can identify the closest part of the edge by taking a circle centered on the node, and expanding it until it first contacts the edge in question (Fig. 1a,b). This point, which we call the point of action, will be used as the point where any interaction forces are applied. The node and the point of action taken together form the line of action for any subsequent forces. If the point of action is on the interior of the edge, the line of action will be perpendicular to the edge, and if the point of action is an endpoint, then the line of action extends radially out from the endpoint (Fig. 1a).

When the edges are connected and form an external convex feature as in the top of Fig. 1b, the node will only interact with the endpoint. If on the other hand, the connected edges form a concave feature as in the left of Fig. 1b, a node can interact with both edges, but will not interact with the endpoint. These situations can alternatively be viewed by drawing an interaction box around the edges as done in Supplementary Fig. 2. The box extends a distance \(d_{\text{sep}}\) which is the limiting distance for interactions. If a node is inside a box, it interacts with the interior of the edge, otherwise it may interact with an endpoint. Practically, this is how nodes are screened for interactions in the software tool. In Supplementary Fig. 2 the upper node is close to the two edges, but sits in a wedge where it can’t interact with the interiors, hence it interacts with the shared endpoint. The lower node is in two over lapping interaction boxes, hence it interacts with the interior of both edges and not the shared endpoint.

In either of these cases, two forces are applied along each line of action, one at the point of action, and the other at the node. They are equal in magnitude and opposite in direction.

Force magnitude. The magnitude of the forces is determined by the position of the node within the region of interaction around the edge. Supplementary Fig. 3 illustrates how the regions of interactions are formed around an isolated edge (Supplementary Fig. 3a), and an edge that forms part of a cell boundary (Supplementary Fig. 3b). The dashed line indicates a preferred separation locus. It is found at a constant distance from the edge, \(d_{\text{sep}}\). If a node is located on the locus, no force is applied. In effect, this defines the size and shape of the cell. Inside the dashed line is the repulsion region, where a force pushes the node and the edge apart. Between the dashed and dotted lines is the attraction region, where a force will pull a node and edge together. The dotted line indicates the limit of interactions, and is found at a constant distance \(d_{\text{sep}}\) from the edge. Outside of this limit, no interactions are calculated. The distance \(d_{\text{sep}}\) represents the point where the force should asymptote to infinite repulsion. For an isolated edge (Supplementary Fig. 3c), we must have \(d_{\text{sep}} \geq 0\). This prevents isolated edges from overlapping, a situation which has no physical meaning. From a computational perspective, this is equally important for preventing a node getting pushed away on the wrong side of the edge as the direction of the force is dependent on which side the node approaches from.

For an edge that is part of a cell boundary (Supplementary Fig. 3d), preventing overlap is less important, as we have a clear way to orient the edge by using the inside of the cell. Depending on the specific force law, a node can be allowed to cross into the cell, or it can approach a hard barrier at the edge, hence we can choose \(d_{\text{sep}}\) to have negative values. In either case, there is only one preferred separation point on the line of action, found outside the cell, so the direction of the force does not depend on which side of the edge the node appears from.

A force law that encapsulates these requirements is

\[
F(x) = \begin{cases} 
 s_1 \log \left( \frac{d_{\text{sep}} - x}{d_{\text{sep}}} \right) , & x < d_{\text{sep}} \\ s_2 \left( \frac{d_{\text{sep}} - x}{d_{\text{sep}}} \right) \exp \left( \varepsilon (d_{\text{sep}} - x) \right) , & 0 < x < d_{\text{sep}}, \\ 0 , & x > d_{\text{sep}}.
\end{cases}
\]

(21)

where \(s_1\) and \(s_2\) are parameters setting the strength of the force in the repulsion and attraction regions, respectively, and \(\varepsilon\) controls the shape of the attraction force; in the models presented here \(\varepsilon = 5\). If \(s_1 = s_2\), then the derivative of \(F\) is smooth at \(d_{\text{sep}}\). Other force laws can be used that capture the required features.

Applying a force to rods or boundaries. The force \(\mathbf{F}_\text{I}\) was applied without specifying exactly where it came from. However, in the model we know that it comes from a node–edge interaction. To calculate the force, we need to consider the two possible cases, that is, the edge is isolated, or that it is part of a boundary.

If the edge is isolated and the force is due to being in proximity to node \(J\) (which is the endpoint of some other edge), then we will only consider \(|\mathbf{r}_J|\), the length of the vector from \(A\) to \(J\). This is due to the fact that we are not allowing isolated edges to cross. If we did allow edges to cross there is no simple way to determine how the forces should be applied to undo the crossing. We would need to track and record how each edge is oriented with respect to every other edge in its vicinity over multiple time steps. We will not attempt to do that here, so we only need to consider the magnitude of the vector separating the two points. The force is then determined by

\[
\mathbf{F}_J = -F(|\mathbf{r}_J|)|u| u,
\]

(22)

where \(F\) is the function defined in equation (21), and \(u\) is the unit vector from the point of action \(A\) to node \(J\), which is normal to the edge. The negative sign is necessary because we take repulsion force magnitudes to be positive.

When we consider an edge that is part of a boundary, we can allow edges to cross, but we must consider the interaction. The inside of the cell can be taken as a negative position with respect to the normal vector that points to the outside of the cell. To take advantage of this, we need to pay more attention to how we define the unit normal vector.
We can define a unit tangent vector $\mathbf{v}$ pointing along the length of the edge and, with this, we can construct a unit normal vector $\mathbf{u}$, by noting that for two vectors in the $(u,v)$ plane, $\mathbf{u} \times \mathbf{v} = \mathbf{e}_z$. This is a unit normal vector pointing upwards out of the plane when viewed from above. As by definition they are perpendicular, $\mathbf{u}$ and $\mathbf{v}$ are related by

$$\mathbf{u} = [v_y, -v_x].$$

As a result, we define the interior of the cell to be the domain to the left when traversing the boundary of the cell in an anti-clockwise direction. The force is then

$$\mathbf{F}_A = -F(\mathbf{r}_A) \cdot \mathbf{u} \mathbf{u},$$

where the dot product will evaluate to negative values when $J$ is inside the cell.

Applying a force to endpoints. As described above in the ‘Finding intersections’ section, the point of action is defined as the first point an expanding circle touches a given edge. Around an endpoint, this produces a curved region of interaction with a constant radius. Supplementary Fig. 4 shows the interaction region around an endpoint that is part of a cell boundary. Likewise, Supplementary Fig. 3a shows the curved region around the endpoints of an isolated edge. If a node falls into this part of the interaction region, the interaction force is applied directly to the endpoint. When this happens, we can calculate the force on $A$ in the same way as in equation (22):

$$\mathbf{F}_j = -F(\mathbf{r}_E) \cdot \mathbf{u} \mathbf{u},$$

as, by definition, in this case $A$ will lie on the endpoint.

The forces applied to a node are equal and opposite to the forces applied to an edge at the point of action; thus, the force applied to a node due to the edge is

$$\mathbf{F}_{ij} = -\mathbf{F}_{ji},$$

where $K$ is an edge that $i$ is not part of, and $A$ is the point of action on $K$ due to this node–edge interaction. Depending on the situation $\mathbf{F}_i$ may be defined by equation (22) or equation (24). This also applies to the opposite node in a node–node interaction calculated in equation (25).

In the models presented here, we resolve forces applied to a node without considering the impact to any edge it is part of. The nodes (endpoints) are treated as free objects in space, fitting in with the semi-rigid body concept arising from considering the impact to any edge it is part of. The nodes (endpoints) are treated as free objects in space, fitting in with the semi-rigid body concept arising from considering the impact to any edge it is part of. As a result, we define the interior of the cell to be the domain to the left when traversing the boundary of the cell in an anti-clockwise direction. The force is then

$$\mathbf{F}_A = -F(\mathbf{r}_A) \cdot \mathbf{u} \mathbf{u},$$

where the dot product will evaluate to negative values when $J$ is inside the cell.
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if there are fewer than six neighbors. Here $e_i$ is the distance to neighbor cell $i$, $n_i$ is the number of cells, $e_r$ is the distance to edge $r$, $m$ is the number of edges, $r$ is the resting cell radius, and $d_{\text{edge}} = \frac{1}{m} \sum_{i=1}^{m} e_i$. If there are no edge neighbors, then the center-based method is used.

Solving the equations of motion. Combining all of this together to calculate the motion of a node, we sum the directly applied forces, the rotation forces due to the edges, and the internal cell forces to give

$$F_j = F_{\text{Direct}} + F_{\text{Rotation}} + F_{\text{Cell}}$$

then apply the Forward Euler method to find its new position

$$r_j(t + \Delta t) = r_j(t) + \eta \frac{\Delta t}{m} F_j.$$  

Practical model implementation details. Beyond the calculation of forces that constitute the intended behavior of the model, there are practical decisions that need to be made in the modeling process and the implementation of the numerical library. These could be substantial additions to stop unphysical situations or small details that nevertheless could affect the tissue-level behavior observed.

Isolated edges require special care to make sure the simulation remains physical (that is, by stopping edges from crossing). Edges that are part of a polygon cells are no different. If an edge around a cell boundary is small, and the angle it makes with connected edges is also small, we can end up with edge inversion, where the boundary forms a non-simple polygon as shown in Supplementary Fig. 5. Small edges can also cause issues in applying the division process even with simple polygons.

One way to prevent edge inversion is to use a force based on the length of the edge as done in equation (28). This can be a simple linear spring that forces edges to a preferred natural length. When dealing with polygonal cells that can grow in size and divide, it is helpful to consider how edges contribute to the whole boundary. Here we implement a regularizing linear spring force which is applied to all edges around the boundary to keep the edge lengths relatively consistent. For a node $j$ that is part of edge $k$, both subsequently part of cell $M$, which is made up of $N_k$ edges and has perimeter of length $p_M$, we can define a regularizing force as

$$F_{\text{Reg}}^j = \sum_{k=1}^{N_k} -\alpha_{\text{reg}} (l_k - p_M/N_k) u_{jk},$$

In summary, each edge around a cell experiences a force so that they all tend toward the same length, being an equal fraction of the current measured perimeter. We note here that this force has no physical basis, and it is used exclusively to equalize the lengths of the edges.

It is not always possible to prevent edges from becoming too small, even with the regularizing force, and in fact sometimes we may want to allow small edges. To prevent inversion in these cases we target the formation of small angles by using the node–edge interaction mechanism to repel edges from the same cell. To invert, an endpoint needs to cross an edge from the same polygon, so we introduce a small regularizing force based on the length of the edge as done in equation (28). This can be a simple linear spring that forces edges to a preferred natural length. When dealing with polygonal cells that can grow in size and divide, it is helpful to consider how edges contribute to the whole boundary. Here we implement a regularizing linear spring force which is applied to all edges around the boundary to keep the edge lengths relatively consistent. For a node $j$ that is part of edge $k$, both subsequently part of cell $M$, which is made up of $N_k$ edges and has perimeter of length $p_M$, we can define a regularizing force as

$$F_{\text{Reg}}^j = \sum_{k=1}^{N_k} -\alpha_{\text{reg}} (l_k - p_M/N_k) u_{jk},$$
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