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Abstract—In this work, we consider the uplink of a scalable cell-free massive MIMO system where the users are served only by a subset of access points (APs) in the network. The APs are physically grouped into predetermined “cell-centric clusters”, which are connected to different cooperative central processing units (CPUs). Given the cooperative nature of the considered communications network, we assume that each user is associated with a “virtual cluster”, that, in general, involves some APs belonging to different cell-centric clusters. Assuming the maximum-ratio-combining at the APs, we propose a user-association procedure aimed at the maximization of the sum-rate of the users in the system. The proposed procedure is based on the Hungarian Algorithm and exploits only the knowledge of the position of the APs in the network. Numerical results reveal that the performance of the proposed approach is not always better than the alternatives but it offers a considerably lower backhaul load with a negligible performance loss compared to full-cell free approaches.

Index Terms—cell-free massive MIMO, user association, scalability, Hungarian algorithm.

I. INTRODUCTION

The cell-free massive MIMO technology consists of a very large number of distributed APs serving many users in the same time-frequency resource [1], [2]. In the originally formulated version of these systems, all the APs serve all the users in the coverage area, i.e., there are no cells or cell boundaries. All the APs are connected to a common CPU, where the data encoding/decoding is performed. Going on with the research on this topic, the hypothesis in which the users are served by all the APs in the network has been relaxed. One kind of approach is the user-centric (UC) assignment in which each user is served only by a subset of APs in the network [3]. In this approach, the concept of traditional cell has been overcome, in the sense that there is no longer the cell defined starting from the network topology, but it is the network that is getting closer to users. These UC assignment, particularly when the quality of the channel estimation is low and the simple maximum-ratio processing is implemented at the APs, offers better performance with respect to the case in which all the APs serve all the users in the system and gives at least two benefits. On one hand, serving the each user by a subset of APs allows us to better focus the available power at each AP on the “useful” transmissions without wasting power for the one that are in very bad channel conditions. On the other hand, the UC assignment reduces the load on the backhaul link, because, for each user, only a subset of APs are involved in the data encoding/decoding and shares the information of that user on the backhaul link. Another kind of approach that improves the performance of the cell-free massive MIMO systems over the baseline maximum-ratio processing is the large-scale fading decoding (LSFD) [5]. In the LSFD, the users are served by all the APs in the network but data are weighted at the CPU based on the knowledge of the large-scale fading (LSF) coefficients between all the APs and the users.

The main problem in the cell-free massive MIMO systems is the scalability, i.e., when the number of users increases the complexity of the system becomes higher and higher because the main processing capabilities are entrusted to the common CPU. A scalable version of the cell-free massive MIMO is proposed and discussed on the downlink in [6] considering data transmission and power control strategies where multiple cooperative CPUs serve disjoint clusters of APs.

In this work, we focus on the uplink of a scalable cell-free massive MIMO system considering a UC approach, in which the association between users and APs is performed maximizing the uplink sum-rate of the whole system. In particular, exploiting the uplink spectral efficiency lower bound that depends only on the subset of the APs decoding each user, we formulate the association problem as a matching problem that can be solved using the Hungarian algorithm [7]. Numerical results reveal the superiority of the proposed approach, both in terms of sum-rate and in terms of rate per user with respect to the full cell-free approach in [1], [2] and to the UC approach where each user is served by the APs with the best channels in [3], [4]. Additionally, numerical results reveal that the performance of the proposed approach is not always superior in terms of performance than the LSFD, but it offers a considerably lower backhaul load with a negligible performance loss with respect to the full cell-free system with an additional processing at the CPU exploiting the LSF coefficients.

II. SYSTEM MODEL

We consider a scalable implementation of cell-free massive MIMO system [6] reported in Fig. 1 with M APs with N_A each AP and K single-antenna users. In particular, the network consists of outdoor APs and users and the APs...
are grouped into \( N \) predetermined \textit{cell-centric clusters}. The indexes of the APs belonging to the same cell-centric cluster are contained in the sets \( C_1, \ldots, C_N \). Each cell-centric cluster in turn is connected to one \textit{primary CPU}, the primary CPUs are interconnected but operate autonomously. It is assumed that a global phase reference is shared to allow synchronization of all the actors in the communications system. In keeping with the approach in \cite{1}, \cite{2}, all communications take place on the same frequency band, i.e. uplink and downlink are separated through TDD. The generic \( k \)-th MS is served by a subset of the APs on a given physical resource block (PRB), we call this subset \textit{virtual cluster} (VC) and it is determined based on a “neighbourhood criterion” between the APs. We denote by \( M_1, \ldots, M_J \) the sets containing the indexes of the APs in each VC. Note that, while the cell-centric clusters are disjoint, because connected to different CPUs, the VCs can be overlapped in order to allow the cooperation between the primary CPUs to serve the users in the system.

We denote by the \( N_{\text{AP}} \)-dimensional vector \( g_{k,m} \) the channel between the \( k \)-th MS and the \( m \)-th AP written as

\[
g_{k,m} = \sqrt{\beta_{k,m}} h_{k,m},
\]

with \( \beta_{k,m} \) a scalar coefficient modeling the channel LSF effects and \( h_{k,m} \) an \( N_{\text{AP}} \)-dimensional vector whose entries are i.i.d \( \mathcal{CN}(0,1) \) random variables (RVs) modelling the fast fading.

\section*{A. Uplink Training}

The dimension in time/frequency samples of the channel coherence length is denoted by \( \tau_c \), and the dimension of the uplink training phase by \( \tau_p < \tau_c \). The pilot sequence transmitted by the generic \( k \)-th MS, say \( \phi_k \), is chosen from a set of \( \tau_p \) orthogonal sequences \( \mathcal{P}_{\tau_p} = \{ \psi_1, \psi_2, \ldots, \psi_{\tau_p} \} \), where \( \psi_i \) is the \( i \)-th \( \tau_p \)-dimensional column sequence and \( \| \psi_i \|^2 = 1, \forall i = 1, \ldots, \tau_p \).

Exploiting the knowledge of the users’ pilot sequences, the \( m \)-th AP can estimate the channel vectors \( g_{k,m} \) by projecting the received signal on the pilot sequence of the \( k \)-th user, i.e., it forms the statistics

\[
\hat{y}_{k,m} = Y_m \phi_k = \sqrt{p_k} g_{k,m} + \sum_{i \neq k} \sqrt{p_i} g_{i,m} \phi_k + W_m \phi_k,
\]

where \( p_k = \tau_p \bar{p}_k \) denotes the power employed by the \( k \)-th user during the training phase, and \( W_m \) contains the thermal noise contribution at the \( m \)-th AP, with i.i.d. \( \mathcal{CN}(0, \sigma_m^2) \) entries.

Assuming knowledge of the LSF coefficients \( \beta_{k,m}, \forall k, m \), the minimum-mean-square-error (MMSE) channel estimate of the channel \( g_{k,m} \) can be written as

\[
\hat{g}_{k,m} = \frac{\sqrt{p_k} \beta_{k,m}}{\sum_{i=1}^{K} p_i \beta_{i,m} \| \phi_i^H \phi_k \|^2 + \sigma_m^2} \hat{y}_{k,m} = \alpha_{k,m} \hat{y}_{k,m}.
\]

The channel estimation error is given by \( \bar{g}_{k,m} = g_{k,m} - \hat{g}_{k,m} \), and the estimate and the estimation error are independent \cite{8}. They are distributed as \( \bar{g}_{k,m} \sim \mathcal{CN}(0, \gamma_{k,m} I_{\text{NAP}}) \), and \( \tilde{g}_{k,m} \sim \mathcal{CN}(0_{N_{\text{AP}}}, (\beta_{k,m} - \gamma_{k,m} I_{\text{NAP}}) \) respectively, where \( \gamma_{k,m} \) is the mean-square of the estimate, i.e., \( \gamma_{k,m} = \mathbb{E} \left[ \| \left[ \tilde{g}_{k,m} \right]_{\ell} \|^2 \right] = \sqrt{p_k} \beta_{k,m} \alpha_{k,m}, \ell = 1, \ldots, N_{\text{AP}} \).

\section*{B. Uplink Data Transmission}

In uplink, users send their data symbols without any channel-dependent phase offset. As a result, the signal \( \tilde{y}_m \) received at the \( m \)-th AP in the generic symbol interval is

\[
\tilde{y}_m = \sum_{k=1}^{K} \sqrt{\eta_k} g_{k,m} x_k + w_m,
\]

with \( \eta_k \) and \( x_k \) representing the uplink transmit power and the data of the \( k \)-th user in the generic symbol interval, respectively, and \( w_m \sim \mathcal{CN}(0, \sigma_m^2 I) \) the noise vector.

Subsequently, the \( m \)-th AP decodes the data transmitted by a subset of users in the system, say \( K_m \), and forms, for each \( k \in K_m \), the statistics \( t_{m,k} = v_{k,m}^H \tilde{y}_m(n) \), with \( v_{k,m} \) the combining vector for the \( k \)-th user, and sends them to its primary CPU. We assume that the \( k \)-th user is assigned to the VC whose AP indexes are in the set \( M_j \), determined according to such assignment criterion that will be specified later. We denote by \( D_{k,n} \) the set containing the APs belonging to the \( n \)-th cell-centric cluster that decode the \( k \)-th MS, i.e.,

\[
D_{k,n} = \{ m \in C_n : k \in K_m \}.
\]

If the set \( D_{k,n} \) is not empty, i.e., at least one AP in \( C_n \) decodes the \( k \)-th user, the \( n \)-th primary CPU shares the following statistic with the other CPUs:

\[
\bar{x}_{k,n} = \sum_{m \in D_{k,n}} t_{m,k}, \quad k : D_{k,n} \neq \emptyset.
\]

We define \( B_k \) as the set containing the indexes of the primary CPUs that cooperate to decode the \( k \)-th MS, i.e.,

\[
B_k = \{ n : D_{k,n} \neq \emptyset \}.
\]
Finally, the soft estimation of the signal transmitted by the $k$-th MS can be written as

$$\hat{x}_k = \sum_{n \in \mathcal{B}_k} \hat{x}_{k,n}, \quad \forall \ k = 1, \ldots, K.$$ (8)

Using the definitions in Eqs. (5), (7) and (8), the signal $\hat{x}_k$ can be written as

$$\hat{x}_k = \sum_{m \in \mathcal{M}_j} t_{m,k} = \sum_{m \in \mathcal{M}_j} \sqrt{\eta_k} v_{k,m}^H s_{k,m} x_k + \sum_{\ell = 1, \ell \neq k} \sqrt{\eta_k} v_{k,m}^H s_{\ell,m} x_\ell + \sum_{m \in \mathcal{M}_j} v_{k,m}^H w_m.$$ (9)

The meaning of the main mathematical symbols used in the system model can be found in Table 1.

### III. Performance Measure and User Association Rule

We consider the uplink sum-rate of the users in the system as performance measure for the proposed association rule. Assuming that the CPUs rely only on statistical knowledge of the channel coefficients when performing the detection, according to the use-and-then-forget bounding technique, we model the sum of the beamforming uncertainty, interference and filtered thermal noise as “effective noise” and use the worst-case Gaussian assumption as in [2], [9], which leads to the following lower-bound for the uplink achievable rate of the $k$-th when it is assigned to the APs in the set $\mathcal{M}_j$ as

$$R_k^{(j)} = \frac{\tau_u}{\tau_e} W \log_2 \left( 1 + \text{SINR}^{(j)}_k \right),$$ (10)

where $\tau_u$ is the length (in time-frequency samples) of the uplink data transmission phase in each coherence interval, $W$ is the system bandwidth. The signal-to-interference-noise ratio (SINR) $\text{SINR}^{(j)}_k$ is evaluated in the case of maximum ratio combining (MRC), i.e., $s_{k,m} = \mathcal{G}_{c,m}$, and MMSE channel estimation and obtained in closed form, see Eq. (11) at the top of next page, using similar derivations as in [2].

Note that in Eq. (11) all the users contribute to interference in the sums over $\ell$ in the denominator, but the interference and the useful signal are only “absorbed” through the access points in $\mathcal{M}_j$ and not through all the APs in the network as in reference [2]. In the design of the proposed user association rule, we note that only the APs that decode the $k$-th user appear in the uplink SINR in Eq. (11). Consequently, we formulate the following matching problem for the user association:

$$\max_{z_{k,j}} \sum_{k=1}^{K} \sum_{j=1}^{J} z_{k,j} \log_2 \left( 1 + \text{SINR}^{(j)}_k \right)$$ (12a)

s.t. $\sum_{k=1}^{K} z_{k,j} = 1 \quad \forall \ j = 1, \ldots, J$ (12b)

$z_{k,j} \in \{0, 1\} \quad \forall \ k, j,$ (12c)

where we are neglecting the multiplicative constants in Eq. (10) and we are looking for the optimal assignment aimed at the maximization of the uplink sum-rate, with the constraint according to each user is assigned to one of the $J$ predetermined VCs, $\mathcal{M}_1, \ldots, \mathcal{M}_J$. This matching problem can be solved optimally in polynomial time by applying the Hungarian algorithm [10, Algorithm 14.2.3]. This method is one of the best known and most important combinatorial algorithms used to solve weighted matching problem in a bipartite graph. This algorithm is due to Harold Kuhn [7] and is based on ideas of two Hungarian mathematicians König and Egerváry, so that Kuhn named it the Hungarian algorithm. The application of the Hungarian algorithm for the solution of resource allocation problems in cell-free massive MIMO systems can be also found in reference [11].

In Algorithm 1 we report a fast and efficient implementation of the Hungarian algorithm introduced by James Munkres in [12] starting from a $(K \times J)$-dimensional weight matrix $F$ whose $(k,j)$-entries are $f_{(k,j)} = \log_2 \left( 1 + \text{SINR}^{(j)}_k \right)$.

### A. Virtual Clustering

In this paper, we propose a virtual clustering approach based on the positions of the APs in the network, that we call position-based virtual clustering (PBVC). Note that, the information on the positions of the APs is reasonably available to the network operator that physically deploys the radiating resources to cover a given area. In this approach, each AP collects the indexes of the $L$ near APs, with $L$ a design parameter. Let $d_{m,m'}$ be the 3D distance between the $m$-th and the $m'$-th APs and $O_m : \{1, \ldots, M\} \to \{1, \ldots, M\}$ denote the sorting operator for the vector $[d_{m,1}, \ldots, d_{m,M}]^T$, such that $d_{m,O_m(1)} \leq d_{m,O_m(2)} \leq \ldots \leq d_{m,O_M(M)}$. Defining the set

$$\mathcal{G}_m = \{ m, O_m(1), \ldots, O_m(L-1) \}$$

containing $L$ near APs starting from the $m$-th one, the VCs $\mathcal{M}_1, \ldots, \mathcal{M}_J$ are the unique sets in $\{ \mathcal{G}_m \}_{m=1}^M$. Otherwise stated, the VCs $\mathcal{M}_1, \ldots, \mathcal{M}_J$ represent the $J$ combinations of $L$ near APs in the network.

### IV. Numerical Results

The simulation setup for the numerical results is detailed in the following. We consider a square area of 1 km$^2$ wrapped

| Symbols | Meanings |
|---------|----------|
| $M, K, N_{\text{AP}}$ | Numbers of APs, users and antennas at each AP |
| $C_1, \ldots, C_N$ | Sets of APs in the cell-centric clusters |
| $\mathcal{M}_1, \ldots, \mathcal{M}_J$ | Sets of APs in the VCs |
| $k_{m,n}$ | Set containing the users assigned to the $m$-th AP |
| $D_{k,n}$ | Set containing the APs in the $n$-th cell-centric cluster that decode the $k$-th user |
| $x_{k,n}$ | Local estimate of the symbol transmitted by the $k$-th user computed at the $n$-th primary CPU |
| $B_k$ | Set containing the primary CPUs that cooperate to decode the $k$-th user |

Table 1: Meaning of the Main Mathematical Symbols
Algorithm 1 Hungarian algorithm [7], [10], [12]

1: Find the maximum value in the matrix $F$, say $f^+$. 
2: Compute $F = f^+ 1_{K \times J} - F$. 
3: For each row of $F$, find the lowest element and subtract it from each element in that row. 
4: For each column of the resulting matrix, find the lowest element and subtract it from each element in that column. 
5: Cover all zeros in the resulting matrix using a minimum number of horizontal and vertical lines and denote as $\ell$ the number of total lines. 
6: if $\ell = K$ then 
7: An optimal assignment exists among the zeros. The algorithm stops. 
8: else 
9: repeat 
10: Find the smallest element, say $\tilde{f}^+$, that is not covered by a line. 
11: Subtract $\tilde{f}^+$ from all uncovered elements, and add $\tilde{f}^+$ to all elements that are covered twice. 
12: Cover all zeros in the resulting matrix using a minimum number of horizontal and vertical lines and denote as $\ell$ the number of total lines. 
13: until $\ell = K$ 
14: An optimal assignment exists among the zeros. The algorithm stops. 
15: end if

around at the edges to avoid boundary effects. We assume $M = 100$ APs with a four-element uniform linear array (ULA) with $\lambda/2$ spacing, i.e., $N_{AP} = 4$. The power spectral density (PSD) of the noise is $-174$ dBm/Hz and the noise figure at the receiver is $9$ dB. The system bandwidth is $W = 20$ MHz and the carrier frequency is $f_c = 1.9$ GHz.

With regard to the channels from users to the APs, we consider an urban environment with a high density of buildings and obstacles where all the MSs are in non-line-of-sight (NLOS). The LSF coefficient $\beta_{k,m}$ in dB is modelled as in [13] Table B.1.2.1-1], i.e.:

$$\beta_{k,m}[\text{dB}] = \beta_{k,m}[\text{dB}] = -36.7 \log_{10}(d_{k,m}) - 22.7 - 26 \log_{10}(f_c) + z_{k,m},$$

where $z_{k,m} \sim \mathcal{N}(0, \sigma_{sh}^2)$ represents the shadow fading. The shadow fading coefficients from an AP to different users are correlated and follow [13] Table B.1.2.1-4].

We use fractional power control (FPC) where the transmit power of the $k$-th user can be expressed as

$$P_{UL,k} = \min \left( P_{max,k}, P_0 \zeta_{k,j}^{-\alpha} \right),$$

where $P_{max,k}$ is the maximum $k$-th user transmit power, and $P_0$ is a configurable parameter, $\alpha$ is a path loss compensation factor. Moreover, $\zeta_{k,j}$ captures the LSF that the $k$-th user experiences to the serving APs in the VC $M_j$, and it is obtained as $\zeta_{k,j} = \sqrt{\sum_{m \in M_j} \beta_{k,m}}$. In the simulations, we use $P_{max,k} = 100$ mW $\forall k$, $P_0 = -10$ dBm and $\alpha = 0.5$. Note that for the solution of Problem (12), we need to compute the entries of matrix $F$ that depends on $\eta_1, \ldots, \eta_K$. For the solution of Problem (12), we assume a uniform power allocation in uplink, i.e., $\eta_k = P_{max,k}, \forall k = 1, \ldots, K$ and for the evaluation of the performance we use the FPC. In the following results, we compare the performance of the proposed PBVC with the full-cell-free (FCF) in [11], [2], in which each user is served by all the APs in the network, with the user-centric (UC) association in [3], [4], in which each user is served by the $L$ APs that it receives with best average channel conditions, with the large-scale fading decoding (LSFD) in [5], where the data from all the APs are weighted at the CPU using only the LSF coefficients, and with the LSFD applied only to the subset of users in the system selected with the proposed PBVC (LSFD+PBVC).

Fig. 2 shows the performance versus $L$, i.e., number of APs in each VC, comparison of the proposed PBVC with the FCF, the UC, the LSFD and with the LSFD applied only to the subset of users in the system selected with the PBVC (LSFD+PBVC). Parameters: $M = 100$, $N_{AP} = 4$ and $\tau_p = 16$. 

$$SINR_{k,j}^{(j)} = \frac{\eta_k N_{AP} \left( \sum_{m \in M_j} \gamma_{k,m} \right)^2}{\sum_{\ell=1}^{K} \sum_{m \in M_j} \beta_{\ell,m} \gamma_{k,m} + \sum_{\ell \neq k} \eta_k N_{AP} \left( \sum_{m \in M_j} \beta_{\ell,m} \right) \gamma_{k,m} \left| \phi_{\ell,k} \phi_{k}^H \right|^2 + \sigma_{w}^2 \sum_{m \in M_j} \gamma_{k,m}}$$ (11)
LSFD and LSFD+PBVC approaches. The PBVC outperforms both the UC and the FCF confirming that in a cell-free massive MIMO network it is better to decode the users’ symbols with the “right” subset of APs with respect to decode them by all the APs in the network. Additionally, the proposed approach offers better performance with respect to the LSFD and LSFD+PBVC in terms of sum-rate when the number of users is large, i.e., \( K = 40 \), while the LSFD and LSFD+PBVC outperforms the proposed approach when \( K = 20 \). This can be justified by the fact that the LSFD implements an additional weighting processing at the CPU improving the performance with respect to the maximum-ratio processing but when the number of users is larger, the amount of interference in the system is higher and selecting the right subset of APs in the system reduces the amount of the interference collected at the CPUs. We can see also that the LSFD+PBVC offers the same performance of the LSFD, that uses all the APs in the network, for \( L \geq 20 \) with a lower load on the cooperation link between the primary CPUs. In Fig. 3 we report the cumulative distribution functions (CDFs) of the rate per user in the considered approaches, focusing on \( L = 20 \). We can note that the PBVC offers good performance also in terms of rate per user improving the minimum performance of the users in the system. In particular, the 95%-likely throughput of the proposed approach when \( K = 40 \) is more than doubled, in fact it increases by about 145% with respect to the FCF and UC and by about 120% with respect to the LSFD. For a lower number of users, i.e., \( K = 20 \), the 95%-likely throughput of the proposed approach increases by about 112% with respect to the FCF and UC and by 20% with respect to the LSFD.

V. CONCLUSIONS

In this paper, we proposed a user association in a scalable cell-free massive MIMO system where the users are decoded only by a subset of APs in the network. The APs are grouped into cell-centric clusters connected to different cooperative CPUs and each user is associated with a virtual cluster of APs. The proposed user association procedure is aimed at the maximization of the sum-rate of the users in the system. In the numerical simulation, we compare the performance of the proposed technique with other approaches, in particular with the FCF, UC, and LSFD. We can note that the proposed technique does not outperform the alternatives in all the cases, but it offers a considerably lower backhaul load with a negligible performance loss with respect to the FCF and LSFD. Finally, we compare the performance obtained with the combination of the proposed approach with the LSFD, and we note that serving the users with the right set of APs offers the same performance of the LSFD applied to all the APs with a beneficial impact on the total backhaul load of the network.
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