Collective effects enhancing power and efficiency
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Energy conversion is most efficient for micro or nano machines with tight coupling between input and output power. To reach meaningful amounts of power, ensembles of $N$ such machines must be considered. We use a model system to demonstrate that interactions between $N$ tightly coupled nanomachines can enhance the power output per machine. Furthermore, while interactions break tight coupling and thus lower efficiency in finite ensembles, the macroscopic limit ($N \to \infty$) restores it and enhances both the efficiency and the output power per nanomachine.

Introduction— Improving the performances of machines at the macroscopic scale has always been a central objective of thermodynamics [1, 2]. Recent investigations have shown that by operating at small-scales, high efficiencies can be reached e.g. for thermoelectric devices [3–7], photoelectric cells [8], or molecular motors [9–14]. An important ingredient in this regard is the property of tight coupling. Close to equilibrium, this property implies that the Onsager matrix which characterizes how the input and output dissipative flows are coupled to each others becomes singular. Away from equilibrium, it implies that every cyclic processes performed by the machine carries the input flow as well as the output flow in the same proportion. In other words, the input and output flows are completely correlated and their ratio does not fluctuate [15]. Tight coupling is most naturally fulfilled in very small devices described by stochastic networks containing a single cycle [16]. It is known to lead to higher efficiencies both close [9, 12, 17] and far form equilibrium such as at maximum power [16, 18–20].

Despite extensive studies on the power-efficiency trade-off [21–23] and growing evidence that reversible efficiencies may be approached away from equilibrium [15, 24–29], the drawback of nano-machines remains the low power they deliver. A natural way to overcome this limitation is to assemble large numbers of nano-machines [30]. This immediately raises the question whether interactions amongst those machines may be used to improve the performance per machine. This is a-priori not obvious because interactions are expected to decorrelate the input and output flows and to thus break the tight coupling property. While mean field treatments in the context of molecular motors and coupled oscillators have demonstrated the existence of such cooperative effects [31–33], little is known on their dependence in the number of machines.

Our aim in this letter is to study the efficiency and output power of a collective machine made of $N$ interacting unicyclic nanomachines, focusing on the role of the interaction strength and of $N$. The machines are two level systems which repel each other when in different states and which are subjected to a nonconservative force $F$ and in contact with two thermal reservoirs at inverse temperatures $\beta_x = 1/(k_B T_x)$, with $\nu = 1, 2$, $k_B = 1$ and $\beta_1 > \beta_2$. A variant of this machine was introduced in Ref. [34] to study negative mobility. It is simple enough to solve the mean field theory exactly which reveals a pitchfork bifurcation and a phase transition [35]. Furthermore, the dynamics and thermodynamics of the collective machine can be exactly mapped (at steady-state) from the many-body microscopic space into a much smaller density space [36]. Consequently, both the mean field and the finite but large $N$ properties of the machine are accessible via numerically exact calculations.

Our central result is that the efficiency of our collective machine operating as a heat engine increases with the number of interacting machines. This occurs before and after the bifurcation and despite the fact that interaction at finite $N$ suppresses the tight coupling property of the individual machines. Remarkably, the macroscopic limit ($N$ very large) restores the tight coupling and enables the collective machine to reach the reversible efficiency. To our knowledge, this is the first time that an explicit mechanism is proposed to reach tight coupling in a macroscopic device made of interacting nanomachines. We also find that the interaction enables each particle to carry more energy, thus increasing the heat and work fluxes across the machine. Interestingly the most mechanical power is produced after the bifurcation, when a new stable branch appears, but before it becomes the dominant one because this new branch corresponds to a dud engine (i.e. a machine producing no work).

Stochastic model and thermodynamics— We start by considering a single noninteracting unicyclic nanomachine $i$, sketched in Fig. 1(a). It can be thought as a particle which can hop in two ways between a lower state $s_i = 0$ of energy zero and an upper state $s_i = 1$ of energy $E$. One way involves crossing an energy barrier of height $E_a$ by exchanging energy with the cold reservoir $\nu = 1$ while another way involves crossing another energy barrier of the same height but by exchanging energy with the hot reservoir $\nu = 2$. Furthermore, hopping from
where \( p^*(\{s\}) \) is the stationary probability to find the system in state \( \{s\} \). By substituting (2) in (3) as detailed in [36], we find the more physically appealing decomposition \( \langle \sigma \rangle = \langle \sigma^w \rangle + \langle \sigma^q \rangle \), where

\[
\langle \sigma^w \rangle = \beta_1 \langle \dot{w} \rangle = -2 \beta_1 F \sum_{n=0}^{N-1} j_n^{(2)},
\]

is proportional to \( \langle \dot{w} \rangle \), the average work rate produced per machine, and \( \langle \sigma^q \rangle = (\beta_1 - \beta_2) \langle \dot{q} \rangle \) is proportional to \( \langle \dot{q} \rangle \), the heat rate per machine absorbed by the system from the hot reservoir. One has more precisely

\[
\langle \sigma^q \rangle = (\beta_1 - \beta_2) \sum_{n=0}^{N-1} \left[ V \left( 1 - \frac{2n}{N} \right) + E + F \right] j_n^{(2)}. \tag{5}
\]

In both Eqs. (4–5), the net number of transitions per unit time from \( n \) to \( n+1 \) due to reservoir \( \nu \) is denoted

\[
N j_n^{(\nu)} \equiv \sum_{\{s\},i} \left( \omega_{\{s\},i} (\nu) \delta_{n,n(i)} \right) \omega_{\{s\},i}^{-1}(\nu) \delta_{n+1,n(i)} \right) p^*(\{s\}). \tag{6}
\]

Kronecker’s \( \delta_{y,z} \) vanishes when \( y \neq z \) and equals 1 otherwise. From Eqs. (4–5), we see that in absence of interactions, \( V = 0 \), the property of tight coupling is satisfied. Indeed both the work and the heat rates are in this case proportional to the same current \( \sum_{n=0}^{N-1} j_n \). However, this property is lost in presence of interaction since the heat looses this proportionality while the work does not.

Based on the entropy production decomposition (4–5), an unambiguous macroscopic efficiency of the machine operating as a heat engine ensues (see e.g. Ref. [2, 39–41])

\[
\eta \equiv \frac{\langle \sigma^w \rangle}{\langle \sigma^q \rangle} = -\frac{\langle \dot{w} \rangle}{\langle \dot{q} \rangle} \frac{1}{\eta_{\text{rev}}} \quad \text{with} \quad \eta_{\text{rev}} = 1 - \frac{T_1}{T_2}. \tag{7}
\]

Indeed, in this case work is extracted, \( \langle \dot{w} \rangle < 0 \), heat is absorbed from the hot reservoir, \( \langle \dot{q} \rangle > 0 \), particles rotates on average in the clockwise direction, and the efficiency is bounded by \( 1 \geq \eta > 0 \). When \( \langle \dot{w} \rangle > 0 \) and \( \langle \dot{q} \rangle > 0 \), the machine operates as a heat pump, particles rotate in the counter clockwise direction on average, and the macroscopic efficiency of the heat pump, \( 1/\eta \), is bounded by \( 1 \geq 1/\eta > 0 \). The dud engine regime occurs when \( \eta < 0 \).

**Mean field description**— We denote by \( x \equiv n/N \) the density of particles in the upper state. One can first attempt to solve the master equation ruling the evolution of the probability \( p(\{s\},t) \) of state \( \{s\} \) at time \( t \) by making use of a mean field approximation. The resulting nonlinear equation for the mean field density \( x^{\text{MF}} \) reads:

\[
\frac{dx^{\text{MF}}}{dt} = \sum_{\epsilon,\nu} \left( \delta_{1,\epsilon} - x^{\text{MF}} \right) e^{-\frac{\epsilon}{h} (E_a + \epsilon V (1-2x^{\text{MF}}) + E + \epsilon (1 - \nu)^* F)}, \tag{8}
\]
The stationary solution of this equation is plotted in the inset of Fig. 2(b). We see that the density undergoes a bifurcation indicating a first order phase transition [34].

We now turn to the mean field approximation for the heat and work parts of the entropy production that become

\[ \sigma_{mf}^w = -2 \beta_1 F j_{N_x}^{(2)} \]

\[ \sigma_{mf}^q = (\beta_1 - \beta_2) \left[ V (1 - 2x_{mf}) + E + F \right] j_{N_x}^{(2)} \]

because the number of particles in the upper state converges to \( N x_{mf} \) in the macroscopic limit. Note that the mean field approximation restores the tight coupling property in presence of interaction as both the work and heat rates become proportional to \( j_{N_x}^{(2)} \) in the macroscopic limit and hence proportional to each other. The efficiency becomes in the mean field description

\[ \eta_{mf} = \frac{\sigma_{mf}^w}{\sigma_{mf}^q} = \frac{\eta_{mf}}{\eta_{rev}} \]

where \( \eta_{mf} \) represents the macroscopic efficiency. The efficiency becomes higher in the macroscopic limit than at finite \( N \). Given that the mean field machine displays tight coupling, the operating mode switches from the heat pump to the heat engine regime at the reversible efficiency \( \eta_{mf}^r = 1 \) which corresponds to equilibrium. Using Eqs. (8) to (11), we can predict that the switch occurs at \( V = 1.02 \) for the set of parameters used in Fig. 2(a-b). A striking feature is that right above (resp. below) this value, the efficiency of the finite \( N \) heat engine (resp. heat pump) drops dramatically. For values of \( V \) right above \( V = 1.02 \), the interacting machine is even briefly dud before quickly coming back to a heat engine regime. This singular behavior is due to the lack of tight coupling between the heat and work rates. Indeed, when the heat received from the hot reservoir vanishes, \( \eta \) diverges since the work can take a finite value in absence of tight coupling, as shown in the inset of Fig. 2(a). Instead, when tight coupling is restored in the large \( N \) limit (i.e. at the mean field level), both work and heat vanish together (even in presence of a finite temperature gradient and force) while the efficiency involving their ratio tends to one. This would be impossible without tight coupling, making non-tightly coupled machines systematically more dissipative.

In Fig. 2(a), we consider the mean field work and heat rate per machine as a function of the interaction \( V \) when the work rate is maximized with respect to the force \( F \). We clearly see that as the interaction is increased, up to a five order of magnitude growth in the work rate delivered per machine is observed. This enhancement persists...
as long as the phase transition has not occurred. Beyond this point, the work rate starts decreasing. The heat rate follows a similar trend but saturates instead of decreasing after the phase transition. The corresponding efficiency at maximum power, $\eta^*$, is represented on Fig. 3(b). It follows a trend similar to the value of the force which maximizes the work rate, $F^*$, and which is represented in Fig. 3(c). Both curves display two maxima separated by a same minimum. The second maximum is very abrupt and corresponds to the phase transition. Interestingly, after this second maximum, $F^*$ starts following the red-dashed critical line (i.e. the critical value of $F$ at which the transition occurs for a given $V$). The line is not crossed by the optimization procedure because for greater values of the force, the phase transition would push the machine into the new stable branch which produces less power. The loss in power and efficiency after the second maximum can thus be seen as the price to pay for preventing the phase transition to occur.

Conclusions— By studying power generation and its efficiency using an explicit model of interacting machines undergoing a phase transition, we were able to draw two main conclusions: interactions between a large number of machines can respectively enhance the power generation and the efficiency. Further insight might be revealed by studying efficiency fluctuations [40–47]. The emergence of tight coupling in the thermodynamic limit can be seen as resulting from the emergence of a conservation law. Indeed, it was recently show in Ref. [48] that the number of independent thermodynamic forces controlling the steady state entropy production of a machine is equal to the number of thermodynamic intensive variable characterizing the reservoirs, here three ($\beta_1$, $\beta_2$ and $F$), minus the number of conservation laws (i.e. the number of constrains between steady state currents). In absence of tight coupling this number is one due to energy conservation in the system and as a result two independent forces ensue: $\beta_1 - \beta_2$ and $\beta_1 F$. But tight coupling, by further constraining the currents, creates an additional conservation law which results in a single independent force instead of two. This latter is easily obtained as the prefactor of the current when summing (9) and (10). The present model provides an explicit mechanism demonstrating that new conservation laws can emerge in the thermodynamic limit. The generality of this mechanism is still to be better understood and further investigations are required to determine if a similar mechanism can exist for machines modeled by more complex graphs or for ensemble of machines with short range interactions [49]. In any case, our results provide an interesting hint on how to design highly efficient machines producing significant power.
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**FIG. 3.** (a) Mean field work rate per machines maximized with respect to the force $F$ as a function of the interaction energy $V$ (lines without crosses) and corresponding mean field heat rate (lines with crosses). The black lines correspond to the work rate optimization when the system undergoes the phase transition. The beige dot-dashed lines are obtained when the optimization is performed by forcing the system to remain on the same branch before and after the transition (i.e. one artificially suppresses the phase transition). (b) Efficiency at maximum work rate as a function of the interaction $V$. (c) Force maximizing the work rate, $F^*$. The three orange, light blue and red dashed lines (from left to right) denote respectively transition lines in $F$ above which the machine operates as a HP and below which it operates as a HE (orange), above which multistability emerges (light blue), above which the phase transition occurs (red). Other parameters: $E_u = 2.0$, $E = 0.1$, $\beta_1 = 10$, $\beta_2 = 1$. The heat and work rates are in units of $k_B T_2$ and $F$ is in unit of $k_B T_2$.
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In this supplementary material, we show that the dynamics of the many-body system can be coarse-grained exactly. Then, we prove that the entropy production can also be coarse-grained exactly. Finally, we derive the explicit stationary probability enabling to compute the heat and work rates of the collective machine with a finite number of particles.

The exact dynamics in term of microscopic states (i.e. many-body states), \{s\}, introduced in the letter in Eq. (??), can be exactly mapped into a dynamics on mesostates \(n(\{s\}) = \sum_{i=0}^{N} s_i\) denoting the number of particles in the upper state. The mesostate probability \(p(n, t) = \sum_{\{s\}} p(\{s\}, t)\delta_{n(\{s\}), n}\) evolves according to

\[
\frac{\partial}{\partial t} p(n, t) = \sum_{\epsilon = \pm 1} p(n + \epsilon, t) k_{n+\epsilon, n} - p(n, t) \sum_{\epsilon = \pm 1} k_{n, n+\epsilon},
\]

where the transition rates for jumping from \(n \rightarrow n + \epsilon\) due to reservoir \(\nu\) are given by

\[
k_{n+\epsilon, n}^{(\nu)} = \sum_{i} \omega_{\{s\}_i, \{s\}}^{(\nu)} \delta_{n, n(\{s\})} \delta_{s_i, (\epsilon+1)/2},
\]

\[
= N \left( \frac{1 + \epsilon}{2} - \frac{n}{N} \right) e^{-\frac{n}{N}(E_n + \epsilon V (1-2\nu)/\nu E + (\epsilon-1)^\nu F)}.
\]

This result is due to the fact that the microscopic rates in Eq. (??) are the same for all microstates \{s\} associated to the same mesostate \(n\). The mesoscopic rates satisfy the local detailed balance

\[
\ln \frac{k_{n+\epsilon, n}^{(\nu)}}{k_{n, n+\epsilon}^{(\nu)}} = -\beta \nu (\mathcal{F}_{n+\epsilon}^{(\nu)} - \mathcal{F}_n^{(\nu)} - W_{n+\epsilon, n}^{(\nu)}),
\]

where each state has now an associated free energy \(\mathcal{F}_n^{(\nu)} = U_n - S_n / \beta \nu\) with an energy \(U_n = V n (N-n)/N\) and an internal entropy \(S_n = \ln N!/[n!(N-n)!]\). The elementary work \(W_{n+\epsilon, n}^{(\nu)} = \epsilon (-1)^\nu F\) represents the energy provided by the non conservative force at each jump. The total rates \(k_{n+\epsilon, n} = \sum_\nu k_{n+\epsilon, n}^{(\nu)}\) are not detailed balance.

Using Eqs. (??) and (??) of the main text, the entropy production rate can be rewritten as

\[
\langle \sigma \rangle = -\frac{1}{N} \sum_{\{s\}, \epsilon, i} \omega_{\{s\}, \{s\}}^{(1)} p^\ast(\{s\}) [U(\{s\}_i) - U(\{s\}) + \epsilon F],
\]

\[
-\frac{1}{N} \sum_{\{s\}, \epsilon, i} \omega_{\{s\}, \{s\}}^{(2)} p^\ast(\{s\}) [U(\{s\}_i) - U(\{s\}) + \epsilon F],
\]

\[
\langle \sigma \rangle = \frac{2}{N} \beta F \sum_{\{s\}, \epsilon, i} \sum_{\nu} \epsilon \omega_{\{s\}, \{s\}}^{(1)} p^\ast(\{s\}) - \frac{1}{N} \sum_{\{s\}, \epsilon, i} p^\ast(\{s\}) [U(\{s\}_i) - U(\{s\}) + \epsilon F] \sum_\nu \beta \nu \omega_{\{s\}, \{s\}}^{(\nu)},
\]

\[
\langle \sigma \rangle = 2 \beta F \sum_{n} j_{n}^{(1)} - \frac{1}{N} \sum_{\nu} \sum_{\{s\}, \epsilon, i} \epsilon \left[ V \left( 1 - \frac{2n}{N} \right) + E + F \right] \omega_{\{s\}, \{s\}}^{(\nu)} p^\ast(\{s\}) \delta_{n+(1-\epsilon)/2, n(\{s\})},
\]

\[
\langle \sigma \rangle = 2 \beta F \sum_{n} j_{n}^{(1)} - \sum_{n, \nu} \left[ V \left( 1 - \frac{2n}{N} \right) + E + F \right] \beta \nu j_{n}^{(\nu)} = \langle \sigma^\nu \rangle + \langle \sigma^0 \rangle,
\]

which is the result obtained in Eqs. (??) and (??) when using \(j_{n}^{(1)} + j_{n}^{(2)} = 0\). Indeed, the total probability current to the right should vanish in the stationary state, implying \(j_{n}^{(1)} + j_{n}^{(2)} = 0\) for all \(n\), as is clear from Fig. F1.
FIG. F1. Network representation of an ensemble of $N$ interacting machines; the two types of edges correspond to the hot (red) and cold (blue) heat reservoir. Indiscernibility allows us to identify all the states $\{s\}$ with the same number of particles $n = n(\{s\})$ in the upper state.

We now turn to the stationary probability given by the spanning tree formula [1]:

$$p_{\text{stat}}(n) \propto \sum_{T_\alpha(n)} \prod_{(n, \epsilon)} k_{n+\epsilon,n}^{(\nu)}. \tag{M5}$$

The sum runs on all spanning trees $T_\alpha(n)$ rooted in $n$. The product spans all possible edges (oriented to the root) in a tree: $(n, \epsilon)$ is the edge associated to the transition $n \to n + \epsilon$. For the network displayed in Fig. F1, the sum on spanning trees can be factorized into the more explicit expression

$$p_{\text{stat}}(n) = \frac{1}{Z} \left[ \prod_{m=0}^{n-1} \sum_{\nu} k_{m+1,m}^{(\nu)} \right] \left[ \prod_{m=n+1}^{N} \sum_{\nu} k_{m-1,m}^{(\nu)} \right], \tag{M6}$$

where $Z$ is a normalization constant scaling like $N^N$. Using this stationary probability, the steady state probability currents read

$$Nj_n^{(2)} = k_{n+1,n}^{(2)} p_{\text{stat}}(n) - k_{n,n+1}^{(2)} p_{\text{stat}}(n+1). \tag{M7}$$

The finite size results of Fig. ?? are obtained using Eqs. (M4), (M6) and (M7).
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