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Abstract

In this monograph we undertake a comprehensive study of separable representations (as well as their unitary equivalence classes) of C*-algebras associated to strongly connected finite k-graphs Λ. We begin with the representations associated to the Λ-semibranching function systems introduced by Farsi, Gillaspy, Kang, and Packer in [37], by giving an alternative characterization of these systems which is more easily verified in examples. We present a variety of such examples, one of which we use to construct a new faithful separable representation of any row-finite source-free k-graph. Next, we analyze the monic representations of C*-algebras of finite k-graphs. We completely characterize these representations, generalizing results of Dutkay and Jorgensen [30] and Bezuglyi and Jorgensen [10] for Cuntz and Cuntz-Krieger algebras respectively. We also describe a universal representation for non-negative monic representations of finite, strongly connected k-graphs. To conclude, we characterize the purely atomic and permutative representations of k-graph C*-algebras, and discuss the relationship between these representations and the classes of representations introduced earlier.
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1 Introduction

Commutative harmonic analysis can be thought of as the study of representations of abelian groups. By extension, non-commutative harmonic analysis includes the study of representations of non-abelian groups. To build a coherent theory of harmonic analysis, however, one must first develop a version of Pontryagin duality for non-abelian groups. There are several natural and well-established options for such a duality theory, including Tannaka-Krein duality \[65, 66\] and Woronowicz’ quantum groups \[92, 93\]. However, in this monograph we use the $C^*$-algebraic perspective. One can associate a $C^*$-algebra to any locally compact topological group, via a construction which reflects Pontryagin duality in the abelian case; therefore, $C^*$-algebras are a natural context for non-commutative harmonic analysis. Indeed, the perspective that representations of $C^*$-algebras should form a non-commutative generalization of harmonic analysis has been a guiding principle throughout the development of $C^*$-algebra theory, since its initial formulation in \[19\]. Its range of applications is wide, and includes (among other fields) quantum physics \[67\], the spectral theory of quasicrystals \[6, 63\], the analysis of fractals and self-similar structures \[52, 28, 75\], and symbolic dynamics.
Here, our focus is a non-commutative harmonic analysis of countable (discrete) graphs. For the present case of higher-rank graphs and their associated semibranching function systems, we show that the representation theoretic approach leads to a fruitful and versatile non-commutative harmonic analysis. While our focus is non-commutative harmonic analysis, we stress that the literature dealing with analysis on graphs is substantial. In the paragraphs which follow, we discuss a few of the situations in which analysis on graphs has been profitably employed, and situate the present work in their context.

The research presented in the pages that follow develops a non-commutative harmonic analysis for higher-rank graphs. More precisely, we analyze several different types of separable representations for the $C^*$-algebras associated to higher-rank graphs (see Definition 2.1 below), and also present a variety of examples of such representations. The classes of representations that we focus on in this paper are the representations associated to $\Lambda$-semibranching function systems, first introduced in [37]; monic representations, introduced in Section 8; purely atomic representations, which we introduce in Section 10; and permutative representations, which we introduce in Section 11. Several sections (namely Sections 5, 6, and 8.1) are devoted to illustrating our results via a broad spectrum of examples.

Building on the work of Robertson and Steger [84, 85], Kumjian and Pask introduced higher-rank graphs $\Lambda$ – also known as $k$-graphs – and their $C^*$-algebras $C^*(\Lambda)$ in [68] as generalizations of the Cuntz and Cuntz-Krieger $C^*$-algebras associated to directed graphs (cf. [20, 21, 34, 69]). To see the Cuntz and Cuntz-Krieger algebras as graph algebras, note that the Cuntz algebra $O_N$ [20] (which is perhaps the first example of graph $C^*$-algebras treated in the literature) is the graph $C^*$-algebra associated to the complete graph on $N$ vertices. Similarly, the Cuntz-Krieger algebra $O_A$ [21] is the $C^*$-algebra associated to the directed graph with adjacency matrix $A$. In contrast, a $k$-graph $\Lambda$ (see Definition 2.6 below) has $k$ adjacency matrices associated to it; one can view $\Lambda$ as a quotient of an edge-colored directed graph with $k$ colors of edges.

In addition to their relevance for $C^*$-algebraic classification [78, 86], the $C^*$-algebras of higher-rank graphs are closely linked with orbit equivalence for shift spaces [17] and with symbolic dynamics more generally [79, 88, 80], with fractals and self-similar structures [35, 36], and with renormalization problems in physics [40]. More links between higher-rank graphs and symbolic dynamics can be seen via [8, 9, 7] and the references cited therein. A wavelet-type representation for higher-rank graphs was introduced in [37]; indeed, connections with wavelets, which had earlier been identified in certain special cases [12, 30, 67, 31, 75], were a major source of inspiration for the research we present below. In the case of the Cuntz algebra $O_N$, its wavelet representations have relevance for Brownian motion [3] and quantum computing [34], among other applications.

Higher-rank graph $C^*$-algebras, and their twisted counterparts (developed in [71, 70]), share many of the important properties of graph $C^*$-algebras, including Cuntz-Krieger uniqueness theorems and realizations as (twisted) groupoid $C^*$-algebras. In addition to the manifold applications of higher-rank graphs already mentioned, many important examples of $C^*$-algebras (such as noncommutative tori [70] and quantum Heegaard spheres [17]) can be viewed as twisted $k$-graph $C^*$-algebras.

Both $k$-graph $C^*$-algebras, and the Cuntz and Cuntz-Krieger $C^*$-algebras, often fall in a class of non-type I, and in fact purely infinite $C^*$-algebras. The significance of this for representation theory is that the unitary equivalence classes of irreducible representations of
$k$-graph algebras do not lend themselves to explicit parametrizations. In fact, on account of work by Glimm, Dixmier, and Effros [42, 25, 32, 33], we know that, for these $C^*$-algebras, the corresponding sets of equivalence classes of irreducible representations do not arise as Borel cross sections. In short, for these $C^*$-algebras, only subfamilies of irreducible representations admit “reasonable” parametrizations.

Nonetheless, various specific subclasses of representations of Cuntz and Cuntz-Krieger algebras have been extensively studied by many researchers, who were motivated by their applicability to a wide variety of fields. In addition to the connections with wavelets which were indicated above (cf. also 27, 28, 75, 38, 36), representations of Cuntz-Krieger algebras have been linked to fractals and Cantor sets [90, 61, 35, 36] and to the endomorphism group of a Hilbert space [14, 72]. Indeed, the astonishing goal of identifying both discrete and continuous series of representations of Cuntz (and to some extent Cuntz-Krieger) algebras, was accomplished in [30, 31, 10], building on the pioneering results of [12].

In the setting of higher-rank graphs, however, researchers have not yet begun the (admittedly daunting) task of analyzing the representation theory of $k$-graph $C^*$-algebras, save in certain specific cases. Indeed, in the representation of $C^*(\Lambda)$ which appears most commonly in the literature, $C^*(\Lambda)$ acts on $\ell^2(\Lambda^\infty)$. The space $\Lambda^\infty$ of infinite paths in a $k$-graph $\Lambda$ is usually a Cantor set, making this representation highly nonseparable. Although the primitive ideal space of higher-rank graph $C^*$-algebras is well understood [16, 58], representations of these $C^*$-algebras have only been systematically studied in the one-vertex case [22, 94, 24]. This motivated us to undertake the detailed study of separable representations of $k$-graph $C^*$-algebras and their unitary equivalence classes which is contained in these pages. The representations associated to $\Lambda$-semibranching function systems, which were introduced in [37] for finite higher-rank graphs $\Lambda$, form our jumping-off point.

Readers familiar with the study of representations of non-type I $C^*$-algebras will appreciate the fact that insight is hard fought, and is gained primarily by a focus on particular cases. The classes of representations of $k$-graph $C^*$-algebras that we consider in this paper have been chosen with an eye to applications. As indicated in the preceding paragraphs, particular representations of Cuntz and Cuntz-Krieger algebras have contributed key insights to hundreds of questions in mathematics, physics, and even engineering.

The present study of representations of higher-rank graphs goes far beyond these recent investigations. By expanding such fertile families of representations from the Cuntz algebra setting to the $k$-graph setting, which encompasses a much broader class of non-type I $C^*$-algebras, we anticipate that the research contained in these pages will facilitate further progress in a diverse and extensive range of fields. The following is a sample: branching laws for endomorphisms of fermions, see e.g., [1], Markov measures, transfer operators, wavelets and multiresolutions [2], fractional Brownian motion [3], quasi-crystals, see e.g., [6], substitution dynamical systems and complexity, structure of invariant measures, Markov and more general path-space measures, measurable partitions [7], [9], [10], and [12], noncommutative geometry [19], topological Markov chains [21], martingales [27], fractals and self-similarity [28], spectral triples [36], renormalization theory (physics) [40], topological orbit equivalence [41], wavelet filters [51], continued fraction expansions [60, 61], tilings and tiling space [63], quantum channels [67], group actions on the boundary of triangle buildings [84], and entropy [88, 89].
1.1 Structure of the paper; main results

We begin in Section 2 with an introduction to higher-rank graphs and their $C^*$-algebras, followed by a review of the $\Lambda$-semibranching function systems introduced in [37]. Intuitively, a $\Lambda$-semibranching function system (see Definition 2.8 and Theorem 4.1 below) encodes the generating relations of $C^*(\Lambda)$ into a measure space $(X, \mu)$, in such a way as to induce a representation of $C^*(\Lambda)$ on $L^2(X, \mu)$. When $\Lambda$ is a directed graph (equivalently, a Cuntz-Krieger algebra), such semibranching function systems have been studied in [44, 45, 75, 59, 10] among others. Section 2 concludes with several results related to the Kolmogorov Extension Theorem which we use repeatedly throughout this work.

By Theorem 3.5 of [37], when $\Lambda$ is finite, any $\Lambda$-semibranching function system on $L^2(X, \mu)$ induces a representation of $C^*(\Lambda)$ on $L^2(X, \mu)$. However, this representation will not usually be faithful (see Theorem 3.6 of the same paper). The first main result of this paper is therefore Theorem 3.8 in Section 3.2, which constructs a faithful separable representation of any row-finite, source-free $k$-graph. The representation of Theorem 3.8 is based on a simpler construction (Theorem 3.4), which exemplifies many of the objects studied in this monograph. Although the representation of Theorem 3.4 is initially defined on an inductive limit Hilbert space, rather than $L^2(X, \mu)$, we show in Proposition 3.5 that this representation can be viewed as a $\Lambda$-semibranching function system. It also gives an example of a permutative representation (see Section 11 below).

After rephrasing (in Section 4) the definition of a $\Lambda$-semibranching function system into a format which is easier to check in examples, we present a variety of examples of $\Lambda$-semibranching function systems in Sections 5 (where $X$ is a Lebesgue measure space) and 6 (where $X = \Lambda^\infty$ is the infinite path space of the higher-rank graph). Through careful computations of the Radon-Nikodym derivatives associated to the semibranching function systems, we analyze the relationship between their associated representations and the $\Lambda$-semibranching representation on $L^2(\Lambda^\infty, M)$ which was introduced in Proposition 3.4 of [37].

Before turning our attention to a more theoretical and systematic analysis of the separable representations of $C^*(\Lambda)$ in the second half of this monograph, we spend Section 7 developing the technical tools we will need for this analysis: a refinement of a $\Lambda$-semibranching function system which we call a $\Lambda$-projective system (Definition 7.1), and the projection-valued measure $P = P_\pi$ on $\Lambda^\infty$ which is canonically associated to each representation $\pi$ of $C^*(\Lambda)$. The projection-valued measure can also be viewed as a spectral resolution of the infinite path space; the associated decomposition of the representation of the $k$-graph algebras will serve as a base for analyzing monic and purely atomic representations in Sections 8 and 10 respectively.

Section 8 then contains our next main result, Theorem 8.2: when $\Lambda$ is finite, every monic representation of $C^*(\Lambda)$ arises from a $\Lambda$-projective system on $\Lambda^\infty$, and every such $\Lambda$-projective system gives rise to a monic representation. A monic representation of $C^*(\Lambda)$ is one whose restriction to $C(\Lambda^\infty) \subseteq C^*(\Lambda)$ admits a cyclic vector. Such representations were first studied in [30] for the Cuntz algebras, and subsequently in [10] in the Cuntz-Krieger case. However, Theorem 8.2 implies sharper results for the Cuntz and Cuntz-Krieger case.

---

1The measure $M$ was introduced in Definition 8.1 of [48]; Theorem 3.14 of [36] then established that $M$ is the Hausdorff measure on $\Lambda^\infty$ under mild hypotheses.
than had previously been obtained.

Having classified the monic representations of finite $k$-graphs in Section 8, we pause to revisit the examples of Section 5. While many of them are monic, Example 5.1 (see also Example 8.5) demonstrates that not all $\Lambda$-semibranching function systems give rise to monic representations. Our computations in Section 8.1 rely on Theorem 8.4 which gives an alternative characterization of when a $\Lambda$-semibranching function system gives rise to a monic representation. In addition to streamlining our arguments in this section, we believe Theorem 8.4 will be of independent interest.

Section 9 relates monic representations to Nelson’s universal Hilbert space, which we denote $\mathcal{H}(\Lambda^\infty)$. In particular, Theorem 9.7 implies that every monic representation whose associated $\Lambda$-projective system consists of positive functions is unitarily equivalent to a sub-representation of the so-called “universal representation” of $C^*(\Lambda)$ on $\mathcal{H}(\Lambda^\infty)$ which is described in Proposition 50.

In the final two sections, we develop analogues for higher-rank graphs of two classes of representations which have been particularly fruitful in the Cuntz algebra setting: namely, permutative representations, introduced in [12] for Cuntz algebras, and purely atomic representations [31]. Permutative representations, in particular, have been linked to continued fractions [62] and to fermionic representations [1]. Many of the results which we obtain for purely atomic representations in Section 10, and for permutative representations in Section 11, strongly echo the initial results obtained in the Cuntz algebra setting. Given the fundamental structural differences between Cuntz algebras and $k$-graph algebras (for example, the latter need not be simple, nor is their $K$-theory known in general), the relative ease with which the results for Cuntz algebras extend to the $k$-graph context is another indication of the importance of these classes of representations.

While we were in the process of writing up the results presented below, D. Gonçalves, H. Li, and D. Royer posted a manuscript [46] on the arXiv in which they introduce a definition of $\Lambda$-semibranching function systems for more general finitely-aligned higher-rank graphs. While there is some overlap between their work and ours, especially concerning the case of $k$-graphs with one vertex, our systematic analysis of monic, purely atomic, and permutative representations of $k$-graph $C^*$-algebras is completely new. We also hope that our focus in this monograph on concrete examples of representations of finite higher-rank graphs will invite more researchers to join us in studying these fascinating objects.
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2 Foundational material

2.1 Higher-rank graphs

We will now describe in detail higher-rank graphs and their $C^*$-algebras. For this purpose we begin by recalling a few central points from the foundational work of Kumjian and Pask on higher-rank graphs.

Let $\mathbb{N} = \{0, 1, 2, \ldots\}$ denote the monoid of natural numbers under addition, and let $k \in \mathbb{N}$ with $k \geq 1$. We write $e_1, \ldots, e_k$ for the standard basis vectors of $\mathbb{N}^k$, where $e_i$ is the vector of $\mathbb{N}^k$ with 1 in the $i$-th position and 0 everywhere else.

Definition 2.1. [68, Definition 1.1] A higher-rank graph or $k$-graph is a countable small category $\Lambda$ with a degree functor $d : \Lambda \to \mathbb{N}^k$ satisfying the factorization property: for any morphism $\lambda \in \Lambda$ and any $m, n \in \mathbb{N}^k$ such that $d(\lambda) = m + n \in \mathbb{N}^k$, there exist unique morphisms $\mu, \nu \in \Lambda$ such that $\lambda = \mu \nu$ and $d(\mu) = m, d(\nu) = n$.

Readers who are new to the study of higher-rank graphs may wish to review the examples presented in Sections 5 and 6 below, before reading further. The diagrams included with these examples, and the factorization rules described there, will give the reader more geometric, analytic, and combinatorial insight into the factorization property and its consequences.

When discussing $k$-graphs, we use the arrows-only picture of category theory; thus, objects in $\Lambda$ are identified with identity morphisms, and the notation $\lambda \in \Lambda$ means $\lambda$ is a morphism in $\Lambda$.

We often regard $k$-graphs as a generalization of directed graphs, so we call morphisms $\lambda \in \Lambda$ paths in $\Lambda$, and the objects (identity morphisms) are often called vertices. For $n \in \mathbb{N}^k$ and vertices $v, w$ of $\Lambda$, we write

$$\Lambda^n := \{\lambda \in \Lambda : d(\lambda) = n\}$$

With this notation, note that $\Lambda^0$ is the set of objects (vertices) of $\Lambda$. Occasionally, we call elements of $\Lambda^{e_i}$ (for any $i$) edges.

We write $r, s : \Lambda \to \Lambda^0$ for the range and source maps in $\Lambda$ respectively, and

$$v \Lambda w := \{\lambda \in \Lambda : r(\lambda) = v, s(\lambda) = w\}.$$ 

Combining this notational convention with that of Equation (1) results in abbreviations such as

$$v \Lambda^n := \{\lambda \in \Lambda : r(\lambda) = v, d(\lambda) = n\}$$

Recall that a small category is one in which the collection of arrows is a set.
which we will use throughout the paper.

For \( m, n \in \mathbb{N}^k \), we write \( m \lor n \) for the coordinatewise maximum of \( m \) and \( n \). Given \( \lambda, \eta \in \Lambda \), we write
\[
\lambda \min (\lambda, \eta) := \{ (\alpha, \beta) \in \Lambda \times \Lambda : \lambda \alpha = \eta \beta, \ d(\lambda \alpha) = d(\lambda) \lor d(\eta) \}.
\] (2)

Then we denote the set of minimal common extensions of \( \lambda, \eta \in \Lambda \) by
\[
\text{MCE}(\lambda, \eta) := \{ \lambda \alpha : (\alpha, \beta) \in \lambda \min (\lambda, \eta) \} = \{ \eta \beta : (\alpha, \beta) \in \lambda \min (\lambda, \eta) \}.
\]

If \( k = 1 \), then \( \lambda \min (\lambda, \eta) \) will have at most one element; this need not be true in a \( k \)-graph if \( k > 1 \).

We say that a \( k \)-graph \( \Lambda \) is finite if \( \Lambda^n \) is a finite set for all \( n \in \mathbb{N}^k \) and say that \( \Lambda \) has no sources or is source-free if \( v \Lambda^n \neq \emptyset \) for all \( v \in \Lambda^0 \) and \( n \in \mathbb{N}^k \). It is well known that this is equivalent to the condition that \( v \Lambda^e_i \neq \emptyset \) for all \( v \in \Lambda \) and all basis vectors \( e_i \) of \( \mathbb{N}^k \). We say that \( \Lambda \) is row-finite if \( |v \Lambda^n| < \infty \) for all \( v \in \Lambda^0 \) and \( n \in \mathbb{N}^k \), and we say that \( \Lambda \) is finitely aligned if \( \lambda \min (\lambda, \eta) \) is finite (possibly empty) for all \( \lambda, \eta \in \Lambda \). We are mostly interested in finite (or row-finite) \( k \)-graphs; in fact all of our examples are finite \( k \)-graphs. For those interested in finitely-aligned \( k \)-graphs, we suggest consulting [82]; semibranching function systems for these \( k \)-graphs have recently been introduced in [46].

We often visualize a \( k \)-graph as a (quotient of a) \( k \)-colored directed graph via the equivalence relation induced by the factorization rules. To be precise, for each \( 1 \leq i \leq k \), we can define the \emph{i}th vertex matrix \( A_i \in M_{\Lambda^0}(\mathbb{N}) \) by
\[
A_i(v, w) = |v \Lambda^e_i w|.
\] (3)

Observe that the factorization rules imply that \( A_i A_j = A_j A_i \) for \( 1 \leq i, j \leq k \). Indeed, given a pair of composable edges \( f_1 \in v \Lambda^e_i z, f_2 \in z \Lambda^e_j w \), the factorization rule implies that since \( d(f_1 f_2) = e_i + e_j = e_j + e_i \), the morphism \( f_1 f_2 \in \Lambda \) can also be described uniquely as
\[
f_1 f_2 = g_2 g_1 \text{ where } g_2 \in v \Lambda^e_i , \ g_1 \in \Lambda^e_j w.
\]

Thus, we think of the matrix \( A_i \) as the adjacency matrix for a graph of color \( i \) on the vertex set \( \Lambda^0 \). The factorization rule tells us that we must “collapse” commuting bi-colored squares in this graph into a single morphism in \( \Lambda \).

We now describe two fundamental examples of higher-rank graphs which were first mentioned in the foundational paper [68].

\textbf{Example 2.2.} (a) For any directed graph \( E \), let \( \Lambda_E \) be the category of its finite paths.

Then \( \Lambda_E \) is a 1-graph with the degree functor \( d : \Lambda_E \to \mathbb{N} \) which takes a finite path \( \eta \) to its length \( |\eta| \) (the number of edges making up \( \eta \)).

(b) For \( k \geq 1 \), let \( \Omega_k \) be the small category with
\[
\text{Obj}(\Omega_k) = \mathbb{N}^k, \quad \text{and} \quad \text{Mor}(\Omega_k) = \{(p, q) \in \mathbb{N}^k \times \mathbb{N}^k : p \leq q \}.
\]

Again, we can also view elements of \( \text{Obj}(\Omega_k) \) as identity morphisms, via the map \( \text{Obj}(\Omega_k) \ni p \mapsto (p, p) \in \text{Mor}(\Omega_k) \). The range and source maps \( r, s : \text{Mor}(\Omega_k) \to \text{Obj}(\Omega_k) \) are given by \( r(p, q) = p \) and \( s(p, q) = q \). If we define \( d : \Omega_k \to \mathbb{N}^k \) by \( d(p, q) = q - p \), then one can check that \( \Omega_k \) is a \( k \)-graph with degree functor \( d \).
Definition 2.3 ([68] Definitions 2.1). Let $\Lambda$ be a $k$-graph. An infinite path in $\Lambda$ is a $k$-graph morphism (degree-preserving functor) $x : \Omega_k \to \Lambda$, and we write $\Lambda^\infty$ for the set of infinite paths in $\Lambda$. Since $\Omega_k$ has a terminal object (namely $0 \in \mathbb{N}^k$) but no initial object, we think of our infinite paths as having a range $r(x) := x(0)$ but no source. For each $m \in \mathbb{N}^k$, we have a shift map $\sigma^m : \Lambda^\infty \to \Lambda^\infty$ given by

$$\sigma^m(x)(p,q) = x(p + m, q + m)$$

for $x \in \Lambda^\infty$ and $(p,q) \in \Omega_k$.

We say that a $k$-graph $\Lambda$ is aperiodic if for each $v \in \Lambda^0$, there exits $x \in v\Lambda^\infty$ such that for all $m \neq n \in \mathbb{N}^k$ we have $\sigma^m(x) \neq \sigma^n(x)$.

Remark 2.4. The factorization rule implies an important property of infinite paths: for any $x \in \Lambda^\infty$ and $m \in \mathbb{N}^k$, we have $x = x(0,m)\sigma^m(x)$. Thus, every infinite path must contain infinitely many edges of each color. Moreover, if we take $m = (n,n,\ldots,n) \in \mathbb{N}^k$ for some $n \geq 1$, the factorization rule tells us that $x(0,m)$ can be written uniquely as a “rainbow sequence” of edges:

$$x(0,m) = f_1^1 f_2^1 \cdots f_k^1 f_1^2 \cdots f_k^2 f_1^3 \cdots f_k^n,$$

where $d(f_i^j) = e_i$. So if we have a 2-graph $\Lambda$, which can be visualized as a 2-colored graph (red and blue edges) with factorization rules, each infinite path $x \in \Lambda^\infty$ can be uniquely identified with an infinite string of alternating blue and red edges (setting blue to be “color 1” and red to be “color 2”). On the other hand, the factorization rule implies that each composable pair of blue-red edges is equivalent to a unique pair of composable red-blue edges, so $x$ is also equivalent to an infinite string of composable edges which alternate in color in the following pattern: red, blue, red, blue, \ldots.

We stress that even finite $k$-graphs (our main objects of interest in this paper) may have nontrivial infinite paths; in an infinite path, the same edge may occur multiple times and even infinitely many times.

It is well-known that the collection of cylinder sets

$$Z(\lambda) = \{ x \in \Lambda^\infty : x(0,d(\lambda)) = \lambda \},$$

for $\lambda \in \Lambda$, form a compact open basis for a locally compact Hausdorff topology on $\Lambda^\infty$, under reasonable hypotheses on $\Lambda$ (in particular, when $\Lambda$ is row-finite: see Section 2 of [68]). If a $k$-graph $\Lambda$ is finite, then $\Lambda^\infty$ is compact in this topology.

According to Proposition 8.1 of [48], for many finite higher-rank graphs there is a unique Borel probability measure $M$ on $\Lambda^\infty$ satisfying a certain self-similarity condition. To describe the measure $M$, we need more definitions.

Definition 2.5. We say that a $k$-graph is strongly connected if, for all $v, w \in \Lambda^0$, $v\Lambda w \neq \emptyset$.
where $\rho_i$ denotes the spectral radius of $A_i$. The vector $\kappa^\Lambda$ is called the (unimodular) Perron-Frobenius eigenvector of $\Lambda$. Then the measure $M$ on $\Lambda^\infty$ is given by

$$M(Z(\lambda)) = (\rho(\Lambda))^{-d(\lambda)}\kappa^\Lambda_{s(\lambda)} \quad \text{for } \lambda \in \Lambda,$$

where $\rho(\Lambda) = (\rho_1, \ldots, \rho_k)$ and $(\rho(\Lambda))^n = \rho_1^{n_1} \cdots \rho_k^{n_k}$ for $n = (n_1, \ldots, n_k) \in \mathbb{N}^k$. We call the measure $M$ the Perron-Frobenius measure on $\Lambda^\infty$. Proposition 8.1 of [48] establishes that if $\mu$ is a Borel probability measure on $\Lambda^\infty$ such that

$$\mu(Z(\lambda)) = \rho(\Lambda)^{-d(\lambda)}\mu(Z(s(\lambda))) \quad \text{for all } \lambda \in \Lambda,$$

then $\mu = M$.

Now we introduce the $C^*$-algebra associated to a $k$-graph $\Lambda$. Here we only consider row-finite $k$-graphs with no sources. For $C^*$-algebras associated to more general $k$-graphs, see for example [82].

**Definition 2.6.** Let $\Lambda$ be a row-finite $k$-graph with no sources. A Cuntz-Krieger $\Lambda$-family is a collection $\{t_\lambda : \lambda \in \Lambda\}$ of partial isometries in a $C^*$-algebra satisfying

(CK1) $\{t_v : v \in \Lambda^0\}$ is a family of mutually orthogonal projections,

(CK2) $t_\lambda t_\eta = t_{\lambda\eta}$ if $s(\lambda) = r(\eta)$,

(CK3) $t_\lambda^* t_\lambda = t_{s(\lambda)}$ for all $\lambda \in \Lambda$,

(CK4) for all $v \in \Lambda$ and $n \in \mathbb{N}^k$, we have

$$t_v = \sum_{\lambda \in v_{\Lambda^n}} t_\lambda t_\lambda^*.$$

The Cuntz–Krieger $C^*$-algebra $C^*(\Lambda)$ associated to $\Lambda$ is the universal $C^*$-algebra generated by a Cuntz–Krieger $\Lambda$-family.

One can show that

$$C^*(\Lambda) = \text{span}\{t_\alpha t_\beta^* : \alpha, \beta \in \Lambda, \ s(\alpha) = s(\beta)\}.$$ 

Also, (CK4) implies that for all $\lambda, \eta \in \Lambda$, we have

$$t_\lambda^* t_\eta = \sum_{(\alpha, \beta) \in \Lambda^{\min}(\lambda, \eta)} t_\alpha t_\beta^*.$$ 

The universal property implies that the $C^*$-algebra $C^*(\Lambda)$ carries a strongly continuous action $\gamma$ of the $k$-torus $\mathbb{T}^k$, called the gauge action, which is given by

$$\gamma_z(t_\lambda) = z^{d(\lambda)}t_\lambda,$$

where $z^n = \prod_{i=1}^k z_i^{n_i}$ for $z = (z_1, \ldots, z_k) \in \mathbb{T}^k$ and $n = (n_1, \ldots, n_k) \in \mathbb{N}^k$. Note that we only discuss the gauge action in Section 3.
2.2 Λ-semibranching function systems and their representations

In [37], separable representations of $C^*(Λ)$ were constructed by using Λ-semibranching function systems on measure spaces. A Λ-semibranching function system is a generalization of the semibranching function systems studied by Marcolli and Paolucci in [75]. These objects play an important role in our analysis of other classes of representations of $C^*(Λ)$, such as the monic representations we introduce in Section 8, and the permutative representations of Section 11. Here we review basic definitions and introduce the standard example of a Λ-semibranching function system on $(Λ^∞, M)$ and its associated representation: see Example 2.11.

Definition 2.7. [75, Definition 2.1] Let $(X, µ)$ be a measure space. Suppose that, for each $1 \leq i \leq N$, we have a measurable map $σ_i : D_i \to X$, for some measurable subsets $D_i \subset X$.

The family $\{σ_i\}_{i=1}^N$ is a semibranching function system if the following holds:

(a) Setting $R_i = σ_i(D_i)$, we have

$$μ(Χ \setminus \bigcup_i R_i) = 0, \quad μ(R_i \cap R_j) = 0 \text{ for } i \neq j.$$  

(b) For each $i$, the Radon-Nikodym derivative

$$Φ_{σ_i} = \frac{d(μ \circ σ_i)}{dμ}$$

satisfies $Φ_{σ_i} > 0$, $μ$-almost everywhere on $D_i$.

A measurable map $σ : X \to X$ is called a coding map for the family $\{σ_i\}_{i=1}^N$ if $σ \circ σ_i(x) = x$ for all $x \in D_i$.

Definition 2.8. [37, Definition 3.2] Let $Λ$ be a finite $k$-graph and let $(X, µ)$ be a measure space. A Λ-semibranching function system on $(X, µ)$ is a collection $\{D_λ\}_{λ ∈ Λ}$ of measurable subsets of $X$, together with a family of prefixing maps $\{τ_λ : D_λ \to X\}_{λ ∈ Λ}$, and a family of coding maps $\{τ_m : X \to X\}_{m ∈ \mathbb{N}^k}$, such that

(a) For each $m ∈ \mathbb{N}^k$, the family $\{τ_λ : d(λ) = m\}$ is a semibranching function system, with coding map $τ^m$.

(b) If $v ∈ Λ^0$, then $τ_v = id$, and $μ(D_v) > 0$.

(c) Let $R_λ = τ_λ(D_λ)$. For each $λ ∈ Λ$, $ν ∈ s(λ)Λ$, we have $R_ν ⊆ D_λ$ (up to a set of measure 0), and

$$τ_λτ_ν = τ_{λν} \text{ a.e.}$$

(Note that this implies that up to a set of measure 0, $D_{λν} = D_ν$ whenever $s(λ) = r(ν)$).

(d) The coding maps satisfy $τ^m \circ τ^n = τ^{m+n}$ for any $m, n ∈ \mathbb{N}^k$. (Note that this implies that the coding maps pairwise commute.)
Remark 2.9. We pause to note that condition (c) of Definition 2.8 above implies that $D_\lambda = D_{s(\lambda)}$ and $R_\lambda \subset R_{\nu(\lambda)}$ for $\lambda \in \Lambda$. Also, when $\Lambda$ is a finite 1-graph, the definition of a $\Lambda$-semibranching function system is not equivalent to Definition 2.7. In particular, Definition 2.8(b) implies that the domain sets $\{D_v : v \in \Lambda^0\}$ must satisfy $\mu(D_v \cap D_w) = \mu(R_v \cap R_w) = 0$ for $v \neq w \in \Lambda^0$, but Definition 2.7 does not require that the domain sets $D_i$ be mutually disjoint $\mu$-a.e. In fact, Definition 2.8 implies what is called condition (C-K) in Section 2.4 of [10]: up to a measure zero set,

$$D_v = \cup_{\lambda \in \Lambda^m} R_\lambda$$

for all $v \in \Lambda^0$ and $m \in \mathbb{N}$, since $R_v = \tau_v(D_v) = id(D_v) = D_v$. Also notice that in the above decomposition the intersections $R_\lambda \cap R_{\lambda'}$, $R_\lambda \neq \lambda'$, have measure zero. This condition is crucial to making sense of the representation of $C^*(\Lambda)$ associated to the $\Lambda$-semibranching function system (see Theorem 2.10 below). As established in Theorem 2.22 of [10], in order to obtain a representation of a 1-graph algebra $C^*(\Lambda)$ from a semibranching function system, one must also assume that the semibranching function system satisfies condition (C-K).

Finally, we also observe that $(\tau^n)^{-1}(E) = \bigcup_{\lambda \in \Lambda^n} \tau_\lambda(E)$ for any measurable $E \subseteq X$. Therefore,

$$\mu \circ (\tau^n)^{-1} << \mu$$

in any $\Lambda$-semibranching function system.

As established in [37], any $\Lambda$-semibranching function system gives rise to a representation of $C^*(\Lambda)$ via ‘prefixing’ and ‘chopping off’ operators that satisfy the Cuntz-Krieger relations. Intuitively, a $\Lambda$-semibranching function system is a way of encoding the Cuntz-Krieger relations at the measure-space level: the prefixing map $\tau_\lambda$ corresponds to the partial isometry $s_\lambda \in C^*(\Lambda)$. We give a precise formula for the representation in Theorem 2.10 below. For brevity, we will often refer to representations arising from $\Lambda$-semibranching function systems as $\Lambda$-semibranching representations. Note that a $\Lambda$-semibranching representation will be separable whenever $L^2(X, \mu)$ is separable; this will be the case for all but one of the representations we consider in this paper.

Theorem 2.10. [37, Theorem 3.5] Let $\Lambda$ be a finite $k$-graph with no sources and suppose that we have a $\Lambda$-semibranching function system on a certain measure space $(X, \mu)$ with prefixing maps $\{\tau_\lambda\}$ and coding maps $\{\tau^m : m \in \mathbb{N}^k\}$. For each $\lambda \in \Lambda$, define an operator $S_\lambda$ on $L^2(X, \mu)$ by

$$S_\lambda \xi(x) = \chi_{R_\lambda}(x)(\Phi_{\tau_\lambda}(\tau^{d(\lambda)}(x)))^{-1/2}\xi(\tau^{d(\lambda)}(x)).$$

Then the operators $\{S_\lambda : \lambda \in \Lambda\}$ generate a representation $\pi$ of $C^*(\Lambda)$, and $\pi$ is separable.

Example 2.11. Here we describe the standard $\Lambda$-semibranching function system on the measure space $(\Lambda^\infty, M)$ for a finite strongly connected $k$-graph $\Lambda$, using the measure $M$ of Equation (3). The prefixing maps $\{\sigma_\lambda : Z(s(\lambda)) \to Z(\lambda)\}_{\lambda \in \Lambda}$ are given by

$$\sigma_\lambda(x) = \lambda x,$$

where $\lambda x \in \Lambda^\infty$ is defined by $\lambda x(0, m) = \lambda(0, m)$ if $d(\lambda) \geq m$, and $\lambda x(0, m) = \lambda x(0, m-d(\lambda))$ if $m \geq d(\lambda)$, and the coding maps $\{\sigma^m : \Lambda^\infty \to \Lambda^{\infty}\}_{m \in \mathbb{N}^k}$ are given as in Definition 2.3

$$\sigma^m(x)(p, q) = x(m + p, m + q).$$
Thus, for $\lambda \in \Lambda$, we let $D_\lambda = Z(s(\lambda))$ and $R_\lambda = \sigma_\lambda(D_\lambda) = Z(\lambda)$. Proposition 3.4 of \cite{37} establishes that $\{\sigma_\lambda : D_\lambda \to R_\lambda\}$ and $\{\sigma^m\}_{m \in \mathbb{N}}$ forms a $\Lambda$-semibranching function system on $(\Lambda^\infty, M)$. In particular, one can show that the Radon-Nikodym derivatives of $\sigma_\lambda$ are positive $M$-a.e. on $Z(s(\lambda))$ and they are given by

$$\Phi_{\sigma_\lambda}(x) = \rho(\Lambda)^{-d(\lambda)}.$$

**Remark 2.12.** As seen in the above Theorem \cite{21,10} there is a separable representation $\pi =: \pi_S$ of $C^*(\Lambda)$ associated to the $\Lambda$-semibranching function system on $(\Lambda^\infty, M)$ of Example 2.11. In this case, $S_\lambda = \pi_S(t_\lambda)$ acts on characteristic functions of cylinder sets by

$$S_\lambda \chi_{Z(\eta)}(x) = \chi_{Z(\lambda)}(x)\rho(\Lambda)^{d(\lambda)/2}\chi_{Z(\eta)}(\sigma^{d(\lambda)}(x)) = \rho(\Lambda)^{d(\lambda)/2}\chi_{Z(\eta)}(x).$$

Then the adjoint $S^*_\lambda$ is given by

$$S^*_\lambda \chi_{Z(\eta)}(x) = \rho(\Lambda)^{-d(\lambda)/2} \sum_{(\alpha, \beta) \in \Lambda^{\min}(\lambda, \eta)} \chi_{Z(\alpha)}(x).$$

See the detailed calculation in Section 5 of \cite{36}. We call the separable representation $\pi_S$ associated to this $\Lambda$-semibranching function system on $(\Lambda^\infty, M)$ the *standard $\Lambda$-semibranching representation* of $C^*(\Lambda)$.

The following Lemmas are well-known, and will be the technical tool we will use in many of the Radon-Nikodym derivative calculations presented in Section 6. In particular, we will apply these examples to the case where $X = \Lambda^\infty$ and $\mathcal{F}_n$ is the $\sigma$-algebra generated by the cylinder sets $Z(\lambda)$ with $d(\lambda) \leq (n, \ldots, n)$.

**Lemma 2.13 (Kolmogorov Extension Theorem, \cite{64,91}).** Let $(X, \mathcal{F}_n, \mu_n)_{n \in \mathbb{N}}$ be a sequence of probability measures $(\mu_n)_{n \in \mathbb{N}}$ on the same space $X$, each associated with a $\sigma$-algebra $\mathcal{F}_n$; further assume that $(X, \mathcal{F}_n, \mu_n)_{n \in \mathbb{N}}$ form a projective system, i.e., an inverse limit. Suppose that Kolmogorov’s consistency condition holds:

$$\mu_{n+1}\mathcal{F}_n = \mu_n.$$

Then there is a unique extension $\mu$ of the measures $(\mu_n)_{n \in \mathbb{N}}$ to the $\sigma$-algebra $\bigvee_{n \in \mathbb{N}} \mathcal{F}_n$ generated by $\bigcup_{n \in \mathbb{N}} \mathcal{F}_n$.

In fact, $\mu$ is the unique probability measure which has the given sequence of measures $(\mu_n)_{n \in \mathbb{N}}$ as its marginal distributions with respect to the prescribed filtration $\bigcup_{n \in \mathbb{N}} \mathcal{F}_n$.

**Lemma 2.14.** (cf. \cite{10,87} Section 10.2) Let $(X, \mathcal{F}_n, \mu_n)_{n \in \mathbb{N}}$ and $(X, \mathcal{F}_n, \nu_n)_{n \in \mathbb{N}}$ be two sequences of measures on the same space $X$ and same $\sigma$-algebras $(X, \mathcal{F}_n)$. Suppose that both sequences form a projective system and satisfy Kolmogorov’s consistency condition, so that by Lemma 2.13, we have induced measures $\mu, \nu$ on the $\sigma$-algebra $\mathcal{F} := \bigvee_n \mathcal{F}_n$ generated by $\bigcup_n \mathcal{F}_n$.

Suppose moreover that

- $\nu_n << \mu_n$ for all $n \in \mathbb{N}$;
The Radon-Nikodym derivative \( R_n := dν_n/dµ_n \) exists and is finite for all \( n \in \mathbb{N} \);

\( R := \lim_{n \to \infty} R_n \) exists and is finite.

Then \( ν \ll µ \) if and only if \( R > 0 \), and \( R = dν/dµ \).

Before we finish the section, we observe that Carathéodory’s theorem implies that finite additivity on “square” cylinder sets – that is, cylinder sets \( Z(λ) \) with \( d(λ) = (n, \ldots, n) \) for some \( n \in \mathbb{N} \) – is enough to obtain a measure on \( Λ^∞ \). The factorization rule for \( k \)-graphs implies that this hypothesis is equivalent to the consistency hypothesis of Lemma 2.13, so the following Lemma could also be viewed as a corollary of the Kolmogorov Extension Theorem (Lemma 2.13).

**Lemma 2.15.** Suppose that \( Λ \) is a row-finite \( k \)-graph with no sources. If a positive real-valued function \( µ \) defined on the cylinder sets of \( Λ^∞ \) is finitely additive on square cylinder sets, then \( µ \) extends uniquely to a Borel measure on \( Λ^∞ \).

**Proof.** We first observe that for any row-finite \( k \)-graph, the collection of finite disjoint unions of cylinder sets is a ring: it is closed under unions and relative complements. To see that \( µ \) extends to a measure on the Borel \( σ \)-algebra \( B_σ(Λ^∞) \) of \( Λ^∞ \), Carathéodory’s theorem therefore tells us that it suffices to check that \( µ \) is countably additive on disjoint unions of cylinder sets. In order to define \( µ \) unambiguously on countable disjoint unions, we must check that

\[
\bigcup_{i \in \mathbb{N}} Z(λ_i) = \bigcup_{j \in \mathbb{N}} Z(η_j) \Rightarrow \sum_{i \in \mathbb{N}} µ(Z(λ_i)) = \sum_{j \in \mathbb{N}} µ(Z(η_j)).
\]

To this end, note that if \( \bigcup_{i \in \mathbb{N}} Z(λ_i) = \bigcup_{j \in \mathbb{N}} Z(η_j) \), then for each fixed \( i \in \mathbb{N} \) we have

\[
Z(λ_i) = \bigcup_{j \in \mathbb{N}} Z(λ_i) \cap Z(η_j),
\]

and that \( Z(λ_i) \cap Z(η_j) = \bigcup_{ζ ∈ \text{MCE}(λ_i, η_j)} Z(ζ) \). If \( n = n(i, j) \in \mathbb{N} \) is such that \( (n, \ldots, n) ≥ d(ζ) = d(λ_i) ∨ d(η_j) \), write \( I_{ζ, n} := s(ζ)Λ^{(n,\ldots,n)}-d(ζ) \); then,

\[
Z(λ_i) \cap Z(η_j) = \bigcup_{ζ ∈ \text{MCE}(λ_i, η_j)} \bigcup_{ν ∈ I_{ζ, n}} Z(ζ ν)
\]

is a disjoint union of square cylinder sets. In fact, for each choice of \( i \) and \( j \), this union is finite; the row-finiteness of \( Λ \) implies that \( νΛ^m \) is finite for all \( m \in \mathbb{N}^k \), and that \( Λ^{\text{min}}(λ_i, η_j) \) (equivalently, \( \text{MCE}(λ_i, η_j) \)) is finite for all \( i, j \).

Moreover, each cylinder set \( Z(λ) \) is compact and open. Since \( \bigcup_{j \in \mathbb{N}} Z(η_j) \) is a cover for \( Z(λ_i) \), it follows that there are only finitely many indices \( j \) such that \( Z(λ_i) \cap Z(η_j) \neq ∅ \). Choose \( n = n(i) \) such that \( (n, \ldots, n) ≥ d(λ_i) ∨ d(η_j) \) for all such \( j \); then, the finite additivity of \( µ \) on square cylinder sets implies that

\[
µ(Z(λ_i)) = \sum_{j \in \mathbb{N}} \sum_{ζ ∈ \text{MCE}(λ_i, η_j)} \sum_{ν ∈ I_{ζ, n}} µ(Z(ζ ν)).
\]
By symmetry,
\[ \mu(Z(\eta_j)) = \sum_{i \in \mathbb{N}} \sum_{\zeta \in \text{MCE}(\lambda_i, \eta_j)} \sum_{\nu \in I_{\zeta,m}} \mu(Z(\zeta \nu)) , \]
where \( m = m(j) \) is such that \((m, \ldots, m) \geq d(\lambda_i) \lor d(\eta_j)\) for all \( i \) such that \( Z(\lambda_i) \cap Z(\eta_j) \neq \emptyset \).
Define \( N(i, j) = n(i) \lor m(j) \); then
\[ \sum_{i \in \mathbb{N}} \mu(Z(\lambda_i)) = \sum_{i, j \in \mathbb{N}} \sum_{\zeta \in \text{MCE}(\lambda_i, \eta_j)} \sum_{\nu \in I_{\zeta,N(i,j)}} \mu(Z(\zeta \nu)) = \sum_{j \in \mathbb{N}} \mu(Z(\eta_j)) , \]
as desired. The proof concludes by applying the Carathéodory extension theorem to extend \( \mu \) uniquely to give a measure (also denoted \( \mu \)) on the Borel \( \sigma \)-algebra of \( \Lambda^\infty \).

3 A separable faithful representation of \( C^*(\Lambda) \)

In this section, we study two types of separable representations of \( C^*(\Lambda) \), which both arise from \( \Lambda \)-semibranching function systems. We first revisit the representation \( \pi_S \) associated to the standard \( \Lambda \)-semibranching function system (see Remark 2.12 above); Theorem 3.6 of [37] asserts that this representation is faithful iff \( \Lambda \) is aperiodic. The proof given in [37] was flawed, so we offer a corrected proof here. We next construct a separable representation for \( C^*(\Lambda) \) (see Theorem 3.4 and Theorem 3.8 below) which is faithful even when \( \Lambda \) is not necessarily aperiodic. The underlying Hilbert space \( \mathcal{H}_x \) of this representation is defined via an inductive limit, but we show in Proposition 3.5 that \( \mathcal{H}_x \cong \ell^2(X) \) for a discrete measure space \( X \) (with counting measure). This perspective enables us to realize the representations of Theorem 3.4 and Theorem 3.8 as \( \Lambda \)-semibranching representations (in fact as permutative representations; see Section 11 below). Incidentally, the same arguments used in Proposition 3.5 also enable us to show, in Proposition 3.6 that the standard representation of \( C^*(\Lambda) \) on \( \ell^2(\Lambda^\infty) \) is a \( \Lambda \)-semibranching representation, although not a separable one.

3.1 The separable faithful representation \( \pi_S \) of [37], revisited

Recall that a higher-rank graph \( \Lambda \) is aperiodic if for each vertex \( v \in \Lambda^0 \), there exists \( x \in Z(v) \) such that for all \( m \neq n \in \mathbb{N}^k \), we have \( \sigma^m(x) \neq \sigma^n(x) \).

**Definition 3.1.** If \( \Lambda \) is not aperiodic, we write
\[ \text{Per}(v) = \{ m - n : \forall x \in Z(v), \ \sigma^m(x) = \sigma^n(x) \} \leq \mathbb{Z}^k . \]
If \( \Lambda \) is strongly connected, then \( \text{Per}(v) = \text{Per}(w) \) for all \( v, w \in \Lambda^0 \); we write \( \text{Per} \Lambda \) for this group.

The following Proposition is Theorem 3.6 of [37].

**Proposition 3.2.** Let \( \Lambda \) be a finite, strongly connected \( k \)-graph. The standard \( \Lambda \)-semibranching representation \( \pi_S \) of \( C^*(\Lambda) \) on \( L^2(\Lambda^\infty, M) \), described in Remark 2.12 above, and Proposition 3.4 and Theorem 3.5 of [37], is faithful if and only if \( \Lambda \) is aperiodic.
If $\Lambda$ is aperiodic, Theorem 11.1 of [48] shows that $C^*(\Lambda)$ is simple, and so, by Theorem 2.1 of [5] (the gauge-invariant uniqueness theorem), the proof of the Proposition reduces to checking that $\pi_S(t_v) \neq 0$ for any vertex $v \in \Lambda^0$. When $\Lambda$ is not aperiodic, the proof consists of finding a nonzero element $a \in C^*(\Lambda)$ such that $\pi_S(a) = 0$. The element $a$ chosen in [37] does not, in fact, have $\pi_S(a) = 0$; we rectify that here.

Recall that, for a $k$-graph $\Lambda$ with vertex matrices $A_1, \ldots, A_k$, we define

$$\rho(\Lambda) := (\rho(A_1), \rho(A_2), \ldots, \rho(A_k)) \in \mathbb{R}^k_+,$$

where $\rho(A_i)$ denotes the spectral radius of the matrix $A_i$. For any $m = (m_1, m_2, \ldots, m_k) \in \mathbb{Z}^k$, we write $\rho(\Lambda)^m := \prod_{i=1}^k \rho(A_i)^{m_i}$.

**Proposition 3.3.** Suppose that $\Lambda$ is a finite, strongly connected $k$-graph and that $0 \neq m - n \in \text{Per} \Lambda$. Fix $\mu \in \Lambda^m$ and let $\nu \in \Lambda^n$ be such that $\mu z = \nu z \forall z \in s(\mu)\Lambda^\infty$. Then

$$b := t_{\mu}t_{\nu}^* - \rho(\Lambda)^{(m-n)/2}t_{\mu}t_{\nu}^*$$

is a nonzero element of $C^*(\Lambda)$. Moreover, $\pi_S(b) = 0$.

**Proof.** To see that $b$ is nonzero, we consider the standard representation $\pi_T$ of $C^*(\Lambda)$ on $\ell^2(\Lambda^\infty)$ given in Equation (3.1) on page 342 of [83]. If $x \in \Lambda^\infty$, let $\xi_x$ denote the associated basis vector of $\ell^2(\Lambda^\infty)$; then

$$\pi_T(t_\lambda)x = \begin{cases} \xi_{\lambda x}, & r(x) = s(\lambda) \\ 0, & \text{else.} \end{cases} \quad (8)$$

Choose an element $x \in \Lambda^\infty$ so that $x = \nu z = \mu z$. Then,

$$\pi_T(b)(\xi_x) = (1 - \rho(\Lambda)^{(m-n)/2})\xi_x,$$

which is nonzero as long as $\rho(\Lambda)^{(m-n)/2} \neq 1$.

If $\rho(\Lambda)^{(m-n)/2} = 1$, then choose $\omega \in \mathbb{T}^k$ such that $\omega^m = -1$. Let $\gamma$ denote the gauge action on $C^*(\Lambda)$: for $z \in \mathbb{T}^k$, $\gamma_z(t_\lambda) = z^{d(\lambda)}t_\lambda$. Observe that

$$b + \gamma_\omega(b) = (t_\mu t_{\nu}^* + t_{\nu}t_\mu^*) + t_\mu t_{\nu}^* - \omega^m t_{\nu}t_\mu^* = 2t_\mu t_{\nu}^*.$$

Now, for any $x \in Z(\mu) \subseteq \Lambda^\infty$,

$$\pi_T(b + \gamma_\omega(b))\xi_x = 2\xi_x,$$

so $b + \gamma_\omega(b) \neq 0$ and consequently $b \neq 0$. Thus, regardless of the value of $\rho(\Lambda)^{(m-n)/2}$, we see that $b \neq 0$.

Now, we show that if $\Lambda$ is a strongly connected $k$-graph, $\pi_S(b) = 0$. Fix $\xi \in L^2(\Lambda^\infty, M)$; then

$$\pi_S(b)(\xi) = S_\mu S_\mu^*(\xi)(x) - \rho(\Lambda)^{(m-n)/2}S_\mu S_\mu^*(\xi)(x) = \chi_{Z(\mu)}(x)\rho(\Lambda)^{m/2}S_\mu^*\xi(\sigma^m(x)) - \chi_{Z(\nu)}(x)\rho(\Lambda)^{m/2}S_\mu^*\xi(\sigma^n(x)).$$

Note that if $x \in Z(\mu)$ then $x = \mu z$ for some infinite path $z$, and hence $x = \nu z$ as well by our choice of $\mu, \nu$. In this case,

$$\pi_S(b)(\mu z) = \rho(\Lambda)^{m/2} (S_\mu^*\xi(z) - S_\mu^*\xi(z)) = 0.$$

On the other hand, if $x \notin Z(\mu)$ then $x \notin Z(\nu)$ also, so $\pi_S(b)(\xi)(x) = 0$ as well. Thus, $\pi_S(b)(\xi) = 0$ for all $\xi \in L^2(\Lambda^\infty, M)$. 

Proposition 3.2 led us to look for faithful separable representations of periodic \( k \)-graphs, and hence to the results in the following section.

### 3.2 A new faithful separable representation

Let \( \Lambda \) be a strongly connected \( k \)-graph. Fix \( x \in \Lambda^\infty \) and write \( x = x_1x_2x_3 \cdots \), where \( d(x_i) = (1, 1, \ldots, 1) \) for all \( i \). Let \( v_i = r(x_i) \).

For each \( i \), write \( F_i = \Lambda v_i \) for the set of all morphisms (i.e., finite paths) in \( \Lambda \) with source \( v_i \). Then \( \ell^2(F_i) \) has basis \( \{ \xi^i_\lambda : \lambda \in F_i \} \). Define \( \rho_i \in B(\ell^2(F_i), \ell^2(F_{i+1})) \) by \( \rho_i(\xi^i_\lambda) = \xi^{i+1}_\lambda \in \ell^2(F_{i+1}) \), and form the inductive limit Hilbert space

\[
\mathcal{H}_x := \lim_{i \to \infty} (\ell^2(F_i), \rho_i) = \left( \bigcup_{i \in \mathbb{N}} \ell^2(F_i) \right) / \sim,
\]

where \( \xi^i_\mu \sim \xi^j_\nu \) (with \( i \leq j \)) iff \( \mu = \lambda x_i x_{i+1} \cdots x_{j-1} \). For a generator \( \xi^i_\lambda \) of \( \ell^2(F_i) \), we will denote its equivalence class in \( \mathcal{H}_x \) by \( [\xi^i_\lambda] \).

Observe that \( \mathcal{H}_x \) is separable, because \( F_i \) is countable for all \( i \). Moreover, the same \( \lambda \in \Lambda \) may appear in both \( F_i \) and \( F_j \) without having \( [\xi^i_\lambda] = [\xi^j_\lambda] \), if the infinite path \( x \) passes through the same vertex multiple times.

For any fixed \( \lambda \in \Lambda \), we define an operator \( T_\lambda \in B(\mathcal{H}_x) \) by

\[
T_\lambda[\xi^i_\mu] = \begin{cases} 
[\xi^i_\mu], & s(\lambda) = r(\mu) \\
0, & \text{else.}
\end{cases}
\]

(9)

**Theorem 3.4.** Let \( \Lambda \) be a strongly connected \( k \)-graph and \( x \in \Lambda^\infty \). The operators \( \{T_\lambda\}_{\lambda \in \Lambda} \) of Equation (9) define a faithful separable representation of \( C^*(\Lambda) \) on \( \mathcal{H}_x \).

**Proof.** This proof was inspired by Section 3 of [23].

We first check that the operators \( T_\lambda \) are well-defined. Recall, then, that if \( [\xi^i_\lambda] = [\xi^j_\nu] \in \mathcal{H}_x \), then there exists \( k \geq i, j \) such that \( \mu x_j \cdots x_k = \nu x_i \cdots x_k \). Assuming \( i \leq j \), the factorization property then forces \( \mu = \nu x_i \cdots x_{j-1} \) (if \( i < j \); if \( i = j \), we have \( \mu = \nu \)). In either case, \( [\xi^j_\mu] = [\xi^i_\nu] \), and hence \( T_\lambda \) is well defined.

We now check that the operators \( \{T_\lambda\}_{\lambda \in \Lambda} \) define a representation of \( C^*(\Lambda) \). To that end, observe that

\[
\langle T_\lambda^*[\xi^j_\mu] \ | \ [\xi^j_\nu] \rangle = \langle [\xi^i_\lambda] \ | \ T_\lambda[\xi^j_\nu] \rangle
\]

\[
= \begin{cases} 
\langle [\xi^i_\lambda] \ | \ [\xi^j_\nu] \rangle & \text{if } s(\lambda) = r(\nu) \\
0 & \text{otherwise}
\end{cases}
\]

\[
= \begin{cases} 
1 & \text{if } [\xi^i_\mu] = [\xi^j_\nu] \text{ and } s(\lambda) = r(\nu) \\
0 & \text{otherwise.}
\end{cases}
\]

Thus

\[
T_\lambda^*[\xi^i_\mu] = \begin{cases} 
[\xi^j_\nu] & \text{if } [\xi^i_\mu] = [\xi^j_\nu] \\
0 & \text{otherwise}
\end{cases}
\]

(10)
One checks immediately that for any \(v, w \in \Lambda^0\), \(T_v = T_v^* = T_v^2\) and \(T_v T_w = \delta_{v,w} T_v\). A similarly straightforward check shows that \(T_{\lambda} T_{\lambda} = T_{s(\lambda)}\) and that \(T_{\lambda} T_{\mu} = \delta_{s(\lambda),r(\mu)} T_{\lambda\mu}\).

It remains to check that for any \(n \in \mathbb{N}^k, v \in \Lambda^0\), we have \(\sum_{\lambda \in v\Lambda^n} T_{\lambda} T_{\lambda}^* = T_v\). To that end, fix \(\lambda\) and \([\xi^i_{\mu}]\), and compute

\[
T_{\lambda} T_{\lambda}^* [\xi^i_{\mu}] = \begin{cases}  
T_{\lambda} [\xi^i_{\mu}] & \text{if } [\xi^i_{\mu}] = [\xi^i_{\lambda\nu}] \\
0 & \text{otherwise}
\end{cases}
\]

\[
= \begin{cases}  
[\xi^i_{\lambda\nu}] & \text{if } [\xi^i_{\mu}] = [\xi^i_{\lambda\nu}], ~ \text{s}(\lambda) = r(\nu) \\
0 & \text{otherwise}
\end{cases}
\]

\[
= \begin{cases}  
[\xi^i_{\mu}] & \text{if } [\xi^i_{\mu}] = [\xi^i_{\lambda\nu}] \text{ and } s(\lambda) = r(\nu) \\
0 & \text{otherwise}
\end{cases}
\]

Now, fix \(n \in \mathbb{N}^k\) and \(v \in \Lambda^0\). Observe that

\[
\left( \sum_{\lambda \in v\Lambda^n} T_{\lambda} T_{\lambda}^* \right) [\xi^i_{\mu}] = \begin{cases}  
\sum_{\lambda \in v\Lambda^n} [\xi^i_{\mu}] & \text{if } [\xi^i_{\mu}] = [\xi^i_{\lambda\nu}] \text{ and } s(\lambda) = r(\nu) \\
0 & \text{otherwise}
\end{cases}
\]

If \(r(\mu) = v\), then choose \(k > i\) large enough so that \(d(\mu x_i \cdots x_{k-1}) \geq n\). Then, \([\xi^k_{\mu x_i \cdots x_{k-1}}] = [\xi^i_{\mu}]\), and the factorization property tells us we can write \(\mu x_i \cdots x_{k-1} = \lambda \nu\) for a unique \(\lambda \in v\Lambda^a\). Thus,

\[
\left( \sum_{\lambda \in v\Lambda^n} T_{\lambda} T_{\lambda}^* \right) [\xi^i_{\mu}] = \begin{cases}  
[\xi^i_{\mu}] & \text{if } r(\mu) = v \\
0 & \text{otherwise}
\end{cases}
\]

In other words, \(\sum_{\lambda \in v\Lambda^n} T_{\lambda} T_{\lambda}^* = T_v\) as claimed.

It now follows that the operators \(\{T_{\lambda}\}_{\lambda \in \Lambda}\) satisfy the Cuntz–Krieger relations, and thus generate a representation \(\pi_x\) of \(C^*(\Lambda)\) on \(\mathcal{H}_x\).

We would like to use the gauge-invariant uniqueness theorem (Theorem 3.4 of [68]) to show that this representation is faithful. We begin by checking that \(T_v\) is nonzero for each \(v \in \Lambda^0\). To see this, fix \(v \in \Lambda^0\). Since \(\Lambda\) is strongly connected, there exists \(\lambda \in v\Lambda\). We have \(T_v [\xi^1_{\lambda}] = [\xi^1_{\lambda}]\); since \([\xi^1_{\lambda}]\) is a nontrivial element of \(\mathcal{H}_x\), the operator \(T_v\) is nonzero, as desired.

In order to apply the gauge-invariant uniqueness theorem, we must establish the existence of a gauge action on \(\pi_x(C^*(\Lambda))\). We do this by defining, for each \(z \in \mathbb{T}^k\), a unitary \(U_z \in B(\mathcal{H}_x)\):

\[
U_z [\xi^i_{\mu}] = z^{d(\mu)-(i,\ldots,i)} [\xi^i_{\mu}].
\]

Note that \(U_z\) is well defined, because if \([\xi^i_{\mu}] = [\xi^j_{\nu}]\) with \(i < j\), then \(\mu x_i \cdots x_{j-1} = \nu\), and

\[
z^{d(\nu)-(j,\ldots,j)} = z^{d(\mu)+(j-i)(1,\ldots,1)-(j,\ldots,j)} = z^{d(\mu)-(i,\ldots,i)}.
\]

(Recall that if \(i = j\) and \([\xi^i_{\mu}] = [\xi^j_{\nu}]\), the factorization property implies that \(\mu = \nu\).) Since \(U_z\) is evidently a unitary, we can define an action of \(\mathbb{T}^k\) on \(\pi_x(C^*(\Lambda))\) by \(z \cdot T_{\lambda} := \text{Ad} U_z(T_{\lambda})\).
We calculate:
\[ z \cdot T_\lambda [\xi_\mu^i] = U_z T_\lambda U_z^* [\xi_\mu^i] = z^{(i \cdots i) - d(\mu)} U_z T_\lambda [\xi_\mu^i] \]
\[ = \delta_{s(\lambda), r(\mu)} z^{(i \cdots i) - d(\mu)} U_z [\xi_{\lambda \mu}^i] = \delta_{s(\lambda), r(\mu)} z^{(i \cdots i) - d(\mu)} z_{d(\mu) - (i \cdots i)} [\xi_{\lambda \mu}^i] \]
\[ = z^{d(\lambda)} T_\lambda [\xi_\mu^i] = \pi_x (\gamma_x (t_\lambda)) [\xi_\mu^i]. \]

Thus, \( \pi_x \circ \gamma_x = \text{Ad} U_z \) for any \( z \in \mathbb{T}^k \), where \( \gamma_x \) denotes the gauge action of \( \mathbb{T}^k \) on \( C^*(\Lambda) \). The gauge invariant uniqueness theorem now tells us that \( \pi_x \) is a faithful separable representation of \( \Lambda \). Consequently, the faithful separable representation of Theorem 3.4 is a \( \Lambda \)-semibranching representation of \( C^*(\Lambda) \) on the separable Hilbert space \( \mathcal{H}_x \), as claimed. \( \square \)

**Proposition 3.5.** Let \( \Lambda \) be a strongly connected \( k \)-graph and fix \( x \in \Lambda^\infty \). The Hilbert space \( \mathcal{H}_x \) is of the form \( \ell^2(X) \) with counting measure; for the definition of \( X \) see Equation (11). Moreover, the faithful separable representation of Theorem 3.4 is a \( \Lambda \)-semibranching representation.

*Proof.* For each \( i \geq 1 \), define \( G_i = \Lambda v_i \setminus \Lambda x_{i-1} \subseteq F_i \). Equivalently,
\[ G_i = F_i \setminus \left( \bigcup_{j<i} F_j x_j \cdots x_{i-1} \right). \]

Thus by definition of \( \mathcal{H}_x \) we have \( \mathcal{H}_x \supseteq \bigoplus_{i \geq 1} \ell^2(G_i) \). To see that \( \mathcal{H}_x \subseteq \bigoplus_{i \geq 1} \ell^2(G_i) \), first note that any vector of \( \mathcal{H}_x \) is of the form \( [\xi_\mu^i] \), where \( \mu \in F_i \) for some \( i \geq 1 \) by definition. If \( \mu \in F_i \setminus \left( \bigcup_{j<i} F_j x_j \cdots x_{i-1} \right) \), then \( \xi_\mu^i \in \ell^2(G_i) \). If \( \mu \in F_i \) and \( \mu \) lies in \( \bigcup_{j<i} F_j x_j \cdots x_{i-1} \), then there exists a unique \( \ell \leq i \) and \( \tilde{\mu} \in F_i \setminus \bigcup_{j<\ell} F_j x_j \cdots x_{\ell-1} \) such that \( \mu = \tilde{\mu} x_\ell x_{\ell+1} \cdots x_{i-1} \). So \( \xi_\mu \sim \xi_{\tilde{\mu}}^\ell \) and \( \xi_{\tilde{\mu}}^\ell \in \ell^2(G_\ell) \), and hence \( \mathcal{H}_x \supseteq \bigoplus_{i \geq 1} \ell^2(G_i) \). Consequently,
\[ \mathcal{H}_x = \bigoplus_{i \geq 1} \ell^2(G_i). \]

Set
\[ X := \bigsqcup_{i \geq 1} G_i, \tag{11} \]
and let \( m \) denote counting measure on \( X \):
\[ m(\nu) = 1 \quad \forall \nu \in G_i. \]

Then \( \mathcal{H}_x = \bigoplus_{i \geq 1} \ell^2(G_i) = \ell^2(X) = L^2(X, m) \).

We now describe the \( \Lambda \)-semibranching function system on \( (X, m) \) which gives rise to the representation \( \{ T_\lambda \}_{\lambda \in \Lambda} \). For a vertex \( v \in \Lambda^0 \), define \( D_v = \{ \nu \in \bigsqcup_{i \geq 1} G_i : r(\nu) = v \} \), and for \( \lambda \in \Lambda \) set \( \tau_\lambda : D_{s(\lambda)} \to D_{r(\lambda)} \) by
\[ \tau_\lambda(\nu) = \rho, \quad \text{where } \rho \in G_j \text{ and } \lambda \nu = \rho x_j \cdots x_{i-1} \text{ if } \nu \in G_i. \]

To see that \( \tau_\lambda \) is well-defined, fix \( \nu \in G_i \) and suppose that there exist \( j_1 \neq j_2 \leq i \) and \( \rho_1 \in G_{j_1}, \rho_2 \in G_{j_2} \) such that
\[ \lambda \nu = \rho_1 x_{j_1} x_{j_1+1} \cdots x_{i-1} = \rho_2 x_{j_2} x_{j_2+1} \cdots x_{i-1}. \]
Then by the factorization property, assuming without loss of generality that \( j_2 \geq j_1 \), we must have \( \rho_1 x_{j_1} \cdots x_{j_2-1} = \rho_2 \). Thus there exists a unique \( j \) and \( \rho \in G_j \) such that \( \tau_\lambda(\nu) = \rho \), and hence \( \tau_\lambda \) is well-defined.

It follows that

\[
R_\lambda = \text{Ran}(\tau_\lambda) = \{ \rho : \rho \in G_j \text{ for some } j \text{ and } \rho x_j \cdots x_i(0, d(\lambda)) = \lambda \text{ for some } i \}.
\]

If \( d(\lambda) = n \), then for \( \rho \in G_j \cap R_\lambda \) find the smallest \( i \geq j \) such that

\[
d(\rho) + (i - j)(1, \ldots, 1) \geq n.
\]

Then define the coding map \( \tau^n \) on \( G_j \cap R_\lambda \) by\(^3\)

\[
\tau^n(\rho) = \rho x_j \cdots x_{i-1}(n, d(\rho) + (i - j)(1, \ldots, 1)) \in G_i.
\]

(12)

Now it is straightforward to see that

\[
\tau^n \circ \tau_\lambda(\nu) = \nu,
\]

justifying the name “coding map.”

We claim that the sets and maps described above satisfy Conditions (a) - (d) of Definition 2.8\(^2\) and hence define a \( \Lambda \)-semibranching function system on \( X \).

First, we fix \( n \in \mathbb{N}^k \) and check that for each \( \nu \in \bigcup_{i \geq 1} G_i \) we have \( \nu \in R_\lambda \) for precisely one \( \lambda \in \Lambda^n \), which implies that \( X = \bigcup_{\lambda \in \Lambda^n} R_\lambda \) for any \( n \in \mathbb{N}^k \). Given \( \nu \in G_i \), let \( j \geq i \) be the smallest integer such that \( d(\nu) + (j - i)(1, \ldots, 1) \geq n \). Set \( \lambda = \nu x_i \cdots x_{j-1}(0, n) \); then \( \nu \in R_\lambda \). Moreover, for any other \( \lambda' \in \Lambda^n \), we have \( \nu x_i \cdots x_{j-1}(0, n) \neq \lambda' \), so \( \nu \in R_\lambda \) for a unique \( \lambda \in \Lambda^n \). Since we are working in a discrete measure space, the Radon-Nikodym derivatives of the prefixing maps \( \tau_\lambda \) are constantly equal to 1 on \( D_{s(\lambda)} \). This completes the check of Condition (a) of Definition 2.8.

By our hypothesis that \( \Lambda \) is strongly connected, if \( \nu \neq \nu_i \) for any \( i \), we have \( \emptyset \neq \nu \Lambda \nu_i \subseteq F_i \) for all \( i \). This implies the existence of at least one \( \nu \in \nu \Lambda \cap \bigcup_{j \geq 1} G_j \), so \( m(D_\nu) > 0 \). On the other hand, if \( \nu = \nu_i \), then \( \nu_i \in G_i \) is an element of \( D_\nu \). Again, we have \( m(D_\nu_i) > 0 \), so Condition (b) is satisfied.

The description in Equation (12) of the coding map \( \tau^n \) makes it easy to check that, for \( \rho \in G_j \) and for any \( m, n \in \mathbb{N}^k \),

\[
\tau^{m+n}(\rho) = \rho x_j \cdots x_{\ell-1}(m + n, d(\rho) + (\ell - j)(1, \ldots, 1)) = \tau^m \circ \tau^n(\rho),
\]

where \( \ell \) is the smallest such that \( d(\rho) + (\ell - j)(1, \ldots, 1) \geq m + n \). In other words, Condition (d) holds.

Similarly, if \( \tau_\lambda \circ \tau_\nu(\rho) = \alpha \in G_\ell \) for some \( \rho \in G_j \), then there exist \( j \geq i \geq \ell \) and \( \eta \in G_i \) with \( \alpha x_\ell \cdots x_{i-1} = \lambda \eta \) and \( \eta x_i \cdots x_{\ell-1} = \nu \rho \). On the other hand, if \( \tau_\lambda(\rho) = \beta \in G_n \), then

\[
\beta x_n \cdots x_{j-1} = \lambda \nu \rho = \lambda \eta x_i \cdots x_{j-1} = \alpha x_\ell \cdots x_{j-1}.
\]

\(^3\)If \( i = j \) then we take \( \tau^n(\rho) = \rho(n, d(\rho)) \).
Since \( \alpha \) and \( \beta \) are both in \( \bigcup_{i \geq 1} G_i \), the factorization rule now implies that \( n = \ell \) and \( \alpha = \beta \). It follows that Condition (c) of Definition 2.8 is also satisfied, so the sets \( D_v, R_\lambda \) with the coding and prefixing maps \( \tau_\lambda, \tau^n \) determine a \( \Lambda \)-semibranching function system.

Since \((X, m)\) is a discrete measure space, the representation \( \{S_\lambda\}_{\lambda \in \Lambda} \) of \( C^*(\Lambda) \) given by this \( \Lambda \)-semibranching function system, described in Theorem 2.10 above, has the following formula. Given \( \eta \in G_i \), write \( \delta_\eta \in L^2(X, m) \) for the indicator function supported at \( \eta \). For \( \nu \in G_j \), we have

\[
S_\lambda(\delta_\eta)(\nu) = \begin{cases} 
0, & \nu \notin R_\lambda \\
\delta_\eta(\tau_d(\lambda)(\nu)), & \text{else.}
\end{cases}
\]

By construction, we have \( \tau_d(\lambda)(\nu) = \nu x_j \cdots x_{i-1} (d(\lambda), d(\nu) + (\ell - j)(1, \ldots, 1)) \in G_\ell \). Thus, the above formula becomes

\[
S_\lambda(\delta_\eta)(\nu) = \begin{cases} 
0, & \nu \notin R_\lambda \text{ or } \tau_d(\lambda)(\nu) \notin G_i \\
\delta_\eta(\tau_d(\lambda)(\nu)), & \text{else.}
\end{cases}
\]

Since \( \lambda \eta = \nu x_j \cdots x_{i-1} \) iff \( \nu = \tau_\lambda(\eta) \), we can rewrite this as

\[
S_\lambda(\delta_\eta) = \delta_{\tau_\lambda(\eta)}. \tag{13}
\]

To finish the proof, we observe that, under the isomorphism \( \mathcal{H}_x \cong L^2(X, m) \), Equation (13) agrees with the formula for \( T_\lambda \) given in Equation (9). This follows from the observation that \( \tau_\lambda(\eta) \sim \lambda \eta \) by construction, so \( [S_{T_\lambda(\eta)}]^j = [S_{\lambda \eta}]^j \).

Often, the trickiest part in checking that a family of subsets and coding/prefixing maps constitutes a \( \Lambda \)-semibranching function system is computing the Radon-Nikodym derivatives. On a discrete measure space, this computation is rendered trivial, as we saw above. Thus, in the spirit of the above Proposition, we also have the following:

**Proposition 3.6.** Let \( \Lambda \) be a finite, strongly connected \( k \)-graph. The standard representation of \( C^*(\Lambda) \) on \( \ell^2(\Lambda^\infty) \), given in Equation (8), is a \( \Lambda \)-semibranching representation.

**Proof.** We first define subsets \( \{D_v\}_{v \in \Lambda^\infty} \) of \( \Lambda^\infty \) and prefixing and coding maps \( \tau_\lambda, \tau^n \) which give rise to a \( \Lambda \)-semibranching function system on \( \Lambda^\infty \). Namely, we have

\[
D_v = v \Lambda^\infty, \quad \tau_\lambda(x) = \lambda x, \quad \tau^n(x) = \sigma^n(x).
\]

The fact that Condition (a) of Definition 2.8 holds for these sets follows from the fact that, for fixed \( n \in \mathbb{N}^k \), every infinite path \( x \) is of the form \( \lambda y \) for a unique \( \lambda \in \Lambda^n \). Since \( \Lambda^\infty \), in this setting, is a discrete measure space, the Radon-Nikodym derivatives are again constantly equal to 1, and moreover Condition (b) holds. Conditions (c) and (d) are immediate consequences of the factorization property.
Thus, the sets \( \{D_v\}_{v \in \Lambda^0} \), together with the prefixing and coding maps \( \{\tau_\lambda, \tau^n : \lambda \in \Lambda, n \in \mathbb{N}^k\} \), constitute a \( \Lambda \)-semibranching function system on \( \Lambda^\infty \), viewed as a discrete measure space. The associated representation \( \{S_{\lambda^n}\}_{\lambda \in \Lambda} \) is given by (for \( x, y \in \Lambda^\infty \))

\[
S_{\lambda}(\delta_{y})(x) = \chi_{\mathcal{Z}(\lambda)}(x)\delta_{y}(\sigma^{d(\lambda)}(x)) = \delta_{\lambda y}(x),
\]

so \( S_{\lambda}(\delta_{y}) = \delta_{\lambda y} \) agrees with the formula for the standard representation (8).

For a similar result in a more general context, see Theorem 3.3 of [46].

**Proposition 3.7.** Let \( \Lambda \) be a strongly-connected \( k \)-graph. If \( x, y \in \Lambda^\infty \) are infinite paths such that \( \sigma^m(x) = \sigma^n(y) \) for some \( m, n \in \mathbb{N}^k \), then \( \pi_x \) is equivalent to \( \pi_y \).

**Proof.** Suppose that there are infinite paths \( x, y \) such that \( \sigma^m(x) = \sigma^n(y) \) for some \( m, n \in \mathbb{N}^k \). We write \( x = x_0x_1 \cdots \) and \( y = y_0y_1 \cdots \), where \( d(x_i) = d(y_i) = (1, 1, \ldots, 1) \) for all \( i \). Recall that in this setting, we have \( x(\vec{k}, \vec{l}) = x_kx_{k+1} \cdots x_{\ell} \) for \( \vec{k} = (k, k, \ldots, k) \leq \vec{l} = (\ell, \ell, \ldots, \ell) \).

To construct an isomorphism \( \phi : \mathcal{H}_x \to \mathcal{H}_y \), fix \( [\xi^k_{\mu}] \in \mathcal{H}_x \). Without loss of generality, assume \( \vec{i} \geq m \). Then \( \sigma^n(y) = \sigma^m(x) \) implies that \( \sigma^{m+i}(y) = \sigma^i(x) \), and hence \( y(n-m+\vec{i}, \infty) = x(\vec{i}, \infty) \). Choose the minimum \( \vec{j} \in \mathbb{N} \) such that \( \vec{j} \geq n \) and \( \vec{j} - \vec{n} \geq \vec{i} - m \). Then let

\[
\lambda_{i,j} = y(n-m+\vec{i}, \vec{j}).
\]

Note that, if we write \( q = \vec{j} - n - (\vec{i} - m) \in \mathbb{N} \), then \( \lambda_{i,j} = x(\vec{i}, q) \). Thus, \( \lambda_{i,j} \) is the common segment of \( x \) and \( y \) that lies between the vertices \( r(x_i) \) and \( r(y_j) \). It follows that multiplying by \( \lambda_{i,j} \) on the right takes \( F_{i,x} \) to \( F_{j,y} \).

To be precise, we define

\[
\phi([\xi^k_{\mu}]_x) := [\xi^{\ell}_{\mu_{\lambda_{i,j}}}y]. \tag{14}
\]

We first verify that \( \phi \) is well defined: suppose that \( [\xi^k_{\mu}]_x = [\xi^k_{\mu'}]_x \), where \( \vec{k} > \vec{i} \geq m \). We then have \( \mu' = x_i \cdots x_{k-1} \) and

\[
\phi([\xi^j_{\mu}]_x) = [\xi^j_{\mu_{\lambda_{i,j}}}y] \text{ and } \phi([\xi^k_{\mu'}]_x) = [\xi^{\ell}_{\mu'_{\lambda_{i,j}}}y],
\]

where \( j \) is the coordinatewise maximum of \( n-m+\vec{i} \) and \( \ell \) is the coordinatewise maximum of \( n-m+\vec{k} \).

This definition of \( j, \ell \) implies that \( \ell - k = j - i \) is the coordinatewise maximum of \( n-m \); consequently,

\[
d(\lambda_{i,j}) = \vec{j} - n + m - \vec{i} = \ell - n + m - \vec{k} = d(\lambda_{k,\ell}).
\]

Also, \( \ell - j = k - i > 0 \), so we can write

\[
[\xi^j_{\mu_{\lambda_{i,j}}}y] = [\xi^{\ell}_{\mu_{\lambda_{i,j}}}y]
\]

where \( \eta = y(\vec{j}, \vec{l}) \). In other words, \( d(\eta) = \ell - j = k - i = d(\mu') \).

Since \( \vec{i} \geq m \), the finite paths \( \mu'_{\lambda_{k,\ell}} \) and \( \lambda_{i,j} \eta \) lie on both \( x \) and \( y \). In fact,

\[
s(\mu'_{\lambda_{k,\ell}}) = r(y_{\ell}) = s(\lambda_{i,j} \eta) \text{ and } r(\mu'_{\lambda_{k,\ell}}) = r(x_i) = r(\lambda_{i,j} \eta).
\]
Moreover, $d(\mu' \lambda_{k,\ell}) = d(\mu') + d(\lambda_{k,\ell}) = d(\eta) + d(\lambda_{i,j})$. The factorization property then tells us that

$$\mu' \lambda_{k,\ell} = \lambda_{i,j} \eta.$$

It now follows that

$$\phi([\xi^j_{\mu}]_x) = [\xi^j_{\mu' \lambda_{i,j}}]_y = [\xi^j_{\mu' \lambda_{k,\ell}}]_y = \phi([\xi^k_{\mu' \lambda}]_x),$$

so $\phi$ is well defined.

To see that $\phi$ is surjective, fix $y \in (F_{\ell})_y$ and consider the associated element $[\xi^j_{\mu}]_y \in \mathcal{H}_y$. Pick $t \geq j$ large enough to ensure the existence of $\ell \in \mathbb{N}$ with $m \leq \ell \leq m + \tilde{t} - n$: in other words, $\tilde{t} - n \geq (\max_m - \min_m) \cdot (1, \ldots, 1)$. Since $\sigma^i(y) = \sigma^{m+i-n}(x)$, our choice of $t$ and $\ell$ ensure that $\lambda_{t,\ell}$ is a sub-path of $\nu y_j \cdots y_{t-1}$. We can therefore write

$$\nu y_j \cdots y_{t-1} = \tilde{\nu} \lambda_{t,\ell}$$

for some $\tilde{\nu} \in (F_t)_y$. It follows that $[\xi^j_{\mu}]_y = \phi([\xi^j_{\nu}]_x)$, so $\phi$ is surjective as claimed.

To see that $\phi$ is injective, suppose that $\phi([\xi^j_{\mu}]_x) = \phi([\xi^j_{\nu}]_x)$. Without loss of generality, suppose that $\tilde{i} \geq \tilde{\ell} \geq m$, so that

$$\phi([\xi^j_{\mu}]_x) = [\xi^j_{\mu' \lambda_{i,j}}]_y \quad \text{and} \quad \phi([\xi^j_{\nu}]_x) = [\xi^j_{\nu \lambda_{t,\ell}}]_y$$

where $h$ is the coordinatewise maximum of $n - m + \bar{t}$ and $j$ is the coordinatewise maximum of $n - m + \bar{i}$.

Since $i \geq \ell$, we can write $i = \ell + q$ for $q \in \mathbb{N}$. Consequently, the coordinatewise maximum $j$ of $n - m + \bar{t}$ is the same as the sum of the coordinatewise maximum of $n - m + \bar{t}$ and $q$. In other words, $j = h + q$. It follows that

$$d(\lambda_{i,j}) = j - n + m - \tilde{i} = q + \tilde{h} - n + m - \tilde{i} = \tilde{h} - n + m - \tilde{\ell} = d(\lambda_{\ell,h}).$$

Since $j \geq h$, the equivalence relation on $\mathcal{H}_y$ implies that

$$\nu \lambda_{\ell,h} y_h \cdots y_{j-1} = \mu \lambda_{i,j} \quad \text{if} \ j > h;$$

if $h = j$ then $i = \ell$ and we must have $\nu = \mu$.

Observe that $j - h = i - \ell = q$. Assuming that $j > h$, we can write

$$\nu \lambda_{\ell,h} y_h \cdots y_{j-1} = \nu x_{\ell} \cdots x_{\ell + j - h - 1} \lambda_{\ell + j - h,j} = \nu x_{\ell} \cdots x_{i-1} \lambda_{i,j}.$$

Then the factorization property implies that

$$\nu x_{\ell} \cdots x_{i-1} = \mu,$$

and consequently $[\xi^j_{\mu}]_x = [\xi^j_{\nu}]_x$. In other words, $\phi$ is injective.

Finally it is straightforward to check that $\phi \circ T^x_\lambda = T^y_\lambda \circ \phi$ for $\lambda \in \Lambda$, and hence the representations $\pi_x, \pi_y$ are equivalent, as claimed. \qed
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Observe that the representation \( \pi_x \) of Theorem 3.4 is in fact well-defined for any row-finite source-free higher-rank graph \( \Lambda \) and any \( x \in \Lambda^\infty \), even if \( \Lambda \) is not strongly connected. We only required the hypothesis that \( \Lambda \) be strongly connected in order to ensure that \( T_v \) was nonzero for each \( v \). However, a similar construction will give us a separable faithful representation of \( C^*(\Lambda) \) for any row-finite, source-free \( k \)-graph \( \Lambda \).

**Theorem 3.8.** Let \( \Lambda \) be a row-finite source-free \( k \)-graph. There is a faithful separable representation of \( C^*(\Lambda) \).

**Proof.** For each vertex \( v \in \Lambda^0 \), choose an infinite path \( y_v \) with \( r(y_v) = v \). (The fact that \( \Lambda \) is source-free implies we can always do this.) Since \( \Lambda \) is a countable category, there will be at most countably many such paths. Define

\[
\mathcal{H} := \bigoplus_{v \in \Lambda^0} \mathcal{H}_{y_v}, \quad \pi := \bigoplus_{v \in \Lambda^0} \pi_{y_v},
\]

Then \( \mathcal{H} \) is a separable Hilbert space and \( \pi \) is a representation of \( C^*(\Lambda) \) on \( \mathcal{H} \). We know that \( \pi(t_\mu) \) is nonzero for each \( \mu \in \Lambda \), because

\[
\pi_{y_{s(\mu)}}(t_\mu)[\xi^1_{s(\mu)}] = [\xi^1_\mu]
\]

is a nonzero generator of \( \mathcal{H}_{y_{s(\mu)}} \) and hence of \( \mathcal{H} \).

Moreover, the unitary action \( \gamma \) of \( \mathbb{T}^k \) on \( \mathcal{H}_{y_v} \), discussed in Theorem 3.4 extends to a unitary action of \( \mathbb{T}^k \) on \( \mathcal{H} \) via the diagonal action. Similarly, the fact that each representation \( \pi_{y_v} \) intertwines this action with the gauge action on \( C^*(\Lambda) \) implies that we again have

\[
z \cdot \pi(T) = \pi(\gamma_z(T)),
\]

so again by Theorem 2.1 of [5] (the gauge-invariant uniqueness theorem) tells us that \( \pi \) is a faithful separable representation of \( C^*(\Lambda) \). \( \square \)

## 4 A new perspective on \( \Lambda \)-semibranching function systems

In order to construct examples of \( \Lambda \)-semibranching function systems for a finite \( k \)-graph \( \Lambda \) more readily, we will recast the original definition of \( \Lambda \)-semibranching function system from [37] in a way that only involves the \( k \)-colored edges of \( \Lambda \). We present in Theorem 4.1 a definition of \( \Lambda \)-semibranching function systems equivalent to the original definition (Definition 2.8 above).

The following theorem shows that checking Conditions (a) and (c) of Definition 2.8 for arbitrary \( m \in \mathbb{N}^k \) is equivalent to checking the equivalent conditions for the basis elements \( e_1, \ldots, e_k \) of \( \mathbb{N}^k \).

**Theorem 4.1.** Let \( \Lambda \) be a finite \( k \)-graph and let \( (X, \mathcal{F}, \mu) \) be a measure space. Let \( \{e_1, \ldots, e_k\} \) be the standard basis of \( \mathbb{N}^k \). For \( 1 \leq i \leq k \), suppose we have a semibranching function system

\[
[24]
\]
\{\tau_\lambda : D_\lambda \to R_\lambda\}_{d(\lambda) = e_\lambda} \text{ on } X, \text{ with associated coding maps } \tau^{e_i} : X \to X. \text{ For } \eta \in \Lambda, \text{ write } \\
\eta = \eta_1 \eta_2 \cdots \eta_\ell \text{ as a sequence of edges, and define } \\
\tau_\eta := \tau_{\eta_1} \circ \tau_{\eta_2} \circ \cdots \circ \tau_{\eta_\ell}. \quad (15) \\

Then the semibranching function systems \{\tau_\lambda : d(\lambda) = e_i\}_{i=1}^k \text{ and coding maps } \{\tau^{e_i}\}_{i=1}^k \\
satisfy Conditions (i) - (v) below if and only if the operators } \{\tau_\eta : \eta \in \Lambda\} \text{ form a } \Lambda- \\
\text{semibranching function system, with coding maps } \tau^m := (\tau^{e_1})^{m_1} \circ (\tau^{e_2})^{m_2} \circ \cdots \circ (\tau^{e_k})^{m_k} \text{ for } \\
m = (m_1, \ldots, m_k) \in \mathbb{N}^k. \\

(i) For any edges } \lambda, \nu \text{ with } s(\lambda) = s(\nu), \text{ we have } D_\lambda = D_\nu. \text{ Writing } v = s(\lambda) = s(\nu), \text{ we set } \\
D_v := D_\lambda = D_\nu, \\
\text{and we require } \mu(D_v) > 0 \text{ for all } v \in \Lambda^0. \\
(ii) For } v \neq w \in \Lambda^0, \text{ } \mu(D_v \cap D_w) = 0. \\
(iii) Fix } i, j \in \{1, \ldots, k\}. \text{ If } \lambda \alpha = \nu \beta \text{ for } \lambda, \beta \in \Lambda^{e_i} \text{ and } \nu, \alpha \in \Lambda^{e_j}, \text{ then } R_\alpha \subseteq D_\lambda, \\
R_\beta \subseteq D_\nu, \text{ and } \\
\tau_\lambda \circ \tau_\alpha = \tau_\nu \circ \tau_\beta. \\
(iv) For any } 1 \leq i, j \leq k, \text{ we have } \tau^{e_i} \circ \tau^{e_j} = \tau^{e_j} \circ \tau^{e_i}. \\
(v) For } v \in \Lambda \text{ and } 1 \leq i \leq k, \text{ we have } \\
\mu(D_v \setminus \bigcup_{g \in v^{\Lambda^{e_i}}} R_g) = 0. \\

\textbf{Proof.} First, suppose we are given a } \Lambda- \text{semibranching function system as in Definition 2.8.} \text{ Condition (c) of Definition 2.8 guarantees Conditions (i) and (iii) in the statement of this Theorem; Condition (ii) follows from Condition (b) and the fact that the maps } \{\tau_\nu : v \in \Lambda^0\} \\
\text{form a semibranching function system. Condition (d) of Definition 2.8 implies Condition (iv) above. To see (v), fix } i \in \{1, \ldots, k\} \text{ and note that } \text{Condition (c) of Definition 2.8 implies that for } g \in \Lambda^{e_i}, R_g \subseteq D_{r(g)}. \text{ Thus, } \bigcup_{g \in v^{\Lambda^{e_i}}} R_g \subseteq D_v, \text{ and hence } \mu(D_v \setminus \bigcup_{g \in v^{\Lambda^{e_i}}} R_g) = 0. \\

For the other direction, suppose that we are given } k \text{ semibranching function systems } \\
\{\tau_\lambda : \lambda \in \Lambda, d(\lambda) = e_i\}_{i=1}^k \text{ with coding maps } \{\tau^{e_i}\}_{i=1}^k \text{ satisfying Conditions (i) - (v) above. First fix } \eta \in \Lambda \text{ and write } \eta = \eta_1 \eta_2 \cdots \eta_\ell \text{ as a sequence of edges. Then Condition (iii) implies that } R_{\eta_j} \subseteq D_{\eta_{j-1}} \text{ for } 2 \leq j \leq \ell, \text{ and hence the formula for } \tau_\eta \text{ given in (15) is well-defined.} \text{ In fact, Condition (iii) and the factorization property of } k\text{-graphs imply that } \tau_\eta \text{ is independent of the decomposition of } \eta \text{ into edges. Moreover, recall that since each } \{\tau_\lambda : d(\lambda) = e_i\} \text{ is a semibranching function system, we have } \tau^{e_i} \circ \tau_\eta = id_{D_\lambda} \text{ for all } \lambda \in \Lambda^{e_i}. \text{ Consequently, if } \eta \in \Lambda^m, \text{ write } \eta \text{ as a sequence of edges, } \eta = \eta_1 \eta_2 \cdots \eta_\ell \text{ where we list the } m_k \text{ edges of color } k \text{ first, then all } m_{k-1} \text{ edges of color } k-1, \text{ etc. Also note that } id_{D_\alpha} \circ \tau_\beta = \text{ is well defined for edges } \alpha, \beta \text{ whenever } s(\alpha) = r(\beta), \text{ and } id_{D_\alpha} \circ \tau_\beta = \tau_\beta. \text{ Then } \\
\tau^{m} \circ \tau_\eta = (\tau^{e_1})^{m_1} \circ \cdots \circ (\tau^{e_k})^{m_k} \circ \tau_{\eta_1} \circ \cdots \circ \tau_{\eta_\ell} = id_{D_\lambda}. \\
\text{Note that if } \lambda = \lambda_1 \lambda_2 \text{ with } d(\lambda_1) = \ell, d(\lambda_2) = e_j, \text{ then } R_{\lambda_2} \subseteq D_{s(\lambda_1)} \text{ by Conditions (iii) and (i), and hence the composition } \tau_{\lambda_1} \circ \tau_{\lambda_2} \text{ is well defined.}
since \( \tau_k^{m_k} \circ \tau_{\lambda_1} \circ \cdots \circ \tau_{\lambda_m} = \text{id}_{D_{\lambda_m}} \), and similarly for the other colors. Hence, \( \tau^m \) is a coding map for \( \{ \tau_\lambda : d(\lambda) = m \} \).

To see that \( \{ \tau_\lambda : d(\lambda) = m \} \) forms a semibranching function system for each \( m \in \mathbb{N}^k \), we proceed by induction. Note that the case \( m = e_i \) for \( 1 \leq i \leq k \) holds by the hypotheses of the Theorem. For the case \( m = 0 \), we begin by defining

\[
\tau_v = \text{id} : D_v \to D_v \text{ for } v \in \Lambda^0.
\]

Then \( \Phi_v(x) := \frac{d(\mu \circ \tau_v)}{d\mu}(x) = 1 \) for all \( x \in D_v \). By Condition (ii), in order to check that \( \{ \tau_v : v \in \Lambda^0 \} \) is a semibranching function system, it merely remains to check that \( \mu(X \setminus \bigcup_{v \in \Lambda^0} D_v) = 0 \). By Conditions (ii) and (v), and the fact that \( \{ \tau_\lambda : d(\lambda) = e_i \} \) is a semibranching function system,

\[
\mu \left( \bigcup_{v \in \Lambda^0} D_v \right) = \sum_{v \in \Lambda^0} \mu(D_v) = \sum_{v \in \Lambda^0} \sum_{\lambda \in \Lambda^v} \mu(R_\lambda) = \mu(X)
\]

as desired.

Now, suppose that for every \( \ell = (\ell_1, \ldots, \ell_k) \in \mathbb{N}^k \) with \( |\ell| = \ell_1 + \ell_2 + \cdots + \ell_k \leq n \), we have \( \{ \tau_\lambda : d(\lambda) = \ell \} \) is a semibranching function system with coding map \( \tau^\ell \). Let \( m = \ell + e_j \).

Given \( \lambda \neq \nu \in \Lambda^m \), write \( \lambda = \lambda_1 \lambda_2 \), \( \nu = \nu_1 \nu_2 \), with \( d(\lambda_1) = \ell = d(\nu_1) \) and \( d(\nu_2) = d(\lambda_2) = e_j \).

Then \( \tau_\lambda = \tau_{\lambda_1} \circ \tau_{\lambda_2} \) is well-defined and

\[
R_\lambda := \tau_{\lambda_1}(R_{\lambda_2}) \subseteq R_{\lambda_1}.
\]

If \( \nu_1 \neq \lambda_1 \), then \( R_\lambda \cap R_\nu \subseteq R_{\lambda_1} \cap R_{\nu_1} \) and hence

\[
\mu(R_\lambda \cap R_\nu) \leq \mu(R_{\lambda_1} \cap R_{\nu_1}) = 0.
\]

If \( \nu_1 = \lambda_1 \), then since \( \lambda \neq \nu \) we must have that \( \lambda_2 \neq \nu_2 \). Thus, since \( \Phi_{\lambda_1} = \frac{d(\mu \circ \tau_{\lambda_1})}{d\mu} \) and \( \mu(R_{\lambda_2} \cap R_{\nu_2}) = 0 \), we have

\[
\mu(R_\lambda \cap R_\nu) = \mu(\tau_{\lambda_1}(R_{\lambda_2} \cap R_{\nu_2})) = \int_{R_{\lambda_2} \cap R_{\nu_2}} 1 d(\mu \circ \tau_{\lambda_1}) = \int_{R_{\lambda_2} \cap R_{\nu_2}} \Phi_{\lambda_1} d\mu = 0.
\]

To see that \( \mu(X \setminus \bigcup_{\lambda \in \Lambda^m} R_\lambda) = 0 \), note that

\[
\bigcup_{\lambda \in \Lambda^m} R_\lambda = \bigcup_{\lambda = \lambda_1 \lambda_2 \in \Lambda^m} \tau_{\lambda_1}(R_{\lambda_2}) = \bigcup_{d(\lambda_1) = \ell} \tau_{\lambda_1} \left( \bigcup_{\lambda_2 \in \Lambda^\ell} R_{\lambda_2} \right).
\]

Then Condition (i) and (v) gives

\[
\bigcup_{d(\lambda_1) = \ell} \tau_{\lambda_1} \left( \bigcup_{\lambda_2 \in \Lambda^\ell} R_{\lambda_2} \right) = \bigcup_{d(\lambda_1) = \ell} \tau_{\lambda_1}(D_{s(\lambda_1)}) \text{ almost everywhere}
\]

\[
= \bigcup_{d(\lambda_1) = \ell} R_{\lambda_1} = X \text{ almost everywhere.}
\]

Thus, \( \mu(X \setminus \bigcup_{\lambda \in \Lambda^m} R_\lambda) = 0 \).
To conclude that \( \{ \tau_\lambda : d(\lambda) = m \} \) is a semibranching function system, we need to show that it satisfies Condition (b) of Definition 2.7, which states that the Radon-Nikodym derivative \( \Phi_\lambda := \Phi_{\tau_\lambda \circ \tau_\lambda} \) exists and is positive for all \( \lambda = \lambda_1 \lambda_2 \) with \( d(\lambda_1) = \ell, \ d(\lambda_2) = e_j \). Since \( \mu \circ \tau_{\lambda_1} \ll \mu \) and \( \mu \circ \tau_{\lambda_2} \ll \mu \), it is straightforward to see that \( \mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2} \ll \mu \circ \tau_{\lambda_2} \).

Now we fix a Borel set \( E \subset D_{\lambda_2} \), otherwise the following integral is zero, and consider

\[
\int_X \chi_E(x) \, d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2}).
\]

Since \( E \subset D_{\lambda_2} \), if \( x \in E \) then \( \tau_{\lambda_2}(x) =: y \in R_{\lambda_2} \), and so (since \( \tau^{e_j} \circ \tau_{\lambda_2} = id_{D_{\lambda_2}} \)) we see that we can write every \( x \in E \) as \( x = \tau^{e_j}(y) \) for precisely one \( y \in R_{\lambda_2} \). Moreover, the fact that \( \tau_{\lambda_2} = \tau_{\lambda_2} \circ \tau^{e_j} \circ \tau_{\lambda_2} \) implies that \( \tau_{\lambda_2} \circ \tau^{e_j} = id_{R_{\lambda_2}} \), so

\[
\int_X \chi_E(x) \, d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2})(x) = \int_X \chi_E(\tau^{e_j}(y)) \, d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2})(\tau^{e_j}(y))
\]

\[
= \int_X (\chi_E \circ \tau^{e_j})(y) \, d(\mu \circ \tau_{\lambda_1})(y).
\]

Since \( \mu \circ \tau_{\lambda_1} \ll \mu \), the above integral becomes

\[
\int_X (\chi_E \circ \tau^{e_j})(y) \Phi_{\tau_{\lambda_1}}(y) \, d\mu(y).
\]

Returning to our original notation, write \( y = \tau_{\lambda_2}(x) \) for some \( x \in E \subset D_{\lambda_2} \); now we have

\[
\int_X (\chi_E \circ \tau^{e_j})(y) \Phi_{\tau_{\lambda_1}}(y) \, d\mu(y) = \int_X (\chi_E \circ \tau^{e_j})(\tau_{\lambda_2}(x)) \Phi_{\tau_{\lambda_1}}(\tau_{\lambda_2}(x)) \, d\mu(\tau_{\lambda_2}(x))
\]

\[
= \int_X \chi_E(x) (\Phi_{\tau_{\lambda_1}} \circ \tau_{\lambda_2})(x) \, d(\mu \circ \tau_{\lambda_2})(x).
\]

So we have

\[
\int_X \chi_E(x) \, d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2}) = \int_X \chi_E(x) (\Phi_{\tau_{\lambda_1}} \circ \tau_{\lambda_2})(x) \, d(\mu \circ \tau_{\lambda_2})(x).
\]

Thus, by uniqueness of Radon-Nikodym derivatives and the fact that \( \mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2} \ll \mu \circ \tau_{\lambda_2} \), we have

\[
\frac{d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2})}{d(\mu \circ \tau_{\lambda_2})} = \Phi_{\tau_{\lambda_1}} \circ \tau_{\lambda_2}.
\]

Therefore \( \Phi_\lambda := \Phi_{\tau_{\lambda_1} \circ \tau_{\lambda_2}} \) exists and

\[
\Phi_\lambda = \Phi_{\tau_{\lambda_1} \circ \tau_{\lambda_2}} = \frac{d(\mu \circ \tau_{\lambda_1} \circ \tau_{\lambda_2})}{d(\mu \circ \tau_{\lambda_2})} \phi(\mu \circ \tau_{\lambda_2}) = (\Phi_{\tau_{\lambda_1}} \circ \tau_{\lambda_2})(\Phi_{\tau_{\lambda_1}}),
\]

which is positive since \( \Phi_{\tau_{\lambda_1}} \) and \( \Phi_{\tau_{\lambda_2}} \) are positive. Hence \( \{ \tau_\lambda : d(\lambda) = \ell + e_j \} \) forms a semibranching function system. Therefore by induction \( \{ \tau_\lambda : d(\lambda) = m \} \) forms a semibranching function system for all \( m \in \mathbb{N}^k \). This completes the proof that Condition (a) holds. Note that Condition (b) holds by construction and by Condition (i); Condition (c) holds by construction, Condition (v), and the fact that \( \tau_\lambda \) is well defined. Similarly, Condition (d) holds by construction and by Condition (iv), completing the proof of the Theorem. \( \Box \)
Corollary 4.2. Let $\Lambda$ be a finite $k$-graph with no sources and let $(X,\mathcal{F},\mu)$ be a measure space. For each $1 \leq i \leq k$, suppose we have a semibranching function system $\{\tau_f : D_f \to R_f\}_{d(f)=e_i}$ on $(X,\mu)$ with associated coding map $\tau^{e_i} : X \to X$ satisfying Conditions (i)–(v) in Theorem 4.1. For each $1 \leq i \leq k$ and $f \in \Lambda^{e_i}$, define $S_f \in B(L^2(X,\mu))$ by
\[
S_f \xi(x) = \chi_{R_f(x)}(\Phi_{\tau_f}(\tau^{e_i}(x)))^{-1/2} \xi(\tau^{e_i}(x)).
\] Then the collection of operators $\{S_f : d(f) = e_i\}_{i=1}^k$ generate a representation of $C^*(\Lambda)$.

Proof. By Theorem 4.1, we obtain a $\Lambda$-semibranching function system on $(X,\mu)$, and thus by Theorem 3.5 of [37], we have an associated representation of $C^*(\Lambda)$ on $L^2(X,\mu)$. When we evaluate the formula from [37] Theorem 3.5 on paths $f \in \Lambda$ with $|d(f)| = 1$ we obtain the formula for $S_f$ given in the statement of the Corollary. Moreover, using (CK2), we can compute $S_\lambda$ for any $\lambda \in \Lambda$ once we know the formulas for $\{S_f : f \in \Lambda, |d(f)| = 1\}$. The fact that the operators $S_\lambda$ arise from a $\Lambda$-semibranching function system induced by $\{\{\tau_f : D_f \to R_f\}_{d(f)=e_i}\}_{i=1}^k$ guarantees the necessary commutativity properties to ensure that $S_\lambda$ is well defined. Namely, suppose $\lambda = f_1f_2g_1$ for $f_i, g_i$ edges of degree $e_i$ in $\Lambda$. Then Theorem 3.5 of [37] tells us that $S_\lambda = S_{f_1} \circ S_{f_2} = S_{g_2} \circ S_{g_1}$, so writing $S_\lambda$ as a composition of operators $S_f$ for an edge $f$ gives the same formula as in [37], and moreover is independent of the choice of factorization of $\lambda$ into edges.

5 Examples of $\Lambda$-semibranching function systems on Lebesgue measure spaces

In this section, we describe a number of examples of $\Lambda$-semibranching function systems for finite $k$-graphs $\Lambda$. In confirming that our examples are indeed $\Lambda$-semibranching function systems, we rely heavily on the characterization given in Theorem 4.1.

Our main focus in the present Section 5 is to hint at the flexibility and diversity offered by the $\Lambda$-semibranching function systems, by showcasing a variety of examples of $\Lambda$-semibranching function systems on familiar measure spaces for 1- and 2-graphs $\Lambda$. Indeed, the measure spaces we use below are primarily the unit interval or unit square equipped with Lebesgue measure. We also show that the standard constructions of 2-graphs from 1-graphs (product and double graphs) are compatible with our $\Lambda$-semibranching function systems. See Definition 5.6 and Example 5.7 for more details.

Example 5.1. Consider the following 1-graph $\Lambda$ with two vertices $v_1$ and $v_2$ and three edges $f_1, f_2$ and $f_3$.

To find a $\Lambda$-semibranching function system, we let $X$ be the closed unit interval $[0, 1]$ of $\mathbb{R}$ with the usual Lebesgue $\sigma$-algebra and measure $\mu$. For $v_1$ and $v_2$, let $D_{v_1} = [0, \frac{1}{2}]$ and
$D_{v_2} = (\frac{1}{2}, 1]$. Also for each edge $f \in \Lambda$, let $D_f = D_{s(f)}$, and hence $D_{f_1} = D_{v_1} = [0, \frac{1}{2}]$, $D_{f_2} = D_{v_2} = (\frac{1}{2}, 1]$ and $D_{f_3} = D_{v_2} = (\frac{1}{2}, 1]$. Thus, the set of domains satisfy Conditions (i) and (ii) of Theorem 4.1 automatically. Now define prefixing maps for $f_1, f_2$ and $f_3$ by

\[
\tau_{f_1}(x) = -\frac{1}{2}x + \frac{1}{2} \quad \text{for } x \in D_{f_1} = [0, \frac{1}{2}],
\]

\[
\tau_{f_2}(x) = -\frac{1}{2}x + \frac{1}{2} \quad \text{for } x \in D_{f_2} = (\frac{1}{2}, 1],
\]

\[
\tau_{f_3}(x) = x \quad \text{for } x \in D_{f_3} = (\frac{1}{2}, 1].
\]

Then $R_{f_1} = [\frac{1}{4}, \frac{1}{2}], R_{f_2} = [0, \frac{1}{4}]$ and $R_{f_3} = (\frac{1}{2}, 1]$. Then the ranges of the prefixing maps are mutually disjoint and $X = R_{f_1} \cup R_{f_2} \cup R_{f_3}$. For each $f_i$, since Lebesgue measure is regular, the Radon-Nikodym derivative of $\tau_{f_i}$ is given by

\[
\Phi_{f_i}(x) = \inf_{x \in E \subseteq D_{f_i}} \left( \frac{\mu \circ \tau_{f_i}}{\mu} \right)(E) = \inf_{x \in E \subseteq D_{f_i}} \left\{ \frac{\mu(E)}{\mu} \right\}, \quad i = 1, 2,
\]

\[
= \left\{ \begin{array}{ll}
\frac{1}{2}, & i = 1, 2 \\
1, & i = 3. 
\end{array} \right.
\]

Thus, the Radon-Nikodym derivatives are positive on their respective domains, as desired. Now define $\tau^1 : X \to X$ by

\[
\tau^1(x) = \left\{ \begin{array}{ll}
\tau_{f_1}^{-1}(x) & \text{for } x \in R_{f_1} \\
\tau_{f_2}^{-1}(x) & \text{for } x \in R_{f_2} \\
\tau_{f_3}^{-1}(x) & \text{for } x \in R_{f_3} 
\end{array} \right.
\]

Since the sets $R_{f_i}$ are mutually disjoint, $\tau^1$ is well defined on $X$. Then $\tau^1$ is the coding map satisfying $\tau^1 \circ \tau_{f_i}(x) = x$ for all $x \in D_{f_i}$. This shows that $\{\tau_{f_i} : D_{f_i} \to R_{f_i}, i = 1, 2, 3\}$ is a semibranching function system for $(X, \mu)$. Since $\Lambda$ is 1-graph, Condition (iv) is trivially satisfied. Also Condition (v) is satisfied since our construction gives

\[
D_{v_1} = R_{f_1} \cup R_{f_2}, \quad D_{v_2} = R_{f_3}.
\]

Since our graph $\Lambda$ is a 1-graph, Condition (iii) is equivalent to the following:

\[
R_g \subseteq D_f \quad \text{whenever } s(f) = r(g) \text{ for edges } f, g \in \Lambda.
\]  \hfill (17)

In this example, there are only three composable pairs of edges to check. In particular, the pair $(f_1, f_2)$ has $s(f_1) = r(f_2)$ and $R_{f_2} \subseteq D_{f_1}$, and the pair $(f_3, f_5)$ has $s(f_3) = r(f_5)$ and $R_{f_5} \subseteq D_{f_3}$; similarly, $(f_1, f_5)$ satisfies $s(f_1) = r(f_5)$ and hence $R_{f_5} \subseteq D_{f_1}$. This shows (17). Therefore $\{\tau_{f_1}, \tau_{f_2}, \tau_{f_3}\}$ with the coding map $\tau^1$ gives a $\Lambda$-semibranching function system on $([0, 1], \mu)$. 
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Example 5.2. Consider the following 2-colored graph (cf. Example 4.1 of [38]).

\[
\begin{array}{c}
\text{Example 5.2. Consider the following 2-colored graph (cf. Example 4.1 of [38]).}
\end{array}
\]

\[
\begin{array}{c}
\text{Then there is a 2-graph } \Lambda \text{ with the above skeleton and factorization rules given by}
\end{array}
\]

\[
f_1e = ef_2 \quad \text{and} \quad ef_1 = f_2e.
\]

Let \( X = (0, 1) \) be the unit interval with Lebesgue \( \sigma \)-algebra and measure \( \mu \). We construct two semibranching function systems on \((X, \mu)\), namely \( \{ \tau_g : d(g) = e_i \}_{i=1}^2 \) with coding maps \( \{ \tau^{e_i} : X \to X \}_{i=1}^2 \), which satisfy Conditions (i)–(v) of Definition 4.1.

Let \( D_v = (0, 1) \). Since \( D_\lambda = D_{s(\lambda)} \), \( s(f_1) = s(f_2) = s(e) = v \) implies that \( D_{f_1} = D_{f_2} = D_e = (0, 1) \). Since this example has only one vertex \( v \), the conditions (i) and (ii) of Theorem 4.1 are trivially satisfied. We define \( \tau_{f_1}, \tau_{f_2} \) and \( \tau_e \) on \((0, 1)\) by

\[
\tau_{f_1}(x) = \frac{1 - x}{2}, \quad \tau_{f_2}(x) = \frac{2 - x}{2} \quad \text{and} \quad \tau_e(x) = -x + 1.
\]

Then \( R_{f_1} = (0, \frac{1}{2}) \), \( R_{f_2} = (\frac{1}{2}, 1) \) and \( R_e = (0, 1) \). To compute the Radon-Nikodym derivatives, the functions \( \tau_{f_1}, \tau_e \) are linear, we have (for \( g = f_1, f_2, e \))

\[
\Phi_g(x) = \inf_{x \in E \subseteq D_g} \frac{\mu \circ \tau_g(E)}{\mu(E)} = \inf_{x \in E \subseteq D_e} \begin{cases} \frac{\mu(E)}{\mu(E)}, & g = f_1, f_2, \\ \frac{\mu(E)}{\mu(E)}, & g = e \end{cases}
\]

\[
= \begin{cases} \frac{1}{2}, & g = f_1, f_2 \\ 1, & g = e. \end{cases}
\]

Thus, the Radon-Nikodym derivatives are positive on their respective domains, as desired.

Also it is evident that

\[
\mu(X \setminus (R_{f_1} \cup R_{f_2})) = 0 \quad \text{and} \quad \mu(X \setminus R_e) = 0.
\]

Since there is only one vertex \( v \), this implies condition (v) of Theorem 4.1. Define coding maps \( \tau^{e_1} \) and \( \tau^{e_2} \) by

\[
\tau^{e_1}(x) = \begin{cases} \tau_{f_1}^{-1}(x) & \text{if } x \in R_{f_1} \\ \tau_{f_2}^{-1}(x) & \text{if } x \in R_{f_2} \end{cases} \quad \text{and} \quad \tau^{e_2}(x) = \tau_e^{-1}(x) \quad \text{for } x \in R_e.
\]

Since \( R_{f_1} \) and \( R_{f_2} \) are disjoint, \( \tau^{e_1} \) is well-defined on \( X \), and similarly \( \tau^{e_2} \) is well-defined on \( X \). Then it is straightforward to check that the coding maps satisfy condition (iv) of Theorem 4.1 and that \( \{ \tau_{f_1}, \tau_{f_2} \} \) and \( \{ \tau_e \} \) (together with \( \{ \tau^{e_1}, \tau^{e_2} \} \)) form a semibranching function systems on \((0, 1)\) with Lebesgue measure.
Since there are only two factorization rules, to verify condition (iii) of Theorem 4.1, we need to show that
\[
R_e \subset D_{f_1}, \quad R_{f_2} \subset D_e, \quad R_{f_1} \subset D_e, \quad R_e \subset D_{f_2}, \quad (19)
\]
and
\[
\tau_{f_1} \circ \tau_e = \tau_e \circ \tau_{f_2}, \quad \tau_e \circ \tau_{f_1} = \tau_{f_2} \circ \tau_e. \quad (20)
\]
Since there is only one vertex \(v\) and for any edge \(g \in \Lambda^e\), \(D_g = D_{s(g)} = D_v = (0, 1)\), the conditions in (19) are trivially satisfied. Also straightforward calculations give (20). Therefore the semibranching function systems \(\{\tau_{f_1}, \tau_{f_2}\}\) and \(\{\tau_e\}\) with coding maps \(\tau_{e_1}, \tau_{e_2}\) give a \(\Lambda\)-semibranching function system by Theorem 4.1.

Example 5.3. We present here an example of a \(\Lambda\)-semibranching function system for the 2-graph of Example 5.2 for which the Radon-Nikodym derivatives are not constant.

Let \(X = [0, 1]^2\) and let \(D_v = (0, 1)^2\). Define
\[
\tau_{f_1}(x, y) = (x, x + y - xy), \quad \tau_{f_2}(x, y) = (x, xy), \quad \tau_e(x, y) = (1 - x, 1 - y).
\]
Then \(R_{f_1} = \{(x, y) : 0 < x < y\}\) and \(R_{f_2} = \{(x, y) : 0 < y < x\}\), and
\[
\tau^{e_2} = \tau_e, \quad \tau^{e_1}(x, y) = \begin{cases} (x, y/x) & \text{if } 0 < y < x \\ (x, \frac{y-x}{1-x}) & \text{if } 0 < x < y \end{cases}
\]
To see that these functions satisfy Theorem 3.3, we must check that
\[
\tau^{e_2} \circ \tau^{e_1} = \tau^{e_1} \circ \tau^{e_2} \quad \text{and} \quad \tau_{f_1} \circ \tau_e = \tau_e \tau_{f_{i+1}}.
\]
These equations follow from straightforward calculations.

We now compute the Radon-Nikodym derivatives associated to this \(\Lambda\)-semibranching function system. Consider a rectangle \(E \subseteq X\) with lower left vertex \((a, b)\) and upper right vertex \((a + \epsilon, b + \delta)\). Then \(\mu(E) = \epsilon \delta\), whereas \(\tau_{f_1}(E)\) is the quadrilateral bounded by the lines
\[
x = a, \quad x = a + \epsilon, \quad y = (1 - b - \delta)x + b + \delta, \quad y = (1 - b)x + b,
\]
so a straightforward calculation tells us that
\[
\mu(\tau_{f_1}(E)) = \delta \epsilon (1 - a - \epsilon/2),
\]
and hence \(\frac{\mu(\tau_{f_1}(E))}{\mu(E)} = 1 - a - \epsilon/2\). Thus,
\[
\Phi_{f_1}(x, y) = \lim_{E \ni (x, y)} \frac{\mu(\tau_{f_1}(E))}{\mu(E)} = 1 - x.
\]
Similar calculations to the above show that \(\tau_{f_2}(E)\) is the quadrilateral bounded by the lines
\[
x = a, \quad x = a + \epsilon, \quad y = (b + \delta)x, \quad y = bx,
\]
and hence \(\frac{\mu(\tau_{f_2}(E))}{\mu(E)} = a + \epsilon/2\). Consequently,
\[
\Phi_{f_2}(x, y) = x.
\]
Since \(\tau_e\) is linear, \(\Phi_{e}(x, y) = 1\) for all \((x, y) \in D_v\).
Example 5.4. Consider the 2-graph $\Lambda$ given in Example 7.7 of [73] with the following skeleton.

Here the blue and solid edges have degree $e_1$, and the red and dashed edges have degree $e_2$. The factorization property of $\Lambda$ is given by, for $i = 0, 1$,

$$a_ib_i = d_ic_i, \quad a_ib_{1-i} = d_ic_{1-i}, \quad \text{and} \quad c_id_i = b_{1-i}a_{1-i}.$$ 

In particular,

$$a_0b_0 = d_0c_0, \quad a_1b_1 = d_1c_1, \quad a_1b_0 = d_1c_0, \quad a_0b_1 = d_0c_1, \quad c_0d_0 = b_1a_1, \quad c_1d_1 = b_0a_0$$

Let $X = (0, 1)$ be the unit open interval with Lebesgue $\sigma$-algebra and measure $\mu$.

Let $D_u = (0, \frac{1}{3}), \quad D_v = (\frac{1}{3}, \frac{2}{3})$ and $D_w = (\frac{2}{3}, 1)$. Then $\mu(X \setminus (D_u \cup D_v \cup D_w)) = 0$ and $\mu(D_i \cap D_j) = 0$ for $i \neq j$ and $i, j \in \{u, v, w\}$, which gives Condition (i) and (ii) of Theorem 4.1. We first define prefixing maps for blue (solid) edges;

$$\tau_{a_0}(x) = \frac{3x - 1}{3} \quad \text{for} \quad x \in D_{a_0} = D_v = (\frac{1}{3}, \frac{2}{3}),$$
$$\tau_{a_1}(x) = \frac{3x + 1}{3} \quad \text{for} \quad x \in D_{a_1} = D_v = (\frac{1}{3}, \frac{2}{3}),$$
$$\tau_{c_0}(x) = \frac{x + 1}{2} \quad \text{for} \quad x \in D_{c_0} = D_u = (0, \frac{1}{3}),$$
$$\tau_{c_1}(x) = \frac{x}{2} \quad \text{for} \quad x \in D_{c_1} = D_w = (\frac{2}{3}, 1).$$

Then the ranges of them are

$$R_{a_0} = (0, \frac{1}{3}), \quad R_{a_1} = (\frac{2}{3}, 1), \quad R_{c_0} = (\frac{1}{2}, \frac{2}{3}), \quad \text{and} \quad R_{c_1} = (\frac{1}{3}, \frac{1}{2}).$$

Thus, up to sets of measure zero, $D_u = R_{a_0}, \quad D_v = R_{c_0} \cup R_{c_1}, \quad \text{and} \quad D_w = R_{a_1}$. So Condition (v) is satisfied for the degree $e_1$. Moreover, for $e \in \{a_0, a_1, c_0, c_1\}$, the Radon-Nikodym derivative of $\tau_e$ on $D_e$ is given by

$$\Phi_e(x) = \inf_{x \in E \subseteq D_e} \frac{(\mu \circ \tau_e)(E)}{\mu(E)} = \inf_{x \in E \subseteq D_e} \left\{ \begin{array}{ll}
\frac{\mu(E)}{\mu_{E}}, & e = c_0, c_1 \\
\frac{1}{2}, & e = a_0, a_1
\end{array} \right.$$

$$= \left\{ \begin{array}{ll}
\frac{1}{2}, & e = c_0, c_1 \\
1, & e = a_0, a_1
\end{array} \right.$$
since \( \tau_e \) is linear for all \( e \in \{a_0, a_1, c_0, c_1\} \). Now define \( \tau^{e_1} \) by

\[
\tau^{e_1}(x) = \begin{cases} 
\tau^{-1}_a(x) & \text{for } x \in R_{a_0} \\
\tau^{-1}_a(x) & \text{for } x \in R_{a_1} \\
\tau^{-1}_c(x) & \text{for } x \in R_{c_0} \\
\tau^{-1}_c(x) & \text{for } x \in R_{c_1}
\end{cases}
\]

Then \( \tau^{e_1} \) is a coding map for \( \{\tau_f : d(f) = e_1\} \). Therefore \( \{\tau_f : D_f \to R_f, d(f) = e_1\} \) is a semibranching function system on \((X, \mu)\). Similarly, we define a semibranching function system for red (dashed) edges as follows.

\[
\begin{align*}
\tau_{d_0}(x) &= \frac{-3x + 2}{3} \quad \text{for } x \in D_{d_0} = D_v = \left(\frac{1}{3}, \frac{2}{3}\right), \\
\tau_{d_1}(x) &= \frac{-3x + 4}{3} \quad \text{for } x \in D_{d_1} = D_v = \left(\frac{1}{3}, \frac{2}{3}\right), \\
\tau_{b_0}(x) &= \frac{-x + 1}{2} \quad \text{for } x \in D_{b_0} = D_u = \left(0, \frac{1}{3}\right), \\
\tau_{b_1}(x) &= \frac{-x + 2}{2} \quad \text{for } x \in D_{b_1} = D_w = \left(\frac{2}{3}, 1\right).
\end{align*}
\]

Then \( R_{d_0} = \left(0, \frac{1}{3}\right), \ R_{d_1} = \left(\frac{2}{3}, 1\right), \ R_{b_0} = \left(\frac{1}{3}, \frac{1}{2}\right), \ \text{and } R_{b_1} = \left(\frac{1}{2}, \frac{2}{3}\right). \)

Thus, \( D_u = R_{d_0}, \ D_v = R_{b_0} \cup R_{b_1} \) and \( D_w = R_{d_1} \). So Condition (v) is satisfied. Also we have \( \mu(X \setminus (R_{d_0} \cup R_{d_1} \cup R_{b_0} \cup R_{b_1})) = 0 \) and \( \mu(R_i \cap R_j) = 0 \) for \( i \neq j \) and \( i, j \in \{d_0, d_1, b_0, b_1\} \).

Also, for \( e \in \{d_0, d_1, b_0, b_1\} \), the Radon-Nikodym derivative \( \Phi_e \) is given by

\[
\Phi_e(x) = \inf_{x \in E \subseteq D_e} \frac{(\mu \circ \tau_e)(E)}{\mu(E)} = \inf_{x \in E \subseteq D_e} \left\{ \frac{\mu(E)}{\mu(E)}, \ e = b_0, b_1 \right\} = \begin{cases} 
\frac{1}{2}, & e = b_0, b_1 \\
1, & e = d_0, d_1.
\end{cases}
\]

Now we define \( \tau^{e_2} \) by

\[
\tau^{e_2}(x) = \begin{cases} 
\tau^{-1}_{d_0}(x) & \text{for } x \in R_{d_0} \\
\tau^{-1}_{b_1}(x) & \text{for } x \in R_{d_1} \\
\tau^{-1}_{b_0}(x) & \text{for } x \in R_{b_0} \\
\tau^{-1}_{b_1}(x) & \text{for } x \in R_{b_1}
\end{cases}
\]

Then \( \tau^{e_2} \) is a coding map for \( \{\tau_g : d(g) = e_2\} \). Thus, \( \{\tau_g : D_g \to R_g, d(g) = e_2\} \) is a semibranching function system on \((X, \mu)\). To conclude that the above collection of prefixing maps for blue edges and red edges gives a \( \Lambda \)-semibranching function system, we need to verify conditions (iii) and (iv) of Theorem 4.1. For a composable pair of edges \((\lambda, \eta)\), it is straightforward to see that \( R_{\eta} \subseteq D_{\lambda} \). Also it is straightforward to check that the prefixing maps satisfy the factorization properties given in (21):

\[
\tau_{a_0b_0} = \tau_{d_0c_0}, \quad \tau_{a_1b_1} = \tau_{d_1c_1}, \quad \tau_{a_1b_0} = \tau_{d_1c_0} \\
\tau_{a_0b_1} = \tau_{d_0c_1}, \quad \tau_{c_0d_0} = \tau_{b_1a_1}, \quad \tau_{c_1d_1} = \tau_{b_0a_0}.
\]
For example,
\[
\tau_{a_0b_0}(x) = \tau_{a_0} \circ \tau_{b_0}(x) = \frac{3\tau_{b_0}(x) - 1}{3} = \frac{-x + 1}{2} - \frac{1}{3} = -\frac{x}{2} + \frac{1}{6}
\]
for \( x \in D_{b_0} = D_u = (0, \frac{1}{3}) \). Also
\[
\tau_{d_0c_0}(x) = \tau_{d_0} \circ \tau_{c_0}(x) = \frac{-3\tau_{c_0}(x) + 2}{3} = \frac{-x + 1}{2} + \frac{2}{3} = -\frac{x}{2} + \frac{1}{6}
\]
for \( x \in D_{c_0} = D_u = (0, \frac{1}{3}) \). Therefore the above prefixing maps give a \( \Lambda \)-semibranching function system on \( (0, 1) \) with Lebesgue measure by Theorem 4.1.

We now slightly modify an example from Kawamura (see Example 3.3 of \cite{59}). Our main use for this example will be to construct a \( \Lambda \)-semibranching function system of a double 2-graph \( \Lambda \); see Example 5.7 below. (Note that one can easily modify these examples further in order to obtain examples with quadratic nonconstant Radon-Nikodym derivative, see \cite{59}.)

**Example 5.5.** Let \( A \) be a vertex matrix given by
\[
A = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix},
\]

The associated 1-graph \( E \) is

\[
\begin{array}{c}
\tau_e(x) = \frac{x}{2} \quad \text{for} \quad x \in D_v, \\
\tau_f(x) = \frac{(1-a)x}{a} + a \quad \text{for} \quad x \in D_v, \\
\tau_g(x) = -\frac{ax}{2(a-1)} + \frac{a(2a-1)}{2(a-1)} \quad \text{for} \quad x \in D_w.
\end{array}
\]

Then
\[
R_e = (0, \frac{a}{2}), \quad R_f = (a, 1), \quad R_g = (\frac{a}{2}, a).
\]

Then the ranges are mutually disjoint and
\[
\mu(D_v \setminus (R_e \cup R_g)) = 0 \quad \text{and} \quad D_w = R_f.
\]
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Now define a coding map $\tau^1 : X \to X$ by
\[
\tau^1(x) = \begin{cases} 
\tau_e^{-1} & \text{for } x \in R_e \\
\tau_f^{-1} & \text{for } x \in R_f \\
\tau_g^{-1} & \text{for } x \in R_g 
\end{cases}
\]
Since all of the prefixing maps are linear, the corresponding Radon-Nikodym derivatives are constant and positive. Thus, $\{\tau_e, \tau_f, \tau_g\}$ is a semibranching function system on $[0, 1]$ with coding map $\tau^1$.

### 5.1 Representations of double graphs and $\Lambda$-semibranching function systems

In keeping with our focus on examples in this section, we indicate how to construct $\Lambda$-semibranching function systems for double graphs (Definition 5.6 below) by showing how to use Example 5.5 to build a $\Lambda$-semibranching function system for the associated double graph. Having clarified the construction via this example, we show in Proposition 5.8 how to construct a $\Lambda$-semibranching function system for a general double graph.

**Definition 5.6.** Let $E = (E^0, E^1)$ be a 1-graph. We define the double graph of $E$ to be the 2-graph $\Lambda_E$ with $\Lambda^0_E = E^0$ and $\Lambda^i_E \cong E^1$ for $i = 1, 2$; the factorization rules are trivial. That is, if $e, f \in E^1$ and $s(e) = r(f)$, denote by $e^i(f^i)$ the copy of $e$ (respectively $f$) in $\Lambda^i_E$. Then we define
\[
e^1 f^2 = e^2 f^1.
\]
Note that all pairs of composable edges in $\Lambda^1_E \times \Lambda^2_E$ are of the form $e^1 f^2$ for $e, f$ as above, so the formula above completely defines the factorization rules for a double graph.

**Example 5.7.** We now describe the double graph associated to the 1-graph $E$ with adjacency matrix
\[
A = \begin{pmatrix} 1 & 1 \\
1 & 1 & 0 \end{pmatrix}.
\]
, discussed in Example 5.5 above. The double graph $\Lambda_E$ is a 2-graph whose 1-skeleton is given by

![Diagram of double graph](image)

and the factorization rules are given by
\[
\alpha_{11}\beta_{11} = \beta_{11}\alpha_{11}, \quad \alpha_{11}\beta_{21} = \beta_{11}\alpha_{21}, \quad \alpha_{21}\beta_{12} = \beta_{21}\alpha_{12}, \quad \alpha_{12}\beta_{21} = \beta_{12}\alpha_{21}.
\]

As in Example 5.5 let $X = (0, 1)$ with Lebesgue measure $\mu$. Fix $a \in (0, 1)$, then define $D_v, D_w$ and $\tau_{a_{11}} := \tau_e, \tau_{a_{12}} := \tau_f, \tau_{a_{21}} := \tau_g$ as in Example 5.5 Then $\{\tau_{a_{11}}, \tau_{a_{12}}, \tau_{a_{21}}\}$ forms an $E$-semibranching function system on $(X, \mu)$ with the coding map $\tau^{a_1} := \tau^1$, where $\tau^1$
is the coding map given in Example 5.5. Similarly, for red edges $\beta_{11}, \beta_{12}, \beta_{21}$, define the prefixing maps by

$$
\tau_{\beta_{11}} := \tau_{\alpha_{11}} = \tau_e, \quad \tau_{\beta_{12}} := \tau_{\alpha_{12}} = \tau_f, \quad \tau_{\beta_{21}} := \tau_{\alpha_{21}} = \tau_g.
$$

Then $\{\tau_{\beta_{11}}, \tau_{\beta_{12}}, \tau_{\beta_{21}}\}$ forms an $E$-semibranching function system on $(X, \mu)$ with the coding map $\tau^{e_1} := \tau^{f_1} = \tau^1$. Then Conditions (i), (ii), (iv) and (v) of Theorem 4.1 are automatically satisfied by construction. To see that Condition (iii) is also satisfied, note that it is straightforward to see

$$
\begin{align*}
R_{\beta_{12}} &\subseteq D_w = D_{\alpha_{21}}, & R_{\alpha_{21}} &\subseteq D_v = D_{\beta_{11}}, & R_{\beta_{21}} &\subseteq D_v = D_{\alpha_{12}}, \\
R_{\alpha_{12}} &\subseteq D_w = D_{\beta_{21}}, & R_{\beta_{21}} &\subseteq D_v = D_{\alpha_{12}}, & R_{\alpha_{21}} &\subseteq D_v = D_{\beta_{12}}.
\end{align*}
$$

Also by construction it is straightforward to see the prefixing maps satisfy the factorization rules:

$$
\tau_{\alpha_{11}} \circ \tau_{\beta_{21}} = \tau_{\beta_{11}} \circ \tau_{\alpha_{21}}, \quad \tau_{\alpha_{21}} \circ \tau_{\beta_{12}} = \tau_{\beta_{21}} \circ \tau_{\alpha_{12}}, \quad \tau_{\alpha_{12}} \circ \tau_{\beta_{21}} = \tau_{\beta_{12}} \circ \tau_{\alpha_{21}}.
$$

Therefore, Condition (iii) is satisfied, and hence $\{\tau_{\alpha_{11}}, \tau_{\alpha_{12}}, \tau_{\alpha_{21}}\}$ and $\{\tau_{\beta_{11}}, \tau_{\beta_{12}}, \tau_{\beta_{21}}\}$ give a $\Lambda_E$-semibranching function system on $(X, \mu)$.

More generally, we have the following:

**Proposition 5.8.** Let $E$ be a finite $1$-graph. Suppose there is an $E$-semibranching function system on a measure space $(X, \mathcal{F}, \mu)$ with prefixing maps $\{\tau_f : f \in E^1\}$ and coding map $\tau^1$. Let $\Lambda$ be the double graph associated to $E$. Let $\phi_i : (\Lambda^0, \Lambda^{e_i}) \to (E^0, E^1)$ be the graph isomorphism for $i = 1, 2$. For $f^i \in \Lambda^{e_i}$, define the prefixing map by

$$
\tau_{f^i} := \tau_{\phi_i(f^i)},
$$

and define the corresponding coding map by $\tau^{e_i} := \tau^1$ for $i = 1, 2$. Then the collection of prefixing maps $\{\tau_{f^i} : f^i \in \Lambda^{e_i}\}_{i=1,2}$ gives a $\Lambda$-semibranching function system on $(X, \mu)$ with coding maps $\{\tau^{e_i} : X \to X\}_{i=1,2}$.

**Proof.** Conditions (i) and (iv) of Theorem 4.1 are satisfied by construction, and Conditions (ii) and (v) hold thanks to the hypothesis that the prefixing and coding maps $\{\tau_f, \tau^1\}$ form an $E$-semibranching function system on $(X, \mu)$. For Condition (iii), we simply observe that if $\lambda \alpha = \nu \beta$ for $\lambda, \beta \in \Lambda^{e_1}, \alpha, \nu \in \Lambda^{e_2}$, then the factorization rule in $\Lambda$ implies that

$$
\phi_1(\lambda) = \phi_2(\nu) \text{ and } \phi_1(\beta) = \phi_2(\alpha).
$$

Thus, $\tau_{\lambda} \circ \tau_{\alpha} = \tau_{\phi_1(\lambda)} \circ \tau_{\phi_2(\alpha)} = \tau_{\phi_2(\nu)} \circ \tau_{\phi_1(\beta)} = \tau_{\nu} \circ \tau_{\beta}$ as desired, so Condition (iii) also holds.

5.2 $\Lambda$–semibranching function systems for product graphs and their representations

In this section we describe the well-known procedure for constructing products of higher-rank graphs, and show how to construct a $\Lambda$-semibranching function system for the product graph, starting from $\Lambda$-semibranching function systems for the initial graphs.
Definition 5.9. (See [68, Proposition 1.8] and [58, Proposition 5.1]) Let \((\Lambda_1, d_1)\) and \((\Lambda_2, d_2)\) be \(k_1\)- and \(k_2\)-graphs respectively. We define the product graph \((\Lambda_1 \times \Lambda_2, d_1 \times d_2)\) to consist of the product category \(\Lambda_1 \times \Lambda_2\), with degree map \(d_1 \times d_2 : \Lambda_1 \times \Lambda_2 \to \mathbb{N}^{k_1+k_2}\) given by \(d_1 \times d_2(\lambda_1, \lambda_2) = (d(\lambda_1), d(\lambda_2)) \in \mathbb{N}^{k_1} \times \mathbb{N}^{k_2}\) for \(\lambda_1 \in \Lambda_1\) and \(\lambda_2 \in \Lambda_2\).

The product graph \(\Lambda_1 \times \Lambda_2\) is a \((k_1 + k_2)\)-graph by Proposition 1.8 of [68] and
\[
C^*(\Lambda_1 \times \Lambda_2) \cong C^*(\Lambda_1) \otimes C^*(\Lambda_2)
\]
by Corollary 3.5 of [68]. Also Theorem 5.3 of [58] implies that \(\Lambda_1 \times \Lambda_2\) is a finite \((k_1+k_2)\)-graph with no sources if and only if \(\Lambda_i\) is a finite \(k_i\)-graph with no sources for \(i = 1, 2\).

Notice that \((\Lambda_1 \times \Lambda_2)^0 = \Lambda_1^0 \times \Lambda_2^0\); moreover, if \(e_i\) is a basis vector for \(\mathbb{N}^{k_1}\),
\[
(v_1, v_2)(\Lambda_1 \times \Lambda_2)^{e_i}(w_1, w_2) = \begin{cases} 
\emptyset, & w_2 \neq v_2 \\
v_1 \Lambda_1^{e_i} w_1, & w_2 = v_2.
\end{cases}
\]
Similarly, if \(e_j\) is a basis vector for \(\mathbb{N}^{k_2}\), then
\[
(v_1, v_2)(\Lambda_1 \times \Lambda_2)^{e_j}(w_1, w_2) = \begin{cases} 
\emptyset, & w_1 \neq v_1 \\
v_2 \Lambda_2^{e_j} w_2, & w_1 = v_1.
\end{cases}
\]
Thus, if we choose an ordering of the vertices of \(\Lambda_i\) for \(i = 1, 2\) and then list the vertices of \(\Lambda_1 \times \Lambda_2\) lexicographically, the vertex matrices \(A_i\) of \(\Lambda_1 \times \Lambda_2\) are given by
\[
A_i = M_i \otimes I_{k_2}, \quad 1 \leq i \leq k_1; \quad A_{k_1+j} = I_{k_1} \otimes N_j, \quad 1 \leq j \leq k_2,
\]
where \(\{M_i\}_{i=1}^{k_1}\) are the vertex matrices for \(\Lambda_1\) and \(\{N_j\}_{j=1}^{k_2}\) are the vertex matrices for \(\Lambda_2\).

To describe the factorization rule in \(\Lambda_1 \times \Lambda_2\), suppose that \(\lambda \in (v_1, v_2)(\Lambda_1 \times \Lambda_2)^{e_i}(w_1, w_2)\) where \(e_j\) is a basis vector for \(\mathbb{N}^{k_1}\), and \(\nu \in (w_1, v_2)(\Lambda_1 \times \Lambda_2)^{e_j}(w_1, w_2)\) where \(e_i\) is a basis vector for \(\mathbb{N}^{k_2}\). So \(\lambda\) and \(\nu\) are composable since \(s(\lambda) = (w_1, v_2) = r(\nu)\), and then \(\lambda\) corresponds to a morphism \(\lambda_1 \in v_1 \Lambda_1 w_1\), and \(\nu\) corresponds to a morphism \(\nu_2 \in v_2 \Lambda_2 w_2\).

Note that \(\nu_2\) also induces \(\tilde{\nu} \in (v_1, v_2)(\Lambda_1 \times \Lambda_2)^{e_i}(v_1, w_2)\), and \(\lambda_1\) induces \(\tilde{\lambda} \in (v_1, w_2)(\Lambda_1 \times \Lambda_2)^{e_j}(v_1, w_2)\). The factorization rule is then given by
\[
\lambda \nu = \tilde{\nu} \tilde{\lambda}.
\]

For example, let \(E\) be the 1-graph of Example 5.5. Then the product graph \(\Lambda := E \times E\)
satisfied. Conditions (i) and (ii) follow from our description above of the sets $D_{(p,q)}$ and the observation that the domain of $\tau_{j_u}^i$ is $D_{s(j_u)} \times D_u = D_{(s(j_u),u)} = D_{(s(j_u))^2}$, and the domain of $\tau_{j_u}$ is $D_{(u,s(j_u))} = D_{(s(j_u))^2}$, and Condition (iii) follows from a quick computation.

In more generality, we have:
Proposition 5.10. For \( i = 1, 2 \), let \( \Lambda_i \) be a \( k_i \)-graph with a \( \Lambda_i \)-semibranching function system \( \{ \tau^i_\lambda : \lambda \in \Lambda_i \} \) on \((X_i, \mu_i)\), with coding maps \( \tau^{i,j}_\lambda \) for \( 1 \leq j \leq k_i \). For \( \lambda \in \Lambda_1 \) with \(|d(\lambda)| = 1\), let \( \{ \lambda^0_v : v \in \Lambda^0_2 \} \) denote the corresponding edges in \( \Lambda_1 \times \Lambda_2 \), with \( s(\lambda^0_v) = (s(\lambda), v) \) and \( r(\lambda^0_v) = (r(\lambda), v) \); similarly for \( \nu \in \Lambda_2 \) but with \( s(\nu^2_\lambda) = (u, s(\nu)) \), \( r(\nu^2_\lambda) = (u, r(\nu)) \), where \( u \in \Lambda_1 \). For \( w \in \Lambda_1^0, v \in \Lambda_2^0 \), define \( D_{w,v} \subseteq X_1 \times X_2 \) by

\[
D_{w,v} := D_w \times D_v \subseteq X_1 \times X_2.
\]

Then, define prefixing maps \( \tau^{1,0}_\lambda, \tau^{0,2}_\nu \) on \( X_1 \times X_2 \) by

\[
\tau^{1,0}_\lambda(x, y) := \chi_{D_u}(y) \cdot (\tau^1_\lambda(x), y), \quad \tau^{0,2}_\nu(x, y) := \chi_{D_w}(x) \cdot (x, \tau^2_\nu(y)),
\]

and coding maps \( \tau^{i,j}_\lambda(x, y) \) if \( 1 \leq j \leq k_1 \), or \( \tau^{i,j}_\lambda(x, y) = (x, \tau^{2,\kappa_2}(y)) \) if \( k_1 < j \leq k_1 + k_2 \). The prefixing maps \( \{ \tau^{i,j}_\lambda, \tau^{0,2}_\nu : v \in \Lambda^0_1, w \in \Lambda^0_2, |d(\lambda)| = |d(\eta)| = 1 \} \) and the coding maps \( \{ \tau^{i,j}_\lambda \} \) satisfy Conditions (i) - (v) of Theorem 4.1 and thus give rise to a \( \Lambda_1 \times \Lambda_2 \)-semibranching function system.

Proof. By construction, \( D_{\lambda^0_u} = D_{s(\lambda)} \times D_u = D_{s(\lambda), u} = D_{s(\lambda^0_u)} \) and \( D_{\lambda^2_v} = D_u \times D_{s(\lambda)} = D_{u, s(\lambda)} = D_{u, s(\lambda^2_v)} \) since we began with \( \Lambda_i \)-semibranching function systems on \( X_i \), for \( i = 1, 2 \), Conditions (i), (ii), (iv), and (v) of Theorem 4.1 immediately follow. To see Condition (iii), observe that any pair \( \lambda \in \Lambda_1, \nu \in \Lambda_2 \) gives rise to exactly two composable pairs in \( \Lambda_1 \times \Lambda_1 \), namely \( (\lambda^1_{r(\nu)}, \nu^2_{s(\lambda)}) \) and \( (\nu^2_{r(\lambda)}, \lambda^1_{s(\nu)}) \) since \( s(\lambda^1_{r(\nu)}) = (s(\lambda), r(\nu)) \) and \( s(\nu^2_{r(\lambda)}) = (r(\lambda), s(\nu)) \). The factorization rule for product graphs implies that

\[
\lambda^1_{r(\nu)} \nu^2_{s(\lambda)} = \nu^2_{r(\lambda)} \lambda^1_{s(\nu)} \in \Lambda_1 \times \Lambda_2.
\]

Consequently, \( \tau^{1,0}_{\lambda_{r(\nu)}} \circ \tau^{0,2}_{\nu_{s(\lambda)}} = (\tau_\lambda, \tau_\nu) = \tau^{0,2}_{\nu_{r(\lambda)}} \circ \tau^{1,0}_{\lambda_{s(\nu)}} \), so Condition (iii) holds.

\[\square\]

6 New classes of \( \Lambda \)-semibranching function systems associated to probability measures on \( \Lambda^\infty \)

In this section, we change our focus to \( \Lambda \)-semibranching functions on the infinite path space \( \Lambda^\infty \). We indicate the variety of possible measures on \( \Lambda^\infty \) which give rise to \( \Lambda \)-semibranching function systems, by using Lemmas 2.13, 2.14, and 2.15 to construct many such measures. These measures, and the associated \( \Lambda \)-semibranching representations, will have significance for symbolic dynamics, for probability theory of Markov measures, and quasi-stationary Markov measures, and the associated stochastic processes.

To be precise, in the pages that follow, we describe a variety of examples of \( \Lambda \)-semibranching function systems on measure spaces of the form \( (\Lambda^\infty, B_\Lambda, \mu) \), using the standard prefixing and coding maps

\[
\sigma_\lambda(x) := \lambda x, \quad \sigma^p(x)(p, q) := x(p + n, q + n),
\]

and compare them to the standard \( \Lambda \)-semibranching function system of Example 2.11. We begin by describing examples which arise from Kakutani’s product measure construction [57]. All of the \( \Lambda \)-semibranching function systems on \( (\Lambda^\infty, \mu) \) that we obtain in this way are
equivalent to the standard $\Lambda$-semibranching function system, in the sense that the measure $\mu$ is mutually absolutely continuous with respect to the measure $M$ of Equation (5).

Moreover, as Section 3 of [30] shows how to use Markov measures to construct many inequivalent representations of $\mathcal{O}_N$, we also extend these constructions in this section; this is possible since the 2-graphs we are considering have infinite path spaces homeomorphic to the infinite path space associated to $\mathcal{O}_N$, or disjoint unions of them. (For the definition of the Markov measures we are using, see Definition 3.1 of [30], and also Definition 6.6 for a generalized definition of Markov measures, see [10].) For a family of higher-rank graphs whose infinite path space can be constructed from that of $\mathcal{O}_N$, we use this technique to obtain $\Lambda$-semibranching function systems on $(\Lambda^\infty, \mu)$ where $\mu$ and $M$ are mutually singular measures.

First, we record in Theorem 6.1 a straightforward consequence of the definition (Definition 2.8) of a $\Lambda$-semibranching function system. Theorem 6.1 simplifies the work of checking when a probability measure on $\Lambda^\infty$ gives rise to a $\Lambda$-semibranching function system. In the proof that follows, it will be useful to recall that the topology on the infinite path space $\Lambda^\infty$ of a higher-rank graph $\Lambda$ is generated by the cylinder sets $Z(\lambda)$, for $\lambda \in \Lambda$:

$$Z(\lambda) = \{ x \in \Lambda^\infty : x(0, d(\lambda)) = \lambda \} = \{ \lambda y : y \in \Lambda^\infty \}.$$ 

In fact, the proof of Lemma 4.1 from [37] establishes that the topology on $\Lambda^\infty$ (and hence the Borel $\sigma$-algebra $\mathcal{B}_\sigma(\Lambda^\infty)$) is generated by the “square” cylinder sets

$$\{ Z(\lambda) : d(\lambda) = (n, \ldots, n) \text{ for some } n \in \mathbb{N} \};$$

given any cylinder set $Z(\nu)$ with $d(\nu) \leq (n, \ldots, n)$, let

$$I = \{ \lambda_i \in \Lambda : d(\nu \lambda_i) = (n, \ldots, n) \}.$$ 

Then $Z(\lambda) = \bigsqcup_{\lambda_i \in I} Z(\nu \lambda_i)$ is a disjoint union of square cylinder sets.

**Theorem 6.1.** Let $\Lambda$ be a finite, strongly connected $k$-graph. Suppose that the infinite path space $\Lambda^\infty$ of $\Lambda$ is endowed with a probability measure $p$ satisfying the following properties:

(a) The standard prefixing and coding maps $\{ \sigma_{\lambda} \}_{\lambda \in \Lambda}$, $\{ \sigma^m \}_{m \in \mathbb{N}^k}$ on $\Lambda^\infty$ given in Equation (22) are measurable maps;

(b) For all $\nu \in \Lambda^0$, we have $p(Z(\nu)) > 0$.

(c) Each of the edge prefixing operators $(\sigma_{\lambda})_{\lambda \in \Lambda^\infty}$ has positive Radon-Nikodym derivative,

$$\Phi_{\sigma_{\lambda}} := \frac{d(p \circ \sigma_{\lambda})}{dp} > 0, \text{ p. a.e. on } Z(s(\lambda)).$$

Then the maps $\sigma^n, \sigma_{\lambda}$ endow $(\Lambda^\infty, p)$ with a $\Lambda$-semibranching function system.

**Proof.** The proof is straightforward and completely analogous to the proof of Proposition 3.4 from [37]. The only argument which differs slightly is to see that all Radon-Nikodym derivatives $\Phi_{\sigma_{\lambda}}$ are positive for any $\lambda \in \Lambda$. To that end, let $\eta \in \Lambda$ and write $\eta$ as a
concatenation of edges, \( \eta = \eta_1 \cdots \eta_n \). Then, since \( \sigma_\eta = \sigma_{\eta_1} \circ \cdots \circ \sigma_{\eta_n} \), and the fact that \( p \circ \sigma_{\eta_j} \ll p \) for all \( 1 \leq j \leq n \) implies that \( p \circ \sigma_{\eta_j} \circ \cdots \circ \sigma_{\eta_1} \ll p \circ \sigma_{\eta_{j+1}} \circ \cdots \circ \sigma_{\eta_n} \) for \( 1 \leq j \leq n-1 \), standard properties of the Radon-Nikodym derivative allow us to rewrite

\[
d\left(p \circ \sigma_\eta\right) = \frac{d(p \circ \sigma_{\eta_1} \circ \cdots \circ \sigma_{\eta_n})}{dp} \prod_{j=1}^{n-1} \frac{d(p \circ \sigma_{\eta_{j+1}} \circ \cdots \circ \sigma_{\eta_n})}{d(p \circ \sigma_{\eta_j} \circ \cdots \circ \sigma_{\eta_n})}.
\]

Now, observe that

\[
\frac{d(p \circ \sigma_{\eta_{n-1}} \circ \sigma_{\eta_n})}{d(p \circ \sigma_{\eta_n})} = \frac{d(p \circ \sigma_{\eta_{n-1}})}{d(p \circ \sigma_{\eta_n})} \circ \sigma_{\eta_n}.
\]

Similarly, by induction we can rewrite

\[
\frac{d(p \circ \sigma_\eta)}{dp} = \left( \frac{d(p \circ \sigma_{\eta_1})}{dp} \circ \sigma_{\eta_2 \cdots \eta_n} \right) \left( \frac{d(p \circ \sigma_{\eta_2})}{dp} \circ \sigma_{\eta_3 \cdots \eta_n} \right) \cdots \left( \frac{d(p \circ \sigma_{\eta_{n-1}})}{dp} \circ \sigma_{\eta_n} \right) \left( \frac{d(p \circ \sigma_{\eta_n})}{dp} \right).
\]

Observe that for any edge \( \nu \) and any \( \lambda \in \Lambda \) with \( s(\nu) = r(\lambda) \), \( \frac{d(p \circ \sigma_\nu)}{dp} \) is positive, by hypothesis, on \( Z(s(\nu)) \supseteq Z(\lambda) = R_\lambda \). In our case, since \( \eta = \eta_1 \cdots \eta_n \), we have \( Z(s(\eta_1)) \supseteq Z(s(\eta_2)) \supseteq \cdots \supseteq Z(s(\eta_n)) = Z(s(\eta)) \). Also the fact that each Radon-Nikodym derivative \( \Phi_{\sigma_\eta} \) is positive \( p \)-a.e. on \( Z(s(\eta_j)) \) implies that \( \Phi_{\sigma_{\eta_j}} \circ \sigma_{\eta_{j+1} \cdots \eta_n} \) is positive \( p \)-a.e. on \( Z(s(\eta_j)) \) for \( 1 \leq j \leq n-1 \). Thus, \( \frac{d(p \circ \sigma_\eta)}{dp} \) is the product of positive functions on \( Z(s(\eta)) \), and hence is positive on \( Z(s(\eta)) \).

### 6.1 Kakutani-type probability measures on \( \Lambda^\infty \)

We now apply Theorem 6.1 to the 2-graphs of Example 5.2 and Example 5.4. To be precise, we use a product measure construction inspired by Kakutani to build a Borel measure on the infinite path space \( \Lambda^\infty \) which satisfies the hypotheses of Theorem 6.1. It turns out that any such product measure is equivalent to the canonical measure \( M \) on \( \Lambda^\infty \), and indeed gives rise to a \( \Lambda \)-semibranching representation of \( C^*(\Lambda) \) which is equivalent to the representation on \( L^2(\Lambda^\infty, M) \) described in Proposition 3.4 and Theorem 3.5 of [37]. Note that a \( \Lambda \)-semibranching representation of \( C^*(\Lambda) \) is a representation of \( C^*(\Lambda) \) on \( L^2(X, \nu) \) associated to a \( \Lambda \)-semibranching function system on a measure space \( (X, \nu) \).

Recall from Example 5.2 and Remark 2.4 that for the 2-graph with one vertex \( v \), and two blue edges \( f_1 \) and \( f_2 \) and one red edge \( e \) satisfying the factorization relations

\[
e f_1 = f_2 e \quad \text{and} \quad ef_2 = f_1 e,
\]

for any \( \xi \in \Lambda^\infty \), we can write \( \xi \) uniquely as

\[
\xi \equiv eg_1 e g_2 e g_3 \cdots e g_n \cdots
\]

where \( g_i \in \{f_1, f_2\} \). We now fix a sequence of positive numbers \( \{p_n = \frac{1}{2} + \gamma_n\}_{n=1}^\infty \), where \( |\gamma_n| < \frac{1}{2} \) such that \( p_n < 1 \) for all \( n \), \( \lim_{n \to \infty} p_n = \frac{1}{2} \), and \( \sum_{n=1}^\infty |\gamma_n| < \infty \). Set

\[
q_n = 1 - p_n = \frac{1}{2} - \gamma_n,
\]

for all \( n \), \( \{q_n\}_{n=1}^\infty \) is a sequence of positive numbers, and hence the measure \( \nu \) on \( \Lambda^\infty \) defined by

\[
\nu(\emptyset) = 1, \quad \nu(\{f_1, f_2\}) = \frac{1}{2}, \quad \nu(\{f_1, f_2, e\}) = \frac{1}{2} - \gamma_1,
\]

\[
\nu(\{f_1, f_2, e\} \cdots \{f_1, f_2, e\} \bigcup \{f_1, f_2, e\}) = \frac{1}{2} - \gamma_2,
\]

and so on, is a probability measure on \( \Lambda^\infty \) that is equivalent to the canonical measure \( M \) on \( \Lambda^\infty \). The function system \( \nu \) is a \( \Lambda \)-semibranching function system on \( \Lambda^\infty \), and hence gives rise to a \( \Lambda \)-semibranching representation of \( C^*(\Lambda) \).
and note that $\{q_n\}_{n=1}^{\infty}$ is also a sequence of positive numbers between 0 and 1 that tends to $\frac{1}{2}$.

For each $i \in \mathbb{N}$, define

$$\alpha_i = \begin{cases} p_i = \frac{1}{2} + \gamma_i & \text{if } g_i = f_1, \\ q_i = \frac{1}{2} - \gamma_i & \text{if } g_i = f_2, \ 1 \leq i \leq n. \end{cases} \tag{23}$$

Then we define a function $\mu$ on square cylinder sets $Z(eg_1eg_2e \cdots g_n)$ inductively by

$$\mu(Z(eg_1eg_2eg_3 \cdots eg_n)) = \mu(Z(eg_1eg_2eg_3 \cdots eg_{n-1})) \alpha_n.$$ 

Also we define an empty product by 1, so $\mu(Z(v)) = 1$. Then one can check that $\mu$ satisfies the following.

$$\mu(Z(eg_1eg_2eg_3 \cdots eg_n)) = \prod_{i=1}^{n} \alpha_i. \tag{24}$$

**Proposition 6.2.** Let $\Lambda$ be the 2-graph of Example 5.2. Let $(\alpha_n)_n$ be a sequence given by (23), and $\mu$ be the function associated to $(\alpha_n)_n$ as in (24). Then

(a) The function $\mu$ extends uniquely to a Borel probability measure on $\Lambda^\infty$, and the standard prefixing and coding maps $(\sigma_\lambda, \sigma_n)$ endow $(\Lambda^\infty, \mu)$ with a $\Lambda$-semibranching function system.

(b) Each such measure $\mu$ is equivalent to the Perron-Frobenius measure $M$ of Equation (24).

(c) The $\Lambda$-semibranching representation of $C^*(\Lambda)$ on $L^2(\Lambda^\infty, \mu)$ is unitarily equivalent to the standard $\Lambda$-semibranching representation. In particular, the $\Lambda$-semibranching representations on such measure spaces $L^2(\Lambda^\infty, \mu)$ are all unitarily equivalent.

**Proof.** To see (a), note that $\mu$ is initially defined on a collection of sets which generates the topology on $\Lambda^\infty$, thus any measure extending $\mu$ is a Borel measure by definition. Moreover, Lemma 2.15 (equivalently, Lemma 2.13) implies that any function which is finitely additive on (square) cylinder sets gives rise to a measure on $\Lambda^\infty$ as long as $\Lambda$ is row-finite. Finally, to see that $\mu$ is a probability measure we observe that $\mu(\Lambda^\infty) = \mu(Z(v))$ is the empty product and hence equal to 1 by definition.

Thus, to see that $\mu$ extends to a Borel probability measure on $\Lambda^\infty$, it only remains to check that $\mu$ is finitely additive on square cylinder sets. If we define $h_i$ to equal $f_1$ when $g_i = f_2$, and vice versa (so that $h_i, g_i \in \{f_1, f_2\}$ and $h_i \neq g_i$) then we have $Z(eg_1 \cdots eg_n) = Z(eg_1 \cdots eg_neg_{n+1}) \sqcup Z(eg_1 \cdots eg_neh_{n+1})$, a disjoint union of cylinder sets. Therefore,

$$\mu(Z(eg_1 \cdots eg_neg_{n+1})) + \mu(Z(eg_1 \cdots eg_neh_{n+1})) = \mu(Z(eg_1 \cdots eg_n))(1/2 + \gamma_{n+1}) + \mu(Z(eg_1 \cdots eg_n))(1/2 - \gamma_{n+1}) = \mu(Z(eg_1 \cdots eg_n)).$$

Arguing inductively, we conclude that $\mu$ is finitely additive on square cylinder sets, as claimed.
We now check that $\mu$ satisfies the hypotheses of Theorem 6.1. Since $\mu$ is a Borel measure and the maps $(\sigma, \sigma^n)$ are continuous, they are measurable; and we observed above that $\mu(Z(v)) = 1$. It remains to check that each of the edge prefixing operators, $\sigma_{f_1}, \sigma_{f_2}, \sigma_\ell$, has positive Radon-Nikodym derivative. To do so, we will use Lemma 2.14.

Fix an infinite path $\xi \equiv e_{g_1}e_{g_2}e_{g_3} \cdots$. Define $\ell_i \in \{0, 1\}$ so that $\alpha_i = 1/2 + (-1)^{\ell_i}\gamma_i$, and let $m_i = 1 - \ell_i$. For $N \in \mathbb{N}$, we let $\lambda_N = e_{g_1} \cdots e_{g_N}$. Then the factorization rule $e_{f_i} = f_{i+1}e$ implies that

$$
\sigma_{f_1}(Z(\lambda_N)) = \{\zeta = (\zeta_i) \in \Lambda^\infty : \zeta_{2j-1} = e \text{ for } 1 \leq j \leq N, \zeta_2 = f_2, \zeta_{2i} = h_i, 2 \leq i \leq N\} = Z(e_{f_2}e_{h_1} \cdots e_{h_N}).
$$

Since $g_i \neq h_i \in \{f_1, f_2\}$ as described above, it follows that

$$
\mu(\sigma_{f_1}(Z(\lambda_N))) = (1/2 - \gamma_1) \prod_{i=2}^{N+1} \left[ \frac{1}{2} + (-1)^{m_i}\gamma_i\right]
$$

Since we also have

$$
\mu(Z(\lambda_N)) = \prod_{i=1}^N \left[ \frac{1}{2} + (-1)^{\ell_i}\gamma_i\right],
$$

it follows that (multiplying numerator and denominator by $2^N$)

$$
\frac{\mu(\sigma_{f_1}Z(\lambda_N))}{\mu(Z(\lambda_N))} = \left(\frac{1}{2} - \gamma_1\right) \prod_{i=2}^{N+1} \left[ 1 + (-1)^{m_i}2\gamma_i\right] \bigg/ \left(\prod_{i=1}^N \left[ 1 + (-1)^{\ell_i}2\gamma_i\right]\right) .
$$

(25)

We then have

$$
\Phi_{f_1}(\xi) := \frac{d(\mu \circ \sigma_{f_1})}{d\mu}(\xi) = \lim_{N \to \infty} \frac{\mu(\sigma_{f_1}(Z(\lambda_N)))}{\mu(Z(\lambda_N))} .
$$

To see that the Radon-Nikodym derivative $\Phi_{f_1}$ is positive, note that standard results on infinite products imply that, since $|\gamma_i| < 1/2$ and $\sum_{i \in \mathbb{N}} |\gamma_i| < \infty$ by hypothesis,

$$
\lim_{n \to \infty} \prod_{i=2}^n \left[ 1 + (-1)^{m_i}2\gamma_i\right] \text{ and } \lim_{n \to \infty} \prod_{i=1}^n \left[ 1 + (-1)^{\ell_i}2\gamma_i\right]
$$

are both finite, positive and nonzero for any sequences $(m_i)_i, (\ell_i)_i \subseteq \{0, 1\}^N$. Indeed, if we let $L$ be the sum of the logarithmic series associated to the denominator $P = \prod_{i=1}^\infty [1 + (-1)^{m_i}2\gamma_i]$, then one can check that $L = \ln P = \sum_{i=1}^\infty \ln(1 + (-1)^{m_i}2\gamma_i)$ has the same absolute convergence behavior as the series

$$
\sum_{i=1}^\infty |(-1)^{m_i}2\gamma_i|, \text{ i.e. } \sum_{i=1}^\infty |\gamma_i| ;
$$

this latter series converges by hypothesis. Thus, the series $\sum_{i=1}^\infty \ln(1 + (-1)^{m_i}2\gamma_i)$ converges conditionally to a number $L = \sum_{i=1}^\infty \ln(1 + (-1)^{m_i}2\gamma_i) \in \mathbb{R}$. But since $L = \ln P$, it cannot
be that $P = 0$, because this would mean that $L = \infty$ and not $L \in \mathbb{R}$. Therefore, the Radon-Nikodym derivative

$$
\Phi_{f_1}(\xi) = \frac{d(\mu \circ \sigma_{f_1})}{d\mu}(\xi) = \lim_{N \to \infty} \frac{\mu(\sigma_{f_1}(Z(\lambda_N)))}{\mu(Z(\lambda_N))}
$$

converges and is positive as desired.

Similar calculations, by using Lemma 2.14, yield the same conclusion for the Radon-Nikodym derivatives associated to $\sigma_e$ and $\sigma_{f_2}$, showing that all the hypotheses of Theorem 6.1 are satisfied in this case. We conclude that $\mu$ makes $\Lambda^\infty$ into a $\Lambda$-semibranching function system with the standard prefixing and coding maps $(\sigma_\lambda, \sigma^n)$, which proves (a).

To see (b), we now use Kakutani’s work on product measures to compare the measures $\mu$ constructed above with the standard (Perron-Frobenius) measure $M$ on $\Lambda^\infty$ (defined in Proposition 8.1 of [18]). Note first that $M$ is a special case of the measure $\mu$ described above, given by taking $\gamma_i = 0$ for all $i$.

A moment’s reflection shows us that $(\Lambda^\infty, \mu)$ is measure-theoretically isomorphic to $(\prod_{i=1}^\infty[\{0,1\}], \prod_{n=1}^\infty \mu_i)$, where $\prod_{i=1}^\infty[\{0,1\}]$ is the set of all sequences consisting of 0 and 1 only, and the measure $\mu_i$ on the $i^{th}$ factor space $\{0,1\}$ is given by

$$
\mu_i(\{0\}) = \frac{1}{2} + \gamma_i \quad \text{and} \quad \mu_i(\{1\}) = \frac{1}{2} - \gamma_i \quad \text{for} \quad i \in \mathbb{N}.
$$

The isomorphism is given by $\prod_{i \in \mathbb{N}}[\{0,1\}]_{i} \ni (a_i)_{i \in \mathbb{N}} \mapsto e^{f_{a_1+1}e^{f_{a_2+1}e^{\cdots}}} \in \Lambda^\infty$. it follows from Corollary 1 of Section 10 of [57] that the measure $\mu$ on $\Lambda^\infty$ is equivalent (mutually absolutely continuous) to the Perron-Frobenius measure $M$ whenever the infinite series

$$
\sum_{i=1}^{\infty} \left( \sqrt{\frac{1}{2} - \sqrt{\frac{1}{2} + \gamma_i}} \right)^2 + \left( \sqrt{\frac{1}{2} - \sqrt{\frac{1}{2} - \gamma_i}} \right)^2,
$$

or equivalently, the infinite series

$$
\sum_{i=1}^{\infty} \left( 1 - \frac{\sqrt{1 + 2\gamma_i}}{2} - \frac{\sqrt{1 - 2\gamma_i}}{2} \right),
$$

converges. However, this series converges whenever $\sum_{i \in \mathbb{N}} |\gamma_i| < \infty$. In other words, all the measures $\mu$ studied in this section are equivalent to $M$.

To see (c), let $g_\mu \in L^2(\Lambda^\infty, \mu)$ be given by

$$
g_\mu(x) = \sqrt{\frac{d\mu}{dM}}(x),
$$

and define $W_\mu : L^2(\Lambda^\infty, \mu) \to L^2(\Lambda^\infty, M)$ by $W_\mu(f) = g_\mu f$. Then one checks that $W_\mu^*(f) = \frac{f}{g_\mu}$ is given by multiplication by $\sqrt{\frac{dM}{d\mu}}(x)$.

For $\lambda \in \Lambda$, write $S^\mu_{\lambda}$ for the operator on $L^2(\Lambda^\infty, \mu)$ associated to $\lambda$ via the $\Lambda$-semibranching function system on $(\Lambda^\infty, \mu)$, as in Theorem 3.5 of [37]; that is, if $d(\lambda) = n$,

$$
S^\mu_{\lambda}(\chi_{Z(\eta)})(x) = \left( \frac{d\mu}{d(\mu \circ \sigma^n)}(x) \right)^{-1/2} \chi_{Z(\lambda\eta)}(x).
$$

(26)
Moreover, standard manipulations with Radon-Nikodym derivatives imply that

\[
W^*_\mu S^M\Lambda W_\mu(\chi Z(\eta))(x) = \left(\frac{dM}{d\mu}(x)\right)^{1/2} \chi Z(\lambda_\eta)(x) \left(\frac{dM}{d(M \circ \sigma^n)}(x)\right)^{-1/2} \left(\frac{d\mu}{dM}(\sigma^n(x))\right)^{1/2}
\]

\[
= \chi Z(\lambda_\eta)(x) \left(\frac{dM}{d\mu}(x)\right)^{1/2} \left(\frac{d\mu}{dM}(\sigma^n(x))\right)^{1/2} \left(\frac{dM}{dM}(\sigma^n(x))\right)^{1/2}
\]

\[
= \chi Z(\lambda_\eta)(x) \left(\frac{d(\mu \circ \sigma^n)}{d\mu}(x)\right)^{1/2}
\]

\[
= S^\mu_\lambda(\chi Z(\eta))(x).
\]

Thus, \(L^2(\Lambda^\infty, \mu)\) and \(L^2(\Lambda^\infty, M)\) are unitarily equivalent, via the unitary \(W_\mu\) which intertwines the two \(\Lambda\)-semibranching representations, \(S^\mu_\lambda\) and \(S^M_\lambda\). It follows that any \(\Lambda\)-semibranching function system associated to a measure \(\mu\) as described above will give rise to a representation of \(C^*(\Lambda)\) which is equivalent to that arising from the \(\Lambda\)-semibranching function system of Proposition 3.4 of [37].

The equivalence of the \(\Lambda\)-semibranching representations discussed above is an instance of a more general phenomenon, as explained below.

We now show how to use a similar product measure construction to obtain a \(\Lambda\)-semibranching function system for the 2-graph \(\Lambda_2\) of Example 5.4. Again, any infinite path \(\xi \in \Lambda_2^\infty\) can be written uniquely as an alternating sequence of red (dashed) and blue (solid) edges, with the first edge being red. In fact, such an infinite path is completely determined by the sequence of vertices it passes through: every infinite path \(\xi\) with range \(v\) is specified uniquely by a string of vertices

\[
\xi \equiv (v, Q_1, v, Q_3, \ldots) \text{ where } Q_{2i+1} \in \{u, w\}.
\]

Similarly, if \(r(\xi) \in \{u, w\}\) then \(\xi \equiv (Q_0, v, Q_2, v, \ldots)\) for a unique sequence \((Q_{2i})_i \in \{u, w\}_{i \in \mathbb{N}}\).

Thus, as in the definition of the product measure \(\mu\) above, given any sequence of real numbers \((\delta_n)_{n \in \mathbb{N}}\), with \(|\delta_n| < 1/2\) for all \(n\), and with \(\sum_{n \in \mathbb{N}} |\delta_n| < \infty\), we define a function \(\mu_2\) on square cylinder sets of \(\Lambda_2^\infty\) by first setting

\[
\mu_2(Z(u)) = \mu_2(Z(w)) = \mu_2(Z(v)) = 1.
\]

Given any \(N \in \mathbb{N}\) and any \(\eta \in \Lambda_2^{(N,N)}\), write \(\eta\) as an alternating sequence of red-blue edges and list the vertices through which it passes:

\[
\eta \equiv (v, Q_1, v, \ldots, Q_{2N-1}, v) \text{ or } \eta \equiv (Q_0, v, Q_2, \ldots, v, Q_{2N}).
\]

Define \(\alpha^\eta_n\) as

\[
\alpha^\eta_n = \begin{cases} 
\delta_n, & Q_n = u \\
-\delta_n, & Q_n = w.
\end{cases}
\]

and set

\[
\mu_2(Z(\eta)) := \begin{cases} 
\prod_{0 \leq n \leq N}(1/2 + \alpha^\eta_{2n}), & \text{if } r(\eta) \in \{u, w\} \\
\prod_{0 \leq n \leq N-1}(1/2 + \alpha^\eta_{2n+1}), & \text{if } r(\eta) = v
\end{cases}
\]

(27)

Proposition 6.3. Let \(\Lambda_2\) be the 2-graph given in Example 3.4 and \(\mu_2\) be the function given by the formula in (27). Then we have the followings.
(a) The function $\mu_2$ defines a Borel measure on $\Lambda_2^\infty$.

(b) The standard prefixing and coding maps $(\sigma_\lambda, \sigma^n)$ endow $(\Lambda_2^\infty, \mu_2)$ with a $\Lambda$-semibranching function system.

(c) As measure spaces, $(\Lambda_2^\infty, \mu_2)$ is isomorphic to

$$\left(\prod_{i \in \mathbb{N}} \{0,1\}, \nu_i\right) \sqcup \left(\prod_{i \in \mathbb{N}} \{0,1\}, \nu_i\right),$$

where $\nu_i(j) = 1/2 + (-1)^j \delta_i$.

(d) The measure $\mu_2$ is equivalent to the Perron-Frobenius measure $M$ of $(5)$, and the associated $\Lambda$-semibranching representations are also equivalent.

Proof. To see (a), we merely need to check that $\mu_2$ is finitely additive on square cylinder sets of $\Lambda_2^\infty$ as in the proof of Proposition 6.2. But this follows from the observation that for any $\lambda \in \Lambda_2$ with $d(\lambda) = (N, N)$,

$$\sum_{\eta \in s(\lambda)\Lambda^{(1,1)}} \mu_2(Z(\lambda\eta)) = \mu_2(Z(\lambda)), \left\{ \begin{array}{ll} (1/2 - \delta_{2N+1}) + (1/2 + \delta_{2N+1}), & \text{if } s(\lambda) = v \\
(1/2 - \delta_{2N+2}) + (1/2 + \delta_{2N+2}), & \text{if } s(\lambda) \in \{u, w\}. \end{array} \right.$$  

By induction, it follows that $\mu_2$ is finitely additive on square cylinder sets. Then again Lemma 2.15 implies that $\mu_2$ gives a measure on $\Lambda_2^\infty$.

To see (b), we again use Theorem 6.1. Thus, it remains to check that the edge prefixing operators all have positive Radon-Nikodym derivatives.

By Lemma 2.14, if $\xi = \bigcap_{n \in \mathbb{N}} Z(\lambda_n)$ with $d(\lambda_n) = (n, n)$, then for an edge $e \in \Lambda_2$, we have

$$\Phi_e(\xi) = \frac{d(\mu_2 \circ \sigma_e)}{d\mu_2}(\xi) = \lim_{n \to \infty} \frac{\mu_2(\sigma_e(Z(\lambda_n)))}{\mu_2(Z(\lambda_n))}.$$  

Similar arguments to those used in the proof of Proposition 6.2 will show that this limit is finite and nonzero for all edges $e$ and all $\xi \in \Lambda_2^\infty$; we detail a few cases here.

First, suppose that $r(\xi) = v$, so that $\lambda_n \equiv (v, Q_1, v, \ldots, Q_{2n-1}, v)$, and that $e \in \{d_0, d_1\}$ is a red edge with range $Q \in \{u, w\}$. Since $\xi = \bigcap_{n \in \mathbb{N}} Z(\lambda_n)$, we have $\xi = (v, Q_1, \ldots, Q_{2n-1}, v)$, where $(Q_{2i-1})_i \in \{u, w\}$, $1 \leq i \leq n$. Using the factorization rule, rewrite $\xi$ (and each $\lambda_n$) as an alternating blue-red path; with this factorization, $\xi$ passes through the vertices $(v, Q_1, v, \ldots, Q_{2n-1}, v, \ldots)$ where $Q_{2i-1} \in \{u, w\}$ and $Q_{2i-1} \neq Q_{2i-1}$ for all $i$. Then, prefixing $\lambda_n$ by $e$ results in a red-blue path $e\lambda_n$ with

$$e\lambda_n \equiv (Q, v, \bar{Q}_1, v, \ldots, \bar{Q}_{2n-1}, v).$$

Note that for each $n$, $Z(e\lambda_n) = Z(e\lambda_n b_0) \cup Z(e\lambda_n b_1)$, and

$$e\lambda_n b_0 \equiv (Q, v, \bar{Q}_1, \ldots, \bar{Q}_{2n-1}, v, u); \quad e\lambda_n b_1 \equiv (Q, v, \bar{Q}_1, \ldots, \bar{Q}_{2n-1}, v, w).$$
For $1 \leq i \leq n$, write $m_i = 1$ if $Q_{2i-1} = w$ and $m_i = 0$ if $Q_{2i-1} = u$. Similarly, write $m_Q = 1$ if $Q = w$ and $m_Q = 0$ if $Q = u$. The definition (27) of $\mu_2$ then implies

$$
\mu_2 \circ \sigma_e(Z(\lambda_n)) = \mu_2(Z(e\lambda_nb_0)) + \mu_2(Z(e\lambda_nb_1)) = 2^{n+1}(1 + (-1)^{m_Q}2\delta_0) \left( \prod_{i=1}^{n}(1 + (-1)^{m_i}2\delta_i) \right) (1/2 + \delta_{2n+2} + 1/2 - \delta_{2n+2}) = 2^{n+1}(1 + (-1)^{m_Q}2\delta_1) \prod_{i=1}^{n}(1 + (-1)^{m_i}2\delta_i).
$$

If we write $l_i = m_i + 1$, then $Q_{2i-1} = w$ iff $l_i = 1$ and $Q_{2i-1} = u$ iff $l_i = 2$. Thus,

$$
\mu_2(Z(\lambda_n)) = 2^n \prod_{i=1}^{N}(1 + (-1)^{l_i}2\delta_{2i-1}).
$$

It follows that

$$
\frac{\mu_2(Z(e\lambda_n))}{\mu_2(Z(\lambda_n))} = 2 \left( \frac{1 + (-1)^{m_Q}2\delta_0}{\prod_{i=1}^{n}(1 + (-1)^{m_i}2\delta_i)} \right) \frac{\prod_{i=1}^{n}(1 + (-1)^{m_i}2\delta_i)}{\prod_{i=1}^{n}(1 + (-1)^{l_i}2\delta_{2i-1})}.
$$

Since we chose the sequence $(\delta_n)_{n \in \mathbb{N}}$ such that $|\delta_n| < 1/2$ for all $n$ and $\sum_n |\delta_n| < \infty$,

$$
\lim_{n \to \infty} \prod_{i=1}^{n}(1 + (-1)^{m_i}2\delta_i)
$$

are both finite, positive, and nonzero. Using a similar argument to that employed in the proof of Proposition 6.2(a), one can show that the Radon-Nikodym derivative

$$
\Phi_e(\xi) = \lim_{n \to \infty} \frac{\mu_2(Z(e\lambda_n))}{\mu_2(Z(\lambda_n))}
$$

converges and is positive whenever $e = d_0, d_1$ is a red edge with source $v$. The other Radon-Nikodym derivatives are similarly computed to be positive on their domains, which proves (b).

To see (c), we use a similar argument to the one used in Proposition 6.2 above to establish that the measures $\mu_2$ on $\Lambda_2^\infty$ can be viewed as product measures on

$$
\left( \prod_{i=1}^{\infty}\{0, 1\}, \nu_i \right) \sqcup \left( \prod_{i=1}^{\infty}\{0, 1\}, \nu_i \right),
$$

where $\nu_i(j) = 1/2 + (-1)^j\delta_i$ for $j \in \{1, 2\}$. We note that the infinite paths $\xi \in \Lambda_2^\infty$ can be divided into two types; those with range $v$, and those with a different range vertex. The fact that an infinite path (written as an alternating sequence of red-blue edges) is completely determined by the sequence of vertices it passes through means that if we identify vertex $u$ with 0 and vertex $w$ with 1, then the infinite paths with range $v$ are in bijection with infinite sequences of $0s$ and $1s$. However, infinite paths with range $u$ or $w$ are also in bijection with
infinite sequences of 0s and 1s. We therefore need two copies of the infinite product space $\prod_{i=1}^{\infty}([0,1],\nu_i)$ to capture the entirety of $\Lambda_2^\infty$.

We now describe the measure-preserving bijection between $(\Lambda_2^\infty, \mu_2)$ and $(\prod_{i=1}^{\infty}([0,1],\nu_i)) \sqcup (\prod_{i=1}^{\infty}([0,1],\nu_i))$. If we denote by $(a_i)_{i \in \mathbb{N}}$ a sequence in the first product space, and $(b_i)_{i \in \mathbb{N}}$ a sequence in the second, then the isomorphism $(\prod_{i=1}^{\infty}([0,1],\nu_i)) \sqcup (\prod_{i=1}^{\infty}([0,1],\nu_i)) \to \Lambda_2^\infty$ is given by

$$(a_i)_i \mapsto (v, Q_1, v, Q_3, \ldots); \quad (b_i)_i \mapsto (Q_0, v, Q_2, v, \ldots),$$

(28)

where $Q_{2i+1} = u$ if $a_i = 0$ and $w$ otherwise, whereas $Q_{2i} = u$ if $b_i = 0$ and $w$ otherwise. Our construction of the measure $\mu_2$, and the fact that this isomorphism preserves cylinder sets, implies that this isomorphism is measure-preserving.

To see (d), note that as computed in Example 7.7 of [73], the adjacency matrices of $\Lambda_2$ are both given by

$$
\begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix}
$$

Note that here $v$ is the middle vertex of $\Lambda_2$. These matrices both have spectral radius $\sqrt{2}$ and Perron-Frobenius eigenvector $\frac{1}{2+\sqrt{2}}(1, \sqrt{2}, 1)^T$, so the measure $M$ of [48] is given on square cylinder sets $Z(\lambda)$ where $d(\lambda) = (n, n)$ by

$$M(Z(\lambda)) = \begin{cases}
\frac{\sqrt{2}}{2^{n(2+\sqrt{2})}}, & r(\lambda) = v \\
\frac{1}{2^{n(2+\sqrt{2})}}, & r(\lambda) \in \{u, w\}.
\end{cases}$$

To compare $M$ with the measure $\mu_2$, we will try to write $M$ in terms of product measures. If $\lambda \equiv (v, Q_1, v, \cdots, Q_{2n-1}, v)$, then

$$M(Z(\lambda)) = \frac{\sqrt{2}}{2+\sqrt{2}} \prod_{i=1}^{n} \mu^i\{Q_{2i-1}\}$$

where $\mu^i(u) = \mu^i(w) = 1/2$. In other words, on $v\Lambda^\infty$ (the image of the sequences $(a_i)_i$), $M$ is given by $\frac{\sqrt{2}}{2+\sqrt{2}}$ times a product measure; and on $\Lambda^\infty \setminus v\Lambda^\infty$ (the image of the sequences $(b_i)_i$), $M$ is given by $\frac{1}{2+\sqrt{2}}$ times the same infinite product measure, namely the product measure $(\prod_{i=1}^{\infty}([0,1],\mu^i))$ where $\mu^i(j) = 1/2$.

Just as in Proposition 6.2 Corollary 1 of Section 10 of [57] then implies that the product measures $M$ and $\mu_2$ are equivalent measures, thanks to our hypothesis that $\sum_i |\delta_i| < \infty$. At last, the same unitary $W : L^2(\Lambda_2^\infty, \mu_2) \to L^2(\Lambda_2^\infty, M)$ that we used in that Proposition, namely

$$W(f)(x) = \sqrt{\frac{d\mu_2}{dM}}(x)f(x),$$

intertwines the $\Lambda$-semibranching representations associated to $\mu_2$ and $M$. 

In fact, for each $N \in \mathbb{N}$ we can generalize the construction of $\Lambda_2$ to construct a 2-graph $\Lambda_{2N}$ with $2N+1$ vertices labeled $v, u_1, \ldots, u_N, w_1, \ldots w_N$, with red and blue edges connecting...
As in the case of $\Lambda_2$, there are multiple choices of factorization rules that will make $\Lambda_{2N}$ into a 2-graph. Regardless of the factorization rule we choose, though, every (finite or infinite) path will have a unique representative as an alternating string of blue (solid) and red (dashed) edges, with the first edge being red. In fact, such a path is completely determined by the sequence of vertices it passes through: every infinite path $\xi$ with range $v$ is specified uniquely by a string of vertices

$$\xi \equiv (v, Q_1, v, Q_3, \ldots)$$

where $Q_{2i+1} = u_j$ or $w_j$ for some $1 \leq j \leq N$. Similarly, if $r(\xi) \in \{u_j, w_j : 1 \leq j \leq N\}$, then $\xi \equiv (Q_0, v, Q_2, v, \ldots)$ for a unique sequence $(Q_{2i})_i \in \{u_j, w_j : 1 \leq j \leq N\}$ for $i \in \mathbb{N}$. The adjacency matrices of $\Lambda_{2N}$ are given by

$$A_1 = A_2; \quad 1 = A_j(v, u_i) = A_j(v, w_i) = A_j(u_i, v) = A_j(w_i, v) \text{ for } 1 \leq i \leq N, \quad 0 = A_j(u_i, w_\ell) = A_j(u_i, u_\ell) = A_j(w_i, w_\ell) \text{ for } 1 \leq i, \ell \leq N,$$

where $j = 1, 2$. The spectral radius of $A_1 = A_2$ is easily computed to be $\sqrt{2N}$, and the Perron-Frobenius eigenvector is $(x_w)_{w \in \Lambda_{2N}^0}$, where

$$x_w = \begin{cases} 
\frac{1}{\sqrt{2N}+1}, & w = v \\
\frac{1}{\sqrt{2N}(1+\sqrt{2N})}, & w \neq v.
\end{cases}$$

Thus, the measure $M$ of a square cylinder set $Z(\lambda) \subseteq \Lambda_{2N}^\infty$ with $d(\lambda) = (n, n) \in \mathbb{N}^2$ is given by

$$M(Z(\lambda)) = \begin{cases} 
\frac{1}{\sqrt{2N}+1}, & r(\lambda) \neq v \\
\frac{1}{\sqrt{2N}(1+\sqrt{2N})}, & r(\lambda) = v.
\end{cases}$$

**Proposition 6.4.** Let $\Lambda_{2N}$ be any 2-graph with skeleton (29). Then the infinite path space $\Lambda_{2N}^\infty$ is isomorphic to a disjoint union of infinite product spaces:

$$\Lambda_{2N}^\infty \cong \coprod_{i \in \mathbb{N}} \mathbb{Z}_{2N} \cup \coprod_{i \in \mathbb{N}} \mathbb{Z}_{2N}.$$
Proof. According to (30), one can identify $$\Lambda^\infty_{2N}$$ with the disjoint union of two infinite path spaces, namely,

$$\Lambda^\infty_{2N} = \{ x \in \Lambda^\infty_{2N} : r(x) = v \} \sqcup \{ x \in \Lambda^\infty_{2N} : r(x) \neq v \}.$$ 

Also observe that $$\prod_{i \in \mathbb{Z}_2} \mathbb{Z}_{2N}$$ is isomorphic to $$\{ x \in \Lambda^\infty_{2N} : r(x) = v \}$$ via a map similar to the map given in (28), and similarly we see that $$\prod_{i \in \mathbb{Z}_2} \mathbb{Z}_{2N}$$ is isomorphic to $$\{ x \in \Lambda^\infty_{2N} : r(x) \neq v \}.$$ Therefore the result follows by the fact that the square cylinder sets generate the topology on $$\Lambda^\infty_{2N}$$ with a similar argument to the one given in the proof of Proposition 6.3(c).

Thus, given $$N$$ sequences $$\{(\delta^j_i)_{j \in \mathbb{N}}\}^N_{j=1}$$ with $$\sum_i |\delta^j_i| < \infty$$ for all $$j$$, we can define an associated product measure $$\mu_{2N}$$ on $$\Lambda^\infty_{2N}$$. Given $$\eta \in \Lambda_{2N}$$ with $$d(\eta) = (n, n)$$, we start by identifying $$\eta$$ with the string of vertices it passes through:

$$r(\eta) = v \Rightarrow \eta \equiv (v, Q_1, \ldots, Q_{2n-1}, v) \quad r(\eta) \neq v \Rightarrow \eta \equiv (Q_0, v, Q_2, \ldots, v, Q_{2n}), \quad (31)$$

where $$Q_i \neq v$$. Then, we define

$$\alpha_i = \begin{cases} \delta^j_i, & Q_i = u_j \\ -\delta^j_i, & Q_i = w_j \end{cases} \quad \text{and} \quad \mu_{2N}(Z(\eta)) = \begin{cases} \prod_{i=1}^{n} \frac{1+\alpha_{2i-1}}{2N}, & r(\eta) = v \\ \prod_{i=0}^{n} \frac{1+\alpha_{2i}}{2N}, & r(\eta) \neq v. \end{cases} \quad (32)$$

Proposition 6.5. The formula for $$\mu_{2N}$$ given in (32) defines a measure on $$\Lambda^\infty_{2N}$$. Moreover, the standard prefixing and coding maps $$(\sigma^n, \sigma_\lambda)$$ make $$(\Lambda^\infty_{2N}, \mu_{2N})$$ into a $$\Lambda$$-semibranching function system. The resulting $$\Lambda$$-semibranching representation of $$C^*(\Lambda)$$ on $$L^2(\Lambda^\infty_{2N}, \mu_{2N})$$ is equivalent to that associated to the Perron-Frobenius measure $$M$$ on $$\Lambda^\infty$$ of Equation (5).

Proof. To see that $$\mu_{2N}$$ defines a measure on $$\Lambda^\infty_{2N}$$, it suffices to show that $$\mu_{2N}$$ is additive on square cylinder sets. So fix $$\eta \in \Lambda_{2N}$$ with $$d(\eta) = (n, n)$$. If $$r(\eta) \neq v$$, then we also have $$s(\eta) \neq v$$ as in (31). Consequently, there is a unique red edge $$e$$ with $$s(\eta) = r(e)$$, and we will have $$s(e) = v$$. Since there are $$2N$$ blue edges with range $$v$$,

$$f^u_i \in v\Lambda^{(0,1)}u_i \quad \text{and} \quad f^w_i \in v\Lambda^{(0,1)}w_i \quad \text{for } 1 \leq i \leq N,$$

we have

$$Z(\eta) = \bigcup_{i=1}^{N} \bigcup_{\alpha \in \{u,w\}} Z(\eta f^\alpha_i).$$

Observe that for each $$1 \leq i \leq N$$, $$\mu_{2N}(Z(\eta f^u_i)) + \mu_{2N}(Z(\eta f^w_i)) = \frac{2}{2N} \cdot \prod_{j=0}^{n} \frac{1+\alpha_{2j}}{2N}$$. Thus,

$$\frac{1}{(2N)^n} \prod_{j=0}^{n} (1 + \alpha_{2j}) = \mu_{2N}(Z(\eta)) = \sum_{i=1}^{N} \sum_{\alpha \in \{u,w\}} \mu_{2N}(Z(\eta f^\alpha_i)),$$

so $$\mu_{2N}$$ is additive on square cylinder sets with range $$u_i$$ or $$w_i$$ for some $$1 \leq i \leq N$$.

If $$r(\eta) = v = s(\eta)$$, then a similar argument, using the fact that there are $$2N$$ red (dashed) edges $$e^u_i$$ with range $$v$$, each with a different source vertex, and each with a unique blue edge $$f$$ such that $$r(f) = s(e^u_i)$$, will show that $$\mu_{2N}$$ is also additive on square cylinder sets with range $$v$$. 
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To see that the standard prefixing and coding maps make $(\Lambda_{2N}^\infty, \mu_{2N})$ into a $\Lambda$-semibranching function system, we merely need check that the Radon-Nikodym derivatives $\frac{d\mu_{2N}}{d\mu_{2N}}(e)$ are positive for every edge $e$. As in the proofs of Propositions 6.3 and 6.2, this follows from the fact that for any sequences $(\ell_i)_i \in \{0, 1\}^\mathbb{N}$, $(j_i)_i \in (\mathbb{Z}_N)^\mathbb{N}$, the infinite product

$$\prod_{i \in \mathbb{N}} (1 + (-1)^{\ell_i} \delta_i)$$

is finite, since $\sum_i |\delta_i| < \infty$ for $1 \leq j \leq N$.

To be precise: prefixing will always cause a change in the precise list of vertices $Q_i$. The precise change is specified by the factorization rules. Prefixing by an edge $e$ with $r(e) \neq v$ will lengthen the list of vertices $Q_i$ by one. In the end, $\frac{d\mu_{2N}}{d\mu_{2N}}(Z(e\eta))$ will be a scalar (either 1 or $(2N)^{-1}$, depending on whether $r(e) = v$ or not) times a quotient of sub-products of convergent infinite products of the form $\prod_{i \in \mathbb{N}} (1 + (-1)^{\ell_i} \delta_i)$.

To see that $\mu_{2N}$ and $M$ are equivalent, we compute yet another Radon-Nikodym derivative by using Lemma 2.11, namely $\frac{d\mu_{2N}}{dM}$. Fix $\xi \in \Lambda_{2N}^\infty$ as in (30). If we write

$$\xi_n \equiv \begin{cases} (v, Q_1, v, \ldots, Q_{2n-1}, v) & \text{if } r(\xi) = v \\ (Q_0, v, \ldots, v, Q_{2n}) & \text{else} \end{cases}$$

then $\xi = \bigcap_{n \in \mathbb{N}} Z(\xi_n)$. Moreover,

$$\frac{d\mu_{2N}}{dM}(\xi) = \lim_{n \to \infty} \frac{\mu_{2N}(Z(\xi_n))}{M(Z(\xi_n))} = \begin{cases} \sqrt{2N}(1 + \sqrt{2N}) \prod_{i=1}^n (1 + \alpha_{2i-1}), & r(\xi) = v \\ \frac{1 + \sqrt{2N}}{2N} \prod_{i=0}^n (1 + \alpha_{2i}), & \text{else} \end{cases}$$

Since both $\lim_{n \to \infty} \prod_{i=1}^n (1 + \alpha_{2i-1})$ and $\lim_{n \to \infty} \prod_{i=0}^n (1 + \alpha_{2i})$ are finite and nonzero, we see that $\mu_{2N}$ is absolutely continuous with respect to $M$. Similarly, one can show that $M$ is absolutely continuous with respect to $\mu_{2N}$, and hence $\mu_{2N}$ and $M$ are equivalent. For the final claim, one can check that the same unitary $W$ used in the proof of Propositions 6.2 and 6.3 establishes that the $\Lambda$-semibranching representations associated to $\mu_{2N}$ and $M$ are equivalent.

\begin{proof}
\end{proof}

### 6.2 Examples of probability measures on $\Lambda^\infty$ that are mutually singular with the Perron-Frobenius measure

In Section 3 of [30], the authors outline a procedure for constructing Markov measures on the infinite path space $K_N$ of the Cuntz algebra $O_N$, such that the resulting measures are mutually singular. In this section, we show how to apply the analysis of [30] first to the 2-graph $\Lambda$ of Example 5.2 and then to the 2-graphs $\Lambda_{2N}$ of Proposition 6.5, we can do so since the infinite path spaces of these 2-graphs are either homeomorphic to $K_N$ or to a disjoint union of them.

Recall that the infinite path space $K_N$ of $O_N$ is given by

$$K_N = \prod_{i=1}^\infty \mathbb{Z}_N = \{(i_1i_2 \ldots) : i_n \in \mathbb{Z}_N, \ n = 1, 2, \ldots \}.$$
Definition 6.6 (Definition 3.1 of [30]). A Markov measure on the infinite path space $\mathcal{K}$ of the Cuntz algebra $\mathcal{O}_N$ is defined by a vector $\lambda = (\lambda_0, \ldots, \lambda_{N-1})$ and an $N \times N$ matrix $T$ such that $\lambda_i > 0$, $T_{i,j} > 0$ for all $i, j \in \mathbb{Z}_N$, and if $e = (1, 1, \ldots, 1)^T$ then $\lambda^T e = \lambda e$. The Carathéodory/Kolmogorov extension theorem then implies that there exists a unique Borel measure $\mu$ on $\mathcal{K}$ extending the measure $\mu_C$ defined on cylinder sets by:

$$\mu_C(Z(I)) := \lambda_i T_{i_1,i_2} \cdots T_{i_{n-1},i_n}, \text{ if } I = i_1 \ldots i_n.$$ 

The extension $\mu$ is called a Markov measure\footnote{For Markov measure in a more general context, see [10].} on $\mathcal{K}$.

We now describe a specific example of a Markov measure on the infinite path space $\mathcal{K}_2$ of $\mathcal{O}_2$ which we use extensively in what follows.

Fix a number $x \in (0, 1)$, the unit interval, and define $T_x = (T_{i,j}) = \begin{pmatrix} x & 1-x \\ 1-x & x \end{pmatrix}$. Let $\lambda = (1, 1)$ be a row vector with 1 in all entries. Then it is straightforward to check that the pair $(T_x, \lambda)$ satisfy

$$\lambda T_x = \lambda, \quad T_x e = e.$$ 

Then as in Definition 6.6 the Markov measure $\mu_x$ on $\mathcal{K}_2$ is given on the cylinder sets by

$$\mu_x(Z(i_1 i_2 \cdots i_n)) = T_{i_1,i_2} T_{i_2,i_3} \cdots T_{i_{n-1},i_n}, \quad (33)$$

where $i_j \in \mathbb{Z}_2 = \{0,1\}$. Using the fact that the infinite path space of the 2-graph $\Lambda$ in Example 5.2 is homeomorphic to that of $\mathcal{O}_2$, (by mapping $ef_j$ to $i_j$ for $j = 1, 2$) we can convert $\mu_x$ into a measure on $\Lambda^\infty$, which we will continue to denote by $\mu_x$.

Under this correspondence, the measure $\mu_{1/2}$ satisfies

$$\mu_{1/2}(E) = 2M(E) \quad \text{for all Borel sets } E \subseteq \Lambda^\infty.$$ 

Moreover, if $x \neq x'$, Theorem 3.9 of [30] guarantees that $\mu_x, \mu_{x'}$ are mutually singular.

Proposition 6.7. Let $\Lambda$ be the 2-graph given in Example 5.2. Fix a number $x \in (0, 1)$, and let $\mu_x$ be Markov measure given in (33). As operators on $L^2(\Lambda^\infty, \mu_x)$, the prefixing operators $\sigma_e, \sigma_{f_1}, \sigma_{f_2}$ have positive Radon-Nikodym derivatives at any point $z \in \Lambda^\infty$. Consequently, the standard prefixing and coding maps make $(\Lambda^\infty, \mu_x)$ into a $\Lambda$-semibranching function system.

Proof. Since $\mu_x$ is a Borel measure and the standard coding and prefixing maps $\sigma^{\alpha}, \sigma_\lambda$ are local homeomorphisms, they are $\mu_x$-measurable for any $x \in (0, 1)$. Moreover, we have

$$\mu_x(Z(v)) = \sum_{i,j \in \{1,2\}} \mu_x(Z(ef_i e f_j)) = 2.$$ 

Thus, once we show that the prefixing operators $\sigma_e, \sigma_{f_1}, \sigma_{f_2}$ have positive Radon-Nikodym derivatives (for which we use Lemma 2.14), Theorem 6.1 tells us that the standard prefixing and coding maps constitute a $\Lambda$-semibranching function system on $(\Lambda^\infty, \mu_x)$.

Thus, fix $z = ef_{i_1} e f_{i_2} e f_{i_3} \cdots \in \Lambda^\infty$, and a sequence $(z_n)_n$ of finite paths

$z_n := ef_{i_1} e f_{i_2} e f_{i_3} \cdots f_{i_n}$
such that $z = \bigcap_{n \in \mathbb{N}} Z(z_n)$. By Lemma 2.14 for any finite path $g \in \Lambda$, we have

$$
\frac{d(\mu_x \circ \sigma_g)}{d\mu_x}(z) = \lim_{n \to \infty} \frac{\mu_x(Z(gz_n))}{\mu_x(Z(z_n))}.
$$

If we take $g = e$, the factorization rules $ef_i = f_{i-1}e$, for $i = 1, 2$, imply that

$$
\lim_{n} \frac{\mu_x(Z(gz_n))}{\mu_x(Z(z_n))} = \lim_{n} \frac{\mu_x(Z(ef_{i-1}ef_{i-2} \cdots f_{i-1}e))}{\mu_x(Z(ef_{i-1}ef_{i-2} \cdots f_{i-1}))} = \lim_{n} \frac{T_{i_1, i_2-1} \cdots T_{i_{n-1}, i_n-1}}{T_{i_1, i_2} \cdots T_{i_{n-1}, i_n}},
$$

since $Z(ef_{i-1}ef_{i-2} \cdots f_{i-1}e) = Z(ef_{i-1}ef_{i-2} \cdots f_{i-1}ef_1) \cup Z(ef_{i-1}ef_{i-2} \cdots f_{i-1}ef_2)$ has

$$
\mu_x(Z(ef_{i-1}ef_{i-2} \cdots f_{i-1}e)) = \mu_x(Z(ef_{i-1}ef_{i-2} \cdots f_{i-1})).
$$

Now, observe that for any $i, j \in \mathbb{Z}/2\mathbb{Z}$ we have $T_{i,j} = T_{i-1,j-1}$. It follows that

$$
\frac{d(\mu_x \circ \sigma_e)}{d\mu_x}(z) = \lim_{n \to \infty} \frac{T_{i_1, i_2-1} \cdots T_{i_{n-1}, i_n-1}}{T_{i_1, i_2} \cdots T_{i_{n-1}, i_n}} = 1.
$$

Similarly, for $j = 1, 2$, by Lemma 2.14 the Radon-Nikodym derivative

$$
\frac{d(\mu_x \circ \sigma_{f_j})}{d\mu_x}(z) = \lim_{n \to \infty} \frac{T_{j+1, i_1+1}T_{j+1, i_2+1} \cdots T_{i_{n-1}+1, i_n+1}}{T_{i_1, i_2} \cdots T_{i_{n-1}, i_n}} = T_{j+1, i_1+1}
$$

is positive (indeed, constant on each cylinder set $Z(ef_i)$ for $i = 1, 2$).

Recall from Proposition 6.5 that, if $\Lambda_{2N}$ denotes a 2-graph with $2N + 1$ vertices and skeleton (29), then $\Lambda_{2N}^\infty$ consists of two disjoint copies of the infinite path space $\prod_{i \in \mathbb{N}} \mathbb{Z}_{2N}$ of $\mathcal{O}_{2N}$. Thus, we can also use the Markov measures of (30) to construct new measures on $\Lambda_{2N}^\infty$.

The distinction between the vertices $u_i$ and $w_i$ which we relied on to prove Proposition 6.5 will encumber our notation unnecessarily in the sequel. Thus, we fix a relabeling of the vertices $u_i, w_i$ of $\Lambda_{2N}$ by $\{Q_i\}_{i \in \mathbb{N}}^{2N}$. With this notation, the isomorphism between $\prod_{i \in \mathbb{N}} \mathbb{Z}_{2N} \cup \prod_{i \in \mathbb{N}} \mathbb{Z}_{2N}$ and $\Lambda_{2N}^\infty$ is given by mapping a sequence $(a_i)_{i \in \mathbb{N}}$ in the first copy of $\prod_{i \in \mathbb{N}} \mathbb{Z}_{2N}$ to $\xi = (v, Q_{a_1}, v, Q_{a_2}, \ldots)$. Similarly, a sequence $(b_i)_{i \in \mathbb{N}}$ in the second copy of $\prod_{i \in \mathbb{N}} \mathbb{Z}_{2N}$ maps to the infinite path $\xi = (Q_{b_1}, v, Q_{b_2}, v, \ldots)$.

Observe that a choice of factorization on $\Lambda_{2N}$ is equivalent to choosing a permutation $\phi$ of $\{1, \ldots, 2N\}$ such that the red-blue path $(v, Q, v)$ equals the blue-red path $(v, Q_{\phi(i)}, v)$. Having specified such a permutation $\phi$, suppose $\phi$ consists of $d$ cycles; write $c_j$ for the smallest entry in the $j$th cycle.

Fix $d$ vectors $\{x^j \in \mathbb{R}^{2N} : 0 < x^j_i < 1 \text{ for } 1 \leq i \leq 2N\}_{j=1}^d$ such that $\sum_{i=1}^{2N} x^j_i = 1$ for each $j$, and define $T_x$ to be the $2N \times 2N$ matrix with entries from $(0, 1)$ such that

$$
T_x(i, j) = x^m_{\phi^{m-1}(c_m)} \text{ if } i = \phi^{m-1}(c_m).
$$

By construction, we have $T_x(i, j) = T_x(\phi(i), \phi(j))$ for all $1 \leq i, j \leq 2N$. Moreover, the fact that all rows of $T$ sum to 1 implies that $(T, (1, 1, \ldots, 1)^T)$ satisfies the conditions given in Definition 3.1 of (30). Therefore, we have Markov measure $\mu_x$ associated to $T$. 
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Proposition 6.8. Let $\Lambda_{2N}$ be a 2-graph with skeleton $\mathbb{Z}_2N$ and factorization rule determined by the permutation $\phi \in S_{2N}$. For each matrix $T_x$ as above, write $\mu_x$ for the associated measure on $\Lambda_{2N}^\infty \cong \prod_{i \in \mathbb{N}} \mathbb{Z}_2N \sqcup \prod_{i \in \mathbb{N}} \mathbb{Z}_2N$, given on a cylinder set in either copy of $\prod_{i \in \mathbb{N}} \mathbb{Z}_2N$ by

$$\mu_x(Z(a_1 \cdots a_n)) = \prod_{i = 1}^{n-1} T_x(a_i, a_{i+1}).$$

Then the standard prefixing and coding maps make $(\Lambda_{2N}^\infty, \mu_x)$ into a $\Lambda$-semibranching function system. If the vectors $x^m$ are not all constant, $\mu_x$ is mutually singular with respect to the measure $M$ of Equation (5).

Proof. As above, we merely need to check the Radon-Nikodym derivatives by using Lemma 2.14. Fix a red edge $e$ with range $Q_1$, and fix a point $\xi \equiv (v, Q_1, v, Q_2, \ldots)$ (with a red edge listed first). Then,

$$\frac{d(\mu_x \circ \sigma_e)}{d\mu_x}(\xi) = \lim_{n \to \infty} \frac{\mu_x \circ \sigma_e(Z(v, Q_1, \ldots, Q_n, v))}{\mu_x(Z(v, Q_1, \ldots, Q_n, v))} = \lim_{n \to \infty} \frac{\mu_x(Z(Q_1, v, Q_1, v, \ldots, Q_1))}{\mu_x(Z(v, Q_1, v, \ldots, Q_n, v))} = \lim_{n \to \infty} \frac{T_x(i, \phi(b_1)) \prod_{i = 1}^{n-1} T_x(\phi(b_1), \phi(b_{i+1}))}{\prod_{i = 1}^{n-1} T_x(b_i, b_{i+1})} = T_x(i, \phi(b_1)).$$

Similarly, if we choose a blue edge $f$ with range $Q_i$, the fact that there is a unique red-blue path with range $Q_i$ means that rewriting the path $f\xi$ as an alternating sequence of red-blue edges doesn’t change the vertices $Q_j$ that the path passes through. In other words, we have

$$\frac{d(\mu_x \circ \sigma_f)}{d\mu_x}(\xi) = \lim_{n \to \infty} \frac{\mu_x \circ \sigma_f(Z(v, Q_1, \ldots, Q_n, v))}{\mu_x(Z(v, Q_1, \ldots, Q_n, v))} = \lim_{n \to \infty} \frac{\mu_x(Z(Q_i, v, Q_1, v, \ldots, Q_n, v))}{\mu_x(Z(v, Q_1, v, \ldots, Q_n, v))} = \lim_{n \to \infty} \frac{T_x(i, b_1) \prod_{i = 1}^{n-1} T_x(b_i, b_{i+1})}{\prod_{i = 1}^{n-1} T_x(b_i, b_{i+1})} = T_x(i, b_1).$$

On the other hand, if $\zeta \equiv (Q_{a_1}, v, Q_{a_2}, v, \ldots)$ is an infinite path and $g$ is a blue edge with source $Q_{a_1}$ and range $v$, prefixing $\zeta$ by $g$ and rewriting the result as a sequence of red-blue edges gives $g\zeta \equiv (v, Q_{\phi(a_1)}, v, Q_{\phi(a_2)}, \ldots)$, it follows that

$$\frac{d(\mu_x \circ \sigma_g)}{d\mu_x}(\zeta) = \lim_{n \to \infty} \frac{\mu_x \circ \sigma_g(Z(Q_{a_1}, v, \ldots, Q_{a_n}))}{\mu_x(Z(Q_{a_1}, v, \ldots, Q_{a_n}))} = \lim_{n \to \infty} \frac{\mu_x(Z(v, Q_{\phi(a_1)}, v, \ldots, Q_{\phi(a_n)}))}{\mu_x(Z(Q_{a_1}, v, \ldots, Q_{a_n}))} = \lim_{n \to \infty} \frac{\prod_{i = 1}^{n-1} T_x(\phi(a_i), \phi(a_{i+1}))}{\prod_{i = 1}^{n-1} T_x(a_i, a_{i+1})} = 1.$$
Similarly, for any red edge \( h \) with source \( Q_{a_1} \), the fact that rewriting \( \zeta \) as a blue-red path doesn’t change the sequence of vertices it passes through means that \( \frac{d(\mu \circ \sigma_h)}{d\mu_x}(\zeta) = 1 \).

Since all the Radon-Nikodym derivatives are positive, we obtain a \( \Lambda \)-semibranching function system as claimed.

For the final assertion, one simply observes that since the formula for \( M(Z(\lambda)) \) only depends on the degree (length) of \( \lambda \), it is a rescaling of the measure \( \mu_x \) corresponding to the choice \( x^m = (\frac{1}{2N}, \ldots, \frac{1}{2N}) \) for all \( m \). Thus, if any of the vectors \( x^m \) are not constant, Theorem 3.9 of [30] implies that \( \mu_x \) is mutually singular with respect to \( M \). \( \square \)

Remark 6.9. The measure \( \mu_x \) used in Proposition 6.8 above could equally well be defined for any \( 2 \)-graph \( \Lambda_{2N+1} \) with one central vertex and \( 2N+1 \) peripheral vertices, each connected to the center vertex as in (29). This is because any such \( 2 \)-graph (equivalently, any factorization rule for this skeleton) is determined by a permutation of the outer \( 2N+1 \) vertices. The conclusions of Proposition 6.8 above regarding when \( \mu_x \) and \( M \) are mutually singular also hold in this context.

7 \( \Lambda \)-projective systems and projection valued measures

In Sections 8 and 10 below, we turn our attention to two new classes of representations of \( k \)-graph algebras: monic and purely atomic representations. For our analysis of these representations, we need certain straightforward but technical results about the projection-valued measure on \( C(\Lambda^\infty) \) induced by a \( * \)-representation of \( C^*(\Lambda) \); these form the content of Section 7.2 below. We also rely on a slight strengthening of the notion of a \( \Lambda \)-semibranching function system. These so-called \( \Lambda \)-projective systems, and their properties, are the content of Section 7.1.

7.1 \( \Lambda \)-projective systems

Definition 7.1. Let \( \Lambda \) be a finite \( k \)-graph with no sources. A \( \Lambda \)-projective system on a measure space \( (X, \mu) \) is a \( \Lambda \)-semibranching function system on \( (X, \mu) \), with prefixing maps \( \{\tau_\lambda : D_\lambda \to R_\lambda\}_{\lambda \in \Lambda} \) and coding map \( \{\tau_n : n \in \mathbb{N}^k\} \) together with a family of functions \( \{f_\lambda\}_{\lambda \in \Lambda} \subseteq L^2(X, \mu) \) satisfying the following.

(a) For any \( \lambda \in \Lambda \), we have \( 0 \neq \left. \frac{d(\mu \circ \tau_\lambda)^{-1}}{d\mu} \right|_{R_\lambda} = |f_\lambda|^2 \) on \( R_\lambda \);

(b) For any \( \lambda, \nu \in \Lambda \), we have \( f_\lambda \cdot (f_\nu \circ \tau^{d(\lambda)}) = f_{\lambda \nu} \).

Before discussing some of the consequences and implications of this definition, we present an alternative formulation of the important quantity \( \left. \frac{d(\mu \circ \tau_\lambda)^{-1}}{d\mu} \right|_{R_\lambda} \).

Lemma 7.2. For any \( \Lambda \)-semibranching function system,

\[
\left. \frac{d(\mu \circ (\tau_\lambda)^{-1})}{d\mu} \right|_{R_\lambda} = \frac{1}{\left. (\Phi_\lambda \circ \tau^n) \right|_{R_\lambda}}.
\]
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Proof. Suppose \( d(\lambda) = n \in \mathbb{N}^k \). Since \( \tau_\lambda^{-1} = \tau^n|_{R_\lambda} \) for \( n = d(\lambda) \), Condition (b) in the definition of a semibranching function system (Definition 2.7) implies that \( \mu \ll \mu \circ \tau_\lambda^{-1} \) a.e. on \( R_\lambda \). Moreover,

\[
\frac{d(\mu \circ \tau_\lambda)}{d\mu} \cdot \frac{d\mu}{d(\mu \circ \tau_\lambda^{-1})} = 1_{R_\lambda}.
\]

Since \( \tau_\lambda \circ \tau^n|_{R_\lambda} = \text{id}|_{R_\lambda} \), we have

\[
\frac{d\mu}{d(\mu \circ \tau_\lambda^{-1})}|_{R_\lambda} = \frac{d(\mu \circ (\tau_\lambda \circ \tau^n))}{d(\mu \circ \tau_\lambda^{-1} \circ \tau_\lambda \circ \tau^n)}|_{R_\lambda} = \frac{d(\mu \circ \tau_\lambda)}{d\mu} \circ \tau^n|_{R_\lambda}.
\]

and since \( D_{s(\lambda)} = D_\lambda \) is the domain of \( \Phi_\lambda \), it follows that

\[
\frac{1}{(\Phi_\lambda \circ \tau^n)|_{R_\lambda}} = \frac{d(\mu \circ (\tau_\lambda)^{-1})}{d\mu}|_{R_\lambda}.
\]

\[\square\]

Remark 7.3. 1. For any \( \Lambda \)-semibranching function system on \((X,\mu)\), we will have

\[
\mu \circ (\tau_\lambda)^{-1} \ll \mu \text{ on } R_\lambda.
\]

To see this, suppose \( E \subseteq R_\lambda \) has measure zero. Setting \( F := \{ x \in D_{s(\lambda)} : \tau_\lambda(x) \in E \} \), we have \( E = \tau_\lambda(F) \) and \( F = (\tau_\lambda)^{-1}(E) \). Since the Radon-Nikodym derivative

\[
\frac{d(\mu \circ \tau_\lambda)}{d\mu} = \Phi_\lambda
\]

is strictly positive a.e. on \( D_{s(\lambda)} \), if \( \mu(E) = \mu \circ \tau_\lambda(F) = 0 \) then \( \mu(F) \) must also be zero. Hence \( \mu(E) = 0 \Rightarrow \mu \circ (\tau_\lambda)^{-1}(E) = 0 \).

2. In fact, \( \frac{d(\mu \circ (\tau_\lambda)^{-1})}{d\mu} \) is always nonzero a.e. on \( R_\lambda \). To see this, let

\[
E = \left\{ x \in R_\lambda : \frac{d(\mu \circ (\tau_\lambda)^{-1})}{d\mu}(x) = 0 \right\}
\]

and note that

\[
0 = \int_E \frac{d(\mu \circ (\tau_\lambda)^{-1})}{d\mu} d\mu = \mu \circ (\tau_\lambda)^{-1}(E).
\]

Write \( F = (\tau_\lambda)^{-1}(E) \) and observe that

\[
\mu(F) = 0 \Rightarrow \mu(\tau_\lambda(F)) = \mu(E) = 0,
\]

since \( \mu \circ \tau_\lambda \ll \mu \) in any \( \Lambda \)-semibranching function system.

3. A \( \Lambda \)-projective system on \((X,\mu)\) consists of a \( \Lambda \)-semibranching function system plus some extra information (encoded in the functions \( f_\lambda \)). We have a certain amount of choice for the functions \( f_\lambda \): we can take positive or negative (or imaginary!) roots of \( \frac{d(\mu \circ (\tau_\lambda)^{-1})}{d\mu} \) for \( f_\lambda \), as long as they satisfy the multiplicativity Condition (b) above.
4. For any $\Lambda$-semibranching function system on $(X, \mu)$, there is a natural choice of an associated $\Lambda$-projective system; namely, for $\lambda \in \Lambda^n$ we define

$$f_\lambda(x) := \Phi_\lambda(\tau^n(x))^{-1/2} \chi_{R_\lambda}(x).$$

Since $(\Phi_\lambda \circ \tau^n)^{-1} = \frac{d(\mu \circ \tau^n)}{d\mu}$, it follows that $f_\lambda$ defined above satisfies Condition (a) of Definition 7.1.

Moreover, since the operators $S_\lambda \in B(L^2(X, \mu))$ of Theorem 3.5 of [37] are given by

$$S_\lambda(f) = f_\lambda \cdot (f \circ \tau^n),$$

and the aforementioned Theorem 3.5 establishes that $\{S_\lambda\}_{\lambda \in \Lambda}$ is a Cuntz–Krieger family, Proposition 7.4 below shows that $\{f_\lambda\}_{\lambda \in \Lambda}$ is indeed a $\Lambda$-projective system.

5. Our definition of a $\Lambda$-projective system is based on the definition of a monic system in [30] (for $\mathcal{O}_N$) and [10] (for $\mathcal{O}_A$). We have decided to change the name because even for $\mathcal{O}_A$, not every monic system gives rise to a monic representation of $\mathcal{O}_A$. The word “projective” refers to the cocycle-like Condition (c) of Definition 7.1.

6. Finally, we observe that Condition (a) of Definition 7.1 forces $f_\lambda(x) = 0$ a.e. outside of $R_\lambda$, since $\frac{d(\mu \circ \tau^n)}{d\mu}$ is supported only on $R_\lambda$.

Condition (b) of Definition 7.1 is needed to associate a representation of $C^*(\Lambda)$ to a $\Lambda$-projective system, as the following Proposition shows.

**Proposition 7.4.** Let $\Lambda$ be a finite, source-free $k$-graph. Suppose that a measure space $(X, \mu)$ admits a $\Lambda$-semibranching function system with prefixing maps $\{\tau_\lambda : \lambda \in \Lambda\}$ and coding maps $\{\tau^n : n \in \mathbb{N}^k\}$. Suppose that $\{f_\lambda\}_{\lambda \in \Lambda}$ is a collection of functions satisfying Condition (a) of Definition 7.1. Then $(X, \mu)$ admits a $\Lambda$-projective system with $\{\tau_\lambda\}$, $\{\tau^n\}$ and $\{f_\lambda\}_{\lambda \in \Lambda}$ if and only if the operators $T_\lambda \in B(L^2(X, \mu))$ given by

$$T_\lambda(f) = f_\lambda \cdot (f \circ \tau^{d(\lambda)})$$

form a Cuntz–Krieger $\Lambda$-family (and hence give a representation of $C^*(\Lambda)$).

**Proof.** Suppose that the operators $\{T_\lambda\}_{\lambda \in \Lambda}$ described in (35) form a Cuntz–Krieger $\Lambda$-family. Then, for any $\lambda, \nu \in \Lambda$ with $s(\lambda) = r(\nu)$ and any $f \in L^2(X, \mu)$ we have

$$T_\lambda T_\nu(f) = T_\lambda(f_\nu \cdot (f \circ \tau^{d(\nu)})) = f_\lambda \cdot (f_\nu \circ \tau^{d(\lambda)}) \cdot (f \circ \tau^{d(\lambda)} \circ \tau^{d(\nu)});$$

$$T_\nu(f_\lambda) = f_{\lambda\nu} \cdot (f \circ \tau^{d(\lambda\nu)}),$$

Since $\{\tau^n, \tau_\lambda\}$ is a $\Lambda$-semibranching function system, we know that

$$\tau^{d(\lambda\nu)} = \tau^{d(\lambda)+d(\nu)} = \tau^{d(\lambda)} \circ \tau^{d(\nu)},$$

thus, the fact that $\{T_\lambda\}_{\lambda \in \Lambda}$ is a Cuntz–Krieger $\Lambda$-family, in particular condition (CK2), implies that

$$f_\lambda \cdot (f_\nu \circ \tau^{d(\lambda)}) = f_{\lambda\nu} \quad \forall \lambda, \nu \in \Lambda,$$
so Condition (b) holds for \( \{ f_\lambda \}_{\lambda \in \Lambda} \) as desired.

On the other hand, suppose that \( (X, \mu) \) admits a \( \Lambda \)-projective system with prefixing maps \( \{ \tau_\lambda \}_{\lambda \in \Lambda} \), coding maps \( \{ \tau^n \}_{n \in \mathbb{N}} \), and functions \( \{ f_\lambda \}_{\lambda \in \Lambda} \). We will show that the operators \( \{ T_\lambda \} \) of Equation (35) do indeed form a Cuntz-Krieger family, by showing they satisfy (CK1)-(CK4).

First, we observe that for \( v \in \Lambda^0 \), \( T_v(f) = f_v \cdot (f \circ \tau^0) \) is supported on \( D_v = R_v \) by Condition (a) of Definition 7.1. Moreover, since \( v = v^2 \) for any \( v \in \Lambda^0 \), and \( \tau_v = i d_{D_v} = \tau^0 \), Condition (b) of Definition 7.1 implies that

\[
f_v = f_v \cdot (f_v \circ \tau^0) = f_v^2 \Rightarrow f_v = \chi_{D_v}.
\]

Consequently, \( T_v(f) = \chi_{D_v} \cdot f \). Since the sets \( \{ D_v = R_v \}_{v \in \Lambda^0} \) are disjoint (up to a set of measure zero), it follows that \( \{ T_v : v \in \Lambda^0 \} \) is a set of mutually orthogonal projections; in other words, (CK1) holds.

For (CK2), fix \( \lambda, \nu \in \Lambda \) with \( s(\lambda) = r(\nu) \). We compute that

\[
f_\nu \circ \tau^{d(\lambda)}(x) = \begin{cases} 0, & \tau^{d(\lambda)}(x) \notin R_\nu \\
f_\nu(x), & x = \tau_\eta \circ \tau_\nu(y) \text{ and } d(\eta) = d(\lambda). \end{cases}
\]

Thus, using the same notation,

\[
T_\lambda T_\nu(f)(x) = T_\lambda(f_\nu \cdot (f \circ \tau^{d(\nu)}))(x) = f_\lambda(x) \cdot (f_\nu \circ \tau^{d(\lambda)}(x) \cdot (f \circ \tau^{d(\lambda)+d(\nu)}))(x)
\]

\[
= \begin{cases} 0, & \eta \neq \lambda \\
f_\lambda(x) \cdot f_\nu(x), & \eta = \lambda \nu \end{cases} \cdot f(y), \quad x = \tau_\lambda \tau_\nu(y).
\]

On the other hand, since \( y = \tau^{d(\lambda)+d(\nu)}(x) \), we can write \( x = \tau_\rho(y) \) for a unique \( \rho \) such that \( d(\rho) = d(\lambda) + d(\nu) = d(\lambda \nu) \). Then

\[
T_{\lambda \nu}(f)(x) = f_{\nu}(\tau_\rho(y)) \cdot f(y)
\]

\[
= \begin{cases} 0, & \rho \neq \lambda \nu \\
f_{\lambda \nu}(x) \cdot f(y), & \rho = \lambda \nu \end{cases}
\]

\[
= f_\lambda(x) \cdot f_\nu(\tau_\nu(y)) \cdot f(y)
\]

by Condition (b) of Definition 7.1. In other words, \( T_\lambda T_\nu = T_{\lambda \nu} \), as claimed.

To check (CK3), we first compute that, if \( d(\lambda) = n \),

\[
\langle T_\lambda^* f, g \rangle = \langle f, T_\lambda g \rangle = \int_X f(x) f_\lambda(x) g(\tau^n(x)) \, d\mu
\]

\[
= \int_{R_\lambda} f(x) f_\lambda(x) g(\tau^n(x)) \, d\mu = \int_{D_\lambda} f(\tau_\lambda(x)) f_\lambda(\tau_\lambda(x)) g(x) d(\mu \circ \tau_\lambda)
\]

\[
= \int_{D_\lambda} f(\tau_\lambda(x)) f_\lambda(\tau_\lambda(x)) g(x) \Phi_\lambda(x) \, d\mu.
\]
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Thus, $T^*_\lambda f = f \circ \tau \cdot \overline{f_\lambda} \circ \tau \cdot \Phi_\lambda$. Alternatively, since $(\Phi_\lambda \circ \tau^n)^{-1} = |f_\lambda|^2 = f_\lambda \overline{f_\lambda}$, we see that

$$f_\lambda(\tau(x)) \Phi_\lambda(x) = (f_\lambda(\tau(x)))^{-1}.$$ Consequently,

$$T^*_\lambda f = \frac{\chi_{D_\lambda} \cdot (f \circ \tau)}{f_\lambda \circ \tau}. \quad (36)$$

Now, we can check (CK3):

$$T^*_\lambda T_\lambda(f) = T^*_\lambda (f \circ \tau^{d(\lambda)}) = \frac{\chi_{D_\lambda} \cdot ((f \circ \tau^{d(\lambda)}) \circ \tau\lambda)}{f_\lambda \circ \tau \lambda}$$

$$= \chi_{D_\lambda} f = T_v(f),$$

since $\tau^{d(\lambda)} \circ \lambda = \text{id}_{D_\lambda}$ in any $\Lambda$-semibranching function system. Thus, (CK3) holds. Now, a straightforward computation shows us that $T_\lambda T^*_\lambda = T_\lambda$ since $(\chi_{D_\lambda} \circ \tau^{d(\lambda)})|_{R_\lambda} = \chi_{R_\lambda}$, and hence $f_\lambda \cdot (\chi_{D_\lambda} \circ \tau^{d(\lambda)}) = f_\lambda$. Therefore, the operators $\{T_\lambda : \lambda \in \Lambda\}$ are partial isometries as claimed.

For (CK4), we fix $n \in \Lambda^k$ and $v \in \Lambda^0$ and compute

$$\sum_{\lambda \in v \Lambda^n} T_\lambda T^*_\lambda(f) = \sum_{\lambda \in v \Lambda^n} T_\lambda \left( \frac{\chi_{D_\lambda} \cdot (f \circ \tau)}{f_\lambda \circ \tau} \right)$$

$$= \sum_{\lambda \in v \Lambda^n} f_\lambda \cdot \frac{(\chi_{D_\lambda} \circ \tau^n) \cdot (f \circ \tau \lambda \circ \tau^n)}{f_\lambda \circ \tau \lambda \circ \tau^n} \quad (37)$$

$$= \sum_{\lambda \in v \Lambda^n} \chi_{R_\lambda} \cdot f,$$

since $\tau \circ \tau^n = \text{id}_{R_\lambda}$. Condition (a) of Definition 2.7 implies that $\sum_{\lambda \in v \Lambda^n} \chi_{R_\lambda} = \chi_{D_v}$. Thus,

$$\sum_{\lambda \in v \Lambda^n} T_\lambda T^*_\lambda = T_v$$

as desired. \qed

Remark 7.5. Consider, for a finite strongly connected $k$-graph $\Lambda$, the standard $\Lambda$-semibranching function system on $(\Lambda^{\infty}, M)$ given in [37, Proposition 3.4] (also see Example 2.11 above). The prefixing maps $\{\sigma_\lambda : Z(s(\lambda)) \to Z(\lambda)\}_{\lambda \in \Lambda}$ are given by $\sigma_\lambda(x) = \lambda x$. One easily checks that the associated Radon-Nikodym derivative satisfies

$$\Phi_{\sigma_\lambda} = \frac{d(M \circ \sigma_\lambda)}{dM} = \rho(\Lambda)^{-d(\lambda)} > 0,$$

$M$-almost everywhere on $D_\lambda := Z(s(\lambda))$. The corresponding operators $S_\lambda$ that generate a representation of $C^*(\Lambda)$ (as in Equation (16) above and [37, Theorem 3.5]) are of the form in (35), with

$$f_\lambda = (\Phi_\lambda \circ \sigma^n)^{-1/2} = \rho(\Lambda)^{d(\lambda)/2} \chi_{Z(\lambda)}.$$ Hence Proposition 7.4 implies that the standard $\Lambda$-semibranching function system on $(\Lambda^{\infty}, M)$ becomes a $\Lambda$-projective system with $\{f_\lambda\}_{\lambda \in \Lambda}$ as above.
Now suppose that a measure space \((X, \mu)\) admits a \(\Lambda\)-projective system and there is a measure \(\mu'\) on \(X\) such that \(\mu\) and \(\mu'\) are equivalent (i.e. \(\mu' << \mu\), and \(\mu << \mu'\)). Then \(\frac{d\mu'}{d\mu} > 0\), \(\mu\)-a.e. and \(\frac{d\mu}{d\mu'} > 0\), \(\mu'\)-a.e. and
\[
\frac{d\mu'}{d\mu} \cdot \frac{d\mu}{d\mu'} \equiv 1, \ \mu \ a.e., \ \text{which is the same as} \ \mu' \ a.e.\.
\]
Let \(g_1(x) = \frac{d\mu'}{d\mu}(x)\) and \(g_2(x) = \frac{d\mu}{d\mu'}(x)\) so that \(g_1(x) \cdot g_2(x) \equiv 1\) a.e. as described above. It is then easy to check that there is a unitary isomorphism of Hilbert spaces \(U : L^2(X, \mu) \rightarrow L^2(X, \mu')\) defined by
\[
U(f)(x) = \sqrt{g_2(x)} \cdot f(x), \quad f \in L^2(X, \mu),
\]
and it is evident that \(U^{-1} : L^2(X, \mu') \rightarrow L^2(X, \mu)\) is given by
\[
U^{-1}(h)(x) = \sqrt{g_1(x)} \cdot h(x), \quad h \in L^2(X, \mu').
\]
We show as follows that one can construct a corresponding \(\Lambda\)-projective system on \((X, \mu')\), and that the two representations of \(C^*(\Lambda)\) associated to the \(\Lambda\)-projective systems on \((X, \mu)\) and \((X, \mu')\) are unitarily equivalent.

**Proposition 7.6.** Let \(\Lambda\) be a finite \(k\)-graph with no sources. Suppose we are given a \(\Lambda\)-projective system \(\{\tau_\lambda : \lambda \in \Lambda\}, \{\tau^n : n \in \mathbb{N}^k\}\) and \(\{f_\lambda : \lambda \in \Lambda\}\) on a measure space \((X, \mu)\). Let \(\mu'\) be a measure equivalent to \(\mu\) as described above, with \(g_1(x) = \frac{d\mu'}{d\mu}(x)\) and \(g_2(x) = \frac{d\mu}{d\mu'}(x)\). If we define \(\tilde{f}_\lambda\) for \(\lambda \in \Lambda\) by
\[
\tilde{f}_\lambda(x) = \frac{\sqrt{g_1 \circ \tau^d(\lambda)(x)}}{\sqrt{g_1(x)}} \cdot f_\lambda(x), \quad \lambda \in \Lambda,
\]
then \(\{\tau_\lambda : \lambda \in \Lambda\}, \{\tau^n : n \in \mathbb{N}^k\}\) and \(\{\tilde{f}_\lambda\}_{\lambda \in \Lambda}\) give a \(\Lambda\)-projective system on \((X, \mu')\). Moreover, the associated representations \(\{T_\lambda : \lambda \in \Lambda\}\) and \(\{\tilde{T}_\lambda : \lambda \in \Lambda\}\) of \(C^*(\Lambda)\) on \(L^2(X, \mu)\) and \(L^2(X, \mu')\) given by Equation (33) of Proposition 7.4 are unitarily equivalent via the unitary \(U\) of Equation (38).

**Proof.** We first check that the functions \(\{\tilde{f}_\lambda\}_{\lambda \in \Lambda}\) satisfy Conditions (a) and (b) of Definition 7.1. For (a), recall that \(\frac{d\mu \circ \tau^{-1}(\lambda)}{d\mu} = |f_\lambda|^2\). To prove that \(\frac{d\mu' \circ \tau^{-1}(\lambda)}{d\mu'} = |\tilde{f}_\lambda|^2\), we begin with the observation that
\[
\frac{d(\mu' \circ \tau^{-1}(\lambda))}{d(\mu \circ \tau^{-1}(\lambda))} = \frac{d\mu'}{d\mu} \circ (\tau^{-1}(\lambda))^{-1}.
\]
Thus, since \((\tau^{-1}(\lambda))^{-1} = \tau^d(\lambda)\) on \(R_\lambda\), and \(f_\lambda\) vanishes off \(R_\lambda\),
\[
\frac{d(\mu' \circ \tau^{-1}(\lambda))}{d\mu'}(x) = \frac{d(\mu \circ \tau^{-1}(\lambda))}{d\mu}(x) \cdot \frac{d\mu'}{d\mu}(\tau^d(\lambda)(x)) \cdot g_1(x)^{-1} = \frac{d(\mu \circ \tau^{-1}(\lambda))}{d\mu}(x) \cdot \frac{g_1 \circ \tau^d(\lambda)(x)}{g_1(x)}.
\]
But now, checking formulas, this is precisely \(|\tilde{f}_\lambda|^2\), which proves (a).

For Condition (b) we note that for \(\lambda, \nu \in \Lambda\) satisfying \(s(\lambda) = r(\nu)\) we have:
\[
\tilde{f}_\lambda \cdot (\tilde{f}_\nu \circ \tau^d(\lambda))(x) = \frac{\sqrt{g_1 \circ \tau^d(\lambda)(x)}}{\sqrt{g_1(x)}} \cdot f_\lambda(x) \cdot \frac{\sqrt{g_1 \circ \tau^d(\nu) \circ \tau^d(\lambda)(x)}}{\sqrt{g_1(\tau^d(\lambda)(x))}} \cdot f_\nu \circ \tau^d(\lambda)(x).
\]
holds µ of the Cuntz algebras the vertices. Using this formulation, [29] highlights the relationship between representations as a function on the space of edges or finite paths. The voltage is then given by a function on the theoretic setting, one assigns resistors to each edge of the graph, and describes the current in parallel on electrical networks, realized on graphs of vertices and edges. In the graph-

Thus, the functions \( \tilde{f}_\lambda \) indeed give a \( \Lambda \)-projective system on \((X, \mu)\).

Finally, we check that our Hilbert space isomorphisms \( U^{-1} : L^2(X, \mu') \to L^2(X, \mu) \) and \( U : L^2(X, \mu) \to L^2(X, \mu') \) intertwine the representations \( \{T_\lambda\}, \{\tilde{T}_\lambda\} \) associated to the \( \Lambda \)-projective systems \( \{f_\lambda\}, \{\tilde{f}_\lambda\} \): for any \( h \in L^2(X, \mu') \) and \( \lambda \in \Lambda \),

\[
U \circ T_\lambda \circ U^{-1}(h)(x) = [\sqrt{g_1(x)}]^{-1} \cdot T_\lambda \circ U^{-1}(h)(x) = [\sqrt{g_1(x)}]^{-1} \cdot T_\lambda(\sqrt{g_1 \cdot h})(x)
\]

\[
= [\sqrt{g_1(x)}]^{-1} \cdot f_\lambda(x) \cdot (\sqrt{g_1 \cdot h})(\sigma^{d(\lambda)}(x)) = \frac{\sqrt{g_1 \cdot \sigma^{d(\lambda)}(x)}}{\sqrt{g_1(x)}} \cdot f_\lambda(x) \cdot h(\sigma^{d(\lambda)}(x))
\]

\[
= \tilde{f}_\lambda \cdot h(\sigma^{d(\lambda)}(x)) = \tilde{T}_\lambda(h)(x).
\]

Therefore, the two representations of \( C^*(\Lambda), \{T_\lambda : \lambda \in \Lambda\} \) and \( \{\tilde{T}_\lambda : \lambda \in \Lambda\} \), are unitarily equivalent, as desired.

\[\square\]

**Remark 7.7.** A straightforward computation reveals that if \( f_\lambda \) is the positive square root of \( (\Phi_\lambda \circ \sigma^{d(\lambda)})^{-1} \), then \( f'_\lambda \) is given by the same formula (using instead the Radon-Nikodym derivative with respect to the measure \( \mu' \)).

The following Proposition generalizes the familiar Kirchhoff-Ohm rule for adding resistors in parallel on electrical networks, realized on graphs of vertices and edges. In the graph-theoretic setting, one assigns resistors to each edge of the graph, and describes the current as a function on the space of edges or finite paths. The voltage is then given by a function on the vertices. Using this formulation, [29] highlights the relationship between representations of the Cuntz algebras \( O_N \) and spectral graph analysis.

Other extensions of the Kirchhoff-Ohm rule to a functional-analytic setting can be found in [55, 56] and the papers referenced therein; these treatments rely on analysis of operators in Hilbert space, and on both commutative and non-commutative methods.

For a wider study of analysis on infinite graphs, in particular their relationship with electrical networks, see also [74].

**Proposition 7.8.** (C.f. Proposition 2.8 of [29]) Let \( \Lambda \) be a finite \( k \)-graph with no sources and let \( \{\tau_\lambda : \lambda \in \Lambda\}, \{\tau^n : n \in \mathbb{N}^k\} \) and \( \{f_\lambda\}_{\lambda \in \Lambda} \) be a \( \Lambda \)-projective system on \((X, \mu)\). Then for any \( n \in \mathbb{N}^k \), the equality

\[
\sum_{d(\lambda)=n} \frac{1}{|f_\lambda \circ \tau_\lambda|^2} = \frac{d\mu \circ (\tau^n)^{-1}}{d\mu}.
\]

holds \( \mu \)-a.e.
Proof. Recall from Remark 2.9 that for any $\Lambda$-semibranching function system, in particular any $\Lambda$-projective system, we have $\mu \circ (\tau^n)^{-1} << \mu$. Let $\phi$ be a continuous function on $X$, and fix $n \in \mathbb{N}^k$. Since $\tau_{\lambda} \circ \tau^n = id|_{R_{\lambda}}$ whenever $d(\lambda) = n$, the substitutions $x \mapsto \tau_{\lambda}(x)$ give

$$
\int_X \sum_{\lambda: d(\lambda) = n} \frac{1}{|f_{\lambda} \circ \tau_{\lambda}|^2} \frac{\phi}{d\mu} = \sum_{\lambda: d(\lambda) = n} \int_{D_{\lambda}(\lambda)} \frac{1}{|f_{\lambda} \circ \tau_{\lambda}|^2} \frac{\phi}{d\mu} = \sum_{\lambda: d(\lambda) = n} \int_{R_{\lambda}} (\phi \circ \tau^n) \frac{1}{|f_{\lambda}|^2} d(\mu \circ (\tau_{\lambda})^{-1}).
$$

Since $\{f_{\lambda}\}_{\lambda \in \Lambda}$ is a $\Lambda$-projective system, we have $\frac{d(\mu \circ (\tau_{\lambda})^{-1})}{d\mu} = |f_{\lambda}|^2 = (\Phi_{\lambda} \circ \tau^n)^{-1}$ is nonzero on $R_{\lambda}$; thus, $\frac{1}{|f_{\lambda}|^2} d(\mu \circ (\tau_{\lambda})^{-1}) = d\mu$ on $R_{\lambda}$. In other words,

$$
\sum_{\lambda: d(\lambda) = n} \int_{D_{\lambda}(\lambda)} \phi(x) \frac{1}{|f_{\lambda} \circ \tau_{\lambda}(x)|^2} d\mu(x) = \sum_{\lambda: d(\lambda) = n} \int_{R_{\lambda}} \phi \circ \tau^n(x) d\mu(x) = \int_X \phi(x) d(\mu \circ (\tau^n)^{-1})(x)
$$

$$
= \int_X \phi(x) \frac{d(\mu \circ (\tau^n)^{-1})}{d\mu} (x) d\mu.
$$

Proposition 7.9 below is the analog of Proposition 2.11 of [30] for $\Lambda$-projective systems.

**Proposition 7.9.** Let $\Lambda$ be a finite $k$-graph with no sources. Suppose we are given two $\Lambda$-projective systems on $X$, with the same prefixing and coding maps $\{\tau_{\lambda} : \lambda \in \Lambda\}$, $\{\tau^n : n \in \mathbb{N}^k\}$, but with different measures $\mu, \mu'$ and $\Lambda$-projective functions $\{f_{\lambda}\}_{\lambda \in \Lambda}$ for $(X, \mu)$ and $\{f'_{\lambda}\}_{\lambda \in \Lambda}$ for $(X, \mu')$.

Let $d\mu' = h^2 d\mu + dv$ be the Lebesgue-Radon-Nikodym decomposition, with $h \geq 0$ and $v$ singular with respect to $\mu$. Then there is a partition of $X$ into Borel sets $X = A \cup B$ such that:

(a) The function $h$ is supported on $A$, $v$ is supported on $B$, and $\mu(B) = 0$, $\nu(A) = 0$.

(b) The sets $A$, $B$ are invariant under $\tau^n$ for all $n \in \mathbb{N}^k$, i.e.,

$$
(\tau^n)^{-1}(A) = A, \quad \text{and} \quad (\tau^n)^{-1}(B) = B.
$$

(c) We have $\nu \circ \tau_{\lambda}^{-1} << \nu$ and $k_{\lambda} := \sqrt{\frac{d(\nu \circ \tau_{\lambda}^{-1})}{dv}}$ is supported on $B$.

(d) $|f'_{\lambda}| \cdot h = |f_{\lambda}| \cdot (h \circ \tau^{d(\lambda)}) \mu$-a.e. on $A$ and $|f'_{\lambda}| = k_{\lambda} \nu$-a.e. on $B$.

**Proof.** Recall that the support of a measure is the smallest closed set whose complement has measure zero. Let $\tilde{B}$ be the support of $\nu$, and observe that $\mu(\tilde{B}) = 0$. We observe that the definitions of $\Lambda$-semibranching function systems and $\Lambda$-projective systems, together with the fact that $(\tau^n)^{-1}(\tilde{B}) = \bigcup_{\lambda \in \Lambda^n} \tau_{\lambda}(\tilde{B})$, imply that

$$(\tau^n)^{-1}(\tilde{B}) \text{ and } (\tau_{\lambda})^{-1}(\tilde{B})$$

have $\mu$-measure zero. Therefore we can take the orbit $B$ of $\tilde{B}$ under the functions $\{\tau^n : n \in \mathbb{N}^k\}$ and $\{\tau_{\lambda} : \lambda \in \Lambda\}$, and $B$ will then have $\mu$-measure zero. Let $A := X \setminus B$. Then $A$ contains the support of $\mu$, and we can choose $h$ to be supported on $A$. Moreover, $\nu(A) = 0$. By construction, $A$ and $B$ are invariant under $\tau^n$. To prove (c), let $E$ be a Borel set with
\( \nu(E) = 0 \). Then \( \nu(E \cap B) = 0 \), so the fact that \( \mu \) vanishes on \( B \) implies that \( \mu'(E \cap B) = 0 \). We consequently have \( \mu'((\tau_\Lambda^{-1}(E \cap B)) = 0 \), which means that \( \mu'((\tau_\Lambda^{-1}(E \cap B)) = 0 \), so \( \nu(\tau_\Lambda^{-1}(E)) = 0 \). Since \( \hat{B} \) is invariant under \( \tau_\Lambda^{-1} \) and \( \nu \) and \( \nu \circ \tau_\Lambda^{-1} \) are supported on \( B \), it follows that \( k_\Lambda \) is supported on \( B \). To see \((d)\), let \( f \) be a bounded Borel function supported on \( A \). Then we have

\[
\int_A |f_\lambda|^2 f \, d\mu = \int_A |f_\lambda|^2 f \, d\mu' = \int_A f \frac{d(\mu' \circ \tau_\Lambda^{-1})}{d(\mu')} \, d\mu = \int_A (f \circ \tau_\Lambda) \, d\mu'
\]

\[
= \int_A (f \circ \tau_\Lambda) \, d\mu = \int_X (f \circ \tau_\Lambda) (\eta^2 \circ \tau_{d(\lambda)} \circ \tau_\Lambda) \, d\mu = \int_X f (\eta^2 \circ \tau_{d(\lambda)}) \, d(\mu \circ \tau_\Lambda^{-1})
\]

\[
= \int_X f (\eta^2 \circ \tau_{d(\lambda)}) |f_\lambda|^2 d\mu,
\]

which implies the first relation. The second relation follows from the fact that \( \mu'|_B = \nu \).

**Definition 7.10.** Two representations \( \pi, \pi' \) of a \( C^* \)-algebra \( A \) are **disjoint** if no nonzero subrepresentation of \( \pi \) is unitarily equivalent to a subrepresentation of \( \pi' \).

**Theorem 7.11.** (C.f. Theorem 2.12 of [30]) Let \( \Lambda \) be a finite \( k \)-graph with no sources. Suppose we are given two \( \Lambda \)-projective systems on the infinite path space \( \Lambda^\infty \) with the standard prefixing and coding maps \( \{\sigma_\lambda : \lambda \in \Lambda\}, \{\sigma^n : n \in \mathbb{N}^k\} \), but associated to different measures \( \mu, \mu' \) and different \( \Lambda \)-projective families of non-negative functions \( \{f_\lambda\}_{\lambda \in \Lambda} \) on \((\Lambda^\infty, \mu)\), and \( \{f'_\lambda\}_{\lambda \in \Lambda} \) on \((\Lambda^\infty, \mu')\). Then the two associated representations \( \{T_\lambda : \lambda \in \Lambda\} \) and \( \{T'_\lambda : \lambda \in \Lambda\} \) of \( C^*(\Lambda) \) given by Equation (35) of Proposition 7.4 are disjoint if and only if the measures \( \mu \) and \( \mu' \) are mutually singular.

**Proof.** If the representations are not disjoint, there exist subspaces \( \mathcal{H}_\mu \subseteq L^2(\Lambda^\infty, \mu) \) and \( \mathcal{H}_{\mu'} \subseteq L^2(\Lambda^\infty, \mu') \), preserved by their respective representations, and a unitary \( W : \mathcal{H}_\mu \to \mathcal{H}_{\mu'} \) such that

\[
WT_\lambda|_{\mathcal{H}_\mu} = T'_\lambda|_{\mathcal{H}_{\mu'}}, \quad WT_\lambda^*|_{\mathcal{H}_\mu} = (T'_\lambda)^*|_{\mathcal{H}_{\mu'}}.
\]

The fact that each operator \( T'_\lambda \) also preserves \( \mathcal{H}_{\mu'} \) implies that

\[
WT_\lambda T'_\lambda|_{\mathcal{H}_\mu} = WT_\lambda|_{\mathcal{H}_{\mu'}} T'_\lambda|_{\mathcal{H}_\mu} = T'_\lambda|_{\mathcal{H}_{\mu'}} WT_\lambda|_{\mathcal{H}_\mu} = T'_\lambda|_{\mathcal{H}_{\mu'}} T'_\lambda|_{\mathcal{H}_{\mu'}} W.
\]

Moreover, Equation (37) tells us that

\[
T_\lambda T'_\lambda = M_{\chi_{Z(\lambda)}} = T'_\lambda(T'_\lambda)^*.
\]

In other words, the representations of \( C(\Lambda^\infty) \) given by \( \chi_{Z(\lambda)} \mapsto T_\lambda T'_\lambda \) and \( \chi_{Z(\lambda)} \mapsto T'_\lambda(T'_\lambda)^* \) (on \( L^2(\Lambda^\infty, \mu) \) and \( L^2(\Lambda^\infty, \mu') \) respectively) are multiplication representations. Since \( W \) implements a unitary equivalence between their subrepresentations on \( \mathcal{H}_\mu \) and \( \mathcal{H}_{\mu'} \) respectively, Theorem 2.2.2 of [1] tells us that the measures \( \mu, \mu' \) cannot be mutually singular.

For the converse, assume that the representations are disjoint and that the measures are not mutually singular. Then, use Proposition 7.3 and decompose \( d\mu' = h^2 d\mu + d\nu \), with the subsets \( A, B \) as in Proposition 7.3. Define the operator \( W \) on \( L^2(\Lambda^\infty, \mu') \) by \( W(f) = f \cdot h \) if
f ∈ L^2(A, μ'), and W(f) = 0 on the orthogonal complement of L^2(A, μ') ⊆ L^2(Λ^∞, μ'). Since A is invariant under τ^n for all n, L^2(A, μ') is an invariant subspace for the representation. To check that W is intertwining, we use part (d) of Proposition 7.3 and the non-negativity condition on {f_λ} and {f_λ'} to obtain the almost-everywhere equalities

\[ T_\lambda W(f) = f_\lambda(h \circ \tau^{d(\lambda)})(f \circ \tau^{d(\lambda)}) = f_\lambda'(f \circ \tau^{d(\lambda)}) = W T_\lambda'(f). \]

Since W intertwines the representations \{T_\lambda\}_{\lambda ∈ Λ}, \{T_\lambda\}_{\lambda ∈ Λ} of C*(Λ), we must have W = 0; hence h = 0, so μ, μ' are mutually singular. □

Remark 7.12. As a Corollary of Theorem 7.11, we see that the examples of measures introduced in Section 6.2 generate representations of C*(Λ) disjoint from the representation of [37, Theorem 3.5]; in fact, these Markov measures are mutually singular with the Perron-Frobenius measure [30, 57].

Theorem 7.13. (Cf. Theorem 2.13 of [30]) Let Λ be a finite k-graph with no sources. Suppose that the infinite path space Λ^∞ admits a Λ-projective system on (Λ^∞, μ) for some measure μ with standard prefixing maps \{σ_λ : λ ∈ Λ\}, coding maps \{σ^n : n ∈ N^k\} and functions \{f_λ : λ ∈ Λ\} satisfying Conditions (a)–(c) of Definition 7.1. Let \{T_\lambda : λ ∈ Λ\} be the operators given by Equation (35) of Proposition 7.4. Then:

(a) The commutant of the operators \{T_\lambda : λ ∈ Λ\} consists of multiplication operators by functions h with h ◦ σ^n = h, μ-a.e for all n ∈ N^k.

(b) The representation given by \{T_\lambda : λ ∈ Λ\} is irreducible if and only if the coding maps σ^n are jointly ergodic with respect to the measure μ, i.e., the only Borel sets A ⊆ Λ^∞ with (σ^n)^{-1}(A) = Λ for all n are sets of measure zero, or of full measure.

Proof. For (a), let T be an operator in the commutant of the Λ-projective representation. Then T commutes with the representation π of the abelian subalgebra C(Λ^∞) of C*(Λ), where

\[ π(χZ(λ)) = T_λ T_λ^* = M_{χZ(λ)}. \]

Since C(Λ^∞) ⊆ L^∞(Λ^∞, μ), the maximal abelian subalgebra of B(L^2(Λ^∞, μ)), this implies that T must be a multiplication operator. Write T = M_h. Since T commutes with T_λ we obtain

\[ h f_λ(f ◦ σ^n) = f_λ(h ◦ σ^n)(f ◦ σ^n) \quad \text{whenever } d(λ) = n, \ f ∈ L^2(X, μ). \]

Take f = 1 and use the definition of Λ-projective system to conclude that h ◦ σ^n = h on Z(λ). Since Λ^∞ = \bigcup_{λ ∈ Λ^k} Z(λ) for any n ∈ N^k, it follows that h ◦ σ^n = h on Λ^∞. Conversely, it is easy to see that any such multiplication operator T = M_h commutes with each operator T_λ.

For (b), suppose that the measure is ergodic with respect to all the coding maps σ^n. Suppose that T = M_h is in the commutant of the representation \{T_λ\}_λ. For any constant α, and any n ∈ N^k, we have

\[ A_α := \{x : h(x) = α\} = \{x : h(σ^n(x)) = α\} = \{x : σ^n(x) ∈ A_α\} = (σ^n)^{-1}(A_α) \]
(up to sets of measure zero). Since \( \mu \) is jointly ergodic for the functions \( \sigma^n \), we have \( \mu(A_n) \in \{0, 1\} \); in other words, \( h \) is constant, and \( \{T_\lambda\}_\lambda \) determines an irreducible representation.

On the other hand, if the representation generated by \( \{T_\lambda\}_\lambda \) is irreducible, suppose there exists a set \( A \subseteq \Lambda^\infty \) such that \( (\sigma^n)^{-1}(A) = A \) for all \( n \). Then

\[
\chi_A \circ \sigma^n = \chi_{(\sigma^n)^{-1}(A)} = \chi_A \quad \text{for all } n.
\]

It now follows from the definition of the operators \( T_\lambda \) that multiplication by \( \chi_A \) commutes with \( T_\lambda \) and \( T_\lambda^* \), for all \( \lambda \in \Lambda \). In other words,

\[
\chi_A \in \mathbb{C}\chi_{\Lambda^\infty} \quad \text{if and only if} \quad \mu(A) \in \{0, 1\}.
\]

Thus, the operators \( \sigma^n \) are jointly ergodic with respect to the measure \( \mu \).

### 7.2 Projection valued measures

Inspired by Dutkay, Haussermann, and Jorgensen [30, 31], here we study the projection valued measure associated to a representation of \( C^*(\Lambda) \). This material will be employed in Section 8 to analyze when a \( \Lambda \)-semibranching function system gives rise to a monic representation of \( C^*(\Lambda) \) (see Definition 8.1), as well as underpinning our work on purely atomic representations in Section 10.

**Definition 7.14.** Let \( \Lambda \) be a row-finite \( k \)-graph with no sources. Given a representation \( \{t_\lambda\}_{\lambda \in \Lambda} \) of a \( k \)-graph \( C^*-\)algebra \( C^*(\Lambda) \) on a Hilbert space \( \mathcal{H} \), we define a projection valued function \( P \) on \( \Lambda^\infty \) by

\[
P(Z(\lambda)) = t_\lambda t_\lambda^* \quad \text{for all } \lambda \in \Lambda.
\]

For the discussion of this function, in particular for the proof that \( P \) is indeed a projection valued measure, we recall the notion of a “minimal common extension” in a \( k \)-graph. Recall from Equation (2) (also see [82, Definition 2.2]) that given \( \lambda, \eta \in \Lambda \) with \( r(\lambda) = r(\eta) \), their set of minimal common extensions is

\[
\Lambda_{\min}(\lambda, \eta) = \{ (\rho, \xi) \in \Lambda \times \Lambda : \lambda \rho = \eta \xi \text{ and } d(\lambda \rho) = d(\lambda) \lor d(\eta) \}.
\]

In a directed graph, \( \Lambda_{\min}(\lambda, \eta) \) will have at most one element; this need not be true in a \( k \)-graph if \( k > 1 \).

As mentioned in Equation (6), for any \( n \in \mathbb{N}^k \) the generators \( \{t_\lambda\}_{\lambda \in \Lambda} \) of \( C^*(\Lambda) \) satisfy

\[
t_\lambda^* t_\eta = \sum_{(\xi, \rho) \in \Lambda_{\min}(\lambda, \eta)} t_\xi^* t_\rho^*, \quad \text{and} \quad t_v = \sum_{\lambda \in \nu^\Lambda} t_\lambda t_\lambda^*.
\]

**Theorem 7.15.** Let \( \Lambda \) be a row-finite \( k \)-graph with no sources. Given a representation \( \{t_\lambda\}_{\lambda \in \Lambda} \) of a \( k \)-graph \( C^*-\)algebra \( C^*(\Lambda) \) on a Hilbert space \( \mathcal{H} \), then the assignment

\[
P(Z(\lambda)) = t_\lambda t_\lambda^* \quad \text{for } \lambda \in \Lambda
\]

extends to a projection valued measure on the Borel \( \sigma \)-algebra \( \mathcal{B}(\Lambda^\infty) \) of the infinite path space \( \Lambda^\infty \).
Proof. We first claim that $P$ is finitely additive. To see this, fix $\lambda \in \Lambda$ and observe that for any $n \in \mathbb{N}^k$ we have

$$ P(Z(\lambda)) = t_{\lambda}t_{\lambda}^* = \sum_{\zeta \in r(\lambda)\Lambda^n} t_{\zeta}t_{\zeta}^* = \sum_{\zeta \in r(\lambda)\Lambda^n} \sum_{(\rho,\xi) \in \Lambda^{\min}(\lambda,\zeta)} t_{\lambda\rho}t_{\lambda\rho}^* = \sum_{\zeta \in r(\lambda)\Lambda^n} \sum_{(\rho,\xi) \in \Lambda^{\min}(\lambda,\zeta)} P(Z(\lambda\rho)). $$

(39)

Now, suppose that $Z(\lambda) = \bigsqcup_{i=1}^p Z(\eta_i)$. Observe that this implies that $\Lambda^{\min}(\lambda,\eta_i)$ is nonempty for each $i$. Writing $m = d(\lambda) \lor \bigvee_i d(\eta_i)$, we have

$$ Z(\lambda) = \bigcup_{\eta \in s(\lambda)\Lambda^{m-d(\lambda)}} Z(\lambda\eta) = \bigcup_{i=1}^p \bigcup_{\alpha_{ij} \in s(\eta_i)\Lambda^{m-d(\eta_i)}} Z(\eta_i\alpha_{ij}). $$

Since both sides are disjoint unions of cylinder sets of degree $m$, the list of cylinder sets under consideration must be precisely the same on both sides. That is, each set $Z(\lambda\eta)$ must equal $Z(\eta_i\alpha_{ij})$ for precisely one $i$ and one $\alpha_{ij}$.

Now, observe that if $\zeta \in r(\lambda)\Lambda^m$, the fact that $d(\lambda) \leq m$ implies that $\Lambda^{\min}(\lambda,\zeta) = \{(\eta,s(\zeta)) : \lambda\eta = \zeta\}$ contains precisely one element (unless $\zeta$ is not an extension of $\lambda$, in which case $\Lambda^{\min}(\lambda,\zeta) = \emptyset$). Thus,

$$ P(Z(\lambda)) = \sum_{\zeta \in r(\lambda)\Lambda^m} \sum_{(\rho,\xi) \in \Lambda^{\min}(\lambda,\zeta)} P(Z(\lambda\rho)) = \sum_{\eta \in s(\lambda)\Lambda^{m-d(\lambda)}} P(Z(\lambda\eta)). $$

Applying the same logic to $P(Z(\eta_i))$, we see that

$$ P(Z(\lambda)) = \sum_{\zeta \in r(\lambda)\Lambda^m} \sum_{(\rho,\xi) \in \Lambda^{\min}(\lambda,\zeta)} P(Z(\lambda\rho)) = \sum_{\eta \in s(\lambda)\Lambda^{m-d(\lambda)}} P(Z(\lambda\eta)) = \sum_{i=1}^p \sum_{\alpha_{ij} \in s(\eta_i)\Lambda^{m-d(\eta_i)}} P(Z(\eta_i\alpha_{ij})) = \sum_{i=1}^p P(Z(\eta_i)), $$

so $P$ is finitely additive. Countable additivity then follows by Lemma 2.15, then we apply the Carathéodory/Kolmogorov consistency/extension theorem [64, 91], and we’re done. \qed

We now establish some properties of the projection valued measure $P$ on $\Lambda^\infty$. The equations below are the analogues for $k$-graphs of Equations (2.7) and (2.8) and (2.13) of [31].

**Proposition 7.16.** Let $\Lambda$ be a row-finite, source-free $k$-graph, and fix a representation $\{t_\lambda : \lambda \in \Lambda\}$ of $C^*(\Lambda)$. For any $\eta \in \Lambda$, we have

(a) For $\lambda, \eta \in \Lambda$ with $s(\lambda) = r(\eta)$, we have $t_\lambda P(Z(\eta))t_\lambda^* = P(\sigma_\lambda(Z(\eta)))$, where $\sigma_\lambda$ is the prefixing map on $\Lambda^\infty$ given in Equation (4).
(b) For any fixed \( n \in \mathbb{N}^k \), we have
\[
\sum_{\lambda \in f(\eta)\Lambda^n} t_{\lambda} P(\sigma_{\lambda}^{-1}(Z(\eta))) t^*_{\lambda} = P(Z(\eta));
\]
\[
\text{LHS} = t_{\lambda} P(\eta) t^*_{\lambda} = t_{\lambda} t^*_{\eta} t_{\lambda}.
\]
But since \( \sigma_\lambda(Z(\eta)) = Z(\lambda\eta) \) when \( s(\lambda) = r(\eta) \), we also have
\[
\text{RHS} = t_{\lambda} t^*_{\eta} t^*_{\lambda}.
\]

For (c), observe that \( \sigma_{\lambda}^{-1}(Z(\eta)) = \bigcup_{(\rho,\xi) \in \Lambda_{\min}(\lambda,\eta)} Z(\rho) \). Thus, Equation (39) implies that
\[
\sum_{\lambda \in r(\eta)\Lambda^n} t_{\lambda} P(\sigma_{\lambda}^{-1}(Z(\eta))) t^*_{\lambda} = \sum_{\lambda \in r(\eta)\Lambda^n} \sum_{(\rho,\xi) \in \Lambda_{\min}(\lambda,\eta)} t_{\lambda} t_{\rho} t^*_{\lambda} = \sum_{\lambda \in r(\eta)\Lambda^n} \sum_{(\rho,\xi) \in \Lambda_{\min}(\lambda,\eta)} P(Z(\lambda\rho)) = \sum_{\lambda \in r(\eta)\Lambda^n} \sum_{(\rho,\xi) \in \Lambda_{\min}(\lambda,\eta)} P(Z(\eta\xi)) = P(Z(\eta)).
\]

For (d), write \( \sigma_{\lambda}^{-1}(Z(\eta)) = \bigcup_{(\rho,\xi) \in \Lambda_{\min}(\lambda,\eta)} Z(\rho) \). Since \( \Lambda \) is row-finite, this union is finite. Then from (a) and the fact that \( t^*_{\lambda} t_{\lambda} = t_{s(\lambda)} \), we have
\[
t_{\lambda} P(\sigma_{\lambda}^{-1}(Z(\eta))) = \sum_{(\rho,\xi) \in \Lambda_{\min}(\lambda,\eta)} P(\sigma_{\lambda}(Z(\rho))) t_{\lambda} = \sum_{(\rho,\xi) \in \Lambda_{\min}(\lambda,\eta)} t_{\lambda} t_{\rho} t^*_{\rho}.
\]

On the other hand, we also have
\[
P(Z(\eta)) t_{\lambda} = t_{\eta} t^*_{\eta} t_{\lambda} = \sum_{(\rho,\xi) \in \Lambda_{\min}(\lambda,\eta)} t_{\xi} t^*_{\rho} = \sum_{(\rho,\xi) \in \Lambda_{\min}(\lambda,\eta)} t_{\lambda} t_{\rho} t^*_{\rho}.
\]

For (d), notice that for the formula on the LHS not to be zero we need \( s(\lambda) = r(\eta) \); in this case the LHS is \( t_{\lambda} t^*_{\eta} t^*_{\lambda} \).

For the right-hand side, notice that \( (\sigma^n)^{-1}(Z(\eta)) = \bigcup_{\zeta \in \Lambda^n \min(\eta)} Z(\zeta\eta) \). Thus, we have
\[
P((\sigma^n)^{-1}(Z(\eta))) t_{\lambda} = \left( \sum_{\zeta \in \Lambda^n \min(\eta)} t_{\zeta} t^*_{\eta} t^*_{\zeta} \right) t_{\lambda}.
\]
Since \( d(\zeta) = n = d(\lambda) \), we have \( \Lambda_{\min}(\zeta,\lambda) = \emptyset \) unless \( \zeta = \lambda \) – that is,
\[
P((\sigma^n)^{-1}(Z(\eta))) t_{\lambda} = t_{\lambda} t_{\eta} t^*_{\eta}.
\]
\[\square\]
8 Monic representations of finite $k$-graph algebras

The main result of this section, Theorem 8.2, establishes that every monic representation of a finite, strongly connected $k$-graph algebra $C^*(\Lambda)$ is unitarily equivalent to a $\Lambda$-projective representation of $C^*(\Lambda)$ on $L^2(\Lambda^\infty, \mu_{\pi})$, where the measure $\mu_{\pi}$ arises from the representation. (See Definition 8.1 and Equation (41) below for details.) After proving Theorem 8.2, we return in Section 8.1 to the examples introduced in Section 5 above, and use Theorem 8.2 to identify which of the examples are monic.

In the final section of their paper [10], Bezuglyi and Jorgensen studied the relationship between semibranching function systems and monic representations of Cuntz–Krieger algebras (1-graph $C^*$-algebras). A monic representation of a Cuntz–Krieger algebra is a faithful representation for which a canonical abelian subalgebra admits a monic vector; see Definition 8.1 below. Theorem 5.6 of [10] establishes that within a specific class of semibranching function systems, which the authors term monic systems, those for which the underlying space is the infinite path space $\Lambda^\infty$ are precisely the systems which give rise to monic representations of the Cuntz–Krieger algebra. The $\Lambda$-projective systems studied in Section 7.1 constitute our extension to $k$-graphs of the monic systems for Cuntz–Krieger algebras. Thus, even in the case of 1-graph algebras (Cuntz–Krieger algebras), our Theorem 8.2 is substantially stronger than Theorem 5.6 of [10].

**Definition 8.1.** Let $\Lambda$ be a finite $k$-graph with no sources. A representation $\{t_\lambda : \lambda \in \Lambda\}$ of a $k$-graph on a Hilbert space $\mathcal{H}$ is called monic if $t_\lambda \neq 0$ for all $\lambda \in \Lambda$, and there exists a vector $\xi \in \mathcal{H}$ such that

$$\text{span}_{\lambda \in \Lambda}\{t_\lambda t_\lambda^* \xi\} = \mathcal{H}.$$ 

Recall that for a representation $\{t_\lambda \}_{\lambda \in \Lambda}$ on $\mathcal{H}$ of a row-finite, source-free $k$-graph $C^*$-algebra $C^*(\Lambda)$, we have an associated projection valued measure $P$ on the Borel $\sigma$-algebra $\mathcal{B}_0(\Lambda^\infty)$ as in Theorem 7.15. Then we obtain a representation $\pi : C(\Lambda^\infty) \to B(\mathcal{H})$ given by

$$\pi(f) = \int_{\Lambda^\infty} f(x)dP(x),$$

which gives, for $\lambda \in \Lambda$,

$$\pi(\chi_{Z(\lambda)}) = \int_{\Lambda^\infty} \chi_{Z(\lambda)}(x)dP(x) = P(Z(\lambda)) = t_\lambda t_\lambda^*.$$  

(40)

Since we can view $C(\Lambda^\infty)$ as a subalgebra of $C^*(\Lambda)$ via the embedding $\chi_{Z(\lambda)} \mapsto t_\lambda t_\lambda^*$, the representation $\pi$ is often understood as the restriction of the representation $\{t_\lambda\}_{\lambda \in \Lambda}$ to the “diagonal subalgebra” $\text{span}\{t_\lambda t_\lambda^*\}_{\lambda \in \Lambda}$.

If the representation $\{t_\lambda\}_{\lambda}$ is monic, then Definition 8.1 implies that there is a cyclic vector $\xi \in \mathcal{H}$ for $\pi$. This induces a Borel measure $\mu_{\pi}$ on $\Lambda^\infty$ given by

$$\mu_{\pi}(Z(\lambda)) = \langle \xi, P(Z(\lambda))\xi \rangle = \langle \xi, t_\lambda t_\lambda^* \xi \rangle.$$  

(41)

**Theorem 8.2.** Let $\Lambda$ be a finite $k$-graph with no sources. If $\{t_\lambda\}_{\lambda \in \Lambda}$ is a monic representation of $C^*(\Lambda)$ on a Hilbert space $\mathcal{H}$, then $\{t_\lambda\}_{\lambda \in \Lambda}$ is unitarily equivalent to a representation $\{S_\lambda\}_{\lambda \in \Lambda}$ associated to a $\Lambda$-projective system on $(\Lambda^\infty, \mu_{\pi})$.

Conversely, if we have a representation of $C^*(\Lambda)$ on $L^2(\Lambda^\infty, \mu)$ which arises from a $\Lambda$-projective system, then the representation is monic.
By Remark 7.3, this implies that a $\lambda$-semibranching function system on $(\Lambda^\infty, \mu)$, for any Borel measure $\mu$, gives rise to a monic representation of $C^*(\Lambda)$.

**Proof.** Suppose that the representation $\{t_\lambda\}_{\lambda \in \Lambda}$ of $C^*(\Lambda)$ is monic, and let $\xi \in \mathcal{H}$ be a cyclic vector for $C(\Lambda^\infty)$. Note that the map $W : C(\Lambda^\infty) \to \mathcal{H}$ given by

$$W(f) = \pi(f)\xi$$

is linear. Moreover, if we think of $C(\Lambda^\infty)$ as a dense subspace of $L^2(\Lambda^\infty, \mu_\pi)$, the operator $W$ is isometric:

$$\|f\|_{L^2}^2 = \int_{\Lambda^\infty} |f|^2 d\mu_\pi = \langle \xi, \pi(f)^2\xi \rangle = \|\pi(f)\xi\|^2 = \|W(f)\|^2.$$

Therefore $W$ extends to an isometry from $L^2(\Lambda^\infty, \mu_\pi)$ to $\mathcal{H}$. Since $W$ is also onto (because the representation is monic), $W$ is a surjective isometry; that is, $W$ is a unitary.

Moreover, for any $f \in C(\Lambda^\infty)$ and any $\varphi \in L^2(\Lambda^\infty, \mu_\pi)$, we have

$$\pi(f)W(\varphi) = \pi(f)\pi(\varphi)\xi = \pi(f \cdot \varphi)\xi = W(f \cdot \varphi).$$

Thus, unitarity of $W$ implies that $W^*\pi(f)W$ acts on $L^2(\Lambda^\infty, \mu_\pi)$ by multiplication by $f$:

$$W^*\pi(f)W = M_f \text{ and } WM_fW^* = \pi(f). \quad (42)$$

Now define the operator

$$S_\lambda = W^*t_\lambda W \quad \text{for } \lambda \in \Lambda.$$  

First note that because $W$ is a unitary operator, and $\{t_\lambda\}_{\lambda \in \Lambda}$ is a representation of $C^*(\Lambda)$, the operators $\{S_\lambda\}_{\lambda \in \Lambda}$ also give a representation of $C^*(\Lambda)$. Moreover, since $W$ is a unitary,

$$S_\lambda S_\lambda^*(f) = W^*t_\lambda t_\lambda^*W(f) = W^*\pi(\chi_{Z(\lambda)})\pi(f)\xi = W^*\pi(\chi_{Z(\lambda)} \cdot f)\xi = W^*W(\chi_{Z(\lambda)} \cdot f) = \chi_{Z(\lambda)} \cdot f. \quad (43)$$

Let 1 denote the characteristic function of $\Lambda^\infty$, and define a function $f_\lambda \in L^2(\Lambda^\infty, \mu_\pi)$ by

$$f_\lambda = S_\lambda 1 = W^*t_\lambda \xi.$$  

We will now show that the functions $f_\lambda$, combined with the usual coding and prefixing maps on $\Lambda^\infty$, form a $\Lambda$-projective system on $(\Lambda^\infty, \mathcal{B}_0(\Lambda^\infty), \mu_\pi)$. To that end, we will invoke Proposition 7.16 since

$$P(Z(\nu)) = \pi(\chi_{Z(\nu)})$$

for any $\nu \in \Lambda$, and characteristic functions of cylinder sets densely span $L^2(\Lambda^\infty, \mu_\pi)$, the equalities established in Proposition 7.16 still hold if we replace $P(Z(\nu))$ by $\pi(f)$ for any $f \in L^2(\Lambda^\infty, \mu_\pi)$. In particular, noting that

$$\chi_{(\sigma^n)^{-1}(Z(\nu))} = \chi_{Z(\nu)} \circ \sigma^n \quad \text{and} \quad \chi_{\sigma^{-1}_\lambda(Z(\nu))} = \chi_{Z(\nu)} \circ \sigma_\lambda$$
Part (d) of Proposition 7.16 implies that if \( d(\lambda) = n \),
\[
t_\lambda \pi(f) = \pi(f \circ \sigma^n) t_\lambda
\]  
(44)
and Part (c) implies that
\[
t^*_\lambda \pi(f) = \pi(f \circ \sigma^*_\lambda) t^*_\lambda.
\]  
(45)

Let \( f \in L^2(\Lambda^\infty, \mu_\pi) \) and let \( n = d(\lambda) \). By using Part (d) of Proposition 7.16 Equation (42), and the fact that \( W \) is a unitary, we obtain
\[
S_\lambda(f) = W^* t_\lambda W(f) = W^* t_\lambda \pi(f) \xi \\
= W^* \pi(f \circ \sigma^n) t_\lambda \xi = W^* \pi(f \circ \sigma^n) W W^* t_\lambda \xi \\
= (f \circ \sigma^n) \cdot f_\lambda.
\]

In order to show that \( \{S_\lambda\}_{\lambda \in \Lambda} \) is a \( \Lambda \)-projective representation, then, Proposition 7.4 tells us that it remains to check that the standard prefixing and coding maps make \( (\Lambda^\infty, \mu_\pi) \) into a \( \Lambda \)-semibranching function system, and that Condition (a) of Definition 7.1 holds for the functions \( f_\lambda \).

To establish Condition (a), we work indirectly. Since \( W \) is a unitary, we have (for any \( f \in L^2(\Lambda^\infty, \mu_\pi) \) and any \( \lambda \in \Lambda^n \))
\[
\int_{\Lambda^\infty} |f_\lambda|^2 \cdot f d\mu_\pi = \langle S_\lambda(1), S_\lambda(1) \cdot f \rangle_{L^2^2} = \langle W^* t_\lambda(\xi), M f W^* t_\lambda(\xi) \rangle_{L^2^2} \\
= \langle t_\lambda \xi, W M f W^* (t_\lambda \xi) \rangle_{\mathcal{H}} = \langle \xi, t^*_\lambda \pi(f) t_\lambda \xi \rangle_{\mathcal{H}} \\
= \langle \xi, \pi(f \circ \sigma_\lambda) \xi \rangle_{\mathcal{H}} = \int_{\Lambda^\infty} f \circ \sigma_\lambda d\mu_\pi \\
= \int_{\Lambda^\infty} f d(\mu_\pi \circ \sigma^{-1}_\lambda)
\]  
by using Equations (42) through (45).

If \( E \subseteq \Lambda^\infty \) is any set for which \( \mu_\pi(E) = 0 \), then taking \( f = \chi_E \) above shows that \( \mu_\pi \circ \sigma^{-1}_\lambda(E) = 0 \) also – in other words,
\[
\mu_\pi \circ \sigma^{-1}_\lambda << \mu_\pi.
\]  
(46)

The uniqueness of Radon-Nikodym derivatives then implies that
\[
|f_\lambda|^2 = \frac{d(\mu_\pi \circ \sigma^{-1}_\lambda)}{d(\mu_\pi)} = ((\Phi_\pi)_\lambda \circ \sigma^n)^{-1}
\]  
by Equation (34). In other words, Condition (a) of Definition 7.1 holds.

Similarly, for any set \( F \subseteq Z(s(\lambda)) \) such that \( \mu_\pi(F) = 0 \), taking \( f = \chi_{\sigma_\lambda(F)} \) reveals that
\[
0 = \mu_\pi(F) = \mu_\pi \circ \sigma^{-1}_\lambda(\sigma_\lambda(F)) = \int_{\sigma_\lambda(F)} |f_\lambda|^2 d\mu_\pi.
\]
Since \( |f_\lambda|^2 > 0 \) a.e. on \( Z(\lambda) \supseteq \sigma_\lambda(F) \), we must have
\[
\mu_\pi \circ \sigma_\lambda(F) = 0
\]
and hence $\mu_{\pi} \circ \sigma_\lambda << \mu_{\pi}$.

Furthermore, the Radon-Nikodym derivative $\frac{d(\mu_{\pi} \circ \sigma_\lambda)}{d(\mu_{\pi})}$ is nonzero $\mu_{\pi}$-a.e. on $Z(\lambda)$. To see this, we set
\[
E = \left\{ x \in Z(s(\lambda)) : \frac{d(\mu_{\pi} \circ \sigma_\lambda)}{d(\mu_{\pi})} = 0 \right\}
\]
and observe that
\[
\mu_{\pi}(\sigma_\lambda(E)) = \int_E \frac{d(\mu_{\pi} \circ \sigma_\lambda)}{d(\mu_{\pi})} d\mu_{\pi} = 0.
\]
Equation (46) therefore implies that
\[
\mu_{\pi}(E) = (\mu_{\pi} \circ \sigma^{-1}_\lambda)(\sigma_\lambda(E)) = 0.
\]

Theorem 6.1 now implies that the standard prefixing and coding maps make $(\Lambda^\infty, \mu)$ into a $\Lambda$-semibranching function system. Consequently, the functions $f_\lambda$ make $\{S_\lambda\}_{\lambda \in \Lambda}$ into a $\Lambda$-projective representation, which is unitarily equivalent to our initial monic representation by construction.

For the converse, suppose that $\{t_\lambda\}_{\lambda \in \Lambda}$ is a representation of $C^*(\Lambda)$ on $L^2(\Lambda^\infty, \mu)$ for some Borel measure $\mu$ which arises from a $\Lambda$-projective system $\{f_\lambda\}_{\lambda \in \Lambda}$. Then (as in [30] Theorem 2.7, or Proposition 7.4 of this paper) the fact that $t_\lambda(f) = f_\lambda \cdot (f \circ \sigma^n)$ for any $f \in L^2(\Lambda^\infty, \mu)$ implies that
\[
t_\lambda^* f = (f_\lambda \circ \sigma_\lambda) \cdot (f \circ \sigma_\lambda) \cdot \Phi_\lambda.
\]
Consequently, letting 1 denote the constant function on $\Lambda^\infty$, we have
\[
t_\lambda t_\lambda^* 1 = t_\lambda((f_\lambda \circ \sigma_\lambda) \cdot (1 \circ \sigma_\lambda) \cdot \Phi_\lambda)
\]
\[
= f_\lambda \cdot (f_\lambda \circ \sigma_\lambda \circ \sigma^n) \cdot (1 \circ \sigma_\lambda \circ \sigma^n) \cdot (\Phi_\lambda \circ \sigma^n),
\]
which is zero off $Z(\lambda)$. Moreover, on $Z(\lambda)$, we have $\sigma_\lambda \circ \sigma^n = id$, and Equation (34) tells us that
\[
(\Phi_\lambda \circ \sigma^n)^{-1} = \frac{d(\mu \circ \sigma^{-1}_\lambda)}{d\mu} = |f_\lambda|^2.
\]
Consequently,
\[
t_\lambda t_\lambda^* 1 = f_\lambda \cdot \int_\lambda (\Phi_\lambda \circ \sigma^n) = \chi_{Z(\lambda)},
\]
and so (since the characteristic functions of cylinder sets span a dense subspace of $L^2(\Lambda^\infty, \mu)$) it follows that $1 = \chi_{\Lambda^\infty}$ is a cyclic vector for $C(\Lambda^\infty) \subseteq C^*(\Lambda)$. Thus, $\{t_\lambda\}_{\lambda \in \Lambda}$ is monic. $\square$

**Theorem 8.3.** Let $\Lambda$ be finite, source-free $k$-graph, and let $\{S_\lambda\}_{\lambda \in \Lambda}$, $\{T_\lambda\}_{\lambda \in \Lambda}$ be two monic representations of $C^*(\Lambda)$. Let $\mu_S, \mu_T$ be the measures on $\Lambda^\infty$ associated to these representations as in [31]. The representations $\{S_\lambda\}_{\lambda \in \Lambda}$, $\{T_\lambda\}_{\lambda \in \Lambda}$ are equivalent if and only if the measures $\mu_S$ and $\mu_T$ are equivalent and there exists a function $h$ on $\Lambda^\infty$ such that
\[
\frac{d\mu_S}{d\mu_T} = |h|^2 \quad \text{and} \quad f_\lambda^S = \frac{h \circ \sigma^n}{h} f_\lambda^T \quad \text{for all } \lambda \in \Lambda \text{ with } d(\lambda) = n.
\]
Proof. Suppose \( \{S_\lambda\}_{\lambda \in \Lambda}, \{T_\lambda\}_{\lambda \in \Lambda} \) are equivalent representations of \( C^*(\Lambda) \). From Theorem 7.11, it follows that the associated measures \( \mu_S, \mu_T \) are equivalent. Let

\[
W : L^2(\Lambda^\infty, \mu_S) \to L^2(\Lambda^\infty, \mu_T)
\]

be the intertwining unitary for them. Then the two representations are also equivalent when restricted to the diagonal subalgebra \( C^*(\{t_\lambda t^*_\lambda : \lambda \in \Lambda\}) \). By linearity, we can extend the formula from Equation (43) to all of \( C(\Lambda^\infty) \). It follows that \( \pi_S, \pi_T \) are both given on \( C(\Lambda^\infty) \) by multiplication:

\[
\pi_S(\phi) = M_\phi \quad \text{and} \quad \pi_T(\phi) = M_\phi \quad \forall \phi \in C(\Lambda^\infty).
\]

Since \( W \) intertwines a dense subalgebra – namely \( \pi_S(C(\Lambda^\infty)) \) – of the maximal abelian sub-algebra \( L^\infty(\Lambda^\infty, \mu_S) \subseteq B(L^2(\Lambda^\infty, \mu_S)) \) which consists of multiplication operators, with the dense subalgebra \( \pi_T(C(\Lambda^\infty)) \subseteq L^\infty(\Lambda^\infty, \mu_T) \), the unitary \( W \) must be given by multiplication by some nowhere-vanishing function \( h \) on \( \Lambda^\infty \):

\[
W(\phi) = h\phi.
\]

Moreover, since \( W \) is a unitary,

\[
\int_{\Lambda^\infty} |W(f)|^2d\mu_T = \int_{\Lambda^\infty} |f|^2|h|^2d\mu_T = \int_{\Lambda^\infty} |f|^2d\mu_S \quad \text{for all} \ f \in L^2(\Lambda^\infty, \mu_S),
\]

which implies (47).

From the intertwining property \( T_\lambda W = WS_\lambda \) we obtain, for any \( f \in L^2(\Lambda^\infty, \mu_S) \) and any \( \lambda \) with \( d(\lambda) = n \), that

\[
T_\lambda W(f) = WS_\lambda(f), \quad \text{that is,} \quad f^T_\lambda(h \circ \sigma^n)(f \circ \sigma^n) = h f^S_\lambda(f \circ \sigma^n).
\]

Take \( f = 1 \) and we obtain that

\[
f^T_\lambda \frac{h \circ \sigma^n}{h} = f^S_\lambda
\]

as claimed in (48).

For the converse, suppose that the measures \( \mu_S, \mu_T \) are equivalent and there is a function \( h \) on \( \Lambda^\infty \) satisfying (47) and (48). Then define \( W : L^2(\Lambda^\infty, \mu_S) \to L^2(\Lambda^\infty, \mu_T) \) by

\[
Wf = hf;
\]

it is then straightforward to check that \( WS_\lambda = T_\lambda W \) and that \( W \) is a unitary. \( \square \)

8.1 \( \Lambda \)-semibranching function systems and monic representations

In this section, we examine the examples of \( \Lambda \)-semibranching function systems given in Section 6 and identify which of them give rise to monic representations of \( C^*(\Lambda) \) – or, equivalently, which of these \( \Lambda \)-semibranching function systems are unitarily equivalent to ones on the infinite path space. Besides, since monic representations are multiplicity free, it is easy to construct examples of non-monic representations by using direct sums of monic representations, see [4] page 54.
The next theorem, which we use heavily in our analysis of these examples, shows that a \( \Lambda \)-semibranching representation on \((X, \mu)\) is monic if and only if its associated range sets generate the \( \sigma \)-algebra of \( X \). To state our result more precisely, we will denote by

\[
(X, \mathcal{F}, \mu)
\]

the measure space associated to \( L^2(X, \mu) \); in particular \( \mathcal{F} \) is the standard \( \sigma \)-algebra associated to \( L^2(X, \mu) \).

**Theorem 8.4.** Let \( \Lambda \) be a finite, source-free \( k \)-graph and let \( \{t_\lambda\}_{\lambda \in \Lambda} \) be a \( \Lambda \)-semibranching representation of \( C^*(\Lambda) \) on \( L^2(X, \mathcal{F}, \mu) \) with \( \mu(X) < \infty \). Let \( \mathcal{R} \) be the collection of sets which are modifications of range sets \( R_\lambda \) by sets of measure zero; that is, each element \( X \in \mathcal{R} \) has the form

\[
X = R_\Lambda \cup S \quad \text{or} \quad X = R_\Lambda \setminus S
\]

for some set \( S \) of measure zero. Let \( \sigma(\mathcal{R}) \) be the \( \sigma \)-algebra generated by \( \mathcal{R} \). The representation \( \{t_\lambda\}_{\lambda \in \Lambda} \) is monic, with cyclic vector \( \chi_X \in L^2(X, \mathcal{F}, \mu) \), if and only if \( \sigma(\mathcal{R}) = \mathcal{F} \). In particular, for a monic representation \( \{t_\lambda\}_{\lambda \in \Lambda} \), the set

\[
\mathcal{S} := \left\{ \sum_{i=1}^n a_it_{\lambda_i}^*\chi_X \mid n \in \mathbb{N}, \lambda_i \in \Lambda, a_i \in \mathbb{C} \right\} = \left\{ \sum_{i=1}^n a_i\chi_{R_{\lambda_i}} \mid n \in \mathbb{N}, \lambda_i \in \Lambda, a_i \in \mathbb{C} \right\}
\]

is dense in \( L^2(X, \mathcal{F}, \mu) \).

**Proof.** Suppose first that the representation \( \{t_\lambda\}_{\lambda \in \Lambda} \) is monic and that \( \chi_X \) is a cyclic vector for the representation. As computed in the proof of Theorem 3.4 of [37], we have

\[
t_{\lambda} t_{\lambda}^*(\chi_X) = \chi_{R_\lambda}.
\]

Therefore, our hypothesis that \( \chi_X \) is a cyclic vector implies that for any \( f \in L^2(X, \mathcal{F}, \mu) \), there is a sequence \( (f_j)_j \), with \( f_j \in \text{span}\{\chi_{R_\lambda} : \lambda \in \Lambda\} \), such that

\[
\lim_{j \to \infty} \int_X |f_j - f|^2 d\mu = 0.
\]

In particular, \((f_j) \to f\) in measure.

For any \( \sigma \)-algebra \( \mathcal{T} \), standard measure-theoretic results [76, Proposition 6] imply that since \( \mu(X) < \infty \), convergence in measure among \( \mathcal{T} \)-a.e. finite measurable functions on \((X, \mathcal{T}, \mu)\) is metrized by the distance

\[
d_{\mathcal{T}}(f, g) := \int_{\Omega} \frac{|f - g|}{1 + |f - g|} d\mu.
\]

Moreover, \( d_{\mathcal{T}} \) makes the space of \( \mathcal{S} \)-a.e. finite measurable functions into a complete metric space (this can be seen, for example, by combining Proposition 1 and Corollary 7 of [76]).

The fact that \((f_j)_j \to f\) in measure in \((X, \mathcal{F}, \mu)\), and that \( f_j \in L^2(X, \sigma(\mathcal{R}), \mu) \) for all \( j \), implies that \((f_j)_j \) is a Cauchy sequence with respect to both \( d_{\mathcal{F}} \) and \( d_{\sigma(\mathcal{R})} \). Consequently, the limit \( f \) of \((f_j)_j \) must also be a \( \sigma(\mathcal{R}) \)-a.e. finite measurable function. In other words, every \( f \in L^2(X, \mathcal{F}, \mu) \) is in fact in \( L^2(X, \sigma(\mathcal{R}), \mu) \). Since \( \mathcal{R} \subseteq \mathcal{F} \) by construction we must have \( \sigma(\mathcal{R}) = \mathcal{F} \), as desired.

We will subdivide the proof of the converse in several steps. Thus, assume \( \sigma(\mathcal{R}) = \mathcal{F} \).
(Step 1) Observe that the set
\[ \tilde{\mathcal{R}} := \{ \text{finite unions of elements in } \mathcal{R} \} \]
is a subalgebra of \( \mathcal{P}(X) \) — that is, closed under finite unions and complements. Closure under finite unions follows from the definition, while the second claim follows from Equation (7). In addition, \( \sigma(\mathcal{R}) = \sigma(\tilde{\mathcal{R}}) = \mathcal{F} \), and
\[ \tilde{\mathcal{S}} := \left\{ \sum_{i} a_i \chi_{B_i} \mid n \in \mathbb{N}, B_i \in \sigma(\tilde{\mathcal{R}}), a_i \in \mathbb{C} \right\} \]
is dense in \( L^2(X, \mathcal{F}, \mu) \).

(Step 2) Now we apply the Carathéodory/Kolmogorov extension theorem to conclude that the measure \( \mu|_{\tilde{\mathcal{R}}} \) restricted to \( \tilde{\mathcal{R}} \) induces a unique (extended) measure on \( \mathcal{F} = \sigma(\mathcal{R}) \), which we still call \( \mu \). (This is indeed the original measure on \( L^2(X, \mathcal{F}, \mu) \) by the uniqueness of the extension.) It is a corollary of the Carathéodory/Kolmogorov extension theorem\(^6\) that for any \( \tilde{\mathcal{B}} \in \sigma(\tilde{\mathcal{R}}) = \mathcal{F} \) and for any \( \epsilon > 0 \), there exists \( A_{\epsilon}^{\tilde{\mathcal{B}}} \in \tilde{\mathcal{R}} \) with
\[ \mu(\tilde{\mathcal{B}} \Delta A_{\epsilon}^{\tilde{\mathcal{B}}}) < \epsilon, \]
where \( \Delta \) denotes symmetric difference.

(Step 3) Recall the following fundamental result about metric spaces: if \( (Q, d_Q) \) is a metric space, and if \( \tilde{\Sigma} \subseteq Q \) is a dense subset of \( (Q, d_Q) \), then any other subset \( \Sigma \subseteq Q \) having the property
\[ \forall \epsilon > 0, \forall \tilde{x} \in \tilde{\Sigma}, \exists x_\epsilon \in \Sigma \text{ with } d_Q(\tilde{x}, x_\epsilon) < \epsilon \]
is also dense in \( (Q, d_Q) \).

(Step 4) To show that the vector \( \chi_X \) is monic, equivalently that the set \( \mathcal{S} \) is dense in \( (L^2(X, \mathcal{F}, \mu), d_{L^2(X, \mathcal{F}, \mu)}) \),\(^7\) we will apply Step 4 to the metric space
\[ (Q, d_Q) = (L^2(X, \mathcal{F}, \mu), d_{L^2(X, \mathcal{F}, \mu)}), \text{ with } \tilde{\Sigma} = \tilde{\mathcal{S}}, \Sigma = \mathcal{S}. \]
Indeed we know from Step 2 that \( \tilde{\Sigma} = \tilde{\mathcal{S}} \) is dense in \( (L^2(X, \mathcal{F}, \mu), d_{L^2(X, \mathcal{F}, \mu)}) \). To end the proof, it will then be enough to show that
\[ \forall \epsilon > 0, \forall \tilde{s} \in \tilde{\mathcal{S}}, \exists s_\epsilon \in \mathcal{S} \text{ with } d_{L^2(X, \mathcal{F}, \mu)}(\tilde{s}, s_\epsilon) < \epsilon. \]
To do so, we will use the approximation results in Step 3. Indeed, without loss of generality we can assume
\[ \tilde{s} = \sum_{i} a_i \chi_{B_i}, \text{ for some } n \in \mathbb{N}, B_i \in \sigma(\tilde{\mathcal{R}}), a_i \neq 0. \]
\(^6\)See [26] Page 452, Appendix: Measure theory, Exercise 3.1.
\(^7\)Here \( d_{L^2(X, \mathcal{F}, \mu)} \) denotes the standard metric coming from the \( L^2 \)-norm on \( L^2(X, \mathcal{F}, \mu) \).
Fix $\epsilon > 0$, and define $A := \sum_i^n |a_i| \in \mathbb{C}$. By Step 3, given $i$, there exists $A_i^i \in \tilde{R}$ such that

$$\mu(B_i \Delta A_i^i) < \frac{\epsilon^2}{A^2},$$

or, equivalently, $\left(\mu(B_i \Delta A_i^i)\right)^{1/2} < \frac{\epsilon}{A}$.

So if we now define $s_\epsilon := \sum_i^n a_i \chi_{A_i^i}$, we see, by using the triangle inequality, that

$$d_{L^2(X,F,\mu)}(\tilde{s}, s_\epsilon) < \epsilon,$$

as desired.

Example 8.5. The semibranching function system given in Example 5.1 is not monic. To see this, we argue by contradiction. First, observe that the only finite paths with range $v_2$ are of the form $f_3 f_3 \cdots f_3$; and since $\tau_{f_3}(x) = x$ on $D_3 = (1/2, 1]$, we have

$$R_{f_3} = R_{f_3 f_3 \cdots f_3} = (1/2, 1].$$

Every other finite path $\lambda$, having range $v_1$, will satisfy $R_\lambda \subseteq D_{v_1} = [0, 1/2]$.

Consequently, $\mathcal{R} = \{R_\lambda\}_{\lambda \in \Lambda}$ does not generate the usual Lebesgue $\sigma$-algebra on $[0, 1]$, even after modification by sets of measure zero, since the restriction of $\mathcal{R}$ to $(1/2, 1]$ contains no nontrivial measurable sets. Theorem 8.4 therefore implies that the representation of $C^*(\Lambda)$ associated to this semibranching function system is not monic, and hence is not equivalent to any representation on $L^2(\Lambda^\infty, \mu)$ arising from a $\Lambda$-projective system.

Example 8.6. The $\Lambda$-semibranching function system of the 2-graph $\Lambda$ in Example 5.2, however, does give rise to a monic representation of $C^*(\Lambda)$. To see this, let $\lambda \in \Lambda^{(n,n)}$ and use the factorization rules to write $\lambda = \lambda_1 \lambda_2 \cdots \lambda_n$, where $\lambda_i = f_3^i e$. Then, one can compute that $R_\lambda$ is an open interval of length $2^{-n}$, whose left endpoint is

$$\sum_{i \leq n; j_i = 2} 2^{i-n-1}.$$

In other words, every interval of the form $\left(\frac{k}{2}, \frac{k+1}{2}\right)$ is $R_\lambda$ for some $\lambda \in \Lambda$. Since these intervals generate the standard topology on $(0, 1)$ up to measure-zero sets (cf. [49] or [53, Section 4.1]), it follows from Theorem 8.4 that the representation of $C^*(\Lambda)$ associated to this $\Lambda$-semibranching function system is monic, and hence equivalent to a representation on $\Lambda^\infty$.

Example 8.7. From the $\Lambda$-semibranching function system of Example 5.4, we again obtain a monic representation of $C^*(\Lambda)$. To see this, we first notice that whenever $d(\lambda) = (1, 1)$, $R_\lambda$ is an interval of the form $(k/6, (k + 1)/6)$; there are six such paths $\lambda$, so each such interval is realized as $R_\lambda$ for some $\lambda$. Indeed, for any such $\lambda$, one can calculate that $\tau_\lambda$ is a linear function on a connected domain with slope $-1/2$.

---

8 This last assertion follows from the fact that

$$\mu \left(X \setminus \bigcup_{\lambda \in \Lambda^{(1,1)}} R_\lambda\right) = 0$$

for any $\Lambda$-semibranching function system.
Furthermore, for any vertex $v \in \Lambda^0$, we have
\[
|\{ \eta : d(\eta) = (1, 1), \ s(\eta) = v \}| = 2.
\]
It follows that there are 12 paths $\lambda$ with degree $(2, 2)$, and for each such $\lambda$ we know that $\tau_\lambda$ will be a linear function on a connected domain with slope $1/4$.

Proceeding inductively, we see that for any $n \in \mathbb{N}$, we have $|\Lambda^{(n,n)}| = 2^n \cdot 3$ and that for each $\lambda \in \Lambda^{(n,n)}$, $\tau_\lambda$ is a linear function on a connected domain with slope $(-2)^{-n}$. It follows that
\[
\{ R_\lambda : \lambda \in \Lambda^{(n,n)} \} = \left\{ \left( \frac{k}{2^n \cdot 3}, \frac{k+1}{2^n \cdot 3} \right) : 0 \leq k \leq 2^n \cdot 3 - 1 \right\}
\]
for any $n \in \mathbb{N}$. Again (cf. [53, Section 4.1] or [49]) these sets $\{ R_\lambda : \lambda \in \Lambda^{(n,n)} \}$ for some $n \in \mathbb{N}$ generate the standard Borel $\sigma$-algebra on $(0, 1)$; and thus, together with sets of measure zero, they generate the entire Lebesgue $\sigma$-algebra on $(0, 1)$. Consequently, Theorem 8.4 implies that the constant function $1 = \chi_{[0,1]}$ is a cyclic vector for the representation associated to this $\Lambda$-semibranching function system, as claimed.

**Proposition 8.8.** Let $E$ be a finite directed graph with no sources and let $\Lambda$ be its double graph. If an $E$-semibranching function system gives rise to a monic representation of $C^*(E)$, then the associated $\Lambda$-semibranching function system also give rise to a monic representation of $C^*(\Lambda)$.

**Proof.** Since every edge in $E$ is repeated twice in $\Lambda$, once per color, it follows that all the finite composable paths in $E$ are also finite composable paths in $\Lambda$. Moreover, if $\lambda$ is a finite path in $E$, then $R_\lambda$ is the same in the $E$-semibranching function system as in the $\Lambda$-semibranching function system by Proposition 5.8. Thus, if
\[
\mathcal{H} = \overline{\text{span}}\{ t_\lambda t_\lambda^* \xi : \lambda \text{ a finite path in } E \},
\]
where $\xi \in \mathcal{H}$ is a monic vector of $C^*(E)$, then we also have $\mathcal{H} = \overline{\text{span}}\{ t_\lambda t_\lambda^* \xi : \lambda \in \Lambda \}$, since $t_\lambda t_\lambda^* \xi = \chi_{R_\lambda \xi}$.

**Proposition 8.9.** Suppose that $\Lambda_1, \Lambda_2$ are finite, source-free $k_1$- and $k_2$-graphs respectively and that (for $i = 1, 2$) we have $\Lambda_i$-semibranching function systems on $(X_i, \mu_i)$. If both of these $\Lambda_i$-semibranching function systems give rise to monic representations of $C^*(\Lambda_i)$, then the associated $\Lambda_1 \times \Lambda_2$-semibranching function system on $(X_1 \times X_2, \mu_1 \times \mu_2)$ is also a monic representation.

**Proof.** If $\{ R_\lambda : \lambda \in \Lambda_i \}$ generates the $\mu_i - \sigma$-algebra for $i = 1, 2$, then $\{ R_\lambda \times R_\nu : \lambda \in \Lambda_1, \nu \in \Lambda_2 \}$ generates the $\mu_1 \times \mu_2 - \sigma$-algebra of $X_1 \times X_2$. Moreover, given any path $\eta \in \Lambda_1 \times \Lambda_2$, the definition of the product $k$-graph ensures that we can write $\eta = (\lambda \times r(\nu))(s(\lambda) \times \nu)$ for some finite paths $\lambda \in \Lambda_1, \nu \in \Lambda_2$. Then, since
\[
\tau_\eta = \tau_{(\lambda \times r(\nu))} \circ \tau_{(s(\nu) \times \nu)}
\]
has range $R_\lambda \times R_\nu$, we see that $\{ R_\eta : \eta \in \Lambda_1 \times \Lambda_2 \}$ generates the $\mu_1 \times \mu_2 - \sigma$-algebra on $X_1 \times X_2$ whenever $\{ R_\lambda : \lambda \in \Lambda_i \}$ generates the $\mu_i - \sigma$-algebra for $i = 1, 2$. 
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Example 8.10. The two previous Propositions tell us that, in order to check that the \( \Lambda \)-semibranching function systems of Sections 5.1 and 5.2 give rise to monic representations of \( C^*(\Lambda) \), it suffices to show that, for the 1-graph \( E \) in Example 5.5, \( \{ R_\lambda : \lambda \text{ a finite path in } E \} \) generates the standard Lebesgue \( \sigma \)-algebra on \( (0,1) \), up to sets of measure zero.

To that end, note that if \( \lambda \) is a finite path in \( E \) with both source and range \( v \), then \( \lambda \) is of the form \( \lambda_1 \lambda_2 \cdots \lambda_n \), where each \( \lambda_i \) is either equal to \( e \) or to \( gf \). Furthermore, we note that both \( \tau_e \) and \( \tau_g \circ \tau_f \) are linear functions on a connected domain (namely \( D_v = (0,a) \)) with slope \( 1/2 \). Consequently, \( R_\lambda \) is an interval of length \( a \cdot 2^{-n} \); since we can choose either \( e \) or \( gf \) for each \( \lambda_i \), there are \( 2^n \) such sets \( R_\lambda \), and so

\[
\{ R_\lambda : \lambda \in vEv \} = \left\{ \left( \frac{j \cdot a}{2^k}, \frac{(j+1) \cdot a}{2^k} \right) : k \in \mathbb{N}, 0 \leq j \leq 2^k - 1 \right\}
\]

generates the Lebesgue \( \sigma \)-algebra for \( (0,a) \), after modification by sets of measure zero.

Moreover, if \( \lambda \in wEv \) is a finite path in \( E \) with range \( w \) and source \( v \), it must be of the form \( \lambda = f\lambda_1 \cdots \lambda_n \), with \( \lambda_i \in \{ e, gf \} \) as above. For each \( n \) there are \( 2^n \) such paths. Consequently, since \( \tau_f \) has slope \( (1-a)/a \), we see that

\[
\{ R_\lambda : \lambda \in wEv \} = \left\{ \left( \frac{j(1-a)}{2^k}, \frac{(j+1)(1-a)}{2^k} \right) : k \in \mathbb{N}, 0 \leq j \leq 2^k - 1 \right\}.
\]

Again, these sets generate the Lebesgue \( \sigma \)-algebra for the interval \( (a,1) \), which has length \( 1-a \).

In other words, the \( E \)-semibranching function system given in Example 5.5 gives rise to a monic representation of \( C^*(E) \), and hence to monic representations of \( C^*(\Lambda) \) and of \( C^*(E \times E) \), where \( \Lambda \) is the double graph of \( E \).

The following Corollary shows that the measures constructed in Section 6 give rise to monic representations of \( C^*(\Lambda) \).

Corollary 8.11. Suppose that \( \Lambda \) is a \( k \)-graph and \( p \) is a Borel measure on its infinite path space \( \Lambda^\infty \) satisfying the hypotheses of Theorem 6.1. Then the representation of \( C^*(\Lambda) \) on \( L^2(\Lambda^\infty, p) \) arising from the \( \Lambda \)-semibranching function system of Theorem 6.1 is monic.

Proof. Recall from Theorem 3.4 of [37] that the representation \( \{ S_\lambda \}_{\lambda \in \Lambda} \) associated to such \( \Lambda \)-semibranching function systems satisfies

\[
S_\lambda S_\lambda^* f = \chi_{Z(\lambda)} \cdot f \quad \text{for } f \in L^2(\Lambda^\infty, p).
\]

Since the cylinder sets \( \{ Z(\lambda) \}_{\lambda \in \Lambda} \) generate the topology on \( \Lambda^\infty \), and \( p \) is a Borel measure by hypothesis, the characteristic function of \( \Lambda^\infty \) is a monic vector.

We conclude this section with a remark on the existence of monic representations of \( O_N \) which do not contain any monic sub-representations.

As we mentioned in the Introduction, the lack of Borel cross-sections for the irreducible representations of \( O_N \) implies that there are not many theorems which apply to all representations of the Cuntz algebras, and even fewer which apply to all representations of higher-rank graph \( C^* \)-algebras. Nonetheless, a structure theory of a different kind can be found...
in Theorems 1.2 and 1.4 of the memoir [13] by Bratteli, Jorgensen, and Ostrovskyi. These Theorems describe direct integral decompositions for any non-degenerate representation of $\mathcal{O}_N$. Combining these results with the Remarks 1.3 and 1.5 in [13], the reader will be able to identify many representations of $\mathcal{O}_N$ which do not contain any monic sub-representations.

9 A universal representation for nonnegative monic $\Lambda$-projective systems

Throughout this section, as in Section 8, we assume that $\Lambda$ is a finite $k$-graph with no sources. The focus of this section is the construction of a ‘universal representation’ of $C^*(\Lambda)$, generalizing the work in Section 4 of [30] for Cuntz algebras, such that all of the non-negative monic representations of $C^*(\Lambda)$ are a sub-representation of the universal representation. The Hilbert space $\mathcal{H}(\Lambda^\infty)$ on which our universal representation is defined is the ‘universal space’ for representations of $C^*(\Lambda)$, see [77], and also [30, 11, 2, 52]. For the case of $\mathcal{O}_N$, this space was also shown to be the ‘universal representation space’ for monic representations in [30]. We recall the construction of $\mathcal{H}(\Lambda^\infty)$ below.

**Definition 9.1.** Let $\Lambda$ be a finite $k$-graph with no sources, and let $\Lambda^\infty$ be the infinite path space of $\Lambda$, endowed with the topology generated by the cylinder sets and the Borel $\sigma$-algebra associated to it. Consider the collection of pairs $(f,\mu)$, where $\mu$ is a Borel measure on $\Lambda^\infty$, and $f \in L^2(\Lambda^\infty,\mu)$.

We say that two pairs $(f,\mu)$ and $(g,\nu)$ are equivalent, denoted by $(f,\mu) \sim (g,\nu)$, if there exists a finite Borel measure $m$ on $\Lambda^\infty$ such that

$$\mu << m, \ \nu << m, \ \text{and} \ \int f \sqrt{d\mu} = g \sqrt{d\nu} \ \text{in} \ L^2(\Lambda^\infty, m).$$

Let $\mathcal{H}(\Lambda^\infty)$ be the set of equivalence classes of pairs $(f,\mu)$, i.e.

$$\mathcal{H}(\Lambda^\infty) = \{ (f,\mu) \mid \mu \text{ is a finite Borel measure on } \Lambda^\infty, \ f \in L^2(\Lambda^\infty,\mu) \} / \sim.$$

Denote equivalence classes with respect to $\sim$ by

$$[(f,\mu)] := f \sqrt{d\mu}.$$

Proposition 8.3 of [11] establishes that $\mathcal{H}(\Lambda^\infty)$ is a Hilbert space, with the vector space structure given by scalar multiplication and

$$f \sqrt{d\mu} + g \sqrt{d\nu} := \left( f \sqrt{\frac{d\mu}{d(\mu+\nu)}} + g \sqrt{\frac{d\nu}{d(\mu+\nu)}} \right) \sqrt{d(\mu+\nu)},$$

and the inner product given by

$$\langle f \sqrt{d\mu}, g \sqrt{d\nu} \rangle := \int_{\Lambda^\infty} \mathcal{T} g \left( \sqrt{\frac{d\mu}{d(\mu+\nu)}} \sqrt{\frac{d\nu}{d(\mu+\nu)}} \right) d(\mu+\nu).$$

(49)
Moreover, $\mathcal{H}(\Lambda^\infty)$ admits the following universal property: every non-negative monic representation of $C(\Lambda^\infty)$ – where the topological space $\Lambda^\infty$ is endowed with the topology generated by the cylinder sets – is unitarily equivalent to a representation of $C(\Lambda^\infty)$ on a subspace of $\mathcal{H}(\Lambda^\infty)$. Because of this, we will call $\mathcal{H}(\Lambda^\infty)$ the universal Hilbert space for $\Lambda^\infty$.

Recall from [30], [2], [52] the following fundamental property of $\mathcal{H}(\Lambda^\infty)$:

**Proposition 9.2.** ([52, Theorem 3.1], [30], [2]) Let $\Lambda$ be a finite $k$-graph with no sources. For every finite Borel measure $\mu$ on $\Lambda^\infty$, define the operator $W_\mu$ from $L^2(\Lambda^\infty, \mu)$ to $\mathcal{H}(\Lambda^\infty)$ by

$$W_\mu(f) = f \mu^{1/2}.$$ 

Then $W_\mu$ is an isometry of $L^2(\Lambda^\infty, \mu)$ onto a subspace of $\mathcal{H}(\Lambda^\infty)$, which we will denote by $L^2(\mu)$.

We are now ready to present the universal representation $\pi_{\text{univ}}$ of $C^*(\Lambda)$ on $\mathcal{H}(\Lambda^\infty)$.

**Proposition 9.3.** Let $\Lambda$ be a finite $k$-graph with no sources. Fix $(f, \mu) \in \mathcal{H}(\Lambda^\infty)$. For each $\lambda \in \Lambda^n$, define

$$S^{\text{univ}}_\lambda(f \mu^{1/2}) := (f \circ \sigma^n) \mu^{1/2} \sigma^{-1}_\lambda,$$

where $\sigma_\lambda$ and $\sigma^n$ are the standard prefixing and coding maps for $\Lambda^\infty$. Then:

(a) The adjoint of $S^{\text{univ}}_\lambda$ is given by

$$(S^{\text{univ}}_\lambda)^*(f \mu^{1/2}) := (f \circ \sigma_\lambda) \mu^{1/2} \sigma^{-1}_\lambda.$$

(b) The operators $\{S^{\text{univ}}_\lambda : \lambda \in \Lambda\}$ generate a representation $\pi_{\text{univ}}$ of $C^*(\Lambda)$ on $\mathcal{H}(\Lambda^\infty)$, which we call the ‘universal representation’.

(c) The projection valued measure $P$ on $\Lambda^\infty$ given in Definition 7.14 associated to the universal representation $\pi_{\text{univ}}$ is given by:

$$P(A)(f \mu^{1/2}) = (\chi_A \cdot f) \mu^{1/2},$$

where $A$ is a Borel set of the Borel $\sigma$-algebra generated by the cylinder sets.

**Proof.** The proof is similar to that of Proposition 4.2 of [30], although the details are more involved because of the more complicated $k$-graph structure. To simplify the notation, in this proof we will also drop the superscript $\text{univ}$ form $S^{\text{univ}}_\lambda$, since we will consider no other representations here, and so there is no danger of confusion. To explicitly check that we obtain a representation of $C^*(\Lambda)$, first we observe that the operators $S_\lambda$ are well defined; in other words, if $f \mu^{1/2} = g \nu^{1/2}$, we must have $(f \circ \sigma^n) \mu^{1/2} \sigma^{-1}_\lambda = (g \circ \sigma^n) \nu^{1/2} \sigma^{-1}_\lambda$ for all $\lambda \in \Lambda$. Recall that $f \mu^{1/2} = g \nu^{1/2} \in \mathcal{H}(\Lambda^\infty)$ iff

$$f \frac{d\mu}{dm} = g \frac{d\nu}{dm} \in L^2(\Lambda^\infty, m)$$

for some Borel measure $m$ on $\Lambda^\infty$. 79
Observe that $μ \circ σ_λ^{-1}$ is zero off $Z(λ)$, and $μ \circ σ_λ^{-1} = (μ|_{Z(s(λ))} \circ σ_λ^{-1})$ on $Z(λ)$; similarly for $ν$. Therefore, since $f \sqrt{\frac{dν}{dm}} = g \sqrt{\frac{dν}{dm}}$ on all of $Λ^∞$, these functions agree in particular on $Z(s(λ))$. The fact that $σ_λ^{-1} = σ^n$ on $Z(λ)$, where $n = d(λ)$, now implies that

\[
(f \circ σ^n) \sqrt{d(μ \circ σ_λ^{-1})} = (f \circ σ^n) \sqrt{d(μ \circ σ_λ^{-1})} |_{Z(λ)} = (f \sqrt{dμ}) |_{Z(s(λ))} \circ σ_λ^{-1} = (g \sqrt{dν}) |_{Z(s(λ))} \circ σ_λ^{-1} = (g \circ σ^n) \sqrt{d(ν \circ σ_λ^{-1})} |_{Z(λ)} = (g \circ σ^n) \sqrt{d(ν \circ σ_λ^{-1})}.
\]

It follows that $S_λ$ is well defined.

To check the formula for $S_λ^*$ given in the statement of the proposition, we compute:

\[
\langle S_λ^*(f \sqrt{dμ}), g \sqrt{dν} \rangle = \langle f \sqrt{dμ}, S_λ g \sqrt{dν} \rangle = \langle f \sqrt{dμ}, (g \circ σ^n) \sqrt{d(ν \circ σ_λ^{-1})} \rangle = \int_{Λ^∞} f(x)(g \circ σ^n)(x) \sqrt{\frac{dμ}{d(μ + (ν \circ σ_λ^{-1}))}} \sqrt{\frac{d(ν \circ σ_λ^{-1})}{d(μ + (ν \circ σ_λ^{-1}))}} d(μ + (ν \circ σ_λ^{-1})).
\]

This integral vanishes off $Z(λ)$, since $σ_λ^{-1}$ (and consequently $d(ν \circ σ_λ^{-1})$) do. We thus use the fact that $(ν \circ σ_λ^{-1})|_{Z(λ)} = ν|_{Z(s(λ))} \circ σ_λ^{-1}$ to rewrite

\[
\langle S_λ^*(f \sqrt{dμ}), g \sqrt{dν} \rangle = \int_{Z(s(λ))} f \circ σ_λ(x)g(x) \sqrt{\frac{d(μ \circ σ_λ)}{d((μ \circ σ_λ) + ν)}} \sqrt{\frac{dν}{d((μ \circ σ_λ) + ν)}} d((μ \circ σ_λ) + ν).
\]

Hence $S_λ^*(f \sqrt{dμ}) = (f \circ σ_λ) \sqrt{d(μ \circ σ_λ)}$, which proves (a).

To see (b), we first note that if $ν \in Λ^0$ then $S_ν$ is given by multiplication by $χ_{Z(ν)}$, as is $S_ν^*$; in other words, $\{S_ν : ν \in Λ^0\}$ are a collection of mutually orthogonal projections, so (CK1) holds.

For (CK2), choose $λ \in Λ^t, ν \in s(λ)Λ^n$ and compute:

\[
S_λS_ν(f \sqrt{dμ}) = S_λ(f \circ σ^n \sqrt{d(μ \circ σ_ν^{-1})}) = f \circ σ^n \circ σ^t \sqrt{d(μ \circ σ_ν^{-1} \circ σ_λ)} = f \circ σ^{n+t} \sqrt{d(μ \circ (σ_λσ_ν)^{-1})} = f \circ σ^{d(λν)} \sqrt{d(μ \circ σ_λ^{-1})} = S_λ(f \sqrt{dμ}).
\]

For (CK3), fix $λ \in Λ^t$ and compute:

\[
S_λ^*S_λ(f \sqrt{dμ}) = S_λ^*(f \circ σ^t \sqrt{d(μ \circ σ_λ^{-1})}) = f \circ σ^t \circ σ_λ \sqrt{d(μ \circ σ_λ^{-1} \circ σ_λ)} = (χ_{Z(s(λ))} \cdot f) \sqrt{dμ} = S_{s(λ)}(f \sqrt{dμ}),
\]

since $σ^t \circ σ_λ = id_{Z(s(λ))}$. In particular, it now follows that $S_λS_λ^*S_λ = S_λ.$
For (CK4), we calculate that for any fixed $n \in \mathbb{N}^k$,
\[
\sum_{\nu \in v\Lambda^n} S_{\nu} S_{\nu}^*(f \sqrt{d\mu}) = \sum_{\nu \in v\Lambda^n} S_{\nu}(f \circ \sigma_{\nu}) \sqrt{d(\mu \circ \sigma_{\nu})} \\
= \sum_{\nu \in v\Lambda^n} f \circ \sigma_{\nu} \circ \sigma_{\nu}^{-1} \sqrt{d(\mu \circ \sigma_{\nu} \circ \sigma_{\nu}^{-1})} \\
= \sum_{\nu \in v\Lambda^n} \chi_{Z(\nu)} \cdot f \sqrt{d\mu},
\]
since $\mu \circ \sigma_{\nu} \circ \sigma_{\nu}^{-1}$ vanishes off $Z(\nu)$, and $\sigma_{\nu} \circ \sigma_{\nu}^{-1} = \text{id}$ on $Z(\nu)$. Consequently, since $Z(\nu) = \bigcup_{\nu \in v\Lambda^n} Z(\nu)$, we have
\[
\sum_{\nu \in v\Lambda^n} S_{\nu} S_{\nu}^*(f \sqrt{d\mu}) = \chi_{Z(\nu)} f \sqrt{d\mu} = S_{\nu}(f \sqrt{d\mu}).
\]
Thus, the operators $\{S_{\lambda}\}$ give a representation of $C^*(\Lambda)$.

To see (c), note that Equation (50) follows from the observation that $S_{\nu} S_{\nu}^*$ acts by multiplication by $\chi_{Z(\nu)}$; the fact that disjoint unions of cylinder sets $Z(\nu)$ generate the $\sigma$-algebra up to sets of measure zero therefore enables us to compute $P(A)$ by linearity.  

The following two Propositions, which detail additional technical properties of the projection valued measure associated to $\pi_{\text{univ}}$, will be used later in the proof of the main results of this Section.

**Proposition 9.4.** Let $\Lambda$ be a finite $k$-graph with no sources and let $\mathcal{H}(\Lambda^\infty)$ be the Hilbert space described in Definition 9.3 and let $\pi_{\text{univ}} = \{S_{\lambda}^{\text{univ}} : \lambda \in \Lambda\}$ be the universal representation of $C^*(\Lambda)$ on $\mathcal{H}(\Lambda^\infty)$ given in Proposition 9.3.

(a) For $y \in \mathcal{H}(\Lambda^\infty)$, define a function $\nu_y$ on $\Lambda^\infty$ by
\[
\nu_y(Z(\lambda)) := \langle y, (S_{\lambda}^{\text{univ}}(S_{\lambda}^{\text{univ}})^*)y \rangle,
\]
where $\langle \cdot, \cdot \rangle$ is the inner product given on $\mathcal{H}(\Lambda^\infty)$ in Equation (49). Then $\nu_y$ gives a measure on $\Lambda^\infty$.

(b) Let $T$ be a bounded operator on $\mathcal{H}(\Lambda^\infty)$. If $T$ commutes with $\pi_{\text{univ}}|_{C(\Lambda^\infty)}$, then for any $x \in \mathcal{H}(\Lambda^\infty)$ we have
\[
\nu_T(x) \ll \nu_x.
\]

*Proof.* As in Equation (41), it is straightforward to see (a). For (b), fix $x \in \mathcal{H}(\Lambda^\infty)$. Then since $T$ commutes with $S_{\lambda}^{\text{univ}}$, we have
\[
\nu_T(Z(\lambda)) = \langle (S_{\lambda}^{\text{univ}}(S_{\lambda}^{\text{univ}})^*)T(x), T(x) \rangle = \langle (S_{\lambda}^{\text{univ}}(S_{\lambda}^{\text{univ}})^*)x, T^*T(x) \rangle.
\]
Since each $S_{\lambda}^{\text{univ}}$ is a partial isometry, the Cauchy-Schwarz inequality then gives
\[
\nu_T(Z(\lambda))^2 \leq \|(S_{\lambda}^{\text{univ}}(S_{\lambda}^{\text{univ}})^*)x\|^2 \|T^*T\|^2 = \nu_x(Z(\lambda))^2 \|T^*T\|^2,
\]
which gives that $\nu_T(x) \ll \nu_x$.  \square
Proposition 9.5. Let $\Lambda$, $\mathcal{H}(\Lambda^\infty)$ and $\pi_{\text{univ}}$ be as in Proposition 9.4. Then for every vector $f\sqrt{d\mu} \in \mathcal{H}(\Lambda^\infty)$, we have

$$\nu_f\sqrt{d\mu} = |f|^2 \mu.$$  

Proof. By definition, for any cylinder set $Z(\eta)$ we have

$$\nu_f\sqrt{d\mu}(Z(\eta)) := \langle (S^\text{univ}_\eta (S^\text{univ}_\eta)^*) f\sqrt{d\mu}, f\sqrt{d\mu} \rangle.$$ 

By using Equation (50) this becomes

$$\int_{Z(\eta)} \nu_f\sqrt{d\mu} \, d\mu = \nu_f\sqrt{d\mu}(Z(\eta)) = \langle \chi_{Z(\eta)} f \sqrt{d\mu}, f \sqrt{d\mu} \rangle = \int_{Z(\eta)} |f|^2 d\mu = \int |f|^2 d\mu.$$ 

This gives the desired result (see also Carathéodory/Kolmogorov’s consistency/extension theorems [64], [91]): since the cylinder sets generate the Borel $\sigma$-algebra $\mathcal{B}_\Lambda$ on $\Lambda^\infty$, two measures which agree on all cylinder sets must be the same measure. \qed

We now present an important result which will allow us to derive, in Theorem 9.7, the desired universal property of the representation.

Theorem 9.6. Let $\Lambda$ be a finite $k$-graph with no sources. Let $\mathcal{H}(\Lambda^\infty)$ be the universal Hilbert space for $\Lambda^\infty$ and $\pi_{\text{univ}}$ be the universal representation of $C^*(\Lambda)$ on $\mathcal{H}(\Lambda^\infty)$. Then:

(a) An operator $T \in \mathcal{B}(\mathcal{H}(\Lambda^\infty))$ commutes with $\pi_{\text{univ}}|_{C(\Lambda^\infty)}$ if and only if for each finite Borel measure $\mu$ on $\Lambda^\infty$ which arises from a monic representation of $C^*(\Lambda)$ as in Equation (41), there exists a function $F_\mu$ in $L^\infty(\Lambda^\infty, \mu)$ such that:

(i) $\sup\{\|F_\mu\| : \mu \text{ arises from a monic representation} \} < \infty$.

(ii) If $\mu \ll \lambda$ then $F_\mu = F_\lambda$, $\mu$-a.e.

(iii) $T(f\sqrt{d\mu}) = F_\mu f\sqrt{d\mu}$ for all $f\sqrt{d\mu} \in \mathcal{H}(\Lambda^\infty)$

(b) Let $\mathcal{H}$ denote the subspace of $\mathcal{H}(\Lambda^\infty)$ spanned by vectors of the form $f\sqrt{d\mu}$ where $\mu$ arises from a monic representation. An operator $T \in \mathcal{B}(\mathcal{H}(\Lambda^\infty))$ commutes with the restriction $\pi_{\text{univ}}|_{\mathcal{H}}$ of the universal representation $\pi_{\text{univ}}$ if and only if for every finite Borel measure $\mu$ on $\Lambda^\infty$ arising from a monic representation of $C^*(\Lambda)$, and for each $\lambda \in \Lambda$, we have

$$F_\mu = F_{\mu \circ \sigma^{-1}} \circ \sigma_\lambda, \mu - a.e.$$ 

Proof. Recall from Proposition 9.2 the isometry $W_\mu$ of $L^2(\Lambda^\infty, \mu)$ onto $\mathcal{L}^2(\mu)$. Throughout the proof, we will assume that the finite Borel measure $\mu$ arises from a monic representation. We first claim that if $T$ commutes with $\pi_{\text{univ}}|_{C(\Lambda^\infty)}$, then $T$ maps $\mathcal{L}^2(\mu)$ into itself. To prove this, let $x = f\sqrt{d\mu}$ be in $\mathcal{L}^2(\mu)$, where $(f, \mu) \in \mathcal{H}(\Lambda^\infty)$, meaning that $\mu$ is a finite Borel measure on $\Lambda^\infty$ arising from a monic representation, and $f \in L^2(\Lambda^\infty, \mu)$. Also let $T(x) = g\sqrt{d\zeta}$ for $(g, \zeta) \in \mathcal{H}(\Lambda^\infty)$. Then Proposition 9.4 implies that

$$\nu_{T(x)} \ll \nu_x.$$
where \( \nu_x \) is a measure on \( \Lambda^\infty \). But by Proposition 10, we have
\[
\nu_x = |f|^2 \mu, \quad \text{and} \quad \nu_{T(x)} = |g|^2 \zeta.
\]
Therefore \( |g|^2 \zeta < \mu \), so by the Radon–Nikodym theorem there exists \( h \geq 0 \) in \( L^1(\Lambda^\infty, \mu) \) such that \( |g|^2 d\zeta = h \, d\mu \). Then
\[
|g| \sqrt{d\zeta} = \sqrt{h} \sqrt{d\mu}, \quad \text{and} \quad |g| g \sqrt{d\zeta} = g \sqrt{h} \sqrt{d\mu}.
\]
If \( g = 0 \) on some Borel set \( A \), then \( \sqrt{h} \sqrt{d\mu}(A) = 0 \) also. Therefore,
\[
g \sqrt{d\zeta} = \begin{cases} \frac{g \sqrt{h}}{\|g\|} \sqrt{d\mu} & \text{if } g \neq 0 \\ 0 & \text{if } g = 0 \end{cases} \in L^2(\mu),
\]
which shows that \( T \) maps \( L^2(\mu) \) into itself.

We now make some computations regarding the relationship between an arbitrary monic representation \( \pi \) and the universal representation \( \pi_{\text{univ}} \). Observe that for any \( \lambda \in \Lambda \) and any \( f \in L^2(\Lambda^\infty, \mu_\pi) \), we have
\[
\pi_{\text{univ}}(\chi_{Z(\lambda)})(f \sqrt{d\mu_\pi}) = S_{\lambda} \pi_{\text{univ}}(S_{\lambda} \pi_{\text{univ}})(f \sqrt{d\mu_\pi}) = (\chi_{Z(\lambda)} \cdot f) \sqrt{d\mu_\pi}.
\]
Extending by linearity, we see that \( \pi_{\text{univ}}(\psi)(f \sqrt{d\mu_\pi}) = (\psi \cdot f) \sqrt{d\mu_\pi} \) for any \( f \in L^2(\Lambda^\infty, \mu_\pi) \).

On the other hand, since \( \pi \) is a monic representation, \( \pi(\chi_{Z(\lambda)}) \bar{f} = \chi_{Z(\lambda)} \cdot f \in L^2(\Lambda^\infty, \mu_\pi) \) by Equation (43). Therefore,
\[
\pi_{\text{univ}}(\psi)(f \sqrt{d\mu_\pi}) = [\pi(\psi)(f)] \sqrt{d\mu_\pi}.
\]

By hypothesis, \( T \) commutes with \( \pi_{\text{univ}} |_{C(\Lambda^\infty)} \). Since \( T \) preserves \( L^2(\mu) \) for each measure \( \mu \) arising from a monic representation, there must exist \( g \in L^2(\mu_\pi) \) such that \( T(f \sqrt{d\mu_\pi}) = g \sqrt{d\mu_\pi} \). Consequently,
\[
T[\pi(\psi)f] \sqrt{d\mu_\pi} = \pi_{\text{univ}}(\psi)(f \sqrt{d\mu_\pi}) = \pi_{\text{univ}}(\psi)T(f \sqrt{d\mu_\pi})
\]
\[
= \pi_{\text{univ}}(\psi)(g \sqrt{d\mu_\pi}) = [\pi(\psi)(g)] \sqrt{d\mu_\pi} = \pi(\psi)T(f \sqrt{d\mu_\pi}),
\]
so (identifying \( L^2(\mu_\pi) \subseteq H(\Lambda^\infty) \) with \( L^2(\Lambda^\infty, \mu_\pi) \)) we see that \( T \) commutes with \( \pi(\psi) \) for all \( \psi \in C(\Lambda^\infty) \).

Therefore, we can pull-back \( T \) to an operator \( \pi T \) on \( L^2(\Lambda^\infty, \mu) \) that commutes with all of the multiplication operators \( \{ M_f : f \in C(\Lambda^\infty) \} \). The fact (cf. [40]) that the maximal abelian subalgebra of \( \mathcal{B}(L^2(\Lambda^\infty, \mu)) \), for any finite Borel measure \( \mu \), is the sub-algebra \( L^\infty(\Lambda^\infty, \mu) \) consisting of multiplication operators now implies that \( \pi T \) must be a multiplication operator too.

So there exists a function \( F_\mu \) in \( L^\infty(\Lambda^\infty, \mu) \) such that
\[
T(f \sqrt{d\mu}) = F_\mu f \sqrt{d\mu}
\]
for all \( f \in L^2(\Lambda^\infty, \mu) \), establishing (iii). It remains to check the properties of the functions \( F_\mu \). One immediately observes that
\[
\|F_\mu\|_{L^\infty(\mu)} \leq \|T\|
\]
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and this implies (i). To check (ii), suppose \( \mu \ll \lambda \). Then, for all \( f \in L^2(\Lambda^\infty, \mu) \), we have
\[
|f| \sqrt{d\mu} = |f| \sqrt{d\mu/d\lambda} \sqrt{d\lambda},
\]
and hence
\[
T(|f| \sqrt{d\mu}) = T(|f| \sqrt{d\mu/d\lambda} \sqrt{d\lambda})
\]
\[
\implies F_\mu f \sqrt{d\mu} = F_\lambda f \sqrt{d\mu/d\lambda} \sqrt{d\lambda}
\]
Writing \( d\mu = \frac{d\mu}{d\lambda} d\lambda \) reveals that, as elements of \( L^2(\lambda) \),
\[
F_\mu f \sqrt{d\mu/d\lambda} = F_\lambda f \sqrt{d\mu/d\lambda}
\]
for any \( f \in L^2(\Lambda^\infty, \mu) \), which implies \( F_\mu d\mu/d\lambda = F_\lambda d\mu/d\lambda \) (\( \lambda \)-a.e.). Thus, for any Borel set \( A \),
\[
\int_A (F_\mu - F_\lambda) d\mu = \int_A (F_\mu - F_\lambda) \frac{d\mu}{d\lambda} d\lambda = 0,
\]
so \( F_\mu = F_\lambda \) \( \mu \)-a.e. This proves (ii).

For the converse, assume that \( T \) is given by a function \( F_\mu \in L^\infty(\Lambda^\infty, \mu) \) satisfying (i), (ii), (iii), i.e. \( T(f \sqrt{d\mu}) = F_\mu f \sqrt{d\mu} \) for all \( f \sqrt{d\mu} \in \mathcal{H}(\Lambda^\infty) \) such that \( \mu \) arises from a monic representation. First, we check that \( T \) is well defined. Take \( f \sqrt{d\mu} = g \sqrt{d\nu} \) and let \( \lambda \) be a measure such that \( \mu, \nu \ll \lambda \). Then:
\[
f \sqrt{d\mu/d\lambda} = g \sqrt{d\nu/d\lambda}, \quad (\lambda \text{-a.e.})
\]
Now, from (ii) we know that \( F_\mu = F_\lambda (\mu \text{-a.e.}) \) and \( F_\nu = F_\lambda (\nu \text{-a.e.}) \). Thus
\[
F_\mu \sqrt{d\mu/d\lambda} = F_\lambda \sqrt{d\mu/d\lambda}, \quad (\lambda \text{-a.e.}), \text{ and } F_\nu \sqrt{d\nu/d\lambda} = F_\lambda \sqrt{d\nu/d\lambda}, \quad (\lambda \text{-a.e.})
\]
Therefore \( f F_\mu \sqrt{d\mu/d\lambda} = g F_\nu \sqrt{d\nu/d\lambda} \), (\( \lambda \)-a.e.), and hence
\[
f F_\mu \sqrt{d\mu} = g F_\nu \sqrt{d\nu},
\]
so \( T \) is well defined.

Now (i) implies that \( T \) is bounded with
\[
\|T\| \leq \sup_\mu \{\|F_\mu\|_{L^\infty(\mu)}\}.
\]
Since \( T \) acts as a multiplication operator on each \( L^2(\mu) \), Part (c) of Proposition 9.3 implies that \( T \) commutes with \( P(A) \) for all Borel subsets \( A \) and therefore \( T \) commutes with the restricted universal representation, \( \pi_{\text{univ}}|_{C(\Lambda^\infty)} \), which proves (a).

For (b), note that if an operator \( T \in \mathcal{B}(\mathcal{H}(\Lambda^\infty)) \) commutes with the universal representation \( \pi_{\text{univ}} \) of \( C^*(\Lambda) \) on \( \mathcal{H} \), then in particular \( T \) commutes with \( \pi_{\text{univ}}|_{C(\Lambda^\infty)} \) on \( \mathcal{H} \), and hence \( T(f \sqrt{d\mu}) = F_\mu f \sqrt{d\mu} \) is a multiplication operator on each \( L^2(\mu) \) when the measure \( \mu \) arises from a monic representation. In particular, \( T \) is normal (when restricted to \( \mathcal{H} \)). Therefore, by the Fuglede-Putnam theorem, \( T|_\mathcal{H} \) commutes with \( \pi_{\text{univ}} \) iff \( T S_{\lambda}^{\text{univ}}|_\mathcal{H} = S_{\lambda}^{\text{univ}} T|_\mathcal{H} \) for all \( \lambda \in \Lambda \). Using the formulas for \( S_{\lambda}^{\text{univ}} \) from Theorem 9.6, we see that \( T|_\mathcal{H} \) commutes with \( \pi_{\text{univ}}|_\mathcal{H} \) if and only if, for each \( f \sqrt{d\mu} \in \mathcal{H} \) and \( \lambda \in \Lambda^n \),
\[
F_{\mu \circ \sigma^{-1}}(f \circ \sigma^n) \sqrt{d\mu \circ \sigma^{-1}_X} = (F_\mu \circ \sigma^n)(f \circ \sigma^n) \sqrt{d\mu \circ \sigma^{-1}_X},
\]
or equivalently,
\[
F_{\mu \sigma^{-1}}(f \circ \sigma^n) = (F_{\mu} \circ \sigma^n)(f \circ \sigma^n) \quad \text{for all } \lambda \in \Lambda^n, \ (\mu \circ \sigma^{-1}_\lambda) - a.e.
\]
for all measures \(\mu\) arising from monic representations of \(C^*(\Lambda)\). That is, for such \(\mu\),
\[
F_{\mu \sigma^{-1}} = (F_{\mu} \circ \sigma^n) \quad \text{for } \lambda \in \Lambda^n, \ (\mu \circ \sigma^{-1}_\lambda) - a.e.
\]
Composing with \(\sigma_\lambda\) gives the desired result of (b).

The following proposition, consequence of Theorem 9.6, will justify the name ‘universal representation’ for non-negative monic representations.

**Theorem 9.7.** Let \(\Lambda\) be a finite \(k\)-graph with no sources. Let \(\pi = \{t_\lambda\}_{\lambda \in \Lambda}\) be a nonnegative monic representation of \(C^*(\Lambda)\) on \(L^2(\Lambda^\infty, \mu_\pi)\). Let \(W\) be the isometry from \(L^2(\Lambda^\infty, \mu_\pi)\) onto \(L^2(\mu_\pi)\) given in Proposition 9.2:
\[
Wf = f \sqrt{d\mu_\pi}.
\]
Then \(W\) intertwines the monic representation \(\{t_\lambda\}_{\lambda \in \Lambda}\) with the sub-representation \(\{S^{\text{univ}}_\lambda|_{L^2(\mu_\pi)}\}_{\lambda \in \Lambda}\) of the universal representation \(\{S^{\text{univ}}_\lambda\}_\lambda\).

**Proof.** By Theorem 8.2 and Proposition 7.4, we can assume that \(t_\lambda\) is of the form
\[
t_\lambda(f) = f_\lambda \cdot (f \circ \sigma^{d(\lambda)}),
\]
where, since \(\pi\) is assumed nonnegative, we may assume \(f_\lambda = \sqrt{d(\mu_\pi \circ (\sigma_\lambda)^{-1})/d\mu_\pi}\). By Theorem 9.6 and our hypothesis that \(\pi\) be nonnegative, we then have
\[
W(t_\lambda f) = W(f_\lambda(f \circ \sigma^{d(\lambda)})) = f_\lambda(f \circ \sigma^{d(\lambda)}) \sqrt{d\mu_\pi} = (f \circ \sigma^{d(\lambda)}) \sqrt{|f_\lambda|^2 d\mu_\pi} = (f \circ \sigma^{d(\lambda)}) \sqrt{d[\mu_\pi \circ (\sigma_\lambda)^{-1}]} = S^{\text{univ}}_\lambda(f \sqrt{d\mu_\pi}) = S^{\text{univ}}_\lambda W(f)
\]
Since \(W\) is an isometry, it follows that \(W\) intertwines \(\{t_\lambda\}_{\lambda \in \Lambda}\) and \(\{S^{\text{univ}}_\lambda|_{L^2(\mu_\pi)}\}_{\lambda \in \Lambda}\), as claimed.

### 10 Purely atomic representations of \(C^*(\Lambda)\)

In this section, we define purely atomic representations of \(C^*(\Lambda)\) in terms of the projection valued measure being purely atomic (c.f. Definition 4.1 of [31]).

Nearly all of the properties and characterizations of purely atomic representations which were established in the Cuntz algebra setting [31] transfer smoothly to the setting of higher-rank graphs. Given the fundamental structural differences between Cuntz algebras and \(k\)-graph algebras (for example, the latter need not be purely infinite or simple, nor is their \(K\)-theory known in general), this was surprising to the authors, and suggests that purely atomic representations might also be fruitfully applied to other classes of \(C^*\)-algebras which can be described via generators and relations, such as Cuntz-Pimsner algebras or the \(C^*\)-algebras of topological higher-rank graphs.
Definition 10.1. (c.f. Definition 4.1 of [31].) Let $\Lambda$ be a row-finite $k$-graph with no sources. A representation $\{t_\lambda\}_{\lambda \in \Lambda}$ of $C^*(\Lambda)$ on a Hilbert space $H$ is called purely atomic if there exists a Borel subset $\Omega \subset \Lambda^\infty$ such that the projection valued measure $P$ defined on the Borel sets of $\Lambda^\infty$ as in Definition 7.15 satisfies

(a) $P(\Lambda^\infty \setminus \Omega) = 0_H,$

(b) $P(\{\omega\}) \neq 0_H$ for all $\omega \in \Omega,$

(c) $\bigoplus_{\omega \in \Omega} P(\{\omega\}) = \text{Id}_H,$

where the sum on the left-hand side of (c) converges in the strong operator topology.

Thus, a representation of $C^*(\Lambda)$ is purely atomic if the corresponding projective-valued measure is purely atomic on $\mathcal{B}o(\Lambda^\infty).$

Example 10.2. Consider the 2-graph $\Lambda$ with 1-skeleton

and factorization rules given by $eh = hf$ and $fg = ge.$ With these factorization rules, there is only one infinite path $x \in u\Lambda^\infty,$ namely

$$x = ehfgehfge \cdots = hfgehfge \cdots = hgehge \cdots.$$ 

Similarly, one can see that there is only one infinite path $y \in v\Lambda^\infty,$ namely

$$y = fgehfgehf \cdots = gehfgehf \cdots = ghffghff \cdots.$$ 

Since the infinite path space consists of two elements, any nontrivial representation of $C^*(\Lambda)$ must be purely atomic.

We now define the notion of an orbit of an element $\omega$ in the infinite path space $\Lambda^\infty,$ motivated by the groupoid characterization of $C^*(\Lambda).$ Recall from Definition 2.7 of [68] that for any row-finite source-free $k$-graph $\Lambda,$ we have a groupoid

$$\mathcal{G}_\Lambda = \{(x, m-n, y) \in \Lambda^\infty \times \mathbb{Z}^k \times \Lambda^\infty : \sigma^m(x) = \sigma^n(y)\}$$

such that $C^*(\Lambda) \cong C^*(\mathcal{G}_\Lambda).$ The groupoid $\mathcal{G}_\Lambda$ is étale [68 Proposition 2.8] and amenable [68 Theorem 5.5]. (Also see [39] for groupoid models of general $k$-graphs and their $C^*$-algebras).

Definition 10.3. Let $\Lambda$ be a row-finite $k$-graph with no sources, and let $\Lambda^\infty$ be the infinite path space of $\Lambda.$ For any $\omega \in \Lambda^\infty,$ we set

$$\text{Orbit}(\omega) = \{\gamma \in \Lambda^\infty : (\gamma, n, \omega) \in \mathcal{G}_\Lambda \text{ for some } n \in \mathbb{Z}^k\},$$

i.e. $\gamma \in \text{Orbit}(\omega)$ if and only if there exist $m, \ell \in \mathbb{N}^k$ such that $\sigma^m(\gamma) = \sigma^\ell(\omega).$
We note that Orbit(ω) is invariant under σ^n and (σ^n)^{-1}, for all n ∈ N^k. Note also that each orbit is a Borel set, being a countable union of points (which are countable intersections of cylinder sets).

The same arguments as we used for Proposition 7.16 give us the following result.

**Proposition 10.4.** Let Λ be a row-finite k-graph with no sources, and let \{t_λ\}_{λ ∈ Λ} generate a purely atomic representation of C^*(Λ). Let P be the associated projection valued measure on the Borel subsets of the infinite path space Λ^∞. Then we have the following.

(a) For λ ∈ Λ and ω ∈ Z(s(λ)) ⊂ Λ^∞, we have

\[ t_λ P(\{ω\}) t_λ^* = P(\{λω\}), \]

and for n ∈ N^k, we have

\[ t_ω(0,n)^* P(\{ω\}) t_ω(0,n) = P(\{σ^n(ω)\}). \]

(b) For η ∈ Λ^n and ω ∈ Λ^∞ with η ≠ ω(0,n), we have

\[ t_η^* P(\{ω\}) t_η = 0. \]

**Proof.** These statements follow from taking the limit in the strong operator topology on a nested sequence of cylinder sets decreasing to \{ω\} and using Proposition 7.16(a). \(\Box\)

The following Corollary is an immediate consequence of Proposition 10.4 and our observations above.

**Corollary 10.5.** Let Λ be a row-finite, source-free k-graph and let \{t_λ\}_{λ ∈ Λ} be a representation of C^*(Λ). If Orbit(ω) = Orbit(γ) then P(\{ω\}) = 0 iff P(\{γ\}) = 0.

Moreover, for any purely atomic representation \{t_λ\}_{λ ∈ Λ}, if

\[ Ω = \{ω ∈ Λ^∞ : P(\{ω\}) ≠ 0\}, \]

then we can decompose Ω as a disjoint union of orbits: Ω = ∪_ω Orbit(ω). In particular,

\[ \bigoplus_ω P(\text{Orbit}(ω)) = \text{Id}_H. \]

**Example 10.6.** (c.f [68], Proposition 2.11) Recall that for a row-finite, source-free k-graph Λ, the infinite path representation of C^*(Λ) first given by A. Kumjian and D. Pask via the partial isometries \{S_λ : λ ∈ Λ\} on the non-separable Hilbert space ℓ^2(Λ^∞) with orthonormal basis \{h_ω : ω ∈ Λ^∞\} is given by

\[ S_λ(h_ω) = δ_{s(λ),r(ω)} h_{λω}, \text{ and } S_λ^* h_ω = δ_{λ,ω(0,d(λ))} h_{σ^d(λ)(ω)}. \]

Then one can check that this representation is purely atomic, and we have for all ω ∈ Λ^∞,

\[ P(\{ω\}) = \lim_n S_ω(0,n) S_ω^*(0,n) = P_M_ω. \]

Here the limit is taken in the strong operator topology using the partially ordered set N^k, and M_ω is the one-dimensional subspace of ℓ^2(Λ^∞) spanned by h_ω. This is a standard example to keep in mind when considering both purely atomic representations and the permutative representations which we discuss in Section 11 below.
We now show that any intertwiner of purely atomic representations of a \( k \)-graph algebra intertwinies the associated projection valued measures. This is the analog of Proposition 2.10 of Dutkay, Hausermann and Jorgensen in [31] for the Cuntz algebra case.

**Proposition 10.7.** Let \( \Lambda \) be a row-finite \( k \)-graph with no sources, and let \( \{ t_\lambda \}_{\lambda \in \Lambda} \) and \( \{ \tilde{t}_\lambda \}_{\lambda \in \Lambda} \) be two purely atomic representations of \( C^*(\Lambda) \) on the Hilbert spaces \( \mathcal{H} \) and \( \mathcal{H}' \), respectively. Suppose that \( X : \mathcal{H} \to \mathcal{H}' \) is an intertwining operator for these representations, so that

\[
\tilde{t}_\lambda X = X t_\lambda \quad \text{and} \quad (\tilde{t}_\lambda)^* X = X t_\lambda^* 
\]

for all \( \lambda \in \Lambda \).

Let \( P \) and \( \tilde{P} \) be the associated projection valued measures on \( \mathcal{B}(\Lambda^\infty) \). Then for every \( \omega \in \Lambda^\infty \),

\[
\tilde{P}(\{\omega\})X = XP(\{\omega\}).
\]

If \( X \) is a unitary operator so that the representations are unitarily equivalent, then the supports of \( P \) and \( \tilde{P} \) are the same.

**Proof.** Since \( X \) intertwines the representations, we see that for every \( \lambda \in \Lambda \),

\[
\tilde{P}(Z(\lambda))X = \tilde{t}_\lambda (\tilde{t}_\lambda)^* X = Xt_\lambda t_\lambda^* = XP(Z(\lambda)).
\]

Therefore \( X \) intertwines the projection valued measures on all Borel subsets in \( \Lambda^\infty \), including the point sets. It follows that if \( X \) is unitary, then for every \( \omega \in \Lambda^\infty \), we have

\[
\tilde{P}(\{\omega\}) = XP(\{\omega\})X^*,
\]

so that \( \dim P(\{\omega\}) = \dim \tilde{P}(\{\omega\}) \) for all \( \omega \in \Lambda^\infty \), and hence \( \text{supp}(P) = \text{supp}(\tilde{P}) \).

We now derive some straightforward consequences of Proposition 10.5.

**Proposition 10.8.** Suppose that an irreducible representation \( \{ t_\lambda \}_{\lambda \in \Lambda} \) of \( C^*(\Lambda) \) has an atom \( \omega \). Then \( \{ t_\lambda \}_{\lambda \in \Lambda} \) is purely atomic and the associated projection valued measure is supported on \( \text{Orbit}(\omega) \).

**Proof.** We begin by observing that for any \( x \in \Lambda^\infty \),

\[
P(\{x\})t_\lambda = \begin{cases} 0, & x \notin Z(\lambda) \\ t_\lambda P(\{\sigma d(\lambda)(x)\}), & x \in Z(\lambda). \end{cases}
\]

This follows from writing \( P(\{x\}) = \lim_{\eta \to x} \{ t_\eta t_\eta^* : x \in Z(\eta) \} \) and observing that if \( d(\eta) \geq d(\lambda) \), then

\[
t_\eta t_\lambda = \sum_{(\rho,\nu) \in \Lambda^{min}(\lambda,\eta)} t_\rho t_\nu^* = \begin{cases} t_\rho, & \eta = \lambda \rho \\ 0, & \text{else}. \end{cases}
\]

Therefore, if \( x \notin Z(\lambda) \) then we can find \( Z(\eta) \ni x \) with \( d(\eta) \geq d(\lambda) \) and such that \( \eta \) does not extend \( \lambda \). Consequently, if we set

\[
P := \sum_{x \in \text{Orbit}(\omega)} P(\{x\}),
\]
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then \( Pt_\lambda = t_\lambda \sum_{x \in Z(\lambda) \setminus \text{Orbit}(\omega)} P(\{\sigma^{d(\lambda)}(x)\}) \). Note that \( P \) is a projection, since \( P(\{x\})P(\{y\}) = \delta_{x,y} \).

On the other hand,

\[
t_\lambda P = t_\lambda \sum_{y \not\in \text{Orbit}(\omega) : r(y) = s(\lambda)} P(\{y\}).
\]

Since \( \{y \not\in \text{Orbit}(\omega) : r(y) = s(\lambda)\} = \{\sigma^{d(\lambda)}(x) : x \in Z(\lambda) \setminus \text{Orbit}(\omega)\} \), we have

\[
t_\lambda P = Pt_\lambda
\]

for any \( \lambda \in \Lambda \). Our assumption that \( \{t_\lambda\}_\lambda \) is irreducible now implies that \( P \) must be a multiple of the identity. However, \( P < 1 \) since \( \omega \) is an atom, so we must have \( P = 0 \).

Proposition [10.5] now implies that \( P(\{x\}) \neq 0 \) for every \( x \in \text{Orbit}(\omega) \), completing the proof that \( \{t_\lambda\}_{\lambda \in \Lambda} \) is purely atomic.

What follows is an analog of Corollary 4.8 of [31].

**Theorem 10.9.** For a row-finite, source-free \( k \)-graph \( \Lambda \), let \( \{t_\lambda\}_{\lambda \in \Lambda}, \{\tilde{t}_\lambda\}_{\lambda \in \Lambda} \) generate purely atomic representations of \( C^*(\Lambda) \) on the same Hilbert space \( \mathcal{H} \), with associated projection valued measures \( P, \tilde{P} \). Then the two representations are unitarily equivalent if and only if the following conditions are satisfied:

(a) \( \text{supp}(P) = \text{supp}(\tilde{P}) = : \Omega \).

(b) For every \( x \in \Omega \), \( \dim[\text{Range}(P(\{x\}))] = \dim[\text{Range}(\tilde{P}(\{x\}))] \)

**Proof.** Suppose that the purely atomic representations \( \{t_\lambda\}_{\lambda \in \Lambda}, \{\tilde{t}_\lambda\}_{\lambda \in \Lambda} \) on the same Hilbert space \( \mathcal{H} \) are unitarily equivalent. Proposition [10.7] then implies that \( P, \tilde{P} \) have the same support, and moreover that the intertwining unitary takes \( P(\{\omega\}) \) to \( \tilde{P}(\{\omega\}) \) for every \( \omega \in \Omega \).

Now, suppose that conditions (a) and (b) hold; we will show that the representations \( \{t_\lambda\}_{\lambda \in \Lambda} \) and \( \{\tilde{t}_\lambda\}_{\lambda \in \Lambda} \) of \( C^*(\Lambda) \) are unitarily equivalent.

Without loss of generality, we suppose that our representations are irreducible, so that \( \Omega \) is just one orbit, \( \Omega = \text{Orbit}(\omega) \). Since

\[
\dim[\text{Range}(P(\{\omega\}))] = \dim[\text{Range}(\tilde{P}(\{\omega\}))]
\]

by hypothesis, there is a unitary isomorphism \( U_\omega : \text{Range}(P(\{\omega\})) \rightarrow \text{Range}(\tilde{P}(\{\omega\})) \), since Hilbert spaces of the same dimension are isomorphic. For every \( \gamma \in \Omega = \text{Orbit}(\omega) \), we now construct a unitary \( U_\gamma : \text{Range}(P(\{\gamma\})) \rightarrow \text{Range}(\tilde{P}(\{\gamma\})) \) as follows. If \( \gamma \in \text{Orbit}(\omega) \subset \Lambda^\infty \) satisfies \( \gamma = a\sigma j^2(\omega) \) for some \( a \in \Lambda \), we would like to define \( U_\gamma : \text{Range}(P(\{\gamma\})) \rightarrow \text{Range}(\tilde{P}(\{\gamma\})) \) by

\[
U_\gamma := \tilde{t}_\alpha \tilde{\sigma}_{\omega(0,j)} U_\omega t_{\omega(0,j)} t^*_a.
\]

We must check that \( U_\gamma \) is well-defined and unitary, and that

\[
U := \bigoplus_{\gamma \in \text{Orbit}(\omega)} U_\gamma
\]
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intertwines the representations.

To see that $U_\gamma$ is well-defined, suppose that $\gamma = a \sigma^j(\omega) = a' \sigma^{j'}(\omega)$. Fix $\xi \in \mathcal{H}$ and $\varepsilon > 0$. Since the projections $P(Z(\omega(0, n)))$ tend to $P(\{\omega\})$ in the strong operator topology, it is possible to find $N_1 \in \mathbb{N}$ (depending on $\xi \in \mathcal{H}$ and $\varepsilon > 0$) such that, if we write $1 = (1, \ldots, 1) \in \mathbb{N}^k$, then $N_1 1 \geq j, j'$ and whenever $N \geq N_1$,

$$\|P(\{\omega\})t_{\omega(0, j)}t^*_a(\xi) - P(Z(\omega(0, N 1)))t_{\omega(0, j)}t^*_a(\xi)\| < \varepsilon. \quad (53)$$

Write $A = a \omega(j, N 1)$. Note that $\gamma(0, N 1) = A$ and

$$t_{\omega(0, N 1)}^* t_{\omega(0, N 1)}t_{\omega(0, j)} = t_{\omega(0, N 1)}^* t_{\omega(0, N 1)}t_{\omega(0, j)} = t_{\omega(0, N 1)}^* t_{\omega(0, j)}^*.$$  Consequently, (53) implies that for $N \geq N_1$, we have

$$\|P(\{\omega\})t_{\omega(0, j)}t^*_a(\xi) - t_{\omega(0, N 1)}^* t_{\omega(0, j)}^*\| < \varepsilon \quad (54)$$

and

$$\|U_\omega t_{\omega(0, N 1)}^* t_{\omega(0, j)}^* - U_\omega P(\{\omega\})t_{\omega(0, j)}^*\| = \|U_\omega t_{\omega(0, N 1)}^* t_{\omega(0, j), N 1}^* t_{\omega(0, j)}^* - U_\omega P(\{\omega\})t_{\omega(0, j)}^*\| = \|U_\omega t_{\omega(0, N 1)}^* t_{\omega(0, j)}^* - U_\omega P(\{\omega\})t_{\omega(0, j)}^*\| = \|U_\omega P(Z(\omega(0, N 1)))t_{\omega(0, j)}^* - U_\omega P(\{\omega\})t_{\omega(0, j)}^*\| < \varepsilon.$$  In the same way, we can find $N_2$ large enough so that for the same $\xi \in \mathcal{H}$ and the same $\varepsilon > 0$, for all $N \geq N_2$,

$$\|\tilde{P}(\{\omega\})U_\omega t_{\omega(0, j)}t^*_a(\xi) - \tilde{P}(Z(\omega(0, N 1)))U_\omega t_{\omega(0, j)}t^*_a(\xi)\| < \varepsilon.$$  Then, since $\tilde{t}_a$ and $\tilde{t}_{\omega(0, j)}$ are partial isometries,

$$\|\tilde{t}_a \tilde{t}_{\omega(0, j)} \tilde{P}(\{\omega\})U_\omega t_{\omega(0, j)}t^*_a(\xi) - \tilde{t}_a \tilde{t}_{\omega(0, j)} \tilde{P}(Z(\omega(0, N 1)))U_\omega t_{\omega(0, j)}t^*_a(\xi)\| < \varepsilon.$$  We now write, for $N \geq N_2$,

$$\tilde{t}_a \tilde{t}_{\omega(0, j)} \tilde{P}(Z(\omega(0, N 1)))U_\omega t_{\omega(0, j)}t^*_a = \tilde{t}_a \tilde{t}_{\omega(0, N 1)} \tilde{P}(Z(\omega(0, N 1)))U_\omega t_{\omega(0, j)}t^*_a = \tilde{t}_a \tilde{t}_{\omega(0, N 1)} \tilde{t}_{\omega(0, N 1)}^* U_\omega t_{\omega(0, j)}t^*_a = \tilde{t}_a \tilde{t}_{\omega(0, N 1)}^* U_\omega t_{\omega(0, j)}t^*_a.$$  Therefore for $N \geq N_2$ we have

$$\|\tilde{t}_a \tilde{t}_{\omega(0, j)} \tilde{P}(\{\omega\})U_\omega t_{\omega(0, j)}t^*_a(\xi) - \tilde{t}_a \tilde{t}_{\omega(0, N 1)}^* U_\omega t_{\omega(0, j)}t^*_a(\xi)\| < \varepsilon. \quad (55)$$  Since $U_\omega P(\{\omega\}) = U_\omega$ and $\tilde{P}(\{\omega\})U_\omega = U_\omega$, Equations (55) and (54) combine to give

$$\|\tilde{t}_a \tilde{t}_{\omega(0, j)}^* U_\omega t_{\omega(0, j)}t^*_a(\xi) - \tilde{t}_a \tilde{t}_{\omega(0, N 1)}^* U_\omega t_{\omega(0, N 1)}t^*_a(\xi)\| < 2\varepsilon$$  whenever $N \geq \max\{N_1, N_2\}$. 90
In the same way, for the same $\varepsilon > 0$ and $\xi \in \mathcal{H}$, we can find $M' \in \mathbb{N}$ (depending on $a', j'$, and $\xi \in \mathcal{H}$) such that for any $N' \geq M'$, setting $A' = a'(j', N'1)$, we have $\gamma(0, N') = A'$ and

$$||\tilde{t}_a t_{\omega(0,j')}^* U t_{\omega(0,j')} t_a^*(\xi) - \tilde{t}_{A'} t_{\omega(0,N'1)}^* U t_{\omega(0,N'1)} t_{A'}^*(\xi)|| < 2\varepsilon.$$ 

Choosing $N = N' \geq \max\{M', N_1, N_2\}$ implies that $A = \gamma(0, N1) = A'$. Thus, by the triangle inequality,

$$||\tilde{t}_a t_{\omega(0,j')}^* U t_{\omega(0,j')} t_a^*(\xi) - \tilde{t}_{A'} t_{\omega(0,j')}^* U t_{\omega(0,j')} t_{A'}^*(\xi)|| < 4\varepsilon.$$ 

Since $\varepsilon$ and $\xi$ were arbitrary, it follows that if $\gamma = a\sigma^j(\omega) = a'\sigma^j(\omega)$,

$$\tilde{t}_a t_{\omega(0,j')}^* U t_{\omega(0,j')} t_a^* = \tilde{t}_{A'} t_{\omega(0,j')}^* U t_{\omega(0,j')} t_{A'}^*.$$ 

Thus, the operator $U_\gamma : \text{Range}(P(\{\gamma\})) \to \text{Range}(\tilde{P}(\{\gamma\}))$ of Equation [52] is well-defined.

Now we want to show that $U_\gamma$ is unitary. Since $U_\omega$ is a unitary and hence $U_\omega^* U_\omega = P(\{\omega\})$, using the facts that $\tilde{P}(\{\omega\}) U_\omega = U_\omega$ and $\tilde{P}(\{\omega\}) \tilde{P}(Z(\omega,0,j)) = \tilde{P}(\{\omega\})$, one easily computes that $U_\gamma U_\gamma = t_a t_{\omega(0,j')}^* U \omega t_{\omega(0,j')} t_a^*$. 

We now note that for $\gamma = a\sigma^j(\omega)$, $t_a^*$ takes $\text{Range}(P(\{\gamma\}))$ to $\text{Range}(\tilde{P}(\{\sigma^j(\omega)\}))$ and $t_{\omega(0,j)}$ takes $\text{Range}(\tilde{P}(\{\sigma^j(\omega)\}))$ to $\text{Range}(\tilde{P}(\{\omega\}))$. Recalling that $U_\gamma = U_\gamma P(\{\gamma\})$, we deduce that

$$U_\gamma^* U_\gamma = t_a t_{\omega(0,j')}^* U \omega t_{\omega(0,j')} t_a^* P(\{\gamma\}) = t_a t_{\omega(0,j')}^* P(\{\gamma\}) = P(\{\gamma\}).$$ 

Similarly, one can show that

$$U_\gamma U_\gamma^* = \tilde{P}(\{\gamma\}),$$

which implies that $U_\gamma$ is unitary from its domain to its range.

To show that $U = \bigoplus_{\gamma \in \text{Orbit}(\omega)} U_\gamma$ intertwines the representations, we must establish that for $\lambda \in \Lambda$ and $\omega \in \Lambda^\infty$ with $s(\lambda) = r(\omega)$,

$$\tilde{t}_\lambda U_\omega = U_\omega t_\lambda.$$ 

By our construction of $U_\omega$, if $s(\lambda) = r(\omega)$,

$$U_\omega t_\lambda = \tilde{t}_\lambda U_\omega t_a^* t_\lambda.$$ 

Then using the fact that $t_\lambda$ is an isometry and that $U_\omega = U_\omega P(\{\omega\}) = U_\omega P(\{\omega\}) P(Z(\omega(0,n)))$ for any $n \in \mathbb{N}^k$, we obtain

$$\tilde{t}_\lambda U_\omega t_a^* t_\lambda = \tilde{t}_\lambda U_\omega P(Z(s(\lambda))) = \tilde{t}_\lambda U_\omega P(Z(r(\omega))) = \tilde{t}_\lambda U_\omega.$$ 

Therefore we see that

$$U = \bigoplus_{\gamma \in \text{Orbit}(\omega)} U_\gamma : \bigoplus_{\gamma \in \text{Orbit}(\omega)} \text{Range}(\tilde{P}(\{\gamma\})) \to \bigoplus_{\gamma \in \text{Orbit}(\omega)} \text{Range}(\tilde{P}(\{\gamma\}))$$

is a unitary operator that intertwines the representations $\{t_\lambda : \lambda \in \Lambda\}$ and $\{\tilde{t}_\lambda : \lambda \in \Lambda\}$. □
Recall from Definition [7.10] that two representations \( \pi, \pi' \) of a \( C^* \)-algebra \( A \) are disjoint if no nonzero subrepresentation of \( \pi \) is unitarily equivalent to a subrepresentation of \( \pi' \).

The following Proposition (the analogue of Proposition 4.5 in [31]) can now be derived from the previous result.

**Proposition 10.10.** For a row-finite, source-free \( k \)-graph \( \Lambda \), let \( \{t_\lambda\}_{\lambda \in \Lambda}, \{\tilde{t}_\lambda\}_{\lambda \in \Lambda} \) generate purely atomic representations of \( C^*(\Lambda) \), with associated projection valued measures \( P, \tilde{P} \). Suppose that \( P, \tilde{P} \) are supported on \( \text{Orbit}(\gamma) \) and \( \text{Orbit}(\omega) \) respectively, for some \( \gamma, \omega \in \Lambda^\infty \).

1. If \( \text{Orbit}(\gamma) \neq \text{Orbit}(\omega) \) then the representations are disjoint.
2. If \( \text{Orbit}(\gamma) = \text{Orbit}(\omega) \), then every operator \( Y \) which intertwines the representations \( \{t_\lambda\}_{\lambda \in \Lambda}, \{\tilde{t}_\lambda\}_{\lambda \in \Lambda} \) can be reconstructed from an operator \( X : \text{Range} P(\omega) \to \text{Range} \tilde{P}(\omega) \) via

\[
Y = \tilde{P}(\{\omega\})XP(\{\omega\}) : \text{Range} P(\{\omega\}) \to \text{Range} \tilde{P}(\{\omega\}).
\]

3. The representation \( \{t_\lambda\}_{\lambda \in \Lambda} \) is irreducible if and only if the dimension of \( \text{Range} P(\{\omega\}) \) is 1.

**Proof.** To see (a), note that under our hypotheses, neither \( \{t_\lambda\}_{\lambda} \) nor \( \{\tilde{t}_\lambda\}_{\lambda} \) has nontrivial subrepresentations; therefore Theorem [10.9] implies (a). For (b), given that \( \text{Orbit}(\gamma) = \text{Orbit}(\omega) \), we can write \( \gamma = a\sigma^j(\omega) \) for some \( j \in \mathbb{N}^k, a \in \Lambda \). Given an operator \( X : \text{Range} P(\omega) \to \text{Range} \tilde{P}(\omega) \), we would like to define an operator \( Y \) which intertwines the representations by setting

\[
Y|_{\text{Range} P(\{\gamma\})} := \tilde{t}_a(\tilde{t}_{\omega(0,j)})^*Xt_{\omega(0,j)}t_a^*.
\]

The essence of the proof consists in showing that \( Y \) is well defined – that is, independent of our choice of \( j,a \). The idea is essentially the same as the content of Theorem [10.9] in the case where \( X \) is unitary, so we omit the details.

For (c), let \( \mathcal{H} = \text{Range} P(\{\omega\}) \), and \( \mathcal{H} = \text{Range} \tilde{P}(\{\omega\}) \). Recall from Theorem [10.9] above that if \( \mathcal{H} \) and \( \mathcal{H} \) have the same dimension, any unitary \( U_\omega \in \mathcal{U}(\mathcal{H}, \mathcal{H}) \) can be used to construct an intertwiner

\[
\bigoplus_{\gamma \in \text{Orbit}(\omega)} U_\gamma : \bigoplus_{\gamma \in \text{Orbit}(\omega)} \text{Range} P(\{\gamma\}) \to \bigoplus_{\gamma \in \text{Orbit}(\omega)} \text{Range} \tilde{P}(\{\gamma\}).
\]

In the same way, if \( T_\omega \) is a finite linear combination of unitary elements in \( B(\mathcal{H}) = B(\text{Range} P(\{\omega\})) \), defining for \( \gamma = a\sigma^j(\omega) \) the bounded operator

\[
T_\gamma = t_a^*t_{\omega(0,j)}T_\omega t_{\omega(0,j)}t_a^*.
\]

Theorem [10.9] shows that \( T_\gamma \) is well-defined and that

\[
\bigoplus_{\gamma \in \text{Orbit}(\omega)} T_\gamma : \bigoplus_{\gamma \in \text{Orbit}(\omega)} \text{Range} P(\{\gamma\}) \to \bigoplus_{\gamma \in \text{Orbit}(\omega)} \text{Range} P(\{\gamma\})
\]

intertwines the representation \( \{t_\lambda\}_{\lambda \in \Lambda} \) with itself.
Consequently, the set of intertwiners between \( \{t_\lambda\}_{\lambda \in \Lambda} \) and itself contains the span of the unitary elements in \( B(\mathcal{H}) = B(\text{Range } P(\{\omega\})) \). However, by Russo-Dye’s Theorem, the closure of the span of the unitary elements in \( B(\mathcal{H}) \) is exactly \( B(\mathcal{H}) \). By Schur’s Lemma, our representation is irreducible if and only if the self-intertwiners of \( \{t_\lambda\}_{\lambda \in \Lambda} \) consist solely of scalar multiples of the identity. But by our preceding construction, we see that this happens if and only if the dimension of \( \mathcal{H} = \text{Range } P(\{\omega\}) \) is equal to 1, as desired. \( \square \)

10.1 Relation between monic and purely atomic representations

A version of the following result, for the Cuntz algebras \( O_N \), was established in Theorem 3.15 of [30].

**Theorem 10.11.** Let \( \Lambda \) be a finite \( k \)-graph with no sources. Let \( \{t_\lambda : \lambda \in \Lambda\} \) be a purely atomic representation of \( C^*(\Lambda) \) on a separable Hilbert space \( \mathcal{H} \). Suppose that \( t_\lambda t_\lambda^* \neq 0 \) for all \( \lambda \in \Lambda \). Then the representation is monic if and only if for every atom \( x \in \Lambda^{\infty} \), \( P(\{x\}) \) is one-dimensional. Moreover, in this case the associated measure \( \mu \) arising from the monic representation is atomic.

**Remark 10.12.** Since \( L^2(\Lambda^{\infty}, \mu) \) is separable for any measure \( \mu \) associated to a monic representation, in the setting of Theorem 10.11 we conclude that the set of atoms for \( \mu \) must be countable.

**Proof.** Suppose that the given purely atomic representation \( \{t_\lambda : \lambda \in \Lambda\} \) on \( \mathcal{H} \) is monic, with cyclic vector \( \xi \) for \( \{t_\lambda t_\lambda^*\}_{\lambda \in \Lambda} \). Then by Theorem 8.2 we can assume that \( \mathcal{H} \) is of the form \( L^2(\Lambda^{\infty}, \mu) \), where the measure \( \mu \) is given by the projection valued measure \( P \) determined by the representation, i.e. \( \mu(Z(\lambda)) = \langle P(Z(\lambda))\xi, \xi \rangle = \|t_\lambda^*\xi\|^2 \) for \( \lambda \in \Lambda \). Since \( \{t_\lambda\}_\lambda \) is purely atomic, \( \mu(\{\omega\}) = \|P(\{\omega\})\xi\|^2 \) is nonzero iff \( \omega \in \Omega \). In other words, the atoms of \( \mu \) are precisely the atoms of \( P \).

To show that \( P(\{\omega\}) \) is always a rank-one projection for an atom \( \omega \), we argue by contradiction. Suppose that there exists \( \omega \in \Lambda^{\infty} \) and a strict subprojection \( Q_\omega \leq P(\{\omega\}) \) with \( Q_\omega \neq P(\{\omega\}) \). For any \( \gamma = a \sigma^j(\omega) \in \text{Orbit}(\omega) \), write

\[
Q_\gamma = t_\alpha t_\omega^{(0,j)}Q_t\omega^{(0,j)}t_\alpha^*,
\]

and set \( Q = \bigoplus_{\gamma \in \text{Orbit}(\omega)} Q_\gamma \).

The fact that the projections \( P(\{\gamma\}) \) are mutually orthogonal implies that \( Q \) is indeed a sum of orthogonal projections. Moreover, Proposition 10.4 implies that each summand \( Q_\gamma \) is a strict subprojection of \( P(\{\gamma\}) \).

We will show that \( t_\eta Q = Q t_\eta \) for all \( \eta \in \Lambda \). Since \( \{t_\lambda\}_{\lambda \in \Lambda} \) is monic by assumption, Theorem 7.13 and Theorem 8.2 will then imply that \( Q \) must be a multiplication operator, which contradicts the fact that each \( Q_\gamma \) is a strict subprojection of \( P(\{\gamma\}) \).

Fix \( \eta \in \Lambda \) and \( \gamma = a \sigma^j(\omega) \). As in the proof of Proposition 7.10

\[
Q_\gamma t_\eta = t_\alpha t_\omega^{(0,j)}Q_\omega t_\omega^{(0,j)}t_\alpha^* t_\eta = \sum_{(\rho, \zeta) \in \Lambda^{\min}(a, \eta)} t_\alpha t_\omega^{(0,j)}Q_\omega t_\omega^{(0,j)}t_\rho t_\zeta^*.
\]

93
By Proposition 10.4, $t^*_{\omega(0,j)}Q_{\omega(0,j)} = Q_{\sigma(\omega)(0,j)} = Q_{\sigma(\omega)}P(Z(\omega(0,j)+d(\rho)))$, and $t^*_{\omega(0,j)+d(\rho)}P = 0$ unless $\rho = \omega(0,j)+d(\rho)$. Thus, the sum collapses to (at most) a single term: Writing $m = d(\rho) = d(a) \lor d(\eta) - d(a)$,

$$Q_\gamma t_\eta = \begin{cases} t_\eta Q_{\sigma(\omega)}t_{\omega(j,j+m)}t^*_\zeta, & \eta \zeta = a\omega(j, j + m) \\ 0, & \eta \zeta \neq a\omega(j, j + m) \end{cases}$$

Now, using the fact that $Q_{\sigma(\omega)} = t_{\omega(j,j+m)}t^*_{\omega(j,j+m)}Q_{\sigma(\omega)}$, we obtain that if $Q_\gamma t_\eta \neq 0$,

$$Q_\gamma t_\eta = t_\eta t^*_{\omega(j,j+m)}Q_{\sigma(\omega)}t_{\omega(j,j+m)}t^*_\zeta = t_\eta Q_{\omega(\sigma+m)(\omega)}.$$  

For each fixed $\eta$, the map

$$a\sigma^j(\omega) \mapsto \zeta_{\omega}(\sigma + j)(\omega), \quad \text{where } a\omega(j, m + j) = \eta \zeta,$$

is a bijection from $\{\gamma \in \text{Orbit}(\omega) : Q_\gamma t_\eta \neq 0\}$ to $\{\tilde{\gamma} \in \text{Orbit}(\omega) : t_\eta Q_{\tilde{\gamma}} \neq 0\}$. (Surjectivity follows by observing that, given $\eta \in \Lambda$ and $\tilde{\gamma} = \zeta_{\sigma^j}(\omega)$ with $s(\eta) = r(\zeta)$, we can take $a = \eta \zeta, j = q$ to construct the preimage $\gamma$ of $\tilde{\gamma}$.)

It now follows that, as claimed,

$$Q t_\eta = t_\eta Q.$$  

Conversely, suppose that $\{t_\lambda : \lambda \in \Lambda\}$ is a purely atomic representation of $C^*(\Lambda)$ on a separable Hilbert space $\mathcal{H}$ such that for every atom $x \in \Lambda^\infty$, $P(\{x\})\mathcal{H}$ is one-dimensional. Let $\Omega \subset \Lambda^\infty$ be the support of the associated projection valued measure $P$ on $\Lambda^\infty$. Since $\mathcal{H}$ is separable and since $P(\{x\})\mathcal{H}$ is orthogonal to $P(\{y\})\mathcal{H}$ for $x, y \in \Omega, x \neq y$, we must have that $\Omega$ is countable; let us enumerate $\Omega = \{\omega_n\}_{n=1}^\infty$. Then

$$\sum_{n=1}^\infty P(\{\omega_n\}) = \text{Id}_\mathcal{H},$$

where the convergence is in the strong operator topology. For each $n \in \mathbb{N}$, choose a unit vector $e_n \in P(\{\omega_n\})\mathcal{H}$, and note that $\text{span}\{e_n\} = P(\{\omega_n\})\mathcal{H}$. Define $\xi \in \mathcal{H}$ by

$$\xi = \sum_{n=1}^\infty \frac{e_n}{2^n}.$$  

We note that $P(\{\omega_n\})(\xi) = \frac{e_n}{2^n}$. It follows that for each $n \in \mathbb{N}$,

$$e_n \in \text{span}\{t_\lambda t^*_\chi \omega_n(\omega_n) : \lambda \in \Lambda\}.$$  

This is due to the fact that for each $n \in \mathbb{N}$,

$$\lim_{j \to \infty} t_{\omega_n(0,j)}t^*_{\omega_n(0,j)}(\xi) = \lim_{j \to \infty} P(Z(\omega(0,j)))(\xi) = P(\{\omega_n\})(\xi) = \frac{e_n}{2^n}.$$  

Therefore $\xi$ is a cyclic vector for $\{t_\lambda t^*_\chi : \lambda \in \Lambda\}$, so that this representation is monic. \hfill $\Box$
11 Permutative representations of $C^*(\Lambda)$

Here we study permutative representations of $C^*(\Lambda)$. These are similar, but not precisely equivalent, to the atomic representations of single-vertex $k$-graphs studied by Davidson, Power and Yang in [22]; see that paper and the references therein for more details.

11.1 Definition of permutative representations

**Definition 11.1.** (c.f. Definition 4.9 of [31].) Let $\Lambda$ be a row-finite $k$-graph with no sources. A representation $\{t_\lambda\}_{\lambda \in \Lambda}$ of $C^*(\Lambda)$ on a Hilbert space $\mathcal{H}$ is called permutative if $\mathcal{H}$ has an orthonormal basis $\{e_i : i \in I\}$ for some index set $I$ such that for each $\lambda \in \Lambda$ there are subsets $J_\lambda$ and $K_\lambda$ of $I$ and a bijection $\tilde{\sigma}_\lambda : J_\lambda \to K_\lambda$ satisfying

(a) For each $n \in \mathbb{N}^k$, $\cup_{\lambda \in \Lambda^n} J_\lambda = \cup_{\lambda \in \Lambda^n} K_\lambda = I$;

(b) For each $\lambda \in \Lambda$ and $\nu \in s(\lambda)\Lambda$, we have $K_\nu \subset J_\lambda$ and $\tilde{\sigma}_\lambda \circ \tilde{\sigma}_\nu = \tilde{\sigma}_{\lambda\nu}$. (This implies $J_{\lambda\nu} = J_\nu$ whenever $s(\lambda) = r(\nu)$).

(c) $t_\lambda(e_i) = e_{\tilde{\sigma}_\lambda(i)}$ for $i \in J_\lambda$, and $t_\lambda(e_i) = 0$, for $i \notin J_\lambda$.

(d) $t_\lambda^*(e_{\tilde{\sigma}_\lambda(i)}) = e_i$ for $i \in J_\lambda$, and $t_\lambda^*(e_j) = 0$ for $j \in K_\nu$, if $\lambda \neq \lambda'$ but $d(\lambda) = d(\lambda')$.

**Remark 11.2.** Alternatively, one can view a permutative representation as a $\Lambda$-semibranching representation arising from a countable discrete measure space $(X, m)$, where $m(x) = 1$ $\forall x \in X$. (The coding maps $\tilde{\sigma}^n$ of the $\Lambda$-semibranching function system are defined in Proposition 11.4 below.) In particular, the faithful separable representation of Theorem 3.4 is also a permutative representation.

We first prove:

**Lemma 11.3.** Let $\Lambda$ be a row-finite $k$-graph with no sources. Let $\{t_\lambda\}_{\lambda \in \Lambda}$ be a permutative representation of $C^*(\Lambda)$ on a Hilbert space $\mathcal{H}$, and let $\{J_\lambda\}_{\lambda \in \Lambda}$ and $\{K_\lambda\}_{\lambda \in \Lambda}$ be as in Definition 11.1. Then for $n \in \mathbb{N}^k$, if $\lambda, \lambda' \in \Lambda^n$ and $\lambda \neq \lambda'$, then we have $K_\lambda \cap K_{\lambda'} = \emptyset$.

**Proof.** We recall if $\lambda, \lambda' \in \Lambda^n$ then

$$t_{\lambda'}^* t_\lambda = \delta_{\lambda', \lambda} s(\lambda).$$

So, for $\lambda, \lambda' \in \Lambda^n$ with $\lambda \neq \lambda'$, if there exists $j \in K_\lambda \cap K_{\lambda'}$, we could find $i \in J_\lambda$ with $\tilde{\sigma}_{\lambda'}(i) = j$, and $k \in J_{\lambda'}$ with $\tilde{\sigma}_{\lambda'}(k) = j$. But then by definition of permutative representation, we would have

$$t_{\lambda'}^* t_\lambda(e_i) = t_{\lambda'}^*(e_{\tilde{\sigma}_{\lambda'}(i)}) = t_{\lambda'}^*(e_j) = t_{\lambda'}^*(e_{\tilde{\sigma}_{\lambda'}(k)}) = e_k \neq 0.$$

But this contradicts the fact that $t_{\lambda'}^* t_\lambda = 0$ for $\lambda \neq \lambda'$, so we must have $K_\lambda \cap K_{\lambda'} = \emptyset$. $\square$

We define the **encoding map** $E$ from the index set $I$ into $\Lambda^n$ by

$$E(i)((0, n)) = \lambda,$$

where $\lambda$ is the unique element of $\Lambda^n$ such that $i \in K_\lambda$. (56)
To see that \( E(i) \in \Lambda^\infty \) is well defined, we must check that if \( m \geq n \) and \( \lambda = E(i)((0, n)) \), so that \( i \in K_\lambda \), then \( E(i)((0, m)) = \lambda \nu \) for some \( \nu \in \Lambda \). Thus, suppose that \( m \geq n \in \mathbb{N}^k \).
Write \( E(i)((0, m)) = \mu \). Then there exists a unique \( j' \in J_\mu \) with \( \tilde{\sigma}_\mu(j') = i \in K_\mu \).
Write \( \mu = \lambda \nu' \) where \( d(\nu') = n \). We will show that \( \lambda = \lambda' \). Since \( J_\mu = J_{\lambda \nu'} = J_{\nu'} \) and
\[
\tilde{\sigma}_{\lambda \nu'} = \tilde{\sigma}_{\lambda'} \circ \tilde{\sigma}_{\nu'},
\]
we obtain \( i = \tilde{\sigma}_{\lambda'}(\tilde{\sigma}_{\nu'}(j')) \in K_{\lambda'}. \) Lemma \( \ref{lem:condition} \) now implies that \( \lambda = \lambda' \).

**Proposition 11.4.** Let \( \Lambda \) be a row-finite \( k \)-graph with no sources and let \( I \) be an index set associated to a permutative representation \( \{t_\lambda\}_{\lambda \in \Lambda} \) of \( C^*(\Lambda) \). Suppose that \( E : I \to \Lambda^\infty \) is the encoding map given in \( \ref{eq:encoding} \). Then we have the following.

(a) For each \( i \in I \) and \( n \in \mathbb{N}^k \), there is a unique \( \lambda \in \Lambda^n \) and \( i_n \in J_\lambda \subset I \) such that \( \tilde{\sigma}_\lambda(i_n) = i \). Writing \( \tilde{\sigma}^n(i) = i_n \), we have \( \tilde{\sigma}_{\lambda} \circ \tilde{\sigma}^n(i) = i \) for all \( i \in K_\lambda \), and \( \tilde{\sigma}^n \circ \tilde{\sigma}_\lambda(i) = i \) for all \( i \in J_\lambda \).

(b) The map \( E : I \to \Lambda^\infty \) defined above satisfies
\[
\sigma_\lambda(E(i)) = E(\tilde{\sigma}_\lambda(i)) \quad \text{for} \quad i \in J_\lambda, \quad \text{and} \quad \sigma^n(E(i)) = E(\tilde{\sigma}^n(i)) \quad \text{for} \quad i \in I.
\]

**Proof.** For (a), notice that for \( n \in \mathbb{N}^k \), we have \( I = \bigcup_{\lambda \in \Lambda^n} K_\lambda \), so that fixing \( i \in I \), there is a unique \( \lambda \in \Lambda^n \) such that \( i \in K_\lambda \). Since \( \tilde{\sigma}_\lambda \) is a bijection from \( J_\lambda \) to \( K_\lambda \), there is a unique \( i_n \in J_\lambda \) such that \( \tilde{\sigma}_\lambda(i_n) = i \).

Also, by definition of \( \tilde{\sigma}^n \), we have that \( \tilde{\sigma}_\lambda \circ \tilde{\sigma}^n(i) = \tilde{\sigma}_\lambda(i_n) = i \) for all \( i \in K_\lambda \), and similarly \( \tilde{\sigma}^n \circ \tilde{\sigma}_\lambda(i) = i \) for all \( i \in J_\lambda \).

For (b), recall \( \omega \in \Lambda^\infty \) is in the domain of \( \sigma_\lambda \) if and only if \( r(\omega) = s(\lambda) \). So recalling that \( E(i)((0, 0)) \) is the unique \( v \in \Lambda^0 \) such that \( i \in J_v \), we will have \( \sigma_\lambda(E(i)) \) is defined if and only if \( s(\lambda) = E(i)((0, 0)) \), i.e. \( i \in J_{s(\lambda)} = J_{r(E(i))}. \)

Recall \( \tilde{\sigma}_\lambda(i) \) is defined only when \( i \in J_\lambda \), and that Condition (b) of Definition \( \ref{def:condition} \) implies that \( J_\lambda = J_{s(\lambda)} \subset I \). Also, by definition, if \( i \in J_\lambda \), we have \( \tilde{\sigma}_\lambda(i) \in K_\lambda \), and then by definition of the map \( E \), we obtain
\[
E(\tilde{\sigma}_\lambda(i))((0, d(\lambda))) = \lambda.
\]

On the other hand, notice that Condition (b) of Definition \( \ref{def:condition} \) forces \( K_v = J_v \) and \( \tilde{\sigma}_v = id \) for all \( v \in \Lambda^0 \). Therefore, the fact that \( J_\lambda = J_{s(\lambda)} \) implies that \( r(E(i)) = s(\lambda) \). Consequently,
\[
\sigma_\lambda(E(i))((0, d(\lambda))) = \lambda.
\]

We thus can see if \( n' \in \mathbb{N}^k \) and \( n' \leq d(\lambda) \),
\[
\sigma_\lambda(E(i))((0, n')) = E(\tilde{\sigma}_\lambda(i))((0, n')) = \lambda(0, n').
\]

Now suppose \( m \in \mathbb{N}^k \), \( m \neq n \). Let \( \ell = m \lor n \), the coordinatewise maximum of \( m \) and \( n \). Then \( n \leq \ell \) and \( m \leq \ell \). Find \( n' \), \( m' \in \mathbb{N}^k \) such that \( n + n' = m + m' = \ell \). Write \( \eta := \sigma_\lambda(E(i))((0, \ell)) = \eta \); by the factorization property, we can find \( \lambda', \gamma, \gamma' \in \Lambda \) with \( d(\lambda') = n', d(\gamma) = m, \) and \( d(\gamma') = m' \) such that \( \eta = \lambda \lambda' = \gamma\gamma' \). Then
\[
\eta = \sigma_\lambda(E(i))((0, \ell)) = \sigma_\lambda(E(i))((0, n + n')) = \lambda E(i)((0, n')).
\]
It moreover follows that $E(i)((0, n')) = \lambda'$.

Our earlier argument now implies that $\sigma_\lambda(E(i))((0, m)) = \gamma$. Now, we observe that

$$E(\tilde{\sigma}_\lambda(i))((0, \ell)) = E(\tilde{\sigma}_\lambda(i))((0, n + n')) = \lambda\lambda' = \eta,$$

since an argument similar to the one we used to show that $E(i)$ is well defined will tell us that $\eta$ is the unique element of $\Lambda^\ell$ such that $\tilde{\sigma}_\lambda(i) \in K_\eta = K_{\lambda\lambda'}$. For, we note that finding $i'$ in $J_{\lambda'}$ such that $\tilde{\sigma}_{\lambda'}(i') = i \in K_\lambda$, we then obtain from our initial properties of these maps:

$$\tilde{\sigma}_\lambda(i) = \tilde{\sigma}_\lambda \circ \tilde{\sigma}_{\lambda'}(i') = \tilde{\sigma}_{\lambda\lambda'}(i') = \tilde{\eta}(i'),$$

so that

$$(\tilde{\sigma}_\lambda(i))((0, \ell)) = E(\tilde{\eta}(i'))((0, \ell)) = \eta.$$

Since $\eta = \gamma \gamma'$ with $d(\gamma) = m$, we also have

$$E(\tilde{\sigma}_\lambda(i))((0, m)) = E(\tilde{\eta}(i'))((0, m)) = \gamma.$$

It follows that for all $m \in \mathbb{N}^k$,

$$\sigma_\lambda(E(i))((0, m)) = \gamma = E(\tilde{\sigma}_\lambda(i))((0, m)),$$

proving the first equality of (b).

From this, we will deduce the second equality. Let $i \in I$, $n \in \mathbb{N}^k$, and suppose that $E(i)((0, n)) = \lambda \in \Lambda^n$. Then setting $i_n = \sigma^n(i)$, we have $i_n \in J_\lambda$, $i = \tilde{\sigma}_\lambda \circ \sigma^n(i) = \tilde{\sigma}_\lambda(i_n) \in K_\lambda$. Moreover, the first equality of (b) gives

$$\sigma_\lambda(E(i_n)) = E(\tilde{\sigma}_\lambda(i_n)).$$

We now apply $\sigma^n$ to both sides of this equation to obtain:

$$\sigma^n \circ \sigma_\lambda \circ E(i_n) = \sigma^n \circ E \circ \tilde{\sigma}_\lambda(i_n),$$

so that $E(i_n) = \sigma^n \circ E \circ \tilde{\sigma}_\lambda(i_n)$. But this implies

$$E \circ \tilde{\sigma}^n(i) = \sigma^n \circ E(i).$$

When $E$ is injective, we obtain the following corollary.

**Corollary 11.5.** Let $\Lambda$ be a row-finite $k$-graph with no sources. Let $\{S_\lambda\}$ be a permutative representation of $C^*(\Lambda)$ on a Hilbert space $\mathcal{H}$, and let $\{e_i : i \in I\}$ be the “permuted” basis for $\mathcal{H}$. Let $E : I \to \Lambda^\infty$ be the encoding map of Equation (56). Then if $E$ is one-to-one, the set $I$ can be identified with a subset of infinite paths $\Omega := E(I)$ in $\Lambda^\infty$ and the maps $\{\tilde{\sigma}_\lambda : \lambda \in \Lambda\}$ and $\{\tilde{\sigma}^n : n \in \mathbb{N}^k\}$ can be identified with the corresponding shifts and coding maps on the subset $E(I) =: \Omega$ of $\Lambda^\infty$.

**Proof.** Since $E$ is a bijection from $I$ onto $\Omega \subset \Lambda^\infty$, the map $E^{-1} : \Omega \to I$ is well-defined, and we obtain from Proposition 11.4

$$E^{-1} \circ \sigma_\lambda \circ E(i) = \tilde{\sigma}_\lambda(i) \quad \text{for } i \in J_\lambda, \quad \text{and} \quad E^{-1} \circ \sigma^n \circ E(i) = \tilde{\sigma}^n(i) \quad \text{for } i \in I. \quad \square$$
11.2 Decomposition of permutative representations

The following is an extension of Theorem 4.13 of [31] from the case of the Cuntz algebras $O_N$ to the much broader setting of higher-rank graph $C^*$-algebras.

**Theorem 11.6.** Let $\Lambda$ be a row-finite $k$-graph with no sources and let $\{t_\lambda : \lambda \in \Lambda\}$ be a purely atomic representation of $C^*(\Lambda)$ on a Hilbert space $\mathcal{H}$. If the representation is supported on an orbit of aperiodic paths, then the representation is permutative. Moreover the representation can be decomposed into a direct sum of permutative representations with injective encoding maps.

**Proof.** Let $P$ be the projection valued measure associated to the representation $\{S_\lambda : \lambda \in \Lambda\}$ and suppose it is supported on $\Omega \subset \Lambda^\infty$, which by our earlier results can be decomposed into orbits corresponding to a decomposition of the original representation. So let us assume that our set $\Omega$ is equal to a single orbit of the aperiodic path $\omega \in \Omega \subset \Lambda^\infty$.

As in the proof of Theorem 4.13 of [31], let $\{e_{\omega,\ell}\}_{\ell \in J}$ be an orthonormal basis for $P(\Omega) = \bigoplus_{a \in \Lambda : s(a) = r(\sigma^j(\omega))} \bigoplus_{j \in \mathbb{N}^k} P(\{a\sigma^j(\omega)\})\mathcal{H}$ for an index set $J$.

We know that every point in the orbit of $\omega$ is of the form $a\sigma^j(\omega)$, for some finite path $a$ and an element $j \in \mathbb{N}^k$. Moreover, since $\omega$ is an aperiodic path, this decomposition is unique. We define an orthonormal basis on $P(\{a\sigma^j(\omega)\})\mathcal{H}$ by

$$e_{a\sigma^j(\omega),\ell} = e_\gamma,\ell : \gamma \in \Omega, \ell \in J.$$ 

As in the case for ordinary Cuntz algebras, we can check that setting

$$\mathcal{H}_\ell = \text{span} \bigcup_{j \in \mathbb{N}^k} \{S_a S_{\omega(0,j)}^* e_{\omega,\ell} = e_{a\sigma^j(\omega),\ell}\} = \{e_\gamma,\ell : \gamma \in \Omega\},$$

each $\mathcal{H}_\ell$ is an invariant subspace for the representation, and

$$\mathcal{H} = \bigoplus_{\ell \in J} \mathcal{H}_\ell.$$ 

Thus, in this case, our index set for the orthonormal basis for $\mathcal{H}$ is given by:

$$I := \{(a\sigma^j(\omega) = \gamma, \ell) : \gamma \in \Omega, \ell \in J\}.$$
Returning to our notation in Definition 11.1, if \( a \in \Lambda \), then
\[
J_a = \{ (\gamma, \ell) : \ell \in J, \gamma \in \Omega \mid s(a) = r(\gamma) \},
\]
and
\[
K_a = \{ (\gamma, \ell) : \ell \in J, \gamma \in \Omega, \gamma(0, d(a)) = a \}.
\]
The encoding map from
\[
I = \{ (a\sigma^j(\omega) = \gamma, \ell) : \gamma \in \Omega, \ell \in J \}.
\]
is evidently given by
\[
E((\gamma, \ell)) = \gamma.
\]
The maps
\[
\tilde{\sigma}_a : J_a \to K_a
\]
are given by
\[
\tilde{\sigma}_a((\gamma, \ell)) = (a\gamma, \ell),
\]
and the coding maps
\[
\tilde{\sigma}^n(\gamma, \ell) = (\sigma^n(\gamma), \ell).
\]
One calculates that the desired conditions of Definition 11.1 hold, and one can verify that taking the afore-mentioned orthonormal basis for the subspace \( \mathcal{H}_\ell \), and restricting the encoding map \( E \) to that basis, the encoding map \( E \) will be injective.

\[
\square
\]
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