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Abstract: Due to the high power bills and the negative environmental impacts, workflow scheduling with energy consciousness has been an emerging need for modern heterogeneous computing systems. A number of approaches have been developed to find suboptimal schedules through heuristics by means of slack reclamation or trade-off functions. In this article, a memetic algorithm for energy-efficient workflow scheduling is proposed for a quality-guaranteed solution with high runtime efficiency. The basic idea is to retain the advantages of population-based, heuristic-based, and local search methods while avoiding their drawbacks. Specifically, the proposed algorithm incorporates an improved non-dominated sorting genetic algorithm (NSGA-II) to explore potential task priorities and allocates tasks to processors by an earliest finish time (EFT)-based heuristic to provide a time-efficient candidate. Then, a local search method integrated with a pruning technique is launched with a low possibility, to exploit the feasible region indicated by the candidate schedule. Experimental results on workflows from both randomly-generated and real-world applications suggest that the proposed algorithm achieves bi-objective optimization, improving makespan, and energy saving by 4.9% and 24.3%, respectively. Meanwhile, it has a low time complexity compared to the similar work HECS.
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1. Introduction

A heterogeneous computing system (HCS) refers to a system that incorporates different types of processing units (PUs). It has been ubiquitous in both scientific and industrial applications, not only because it can provide parallel processing and high performance powered by large numbers of PUs, but also due to its high efficiency and scalability derived from the complementarity of diverse types of PUs [1]. For example, more than half of the top 10 supercomputing systems in the world employ CPU-accelerator heterogeneous architectures to maximize performance and efficiency [2]. Besides the optimization in hardware organization and architecture, the efficiency of a HCS heavily depends on the effective utilization of the PUs inside. Hence, extensive efforts have been made in task scheduling approaches [3–13], which are commonly regarded as software techniques to improve system efficiency. Generally, a parallel application to run in a HCS can be decomposed into a set of lightweight tasks with precedence constraints, which can be described by a directed acyclic graph (DAG) or a workflow. Traditional workflow scheduling schemes concentrate on minimizing the total completion time, namely makespan, without violating precedence constraints.

However, it has been found that the single metric from the aspect of time efficiency is insufficient to evaluate modern HCSs, since their power consumption has become a critical issue due to the high cost of energy along with the negative environmental impacts. According to the report by National Resources Defense Council (NRDC) in the USA,
the data centers in 2013 consumed 91 billion kWh of electricity, comparable to the production of 34 large coal-fired power plants [14]. Furthermore, global data centers are predicted to cost 5% of the world’s electricity production while causing 3.2% of the worldwide carbon emissions by 2025 [15]. On the other hand, a large portion of PUs tend to have relatively low average utilization, spending most of their time in the 10–50% utilization range [16], which results in a massive waste of electricity and resources. Therefore, a growing number of workflow scheduling approaches have been developed to accommodate the needs for energy reduction coupled with makespan minimization [17–25]. With the aid of the dynamic voltage frequency scaling (DVFS) technique that has been incorporated into common processors, schedulers are enabled to reduce the energy consumption at the expense of processing speed, which may increase the overall completion time of the application. Regarding the incompatibility of the two interests, a trade-off between makespan and energy consumption, or bi-objective optimization, still remains a challenge for energy-efficient workflow schedulers.

Given the NP-complete complexity of its general form [26], the problem of bi-objective workflow scheduling is even more complicated, since the scheduling algorithm needs to take additional considerations for frequency selections and makespan-energy trade-offs, other than task-to-processor mappings and precedence constraint satisfaction. From the experience of traditional time-efficient workflow scheduling schemes, the methodologies to solve the scheduling problem can be dichotomized into two major groups, namely heuristic and metaheuristic [4,8,9]. The heuristic-based algorithms normally have high runtime efficiency as they narrow down the search process to an extremely limited solution space by a set of efficient rule-based policies. These rules have significant effects on the results, but are not likely to be consistent for a wide range of problems. In contrast, the metaheuristic-based algorithms are less efficient because of the high computational cost generated by the incorporated combinatorial process, but they have demonstrated robust performance in various scheduling problems due to their power in searching more solution regions [8–13]. Furthermore, the metaheuristic group can be classified into two subcategories: single solution-based (e.g., tabu search, simulated annealing, and local search) and population-based (e.g., genetic algorithm and particle swarm optimization) [27]. The single solution-based method exploits more solutions along a promising trajectory from a single starting point, while the population-based method concurrently track a set of seeding schedules to explore more solution space. Each of the two methods has its own strengths and weaknesses, but have high complementarity to each other. To this end, the memetic algorithm (MA) appears to be a natural choice, but is rarely applied to the problem of energy-efficient workflow scheduling. Formally, a memetic algorithm is a population-based metaheuristic composed of an evolutionary framework and a set of local search algorithms that are activated during the bi-objective optimization search. The overall scheme generally involves three major phases. The first phase is task prioritizing, which has already revealed its significant effect on the quality of schedules [3,4]. Each task permutation under the precedence constraints indicates an independent portion of the solution space, which can be explored by a population-based method. The second phase is inspired by the fact that minimizing makespan usually helps with energy reduction. Thus, an earliest finish time (EFT)-based heuristic is utilized to provide a time-efficient candidate solution in the given portion. Based on this candidate, a local search method is applied with a certain probability to exploit better solutions in the third phase. To accommodate bi-objective optimization,
the improved non-dominated sorting genetic algorithm (NSGA-II) [29] is employed for the evolutionary framework. The main contributions of this article are listed below.

- A memetic algorithm for energy-efficient workflow scheduling is proposed to integrate the abilities of exploration and exploitation with a relatively low time complexity. The search process towards optimal schedules is expected to spread intentionally and deeply.
- A novel local search algorithm incorporated with a pruning technique is developed to accelerate the exploitation process. Furthermore, it is proven that launching the local search with a low probability is sufficient for a stable result.
- A baseline solution generated by a time-efficient scheduling algorithm is introduced as a good seed, as well as a direction for the evolutionary search, ensuring the bi-objective optimization to produce quality-guaranteed schedules.
- Extensive simulations are conducted to validate the proposed algorithm by comparisons with related algorithms on workflows of both randomly-generated and real-world applications. Experimental results reveal the superior performance and the high efficiency of the proposed algorithm.

The rest of this article is organized as follows: Section 2 briefly reviews related work and existing approaches. Section 3 describes the system model, the application model, and the energy model used in this article. Section 4 details the proposed algorithm, while Section 5 gives the experimental results and analyses. Conclusions and suggestions for future work are provided in Section 6.

2. Related Work

A workflow means a group of tasks and their dependencies, while workflow scheduling is the allocation of tasks to resources without violating precedence constraints. There can be multiple objectives for workflow scheduling. In this article, we concentrate on the overall completion time (makespan) and the total energy consumption while executing the workflow. In this section, we first review related work on time-efficient workflow scheduling, which has been extensively studied, then investigate recent energy-efficient workflow scheduling schemes.

2.1. Time-Efficient Workflow Scheduling

The goal of time-efficient scheduling is to minimize the makespan. Existing approaches fall into two major groups: heuristic [3–7] and metaheuristic [8–13].

The heuristic-based group can be further classified into three subcategories: list [3–5], clustering [6], and duplication scheduling [7]. They normally offer suboptimal solutions with polynomial time complexity. Among these heuristics, the majority is list scheduling, which is usually composed of two phases: a task prioritizing phase to arrange task execution sequences and a processor selection phase to designate the best processor for each individual task. For example, the heterogeneous earliest finish time (HEFT) algorithm [3] considers upward rank values as task priorities and selects processors by an earliest finish time (EFT)-based heuristic. In the predict earliest finish time (PEFT) algorithm [4], an optimistic cost table (OCT) that implements a look-ahead feature is used for task prioritization, as well as processor selection to obtain makespan improvements. Similarly, the improved PEFT (IPEFT) algorithm [5] calculates task priorities with a pessimistic cost table (PCT) and selects processors with extra considerations of the critical tasks, so that the makespan can be further optimized. However, the performance of list scheduling algorithms relies on rule-based policies. Once the task sequence is determined, the search of list scheduling is narrowed down to a quite small portion of the solution space, thus producing a local optimal solution. The other two heuristic-based subcategories, clustering [6] and duplication [7], make a strong assumption that enough processors are available for the clustering process and task duplication, respectively, which cannot be satisfied in most real-world applications. Moreover, these algorithms require higher time complexity than list scheduling.
In comparison to heuristic-based approaches, metaheuristic ones usually incorporate a combinatorial search. The quality of the solution can be improved by more iterations, at the expense of more computational cost. Recently, most well-known metaheuristics, such as the genetic algorithm (GA) [8–10], ant colony optimization (ACO) [11], particle swarm optimization (PSO) [12], and tabu search (TS) [13], have been successfully applied to workflow scheduling. For example, a novel heuristic-based hybrid genetic-variable neighborhood search (GVNS) algorithm [8] adopts the task priorities generated by HEFT and combines a genetic algorithm with a variable neighborhood search (VNS) algorithm to exploit the intrinsic structure of the solutions. The multiple priority queues genetic algorithm (MPQGA) [9] incorporates an evolutionary framework with a heuristic-based algorithm, where a genetic algorithm is used to offer task priorities and the EFT-based heuristic is employed for task-to-processor mappings. Based on that, the task scheduling algorithm using multiple priority queues and a memetic algorithm (MPQMA) [10] leverages a genetic algorithm along with a hill climbing method to assign a priority to each task while using the EFT-based heuristic for processor selections. These algorithms appear to have different encoding schemes or different evolutionary operations, but they happen to coincide in collaboration with heuristics or local search methods. This is due to the fact that the search incurs a large solution space and high computational cost, especially when the scale of the workflow grows. The hybrid scheme has revealed its effectiveness and efficiency in this research field.

2.2. Energy-Efficient Workflow Scheduling

In practice, most HCSs are built for high performance computing. Thus, time efficiency is almost always the first priority for workflow scheduling, even with additional considerations. In this case, both energy consumption and makespan should be taken into account in energy-efficient workflow scheduling. According to the outcome expectancy of the algorithms, existing approaches can be divided into two categories: namely independently [17–22] and simultaneously [23–25,30].

In the independent mode, a "two-pass" method is widely used, in which a time-efficient schedule is provided in the first pass by a separate time-efficient scheduler, such as HEFT [3], then the slack time in the schedule is reclaimed for energy reduction in the second pass. For examples, R-DVFS [17] reviews a given schedule and executes the task along the same path as uniformly as possible using the lowest available frequency. The enhanced energy-efficient scheduling (EES) [18] heuristic performs energy reduction by executing the nearby tasks on the same processor at a uniform frequency for global optimality. In the group-then-individual (GTI) algorithm [19], the working frequency level of each task would be rescaled in the group of assigned processors and then individually, to obtain global optimization. The maximum-minimum-frequency DVFS (MMF-DVFS) method [20] and the multiple voltage–frequency selection DVFS (MVFS-DVFS) method [21] leverage linear combinations of multiple frequency levels to execute tasks so that the slack time in the given schedule can be fully utilized. Furthermore, our previous work, the linear-programming DVFS (LP-DVFS) algorithm [22], gives the best combination of multiple frequencies for energy minimization through a linear-programming method. These algorithms can achieve bounded schedule qualities since the makespan has been determined by a time-efficient scheduler beforehand. Thus, makespan can be regarded as a deadline constraint during the energy optimization, which also implies that there is no room for makespan improvement.

In the simultaneous mode, makespan and energy consumption are considered at the same time, usually through a global function, in which trade-offs are made for each task in every decision episode. For examples, the energy-conscious scheduling (ECS) heuristic [23] develops a relative superiority (RS) metric to balance time and energy factors for each task-to-processor mapping, and relies on a makespan-conservative energy reduction (MCER) process for further optimization. Based on this study, a hybridization of the genetic algorithm with ECS, namely HECS [24], is proposed to explore more solution space. Furthermore, respecting that ECS is costly in CPU time, HECS develops a multi-start
approach to make the algorithm run faster. Another similar bi-objective heuristic EECS [25] is proposed to enhance ECS by developing a new global function with considerations on more factors and replacing MCER with a new global energy saving (GES) technique. The effectiveness of these algorithms heavily depends on the objective function. Meanwhile, these algorithms always incorporate a further optimization phase (e.g., MCER and GES), which is essentially a local search method and computationally expensive. On the other hand, they cannot provide quality-guaranteed schedules due to the lack of guiding information, such as a deadline constraint.

Besides the above categories, a number of research works focus on energy-efficient workflow scheduling on specific applications. For example, as the streaming jobs on Hadoop can be formulated as a DAG, two types of energy-efficient workflow scheduling heuristics are proposed for the energy efficiency extension on YARN (yet another resource negotiator) [31]. To address the energy consumption of interconnection networks, a heuristic list-based network energy-efficient workflow scheduling (NEEWS) algorithm is proposed to investigate the efficiency of the computing nodes, as well as the interconnection networks in the HCS [32].

In summary, although metaheuristics and hybrid methods have been successfully used for time-efficient workflow scheduling, few have been applied to energy-efficient scenarios. The HECS approach provides a combination of the genetic algorithm and an ECS-based method, which is CPU-expensive and lacks intentional exploitation. In this article, a hybrid scheme MA-DVFS based on the memetic algorithm is proposed to realize bi-objective optimization with high runtime efficiency.

3. Models and Problem Formulation

In this section, we describe the system, application, and energy models used in our work, then formulate the optimization problem we studied.

3.1. System Model

A HCS consists of a set $H$ of $m$ heterogeneous processors that are fully connected by a high-speed network. Each processor $p_i$ is DVFS-enabled and has a discrete set of voltages $V_i = \{V_{i,1}, V_{i,2}, \ldots, V_{i,M_i}\}$ coupled with a discrete set of frequencies $f_i = \{f_{i,1}, f_{i,2}, \ldots, f_{i,M_i}\}$, where $M_i$ is the number of $p_i$'s voltage/frequency levels. The power consumption of $p_i$ running at $V_{i,j}/f_{i,j}$ is denoted as $P_{i,j}$. The DVFS technique enables processor $p_i$ to utilize either the maximum voltage/frequency level $V_{i,\text{max}}/f_{i,\text{max}}$ for high performance or the minimum voltage/frequency level $V_{i,\text{min}}/f_{i,\text{min}}$ for power savings. For example, the Intel i7-4770K CPU consumes approximately 64 watts during idle time, while its power consumption increases to 148 watts during peak time. Compared to the execution time of one task (at least 1 s), the switching overhead between different voltage/frequency levels (30–150 $\mu$s) can be ignored [33]. Table 1 lists the voltage/frequency pairs of four real-world processors. It can be observed that variations in both voltage and frequency occur simultaneously.

| Level | AMD Athlon-64 | Intel Pentium M | AMD Opteron 2218 | AMD Turion MT-34 |
|-------|--------------|----------------|------------------|-----------------|
|       | $V$ (V)      | $f$ (GHz)     | $V$ (V)          | $f$ (GHz)       |
| 1     | 1.5          | 2.0           | 1.484            | 1.4             |
| 2     | 1.4          | 1.8           | 1.463            | 1.2             |
| 3     | 1.3          | 1.6           | 1.308            | 1.0             |
| 4     | 1.2          | 1.4           | 1.180            | 0.8             |
| 5     | 1.1          | 1.2           | 0.956            | 0.6             |
| 6     | 1.0          | 1.0           | -                | -               |
| 7     | 0.9          | 0.8           | -                | -               |
3.2. Application Model

A large-scale application is decomposed into a set of lightweight tasks for parallel processing, which are commonly described by a directed acyclic graph (DAG) or a workflow. A workflow $G = (V, E, W, C)$ is mainly comprised of $n$ nodes and $e$ edges, which represent tasks and dependencies, respectively. Due to the heterogeneous architecture, the execution time of task $v_i \in V$ varies among different processors, and the computation cost of task $v_i$ executed on processor $p_j$ (at its maximum frequency level) is defined as $w_{i,j}$. For $n$ processors, we have an $n \times m$ matrix $W$ to describe the computation cost distribution of workflow $G$. An edge $e_{i,j} \in E$ denotes that task $v_i$ cannot be started until it finishes data transmission from task $v_j$, which implies a strict partial order on task set $V$. The communication cost between task $v_i$ and task $v_j$ is defined as $c_{i,j}$. For $e$ edges, we have a set $C$ to describe the communication cost distribution of workflow $G$. Figure 1 illustrates a sample workflow with 10 tasks and its complementary matrix $W$ of the computation cost on four processors in Table 1. For more clarity, a set of related definitions is given as follows.

**Figure 1.** A sample workflow with 10 tasks and the complementary matrix.

**Definition 1.** $v_i \prec_e v_j$: denotes the partial order between task $v_i$ and task $v_j$ if $\exists e_{i,j} \in E$.

**Definition 2.** $\text{pred}(v_i)$: denotes the set of all predecessor tasks of task $v_i$. A task with $\text{pred}(v_i) = \emptyset$ is called an entry task, namely $v_{\text{entry}}$.

**Definition 3.** $\text{succ}(v_i)$: denotes the set of all successor tasks of task $v_i$. A task with $\text{succ}(v_i) = \emptyset$ is called an exit task, namely $v_{\text{exit}}$.

**Definition 4.** Critical path: denotes the longest path from an entry task to an exit task, including all computation and communication costs.

**Definition 5.** CCR (communication-to-computation ratio): denotes the ratio of the average communication cost to the average computation cost. A high CCR value indicates a communication-intensive workflow, while a low CCR value implies a computation-intensive workflow.

**Definition 6.** $t_i$: denotes the actual execution time of task $v_i$ in a given schedule, which can be calculated by:

$$t_i = \frac{f_j,_{\text{max}}}{f_j,_{\text{actual}}} \times w_{i,j},$$

where $w_{i,j}$ is task $v_i$’s computation cost when running on processor $p_j$ and $f_j,_{\text{max}}$ and $f_j,_{\text{actual}}$ are the maximum frequency level and the actual working frequency level, respectively.
Definition 7. \( \text{AST}(v_i) \): denotes the actual start time (AST) of task \( v_i \).

Definition 8. \( \text{AFT}(v_i) \): denotes the actual finish time (AFT) of task \( v_i \).

Definition 9. \( \text{EST}(v_i, p_j) \): denotes the earliest start time (EST) of task \( v_i \) when executing on processor \( p_j \). It is given by:

\[
\text{EST}(v_i, p_j) = \max \left\{ \text{avail}(p_j), \max_{v_k \in \text{pred}(v_i)} \{ \text{AFT}(v_k) + c_{k,j} \} \right\},
\]

where \( \text{avail}(p_j) \) denotes the earliest available time of processor \( p_j \).

Definition 10. \( \text{EFT}(v_i, p_j) \): denotes the earliest finish time (EFT) of task \( v_i \) when executing on processor \( p_j \). It is given by:

\[
\text{EFT}(v_i, p_j) = \text{EST}(v_i, p_j) + w_{i,j}.
\]

Definition 11. makespan: denotes the overall completion time of a workflow, which is determined by the actual finish time of the last exit task. It can be represented by:

\[
\text{makespan} = \max_{\text{succ}(v_i) = \emptyset} \{ \text{AFT}(v_i) \}.
\]

3.3. Energy Model

During the whole execution period of a workflow, each individual processor in the HCS is either activated to run tasks or in the idle state for receiving data. Therefore, the overall energy consumption is comprised of two parts: the active part and the idle part [23], given by:

\[
E_{\text{total}} = E_{\text{active}} + E_{\text{idle}}.
\]

The active part \( E_{\text{active}} \) is contributed by the execution of all tasks, which can be calculated by:

\[
E_{\text{active}} = \sum_{i=1}^{n} (P_i \times t_i),
\]

where \( P_i \) is the power consumption for executing task \( v_i \). The idle part \( E_{\text{idle}} \) is consumed by processors in the idle state before the completion of all tasks, which can be calculated by:

\[
E_{\text{idle}} = \sum_{j=1}^{m} (P_{j,\text{idle}} \times t_{j,\text{idle}}),
\]

where \( P_{i,\text{idle}} \) is the power consumption of processor \( p_j \) in the idle state and \( t_{j,\text{idle}} \) is the idle time of processor \( p_j \) before the application completes.

3.4. Problem Formulation

In this article, we consider static scheduling in which task dependencies and the cost distribution are given beforehand. Based on the above models, the problem of energy-efficient workflow scheduling can be described as: Given a workflow \( G \), we need to search for a schedule \( \pi \) that includes task prioritization, processor assignment, and frequency selection, so that the overall completion time \( \text{makespan} \) and the total energy consump-
tion $E_{\text{total}}$ can be minimized simultaneously. It can be classified as a typical bi-objective optimization problem, which can be formulated by:

$$\min \left\{ \text{makespan}(\pi), \ E_{\text{total}}(\pi) \right\}$$

subject to:

\begin{align}
(1) \quad & AFT(v_i) + c_{ij} \leq AST(v_j), \quad \forall v_i \prec_v v_j, \ v_i, v_j \in V \\
(2) \quad & \sum_{j=1}^{M} \sum_{k=1}^{1} x_{i,j,k} = 1, \quad \forall i \in \{1, 2, \ldots, n\}, \forall x_{i,j,k} \in \pi
\end{align} \tag{8}

where Constraint (1) ensures that the precedence constraints in the workflow are not violated and $x_{i,j,k} = 1$ represents that task $v_i$ is scheduled to run on processor $p_j$ at frequency level $f_{j,k}$, otherwise $x_{i,j,k} = 0$. Consequently, Constraint (2) implies that a task is executed only once by using one frequency level.

4. The MA-DVFS Algorithm

This section presents the detailed description of the proposed algorithm, including the overall algorithm flow and the concepts of the memetic algorithm.

4.1. The Algorithm Flow

The main algorithm flowchart of the proposed MA-DVFS is demonstrated in Figure 2, which can be divided into three parts: First, a multi-objective evolutionary algorithm, e.g., NSGA-II, is employed as the main framework to explore a new solution space, as well as to evaluate individuals in each generation. Second, an EFT-based heuristic is utilized to point out a time-efficient schedule in the specified portion of the solution space. Third, a local search method integrated with a pruning technique is adopted with a low probability to exploit energy-efficient schedules in the given region. After several rounds of repeats, the best solution is reported.

![Figure 2. The algorithm flowchart of the memetic algorithm (MA)-dynamic voltage frequency scaling (DVFS). EFT, earliest finish time.](image-url)
From the aspect of the final schedule, the task priority queue is produced by the evolutionary algorithm, which indicates a feasible region in the solution space, as shown in Figure 3. The processor/frequency selections are determined by the EFT-based heuristic together with the local search method. The overall algorithm leverages a combination of population-based, heuristic-based, and local search methods to coordinate exploration and exploitation for bi-objective workflow scheduling.

Figure 3. Feasible regions indicated by different task priority queues.

4.2. Encoding Scheme and Search Space Analysis

Encoding of individuals is one of the most fundamental and important steps in an evolutionary algorithm. In the scenario of energy-efficient workflow scheduling, each solution consists of three segments, including task, processor, and frequency, as illustrated in Figure 4. The task segment contains a permutation of integers 1, 2, \ldots, n, representing a valid task priority queue, which must be one of the topological orders of the workflow [9]. Each gene in the processor segment can be an arbitrary index ranging from one to m, while each gene in the frequency segment is restricted to the corresponding interval from one to $M_i$ of the candidate processor $p_i$. Hence, each column of the individual represents one element of the schedule. For example, the first column in Figure 4 denotes $x_{1,3,1} = 1$, which represents that task $v_1$ is scheduled to run on processor $p_3$ using frequency $f_{3,1}$.

![Figure 4. Encoding of a solution.](image)

In fact, the encoding process reveals a huge search space. Task prioritizing has at most $n!$ possibilities when all tasks are independent. Moreover, there can be $M^n$ possible assignments in the processor/frequency selection phase, where $M = \sum_{j=1}^{m} M_j$ represents all frequency levels in the HCS. Thus, the search space of the energy-efficient workflow scheduling problem is in the order of $O(n! \times M^n)$, which challenges the search ability and efficiency of conventional evolutionary algorithms.

4.3. Population Initialization

The evolutionary algorithm starts from an initial population, the quality of which is critical for the search process and the final result. The initial population consists of $popSize$ individuals, in each of which the task segment can be randomly generated under precedence constraints while the rest of the segments can be filled by an EFT-based heuristic and the local search method described later. Specifically, the task segments in the initial population are chosen from the set of topological orders for diversification. With a good uniform coverage, the individuals can be well spread to cover the whole feasible solution space [9], as demonstrated in Figure 3. However, the quality of the initial population...
cannot be guaranteed if it is generated in a totally random manner. In this case, a good seeding schedule can be introduced to improve the population quality and convergence speed. Meanwhile, it can be utilized as a reference point in the solution space to guide the searching process.

Based on the above idea, the process of population initialization is depicted in Algorithm 1. First, a seeding individual \( \pi_0 \) is generated by the HEFT algorithm and added into the initial population \( \text{pop} \) (Line 1). Then, a task priority queue is randomly chosen from the set of topological orders with a tabu list to avoid duplication (Line 3). Each task in the queue is allocated to a processor by an EFT-based heuristic to generate a schedule \( \pi_i \) (Line 4). After \( \text{popSize} - 1 \) rounds of repeats, the rest of the individuals of the initial population are finally generated.

**Algorithm 1.** Population initialization.

**Input:** \( G, H, \text{popSize} \)

**Output:** \( \text{pop} \)

1. Generate a seeding individual \( \pi_0 \) by HEFT and add it to \( \text{pop} \)
2. for \( i = 1 \) to \( \text{popSize} - 1 \) do
3. Randomly generate a task priority queue by topological sorting with a tabu list
4. Allocate tasks to processors by the EFT-based heuristic to generate a schedule \( \pi_i \)
5. Add \( \pi_i \) to \( \text{pop} \)
6. end for
7. return \( \text{pop} \)

4.4. Fitness Evaluation and Pareto Archive

Fitness in an evolutionary algorithm represents how close a given solution is to the optimum solution. In single objective optimization, a fitness function (also known as the evaluation function) is defined to evaluate a solution. In time-efficient workflow scheduling, makespan can be used for fitness evaluation, where a smaller makespan implies a better fitness. In the bi-objective scenario, a fitness function also can be defined by normalization, but the coefficients of the fitness function need to be tested and optimized. Instead, MA-DVFS applies the non-dominated sorting of NSGA-II to evaluate the fitness of each solution. The non-dominated sorting aims to divide a solution set into a number of disjoint ranks, by means of comparing the values of the same objective. The non-dominated comparison operator is defined as follows.

**Definition 12.** \( \pi_a \prec \pi_b \): \( \pi_a \) is said to be better than \( \pi_b \), if and only if \( \forall i \in \{1, 2\}, f_i(\pi_a) \leq f_i(\pi_b) \) and at least \( \exists j \in \{1, 2\}, f_j(\pi_a) \leq f_j(\pi_b) \), where \( f_1, f_2 \) represent makespan and \( E_{\text{total}} \), alternatively.

After non-dominated comparison, solutions of a smaller rank are better than those of a larger rank, and solutions of the same rank are viewed equally important. Solutions of the smallest rank comprise a Pareto set, which is the ultimate goal for bi-objective optimization.

In order to obtain quality-guaranteed schedules, as well as to accelerate the convergence speed, we introduce a Pareto archive to store and maintain schedules that are better than the seeding solution during each cycle of the generation. The population evaluation process is shown as Algorithm 2. First, the current population \( \text{pop} \) is evaluated by the non-dominated sorting (Line 1). Then, schedules better than the seeding solution \( \pi_0 \) are regarded as good candidates and stored in \( \text{pop'} \) (Lines 2–7). Finally, each schedule in \( \text{pop'} \) is added to \( \text{paretoArchive} \) if it did not already exist (Line 8). Note that when updating \( \text{paretoArchive} \), the non-dominated sorting order is always maintained simultaneously. In this case, if the size of \( \text{paretoArchive} \) is limited, solutions in the tail can be dropped.
Algorithm 2. Population evaluation.

Input: $\pi_0$, pop, paretoArchive

Output: pop', paretoArchive

1: Apply non-dominated sorting in NSGA-II to pop to generate pop'
2: pop'‘ $\leftarrow \emptyset$
3: for each individual $\pi_i \in$ pop' do
4:   if $\pi_i \prec \pi_0$ then
5:     Add $\pi_i$ to pop''
6:   end if
7: end for
8: Update paretoArchive with pop'' to obtain a new paretoArchive'
9: return pop' and paretoArchive'

4.5. Evolutionary Operations

To produce offspring for the next generation, evolutionary algorithms have to use the current population to create the children by a series of evolutionary operations, including crossover, mutation, and selection. In MA-DVFS, the evolutionary framework is mainly used to explore diverse task priority queues. In this case, the above operations are applied to the task segment, which is commonly used in population-based methods for time-efficient workflow scheduling [9,24].

4.5.1. Crossover Operator

Crossover is the process of emulating generation alternation and producing offspring from selected parents. As previously mentioned, the crossover operator is applied to the task segment of the schedule. In this case, the operator should be responsible for producing valid offspring, which means new task priority queues are also topological orders of the workflow. To this end, we use a topological order preserving heuristic to generate offspring, as shown in Algorithm 3. First, two individuals are selected from the parent population, named as Parent1 and Parent2, on which a crossover point is randomly selected (Line 2). Then, for Offspring1, genes of the left part are cloned from Parent2 (Line 3) while the rest are inherited from Parent2 in its original topological order (Lines 4–8), and Offspring2 is generated in the same way (Lines 9–14). Figure 5 demonstrates a sample process of the crossover operator. We leverage a single crossover point in MA-DVFS since it has been proven to be topological order preserving [9] and is simple yet sufficient for task priority exploration.

Figure 5. Crossover operation.
Algorithm 3. Crossover operator.

Input: Parent1, Parent2

Output: Offspring1, Offspring2

1: Offspring ← ∅, Offspring2 ← ∅
2: Choose a random crossover point \( i \in (1, n) \)
3: Offspring1[1..i] ← Parent1[1..i]
4: for each \( j \) from 1 to \( n \) do
5: if Parent2[\( j \)] does not exist in Offspring1 yet then
6: Append Parent2[\( j \)] to the tail of Offspring1
7: end if
8: end for
9: Offspring2[1..i] ← Parent2[1..i]
10: for each \( j \) from 1 to \( n \) do
11: if Parent1[\( j \)] does not exist in Offspring2 yet then
12: Append Parent1[\( j \)] to the tail of Offspring2
13: end if
14: end for
15: return Offspring1 and Offspring2

4.5.2. Mutation Operator

Mutation is analogous to biological mutation, which is used to maintain genetic diversity. The mutation operator changes a gene with a certain probability, thus helping the search algorithm escape from local optimal solutions. For a task priority queue, mutation should be performed without violating the precedence constraints. To this end, once a mutation point is provided, the closest predecessor and successor can be determined according to Definitions 2 and 3. Only positions between the predecessor and the successor (except the mutation point) should be considered as a new position, as shown in Figure 6. If the new position is selected, the two genes are interchanged to produce a new individual.

![Figure 6. Mutation operation.](image)

4.5.3. Selection Operator

The selection operator is used to select individuals from the parent population for breeding the next generation. The primary objective of the selection operator is to emphasize the good individuals and eliminate bad ones; thus, the population should be evaluated, normally by a fitness function, which is not used in MA-DVFS. Instead, we
adopt a tournament [34] strategy for selecting candidates. The measurement of fitness of the population is implemented by the non-dominated sorting as mentioned in Section 4.4; thus, individuals having the best fitness are then selected.

4.6. Local Search

Since a candidate schedule, which indicates a feasible region in the solution space, has been determined by the population-based metaheuristic and the EFT-based heuristic, the goal of the following step is to find the best solution in this region. However, it is a classic combinatorial optimization problem, which has \( M^n \) possible solutions. We leverage a local search technique to tackle this problem.

Specifically, a hill climbing method is employed to get the local optima. Hill climbing is one of the local optimization methods, which starts from a given solution and seeks an improvement by incrementally modifying its configurations. The algorithm of local search with pruning is described in Algorithm 4. For a given schedule \( \pi \) (Line 1), each processor/frequency pair can be examined in the order of task priorities in \( \pi \) (Lines 2–17). Furthermore, two pruning steps, which consider the factors of makespan (Lines 6–8) and energy (Lines 9–11), respectively, are incorporated into each iteration to narrow down the searching space, thus reducing the runtime cost of the algorithm significantly. Since the best solution is recorded during the searching process (Lines 12–14), a local optimum is finally obtained (Line 18). For example, when the algorithm is applied to the workflow shown in Figure 7 and the processors listed in Table 1, it can improve the HEFT on energy saving by 15.9\% (no makespan improvement). Meanwhile, the incorporated pruning technique contributes to the acceleration of the local search process by 69.2\%.

Algorithm 4. Local search with pruning.

**Input:** a solution \( \pi \)

**Output:** a local optimal solution \( \pi^* \)

1: \( \pi^* \leftarrow \pi \)

2: for each \( v_i \) in \( \pi^* \) from left to right do

3:     for each \( p_j \in H \) do

4:         for each \( f_{j,k} \) of \( p_j \) do

5:             Reallocate \( v_i \) to \( p_j \) at \( f_{j,k} \) to formulate a new solution \( \pi' \)

6:             if \( (f_{j,k} = f_{j,\text{max}}) \& \& (\text{makespan}(x') > \text{makespan}(x^*)) \) then

7:                 break

8:             end if

9:             if \( (v_i \notin V_{CP}) \& \& (f_{j,k} = f_{j,\text{min}}) \& \& (E_{\text{total}}(\pi') > E_{\text{total}}(\pi^*)) \) then

10:                break

11:           end if

12:           if \( \pi' \prec \pi^* \) then

13:               \( \pi^* \leftarrow \pi' \)

14:           end if

15:       end for

16:   end for

17: end for

18: return \( \pi^* \)
4.7. The Overall Algorithm

The overall algorithm is described by Algorithm 5. The initial population $pop$ is generated by Algorithm 1 and evaluated in the next step to initialize the $paretoArchive$ (Line 2). So far, the seeding solution provided by HEFT has been included in $paretoArchive$ to ensure the quality of the final result. Then, the algorithm falls into $g_{\text{max}}$ rounds of iterations as a population-based method algorithm always does. In each generation, a series of evolutionary operations, including selection, crossover, and mutation, as described above, is applied to the current individuals to generate a new population $pop'$ (Line 5). The EFT-based heuristic used in HEFT is utilized to allocate tasks to processors without considering frequency assignments (Lines 6–8). The underlying intuition of this strategy is that reducing the total execution time usually results in a more energy-efficient schedule, since the occupancy of a HCS consumes energy every second. After that, the new population $pop'$ is evaluated while the $paretoArchive$ is updated accordingly by Algorithm 2 (Line 9). Then, the local search method as defined in Algorithm 4 is launched with a certain sampling rate to a random subset of the population (Lines 10–14). Finally, the routine replacement strategy in NSGA-II is applied to form the new generation (Line 15). The evolution process is terminated when the maximum number of generations is reached. The final solution can be reported by popping the first item of $paretoArchive$ (Line 17).

Algorithm 5. The MA-DVFS algorithm.

Input: $G, H, g_{\text{max}}$

Output: $\pi^*$

1: Call Algorithm 1 to generate initial population $pop$
2: Call Algorithm 2 to evaluate $pop$ and initialize $paretoArchive$
3: $g \leftarrow 0$
4: while $g < g_{\text{max}}$ do
5:   Selection, crossover, and mutation to generate a new population $pop'$
6:   for each $\pi_i$ in $pop'$ do
7:      Allocate tasks in $\pi_i$ to processors among $H$ by the EFT-based heuristic
8:   end for
9:   Call Algorithm 2 to evaluate $pop'$ and update $paretoArchive$
10:  if Sampling condition is met then
11:     Randomly select an individual $\pi$ from $pop'$ and $paretoArchive$
12:     Call Algorithm 4 to do local search to produce $\pi'$
13:     Update $paretoArchive$ with $\pi'$
14:  end if
15:  Combine and sort $pop$ and $pop'$ to select individuals for the next generation $pop$
16: end while
17: $\pi^* \leftarrow$ the first population in $paretoArchive$
18: return $\pi^*$

According to the procedures of the algorithm, MA-DVFS is able to provide a quality-guaranteed schedule, benefiting from the seeding schedule and the Pareto archive. Furthermore, with the aid of non-dominated sorting in NSGA-II, MA-DVFS keeps approaching the Pareto front to obtain bi-objective optimization. The time complexity of MA-DVFS is analyzed as follows. Each individual needs to execute evolutionary operations, the time
complexity of which is $O(g \times p \times e \times m)$, where $g$ is the number of generations, $p$ is the population size, $e$ is the edge number of the workflow, and $m$ is the number of processors. Taking the local search into account, the overall time complexity of the algorithm is in the order of $O(g \times (p \times e \times m + (e + n) \times M))$.

![Figure 7. Sample workflow of two real-world applications.](image)

5. Evaluation

In this section, we first present the experimental settings and comparison metrics, then validate the effectiveness of the proposed algorithm in terms of scheduling performance, Pareto dominance, and runtime efficiency. In addition, we examine the impact of the local search possibility to derive a reasonable sampling rate.

5.1. Experimental Setting

We considered experiments on two sets of workflows: randomly-generated application and real-world application. For the randomly-generated application, we used a synthetic workflow generation program and followed the same parameters in related work [3,4]. For real-world applications, two well-known parallel applications, including Gaussian elimination and the Laplace equation solver were considered as the benchmark workflows, as shown in Figure 7. Rather than the number of tasks, two new parameters, namely matrix size $s$ and number of variables $v$, are used to represent the scales of the Gaussian workflow and the Laplacian workflow, while the total number of nodes in the workflow of the two applications is equal to $\frac{s^2 + s - 2}{2}$ and $v^2$, respectively. These applications retain the same graph structures once the scales of the workflow are fixed, but they can be various with different CCRs. Besides, the experimental HCSs are comprised of processors listed in Table 1, and different numbers of processors are considered to simulate different concurrent environments. Table 2 summarizes the key parameters used in the experiments.

![Table 2. Experimental parameters. CCR, communication-to-computation ratio.](image)
In order to verify the effectiveness of the proposed MA-DVFS algorithm, we compared it with four related algorithms, including HEFT [3], LP-DVFS [22], local search, and HECS [24]. Among these algorithms, HEFT is the most cited time-efficient scheduler and considered as the baseline for comparisons; LP-DVFS is a single objective workflow scheduler, which has been proven to achieve the upper bound of energy savings; local search is the method given in Algorithm 4, which is able to realize bi-objective optimization independently; HECS is the most similar work, which is also a hybrid evolutionary algorithm. Table 3 lists the parameters used in the two evolutionary algorithms, which follow the setup in HECS. All simulations were programmed in C and performed on a Dell PowerEdge R730 server with an Intel Xeon E5-2620 @ 2.10 GHz CPU and 32GB RAM.

Table 3. Evolutionary parameters.

| Parameter          | HECS  | MA-DVFS |
|--------------------|-------|---------|
| Population size    | 20    | 20      |
| Number of generations | 200   | 200     |
| Crossover rate     | 1     | 1       |
| Mutation rate      | 0.35  | 0.35    |
| Sampling rate      | -     | 0.1     |

For comparative purposes, the two optimization objectives, makespan and $E_{total}$, are normalized to their low bounds: the total completion time and energy consumption of the tasks along the critical path (CP) without considerations of the communication costs, which are commonly referred to as the schedule length ratio (SLR) and energy consumption ratio (ECR) [22–25], defined as follows.

$$SLR = \frac{\text{makespan}}{\sum_{v_i \in V_{CP}} \min_{p_j \in P \{w_{ij}\}}}, \quad (9)$$

$$ECR = \frac{E_{total}}{\sum_{v_i \in V_{CP}} \min_{p_j \in P \{w_{ij}\}} \times \max_{k \in M_{Pj}} \{P_{jk}\}}, \quad (10)$$

where $V_{CP}$ is the set of on-critical-path tasks of the workflow and $P_{jk}$ denotes the power consumption of processor $p_j$ running at the $k$th frequency level.

5.2. Scheduling Performance

We compared the performance of the four algorithms with respect to different application scenarios as listed in Table 2. For different workflow scales, we used eight processors for each type as listed in Table 1, and the CCRs were randomly selected. For different processor numbers, we used the maximum scales of three workflows, namely 200, 20, and 15 for random, Gaussian and Laplacian, respectively, and the CCRs were also randomly selected. For different CCRs, we chose the maximum scale of each workflow, as well as the maximum number of processors to simulate large-scale applications. For each parameter setting, we conducted 100 experiments; thus, we tested the performance on 2800 different scenarios.

We collected all the data from the above experiments and compared the energy-efficient schedulers in terms of makespan and energy consumption based on the baseline provided by HEFT. The overall comparison results are summarized in Table 4. It can be observed that LP-DVFS had no improvement on makespan since it performs a single objective optimization. Considering the energy consumption, LP-DVFS obtained the maximum energy savings under its problem constraints (only frequency levels are adjustable). Local search achieved bi-objective optimization, as we expected, improving the average makespan and energy savings by 0.3% and 14.5%, respectively. The most similar competitor HECS gained an average reduction of 19.2% on energy consumption at the expense of a –9.8% degradation of the makespan, which can be attributed to the lack of guided random
In terms of bi-objective optimization, MA-DVFS was more competitive with the average improvements on makespan and energy saving by 4.9% and 24.3%, which are superior to the improvements achieved by the local search algorithm. This improvement was due to the exploration ability of MA-DVFS.

| Application | LP-DVFS | Local Search | HECS | MA-DVFS |
|-------------|---------|--------------|------|---------|
|              | Makespan | Energy | Makespan | Energy | Makespan | Energy | Makespan | Energy |
| Random       | 0%      | 9.7%   | 0.4%     | 18.2%  | −11.4%   | 19.4%  | 2.2%     | 24.2%  |
| Gaussian     | 0%      | 10.3%  | 0.3%     | 15.1%  | −8.7%    | 20.7%  | 4.5%     | 23.9%  |
| Laplacian    | 0%      | 9.4%   | 0.3%     | 10.3%  | −9.3%    | 17.5%  | 7.9%     | 24.9%  |
| Average      | 0%      | 9.8%   | 0.3%     | 14.5%  | −9.8%    | 19.2%  | 4.9%     | 24.3%  |

5.3. Pareto Dominance

In order to demonstrate the detailed comparison of the two evolutionary algorithms, we compared their Pareto dominance of bi-objective optimization on two applications, including Gaussian and Laplacian. For the scale of the workflow, the matrix size $s$ was set to 14 for Gaussian while the number of variables $v$ was set to 10 for Laplacian, respectively. In both applications, the number of processors $m$ was set to 16, and CCR was set to one. Figure 8 illustrates the Pareto fronts of HECS and MA-DVFS, while the diamond points represent the initial population. It can be seen that HECS performed well in energy saving, but failed in makespan improvement. In contrast, the Pareto front provided by MA-DVFS was closer to the best region. Therefore, by reviewing the Pareto front, MA-DVFS was able to offer a better solution.

Figure 8. Pareto fronts of two evolutionary algorithms. SLR, schedule length ratio; ECR, energy consumption ratio.

5.4. Runtime Efficiency

Among the four algorithms, HEFT and LP-DVFS are heuristics, which have polynomial running time, and local search belongs to the single solution-based metaheuristic, which is also relatively runtime efficient. Hence, the comparison was carried out between the two population-based algorithms, namely HECS and MA-DVFS, which are more comparable. Figure 9 depicts the average time cost of the two algorithms to process each generation in the above experiment. Requiring executing the ECS search for each individual, the HECS algorithm spends much more time in each generation, with 18.9 s and
15.9 s for Gaussian and Laplacian, respectively. Comparatively, the MA-DVFS algorithm consumes only 0.134 s and 0.071 s for the two applications, respectively. This significant improvement can be attributed to the combination of the EFT-based heuristic and the local search method with pruning. In addition, launching the local search process with a relatively low sampling rate helps to accelerate the algorithm as well.

![Figure 9. Average time cost for each generation.](image)

5.5. Impact of the Local Search Possibility

As listed in Table 3, the sampling rate of local search in the above experiments was set to only 0.1. In order to validate this parameter setting, we examined the impacts of different sampling rates on the Gaussian and Laplacian applications used above. Figure 10 exhibits the impacts of different sample rates from 0.1 to one, in steps of 0.1, on SLR, ECR, and average runtime cost. It can be observed that the scheduling performance represented by SLR and ECR has rare fluctuations when the sampling rate changes, whereas the runtime cost increases sharply with the increasing sampling rate. Hence, a sampling rate as low as 0.1 is sufficient to guarantee the quality of the final result.

![Figure 10. Impact of the sampling rate.](image)
6. Conclusions

In this article, a novel memetic algorithm for energy-efficient workflow scheduling on DVFS-enabled heterogeneous computing systems, MA-DVFS, is proposed by means of incorporating NSGA-II with an EFT-based heuristic and a local search method. Although the proposed local search method was already able to provide suboptimal schedules through single solution-based exploitation, it can be enhanced by a genetic framework to explore more task priority queues. Furthermore, it has been proven that a low sampling rate of local search is sufficient to provide high-quality solutions. Experimental results demonstrate the superior performance of the proposed scheme to other related algorithms in terms of makespan and energy saving. Moreover, it has higher runtime efficiency than the population-based competitor.

In future work, the performance of the proposed algorithm can be tested on large-scale HCSSs, as well as workflows extracted from other applications. Incorporating other local search methods, such as tabu search [13] and variable neighborhood search [8], can also be considered.
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