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Abstract: Increasing the implication of IoT data puts a focus on extracting the knowledge from sensors’ raw data. The management of sensors’ data is inefficient with current solutions, as studies have generally focused on either providing cloud-based IoT solutions or inefficient predefined rules. Cloud-based IoT solutions have problems with latency, availability, security and privacy, and power consumption. Therefore, Providing IoT gateways with relevant intelligence is essential for gaining knowledge from raw data to make the decision of whether to actuate or offload tasks to the cloud. This work proposes a model that provides an IoT gateway with the intelligence needed to extract the knowledge from sensors’ data in order to make the decision locally without needing to send all raw data to the cloud over the Internet. This speeds up decisions and actions for real-time data and overcomes the limitations of cloud-based IoT solutions. When the gateway is unable to process a task locally, the data and task are offloaded to the cloud.

Index Terms: Internet of Things, Distributed Intelligence, IoT Gateway, Machine Learning, and Neural Networks.

1. Introduction

Recently, the Internet of Things (IoT) has become very popular as Radio Frequency Identification (RFID), wireless networks, Bluetooth Low Energy (BLE), and sensing and actuating technologies have evolved. It is anticipated that 8.4 billion smart things will be associated with the Internet by 2022, and the number of machine-to-machine (M2M) connections is anticipated to reach 27 billion by 2024 [1]. Enabling the IoT has many challenges that cannot be ignored related to its availability, scalability, energy efficiency, security and privacy, and reliability [2, 3, 4]. Although there are many proposed research that tried to figure out those challenges, most of them are cloud-based and are not the best solution because they do not deal with real-time data [5].

Cloud computing means using distant servers to handle and process data instead of local servers. Recently, researchers have started to look at edge computing [6, 7], as it is closer to smart devices than the cloud. Edge computing enables technologies to allow computing to be done at the edge of the network, near the smart devices. Processing data near the smart devices will help to solve problems related to latency, security and privacy, and power consumption.

Recently, some of the solutions, such as Mozilla gateway [8], have employed rules-based intelligence in edge computing. Conversely, rules-based intelligence does not scale well with the requirement of IoT applications [9], as it needs to define plenty of rules to manage a large number of things. Such intelligence also cannot deal with uncertain events because it only offers pre-assumed intelligence [10].

In fact, many scholars have proposed combining IoT and the cloud in one model that has three layers: an end devices layer, an edge layer, and a cloud layer. At the bottom of this model, the end devices layer has sensors and actuators. Those devices are heterogeneous with regard to power consumption, communication capabilities, and processing capabilities. It can be a battery-operated sensor, a tracking device, or a smartphone.

In general, sensors collect data from the surrounding physical environment and communicate this data to the edge layer for processing. After that, the data is transferred over a local network, such as a wireless network, to the cloud layer. Along the way, the information crosses the edge layer components, such as a gateway, an edge router, or an access point. These components usually perform protocol transactions.

The data is then transmitted over the Internet to the cloud layer. The cloud layer consists of a group of connected, powerful computers that are able to process vast amounts of data. The cloud then processes the received data, enhances it, and integrates it with other information in order to convert it either into knowledge that needs to be stored or into an action that must be taken in the real world.

The action is subsequently passed to the end devices layer through the edge layer until it reaches a certain actuator.
For example, to turn on the heating system in a smart home, sensors collect data about the temperature, time, and motion in the home. It then sends this data to the cloud. The cloud processes the received data, makes a decision either to turn the heating system on or off, and it then tells the smart home application what decision was made.

However, this method of transferring all the generated IoT data to the cloud and returning the decision is inefficient. It also causes problems with latency, availability, security and privacy, and power consumption. Current network architectures and technologies are not sufficient to transfer the increasing amount of IoT data to the cloud and returning information about decisions.

Recently, scholars have been investigating the viability of processing data close to the end devices layer in order to avoid the aforementioned challenges. Many publications have suggested building an IoT gateway in the edge layer that is capable of processing data and making a decision without transferring the data to the cloud [5, 7]. Constrained devices (e.g., Arduino and Raspberry Pi) have acceptable processing capabilities that enable them to act as IoT gateways within the edge layer to process raw data, make a decision, and perform an action. However, constrained devices do not have the same computational power as the cloud, and so the cloud cannot yet be ignored.

The current vision is to integrate people, things, services, and context information [11]. In order to attain this vision, new IoT models are needed. These models should consider real-time data and make quick decisions that can be acted upon by enabling edge computing, as this would provide fast processing, energy efficiency, security, mobility, and heterogeneity.

It would be beneficial for edge computing to be provided with the required intelligence to deal with an uncertain event. On the other hand, cloud computing cannot be omitted since edge computing has limited processing and storage capabilities. Cloud computing has the advantages of a much larger storage space and better processing and data analysis capabilities [12]. Therefore, integrating edge and cloud into one model is required to include the beneficial features of both into one system to reinforce IoT applications.

This work presents a distributed intelligence model (DIM) that integrates the features of edge and cloud layers. Distributed intelligence (DI) in IoT is a paradigm that uses models, techniques, and algorithms to make decisions about whether to process IoT data in the edge layer, cloud layer, or both. In this way, DI provides the desired functionality and performance for IoT applications.

The proposed model enables an IoT gateway to extract most of the knowledge from the sensors’ data and make a decision locally without sending the data to the cloud. Processing and decision-making tasks are done at the IoT gateway instead of in the cloud, thus solving the problem of latency for real-time applications. In cases when the gateway cannot reliably process data and make a decision because it is overloaded or the task is too complex, it offloads the task to the cloud.

The model will be implemented using IBM Cloud and Raspberry Pi as a gateway, sensors, and actuators. The intelligence provided to the gateway will be based on artificial neural networks (ANNs) that will let it take necessary actions after processing the raw data.

In order to validate the effectiveness of the presented model, a smart home application will be implemented to verify the model. For example, when controlling the temperature in a smart home, the sensors will collect data from temperature sensors and motion sensors at the home and then send them to the IoT gateway at the edge layer. The gateway will process the data, make a decision to turn the air conditioning system either on or off based on neural networks algorithm, and send the decision back to the air conditioning system at the home. However, if the gateway is overloaded and unable to process the data, it will forward the task to the cloud layer.

The rest of the paper is presented as follows. Section 2 discusses the related work about IoT architecture and bringing the intelligence to the edge layer. It also provides some proposed work for intelligent IoT systems. Section 3 introduces distributed intelligence with IoT. Section 4 describes the proposed DIM in a smart home as a case study that integrates cloud and edge in order to support IoT-based smart home applications. Section 5 implements the proposed model. Section 6 provides and discusses the experimental results. Finally, section 7 concludes the work and presents possible directions for future work.

2. Related Work

Nowadays, extracting knowledge from collected raw data is one of IoT challenges. A large amount of work is being performed in the field of enabling edge computing to process raw data generated and making the decision. Some of the work focus on enabling an IoT gateway at the edge of the network to process and manage the raw data. Mueller et al. [6] introduce a SwissQM/SwissGate system to program, deploy, and operate wireless sensor networks. They propose a gateway called SwissGate and apply it on smart home applications. Jong-Wang et al. [7] also came up with a sensor network system that consists of one main server and a number of servers acting as gateways and connecting with different sensor networks. Designing such system requires a lot of configurations and high hardware cost.

Many works have tried to counter the intelligence challenges at edge computing. For example, Badlani et al. [13] introduce smart home systems based on artificial neural network. It aims to reduce power consumption through analyzing the human behavior pattern. They trained a single perceptron network using random values of temperature and humidity to control the fan. In order to help disabled persons, Hussein et al. [14] came up with a self-adapting...
intelligence home system that help disabled people to overcome their impediment based on neural network. They used Feed-Forward Neural Network to design intelligent fire alarm system. They also used recurrent neural network to learn the user habits. However, building such system needs a lot of configuration as it needs a server at edge to process and save the data. Furthermore, the number of trained and tested samples was small. Park et al. [15] also came up with the Residual- Recurrent Neural Network architecture for smart home to predict human activities. They evaluated the proposed system using the Massachusetts Institute of Technology (MIT) dataset.

To counter the intelligence challenges in IoT gateway, Wang et al. [16] suggests a framework of smart gateway for smart homes that consists of smart home layer, smart gateway layer, and cloud layer. While the gateway performs data collection, awareness, and reporting, the cloud stores the reported data, and adjusts the data collection and awareness policy. Recent distributed intelligent approach was presented by Rahman et al. [5], they propose a Distributed Intelligence model for IoT gateway based on belief network and reinforcement learning to learn, predict, and make a decision. This system starts based on a small number of predefined rules, after that, the system can change the rules based on past experiences. Another recent distributed intelligent approach is proposed by Allahlo et al. [14], which is an intelligent oil and gas field management and control system based on IoT. It uses several currently available technologies such as SCADA and LabVIEW that is installed on the workstations and microcontrollers connected to wireless networks.

As mentioned above, large effort is being performed in the field of IoT gateway that is located between cloud and end devices. Although there are a large amount of work being done to enable the gateway at edge layer, there is only small improvement towards providing intelligence to the gateway by extracting knowledge from the raw data at IoT gateway to make decision locally. Moreover, small number of papers discussed automatic offloading from the gateway to the cloud in overload situations. On other words, few researches performed in collaborating between the IoT gateway and the cloud when the gateway is unable to analyze the data, make the decision and take the action.

3. Distributed Intelligence

DI in IoT is a paradigm that uses various models, techniques, and algorithms to make decisions to process IoT data either in the edge layer, cloud layer, or both. The development of IoT applications has recently become easier with the availability of development kits, open hardware, and software. IoT applications have also become easy to deploy on the cloud with the availability of PaaS resources and IoT cloud services.

Computer boards such as Arduino and Raspberry pi have shortened the development of IoT applications because these boards can be an IoT gateway between the cloud and the end layer, at the edge layer. However, complications remain at the software level. These boards are not intelligent enough to educe the IoT-based knowledge from data that it receives from sensors and to ultimately make a decision [18].

For current IoT approach, sensors gather raw data from the environment and forward it to the gateway at the edge layer. Thereafter, the gateway converts between the protocols and forwards the data to the cloud. Then, the cloud processes the data, extracts knowledge, and makes a decision of whether to actuate a device. Finally, the cloud sends the decision to the actuator at the end devices layer.

This existing approach of sending all raw data created by end devices to the cloud using an IoT gateway is not efficient. It negatively impacts the network’s reliability, availability, robustness, and security and privacy. Regarding availability, suppose we have a smart home system that is totally cloud-based. Assume there is a fire inside the home, and the Internet connection is lost. In this case, the system will fail to connect with the cloud to process the data and perform the appropriate action.

Some contributions have proposed a basic function for the IoT gateway, such as applying predefined rules that are not efficient, especially when complex IoT applications are involved, as they require a large number of rules. IoT applications connect a considerable number of factors. As a result, the intelligence developed by predefined rules fails to scale well. Furthermore, predefined rules cannot offer intelligence in undefined conditions since they can only offer presumed intelligence.

On the other hand, intelligence should not reside only on the cloud. Nowadays, there is a need for providing intelligence both in the cloud and edge layers. Decisions should be made in either of these layers, depending on which layer will provide the desired functionality and performance. This can be achieved by distributing the intelligence between the edge and cloud layers. DI in IoT means distributing the intelligence over both the edge and the cloud layers in order to provide the required functionality and performance for IoT applications. The IoT gateway at the edge layer should be able to process data, make a decision in most cases, sending data to the cloud only for overloaded tasks.

The question, then, is, ‘How can a gateway be provided with the intelligence needed to obtain knowledge from the data?’ Algorithms and techniques should be running on the IoT gateway. They should also be able to process real-time IoT data and extract knowledge in order to make a decision. Finally, algorithms should be able to perform their functions even when cloud connectivity is lost.

Machine learning can be a powerful solution for processing data produced by IoT devices. Combining machine learning and IoT gateways can help when analyzing data and making decisions locally. This combination can also provide real-time prediction, security, reliability, and availability. However, many IoT gateway controllers, such as
Raspberry Pi and Arduino, have limited processing capabilities. Therefore, the gateway should use several techniques based on CPU utilization, CPU temperature, the number of tasks, and the type of application to determine where to process each incoming task. For example, the gateway might processes only a certain number of incoming tasks simultaneously and offload the rest to the cloud.

4. The Proposed Model and Methodology

This section presents a DIM by offering intelligence at both the edge and the cloud layers. The model was designed in two main steps: designing edge intelligence and designing cloud intelligence.

4.1. Designing Edge Intelligence

Edge intelligence represents the intelligence offered by an IoT gateway based on the data collected from end devices. After receiving an IoT task, the first function of the gateway is to decide where the task should be executed. This is done by testing the gateway’s CPU utilization. The offloading decision is performed using equation (1), where $x$ is CPU utilization and $t$ is the threshold value of CPU utilization. If the value of $f(x)$ is less than or equal to the threshold value, the task will be processed locally. If the value of $f(x)$ is greater than the threshold value, the task will be offloaded to the cloud.

$$f(x) = \begin{cases} 0, & \text{if } 0 \leq x \leq t \\ 1, & \text{if } x > t \end{cases}$$  

The second function of the gateway is to process tasks and take actions locally. This is performed by implementing a neural networks algorithm. For this model, three neural networks algorithms are tuned, implemented, and evaluated to build an algorithm that helps the gateway extract the knowledge from raw data, make decisions, and take action.

The following artificial neural networks algorithms are tested: multi-layer perceptron neural networks, long-short-term memory, and gated recurrent units. One of these algorithms will be chosen to be implemented in the gateway based on the analysis results in the evaluation chapter.

Algorithm 1 is employed to provide the necessary level of intelligence to the gateway while the gateway keeps listening to a coming task. Once a task arrives, the gateway checks its CPU utilization. If it is less than or equal to the threshold, the gateway processes the task locally based on the ANN algorithm. If the task exceeds the threshold, the gateway offloads it to the cloud.

To explain further, suppose the motion sensor starts to detect motion in the living room and the CPU utilization threshold is 75%. A task comes to the gateway to control the light. The gateway checks its CPU utilization, which is 70%. Thus, the gateway decides to process the task locally. The gateway obtains the values of motion, the husband’s location, the wife’s location, the time (morning, afternoon, or evening), and the day (weekday or weekend). Then, the gateway inputs these values into the ANN algorithm to decide whether to turn the light on or off. The ANN algorithm should be trained using a dataset before being implemented on the gateway.

Algorithm 1: The Role of IoT Gateway

```
while new task do
    Data: get the values of parameters related to the task
    if CPU utilization less than or equal the threshold then
        use the trained neural network algorithm to process the task;
    else
        offload the task to the cloud;
end
```

4.2. Designing Cloud Intelligence

Cloud intelligence is the intelligence offered by a cloud-based service based on the data collected from end devices. After the offloading decision is performed by the gateway, the cloud receives the task. The cloud processes the task based on the prior-belief probability distribution of the attributes controlling home appliances (e.g., light and air-conditioning).

The smart home cloud application is configured to have the prior-belief probability [2] needed for the attributes that control the light and air conditioning (Fig.1. and Fig.2.). The beliefs are calculated according to equation 2, where
P(A) is the probability that an action will be taken, and $X_i$ and $Y_i$ are the belief and its value, respectively. The predefined threshold for taking an action is 0.5.

The equation shows how to calculate the probability that the cloud will make one decision over another. For example, for controlling the light, if the motion sensor does not detect motion, if the husband and wife are inside, if it is the evening during the weekend, The probability of turning the light on/off is as follows: $P(l) = (0.35 \times 0.3) + 2 (0.2 \times 0.5 \times 0.6) + (0.3 \times 0.6) + (0.15 \times 0.6) = 0.495$. As $P(l)$ less than the threshold (0.5), the decision will be to turn the light off.

\[ P(A) = \sum_{i=1}^{n} X_i Y_i \]  

(2)

4.3. Workflow

The present work proposes a distributed intelligence model that integrates edge and cloud computing. The model enables fast local data processing of most of the real-time data to support fast decision-making and actions at the gateway. When the gateway is unable to process a task, it is offloaded to the cloud. Fig. 3 illustrates the distributed intelligence model, and the workflow is explained below with controlling the light. The same steps are applied to control the temperature.
Sensors send respective data to the gateway. For example, to control the light in the living room, the gateway needs to collect data from the motion sensor, the husband’s location, the wife’s location, and the light status at each time period to train the ANN model.

The gateway saves data and keeps track of the date and time on a CSV file to train the ANN algorithm.

The gateway keeps listening to an event. When an event happens, it collects the current status of the motion sensor, the husband’s location, and the wife’s location, along with the date and time.

After that, the gateway checks its CPU utilization. For the purpose of dynamic offloading, the CPU utilization threshold of 75% recommended in [18] is used.

If the CPU utilization is below the threshold, the gateway processes the task locally. The gateway uses the ANN trained algorithm to control the light, and then the gateway sends the decision to the smart light to actuate.

If the CPU utilization is equal to or greater than the threshold, the gateway offloads the task to the cloud.

The cloud receives the task with the current values of the motion sensor, the husband’s location, and the wife’s location, as well as the date and time.

The cloud uses the probability distribution values of motion sensors and the husband’s location, as well as the date and time (according to Fig.1.) to decide whether to turn the light on or off. If the value is equal to or greater than the predefined threshold (0.5), the decision is to turn the light on; otherwise, the decision is to turn it off.

The cloud sends the decision to the gateway, which passes it to the smart light to actuate.

5. The Operational Model

To demonstrate our consumption, a real experiment of DIM in a smart home IoT system is conducted. The experiment combines cloud and edge computing to control the light and temperature in the living room. It is assumed that a husband and wife live in the house.

As shown in Fig.4., we have implemented a smart home system. The system includes the gateway, ZigBee USB, the husband’s phone, the wife’s phone, a motion and temperature sensor, a smart bulb, an air conditioning system, and a smart plug. The laptop is used to remotely access the gateway.
The implementation has three main phases: end devices layer implementation, edge layer implementation, and cloud layer implementation (Fig. 5.). The implementation of the three phases is explained below. Table 1. also summarizes the role of each component of the operational model.

### 5.1. End Devices Layer

The end devices layer mainly consists of sensors and actuators. Sensors basically detect the physical phenomena or properties that occur around them and sense several parameters according to the goals of usage, such as temperature and motion. Actuators are the component of the system that performs the actions in response to instructions given by the system, such as turning lights on or off.

In the experimental model, a motion sensor, temperature sensor, smart bulb, smart plug, and two mobile phones (one each for the husband and wife) are configured to control the light and temperature. We use one device to track both motion and temperature. The details of all devices implemented in the end device layer are shown in Table 2.

### Table 2. Description of sensors and actuators.

| Devices     | Producer | Communication |
|-------------|----------|---------------|
| Smart Plug  | Sylvania | ZigBee        |
| Motion sensor | Samsung | ZigBee        |
| Temp sensor | Samsung | ZigBee        |
| Bulb        | Cree     | ZigBee        |
| iPhone 7    | Apple    | Wi-Fi         |
| iPhone 8    | Apple    | Wi-Fi         |

The motion sensor is used to detect whether anyone is home. When the motion sensor detects motion, it means somebody is in the house. When the motion sensor is unable to detect motion, it means either nobody in the house or someone is in the house but is asleep. The two phones are used to detect whether the husband and wife are inside or outside based on whether their phones are connected to the home’s Wi-Fi. For example, when the husband’s phone is connected to the Wi-Fi, it means he is inside the house.

The temperature sensor tracks the temperature inside the house. The values are considered as low, medium, or high. The smart plug is used to connect the air conditioner to the home’s electricity.
5.2. Edge Layer

The edge layer mainly consists of the IoT gateway. Raspberry Pi 3 Model B with a Raspbian GNU/Linux version 10 operating system is used as an IoT gateway controller in order to manage and control end layer devices. Raspberry Pi 3 model B has the following technical specifications [19]: Broadcom BCM2837 64-bit Quad Core Processor running at 1.2 GHz, 1 GB DDR2 internal RAM, Dual Core Video Core IV® Multimedia Co-Processor GPU, 16 GBbytes SSD memory card for loading an operating system and storing data, and BCM43143 (802.11 b/g/n Wireless LAN and Bluetooth 4.1) wireless connectivity.

The implementation starts by connecting devices in the end layer to the IoT gateway controller so that the model can control the light and temperature of the living room. The data is transmitted from the sensors and the actuators to the gateway either via Wi-Fi or ZigBee. Fortunately, the Raspberry Pi supports Wi-Fi wireless communication, and so the mobile phones are connected to the gateway through Wi-Fi. The Raspberry Pi, however, does not support ZigBee by default. A ZigBee USB (Conbee II) is attached to the gateway to connect the end devices that support ZigBee protocol. The hardware specifications of Conbee II are ATSAMR21B18 ARM® Cortex®-M0+ microcontroller, 10 mW transmission power, 200 m signal range in free line of sight, and 256 KByte flash memory.

Sensors and actuators are connected using a Node-Red platform (v1.0.3) [20] that is installed on the gateway. After connecting the sensors to the gateway, the gateway is configured to obtain the sensors’ data every 10 minutes for two weeks and save it in a CSV file to create two datasets (one for light and one for temperature).

In order to build the light dataset, the gateway saves information about light status, motion, the husband’s location, the wife’s location, and the date and time. The day is recorded either as a weekday or weekend, and the time is recorded either as morning, afternoon, or evening. The date and time parameters are added because people’s daily activities change depending on whether it a weekday or weekend. For example, people usually wake up earlier on weekdays than on weekends.

On the other hand, in order to build the temperature dataset, the gateway saves the parameters of the air conditioner’s status, temperature, motion, the husband’s location, the wife’s location, and the time. The air condition’s status is either on or off. The temperature is saved as either cold, medium, or high. The other parameters have the same settings as the light dataset.

5.3. Cloud Layer

After creating the end devices layer and the edge layer, a Node-Red Starter Kit application is created that runs on IBM Cloud [21]. IBM Cloud is a platform on which developers can build, run, and manage applications by integrating existing services from IBM or third-party providers. IBM Cloud is based on an open-source PaaS called cloud foundry, which offers middleware services such as data and workload management.

When the gateway is unable to process a task, it is offloaded to the cloud. The Node-Red cloud application processes the offloaded tasks based on prior beliefs for controlling the light and temperature (Fig.1. and Fig.2.). For example, when the gateway is unable to decide whether to turn the light on or off, it offloads the task to the Node-Red IBM Cloud, which will use prior beliefs to decide whether to turn the light on or off.

Next, an IoT platform service instance is created to act as asynchronous glue among all the components of the IoT D1 operational model. As such, the IoT platform service (Watson IoT) [22] is connected to the Node-RED Starter application located on IBM Cloud. Thereafter, the gateway is connected to the IoT Platform.

5.4. Intelligent IoT Gateway

Providing intelligence to the gateway can be achieved by implementing an ANN algorithm [23]. ANNs is a technique of doing machine learning that try to realize implicit relationships in a series of data through a process that imitate the human brain. ANN is like others machine learning algorithms, used for tasks that are very sophisticated for human to program directly. Some tasks are very complicated that it is difficult for humans to formulate and code for them. So instead, we provide a dataset to a machine learning algorithm and the algorithm try to analyze the data and search fora model that can perform what the programmer have program it to perform.

In this work, ANN algorithms are tuned, implemented, and evaluated to build an algorithm that will help the gateway extract the knowledge from raw data, make decisions, and take appropriate actions. The following ANN algorithms are tested: multi-layer perceptron neural networks (MLPNNs) and two feedforward neural networks (FFNN1 and FFNN2) based on long-short-term memory (LSTMs) and gated recurrent units (GRUs) architectures, respectively. We built the two feedforward neural networks based on RNNs (LSTMs and GRUs) architectures because they performed well in some works of non-sequential data [24, 25], Although RNNs are designed for processing sequential data.

MLPNNs are perceptrons that collaborate with other perceptrons, stacked in different layers, to resolve sophisticated problems. MLPNNs have three layers: input layer, hidden layer, and output layer. Each perceptron in the input layer, sends outputs to all the perceptrons in the hidden layer, and all perceptrons in the hidden layer send outputs to the output layer.

LSTMs networks are an extension for RNNs, which extend the memory. Therefore, they are convenient to learn
from the experiences that have extremely long time gaps in between. LSTMs are able to store and recall information over a long period of time. The fundamental element to LSTMs is the cell state, the line cross the top of the diagram. LSTMs have the ability to remove or add information to the cell state, carefully arranged by structures called gates. Gates are a way to pass information cross. LSTMs have three of these gates to protect and control the cell state that are forget, input and output gate.

Another extension for RNNs are Gated Recurrent Units (GRUs) which are also can solve vanishing gradient problem of a standard RNNs. The update gate and reset gate are used to solve the vanishing gradient problem. Both gates determine what information has to be passed to the output. They can be trained to hold information for long time, without taking it out through time.

The algorithms are implemented in Python. In general, building An ANN classifier includes two essential steps: (a) building the network by determining the appropriate numbers of layers and neurons and (b) training the network. Every implemented algorithm consists of three layers: an input layer, a hidden layer, and an output layer. For controlling the light, the input layer has five neurons, which is equal to the number of parameters used to control the light. The five input neurons correspond to motion, the husband’s location, the wife’s location, time, and weekday/weekend. For controlling the temperature, the input layer has five neurons, which is also equal to the number of parameters used to control the temperature. The five input neurons correspond to motion, temperature, the husband’s location, the wife’s location, and time.

For MLPNNs, the number of neurons in the hidden layer is chosen experimentally using cross-validation. After testing all the values, from the number of neurons in the input layer to less than twice the number of neurons in the input layer [26], the network with the highest accuracy is selected as the best one.

For FFNN1 and FFNN2, the number of units in the hidden layer is specified using equation 3 [27], where \( N_i \) is the number of input time steps (input), \( N_o \) is the number of output nodes (features), \( N_s \) is the number of rows (samples) in the training data, and \( \alpha \) is a scaling factor between 2 and 10. After testing \( \alpha \) values ranging from 2 to 10 (representing the number of units in the hidden layer), the network with the highest accuracy is selected as the best one.

\[
N_h = \frac{N_s}{\alpha(N_i - N_o)} \tag{3}
\]

In the output layer, for controlling the light, one neuron is used in each algorithm that represents the light status or air conditioning status. The next step is training, which involves using a learning algorithm to estimate network weight to reduce the overall error between the value estimated by the trained network and the target value. Light and air conditioning had the same training set up.

The loss function used for all the algorithms is categorical crossentropy, while adam is used optimizer. Next, we fit the training data into the network. Ten iterations are chosen before training is stopped. A batch size of 5, a verbosity mode of 1, and a validation split of 20% were also chosen. Table 3. shows the configurations of the algorithms’ parameters.

After collecting sensors’ data every 10 minutes for two weeks, the best ANN model is implemented and executed on the gateway. In general, training ANN models can take up to several weeks, so we saved the model’s weights after training in order to make predictions again later.

Table 3. Algorithms parameters configuration.

| Parameters      | MLPNN | FFNN1 | FFNN2 |
|-----------------|-------|-------|-------|
| Hidden layers   | 1     | 1     | 1     |
| Activation function | sigmoid | relu | relu |
| Nodes           | 9     | 50    | 50    |
| Optimizer       | adam  | adam  | adam  |
| Loss            | crossentropy | crossentropy | crossentropy |
| epochs          | 10    | 10    | 10    |
| Batch size      | 5     | 5     | 5     |
| Verbose         | 1     | 1     | 1     |

5.5. Intelligent Cloud

After creating end devices and edge layers, a Node-Red Starter Kit application is created and run in IBM Cloud. IBM Cloud is a platform on which developers can build, run, and manage applications by integrating existing services from IBM or third-party providers. IBM Cloud is based on an open-source PaaS called cloud foundry, which offers middleware services such as data and workload management.

First, the Node-Red cloud application will process the offloaded tasks based on the prior-belief probability distribution of the attributes controlling the light and air condition. The Node-Red cloud is configured to have prior-belief probability [2] for the attributes that control the light and air conditioning (Fig.1. and Fig.2.). The beliefs are...
calculated according to equation 2, where $P(A)$ is the probability of taking an action, $X_i$ and $Y_i$ are the belief and its value, respectively, and the threshold for deciding to perform an action is 0.5. The equation shows how to calculate the probability that the cloud will decide to perform an action.

6. Evaluation

This section discusses the evaluation method of the proposed model. As mentioned above, this model is tested using a smart home application. It is assumed that two people (a husband and wife) live in the house. Data regarding the motion sensor, the husband’s location, the wife’s location, and the date and time are used to control the light using an ANN algorithm. A temperature sensor, the husband’s location, the wife’s location, and the date and time are used to control the air conditioning system.

6.1. Intelligence Algorithms

In this work, 40% of the data is tested through the algorithms. Comparisons are made regarding true positive (TP), false positive (FP), accuracy, precision, recall, and F1-score. The classifier that performs the best is implemented in the gateway to control home appliances.

For evaluating the algorithms mentioned above, this work considers some preliminary results. For deciding whether to turn the light on or off, for example, a confusion matrix is used to describe the performance of the classification models on a set of test data for which the true values are known.

In order to understand the confusion matrix, we define the most basic terms related to it. The first is TP (i.e., we predicted yes, and the decision actually was yes). The second is TN (i.e., we predicted no, and the decision actually was no). The third is FP (i.e., we predicted yes, but the decision was actually no). Finally, the fourth is FN (i.e., we predicted no, but the decision was actually yes).

Table 4. Confusion Matrix of the Neural Networks Algorithms.

| Predicted: No | Predicted: Yes |
|---------------|---------------|
| Actual: No    | MLPNN | FFNN1 | FFNN2 | MLPNN | FFNN1 | FFNN2 |
| 626           | 612   | 603   | 1     | 15    | 24    |
| Actual: Yes   | 98    | 20    | 17    | 39    | 117   | 120   |

Table 4. represents the confusion matrix, which summarizes the prediction results of the algorithms, which are used to evaluate the algorithms. Although MLPNNs exhibit the highest TP (626), the TP of FFNN1 and FFNN2 are close to it (612 and 603, respectively). Both FFNN2 and FFNN1 are almost three times higher in terms of TN (120 and 117) than MLPNNs (39). Furthermore, MLPNNs exhibit almost five times higher TP (98) than FFNN2 (17) and FFNN1 (20). According to the confusion matrix, FFNN2 and FFNN1 are better for deciding whether to turn the light on or off.

Table 5. Comparison between the three algorithms.

| Parameters | Accuracy (%) | Precision (%) | Recall (%) | F1-Score (%) |
|------------|--------------|---------------|------------|--------------|
| MLPNN      | 87           | 28            | 80         | 44           |
| FFNN1      | 95           | 85            | 89         | 87           |
| FFNN2      | 95           | 88            | 83         | 85           |

Table 5. also shows a comparison between the algorithms with regard to accuracy, precision, recall and F1-score. Accuracy is simply a ratio of correct predictions to the overall observations. FFNN2 and FFNN1 were the most accurate, with a value of 0.95 recorded for each. Precision is the ratio of correctly predicted positive observations to all predicted positive observations. FFNN2 exhibit the highest precision, with 0.88. Recall is a ratio of correctly predicted positive observations to all observations in the actual ‘yes’ class. FFNN1 exhibits the highest recall (0.88). F1-score is a weighted average of precision and recall. FFNN1 exhibits the highest F1-score (0.87). Based on these findings, FFNN1 is deemed the best algorithm, although the parameters of FFNN2 are very close.
In order to summarize the performances of the three classifiers, a receiver operating characteristic (ROC) curve (a type of graph plot) is used to identify the extent to which a binary classifier can distinguish between classes. The ROC curve indicates the TP rate against the FP rate for various threshold settings.

As shown in Fig. 6., the ROC curve’s x-axis acts as the FP rate while the y-axis represents the FN rate. The areas that appear under the curves of MLPNNs, FFNN1, and FFNN2 are 50%, 84%, and 80%, respectively. This results that FFNN1 is the most appropriate classifier.

The results in this section show that FFNN1 exhibits the highest percentage for most of the metrics discussed here. Thus, FFNN1 is implemented at the gateway of the proposed model for task processing.

6.2. IoT Gateway Performance

In order to demonstrate the effectiveness of offloading strategy and the benefits it provides, we evaluate the performance of the IoT gateway in the model by running the smart home application. This process starts with four parallel tasks (two light-control tasks and two temperature-control tasks). When one of the tasks ends, the gateway chooses a random delay (1-20 seconds) to start another task.

The evaluation starts by measuring the processing time and CPU utilization of the gateway when offloading is not enabled. Then, offloading is deployed, and the operational characteristics are measured. Later, we will compare offloading (DIM) and no-offloading (totally local processing) scenarios with regard to the operational characteristics.
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Fig. 6. Receiver Operating Characteristic (ROC) curve.

![Tasks Processing Time](image)

Fig. 7. Tasks Processing Time

For no-offloading, the task processing time is around 60 s at the start of the execution before increasing to 72 s for task 5 and then decreasing sharply to about 48 s for task 9. For all remaining tasks, the duration fluctuates between 42 s and 53 s.

On the other hand, for offloading, task duration starts at around 56 s. It peaks at almost 58 s for task 5 before falling to about 42 s for task 9. For all remaining tasks, the duration fluctuates between 36 s and 46 s.

In general, it is obvious that the task duration of the offloading scenario is than that of the no-offloading scenario. This is because enforcing the gateway to process all coming tasks locally causes either a delay or a connection loss when it is overloaded. Offloading some tasks to the cloud (when the gateway is busy) prevents the gateway from being overloaded and keeps it under control.
As mentioned at the beginning of the section, the system starts with four parallel tasks (two light-control tasks and two temperature-control tasks). When one of the tasks is finished, the gateway chooses a random delay (between 1 and 20 seconds) to start another task (when a shorter delay period was chosen, the system went down).

Fig. 8. presents the CPU utilization while the first 50 tasks were being processed locally, both for no-offloading and offloading. For no-offloading, CPU utilization is around 36% at the start of the execution. It then goes up sharply to 86% for tasks 5-8. After that, it goes up again, fluctuating between 87% and 96% for all remaining tasks.

On the other hand, for offloading, CPU utilization starts at around 38%. It then goes up sharply to 88% for tasks 5-7 before it falls to about 73% for task 11. After that, it goes up again to 89% at task 18. From this point on, it fluctuates between 72% and 94%.

It is obvious that the CPU utilization with offloading is less than 90% most of the time, while the CPU utilization without offloading is usually greater than 90%. The no-offloading scenario enforces all new tasks to be processed locally without testing the operation of the gateway. The gateway might be unable to process more tasks because doing so would cause service interruptions. The offloading threshold guarantees that the CPU utilization never reaches 100%, which ensures that the gateway runs smoothly and continuously without any service interruptions.

The observations made from the experiment carried out have showed the effectiveness of the DIM in IoT that are summarized below:

- Most real-time data is processed locally to speed up decisions and actions.
- Tasks are offloaded to the cloud when the gateway is unable to process them locally.
- The amount of data transmitted to the cloud is reduced, which improves security and privacy.
- IoT networks are more resourceful in terms of energy and communication band-width.
- Devices can interact with each other even when the system is disconnected from the cloud.

7. Conclusion and Future Work

The primary goal of this work was to investigate a proposed model that integrates edge and cloud computing to support Internet of Things (IoT) applications. This is important because cloud-based IoT applications suffer from several problems. Moreover, current network architectures and technologies are not sufficient for sending large amounts of IoT data to a cloud service and returning with a decision for controlling devices. At the same time, current edge technologies are unable to process the increasing amounts of IoT-generated data. Therefore, the IoT gateway at the edge layer should be able to process IoT data so that it can control IoT applications.

In this work, the concepts of edge computing, IoT gateways, cloud computing, neural networks, and DI in the context of the IoT were presented. We investigated the ability of an IoT gateway and cloud to process IoT data. Enabling an IoT gateway at the edge layer could overcome many challenges currently experienced by IoT systems, such as issues related to latency, robustness, availability, energy-efficiency, and security and privacy. We also discussed the role that DI plays in supporting IoT systems.

We conducted a proof of concept implementation of an IoT system that includes our demonstration of the DIM. We built an IoT gateway in the edge layer to demonstrate the ability of this layer to serve as an intermediate processing layer that can decide whether to perform a task locally or to offload it to the cloud. Our model was applied to a smart home system designed to control home appliances. The model demonstration involves all the data flow processes from data collected at the sensor nodes to the cloud.

We also configured and evaluated three types of ANNs for processing local tasks based on past experiences. The results showed that the FFNN1 algorithm performs better than MLPNNs and FFNN2. We later implemented FFNN1 on the gateway to process local tasks for controlling home appliances based on past experiences. For processing offloaded tasks on the cloud, we implemented a prior-belief probability distribution.
We constructed two scenarios for evaluating our model: an edge-based smart home system and a DIM-based smart home system. We compared the scenarios with regard to task processing time and gateway CPU utilization. The results showed that the DIM outperformed the edge-based model, as the collaboration between the gateway and the cloud helps the gateway run smoothly and continuously without service interruptions. Moreover, providing the gateway with the intelligence required to make decisions for controlling end devices was one of the significant capabilities of the DIM. The DIM combines the advantages of edge and cloud-based computing in one model to support IoT systems. It also tackles many challenges associated with edge and cloud-based computing. The DIM can be applied in a wide range of IoT systems, such as smart home, smart health, smart farming, and waste management systems.

More works can be performed in the future to enhance the presented model. For example, researchers might try to implement an ANN algorithm on the cloud that would enable the cloud to process offloaded tasks based on machine learning instead of prior beliefs. Researchers could also try to investigate other offloading criteria and compare them for supporting service level. Finally, the model’s application in large-scale IoT systems, such as traffic management systems, could be tested.
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