Molecular Propensity as a Driver for Explorative Reactivity Studies
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Quantum chemical studies of reactivity involve calculations on a large number of molecular structures and the comparison of their energies. Already the set-up of these calculations limits the scope of the results that one will obtain, because several system-specific variables such as the charge and spin need to be set prior to the calculation. For a reliable exploration of reaction mechanisms, a considerable number of calculations with varying global parameters must be taken into account, or important facts about the reactivity of the system under consideration can remain undetected. For example, one could miss crossings of potential energy surfaces for different spin states or might not note that a molecule is prone to oxidation. Here, we introduce the concept of molecular propensity to account for the predisposition of a molecular system to react across different electronic states in certain nuclear configurations or with other reactants present in the reaction liquor. Within our real-time quantum chemistry framework, we developed an algorithm that automatically detects and flags such a propensity of a system under consideration.
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I. INTRODUCTION

Quantum chemistry provides insights into physical processes at an atomic level that is often impossible or very difficult to obtain experimentally (see, for examples, Refs. 1–7). Based on nuclear forces and electronic energies, reactions can be studied in silico and different reaction mechanisms can be compared. In turn, understanding chemical reactivity facilitates designing new reactions, new catalysts, or new materials.8–13

However, chemical reactions can be highly complex processes involving many atomic rearrangements that result from an interplay of many different particles. For complex chemical transformations or for drastic reaction conditions, reliably describing chemical reactivity with quantum chemical methods requires identifying all possible reaction partners and reaction pathways. Due to their vast number, a complete quantum chemical study of a complex reaction is a daunting task; see, for example, Ref. 14. In particular, considering all reasonable possibilities can be essential for predictive theoretical studies.

Furthermore, in quantum chemical studies chemically relevant processes may be overlooked after fixing spin quantum numbers, the number and types of atoms, the molecular charge, and so forth. For instance, the occurrence of two-state reactivity15,16 will be overlooked if only a single spin state is considered.

For such interactive reactivity studies, verifying that no relevant chemical processes go undetected is crucial. It is desirable, at some nuclear configuration on the Born–Oppenheimer surface, to understand how a configuration tends to react with respect to prototypical processes (such as reduction, oxidation, protonation, or spin flip) independently of specific reaction partners. To this end, we introduce the concept of propensity in a molecular context and demonstrate its application in real-time quantum chemical reactivity studies. However, we emphasize that this concept is not restricted to real-time quantum chemistry, but may also be beneficial for standard quantum chemical and first-principles molecular dynamics investigations.

In Section II, we define the concept of molecular propensity and discuss situations in which it may be applied. Section III specifies what to consider for the implementation of this concept, and in Section IV we describe our implementation in the real-time quantum chemistry framework. Then, Section V presents case studies that feature situations in which molecular propensity becomes important.
II. MOLECULAR PROPENSITY

The word ‘propensity’ denotes an “inclination or natural tendency to behave in a particular way.”\textsuperscript{22} a “favorable disposition or partiality.”\textsuperscript{23} Accordingly, in a rather general sense, we define molecular propensity as the inclination, or tendency, of a molecular structure to change the current electronic state or react in a way that necessitates the consideration of a Born–Oppenheimer surface defined for an extended system (e.g., after addition of a proton).

Molecular propensity becomes important whenever other electronic states or (extended) configurations are in resonance with the considered one, that is when transitions between states or configurations are possible and likely to be associated with a sufficiently high transition probability. Therefore, molecular propensity can play an important role when the energies of different states match and potential barriers are low. How the energy matching appears is context specific and can be induced by external constraints. Consider, for instance, a reductant whose ionization potential is such that it can deliver an electron to a given molecular structure at no energetic cost provided that the barrier for this electron transfer is sufficiently low.

Clearly, the calculation of transition probabilities that determine the actual realization of a given propensity will be important. For a spin-flip process, for instance, such a probability can be based on Fermi’s Golden Rule of time-dependent perturbation theory. Whereas the evaluation of such transition probabilities is important (and can be done in post-processing work), our focus here is on the on-the-fly identification of necessary conditions for a transition as determined by similar energies. Once identified, subsequent refinement, possibly with more accurate electronic structure methods, can be initiated.

Molecular propensity can come into play in such different situations as two-state reactivity, redox reactions, acid–base reactions, and photochemistry as we shall discuss in the following.

A. Spin propensity

Reactions for which the minimum-energy pathway cannot be described in terms of a single spin state are rationalized by the concept of two-state reactivity.\textsuperscript{15,16} In two-state reactivity, spin inversion may occur along the reaction coordinate when two spin surfaces cross; this delivers products of another spin state. Sometimes, the molecular system undergoes another spin inversion back to the original spin surface.

Spin catalysis\textsuperscript{24,25} is another concept to describe reactions involving more than one spin state. Both two-state reactivity and spin catalysis become relevant when spin states of different multiplicities have comparable energies. Spin inversions may occur due to spin-orbit or other relativistic couplings.\textsuperscript{26,27} That different spin states react differently can be rationalized, for instance, by concepts such as exchange-enhanced reactivity.\textsuperscript{28}

In real-time reactivity exploration or first-principles molecular dynamics, in which the explored potential energy surface corresponds to one spin state, two-state reactivity can open reaction channels that may be missed when staying on the original potential energy surface. Such spin propensity must therefore be automatically detectable if energies of different spin multiplicities approach one another. Clearly, as a vanishing relative energy needs to be detected for changing molecular structures, this poses a challenge for the accuracy of electronic structure methods.\textsuperscript{29} It can be met by implementing a conservative detection threshold that might point to false positive hits (to be sorted out in post-processing refinement calculations), but that does not miss any relevant transition.

B. Reduction and oxidation propensities

The sensitivity toward reduction or oxidation, that is the tendency to accept or lose an electron, respectively, is another aspect of molecular propensity. In this case, the energy matching is induced by the presence of oxidizing (or reducing) agents, for which the energy of accepting (or losing) an electron is delivered by the complementary process at the reactant.

Redox reactions depend on the oxidation and reduction potentials of the reactants. Therefore, this aspect of molecular propensity can be made independent of specific reaction partners by defining a redox potential to be matched. It can even be considered as an intrinsic inclination of the molecular system under consideration.

During real-time reactivity explorations, manipulations of the atomic structure by the operator may lead to structures that are prone to oxidation or to reduction. If this is not part of a desired reaction, it can hint at possible side reactions and therefore help assess the experimental feasibility of the desired reaction.

Note that for redox propensity we examine, as before for spin propensity, redox reactions only for the molecular configurations visited during the exploration and do not consider equilibrium geometries for the changed molecular charge states. As a consequence, energies of such transitions are vertical. As such, our approach to redox propensity is compatible with Marcus’ theory of electron transfer,\textsuperscript{30} in which a structural change in the environment produces a dielectric configuration that penalizes a given charge distribution and initiates a charge rearrangement (i.e. an electron transfer).
C. Protonation propensity

For reactions in solution, proton transfer from acids or to bases are common. They play an important role as highlighted by the large number of reactions catalyzed by acids or bases. The tendency of a molecular species to accept or release protons can also be considered as an intrinsic property of a suitable structural model (including dielectric compensation effects), often characterized by the $pK_a$ of the species.

Since protons must be included explicitly in quantum chemical calculations, it is desirable to automatically detect situations and sites for which protonation and deprotonation are relevant. During real-time reactivity explorations, the propensity toward acid–base reactions can make the operator aware that the protonated or deprotonated equivalent to the current molecular structure should be considered (according to pre-set external conditions such as the pH or the proton affinity of certain bases). The proton affinities can even be complemented by consideration of tunneling effects.

D. Photoexcitation propensity

Upon exposition to light of a given wavelength, a molecular system may undergo a transition to an excited state if the energy of the absorbed photon corresponds to the energy needed for the transition. In this case, energy matching emerges through the accessibility of certain excited states that match the energy of the ground state structure plus that of the incident light. Whereas this resonance is a necessary condition for an electronic transition, its probability is governed by a coupling matrix element according to Fermi’s golden rule.

Real-time manipulations by an operator will produce molecular structures featuring different light absorption properties. Some structures in valleys of the Born–Oppenheimer surface will be prone to a change into an excited state for incident light of some predefined wavelength. Therefore, this type of molecular propensity indicates when the excited state also needs to be examined. Whether or not a transition occurs can be assessed by evaluation of the corresponding transition probability after propensity detection (possibly with methods of higher accuracy).

III. APPLICATION OF THE PROPENSITY CONCEPT IN REAL-TIME QUANTUM CHEMISTRY

For application in real-time quantum chemistry, probing propensities of a molecular structure under consideration requires additional electronic structure calculations, which will, in general, be easy to carry out as these calculations are ultra-fast. As high accuracy is compromised by speed in such calculations, an energy range needs to be taken into account to flag energy matching or resonance for a specific process. If molecular propensity shall be exploited in a standard setting, easily evaluable descriptors such as HOMO–LUMO gaps may be exploited to start parallel calculations.

Depending on what is to be investigated, different settings (and different thresholds for the energy range) apply for these additional calculations:

- **Different spin multiplicities**: If other spin states are to be considered (two-state reactivity), the parallel calculations must be launched for different spin multiplicities. How many low-lying spin states are to be considered can be determined in a successive way by sequential decoupling of electron pairs or by exploiting chemical concepts. For the former approach, one considers sequences of lowest-energy spin states such as singlet, triplet, quintet, ... or doublet, quartet, sextet, ... until the energy gap is obviously so large that it may not be accessible under reaction conditions.

- **Different molecular charges**: In order to verify the sensitivity toward redox reactions, calculations for different molecular charges are required. For instance, increasing the molecular charge by one positive elementary charge allows to calculate the energy difference that would result from an oxidation. In general, one considers the addition and abstraction of only one electron. Only when redox propensity has been detected, the next reduction or oxidation step needs to be taken into account. Note that, for a given molecular charge, several calculations may be required for the different possible spin multiplicities.

- **Protonated and deprotonated structures**: To evaluate the probability of protonation and deprotonation, structures with protons added or removed must be generated and their energies calculated. Naturally, all possible protonation and deprotonation sites must be considered, even if this leads to very many parallel threads to be tracked and possibly explored. If they can be realized in a reactive system, they must be considered in computational explorations, too, no matter how many. Their identification can be based on empirical rules or quantum mechanical descriptors deduced from the wave function (see, e.g., Ref. 14 for a detailed discussion that allows describes how to cope with numerous protonation sites).

- **Excited states**: To evaluate whether the molecular system under consideration can absorb light of some wavelength, energies of excited states need to be calculated. Which excited states to consider
can be adapted to specific wavelengths (or to ranges thereof).

In all these cases, the energy matching arises from a context-specific energy shift (ionization energy of a reductant, electron affinity of an oxidant, proton affinity of a base, wavelength of the incident light, and so forth) to be combined with the energy of different states. One may choose this energy shift to represent different situations. Note that electrostatic effects must be balanced in all processes that change the charge state by explicit consideration of a molecular environment (e.g., by micro-solvation) or by dielectric continuum embedding to mention only two options.

The additional single-point calculations are performed simultaneously to the real-time reactivity exploration. Different choices must be made as for when to launch these additional calculations:

- **Number of threads**: The additional single-point calculations can be executed consecutively in one single thread or in parallel in different threads.
- **Frequency**: The additional calculations can be launched with a given frequency or executed continuously (each calculation starts when the previous one finishes).
- **Indicators**: Descriptors obtained in the main exploration process may indicate that molecular propensity becomes relevant. One may define one or several indicators that point to possible energy matchings, and activate the additional calculations when they reach some given thresholds. This can avoid unnecessary computational load. For example, the molecular orbital energies may already give some (approximate) information about redox propensity.

**IV. COMPUTATIONAL METHODS**

We implemented the concept of molecular propensity in our real-time quantum chemistry framework, which uses the SAMSON\textsuperscript{31} molecular editor for visualization. For details on the real-time quantum chemistry framework, we refer the reader to Refs. 19–21,32,33.

The quantum chemical calculations underlying both the main reactivity exploration as well as the additional single-point calculations can currently be carried out with semi-empirical quantum chemical methods. These are density-functional tight-binding methods\textsuperscript{34–37} and the Parametrized Method 6 (PM6).\textsuperscript{38} These methods are surprisingly accurate for organic systems and sometimes even transition metal systems. In particular, they are sufficiently accurate to demonstrate the applicability of the concept of molecular propensity for the examples discussed in this paper. However, due to their inherent approximations, they will yield energy differences with limited accuracy. We choose less tight thresholds to account for this and note that a subsequent refinement with more accurate electronic structure models is always possible (ideally in an automated fashion). Clearly, the concept of molecular propensity can be extended to other first-principles methods in a straightforward fashion.

The full exploration of protonation propensity has not been implemented yet as it requires the automated identification of possible (de)protonation sites and the calculation of proton affinities for the resulting species. There exist different approaches for the determination of protonation sites, involving descriptors such as the electron localization function, the Fukui function, the atomic charges or electronegativities.\textsuperscript{39–42} None of these schemes is currently applicable for real-time applications because of their high computational cost, limited range of applicability, or unsatisfactory accuracy when combined with semi-empirical methods. The design of an adequate scheme for protonation propensity will be the objective of future work.

Energies of excited states are calculated with the maximum overlap method.\textsuperscript{43} To find the lowest excited state, the wave function is optimized for several single excitations from occupied into virtual molecular orbitals (under spin conservation). For PM6, we observed that the accuracy of the resulting excitation energies is satisfactory, although these energies can be considered only as first approximations.

When some (near) energy matching is detected during a reactivity exploration, a notification appears in the corner of the program window. The operator can access a window dedicated to the propensity concept for more information about the background calculations or return to the structures that were recorded when energy matching was detected.

Currently, the propensity calculations run continuously, independently of any indicator. In order to limit the computational cost of the propensity evaluation, we chose to limit them to one thread and to five evaluations per second. However, they do not need to be executed as frequently as the main quantum chemical calculation, which delivers forces vital to the interactive reactivity exploration, if the structure manipulation is not carried out too fast.

Fig. 1 illustrates the relationship between the main reactivity exploration thread and the propensity thread. An evaluation of the molecular propensity starts by fetching the most recent energy of the main exploration and the corresponding nuclear coordinates. The algorithm then performs successively the required single-point calculations for this structure and compares their energy to the one delivered by the main exploration (for the same
structure). Then, if necessary, the operator is informed about the results through the graphical user interface.

![Diagram showing the tasks executed by the main reactivity exploration thread and the propensity thread.](image)
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**V. CASE STUDIES**

In this section, we choose to illustrate at three well-studied examples spin, reduction, and photoexcitation propensities. Afterwards, we consider a much more involved case study in which all types of propensities are considered simultaneously. The PM6 method was chosen for all calculations.

**A. Oxidation of hydrogen by the iron oxide cation**

The gas-phase oxidation of molecular hydrogen by the iron oxide cation,

\[
\text{FeO}^+ + \text{H}_2 \rightarrow \text{Fe}^+ + \text{H}_2\text{O}, \tag{1}
\]

was an early example for two-state reactivity studied both experimentally and computationally.\(^{44-48}\) In the dominant mechanism at room temperature, the reaction features a double spin inversion,\(^{46}\) although both reactant and product are in the sextet state, spin inversion to the quartet state and back to the sextet state allows for a reaction path with a decisively lower energy barrier.

The reaction was reproduced *in silico* in our real-time quantum chemistry framework by sequential haptic manipulation of both hydrogen atoms, first to dissociate the dihydrogen molecule at the iron center, and then to transfer the second hydrogen atom from the iron atom to the oxygen atom. This reactivity exploration lasted for 25 seconds, whereby the energy and the forces were delivered, on average, every millisecond. Along the reaction coordinate, the framework detected the lower energy of the quartet potential energy surface and notified the operator accordingly (Fig. 2, a)). The structures corresponding to the crossings were recorded, but the operator stayed on the sextet potential energy surface. The sextet and quartet state energies along the explored path are shown in Fig. 2, b).

It must be emphasized that the path underlying the energy profiles of Fig. 2, b) is not a minimal energy path, since the structures on this path are not fully relaxed in all directions perpendicular to the exploration direction, which itself is only a first estimate for the minimal energy path.

Note that, as the energies reported here for the quartet state were obtained during an interactive manual exploration of the sextet state, these vertical splittings must be considered as upper bounds for an adiabatic minimum energy path.

The energy profiles of Fig. 2, b) are in qualitative agreement with previous work.\(^{16,46}\) Both spin inversions are reproduced for the studied reaction pathway, albeit at somewhat different points along the reaction coordinate. For an accurate assessment of the mechanism of the reaction, the recorded path (see the supporting information) can be (automatically) post-processed (preferably with more accurate quantum chemical methods), which is a capability that is part of our real-time set-up.\(^{20}\)

**B. Chatt–Schrock Cycle**

We illustrate the propensity toward reduction at one reaction step of the Chatt–Schrock cycle.\(^{49,50}\) This catalytic cycle describes nitrogen fixation at a mononuclear molybdenum center and was studied extensively by us\(^{14,51-55}\) and others\(^{56-59}\). Here, we replaced the hexa-isopropyl terphenyl (HIPT) substituents of the Yandulov–Schrock complex by methyl groups to reduce the computational cost.
We considered the third protonation step in the cycle in our real-time quantum chemistry framework by transferring, with a haptic device, the acidic proton of acetic acid to the terminal nitrogen atom of the NNH$_2$ ligand. This manipulation took 5 seconds, during which the quantum chemical energies and forces were updated, on average, every 30 milliseconds. Acetic acid was preferred to lutidinium, which is employed in experiment for this reaction, because the latter is itself prone to reduction, which is in fact observed in our real-time set-up and as such an example for the usefulness of the molecular propensity concept. To focus on the molybdenum complex, we therefore exchanged lutidinium for a non-reducible acid such as acetic acid.

Following the proton transfer, reduction of the molybdenum complex becomes more favorable. Hence, the reduction propensity indicates a proton-coupled electron-transfer step. As soon as the reduction energy difference falls below a specified threshold value for the reduction, a notification appears (Fig. 3, a)). This value represents the energy necessary for the oxidation complementary to this reduction and was chosen to be $-15$ kcal/mol. An accurate estimation of this value is not possible with our current implementation, because we lack a proper description of a surrounding dielectric medium. The energy profile for this example is shown in Fig. 3, b).

**C. [2+2] Cycloaddition**

The photoexcitation propensity is exemplified at the [2+2] cycloaddition of two ethene molecules. To complete the reaction in the real-time quantum chemistry framework, one ethene molecule was moved toward the other one with a haptic device. This manipulation took 15 seconds, with energy and forces updated every millisecond.

The energy difference between the first excited state and the ground state changes significantly during this manipulation (Fig. 4, b)). The reaction product, cyclobutane, features a higher-lying first excited state than ethene, which can be rationalized by the disappearance of the $\pi$ system during the reaction. Near the transition state, the excitation energy is smaller than for both, educts and product, and drops below a pre-defined threshold (in this example, 2.5 eV), which is notified to the operator (Fig. 4, a)).

A small photoexcitation energy is a direct indicator of a low-lying excited state. Accordingly, absorption of a photon of corresponding wavelength (possibly from ambient light) can result in a transition to this excited state. For the [2+2] cycloaddition, absorption of an photon can avoid the large activation barrier of the thermal reaction in line with the Woodward–Hoffmann rules.

**D. Corey–Chaykovsky epoxidation**

The Corey–Chaykovsky epoxidation$^{60,61}$ shown in Fig. 5 is a more general application of the propensity concept. This reaction is a simplification of a reaction step of the synthesis of (+)-aphanamol I and II reported by Hansson and Wickberg.$^{62}$

The reaction was explored in 15 seconds by manipulating the formally negatively charged carbon atom of dimethylsulfonium methylide with a haptic device. Along this path, the real-time electronic structure calculations delivering the energy and forces required 30 ms on average. Fig. 6 shows screenshots of this manipulation. During
FIG. 3. Panel a) Screenshots taken during a real-time exploration of a step in the Chatt–Schrock nitrogen fixation cycle. The exploration takes place on the potential energy surface with zero molecular charge. Upon proton transfer to the nitrogen atom, the operator is notified (see upper right corner in image 2) that the reduction becomes more favorable. Panel b) Energy profiles for the uncharged and negatively charged system along the recorded path. The energy difference between the uncharged and the negatively charged species increases; this means that a reduction is more favorable for the final structure than for the starting structure. The exploration coordinate is given in arbitrary units (in fact, the numbers on the abscissa denote seconds).

FIG. 4. Panel a) Screenshots taken during a real-time exploration of the [2+2] cycloaddition of two ethene molecules. As the two molecules come closer to each other, the operator is notified of the low-lying excited state (see upper part of image 2). Panel b) Energy profile of the electronic ground state (bottom), and of the first excitation energy (top) along the recorded path. The exploration coordinate is given in arbitrary units (in fact, the numbers on the abscissa denote seconds).

FIG. 5. Corey–Chaykovsky epoxidation.

In view of the propensities detected during this real-time exploration, it is evident that a detailed quantum chemi-
FIG. 6. Screenshots taken during a real-time exploration of the Corey–Chaykovsky epoxidation of Fig. 5. Propensity evaluations run continuously in the background and notifications appear when the thresholds are reached.

FIG. 7. Profiles for the Corey–Chaykovsky epoxidation of Fig. 5. The circled numbers correspond to the screenshots of Fig. 6. Left: Energy profiles for the singlet and triplet potential energy surfaces. Right, top: Excitation energy to the lowest excited state. Right, bottom: Energy difference that would result upon reduction. The exploration coordinate is given in arbitrary units (in fact, the numbers on the abscissa denote seconds).

cal study of the Corey–Chaykovsky epoxidation of Fig. 5 requires consideration of different potential energy surfaces. First, the singlet and triplet states are, for the first part of the reaction, nearly degenerate. Consequently, two-state reactivity may be involved in the reaction. Second, reduction is much more favored for the intermediate than it is for the educt and the product. As a result, care must be taken to examine whether reduction would occur under reaction conditions and, if so, the reactivity of the reduced species would need to be studied as well. Third, there is a very low-lying excited state for the intermediate. Hence, for a detailed reactivity study, the excitation energy should be refined with more accurate methods to determine whether ambient light may be absorbed by the system. Then, one could verify whether the excited state reacts differently than the ground state.

Hence, our real-time implementation of molecular propensity fulfills its purpose and points to potentially interesting chemical processes beyond the single Born–Oppenheimer surface explored. New features of a molecular system can therefore be discovered. As the means for this discovery are quantum chemical methods affected by some method-inherent error, the findings require further investigation. Their existence and value can then be probed and validated in extensive calculations of higher accuracy. The most important aspect of this work is that possibly unexpected chemical behavior may be identified in real time.

VI. CONCLUSIONS

Studying chemical reactivity with first-principles methods is a complex task. Quantum chemical calculations require knowledge about the molecular system under consideration before the reactivity study has even begun.
This a priori knowledge is, however, not available for novel systems or for not well understood ones. In such cases, it is desirable to design algorithms for the discovery of otherwise overlooked mechanistic features.

A real-time exploration of the potential energy surface delivers quantum chemical data in an ultra-fast fashion. Also here, one is constrained to one single electronic state at a time.

In this work, we extended our real-time quantum chemistry framework to reactivity exploration by considering more than one electronic state simultaneously. To this end, this work introduces molecular propensity as the tendency of a molecular system to (re)act beyond what would be expected from its properties in a given state. This tendency increases when the energies of different states or configurations match, which may also be induced by external constraints. This energy boundary condition is a necessary, but not sufficient condition to assess the likeliness of a transition governed by some transition probability. Examples where molecular propensity plays a role are two-state reactivity, redox sensitivity, acid–base reactions, and photoactivation.

The implementation of molecular propensity in our real-time quantum chemistry framework required parallelized single-point calculations that follow the structural manipulations of the main reactivity exploration. It does not alter the reactivity exploration by the operator, but will produce a notification when molecular propensity needs to be taken into account. For instance, when the electronic energy corresponding to another spin state is close to that of the currently explored one (within some threshold that takes the accuracy of the electronic structure model into account), the operator is notified and the user interface allows for a change of spin state on the fly. In our implementation, the molecular structures corresponding to matching energies are recorded automatically in order to allow the operator to later return to these structures and to explore the potential energy surface for the other states.

The molecular propensity concept can be exploited in all types of first-principles calculations, of which first-principles molecular dynamics simulations are an important example. Accordingly, also interactive ab initio molecular dynamics and real-time structure optimizations are frameworks that will benefit from this concept.
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