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(Dated: March 25, 2022)
$J/\psi$ production in $p+p$ collisions at $\sqrt{s} = 200$ GeV has been measured in the PHENIX experiment at the Relativistic Heavy Ion Collider (RHIC) over a rapidity range of $-2.2 < y < 2.2$ and a transverse momentum range of $0 < p_T < 9$ GeV/$c$. The statistics available allow a detailed measurement of both the $p_T$ and rapidity distributions and are sufficient to constrain production models. The total cross section times branching ratio determined for $J/\psi$ production is $B_{LL} \cdot \sigma_{pp}^{J/\psi} = 178 \pm 3_{stat}^{+39}_{-30} \pm 18_{norm}^{+15} \text{nb}$.

PACS numbers: PACS numbers:

$J/\psi$ are produced in hadronic collisions involving hard processes that proceed primarily through diagrams involving gluons, such as gluon-gluon fusion. Once the $c\bar{c}$ pair is produced it must evolve through a hadronization process to form a physical $J/\psi$. While this production has been extensively studied, the details of the production mechanism and hadronization remain an open question. Attempts at a consistent theoretical description of $\ J/\psi$ production have been made, but it has proven difficult to reproduce both the observed cross sections and polarization [1, 2, 3, 4]. An additional complication is that nearly 30-40% of the measured $J/\psi$ yield results from feeddown of higher mass states ($\psi'$, $\chi_c$) [5], reducing the observed polarization with respect to that expected from directly produced $J/\psi$.

The color-singlet model [6], which generates a color singlet $c\bar{c}$ pair in the same quantum state as the $J/\psi$, underpredicts the measured $J/\psi$ cross section by approximately an order of magnitude [2]. Alternatively, the color-octet model includes color octet $c\bar{c}$ pairs that radiate soft gluons during $J/\psi$ formation [7]. However, the color octet matrix elements are not universal [8] and the predicted transverse $J/\psi$ polarization at high $p_T$ is not seen in the data [2, 9]. The color evaporation model, a more phenomenological approach, forms the different charmonium states in proportions determined from experimental data for any $c\bar{c}$ pair that has a mass below the $D\bar{D}$ threshold and predicts no polarization. Finally, a recent perturbative QCD calculation including 3-gluon processes that proceed primarily through diagrams in-

A detailed description of the PHENIX experiment is provided in [12]. At mid-rapidity the drift chambers (DC), ring imaging Čerenkov detectors (RICH), and electromagnetic calorimeters (EMCal) are used to detect $J/\psi \rightarrow e^+e^-$ decays in two arms each covering $\Delta \phi = 90^\circ$ in azimuth. The muon detectors, consisting of cathode strip tracking chambers in a magnetic field (MuTr) and alternating layers of steel absorber and Iarocci tube planes (MuID), are used to measure $J/\psi \rightarrow \mu^+\mu^-$ at forward and backward rapidities over $\Delta \phi = 360^\circ$.

The data were recorded using a minimum bias trigger that requires at least one hit in each of the beam-beam counters (BBC) at forward and backward rapidity, $3.0 < |y| < 3.9$. Di-electron events must pass an additional trigger that consisted of an OR between the level-1 electron and photon triggers. The electron trigger requires matching hits between the EMCal and RICH in a small angular area with a minimum energy deposition of 0.4 GeV in any $2 \times 2$ patch of EMCal towers. The photon trigger requires a minimum energy deposition of 1.4 GeV in any $4 \times 4$ set of overlapping EMCal towers. A $J/\psi$ trigger efficiency of 96% was achieved within the vertex range $|z_{\text{vtx}}| < 30$ cm. Di-muon triggered events were selected using an online level-1 trigger that requires at least two particles penetrate the MuID. One particle must penetrate the entire MuID while the second has a minimum penetration depth of 3 out of the 5 pairs of detector and absorber planes. Approximately 92% of the $J/\psi$’s within $|z_{\text{vtx}}| < 30$ cm fulfill this requirement. As part of the reconstruction chain a level-2 filter, which consists of a fast reconstruction of the particle trajectory in the MuTr and MuID is applied. Events are accepted by this filter when at least two particles penetrate the entire MuID and have a reconstructed invariant mass $\geq$ 2.0 GeV/$c^2$. After applying cuts on the collision vertex position and quality assurance criteria, the sampled statistics corresponds to $2.6 \text{ pb}^{-1}$ in the dielectron analysis, $2.7 \text{ pb}^{-1}$ in the muon arm covering $1.2 < y < 2.2$ and $3.5 \text{ pb}^{-1}$ in the muon arm covering $-2.2 < y < -1.2$.

At mid-rapidity electron candidates are charged tracks associated with at least two hit phototubes in the RICH and one EMCal hit with a position matching of $\pm 4$ standard deviations ($\sigma$). The energy-momentum matching requirement is $(E/p - 1)/\sigma \geq -4.0\sigma$. The number of $J/\psi$
is obtained by counting the unlike-sign dielectron pairs in a fixed mass window after subtracting the like-sign pairs. Figure 1(a) shows the invariant mass spectrum for dielectron pairs after subtracting the like-sign background. The mass window for counting the $J/\psi$ signal is 2.7 - 3.5 GeV/$c^2$ or 2.6 - 3.6 GeV/$c^2$ depending on the number of the DC hits used to reconstruct the track. The $J/\psi$ counts are corrected for the continuum yield, which originates primarily from open charm pairs and Drell-Yan, inside the mass window (10% ± 5%) and the fraction of $J/\psi$ outside of the mass window (7.2% ± 1%). Approximately 1500 $J/\psi \rightarrow e^+e^-$ are obtained. The solid line in the figure is the sum of the $J/\psi$ line shape (dashed curve) and an exponential function (dot-dashed curve) describing the continuum component. The $J/\psi$ line shape function includes the detector resolution, the internal radiative effect [13], and the external radiative effect evaluated using a GEANT [14] simulation of PHENIX detector.

Muon track candidates are selected based upon their penetration depth in the MuID and the reconstructed track quality within the MuID and MuTr. The particle trajectory must contain at least 8 of 10 possible hits in the MuID and the position matching between the MuID and MuTr must be within 15(20) cm at positive (negative) rapidity. The $J/\psi$ yield is obtained from the unlike sign dimuon invariant mass distribution by subtracting the combinatorial background estimated using an event mixing technique. Three functions, shown in Fig. 1(b), are used to extract the $J/\psi$ yield. Single Gaussian + exponential and double Gaussian + exponential functions are used to fit the $J/\psi$ peak, while the contribution from the physical continuum and background is estimated using an exponential fit. The reported number of $J/\psi$ represents the average of the fit values. A total of 8000 $J/\psi \rightarrow \mu^+\mu^-$ are obtained. The systematic error associated with the signal extraction is estimated from the variation between the fits.

The $J/\psi$ cross section in a given rapidity and transverse momentum bin is calculated according to,

$$\frac{B_H}{2\pi p_T} \frac{d^2\sigma_{J/\psi}}{d y dp_T} = \frac{1}{2\pi p_T \Delta p_T \Delta y} \frac{N_{J/\psi}}{A \epsilon_{\text{rec}} \epsilon_{\text{trig}} \epsilon_{\text{BBC}}},$$

where $B_H$ is the $J/\psi$ dilepton branching ratio, $N_{J/\psi}$ is the measured $J/\psi$ yield, $A$ is the integrated luminosity recorded by the minimum bias trigger, $\epsilon_{\text{rec}}$ represents the geometrical acceptance and reconstruction efficiency, and $\epsilon_{\text{trig}}$ is the trigger efficiency. $\epsilon_{\text{BBC}}$ is the minimum bias trigger efficiency for events containing a $J/\psi$ and was determined to be 0.79 ± 0.02 [10]. The cross section sampled by the BBC trigger, $\sigma_{pp}^{\text{BBC}} \epsilon_{\text{BBC}} = 23.0\pm2.2$ mb, was used to determine the integrated luminosity.

The $A_{\text{rec}}$ and $\epsilon_{\text{trig}}$ terms are determined individually for the central arm and each muon arm based upon the detection of simulated $J/\psi$ processed using the real data analysis chain. Decay events are generated and propagated through a full GEANT simulation of the detector, which includes the specific details of the detector performance including the MuTr and MuID alignment, disabled anodes and MuID efficiency. For the dielectron analysis, corrections to account for the detector dead channel map, energy calibration and run-to-run variations in the detector active area were determined from single electron yields. The $J/\psi$ trigger efficiency is incorporated via a level-1 trigger emulator tuned to describe the experimental trigger response. For the dimuon analysis, the level-2 filtering algorithms are applied to the simulated events. After reconstruction, the number of detected $J/\psi$ is compared to the number of simulated $J/\psi$ in a given rapidity and transverse momentum bin to determine the appropriate correction factors.

The systematic error associated with the measurement of the $J/\psi$ cross section can be divided into three categories based upon the effect each error has on the measured results. All errors are reported as standard deviations. Point-to-point uncorrelated errors, such as the signal extraction systematic, which is bin dependent with typical values of 4% (5%) in the dimuon (dielectron) data, allow the data points to move independently with respect to one another. Point-to-point correlated errors allow the data points to move coherently within the quoted value. Their values amount to 10% (8%) for the detector acceptance, 8% (4%) for the run-to-run variation in the detector efficiency, 4% (2.5%) for the $J/\psi$ transverse momentum and vertex distributions, and 2% (2%) for the hardware efficiency of the detector. Finally, global systematic errors allow the data points to move together. The dominant source of this error originates from the estimation of the BBC triggering efficiency for minimum bias events, 9.7%, with additional contribution from the uncertainty in the estimation of the number of sampled minimum bias events, 1%, and $\epsilon_{\text{BBC}}$, 2.5%.
Figure 2(a) shows the transverse momentum spectra at both mid and forward rapidities, which are fit with the function, $A(1 + (p_T/B)^2)^{-\frac{1}{2}}$, to extract the $\langle p_T^2 \rangle$. At mid-rapidity $\langle p_T^2 \rangle = 4.14 \pm 0.18 \pm 0.20$ (GeV/c)^2 and the $\chi^2$ per degree of freedom ($\chi^2$/ndf) is 23/19. At forward rapidity $\langle p_T^2 \rangle = 3.59 \pm 0.06 \pm 0.16$ (GeV/c)^2 and the $\chi^2$/ndf is 28/17. The first error is statistical and the second includes the systematic error from the maximum shape deviation permitted by the point-to-point correlated errors and from allowing the exponent of the fit function to be a free parameter. Although good agreement is found with the rapidity distribution and total cross section, previously published results [11] yielded a significantly lower $\langle p_T^2 \rangle$ at forward rapidity than found here, even accounting for the quoted statistical and systematic uncertainties. The increased statistics of the present data set allow for an improved understanding of the shape of the $p_T$ spectrum at forward rapidity due to the extended range in $p_T$ and the finer binning at low $p_T$. The previous results have been revisited and it was found that the systematic error was underestimated.

Figure 2(b) shows the ratio of the invariant cross section at forward and mid-rapidity. The ratio falls with $p_T$ and reaches a minimum of 0.5 above a $p_T$ of 2 GeV/c. The data indicates that the forward rapidity $p_T$ distribution is substantially softer than mid-rapidity. This is attributed to the increase in the longitudinal momentum at forward rapidity leaving less energy available in the transverse direction.

The observed $p_T$ distributions are substantially harder than those for lower energy $p+p$ and $p+A$ collisions as expected from the increased phase space at higher energy. Figure 3 shows the energy dependence of the average $\langle p_T^2 \rangle$ including lower energy points from the Super Proton Synchrotron, and Fermilab fixed target and Tevatron measurements. A linear fit versus the log of the center of mass energy describes the general trends, although some variation is expected due to the differing rapidity ranges of the measurements and the use of $p+A$ data for some of the points.

\[ \langle p_T^2 \rangle = -2.4 + 1.2 \ln(s^{1/2}) \]

Figure 4 shows the $J/\psi$ differential cross section times dilepton branching ratio plotted versus rapidity. The vertical error bars represent the statistical and point-to-point uncorrelated error and the boxes represent the point-to-point correlated systematic error. The curves are described in the text.

Figure 4 shows the $J/\psi$ differential cross section vs rapidity. The statistics of these results are large enough to allow eleven rapidity bins to be measured compared to the five bins used in the previous measurement [11]. Also shown are several model fits to the data. The dashed curve is a non-relativistic QCD calculation [18]. The dot-dash curve is a pQCD calculation that includes diagrams describing a third gluon, which is necessary to neutralize the otherwise colored states [13]. This model fails to reproduce the steeply falling cross section observed in...
the present data at large rapidity. An empirical double Gaussian fit (dot-dot curve) is able to reproduce the data best, but has no strong theoretical foundation. The data slightly favor a flatter distribution over the rapidity range $|y| < 1.5$ than most models, but since the systematic error on the mid and forward rapidity points are independent, a narrower distribution is not excluded.

To determine the total cross section, the rapidity distribution was fit with many theoretical and phenomenological shapes, including those shown in Fig. 4. We obtain a total cross section times branching ratio of $B_{\gamma \rightarrow J/\psi} \cdot \sigma_{pp}^{J/\psi} = 178^{+3}_{-3}^{\text{stat}} \pm 53^{+6}_{-4}^{\text{syst}} \pm 18^{+1}_{-1}^{\text{norm}}$ nb. The absolute normalization error (norm) represents the uncertainty in the BBC trigger cross section. The systematic error (sys) is estimated from the maximum variation allowed by shifting the mid and forward rapidity data independently by their point-to-point correlated systematic errors. This result is consistent with our previous measurement [11].

We have presented $J/\psi$ results for $p+p$ collisions at $\sqrt{s} = 200$ GeV that extend the reach in transverse momentum to 9 GeV/$c$. The measured $p_T$ spectrum is harder than that observed at lower energies and also shows a softening at forward rapidity. The rapidity shape falls steeply at forward rapidity and can not be reproduced by the pQCD calculation in [8]. Furthermore, the data slightly favor a flatter rapidity distribution than most models, but a narrower distribution is not excluded. These data not only constrain production models for heavy quarkonia, but also provide a critical baseline for similar studies in deuteron-nucleus and heavy-ion collisions [12,19].
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