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Abstract—We consider the problem of optimizing the steady state of a dynamical system in closed loop. Conventionally, the design of feedback optimization control laws assumes that the system is stationary. However, in reality, the dynamics of the (slow) iterative optimization routines can interfere with the (fast) system dynamics. We provide a study of the stability and convergence of these feedback optimization setups in closed loop with the underlying plant, via a custom-tailored singular perturbation analysis result. Our study is particularly geared towards applications in power systems and the question whether recently developed online optimization schemes can be deployed without jeopardizing dynamic system stability.

I. INTRODUCTION

In this paper, we investigate the problem of designing a real-time feedback controller for a given plant that ensures convergence of the closed-loop trajectories to the solution of a prescribed optimization problem. This approach can be considered a simplified instance of optimal control, in which only a terminal cost is present, and the stage cost (i.e., the cost associated to the transient behavior) is zero. Conversely, the same method can be interpreted as the online implementation of an optimization algorithm, in which intermediate steps are continually applied to the system, rather than being executed offline, purely based on a model of the system.

The main advantages of this approach come from its feedback nature. Via the measurement loop, the controlled system responds promptly to unmeasured disturbances and can therefore track the time-varying minimizer of the optimization problem that is provided as a control specification. Moreover, these methods are generally more robust against model mismatch and disturbances compared to an offline optimization approach, as the real system is embedded in the feedback loop instead of being simulated. Finally, when properly designed, a feedback approach to optimization can ensure that the trajectory of the closed-loop system satisfies input and state constraints and remains feasible while it converges to the desired optimal equilibrium.

This concept has been historically adopted in different fields, for example in process control (see the review in [1]) or to engineer congestion control protocols for data networks (starting from the seminal paper [2]). More recently, this approach has received significant attention in the context of real-time control and optimization of power systems. Exploratory works in this direction have shown its potential to provide fast grid operation in order to accommodate fluctuating renewable energy sources, and to yield increased efficiency, safety, and robustness of the system trajectories, even in the presence of a substantial model mismatch. For example, feedback optimization has been proposed to drive the state of the power grid to the solution of an AC optimal power flow (OPF) program [3] while enforcing operational limits (either as soft constraints [4] or hard ones [5], [6]) and even in the case of time-varying problem parameters [7], [8]. By formulating the problem of frequency regulation and economic re-dispatch as an optimization problem, the feedback optimization approach has also been used to analyze and design better secondary and tertiary frequency control loops [9], [10], [11]. Finally, voltage regulation problems (both to enforce voltage specifications and to maintain a safe distance from voltage collapse) can be formulated via specific cost functions, and therefore can be solved via online feedback optimization schemes [12], [13]. For a more extensive review of the recent efforts on this topic, we refer to [14].

The vast majority of these works make a strict assumption on time-scale separation, i.e. they consider that the plant is asymptotically stable and sufficiently fast, and thus can be modeled as an algebraic relation. As a consequence, the only dynamics observed in the closed-loop system are those induced by the feedback optimization law.

In this paper we eliminate this assumption and explicitly model the plant as a linear time-invariant (LTI) system instead of an algebraic constraint. This reveals the detrimental interactions that can occur between the dynamics of the feedback scheme and the natural dynamics of the plant unless control parameters are properly chosen. Hence, we propose a design method based on singular perturbation analysis, that guarantees convergence to the minimizers of the given optimization problem while also certifying internal stability of the system.

Our main result takes the form of an easily computable bound on the global controller gain that can be immediately incorporated in the design of the control loop. In contrast, related works like [15], [16] arrive at complex LMI conditions as stability certificates involving all problem parameters and various degrees of freedom (scaling matrices). While these certificates can be evaluated to test stability of the resulting interconnection, they cannot be easily used in the control design phase.

Furthermore, by performing a custom-tailored stability analysis based on a LaSalle argument, we can maintain a high level of generality and require minimal assumptions: The cost function in the given optimization program needs
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to have compact sublevel sets (no convexity is required), and the LTI system needs to be asymptotically stable (not controllable, nor observable, nor does it need a full rank steady-state map). This is in contrast to [17], [18], for example, where the original LTI system needs to realize a gradient or saddle-point algorithm for a convex optimization problem.

The remainder of the work is structured as follows: Section II introduces the problem and the proposed feedback optimization scheme; Section III contains the main results about the stability of the interconnected system and its convergence to the solutions of the given optimization problem; Section IV illustrates how those results apply to our application of choice, i.e., frequency control, area balancing, and economic re-dispatch in an electric power grid.

II. PROBLEM STATEMENT

A. Notation

By $I_n$ and $0_{n\times m}$ we denote the identity matrix of size $n \times n$ and the zero matrix of size $n \times m$, respectively. The Euclidean 2-norm of a vector $z \in \mathbb{R}^n$ is denoted by $\|z\|$. Given a matrix $A \in \mathbb{R}^{n \times m}$, $\|A\|$ denotes the induced norm of $A$, i.e., $\|A\| := \sup_{\|x\|=1} \|Ax\|$. The kernel and image of $A$ are denoted by $\ker A$ and $\im A$, respectively. If $A$ is symmetric, $A \succ 0$ ($A \succeq 0$) indicates that $A$ is positive (semidefinite). Given a differentiable function $f : \mathbb{R}^n \to \mathbb{R}$, the gradient $\nabla_x f(x)$ is defined as the column vector of partial derivatives of $f$ at $x$ with respect to the variables $x'$. 

B. Physical System Description

Consider an LTI system with dynamics given by

$$\begin{align*}
\dot{x} &= Ax + Bu + Qw, 
(1a) 
y &= Cx + Du, 
(1b)
\end{align*}$$

where $x \in \mathbb{R}^n$ denotes the system state, $u \in \mathbb{R}^p$ the exogenous input, $w \in \mathbb{R}^q$ a constant exogenous disturbance, $y \in \mathbb{R}^m$ the output, and the matrices $A, B, Q, C$ and $D$ are of appropriate size.

Assumption 1. The linear time-invariant system (1) is exponentially asymptotically stable. Namely, there exists a positive definite matrix $P \in \mathbb{R}^{n \times n}$ such that

$$A^T P + PA \preceq -I_n. \tag{2}$$

Under Assumption 1, we can conclude that $A$ is invertible and the steady-state input-to-state map for fixed $u$ and $w$ is

$$x = Hu + Rw, \tag{3}$$

where $H := -A^{-1} B \in \mathbb{R}^{n \times p}$ and $R := -A^{-1} Q \in \mathbb{R}^{n \times q}$.

C. Steady-state Optimization Problem

We consider the problem of driving the system output and the control input to a solution of the parametrized optimization problem

$$\begin{align*}
\text{minimize} & \quad \tilde{\Phi}(y, u) \tag{4a} 
\text{subject to} & \quad y = C(Hu + Rw) + Du, \tag{4b}
\end{align*}$$

where $\tilde{\Phi} : \mathbb{R}^m \times \mathbb{R}^p \to \mathbb{R}$ is a cost function and the disturbance $w$ is assumed to be a fixed parameter. Clearly, the set of solutions to (4) depends on the value of $w$, which is considered unknown.

For the subsequent analysis, it is however beneficial to formulate (4) without loss of generality in terms of the state $x$ rather than the output $y$. Namely, we consider

$$\begin{align*}
\text{minimize} & \quad \Phi(x, u) \tag{5a} 
\text{subject to} & \quad x = Hu + Rw, \tag{5b}
\end{align*}$$

where $\Phi(x, u) := \tilde{\Phi}(Cx + Du, u)$. Even further, by completely eliminating the constraint (5b), we obtain the optimization problem

$$\begin{align*}
\text{minimize} & \quad \tilde{\Phi}^w(u), \tag{6}
\end{align*}$$

where $\Phi^w(u) := \Phi(Hu + Rw, u)$. By the chain rule, we have

$$\nabla_x \tilde{\Phi}^w(u) = H^T \nabla \Phi(Hu + Rw, u),$$

where $H^T := [H^T \ 1_p]$. In the remainder, we let the cost function $\tilde{\Phi}^w$ satisfy the following very mild assumption.

Assumption 2. The cost function $\tilde{\Phi}^w(u)$ is differentiable in $u$ for all $u \in \mathbb{R}^p$ and all $w \in \mathbb{R}^q$, and there exists $\ell > 0$ such that for every $x, x' \in \mathbb{R}^n$ and $u \in \mathbb{R}^p$ it holds that

$$\|H^T \nabla \Phi(x, u) - \nabla \Phi(x', u)\| \leq \ell \|x - x'\|. \tag{7}$$

Moreover, the sublevel sets $\{u \mid \tilde{\Phi}^w(u) \leq c\}$ of the function $\tilde{\Phi}^w(u)$ are compact for all $c \in \mathbb{R}$.

Remark 1. Assumption 2 is very weak. Differentiability and compactness of level sets are standard requirements for gradient flows to be well-behaved. Condition (7) is satisfied if $\Phi^w$ has an $\ell$-Lipschitz gradient. If only the Lipschitz constant $L$ of $\Phi$ is known, then $\ell := L\|H\|$ will satisfy (7). However, in cases where $\Phi$ and $H$ are fully known, a tighter bound can often be recovered.

D. Gradient descent flow

In order to design a controller that steers the system (1) to the solution of the problem (5), we consider the gradient descent flow on the unconstrained problem (6), resulting in

$$\dot{u} = -\epsilon \nabla \tilde{\Phi}^w(u) = -\epsilon H^T \nabla \Phi(Hu + Rw, u), \tag{8}$$

where $\epsilon > 0$ is a tuning gain to adjust the convergence rate. Equivalently, this gradient descent flow can be obtained by interconnecting the feedback law

$$\dot{u} = -\epsilon H^T \nabla \Phi(x, u) \tag{9}$$

with the steady-state map (5).

Under Assumption 2, standard results guarantee convergence of (8) (or, equivalently, of the feedback interconnection of (3) and (9)) to a critical point, i.e., to a point that satisfies first-order optimality conditions [19] (in this case, $\nabla \Phi^w = 0$). The condition $\nabla \Phi^w(u^*) = 0$ implies that

$$\nabla \Phi(x^*, u^*) \in \ker H^T,$$
where \( x^* = Hu^* + Rw \). This, in turn, corresponds to the first-order optimality conditions of (5), namely
\[
\nabla \Phi(x^*, u^*) \in \text{im} \left[ \begin{bmatrix} I_n & -H^T \end{bmatrix} \right].
\]
(10)

In fact, it is immediate to verify that \( \tilde{H}^T \left[ \begin{bmatrix} I_n & -H^T \end{bmatrix} \right] = 0 \).

Conversely, if \( \nabla \Phi(x^*, u^*) \in \ker \tilde{H}^T \) then \( \nabla_u \Phi(x^*, u^*) = -H^T \nabla_x \Phi(x^*, u^*) \), and therefore (10) holds.

This convergence analysis corresponds to studying the stability of the interconnection of the feedback law (9) with the LTI system (1) (as illustrated in Figure 1) under a time-scale separation assumption. In the subsequent section, we will analyze the same interconnection without this assumption, in order to derive a prescription on how to tune the gain \( \epsilon \) as to guarantee overall system stability.

III. STABILITY ANALYSIS OF THE GRADIENT DESCENT FEEDBACK CONTROL

We now investigate the interconnected system
\[
\begin{align*}
\dot{x} &= f(x, u, w) := Ax + Bu + Qw \\
\dot{u} &= g(x, u) := -\epsilon \tilde{H}^T \nabla \Phi(x, u)
\end{align*}
\] (11)

Our main result on the stability of (11) reads as follows.

**Theorem 1.** Under Assumptions 1 and 2, the closed-loop system (11) converges to the set of critical points of the optimization problem (5) whenever
\[
\epsilon < \epsilon^* := \frac{1}{2\ell \beta},
\] (12)

where \( \ell \) satisfies (7) and \( \beta := \|PH\| \). Furthermore, only strict local optimizers of (5) can be asymptotically stable.

The bound (12) illustrates clearly the trade-off between the dynamic response of the physical system (as measured by \( \beta \)) and the steepness of the cost function \( \Phi \) (as given by \( \ell \)), and requires that the convergence rate of the gradient flow is smaller than that of the linear system.

Notice also that the convergence to critical points does not guarantee *per se* convergence to a local minimizer, as first-order optimality conditions are necessary but not sufficient for optimality. However, by connecting strict optimality with asymptotic stability, the theorem provides a sufficient condition to identify minimizers, similar to second-order optimality conditions in standard nonlinear programming.

Under stronger conditions on the cost function \( \Phi(x, u) \), an immediate conclusion can be drawn.

**Corollary.** Let the assumptions of Theorem 7 hold. Moreover, let \( \Phi(x, u) \) be convex. Then, under the same condition on \( \epsilon \), the closed-loop system (11) converges to the set of global solutions of the optimization problem (5).

We split the proof of Theorem 1 into three parts. First, we propose a LaSalle function that is non-increasing along the trajectories of the system as long as (12) is verified. Second, we apply LaSalle’s invariance principle and to conclude that all trajectories converge to the set of points that satisfy the first-order optimality conditions of (5). Third, we show that only minimizers of (5) can be asymptotically stable.

**Proof of Theorem 7**

LaSalle function

In the following our choice of LaSalle function is inspired by ideas from singular perturbation analysis [20], [21]. Consider the function
\[
Z_\delta(x, u) = (1 - \delta)V(u) + \delta W(u, x),
\] (13)

where \( 0 < \delta < 1 \) is a convex combination coefficient and
\[
V(u) := \Phi(Hu + Rw, u),
\]
\[
W(u, x) := (x - Hu - Rw)^T P(x - Hu - Rw).
\]

Notice that \( x - Hu - Rw \) implicitly defines the error of \( x \) with respect to the steady state \( Hu + Rw \). We show that \( Z(x, u) \) is non-increasing along trajectories under the requirements of Theorem 1.

**Lemma 1.** Consider the function \( Z_\delta \) as defined in (13). Its Lie derivative along the trajectories of (11) satisfies
\[
\dot{Z}_\delta(x, u) \leq \left[ \| \psi \| \| \phi \| \right] \Lambda \left[ \| \psi \| \| \phi \| \right],
\] (14)

where
\[
\psi(x, u) := \tilde{H}^T \nabla \Phi(x, u)
\]
\[
\phi(x, u, w) := x - Hu - Rw,
\]
and
\[
\Lambda := \left[ \begin{array}{cc}
-\epsilon(1-\delta) & \frac{\epsilon}{2}(1-\delta) + \epsilon \delta \\
\frac{\epsilon}{2}(1-\delta) + \epsilon \delta & -\frac{1}{2} \delta
\end{array} \right].
\] (15)

**Proof.** The Lie derivative of \( Z_\delta(x, u) \) along the trajectories of (11) is given by
\[
\dot{Z}_\delta(x, u) = (1 - \delta) \nabla_u V(u) g(x, u) + \delta \nabla_x W(x, u) f(x, u) + \delta \nabla_w W(x, u) g(x, u).
\] (16)

Each of the terms in (16) can be bounded with the help of the two functions \( \phi(x, u, w) \) and \( \psi(x, u) \). Namely, for the
first term we can write
\[ \nabla_u V(u)(x,u) = -\epsilon \nabla \Phi(Hu + Rw, u)^T \bar{H} \bar{H}^T \nabla \Phi(x, u) \]

\[ = -\epsilon (\nabla \Phi(Hu + Rw, u) - \nabla \Phi(x, u))^T \bar{H} \psi \]

\[ - \epsilon \nabla \Phi(x, u)^T \bar{H} \bar{H}^T \nabla \Phi(x, u) \]

\[ = -\epsilon (\nabla \Phi(Hu + Rw, u) - \nabla \Phi(x, u))^T \bar{H} \psi \equiv \epsilon \| \psi \|^2 \]

\[ \leq \epsilon \| \bar{H}^T (\nabla \Phi(Hu + Rw, u) - \nabla \Phi(x, u)) \| \| \psi \| - \epsilon \| \psi \|^2 \]

\[ \leq \epsilon \| \nabla \Phi(x, u) - \nabla \Phi(x, u) \| \| \psi \| \]

\[ \leq \| x - Hu + Rw \| \| \psi \| \]

\[ \leq \| x - Hu + Rw \| - \epsilon \| \psi \|^2, \]

where we have used the definition of \( \epsilon \) from Assumption 7.

For the second term in (16) we get
\[ \nabla_x W(x, u) f(x, u) = \]

\[ = (x - Hu + Rw)^T P(Ax + Bu + Qw) \]

\[ = (x - Hu + Rw)^T PA(x - Hu - Rw) \]

\[ = \frac{1}{2} \phi^T (PA + AT^P) \phi \leq -\frac{1}{2} \| \phi \|^2, \]

and finally for the third term we get
\[ \nabla_u W(x, u) g(x, u) = \]

\[ = -\epsilon (x - Hu + Rw)^T PH \bar{H}^T \nabla \Phi(x, u) \leq \epsilon \| \phi \| \| \psi \|. \]

Therefore the Lie derivative of \( Z_\delta \) is bounded by a quadratic form in \( \| \phi \| \) and \( \| \psi \| \), that can be rewritten in matricial form as in (14).

We can characterize under which conditions \( \dot{Z}_{\delta}(x, u) \leq 0 \) by verifying when \( \Lambda \) is negative definite, as proposed in the following lemma.

**Lemma 2.** Consider \( \Lambda \) from (13). Whenever \( \epsilon \) satisfies the bound (12), then \( \Lambda \prec 0 \) for some \( \delta^* \in (0, 1) \).

**Proof.** The proof is standard [21]. Namely, \( \Lambda \) has negative diagonal elements and hence as a \( 2 \times 2 \)-matrix is negative definite if and only if

\[ 0 < \frac{\epsilon}{2} \delta(1 - \delta) - \frac{\epsilon^2}{4} ((1 - \delta) + \delta)^2. \]

Equivalently, one can solve for \( \epsilon \) and get
\[ \epsilon < \frac{2 \delta(1 - \delta)}{(1 - \delta) + \delta)^2}. \]

The right-hand side of this expression can be shown to have a maximum at \( \delta^* = \frac{\epsilon}{\epsilon + \beta} \) which is \( \epsilon^* = \frac{1}{2\beta} \).

**Proof of Theorem 1** Convergence to Critical Points

**Lemma 3.** Let \( \epsilon \) satisfy (12), and let \( \delta^* \) be defined as in Lemma 2. Then \( \dot{Z}_{\delta^*}(x, u) \leq 0 \) for all \( (x, u) \), and \( \dot{Z}_{\delta^*}(x, u) = 0 \) if and only if \( (x, u) \in E \), where
\[ E = \left\{ (x, u) \mid x = Hu + Rw, \nabla \Phi(x^*, u^*) \in \ker \bar{H}^T \right\}. \]

Moreover, every point in \( E \) is an equilibrium.

**Proof.** We know from Lemma 1 and Lemma 2 that \( \dot{Z}_{\delta^*}(x, u) \) is upper-bounded by a non-positive function of \( (x, u) \), and therefore \( \dot{Z}_{\delta^*}(x, u) \leq 0 \). We also know from the same lemmas that the set of points \( (x, u) \) where \( \dot{Z}_{\delta^*}(x, u) = 0 \) is a subset of the set of points where \( \| \psi \| = 0 \) and \( \| \phi \| = 0 \), which corresponds to the set \( E \) defined in (17). It can be verified by inspection of the system dynamics (11) that all the elements of \( E \) are equilibria, hence \( E \) is the exhaustive set of solutions to \( \dot{Z}_{\delta^*}(x, u) = 0 \).

**Lemma 4.** Let \( \epsilon \) satisfy (12), and let \( \delta^* \) be defined as in Lemma 2. The sublevel sets of \( Z_{\delta^*}(x, u) \) are compact and positively invariant for the dynamics (11).

**Proof.** Consider a sublevel set \( \Omega_c := \{ (x, u) \mid Z_{\delta^*}(x, u) \leq c \} \), for some \( c \in \mathbb{R} \).

First notice that, as \( W(x, u) \geq 0 \), \( Z_{\delta^*}(x, u) \leq c \) implies \( V(u) \leq c \). But \( V(u) = \Phi^u(u) \), which by Assumption 2 has compact sublevel sets, and therefore there exist \( U \) such that \( \| u \| \leq U \) for all \( (x, u) \in \Omega_c \).

On the compact set \( \{ u \mid \| u \| \leq U \} \) the continuous function \( V(u) \) is also lower bounded by some value \( L \). We therefore have that \( W(x, u) \leq c - L \) in \( \Omega_c \). As \( P \) is positive definite, we must have that \( \| x - Hu + Rw \|^2 \leq (c - L)/\lambda_{\min}(P) \). We then have
\[ \| x \| \leq \| x - Hu + Rw \| + \| Hu \| + \| Rw \| \]
\[ \leq \sqrt{\frac{c - L}{\lambda_{\min}}} + \| H \| \| u \| + \| Rw \| \]
\[ \leq \sqrt{\frac{c - L}{\lambda_{\min}}} + \| H \| U + \| Rw \|, \]

and therefore \( \| x \| \) is also bounded for all \( (x, u) \in \Omega_c \).

Positive invariance of \( \Omega_c \) follows from the fact that \( \dot{Z}_{\delta^*}(x, u) \leq 0 \) (via Lemma 3).

**Proof of Theorem 2** Asymptotic Stability of Strict Minimizers

To prove the final statement of Theorem 2 we show that an asymptotically stable equilibrium \( z^* := (x^*, u^*) \) of (11) is a strict optimizer of (5). In other words, the feasible set \( Z := \{ (x, u) \mid x = Hu + Rw \} \) the point \( z^* \) is a strict minimizer of \( \Phi(u, x) \).
We first show that \( z^\ast \) is a local minimizer. Consider a neighborhood \( \mathcal{V} \subset \mathcal{Z} \) of \( z^\ast \) such that the respective trajectories of (11) and of the reduced system (8) both initialized at any \( z_0 \) in \( \mathcal{V} \) converge to \( z^\ast \). (Such a neighborhood can be constructed as the intersection of the regions of attraction of \( z^\ast \) under (11) and under (8) since \( x^\ast \) is asymptotically stable for both of them.) Even though \( z(t) \) of (11) starting at \( z_0 \) and converging to \( z^\ast \) may not be contained in \( \mathcal{Z} \). On the other hand, the trajectory \( z'(t) \) of (8) starting at \( z_0 \) and converging to \( z^\ast \) will always lie in \( \mathcal{Z} \) by definition. Furthermore, \( \Phi \) is non-increasing along \( z'(t) \) and therefore \( \Phi(z(t)) \leq \Phi(z_0) \). Since \( z_0 \) is arbitrary in \( \mathcal{V} \) we therefore conclude that \( z^\ast \) is a minimizer of \( \Phi \) on \( \mathcal{V} \).

For strict minimality of \( z^\ast \) on \( \mathcal{Z} \), let \( \bar{z} \in \mathcal{V} \), but with \( \Phi(\bar{z}) \leq \Phi(z^\ast) \). Every solution \( z(t) \) of (8) with \( z(0) = \bar{z} \) nevertheless converges to \( z^\ast \) by assumption on \( \mathcal{V} \), and hence it follows that \( \nabla \Phi(u(t)) = 0 \) for almost all \( t \geq 0 \) (i.e., \( z(t) \) is an equilibrium for almost all \( t \)). This, however, contradicts the fact that \( z^\ast \) is asymptotically stable. Therefore, we conclude that asymptotically stable equilibria are strict minimizers.

This completes the proof of Theorem 1.

IV. APPLICATION TO POWER SYSTEMS

Our forthcoming power system model is deliberately simple and idealized to illustrate the application of the stability bound derived in the previous section. However, the full generality of the proposed design method allows to do the same for much more complicated and high-dimensional linear models and even gain insights for nonlinear models on a local scale.

We consider a connected electric power transmission system with \( r \) buses and \( s \) lines. To every node \( i \) we associate a phase angle \( \theta_i \) which we collect in the vector \( \theta \in \mathbb{R}^r \). We assume that lines are lossless, voltages are close to nominal and phase angle differences are small. Hence, we approximate power flow by the classical DC power flow equations

\[
p^E = \text{B} \theta,
\]

where \( p^E \in \mathbb{R}^r \) denotes the power injection into the grid at each node. Further, \( \text{B} \in \mathbb{R}^{r \times s} \) is the graph Laplacian of the network defined as

\[
[B]_{ij} := \begin{cases} \sum_{k \in N(i)} b_{ik} & i = j \\ -b_{ij} & j \in N(i) \\ 0 & \text{otherwise}, \end{cases}
\]

where \( b_{ij} > 0 \) denotes the susceptance of the line connecting nodes \( i \) and \( j \), and \( N(i) \) denotes the set of all nodes that connect to node \( i \).

Further, given the phase angles \( \theta \), the line flows are computed as \( p^L_{ij} = b_{ij}(\theta_i - \theta_j) \) which we write in matrix notation as

\[
p^L = \text{B}^L \theta,
\]

where \( p^L \in \mathbb{R}^s \) and \( \text{B}^L \in \mathbb{R}^{s \times r} \).

We assume that a single generator is connected to each node. Every node is hence characterized by a deviation \( \omega_i \) from the nominal frequency. Off-nominal frequencies cause phase angles to drift according to

\[
\dot{\theta} = \omega.
\]

Further, we assume that \( \omega \) follows the swing dynamics

\[
\dot{\omega} = -M^{-1}(D\omega + \text{B}\theta - p^M + p^C(t)),
\]

where \( M \in \mathbb{R}^{r \times r} \) and \( D \in \mathbb{R}^{r \times r} \) are full rank diagonal matrices that collect (positive) inertia and damping constants, respectively. Further, \( p^L(t) \in \mathbb{R}^r \) denotes a (possibly time-varying) vector of exogenous power demands at each bus.

Finally, the mechanical power output \( p^M \in \mathbb{R}^r \) of the generators is subject to simple turbine-governor dynamics

\[
\dot{p}^M = -T^{-1}(R^{-1} \omega + p^M - p^C(t)),
\]

where \( T,R \in \mathbb{R}^{r \times r} \) are full-rank, diagonal matrices that describe the (positive) control gain and droop constants respectively, and \( p^C(t) \in \mathbb{R}^r \) denotes generation setpoints.

Together, the ODEs (18), (19), and (20) approximate the power system dynamics of a network with synchronous generators that are equipped with frequency droop controllers (i.e., primary frequency control).

**Remark 2.** It is possible to consider nodes without generators where instead of (19) the algebraic constraint \( p^L_i + p^C_i = 0 \) holds and thus leading to a differential-algebraic system. Our modeling assumption can be recovered by applying a Kron reduction that eliminates all non-generator buses [22].

1) Input-Output Representation: For our purposes, we write (18), (19) and (20) in the form of a linear time-invariant system as given by (11) with \( p^C(t) \) as input and \( p^L(t) \) as a disturbance. Namely, we have

\[
x := \begin{bmatrix} \theta \\ \omega \\ p^M \end{bmatrix} \in \mathbb{R}^{3r}, \quad u := p^C(t), \quad \text{and} \quad w := p^L(t)
\]

with the system matrices defined as

\[
A := \begin{bmatrix} 0_{r \times r} & I_r & 0_{r \times r} \\ -M^{-1} \text{B} & -M^{-1}D & M^{-1} \\ 0_{r \times r} & -T^{-1}R^{-1} & -T^{-1} \end{bmatrix},
\]

\[
B := \begin{bmatrix} 0_{r \times r} \\ 0_{r \times r} \\ T^{-1} \end{bmatrix} \quad \text{and} \quad Q := \begin{bmatrix} 0_{r \times r} \\ -M^{-1} \\ 0_{r \times r} \end{bmatrix}.
\]

We also assume that the observable outputs of the system consist of the frequency at node 1 and the line flows, i.e., we define the output as \( y := C x \) where

\[
C := \begin{bmatrix} 0_{1 \times r} & 1 & 0_{1 \times 2r} \\ \text{B}^L & 0_{s \times 2r} \end{bmatrix}.
\]
2) Steady-State Map: By definition, $A$ cannot be asymptotically stable (and therefore not directly satisfy Assumption 1) because the Laplacian $B$ has a non-empty kernel that is associated with the translation invariance of the phase angles $\theta$. The output $y$ is however not affected by this unstable mode. Nevertheless, to apply Theorem 1 we need to eliminate the unstable mode of $A$ using an appropriate coordinate transformation of the internal state $x$. As a consequence Assumption 1 can be tested by solving the Lyapunov equation (2) for this reduced system.

A. Optimization Problem

We consider the problem of optimizing an economic cost while at the same time controlling frequency and line congestion. Namely, we consider the problem

\begin{align}
\text{minimize} & \quad f(u) \\
\text{subject to} & \quad x = Hu + Gw \\
& \quad u \leq u \leq \pi \\
& \quad y \leq Cx \leq \gamma,
\end{align}

where $f : \mathbb{R}^r \to \mathbb{R}$ is a convex cost function and $u, \pi \in \mathbb{R}^r$ denote lower and upper limits on power generation setpoints. Further, $y, \gamma \in \mathbb{R}^{s+1}$ denote constraints on the output given as $y := \left[\begin{array}{c} 0 \\ p^T \end{array}\right]$ and $\gamma := \left[\begin{array}{c} 0 \\ p^T \end{array}\right]$ where $p^T \in \mathbb{R}^s$ denotes the line ratings.

In order to comply with our theoretical results we treat the operational constraints (21c) as soft constraints by considering the augmented objective function

\[ \Phi(x, u) := f(u) + \rho \left( \frac{u}{C_x} - \frac{\pi}{\gamma} \right) + \rho \left( \frac{u}{y} - \frac{u}{C_x} \right), \]

where $\rho(w) := \frac{1}{2} \| \max(0, w) \|_2^2 = \frac{1}{2} \sum_i \xi_i \| \max(0, w_i) \|_2^2$ is a unilateral quadratic penalty function with $\Xi = \text{diag}(\xi)$ being a weighting matrix. Note that $\rho$ is continuously differentiable and hence $\nabla \Phi$ can be evaluated and used as feedback control law of the form (9).

Remark 3. The optimization problem (21) can be specialized in order to model individual ancillary services separately. For example, by setting $f(u) \equiv 0$, no constraints (21c) on $u$, and output constraints (21d) as $0 \leq \omega_1 \leq 0$, one obtains the augmented objective function $\Phi(x, u) = \frac{1}{2} \omega_1^2$. The gradient descent flow $-\epsilon H \nabla \Phi(x, u)$ corresponds to

\[ \dot{p}^C = -\epsilon \frac{1}{1^T (D + R^{-1})} 1 \omega_1, \]

where $1$ is the vector of all ones. As discussed in [23], this corresponds to the standard industrial solution for AGC (with homogeneous participation factors).

V. Simulation Results

We simulate the the proposed feedback interconnection using the standard IEEE 118-bus power system test case [24] that we augment with reasonable, randomized values for $M$, $D$, $T$ and $R$ with mean $5$, $3$, $4$ s, and $0.25$ Hz/p.u., respectively. Furthermore, we impose a line flow limit of $2.5$ p.u. on all lines which results in several lines running the risk of congestion under normal operation. For the control algorithm the penalty parameters have been chosen as $\xi = 10^3$ for all constraints on relating power generation and line flows, and $\xi = 10^5$ for the frequency deviation $\omega_1$. This choice is mainly motivated by the difference in the order of magnitude of the respective quantities. To numerically integrate (11) we use an exact discretization of the LTI system (1) in combination with a simple explicit Euler scheme for the interconnected system (1).

Our primary interest lies in the tightness of the stability bound provided by Theorem 1 namely for the setup under consideration we get $\epsilon^* = 1.069 \times 10^{-6}$. Experimentally we find that for $\epsilon$ smaller than approximately $5\epsilon^*$ the feedback interconnection is nevertheless asymptotically stable whereas for larger $\epsilon$ we observe instability.

This conservatism of our bound is to be expected, especially considering the limited amount of information and computation required to evaluate $\epsilon^*$. Nevertheless, we consider $\epsilon^*$ to be of practical relevance, in particular since the bound comes with the guarantee that for every $\epsilon < \epsilon^*$ the interconnected system is asymptotically stable.

Previous works on real-time feedback-based optimization schemes [6], [7], [4] have considered only the interconnection with a steady-state map and have shown that feedback controllers can reliably track the solution of a time-varying OPF problem, even for nonlinear setups. Hence, a second insight of our simulations is that the interconnection of a gradient-based controller with a dynamical system instead of an algebraic steady-state map does not significantly deteriorate the long-term tracking performance.

Hence, in Figure 2 we show the simulation results over a time span of 300 s in which the feedback controller tries to track the solution of a standard DC OPF problem of the form (21) under time-varying loads, i.e., non-constant disturbance $w(t)$. The optimal cost of this instantaneous DC OPF problem is illustrated in the first panel of Figure 2 by the dashed line. The minor violation of line and frequency constraints observed in the simulation is a consequence of control design that is based on soft constraints.

Additionally, we simulate the effect of a generator outage at 100 s and a double line tripping at 200 s. Both of which do not jeopardize overall stability. Furthermore, we do not update the steady-state map $H$ after the grid topology change caused by the line outages. Nevertheless, the controller with the inexact model achieves very good tracking performance as illustrated in the first panel of Figure 2.

1The economic cost and input constraints apply to set-points rather than actual power generation because, from the viewpoint of a grid operator, the (re)dispatch of generation is subject to contractual agreements and reserve limits rather than actual generation cost and plant constraints.

2Any solution of (21) has zero frequency deviation from the nominal value, hence the variable $\omega_1$ can be eliminated from the problem formulation, which results in a standard DC OPF problem.
Overall, this simulation shows the robustness of feedback-based optimization against i) underlying dynamics, ii) disturbances in the form of load changes, and iii) model inaccuracies in the form of topology mismatch.

VI. CONCLUSIONS

In this paper we have considered the problem of designing feedback controllers for an LTI plant that ensure i) internal stability of the interconnected system and ii) convergence of the system trajectories to the set of critical points of a prescribed optimization program.

The proposed solution consists in the design of a gradient-based feedback law which is based on a time-scale separation argument, i.e., replacing the plant with its algebraic steady-state map. We then have derived a prescription on how to tune the gain of the feedback control loop in order to guarantee stable operation of the interconnected system. The resulting bound is a direct function of meaningful quantities of both the plant and of the cost function, and requires very weak assumptions. Moreover, the methodology that allows to derive this bound has very broad applicability. We expect to extend the analysis to projected gradient and primal-dual schemes in future work.

We have applied this design approach to frequency regulation and economic re-dispatch mechanisms on an electric power grid. For the test case under consideration we have shown that our stability bound is only mildly conservative and allows to tune the feedback control law in an effective manner. The closed-loop system is capable of tracking the time-varying optimizer promptly, even in the presence of significant disturbances. The proposed design method can be readily applied to more complex and high dimensional power system models, enabling the use of feedback optimization for multiple ancillary services.
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