VCSE: Time-Domain Visual-Contextual Speaker Extraction Network
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Abstract
Speaker extraction seeks to extract the target speech in a multi-talker scenario given an auxiliary reference. Such reference can be auditory, i.e., a pre-recorded speech, visual, i.e., lip movements, or contextual, i.e., phonetic sequence. References in different modalities provide distinct and complementary information that could be fused to form top-down attention on the target speaker. Previous studies have introduced visual and contextual modalities in a single model. In this paper, we propose a two-stage time-domain visual-contextual speaker extraction network named VCSE, which incorporates visual and self-enrolled contextual cues stage by stage to take full advantage of every modality. In the first stage, we pre-extract a target speech with visual cues and estimate the underlying phonetic sequence. In the second stage, we refine the pre-extracted target speech with the self-enrolled contextual cues. Experimental results on the real-world Lip Reading Sentences 3 (LRS3) database demonstrate that our proposed VCSE network consistently outperforms other state-of-the-art baselines.

1. Introduction
Speaker extraction aims to separate the speech of the target speaker from a multi-talker mixture signal, which is also known as the cocktail party problem [1]. This is a fundamental but crucial problem to solve in signal processing that benefits a wide range of downstream applications, such as hearing aids [2], active speaker detection [3], speaker localization [4], and automatic speech recognition (ASR) [5]. Although human can easily do that, it is a huge challenge to realize it in machines.

Before the deep learning era, popular techniques were computational auditory scene analysis [3] and non-negative matrix factorization [8]. The prior studies have laid the foundation for recent progress. With the advent and success of deep learning, speech separation algorithms such as permutation invariant training (PIT) [9], deep clustering [10], wavesplit [11] and Conv-TasNet [12], tackle the cocktail party problem by separating every speaker out in the mixture signal. Although a great success, there is inherent ambiguity in speaker labeling of the separated signals. An auxiliary reference, such as a pre-recorded speech signal [13,10] or video frame sequence [17,20], can be used to solve the speaker ambiguity. The speaker extraction algorithm employs such auxiliary reference to form top-down attention on the target speaker and extracts its speech.

Neuroscience studies [21,22] suggest that human perception is multimodal. According to the recency theory [23], multimodal information is processed in our brain in an interactive manner, which educates each other. At the cocktail party, we hear the voice of the person, observe the lip motions and understand the contextual relevance. The lip motions that are synchronized with the target speech help us better capture the places of articulation, and it is robust against acoustic noise. The contextual information connects the preceding or following parts of the speech, which helps fill up the current severely corrupted speech by inferring from the context. The information from different modalities complements each other and together forms effective communication [24,25]. Inspired by these prior studies, we aim to emulate such a human perception process, to utilize the visual and contextual cues.

A number of audio-visual speaker extraction works explore the visual and contextual information by using the viseme-phoneme mapping cues [26,29]. They encode the lip images into visemes using a visual encoder pre-trained on the lip reading task, in which each viseme maps to multiple phonemes. However, such phoneme information derived from visual images only is weak, and the network may be using more of the lip motions cues derived from the visemes.

There are also studies incorporating ASR derived phonemes to explore contextual information in the speech separation [31,33] algorithm. In [31], the authors propose a two-stage method. The first stage is to obtain separated speech signals from a mixture signal with PIT. Then, they estimate the contextual embedding and guide the model to obtain the final speech in the second stage. In [32], the authors use the speech mixture and visual cues to get contextual information. This work utilizes visual and contextual modalities for the first time. Both of these two works are frequency-domain methods. In this paper, we aim to find a solution in the time-domain, as time-domain methods usually outperform frequency-domain counterparts by avoiding the difficult phase estimation problem [12]. Instead of incorporating multiple modalities in a single model, we aim to introduce one modality in each single stage.

Motivated by the previous works, we propose a two-stage time-domain visual-contextual speaker extraction (VCSE) network. The VCSE network is conditioned on auxiliary visual reference only, but it makes use of both the visual lip movement cues and self-enrolled contextual cues in the extraction process. In the first stage, the network pre-extracts the target speech and estimates the underlying phonemes using a pre-trained ASR system. In the second stage, the pre-extracted speech is refined with the contextual cues encoded from the self-enrolled phonetic sequence. Experimental results on real-world Lip Reading Sentences 3 (LRS3) database [34] show that our VCSE network consistently outperforms other state-of-the-art baselines.
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2. VCSE network

We design a two-stage network to utilize visual and contextual cues completely. In the first stage, visual cues are introduced to pre-extract the target speech and estimate the underlying phonemes, because it is robust against acoustic noise. In the second stage, with the self-enrolled contextual cues encoded from phonetic embedding, the network can refine the current speech frame by inferring from the preceding and following parts of pre-extracted speech frames.

2.1. Network architecture

The VCSE network consists of an audio-visual extraction module, an end-to-end ASR (E2EASR) module, and an audio-contextual extraction module, as depicted in Fig. 1 (a). In the first stage, the pre-extracted speech \( s_{AV}^{t} \) is extracted with the help of visual cues in the audio-visual extraction module, which takes the time-domain speech mixture \( x_t \) and lip image sequence \( v_t \) as inputs. The E2EASR module encodes \( s_{AV}^{t} \) to produce phonetic embedding \( c_t \). In the second stage, the audio-contextual module takes the phonetic embedding \( c_t \), pre-extracted target speech \( s_{AV}^{t} \), and speech mixture \( x_t \) as inputs to acquire final target speech \( s_{PC}^{t} \).

2.1.1. Audio-visual extraction module

Audio-visual extraction module employs the visual cues, i.e., lip image sequences as reference to pre-extract the target speech from the speech mixture.

The audio-visual extraction module shares a similar structure with AV-ConvTasNet proposed in [28], which consists of four parts: video encoder, audio encoder, extraction network and audio decoder, as shown in Fig. 1 (b). The audio encoder and decoder perform 1D convolution and de-convolution, respectively. The extraction network is a stack of several temporal dilated convolutional blocks (TCN). The visual encoder consists of a 3D convolution layer and an 18-layer ResNet. Different from [28] where the visual encoder is pre-trained on the lip reading task to capture viseme-phoneme mapping cues, we do not pre-train the visual encoder. We join-train the visual encoder with the other parts to let the network decide on its own intrinsically what is the best visual representation.

Considering a time-domain audio mixture signal \( x_t \) and lip image sequence \( v_t \), the visual encoder encodes \( v_t \) into visual embedding \( v_e \), which is time-aligned with the audio signal at frame-level. Audio encoder transforms the speech mixture \( x_t \) into latent embedding \( x_e \). The extraction network takes \( v_e \) and \( x_e \) as inputs and estimates the mask \( m_e \). The \( m_e \) is element-wise multiplied with the \( x_e \) to obtain the latent representation of the pre-extracted target speech \( w_t \). The audio decoder renders pre-extracted target speech \( s_{AV}^{w} \) from \( w_t \).

2.1.2. E2EASR module

We adopt the encoder of OpenTransformer network as our E2EASR module. The OpenTransformer has a transformer architecture [35] and is trained with the connectionist temporal classification (CTC) loss function using a clean speech signal, as depicted in Fig. 2. The output of transformer encoder \( c_t \) is the phonetic feature.

2.1.3. Audio-contextual extraction module

The audio-contextual extraction module has a similar architecture with the audio-visual extraction module except for a context encoder replacing the visual encoder, as depicted in Fig. 1 (c). Although sharing similar architecture, they do not share the model weights as the two modules perform different tasks, i.e., pre-extraction in the audio-visual extraction module and refinement in the audio-contextual extraction module.

The context encoder is a stack of five 1D convolutional blocks with the exponential growth dilation factor \( 2^d \), where \( d \in \{0, 1, 2, 3, 4\} \). A linear layer is followed to adjust the feature dimension. Each 1D conv block contains 1D conv with kernel size 5, channel size 256, and the exponential growth padding \( \in \{2, 4, 8, 16, 32\} \). 1D batch normalization and ReLU activation function.

---

1https://github.com/ZhengkunTian/OpenTransformer
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Our training process is divided into 5 steps.

1. We train the audio-visual extraction module alone with the SI-SNR loss function $L_{SI-SNR}(s, s^{\text{ac}})$.  
2. We pre-train the OpenTransformer network, which forms the E2EASR module in our VCSE network. The pre-trained OpenTransformer network reaches 9.5% word error rate on the LRS3 test sets. 
3. We fix the weights of the audio-visual extraction module and train the E2EASR module, and train the audio-contextual extraction module. It is worth noting that in this step of training, we use the phonetic feature $c_t$ encoded from the clean target speech instead of the pre-extracted speech. This enables the network to converge faster with such oracle phonetic feature. The SI-SNR loss function $L_{SI-SNR}(s, c_t)$ is used in this step. 
4. We repeat the training in step 3, except that the phonetic feature $c_t$ in this step is encoded from the pre-extracted speech $s^{\text{ac}}$. The SI-SNR loss function $L_{SI-SNR}(s, s^{\text{ac}})$ is used in this step.
5. We release all of the fixed module weights and fine-tune the whole system end-to-end. The SI-SNR loss function $L_{SI-SNR}(s, s^{\text{ac}})$ is used in this step.

3. Experimental setup

3.1. Datasets

In this paper, all modules are trained on the LRS3 [23] dataset. This dataset contains thousands of spoken sentences from TED and TEDx videos. There are 118,516 (252h), 31,982 (30h) and 1,321 (0.85h) utterances in pre-train, trainval and test sets, respectively, and there is no overlap between the videos used to create the test set and the ones used for the pre-train and trainval sets. The sampling rate of the audio signal is 16kHz.

Speaker extraction: We simulate a two-speaker mixture sets to train and evaluate our VCSE network, using the LRS3 data-mix script [1]. The long utterances are truncated to 3 seconds, and the utterances less than 3 seconds are dropped. The two-speaker mixtures are generated by selecting different utterances and mixed at various signal-to-noise ratios (SNR) between -5dB and 5dB. The corresponding video stream is sampled in 25 frames per second (fps). The lip region of each video frame is detected by face recognition algorithm, and we resize it to 120*120 pixels. The numbers of utterances for training, validation and test are 50,000, 5,000, 3,000 respectively.

3.2. Training setup

For audio-visual extraction module and audio-contextual extraction module, adam is used as optimizer. And the initial learning rate is set to 0.001. Besides, the learning rate is halved if the validation loss increases consecutively for 3 epochs. The training process stops when validation loss increases consecutively for 6 epochs.

For E2EASR module, we use CTC as loss function. We select adam as an optimizer. Warmup strategy [35] is adopted to adjust learning rate, which first increases the learning rate linearly and then decreases thereafter proportionally to the inverse square root of the step number. The length of each phonetic embedding is 73, and the dimension of channel is 256.

4. Experimental results

We evaluate the system’s performance using scale-invariant signal-to-noise ratio improvement (SI-SNRI) and signal-to-distortion ratio improvement (SDRi) [57], the higher the better for both metrics.

4.1. Comparison with speech separation baselines

We compare the VCSE with two speech separation algorithms, Conv-TasNet (PIT) [12] and Multi-stage-AC model [31] as shown in Table [1] in which the latter model makes use of the self-enrolled contextual cues. The speech separation algorithms require knowing the number of speakers in the mixture.

The Conv-TasNet (PIT) model is a time-domain speech separation model that originally proposes the use of temporal convolutional neural network in estimating the intrinsic masks...
for every speaker. The Multi-stage-AC model is the two-stage method, which uses the Conv-TasNet (PIT) model to pre-separate the speech mixture and use an ASR model to extract the corresponding contextual features in the first stage. In the second stage, a TASNet incorporates the contextual feature and speech mixture to obtain the final estimated speech.

It is seen that the Multi-stage-AC model outperforms the Conv-TasNet (PIT) model due to the use of additional contextual cues. Our proposed VCSE outperforms the Multi-stage-AC model, as we utilize additional visual cues in pre-extracting the target speech in stage 1, which boosts the quality of the pre-extracted speech and self-enrolled contextual cues, therefore better higher signal quality for the final estimated speech. In addition, the VCSE network does not require prior knowledge of the number of speakers.

4.2. Comparison with speaker extraction baselines

We compare the VCSE network with other models using reference from different modalities as shown in Table 1. The \( A_S \)-ConvTasNet uses audio cues, i.e., a pre-recorded speech signal, to perform speaker extraction task. The audio cues mean an utterance taken from the target speaker that is not present in the current speech mixture. The AV-ConvTasNet follows \[25\], except that the visual encoder is not pre-trained on the lip reading task. Same as the VCSE, the AV-ConvTasNet model takes lip image sequence as reference to guide model extracting corresponding speech. The AC-ConvTasNet takes oracle phonetic embedding as reference for speaker extraction. This oracle phonetic embedding is comes from the E2EASR module which is applied on the clean speech. The AVC-ConvTasNet concatenates the representation of lip image sequence and oracle phonetic embedding as reference to extract target speech.

It’s worth noting that \( A_S \)-ConvTasNet performs worse than Conv-TasNet (PIT) method. In our training set, there are about 5,000 speakers, and the total number of simulated utterances is 50,000. There isn’t enough utterance from every speaker, which causes the network unable to distinguish each speaker’s characteristic under the current amount of dataset. On the other hand, the visual/contextual cues are not affected by the number of speakers, showing the advantage of visual/contextual cues are more robust against dataset variations.

Table 1: Results of various models using visual information (V), speaker embedding (\( A_S \)) or contextual information (C) as reference in terms of SI-SNRi (dB) and SDRi (dB). “BSS” and “SE” denote blind source separation and speaker extraction, respectively. “Reference” denotes the reference stimulus or auxiliary stimulus. Star (*) marks that the model is established by ourselves according to original papers. “Oracle” means oracle phonetic feature.

| Task       | Model                      | Reference | SI-SNRi (dB) | SDRi (dB) |
|------------|----------------------------|-----------|--------------|-----------|
| BSS        | Conv-TasNet (PIT)*         |           | 11.4487      | 11.7377   |
|            | Multi-stage-AC*            | S         | 14.4099      | 14.6527   |
|            | \( A_S \)-ConvTasNet       | \( A_S \) | 11.2973      | 11.7457   |
|            | AV-ConvTasNet*             | V         | 14.5356      | 14.7627   |
|            | AC-ConvTasNet C (Oracle)   | C         | 15.6915      | 15.9126   |
|            | AVC-ConvTasNet V+C (Oracle)| V+C      | 14.8687      | 15.0889   |
| SE         | VCSE                       | V+C       | 15.8527      | 16.0800   |

Table 2: Comparisons of VCSE and VCSEv in terms of SI-SNRi (dB) and SDRi (dB). “V” and “C” represent visual and contextual auxiliary information. “Input to AC” denotes the input variable to Audio-Contextual extraction module.

| Model     | Reference | Input to AC | SI-SNRi | SDRi  |
|-----------|-----------|-------------|---------|-------|
| VCSE      | V+C       | \( x_t, c_t, s^\text{AV}_t \) | 15.8527 | 16.0800 |
| VCSEv     | V+C       | \( x_t, c_t \)  | 15.3576 | 15.5834 |

Our method significantly outperforms the \( A_S \)-ConvTasNet, as visual cues are much more robust against noise compared to the reference speech, not to mention that we also use the self-enrolled contextual cues. The VCSE provides 1.3 dB improvement over AV-ConvTasNet that uses visual cues alone. This indicates the usefulness of our self-enrolled contextual cues. Our proposed VCSE even outperforms the AC-ConvTasNet which makes use of oracle contextual information, which shows the importance of the visual cues in speaker extraction. The result of AVC-ConvTasNet shows combining multiple modalities in a single model can not take full advantage of multimodal information. Our proposed VCSE takes both advantage of visual and contextual information through a combination of an audio-visual extraction module and an audio-contextual extraction module.

4.3. Comparative study with variant of VCSE

To verify the complementary effect of \( s^\text{AV}_t \), we design a variant of VCSE that does not utilize pre-extracted speech in the audio-contextual extraction module, referred to as VCSEv. Table 2 shows the comparisons of VCSE and VCSEv. It shows that in the second stage, reiniting the \( s^\text{AV}_t \) is a better option compared to re-extraction from the speech mixture. The final target speech \( s^\text{AV}_t \) of VCSE is derived from both visual and contextual cues, while \( s^\text{AV}_t \) of VCSEv actually derives from self-enrolled contextual cues. This indicates our effective use of both the visual and contextual cues.

5. Conclusions and future work

In this paper, we propose a novel time-domain visual-contextual speaker extraction (VCSE) network to leverage visual cues and self-enrolled contextual cues for speaker extraction. Unlike the previous methods incorporating multiple modalities in a single model, the VCSE network introduces visual information and contextual knowledge stage by stage to take full advantage of different modalities. The experimental results show that our model achieves significant improvement over the previous methods. In the future, we are considering to investigate the complementary effect in depth between visual and contextual modalities.
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