Abstract: Wall-thinning in building structures due to corrosion and surface erosion occurs due to the severe operating conditions and the changing of the surrounding environment, or it can result from poor workmanship and a lack of systematic monitoring during construction. Hence, the continuous monitoring of structures plays an important role in decreasing unexpected accidents. In this paper, a novel method based on the deep neural network and support vector machine approaches is investigated to build up a thickness classification model by incorporating different input features, including the dielectric constants of the material under test, which are extracted from the scattering parameters proceeded by the National Institute of Standards and Technology iterative method. The attained classification results from both machine learning algorithms are then compared and show that both of the models have a good prediction ability. While the deep neural network is the better solution with a large amount of data, the support vector machine is the more appropriate solution when employing small dataset. It can be stated that the proposed method is able to support systematic monitoring as it can help to improve the accuracy of the prediction of material thickness.
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1. Introduction

According to international norms and regulations, any building materials, products, and elements should have specific physical and strength properties to ensure that the required ultimate and serviceability limit states are met in designed buildings over their whole useful lives [1]. Therefore, there is paramount interest in the constant monitoring of structures for the lifetime assessment of industrial structures [2]. Due to the beneficial characteristics of non-destructive testing (NDT), including the non-destructive nature, repeatability, and economical aspect, it is widely applied in civil engineering, although a disadvantage of this is that the NDT methods are indirect methods. NDT methods can carry out a condition assessment to provide information for the structural performance of the material, including equipment integrity analysis, the corrosion monitoring of structures and equipment, corrosion damage evaluation, fatigue and creep damage prediction, and fitness-for-service evaluations [2].

Several conventional NDT methods are mainly used in routine services to detect the integrity of industrial components [2]. Some methods require expertise and have their limitations. For instance, in the radiography testing method, careful attention needs to be paid to operator safety [3], while eddy current testing only works for conducting materials and requires a highly skillful and experienced operator [2]. On the contrary, the ultrasonic method is widely employed for wall thickness inspections due to its advantages of [4,5]: being nonhazardous and applicable for thickness measurements of thick material, the detection of discontinuity, and the determination of material properties. However, the ultrasonic thickness measurement (UTM) is based on measuring the transit time that is required for a short ultrasonic pulse to travel through the material once, twice, or several
times, which leads to the need for the UTM system to know the precise physical characteristics, such as the ultrasonic velocity, going through the material [6]. Therefore, often authors investigate and develop new methods for determining ultrasonic velocity [7,8], but usually they present measurement results without the associated measurement uncertainty. Moreover, in [9], the author pointed out that, in ultrasonic inspections, the human factors of time pressure, mental workload, and experience influence the quality of the performance, which can bring about inaccurate inspection results. On the other hand, an electromagnetic (EM) wave has been involved in the thickness inspection of non-metallic materials due to its remarkable features. It does not require a couplant for signal transmission, has a low power consumption, and has a relatively inexpensive price. The material thickness was measured [10,11] by resonant near-field probes whose resonant frequency highly depends on the effective permittivity. This factor will be greatly influenced by the much thicker structure respective to the application discussed herein. Furthermore, it will be very difficult to relate a value (i.e., the resonant frequency) representing the effective permittivity to the liner thickness in the presence of other variables (i.e., wall thickness). In [12,13], a method employing an open-ended waveguide probe radiating into a dielectric structure was proposed for thickness estimation. The slight air gap between the waveguide aperture/flange and the structural wall during measurement may have caused the inaccurate results. Consequently, it leads to the need for reducing the impacts of human factors in measurements as well as the need for skillful inspectors with years of training.

Recently, the machine learning (ML) algorithms and computational tools (GPU acceleration) have been improved significantly and enabled more powerful models that reach the human level in many difficult tasks including image classification and machine translation, and NDT is not an exception. ML systems can be used to automate systems, where a direct algorithmic description is intractable. In [14], four feature selection algorithms were utilized to reduce the sweeping frequencies of the reflected signals before taking them as the dataset to train the surface crack classification model. In [15], two ML models supported measuring the thickness of thin oxide scale using the terahertz time-domain signals as the input feature. In this paper, the material thickness classification models were established by taking the new training dataset extracted from the initial scattering parameters of free space measurement simulations including five input features in the frequency domain: relative permittivity, loss tangent, real and imaginary parts of S21, and frequency. We employed many support vector machine (SVM) kernels and their optimal pair values to construct the SVM model by comparing their results. We also designed and evaluated many deep neural network (DNN) architectures utilizing the same input dataset for the most suitable model. The classification abilities of these SVM and DNN models were then taken into consideration with a conventional method for comparison.

Figure 1a illustrates the traditional method in measuring material thickness by approximating back from the S-parameters and the permittivity. The small dataset and the low accuracy of the approximation process may lead to unstable results. By adopting this proposed method, once the ML models are established with enough dataset, they support a reduction in time spent on a large amount of calculations as well as improve the estimation accuracy, which can bring about stable results. The methodology of this paper is described in Figure 1b. Firstly, the scattering parameters are attained from the simulations before processing through time-domain gating and de-embedding to obtain the exact S-Parameters of the material under test (MUT). The dielectric constants of the MUT are then extracted by the National Institute of Standards and Technology (NIST) iterative method. Thereafter, by incorporating five inputs including frequency, relative permittivity, loss tangent, and real and imaginary parts of S21 into the training phase, the thickness classification models are established. These five inputs extracted from the finite simulated free-space measurements were selected due to their correlations with the material thickness, as illustrated in Section 2.
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Figure 1. Block diagram of (a) the conventional method and (b) the proposed method.

The paper is organized as follows. After the introduction, Section 2 presents the theory of the dielectric constants extraction algorithm and the method of collecting data for training, the results obtained for numerous sample thicknesses, and the input feature determination. Section 3 details the thickness classification results using the deep neural network (DNN) compared to those which are obtained by the support vector machine (SVM). In Section 4, conclusions are drawn.

2. Materials and Methods

2.1. Dielectric Constant Extraction Method

The dielectric constants of materials can be obtained by employing the scattering parameters and four conversion techniques: Nicholson–Ross–Weir (NRW), NIST iterative, new non-iterative, and short circuit line [16]. Among these methods, the NRW method is popularly used to derive the dielectric constant of finite thickness material by employing two or all scattering parameters depending on the measurement technique and some mathematical manipulation [17,18]. A challenge encountered when characterizing the electromagnetic properties is the error resulting from the numerical singularity that exists when the sample thickness is equal to an integer multiple of half the wavelength. In our study, we utilize only S21 as the initial data for extracting the relative permittivity and
loss tangent of low-loss non-magnetic materials as input features of the training model. Therefore, the NIST iterative method seems to be applicable compared to the others since it largely limits the mentioned error of the NRW method and it was proven to be the most conformable method for this type of material [19]. The reflection coefficient, $\Gamma$, can be obtained from

$$\Gamma = \frac{\gamma_0 - \gamma}{\gamma_0 + \gamma}$$

(1)

where the $\gamma_0$ is the propagation constant in air, which can be defined as:

$$\gamma_0 = j\sqrt{\left(\omega/c\right)^2 - \left(2\pi/\lambda_c\right)^2}$$

(2)

and $\gamma$ is the propagation constant in MUT defined as:

$$\gamma = j\sqrt{\omega^2/\varepsilon_r - \left(2\pi/\lambda_c\right)^2} = j\sqrt{\varepsilon_0\varepsilon_m\omega^2 - \left(2\pi/\lambda_c\right)^2}$$

(3)

where:

- $\mu = \mu_r\mu_0$ and $\varepsilon = \varepsilon_r\varepsilon_0$ with $\mu_r$ and $\varepsilon_r$ are the relative permeability and permittivity, respectively, and $\mu_0$ and $\varepsilon_0$ are the vacuum permeability and permittivity, respectively;
- $c = 1/\sqrt{\mu_0\varepsilon_0}$ is the velocity of light;
- $\omega = 2\pi f$ is the angular frequency, with $f$ as the frequency of the signal;
- $\lambda_c$ is the cutoff wavelength.

Since the MUTs are non-magnetic materials, $\mu_r = 1$. Then, the reflection coefficient in (1) can be rewritten as:

$$\Gamma = \frac{\gamma_0 - \gamma}{\gamma_0 + \gamma}$$

(4)

The transmission coefficient is:

$$T = e^{-\gamma d} = e^{-jd\sqrt{\varepsilon_0\varepsilon_m\omega^2 - \left(2\pi/\lambda_c\right)^2}}$$

(5)

with $d$ as the MUT thickness.

By solving Equations (4) and (5), the relative permittivity can be determined as:

$$F(\varepsilon_r) = \frac{S_{21} + S_{12}}{2(1 - T^2\Gamma^2)} - T\left(1 - \Gamma^2\right)e^{-\gamma_0(l_0d)}$$

(6)

The relative complex dielectric permittivity can then be computed from the scattering parameters by solving Equation (6) using the Newton–Raphson iterative approach [19,20]. The algorithm is considered converged when $F(\varepsilon_r) = 0$.

2.2. Multilayer Structure Simulation

To collect adequate data for constructing the classification model, a multilayer structure simulation method is investigated in this work which is equivalent to the free space measurement. The structure includes three layers of air and MUT with the incidence angle $\theta$ as $0^\circ$, as illustrated in Figure 2.
\[ \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \cos(kzd) & j\sin(kzd) \\ jY_d^{(TE,TM)} \sin(kzd) & \cos(kzd) \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \] 

(7)

where:

- \( k_{zn} = \sqrt{\varepsilon_r k_0^2 - k_0^2 \sin^2 \theta} \) is the wavenumber of MUT layer with \( k_0 = \beta = 2\pi / \lambda \) as the wavenumber of the first air layer, \( \theta \) as the incidence angle of the incoming signal, and \( \varepsilon_r \) as the relative permittivity of MUT;

- \( Y_d^{TE} = k_{zn} / \omega \mu_0 \) and \( Y_d^{TM} = \omega \varepsilon_r \varepsilon_0 / k_{zn} \) are the admittances in TE and TM polarizations, respectively. Since the incidence angle \( \theta \) is \( 0^\circ \), either \( Y_d^{TE} \) or \( Y_d^{TM} \) can be chosen for the calculation;

- \( d \) is the thickness of MUT.

From the ABCD matrix, the scattering parameters can be deduced by the equivalent circuits for the two-port network [21] as follows:

\[ S_{11} = \frac{A + BY_0 - C/Y_0 - D}{A + BY_0 + C/Y_0 + D} \] 

(8)

\[ S_{21} = \frac{2}{A + BY_0 + C/Y_0 + D} \] 

(9)

where \( Y_0 = k_{zn} / \omega \mu_0 = \omega \varepsilon_0 / k_{zn} \) (as the incidence angle \( \theta \) is \( 0^\circ \)).

Eventually, by adopting the appropriate relative permittivity, relative permeability, dielectric dissipation, magnetic dissipation, and the thickness of an MUT, one can extract the simulated scattering parameters data of the free-space measurement based on the above procedure.

2.3. Data Accumulation and the Process of the Proposed Method

By following the aforementioned method, 80 simulated multilayer structures were created. In each simulated structure, 101 X-Band frequency points in the range of 7 GHz to 13 GHz are taken into account as a signal goes through the structure. The MUTs are considered as the low-loss dielectric materials whose relative permeability is around 1 and relative permittivity values are distinct and close to five base values: 2, 2.5, 3, 3.5, and 4. They are closely approximated to the base value. For example, if the base value is 2, the distinct actual value is randomly chosen in the range of 1.9 to 2.1. The MUT thicknesses varying from 7 mm to 10.5 mm with a small increasing step of 0.5 mm result in eight values: 7, 7.5, 8, 8.5, 9, 9.5, 10, and 10.5 mm. Each thickness was combined with ten
distinct permittivity values extracted by the above random method approximating from all five base values (two permittivities were approximated from each base value for each thickness). As a result, 80 combinations of all thicknesses and permittivities were involved in the simulation. The design of the multilayer structure is shown in Table 1.

Table 1. Input parameters of simulation procedure.

| Parameters            | Values          |
|-----------------------|-----------------|
| Frequency range       | 7–13 GHz        |
| Relative permittivity | 2–4             |
| Dielectric dissipation| 0.01            |
| Relative permeability | 1–1.02          |
| Magnetic dissipation  | 0.0001          |
| Thickness of MUT      | 7–10.5 mm       |
| Distance from antenna to MUT | 5 cm         |

The simulated geometry has been mathematically modeled as three stratified regions, each with differing EM propagation parameters. Figure 2 illustrates that the interested MUT volume is surrounded by two air layers where the extracted scattering parameters of each structure contain both air layers and MUT volume. In order to obtain the exact scattering parameters of the MUT for the further steps, the de-embedding procedure must be implemented [22,23]. The process of de-embedding the MUT fixture using T-parameters [24] is as follows:

\[
T_{\text{Measured}} = T_{\text{air1}} T_{\text{MUT}} T_{\text{air2}} \tag{10}
\]

\[
T_{\text{MUT}} = T_{\text{air1}}^{-1} T_{\text{Measured}} T_{\text{air2}}^{-1} \tag{11}
\]

where:
- \( T_{\text{Measured}} \) is converted from the scattering parameter of the whole structure;
- \( T_{\text{air}} \) is calculated by converting the scattering matrix defined in (12) for an idealized section of air of length \( L \) (\( L \) is the distance from antenna to MUT).

\[
S_{\text{air}} = \begin{bmatrix} 0 & e^{-j2\pi f L} \\ e^{j2\pi f L} & 0 \end{bmatrix} \tag{12}
\]

In this study, we conducted a real free space measurement and compared its results with those of the simulation to validate the difference of the de-embedding and NIST iterative methods on both types of data. The free space measurement is depicted in Figure 3, where the bistatic setup is used to measure an acrylic specimen whose permittivity is around 2.5 and thickness is 10 mm. The X-band signal with a frequency range of 8–12.4 GHz is caused by the MUT.
Figure 4 below shows the S11 and S21 of one multilayer structure after performing the de-embedding process, which are now ready to be used in the NIST iterative method for the dielectric constants of the MUT. Figure 5 illustrates the dielectric constants of the MUT by applying the NIST iterative method to the de-embedded scattering parameters from the data of the simulation and the real measurement. It can be seen that the dielectric constants attained from simulated and measured data are closed to each other and to the actual values of the MUT. The NIST iterative method provides accurate outputs as well as helps to prevent the inconsistent results caused by the significant deterioration of S11 if using the NRW method [17].

![Figure 4. The de-embedded S11 and S21 of MUT from (a) measurement and (b) simulation.](image)

![Figure 5. Dielectric constant of MUT obtained by the NIST iterative method.](image)
The results of the methods are slightly similar, which can confirm that the simulation structure in [21] is suitable for our research. The small differences may occur due to the equipment errors, but this is negligible. Due to the requirement of an adequate dataset for training the models, the simulations were conducted for various thicknesses and types of material characteristics. One can notice that there are non-linear correlations between the scattering parameter, dielectric constants, and the MUT thickness through the de-embedding process and the NIST iterative method. A small change in the thickness of the simulated MUT can cause the different results extracted from these methods. Therefore, the ML can help to improve the estimation accuracy by overcoming the mathematical approximation when employing an adequate dataset for training. This suggests that the frequency, scattering parameters, and dielectric constants can be used to classify the specimen thickness. Thus, in this work, we extracted five inputs to put into the ML training model: frequency, relative permittivity, loss tangent, and real and imaginary parts of S21.

3. Classification with Machine Learning and Results

3.1. Machine Learning Classification Models

Neural networks (NNs) are the mathematical models used to simulate the biological neurons and to perform parallel information processing in a simple and objective way. Single hidden-layer feed-forward NNs typically contain one input layer, a hidden layer and an output layer, while a DNN has more than one hidden layer.

In this study, we built up an eight-layered DNN with six hidden layers. The input layer has five nodes that are the same number as the types of selected input features. For hidden layers, 100 nodes are located in each one while the output layer contains eight nodes since the data should be classified into eight thickness classes. This model was constructed after comparing different designs. Generally, the accurate classification rate is proportional to the number of hidden layers and the number of nodes in each layer, but it also leads to the remarkable increase in training duration if the architecture of the model is too complex. Therefore, after many considerations, the proposed design in this research is reasonable for this classification problem since it offers good classification results and the proper training time.

The DNN with a large number of hidden layers and millions of learnable parameters usually suffer from over-fitting without regulation. There are several techniques to overcome this issue including early stopping, $l_1$, and $l_2$ regulation and max norm, etc., but drop-out is the most popular one [25]. In this DNN model, one drop-out layer was implemented on each of the fully connected layers before the output layer. This helps to avoid overfitting by randomly dropping units from the network during training [25–27] as it can prevent co-adaptation between layers and nodes of deep feedforward neural networks in each training case. The nodes to drop are chosen randomly in this study with a probability of 0.5 [25]. The activation function in the hidden layers is rectified linear unit (ReLU) that is represented as ReLU(x) = max(0,x) since its performance is already proposed for DNN [26,28,29]. The soft-max function is used as the activation function in the output layer which is suitable for our multilabel classification problem. The solver stochastic gradient descent with momentum was chosen after the optimization process along with the learning rate of $10^{-3}$ and a mini-batch size of 500. The structure of our DNN model is shown in Figure 6.
The classification accuracy is calculated as:

\[ \text{Accuracy} = \frac{\sum_{i=1}^{T} \text{Assess}(t_i)}{|T|} \times 100\% \]

where \( T \) is the set of test samples and

\[ \text{Assess}(t_i) = \begin{cases} 1 & \text{if } t_i \text{ is correctly classified} \\ 0 & \text{if } t_i \text{ is incorrectly classified} \end{cases} \]

3.2. Results

The extracted data from the simulations have been exploited to conclude whether the proposed classification models can detect the variation of the MUT thickness. The procedure started with the training classification models with eight classes of all thicknesses of simulated specimens. The models obtained after the training were then tested to verify their accuracy.

The 80 simulated structures with 101 frequency points in each one resulted in 8080 data samples in which each sample consists of five of the aforementioned input features and the corresponding thicknesses. The dataset was then split into three sets by selecting 70% of the total acquisitions for the training phase, 20% to validate the trained model, and the distinct remaining 10% for the testing set. The validation was conducted by putting 20% of the acquisitions to the trained models and comparing the attained classifications with the corresponding simulated MUT thicknesses to frequently evaluate the model. The distinct testing set was then taken into account for the final evaluation after the models had been completely trained and validated. The same amount of data in the training set, validation set, and testing set were used in the training phase, validation, and testing phase for both DNN and SVM classification models in this paper.

The flowchart of the investigational platform is shown in Figure 7. First, the scattering parameters and dielectric constants of MUTs were acquired as described in Section 2. Subsequently, two predictive models were trained using the input features from the previous procedure. The evaluation of training and prediction results were then used to compare the models.
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Figure 7. The investigational platform.

In terms of the aforementioned SVM training above and based on the 10-fold cross validation results, the grid search was able to find the optimal pair value of both parameters (C and γ) of four kernels. The overall summary of various kernels is listed in Table 2. It can clearly be seen that the best SVM model values using the RBF kernel with the optimal C and γ after grid search are 224.81 and 0.26986, respectively. The reason for this is that SVM adopting RBF kernel had the highest accuracy compared to its competitors while the linear kernel provided the lowest classification ability. However, it should be noted that the search interval is also a problem. Due to the large search region, it will waste many computational resources. For example, the polynomial kernel required a relatively longer computational time than the others when employing 70% of datasets with a duration of around 3 h while the other kernels needed approximately 2 h to finish searching. However, too small a search region may lead to an unsatisfactory outcome. Therefore, one must correctly analyze the search region before conducting the optimization simulations.

Table 2. Optimal pair value of four SVM kernels.

| Kernel Functions | Optimal Pair Value | Accuracy (%) | 10-Fold Loss |
|------------------|--------------------|--------------|-------------|
| Linear           | 1.7079 0.03335     | 81.3         | 0.18907     |
| Polynomial       | 0.20641 0.39028    | 99.1         | 0.0016732   |
| Sigmoid          | 181.019 0.31079    | 98.6         | 0.0019681   |
| RBF              | 224.81 0.26986     | 99.7         | 0.0011154   |
The results of the SVM classification when adopting the RBF kernel are illustrated in Figure 8a with different percentages of data being trained and tested. For each data partition, the algorithm was independently executed 20 times using the training/testing data, which were randomly selected for each time. The improvement in the accuracy corresponds to the increased training dataset in the results, which is acceptable with our expectations. The accuracy of around 90% can be inferred by using our smallest training set of 1500 data samples, only one-fifth of the total inputs. The small variations in all results point to the robustness of the SVM algorithm.

![Graphs showing classification accuracy versus running times for different datasets.](image)

**Figure 8.** The classification accuracy versus the number of running times: (a) SVM algorithm, (b) DNN algorithm, and (c) decision tree algorithm.

The DNN model was also executed 20 times independently for each dataset comparison as in Figure 8b. It can clearly be seen that the performance of SVM using the lowest amount of data is higher and more stable than that of the DNN model. In contrast, the DNN utilizes a high percentage of datasets better as most of the accuracies are over 98%. Moreover, Figure 8c demonstrates that both the proposed models have significantly
higher abilities than the decision tree algorithm, which represents a linear classification at all percentages of the dataset which means that both of these classification models are reasonable choices for the non-linear problem of this study.

Figure 9 shows two testing results of each classification model, with 20% and 70% datasets on a logarithmic scale including the correct and incorrect prediction rates. All of the incorrect predictions classify the thicknesses into the wrong classes, which are adjacent to the actual thicknesses. Fewer misclassifications from the SVM model with the 20% dataset can be observed due to the low incorrect prediction rate in Figure 9a compared to that of the DNN in Figure 9b. In contrast, the DNN obtains the higher correct prediction rate when employing a 70% dataset as in 9d, although the SVM model also accomplishes good results with only two thicknesses having incorrect predictions, as in Figure 9c.

![Figure 9. The classification testing results of (a) SVM with 20% dataset (b) DNN with 20% dataset (c) SVM with 70% dataset and (d) DNN with 70% dataset.](image)

Finally, we inferred the material thickness by relating back to the conventional method as in Figure 1a for comparison. The NIST iterative method employed the same dataset for extracting the thickness from each set of input features. The obtained thicknesses were evaluated with the actual ones to determine the average accuracy of each thickness. These results were then compared to those attained from two proposed ML models whose
training phases utilized 70% of the dataset. Table 3 reveals that two trained models work more effectively than the traditional approach as they provide a higher accuracy rate for all thicknesses.

Table 3. Thickness estimation accuracy among the NIST iterative method, the SVM model, and the DNN model.

| Thickness (mm) | NIST Iterative | SVM  | DNN  |
|---------------|----------------|------|------|
| 7             | 98.5%          | 100% | 100% |
| 7.5           | 98.5%          | 100% | 100% |
| 8             | 98.2%          | 100% | 100% |
| 8.5           | 96.7%          | 99.9%| 100% |
| 9             | 97.2%          | 99.1%| 99.5%|
| 9.5           | 96.5%          | 97.8%| 100% |
| 10            | 96.2%          | 100% | 100% |
| 10.5          | 97.2%          | 100% | 100% |

4. Conclusions

In the present article, we introduce a comparative study of two ML algorithms in material thickness classification using five input features, including the extracted dielectric constants from the NIST iterative method in order to improve the prediction of material thickness. Based on the initial scattering parameters, the new five features in the frequency domain can be integrated into two ML algorithms to train the classification model for detecting the thicknesses of test specimens. Four SVM kernels and their optimal pair values were determined by using the grid search method to build up the SVM model. The eight-layered DNN model was established and compared to the SVM one using the same dataset. While the SVM algorithm leads to a higher performance by employing a small amount of data, the DNN algorithm achieves a better performance with a large quantity of data. We also compared the results between the proposed method and the conventional approach. The comparison results state that once the classification model is constructed, it can help to decrease the calculation time as well as enhance the accurate and stable estimations. The high accuracy rate of classification results can show that the selected features are slightly representative and it strongly confirms that the proposed method can be useful in predicting the unknown thickness of a material, which is possibly integrated into the electromagnetic NDT methods.

In future work, the monostatic measurement setup and regression model will be included instead of the bistatic setup and classification for an estimate of the thickness of specimens. Furthermore, the copula theory techniques will be studied to capture the non-linear dependency between the aforementioned correlated input features and an input feature selection method, such as principle component analysis (PCA), will be adopted to optimize this classification problem.
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