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We propose a deterministic population-based method for a global optimization, a Newton particle optimizer (NPO). The algorithm uses the Newton method with a guiding function and drives particles toward the current best positions. The particles’ movements are influenced by the fractal nature of the Newton method and are greatly diversified in the approach to the temporal best optimums. As a result, NPO generates a wide variety of searching paths, achieving a balance between exploration and exploitation. NPO differs from other metaheuristic methods in that it combines an exact mathematical operation with heuristics and is therefore open to more rigorous analysis. The local and global search of the method can be separately handled as properties of an associated multidimensional mapping.

1. Introduction

The most critical component of a random search algorithm is balancing the trade-off between exploration and exploitation. Exploration is to ensure that the algorithm examines a rather wide region far from the current optimum in the search space to avoid getting trapped in a local minimum. Exploitation is the ability of the algorithm to search the surrounding area nearby the current optimum, attempting to improve it. Since these two objectives are to some extent in conflict, finding an algorithm that could compromise both is challenging [1, 2].

The population-based methods are characterized by a set of multiple potential solutions to the problem, moving towards a near-optimal solution area. These algorithms increase the capability of finding the global minimum since they make a simultaneous search in many directions by using a population of temporal solutions. Particle swarm optimization (PSO) is a popular method of choice in the field of heuristic search, which tunes up between the best known position and each particle’s local best optimum [3–6].

In this work, we introduce a new population-based metaheuristic method, the Newton particle optimizer (NPO), which achieves a natural balance between exploration and exploitation in global optimization problems. The algorithm drives the particles (searching agents) in the search space using the Newton method and therefore is deterministic in contrast to most population-based methods. In those conventional methods, each particle combines the currently available information with a random walk to decide the next movement. Hence, the final results may vary even with an identical initial particle distribution. On the other hand, NPO uses the Newton method and determines the searching path exactly from the current positions of the particles.

While the searching paths are completely reproducible from the initial distribution, they are very irregular, reflecting the fractal nature of the Newton method. It is this complexity of the paths that enables us to develop an efficient optimization method. The Newton method with a proper guiding function makes the particles search close around the current optimums and intermittently pushes them away so that the particles can explore distant potential optimums. However, every particle eventually converges to one of the optimums sooner or later. If a better optimum is found during this process, it will be reflected in the guiding function accordingly.

The metaheuristic approach in optimization has been often criticized for lack of scientific rigor [7]. There are many “nature-inspired” methods for global optimizations, which have been introduced without a detailed study of...
the mechanics underlying the methods. Since NPO combines a well-established deterministic operation with heuristics, it allows a more rigorous analysis.

2. Properties of Newton Paths

The Newton method is a fundamental numerical scheme for finding successively better approximations to the roots of a nonlinear function [8, 9]. For a real/complex-valued function \( f \), the corresponding scheme to find its zeros is

\[
x \leftarrow x - m \frac{f(x)}{f'(x)}. \tag{1}
\]

If \( x \) starts close enough to one of the zeros of \( f \), it converges to the zero rapidly. While the sequence generated from (1) eventually converges to the zero, its detailed behaviour can be very sensitive to the initial point and the values of the degree coefficient \( m \). For example, if \( f : \mathbb{C} \to \mathbb{C} \) is a complex function, then the corresponding Newton iteration exhibits a fractal structure in the complex plane [10]. This implies that the trace of \( x \), which we call the Newton path, can be very irregular with a wide variety.

Consider a polynomial function

\[
f(x) = (x - p_1)(x - p_2) \cdots (x - p_n), \tag{2}
\]

where \( p_1, p_2, \ldots, p_n \) are \( n \) locations of interest in \( \mathbb{R} \). Applying the Newton method in (1) to (2) iteratively yields the dynamics of the particle \( x \) wandering around \( p_1, p_2, \ldots, p_n \). Figure 1 illustrates such dynamics around a root.

The behavioural tendency of the sequence sensitively depends on the choice of \( m \). Refer to Figure 2. While the sequence of a particle with \( m = 1 \) rapidly converges to one of the roots, \( x = 2 \), in Figure 2(a), the sequences with \( m = 2.5 \) and \( m = 4 \) in Figures 2(b) and 2(c), respectively, seem to keep wandering around the roots, \( x = 0, 1, \) or \( 2 \), along the iterations. The particle with a higher value of \( m \) makes a more irregular movement around the target, even taking a jump as high as 60. However, it should be noted that the sequences are bounded and never get away from \( x = 2 \).

The dynamics of a particle in the 2-dimensional search space is even more diversified under the guiding function, \( f = f(z) \), \( z \in \mathbb{C} \). Sensitive dependence of the Newton method on the initial point divides the domain into complicated regions, called the Julia sets, according to where the resulting sequence converges. Figure 3 compares three Newton paths with distinct values of \( m \) in the complex plane. Three particles are initiated at the same point \((5, 5)\) and are led to the origin under the same guiding function \( f(z) = z(z - 2i)(z + 1 - i) \). While the particle with \( m = 1 \) makes a gradual search toward the origin, the ones with \( m = 2.5 \) and \( m = 3.5 \) show rather wild swings around it. It is notable that the movements of the latter two particles are an irregular mix of jumping and mincing. Figure 4 shows that the Newton paths sensitively change with the initial point near \((3, 3)\), while they eventually converge to the same point. This

\[\text{Figure 1: Illustration of the particle dynamics under a guiding function in the 1-dimensional search space: a particle is searching around a current optimum (boxed point) to find a better one, moving from 1 to 5.}\]

\[\text{Figure 2: Sequences generated with a different degree coefficient } m \text{ for the guiding function } f(x) = x(x - 1)(x - 2).\]
“diversely convergent” searching paths promote a balanced search between exploration and exploitation.

It is the complexity of the Newton paths that enables us to develop an efficient optimization method. Suppose $g$ is the fitness function to be optimized. One constructs a guiding function $f$ such that the roots of $f$ coincide with the current best optimums of $g$. Then all particles are driven by (1) along the Newton paths to the zeros of $f$, which are also the candidate optimum of $g$. The particles are likely to move close around the current optimums, or sometimes take a sudden jump away from them. If a better optimum is found during this process, the guiding function $f$ is updated accordingly.

3. Method

3.1. Algorithm. This section introduces the Newton particle optimizer based on the Newton paths dealt in Section 2.

We begin with 2-dimensional examples to illustrate the algorithm of NPO clearly. Suppose $g : \mathbb{C} \to \mathbb{R}$ is the fitness function, or the cost function to be optimized. We adopt $N$ particles $z_i, 1 \leq i \leq N$, as “searching agents,” assigning them with the degree coefficient $m_i \in \mathbb{C}$. At each iteration of the scheme, $n$ best fitters with respect to the fitness function $g$ are selected as leading particles. That is, we pick $p_1, \ldots, p_n$, such that $p_i = z_{k_i}$, $g_{z_{k_i}}$ is the $i$th minimum among $g_{z_1}, \ldots, g_{z_N}$ for $i = 1, \ldots, n$.

A guiding function $f(z)$ is constructed as a polynomial of degree $n$ whose roots coincide with $p_1, \ldots, p_n$, as

$$f(z) = (z - p_1)(z - p_2) \cdots (z - p_n).$$

Then, we update the particle’s position $z_1, \ldots, z_n$ by applying the scheme

$$z_i \leftarrow z_i - m_i \frac{f(z_i)}{f'(z_i)}.$$  \hspace{1cm} (5)

Note that all the particles except the leading particles are attracted toward leading particles. Once the position of all particles are updated, we examine their fitness to choose the next leading particles $p_1, p_2, \ldots, p_n$. Then, we refresh the guiding function $f$ accordingly, and reapply (5) to the particles. As long as the guiding function is a polynomial function, the convergence of the algorithm is guaranteed from the convergence of Newton’s method and the monotone convergence theorem. However, like other heuristic optimization methods, convergence here means convergence of the sequence of solutions in which all particles have converged to points of leading particles. In the search space, those points may or may not be the optimum.

The pseudocode of the procedure is as described in Algorithm 1.

In $\mathbb{R}^d$, $d \geq 3$, we set a guiding function $f(x) = (f(x), \ldots, f_d(x))^T$ where $x \in \mathbb{R}^d$ and $f_i(x)$ is a real valued
Figure 5 depicts that the optimal values of \( z_i \) may vary. In practice, we assign di

\[ \text{for each particle do} \]
\[ \text{Initialize particle } z_i \text{ with } m_i. \]
\[ \text{end for} \]
\[ \text{while maximum iterations or minimum error criteria is not attained do} \]
\[ \text{for each particle do} \]
\[ \text{Calculate fitness value } g. \]
\[ \text{end for} \]
\[ \text{Choose } n \text{ best members } p_1, p_2, \ldots, p_n \text{ in the search domain.} \]
\[ \text{Set the guiding function } f(z) = (z - p_1)(z - p_2) \cdots (z - p_n). \]
\[ \text{for each particle do} \]
\[ z_i \leftarrow z_i - m \frac{f(z_i)}{f'(z_i)} \]
\[ \text{end for} \]
\[ \text{end while} \]

Algorithm 1: Newton Particle Optimization (in C).

![Algorithm diagram](image)

Figure 5: Performance variation according to \( m_{\text{max}} \). 200 particles with 4 leading particles are applied to find the minimum of the Rosenbrock function.

function in \( \mathbb{R}^d \). Note that the updated scheme in (5) becomes the following multidimensional Newton scheme:

\[ x \leftarrow x - MDf(x)^{-1}f(x), \]  

(6)

where \( M \) is a \( d \)-by-\( d \) constant matrix and \( Df^{-1} \) is an inverse of the Jacobian matrix of \( f \) at \( x \). The eigenvalues of \( M \) are generally associated with a local search tendency, \( m \).

3.2. Criteria for Choice of \( m \) and \( M \). In Section 3.1, it is illustrated that the parameter \( m \) in (5) determines the diversity of the searching paths of NPO. We can show that particles driven by NPO remain bounded if \( m \) satisfies \( 0 < m < 2n \), where \( n \) is the number of leading particles, or equivalently, the degree of a polynomial guiding function \( f \). For a small \( m \), the movement of particles slows down. On the other hand, it becomes very irregular if \( m \) is close to \( 2n \). We can also find a more practical criterion for \( m \) from experiments. In practice, we assign different values of \( m_i \) to each particle to diversify the search. We usually pick them uniformly from the interval \([0, m_{\text{max}}]\). Figure 5 depicts that the optimal values for \( m_{\text{max}} \) tend to be around the middle of the range, that is, \( m_{\text{max}} = n \). When using a lesser number of particles, one may choose \( m_{\text{max}} > n \), so that the scheme generates more irregular searching paths and therefore compensates for a lack of diversity. In a higher dimensional NPO in (6), the eigenvalues of \( M \) play a similar role of \( m \) that decides the local search tendency. Practically, one can simply use a diagonal matrix of which diagonal entries follow the distribution of \( m_i \) as mentioned above.

From the above observation, we can see that adjusting \( m_{\text{max}} \) is one way to control the trade-off between exploitation and exploration in NPO. Let us define an exploration indicator (EI) as

\[ \text{EI}_1 = \frac{m_{\text{max}}}{2n}. \]  

(7)

Note that \( 0 < \text{EI}_1 < 1 \). If \( \text{EI}_1 \) is small, the particles tend to search near the current optimums. If \( \text{EI}_1 \) is close to 1, they widely explore away from the current optimums along irregular Newton paths. We usually set \( \text{EI}_1 = 0.5 \).

3.3. Construction of Guiding Functions. The essence of NPO lies in that the diversely exploring paths toward the temporal optimums can be easily generated from the simple deterministic iteration working on a guiding function. Generating a proper guiding function is therefore the main issue to balance between the exploration and the exploitation. The three desirable properties that a guiding function is expected to have are as follows:

(i) The function has zeros at the designated points and no zeros elsewhere

(ii) The function is symmetric

(iii) The inverse of its Jacobian is easy to compute

Condition (i) is necessary for the guiding function to drive particles to a target. Condition (ii) is for unbiased search. Polynomial functions are likely to satisfy condition (iii) and reduce the computational cost. One can easily confirm that a factored polynomial such as (4) in 1- and 2-dimensional search spaces naturally satisfies (i), (ii), and (iii). Unfortunately, it is well known that such factored polynomials do not exist in more than three-dimensional space.
We therefore need to sacrifice condition (i), at least partly, to construct a polynomial guiding function in $\mathbb{R}^d$, $d \geq 3$.

In order to find a proper extension of (4) in a higher dimensional domain, we rewrite (4) in the complex form as $f(x + iy) = u(x, y) + iv(x, y)$ and $p_l = q_l + ir_l$. Then the corresponding component functions are

$$
\begin{align*}
    u(x, y) &= \prod_{k=1}^{n} (x - q_k) - \sum_{l=1}^{n} (x - q_l) \prod_{m=1, m \neq l}^{n} (y - r_m), \\
    v(x, y) &= -\prod_{k=1}^{n} (y - r_k) + \sum_{l=1}^{n} (y - r_l) \prod_{m=1, m \neq l}^{n} (x - q_m).
\end{align*}
$$

(8)

Now we propose, as an extension of (8), a general guiding function in $\mathbb{R}^d$ as

$$
\begin{align*}
    f_j(x) &= (-1)^{i+1} \left\{ \prod_{k=1}^{n} (x_{j+2} - p_{j+2,k}) \\
    &- \sum_{l=1}^{n} (x_l - p_{j,l}) \prod_{m=1, m \neq l}^{n} (x_{j+1} - p_{j+1,m}) \right\},
\end{align*}
$$

(9)

where $p_l = (p_{l,1}, \ldots, p_{l,d})^T$, $1 \leq i \leq n$ denotes a leading particle. Here, we use circular indexes like $x_{j+1} = x_j$ in (9). One can confirm that $f(x)$ vanishes if $x = p_l$, $1 \leq i \leq n$. Note that $f(x)$ may have extra zero vectors at other than $p_1, \ldots, p_n$, in $\mathbb{R}^d$, $d \geq 3$. However, it is interesting that such extra zeros do not lower the searching performance. Indeed, such “phantom roots” occur irregularly and lead the particles to more extensive search. This finding naturally brings us to the issue of how to choose the leading particles for more efficient exploration.

3.4. Criteria for Choice of Leading Particles. The choice of leading particles $p_1, \ldots, p_n$ is crucial in searching performance in that their relative positions determine other particles’ movement. One immediate idea is to adopt the current best optimums as suggested in (3). That is, we simply choose top $n$ rank fitters from the population. However, this may cause in many cases overly fast convergence to current optimums, giving up further exploration.

To avoid being trapped at local minimums too soon and to diversify global searching paths, we select leading particles not only from the best fitters, but also from mediocre ones. These less efficient performers prevent a situation where a few similar local minimums happen to dominate all the other particles. Figure 6 compares two cases of NPO, one of which uses the top 5 rank fitters and the other uses the top 4 rank fitters and 1 mediocre fitter with a low rank for leading particles. Interestingly, while the case with this “idle leader” seems to be slow at first, it eventually becomes more successful in finding the minimum value. This can be explained by a balance between exploitation and exploration: when the best fitters lead other particles to the temporal best, they may cause overexploitation and make the particles neglect further exploration. However, the existence of the idle leader may distract the particles’ attention from the temporal best and have them search for better optimums. That is, the idle leader enhances the exploration of the search.

From the above observation, we can develop another exploration indicator that is associated with the balance between exploitation and exploration. Let us define

$$
\text{EI}_2 = \frac{1}{2} - \frac{n(n+1)}{4\sigma} + \frac{n(n+1)}{4(nN + n - \sigma)},
$$

(10)

where $\sigma$ is the summation of the ranks of the leading particles. One can see that $0 < \text{EI}_2 < 1$ and it becomes close to 0 when all leading particles are chosen from the top best fitters. Hence, $\text{EI} = 0$ means low exploration (high exploitation). On the contrary, if all leading particles come from lowest-rank particles, the indicator increases to 1, implying high exploration (low exploitation). One may adjust $\text{EI}_2$ in the middle range for a balanced search. In the examples in Figure 6(a) $\text{EI}_2 = 0.015$ and in Figure 6(b) $\text{EI}_2 = 0.366$.

4. Numerical Results

This section compares the numerical performances of NPO with those of PSO and the firefly algorithm. The firefly algorithm (FA) is another stochastic population-based method which has been applied in most areas of optimization [11, 12]. We tested with 28 benchmark functions suggested from the CEC 2013 competition for real-parameter optimization [13]. The functions were 10-dimensional and 51 optimization tests were done for each problem. We kept the same 100,000 times of evaluation of functions for all methods.

NPO uses 4 leading particles, 3 from the top best and one from the 50% performer. The matrix $M$ for each particle was chosen such that its eigenvalues lie between 0 and 4. The parameters for PSO were set to the recommended values which are widely used in the benchmark tests [14–16]. The parameters for FA were taken from [17, 18].
Table 1: Benchmark for NPO, PSO, and FA: tested with 28 10-dimensional functions from CEC 2013 competition.

| Function | Best       | Worst      | Median     | Mean       | Variance    |
|----------|------------|------------|------------|------------|-------------|
| NPO      | 1.000e−08  | 1.000e−08  | 1.000e−08  | 1.000e−08  | 1.000e−08   |
| PSO      | 1.000e−08  | 1.000e−08  | 1.000e−08  | 1.000e−08  | 1.000e−08   |
| FA       | 2.413e−06  | 1.526e−05  | 8.771e−06  | 9.311e−06  | 8.862e−12   |
| NPO      | 1.935e+04  | 1.056e+06  | 2.269e+05  | 3.291e+05  | 2.670e+05   |
| PSO      | 3.686e+04  | 2.911e+06  | 2.767e+05  | 4.520e+05  | 5.253e+05   |
| FA       | 2.720e+03  | 2.255e+05  | 3.900e+05  | 5.487e+04  | 2.480e+09   |
| NPO      | 9.035e−01  | 1.234e+08  | 9.889e+05  | 5.881e+06  | 1.765e+07   |
| PSO      | 4.078e−03  | 4.513e+07  | 1.077e+05  | 1.631e+06  | 6.624e+06   |
| FA       | 2.429e+00  | 1.877e+03  | 6.572e+01  | 2.622e+02  | 1.854e+05   |
| NPO      | 4.565e+01  | 1.671e+03  | 2.231e+02  | 3.531e+02  | 3.360e+02   |
| PSO      | 3.972e+02  | 3.814e+03  | 1.223e+03  | 1.340e+03  | 6.479e+02   |
| FA       | 1.162e+02  | 5.479e+03  | 1.311e+03  | 1.655e+03  | 1.514e+06   |
| NPO      | 2.130e−05  | 3.202e−04  | 1.141e−04  | 1.232e−04  | 6.380e−05   |
| PSO      | 1.000e−08  | 1.000e−08  | 1.000e−08  | 1.000e−08  | 1.000e−08   |
| FA       | 7.248e−04  | 2.908e−03  | 1.652e−03  | 1.709e−03  | 2.628e−07   |
| NPO      | 4.910e−06  | 7.939e+01  | 9.853e+00  | 7.926e+00  | 1.107e+01   |
| PSO      | 4.753e−02  | 7.699e+01  | 1.013e+01  | 8.818e+00  | 1.053e+01   |
| FA       | 3.314e−03  | 9.820e+00  | 9.814e+00  | 9.440e+00  | 3.505e+00   |
| NPO      | 8.153e−03  | 1.650e+01  | 1.586e+00  | 3.488e+00  | 4.058e+00   |
| PSO      | 4.003e−01  | 8.370e+01  | 2.790e+00  | 7.079e+00  | 1.384e+01   |
| FA       | 7.785e−03  | 1.504e−01  | 2.231e−02  | 3.281e−02  | 8.395e−04   |
| NPO      | 2.008e+01  | 2.047e+01  | 2.032e+01  | 2.030e+01  | 9.520e−02   |
| PSO      | 2.009e+01  | 2.047e+01  | 2.033e+01  | 2.031e+01  | 8.881e−02   |
| FA       | 2.014e+01  | 2.050e+01  | 2.038e+01  | 2.036e+01  | 6.315e−03   |
| NPO      | 1.324e+00  | 6.142e+00  | 3.495e+00  | 3.493e+00  | 1.098e+00   |
| PSO      | 7.067e−01  | 5.864e+00  | 3.123e+00  | 3.045e+00  | 1.214e+00   |
| FA       | 4.928e−02  | 2.492e+00  | 1.644e+00  | 1.500e+00  | 3.757e−01   |
| NPO      | 9.353e−02  | 1.202e+00  | 4.733e−01  | 5.136e−01  | 2.461e−01   |
| PSO      | 3.693e−02  | 1.321e+00  | 3.151e−01  | 3.828e−01  | 2.482e−01   |
| FA       | 1.751e−02  | 2.833e−01  | 8.426e−02  | 9.841e−02  | 3.595e−03   |
| NPO      | 8.060e−09  | 2.989e+00  | 4.997e−01  | 6.962e−01  | 7.574e−01   |
| PSO      | 1.000e−08  | 4.975e+00  | 1.990e+00  | 1.974e+00  | 1.272e+00   |
| FA       | 9.950e−01  | 1.492e+01  | 4.975e+00  | 5.736e+00  | 8.497e+00   |
| NPO      | 2.984e+00  | 2.984e+01  | 1.293e+01  | 1.356e+01  | 5.561e+00   |
| PSO      | 2.985e+00  | 3.927e+01  | 1.293e+01  | 1.435e+01  | 7.071e+00   |
| FA       | 9.950e−01  | 1.691e+01  | 5.970e+00  | 6.438e+00  | 1.150e+01   |
| NPO      | 7.426e+00  | 3.828e+01  | 2.293e+01  | 2.271e+01  | 8.047e+00   |
| PSO      | 4.003e+00  | 3.909e+01  | 2.258e+01  | 2.215e+01  | 7.815e+00   |
| FA       | 1.990e+00  | 2.745e+01  | 1.046e+01  | 1.129e+01  | 4.502e+01   |
| NPO      | 2.995e−01  | 2.894e+02  | 7.649e+01  | 1.087e+02  | 8.823e+01   |
| PSO      | 3.747e−01  | 5.912e+02  | 1.018e+02  | 1.257e+02  | 1.114e+02   |
| FA       | 1.189e+01  | 9.208e+02  | 4.004e+02  | 4.424e+02  | 3.466e+04   |
### Table 1: Continued.

| Function | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 |
|----------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| NPO      | 2.676e + 01 | 1.442e + 03 | 8.231e + 02 | 8.216e + 02 | 3.104e + 02 |
| PSO      | 2.846e + 02 | 1.555e + 03 | 7.610e + 02 | 7.990e + 02 | 2.823e + 02 |
| FA       | 1.303e + 02 | 8.364e + 02 | 2.537e + 02 | 2.984e + 02 | 2.719e + 04 |
| NPO      | 5.424e - 02 | 1.021e + 00 | 4.327e - 01 | 4.365e - 01 | 2.474e - 01 |
| PSO      | 5.023e - 01 | 1.634e + 00 | 9.331e - 01 | 9.553e - 01 | 2.372e - 01 |
| FA       | 1.304e - 02 | 3.961e - 01 | 8.392e - 02 | 1.140e - 01 | 7.635e - 03 |
| NPO      | 1.097e + 01 | 1.985e + 01 | 1.405e + 01 | 1.464e + 01 | 2.113e + 00 |
| PSO      | 2.308e + 00 | 2.157e + 01 | 1.440e + 01 | 1.376e + 01 | 4.639e + 00 |
| FA       | 1.242e + 01 | 3.003e + 01 | 1.757e + 01 | 1.808e + 01 | 1.674e + 01 |
| NPO      | 1.400e + 01 | 4.754e + 01 | 2.411e + 01 | 2.558e + 01 | 7.811e + 00 |
| PSO      | 7.196e + 00 | 5.724e + 01 | 3.009e + 01 | 3.051e + 01 | 9.823e + 00 |
| FA       | 1.207e + 01 | 2.984e + 01 | 1.687e + 01 | 1.770e + 01 | 1.698e + 01 |
| NPO      | 2.148e - 01 | 1.299e + 00 | 5.489e - 01 | 5.837e - 01 | 2.068e - 01 |
| PSO      | 3.495e - 01 | 1.106e + 00 | 6.702e - 01 | 6.785e - 01 | 1.950e - 01 |
| FA       | 4.368e - 01 | 1.703e + 00 | 8.771e - 01 | 9.387e - 01 | 8.351e - 02 |
| NPO      | 9.732e - 01 | 3.876e + 00 | 2.744e + 00 | 2.733e + 00 | 6.217e - 01 |
| PSO      | 9.494e - 01 | 3.621e + 00 | 3.202e + 00 | 2.979e + 00 | 6.406e - 01 |
| FA       | 1.826e + 00 | 5.000e + 00 | 3.269e + 00 | 3.261e + 00 | 4.416e - 01 |
| NPO      | 3.000e + 02 | 4.001e + 02 | 4.001e + 02 | 3.982e + 02 | 1.389e + 01 |
| PSO      | 2.000e + 02 | 4.002e + 02 | 4.002e + 02 | 3.649e + 02 | 7.370e + 01 |
| FA       | 4.002e + 02 | 4.002e + 02 | 4.002e + 02 | 4.002e + 02 | 2.201e - 14 |
| NPO      | 1.250e + 01 | 4.068e + 02 | 1.682e + 02 | 1.741e + 02 | 9.757e + 01 |
| PSO      | 2.879e + 01 | 4.089e + 02 | 2.098e + 02 | 2.039e + 02 | 1.028e + 02 |
| FA       | 2.532e + 01 | 1.424e + 03 | 5.736e + 02 | 5.582e + 02 | 8.571e + 04 |
| NPO      | 3.999e + 02 | 1.837e + 03 | 1.090e + 03 | 1.097e + 03 | 3.703e + 02 |
| PSO      | 2.271e + 02 | 1.575e + 03 | 8.299e + 02 | 8.140e + 02 | 2.908e + 02 |
| FA       | 3.874e + 01 | 1.993e + 03 | 4.077e + 02 | 4.849e + 02 | 1.019e + 05 |
| NPO      | 1.106e + 02 | 2.175e + 02 | 2.079e + 02 | 2.022e + 02 | 2.309e + 01 |
| PSO      | 2.001e + 02 | 2.211e + 02 | 2.098e + 02 | 2.099e + 02 | 5.524e + 00 |
| FA       | 2.001e + 02 | 2.166e + 02 | 2.002e + 02 | 2.022e + 02 | 2.163e + 01 |
| NPO      | 1.149e + 02 | 2.202e + 02 | 2.059e + 02 | 2.059e + 02 | 1.409e + 01 |
| PSO      | 1.205e + 02 | 2.214e + 02 | 2.101e + 02 | 2.087e + 02 | 1.349e + 01 |
| FA       | 2.001e + 02 | 2.111e + 02 | 2.002e + 02 | 2.009e + 02 | 5.615e + 00 |
| NPO      | 1.039e + 02 | 2.000e + 02 | 2.000e + 02 | 1.736e + 02 | 3.938e + 01 |
| PSO      | 1.060e + 02 | 3.176e + 02 | 2.000e + 02 | 1.864e + 02 | 7.060e + 01 |
| FA       | 1.020e + 02 | 3.144e + 02 | 2.002e + 02 | 1.969e + 02 | 8.862e + 03 |
| NPO      | 3.002e + 02 | 5.414e + 02 | 3.059e + 02 | 3.409e + 02 | 6.418e + 01 |
| PSO      | 3.003e + 02 | 6.393e + 02 | 4.935e + 02 | 4.373e + 02 | 1.224e + 02 |
| FA       | 3.010e + 02 | 4.000e + 02 | 4.000e + 02 | 3.559e + 02 | 2.416e + 03 |
| NPO      | 1.000e + 02 | 6.426e + 02 | 3.000e + 02 | 3.423e + 02 | 1.239e + 02 |
| PSO      | 1.000e + 02 | 3.000e + 02 | 3.000e + 02 | 2.882e + 02 | 4.706e + 01 |
| FA       | 3.001e + 02 | 4.001e + 02 | 3.001e + 02 | 3.217e + 02 | 1.727e + 03 |
Table 1 shows that the performances of the three schemes are comparable. However, the summarized ranking of NPO, PSO, and FA in Table 2 are, respectively, 1.821, 2.107, and 2.01, which indicates that NPO is practically better than PSO and FA with these benchmark functions.

5. Discussion

NPO takes a deterministic approach based on a mathematical operation, the Newton method. Due to the inherent fractal properties and strong convergence of the method, NPO seems to enjoy both features of exploration and exploitation, making effective optimizations for a wide range of functions. One of major differences between NPO and other random-walk-based metaheuristic methods is that NPO is a combination of a well-established mathematical operation and heuristics: its local and global search abilities can be controlled as a property of a multidimensional mapping. Since such mapping can be easily created like a polynomial function that we suggested in this paper, the convergent/divergent tendency of searching paths can also be analysed and finely tuned accordingly. This opens the door to the future study of customizing the guiding functions so that they can reflect the properties of a given set of problem instances.
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