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Abstract The main goal of this paper is to study the possibility of using a stochastic non-homogeneous (without exogenous factors) diffusion process to model the evolution of CO$_2$ emissions in Morocco and concretely using a new process, in which the trend function is proportional to the modified Lundqvist-Korf growth curve. First, the main characteristics of the process are studied, then we establish a computational statistical methodology based on the maximum likelihood estimation method and the trend functions. When we are estimating the parameters of the process, a non-linear equation is obtained and the simulated annealing method is proposed to solve it after bounding the parametric space by a stagewise procedure. Also, to validate this methodology, we include the results obtained from several examples of simulation. Finally, the process and the methodology established are applied to real data corresponding to the evolution of CO$_2$ emissions in Morocco.
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1 Introduction

Stochastic diffusion processes (SDPs) play an efficient role in modeling several phenomena in various disciplines. We will quote, for example, physics, biology,
economy and finance, radiotherapy, chemotherapy, energy consumption, and others. In the same perspective, many types of stochastic diffusion processes have been defined, such as the stochastic Gompertz diffusion process [9,11], the stochastic Gamma diffusion process [12,25], the stochastic Weibull diffusion process [23], and others.

The Lundqvist-Korf growth curve belongs to the smooth sigmoidal functions arising from tree growth and forest populations. It was developed by Korf (1939). In this respect, Zarnovican [30] introduced a brief analysis of Korf’s mathematical formula. It can be applied to forest mensuration, such as the relation between height and age for three black spruce stands. Nafidi and El Azri [24] proposed a new non-homogeneous SDP in which the trend function is proportional to the growth curve of the Lundqvist-Korf. Crescenzo et al. [5] and [6] introduced a new deterministic growth model which captures certain features of both the Gompertz and Korf laws. We also perform a comparison between the Logistic growth process and other models, such as the Gompertz model, the Korf model, and the modified Lundqvist-Korf model.

The evolution of CO$_2$ emissions is currently one of the most significant subjects in environmental science and climate change. In this context, various SDPs have been applied to describe and forecast this issue. In this perspective, see, for example, Gutiérrez et al. [14] in the study of the SDP with cubic drift with application to a modeling of the global CO$_2$ emissions in Spain. Then, Gutiérrez et al. [13] in the case of the non-homogeneous (with exogenous factors) stochastic Vasicek diffusion process in the case of CO$_2$ emission in Morocco. Note that the non-homogeneity in this process is obtained by adding exogenous factors such as external variables that affect the drift of the homogeneous Vasicek model. Moreover, Gutiérrez et al. [10] proposed the bivariate stochastic Gompertz diffusion model as the solution for a system of two Itô’s stochastic differential equations (SDEs). The drift and diffusion coefficients are similar to those considered in the univariate stochastic Gompertz diffusion process. This stochastic model is applied to the modeling of the gross domestic product and CO$_2$ emissions in Spain. Moreover, Abbass et al. [1] presented a systematic review of two decades of research from 1995 to 2017 for CO$_2$ emissions and economic growth. Magazzino and Cerulli [22] examined the relationship among CO$_2$ emissions, GDP, and energy in the Middle East and North Africa countries using a responsiveness scores approach. Then, Solaymani [28] treated the CO$_2$ emissions patterns in seven top carbon emitter economies in the case of the transport sector. Furthermore, several techniques, different from the one we proposed in this work, have been used to study CO$_2$ emissions in several countries and different geographic regions of the world, we will cite, for example, regression models, see Wang et al. [29], Lin and Xu [21], and Hosseini et al. [16], and temporal series models see Nguyen and Le [26].

The question of statistical inference in SDPs has received considerable attention in recent years, both when the process is observed continuously and when it is observed discretely. The estimation of the parameters in stochastic models, in general, is not direct, except in simple cases and one possible methodological approach is based on approximating the maximum likelihood function. In the same context, various methods addressing this question have been developed, and many papers have been published on this subject, focusing on several variants of approximate likelihood methodology, the general case of this methodology can be consulted in Prakasa-Rao [27], Bibby et al. [4], Ait-Sahalia [2] and Egorov et al.
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[8], and in the case of particular diffusions, the following can be seen, for example, Gutiérrez et al. [9,15] and others. However, the approach of maximum likelihood estimation of the parameters using likelihood equations can be problematic, which is why we propose the use of the simulated annealing (SA) method. This algorithm is a method for solving unconstrained and bound-constrained optimization problems developed by Kirkpatrick et al. [18]. Duflo [7] used for optimization in continuous spaces the method models the physical process of heating a material and then slowly lowering the temperature to decrease defects, thus minimizing the system energy. Recently, many works have used the SA algorithm for estimating the parameters in the stochastic diffusion process (see, for instance, Nafidi and El Azri [24] and Nafidi et al. [23]).

The aim objective of this article is to introduce a new non-homogeneous stochastic modified Lundqvist-Korf diffusion process (SMLKDP), in our work, the non-homogeneity in the process is of nature, that is to say, that in the definition of the process its drift is dependent on time, then in the future, it is possible to introduce exogenous factors in this process to obtain a version of double non-homogeneity which presents a trend function that is proportional to the modified Lundqvist-Korf growth curve in Eq. (2) and we can apply this process to fit and forecast real data. The rest of this paper is organized as follows: In section 2, we presented an overview of the Lundqvist–Korf growth curve and we define the proposed model in terms of the SDE. We then determine the explicit expression of the solution to the SDE, the transition probability density function (TPDF) and the trend functions. In section 3, we discuss the parameter estimation using the maximum likelihood method (MLM) on the basis of discrete sampling of the process. Since the closed form of the MLM estimators cannot be given because the system of likelihood equations does not have an explicit form, numerical methods are needed, we deal with this problem through the application of SA method: First, a brief summary of the algorithm is provided, and then their adaptation to the problem at hand is presented. Some strategies are suggested for bounding the space of solutions, and a description is provided for the application of the algorithms selected. In Section 4, we present the results obtained from the examples of simulation, and we illustrate the predictive study by fitting the SDP to simulated data. In Section 5, we present an application to real data by considering the evolution of global CO$_2$ emissions in Morocco. This subject is the primary driver of global climate change. It’s widely recognized that to avoid the worst impacts of climate change. Finally, in the last section, we recapitulate the main conclusions from this study.

2 The model and its characteristics

This section provides an overview of the modified growth of the Lundqvist-Korf curve and defines the proposed process in terms of SDE. We then determine the explicit expression of the solution of the SDE, the TPDF, and the trend functions.

2.1 The modified Lundqvist-Korf growth curve

The most commonly used expression of the Lundqvist-Korf curve is:

$$y(t) = K \exp\left(-\beta t^{-\alpha}\right); \quad t > 0, \quad \alpha > 0, \quad \beta > 0,$$

(1)
where $K$ is the upper bound for the studied variable, that can only be reached after infinit time and is the scale parameter. If in the Lundqvist-Korf curve Eq. (1), we replace $t$ by $1 + t$, then we obtain the modified Lundqvist-Korf growth curve:

$$x(t) = K \exp\left(-\beta (1 + t)^{-\alpha}\right); \quad t \geq 0, \quad \alpha > 0, \quad \beta > 0.$$  

We impose that $x(t_1) = x_1 > 0$, hence $K = x_1 \exp\left(\beta (1 + t_1)^{-\alpha}\right)$. Thus, we reach:

$$x(t) = x_1 \exp\left(\beta (1 + t_1)^{-\alpha}\right) \exp\left(-\beta (1 + t)^{-\alpha}\right); \quad t \geq t_1, \quad \alpha > 0, \quad \beta > 0, \quad (2)$$

This curve is a sigmoidal strictly increasing curve showing an inflection point at $t_I = \left(\frac{\alpha \beta}{\alpha + 1}\right)^{1/\alpha} - 1$, its value is

$$x(t_I) = x_1 \exp\left(\beta (1 + t_1)^{-\alpha}\right) \exp\left(-\frac{1}{\alpha}\right).$$

In addition, $t_I > t_1$ (that is, the inflection can be visualized) if and only if

$$\beta > \left(1 + \frac{1}{\alpha}\right) t_I^{\alpha} > t_1^{\alpha}.$$  

Whereas $\lim_{t \to \infty} x(t) = x_1 \exp\left(\beta (1 + t_1)^{-\alpha}\right)$, that is the line $y = x_1 \exp\left(\beta (1 + t_1)^{-\alpha}\right)$ is a horizontal asymptote of the curve in Eq. (2) when $t$ tend to $\infty$. Its asymptote is dependent on the initial value.

### 2.2 The Stochastic modified Lundqvist-Korf diffusion process

To model the modified Lundqvist-Korf type behaviors from a stochastic point of view, our contribution is to consider a SDP whose trend function has the expression given in the curve in Eq. (2). Now, starting from the curve in Eq. (2), one is lead to considering the ordinary differential equation:

$$\frac{dx(t)}{dt} = h(t)x(t); \quad x(t_1) = x_1,$$  

(3)

where $h(t) = \alpha \beta (1 + t)^{-(\alpha + 1)}$ and the parameters $\alpha$, $\beta$ and $\sigma$ are all positive. Hence Eq. (3) can be viewed as a generalisation of the Multhusian growth model with time dependent fertility rate $h(t)$. Note that $h(t)$ is a decreasing continuous positive and bounded function and has a horizontal asymptote at $y = 0$.

The form of the proposed one-dimensional SMLKDP is defined as a diffusion process $\{x(t); t \in [t_1, T], \quad t_1 > 0\}$, taking values on $(0, \infty)$ and characterized by these infinitesimal moments (drift and diffusion coefficient):

$$A_1(t, x) = h(t)x, \quad A_2(t, x) = \sigma^2 x^2,$$  

(4)

with initial distribution $x(t_1) = x_1$.

Alternatively, the above process can be defined as the unique solution of the following Itô’s SDE:

$$dx(t) = A_1(t, x)dt + \sqrt{A_2(t, x)}dw(t); \quad x(t_1) = x_1,$$  

(5)
where \( w(t) \) is a standard Wiener process and \( x_1 \) is a positive random variable, independent on \( w(t) \) for \( t \geq t_1 \).

Taking into account that \( A_1(t, x) \) and \( A_2(t, x) \) specified in Eq. (4) satisfy the Lipschitz and the growth conditions for the existence and uniqueness of the solution to the SDEs (see, Kloeden et al. [19]). Thus, there exists a non negative constant \( C = \alpha \beta (1 + t_1)^{-(\alpha + 1)} + \sigma \), such that for all \( x \) and \( y \) of \( \mathbb{R}^+ \) and \( t \) of \([t_1, T] \), we have:

\[
\begin{align*}
|A_1(t, x) - A_1(t, y)| + \left| \sqrt{A_2(t, x)} - \sqrt{A_2(t, y)} \right| &\leq C |x - y| \\
|A_1(t, x)|^2 + \left| \sqrt{A_2(t, x)} \right|^2 &\leq C^2 \left( 1 + |x|^2 \right).
\end{align*}
\]

Then, the SDE Eq. (5) has a unique solution \( \{x(t) : t \in [t_1, T] \} \) continuous with probability 1, and satisfies the initial condition \( x(t_1) = x_1 \).

2.3 Probability distribution of the process

By means of the appropriate transformation of the form \( y(t) = \log(x(t)) \), and by using the Itô rule, the SDE Eq. (5) becomes:

\[
dy(t) = \left( \alpha \beta (1 + t)^{-(\alpha + 1)} - \frac{\sigma^2}{2} \right) dt + \sigma dw(t); \quad y_1 = \log(x_1),
\]

by integrating both sides yields,

\[
y(t) = y_1 - \beta \left( (1 + t)^{-\alpha} - (1 + t_1)^{-\alpha} \right) - \frac{\sigma^2}{2} (t - t_1) + \sigma (w(t) - w(t_1)).
\]

Finally, we have:

\[
x(t) = x_1 \exp \left[ -\beta \left( (1 + t)^{-\alpha} - (1 + t_1)^{-\alpha} \right) - \frac{\sigma^2}{2} (t - t_1) + \sigma (w(t) - w(t_1)) \right].
\]  

(6)

The process \( y(t) \) is a gaussian process if and only if \( \log(x_1) \) is constant or normally distributed (see, for instance, Arnold [3]). In such a case, the process \( x(t) \) is a Lognormal process. That is, the TPDF:

\[
f(x, t|y, s) = \frac{1}{x \sqrt{2\pi \sigma^2 (t-s)}} \exp \left( - \frac{[\log(x) - \mu(s, t, y)]^2}{2\sigma^2 (t-s)} \right)
\]

where \( \mu(s, t, y) = \log(y) - \beta \left( (1 + t)^{-\alpha} - (1 + s)^{-\alpha} \right) - \frac{\sigma^2}{2} (t - s) \)
2.4 The moments of the process

From the properties of the Lognormal distribution, the r-th conditional moment of the process is:

\[
E(x^r(t)|x(s) = x_s) = \exp\left( r\mu(s, t, x_s) + \frac{r^2\sigma^2}{2}(t - s) \right)
\]

\[
= \exp\left\{ \log(x^r_s) - \beta r \left[ (1 + t)^{-\alpha} - (1 + s)^{-\alpha} \right] - \frac{r\sigma^2}{2}(t - s) + \frac{r^2\sigma^2}{2}(t - s) \right\}
\]

\[
= x^r_s \exp\left( -\beta r \left[ (1 + t)^{-\alpha} - (1 + s)^{-\alpha} \right] \right) \exp\left( \frac{r(r-1)\sigma^2}{2}(t - s) \right).
\]

Then, for \( r = 1 \), the conditional trend function of the process is:

\[
E(x(t)|x(s) = x_s) = x_s \exp\left( -\beta \left[ (1 + t)^{-\alpha} - (1 + s)^{-\alpha} \right] \right).
\]

(8)

In addition, taking into the initial condition \( P(x(t_1) = x_1) = 1 \), the trend function of the process is given by:

\[
E(x(t)) = x_1 \exp\left( \beta(1 + t_1)^{-\alpha} \right) \exp\left( -\beta(1 + t)^{-\alpha} \right).
\]

(9)

3 Statistical inference of the model

This section examines the MLM estimators of the parameters \( \alpha, \beta \) and \( \sigma^2 \) of the model using discrete sampling. Then by Zehna’s theorem [31], we obtain the corresponding estimated trend functions of the process.

3.1 Parameters estimation

Let us consider a discrete sampling of the process, based on \( d \) sample paths, for fixed times \( t_{ij}, (i = 1, \ldots, d; j = 1, \ldots, n_i) \) with \( t_{i1} = t_1, \ldots, d \). That is, we observe the variables \( x_{ij} \) whose values provide the basic sample for the inference process. In addition, we assume \( t_{ij} - t_{i,j-1} = h, \) for \( i = 1, \ldots, d; j = 2, \ldots, n_i \). Let \( x = \{x_{ij}\}_{i=1,\ldots,d; j=1,\ldots,n_i} \) be the observed values of the sampling. The likelihood function depends on the choice of the initial distribution.

If \( P(x(t_1) = x_1) = 1 \) the likelihood function is

\[
L_x(\alpha, \beta, \sigma^2) = \prod_{i=1}^{d} \prod_{j=2}^{n_i} f(x_{ij}, t_{ij}|x_{i,j-1}, t_{i,j-1}).
\]

If \( x(t_1) \) is distributed as one-dimensional lognormal distribution \( \Lambda_1(\mu_1, \sigma_1^2) \) the likelihood function is:

\[
L_x(\mu_1, \sigma_1^2, \alpha, \beta, \sigma^2) = \prod_{i=1}^{d} f(x(t_1))(x_{i1}) \prod_{j=2}^{n_i} f(x_{ij}, t_{ij}|x_{i,j-1}, t_{i,j-1}),
\]

where \( \mu_1, \sigma_1^2, \alpha, \beta \) and \( \sigma^2 \) are the parameters to be estimated.
Henceforth, we will consider the case when the initial distribution is lognormal. Denoting \( n = \sum_{i=1}^{d} n_i \), from Eq. (7), the log-likelihood function of the sample is:

\[
\ln L_x (\mu_1, \sigma_1^2, \alpha, \beta, \sigma^2) = -\frac{n}{2} \ln(2\pi) - \frac{d}{2} \ln(\sigma_1^2) - \frac{(n-d)}{2} \ln(\sigma^2) \\
- \sum_{i=1}^{d} \ln(x_{1i}) - \frac{1}{2\sigma_1^2} \sum_{i=1}^{d} (\ln(x_{1i}) - \mu_1)^2 - \frac{(n-d)}{2} \ln(h) - \frac{1}{2\sigma^2 h} \\
\times \sum_{i=1}^{d} \sum_{j=2}^{n_i} \left\{ \ln\left( \frac{x_{ij}}{x_{i,j-1}} \right) + \beta \left[ (1 + t_{ij})^{-\alpha} - (1 + t_{i,j-1})^{-\alpha} \right] \right\}^2.
\]

By deriving the log-likelihood function in Eq. (10) with respect to the parameters \( \mu_1 \) and \( \sigma_1^2 \), we obtain the ML estimators of \( \mu_1 \) and \( \sigma_1^2 \) are

\[
\hat{\mu}_1 = \frac{1}{d} \sum_{i=1}^{d} \ln(x_{1i}) \quad \text{and} \quad \hat{\sigma}_1^2 = \frac{1}{d} \sum_{i=1}^{d} (\ln(x_{1i}) - \mu_1)^2.
\]

The estimation of the parameters \( \alpha, \beta \) and \( \sigma^2 \) poses some difficulties. The resulting system of equations is exceedingly complex and does not have an explicit solution. Therefore numerical procedures must be employed. To address this problem, we propose the use of the simulated annealing algorithm to maximize the likelihood function or, equivalently, its logarithm.

3.2 Estimated trend functions and Confidence bounds

3.2.1 Estimated trend functions

By using Zehna’s theorem [31], the estimated trend functions of the process is obtained by replacing the parameters in Eq. (8) and Eq. (9) by their estimators, then the estimated conditional trend function (ECTF) is given by the following expression:

\[
\hat{E}(x(t)|x(s) = x_s) = x_s \exp \left(-\beta \left[ (1 + t)^{-\hat{\alpha}} - (1 + s)^{-\hat{\alpha}} \right] \right),
\]

Taking into account the initial condition that is \( P (x(t_1) = x_1) = 1 \), the estimated trend function (ETF) of the process is given by:

\[
\hat{E}(x(t)) = x_1 \exp \left( \hat{\beta} (1 + t_1)^{-\hat{\alpha}} \right) \exp \left(-\beta (1 + t)^{-\hat{\alpha}} \right).
\]

3.2.2 Confidence bounds

The confidence bounds of the process are obtained by using the procedure described in Katsamaki and Skiadas [17]. Let \( v(s,t) = x(t|x(s) = x_s) \). Since the variable \( w(t) - w(s) \) is Gaussian with the mean equal to zero and the variance \( t-s \) for \( t \geq s \). Therefore, the random variable \( z \) is given by

\[
z = \frac{\log(v(s,t)) - \mu(s,t,x_s)}{\sigma\sqrt(t-s)} \sim N(0,1).
\]
A 100(1 − κ)% conditional confidence bound for \( z \) is given by 
\[ P(-\xi \leq z \leq \xi) = 1 - \kappa. \]

From this, we can obtain a confidence bound of \( v(s, t) \) with following form \((v_{\text{lower}}(s, t), v_{\text{upper}}(s, t))\), where

\[ v_{\text{lower}}(s, t) = \exp \left( \mu(s, t, x_s) - \xi \sigma \sqrt{(t - s)} \right), \quad (13) \]

and

\[ v_{\text{upper}}(s, t) = \exp \left( \mu(s, t, x_s) + \xi \sigma \sqrt{(t - s)} \right), \quad (14) \]

with \( \xi = F_{-1}^{-1}(1 - \kappa/2) \) and where \( F_{N(0,1)}^{-1} \) is the inverse cumulative normal standard distribution.

By substituting the parameters by theirs estimators in the equations Eq. (13) and Eq. (14), we obtain the estimated lower bound \( \hat{v}_{\text{lower}}(t) \) and the estimated upper bound \( \hat{v}_{\text{upper}}(t) \):

\[ \hat{v}_{\text{lower}}(s, t) = \exp \left( \hat{\mu}(s, t, x_s) - \hat{\xi} \hat{\sigma} \sqrt{(t - s)} \right), \quad (15) \]

and

\[ \hat{v}_{\text{upper}}(s, t) = \exp \left( \hat{\mu}(s, t, x_s) + \hat{\xi} \hat{\sigma} \sqrt{(t - s)} \right), \quad (16) \]

where \( \hat{\mu}(s, t, x_s) = \log(x_s) - \hat{\beta} \left[(1 + t)^{-\hat{\alpha}} - (1 + s)^{-\hat{\alpha}}\right] - \hat{\sigma}^2(t - s)/2. \)

3.3 Application of the Simulated Annealing method

3.3.1 The algorithm

SA algorithm is a metaheuristic algorithm to approximating the solution of optimization problems of the type \( \min_{\theta \in \Theta} g(\theta) \), where \( g \) is the objective function to be optimized and \( \Theta \) is the solution space. It was developed by Kirkpatrick et al. [18]. Under this algorithm, in each iteration, let \( x \) be a current solution, \( x' \) be a new value selected in a neighborhood of \( x \) in the next iteration, and the objective difference is \( \delta = g(x') - g(x) \). If \( \delta \leq 0 \), then \( x' \) is selected as the new solution. Otherwise, it could be accepted with probability \( p = \exp(-\delta/T) \), where \( T \) is a scale factor called temperature.

The general application of the SA algorithm depends on the definition of the several parameters

1. Initializing the parameters of the algorithm such as the initial solution \( \theta_0 \), the initial temperature \( T_0 \), the final temperature \( T_F \), the chain length for each application of the Metropolis algorithm \( L \) and the cooling procedure, and the stopping condition.
2. Apply the selection procedure for a new solution \( L \) times.
3. Verifying the stopping condition. If it is not verified, decreasing the temperature and returning to the previous step.
In our case, the problem becomes maximizing the function \( \ln L_x (\mu_1, \sigma_1^2, \alpha, \beta, \sigma^2) \). Since the algorithm aforementioned is usually formulated for minimization problems, then, from Eq. (10), the objective function is a function of the parameters \( \alpha, \beta \) and \( \sigma^2 \) and has the following form:

\[
g(\alpha, \beta, \sigma^2) = \left( \frac{n - d}{2} \right) \ln(\sigma^2) + \frac{1}{\sigma^2 \, h} \times \sum_{i=1}^{d} \sum_{j=2}^{n_i} \left\{ \ln \left( \frac{x_{i,j}}{x_{i,j-1}} \right) + \beta \left[ (1 + t_{ij})^{-\alpha} - (1 + t_{i,j-1})^{-\alpha} \right] + \frac{\sigma^2}{2} \right\}^2,
\]

and the parametric space \( \Theta \) linked to the objective function Eq. (17), on which the selected algorithms must operate, is continuous and unbounded. Consequently \( \Theta = \{ (\alpha, \beta, \sigma) : \alpha > 0, \beta > 0, \sigma > 0 \} \).

The drawback is that the solution space might not be explored with enough depth. This requires us to find arguments for bounding said space. The following are some strategies to this end.

### 3.3.2 Bounding the solution space

Regarding the parameter \( \sigma \), when it has high values it leads to sample paths with great variability around the mean of the process. Thus, excessive variability in available paths would make modified Lundqvist-Korf-type modeling inadvisable (see Fig. 1). Some simulations performed for several values of \( \sigma \) have led us to consider that \( 0 < \sigma < 0.1 \), so that we may have paths compatible with the modified Lundqvist-Korf-type growth. On the other hand, there does not seem to be an upper bound for \( \alpha \) and \( \beta \). To this end, we will use the following reformulation: Setting \( b = \exp(-\beta) \) and \( a = 1/\alpha \). This reformulation leads to the condition

\[ 0 < b < 1 \]

and does not seem to be an upper bound for \( a \). Nevertheless, the modified Lundqvist-Korf curve is sigmoidal and has an inflection point at \( t_I = (\frac{-\ln(b)}{a + 1})^a - 1 \), which is higher than \( t_1 \) if and only if

\[ b < \exp \left( -t_1^\frac{1}{a} \right). \]

The parameter \( a \) can be bounded taking into account the information provided by the sample paths and the asymptote of the curve verifying

\[ k = x_I \left( \frac{1}{\frac{1}{a} + t_1} \right)^{-\frac{1}{a}} \]

and the inflection point of the curve at

\[ t_I = \left( \frac{-\ln(b)}{a + 1} \right)^a - 1. \]
From these expressions, and if we denote by \( k_i \) the maximum value of the i-th sample path, the following expression holds

\[ 0 < a < \ln(\eta) - 1, \]

where \( \eta = \max_{i=1, \ldots, d} (k_i/x_1) \) and \( x_1 \) is the initial value of the sample path. Thus, the solution space, which is obtained numerically for \( a, b \) and \( \sigma \) is bounded and takes the form

\[ (0, \ln(\eta) - 1) \times \left( 0, \exp \left( -t_1^{\frac{1}{\ln(\eta) - 1}} \right) \right) \times (0, 0.1). \]

Once the solution space has been bounded, we specify the choice of the initial parameters of the algorithms and the stopping conditions. Let consider:

1. The initial solution is chosen randomly in the bounded subspace

\[ (0, \ln(\eta) - 1) \times \left( 0, \exp \left( -t_1^{\frac{1}{\ln(\eta) - 1}} \right) \right) \times (0, 0.1). \]

2. The initial temperature should be high enough such that in the first iteration of the algorithm, the probability of accepting a worse solution is at least of 80% (see, Kirkpatrick et al. [18]). For this, we assume the initial temperature of 10.

3. For the cooling process we have considered a geometric scheme in which the current temperature is multiplied by a constant \( \gamma (0 < \gamma < 1) \), i.e. \( T_i = \gamma T_{i-1}, \)

4. The length of each temperature level (\( L \)) determines the number of solutions generated at a certain temperature, \( T \). For this we have set \( L = 50 \).

5. The stopping criterion defines when the system has reached a desired energy level (freezing temperature). Equivalently it defines the total number of solutions generated, or when an acceptance ratio (ratio between the number of solutions accepted and the number of solutions generated) is reached. The application of the algorithm will be limited to 1000 iterations.

The coding is performed using Matlab R2018a computer software and is run on a Core(TM) i3-2348M CPU 2.30 GHz processor with 3.86 Go of RAM.

4 Simulation study

This section presents some simulated sample paths of the SMLKDP and demonstrates the performance of the proposed procedure using simulation examples, and validates the predictive study by fitting this process to simulated data.
4.1 Simulated sample paths of the process

This section presents some simulated sample paths of the SMLKDP. The trajectory of the model is obtained by simulating the exact solution of the SDE (6). We obtain the simulated trajectories of the model by considering the time discretization of the interval \([t_1, T]\), with time points \(t_i = t_{i-1} + (i - 1)h\), \(i = 2, \ldots, N\) and \(h = (T - t_1)/N\) is the discretization step size for the sample size \(N\). The random variable \(\sigma(w(t) - w(t_1))\) in the Eq. (6) is distributed as one-dimensional normal distribution \(N_1(0, \sigma^2(t - t_1))\). This simulation is based on 25 sample paths with \(t_1 = 0, T = 40, x_1 \sim \Lambda_1(1, 0.16)\), and \(N = 250\). Fig. 1 shows some simulated sample paths of the SMLKDP and its trend function for several values of \(\alpha, \beta\) and \(\sigma\).

![Simulated trajectories of the SMLKDP and its trend function for several values of \(\sigma\) with \((\alpha = 0.5, \beta = 4)\).](image)

4.2 Estimation of drift parameters and the diffusion coefficient

This section presents several examples to evaluate the performance of the estimation procedure previously developed. To this end, Eq. (6) was simulated 25 times under the following assumptions \(t_1 = 0, h = 1, x_1 \sim \Lambda_1(1, 0.16)\) and the samples of sizes \(N = 100, 250\) and \(500\) are used to investigate the effects of the sample size on the performances of the estimation procedure. In order to make the subsequent inference we have considered, in each example the 25 sample paths with \(t_i = t_{i-1} + (i - 1)h\), \(i = 2, \ldots, N\).
The empirical mean, the standard deviation (std), and the coefficient of variation (CV) for $a$, $b$ and $\sigma$ (functions of parameters $\alpha$, $\beta$ and $\sigma$ which are the arguments of the objective function) are defined in Table 1. Then, Table 2 shows the results obtained for calculating the latter measures. The results obtained show the performance of the methodology.

**Table 1** The empirical mean, the standard deviation and the coefficient of variation for $a$, $b$ and $\sigma$ ($M$ is the sample paths).

| $\sigma$ | $\pi$ | $b$ | $\sigma^2$ | std($a$) | std($b$) | std($\sigma^2$) | CV($a$) | CV($b$) | CV($\sigma^2$) |
|----------|--------|-----|------------|----------|----------|-----------------|--------|--------|----------------|
| $\sigma = 0.01$ | $N$ | $\pi$ | $b$ | $\sigma^2$ | std($a$) | std($b$) | std($\sigma^2$) | CV($a$) | CV($b$) | CV($\sigma^2$) |
| 100 | 1.99539 | 0.02031 | 0.00965 | 0.06374 | 0.00150 | 0.03195 | 0.11004 | 0.15546 |
| 250 | 2.00543 | 0.02006 | 0.00972 | 0.07726 | 0.00195 | 0.00853 | 0.09709 | 0.08686 |
| 500 | 2.00019 | 0.02003 | 0.00961 | 0.07988 | 0.00266 | 0.00994 | 0.13298 | 0.09129 |
| $\sigma = 0.02$ | $N$ | $\pi$ | $b$ | $\sigma^2$ | std($a$) | std($b$) | std($\sigma^2$) | CV($a$) | CV($b$) | CV($\sigma^2$) |
| 100 | 2.11445 | 0.01764 | 0.01926 | 0.19080 | 0.00424 | 0.09023 | 0.25418 | 0.12905 |
| 250 | 2.03829 | 0.02006 | 0.01911 | 0.11803 | 0.00315 | 0.05791 | 0.15706 | 0.11468 |
| 500 | 2.01817 | 0.02047 | 0.02346 | 0.04587 | 0.00285 | 0.09436 | 0.22719 | 0.09347 |
| $\sigma = 0.025$ | $N$ | $\pi$ | $b$ | $\sigma^2$ | std($a$) | std($b$) | std($\sigma^2$) | CV($a$) | CV($b$) | CV($\sigma^2$) |
| 100 | 2.09409 | 0.01894 | 0.02277 | 0.22070 | 0.00524 | 0.00260 | 0.10539 | 0.27683 | 0.11421 |
| 250 | 2.03920 | 0.02106 | 0.02329 | 0.13176 | 0.00419 | 0.00257 | 0.06461 | 0.19923 | 0.11051 |
| 500 | 2.11080 | 0.01807 | 0.02346 | 0.19919 | 0.00410 | 0.00219 | 0.09436 | 0.22719 | 0.09347 |

4.3 Predicted data using ETF and ECTF,

In this section, we have considered the predictive study based on fitting the diffusion process to simulated data in which $N = 25$, $t_i = t_{i-1} + (i-1)h$, $i = 2, \ldots, N$ starting at $t_1 = 1$, taking the step size $h = 0.05$ and $x_1 = 2.6574$. First, we use the first 22 data to estimate the parameters $a$, $b$ and $\sigma^2$ of the process by SA. Moreover, we obtain the corresponding ETF and ECTF values given by the expressions (12) and (11). For the three last data, we predict the corresponding values using the ETF and ECTF. Also, we give the results attached to a 95% estimated confidence.
bound (ECB) and a 95% estimated conditional confidence bound (ECCB) of the process (see, the expressions (15) and (16)). Finally, to illustrate the performance of procedure, the results according to the one-step-ahead mean absolute error (MAE), the root mean square error (RMSE) and the mean absolute percentage error (MAPE), given by Table 3. According to Lewis [20], we deduce that the accuracy of the forecast can be judged from the MAPE result in Table 6.

Table 7 shows the results of the simulated values with the ETF, ECTF, ECB and ECCB. Table 4 shows the values obtained from the estimation of the parameters of the SMLKDP. Table 5 shows the values obtained after the calculation of the three measures of the goodness of fit. Then the accuracy of the forecast can be judged from the MAPE, in other words if the value of the MAPE is less than 10%, the forecast is highly accurate.

Fig. 2 and Fig. 3 illustrate the performance of the SMLKDP for forecasting using the trend function and the conditional trend function.

Table 3 The MAE, the RMSE, and the MAPE.

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |x(t_i) - \hat{x}(t_i)|,
\]
\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x(t_i) - \hat{x}(t_i))^2},
\]
\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \frac{|x(t_i) - \hat{x}(t_i)|}{x(t_i)} \times 100.
\]

Table 4 Estimation of the parameters of the SMLKDP.

| Parameters | a       | b       | σ       |
|------------|---------|---------|---------|
| Estimated value | 0.374785121021031 | 0.000000280539236 | 0.026387464094434 |

Table 5 Goodness of fit of the SMLKDP.

| MAE | RMSE | MAPE |
|-----|------|------|
| 0.11408 | 0.13433 | 1.26105% |

Table 6 Interpretation of typical MAPE values.

| MAPE | Interpretation        |
|------|-----------------------|
| <10  | Highly accurate forecasting |
| 20 - 30 | Good forecasting       |
| 30 - 50 | Reasonable forecasting |
| >50  | Inaccurate forecasting |

The modified Lundqvist-Korf stochastic process
Table 7 Simulated and predicted data, showing ETF, ECTF, ECB and ECCB using the SMLKDP.

| i  | Simulated data $x(t_i)$ | ETF   | ECTF  | ECB   | ECCB  |
|----|-------------------------|-------|-------|-------|-------|
| 1  | 2.65740                 | 2.65740 | 2.65740 | [2.65740 2.65740] | [2.65740 2.65740] |
| 2  | 3.12870                 | 3.09158 | 3.09158 | [3.05598 3.12748] | [3.05598 3.12748] |
| 3  | 3.61360                 | 3.59303 | 3.59303 | [3.49269 3.60882] | [3.55166 3.63476] |
| 4  | 4.10860                 | 4.02101 | 4.02101 | [3.95072 4.11173] | [4.05490 4.14978] |
| 5  | 4.61090                 | 4.51593 | 4.51593 | [4.42424 4.63371] | [4.56278 4.66954] |
| 6  | 5.11820                 | 5.04005 | 5.04005 | [4.91096 5.17163] | [5.07313 5.19183] |
| 7  | 5.62840                 | 5.56305 | 5.56305 | [5.40711 5.72229] | [5.58425 5.71492] |
| 8  | 6.14000                 | 6.09402 | 6.09402 | [5.99066 6.28260] | [6.09402 6.23721] |
| 9  | 6.65170                 | 6.60012 | 6.60012 | [6.40711 6.84963] | [6.60012 6.75773] |
| 10 | 7.16250                 | 7.10776 | 7.10776 | [6.92323 7.42069] | [7.10776 7.27563] |
| 11 | 7.67140                 | 7.70762 | 7.70762 | [7.42955 7.99333] | [7.67140 7.96032] |
| 12 | 8.17770                 | 8.20584 | 8.20584 | [7.93284 8.56533] | [8.11355 8.30115] |
| 13 | 8.68080                 | 8.77785 | 8.77785 | [8.43139 9.13474] | [8.60636 8.80774] |
| 14 | 9.18020                 | 9.30578 | 9.30578 | [8.92371 9.69982] | [9.09691 9.30977] |
| 15 | 9.67550                 | 9.82700 | 9.82700 | [9.40854 10.2590] | [9.58274 9.80697] |
| 16 | 10.1664                 | 10.3403 | 10.3403 | [9.88482 10.8111] | [10.0636 10.2991] |
| 17 | 10.6527                 | 10.8447 | 10.8447 | [10.3516 11.3550] | [10.5395 10.7862] |
| 18 | 11.1340                 | 11.3395 | 11.3395 | [10.8083 11.8898] | [11.0104 11.2690] |
| 19 | 11.6104                 | 11.8239 | 11.8239 | [11.2542 12.4146] | [11.4759 11.7444] |
| 20 | 12.0817                 | 12.2974 | 12.2974 | [11.8900 12.9290] | [11.9363 12.2156] |
| 21 | 12.5477                 | 12.7597 | 12.7597 | [12.1123 13.4323] | [12.3014 12.6814] |
| 22 | 13.0085                 | 13.2104 | 13.2104 | [12.5239 13.9243] | [12.8412 13.1417] |

Prediction

| 23 | 13.4639 | 13.6493 | 13.4407 | [12.9237 14.4046] | [13.2859 13.5968] |
| 24 | 13.9140 | 14.0763 | 13.8851 | [13.3115 14.8731] | [13.7252 14.0464] |
| 25 | 14.3588 | 14.4914 | 14.3243 | [13.6875 15.3298] | [14.1593 14.4907] |

Fig. 2 Simulated data versus ETF, ECB and the predicted values.
5 Application to real data

This section presents an application of the proposed process and the computational statistical methodology described above to fits and forecast the global CO$_2$ emissions in Morocco using the ETF and ECTF. Let us the $x(t)$, to be CO$_2$ total emissions from the Consumption of Energy and $t_i = t_{i-1} + (i-1)h$; for $i = 2, ..., N$ starting at $t_1 = 1$, taking the step size $h = 0.01$, $N = 32$ and $x_1 = 19.2$.

The real data for these variables are annual values and correspond to the period 1987–2018; CO$_2$ emissions is expressed in Million Metric Tons of Carbon Dioxide. These data are published by Atlas Mondial de Données (Maroc-Environnement) at https://knoema.fr/atlas/Maroc/%C3%89mission-de-C02-kt.

The series of observations considered from 1970 to 2018 are used to estimate the parameters of the model by SA. The values of the estimators of the parameters are $\hat{a} = 0.258755$, $\hat{b} = 2.214039 \times 10^{-19}$ and $\hat{\sigma} = 0.099976$. For the years 2019 and 2020, we predict the corresponding values using the ETF and ECTF. Also, we give the results attached to a 95% ECB and a 95% ECCB of the process. Finally, to illustrate the performance of procedure, the results according to the one-step-ahead MAE, the RMSE and the MAPE. Then, the values of the MAE and RMSE are respectively 0.95229 and 1.28012. The MAPE is 2.48211%, so we conclude the forecast is highly accurate.

Table 8 shows the results of the observed values, the ETF, ECTF, ECB and ECCB. Fig. 4 and Fig. 5 illustrate the fits and forecast of the SMLKDP using the ETF and ECTF.
| Year | CO₂ emissions | ETF | ECTF | ECB | ECCB |
|------|---------------|-----|------|-----|------|
| 1987 | 19.2          | 19.2000 | 19.2000 | 19.2000 | 19.2000 |
| 1988 | 20.2          | 20.3118  | 20.3118  | 20.3118  | 20.3118  |
| 1989 | 21.8          | 21.4590  | 21.4590  | 21.4590  | 21.4590  |
| 1990 | 22.4          | 22.6415  | 22.6415  | 22.6415  | 22.6415  |
| 1991 | 23.5          | 23.8588  | 23.8588  | 23.8588  | 23.8588  |
| 1992 | 25.2          | 25.1105  | 25.1105  | 25.1105  | 25.1105  |
| 1993 | 25.9          | 26.3963  | 26.3963  | 26.3963  | 26.3963  |
| 1994 | 28.1          | 27.7155  | 27.7155  | 27.7155  | 27.7155  |
| 1995 | 29.2          | 29.0678  | 29.0678  | 29.0678  | 29.0678  |
| 1996 | 28.9          | 30.4524  | 30.4524  | 30.4524  | 30.4524  |
| 1997 | 30.4          | 31.8689  | 31.8689  | 31.8689  | 31.8689  |
| 1998 | 31.1          | 33.3166  | 33.3166  | 33.3166  | 33.3166  |
| 1999 | 32.7          | 34.7948  | 34.7948  | 34.7948  | 34.7948  |
| 2000 | 33.4          | 36.3028  | 36.3028  | 36.3028  | 36.3028  |
| 2001 | 36.9          | 37.8398  | 37.8398  | 37.8398  | 37.8398  |
| 2002 | 38.1          | 39.4052  | 39.4052  | 39.4052  | 39.4052  |
| 2003 | 37.9          | 40.9982  | 40.9982  | 40.9982  | 40.9982  |
| 2004 | 41.8          | 42.6180  | 42.6180  | 42.6180  | 42.6180  |
| 2005 | 44.4          | 44.2637  | 44.2637  | 44.2637  | 44.2637  |
| 2006 | 45.5          | 45.9345  | 45.9345  | 45.9345  | 45.9345  |
| 2007 | 46.1          | 47.6296  | 47.6296  | 47.6296  | 47.6296  |
| 2008 | 49.0          | 49.3481  | 49.3481  | 49.3481  | 49.3481  |
| 2009 | 48.9          | 51.0893  | 51.0893  | 51.0893  | 51.0893  |
| 2010 | 52.0          | 52.8521  | 52.8521  | 52.8521  | 52.8521  |
| 2011 | 56.2          | 54.6357  | 54.6357  | 54.6357  | 54.6357  |
| 2012 | 58.5          | 56.4392  | 56.4392  | 56.4392  | 56.4392  |
| 2013 | 58.1          | 58.2618  | 58.2618  | 58.2618  | 58.2618  |
| 2014 | 59.7          | 60.1026  | 59.9356  | 60.1026  | 59.9356  |
| 2015 | 61.5          | 61.9606  | 61.9606  | 61.9606  | 61.9606  |
| 2016 | 63.6          | 63.8351  | 63.8351  | 63.8351  | 63.8351  |
| 2017 | 66.6          | 65.7250  | 65.4830  | 65.7250  | 65.4830  |
| 2018 | 68.3          | 67.6296  | 68.5299  | 67.6296  | 68.5299  |
| Prediction | | 69.5480  | 70.2374  | 69.5480  | 70.2374  |
| 2019 | -             | 69.5480  | 70.2374  | 69.5480  | 70.2374  |
| 2020 | -             | 71.4793  | 72.1878  | 71.4793  | 72.1878  |
6 Conclusions

In this study, we defined a new non-homogeneous SDP related to the modified Lundqvist-Korf growth curve. Then, its distribution and main characteristics were analyzed including its trend function and its conditional trend function, which were found to be proportional to the modified Lundqvist-Korf growth curve. This process is advantageous over the deterministic modified Lundqvist-Korf growth curve. We have also applied the simulated annealing algorithm in order to solve inference problems.
Furthermore, an application to simulated data of the proposed model showed its usefulness in practice and demonstrated that the strategy used for bounding the parametric space behaves well. Finally, the process was applied to study the total emission of CO\textsubscript{2} in Morocco. By fitting the SMLKDP to the real data from the period 1987 to 2018, a good description of the series and good short-medium term forecasts (2019-2020) is obtained. The description and forecast using the conditioned trend function are considerably better than those based on the trend function alone, although they are only optima in the short term.
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Figure 1

Simulated trajectories of the SMLKDP and its trend function for several values of $\sigma$ with $(\alpha = 0.5; \beta = 4)$. 
Figure 2

Simulated data versus ETF, ECB and the predicted values.
Figure 3

Simulated data versus ECTF, ECCB and the predicted values.
Figure 4

Fits and forecast using the ETF and ECB.
Figure 5

Fits and forecast using the ECTF.