POINCARÉ SERIES FOR SURFACES WITH BOUNDARY

YANN CHAUBET

Abstract. We provide a meromorphic continuation for Poincaré series counting orthogeodesics of a negatively curved surface with totally geodesic boundary, as well as for Poincaré series counting geodesic arcs linking two points. For the latter series, we show that the value at zero coincides with the inverse of the Euler characteristic of the surface.

1. Introduction

Let \((\Sigma, g)\) be a connected oriented negatively curved surface with totally geodesic boundary \(\partial \Sigma\). We denote by \(\mathcal{G}^\perp\) the set of orthogeodesics of \(\Sigma\), that is, the set of geodesics \(\gamma : [0, \ell] \to \Sigma\) (parametrized by arc length) such that \(\gamma(0), \gamma(\ell) \in \partial \Sigma\), \(\gamma'(0) \perp T_{\gamma(0)} \partial \Sigma\) and \(\gamma'(\ell) \perp T_{\gamma(\ell)} \partial \Sigma\). For large \(\text{Re}(s)\) the Poincaré series

\[
\eta(s) = \sum_{\gamma \in \mathcal{G}^\perp} e^{-s\ell(\gamma)},
\]

where \(\ell(\gamma)\) denotes the length of the geodesic arc \(\gamma\), is well defined (see §3.2). In this paper we will prove the following

Theorem 1. The Poincaré series \(s \mapsto \eta(s)\) extends meromorphically to the whole complex plane and vanishes at \(s = 0\).

If \(x \neq y \in \Sigma\), we may also consider the Poincaré series associated to the geodesic arcs joining \(x\) to \(y\). Namely, we set for \(\text{Re}(s)\) large enough

\[
\eta_{x,y}(s) = \sum_{\gamma : x \leadsto y} e^{-s\ell(\gamma)},
\]

where the sum runs over all geodesic arcs \(\gamma : [0, \ell(\gamma)] \to \Sigma\) (parametrized by arc length) such that \(\gamma(0) = x\) and \(\gamma(\ell) = y\). Then we have the following result.

Theorem 2. The Poincaré series \(s \mapsto \eta_{x,y}(s)\) extends meromorphically to the whole complex plane and

\[
\eta_{x,y}(0) = \frac{1}{\chi(\Sigma)},
\]

where \(\chi(\Sigma)\) is the Euler characteristic of \(\Sigma\).
To the best of our knowledge, Theorem 1 is the first result on a series involving the orthospectrum (that is, the set of lengths of orthogeodesics) of a surface with totally geodesic boundary which has variable negative curvature. For hyperbolic surfaces (i.e. surfaces with constant curvature $-1$) with totally geodesic boundary, the orthospectrum has been studied by many authors, among others Basmajian [Bas93], Bridgeman [Bri11], Calegari [Cal10] (see also Bridgeman–Kahn [BK10]). In particular they show that if $(\Sigma, g)$ is a compact hyperbolic surface with totally geodesic boundary, one has

$$\ell(\partial \Sigma) = \sum_{\gamma \in G^\perp} 2 \log \coth(\ell(\gamma)/2), \quad \text{vol}(\Sigma) = \frac{2}{\pi} \sum_{\gamma \in G^\perp} R \left( \text{sech}^2(\ell(\gamma)/2) \right),$$

where $\ell(\partial \Sigma)$ is the length of the boundary of $\Sigma$, $\text{vol}(\Sigma)$ is the area of $\Sigma$ and $R$ is the Rogers dilogarithm function. We refer to [BT16] for a detailed exposition of those results.

In order to study the Poincaré series $\eta(s)$ and $\eta_{x,y}(s)$, we will adopt the elegant approach of Nguyen Viet Dang and Gabriel Rivière [DR20], which consists in interpreting both series as distributional pairings involving the resolvent of the geodesic flow. On a closed surface with negative curvature, Dang and Rivière proved that Poincaré series associated to orthogeodesic arcs joining any two homologically trivial closed geodesics, as well as Poincaré series associated to geodesic arcs linking two points, admit a meromorphic extension to the whole complex plane; moreover they computed their values at zero — for the series associated to geodesic arcs linking two points, they found (as here) that this value coincides with the inverse of the Euler characteristic of the surface. The main novelty of this article is that we work in the open case, which leads us to use the theory of Pollicott–Ruelle resonances for open systems developed by Dyatlov and Guillarmou [DG16], as well as a result of Hadfield [Had18] about the topology of resonant states for surfaces with boundary. We refer to [DR20] for precise references about Poincaré series counting geodesic arcs.
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2. GEOMETRICAL AND DYNAMICAL PRELIMINARIES

We introduce in this section the main tools that will help us to understand $\eta$ and $\eta_{x,y}$.
2.1. Extension to a surface with strictly convex boundary. We extend \((\Sigma, g)\) into a slightly larger negatively curved surface with boundary \((\Sigma', g')\). We take \(\delta > 0\) small and we set
\[
\Sigma_\delta = \{x \in \Sigma' : \text{dist}_{g'}(x, \Sigma) < \delta\}.
\]
Then since \(\partial \Sigma\) is totally geodesic and \((\Sigma', g')\) is negatively curved, it follows that \(\Sigma_\delta\) has strictly convex boundary, in the sense that the second fundamental form of \(\partial \Sigma_\delta\) with respect to the outward normal vector field is positive (see for example [Cha21, Lemma 2.4]). We denote by
\[
M_\delta = S\Sigma_\delta = \{(x, v) \in T\Sigma_\delta : \|v\|_g = 1\}
\]
the unit tangent bundle of the surface \(\Sigma_\delta\), and by \(\pi : M_\delta \to \Sigma_\delta\) the natural projection.

2.2. Structural forms. We recall here some classical facts from [ST76, §7.2] about geometry of surfaces. We have the Liouville one-form \(\alpha\) on \(M_\delta\) defined by
\[
\langle \alpha(z), w \rangle = \langle d(x,v)\pi(w), v \rangle, \quad z = (x, v) \in M_\delta, \quad w \in T(x,v)M_\delta.
\]
Then \(\alpha\) is a contact form (that is, \(\alpha \wedge d\alpha\) is a volume form on \(M_\delta\)) and it turns out that the geodesic vector field \(X\) is the Reeb vector field associated to \(\alpha\), that is, it satisfies
\[
\iota_X \alpha = 1, \quad \iota_X d\alpha = 0,
\]
where \(\iota\) denote the interior product. We set \(\beta = R^*_{\pi/2}\alpha\) where for \(\theta \in \mathbb{R}\), we denote by \(R_\theta : M_\delta \to M_\delta\) the rotation of angle \(\theta\) in the fibers (which is defined thanks to the orientation of \(\Sigma\)). Then the volume form \(\text{vol}_g\) of \(\Sigma_\delta\) satisfies [ST76, p. 166]
\[
\pi^*\text{vol}_g = \alpha \wedge \beta.
\]
We denote by \(\psi\) the connection one-form (see [ST76, Theorem p.169]), that is, the unique one-form on \(M_\delta\) satisfying
\[
\iota_V \psi = 1, \quad \iota_X \psi = \psi \wedge \beta, \quad \iota_X \alpha = \psi \wedge \beta, \quad d\beta = \alpha \wedge \psi, \quad d\psi = - (\kappa \circ \pi) \alpha \wedge \beta,
\]
where \(V\) is the vector field generating \((R_\theta)_{\theta \in \mathbb{R}}\) and \(\kappa\) is the Gauss curvature of \(\Sigma\). Then \((\alpha, \beta, \psi)\) is a global frame of \(T^*M_\delta\). We denote by \(H\) the vector field on \(M_\delta\) such that \((X, H, V)\) is the dual frame of \((\alpha, \beta, \psi)\). We then have the following commutation relations [ST76, p. 170]
\[
[V, X] = H, \quad [V, H] = -X, \quad [X, H] = (\kappa \circ \pi)V.
\]
The orientation of \(M_\delta\) will be chosen so that \((X, H, V)\) is positively oriented. On \(\partial M\), we have a precise description \((X, H, V)\), as follows (see [Cha21, Lemma 2.2]).

Lemma 2.1. Let \(\gamma_*\) be a connected component of \(\partial \Sigma\) (which is the image of a closed geodesic) and denote by \(\ell_* > 0\) its length. Then there is a tubular neighborhood \(U\) of \(\pi^{-1}(\gamma_*)\) and coordinates \((\rho, \tau, \theta)\) on \(U\) with
\[
U \simeq (-\delta, \delta)_{\rho} \times (\mathbb{R}/\ell_*\mathbb{Z})_{\tau} \times (\mathbb{R}/2\pi\mathbb{Z})_{\theta},
\]
and such that
\[ |\rho(z)| = \text{dist}(z, \gamma_*), \quad S_z \Sigma = \{(\rho(z), \tau(z), \theta) : \theta \in \mathbb{R}/2\pi \mathbb{Z}\}, \quad z \in U. \]
Moreover in these coordinates we have, on \( \{\rho = 0\} \simeq \gamma_* \),
\[ X(z) = \cos(\theta)\partial_\tau + \sin(\theta)\partial_\rho, \quad H = -\sin(\theta)\partial_\tau + \cos(\theta)\partial_\rho, \quad V = \partial_\theta. \]

2.3. Extension of the geodesic vector field. We embed \( M_\delta \) into a compact manifold without boundary \( N \) (for example by taking the doubling manifold); then by [DG16, Lemma 2.1], we may extend the geodesic vector field \( X \) to a vector field on \( N \) so that \( M_\delta \) is convex with respect to \( X \) in the sense that for any \( T \geq 0 \),
\[ x, \varphi_T(x) \in M_\delta \implies \forall t \in [0, T], \quad \varphi_t(x) \in M_\delta, \tag{2.4} \]
where \( \varphi_t \) is the flow induced by \( X \). Let \( \rho_\delta \in C^\infty([0, 1]) \) be a boundary defining function for \( M_\delta \), that is, \( \rho_\delta > 0 \) on \( M_\delta \setminus \partial M_\delta \), \( \rho_\delta = 0 \) on \( \partial M_\delta \) and \( d\rho_\delta \neq 0 \) on \( \partial M_\delta \) (for example we can take \( \rho_\delta(x, v) = \text{dist}(x, \partial \Sigma_\delta) \)). Then the strict convexity of \( \partial \Sigma_\delta \) implies that \( \partial M_\delta \) is strictly convex in the sense that for every \( x \in \partial M_\delta \) one has
\[ X\rho_\delta(x) = 0 \implies X^2 \rho_\delta(x) < 0 \tag{2.5} \]
(see [DG16, §6.3]).

2.4. Hyperbolicity of the geodesic flow. We define
\[ \Gamma_\pm = \{z \in M_\delta : \varphi_{\pm t}(z) \in M_\delta, \ t \geq 0\}, \quad K = \Gamma_+ \cap \Gamma_- \subset M. \]
By [Kli11, §3.9 and Theorem 3.2.17] the geodesic flow \( (\varphi_t) \) is hyperbolic on \( K \), that is, for every \( z \in K \) there is a decomposition
\[ T_z M_\delta = E_s(z) \oplus E_u(z) \oplus \mathbb{R} X(z) \]
depending continuously on \( z \), which is invariant by \( d\varphi_t \) and such that, for some \( C, \nu > 0 \),
\[ \|d\varphi_t(z)w\| \leq C e^{-\nu t}\|w\|, \quad w \in E_s(z), \ t \geq 0, \]
and
\[ \|d\varphi_{-t}(z)w\| \leq C e^{-\nu t}\|w\|, \quad w \in E_u(z), \ t \geq 0. \]
Moreover, by [DG16, Lemma 2.10], there are two vector subbundles \( E_{\pm} \subset T_{\Gamma_{\pm}} M_\delta \) (here \( T_{\Gamma_{\pm}} M_\delta = TM_\delta|_{\Gamma_{\pm}} \)) with the following properties:

1. \( E_+|_K = E_u \) and \( E_-|_K = E_s \) and \( E_{\pm}(z) \) depends continuously on \( z \in \Gamma_{\pm} \);
2. \( \langle \alpha, E_{\pm} \rangle = 0 \);
3. For some constants \( C', \nu' > 0 \) we have
\[ \|d\varphi_{\pm t}(z)w\| \leq C' e^{-\nu' t}\|w\|, \quad w \in E_{\pm}(z), \ z \in \Gamma_{\pm}, \ t \geq 0; \]
(4) If \( z \in \Gamma_\pm \) and \( w \in T_z M_\delta \) satisfy \( w \notin \mathbb{R}X(z) \oplus E_\pm(z) \), then as \( t \to \mp \infty \)
\[
\|d\varphi_t(z)w\| \to \infty, \quad \frac{d\varphi_t(z)w}{\|d\varphi_t(z)w\|} \to E_\mp|_\mathcal{K}.
\]
Moreover, we have the following description of \( E_\pm \).

**Lemma 2.2.** There are continuous functions \( r_\pm : \Gamma_\pm \to \mathbb{R} \) such that \( \pm r_\pm > 0 \) on \( \Gamma_\pm \) and
\[
E_\pm(z) = \mathbb{R}(H(z) + r_\pm(z)V(z)), \quad z \in \Gamma_\pm. \tag{2.6}
\]

**Proof.** As the contact form \( \alpha \) is preserved by the flow \( \varphi_t \), we get by property (2) above \( E_\pm(z) \subset \ker \alpha(z) = \mathbb{R}(H(z) \oplus V(z)) \). In a first step, we will assume that \( E_\pm(z) \cap \mathbb{R}V(z) = \{0\} \) for every \( z \in \Gamma_\pm \) (we shall prove it later). Since the bundles \( E_\pm \) are continuous, we deduce that there are two continuous functions \( r_\pm : \Gamma_\pm \to \mathbb{R} \) such that (2.6) holds.

Next, we show that \( \pm r_\pm > 0 \). The fact that \( d\varphi_{\mp t}(z)E_\pm(z) \subset E_\pm(z) \) for \( t \geq 0 \) implies that the map \( t \mapsto r_\pm(\varphi_{\mp t}(z)) \) is smooth on \( \mathbb{R}_+ \) for any \( z \in \Gamma_\pm \) (since \( \mathbb{R}(H \oplus V) \) is preserved by \( d\varphi_t \)). We may thus compute, on \( \Gamma_\pm \),
\[
[X, H + r_\pm V] = [X, H] + (Xr_\pm)V + r_\pm[X, V] = (\kappa \circ \pi + Xr_\pm)V - r_\pm H, \tag{2.7}
\]
where we used the commutation relations (2.3). As \( E_\pm \) is preserved by the flow, we must have \( [X, H + r_\pm V] \in E_\pm \); thus combining (2.7) and (2.6) we obtain the following Riccati equation:
\[
Xr_\pm + r_\pm^2 + \kappa \circ \pi = 0 \quad \text{on } \Gamma_\pm. \tag{2.8}
\]
We now prove that \( r_+ > 0 \). Let \( z \in \Gamma_+ \) and set \( U(t) = (H + r_+ V)(\varphi_{-t}(z)) \in E_+(\varphi_{-t}(z)) \) and \( r_+(t) = r_+(\varphi_{-t}(z)) \) for \( t \geq 0 \). By (2.7) and (2.8) we have \([X, U(t)] = r_+(t)U(t)\) and thus
\[
d\varphi_{-t}(z)U(0) = \exp \left( -\int_0^t r_+(u)du \right) U(t), \quad t \geq 0. \tag{2.9}
\]
On the other hand, equation (2.8) implies that for any \( t \geq 0 \) we have the implication
\[
r_+(t) = 0 \quad \implies \quad r'_+(t) = -Xr_+(\varphi_{-t}(z)) < 0
\]
since \( \kappa \) \( < \) 0 everywhere. Therefore, if \( r_+(t) \leq 0 \) for some \( t \), then \( r_+(u) \leq 0 \) for all \( u \geq t \). This is not possible by (2.9) since \( d\varphi_{-t}(z)U(0) \to 0 \) as \( t \to +\infty \). We therefore proved that \( r_+(t) > 0 \) for all \( t \geq 0 \). Thus \( r_+ > 0 \) on \( \Gamma_+ \) and similarly, one can show that \( r_-(z) < 0 \) for all \( z \in \Gamma_- \).

It remains to prove that \( E_\pm(z) \cap \mathbb{R}V(z) = \{0\} \) for any \( z \in \Gamma_\pm \). Let \( z \in \Gamma_+ \), and write \( V(t) = V(\varphi_{-t}(z)) \) and \( H(t) = H(\varphi_{-t}(z)) \) for \( t \geq 0 \). Then there are smooth functions \( a, b : [0, \infty[ \to \mathbb{R} \) such that for any \( t \geq 0 \) one has
\[
d\varphi_{-t}(z)V(z) = a(t)H(t) + b(t)V(t)
\]
The commutation relations (2.3) imply that
\[ a'(t) + b(t) = 0, \quad \kappa(t)a(t) + b'(t) = 0, \quad t \geq 0, \]
where \( \kappa(t) = (\kappa \circ \pi \circ \varphi_{-t})(z) \). Thus \( a''(t) + \kappa(t)a(t) = 0 \); moreover we have \( a(0) = 0 \) and \( a'(0) = -b(0) = -1 \); from this it is easy to deduce that \( a'(t) < 0 \) for every \( t \geq 0 \).

In particular there are \( C_1, C_2 > 0 \) such that \( a(t) \leq -C_1 \) for every \( t \geq C_2 \) and thus for some \( C > 0 \) we have \( \|d\varphi_{-t}(z)V(z)\| \geq C \) for any \( t \geq 0 \). As a consequence, we obtain that \( V(z) \notin E_{\mp}(z) \). Similarly, one can prove that \( V(z) \notin E_{-}(z) \) for any \( z \in \Gamma_{-} \). This concludes the proof of the lemma. \( \square \)

**Remark 2.3.** Looking carefully at the proof of Lemma 2.2, we see that for any \( z \) and \( t \) such that \( \varphi_{t}(z) \in M_{\delta} \) we have
\[ \pm \langle \varphi_{t}^{*}\beta(z), V(z) \rangle > 0 \quad \text{and} \quad \pm \langle \varphi_{t}^{*}\psi(z), H(z) \rangle > 0 \quad (2.10) \]
whenever \( \pm t > 0 \). Indeed, the first part of (2.10) follows from the fact that, with the notations of the proof of Lemma 2.2, one has \( a(t) = \langle \varphi_{t}^{*}\beta(z), V(z) \rangle < 0 \) for \( t > 0 \) (since \( a'(t) < 0 \) and \( a(0) = 0 \)), and reversing the time we get that \( a(t) > 0 \) whenever \( t < 0 \). The second part of (2.10) was not explicitly proven but the proof is very similar.

2.5. **The resolvent.** For \( \text{Re}(s) \) large enough, consider the operator \( R(s) \) defined on \( \Omega^{\bullet}(N) \) by
\[ R(s) = \int_{0}^{+\infty} e^{-ts} \varphi_{-t}^{*} dt. \quad (2.11) \]
Here \( \Omega^{\bullet}(N) \) denotes the space of smooth differential forms on \( N \). Then it holds
\[ (L_X + s)R(s) = \text{Id}_{\Omega^{\bullet}(N)} = R(s)(L_X + s). \]
Let \( \chi \in C_{c}^{\infty}(M_{\delta} \setminus \partial M_{\delta}) \) such that \( \chi \equiv 1 \) on \( M_{\delta/2} \), and let
\[ Q(s) = \chi R(s) \chi. \]
Then it follows from [DG16, Theorem 1] that the family of operators \( s \mapsto \chi R(s) \chi \) extends to a family of operators
\[ Q(s) : \Omega_{c}^{\bullet}(M_{\delta}^{\circ}) \to \mathcal{D}_{c}^{\bullet}(M_{\delta}^{\circ}) \]
meromorphic in \( s \in \mathbb{C} \), which satisfies, for \( w \in \Omega_{c}^{\bullet}(M_{\delta}^{\circ}) \) supported in \( \{ \chi = 1 \} \),
\[ (L_X + s)Q(s)w = w \quad \text{on} \quad \{ \chi = 1 \}, \quad (2.12) \]
for any \( s \in \mathbb{C} \) which is not a pole of \( s \mapsto Q(s) \). Here, \( M_{\delta}^{\circ} \) denotes the interior of \( M_{\delta} \) and if \( U \) is a manifold, \( \Omega_{c}^{\bullet}(U) \) denotes the space of compactly supported differential forms on \( U \) while \( \mathcal{D}_{c}^{\bullet}(U) \) denote its dual space, that is, the space of currents. In what follows, for any distribution \( A \in \mathcal{D}'(T^{*}M_{\delta} \times T^{*}M_{\delta}) \), we will set
\[ \text{WF}'(A) = \{ (z, \xi, z', \xi') \in T^{*}(M_{\delta} \times M_{\delta}) : (z, \xi, z', -\xi') \in \text{WF}(A) \}, \]
where $WF$ is the Hörmander wavefront set, see [Hör90, §8]. The microlocal structure of $Q(s)$ is given by (see [DG16, Lemma 4.5], in what follows we identify $Q(s)$ and its Schwartz kernel)

$$WF'(Q(s)) \subset \Delta(T^*M_\delta) \cup \Upsilon_+ \cup (E_+^* \times E_-^*)$$

(2.13) where $\Delta(T^*M_\delta) = \{(\xi, \xi) : \xi \in T^*M_\delta\} \subset T^*(M_\delta \times M_\delta)$ and

$$\Upsilon_+ = \{(\Phi_t(z, \xi), (z, \xi)) : t \geq 0, \langle \xi, X(z) \rangle = 0, z \in M_\delta, \phi_t(z) \in M_\delta\}.$$

Here $\Phi_t$ denotes the symplectic lift of $\phi_t$ on $T^*M_\delta$, that is

$$\Phi_t(z, \xi) = (\phi_t(z), (dz, \varphi_t)^-\xi), \quad (z, \xi) \in T^*M_\delta, \quad \varphi_t(z) \in M_\delta,$$

and the subbundles $E_+^* \subset T^*_1 M_\delta$ are defined by $E_+^*(\mathbb{R}X(z) \oplus E_\pm) = 0$. In particular, we have

$$\|\Phi_{+t}(z, \xi)\| \to +\infty, \quad (z, \xi) \in E_\pm^*, \quad t \to +\infty$$

and

$$E_\pm^*(z) = \mathbb{R}(r_\pm(z)\beta(z) - \psi(z)), \quad z \in \Gamma_\pm.$$

3. Poincaré series

In this section, we give a description of the Poincaré series $\eta(s)$ in terms of a pairing involving the operator $Q(s)$.

3.1. Counting measure. Let $\Lambda, \bar{\Lambda} \subset M_\delta$ be the one-dimensional submanifolds of $M_\delta$ defined by

$$\Lambda = \{(x, \nu(x)) : x \in \partial \Sigma\}, \quad \bar{\Lambda} = \{(x, -\nu(x)) : x \in \partial \Sigma\}.$$

where $\nu : \partial \Sigma \to M$ is the outward normal pointing vector to $\partial \Sigma$. Those manifolds are oriented according to the orientation of $\partial \Sigma$ which is itself oriented by $\partial_t$ in the coordinates of Lemma 2.1; note also that in the coordinates given by Lemma 2.1 we have (here $\gamma_\tau$ is a connected component of $\partial \Sigma$)

$$\Lambda |_{\gamma_\tau} = \{0, \tau, \pi/2\} : \tau \in \mathbb{R}/\ell_* \mathbb{Z}, \quad \bar{\Lambda} |_{\gamma_\tau} = \{0, \tau, -\pi/2\} : \tau \in \mathbb{R}/\ell_* \mathbb{Z}; \quad (3.1)$$

in particular it holds

$$T_z \Lambda = \mathbb{R}H(z), \quad T_z \bar{\Lambda} = \mathbb{R}H(z'), \quad (z, z') \in \Lambda \times \bar{\Lambda}.$$

(3.2)

For $\tau \geq 0$ and $z \in \Lambda$ such that $\varphi_{-\tau}(z) \in \bar{\Lambda}$, we will set $\varepsilon(\tau, z) = 1$ if

$$T_z \Lambda \oplus \mathbb{R}X(z) \oplus d\varphi_{-\tau}(z)\varphi_\tau (T_{\varphi_{-\tau}(z)}\bar{\Lambda})$$

(3.3)

has the same orientation as $TM_\delta$, and $\varepsilon(\tau, z) = -1$ otherwise (note that the sum (3.3) is always direct as the component of $d\varphi_{-\tau}(z')H(z')$ on $V(\varphi_{\tau}(z'))$ is positive by Remark 2.3, since $\varphi_{\tau}(\bar{\Lambda}) \cap \Lambda \neq \emptyset$ implies $\tau > 0$).

**Lemma 3.1.** For any $\tau \geq 0$ and $z \in \Lambda$ such that $\varphi_{-\tau}(z) \in \bar{\Lambda}$ it holds

$$\varepsilon(\tau, z) = 1.$$
Proof. Indeed, \( \bar{\Lambda} \) is oriented so that \( \det_{T_{z'}\bar{\Lambda}} H(z') > 0 \) for \( z' \in \bar{\Lambda} \); moreover the component of \( d\varphi_t(z)H(z) \) on \( V(\varphi_t(z)) \) is positive (meaning that \( \langle \psi(\varphi_t(z)), d_x\varphi_t H(z) \rangle > 0 \)) whenever \( t > 0 \) (see Remark 2.3). Thus, since \( T_{z}\Lambda \) is oriented so that \( \det_{T_{z}\Lambda} H(z) < 0 \) we obtain \( \varepsilon(\tau, z) \) is equal to the sign of \( \det_{T_{z'}\Lambda}(-H, X, H+f(z, \tau) V) \) for some \( f(z, \tau) > 0 \), which is 1 as \((X, H, V)\) is positively oriented. \( \square \)

In what follows, if \( P \) is an embedded, oriented, compact, \( k \)-dimensional submanifold of \( N \), we will denote by \([P] \in \mathcal{D}'(N)\) the associated integration current, which is defined by

\[
\int_N [P] \wedge \omega = \int_P \iota_P^* \omega, \quad \omega \in \Omega^k(N),
\]

where \( \iota_P : P \hookrightarrow N \) is the inclusion. We then have the following geometrical lemma, which is a direct adaptation of [DR20, Lemma 4.11] in our context.

**Lemma 3.2.** The expression

\[
\mu(t) = \sum_{\tau > 0} \left( \sum_{z \in \Lambda \cap \varphi_{\tau}(\bar{\Lambda}) \neq \emptyset} \varepsilon(\tau, z) \right) \delta(t - \tau),
\]

makes sense and defines a distribution \( \mu \in \mathcal{D}'(\mathbb{R}_{>0}) \). Moreover, it coincides with

\[
t \mapsto -\int_N [\Lambda] \wedge (\iota_{X} \varphi^*_{-t}[\bar{\Lambda}]).
\]

**Remark 3.3.**

(i) Lemma 3.2 can be reformulated as follows. For any \( \chi \in C^\infty_c(\mathbb{R}_+) \), the product

\[
A_{\chi} = [\Lambda] \wedge \int_{\mathbb{R}_+} \chi(t) \iota_{X} \varphi^*_{-t}[\bar{\Lambda}] dt
\]

is well defined and \( \langle 1, A_{\chi} \rangle = -\langle \mu, \chi \rangle \) (here the first pairing takes place on \( N \) while the second one takes place on \( \mathbb{R}_+ \)).

(ii) Lemma 3.2 is an elementary result coming from the theory of currents and is not specific to \((\Lambda, \bar{\Lambda}, \varphi_t)\). Indeed, this lemma will hold true if we replace \( \Lambda, \bar{\Lambda} \) and the flow \( \varphi_t \) by arbitrary submanifolds \( N_1, N_2 \) and another flow \( \psi_t \), whenever the sum (3.3) is direct (replacing \((\Lambda, \bar{\Lambda}, \varphi_t)\) by \((N_1, N_2, \psi_t)\)) and \( \dim N_1 + \dim N_2 + 1 = \dim N \); we refer to [DR20, Lemma 4.11] for more details.

**Proof.** We note that \( \Lambda \cap \bar{\Lambda} = \emptyset \), and \( X(z) \notin T_{z}\Lambda \) for any \( z \in \bar{\Lambda} \). Moreover, it holds \( \dim(\Lambda) + \dim(\bar{\Lambda}) + 1 = \dim(N) \). Hence by (3.3) we can apply [DR20, Lemma 4.11] to obtain the sought result (note however that here the vector field \( X \) on \( N \) may have singular points, but this is not a problem since the proof of [DR20, Lemma 4.11] is local in nature and the singular points are far away from \( \Lambda \)). \( \square \)
3.2. A pairing formula for the Poincaré series. Note that (2.13) implies that \( Q(s)\iota_X[\bar{\Lambda}] \) is well defined. Indeed, according to [Hör90, Theorem 8.1.9] one has \( \text{WF}(\iota_X[\bar{\Lambda}]) \subset N^*\bar{\Lambda} \) where

\[
N^*_\Lambda = \{ \xi \in T^*_z M : \langle \xi, H(z) \rangle = 0 \} = \mathbb{R}\alpha(z) \oplus \mathbb{R}\psi(z),
\]

where \( \psi \) is the connection form. For \( z \in \Lambda \) we have \( T_z\Lambda = \mathbb{R}H(z) \) and thus

\[
N^*_\Lambda = \mathbb{R}\alpha(z) \oplus \mathbb{R}\psi(z),
\]

(3.4)

(of course the same formula holds if we replace \( \Lambda \) by \( \bar{\Lambda} \)). We have \( E^*_\Lambda \cap N^*_\bar{\Lambda} \subset \{ 0 \} \), since for \( z \in \Gamma_- \cap \bar{\Lambda} \) we have \( E^*_\Lambda(z) = \mathbb{R}(r_-(z)\beta(z) - \psi(z)) \), and \( r_-(z) < 0 \) by Lemma 2.2. By (2.13) we can apply [Hör90, Theorem 8.2.13] to see that \( Q(s)\iota_X[\bar{\Lambda}] \) is well defined, and

\[
\text{WF}(Q(s)\iota_X[\bar{\Lambda}]) \subset E^*_+ \cup (N^*_\Lambda) \cup \{ \Phi_t(z, \xi) : z \in \bar{\Lambda}, \xi \in \mathbb{R}\psi(z), \ t \geq 0 \}. \tag{3.5}
\]

In particular, we have \( N^*_\Lambda \cap \text{WF}(Q(s)\iota_X[\bar{\Lambda}]) = \emptyset \). Indeed, since \( r_+(z) > 0 \), we have as before that \( N^*_\Lambda \cap E^*_+ \subset \{ 0 \} \); also \( N^*_\Lambda \cap N^*_\bar{\Lambda} = \emptyset \) simply because \( \Lambda \cap \bar{\Lambda} = \emptyset \); finally, the last term in the right-hand side of (3.5) can only intersect \( N^*\Lambda \) in a trivial way by Remark 2.3 and (3.4). Therefore, the product \( [\Lambda] \wedge Q(s)\iota_X[\bar{\Lambda}] \) is well defined as a distribution by [Hör90, Theorem 8.2.10]. As \( s \mapsto Q(s) \) is meromorphic, so is the family \( s \mapsto [\Lambda] \wedge Q(s)\iota_X[\bar{\Lambda}] \), because the bound (2.13) is satisfied locally uniformly in \( s \in \mathbb{C} \setminus \text{Res}(L_X) \) (it follows from the proof of (2.13) in [DG16]).

In what follows, for any closed conical subset \( \Gamma \subset T^*M_\delta \), we will denote

\[
\mathcal{D}^*_\Gamma(M_\delta^\circ) = \{ u \in \mathcal{D}^*(M_\delta^\circ) : \text{WF}(u) \subset \Gamma \}
\]

endowed with its natural topology (see [Hör90, Definition 8.2.2]).

**Proposition 3.4.** If \( \text{Re}(s) \) is large enough, the Poincaré series \( \eta(s) \) converges, the pairing \( \langle 1, [\Lambda] \wedge Q(s)\iota_X[\bar{\Lambda}] \rangle \) is well defined, and it holds

\[
\eta(s) = -\langle 1, [\Lambda] \wedge Q(s)\iota_X[\bar{\Lambda}] \rangle.
\]

**Remark 3.5.** As we mentioned above, we already know that the pairing \( \langle 1, [\Lambda] \wedge Q(s)\iota_X[\bar{\Lambda}] \rangle \) makes sense by using the wavefront set properties of \( Q(s) \) given in [DG16]. However, we will prove below that this pairing is *a priori* well defined provided that \( \text{Re}(s) \) is large enough (without using the results of [DG16]) and we will see (using Lemma 3.2) that this implies the convergence of the series \( \eta(s) \).

**Corollary 3.6.** The function \( s \mapsto \eta(s) \) extends meromorphically to the whole complex plane.

**Proof.** We saw above that family \( s \mapsto [\Lambda] \wedge Q(s)\iota_X[\bar{\Lambda}] \) extends meromorphically to the whole complex plane, and so does \( s \mapsto \langle 1, [\Lambda] \wedge Q(s)\iota_X[\bar{\Lambda}] \rangle \). Thus Proposition 3.4 immediately implies the meromorphic continuation of \( \eta \). \qed
Proof of Proposition 3.4. We fix $\varrho \in C^\infty([0,1])$ such that $\varrho(t) = 1$ for $t \geq \varepsilon$ and $\varrho(t) = 0$ for $t \leq \varepsilon/2$, where $\varepsilon = \min(1/2, \inf_{t \in \mathbb{R}} \ell(\gamma))$. For $n \in \mathbb{N}_{\geq 1}$ we take $\varrho_n \in C^\infty([0,1])$ such that $\varrho_n(t) = 1$ for $t \leq n$ and $\varrho_n(t) = 0$ for $t \geq n + 1$, and we set $\chi_n = \varrho_n \varrho$. Then we have

$$\langle \mu, \chi_n e^{-s} \rangle \to \eta(s), \quad n \to +\infty,$$ (3.6)

for $\text{Re}(s) \gg 1$ by Lemma 3.2, as $\varepsilon(\tau, z) = +1$ for any $z \in \Lambda$ such that $\varphi_{-\tau}(z) \in \bar{\Lambda}$ (note that $\eta(s)$ could a priori be infinite). Now, consider

$$A_n(s) = \chi \int_{\mathbb{R}^+} \chi_n(t) e^{-ts} \iota_X \varphi^*_t [\bar{\Lambda}] dt \in \mathcal{D}^{1}(M^o_{\delta}),$$

where $\chi \in C^\infty(M^o_{\delta})$ is the cutoff function introduced in §2.5. Note that

$$A_n(s) \to Q_{\varrho}(s) \iota_X [\bar{\Lambda}]$$ (3.7)

in $\mathcal{D}^{1}(M^o_{\delta})$ when $n \to +\infty$ whenever Re($s$) is large enough, where we set

$$Q_{\varrho}(s) = \int_0^{\infty} \varrho(t) e^{-ts} \varphi^*_t \iota dt.$$ 

Indeed, for any $\omega \in \Omega^*(N)$ and $t \in \mathbb{R}$ we have $\|\varphi_t^* w\|_\infty \leq C \exp(C|t|)\|w\|_\infty$ (see for example [Bon15, Proposition A.4.1]). In particular it holds $|\langle w, \iota_X \varphi^*_t [\bar{\Lambda}] \rangle| \leq C \exp(C|t|)\|w\|_\infty$, and thus, if Re($s$) is large enough,

$$A_n(s) \to \chi \int_0^{\infty} \varrho(t) e^{-ts} \iota_X \varphi^*_t [\bar{\Lambda}] dt$$

as $n \to \infty$ by dominated convergence, and the integral defines a current of order 0. Now the above integral coincides with $Q_{\varrho}(s) \iota_X [\bar{\Lambda}]$ as it follows by approximating $[\bar{\Lambda}]$ with smooth differential forms, and thus (3.7) holds.

Using (3.6) and Lemma 3.2, we see that Proposition 3.4 will hold if we are able to show that the pairings $\langle [\Lambda], A_n(s) \rangle$ and $\langle 1, [\Lambda] \wedge Q(s) \iota_X [\bar{\Lambda}] \rangle$ are well defined, and that

$$\int_N [\Lambda] \wedge A_n(s) \to \langle 1, [\Lambda] \wedge Q(s) \iota_X [\bar{\Lambda}] \rangle$$ (3.8)

as $n \to \infty$. To prove (3.8) we will show that the convergence $A_n(s) \to Q_{\varrho}(s) \iota_X [\bar{\Lambda}]$ actually takes place in a finer topology than that of $\mathcal{D}^{1}(M^o_{\delta})$; this is the purpose of Lemma 3.8 below. Then we will be able to conclude by noting that supp$((Q(s) - Q_{\varrho}(s)) \iota_X [\bar{\Lambda}])$ does not intersect supp$([\Lambda])$.

We will need the following result (recall that $\psi$ is the connection form introduced in §2.2).

Lemma 3.7. Let $\tau > 0$. Then there is $\tau > 0$ such that the following holds. For any $z \in M_{\delta}$ and $t \geq \tau$ such that $\varphi_t(z) \in M_{\delta}$, we have

$$|\langle \varphi_t^* \psi(z), H(z) \rangle| \geq r |\langle \varphi_t^* \beta(z), H(z) \rangle|.$$ (3.9)
Moreover we have $|\langle \varphi^*_t \beta(z), H(z) \rangle| \geq 1$ for any $t \geq 0$.

**Proof.** Let $z \in M_\delta$ and $\tau > 0$. Write $\varphi^*_t \beta(z) = a(t)\beta(z) + b(t)\psi(z)$ and $\varphi^*_t \psi(z) = c(t)\beta(z) + d(t)\psi(z)$ for $t \in \mathbb{R}$. We want to show that for $t \geq \tau$ one has $|c(t)| \geq r|a(t)|$ for some $r > 0$. The structural equations (see §2.2) imply $\mathcal{L}_X \beta = \psi$ and $\mathcal{L}_X \psi = -\kappa \beta$. We thus obtain that $a$ and $b$ satisfy the following differential equation

$$y''(t) + \kappa(t)y(t) = 0 \quad (3.10)$$

where $\kappa(t) = \kappa(\varphi_t(z))$, with $a(0) = 1 = b'(0)$ and $a'(0) = 0 = b(0)$. Also $a'(t) = c(t)$ and $b'(t) = d(t)$. It is easy to see that (3.10) and the initial conditions imply $a'(t), a(t) > 0$ for $t > 0$. Thus we have $a'(t)a''(t) = -\kappa(t)a'(t)a(t) \geq ka'(t)a(t)$ where $k = \inf_{\Sigma_\delta} |\kappa|$. Integrating this, we get

$$c(t)^2 = a'(t)^2 \geq k(a(t)^2 - 1).$$

As $a'(t) > 0$ for $t > 0$ we have $a(t)^2 - 1 \geq a(\tau)^2 - 1$ for $t \geq \tau$, and thus it holds

$$c(t)^2 \geq Cka(t)^2, \quad t \geq \tau,$$

where $C = 1 - 1/a(\tau)^2 > 0$ (since $a(\tau) > a(0) = 1$). Setting $r = \sqrt{Ck}$ we obtain (3.9). We conclude the proof of the lemma by noting that $a(t) \geq a(0) = 1$. \qed

In what follows we set $J_n(s) = \chi \int_{\mathbb{R}^+} (\chi_{n+1}(t) - \chi_n(t))e^{-ts} \mathcal{L}_X \varphi^*_t[\bar{\Lambda}]dt \in \mathcal{D}'(M_\delta)$.

**Lemma 3.8.** There exists a closed conical subset $\Gamma \subset T^* M_\delta$ not intersecting $N^* \Lambda$ such that for any continuous semi-norm $q$ on $\mathcal{D}'(M_\delta)$ (see [Hör90, Equation (8.2.2)]), there is $C > 0$ such that

$$q(J_n(s)) \leq C|s|^Ce^{(C-\text{Re}(s))n}, \quad n \geq 0.$$

**Proof.** Let $w \in \Omega^2_c(M_\delta^\star)$ supported in a small coordinate patch $U$ of some point $z_0 \in \Lambda$. Now by definition of $J_n$ it holds

$$\langle w, J_n(s) \rangle = \int_0^\infty (\chi_{n+1}(t) - \chi_n(t))e^{-ts} \left(\int_{\bar{\Lambda}} \mathcal{L}_X \varphi^*_t w \right)dt.$$

Let $\xi \in T_{z_0}^* M_\delta$. We identify $T^* U$ with $V \times \mathbb{R}^3$ for some neighborhood $V$ of $0 \in \mathbb{R}^3$. Consider the Fourier transform $\langle we^{i\xi \cdot v}, J_n \rangle$; it holds

$$\langle we^{i\xi \cdot v}, J_n \rangle = \int_{t=n}^{n+2} \int_{u \in \bar{\Lambda}} (\chi_{n+1}(t) - \chi_n(t))e^{-ts} f(t, u)e^{i\xi \cdot \varphi_t(u)}dudt, \quad (3.11)$$

where $u$ is a choice of coordinate on $\bar{\Lambda}$ so that $\partial_u = H(u) \in T_u \bar{\Lambda}$, and $f$ is a smooth function satisfying for any $k, \ell \geq 0$

$$|\partial^k_v \partial^\ell_u f(t, u)| \leq C_k \ell e^{C_k \ell t}, \quad t \geq 0, \quad u \in \bar{\Lambda},$$

where
for some $C_{k,\ell} > 0$; note also that, as $w$ is supported in the coordinate patch $U$, we have that $f(t, u) = 0$ whenever $\varphi_t(u) \notin U$ and thus the expression $e^{i(\xi, \varphi_t(u))}$ is well defined on the support of $f$. Now we have

$$\partial_u \langle \xi, \varphi_t(u) \rangle = \langle \xi, d\varphi_t(u) H(u) \rangle, \quad \partial_t \langle \xi, \varphi_t(u) \rangle = \langle \xi, X(\varphi_t(u)) \rangle.$$  

(3.12)

Let $\Gamma' = \{(z, \xi) \in T^*M_\delta : z \in \Lambda, |\langle \xi, H(z) \rangle| < \varepsilon |\xi|\}$ for $\varepsilon > 0$ small. Let $(z, \xi) \in \Gamma'$, $u \in \Lambda$ and $t > 0$ such that $\varphi_t(u) = z \in U$. Then $t > \tau$ where $\tau > 0$ is a fixed number which is smaller than the length of the shortest orthogonals. We decompose $\xi$ in the $(\alpha(z), \beta(z), \psi(z))$ basis as $\xi = \xi_\alpha \alpha(z) + \xi_\beta \beta(z) + \xi_\psi \psi(z)$. We have, since $\varphi_t^* \alpha(u) = \alpha(u)$,

$$\langle \xi, d\varphi_t(u) H(u) \rangle = \langle \varphi_t^* [\xi_\alpha \alpha(z) + \xi_\beta \beta(z) + \xi_\psi \psi(z)], \ H(u) \rangle$$

$$= \langle \xi_\beta \cdot \varphi_t^* \beta(u) + \xi_\psi \cdot \varphi_t^* \psi(u), \ H(u) \rangle.$$

Thus by Lemma 3.7 and the triangle inequality we have

$$|\langle \xi, d\varphi_t(u) H(u) \rangle| \geq r |\xi_\psi| - |\xi_\beta|,$$

for some $r > 0$ depending only on $\tau$ (indeed, the above inequality is obviously true even if $r |\xi_\psi| - |\xi_\beta| \leq 0$). As $\xi \in \Gamma'$ we have

$$|\xi_\beta| \leq \frac{C\varepsilon}{1 - \varepsilon} (|\xi_\psi| + |\xi_\alpha|)$$

(3.13)

for some $C > 0$. Therefore, we obtain

$$|\partial_u \langle \xi, \varphi_t(u) \rangle| \geq (r - c(\varepsilon)) |\xi_\psi| - c(\varepsilon) |\xi_\alpha|, \quad |\partial_t \langle \xi, \varphi_t(u) \rangle| = |\xi_\alpha|,$$

where $c(\varepsilon) \to 0$ as $\varepsilon \to 0$. Combining the estimate above with (3.13) we obtain that there are $c, C > 0$ such that for any $\xi \in \Gamma'$ it holds

$$C^{-1} \|d_{\xi, \omega} (e^{i(\xi, \varphi_t(u))})\| \geq (r - c(\varepsilon)) |\xi_\psi| + (1 - c(\varepsilon)) |\xi_\alpha| \geq c(|\xi_\psi| + |\xi_\alpha|) \geq \frac{c}{2} |\xi|,$$

provided that $\varepsilon$ is small enough. In particular we may apply the non-stationary phase method (see for example [Zwo12, Lemma 3.14]) to obtain that for any $L > 0$ we have $C_L$ such that

$$\|\langle w e^{i(\xi, \cdot)} J_n(s) \rangle\| \leq C_L |s|^L e^{(C_L - \text{Re}(s))n} |\xi|^{-L}, \quad \xi \in \Gamma',$$

where $|\xi| = \sqrt{1 + |\xi|^2}$ for some norm $|\cdot|$ on $T^*M_\delta$. By setting $\Gamma = \mathcal{G}_{\Gamma'}$, we obtain the sought result.  

1The estimates on $f$ follow from the fact that $\|i_X \varphi_\tau^* w\|_{C^\ell} \leq C_t \exp(C_t |t|) \|w\|_{C^\ell}$ (see [Bon15, Proposition A.4.1]). Thus

$$\|\partial_{\xi}^k (i_X \varphi_\tau^* w)\|_{C^\ell} = \|i_X (\mathcal{L}_X)^k \varphi_\tau^* w\|_{C^\ell} \leq C_{k,\ell} \exp(C_{k,\ell} |t|) \|w\|_{C^{k+\ell}}.$$

Here we denoted by $\|\cdot\|_{C^\ell}$ the $C^\ell$ norm on $C^\infty(N, \Lambda^* T^* N)$. 

This last result implies that for any continuous semi norm \( q \) of \( \mathcal{D}_1^I(M_0^\delta) \), we have
\[
q \left( A_n(s) - Q_{\varrho}(s) \iota_X [\bar{\Lambda}] \right) \to 0
\]
as \( n \to +\infty \) if \( \text{Re}(s) \) is large enough (depending on \( q \)). For any finite set \( Q \) of continuous semi norms of \( \mathcal{D}_1^I(M_0^\delta) \) we define
\[
\mathcal{D}_{\Gamma,Q}^\bullet(M_0^\delta) = \{ u \in \mathcal{D}_{\Gamma}^\bullet(M_0^\delta) : q(u) < \infty, q \in Q \}.
\]
This set is endowed with the following topology: we say that \( u_n \to u \) in \( \mathcal{D}_{\Gamma,Q}^\bullet(M_0^\delta) \) if the convergence holds in \( \mathcal{D}_{\Gamma}^\bullet(M_0^\delta) \) and \( \sup_n q(u_n) < \infty \) for any \( q \in Q \). Then, since \( [\Lambda] \) is compactly supported in \( M_0^\delta \) and \( \text{WF}'([\Lambda]) \cap \Gamma = \emptyset \), we may reproduce the proof of the Hörmander’s theorem about product of distributions [Hör90, Theorem 8.2.10] to obtain that there exists a finite set \( Q \) of semi norms of \( \mathcal{D}_{\Gamma}^\bullet(M_0^\delta) \) (which depends on \( [\Lambda] \)) such that the product \( [\Lambda] \land u \) is well defined for any \( u \in \mathcal{D}_{\Gamma,Q}^\bullet(M_0^\delta) \) and such that the map
\[
\mathcal{D}_{\Gamma,Q}^\bullet(M_0^\delta) \to \mathcal{D}_{\Gamma}^\bullet(M_0^\delta), \quad u \mapsto [\Lambda] \land u,
\]
is continuous. By Lemma 3.8, if \( \text{Re}(s) \) is large enough, the sequence \( n \to q(A_n(s)) \) is bounded for any \( q \in Q \) and letting \( n \to \infty \) yields \( q(Q_{\varrho}(s) \iota_X [\bar{\Lambda}]) < \infty \) for every \( q \in Q \). Thus the products \( [\Lambda] \land A_n(s) \) and \( [\Lambda] \land Q_{\varrho}(s) \iota_X [\bar{\Lambda}] \) are well defined, and by continuity of the map (3.14), we get
\[
[\Lambda] \land A_n(s) \to [\Lambda] \land Q_{\varrho}(s) \iota_X [\bar{\Lambda}], \quad n \to \infty,
\]
where the convergence holds in \( \mathcal{D}_{\Gamma}^\bullet(M_0^\delta) \). However, we have
\[
(Q(s) - Q_{\varrho}(s)) \iota_X [\bar{\Lambda}] = \int_0^\infty (1 - \varrho(t)) e^{-ts} \varphi_\iota^* \iota_X [\Lambda],
\]
and thus \( \text{supp}((Q(s) - Q_{\varrho}(s)) \iota_X [\bar{\Lambda}]) \cap \text{supp}([\Lambda]) = \emptyset \), since \( \varphi_\iota(z) \notin \Lambda \) for \( 0 \leq t \leq \varepsilon \) and \( z \in \bar{\Lambda} \). This yields
\[
[\Lambda] \land Q_{\varrho}(s) \iota_X [\bar{\Lambda}] = [\Lambda] \land Q(s) \iota_X [\bar{\Lambda}],
\]
and in particular, (3.8) holds. This completes the proof of Proposition 3.4. \( \square \)

4. Value of the Poincaré series at the origin

In this section we show that \( \eta(s) \) vanishes at \( s = 0 \).

4.1. Behavior of \( Q(s) \) at \( s = 0 \). By [DG16, Theorem 2], we have the Laurent development
\[
Q(s) = Y(s) + \sum_{j=1}^J \frac{\chi(L \chi)^{j-1} \Pi \chi}{s^j}
\]
(4.1)
for some $J \geq 1$, where $s \mapsto Y(s)$ is holomorphic near $s = 0$, and $\Pi : \Omega^*_c(M^0_\delta) \to D^*(M^0_\delta)$ is a finite rank projector satisfying
\[
\text{supp}(\Pi) \subset \Gamma_+ \times \Gamma_- \quad \text{and} \quad \text{WF}(\Pi) \subset E^*_+ \times E^*_-.
\] (4.2)
Moreover, it holds $\text{ran}(\Pi) = C^*$ where
\[
C^* = \left\{ u \in D^*_{E^*_+}(M^0_\delta) : \text{supp}(u) \subset \Gamma_+, \ (L_X)^J u = 0 \right\}.
\]
Elements of $C^*$ are called generalized resonant states for $X$ (for the resonance 0). A generalized resonant state $u$ is simply called a resonant state if $L_X u = 0$. In what follows, we will set $\Omega^*_0 = \Omega^*_c(M^0_\delta) \cap \ker(\iota_X)$ and $C^*_0 = C^* \cap \ker(\iota_X)$. Since $L_X \alpha = 0$ we have the decomposition
\[
C^* = C^*_0 \oplus \alpha \wedge C^*_{-1},
\] (4.3)
and this decomposition is preserved by $\Pi$. We now invoke a result of Hadfield (see [Had18, Propositions 3, 4, 5]) which implies that
\[
C^*_0 = \{0\}, \quad C^*_2 = \{0\} \quad \text{and} \quad L_X(C^*_0) = \{0\}.
\] (4.4)
In particular by (4.3) we have $L_X \Pi = 0$ and thus (4.1) yields
\[
Q(s) = Y(s) + \frac{\chi_{\Pi_X}}{s}.
\] (4.5)
Now let us decompose $\Pi$ as
\[
\Pi|_{\Omega^*_c(M^0_\delta)} = \sum_{j=1}^r u_j \otimes \beta_j,
\]
where $(u_j, \beta_j) \in D^1_{E^*_+}(M^0_\delta) \times D^2_{E^*_-}(M^0_\delta)$ satisfy $\text{supp} u_j \subset \Gamma_+$ and $\text{supp} \beta_j \subset \Gamma_-$ (such a decomposition necessarily exists by (4.2)). Then $\beta_j$ is a coresonant state for $X$, meaning that it is a resonant state for $-X$; applying [Had18, Propositions 3, 4, 5] for the vector field $-X$, we therefore obtain that $\beta_j = \alpha \wedge s_j$ for some coresonant state $s_j \in D^1_{E^*_-}(M^0_\delta)$ (indeed, we note that (4.4) gives $C^2 = \alpha \wedge C^*_0$, and we apply this to the vector field $-X$ instead of $X$). Also, it follows from [Had18, Lemma 6] that the currents $u_j$ and $s_j$ are closed.

Summarizing the above results, we get
\[
\Pi = \sum_{j=1}^r u_j \otimes \alpha \wedge s_j
\] (4.6)
where $(u_j, s_j) \in D^1_{E^*_+}(M^0_\delta) \times D^1_{E^*_-}(M^0_\delta)$ satisfy
\[
\text{supp}(u_j) \subset \Gamma_+, \quad \text{supp}(s_j) \subset \Gamma_-, \quad du_j = ds_j = 0, \quad \iota_X u_j = \iota_X s_j = 0.
\] (4.7)
In particular, we have \( \int_{M^\circ_\delta} \delta \iota X [\Lambda] \wedge \alpha \wedge s_j = \int_{M^\circ_\delta} [\bar{\Lambda}] \wedge s_j \) and thus
\[
\langle [\Lambda], \Pi \iota X [\bar{\Lambda}] \rangle = \sum_{j=1}^r \left( \int_{M^\circ_\delta} [\Lambda] \wedge u_j \right) \left( \int_{M^\circ_\delta} [\bar{\Lambda}] \wedge s_j \right).
\]

Note that those products make sense since by Lemma 2.2 it holds
\[
E^*_+ \cap N^* \Lambda \subset \{0\} \quad \text{and} \quad E^*_- \cap N^* \bar{\Lambda} \subset \{0\}.
\]

Let \( \eta > 0 \) and set \( \Gamma^\eta_+ = \{ z \in M_\delta : \text{dist}(z, \Gamma_+) < \eta \} \). By [Had18, Lemma 6], we may find \( f_j \in D'(M^\circ_\delta) \) such that
\[
\text{supp}(f_j) \subset \Gamma^\eta_+, \quad \text{WF}(f_j) \subset E^*_+, \quad \mathcal{L}_X f_j \in C^\infty_c(M^\circ_\delta),
\]
and such that \( v_j = u_j - d f_j \) is smooth. Now since \( [\Lambda] \) is compactly supported in \( M^\circ_\delta \), we have \( \int_{M^\circ_\delta} [\Lambda] \wedge d f_j = 0 \) (since \( d[\Lambda] = 0 \) as \( \partial \Lambda = \emptyset \)) and thus
\[
\int_M [\Lambda] \wedge u_j = \int_M [\Lambda] \wedge v_j. \quad (4.8)
\]

Finally, take the coordinates \((\rho, \tau, \theta)\) given by Lemma 2.1 near \( \partial M = \{ \rho = 0 \} \) (here we assume for simplicity that \( \partial M \) is connected but the exact same proof applies if it is not). We have \( \Lambda = \{(0, \tau, +\pi/2) : \tau \in \mathbb{R}/\ell_* \mathbb{Z}\} \), and \( \partial M_\delta = \{(\delta, \tau, \theta) : \tau \in \mathbb{R}/\ell_* \mathbb{Z}, \ \theta \in \mathbb{R}/2\pi \mathbb{Z}\} \). Consider
\[
S_1 = \{(\rho, \tau, \pi/2) : \rho \in [0, 2\delta/3], \ \tau \in \mathbb{R}/\ell_* \mathbb{Z}\}
\]
and
\[
S_2 = \{(2\delta/3, \tau, \theta) : \tau \in \mathbb{R}/\ell_* \mathbb{Z}, \ \theta \in [\pi/2, 3\pi/2]\}.
\]

Let \([S] = [S_1] + [S_2]\) and note that \( d[S] = [\Lambda] - [W] \) by Stokes’ theorem, where
\[
W = \{(2\delta/3, \tau, 3\pi/2) : \tau \in \mathbb{R}/\ell_* \mathbb{Z}\}
\]
is the incoming normal set of \( \{\rho = 2\delta/3\} \), which is oriented with \( \partial \tau \). Now if \( \eta \) is small enough
\[
\int [\Lambda] \wedge v_j = \int [W] \wedge v_j = 0
\]
since \( W \cap \Gamma^\eta_+ = \emptyset \) (indeed, \( W \) is at positive distance of \( \Gamma_+ \)) and \( \text{supp} v_j \subset \Gamma^\eta_+ \). Thus we obtained that \( s \mapsto \eta(s) \) has no pole at \( s = 0 \), and by Proposition 3.4 it holds
\[
\eta(0) = -\langle [\Lambda], Y(0) \iota X [\bar{\Lambda}] \rangle.
\]
In this subsection we prove Theorem 1, that is, $\eta(0) = 0$. Let us define

$$S_1 = \{ \varphi_t(z) : 0 \leq t \leq \delta/2, \ z \in \Lambda \}, \quad S_2 = \{ R_\theta(z) : 0 \leq \theta \leq \pi, \ z \in \Lambda' \},$$

where $R_\theta : M_\delta \to M_\delta$ is the rotation of angle $\theta$, and $\Lambda' = \varphi_{\delta/2}(\Lambda)$. We orient $\Lambda'$ with the orientation of $\Lambda$. The manifold $S_1$ is oriented by declaring that $(\partial_t, \partial_\tau)$ is positively oriented (here $\partial_\tau$ is any positive basis of $T\Lambda$), and $S_2$ is oriented by declaring that the basis $(\partial_\theta, \partial'_\tau)$, where $\partial'_\tau$ is any positive basis of $T\Lambda'$. Let $\Lambda'' = R_{\pi}(\Lambda')$. Note that (2.13) implies, by multiplication of wavefront sets (see [Hör90, Theorem 8.2.14]),

$$\text{WF}(Y(0)\iota_X[\bar{\Lambda}]) \subset E^*_+ \cup N^*\bar{\Lambda} \cup \bigcup_{t \geq 0} \mathbb{R}\Phi_t(\psi(z)), \quad (4.9)$$

where $Y(0)$ comes from (4.5). In what follows, we will set $Y = Y(0)\iota_X[\bar{\Lambda}]$ for simplicity. Since $E^*_+ \cap N^*\Lambda \subset \{0\}$, and because $\delta$ is small, we have

$$E^*_+ \cap N^*\Lambda' \subset \{0\}. \quad (4.10)$$

Next, by analytic continuation and (2.11), it holds

$$\text{supp}(Y) \subset \bigcup_{t \geq 0} \varphi_t(\bar{\Lambda}).$$

The right hand side of the above equation is disjoint from $\Lambda''$ by strict convexity of $M_\delta$. Thus

$$\text{supp}(Y) \cap \Lambda'' = \emptyset. \quad (4.11)$$

Now for $z \in \Lambda$ and $t \in (0, \delta/2)$, we have $N^*_{\varphi_t(z)}(S_1 \setminus \partial S_1) \subset \mathbb{R}\Phi_t(\psi(z))$ and $N^*(S_2 \setminus \partial S_2) \subset \{ \xi : \langle \xi, V \rangle = 0 \}$. In particular, by Lemmas 2.2 and 3.7, we have

$$\text{WF}(Y) \cap N^*_{\varphi_t(z)}(S_j \setminus \partial S_j) = \emptyset, \quad j = 1, 2. \quad (4.12)$$

Finally, for $z \in \Lambda$, we have for $j = 1, 2$, setting $z' = \varphi_{\delta/2}(z) \in \Lambda'$,

$$\text{WF}([S_j]) \cap T^*_z M_\delta \subset \mathbb{R}a(z') \oplus \mathbb{R}\Phi_{\delta/2}(\psi(z)). \quad (4.13)$$

Combining (4.9), (4.10), (4.11), (4.12) and (4.13), we obtain that the intersection $\text{WF}([S_j]) \cap \text{WF}(Y)$ is contained in

$$\left( \bigcup_{z \in \Lambda} \mathbb{R}\Phi_{\delta/2}(\psi(z)) \right) \cap \left( \bigcup_{t \geq 0} \mathbb{R}\Phi_t(\psi(z)) \right).$$

However, by Lemma 3.7, for any $\bar{z} \in \bar{\Lambda}$ and $t > 0$, we have $\Phi_t(\psi(\bar{z})) \notin \mathbb{R}\psi(\varphi_t(\bar{z}))$. Therefore the above intersection is contained in the zero section and we get

$$\text{WF}([S_j]) \cap \text{WF}(Y) = \emptyset, \quad j = 1, 2, \quad (4.14)$$
and in particular the product \([S_j] \wedge Y\) is well defined. By Stokes’ theorem, taking into account the orientations, we have

\[
d[S_1] = [\Lambda'] - [\Lambda], \quad d[S_2] = [\Lambda''] - [\Lambda'].
\]

(4.15)

Then by (2.12) and the facts that \(d[\bar{\Lambda}] = 0\), \([d, Y(0)] = 0\) (on \(\{\chi = 1\}\)) and \([\iota_X, Y(0)] = 0\) we have, by using (4.1),

\[
dY = d_\chi Y(0)[\bar{\Lambda}] = \mathcal{L}_X Y(0)[\bar{\Lambda}] = [\bar{\Lambda}] - \Pi([\bar{\Lambda}]) = [\bar{\Lambda}]\text{ on } \{\chi = 1\}
\]

as \(\Pi([\bar{\Lambda}]) = 0\) by §4.1 (we showed that \(\int_{M_\delta} [\Lambda] \wedge Y_j = 0\) for all \(j\) but the same holds for \([\bar{\Lambda}]\) and \(s_j\)). By Stokes’ theorem, since \([S_j] \wedge Y\) is compactly supported in \(M_\delta\), \(dY = [\bar{\Lambda}]\) on \(\{\chi = 1\} \supset \text{supp}([S_j])\) (\(j = 1, 2\)),

\[
\int_{M_\delta} [\Lambda] \wedge Y = -\int_{M_\delta} d[S_1] \wedge Y - \int_{M_\delta} d[S_2] \wedge Y + \int_{M_\delta} [\Lambda''] \wedge Y
\]

\[
= \int_{M_\delta} [S_1] \wedge [\bar{\Lambda}] + \int_{M_\delta} [S_2] \wedge [\bar{\Lambda}] + \int_{M_\delta} [\Lambda''] \wedge Y.
\]

Finally, we have \(\text{supp}([S_j]) \cap \text{supp}([\bar{\Lambda}]) = \emptyset\) and by (4.11) we conclude that

\[
\eta(0) = \int_{M_\delta} [\Lambda] \wedge Y = 0.
\]

5. Poincaré series for geodesic arcs linking two points

We fix \(x \neq y \in \Sigma\). We consider

\[
\eta_{x,y}(s) = \sum_{\gamma: x \leadsto y} e^{-st(\gamma)},
\]

where the sum runs over all the (oriented) geodesics joining \(x\) to \(y\). For \(a \in \Sigma\) we will set \(\Lambda_a = S_a \Sigma\). Note that \(T_2 \Lambda_a = \mathbb{R}V(z)\) for \(z \in \Lambda_a\) (this follows from the definition of \(V\) in §2.2), and we orient \(\Lambda_a\) according to \(V\). In this context, we have the counterpart of Proposition 3.4, as follows.

**Proposition 5.1.** For \(\text{Re}(s)\) large enough it holds

\[
\eta_{x,y}(s) = -(\Lambda_x, Q(s)\iota_X [\Lambda_y]).
\]

Note that the above pairing makes sense, since we have the inclusion \(\text{WF}(\Lambda_x) \subset N^* \Lambda_x\) which gives \(\text{WF}(Q(s)\iota_X [\Lambda_y]) \cap \text{WF}(\Lambda_x) = \emptyset\) (the emptiness of the last intersection can be seen by proceeding as in §3.2).

**Sketch of the proof.** Using Remark 2.3, we see that for \(t \geq 0\) and \(z \in \Lambda_x\) such that \(\varphi_{-t}(z) \in \Lambda_y\), one has the direct sum

\[
T_z M = T_z \Lambda_x \oplus \mathbb{R}X(z) \oplus d\varphi_{-t(z)} \varphi_t (T_{\varphi_{-t(z)}(z)} \Lambda_y).
\]
Moreover we check that the orientation of the right-hand side has the same orientation of $M$, again by Remark 2.3. Thus we have the counterpart of Lemma 3.2 in this context and for any $\chi \in C^\infty_c(\mathbb{R}^+)$ it holds
\[
\sum_{x \sim y} \chi(\ell(x)) = -\int_N [\Lambda_x] \wedge \int_{\mathbb{R}^+} \chi(t)\tau_\chi \varphi^*_{-t}[\Lambda_y] dt.
\]
Now we may proceed as in the proof of Proposition 3.4 to obtain the sought result, by approximating the function $t \mapsto \exp(-ts)$ with compactly supported functions of the form $t \mapsto \chi_n(t)\exp(-ts)$ and taking the limit as $n \to \infty$ (one should use appropriate versions of Lemmas 3.7 and 3.8 to justify the convergence of the pairings). □

This result implies that $s \mapsto \eta_{x,y}(s)$ extends meromorphically to the whole complex plane, since $s \mapsto Q(s)$ does. To compute its value at zero, we will need the following

**Lemma 5.2.** There exists $[S] \in D^b_c(M^*_\delta) \subset M$, $WF([S]) \cap WF([\Lambda_y]) = \emptyset$ and
\[
[S] = \frac{1}{\chi(\Sigma)}[\Lambda] - d[S], \quad \int_{M_\delta} [S] \wedge [\Lambda_y] = \frac{1}{\chi(\Sigma)}. \tag{5.1}
\]

**Proof.** Here we adapt the arguments of [DR20, §6.3.2]. Let $f_1 : \Sigma_\delta \to \mathbb{R}$ be a smooth function which coincides with $-\rho$ on $\{|\rho| \leq \delta\}$ (here $\rho$ is the coordinate given by Lemma 2.1) and such that $df_1(y) \neq 0$ for any $y \in \partial \Sigma$. The set of Morse functions being open and dense [Laud11, Theorem 5.6] in $C^\infty(\Sigma_\delta)$, we may find a Morse function $f_2 \in C^\infty(\Sigma_\delta)$ which is arbitrarily close to $f_1$ in the $C^1$ norm. Let $\chi_0 \in C^\infty(\Sigma_\delta, [0, 1])$ such that $\chi_0 = 1$ near $\partial \Sigma$ and supp $\chi_0 \subset \{|\rho| < \delta/2\}$. Note that $\|df_1\| = \|d\rho\| \geq C$ on $\{|\rho| < \delta\}$ for some $C > 0$, where $\|\cdot\|$ is any norm on $T^*\Sigma_\delta$. In particular, if $f_2$ is chosen close enough to $f_1$ in the $C^1$ topology, the function $f = \chi_0 f_1 + (1 - \chi_0)f_2$ is also a Morse function. Indeed, $f$ coincides with $f_2$ on $\Sigma_\delta \setminus \{|\rho| < \delta\}$; moreover $f - f_1 = (1 - \chi_0)(f_2 - f_1)$ so that $\|df\| \geq C/2$ on $\{|\rho| < \delta\}$ whenever $f_2$ is close enough to $f_1$. Next we set
\[
S_f = \left\{ \left( b, \frac{\nabla^g f(b)}{\|\nabla^g f(b)\|} \right) : b \in \Sigma \setminus \text{crit}(f) \right\} \subset M_\delta,
\]
where $\nabla^g f \in C^\infty(\Sigma_\delta, T^*\Sigma_\delta)$ is the gradient of $f$ with respect to the metric $g$, and $\text{crit}(f) = \{df = 0\}$ is the set of critical points of $f$. We orient $S_f$ according to the orientation of $\Sigma$. Then by [DR20, Lemma 6.7] and Stokes’ theorem, we obtain that the integration current $[S_f]$ extends to a current on $N$ and we have\(^2\)
\[
d[S_f] = -[\Lambda] - \sum_{a \in \text{crit}(f)} (-1)^{\text{ind}_f(a)}[\Lambda_a],
\]
\(^2\)Indeed, the boundary of $S_f$ (near $\partial M$) is $\Lambda$. In the coordinates of Lemma 2.1, $\Lambda = \{(0, \tau, -\pi/2)\}$ is oriented by $\partial_\tau \equiv H$; as the outward normal pointing vector at $\partial \Sigma$ is $\partial_\rho$ and $(\partial_\rho, \partial_\tau)$ is negatively oriented, we obtain that the boundary term coming from Stokes’ formula must be $-\Lambda$.\]
where \( \text{ind}_f(a) \) is the index of \( a \) as a critical point of \( \nabla^g f \), that is, the number of negative eigenvalues of the linearization of \( \nabla^g f \) at the point \( a \). Note that (up to taking \( f_2 \) very close to \( f_1 \)), we have \( y \notin \text{crit}(f) \). Thus for each \( a \in \text{crit}(f) \) we may find a path \( \gamma_a : [0, 1] \to \Sigma \) joining \( a \) to \( x \), and avoiding \( y \). Setting

\[
\theta_a = \{ (\gamma_a(t), v) : v \in S_{\gamma_a(t)} \Sigma, \ t \in [0, 1] \} , \ a \in \text{crit}(f),
\]

we have \( d[\theta_a] = [\Lambda_x] - [\Lambda_a] \). The Poincaré-Hopf formula (see [MW97, p.35]) yields

\[
\sum_{a \in \text{crit}(f)} (-1)^{\text{ind}_f(a)} = \chi(\Sigma).
\]

In particular, by setting

\[
[S] = \frac{1}{\chi(\Sigma)} \left( [S_f] - \sum_{a \in \text{crit}(f)} (-1)^{\text{ind}_f(a)} \theta_a \right),
\]

we obtain the first part of (5.1). For the second part, we first note that \( \theta_a \cap \Lambda_y = \emptyset \). Moreover, \( S_f \) intersects (transversally) \( \Lambda_y \) only at the point \( (y, \nabla^g f(y)/\|\nabla^g f(y)\|) \).

Looking at the orientations we get that \( \int_N [S_f] \wedge [\Lambda_y] = 1 \) (this follows from (2.1) and the fact that \( \Lambda_y \) is oriented according to \( \psi \)). Finally the wavefront set condition follows from the transversality of the intersection, and the lemma follows.

Before proving Theorem 2, we state a result about regularization of currents; this is a version of the de Rham regularization procedure (see [dR12, §15, Proposition 1]) which takes into account the wavefront sets.

**Lemma 5.3.** There are operators

\[
R_\varepsilon : \mathcal{D}^\bullet(N) \to \Omega^\bullet(N), \quad A_\varepsilon : \mathcal{D}^\bullet(N) \to \mathcal{D}^\bullet(N), \quad \varepsilon \in [0, 1],
\]

such that for any \( u \in \mathcal{D}^\bullet(N) \), the following holds.

1. We have the identities \( R_\varepsilon - \text{Id} = dA_\varepsilon + A_\varepsilon d \) and \([d, R_\varepsilon] = 0\);
2. The supports of \( R_\varepsilon u \) and \( A_\varepsilon u \) are contained in the \( C\varepsilon \)-neighborhood of the support of \( u \) for some \( C > 0 \) independent of \( \varepsilon \);
3. For any closed conical neighborhood \( \Gamma \) of \( \text{WF}(u) \) (i.e. \( \text{WF}(u) \subset \Gamma^\circ \)), there is \( \varepsilon_0 > 0 \) such that \( \text{WF}(A_\varepsilon u) \subset \Gamma \) for each \( \varepsilon \in [0, \varepsilon_0] \), and moreover the families \( (A_\varepsilon u)_{\varepsilon \in [0, \varepsilon_0]} \) and \( (R_\varepsilon u)_{\varepsilon \in [0, \varepsilon_0]} \) are bounded in \( \mathcal{D}^\bullet_\Gamma(N) \);
4. We have \( R_\varepsilon u \to u \) in \( \mathcal{D}^\bullet(N) \) as \( \varepsilon \to 0 \).

**Proof.** Let \( X_1, \ldots, X_n \) be vector fields on \( N \) generating \( TN \) everywhere, and denote the associated flows by \( \varphi_{1,t}, \ldots, \varphi_{n,t} \) for \( t \in \mathbb{R} \). Let \( \varepsilon > 0 \) and \( \chi \in C^\infty_\varepsilon(\mathbb{R}^n, [0, 1]) \) such

---

3Note that \( \nabla^g f \) is actually inward pointing, but this is irrelevant since \( \dim \Sigma = 2 \).
that $\chi = 1$ near 0 and $\int_{\mathbb{R}^n} \chi(t) dt = 1$. For $u \in D^\bullet(N)$ we define

$$R_\varepsilon u = \int_{\mathbb{R}^n} \chi(t) \varphi^{*}_{1,t_1} \cdots \varphi^{*}_{n,t_n} u \, dt.$$  

For $z \in N$ and $t = (t_1, \ldots, t_n) \in \mathbb{R}^n$ we will set $\Psi_{\varepsilon,z}(t) = \Phi_{zt}(z)$ where

$$\Phi_t = \varphi_{n,t_n} \circ \cdots \circ \varphi_{1,t_1}.$$  

We claim that $R_\varepsilon u$ is smooth. Indeed, if $u$ is a 0-form, then we have

$$R_\varepsilon u(z) = \langle \chi, \Psi_{\varepsilon,z}^* u \rangle, \quad z \in N,$$

where the pairing is taken in $\mathbb{R}^n$. Indeed, this formula is true for $u$ smooth and thus it remains true for any distribution $u$ by continuity of the pullback $\Psi_{\varepsilon,z}^* : D^\bullet(N) \to D^\bullet(\mathbb{R}^n)$ (this follows from [Hör90, Theorem 6.1.2] as $\Psi_{\varepsilon,z}$ is a submersion $\mathbb{R}^n \to N$ whenever $\varepsilon > 0$, since the vector fields $X_j$ generate $TN$). In particular $R_\varepsilon u$ is smooth, because $\Psi_{\varepsilon,z}$ depends smoothly on the variable $z$. If $u \in \Omega^k(N)$, we write locally $u = \sum_{\ell} u_\ell \varepsilon_\ell$ for some basis $(\varepsilon_\ell)$ of $\wedge^k T^*N$; writing $\Phi_{zt}^* \varepsilon_\ell = \sum_j \alpha_{\ell,j}(t) e_j$ we get by what precedes

$$R_\varepsilon u(z) = \sum_{\ell,j} \langle \alpha_{\ell,j} \chi, \Psi_{\varepsilon,z}^* u_\ell \rangle e_j(z),$$

and thus $R_\varepsilon u$ is smooth. It is immediate to see that $R_\varepsilon u \to u$ in the distributional sense as $\varepsilon \to 0$, which is point (iv). Next, note that

$$(R_\varepsilon - \text{Id}) u = \int_0^\varepsilon \partial_r \left( \int_{\mathbb{R}^n} \chi(t) \Phi_{rt}^* u \, dt \right) \, dr.$$  

By Cartan’s formula one has $\partial_r \Phi_{rt}^* = dB_{rt} + B_{rt} d$ where $B_t : D^\bullet(N) \to D^\bullet(N)$ is defined by

$$B_t = \sum_{j=1}^n \varphi_{1,t_1}^* \cdots \varphi_{j,t_j}^* \cdots \varphi_{n,t_n}^*,$$

and $t = (t_1, \ldots, t_n) \in \mathbb{R}^n$. Thus by setting $A_\varepsilon = \int_0^\varepsilon \int_{\mathbb{R}^n} \chi(t) B_{rt} \, dt \, dr$ we obtain (i). Property (ii) is clear and thus it remains to show that (iii) holds. Let $u \in D^\bullet(N)$ and let $\Gamma$ be a conical neighborhood of $\text{WF}(u)$. Take $(z_0, \xi_0) \in \mathbb{C} \Gamma$, and a conical neighborhood $\Gamma_0$ of $\xi_0$ such that $\Gamma_0 \cap \Gamma = \emptyset$. Let $\varepsilon_0 > 0$ small enough so that $\Phi_{zt}^* (\Gamma_0) \cap \Gamma = \emptyset$ for any $\varepsilon \in [0, \varepsilon_0]$ and $t \in \text{supp} \chi$. Let $\omega \in \Omega^\bullet(N)$ be supported in a coordinate chart near $z_0$; we have for $\xi \in \Gamma_0$

$$\int_{\mathbb{R}^n} \frac{\omega}{\varepsilon} e^{i(\xi, \varepsilon)} \wedge A_\varepsilon u = \int_0^\varepsilon \int_{\mathbb{R}^n} \chi(t) \left( \int_{\mathbb{R}^n} \frac{\omega}{\varepsilon} e^{i(\xi, \varepsilon)} \wedge B_{rt} u \right) \, dt \, dr.$$  

Thanks to the expression of $B_{rt}$ one can see that the right hand side can be written as

$$\int_0^\varepsilon \int_{\mathbb{R}^n} \chi(t) \left( \int_{\mathbb{R}^n} f(t, r) e^{i(\Xi(t, r), \varepsilon)} \wedge u \right) \, dt \, dr$$

(5.2)
where $f(t, r)$ is a smooth function depending smoothly on $(t, r)$ and $\Xi : \mathbb{R}^n \times [0, \varepsilon] \to T^*N$ is a smooth function satisfying $\Xi(t, r) \in \Gamma_0$ on supp $\chi$ and $|\Xi(t, r)| \geq C|\xi|$. Since $\Gamma$ does not intersect $\Gamma_0$, the integral on $N$ in (5.2) decays rapidly (i.e. faster than $\langle \xi \rangle^{-k}$ for any $k \geq 0$) as $\xi \to \infty$ and $\xi \in \Gamma_0$, with speed decay which is locally uniform with respect to $(t, r) \in \text{supp } \chi \times [0, \varepsilon]$. The result follows.

Proof of Theorem 2. By (4.8) and Lemma 5.2, we have

$$\int_{M_{\delta}} [\Lambda_x] \wedge u_j = \int_{M_{\delta}} [\Lambda_x] \wedge v_j$$

$$= -\frac{1}{\chi(\Sigma)} \int_{M_{\delta}} [\bar{\Lambda}] \wedge v_j - \int_{M_{\delta}} d[S] \wedge v_j$$

$$= 0$$

since supp$(v_j) \subset \Gamma_\eta^\delta$ with $\Gamma_\eta^\delta \cap \bar{\Lambda} = \emptyset$ and $dv_j = d(u_j - df_j) = 0$ by (4.7). This shows that $\eta_{x,y}(s)$ has no pole at $s = 0$ and that $\eta_{x,y}(0) = -\langle [\Lambda_x], Y(0)\iota_X [\Lambda_y] \rangle$. Now since $Y(0)\iota_X [\Lambda_y]$ is compactly supported in $M_{\delta}^\delta$ we may view this pairing as a pairing on $N$, so that

$$\eta_{x,y}(0) = -\int_N [\Lambda_x] \wedge Y(0)\iota_X [\Lambda_y].$$

From (2.12) we deduce that $dY(0)\iota_X [\Lambda_y] = [\Lambda_y] + u$ for some current $u$ supported far from $M_{\delta/2}$. Let $\varepsilon > 0$ small. As $d[\Lambda_x] = 0$, we have by Lemma 5.3 that $[\Lambda_x] = R_{\varepsilon}[\Lambda_x] - dA_{\varepsilon}[\Lambda_x]$, with WF$(A_{\varepsilon}[\Lambda_x])$ close to WF$([\Lambda_x])$; thus we may compute

$$\int_N [\Lambda_x] \wedge Y(0)\iota_X [\Lambda_y] = \int_N R_{\varepsilon}[\Lambda_x] \wedge Y(0)\iota_X [\Lambda_y] - \int_N dA_{\varepsilon}[\Lambda_x] \wedge ([\Lambda_y] + u)$$

$$= \int_N dR_{\varepsilon}[S] \wedge Y(0)\iota_X [\Lambda_y] - \frac{1}{\chi(\Sigma)} \int_N R_{\varepsilon}[\bar{\Lambda}] \wedge Y(0)\iota_X [\Lambda_y]$$

$$\quad - \int_N dA_{\varepsilon}[\Lambda_x] \wedge ([\Lambda_y] + u),$$

where we used Lemma 5.2 in the last equality. By point (ii) of Lemma 5.3, the second integral vanishes for small $\varepsilon$ since $\bar{\Lambda} \cap \text{supp}(Y(0)\iota_X [\Lambda_y]) = \emptyset$; the third one also vanishes to zero as $\text{supp}([\Lambda_x]) \cap \text{supp}([\Lambda_y]) = \emptyset$. Finally the first one writes

$$\int_N R_{\varepsilon}[S] \wedge ([\Lambda_y] + u),$$

and thus it converges to $1/\chi(\Sigma)$ as $\varepsilon \to 0$ thanks to the second equation of (5.1) and points (ii), (iii) and (iv) of Lemma 5.3 (since $\text{supp}([S]) \cap \text{supp}(u) = \emptyset$). This concludes the proof of Theorem 2. 

□
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