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We consider quantum spin Hall effect in an anisotropic strip of stripes and address both integer and fractional filling factors. The first model is based on a gradient of spin-orbit interaction in the direction perpendicular to the stripes. The second model is based on two weakly coupled strips with reversed dispersion relations. We demonstrate that these systems host helical modes, modes in which opposite spins propagate in opposite directions. In the integer regime, the modes carry an elementary electron charge whereas in the fractional regime they carry fractional charges, and their excitations possess anyonic braiding statistics. These simple quasi-one-dimensional models can serve as a platform for understanding effects arising due to electron-electron correlations in topological insulators.

I. INTRODUCTION

Topological properties of condensed matter systems have been attracting attention already for several decades. Beginning with the fractional fermions in the Jackiw-Rebbi and the Su-Schrieffer-Heeger (SSH) models\textsuperscript{[2,3]} shifting later to the quantum Hall effect\textsuperscript{[4,5]} and topological insulators,\textsuperscript{[6,7]} and finally getting enriched by the bound states with non-Abelian braiding statistics, Majorana fermions,\textsuperscript{[8,9]} and parafermions,\textsuperscript{[10,11]} the field continues its rapid development. Not only pure scientific curiosity but also the promise of practical applications, such as conventional and topological quantum computing, provides strong motivation to explore this topic.

The theoretical description of many spectacular experiments, such as, for example, the precise quantization of the Hall conductance,\textsuperscript{[12]} relies on effective models. This is especially true in the case of two-dimensional systems with strong electron-electron interactions, such as fractional quantum Hall effect and fractional topological insulators. At the same time, the quantum Hall effect has been observed not only in the usual two-dimensional electron gases created in semiconductor heterostructures,\textsuperscript{[13]} but also in quasi-two-dimensional materials such as graphene\textsuperscript{[14]} and organic compounds, for example, Bechgaard salts.\textsuperscript{[15,16]} The main difference of the latter materials, which could be turned to a conceptual advantage, is their conduction anisotropy, such that the effective mass (effective hopping matrix element) in the $x$ direction is much larger (smaller) than in the perpendicular $y$ direction. Hence, these materials can be treated as a strip of coupled stripes that allows one to treat tunneling between stripes as a small perturbation.\textsuperscript{[17]} This representation of two-dimensional electron gas as a system of coupled one-dimensional channels or wires turned out to be very fruitful for including electron-electron interactions and, in particular, for constructing a description of the fractional quantum Hall effect in anisotropic systems.\textsuperscript{[20,21,22,23]} Moreover, this method is not specific for quantum Hall systems and can be generalized to other topological phases of two-dimensional systems.\textsuperscript{[25,26]} In particular, we implement these ideas to describe time-reversal invariant systems such as fractional topological insulators.

In the present work, we propose two systems which exhibit both integer and fractional quantum spin Hall effect, and, hopefully, can be realized in experiments using available ingredients. As a prototype of an effective one-dimensional channel, we consider nanowires, quantum wires created by gating, atomistic chains, and cold atom systems. In our work, we refer to these channels as stripes. This choice is determined by the fact that our prime focus is on one-dimensional channels created by gating inside two-dimensional systems or occurring spontaneously as density modulations due to surface reconstruction again caused by electron-electron interactions.

The first model consists of a strip of stripes with Rashba spin orbit interaction (SOI), whose strength grows linearly from stripe to stripe. The direction of the corresponding SOI vectors that determines the spin polarization axis is the same for all stripes. Such gradient of SOI can be created by a gradient in the electric field applied perpendicular to the strip. The main advantage of this simple model lies in the fact that its topological properties can be easily seen by making a straightforward connection to the quantum Hall effect (QHE). In this sense, it serves here as a warm-up before we introduce the second, much more complex and interesting model. Indeed, such non-uniform SOI is gauge-equivalent to the orbital effect produced by an effective magnetic field whose sign depends on the spin projection. The field is in the positive (negative) direction for spin up (down) states, so that we deal with two copies of quantum Hall effect. This brings us back in the analogy with the quantum spin Hall effect (QSHE) in graphene described by Kane and Mele\textsuperscript{[27]} as two copies of the Haldane model.\textsuperscript{[28]} Also, an effective magnetic field allows us to introduce a concept of a filling factor $\nu$ for the QSHE by analogy with the QHE. For example, at $\nu = 1$ there is one pair of helical modes, modes which carry opposite spins in opposite directions. At the fractional filling factors such as
\( \nu = 1/3 \), elementary excitations in these modes possess fractional charges and non-trivial commutation relations. We note that, similarly to the fractional quantum Hall effect (FQHE), the fractional quantum spin Hall effect (FQSHE) is present only if electron-electron interactions are strong enough to generate dominant back-scattering terms.\(^2\)

The second system, which is the main result of this work, is a bilayer composed of two strips that are coupled by tunneling. The SOI inside a stripe is assumed to be uniform. This uniformity is an important key property that favours the bilayer model over the non-uniform one as it opens up a new class of effective models that capture the essential features of two-dimensional topological insulators currently observed in experiments. Moreover, in contrast to the previous model, there is also SOI associated with propagation in the direction perpendicular to the stripes, such that interstrip tunneling is not spin-conserving. We show that an interplay between inter- and intra- strip tunneling results in the QSH phase, if the intra- strip tunneling is dominant. Again, in the regime of strong electron-electron interactions, the system could exhibit FQSHE.

II. QUANTUM SPIN HALL EFFECT BASED ON GRADIENT OF SPIN ORBIT INTERACTION

A. Model

We consider a strip of stripes that is aligned in the \( y \) direction and consists of a number of stripes (effective one-dimensional channels: also could be thought of as wires) that are aligned in the \( x \) direction.\(^2\) (We imagine a generic system where the stripes might be embedded in some host material that allows tunneling between the stripes and thus prefer the term stripe over the term wire). We also allow for tunneling between two neighboring stripes. However, to simplify our calculations, we assume that the hopping matrix element \( t \) between two neighboring stripes is small in comparison to the Fermi energy inside a stripe. As a consequence, we first treat each stripe as completely isolated and only afterwards add the tunneling terms as a small perturbation.

The kinetic part of the Hamiltonian corresponding to the \( n \)th stripe is written as

\[
H_{0,n} = \sum_{\sigma = \pm 1} \int dx \bar{\Psi}_{n\sigma}^\dagger(x) \left( -\frac{\hbar^2 \partial_x^2}{2m} - \mu \right) \Psi_{n\sigma}(x),
\]

where the annihilation operator \( \bar{\Psi}_{n\sigma}(x) \) removes an electron (of charge \( e \) and effective mass \( m \)) with spin \( \sigma = \pm 1 \) at the point \( x \) of the \( n \)th stripe. Here, we choose the spin quantization axis along the \( z \) direction defined by the spin orbit interaction that is also present inside the stripes (see below). The chemical potential \( \mu \) is uniform over the entire strip.

The Rashba spin orbit interaction (SOI) term acts inside each of the stripes and is written as

\[
H_{SOI,n} = -i \sum_{\sigma,\sigma' = \pm 1} \int dx \alpha_n \Psi_{n\sigma}^\dagger(x) (\sigma_3 \partial_x) \Psi_{n\sigma'}(x),
\]

where \( \alpha_n \) is the SOI parameter that characterizes the SOI strength inside the \( n \)th stripe. The Pauli matrix \( \sigma_i \) acts on spin space. In what follows we consider a strip with a gradient of spin-orbit interaction in the \( y \) direction

\[
\alpha_n = (2n + 1) \alpha_0.
\]

Such a gradient can be generated by a gradient in the electric field that induces the Rashba SOI.

The aforementioned tunneling between two neighboring stripes is described by

\[
H_t = t \sum_{n,\sigma = \pm 1} \int dx \bar{\Psi}_{(n+1)\sigma}^\dagger(x) \Psi_{n\sigma}(x) + H.c.,
\]

where \( t \) is a spin-conserving tunneling matrix element.

It is important to note that the SOI can be gauged away in strictly one-dimensional systems.\(^9\) For example, by applying a spin-dependent gauge transformation defined for each wire separately as

\[
\bar{\Psi}_{n\sigma}^\dagger(x) = e^{i(2n+1)\sigma k_{so} x} \bar{\Psi}_{n\sigma}^\dagger(x),
\]

to the stripe Hamiltonian \( H_{0,n} + H_{SOI,n} \), we absorb the SOI into the kinetic term,

\[
\tilde{H}_{0,n} = \sum_{\sigma = \pm 1} \int dx \bar{\Psi}_{n\sigma}^\dagger(x) \left( -\frac{\hbar^2 \partial_x^2}{2m} - \mu \right) \Psi_{n\sigma}(x),
\]

where, assuming charge neutrality, we ignore the constant shift in energy. Here, \( k_{so} = m \alpha_0 / \hbar^2 \) is the SOI wavevector of the stripe with index \( n = 0 \). However, the tunneling term, which connects two neighboring stripes and makes the system effectively two-dimensional, keeps the information about the initial SOI. After the transformation, we arrive at

\[
\tilde{H}_t = t \sum_{n,\sigma} \int dx e^{2i\sigma k_{so} x} \bar{\Psi}_{(n+1)\sigma}^\dagger(x) \bar{\Psi}_{n\sigma}(x) + H.c.
\]

FIG. 1. The model consists of a strip of stripes stacked in the \( y \) direction whereas the stripes stretch in the \( x \) direction. Tunneling of the strength \( t \) couples neighbouring stripes. The stripes, which can be considered as density modulations, could be formed inside two-dimensional structures.
where the tunneling matrix element $t$ acquires a phase and becomes spin- and position-dependent, i.e. $t \rightarrow t_{\sigma}(x) = t e^{i2\sigma k_{x}x}$.

Above we started with a model containing the gradient of SOI strength in the $y$ direction. However, as we have just seen, this model is equivalent to a model with a special form of the SOI associated with the motion along the $y$ axis that results in a spin and position dependent phase $e^{2i\sigma k_{x}x}$ in the tunneling matrix element. We also note that the latter model can be understood in terms of orbital effects caused by two opposite magnetic fields $B_{z} = \sigma B \hat{z}$ that act on states with spin $\sigma = \pm 1$. Indeed, if the corresponding vector potential $A_{\sigma} = \nabla \times A_{\sigma}$ is chosen to be in the $y$ direction, $A_{\sigma} = \sigma B x \hat{y}$, the phase acquired during the hopping from the $n$th stripe to the $(n+1)$th stripe is equal to $\phi_{\sigma} = (e/\hbar c) \int d\mathbf{r} \cdot A_{\sigma} \equiv 2\sigma k_{x0}x$.

Here, we have chosen the strength of the magnetic field to be $B = 2k_{x0}e\hbar c/a_{y}$, where $a_{y}$ is the distance between stripes. All these agrees with the SOI being treated as effective opposite orbital magnetic fields seen by electrons with opposite spins. Consequently, we arrive at two uncoupled coexisting 2DEGs of spin-up and spin-down electrons in the quantum Hall regime similarly as it was done in the pioneering work of Kane and Mele. Thus, it is natural to expect that our simple model should also exhibit the quantum spin Hall effect. We confirm this in the next two subsection and use this model as a conceptual warm-up before addressing more involved model introduced in the next section.

We also note that such an analogy of SOI with effective magnetic fields, allows us to introduce a concept of the filling factor $\nu$, as a ratio of the total spin up (spin down) electron number to the degeneracy of the Landau level in an effective magnetic field $B_{x}$.

B. Integer Quantum Spin Hall Effect

We begin by assuming that the chemical potential is tuned to the crossing point between the spin-up and spin-down branches of the stripe with index $n = 0$, such that $\mu = \mu_{1} = \nu \alpha_{0}^{2}/2\hbar^{2}$ is equal to the SOI energy, see Fig. 2. As a result, the Fermi wavevectors are given by $k_{Fn\pm} = k_{so}(2n + 1 \pm 1)$, where $n$ is the stripe index.

**Edge modes in y direction.** Next, we focus on edge modes that propagate along the $y$ direction and are localized in the $x$ direction. However, for this we first study properties of the bulk energy spectrum. For a moment, we assume that the system is periodic in the $y$ direction and contains $N_{y}$ stripes, so we can work with the Fourier transform characterized by the momentum $k_{y}$,

$$\Psi_{k_{y}\sigma}(x) = \frac{1}{\sqrt{N_{y}}} \sum_{n} e^{i n k_{y} a_{y}} \Psi_{n\sigma}(x).$$

(8)

Hence, the total Hamiltonian is diagonal in momentum space $H = \sum_{k_{y}} H_{k_{y}}$, where $H_{k_{y}} = H_{0,k_{y}} + H_{t,k_{y}}$. Here,

**FIG. 2.** The spectrum of a strip consisting of 6 stripes in the integer quantum spin Hall regime characterized by the filling factor $\nu = 1$. The chemical potential $\mu$ is uniform in the stripe and is tuned to the SOI energy of the zeroth stripe, $\mu = \mu_{1}$. The gradient of the Rashba SOI leads to a shift of Fermi wavevectors $k_{Fn\pm}$ from stripe to stripe such that $k_{Fn\pm} = k_{F(n+1)\pm}$. As a result, the tunneling $t$ between stripes is in resonance and couples right $R_{n\sigma}$ and left $L_{n\sigma}$ movers. Consequently, the system is gapped in the bulk. However, there are two pairs of uncoupled modes left in the upper ($R_{31}$ and $L_{31}$) and lower ($R_{13}$ and $L_{13}$) edges. These edge modes carry opposite spins in opposite directions, which corresponds to the definition of the QSHE.

the kinetic term is given by

$$\hat{H}_{0,k_{y}} = \sum_{\sigma = \pm 1} \int dx \; \hat{\Psi}_{k_{y}\sigma}^\dagger(x) \left( -\frac{\hbar^{2} \partial^{2}}{2m} - \mu \right) \hat{\Psi}_{k_{y}\sigma}(x),$$

(9)

and the tunneling term by

$$\hat{H}_{t,k_{y}} = t \sum_{\sigma} \int dx \; e^{i2\sigma k_{x0}x + i k_{y} a_{y}} \hat{\Psi}_{k_{y}\sigma}^\dagger(x) \hat{\Psi}_{k_{y}\sigma}(x) + H.c.$$ 

(10)

Close to the Fermi points $\pm k_{x0}$, the operator $\hat{\Psi}_{k_{y}\sigma}(x)$ can be represented in terms of slowly-varying right-mover $R_{k_{y}\sigma}(x)$ and left-mover $L_{k_{y}\sigma}(x)$ fields as

$$\Psi_{k_{y}\sigma}(x) = R_{k_{y}\sigma}(x)e^{ik_{x0}x} + L_{k_{y}\sigma}(x)e^{-ik_{x0}x},$$

(11)

The kinetic term can then be rewritten as

$$\hat{H}_{0,k_{y}} = -i\hbar v_{F} \sum_{\sigma = \pm 1} \int dx \left[ R_{k_{y}\sigma}^\dagger(x) \partial_{x} R_{k_{y}\sigma}(x) - L_{k_{y}\sigma}^\dagger(x) \partial_{x} L_{k_{y}\sigma}(x) \right],$$

(12)

where $v_{F} = \alpha_{0}/\hbar$ is the Fermi velocity.
The tunneling term \( H_{t,k_y} \) becomes in this right-/left-mover representation
\[
H_{t,k_y} = t \int dx \left[ e^{i k_y a_y} R_{k_y 1}(x) L_{k_y 1}(x) + e^{i k_y a_y} L_{k_y 1}^\dagger(x) R_{k_y 1}(x) + H.c. \right],
\]
where we drop all fast oscillating terms. We note here that without loss of generality we have neglected a possible SOI related to the motion in the \( y \) direction [see Eq. \( \text{(11)} \)], because even if present it would not change \( H_{t,k_y} \) in the leading order. Moreover, it cannot lead to gaps in the spectrum on its own and, thus, does not play a crucial role for the present purpose.

The total Hamiltonian can be expressed in terms of the associated Hamiltonian density, \( H_{k_y} = \int dx \Psi_k^\dagger(x) \mathcal{H}_{k_y} \Psi_k(x) \), where
\[
\mathcal{H}_{k_y} = \hbar v_F k \lambda_3 + t [\cos(k_y a_y) \lambda_1 - \sin(k_y a_y) \lambda_2 \sigma_3].
\]
Here, we choose the basis \( \Psi_k(x) = (R_{k_1 1}(x), L_{k_1 1}(x), R_{k_1 1}(x), L_{k_1 1}(x)) \) composed of the right- and left-movers. The momentum operator \( k = -i \partial_x \) is determined close to the Fermi points \( \pm k_0 \). The Pauli matrix \( \lambda_1 (\sigma_1) \) acts on right/left-mover (spin) space with \( i = 1, 2, 3 \).

As we have already noted above, the bulk spectrum is fully gapped,
\[
E_{\pm} = \pm \sqrt{\hbar^2 v_F k^2 + t^2},
\]
where each energy level is twofold degenerate in spin. This degeneracy is nothing else but the Kramers degeneracy of energy levels in a time-reversal invariant system. In addition, the Hamiltonian \( \mathcal{H}_{k_y} \) is block-diagonal in spin space, so spin \( \sigma \) is a good quantum number, and eigenstates could be presented as spin-polarized. Moreover, \( \mathcal{H}_{k_y} (\sigma) = \mathcal{H}_{-k_y} (-\sigma) \), and thus the spectrum and eigenstates for spin up can be obtained from the ones for spin down if one substitutes \( k_y \) with \( -k_y \).

Next, we impose vanishing boundary conditions on the wavefunctions at the left and right ends of each stripe. For example, wavefunctions should go to zero at the left end of each stripe \( x = 0 \): \( \Phi(x = 0) = 0 \). Using a standard scattering problem procedure of matching decaying eigenstate wavefunctions, we arrive at the spectrum of edge modes \( E_{k_y,\sigma} \),
\[
E_{k_{y,1}} = -t \cos(k_y a_y), \quad k_y a_y \in (0, \pi), \quad (16)
\]
\[
E_{k_{y,1}} = -t \cos(k_y a_y), \quad k_y a_y \in (-\pi, 0). \quad (17)
\]
As expected, all spin up (down) edge modes propagate with a positive (negative) velocity in the \( y \) direction. The corresponding wavefunctions are given by
\[
\Phi_{k_y,\sigma}(x) = |\sigma\rangle \sin(k_y x) e^{-x/\xi_\sigma},
\]
where \( \xi_\sigma \) is the localization length, \( \xi_\sigma = \sigma \hbar v_F / |t \sin(k_y a_y)| \).

As a result, we constructed edge modes and explicitly confirmed that the system under consideration corresponds to the spin Hall system in which modes localized at the edges propagate in the direction determined by their spins. In particular, in the constructed setup, the spin up mode possesses a positive velocity, whereas the spin down mode possesses a negative velocity along the left strip edge. Thus, such a system can be identified with QSHE at the filling factor \( \nu = 1 \).

Next, we consider the QSHE for higher filling factors \( \nu = m \) with \( m \) being a positive integer. In what follows we fix the electron density and change the strength of SOI. Of course, alternatively, one can fix the SOI strength and tune the chemical potential. To achieve the regime of \( \nu = m \), the gradient of the SOI (and, consequently, the corresponding effective magnetic field) should be \( m \) times smaller than for the previously considered case \( \nu = 1 \) [see Eq. \( \text{(3)} \)],
\[
\alpha_n^{(m)} = \frac{(2n + 1)\alpha_0}{m}. \quad (19)
\]
As a consequence, the gap opens only in \( m \)th order of perturbation theory \( \text{with the size of the gap given by} t(t/E_F)^{m-1} \), where \( E_F \) is the Fermi energy of the strip. Importantly, there are now \( m \) spin up (down) modes propagating with positive (negative) velocities. However, we should note that the system can still develop a full gap in the edge mode spectrum if there are an even number of helical pairs, and local perturbation terms allow for scattering between spin up and spin down states. This brings us back to the \( \mathbb{Z}_2 \) classification.

**Edge modes in \( x \) direction.** Next, we focus on the edge modes propagating in the \( x \) direction. These modes are localized at \( y = 0 \) (lower edge of the strip, the \( n_u \)th stripe) and at \( y = L_y \) (upper edge of the strip, the \( n_d \)th stripe). We again represent electron operators \( \Psi_{n\sigma} \) in terms of slowly-varying right-mover \( R_{n\sigma}(x) \) and left-mover \( L_{n\sigma}(x) \) fields as
\[
\Psi_{n\sigma}(x) = R_{n1}(x)e^{ik_{Fn}+x} + L_{n1}(x)e^{-ik_{Fn}-x},
\]
\[
\Psi_{n\sigma}(x) = L_{n1}(x)e^{-ik_{Fn}+x} + R_{n1}(x)e^{-ik_{Fn}-x}. \quad (20)
\]

The kinetic part of the Hamiltonian becomes
\[
H_0 = \sum_{n=n_u}^{n_d} \sum_{\sigma=\pm 1} -i\hbar v_F \int dx \left[ R_{n\sigma}^\dagger(x) \partial_x R_{n\sigma}(x) \right. \left. - L_{n\sigma}^\dagger(x) \partial_x L_{n\sigma}(x) \right]. \quad (21)
\]

The resonant hopping term between stripes in the regime \( \nu = 1 \) is given by
\[
H_t = t \sum_{n=n_u}^{n_d-1} \int dx \left[ L_{(n+1)1}(x) R_{n1}(x) \right. \left. + R_{(n+1)1}^\dagger(x) L_{n1}(x) + H.c. \right]. \quad (22)
\]
There is a single pair of helical modes, modes in which opposite spins propagate in opposite directions, at each edge which shows that the system is in the QSHE regime at the filling factor \( \nu = 1 \). In a next step, we again generalize above result to other integer filling factors \( \nu = m \). For example, for \( \nu = 2 \), the effective hopping term is written as

\[
H_t^{(\nu=2)} = t^{(2)} \sum_{n=-\infty}^{n=\infty} \int dx \left[ R_n^\dagger(x)R_{n+2}^1(x) + R_{n+2}^1(x)R_n^\dagger(x) \right],
\]

where the strength \( t^{(2)} \propto t^2/E_F \) is determined in the second-order perturbation theory by considering the effective coupling as a result of two subsequent tunneling events. As follows directly from \( H_t^{(\nu=2)} \) (see also Fig. 3), now there are two pairs of helical states at each of two edges. For example, at \( y = n_u \), the following four modes: \( R_{n+1}^\dagger(x), R_{(n-1)+1}^\dagger(x), L_{n+1}^\dagger(x), \) and \( L_{(n-1)+1}^\dagger(x) \), stay gapless. Two right propagating spin up modes and two left propagating spin down modes correspond to the spin Hall effect at the filling factor \( \nu = 2 \). By analogy, this approach can be extended to other integer filling factors.

### C. Fractional Quantum Spin Hall Effect

In this subsection, we focus on the QSHE in the fractional regime characterized by the filling factor \( \nu = 1/m \) with \( m \) a positive odd integer. This regime can be achieved in a system where the gradient of SOI (and, consequently, the corresponding effective magnetic field) is \( m \) times larger than in the case \( \nu = 1 \) [see Eq. (3)],

\[
\alpha_n^{(1/m)} = m(2n+1)\alpha_0.
\]

Here, we again keep the chemical potential to be constant at \( \mu = \mu_1 \). In such systems the direct tunneling between right- and left-movers is not possible. As a result, the opening of gaps in the spectrum is possible only in the regime of strong electron-electron interactions when back-scattering terms begin to play a significant role. Below, without loss of generality, we focus on the regime of \( \nu = 1/3 \) but the obtained results can be easily generalized to other filling factors of the type \( \nu = 1/m \) with \( m \) being an odd integer.

First, we construct the tunneling term \( H_t^{(\nu=1/3)} \) in leading order that conserves both momentum and spin (see also Fig. 4).
Here, $g_t$ is proportional to the initial tunneling matrix element $t$ and to $g_B^2$, where $g_B$ describes the strength of the back-scattering term arising from electron-electron interactions. As pointed out in previous work\cite{20,21,40} it is too challenging to take into account all possible scattering terms and to solve the corresponding RG equations for Luttinger liquid parameters. From now on, we just assume that $H_t^{(\nu=1/3)}$ is the most relevant term among all terms satisfying the spin and momentum conservation laws. This means that either the scaling dimension $K^{(1/3)}$ of $H_t^{(\nu=1/3)}$ is both smaller than two, $K^{(1/3)} < 2$, such that $g_t$ grows at low energy and, thus, the term is relevant, and smaller than the scaling dimensions of competing terms; or the bare $g_t$ is of order unity, such that $g_t$ does not flow as the perturbative RG treatment is not applicable.

Second, to treat electron-electron interactions in one-dimensional systems, we switch to the Luttinger liquid formalism based on bosonization. For this, we introduce chiral fields $\phi_{\nu\sigma}$, defined via

$$R_{\nu\sigma}(x) = e^{i\phi_{\nu\sigma}(x)}, \quad L_{\nu\sigma}(x) = e^{i\phi_{\nu\sigma}(x)}. \quad (26)$$

The anticommutation relations between two different fermionic operators $R_{\nu\sigma}$ and $L_{\nu\sigma}$ are satisfied in the bosonic representation of $\phi_{\nu\sigma}$ via Klein factors, which we do not take into account explicitly in the present work. At the same time, the anticommutation relation for the same fermionic operator can be satisfied explicitly by choosing the following commutation relation for the corresponding bosonic fields as

$$[\phi_{\nu\sigma}(x), \phi_{\nu\sigma}(x')] = i\nu \pi \text{sgn}(x-x'). \quad (27)$$

The tunneling term $H_t^{(\nu=1/3)}$, rewritten in bosonized form, becomes

$$H_t^{(\nu=1/3)} = \sum_{n=n_1}^{n_{u}-1} \int dx \left( [L^{\dagger}_{(n+1)\dagger}(x)R_{n1}(x)][L^{\dagger}_{(n+1)\dagger}(x)R_{(n+1)1}(x)][L^{\dagger}_{n1}(x)R_{n1}(x)]ight.$$  
$$+ [R^{\dagger}_{(n+1)\dagger}(x)L_{n1}(x)][R^{\dagger}_{(n+1)\dagger}(x)L_{(n+1)1}(x)][R^{\dagger}_{n1}(x)L_{n1}(x)] + H.c. \right). \quad (25)$$

The sketch of tunneling events in the system brought in the QSH regime at the filling factor $\nu = 1/3$. The gradient of the Rashba SOI leads to a shift of Fermi wavevectors $k_{F\nu\pm}$ from stripe to stripe such that $k_{F\nu\pm} = 2k_{\nu\pm} \pm 4k_{0\nu}$. As a consequence, direct tunneling between stripes is forbidden by the momentum conservation law. However, if back-scattering terms induced by electron-electron interactions inside two neighbouring stripes are taken into account, the tunneling again becomes resonant and leads to the gapped bulk spectrum. Similarly to the integer case $\nu = m$, there are helical modes that propagate opposite spins in opposite directions. However, these modes transport fractional charges $\epsilon/3$.

which follows directly from Eq.\cite{27}. This leads to the simplified form of $H_t^{(\nu=1/3)}$,

$$H_t^{(\nu=1/3)} = \sum_{n=n_1}^{n_{u}-1} \left[ g_t \cos[3(\tilde{\phi}_{(n+1)\dagger} - \tilde{\phi}_{n1})] ight.$$  
$$+ g_t \cos[3(\tilde{\phi}_{(n+1)\dagger} - \tilde{\phi}_{n1})] \right]. \quad (30)$$

Again, we note that $\tilde{\phi}_{n1\dagger}$ and $\tilde{\phi}_{(n+1)\dagger}$ defined at the lower strip edge as well as $\tilde{\phi}_{n1\dagger}$ and $\tilde{\phi}_{(n+1)\dagger}$ defined at the upper strip edge do not enter the tunneling term $H_t^{(\nu=1/3)}$, and therefore they stay gapless. Moreover, the elementary excitations at these edge modes are non-trivial as follows directly from the commutation relations between the fields\cite{22,23,24,25,26} (see Eq.\cite{29}). Hence, these counter-propagating edge modes with opposite spins carry the fractional charge $\epsilon/3$, and the system is, thus, in the QSH regime at filling factor $\nu = 1/3$. 
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III. QUANTUM SPIN HALL EFFECT IN BILAYER SYSTEMS

A. Model

In this section we focus on bilayer systems that allows us to work with uniform systems and to avoid gradients in the system parameters. To be more specific, we consider a setup composed of an upper strip ($\eta = 1$) with a positive mass $m$ and of a lower strip ($\eta = 1$) with a negative mass $-m$. The unit cell is of size $a_y$ and consists of two stripes in the upper/lower strip, labeled by the index $\tau = \pm 1$ separated by distances $a_1$ and $a_2$, $a_y = a_1 + a_2$.

The kinetic term in the Hamiltonian assumes the form

$$H_0 = \sum_{\sigma, \tau, \eta = \pm 1} \sum_n \int dx \Psi_{n\eta\sigma}^\dagger(x) \left( -\frac{\hbar^2 \partial^2}{2m} - \eta \mu \right) \Psi_{n\eta\sigma}(x), \quad (31)$$

where the annihilation operator $\Psi_{n\eta\sigma}(x)$ removes an electron with the spin $\sigma = \pm 1$ at the point $x$ of the $(\eta\tau)$-stripe in the $n$th unit cell. The electron density, as well as chemical potential $\mu$, is uniform inside the two strips. The spin quantization axis $z$ is determined by the SOI, which is of strength $\alpha$ and acts along the stripes (in the $x$ direction). The corresponding SOI term in the Hamiltonian reads

$$H_{SOI} = -i \sum_{\sigma, \tau, \eta = \pm 1} \sum_n \int dx \alpha \eta \Psi_{n\eta\sigma}^\dagger(x)(\sigma_3)_{\sigma\sigma} \partial_x \Psi_{n\eta\sigma}(x). \quad (32)$$

The dispersion relation of the $(\eta\tau)$-stripe (see Fig. 6) close to the common chemical potential is given by

$$E_{\eta\tau\sigma} = \eta \left[ \frac{\hbar^2 (k - \sigma k_{so})^2}{2m} - \mu \right], \quad (33)$$

where we have absorbed a constant shift of energy in the chemical potential assuming the charge neutrality, and the SOI wavevector $k_{so}$ is given by $k_{so} = m \alpha / \hbar^2$.

The interstrip tunneling is spin-conserving,

$$H_z = t_z \sum_{\sigma, \tau = \pm 1} \sum_n \int dx \left[ \Psi_{n+1}\sigma}^\dagger \Psi_{n\tau\sigma} + H.c. \right]. \quad (34)$$

In contrast to that, the spin gets flipped for intrastrip tunnelings,

$$H_{y1\eta} = t_{y1\eta} \sum_n \int dx \left[ \Psi_{n\eta\eta1}^\dagger \Psi_{n\eta11} - \Psi_{n\eta11}^\dagger \Psi_{n\eta1\eta1} + H.c. \right], \quad (35)$$

$$H_{y2\eta} = t_{y2\eta} \sum_n \int dx \left[ \Psi_{(n+1)\eta11}^\dagger \Psi_{n\eta11} - \Psi_{(n+1)\eta11}^\dagger \Psi_{n\eta1\eta1} + H.c. \right], \quad (36)$$

where $t_{y1\eta} = t_1$, $t_{y2\eta} = t_2$, and $t_{y2\eta} = t_4$. We could have also included spin-conserving tunneling acting in the $y$ direction, however, it couples right (left) movers with right (left) movers and, thus, does not lead to the gaps in the spectrum but just distorts the dispersion relation in the $x$ direction. Hence, to keep the system simple, we neglect such tunneling terms.
B. Integer Quantum Spin Hall Effect

We again begin with the non-interacting model and demonstrate that the system can be brought into the spin Hall regime that is characterized by the presence of two edge modes with opposite spins propagating in opposite directions, which can be identified with the QSH regime at filling factor $\nu = 1$. The chemical potential $\mu$ is tuned to the SOI energy, i.e., at the crossing point between spin up and spin down branches at $k = 0$, see Fig. [6].

We also switch from the fermionic operators $\Psi_{n\eta\tau\sigma}(x)$ to the slowly-varying right- $[R_{n\eta\tau\sigma}(x)]$ and left-$[L_{n\eta\tau\sigma}(x)]$ mover fields,

$$\Psi_{n\eta\tau\sigma}(x) = e^{ik_{F}1\eta\tau\sigma x}R_{n\eta\tau\sigma}(x) + e^{-ik_{F}1\eta\tau\sigma x}L_{n\eta\tau\sigma}(x),$$

where the corresponding Fermi vectors $k_{F,1\eta\tau\sigma}$ are given by $k_{F,1\eta\tau\sigma} = 2\pi n_{\eta\tau\sigma}$, $k_{F,1\eta\tau\sigma} = 2\pi n_{\eta\tau\sigma}$, and $k_{F,1\eta\tau\sigma} = k_{F,1\eta\tau\sigma} - 2\pi n_{\eta\tau\sigma}$.

**Edge modes in y direction.** Similarly, to the previous section, we Fourier transform the total Hamiltonian $H = H_{0} + H_{\text{SOI}} + H_{z} + \sum_{\eta=\pm1}(H_{\text{1\eta\tau\sigma}^L} + H_{\text{1\eta\tau\sigma}^R})$ to $k_{y}$-momentum space and work with the basis composed of $R_{k_{y}\eta\tau\sigma}$ and $L_{k_{y}\eta\tau\sigma}$: $\Psi_{k_{y}} = (R_{k_{y}1111}, L_{k_{y}1111}, L_{k_{y}1111}, R_{k_{y}1111}, L_{k_{y}1111}, L_{k_{y}1111}, R_{k_{y}1111}, L_{k_{y}1111}, R_{k_{y}1111}, L_{k_{y}1111}, L_{k_{y}1111}, R_{k_{y}1111})$. The Hamiltonian density $H$, $H = \int dx \Psi_{k_{y}}^{\dagger} H \Psi_{k_{y}}$, is written in terms of Pauli matrices as

$$H = \hbar v_{F} k_{y} \lambda_{3} + t_{x} \tau_{1} \lambda_{1}$$

$$- [t_{1} - t_{2} \cos(k_{y} a_{y})/(1 + \tau_{3})] n_{1}(\sigma_{2} \lambda_{1} - \sigma_{1} \lambda_{2})/4$$

$$- t_{2} \sin(k_{y} a_{y})/(1 + \tau_{3})] n_{1}(\sigma_{2} \lambda_{1} - \sigma_{1} \lambda_{2})/4$$

$$- [t_{3} - t_{4} \cos(k_{y} a_{y})/(1 + \tau_{3})] n_{2}(\sigma_{2} \lambda_{1} + \sigma_{1} \lambda_{2})/4$$

$$+ t_{4} \sin(k_{y} a_{y})/(1 - \tau_{3}) n_{2}(\sigma_{2} \lambda_{1} + \sigma_{1} \lambda_{2})/4.$$

The Pauli matrices $\lambda_{i}$ ($\sigma_{i}$) act on right/left-mover (spin up/down) space, whereas the Pauli matrices $\tau_{i}$ ($\eta_{i}$) act on the first/second stripe in the unit cell (upper/lower strip) space. We note that the system belongs to the DIII topological class with the time-reversal operator $U_{T}$ given by $U_{T} = \sigma_{2} \lambda_{1}$ and with the chiral symmetry operator $U_{C}$ given by $U_{C} = \lambda_{3}$.

For the sake of simplicity, we focus on the case when $t_{1} = t_{4} > t_{2} = t_{3} \geq 0$. This can be achieved at least in two different configurations. In the first setup, the distance between stripes in the unit cell $a_{y}$ equals to the spin orbit length in the $y$ direction of one of the two strips, see Fig. [3]. For example, if $a_{1}$ ($a_{2}$) is the SOI length in the upper (lower) strip, when the spin-flipping tunneling amplitude $t_{1}$ ($t_{4}$) dominates over $t_{2}$ ($t_{3}$) provided that $a_{1}$ and $a_{2}$ are substantially different and not commensurable. In the second setup, the stripes are stacked in a so-called armchair-type order (see Fig. [7]), in analogy to graphene edges. In this case, $t_{1}$ and $t_{4}$ are the largest tunneling amplitudes as they correspond to the tunneling between pairs of the closest stripes.

The energy spectrum is given by

$$E_{\pm}^{2} = (\hbar v_{F} k)^{2} + t_{2}^{2},$$

$$E_{\pm}^{2} = \left[(\hbar v_{F} k)^{2} + t_{2}^{2} + t_{3}^{2} + t_{4}^{2} - 2t_{3}t_{4} \cos(k_{y} a_{y}) \pm 2t_{2}(t_{3} + t_{4}) \sin(k_{y} a_{y}) \right]/2,$$

where the level $E_{1\pm}$ ($E_{2\pm}$) is fourfold (twofold) degenerate. The system is gapless at $k_{y} a_{y} = \pm \pi$ if $t_{2} = t_{3} + t_{4}$, but, otherwise, gapped in the bulk for all $k_{y}$ momenta. This closing of the bulk gap signals the topological phase transition that separates the topological phase with edge modes from the trivial phase without edge modes. More concrete, if $t_{2} < t_{3} + t_{4}$, there are edge modes propagating in the $y$ direction and localized in the $x$ direction.

As an illustrative example, we consider a particular case $t_{3} = 0$. The edge mode spectrum is given by

$$E_{\pm} = \pm t_{2} \cos(k_{y} a_{y}/2),$$

where $k_{y} a_{y} \in [0, 2\pi)$. The corresponding wavefunctions are given in the basis composed of $\Psi_{\eta\tau\sigma}$, $(\Psi_{1111}, \Psi_{1111}, \Psi_{1111}, \Psi_{1111}, \Psi_{1111}, \Psi_{1111})$, by

$$\Phi_{\pm}(x, y) = \begin{pmatrix} e^{-x/\xi_{\eta}1}e^{-ik_{y} a_{y}/2} & 0 & 0 & 0 & i(e^{-x/\xi_{\eta}1}e^{-ik_{y} a_{y}/2} - e^{-x/\xi_{\eta}1})e^{-ik_{y} a_{y}/2} & e^{-ik_{y} a_{y}/2} \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ i(e^{-x/\xi_{\eta}1}e^{-ik_{y} a_{y}/2} - e^{-x/\xi_{\eta}1})e^{-ik_{y} a_{y}/2} & 0 & 0 & 0 & 0 & 0 \\ e^{-x/\xi_{\eta}1}e^{-ik_{y} a_{y}/2} & 0 & 0 & 0 & 0 & 0 \end{pmatrix}$$
for the $E_+$ branch. On the other hand, for the $E_-$ branch, they are given by

$$
\Phi_-(x, y) = \begin{pmatrix}
0 & e^{-x/\xi_1} e^{ikFx} - e^{-x/\xi_2} \\
0 & e^{-x/\xi_1} e^{-ikFx} - e^{-x/\xi_2} \\
-i(e^{-x/\xi_1} e^{-ikFx} - e^{-x/\xi_2}) e^{-ik_0 y}/2 & 0 \\
e^{-x/\xi_1} e^{ikFx} - e^{-x/\xi_2} e^{-ik_0 y}/2 & 0
\end{pmatrix}
$$

(43)

Here the localization lengths are given by $\xi_1 = h \nu_F [t_z \sin(k_y a_y/2)]$ and $\xi_2 = h \nu_F [t_4 - t_z \sin(k_y a_y/2)]$. The two edge modes $\Phi_+(x, y)$ and $\Phi_-(x, y)$ are Kramers partners and connected by the time-reversal operator given by $T = i\sigma_y K$ with $K$ being the complex conjugation operator.

In contrast to the previous case where the edge modes were carrying a particular spin projection, the edge modes along the $y$ directions considered above carry an oscillating in space spin polarization that changes inside the unit cell. Given this property, it seems more appropriate to refer to such a system as to a topological spin liquid rather than as to a system in QSHE regime.

**Edge modes in $x$ direction.** Next, we focus on the edge modes propagating along the $x$ direction. Again, for a sake of simplicity we consider a case when $t_1 = t_4 > t_2 = t_3 = 0$. In addition, we assume that the bilayer strip terminates at both ends with only one stripe instead of two, see Fig. 7 and Fig. 8. For example, as shown in Fig. 8, the first unit cell ($n = 1$) misses $(\bar{1}1)$-stripe, and the last unit cell ($n = N$) contains only $(11)$-stripe. This allows us to simplify calculational analyses. Moreover, already knowing about the presence of the edge modes along the $y$-direction, we know that the presence of edge modes in the $x$ direction should not be sensitive to a particular choice of boundary conditions.

Rewriting tunneling terms $H_z$, $H_{y1}$, and $H_{y2}$ in terms of right-mover $R_{n\tau\sigma}(x)$ and left-mover $L_{n\tau\sigma}(x)$ fields, we arrive at

$$
H_z = t_2 \sum_{n=1}^{N-1} \int dx \left[ R_{n\tau\sigma}^\dagger L_{n\tau\sigma} R_{n\tau\sigma} + L_{n\tau\sigma}^\dagger R_{n\tau\sigma} + H.c. \right],
$$

$$
H_{y1} = t_4 \sum_{n=1}^{N-1} \int dx \left[ L_{n\tau\sigma}^\dagger R_{n\tau\sigma} L_{n\tau\sigma} - R_{n\tau\sigma}^\dagger L_{n\tau\sigma} + L_{n\tau\sigma}^\dagger R_{n\tau\sigma} + H.c. \right],
$$

$$
H_{y2} = t_4 \sum_{n=1}^{N-1} \int dx \left[ R_{(n+1)\bar{1}\bar{1}}^\dagger L_{(n+1)\bar{1}\bar{1}} R_{(n+1)\bar{1}\bar{1}} - L_{(n+1)\bar{1}\bar{1}}^\dagger R_{(n+1)\bar{1}\bar{1}} + H.c. \right],
$$

(44)

where we again drop all fast-oscillating contributions. As one can note, there are two fields in each of two boundary unit cells ($n = 1$ and $n = N$) that do not enter in the tunneling terms and thus correspond to gapless edge modes provided that the bulk is gapped out, $t_4 > t_2$. In particular, the pair of helical modes comprised of $R_{1\bar{1}\bar{1}}$ and $L_{1\bar{1}\bar{1}}$ ($R_{N\bar{1}\bar{1}}$ and $L_{N\bar{1}\bar{1}}$) in the first (last) unit cell. We note that again opposite spins propagate in opposite directions that corresponds to the QSHE definition.

**C. Fractional Quantum Spin Hall Effect**

Finally, we extend the model introduced above to fractional filling factors, in particular, to $\nu = 1/3$. Similarly to the previous model, the direct intrastrip tunneling is suppressed if the chemical potential is tuned down to $\mu_{1/3} = E_{so}/9$ with $E_{so} = \hbar^2 k_s^2/2m$. The Fermi wavevectors $k_{F\tau\sigma}$ are given by $k_{F\tau\sigma} = k_{F\bar{1}\bar{1}\tau\sigma} = 4\sigma k_{so}/3$.

In addition, we assume that $t_2 = t_3 = 0$ or that the corresponding tunneling terms are irrelevant in the renormalization group approach. From now on, we focus on the case where the intrastrip tunneling terms are more relevant than the interstrip ones either due to their scaling dimensions or due to their bare strengths.

In addition, we assume that the leading intrastrip tunneling terms that conserve both momentum and spin are

$$
H_{y1}^{(1/3)} = \frac{g_{y1}}{2} \sum_{n=1}^{N-1} \int dx \left[ (L_{n\tau\sigma}^\dagger R_{n\tau\sigma}) (L_{n\tau\sigma}^\dagger R_{n\tau\sigma}) (L_{n\tau\sigma}^\dagger R_{n\tau\sigma}) - (R_{n\tau\sigma}^\dagger L_{n\tau\sigma}) (R_{n\tau\sigma}^\dagger L_{n\tau\sigma}) (R_{n\tau\sigma}^\dagger L_{n\tau\sigma}) + H.c. \right],
$$

$$
H_{y2}^{(1/3)} = \frac{g_{y2}}{2} \sum_{n=1}^{N-1} \int dx \left[ (R_{(n+1)\bar{1}\bar{1}}^\dagger L_{(n+1)\bar{1}\bar{1}} L_{(n+1)\bar{1}\bar{1}}) (R_{(n+1)\bar{1}\bar{1}}^\dagger L_{(n+1)\bar{1}\bar{1}} L_{(n+1)\bar{1}\bar{1}}) - (L_{(n+1)\bar{1}\bar{1}}^\dagger R_{(n+1)\bar{1}\bar{1}} R_{(n+1)\bar{1}\bar{1}}) (L_{(n+1)\bar{1}\bar{1}}^\dagger R_{(n+1)\bar{1}\bar{1}} R_{(n+1)\bar{1}\bar{1}}) + H.c. \right],
$$

where $g_{y1} \propto t_1 g_B^2$, $g_{y2} \propto t_4 g_B^2$. These two terms are the most relevant ones among all terms either due to their scaling dimensions, such that they grow under the RG flow fastest at low energy, or due to their bare strengths being of order of unity, such that they are not subjected to the RG flow. Similarly to previous work, we leave a complete analysis of the RG flow of Luttinger liquid parameters for elsewhere, which are needed to estimate the scaling dimensions explicitly, and work here under the assumption that the selected terms are relevant in above sense.

The corresponding interstrip tunneling term that commutes with both $H_{y1}^{(1/3)}$ and $H_{y2}^{(1/3)}$, such that it can be ordered simultaneously with them, and thus can lead to
gaps in the spectrum is given by
\[
H_z^{(1/3)} = \frac{g_z}{2} \sum_{n=1}^{N-1} \int dx \left\{ (L_{n1\uparrow}^\dagger R_{n1\uparrow})(L_{n1\uparrow}^\dagger R_{n1\uparrow}) + (R_{n1\uparrow}^\dagger L_{n1\uparrow})(R_{n1\uparrow}^\dagger L_{n1\uparrow}) + H.c. \right\},
\]
where \( g_z \propto t_z g_B^2 \).

To analyze the spectrum further, we switch to bosonic chiral fields \( \phi_{n\eta r\sigma} \) defined via
\[
R_{n\eta r\sigma} = e^{i\phi_{n\eta r\sigma}} \quad \text{and} \quad L_{n\eta r\sigma} = e^{i\phi_{n\eta r\sigma}}.
\]
To satisfy the anticommutation relations for the same fermionic operator at different spatial points, we choose the following commutation relations for the corresponding bosonic fields
\[
[\phi_{n\eta r\sigma}(x), \phi_{n'\eta' r'\sigma'}(x')] = i\pi \delta_{n n'} \delta_{r r'} \delta_{\eta \eta'} \delta_{\sigma \sigma'} \text{sgn} (x - x').
\]

The anticommutation relations between two different fermionic operators are satisfied by a proper choice of Klein factors, which we do not include explicitly in our calculations.

As a result, we arrive at the tunneling terms in the form
\[
H_y^{(1/3)} = g_y \sum_{n=1}^{N-1} \left\{ \cos(2\phi_{n111} + \phi_{n111} - 2\phi_{n111} - \phi_{n111}) - \cos(2\phi_{n11} + \phi_{n11} - 2\phi_{n11} - \phi_{n11}) \right\},
\]
\[
H_x^{(1/3)} = g_x \sum_{n=1}^{N-1} \left\{ \cos(2\phi_{n+11111} + \phi_{n11111} - 2\phi_{n11111} - \phi_{n+11111}) - \cos(2\phi_{n+1111} + \phi_{n1111} - 2\phi_{n1111} - \phi_{n+1111}) \right\},
\]
\[
H_z^{(1/3)} = g_z \sum_{n=1}^{N-1} \left\{ \cos(2\phi_{n11r1} + \phi_{n11r1} - 2\phi_{n11r1} - \phi_{n11r1}) + \cos(2\phi_{n11r1} + \phi_{n11r1} - 2\phi_{n11r1} - \phi_{n11r1}) \right\}.
\]

We can simplify these expressions by introducing new fields,
\[
\tilde{\phi}_{n\eta r\sigma} = (2\phi_{n\eta r\sigma} - \phi_{n\eta r\sigma})/3,
\]
\[
[\tilde{\phi}_{n\eta r\sigma}(x), \tilde{\phi}_{n'\eta' r'\sigma'}(x')]
\quad = (ir\pi/3) \delta_{nn'} \delta_{rr'} \delta_{\eta\eta'} \delta_{\sigma\sigma'} \text{sgn} (x - x').
\]

This allows us to rewrite the tunneling terms as
\[
H_y^{1} = g_y \sum_{n=1}^{N-1} \left\{ \cos(3\tilde{\phi}_{n111} - \tilde{\phi}_{n111}) \right\} - \cos(3\tilde{\phi}_{n111} - \tilde{\phi}_{n111}),
\]
\[
H_y^{2} = g_y \sum_{n=1}^{N-1} \left\{ \cos(3\tilde{\phi}_{n11111} - \tilde{\phi}_{n1111}) \right\} - \cos(3\tilde{\phi}_{n11111} - \tilde{\phi}_{n1111}),
\]
\[
H_z = g_z \sum_{n=1}^{N-1} \left\{ \cos(3\tilde{\phi}_{n11r1} - \tilde{\phi}_{n11r1}) + \cos(3\tilde{\phi}_{n11r1} - \tilde{\phi}_{n11r1}) \right\}.
\]

Again, we see that a pair of fields defined in the first unit cell \((n = 1)\) and a pair of fields defined at the last \((n = N)\) unit cell do not enter in the tunneling term in the Hamiltonian. More concrete, the right propagating mode with spin up \(\phi_{11111}\) and the left propagating mode with spin down \(\phi_{11111}\) belonging to the \((11)\)-stripe of the first unit cell stay gapless. The same is true for the left propagating mode with spin up \(\phi_{N1111}\) and the right propagating mode with spin down \(\phi_{N1111}\) belonging to the \((11)\)-stripe of the \(N\)th unit cell. Hence, we deal with opposite spins propagating in opposite directions that confirm our hypothesis of the system being in the QSHE regime. In addition, the edge modes carry the fractional charge \(e/3\), and their excitations possess non-trivial Abelian braiding statistics determined from Eq. \((54)\).

### IV. CONCLUSIONS

We have constructed two strip of stripes models that exhibit the quantum spin Hall effect. The first one is based on a single layer consisting of a strip of stripes with a gradient of SOI pointing perpendicular to the stripes. The second one is a bilayer model composed of a tunnel-coupled pair of strips of stripes with reversed dispersion relation. This bilayer model can be effectively used for describing topological insulators originating from narrow band-gap semiconductors.

In the presence of strong electron-electron interactions, when back-scattering terms begin to play a crucial role, the system can be brought into the fractional quantum spin Hall regime. In this regime the charge carried by the modes is a fraction of the elementary electric charge, and excitations possess non-trivial Abelian braiding statistics.

In general, our work on strip of stripes models shows how by using ideas of representing two-dimensional systems as a system of coupled one-dimensional channels, we can generate new states of matter. The main advantage of such models is that we can use powerful theoretical methods.
FIG. 9. The spectrum of the system of two coupled strips in the fractional regime at the filling factor $\nu = 1/3$ (compare with Fig. 6). The chemical potential $\mu$ is tuned to $E_{so}/9$. The intrastrip tunneling (yellow arrows) is possible only if back-scattering terms are included. Consequently, interstrip tunneling terms (green arrows), which should commute with intrastrip tunneling terms, also involve back-scattering due to strong electron-electron interactions.

such as Luttinger liquid description developed for one-dimensional system to address two-dimensional systems where such methods are absent. In addition, relying on the stability of topological states as long as the bulk gap is not closed, we can assume that the basic properties derived in the anisotropic limit in such strip of stripes models might stay valid also in the isotropic limit that for some cases is closer to experiments. Consequently, we can address several challenging questions raised in the field of topological insulator such as, for example, the role of nuclear spins or non-perfect quantization of conductance due to disorder. In addition, it opens new ways to describe edge modes and braiding statistics of their excitations, which is of a great importance for Majorana fermion and parafermion physics.
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