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ABSTRACT

The present study was conducted to evaluate the comparative predictive performances of Classification and Regression trees (CART), Chi Squared Automatic Interaction Detector (CHAID) and Exhausted CHAID algorithms used to predict body weights of Awassi lambs at 60-d (W60) and 90-d (W90) of age. For this purpose, 730 Awassi lamb records were collected from 3 base flocks in Turkey in 2014-2016. The potential predictors included in this study were dam age, sex, birth type, flock, lambing season and birth year. In order to determine the best one among these decision tree algorithms, model evaluation criteria i.e RMSE, MAPE, RAE, SDratio, MAD, Pearson coefficient, Coefficient of determination ($R^2$) and adjusted coefficient of variation ($R^2_{adj}$) values were calculated. For the prediction of W60 and W90, the best decision tree algorithm was found to be the CART algorithm. $R^2$ for W60 and W90 were 0.614 and 0.978 and RMSE estimates for W60 and W90 were 0.94 and 0.321, respectively. The influential predictors affecting W90 were flock and W60. However, flock, birth weight (BW), birth type and birth year were found as significant factors for W60. In conclusion, CART algorithm may be a useful tool in describing breed standards of the Awassi for selection purposes in animal breeding. Also, it outperformed Exhausted CHAID and CHAID decision tree algorithms in predictive performance to predict W60 and W90 of Awassi lambs.
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INTRODUCTION

In animal breeding, selection of superior individuals to be parents of next generation provides genetic improvement for economic characteristics such as birth weight. (Olfaz et al., 2019). It is imperative in any breeding program to develop selection strategies and to determine the factors that affect the quantitative characteristics of economic importance (Koç, 2016). In this context, analysis of the data on performance traits using robust statistical techniques along with proper recording system is inevitable to make an accurate decision for breeding purposes (Eyduran et al., 2017; Aytekin et al., 2018).

Meat yield characteristics are influenced by various environmental and genetic factors and reproductive conditions (Balta and Topal, 2018). In addition to these factors, several researchers reported some other factors i.e. lamb sex, dam age, birth year, breed, parity, season of birth, birth type, low birth weight, injury and mothering ability were able to influence lamb viability (Morris et al., 2000; Susic et al., 2005; Khan et al., 2006; Mandal et al., 2007; Sawalha et al., 2007; Vatankah and Talebi, 2009). Generally least squares method had been used to determine the relationship among these factors (Sevgenler, 2019). However, the presence of multicollinearity among the predictors affecting response variables like body weights at different ages generally reduces the reliability of the least squares method and makes it difficult to interpret the results (Khan et al., 2014). In order to remove the multicollinearity problem, which results from very strong correlations between predictors, it was reported that alternative statistical techniques were available; namely, ridge regression analysis (Othman et al., 2016), factor analysis scores (Tariq et al., 2012) and principal component scores (Eyduran et al., 2013a) in multiple linear regression analysis. Apart from these studies, path analysis and multiple linear regression analysis to reveal the causality relationships between dependent and predictor variables were used by some researchers (Çankaya and Abaci, 2012; Önder and Abaci, 2015). However, statistical interpretation was not satisfactory due to the complexity of the data and violation of linearity, constant-variance, normality and multicollinearity assumptions; so more sophisticated approaches such as data mining and artificial neural network algorithms were used to achieve high predictive accuracy with recent developments of the computer information management systems (Grzesiak and Zaborski, 2012; Aytekin et al., 2018; Olfaz et al., 2019).

In recent years, there were numerous studies on popular data mining algorithms (CHAID, CART, Exhausted CHAID and MARS) in sheep and goat breeding (Yakubu, 2012; Ali et al., 2015; Eyduran, 2016; Eyduran
et al., 2016; Çelik et al., 2017; Eyduran et al., 2017; Karabacak et al., 2017; Balta and Topal, 2018; Çelik et al., 2018; Aksoy et al., 2019; Olfaz et al., 2019).

The data mining techniques are used for classification and regression type problems (Eyduran et al., 2019). In the data mining technique, classification algorithms are used in Decision Trees and Neural Networks, on the other hand, prediction algorithms are used in Regression, Association Rules and Clustering (Palaniappan and Awang, 2008; Kovalchuk et al., 2017, 2018). Decision tree building algorithms include Classification and Regression trees (CART), Chi Squared Automatic Interaction Detector (CHAID) and Exhausted CHAID. These techniques do not require normality assumptions unlike classical statistical techniques (Akın et al., 2017, 2018, 2020). Furthermore, these powerful algorithms, visually-flexible modern analytical techniques, can analyze ordinal and nominal data as well as a continuous data set (Eyduran et al., 2013b). In addition, in case the existence of multicollinearity problem among independent variables, outliers and missing values in data set, these algorithms can produce effective solutions with a different process (Ali et al., 2015). Among these tree-based algorithms, CHAID and Exhausted CHAID that is derived from CHAID allow more than two splits while CART employs binary splits (Kusiak et al., 2010). Although Exhausted CHAID includes the comprehensive merging with respect to CHAID, both algorithms have three essential steps: merging, splitting and stopping (Orhan et al., 2016). Splitting and stopping steps in Exhaustive CHAID algorithm are the same with CHAID algorithm; However, the exhaustive CHAID at merging step operate an exhaustive procedure to merge any similar pair until only a single pair is obtained. In addition, CHAID and Exhausted CHAID algorithms produce adjusted p values in the decision tree structure by using Bonferroni adjustment (Çelik et al., 2017).

Classification and Regression trees (CART) analysis, generates homogenous nodes until achieving the strongest correlation between predicted and observed values in the response variable. The difference between CHAID and CART (developed by Breiman (1984)) is that pruning option continuously is active for avoiding from unnecessary branches in CHAID algorithms apart from CART algorithms which is needed for activation by scientists in IBM SPSS software (Eyduran, 2016). Orhan et al. (2016) reported that continuous variables were converted to ordinal variables in the CHAID algorithms.

Regression tree (RT) data mining algorithms provide great convenience in the interpretation of data visually without any mathematical assumption (Eyduran et al., 2019). For this purpose, live body weights of Awassi lambs at 60-d and 90-d (W60 and W90) of age were predicted with the most commonly used RT data mining algorithms such as CHAID, Exhausted CHAID and CART. Predictive performances of these algorithms were evaluated and influential factors were determined in the tested algorithms.

Among sheep breeds raised in Turkey, Awassi breed is the fat-tailed sheep having high adaptability to high hot temperatures and insufficient feeding conditions; it has a superior breeding material in milk and lamb production for breeding and adaptation studies, and has gained importance due to increasing demand in red meat (Üstüner and Öğan, 2013). To our knowledge; however, there are few studies on the application of these powerful algorithms on lambs of Awassi sheep. Weaning time and after weaning time for sheep breeding is important in order to get the expected efficiency in breeding and to reach the desired result in a shorter time. Therefore, the aim of the present study was to comparatively evaluate predictive performances of data mining algorithms in order to predict live weights of Awassi lambs at 60-d and 90-d of age using with birth type, birth year, dam age, birth season, sex and lambing season.

**MATERIALS AND METHODS**

**Data Collection:** In the present study, 730 Awassi lambs raised under breeding conditions from base flock in Turkey were used. Animal records of base flock were taken from three different farms (nA=193, nB= 209, nC=308) which are located in the same region of Turkey in the years of 2014, 2015 and 2016. Live body weights of Awassi lamb at 60-d and 90-d (W90) were considered as response variables. Body weight at 60-d was early weaning weight in the flock. The predictors included in the study were dam age (2, 3, 4, 5 and 6 years), sex (male and female), birth type (single and twin), lambing season (major season defined as in October, November and December and minor season defined as in January, February, and March) and birth year (2014, 2015 and 2016).

**Statistical models:** The CART, CHAID and Exhausted CHAID regression tree analyses were performed. A ten-fold cross validation was considered in handling decision tree algorithms. Pruning operations was activated in CART. In all the statistical analyses, to achieve the optimum decision tree diagram, parent node and child node were preferred at 40:20, respectively. When substitution cost was very close to cross-validation cost for each of the handled decision tree algorithms, elimination of overfitting problem was provided and then, it was achieved to the optimum tree structures.

To determine the ideal algorithms, numerous goodness of fit criteria was used as described by Ali et al. (2015):
• Coefficient of determination \( (R^2) \)
\[ R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \]
• Adjusted coefficient of determination \( (R^2_{adj}) \)
\[ R^2_{adj} = 1 - \frac{1}{\frac{n-k-1}{\sum_{i=1}^{n} (y_i - \bar{y})^2}} \]
• Pearson correlation coefficient \( (r) \) between actual and predicted values in each of dependent variables,
• Akaike information criterion \( (AIC) \):
\[ AIC = n \ln \left[ \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \right] + 2k \]
\[ AIC_{cc} = AIC + \frac{2k(k+1)}{n-k-1} \]
if \( n/k > 40 \) or
• Root-mean-square error \( (RMSE) \):
\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_p)^2} \]
• Mean error \( (ME) \):
\[ ME = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_p) \]
• Mean absolute deviation \( (MAD) \):
\[ MAD = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_p| \]
• Standard deviation ratio \( (SD_{ratio}) \):
\[ SD_{ratio} = \frac{s_n}{s_d} \]
• Global relative approximation error \( (RAE) \):
\[ RAE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_p)^2}{\sum_{i=1}^{n} y_i^2}} \]
• Mean absolute percentage error \( (MAPE) \):
\[ MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_p}{y_i} \right| \cdot 100 \]

Where; \( n \): number of animals in data, \( k \): number of model parameters, \( y_i \): the real value of dependent variable, \( \hat{y}_p \): the predicted value of dependent variable, \( s_n \): standard deviation of residuals and \( s_d \): standard deviation of dependent variable.

The most suitable algorithm was chosen according to the lowest \( RMSE, ME, RAE, SD_{ratio} \) and \( MAD \) values and the highest Pearson correlation coefficient, \( R^2_{adj} \) and \( R^2 \) values (Mohammad et al., 2012; Ali et al., 2015).

Statistical evaluations of the decision tree algorithms were performed using SPSS 2006 (version 15.0). To estimate goodness of fit criteria, ehaGoF package written by Eyduran (2019) was employed in R studio software (R Core Team, 2018).

RESULTS

Descriptive statistics and Tukey multiple comparison results of live body weights at birth, 60-d and 90-d are shown in Table 1.

The decision tree diagrams generated by the CART algorithms for W60 and W90 are shown in Figures 2 and 3. The Pearson correlation coefficient \( (r) \) between observed and predictive live weights of Awassi lambs at 60-d was 0.783 for CART algorithm \( (P < 0.01) \).

When Figure 2 was examined, significant independent variables providing the contribution to constructing CART diagram were found as farm, birth weight, birth type, and birth year. Node 0 \( (N=730) \) or root node was divided into two smaller groups which were Node 1 \( (\text{farm } = \text{B}) \) and Node 2 \( (\text{farm } = \text{A}; \text{C}) \) according to farm effect at the first tree depth. The mean live weight of lambs at 60-d in Node 1 and Node 2 were predicted as 16.326 \pm 1.903 kg and 14.928 \pm 1.097 kg, respectively. Node 1 \( (N=209) \) was branched into two smaller subgroups \( (\text{Nodes } 3 \text{ and } 4) \) based on birth weight \( (BW) \). In the second tree depth of CART algorithm, Node 3 and Node 4 were not divided into new nodes at subsequent tree depth for live weight of lambs at 60-d hence, Node 3 and Node 4 were defined as terminal nodes. Mean W60of lambs with \( BW > 3.890 \) kg raised in farm B in Node 4 were higher than that of lambs with \( BW < 3.890 \) kg raised in farm B \( (\text{Node } 3) \text{ (14.960 vs.17.190 kg). Among the all nodes, Node } 4 \text{ had the highest mean in W60. Similarly, Node } 2 \text{ was splined into two homogenous groups (Node 5 and Node 6) based on BW as previously mentioned. Node 6 was observed to be a terminal node in CART diagram. Based on birth type, 412 lambs in Node 5 were partitioned into two new nodes which were Node 7 and Node 8. Node 7 was described as a group of single lambs with \( BW < 4.375 \text{ kg in Farms A and B with mean live weight of lambs at 60-d predicted as } 14.860 \pm 1.061 \text{ kg, and Node } 8 \text{ (also called terminal node) was identified as a group of twin lambs with } BW < 4.375 \text{ kg in Farms A and B with mean live weight of lambs at } \text{60-d predicted as } 13.795 \pm 0.644 \text{ kg. The live weight of lambs at 60-d of twin-born lambs were usually weaker than those of singles when lambs with } BW < 4.375 \text{ kg born in 2015 and 2016 in Farms A and C were taken into consideration. Node } 9 \text{ constituted by Node } 7 \text{ was affected by the year of birth. Node } 10 \text{ (a group of single-lambs with } BW < 4.375 \text{ kg born in 2015 and 2016 in Farms A and C; mean live weight of lambs at 60-d } 15.085 \pm 1.044 \text{ kg, } n = 256) \text{ was heavier than Node } 9 \text{ (a group of single-lambs with } BW < 4.375 \text{ kg born in 2014 in Farms A and C; mean live weight of lambs at } 60-d = 14.356 \pm 0.919 \text{ kg).} \)
The regression tree diagram obtained by CART algorithm for W90 had 10 child nodes by starting with root node (also known as Node 0 at the top of CART algorithm) with live weight of Awassi lambs at 90-d 21.304±2.152 kg (n=730 Awassi lambs).

Regression tree diagram formed by CART algorithms for live weight of Awassi lambs at 90 days is shown in Figure 3. Very strongly Pearson correlation coefficient (r) between observed and predicted W90 values for CART was estimated (r=0.989, P<0.01). Essentially when Figure 3 was examined, significant variables i.e. farm and W60 were entered into the constructed CART decision tree structure.
Figure 3. Regression tree diagram generated by CART algorithm for W9

Nodes 3 and 6-10 were the terminal nodes. The root node, defined as Node 0, was first divided into new child nodes, Node 1 and Node 2, based on live weight of lambs at 60-d.

Table 1. Descriptive statistics of body weight, live weights of Awassi lambs at 60-d and 90-d.

| Predictors  | N   | BW (Mean ± SD) | W60 (Mean ± SD) | W90 (Mean ± SD) |
|-------------|-----|----------------|-----------------|-----------------|
|             |     |                |                 |                 |
|             | 2   | 85             | 3.77 ± 0.60 a   | 15.59 ± 1.82 a  | 21.36 ± 2.57 ab |
|             | 3   | 195            | 3.90 ± 0.58 a/b | 15.28 ± 1.55 a  | 21.02 ± 2.24 b  |
| Dam Age     | 4   | 202            | 4.01 ± 0.56 a   | 15.22 ± 1.44 a  | 21.13 ± 2.05 b  |
|             | 5   | 167            | 4.01 ± 0.65 a   | 15.38 ± 1.49 a  | 21.50 ± 2.02 ab |
|             | 6   | 81             | 3.94 ± 0.68 a/b | 15.35 ± 1.30 a  | 21.97 ± 1.81 a  |
| Sex         | Female | 367          | 3.72 ± 0.56 b   | 15.16 ± 1.51 b  | 21.02 ± 2.11 b  |
|             |     |                |                 |                 |
At the first CART tree depth, Node 1 was a subgroup of Awassi lambs with W60 < 15.380 kg, but Node 2 was determined to be a subgroup of Awassi lambs with W60 > 15.380 kg. Awassi lambs assigned to Node 1 were averagely lighter in W90 compared with those assigned to Node 2 (19.643 kg vs. 22.993 kg in W90). Nodes 1 and 2 were split into new smaller subgroups (Nodes 3-6) in W60, respectively. Node 3 was a subgroup of Awassi lambs with W60 < 14.140 kg, whereas Node 4 was understood to be a subgroup of Awassi lambs with 14.140 < W60 < 15.380 kg (Figure 2). Mean of Awassi lambs in Node 3 was estimated lighter in W90 compared with those in Nodes 4-6 at the second tree depth. Especially, Awassi lambs whose W60 was heavier than 16.815 kg had the averagely heaviest W90 value of 25.034 kg (Node 6). Node 4 was divided into two smaller subgroups i.e. Node 7 and Node 8 according farm factor. However, Node 5 was branched into two smaller subgroups i.e. Node 9 and Node 10 according to W60.

Table 2. Goodness of fit criteria for predicting live weights of Awassi lambs at 60-d and 90-d.

| W60     | CHAID  | ExhaustedCHAID | CART  | CHAID  | ExhaustedCHAID | CART  |
|---------|--------|----------------|-------|--------|----------------|-------|
| W90     | 0.734  | 0.751          | 0.783 | 0.974  | 0.974          | 0.989 |
| *peacorr | 6.709  | 6.739          | 6.138 | 2.288  | 2.298          | 1.507 |
| *CV %    | 0.679  | 0.682          | 0.622 | 0.227  | 0.227          | 0.149 |
| *SDratio | 1.028  | 1.032          | 0.94  | 0.487  | 0.489          | 0.321 |
| *ME      | 0.067  | 0.067          | 0.061 | 0.023  | 0.023          | 0.015 |
| *RAE     | 5.141  | 5.198          | 4.765 | 1.491  | 1.508          | 1.217 |
| *MAPE    | 0.778  | 0.785          | 0.722 | 0.314  | 0.318          | 0.254 |
| *MAD     | 0.538  | 0.534          | 0.614 | 0.949  | 0.948          | 0.978 |
| *R^2     | 0.535  | 0.531          | 0.611 | 0.949  | 0.948          | 0.978 |
| *R^2adj  | 49.842 | 56.373         | -79.98 | -1039.884 | -1034.003 | -1650.136 |
| *AICc    | 49.925 | 56.456         | -79.898 | -1039.801 | -1033.92 | -1650.053 |

*CHAIAD (Chi Squared Automatic Interaction Detector), Exhausted CHAID (Exhausted Chi Squared Automatic Interaction Detector), CART (Classification and Regression trees), pearcorr (Pearson correlation coefficient), CV % (coefficient of variation), SDRatio (Standard deviation ratio), RMSE (Root-mean-square error), ME (Mean error), RAE (Global relative approximation error), MAPE (Mean absolute percentage error), MAD (Mean absolute deviation), R^2 (Coefficient of Determination), R^2_adj (Adjusted Coefficient of Determination), AIC (Akaike information criterion), AICC (Adjusted AIC)

The results of several goodness of fit criteria are summarized in Table 2. According to Table 2, coefficient of variation (CV%) values for CHAID, Exhausted CHAID and CART decision tree algorithms were estimated for W60 as 6.709, 6.739 and 6.138, respectively. CV values for W90 were estimated as 2.288, 2.298 and 1.507 for CHAID, Exhausted CHAID and CART, respectively. Likewise, R^2 estimates for W60 were 0.538, 0.534 and 0.614, respectively. Unlike W60, much higher R^2 values for W90 were estimated as 0.949, 0.948 and 0.978, compared with those estimated for W60. Similarly, R^2_adj values for CART were estimated higher than CHAID and Exhausted CHAID values for both W60 and W90. Pearson correlation coefficients (r) for CART (0.783) were significantly higher than r for CHAID (0.734) and r for Exhausted CHAID (0.731) for W90(P<0.05). Similarly, r value of W90 for CART (0.989) was higher than r value of W90 for CHAID and Exhausted CHAID. The relationship between actual values and predicted values for W60 and W90 is depicted in Figure 1.
The lowest RMSE, MAPE, RAE, $SD_{ratio}$ and MAD values for W60 and W90, as well as the highest Pearson coefficient, $R^2_{adj}$ and $R^2$ values were obtained by CART algorithms. It is clear that the sequence of these tree-based data mining algorithms was found as CART > CHAID > Exhausted CHAID for W60 and W90. In the light of these results, CART was determined to be the most suitable algorithm for especially W90 according to goodness of fit criteria in the present study. This means that there was still a need of including more influential factors for W60. SD ratio estimates obtained for all algorithms in prediction of W60 were able to be found within acceptable limits in having a good fit for regression type problems.
DISCUSSION

The ultimate goal in animal breeding is to select the superior breeding individuals and to use them efficiently in breeding to improve the population with high genetic merit. For this purpose, researchers desire to know the factors influencing selection strategies. In this regard, the present study was planned to evaluate comparative predictive performances of different data mining algorithms on the prediction of live body weights of Awassi lambs at 60 and 90 days. Eyduran (2016) emphasized that CART, CHAID and Exhausted CHAID data mining algorithms may be alternative methods when encountering multicollinearity problem among variables on live weight prediction studies of small ruminants.

The current results showed that the predictive performance of CART ($R^2$ = 0.614 for W60 and $R^2$ = 0.978 for W90) was much higher compared with those of other RT data mining algorithms (CHAID and Exhausted CHAID). The present $R^2$ estimate for W60 was in agreement with that reported by Yakubu (2012), who found 0.62 $R^2$ for body weight prediction of Uda sheep. It was determined that there was still a need of including more influential factors for especially W60. SD ratio estimates obtained for all algorithms in prediction of W60 were able to be found within acceptable limits in having a good fit for regression type problems. An earlier study by Ali et al. (2015) reported better predictive accuracy of decision tree algorithms for post-weaning period. However, the predictive performance results of the handled algorithms for W90 were found much better compared with Ali et al. (2015) for indigenous Harnai sheep of Pakistan.

In agreement with the present results regarding the highest $R^2$ estimates, Celik et al. (2017) reported that the predictive performance order was found as CART > CHAID > Exhausted CHAID > MARS_2 > MARS_1 > RBF > MLP in predicting body weight of Mengali rams in Pakistan. The present $R^2$ estimates were higher for CART decision tree algorithm than those reported by Mohammad et al. (2012) and Ali et al. (2015).

On the other hand, Olfaz et al. (2019) reported higher/lower $R^2$ estimates of 0.88 for CART and CHAID decision tree algorithms in the prediction of weaning weight of Karayaka lambs compared with corresponding estimates for W60/W90 in the present study. Koç et al. (2017) obtained lower predictive performances for CART, CHAID and Exhausted CHAID with 0.744, 0.743 and 0.716 $R^2$ in comparison with those estimated for W90 here. Balta and Topal (2018) studied on Hemşin lambs using regression tree method which explained 86.2 % of the variation in birth weight. They reported that the differences between years depended on environmental conditions, especially in pasture areas which had a significant impact on variations among lambs which is similar with this work.

When similar studies are examined, the differences in predictive performance in the literature may be attributed to variability in breed, type of birth, number of animals, management systems, year/season, dam age, body size of dam, algorithms used, structure of algorithms (minimum parent to child nodes, tree depth) and overfitting level of the used algorithms. The most effective predictions on body weights of Awassi lambs on 60-d and 90-d in this study were farm and birth weight. This result was similar to Topal (2018).

Hence, in complex data sets, including effects mentioned above, tree-based data mining diagrams that do not require any assumptions, can be used as a good-conspicuous method to explain the dependent variable. In addition, these visual diagrams enable to interpret the response variable easily with maximum variance among child nodes. With this approach, CART, CHAID and Exhausted CHAID algorithms can be practical applications for biological studies.

Conclusion: Predictive capabilities of decision tree algorithms in order to predict live weights of Awassi lamb at 60-d and 90-d of age were evaluated in the current study. Among those, CART had better predictive performances for especially W90 as compared to W60. The achieved CART results may help breeders to produce superior Awassi lambs. To generalize the obtained results, providing many Awassi lambs raised under different conditions is required. In conclusion, it could be suggested that use of decision tree algorithms may be useful information about the selection of superior lambs in ensuring higher lamb production.
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