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Abstract—We propose a new machine-learning approach for fiber-optic communication systems whose signal propagation is governed by the nonlinear Schrödinger equation (NLSE). Our main observation is that the popular split-step method (SSM) for numerically solving the NLSE has essentially the same functional form as a deep multi-layer neural network; in both cases, one alternates linear steps and pointwise nonlinearities. We exploit this connection by parameterizing the SSM and viewing the linear steps as general linear functions, similar to the weight matrices in a neural network. The resulting physics-based machine-learning model has several advantages over “black-box” function approximators. For example, it allows us to examine and interpret the learned solutions in order to understand why they perform well. As an application, low-complexity nonlinear equalization is considered, where the task is to efficiently invert the NLSE. This is commonly referred to as digital backpropagation (DBP). Rather than employing neural networks, the proposed algorithm, dubbed learned DBP (LDBP), uses the physics-based model with trainable filters in each step and its complexity is reduced by progressively pruning filter taps during gradient descent. Our main finding is that the filters can be pruned to remarkably short lengths—as few as 3 taps/step—without sacrificing performance. As a result, the complexity can be reduced by orders of magnitude in comparison to prior work. By inspecting the filter responses, an additional theoretical justification for the learned parameter configurations is provided. Our work illustrates that combining data-driven optimization with existing domain knowledge can generate new insights into old communications problems.

Index Terms—Deep neural networks, digital backpropagation, machine learning, nonlinear equalization, nonlinear interference mitigation, physics-based deep learning, split-step method

I. INTRODUCTION

Rapid improvements in machine learning over the past decade are beginning to have far-reaching effects. In particular, the use of deep learning to progressively process raw input data into a hierarchy of intermediate signal (or feature) vectors has led to breakthroughs in many research fields such as computer vision or natural language processing [1], [2]. The success of deep learning has also fuelled a resurgence of interest in machine-learning techniques for communication systems assuming a wide variety of channels and applications [3]–[6]. In this paper, we are interested in the question to what extent supervised learning, and in particular deep learning, can improve physical-layer communication over optical fiber.

The traditional application of supervised learning to physical-layer communication replaces an individual digital signal processing (DSP) block (e.g., equalization or decoding) by a neural network (NN) with the aim of learning better-performing (or less complex) algorithms through data-driven optimization [7]. More generally, one can treat the entire design of a communication system as an end-to-end reconstruction task and jointly optimize transmitter and receiver NNs [8]. Both traditional [9]–[15] and end-to-end learning [16]–[21] have received considerable attention for optical-fiber systems. However, the reliance on NNs as universal (but sometimes poorly understood) function approximators makes it difficult to incorporate existing domain knowledge or interpret the obtained solutions.

Rather than relying on generic NNs, a different approach is to start from an existing model or model-based algorithm and extensively parameterize it. For iterative algorithms, this can be done by “unfolding” the iterations which gives an equivalent feed-forward computation graph with multiple layers. This methodology has been applied, for example, in the context of decoding linear codes via belief propagation [22], MIMO detection [23], and sparse signal recovery [24], [25]. An overview of applications for communication systems can be found in [26]. Besides unfolding iterative algorithms, there also exist various domain-specific approaches, see, e.g., [8]. As an example, the authors in [8] propose so-called radiotransformer networks (RTNs) that apply predefined correction algorithms to the signal. A separate NN can then be used to provide parameter estimates to the individual RTNs.

The main contribution in this paper is a novel machine-learning approach for fiber-optic systems where signal propagation is governed by the nonlinear Schrödinger equation (NLSE) [28, p. 40]. Our approach is based on the popular split-step method (SSM) for numerically solving the NLSE. The main idea is to exploit the fact that the SSM has essentially the same functional form as a multi-layer NN; in both cases, one alternates linear steps and pointwise nonlinearities. The linear SSM steps correspond to linear transmission effects such as chromatic dispersion (CD). By parameterizing these steps and viewing them as general linear functions, one obtains a parameterized multi-layer model. Compared to standard “black-box” NNs, we show that this physics-based approach has several compelling advantages: it leads to clear hyperparameter...
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choices (such as the number of layers/steps); it provides good initializations for a gradient-based optimization; and it allows us to easily inspect and interpret the learned solutions in order to understand why they work well, thereby providing significant insight into the problem.

The approach in this paper and some of the results have previously appeared in various conference papers [29]–[31]. The main purpose of this paper is to provide a comprehensive treatment of the approach, subsuming [29]–[31]. This paper also contains several additional contributions:

- We significantly enlarge our simulation setup compared to [29]–[31] and provide a thorough numerical investigation of the proposed approach. This includes a characterization of the generalization capabilities of the trained models when varying the transmit power and the employed modulation format, as well as a comparison between different parameter-initialization schemes.

- We conduct an in-depth investigation of the performance–complexity trade-off of the proposed scheme. In particular, we demonstrate that the model complexity in terms of the per-step filter response lengths can be close to the theoretically expected minimum lengths according to the memory introduced by CD (Fig. 6). We also extend this investigation to higher baud-rate (32 Gbaud) signals, which allows us to directly compare to prior work in [32], showing significant complexity advantages.

- We also study wavelength division multiplexing (WDM) transmission, where we demonstrate that the resulting relaxed accuracy requirements for solving the NLSE provide an opportunity to further reduce the complexity of the proposed scheme.

- Lastly, we show that our approach generalizes to the so-called enhanced (or filtered) SSM [33], [34] where an additional filtering step is included in the nonlinear steps.

We also note that since the publication of the original paper [29], multiple extensions have appeared in the literature to address issues such as hardware implementation [35], subband processing [36], polarization multiplexing [37], [38], training in the presence of practical impairments (e.g., phase noise) and experimental demonstration [38], [39], [40], [41], [42].

The remainder of the paper is structured as follows. In Sec. II, we give a brief introduction to supervised machine learning and multi-layer NNs. The proposed approach is then discussed in detail in Sec. III. Sec. IV describes its application to nonlinear equalization via digital backpropagation (DBP). Numerical results are presented in Sec. V, some of which are then further examined and interpreted in Sec. VI. Finally, Sec. VII concludes the paper. A list of symbols used in this paper can be found in Table I below.

II. Supervised Learning with Neural Networks

We start in this section by briefly reviewing the standard supervised learning setting for feed-forward NNs. It is important to stress, however, that we do not directly use conventional NNs in this work. Instead, their underlying mathematical structure serves as the main motivation for the proposed approach described in the next section.

A. Neural Networks

A deep feed-forward NN with $\ell$ layers defines a parameterized mapping $y = f_\theta(x)$ where the input vector $x \in \mathcal{X}$ is mapped to the output vector $y \in \mathcal{Y}$ through a series of affine transformations and pointwise nonlinearities [1], [43, Eq. (6)]. Here, $\theta$ is a parameter vector and $\mathcal{X}$ and $\mathcal{Y}$ denote the input and output alphabet, respectively. The affine transformations are defined by

$$\tilde{x}^{(i)} = W^{(i)}x^{(i-1)} + b^{(i)}, \qquad i = 1, 2, \ldots, \ell,$$

where $x^{(0)}$ is the input to the first layer, $W^{(i)}$ is a weight matrix, and $b^{(i)}$ is a bias vector. The nonlinearities are defined by $x^{(i)} = \sigma(\tilde{x}^{(i)})$, where $\sigma$ refers to the element-wise application of some nonlinear activation function $\sigma$. Common choices for the activation function include $\sigma(z) = \max\{0, z\}$, $\sigma(z) = \tanh(z)$, and $\sigma(z) = 1/(1 + e^{-z})$. The final output of the NN after the $\ell$-th layer is $y \triangleq x^{(\ell)}$. The block diagram illustrating the entire NN mapping is shown in the bottom part of Fig. 1.

The parameter vector $\theta$ encapsulates all elements in the weight matrices and bias vectors, where we write $\theta = \{W^{(1)}, \ldots, W^{(m)}, b^{(1)}, \ldots, b^{(m)}\}$ with some abuse of notation. NNs are universal function approximators, in the sense that they can approximate any desired function arbitrarily well by properly choosing the parameters $\theta$ and assuming a sufficiently large network architecture [44].

B. Supervised Learning

In a supervised learning setting, one has a training set $S \subset \mathcal{X} \times \mathcal{Y}$ containing a list of input–output pairs that implicitly define a desired mapping. Then, training proceeds by minimizing the empirical training loss $\mathcal{L}_S(\theta)$, where the empirical loss $\mathcal{L}_A(\theta)$ for a finite set $A \subset \mathcal{X} \times \mathcal{Y}$ of input–output pairs is defined by

$$\mathcal{L}_A(\theta) \triangleq \frac{1}{|A|} \sum_{(x,y) \in A} l(f_\theta(x), y)$$

(2)
and $l(\hat{y}, y)$ is the per-example loss function associated with returning the output $\hat{y} = f_\theta(x)$ when $y$ is correct. When the training set is large, the parameter vector $\theta$ is commonly optimized by using a variant of stochastic gradient descent (SGD). In particular, standard mini-batch SGD uses the parameter update

$$\theta_{t+1} = \theta_t - \mu \nabla L_{B_t}(\theta_t),$$

where $\mu$ is the learning rate and $B_t \subseteq S$ is the mini-batch used in the $t$-th step. Typically, $B_t$ is chosen to be a random subset of $S$ with some fixed size that matches available computational resources, e.g., graphical processing units (GPUs).

Supervised learning is not restricted to NNs and learning algorithms such as SGD can be applied to other function classes as well. Indeed, in this paper, we do not use NNs, but instead exploit the underlying signal-propagation dynamics in optical fiber to construct a suitable model $f_\theta$.

### III. PHYSICS-BASED MACHINE-LEARNING MODELS

Consider a complex-valued baseband signal $x(t)$, which is transmitted over an optical fiber as illustrated in Fig. 2. The signal propagates according to the NLSE [28, p. 40]

$$\frac{\partial u(z, t)}{\partial z} = \frac{\alpha}{2} u(z, t) - \frac{\beta_2}{2} \frac{\partial^2 u(z, t)}{\partial t^2} + j \gamma |u(z, t)|^2 u(z, t),$$

where $u(0) = 0$, $\alpha$ is the loss parameter, $\beta_2$ is the CD coefficient, and $\gamma$ is the nonlinear Kerr parameter. The signal after propagation distance $L$ is denoted by $y(t) = u(L, t)$. Note that superscript $(\cdot)^\dagger$ denotes the Hermitian transpose.

In order to derive the SS, it is now instructive to consider the time-discretized NLSE

$$\frac{d A(z)}{dz} = -\frac{\alpha}{2} A(z) + A(z) + j \gamma |A(z)|^2,$$

where $A = F^{-1} \text{diag}(H_1, \ldots, H_n) F$, $F$ is the $n \times n$ discrete Fourier transform (DFT) matrix, $H_k = j^{\omega_k^2} \omega_k^2$, $\omega_k = 2\pi f_k$ is the $k$-th DFT angular frequency (i.e., $f_k = (k-1)/n$ if $k < n/2$ and $f_k = (k-1-n)/n$ if $k \geq n/2$), and $\rho : \mathbb{C}^n \to \mathbb{C}^n$ is defined as the element-wise application of $\rho(x) = x|x|^2$. Eq. (5) is a first-order ordinary differential equation with a vector-valued function $u(z)$, where $u_0 \triangleq u(0) = x$ is the initial boundary condition. Next, the fiber is conceptually divided into $M$ segments of lengths $\delta_1, \ldots, \delta_M$ such that $\sum_{i=1}^M \delta_i = L$. It is then assumed that for sufficiently small $\delta_i$, the effects stemming from the linear and nonlinear terms on the right hand side of (5) can be separated. More precisely, for $\gamma = 0$, (5) is linear with solution $u(z) = A_z u_0$, where $A_z = e^{-\alpha z} e^{-z A}$ and $e^{z A} = F^{-1} \text{diag}(e^{z H_1}, \ldots, e^{z H_n}) F$. For $\alpha = 0$ and $\beta_2 = 0$, one may verify that the solution is $u(z) = \sigma_z(u_0)$, where $\sigma_z : \mathbb{C}^n \to \mathbb{C}^n$ is the element-wise application of $\sigma_z(x) = e^{\gamma z |x|^2}$. Alternating these two operators for $z = \delta_i$ leads to the SSM

$$u_t = \sigma_{\delta_i}(A_{\delta_i} u_{t-1}), \quad i = 1, 2, \ldots, M,$$

where $u_t$ serves as an estimate $u_t \approx u(\delta_1 + \ldots + \delta_t)$. We note that it is typically more accurate to also consider the effect of the loss term in the nonlinear step by using $\sigma_{\delta_i}(z) = x e^{\gamma \delta_i L_{\text{eff}}(z)|x|^2}$ where $L_{\text{eff}}(z) = (1 - e^{-\alpha z})/\alpha$ is the so-called effective nonlinear length. The corresponding block diagram for $\delta_1 = \ldots = \delta_M = \delta$ is shown in the top of Fig. 1.

The degree to which $u_M$ constitutes a good approximation of the sampled signal vector $y = u(L)$ (and therefore the true waveform $y(t)$ at distance $L$) is now a question of choosing $M$, $f_s$, and $n$. In practice, the sampling frequency $f_s$ and the number of steps $M$ are chosen to ensure sufficient temporal and spatial resolution, respectively. The block length $n$ can be chosen such that the overhead is minimized in overlap-and-save techniques for continuous data transmission.

### B. Parameterizing the Split-Step Method

From the side-by-side comparison in the top and bottom of Fig. 1 it is evident that the SSM has essentially the same functional form as a deep feed-forward NN; in both cases, one alternates between linear (or affine) steps and simple pointwise nonlinearities. The main idea in this paper is to exploit this observation by (i) appropriately parameterizing the SSM, and (ii) applying the obtained parameterized model instead of a generic NN.

**Remark 1.** Conventional deep-learning tasks such as speech or object recognition are seemingly unrelated to nonlinear signal propagation over optical fiber. One may therefore wonder if the similarity to the SSM is merely a coincidence. In that regard, some authors argue that deep NNs perform well because their functional form matches the hierarchical or Markovian structure that is present in most real-world data [43]. Indeed, the SSM can be seen as a practical example where such a structure arises, i.e., by decomposing the physical process described by (4) into a hierarchy of elementary steps. Similar observations were made in [45], where the training of deep NNs is augmented by penalizing non-physical solutions.

Our parameterization of the SSM is directly inspired by the functional form of NNs. In particular, instead of using the matrix $A_{\delta_i}$ in each of the $M$ steps, we propose to fully...
parameterize all linear steps by assuming general matrices $A^{(1)}, \ldots, A^{(\ell)} \in \mathbb{C}^{n \times n}$, similar to the weight matrices in a NN, where $\ell = M$ refers to the number of model steps (or layers). By combining the parameterized linear steps and the standard nonlinearities in the SSM, one obtains a parameterized version of the SSM according to

$$f_\theta(x) = \sigma_i(A^{(\ell)} \ldots \sigma_1(A^{(1)} x)),$$  \hfill (7)

where $\theta = \{A^{(1)}, \ldots, A^{(\ell)}\}$ collects all tunable parameters and we have defined $\sigma_0 \triangleq \sigma_{\delta_i}$.

**Remark 2.** The nonlinear operators can also be parameterized [29], e.g., by introducing scaling factors $\eta^{(1)}, \ldots, \eta^{(\ell)} \in \mathbb{R}$ according to $\sigma_i(x) = x e^{\eta^{(i)} L_a(h_i)} |x|^2$. However, it can be shown that this may lead to an overparameterized model, see Remark 4 below. In this paper, we do not consider this parameterization and assume fixed nonlinearities.

The above parameterization has the drawback that the number of parameters grows quadratically with the block length $n$. A more practical parameterization is obtained by constraining each matrix $A^{(i)}$ to an equivalent (circular) convolution with a filter. In this paper, we restrict ourselves to finite impulse response (FIR) filters which are further constrained to be symmetric. In this case, all matrix rows are circularly-shifted versions of $(h_1^{(i)}, \ldots, h_1^{(i)}, h_0^{(i)}, h_1^{(i)}, \ldots, h_{K_i}^{(i)}$, where $h_1^{(i)} \in \mathbb{C}$, $j = -K_i, \ldots, K_i$, are the filter coefficients and $T_i = 2K_i + 1$ is the filter length. After collecting all tunable coefficients in a vector $h^{(i)} \triangleq (h_0^{(i)}, h_1^{(i)}, \ldots, h_{K_i}^{(i)})$, the new parameter vector for the entire model is $\theta = \{h_1^{(i)}, \ldots, h^{(i)}\}$. This reduces the number of real parameters per weight matrix from $2n^2$ to $2(K_i + 1)$, where typically $K_i \ll n$. This restriction also implies that the resulting model is fully compatible with a time-domain filter implementation [45], where symmetric coefficients can be exploited by using a folded implementation. An example of the resulting DSP structure for $\ell = 2$ steps with $T_1 = 5$ and $T_2 = 3$ is shown in Fig. 3.

**Remark 3.** It is worth pointing out that several problems that have been previously studied for the standard SSM can be regarded as special cases of the proposed model. For example, it is well known that non-uniform step sizes can improve accuracy [47], which leads to the problem of finding an optimized step-size distribution. Another common problem is to properly adjust the nonlinearity parameter $\sigma_i$ in each step (i.e., using $\gamma'$ instead of the actual fiber parameter $\gamma$) which is sometimes referred to as “placement” optimization of the nonlinear operator [33]. Since our model implements general linear steps, a step-size optimization can be thought of as being implicitly performed. Moreover, it can be shown that adjusting the nonlinearity parameters is equivalent to rescaling the filter coefficients in the linear steps, thereby adjusting the filter gain. Thus, a joint nonlinear operator placement can also be regarded as a special case. Indeed, the proposed model is more general and can learn and apply arbitrary filter shapes to the signal in a distributed fashion. This includes, e.g., low-pass filters, which have recently been shown to improve simulation accuracy [48].

**C. Generalization to other Split-Step Methods**

We now discuss several generalizations of the model (7), focusing on other variants of the SSM.

The numerical method described in Sec. II-A corresponds to the so-called asymmetric version of the SSM. In practice, a symmetric version is typically used because it reduces the approximation error from $\mathcal{O}(M^{-1})$ to $\mathcal{O}(M^{-2})$ at almost no extra cost [28]. The symmetric SSM is defined by

$$u_i = A_{\delta_i/2} \sigma_{\delta_i}(A_{\delta_i/2} u_{i-1}), \quad i = 1, 2, \ldots, M.$$  \hfill (8)

The model $f_\theta$ in (7) can also be based on parameterizing the symmetric SSM, which was done in [29], [53]. In that case, the general form in (7) remains valid. The main difference is that $\ell = M + 1$, i.e., an $\ell$-step model is based on the symmetric SSM with $\ell - 1$ steps. The last model step only corresponds to a linear “half-step” without application of the nonlinear Kerr operator. This can be achieved by setting $\delta_1 = 0$, which gives $\sigma_1(x) = x e^{\gamma L_a(h_1)} |x|^2$ and thus $\sigma_i(x) = x$.

**Remark 4.** For models based on the symmetric SSM, one can also show that introducing scaling factors in the nonlinear steps (as suggested in Remark 2) leads to an overparameterization, in the sense that the parameterization of the nonlinear operators via $\eta^{(1)}, \ldots, \eta^{(\ell)}$ is redundant. More precisely, consider the model $f_\theta$ in (7) with parameterized nonlinear steps, i.e.,

$$\theta = \{h_1^{(i)}, \ldots, h^{(i)}\}, \quad \eta^{(1)}, \ldots, \eta^{(\ell)}$$

and assume that $\eta^{(i)} = 0$. Then, there always exists $\tilde{\theta} = \{h_1^{(i)}, \ldots, h^{(i)}, \tilde{\eta}^{(i)}, \ldots, \tilde{\eta}^{(l)}\}$ with $\tilde{\eta}^{(1)} = \ldots = \tilde{\eta}^{(l-1)} = 1$ and $\tilde{\eta}^{(l)} = 0$, such that $f_{\tilde{\theta}}(x) = f_{\theta}(x)$ for all $x \in \mathbb{C}^n$. The proof is based on renormalizing the intermediate signals prior to the nonlinearities and absorbing the normalization constants into the filter coefficients.

Besides using the symmetric SSM, it can also be beneficial to filter the squared modulus of the signal prior to applying the nonlinear phase shift [33]. In the context of nonlinear compensation, this approach is known as filtered (or low-pass filtered) DBP and variations of this idea have been explored, e.g., [34], [49], [50]. We adopt the terminology from [34] and refer to the corresponding numerical method as the enhanced SSM (ESSM). The main difference with respect to the standard SSM is that the nonlinear steps are modified according to

$$[\sigma_z(x)]_j = x_j e^{\gamma L_{a_0}(z)} \sum_{k=-n}^{n} a_k |x_{j-k}|^2,$$  \hfill (9)

where $[a_j]_j = a_j$ returns the $j$-th entry of $a$ and the indexing $x_{j-k}$ is interpreted modulo $n$. Compared to standard nonlinearities, the phase shift at time $j$ now also depends on the signal at other time instances through the filter $\eta = (\eta_{-n}, \ldots, \eta_0, \ldots, \eta_n)$, where the filter taps are assumed to be real-valued. We propose to generalize the ESSM by again parameterizing all steps according to

$$[\sigma_i(x)]_j = x_j e^{\gamma L_{a_0}(z)} \sum_{k=-n}^{n} a_k^{(i)} |x_{j-k}|^2,$$  \hfill (10)
where $\eta^{(i)} = (h^{(i)}, \ldots, h^{(i)}, \ldots, h^{(i)})$, $i = 1, \ldots, \ell$, are different filters in each step. The optimization parameters then become $\theta = \{h^{(1)}, \ldots, h^{(M)}, \eta^{(1)}, \ldots, \eta^{(M)}\}$. We demonstrate in Sec. IV-C that such a parameterization indeed leads to improvements compared to prior work that uses the same filter $\eta$ in each nonlinear step.

Lastly, there are other versions of the SSM where our approach could be applied. One example is the iterative SSM described in [28] Sec. 2.4.1. This method falls into the class of predictor–corrector methods, where the corrector step is iterative. While we have not explored the parameterization of the iterative SSM in this work, the general idea is to “unroll” the iterations in order to obtain a proper feed-forward computation graph that can again be parameterized.

Remark 5. Finite-difference methods have also been used extensively to solve the NLSE. In fact, they can be more computationally efficient than the SSM in some applications [28] 2.4.2]. However, to the best of our knowledge, finite-difference methods have not been studied for real-time applications such as DBP. One reason for this might be that many methods that show good performance are implicit, i.e., they require solving a system of equations at each step. This makes it challenging to satisfy a real-time constraint.

D. Generalization to Dual-Polarization Systems

Our approach also generalizes beyond the standard NLSE in [4] to the case of coupled NLSEs. These arise, for example, in the context of subband processing, where we refer the interested reader to [56] for more details. Another important example is the generalization to dual-polarization systems. In this case, the signal evolution is described by a set of coupled NLSEs that takes into account the interactions between the two (degenerate) polarization modes. In birefringent fibers where polarization states change rapidly along the link, an appropriate approximation is given by the so-called Manakov-PMD equation [51]. Parameterizing the SSM for the Manakov-PMD equation was previously done in [37] (with early work briefly described in [52]) and also recently in [42]. In general, however, these generalizations lead to nontrivial choices for the specific parameterizations of the linear and nonlinear steps, and a detailed discussion is beyond the scope of this paper. Note for example that the parameterizations described in [37] and [42] are different and more research is needed to properly compare the performance of the resulting systems.

IV. APPLICATION TO NONLINEAR INTERFERENCE MITIGATION: LEARNED DIGITAL BACK PROPAGATION

As an application, we consider nonlinear equalization via receiver-side digital backpropagation (DBP) [53]–[56], with an emphasis on a low-complexity hardware-efficient implementation. DBP exploits the fact that, in the absence of noise, the transmitted signal can be recovered by solving an initial value problem (IVP) using the received signal as a boundary condition [57]. In practice, the received signal first passes through an analog-to-digital converter and the IVP can then be solved approximately via receiver DSP. Here, we apply the parameterized SSM introduced in the last section and show how to optimize it using machine-learning tools. We refer to the resulting approach as learned DBP (LDBP).

A major issue with DBP is the large computational burden associated with a real-time DSP implementation. Thus, various techniques have been proposed to reduce its complexity [9], [10], [33], [34], [46], [49], [50], [55], [58]–[65]. In essence, the task is to approximate the solution of a partial differential equation using as few computational resources as possible. We approach this problem from a machine-learning perspective by applying model compression, which is commonly used to reduce the size of NNs [66], [67]. As explained in detail below, we use a pruning-based approach, where the filters in the LDBP model are progressively shortened during SGD.

A. System Model

A block diagram of the system model is shown in Fig. 4. The transmitted signal is given by

$$x(t) = \sqrt{P} \sum_{k=-\infty}^{\infty} s_k p(t - k/R_s),$$

where $P$ is the signal power, $\{s_k\}_{k \in \mathbb{Z}}$ is a sequence of complex symbols, $p(t)$ is the impulse response of a root-raised cosine (RRC) filter with 10% roll-off factor, and $R_s$ is the baud rate. The symbol sequence is assumed to be periodic consisting of repeated versions of the vector $s = (s_1, \ldots, s_{N_{sym}}) \in \mathbb{C}^{N_{sym}}$. The symbols in $s$ are independent and identically distributed (i.i.d) circularly-symmetric complex Gaussian, and further normalized such that $\mathbb{E}[|s|^2] = 1$. The signal $x(t)$ is assumed to be transmitted over an optical link consisting of $N_{sp}$ spans of standard single-mode fiber. Each span has length $L_{sp}$ and an erbium-doped fiber amplifier (EDFA) with noise figure $N_{F}$ is inserted after each span to compensate exactly for the incurred signal attenuation. Each EDFA introduces white Gaussian noise with power spectral density $(e^{-\alpha L_{sp}} - 1) h \nu_s n_{sp}$ [68].

Eq. (54), where $h$ is Planck’s constant, $\nu_s$ is the optical carrier frequency, and $n_{sp} = N_{F}(2(1 - e^{-\alpha L_{sp}}))^{-1}$ is the spontaneous emission factor. After propagation distance $L = N_{sp} L_{sp}$, the received signal $y(t)$ is low-pass filtered using an ideal brick-wall filter with bandwidth $\Delta B = 2f_s$ and sampled at $t = k/f_s$ to give a sequence of received samples $\{r_k\}_{k \in \mathbb{Z}}$, where $r_k = f_s/R_s$ is the digital oversampling factor. The first $n = \rho_d N_{sym}$ samples are collected into the observation vector $r = (r_1, \ldots, r_n) \in \mathbb{C}^n$. Forward propagation is simulated using $\rho_d > \rho_d$ samples/symbol.

The goal is to recover $s$ from the observation $r$. To that end, we use a receiver DSP chain that consists of three blocks: (i) LDBP, (ii) a digital matched filter (i.e., RRC filter with 10% roll-off factor) followed by downsampling, and (iii) a phase-offset correction. LDBP alternates linear and nonlinear steps according to (7), as shown in Fig. 4. The phase-offset correction is performed according to $\hat{s} = s e^{\phi_0}$, where $\phi_0 = \text{arg}(\hat{s}^* \hat{s})$ and $\hat{s}$ is the symbol vector after the matched filter.

The entire receiver DSP chain can then be written as

$$\hat{s} = e^{-\phi_0} M f_0(r),$$

where $M \in \mathbb{R}^{N_{sym} \times n}$ is a circulant matrix that represents the matched filter and downsampling by a factor $\rho_d$. 

Remark 6. Since the matched filter is linear, one could also include it in the LDBP model as a linear layer, as was done in [29]. Note that the phase-offset correction is genie-aided, in the sense that knowledge about the transmitted symbol vector is assumed. Alternatively, the phase-offset rotation could be included in the machine-learning model where \( \phi \) would then become an additional parameter. In this paper, these algorithms are instead applied as separate receiver DSP block after LDBP.

Remark 7. Similar to comparable prior work on complexity-reduced DBP (e.g., [13, 55]), our system model does not include various hardware impairments and other imperfections that may arise in practice. However, it has been shown that LDBP can be successfully trained in the presence of such impairments. For example, [38], [39] propose a training method which is blind to timing error, state of polarization rotation, frequency offset, and phase offset. The approach works by first estimating these parameters using a conventional DSP chain and treating the corresponding compensation blocks as static layers during the training. Similar approaches were also proposed in [41], [42] to allow for the training with experimental data sets.

B. Joint Parameter Optimization

In order to optimize all parameters in \( \theta \), supervised learning is applied as described in Sec. II-B. The training is performed using the Adam optimizer [69], which is a variant of SGD. The chosen loss function is the mean squared error (MSE) between the correct and estimated symbols, i.e., \( l(\hat{s}, s) = \| \hat{s} - s \|^2 / N_{\text{sym}} \), where \( \| s \|^2 = \sum_{i=1}^{N_{\text{sym}}} |s_i|^2 \). The empirical loss in (2) then becomes a Monte Carlo approximation of the expected MSE

\[
\mathbb{E} \left[ l(\hat{S}, S) \right] = \frac{1}{N_{\text{sym}}} \mathbb{E} \left[ \| \hat{S} - S \|^2 \right],
\]

where the expectation is over the transmitted symbols and the noise generated by the optical amplifiers. Note that minimizing the MSE is equivalent to maximizing the effective SNR

\[
\text{SNR} = N_{\text{sym}} \mathbb{E} \left[ \left( \| \hat{S} - S \|^2 \right)^{-1} \right].
\]

The effective SNR is used as the figure of merit for the numerical results presented in the next section.

For a fixed link setup, our numerical results show that the optimal parameter vector depends on the input power \( P \). Thus, to achieve the best performance one needs to perform a separate optimization for each input power. In order to reduce the training time, we instead perform the optimization over a range of different input powers. More precisely, the particular input power for each transmitted frame is chosen uniformly at random from a discrete set of input powers \( \mathcal{P} \). The set \( \mathcal{P} \) is chosen based on the particular scenario. The power dependence of the learned solutions will be further investigated in Sec. V-D.

C. Parameter Initialization and Filter Pruning

Since SGD is a local search method, choosing a suitable parameter-initialization scheme is important to facilitate successful training. Our approach leverages the fact that the proposed model is based on a well-established numerical method by initializing the parameters such that the initial performance is close to the standard SSM. We also experimented with other initializations, see Sec. V-E.

Our parameter initialization starts by specifying the desired number of SSM steps and this changes the number of layers in the LDBP model. For the asymmetric SSM, the number of steps is directly equivalent to the number of layers, i.e., \( \ell = M \). For the symmetric SSM, we have \( \ell = M + 1 \) and the last model layer is a linear half-step without nonlinearity as described in Sec. III-C. To compute the step sizes for a given number of steps per span (StPS), the logarithmic heuristic in [70, Eq. (2)] is used with the recommended adjusting factor 0.4. This leads to a set of step sizes \( \delta_1, \ldots, \delta_M \). After combining adjacent half-steps, one obtains the lengths \( \delta_1', \ldots, \delta_M' \), which are then used for the filter initialization in each step.

Example 1. For illustration purposes, let \( L_{\text{sp}} = 100 \) km and \( N_{\text{sp}} = 2 \), and assume that LDBP is based on the symmetric SSM with 2 StPS. With these assumptions, the logarithmic step-size heuristic in [70] leads to \( \delta_1 = \delta_3 \approx 70 \) km and \( \delta_2 = \delta_4 \approx 30 \) km. After combining adjacent half-steps, the LDBP model has \( \ell = 5 \) layers and the equivalent step sizes to initialize the FIR filters are \( \delta_1' = 35 \) km, \( \delta_2' = \delta_3' = \delta_4' = 50 \) km, \( \delta_5' = 15 \) km. In this case, the initial filter coefficients for \( h^{(2)}, h^{(3)}, \) and \( h^{(4)} \) will be the same.

Based on \( \delta_1', \ldots, \delta_M' \), a least-squares approach is then used for computing the initial filter coefficients.\(^1\) Recall that the ideal frequency response to invert CD over distance \( \delta_1' \) is \( H(\omega) = e^{j \xi \omega^2} \), where \( \xi \triangleq -\beta_2 \delta_1'^2 f_s^2 / 2 \) and \( \omega \triangleq 2\pi f / f_s \).

\(^1\)Our previous work explored different initializations, in particular direct truncation in [29] and a multi-objective least-squares fitting routine in [30]. Neither of these are recommended anymore, see also our remarks in Sec. V-E.
Now, let \( F(h^{(i)}) = \sum_{k=-K}^{K} h^{(i)}_k e^{-jk\omega} \) be the discrete-time Fourier transform of \( h^{(i)} \). The standard approach is to match \( F(h^{(i)}) \) to \( e^{jK\omega^2} \) by minimizing the frequency-response error. After discretizing the problem with \( \omega_i = 2\pi i/N \) for \( i = -N/2, \ldots, N/2 \), one obtains \( \min_{h^{(i)}} ||Bh^{(i)} - d||^2 \), where \( d = (d_{-N/2}, \ldots, d_0, \ldots, d_{N/2}) \) with \( d_i = e^{jK\omega_i} \) and \( B \) is an \((N+1) \times T_i \) DFT matrix. In this paper, we use a variation proposed in \[71\], where the frequency-response error is minimized only within the signal bandwidth and the out-of-band filter gain is further constrained to be below some fixed maximum value, see \[71\] for more details. This procedure is applied for each of the \( M \) filters.

In order to reduce the complexity of the final LDBP model, a simple pruning approach is applied where the filters are successively shortened during the gradient-descent optimization by forcing their outermost taps to zero. More precisely, we start with initial filter lengths \( T_1 > T_2, \ldots, T_T > T_0 \) which are chosen large enough to ensure good starting performance. The target lengths \( T_1, \ldots, T_T \) implicitly define the filter taps that need to be removed. In our implementation, the affected taps are then multiplied with a binary mask, where all mask values are initially 1. At certain predefined training iterations, some of the values are then changed to 0, which effectively removes the corresponding filter taps from the model. Since all filters are assumed to be symmetric, the pruning is done such that each pruning step always removes the two outermost taps of a given filter (both having the same coefficient).

**Example 2.** For the model in Example 1, assume that the initial filters have lengths \( T_1' = \cdots = T_3' = 11 \) and that the target lengths are set to \( T_1 = \cdots = T_3 = 7 \). Thus, the total number of pruning steps is 10. Assuming, e.g., 100 total SGD iterations, one filter is pruned every 10 iterations, on average. \( \triangle \)

The above approach does not take into account the importance of the filter taps before pruning them. Nonetheless, we found that it leads to both compact and well-performing models. Moreover, the final effective SNR is relatively insensitive to the pruning details (e.g., which filter tap is pruned in which iteration), as long as the pruning steps are sufficiently spread out and the target lengths \( T_i \) are not too small. We also found empirically that it is generally beneficial to prune more taps in the beginning of the optimization procedure, rather than to spread out the pruning steps uniformly.

**Remark 8.** In the machine-learning literature, pruning is commonly used to compress a large model (e.g., an image classifier) in order to facilitate deployment (e.g., on mobile devices). Similarly, our work shows that there exist compact solutions that could subsequently be deployed in a real-time DSP without performing any real-time optimization or pruning. We have previously studied LDBP from an ASIC implementation perspective in \[55\], where our particular design assumes that all tap coefficients are fully reconfigurable (but not trainable). Thus, in terms of operation in a real scenario, one option would be to train “offline” a set of different filter configurations for a variety of standard fiber parameters and propagation distances. Afterwards, an “online” testing phase could be used to identify the best-performing filters. To avoid large look-up tables and reduce the associated storage complexity, a conventional function approximator (e.g., a NN) could further be trained (also offline) to learn a smooth dependence between the system parameters (e.g., the fiber length) and the optimized filter coefficients. If more complexity is allowed, one could also try to explore the possibility of fine-tuning a subset of the filter coefficients via implementation of a real-time gradient-descent procedure. This would account for potential mismatches between the best pretrained filter coefficients and the actual optimal ones for the system under consideration. Assuming that the pretrained (i.e., already pruned) solutions provide good starting points for the optimization, no further real-time pruning would be required.

**V. Numerical Results**

In this section, extensive numerical results are presented in order to verify the proposed approach. The numerical value of all system and training parameters can be found in Table I. The conventional asymmetric SSM with 500 logarithmic StPS is used to simulate forward propagation. To estimate the effective SNR after training, we average over at least \( 10^7 \) symbols.

**A. Revisiting Ip and Kahn, 2008**

We start by revisiting \[55\], which considers single-channel transmission of a 10.7-Gbaud signal over 25 \( \times \) 80 km fiber. For this scenario, LDBP is based on the asymmetric SSM with 1 StPS, i.e., \( \ell = 25 \), and pruning is performed over 150,000 gradient-descent iterations such that the final model alternates 5-tap and 3-tap filters, where initially \( T_i' = 9 \) for all \( i \). The achieved effective SNR after training with \( \mathcal{P} = (-2, -1, 0, 1) \) dBm is shown in Fig. 5 by the green triangles. As a reference, the performance of linear equalization (red) and standard 1-StPS DDB using frequency-domain filtering (blue) are shown. LDBP achieves a peak SNR of 23.5 dB using an overall impulse response length (defined as the length of the filter obtained by convolving all subfilters) of \( 13 \cdot 4 + 12 \cdot 2 + 1 = 77 \) total taps. The peak-SNR penalty

\[\text{SENT} = 27 \text{ dBm} \]

\[\text{MISS} = 22 \text{ dBm} \]

\[\text{TRANS} = 18 \text{ dBm} \]

\[\text{EFFECTIVE \ SNR} = 16 \text{ dB} \]

**Source code is available at [www.github.com/chaeger/LDBP](http://www.github.com/chaeger/LDBP).**

**Note that compared to our simulation setup, \[55\] assumes QPSK modulation and a Butterworth low-pass filter at the receiver.**
| symb. | parameter | comment / numerical value |
|-------|-----------|---------------------------|
| $\alpha$ | fiber loss parameter | 0.2 dB/km |
| $b^{(\cdot)}$ | NN bias vector | \(50\) |
| $\beta_2$ | CD coefficient | $-21.683 \, \text{ps}^2/\text{km}$ |
| $|\mathcal{B}_t|$ | mini-batch size | 50 |
| $\Delta B$ | low-pass bandwidth | $f_s$ (37.5 GHz in Fig. 9) |
| $\mathcal{C}$ | set of complex numbers | |
| $\delta_1/\delta_1'$ | SSM step sizes | |
| $\mu$ | learning rate (Adam) | 0.001 |
| $f_s$ | sampling frequency | $\rho_0 R_s$ |
| $\mathcal{F}$ | discrete-time Fourier trans. | |
| $\gamma$ | Kerr coefficient | 1.3 rad/W/km |
| $\hbar$ | Planck’s constant | 6.626 \cdot 10^{-34} \, \text{Js} |
| $\mathcal{H}^{(\cdot)}$ | LDBP filter coeffs. | |
| $\eta^{(\cdot)}$ | ESSM filter coeffs. | |
| $\kappa/\kappa_1$ | nonlinear filter param. | |
| $L_{sp}$ | span length | |
| $l$ | loss function | |
| $\ell$ | total LDBP steps/layers | 4, 25 (Figs. 5, 6, 21, 41 (Figs. 8, 9) $N_M L_{sp}$ |
| $L$ | transmission distance | |
| $L_{eff}$ | eff. nonlinear length | |
| $L_{emp}$ | empirical loss | |
| $M$ | SSM steps | |
| $n$ | samples per frame/block | 500 StPS (fwd. propagation) |
| $N_{op}$ | number of spans | 25 (Figs. 6, 7, 10 (Figs. 8, 9) 2024 (Figs. (5, 6, 21, 4096 (Fig. 9) $n$ dB |
| $N_{sym}$ | symbols per frame | |
| $N_f$ | noise figure | |
| $n_{op}$ | spont. emission factor | $N_f (2(1-e^{-\alpha L_{op}}))^{-1}$ |
| $\nu_s$ | carrier frequency | 1.946 \cdot 10^{14} \, \text{Hz} |
| $P$ | transmit power | $-12 \, \text{dBm}$ to 8 dBm |
| $\mathcal{P}$ | power set for training | |
| $p(t)$ | pulse shape | |
| $\rho_d$ | digital oversampling | |
| $\rho_a$ | analog oversampling | 6 (Figs. 7, 8, 10 (Fig. 9) $n$ RM, $n$ dB |
| $\rho/\rho_0$ | nonlinearity | |
| $R_s$ | symbol rate | 10.7 Gbd (Figs. 5, 7), 32 Gbd (Figs. 8, 9) |
| $r$ | observation vector | |
| $\mathcal{R}$ | set of real numbers | |
| $\mathcal{S}$ | i.i.d. symbol vector | |
| $\mathcal{S}_e$ | estimated symbol vector | Gaussian (except Fig. 7)) |
| $\mathcal{S}_v$ | symbol vector after MF | |
| $\sigma_1/\sigma_t$ | LDBP nonlinearity | $\sigma_t = \sigma_1$ (SSM nonlinearity) |
| $\sigma_t'$ | filter len. before pruning | |
| $\tau_t$ | filter len. after pruning | |
| $\theta$ | parameter vector | |
| $a/\mathcal{A}$ | optical signal | |
| $W^{(\cdot)}$ | NN weight matrices | |
| $\omega/\omega_0$ | angular frequency | $-\beta_2 \delta_1 f_s^2 / 2$ |
| $\xi$ | scaled CD coeff. | |
| $x(t)$ | transmitted signal | |
| $y(t)$ | received signal | |
| $\mathcal{Z}$ | set of integers | |

**TABLE I: List of symbols and system parameters.**

**B. Performance–Complexity Trade-off**

To further put the above results into perspective, we perform a similar complexity analysis as in [55], using real multiplications (RMs) as a surrogate. For the nonlinear steps, the exponential function is assumed to be implemented with a look-up table. It then remains to square each sample (2 RMs), multiply by $\gamma_i$ (1 RM), and compute the phase rotation (4 RMs). This gives $25 \cdot 7 = 175$ RMs per sample. For the linear steps, one has to account for 13 filters with 5 taps and 12 filters with 3 taps. All filters have symmetric coefficients and can be be implemented using a folded structure with $h_0$-normalization as shown in [30, Fig. 5]. This gives $39 \cdot 4 = 156$ RMs per sample. In comparison, the fractionally-spaced linear equalizer in [55] requires 188 RMs per data symbol operating at $3/2$ samples/symbol. Thus, LDBP requires 3.5 times more RMs per symbol. For the same oversampling factor as LDBP, a linear equalizer requires around 69 taps (see below). This leads to $35 \cdot 4 = 140$ RMs with a folded implementation and a complexity overhead for LDBP of only around 2. If the linear equalizer is implemented in the frequency domain, the number of RMs is reduced to $n(4 \log_2 n + 4)/(n - 69) \approx 50$ per sample (see, e.g., [34, Sec. 4]), which increases the estimated complexity overhead factor to 6. Still, these estimates are orders of magnitude lower than the complexity overhead in [55], which was estimated to be over 100. For a more accurate estimation of the required hardware complexity, we refer the interested reader to [35], where LDBP is studied from an ASIC implementation perspective including finite-precision aspects.
In general, the complexity of the linear steps scales directly with the number of filter taps. The red line in Fig. 3 shows the effective SNR of LDBP at $P = 0$ dBm as a function of the overall impulse response length at various levels of pruning. The right-most point of the curve corresponds to $T_i = T'_i = 9$ for all $i$, i.e., no pruning. To generate each curve in Fig. 3 we progressively prune the model for a total of 150,000 gradient-descent iterations, and save the partially pruned model after every 25,000 iterations. It can be seen that by allowing more than 77 total taps, performance quickly increases up to around 25.5 dB, which is slightly higher than frequency-domain DBP, see Fig. 5. As a reference, the dashed line in Fig. 3 indicates the required number of filter taps that can be expected based on the memory that is introduced by CD. To estimate the memory, one may use the fact that CD leads to a group delay difference of $2\pi|\beta_2|\Delta f L$ over bandwidth $\Delta f$ and transmission distance $L$. Normalizing by the sampling interval $f_s^{-1}$, this confines the memory to approximately

$$T_{cd} = 2\pi\beta_2\Delta f L f_s$$  \hspace{1cm} (15)$$
samples. The bandwidth $\Delta f$ depends on the baud rate, the pulse shaping filter and the amount of spectral broadening. For a conservative estimate, we use $\Delta f = (1 + 0.1) \cdot 10.7$ GHz (i.e., spectral broadening is ignored) which leads to $T_{cd} \approx 69$.

C. Improving the Enhanced SSM (Filtered DBP)

We now consider the ESSM which includes filters in the nonlinear steps. We start with the conventional ESSM, where a single filter is optimized (starting from a unit filter) and then applied in each step. Excluding the overhead due to overlap-and-save techniques, one ESSM step requires $4 \log_2 n + 11 + \kappa$ RMs per sample [34, Sec. 4, single pol.], where we recall that $2\kappa + 1$ is the length of the filter in the nonlinear steps. We perform 4 steps with $\kappa = 20$, which gives roughly the same number of RMs as the 77-tap LDBP model. The performance after training for 5000 iterations is shown by the grey diamonds in Fig. 5. The ESSM achieves a smaller peak SNR by around 3 dB compared to LDBP, highlighting the advantage of using more steps. With the proposed modification of jointly optimizing all filters and assuming the same filter length as before (i.e., $\kappa_1 = \ldots = \kappa_4 = 20$), more than 1 dB performance improvements over the conventional ESSM can be obtained for the same number of training iterations (yellow squares in Fig. 5).

D. Generalization Error

Next, we study to what extent the learned solutions generalize beyond the training data, focusing on the transmit power and the employed modulation format. To do this efficiently, we consider the same setup as before, albeit using longer filters (9 taps/step) and without performing any pruning. In all cases, we train for 1500 iterations. Fig. 7 (a) shows the performance after training separately for each input power $P$ (solid black line), compared to the case where training is performed at a specific power and the learned solution is then used at the other powers without retraining. From these results, it is clear that the optimal parameters are power-dependent in general and that the generalization error increases with the distance between the training and testing power. As mentioned in Sec. [IV-B], our general approach to achieve a compromise between performance and training time is to optimize over a set of powers $\mathcal{P}$. The set $\mathcal{P}$ corresponds approximately to the power region where the performance peak (in terms of effective SNR) is expected. It is important to stress, however, that training over a large power range is not recommended, since the loss function in this case is dominated by regions with low effective SNR (i.e., large MSE).

Fig. 7 (b) shows the case where the modulation format differs between training and testing. Here, we consider the case where training is performed with Gaussian symbols and the solution is applied to 16-QAM (and vice versa). In this case, LDBP appears to generalize well beyond the training data, especially in the linear operating regime.

E. Parameter Initialization

As explained in Sec. [IV-C], the filter coefficients are carefully initialized using least-squares fitting to the (per-step) inverse CD response. In general, we found that the chosen parameter initialization plays a critical role in determining the optimization behavior. To illustrate this, Fig. 7 (c) shows the learning curves obtained for the same scenario as in Sec. [V-D] trained on $\mathcal{P} = \{0$ dBm$\}$ with three different initialization schemes: least-squares filters, unit filters, and random filters. For the random case, the real and imaginary part of all taps are i.i.d. $\mathcal{N}(0,1)$. All filters are then normalized according to $h^{(i)} \leftarrow h^{(i)}/\sum_{j=T_i-\Delta T}^{T_i}\|h^{(i)}\|^2$ for $i = 1, \ldots, M$, which avoids numerical instabilities. However, the optimization remains essentially “stuck” at 0 dBm without improvements, suggesting the existence of a barrier in the optimization landscape that is difficult to overcome. This is somewhat surprising, given the fact that Gaussian initialization is widely used in the machine-learning literature. Unit filters converge to a reasonable SNR, albeit at a much slower convergence speed than the least-squares filters. Even though the final SNR after 10k iterations is not quite competitive (25.1 dB vs. 25.6 dB for least squares), this initialization has the advantage of being agnostic to the link setup, i.e., it does not require knowledge about parameters such as the fiber length or the dispersion coefficient.

F. Higher Baud Rates

We now move on to higher baud rates and consider single-channel transmission of 32 Gbaud over 10 $\times$ 100 km of fiber. For this case, LDBP is based on the symmetric SSM with logarithmic step sizes. We use 2 StPS and 4 StPS, leading to $\ell = 21$ and $\ell = 41$, respectively. We start by investigating the number of filter taps required to achieve good performance. Results for $\mathcal{P} = \{4$ dBm$\}$ are shown in Fig. 6 by the green (2 StPS) and blue (4 StPS) lines, assuming again 150,000 total iterations and saving the partially pruned models after every 25,000 iterations. As a reference, (15) with $\Delta f = (1 + 0.1) \cdot 32$ GHz, $L = 1000$ km, and $f_s = 64$ GHz gives $T_{cd} = 307$ taps, which is shown by the dashed line. Similar to before, the performance drops sharply when the filters are pruned too much and the impulse response length approaches the CD memory. For
Fig. 7: Additional results for 10.7 Gbaud over 25 x 80 km fiber: (a) power dependence, (b) modulation-format dependence, (c) parameter-initialization schemes.

Fig. 8: Results for 32 Gbaud over 10 x 100 km fiber

comparison, we note that Martins et al. consider filter design (and quantization) for time-domain DBP assuming 32 Gbaud signals in [32]. Their filters require 301 taps to account for one span of 108 km fiber. Extrapolating to \( L = 1000 \) km and adjusting for the slightly increased dispersion parameter in [32] (20.17 ps/nm/km vs 17 ps/nm/km), the total number of taps would be around 301 \times 1000/108 \cdot 17/20.17 \approx 2350 which is significantly larger than the results in Fig. 6.

Another interesting observation from Fig. 6 is that for the same performance, the model with more steps requires fewer total taps, and hence less complexity to implement all linear steps. This is interesting because it is commonly assumed that the complexity of the SSM/DBP simply scales linearly with the number of steps, leading to an undesirable complexity increase. On the other hand, our results show that by carefully optimizing and pruning the linear steps, a very different complexity scaling can be achieved. Indeed, doubling the number of steps reduces the expected CD memory per step in half, which allows us to decrease the per-step complexity by reducing the filter lengths (ideally by half). The additional performance gain due to the larger step count can then be traded off for fewer taps, as shown in Fig. 6.

Fig. 8 shows the performance of the two LDBP models with 463 taps as a function of transmit power, where we retrain the solutions obtained in Fig. 8 with \( P = \{3, 4, 5\} \) dBm (2 StPS) and \( P = \{4, 5, 6\} \) dBm (4 StPS) for an additional 1500 steps. Significant performance improvements are obtained compared to DBP with the same number of StPS. In particular, the peak SNR is increased by 2.1 dB (2 StPS) and 0.6 dB (4 StPS), respectively. In the light of Remark 5, we conjecture that the gains can be partially attributed to the implicit joint optimization of step sizes and nonlinear operator placements.

G. Wavelength Division Multiplexing

Lastly, we study WDM transmissions, where it is known that the potential performance gains provided by static single-channel equalizers are limited due to nonlinear interference from neighboring channels, see, e.g., [72]. On the other hand, the resulting accuracy requirements for solving the NLSE are significantly relaxed compared to single-channel transmission because of the lower achievable effective SNRs.

4In general, adaptive equalization can provide more gains due to the time-varying nature of the interference.
This provides an opportunity to further reduce complexity of LDBP by pruning additional filter taps. To demonstrate this, we consider $5 \times 32$ Gbaud WDM channels, where the channel spacing is 37.5 GHz. Compared to before, the receiver low-pass bandwidth is reduced to $\Delta B = 37.5$ GHz to filter out the center channel and the oversampling factor to simulate forward propagation as well as the number of symbols per block are increased to $\rho_a = 10$ samples/symbols and $N_{sym} = 4096$, respectively. Fig. 2 shows the performance of the 2-StPS LDBP model with 463 taps from Fig. 8 retrained for this scenario with $P = \{-3, -2, -1\}$ dBm (green diamonds) for 1500 steps. This model already outperforms “ideal” DBP with 500 StPS and increasing the number of steps or taps does not lead to significant improvements. On the other hand, further pruning the model by 36% to 295 taps only gave a peak-SNR penalty of around 0.2 dB (green circles), see also the yellow triangles in Fig. 6.

VI. EXAMINING THE LEARNED SOLUTIONS

In this section, some of the obtained numerical results will be examined in more detail with a focus on the question “What can be learned from the resulting systems?”. Our goal is to explain why the filters in LDBP can be pruned to such short lengths compared to prior work, while still maintaining good performance. Indeed, we were pleasantly surprised that the machine-learning approach uncovered a simple but effective design strategy that had not been considered earlier. We also provide additional theoretical justifications and interpretations for the learned parameter configurations.

A. Conventional Filter Design for Digital Backpropagation

Filter design for the SSM has been considered in multiple prior works, both for enabling real-time DBP [32], [46], [55], [63], [65], [73], [74] and as a means to lower the simulation time of the forward propagation process [75]–[77]. The standard filter-design approach is to optimize a single filter and then use it repeatedly in each step. To compute the individual filter coefficients, a wide variety of approaches have been proposed. For instance, since the inverse Fourier transform of the CD response $H(\omega) = e^{jK\omega^2}$ can be computed analytically, filter coefficients may be obtained through direct sampling and truncation [78]. Other approaches include frequency-domain sampling [55], wavelets [74], truncating the inverse DFT response [29], and least squares [71], [79]. However, all of these methods invariably introduce a truncation error due to the finite number of taps. Since repeating the same filter $M$ times raises the frequency response to the $M$th power, the standard filter-design approach therefore leads to a coherent accumulation of truncation errors. In essence, using the same filter many times in series magnifies any weakness. To illustrate this, Fig. 10 (a) shows an example of the per-step responses (left) and overall response (right) for the 10.7 Gbaud scenario, where a standard least-squares fitting with 15 taps/step is used. While the individual responses are relatively frequency-flat over the signal bandwidth, the overall response exhibits severe truncation errors.

The problem associated with applying the same filter multiple times in succession is of course well known and recognized in the literature. In fact, when commenting on their results in the book chapter [80], the authors explicitly state that the 70 taps required for the filters in [55] are “much larger than expected”. They use the term “amplitude ringing” in order to explain this result: “Since backpropagation requires multiple iterations of the linear filter, amplitude distortion due to ringing accumulates” [80] (emphasis by us). The “requirement” mentioned in [55] to repeat the same filter seems to have implicitly guided almost all prior work on filter design for DBP. A notable exception is [29], where a complementary filter pair is optimized, rather than just one filter. While this does lead to improvements, one may argue that using the same filter pair multiple times in succession is again suboptimal and leads to the same “amplitude ringing” problem.

B. Learned Filter Responses

The learned per-step filter responses for the LDBP model alternating 5-tap and 3-tap filters (see Fig. 5) are shown in the left of Fig. 10 (b). At first glance, they may appear somewhat counterintuitive because these responses are generally much worse approximations to the “ideal” frequency-flat CD response, especially when compared to the filters obtained by least-squares fitting shown in Fig. 10 (a). On the other hand, when inspecting the overall magnitude response shown in the right of Fig. 10 (b), a rather different picture emerges. Indeed, the combined response follows an almost perfectly frequency-flat behavior. Another interesting observation is related to the fact that the learned overall response appears to exhibit a gain in the spectral region corresponding to the excess bandwidth of the pulse-shaping filter, i.e., the region between 50% and 55% of $f_s$, shaded in light gray. One may therefore wonder if this gain is of any significance, e.g., in terms of performance. Here, we argue instead that the learned approach has identified this spectral region as less important for the filter design, in the sense that a potentially larger truncation error can be tolerated because this region does not contain much of the signal power. Indeed, if one allows for more filter taps (9 taps, dashed line), the learned overall response becomes flat also in this region.

The machine-learning approach demonstrates that a precise approximation of the exact CD response in each step is not necessary for achieving good performance and that sacrificing individual filter accuracy can lead to a much better overall response. A theoretical justification for this observation can be obtained by regarding the filter-design problem for DBP as a multi-objective optimization problem. More precisely, instead of the standard least-squares formulation where only individual responses are optimized to fit the CD response, additional objectives should be formulated based on the combined responses of neighboring filters, and in particular the overall response.
In order to formalize this, consider the set of objectives

\[ \mathcal{F}(h^{(i)}) = e^{i\delta \omega^2}, \quad i = 1, 2, \ldots, M \]
\[ \mathcal{F}(h^{(i)} * h^{(i+1)}) = e^{2i\delta \omega^2}, \quad i = 1, 2, \ldots, M - 1 \]
\[ \vdots \]
\[ \mathcal{F}(h^{(1)} * \cdots * h^{(M)}) = e^{M\delta \omega^2}, \]

where the symbol \( \approx \) may be interpreted as “should be close to”. The conventional filter-design approach only utilizes the first objective based on the individual responses, in which case one finds that all filters should be the same. However, it can be shown that better filters are obtained by solving an optimization problem that targets all of the above objectives.

In particular, keeping the coefficients for all but one filter constant, \( (16) \) can be written as a standard weighted LS problem as follows. Since, e.g., \( \mathcal{F}(h^{(i)} * h^{(i+1)}) = \mathcal{F}(h^{(i)}) \mathcal{F}(h^{(i+1)}) \), we have \( (Bh^{(i)}) \circ (Bh^{(i+1)}) \) in the discretized problem, where \( \circ \) denotes element-wise multiplication. Hence, one obtains

\[ \min_{h^{(i)}} \sum_{j=1}^{O_i} \lambda_j \| (Bh^{(i)}) \circ e_j - d_j \|^2, \]

where \( O_i \) is the number of objectives, \( \lambda_j > 0 \) are weights, \( e_j \) are constant vectors representing the influence of other filters and \( d_j \) are the discretized objective vectors. This suggests a simple strategy for the joint filter optimization by solving the weighted LS problem for each of the \( M \) filters in an iterative fashion. The weights \( \lambda_1, \ldots, \lambda_{O_i} \) can be chosen based on a suitable system criterion, e.g., effective SNR. In [30], this approach was used to find better initializations compared to the filter truncation method used in [29]. While this approach does give improvements, it is not recommended anymore and we instead observe consistently better results by using the pruning approach described in Sec. [IV-C]. Nonetheless, we believe that the above formulation as a multi-objective optimization provides valuable insights into the filter-design problem.

Lastly, we point out that the performance when using only the linear steps in LDBP after training reverts approximately to that of a linear equalizer, as shown by the dotted green line (crosses) in Fig. [5]. This leads to another intuitive interpretation of the task that is accomplished by deep learning. In particular, the optimized filter coefficients represent an approximate factorization of the overall linear inverse fiber response. At first, this may seem trivial because the linear matrix operator \( e^{L_A} \) can be factored as \( e^{\delta A} \cdots e^{\delta A} \) with \( L = \delta M \) for arbitrary \( M \) to represent shorter propagation distances. However, the factorization task becomes nontrivial if we also require the individual operators \( e^{\delta A} \) to be “cheap”, i.e., implementable using short filters.

Remark 9. A natural framework to study the factorization of FIR filters is via their z-transform. Recall that the z-transform of a symmetric FIR filter with \( T \) taps is

\[ H(z) = \sum_{n=0}^{T-1} h_n z^{-n}. \]

The polynomial \( H(z) \) can be factorized according to

\[ H(z) = h_{T-1} \prod_{i=1}^{T-1} (z^{-1} - q_i), \]

where \( q_i \) is the \( i \)-th root of \( H(z) \). This factorization can be interpreted as splitting the original filter into a cascade of \( (T-1)/2 \) symmetric 3-tap filters. Note that while this splitting is exact, it is not unique, in the sense that the individual 3-tap filters can be arbitrarily rescaled while preserving the overall filter gain (e.g., multiplying all coefficients of the first filter by 2 and dividing all coefficient of any other filter by 2 gives the same overall response). We experimented with this factorization based on the impulse response of a linear time-domain equalizer for the entire propagation distance. However, this approach gives no control over the individual filter responses, other than the choice of how to distribute the overall gain factor. Moreover, it is not obvious how to achieve a good ordering of sub-filters in the SSM.

VII. CONCLUSIONS AND FUTURE WORK

We have proposed a novel machine-learning approach for fiber-optic communication systems based on parameterizing...
the split-step method for the nonlinear Schrödinger equation. The resulting physics-based model was shown to have a similar mathematical structure compared to standard deep neural networks. It also comes with several compelling advantages:

- **Clear hyperparameter choices**: A major issue with standard NN models is the absence of clear guidelines for the network design, e.g., choosing the number of layers or the activation function. Our approach is based on a well-known numerical method where the “activation function” corresponds to the Kerr effect and one can leverage prior domain knowledge for selecting hyperparameters, specifically for choosing an appropriate number of layers.

- **Good parameter initializations**: Deep learning relies on local search methods, i.e., gradient descent. In general, it is nontrivial to find parameter-initialization schemes that facilitate successful training and allow for a reliable convergence to a good solution. For the proposed model, it was shown that good starting points for the optimization can be obtained by initializing parameters close to the standard split-step method.

- **Model Interpretability**: While neural networks are universal function approximators, it can be difficult to understand their inner workings and interpret the learned parameter configurations. On the other hand, the proposed model is based on familiar building blocks—FIR filters—where the learned frequency responses can reveal new theoretical insights into the obtained solutions.

For future work, we note that while digital backpropagation is now most often used at the receiver, it was first studied as a transmitter pre-distortion technique [81], [82]. Therefore, besides receiver-side equalization, other potentially interesting applications include the learning of transmitter signaling schemes, or the optimization of both transmitter and receiver models similar to split nonlinearity compensation [83], see Fig. [11]. The joint optimization of parameterized transmitters and receivers would also connect our work to the recently proposed end-to-end autoencoder learning approach in [8]. In general, this approach requires a differentiable channel model in order to compute gradients for the transmitter optimization. Since the proposed machine-learning model is based on the NLSE (and thus on the optical fiber channel), it can also serve as the basis for a fine-tuned surrogate channel, e.g., based on experimental data using techniques similar to [84], [85].
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