Abstract

Objectives: The objective is to develop a generic pixel-map based method to extract content in a short period of time for web documents. Method of Analysis: The method for extraction of content is in three levels, first level is in developing data inputs as attributes, second level in using the attributes to formulate a model and third level in interpretation of results. All three have variations so that validation comparison is possible for different parameters. Input data had all variations like language, script and usage and modeling is done using statistical, pattern recognition and ANN approaches. Findings: The method has demonstrated how quality and size of input data in the form of scalars, vectors and matrices affects the model and the result and this has been done for unstructured word sets chosen from web pages. The models chosen also give an idea of input/output variations in the outcome of the results. The uniqueness of the method is demonstrated for mono lingual, multi-lingual and transliterated datasets so that the applicability is universal. Novelty/Improvement: The method is generic in using pixel-maps, analytically stable in that the matrix input is used and versatility is demonstrated for adoption to different models.
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1. Introduction

Recent developments in communication and internet have brought in significant changes in scientific, engineering and societal context and wide range of user-oriented mobile applications like whatsapp, twitter etc. have added new dimension to modern living and thought process. Simultaneously, the reach of these developments is still a long way to go as long as the gap between human communication and computer-based communication is not bridged fully. There are many barriers to overcome like language, dialect, tradition, way of living etc. This is where conventional data mining approaches need to be elevated to media-mining or content extraction approaches.

Content extraction is the process of identifying main content of a web page which may consist of different forms of data in an unstructured and non-homogeneous manner. Added to this is the ability of including region and language based information, thanks to the exponential growth in use of cellular communication. Text based information has reached different levels with different languages forming the text either as a computer-generated data or acquired data through images forming most of the pages.

All these aspects bring in a necessity of using a more general approach to extraction of information and it has become very important to consider different kinds of web pages. A typical Bilingual web page in present day context is shown in Figure 1.
This web page has text-based information in two different languages – content may or may not be just translated one - and also different kinds of images which may be a photo or computer-generated drawings. Content extraction for web pages can be considered as a pre-processing step for text mining and Web information retrieval. The focus of the present study is to develop a generic content extraction approach which is based on the unstructured, non-homogeneous and text and/or non-text based data, as that of the web page shown in Figure 1. This is a major difference to be looked into when one considers Asian web pages, which contain language and information, which are older than those used in European web pages and this aspect gets much more complex in Indian context, where dialect and text differ widely even in small regions. The present study is an attempt to develop a pixel-based approach -which gives flexibility in dealing with any language or media - and start from generic text level to a hybrid unstructured level.

2. Related Work

Debnath in his paper mentioned that Yi and Liu proposed an algorithm for identifying non-content blocks of Web pages. Their technique is intuitively very close to the concept of “information content” of a block. In order to identify the presentation styles of elements of Web pages, Yi and Liu’s algorithm constructs a “Style Tree.” A “Style Tree” is a variation of the DOM substructure of Web page elements. We have seen that our work even in the presence of advertisement images that vary from page to page can identify them as unrelated content by making use of the text in the blocks that are almost the same.

Another work that is closely related is the work by Lin and Ho. The algorithm they proposed also tries to partition a Web page into blocks and identify content blocks. They used the entropy of the keywords used in a block to determine whether the block is redundant.

Cai et al. have introduced a Vision-based Page Segmentation (VIPS) algorithm. This algorithm segments a Web page based on its visual characteristics, identifying horizontal spaces and vertical spaces delimiting blocks much as a human being would visually identify semantic blocks in a Web page. They use this algorithm to show that better page segmentation and a search algorithm based on semantic content blocks improves the performance of Web searches. Song et al. have used VIPS to find blocks in Web pages. Then, they use Support Vector Machines (SVM) and Neural Networks to identify important Web pages.

Ramaswamy et al. propose a Shingling algorithm to identify fragments of Web pages and use it to show that the storage requirements of Web caching are significantly reduced. Bar-Yossef and Rajagopalan have proposed a method to identify frequent templates of Web pages and pagelets.

Kushmerick has proposed a feature-based method that identifies Internet advertisements in a Web page. It is solely geared toward removing advertisements and does not remove other non-content blocks.

There has been substantial research on the general problem of extracting information from Web pages. Information extraction or Web mining systems try to extract useful information from either structured or semi-structured documents. Since a large percentage of dynamically generated Web documents have some form of underlying templates, Wrapper, Roadrunner, Softmealy and other systems try to extract information by identifying and exploiting the templates. Systems like Tsimmis and Araneus depend on manually provided grammar rules. In Information Manifold, Whirl or
Ariadne\textsuperscript{19}, the systems tried to extract information using a query system that is similar to database systems.

For other semi-structured wrapper generators like Stalker\textsuperscript{20}, a hierarchical information-extraction technique converts the complexity of mining into a series of simpler extraction tasks. It is claimed that Stalker can wrap information sources that cannot be learned by existing inductive learning techniques.

Most of these approaches are geared toward learning the regular expressions or grammar induction\textsuperscript{21} of the inherent structure or the semi-structure and, so, computational complexities are quite high.

The efforts mentioned above are involved in extracting information that originally came from databases. This underlying data stored in databases is very structured in nature. Our work concentrates on Web pages where the underlying information can be structured, semi-structured and unstructured text\textsuperscript{22}. The techniques used for information extraction are applied on entire Web pages, whereas they actually seek information only from the primary content of the Web pages.

As content extraction is different from text or data mining, where a set of keywords form the basis, most of the previous approaches use HTML tags to separate the main content from the extraneous items. This implies the need to employ a parser for the entire Web page.

Consequently, the computation costs of these main content extraction approaches include the overhead for the parser. In the early stage of the Internet, the contents of Web pages were written only in English language. Now, especially in the last decade, a large part of information is being published in regional or native languages, like for example Spanish, Chinese, Tamizh, Hindi with native tongue and usage reflected in the text\textsuperscript{23}.

A simple Chinese web page looks like the one shown in Figure 2. A collage of data in the form of text in different languages and sizes, numerals, images and blocks, forms the web page with the intent that content is reached to the web-surfer, who may be from different country with different languages and dialect and culture. But, the content in terms of a person and his kid’s photos and their appearances reaches a common man. This is typically an unstructured, heterogeneous and hyper media web page. Extracting content requires language, text and image processing. Extracting main content from web page is pre-processing of web information system. The content extraction approach based on wrapper is limited to one specific information source and greatly depends on web page structure. It is seldom employed in practice. So, a generic model employing basic features of data is needed and the proposed model is from basic pixel level making it applicable to any kind of data or text or image or even media to assess the content in a short period of time\textsuperscript{24}.

Figure 2. Typical Chinese web page.
3. Nature and Features in Web Documents

As seen earlier web pages are unstructured and data presented in different forms from text to images to video, and multi-lingual depending on the audience and their location. This gets more complex and involved when Asian or Indian regional web pages display information. Indian languages are very much different from other languages - like Japanese or Chinese - in that regional customs and practices bring in certain commonalities like the scripts of Tamil or Telugu and Kannada have similarities of different kinds as compared to the northern Hindi or Punjabi scripts. But, English being the link language both in oral and written communication and forms the basis in higher education some complexities in migrating from English to regional language or vice-versa exist. Figure 3 shows a typical Chinese multi-lingual web page displaying news on the same day.

Even if one looks at script or character level or even word level, complexities are many-fold, as the web pages try to present information in easily understandable form using words freely from different languages. As an example, a word ‘Computer’ in English translated in other languages like Hindi, Arabic, Tamil and Telugu is shown in Figure 4 (a). But many times, popular words in one language are used as they are like word ‘computer’ in English is written in local scripts as in Figure 4 (b). Also one can see clearly the variations in structure of text in different forms and these do not form part of the local language dialect.

Figure 3. Find Cut Dimension – Pseudo Code.

Figure 4. (a) and (b) Complexities in Indian and Foreign languages with English (a) Word ‘computer’ translated in other languages, (b) Word ‘computer’ written in other languages.
4. Content Extraction - Results and Discussion

A web document may contain texts, images, audio/video files and in some regional documents, scanned copies of hand-written texts or images are found. So, it is necessary to look at the generic level of data which is used by computer for processing. Any pixel map can be seen as a matrix of columns and rows with each element giving the colour scheme for the pixel. So, the characteristic and attribute of any pixel map can be deduced from these three values and most of image processing and data mining techniques depend on this basic matrix.

The matrix size being large, it is preferable to reduce it by converting into greyscale or binary form giving 0-7 or 0-1 values in the matrix. Typically a letter ‘a’ in English has [10 x 11 x 3] matrix and this is reduced to [10 x 11] with 0 and 1 value and even then there are 110 values to reflect the matrix fully. Figure 5 gives clear idea of pixel map attributes for six pixel maps “diamagnet, dipole, ferri, filings, moment and monopole”.

Figure 6 gives a comparison of mean and standard deviation for six pixel maps considered.

The matrix size being large, it is preferable to reduce it by converting into greyscale or binary form giving 0-7 or 0-1 values in the matrix. Typically a letter ‘a’ in English has [10 x 11 x 3] matrix and this is reduced to [10 x 11] with 0 and 1 value and even then there are 110 values to reflect the matrix fully. Figure 5 gives clear idea of pixel map attributes for six pixel maps “diamagnet, dipole, ferri, filings, moment and monopole”.

Figure 6 gives a comparison of mean and standard deviation for six pixel maps “diamagnet, dipole, ferri, filings, moment and monopole”.

But, contents of the matrices are different and if processed in terms of either non-zero values – which gives the pattern or vector matrix values with content being same. This gives a clear idea of feature extraction. Since,
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**Figure 5.** Pixel map attributes for six pixel maps considered.
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**Figure 7.** Variation of pixel map attributes for diamagnet, dipole, flower-Arabic, magnet-Arabic.
Asian language letters have characters surrounding the main body; the pixel map may be divided into three segments like 25% top, 50% middle and 25% bottom. Letters ‘g’ and ‘y’ in English have bottom 25% for example. And in the case of Arabic fonts, most of them have occupancy in top and bottom halves also. So, processing of text and documents ultimately has to be considered as a problem related to the content and context and natural language understanding. Figure 7 gives the variation of pixel map attributes for diamagnet, dipole, flower-Arabic and magnet in Arabic. This shows the clear variation of a word not related to magnetism when given as input, what happens to the attribute features. Magnet in Arabic gives the concept of multilinguality to show the attribute variations of different language but of same content.

The method described earlier is used with pattern recognition to compare whether any new input in the form of letter or word or image can relate to the content of base patterns. The proposed technique is purely data driven and does not make use of domain dependent background information, nor does it rely on predefined document categories or a given list of topics. The attribute variations of ‘diamagnet’ in comparison with ‘magnet-Arabic’ and ‘dipole’ are given in Figure 8.

One can see clearly that even though pixel map variations are significant, matching patterns can help in identifying the content. As an extension of this work, it is proposed to give a clear comparative analysis of Statistical Interpretation approach with Artificial Neural Network and Pattern matching studies, which will be the scope of our next publication.

5. Conclusion

A generic model for Content Extraction for regional web documents is developed based on the basic data system in computers, namely pixel maps. Beginning with complexities in letters, different methods of generating attributes are presented which form the basis for pattern matching and later for neural modelling. Some preliminary test results are given for pattern matching of features, for letter and word level relating to the same content. This preliminary study is focused to bring out the complexities in regional web documents and how a generic tool based on pixel maps – which do not have language or form of data as inputs - can be used for either text mining or content extraction. Further enhancements and techniques

Figure 8. Five different attribute features comparison.
are to be suitably generated to account for the vagaries, so that, web content is extractable in any region.
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