Morphological transition between patterns formed by threads of magnetic beads
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Magnetic beads attract each other forming chains. We pushed such chains into an inclined Hele-Shaw cell and discovered that they spontaneously form self-similar patterns. Depending on the angle of inclination of the cell, two completely different situations emerge, namely, above the static friction angle the patterns resemble the stacking of a rope and below they look similar to a fortress from above. Moreover, locally the first pattern forms a square lattice, while the second pattern exhibits triangular symmetry. For both patterns the size distributions of enclosed areas follow power laws. We characterize the morphological transition between the two patterns experimentally and numerically and explain the change in polarization as a competition between friction-induced buckling and gravity.

The injection of wires into cavities has been of interest to model the coiling of long DNA in globules and viral capsids \cite{9, 12} as well as a minimally invasive treatment of saccular aneurysms \cite{13}. Fractal filling patterns have been observed, while the injection force diverges with a power law \cite{14-17}. Three different filling patterns emerge depending on friction and the bending elasto/plasticity of the wire: a spiral phase, a folding phase and a chaotic phase \cite{1, 18}. Also deformable cavities have been considered \cite{19, 20}. In this work, we replace the wire by a chain of magnetic beads and the cavity by a Hele-Shaw cell. Magnetic hard spheres generate self-assembled patterns in the microscopic scale \cite{21, 23}, in the mesoscopic scale \cite{24, 27} and in the macroscopic scale \cite{28, 30}. The anisotropy of the magnetic forces induces different orientations in the interaction between sections of the chain resulting in the self-assembly of novel types of patterns, which we realize here experimentally and numerically.

The experiments were performed with magnetized neodymium beads of \(d = 5 \) mm diameter. As shown in Fig. 1 the Hele-Shaw cell consisted of a black plate covered with a transparent acrylic disk separated by a flat acrylic cylindric ring of \(6 \) mm height and radius \(R\). The cell could be inclined by an angle \(\theta\). A step motor controlled a quasi-static injection at \(0.43 \) mm/s into a hole in the middle of the black bottom plate. Images were recorded with a digital Canon PowerShot SX510 HS camera with 30 frames per second at 27 cm above the cavity and used to determine the particle positions through image segmentation.

With aligned dipole moments, the magnetic beads naturally assemble into chains that exhibit macroscopically elastoplastic bending stiffness \cite{31, 32}. We injected such chains of beads into the cavity from the bottom into the cell. When they enter the cell, the spheres in the chain and their magnetic moments undergo rotations, which weakens the forces in the direction of the chain between the beads close to the entrance. Eventually, either by

Figure 1. Schematic set-up of the experiment. The chain of magnetic beads is pushed from below into a Hele-Shaw cell with a transparent top plate inclined by \(\theta\) degrees. The acrylic cylindric ring of radius \(R\) separates the two plates.
Figure 2. Patterns obtained after no more beads can be injected anymore into the cell for (a), \( R = 40d \) and \( \theta = 0^\circ \); (b), \( R = 40d \) and \( \theta = 90^\circ \); (c), \( R = 20d \) and \( \theta = 0^\circ \). In (d) two chains are injected into the cell from opposite sides, as indicated by black arrows, with \( \theta = 0^\circ \). For (a) and (c) we see polygonal patterns and for (b) and (d) stacked ones. The zooms in (a) and (b) highlight the two patterns, polygonal and stacked ones, respectively. The color code indicates the number of nearest neighbors of each particle, i.e., having a distance of less than 10% of their diameter. We see that in polygonal patterns locally most particles have six neighbors, producing thus a triangular lattice, while in stacked patterns four nearest neighbors prevail, yielding a square lattice. Only in (a) the chains never hit the wall of the cell. The black points in (a), (b) and (c) indicate the injection point. 

hitting the wall of the cell or due to the friction with the bottom plate, the chain slows down and starts buckling. It then forms loops that get closer and closer to the injection hole, until the region close to the hole is jammed and no more particles can be inserted. At this point, the motor is stopped and the resulting pattern is analyzed.

In Figs. 2 we show four of such patterns obtained for two different angles, \( \theta = 0^\circ \) and \( 90^\circ \), and cell radii, \( R = 20d \) and \( 40d \). For \( \theta = 0^\circ \) (see Figs. 2a and 2c), we observe the formation of polygonal shaped patterns which look like fortresses viewed from above. In the particular case of Fig. 2a, due to the larger size of the cell (\( R = 40d \)), the chain never reaches the walls, but buckles before, stopping due to friction with the bottom plate. When the experiment is performed in a smaller cell (\( R = 20d \)), as shown in Fig. 2c, the chain eventually hits the walls of the cell and then buckles, leading to the polygonal structure. In the case of \( \theta = 90^\circ \) (see Figs. 2b and 2d), the structure resembles the stacking of a rope, which we will thus call stacked patterns (see movies in the Supplementary Material [33]).

In polygonal patterns, chain pieces having the same dipolar orientation attract each other, forming stripes that locally exhibit triangular symmetry. These stripes spontaneously bend, forming pronounced corners of around \( 120^\circ \), as shown in Fig. 2a. In stacked patterns, on the other hand, chain pieces having opposite dipolar orientation attract each other forming domains that locally exhibit square symmetry (see schematic illustrations in Fig. S1 of the Supplementary Material [33]).

In polygonal patterns, chain pieces having the same dipolar orientation attract each other, forming stripes that locally exhibit triangular symmetry. These stripes spontaneously bend, forming pronounced corners of around \( 120^\circ \), as shown in Fig. 2a. In stacked patterns, on the other hand, chain pieces having opposite dipolar orientation attract each other forming domains that locally exhibit square symmetry (see schematic illustrations in Fig. S1 of the Supplementary Material [33]).

The reason why equally oriented chains form triangles, while chains of opposite orientation end up in squares, can be found by searching for the configurations of lowest magnetic energy \( E \). This is obtained by summing over all pairs of beads in the pattern according to,

\[
E = - \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \mathbf{m}_i \cdot \mathbf{B}_j,
\]

where \( \mathbf{m}_i \) is the dipole moment of particle \( i \), \( N \) the total number of particles and \( \mathbf{B}_j \) the magnetic dipole field of particle \( j \) at the position of particle \( i \) given by,

\[
\mathbf{B}_j = \frac{\mu_0}{4\pi} \left[ \frac{3 (\mathbf{m}_j \cdot \hat{\mathbf{r}}_{ij}) \hat{\mathbf{r}}_{ij} - \mathbf{m}_j}{r_{ij}^3} \right],
\]

with \( \mathbf{r}_{ij} \) being the vector pointing from the center of particle \( i \) to the center of particle \( j \), \( \hat{\mathbf{r}}_{ij} = \mathbf{r}_{ij} / |\mathbf{r}_{ij}| \), and \( \mu_0 \) is the vacuum permeability. We performed Monte Carlo simulations of two parallel chains of magnetic dipoles using Eq. (1) as energy in the Boltzmann factor and found
that, after decreasing the temperature, the energetically most favorable configurations for parallel (anti-parallel) orientations of the chains were indeed the triangular (square) configurations with all dipoles oriented in parallel along the direction of the chains.

All patterns self-assemble into scale-free structures. For instance, this can be seen from the areas enclosed by loops, as shown in Figs. 4a and 4b. Clearly there are areas of all sizes. To calculate the areas, we first transform the RGB images into black-white images. The analysis is performed using the dimensionless area $A_{\kappa} = A_{\kappa}/A_0$, where $A_{\kappa}$ is the area of the hole and $A_0 = \pi(d/2)^2$ is the area of the projection of one sphere, both measured in pixels. Typical examples of such two-dimensional disjointed domains are shown in Figs. 4a and 4b, obtained from the patterns in Figs. 2 and 2f, respectively. The distributions of areas shown in Figs. 4a and 4b were obtained from the average over 15 injection experiments each, performed with inclination angles $\theta = 0^\circ$ and $90^\circ$, respectively. As depicted, for areas that have at least 10 pixels, both distributions follow power-law behaviors, $P(A_{\kappa}) \propto A_{\kappa}^{-\gamma}$, with exponents $\gamma = 2.31 \pm 0.03$ for the stacked pattern ($\theta = 0^\circ$) and $\gamma = 0.85 \pm 0.03$ for the polygonal pattern ($\theta = 90^\circ$).

By increasing the inclination angle $\theta$ of the cell we observe a transition from the polygonal to the stacked pattern. A convenient order parameter to characterize this transition is the percentage $\phi_{0\|}$ of particles that have six neighbors. In Fig. 5 we plot $\phi_{0\|}$ as a function of $\theta$ for $R = 40d$ and $20d$ and see that below a critical angle $\theta_c = 19.4^\circ \pm 0.4$ the order parameter $\phi_{0\|}$ is finite and above it is zero. The change at $\theta_c$ is abrupt, as it is the case for first-order transitions, which is typically expected for morphological phase transitions. This sharp transition is also observed in the presence of finite-size effects, i.e., when the chain hits the wall of the cell for $R = 20d$. The inset of Fig. 5 shows how the average fraction $\phi$ of particles that can be injected into the cell before the chain gets stuck depends on the inclination angle $\theta$. For $R = 40d$, the size of polygonal patterns, i.e., below $\theta_c$, changes with $\theta$, while for stacked patterns, i.e., above $\theta_c$, the size is independent of $\theta$. If $R$ is too small ($R = 20d$), the chain hits the wall of the cell and then the patterns can not attain their full size, with $N$ becoming substantially smaller, as depicted in Fig. 5.

In order to measure the friction, we formed a triangle of three particles and let it slide down on the bottom plate. This triangular arrangement allowed to suppress any rolling. Interestingly, the inclination angle at which the triangle starts to slide down, i.e., the static friction angle, turns out to be $19.4^\circ \pm 0.4$, agreeing perfectly with $\theta_c$. This seems to indicate that the phase transition is triggered by the sliding of the chain, that is, above (below) the static friction angle the chain will (not) slide therefore producing stacking (polygonal) patterns.

Instead of pushing the chains of magnetic particles into the Hele-Shaw through a hole in the center, we also injected them into the cell from its boundary. Surprisingly, in this case it is impossible to create polygonal patterns, i.e., always only stacked patterns appear. An example for $\theta = 0^\circ$ in which two chains are simultaneously injected from opposite sides is shown in Fig. 2f.

In order to understand this last experimental observation and get deeper insight behind the mechanism producing the observed patterns, we also performed Discrete Element Model (DEM) simulations using a fourth order Runge-Kutta algorithm for integration, and rotations. The contact forces are written as,

$$F_{ij}^c = F_n \hat{n}_{ij} + F_s,$$

where $F_n \hat{n}_{ij}$ and $F_s$ represent the normal and shear forces between contacting spherical beads. The normal force is given by $F_n = k_n u_n$ where $k_n$ is the normal stiffness and $u_n$ is the contact overlap. The shear forces are computed...
The magnetic force \( \vec{F} \) between two magnetic dipoles at the centers of the beads, and computed as

\[
\vec{F}_{ij}^M = \nabla \left( \vec{m}_i \cdot \vec{B}_j \right),
\]

and

\[
\vec{\tau}_{ij}^M = \vec{m}_i \times \vec{B}_j,
\]

where \( \vec{m}_i \) is the dipole moment of particle \( i \) and \( \vec{B}_j \) the magnetic dipole field of particle \( j \) at the position of particle \( i \), as defined in Eq. (2). The magnitude of the magnetic dipoles defines the bending stiffness of the chain.

In our simulation, we inserted chains of magnetic particles quasi-statically either from the center or from one point at the boundary of the cell and always stacked patterns were formed independently of the choice of parameters, as shown in Fig. 6 (upper inset). Only after weakening systematically the magnetic dipole force between the last two beads that just entered the cell by at least a factor of two, we could reproduce the polygonal pattern, as shown in Fig. 6 (bottom inset). In fact, when particles are injected through a hole in the center of the cell, a rotation of \( 90^\circ \) is imposed on them, which locally weakens their magnetic forces. This weakening has a dramatic consequence on the evolution of the pattern (see the movies at the Supplementary Material [33]). After the chain has stopped either due to friction or after hitting a wall, it buckles in one direction. If no weakening is imposed at the entry, after some time the bending stiffness of the chain will however force it to flip back inducing an oscillatory behavior and forming stacking patterns. Only if at the entry the dipoles are sufficiently weakened, the chain can bend enough to allow it to continue turning in the same direction, forming, for adequately chosen parameters, the polygonal patterns.

Here we reported new patterns that appear while feeding a chain of magnetic beads into the center of a Hele-Shaw cell. We discovered that, depending on the inclination of the cell, i.e., the effect of gravity, two completely different types of scale-free patterns self-assemble. The first-order phase transition between the two patterns occurs at the static friction angle. Crucial for obtaining the polygonal pattern is the weakening of the dipolar forces at the entry into the cell, due to the redirection of the chain by \( 90^\circ \). The subtle effects encountered at the injection point discovered here, which dictates the way the magnetic chain deforms into the cell, might become relevant in the manipulation of magnetic colloids [34], chains of magnetosomes [37, 38] and soft micromachines based on dipole-dipole interactions [39]. It would be interesting to include in the future electric, entropic, van der Waals and other forces. It would also be important to study patterns formed by interacting chains filling three-dimensional cavities and investigate the effect of the magnetic dipoles and friction on those patterns.
We thank the Brazilian agencies CNPq, CAPES and FUNCAP, and the National Institute of Science and Technology for Complex Systems (INCT-SC) in Brazil for financial support.

[1] N. Stoop, F. K. Wittel, and H. J. Herrmann, Phys. Rev. Lett. 101, 094101 (2008).
[2] M. R. Shaebani, J. Najafi, A. Farnudi, D. Bonn, and M. Habibi, Nat. Commun. 8, 1 (2017).
[3] M. R. Khadilkar and A. Nikoubashman, Soft Matter 14, 6003 (2018).
[4] V. B. Shenoy and D. H. Gracias, MRS Bull. 37, 847 (2012).
[5] L. J. Hill and J. Pyun, ACS Appl. Mater. Interfaces 6, 6022 (2014).
[6] M. Hanzlik, M. Winklhofer, and N. Petersen, Earth Planet. Sci. Lett. 145, 125 (1996).
[7] V. P. Shcherbakov, M. Winklhofer, M. Hanzlik, and N. Petersen, Eur. Biophys. J. 26, 319 (1997).
[8] E. Alphandéry, F. Guyot, and I. Chebbi, Int. J. Pharm. 434, 444 (2012).
[9] K. Richards, R. Williams, and R. Calendar, J. Mol. Biol. 78, 255 (1973).
[10] J. Kindt, S. Tzili, A. Ben-Shaul, and W. M. Gelbart, Proc. Natl. Acad. Sci. 98, 13671 (2001).
[11] L. Dai, C. B. Renner, and P. S. Doyle, Adv. Colloid. Interface Sci. 232, 80 (2016).
[12] Q. Cao and M. Bachmann, Soft Matter 13, 600 (2017).
[13] S. C. Johnston et al., Stroke 33, 2536 (2002).
[14] C. C. Donato, M. A. F. Gomes, and R. E. de Souza, Phys. Rev. E 66, 015102(R) (2002).
[15] C. C. Donato, M. A. F. Gomes, and R. E. de Souza, Phys. Rev. E 67, 026110 (2003).
[16] M. A. F. Gomes, V. P. Brito, M. S. Araújo, and C. C. Donato, Phys. Rev. E 81, 031127 (2010).
[17] Y. C. Lin, Y. W. Lin, and T. M. Hong, Phys. Rev. E 78, 067101 (2008).
[18] R. Vetter, F. Wittel, N. Stoop, and H. J. Herrmann, Eur. Phys. J. Mech. 37, 160 (2013).
[19] R. Vetter, F. K. Wittel, and H. J. Herrmann, Nat. Commun. 5, 4437 (2014).
[20] H. Elettro, F. Vollrath, A. Antkowiak, and S. Neukirch, Soft Matter 13, 5509 (2017).
[21] S. M. Taheri et al., Proc. Natl. Acad. Sci. U.S.A. 112, 14484 (2015).
[22] S. L. Tripp, R. E. Dunin-Borkowski, and A. Wei, Angew. Chem. Int. Ed. 115, 5749 (2003).
[23] D. V. Talapin, E. V. Shevchenko, C. B. Murray, A. V. Titov, and P. Král, Nano Lett. 7, 1213 (2007).
[24] K. Zahn and G. Maret, Phys. Rev. Lett. 85, 3656 (2000).
[25] R. Messina and I. Stanković, Europhys. Lett. 110, 46003 (2015).
[26] L. Baraban, D. Maksarov, M. Albrecht, N. Rivier, P. Leiderer, and A. Erbe, Phys. Rev. E 77, 031407 (2008).
[27] M. Klokkengrub, R. P. A. Dullens, W. K. Kegel, B. H. Erné, and A. P. Philipse, Phys. Rev. Lett. 96, 037203 (2006).
[28] J. Stambaugh, Z. Smith, E. Ott, and W. Losert, Phys. Rev. E 70, 031304 (2004).
[29] N. Vandewalle and S. Dorbolo, New J. Phys. 16, 013050 (2014).
[30] J. Stambaugh, D. P. Lathrop, E. Ott, and W. Losert, Phys. Rev. E 68, 026207 (2003).
[31] C. L. Hall, D. Vella, and A. Goriely, SIAM J. Appl. Math. 73, 2029 (2013).
[32] D. Vella, E. du Pontavice, C. L. Hall, and A. Goriely, J. Appl. Math. 470, 20130609 (2014).
[33] See Supplementary Material at http://link.aps.org/supplemental/xx.xxxx/PhysRevLett.xxxx.xxxxxx for viewing films showing the injection of magnetic beads into a Hele-Shaw cell both experimentally and by means of numerical simulations.
[34] P. A. Cundall and O. D. Strack, Geotechnique 29, 47 (1979).
[35] T. Pöschel and T. Schwager, Computational granular dynamics: models and algorithms (Springer, Berlin, 2005).
[36] A. P. Philipse and D. Maas, Langmuir 18, 9977 (2002).
[37] X. Zhu, A. P. Hitchcock, D. A. Bazylinski, P. Denes, J. Joseph, U. Lins, S. Marchesini, H.-W. Shiu, T. Tyliszczak, and D. A. Shapiro, Proc. Natl. Acad. Sci. 113, ES219 (2016).
[38] E. Katzmann, F. D. Müller, C. Lang, M. Messerer, M. Winklhofer, J. M. Plitzko, and D. Schüeler, Mol. Microbiol. 82, 1316 (2011).
[39] H.-W. Huang, M. S. Sakar, A. J. Petruska, S. Pané, and B. J. Nelson, Nat. Commun. 7, 1 (2016).