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Abstract. We mainly investigate abelian quotients of the categories of short
exact sequences. The natural framework to consider the question is via iden-
tifying quotients of morphism categories as modules categories. These ideas
not only can be used to recover the abelian quotients produced by cluster-
tilting subcategories of both exact categories and triangulated categories,
but also can be used to reach our goal. Let $(C, E)$ be an exact category. We
denote by $E(C)$ the category of bounded complexes whose objects are given
by short exact sequences in $E$ and by $SE(E)$ the full subcategory formed by
split short exact sequences. In general, $E(C)$ is just an exact category, but
the quotient $E(C)/[SE(E)]$ turns out to be abelian. In particular, if $(C, E)$ is
Frobenius, we present three equivalent abelian quotients of $E(C)$ and point
out that the equivalences are actually given by left and right rotations. The
abelian quotient $E(C)/[SE(E)]$ admits some nice properties. We explicitly de-
scribe the abelian structure, projective objects, injective objects and simple
objects, which provide a new viewpoint to understanding Hilton-Rees Theo-
rem and Auslander-Reiten theory. Furthermore, we present some analogous
results both for $n$-exact versions and for triangulated versions.

1. Introduction

Cluster-tilting theory provides a way to construct abelian quotient categories.
Let $C$ be a triangulated category and $T$ be a cluster-tilting subcategory of $C$, then
the quotient $C/[T]$ is abelian; related works see [9, 24, 21] and [27]. The version of
exact categories see [12]. Different methods for understanding the abelian quotients
have been investigated further, for example, via localisations [7, 8], via cotorsion
pairs [33, 34, 30], via homotopical algebra [36] and so on.

Let $C$ be an abelian category. Denote by $E(C)$ the category of all short exact
sequences in $C$. It is well known that $E(C)$ is an exact category but it is not
abelian in general. Denote by $\text{Mor}(C)$ the morphism category of $C$, by $\text{Mono}(C)$
the monomorphism category of $C$, and by $\text{Epi}(C)$ the epimorphism category of $C$.
Then the three categories $E(C)$, $\text{Mono}(C)$ and $\text{Epi}(C)$ are equivalent. Note that
in the case when $C$ is the module category over a ring, then the monomorphism
category $\text{Mono}(C)$ is known as the submodule category. The structure of submodule
categories has been studied intensively by Ringel and Schmidmeier [39, 40]. Let
$S(A)$ be the submodule category of an artin $k$-algebra $A$. If $A = k[t]/(t^n)$, Ringel
and Zhang established two abelian quotients of $S(A)$ [41, Theorem 1]. Denote by
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\( \mathcal{U}_1 \) (resp. \( \mathcal{U}_2 \)) the full subcategory of \( \mathcal{S}(A) \) formed by objects of the form \( (X \xrightarrow{1} X) \oplus (0 \to Y) \) (resp. \( (X \xrightarrow{1} X) \oplus (Y \to P) \) with \( P \) projective-injective). They showed that the quotient categories \( \mathcal{S}(A) / [\mathcal{U}_1] \) and \( \mathcal{S}(A) / [\mathcal{U}_2] \) are equivalent to \( \text{mod-} \Pi_{n-1} \) where \( \Pi_{n-1} \) is the preprojective algebra of type \( A_{n-1} \). Recently due to Eiriksson \[13\] Theorem 1, the above result was generalized for any self-injective algebra of finite representation type by replacing \( \Pi_{n-1} \) with \( B \), the stable Auslander algebra of \( A \).

The present paper mainly studies the abelian quotients of the categories of short exact sequences. Our approach to understanding abelian quotients is via morphism categories. The following is a basic proposition.

**Proposition 1.1.** Let \( C \) be an additive category, then we have the following equivalences.

(a) \( \text{Mor}(C)[\mathcal{U}] \cong \text{mod-}C \), where \( \mathcal{U} \) is the full subcategory of \( \text{Mor}(C) \) consisting of \( (X \xrightarrow{1} X) \oplus (Y \to 0) \).

(b) \( \text{Mor}(C)[\mathcal{U}'] \cong (\text{mod-}C^{\text{op}})^{\text{op}} \), where \( \mathcal{U}' \) is the full subcategory of \( \text{Mor}(C) \) consisting of \( (X \xrightarrow{1} X) \oplus (0 \to Y) \).

Using Proposition 1.1, we realize some abelian quotient categories constructed by cluster-tilting subcategories. For example, we can reprove \[12\] Theorem 3.2, \[12\] Theorem 3.5 and \[27\] Corollary 4.4.

Let \( (C, \mathcal{E}) \) be an exact category. We denote by \( C^b(C) \) the category of bounded complexes over \( C \), by \( \mathcal{E}(C) \) the full subcategory of \( C^b(C) \) consisting of short exact sequences in \( \mathcal{E} \), by \( S\mathcal{E}(C) \) the full subcategory of \( \mathcal{E}(C) \) formed by split short exact sequences over \( C \). A short exact sequence \( 0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \to 0 \) is denoted by \( (X_1 \to X_2 \to X_3) \) for short. The following is our main theorem.

**Theorem 1.2.** Let \( (C, \mathcal{E}) \) be an exact category and \( X_\bullet : 0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \to 0 \) be a short exact sequence in \( \mathcal{E} \).

(a) If \( (C, \mathcal{E}) \) has enough projectives, denote by \( \mathcal{P} \) the full subcategory of \( C \) formed by all projectives, then we have the following equivalences:

\[
\alpha_1 : \mathcal{E}(C)/[S\mathcal{E}(C)] \cong (\text{mod-}C/\mathcal{P}), \quad X_\bullet \mapsto \text{Coker}(C/\mathcal{P})(-,-,f_2)
\]

\[
\alpha_2 : \mathcal{E}(C)/[PE(C)] \cong (\text{mod-}(C/\mathcal{P})^{\text{op}})^{\text{op}}, \quad X_\bullet \mapsto \text{Coker}(C/\mathcal{P})(f_2,-)
\]

where \( PE(C) \) is the full subcategory of \( \mathcal{E}(C) \) formed by \( (0 \to X \to X) \oplus (\Omega Y \to P \to Y) \).

(b) If \( (C, \mathcal{E}) \) has enough injectives, denote by \( \mathcal{I} \) the full subcategory of \( C \) formed by all injectives, then we have the following equivalences:

\[
\beta_1 : \mathcal{E}(C)/[SE(C)] \cong (\text{mod-}(C/\mathcal{I})^{\text{op}})^{\text{op}}, \quad X_\bullet \mapsto \text{Coker}(C/\mathcal{I})(f_1,-)
\]

\[
\beta_2 : \mathcal{E}(C)/[IE(C)] \cong \text{mod-}C/\mathcal{I}, \quad X_\bullet \mapsto \text{Coker}(C/\mathcal{I})(-,f_1)
\]

where \( IE(C) \) is the full subcategory of \( \mathcal{E}(C) \) formed by \( (X \to X \to 0) \oplus (Y \to I \to \Omega^{-1}Y) \).

In particular, if \( (C, \mathcal{E}) \) is a Frobenius category, then the quotient categories \( \mathcal{E}(C)/[S\mathcal{E}(C)], \mathcal{E}(C)/[PE(C)] \) and \( \mathcal{E}(C)/[IE(C)] \) are equivalent to abelian category \( \text{mod-}C/\mathcal{P} \). As we can see in Remark \[43\] the equivalences between the three quotient categories are given by left rotations and right rotations of short exact sequences.
If $(\mathcal{C}, \mathcal{E})$ is Frobenius, we can show that the three categories $\mathcal{E}(\mathcal{C})$, $\text{Mono}(\mathcal{C})$ and $\text{Epi}(\mathcal{C})$ are equivalent. Therefore, we have the following result, which generalizes [13, Theorem 1].

**Corollary 1.3.** Let $(\mathcal{C}, \mathcal{E})$ be a Frobenius category. Denote by $\mathcal{P}$ the full subcategory of projective-injective objects in $\mathcal{C}$, by $\mathcal{U}_1$ the full subcategory of $\text{Mono}(\mathcal{C})$ consisting of $(X \xrightarrow{1} X) \oplus (0 \rightarrow Y)$, by $\mathcal{U}_2$ the full subcategory of $\text{Mono}(\mathcal{C})$ consisting of $(X \xrightarrow{1} X) \oplus (Y \rightarrow P)$ with $P \in \mathcal{P}$ and by $\mathcal{U}_3$ the full subcategory of $\text{Mono}(\mathcal{C})$ consisting of $(0 \rightarrow X) \oplus (Y \rightarrow P)$ with $P \in \mathcal{P}$. Then each of the quotient categories $\mathcal{E}(\mathcal{C})/\mathcal{U}_1$, $\mathcal{E}(\mathcal{C})/\mathcal{U}_2$ and $\mathcal{E}(\mathcal{C})/\mathcal{U}_3$ is equivalent to $\text{mod-}\mathcal{C}/[\mathcal{P}].$

Our second part of the paper is to studying the properties of $\mathcal{E}(\mathcal{C})/[S\mathcal{E}(\mathcal{C})]$. We show that the abelian structure is given by pullback and pushout diagrams; see Theorem 1.2. We characterize the simple objects in $\mathcal{E}(\mathcal{C})/[S\mathcal{E}(\mathcal{C})]$ as the Auslander-Reiten sequences in $\mathcal{C}$; see Theorem 1.20. We describe the projective objects and injective objects in $\mathcal{E}(\mathcal{C})/[S\mathcal{E}(\mathcal{C})]$; see Proposition 4.11. In particular, if $(\mathcal{C}, \mathcal{E})$ has enough projectives, then each projective object in $\mathcal{E}(\mathcal{C})/[S\mathcal{E}(\mathcal{C})]$ is of the form $P_X : 0 \rightarrow \Omega X \rightarrow P \rightarrow X \rightarrow 0$ for some object $X$ in $\mathcal{C}$.

As applications, our results provide a new viewpoint to understanding Hilton-Reses Theorem and Auslander-Reiten theory. Now we assume that $(\mathcal{C}, \mathcal{E})$ is an exact category with enough projectives and injectives. By Theorem 1.2 we have a duality

$$\Phi : \text{mod-}\mathcal{C}/[\mathcal{P}] \rightarrow \text{mod-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}, \quad \delta^* \mapsto \delta_*$$

where $\delta$ is a short exact sequence in $\mathcal{E}$, $\delta^*$ is the contravariant defect and $\delta_*$ is the covariant defect. Moreover, by restrictions and Proposition 4.11 we obtain the following two dualities

$$\Phi : \text{proj-}\mathcal{C}/[\mathcal{P}] \rightarrow \text{inj-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}, \quad \mathcal{C}/[\mathcal{P}](\cdot, X) \mapsto \text{Ext}^1_{\mathcal{C}}(X, \cdot).$$

$$\Phi : \text{inj-}\mathcal{C}/[\mathcal{P}] \rightarrow \text{proj-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}, \quad \text{Ext}^1_{\mathcal{C}}(\cdot, X) \mapsto \mathcal{C}/[\mathcal{I}](X, \cdot).$$

Hence, the following result seems natural.

**Theorem 1.4.** (Hilton-Reses Theorem, see [18, 32]) Let $(\mathcal{C}, \mathcal{E})$ be an exact category with enough projectives and injectives.

(a) There is an isomorphism between $\mathcal{C}/[\mathcal{P}](Y, X)$ and the group of natural transformations from $\text{Ext}^1_{\mathcal{C}}(X, \cdot)$ to $\text{Ext}^1_{\mathcal{C}}(Y, \cdot)$.

(b) There is an isomorphism between $\mathcal{C}/[\mathcal{I}](X, Y)$ and the group of natural transformations from $\text{Ext}^1_{\mathcal{C}}(\cdot, X)$ to $\text{Ext}^1_{\mathcal{C}}(\cdot, Y)$.

If furthermore, $\mathcal{C}$ is a dualizing $k$-variety, then $\mathcal{C}/[\mathcal{P}]$ and $\mathcal{C}/[\mathcal{I}]$ are also dualizing $k$-varieties. Thus we have two dualities $\Phi : \text{mod-}\mathcal{C}/[\mathcal{P}] \rightarrow \text{mod-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}$ and $D : \text{mod-}(\mathcal{C}/[\mathcal{I}])^{\text{op}} \rightarrow \text{mod-}\mathcal{C}/[\mathcal{I}]$. The composition of $\Phi$ and $D$ defines an equivalence

$$\Theta : \text{proj-}\mathcal{C}/[\mathcal{P}] \xrightarrow{\Phi} \text{inj-}(\mathcal{C}/[\mathcal{I}])^{\text{op}} \xrightarrow{D} \text{proj-}\mathcal{C}/[\mathcal{I}].$$

Now we have the following generalized Auslander-Reiten duality and defect formula.

**Theorem 1.5.** Let $(\mathcal{C}, \mathcal{E})$ be an $\text{Ext}$-finite exact category with enough projectives and injectives. Assume that $\mathcal{C}$ is a dualizing $k$-variety. Then there is an equivalence $\tau : \mathcal{C}/[\mathcal{P}] \cong \mathcal{C}/[\mathcal{I}]$ satisfying the following properties:

(a) $D\text{Ext}^1_{\mathcal{C}}(-, X) \cong \mathcal{C}/[\mathcal{P}](\tau^{-1}X, \cdot)$, $D\text{Ext}^1_{\mathcal{C}}(X, \cdot) \cong \mathcal{C}/[\mathcal{I}](\cdot, \tau X)$.

(b) $D\delta_* = \delta^*\tau^{-1}$, $D\delta^* = \delta_*\tau$ for each short exact sequence $\delta$ in $\mathcal{E}$.

Therefore, $\mathcal{C}$ has Auslander-Reiten sequences.
We point out that for $n$-exact categories and triangulated categories, by considering quotients of the categories of $n$-exact sequences and quotients of the categories of triangles, we obtain some analogous results.

This paper is organized as follows.

In Section 2, we make some preliminaries. We collect some definitions and facts on morphism categories, exact categories, quotient categories and functor categories.

In Section 3, we provide techniques to identify quotients of morphism categories as module categories. Subsection 3.1 is devoted to proving Proposition 1.1. In subsection 3.2, we apply Proposition 1.1 to exact categories. We show that some quotient categories of epimorphism categories are equivalent to module categories, see Theorem 3.2; see Corollary 3.1. We obtain certain recollements of abelian categories from the viewpoint of morphism categories, which implies Auslander’s formula; see Corollary 3.10. In subsection 3.3, we apply Proposition 1.1 to triangulated categories; see Proposition 3.19 and Corollary 3.20. In subsection 3.4, we give some examples.

In Section 4, we study the abelian quotients of the categories of short exact sequences. In subsection 4.1 we realize some quotients of these categories as module categories; see Theorem 1.2. In subsection 4.2 we describe the abelian structure of the quotients; see Theorem 4.8. In subsection 4.3 we study the projective objects and injective objects, which are applied to prove Hilton-Rees Theorem; see Proposition 4.11 and Theorem 1.4. In subsection 4.4, we will restrict our attention to the connection to Auslander-Reiten theory. We will prove Theorem 1.20 and Theorem 1.5. Subsection 4.5 is devoted to listing the higher versions on the abelian quotients of the categories of $n$-exact sequences.

In Section 5, we consider the abelian quotients of the categories of triangles. There are some parallel results.

2. Preliminaries

In this section, we make some preliminaries. Let $\mathcal{C}$ be an additive category. We denote by $\mathcal{C}(X,Y)$ the set of morphisms from $X$ to $Y$ in $\mathcal{C}$. The composition of $f \in \mathcal{C}(X,Y)$ and $g \in \mathcal{C}(Y,Z)$ is denoted by $gf$.

2.1. Morphism categories. Assume that $\mathcal{C}$ is an additive category. The morphism category of $\mathcal{C}$ is the category $\text{Mor}(\mathcal{C})$ defined by the following data. The objects of $\text{Mor}(\mathcal{C})$ are all the morphisms $f : X \to Y$ in $\mathcal{C}$. The morphisms from $f : X \to Y$ to $f' : X' \to Y'$ are pairs $(a,b)$ where $a : X \to X'$ and $b : Y \to Y'$ such that $bf = f'a$. The composition of morphisms is componentwise. We denote by $\text{Mono}(\mathcal{C})$ the full subcategory of $\text{Mor}(\mathcal{C})$ consisting of monomorphisms in $\mathcal{C}$, which is called the monomorphism category of $\mathcal{C}$. Dually, we define epimorphism category $\text{Epi}(\mathcal{C})$ of $\mathcal{C}$. In particular, if $\mathcal{C}$ is abelian, then $\text{Mor}(\mathcal{C})$ is an abelian category. In this case, $\text{Mono}(\mathcal{C})$ is an additive category of $\text{Mor}(\mathcal{C})$ which is closed under extensions, thus it becomes an exact category. Moreover, $\text{Mono}(\mathcal{C})$ is isomorphic to $\text{Epi}(\mathcal{C})$, where the isomorphism is given by cokernel functor.

2.2. Exact categories. We recall the notion of exact categories from [11]. Let $\mathcal{C}$ be an additive category. A kernel-cokernel pair $(i,p)$ in $\mathcal{C}$ is a pair of composable morphisms $X \xrightarrow{i} Y \xrightarrow{p} Z$ such that $i$ is a kernel of $p$ and $p$ is a cokernel of $i$. Assume
that \( \mathcal{E} \) is a class of kernel-cokernel pairs. A kernel-cokernel pair \((i, p)\) in \( \mathcal{E} \) is called a \textit{short exact sequence} in \( \mathcal{E} \), which is denoted by \( 0 \to X \xrightarrow{i} Y \xrightarrow{p} Z \to 0 \). A morphism \( p : Y \to Z \) is called \textit{admissible epimorphism} if there exists a morphism \( i : X \to Y \) such that \((i, p) \in \mathcal{E} \). \textit{Admissible monomorphisms} are defined dually.

A class of kernel-cokernel pairs \( \mathcal{E} \) is called an \textit{exact structure} of \( \mathcal{C} \) if \( \mathcal{E} \) is closed under isomorphisms and satisfies the following axioms:

\begin{itemize}
  \item[(E0)] Identity morphisms are admissible epimorphisms.
  \item[(E0)\^{op}] Identity morphisms are admissible monomorphisms.
  \item[(E1)] The composition of two admissible epimorphisms is an admissible epimorphism.
  \item[(E1)\^{op}] The composition of two admissible monomorphisms is an admissible monomorphism.
  \item[(E2)] Given a short exact sequence \( 0 \to X \xrightarrow{i} Y \xrightarrow{p} Z \to 0 \) in \( \mathcal{E} \) and a morphism \( \varphi : X \to X' \) in \( \mathcal{C} \), there exists a commutative diagram
    \[
    \begin{array}{ccc}
    0 & \to & X & \xrightarrow{i} & Y & \xrightarrow{p} & Z & \to & 0 \\
    & \downarrow{\varphi} & \quad & \downarrow{\varphi'} & \quad & \downarrow{\phi} & \quad & \downarrow{\phi'} & \quad & \downarrow{0} \\
    0 & \to & X' & \xrightarrow{i'} & Y' & \xrightarrow{p'} & Z' & \to & 0
    \end{array}
    \]
    such that the second row belongs to \( \mathcal{E} \). In this case, \((0 \to X \xrightarrow{(i, \varphi)} Y \oplus X' \xrightarrow{(\varphi', -i')} Y' \to 0) \in \mathcal{E} \).
  \item[(E2)\^{op}] Given a short exact sequence \( 0 \to X \xrightarrow{i} Y \xrightarrow{p} Z \to 0 \) in \( \mathcal{E} \) and a morphism \( \phi : Z' \to Z \) in \( \mathcal{C} \), there exists a commutative diagram
    \[
    \begin{array}{ccc}
    0 & \to & X & \xrightarrow{i} & Y & \xrightarrow{p} & Z & \to & 0 \\
    & \downarrow{\phi} & \quad & \downarrow{\phi'} & \quad & \downarrow{\phi} & \quad & \downarrow{\phi} & \quad & \downarrow{0} \\
    0 & \to & X' & \xrightarrow{i'} & Y' & \xrightarrow{p'} & Z' & \to & 0
    \end{array}
    \]
    such that the first row belongs to \( \mathcal{E} \). In this case, \((0 \to Y' \xrightarrow{(p', \phi)} Z' \oplus Y \xrightarrow{(\phi, -p)} Z \to 0) \in \mathcal{E} \).
\end{itemize}

An \textit{exact category} is an additive category \( \mathcal{C} \) admits an exact structure \( \mathcal{E} \), which is denoted by \((\mathcal{C}, \mathcal{E})\).

For example, an additive category is an exact category with respect to the class of split short exact sequences, which are isomorphic to \( 0 \to X \xrightarrow{(1)} X \oplus Y \xrightarrow{(0, 1)} Y \to 0 \) for some \( X, Y \in \mathcal{C} \). An abelian category \( \mathcal{C} \) is an exact category where the exact structure is given by all the kernel-cokernel pairs in \( \mathcal{C} \).

An object \( P \) of an exact category \((\mathcal{C}, \mathcal{E})\) is called \textit{projective} if for each admissible epimorphism \( p : Y \to Z \) and each morphism \( f : P \to Z \), there exists a morphism \( g : P \to Y \) such that \( f = pg \). The full subcategory of projectives is denoted by \( \mathcal{P} \). We say an exact category \((\mathcal{C}, \mathcal{E})\) has \textit{enough projective objects} if for each object \( X \in \mathcal{C} \) there is an admissible epimorphism \( p : P \to X \) with \( P \in \mathcal{P} \). Dually, we can define injective objects. The full subcategory of injectives is denoted by \( \mathcal{I} \). An exact category is \textit{Frobenius} provided that it has enough projectives and injectives and, moreover, the classes of projectives and injectives coincide. If an exact category \((\mathcal{C}, \mathcal{E})\) has enough projectives, then we can consider the projective resolutions and
Ext functors as right derived functors of Hom as in abelian categories. Hence, 
$\text{Ext}_1^C(Z,X)$ parameterizes the short exact sequences $0 \to X \to Y \to Z \to 0$ in $\mathcal{E}$ up to equivalence.

### 2.3. Quotient categories.

Let $\mathcal{C}$ be an additive category. An *ideal* $\mathcal{I}$ of $\mathcal{C}$ is a class of additive subgroups $\mathcal{I}(X,Y)$ of $\mathcal{C}(X,Y)$ such that $hg \in \mathcal{I}(X,W)$ for each $f \in \mathcal{C}(X,Y)$, $g \in \mathcal{I}(Y,Z)$ and $h \in \mathcal{C}(Z,W)$. Assume that $\mathcal{I}$ is an ideal of $\mathcal{C}$, then by definition, the *quotient category* $\mathcal{C}/\mathcal{I}$ has the same objects as $\mathcal{C}$ and has morphisms $\mathcal{C}/\mathcal{I}(X,Y) = \mathcal{C}(X,Y)/\mathcal{I}(X,Y)$. For example, the Jacobson radical $J_\mathcal{C}$ of $\mathcal{C}$ is an ideal of $\mathcal{C}$. Suppose that $\mathcal{D}$ is a full subcategory of $\mathcal{C}$. We denote by $[\mathcal{D}](X,Y)$ the subset of morphisms of $\mathcal{C}(X,Y)$ which factor through an object in $\mathcal{D}$. It is easy to see that $[\mathcal{D}]$ is an ideal of $\mathcal{C}$, thus we have a quotient category $\mathcal{C}/[\mathcal{D}]$ and a quotient functor $Q : \mathcal{C} \to \mathcal{C}/[\mathcal{D}]$. Let $f : X \to Y$ be a morphism in $\mathcal{C}$. The image of $f$ under $Q$ is denoted by $\bar{f}$. It is well known that for each additive functor $F : \mathcal{C} \to \mathcal{E}$, if $F(\mathcal{D}) = 0$, then there is a unique functor $F' : \mathcal{C}/[\mathcal{D}] \to \mathcal{E}$ such that $F'Q = F$.

Let $F : \mathcal{C} \to \mathcal{D}$ be a full and dense functor. If each morphism $f \in \mathcal{C}(X,Y)$ with $F(f) = 0$ factors through an object $Z$ with $F(Z) = 0$, then the functor $F$ is called *objective* (see [11]). In this case, there is an equivalence $\mathcal{C}/[\text{Ker}F] \cong \mathcal{D}$, where $\text{Ker}F$ is the full subcategory of $\mathcal{C}$ formed by $X$ with $F(X) = 0$.

### 2.4. Functor categories.

Let $\mathcal{C}$ be an additive category. A right $\mathcal{C}$-*module* is a contravariantly additive functor $F : \mathcal{C} \to \mathcal{Ab}$ where $\mathcal{Ab}$ is the category of abelian groups. Denote by $\text{Mod}\mathcal{C}$ the category of right $\mathcal{C}$-modules. It is well known that $\text{Mod}\mathcal{C}$ is an abelian category. The $\mathcal{C}$-module $\mathcal{C}(-,X)$ is a projective object of $\text{Mod}\mathcal{C}$ for each object $X \in \mathcal{C}$. Moreover, each projective object is a direct summand of $\mathcal{C}(-,X)$ for some $X \in \mathcal{C}$. By definition, a $\mathcal{C}$-module $F$ is called *finitely presented* (or *coherent*) if there exists an exact sequence $\mathcal{C}(-,X) \to \mathcal{C}(-,Y) \to F \to 0$. We denote by $\text{mod}\mathcal{C}$ the full subcategory of $\text{Mod}\mathcal{C}$ formed by finitely presented $\mathcal{C}$-modules, by $\text{proj}\mathcal{C}$ (resp. $\text{inj}\mathcal{C}$) the full subcategory of $\text{mod}\mathcal{C}$ consisting of projective (resp. injective) objects. It is known that $\text{mod}\mathcal{C}$ is closed under cokernels and extensions.

Moreover, we have the following result.

#### Proposition 2.1.

([3], [25] Lemma 4.1) Let $\mathcal{C}$ be an additive category. Then $\text{mod}\mathcal{C}$ is abelian if and only if $\mathcal{C}$ admits weak kernels.

Recall that a morphism $f : X \to Y$ in $\mathcal{C}$ is a *weak kernel* of $g : Y \to Z$ if $gf = 0$ and for each morphism $h : W \to Y$ such that $gh = 0$, there exists a morphism $p : W \to X$ such that $fp = h$.

#### Remark 2.2.

Assume that $\mathcal{C}$ admits weak kernels. For later use, we recall the abelian structure of $\text{mod}\mathcal{C}$. Let $\alpha : F_1 \to F_2$ be a morphism in $\text{mod}\mathcal{C}$ with the following presentation:

$$
\begin{array}{c}
\mathcal{C}(-,X_1) \ar[d] \\
\mathcal{C}(-,X_2) \ar[d] \ar[r]^-{\alpha} & \mathcal{C}(-,Y_2) \ar[d] \\
F_1 \\
\mathcal{C}(-,Y_1) \ar[r]^-{F_2} & 0
\end{array}
$$

Then $\text{Coker}(\mathcal{C}(-,Y_1 \oplus X_2) \to \mathcal{C}(-,Y_2))$ is a cokernel of $\alpha$. Suppose that $Z_1 \to Y_1 \oplus X_2$ is a weak kernel of $Y_1 \oplus X_2 \to Y_2$ and $Z_2 \to Z_1 \oplus X_1$ is a weak kernel of $Z_1 \oplus X_1 \to Y_1$, then $\text{Coker}(\mathcal{C}(-,Z_2) \to \mathcal{C}(-,Z_1))$ is a kernel of $\alpha$. 


Let $D$ be a full subcategory of $C$. A morphism $f : D \to X$ is called a right $D$-approximation of $X$ if $D \in D$ and each morphism $g : D' \to X$ with $D' \in D$ factors through $f$. The category $D$ is called contravariantly finite if each object in $C$ admits a right $D$-approximation. A contravariantly finite and covariantly finite subcategory is called functorially finite.

Example 2.3. (a) Let $C$ be an abelian category, then $\text{mod-}C$ is abelian.

(b) Let $C$ be an exact category with enough projectives. Denote by $\mathcal{P}$ the subcategory of projectives. If $\mathcal{M}$ is a contravariantly finite subcategory of $C$, then $\text{mod-}\mathcal{M}$ is abelian. Moreover, if $\mathcal{M}$ contains $\mathcal{P}$, then $\text{mod-}\mathcal{M}/[\mathcal{P}]$ is still abelian (see [12 Lemma 2.3]). In particular, $\text{mod-}C/\mathcal{P}$ is abelian.

(c) Let $C$ be a triangulated category, then $\text{mod-}C$ is abelian.

The following result generalizes [2 Proposition 4.1] slightly.

Proposition 2.4. Let $C$ be an additive category and $D$ be a contravariantly finite subcategory. Then

(a) $\text{Mod-}C/[\mathcal{D}] \cong \{F \in \text{Mod-}C | F(\mathcal{D}) = 0\}$.

(b) $\text{mod-C}/[\mathcal{D}] \cong \text{mod}\_\text{q}C = \{F \in \text{mod-C} | F(\mathcal{D}) = 0\}$.

Proof. (a) It follows from the universal property of quotient functors. For convenience, we identify $\text{Mod-}C/[\mathcal{D}]$ and $\{F \in \text{Mod-}C | F(\mathcal{D}) = 0\}$.

(b) For each object $X \in C$, we assume that $f : D \to X$ is a right $D$-approximation of $X$. Since $\text{Im}\text{C}(-, f) = [\mathcal{D}]/(-, X)$, we have the following exact sequence

$$C(-, D) \xrightarrow{C(-, f)} C(-, X) \to C(-, X)/[\mathcal{D}]/(-, X) \to 0.$$  

It follows that $C/[\mathcal{D}](-, X) \in \text{mod-C}$, since $C/[\mathcal{D}](Y, X) = C(Y, X)/[\mathcal{D}](Y, X)$ for each $Y \in C$. Thus $C/[\mathcal{D}](-, X) \in \text{mod}\_\text{q}C$ since $f$ is a right $D$-approximation. Consequently, $\text{mod-C}/[\mathcal{D}] \subseteq \text{mod}\_\text{q}C$. On the other hand, for each $F \in \text{mod}\_\text{q}C$, there is an exact sequence $C(-, X_1) \to C(-, X_2) \to F \to 0$ with $F(\mathcal{D}) = 0$. The following exact sequence

$$C(-, X_1)/[\mathcal{D}]/(-, X_1) \to C(-, X_2)/[\mathcal{D}]/(-, X_2) \to F \to 0$$

shows that $F \in \text{mod-C}/[\mathcal{D}]$. \hfill $\Box$

Let $k$ be a commutative artinian ring and $E$ be the injective envelope of $k$. Set $D = \text{Hom}_k(-, E)$. A $k$-linear additive category $C$ is called dualizing $k$-variety if the functor $D : \text{Mod-}C \to \text{Mod-}C^{\text{op}}$ given by $D(F)(X) := D(F(X))$, induces a duality $D : \text{mod-}C \to \text{mod-}C^{\text{op}}$.

Example 2.5. (a) Let $A$ be an artin $k$-algebra. Denote by $\text{mod-}A$ the category of finitely presented right $A$-modules, and by $\text{proj-}A$ the full subcategory of $\text{mod-}A$ formed by projective $A$-modules. Then both $\text{mod-}A$ and $\text{proj-}A$ are dualizing $k$-varieties.

(b) Let $C$ be a dualizing $k$-variety, then $\text{mod-}C$ is a dualizing $k$-variety. Moreover, $\text{mod-}C$ is an abelian category with enough projectives and enough injectives.

(c) Any functorially finite subcategory of a dualizing $k$-variety is also a dualizing $k$-variety.

(d) Let $C$ be a dualizing $k$-variety and $D$ be a contravariantly finite subcategory, then $C/[\mathcal{D}]$ is a dualizing $k$-variety.
Proof. Since one can find (a) and (b) in \([4]\) and find (c) in \([5]\), we only prove (d). Let 
\(F \in \text{mod-\(\mathcal{C}/[\mathcal{D}]\)}\), then by Proposition 2.1, \(DF\) can be viewed as a finitely presented 
\(\mathcal{C}^\text{op}\)-module which vanishes on \(\mathcal{D}\). Thus \(DF \in \text{mod-}(\mathcal{C}/[\mathcal{D}])^\text{op}\). Conversely, we can 
show that if \(F \in \text{mod-}(\mathcal{C}/[\mathcal{D}])^\text{op}\), then \(DF \in \text{mod-\(\mathcal{C}/[\mathcal{D}]\)}\]. \(\square\)

3. Identifying Quotients of Morphism Categories as Module Categories

Our approach to understanding the categories of short exact sequences will be 
based on viewing them as morphism categories, which we are able to identify with 
certain module categories. In this section we provide techniques needed for such 
identifications.

3.1. Basic case: additive categories. Let \(\mathcal{C}\) be an additive category. For two 
objects \(f : X \to Y\) and \(f' : X' \to Y'\) in \(\text{Mor}(\mathcal{C})\), we define \(\mathcal{R}(f, f')\) (resp. \(\mathcal{R}'(f, f')\)) 
to be the set of morphisms \((a, b)\) such that there is some morphism \(p : Y \to X'\) 
such that \(f'p = b\) (resp. \(pf = a\)). Then \(\mathcal{R}\) and \(\mathcal{R}'\) are ideals of \(\text{Mor}(\mathcal{C})\).

**Lemma 3.1.** Let \(\mathcal{C}\) be an additive category, then we have the following equivalences.

(a) \(\text{Mor}(\mathcal{C})/\mathcal{R} \cong \text{mod-\(\mathcal{C}\)}\).

(b) \(\text{Mor}(\mathcal{C})/\mathcal{R}' \cong (\text{mod-\(\mathcal{C}^\text{op}\)})^\text{op}\).

**Proof.** (a) We define a functor \(\alpha : \text{Mor}(\mathcal{C}) \to \text{mod-\(\mathcal{C}\)}\) by mapping \(f : X \to Y\) to \(F = \text{Coker}(\mathcal{C}(-, f) : \mathcal{C}(-, X) \to \mathcal{C}(-, Y))\). The functor \(\alpha\) is dense and full by Yoneda’s 
lemma. Suppose that \((a, b)\) is a morphism from \(f : X \to Y\) to \(f' : X' \to Y'\). If 
\(\alpha(a, b) = 0\), then the following diagram

\[
\begin{array}{ccc}
\mathcal{C}(-, X) & \xrightarrow{c(-, f)} & \mathcal{C}(-, Y) \\
\downarrow{c(-, a)} & & \downarrow{c(-, b)} \\
\mathcal{C}(-, X') & \xrightarrow{c(-, f')} & \mathcal{C}(-, Y')
\end{array}
\]

is commutative and each row is exact. There exists a morphism \(\mathcal{C}(-, p) : \mathcal{C}(-, Y) \to \mathcal{C}(-, X')\) 
such that \(\mathcal{C}(-, f')\mathcal{C}(-, p) = \mathcal{C}(-, b)\), that is, \(f'p = b\). Therefore, the 
functor \(\alpha\) induces an equivalence \(\text{Mor}(\mathcal{C})/\mathcal{R} \cong \text{mod-\(\mathcal{C}\)}\). We can show (b) similarly. \(\square\)

We denote by \(\mathcal{U}\) the full subcategory of \(\text{Mor}(\mathcal{C})\) consisting of \((X \xrightarrow{1} X) \oplus (Y \to 0)\) 
and by \(\mathcal{U}'\) the full subcategory of \(\text{Mor}(\mathcal{C})\) consisting of \((X \xrightarrow{1} X) \oplus (0 \to Y)\).

**Lemma 3.2.** Let \((a, b)\) be a morphism from \(f : X \to Y\) to \(f' : X' \to Y'\). Then the 
following holds.

(a) The morphism \(b\) factors through \(f'\) if and only if \((a, b)\) factors through some 
object in \(\mathcal{U}\).

(b) The morphism \(a\) factors through \(f\) if and only if \((a, b)\) factors through some 
object in \(\mathcal{U}'\).

**Proof.** We only prove (a). Suppose that there is a morphism \(p : Y \to X'\) 
such that \(f'p = b\), then \((a, b)\) factors through \(X \oplus X'\xrightarrow{(0, 1)} X'\) as \((a, b) = ((a - 
pf, 1), f'(\frac{1}{\pf}) \cdot p)\). Conversely, if \((a, b)\) factors through some object \(A \oplus B\xrightarrow{(0, 1)} B\) 
in \(\mathcal{U}\). Assume that \((a, b) = ((a_2, a_2'), b_2)((\frac{a_1}{a_1'}, b_1),\) then the morphism 
\(p = a_2'b_1 : Y \to X'\) satisfies \(f'p = b_2b_1 = b\). \(\square\)
Lemma 3.1 and Lemma 3.2 imply the following proposition.

**Proposition 3.3.** Let $C$ be an additive category, then the following holds.
(a) $\text{Mor}(C)/[U] \cong \text{mod-}C$.
(b) $\text{Mor}(C)/[U'] \cong (\text{mod-}C^{\text{op}})^{\text{op}}$.

### 3.2 Second case: exact categories

In this subsection we assume that $(C,E)$ is an exact category with enough projectives. We denote by $\mathcal{P}$ the full subcategory of $\mathcal{C}$ consisting of projectives. Assume that $\mathcal{M}$ is a full subcategory of $\mathcal{C}$. We denote by $\Omega\mathcal{M}$ the full subcategory of $\mathcal{C}$ formed by objects $\Omega M$ such that there is a short exact sequence $0 \to \Omega M \to P \to M \to 0$ in $\mathcal{E}$ with $M \in \mathcal{M}$ and $P \in \mathcal{P}$, by $\mathcal{M}_L$ the full subcategory of $\mathcal{C}$ consisting of objects $X$ such that there is a short exact sequence $0 \to X \to M_1 \to M_2 \to 0$ in $\mathcal{E}$ with $M_i \in \mathcal{M}$.

For convenience, we fix some notations. We denote by $\mathcal{U}$ the full subcategory of $\text{Epi}(\mathcal{M})$ consisting of $(M \xrightarrow{1} M) \oplus (M' \to 0)$, by $\mathcal{V}$ the full subcategory of $\text{Epi}(\mathcal{M})$ consisting of $(M \xrightarrow{k} M) \oplus (P \to M')$ with $P \in \mathcal{P}$, by $U'$ the full subcategory of $\text{Mono}(\mathcal{M})$ consisting of $(0 \to M) \oplus (M' \xrightarrow{1} M')$ and by $V'$ the subcategory of $\text{Mono}(\mathcal{M})$ consisting of $(0 \to M) \oplus (\Omega M' \to P)$ with $P \in \mathcal{P}$. We denote by $\text{Ad-Epi}(\mathcal{M})$ the full subcategory of $\text{Epi}(\mathcal{M})$ consisting of admissible epimorphisms $f : M_1 \to M_2$ with $M_i \in \mathcal{M}$.

**Definition 3.4.** A full subcategory $\mathcal{M}$ of $\mathcal{C}$ is called rigid if $\text{Ext}_C^1(M,M') = 0$ for each objects $M, M' \in \mathcal{M}$.

**Remark 3.5.** Let $\mathcal{M}$ be a rigid subcategory of $\mathcal{C}$. If $0 \to X \xrightarrow{k} M_1 \xrightarrow{f} M_2 \to 0$ is a short exact sequence with $M_i \in \mathcal{M}$, then $k$ is a left $\mathcal{M}$-approximation of $X$.

**Proof.** For each $M \in \mathcal{M}$, applying $\text{C}(-,M)$ to the exact sequence $0 \to X \xrightarrow{k} M_1 \xrightarrow{f} M_2 \to 0$, we have the following exact sequence

$$0 \to \text{C}(M_2, M) \to \text{C}(M_1, M) \to \text{C}(X, M) \to \text{Ext}_C^1(M_2, M) = 0.$$ 

Hence, $k$ is a left $\mathcal{M}$-approximation of $X$. \hfill $\Box$

**Lemma 3.6.** Let $\mathcal{M}$ be a full subcategory of $\mathcal{C}$ containing $\mathcal{P}$. Assume that the following diagram

$$
\begin{array}{ccc}
0 & \longrightarrow & X \\
\downarrow^g & & \downarrow^a \\
0 & \longrightarrow & X' \\
\end{array}
\quad
\begin{array}{ccc}
& & 0 \\
\downarrow^b & & \\
& & \\
\end{array}
\begin{array}{ccc}
M_1 & \longrightarrow & M_2 \\
\downarrow^f & & \downarrow^b \\
M_1' & \longrightarrow & M_2' \\
\end{array}
$$

is commutative with rows in $\mathcal{E}$ and $M_i, M_i' \in \mathcal{M}$. Consider the following statements:
(a) The morphism $b$ factors through $f'$.
(b) The morphism $b$ factors through $f$.
(c) The morphism $a$ factors through some object in $\mathcal{U}$.
(d) The morphism $g$ factors through $k$.
(e) The morphism $g$ factors through some object in $\mathcal{M}$.

Then (a) $\iff$ (b) $\iff$ (c) $\iff$ (d) $\iff$ (e). Moreover, if $\mathcal{M}$ is rigid, then all the statements are equivalent.

**Proof.** We note that (b) $\iff$ (e) follows from Lemma 3.2, (b) $\iff$ (d) is easy, (b) $\Rightarrow$ (a) and (d) $\Rightarrow$ (e) are trivial. We prove (a) $\Rightarrow$ (b). Suppose that there is a morphism
Proof. Let \( M = M_1 \) such that \( f'M = b \). There exist two morphisms \( u : M_2 \to P \) and \( v : P \to M_2' \) such that \( P \in \mathcal{P} \) and \( b - f'p = vu \). Since \( f' \) is an admissible epimorphism and \( P \) is projective, there is a morphism \( w : P \to M_1' \) such that \( f'w = v \). Thus, \( f'(p + wu) = f'p + vu = b \).

Now assume that \( M \) is rigid. It remains to prove (e) \( \Rightarrow \) (d). Suppose that there exist two morphisms \( g_1 : X \to M \) and \( g_2 : M \to X' \) with \( M \in \mathcal{M} \) such that \( g = g_2g_1 \). Since \( k : X \to M_1 \) is a left \( \mathcal{M} \)-approximation of \( X \) by Remark \( \ref{rem:approximation} \), \( g_1 \) factors through \( k \), thus \( g \) factors through \( k \).

**Lemma 3.7.** Let \( \mathcal{M} \) be a full subcategory of \( \mathcal{C} \) containing \( \mathcal{P} \). Assume that the following diagram

\[
\begin{array}{c}
0 \rightarrow X \xrightarrow{k} M_1 \xrightarrow{f} M_2 \xrightarrow{0} \\
\downarrow g \quad \downarrow a \quad \downarrow b \\
0 \rightarrow X' \xrightarrow{k'} M_1' \xrightarrow{f'} M_2' \xrightarrow{0}
\end{array}
\]

is commutative with rows in \( \mathcal{E} \) and \( M_1, M_1' \in \mathcal{M} \). Consider the following statements:

(a) The morphism \( a \) in \( \mathcal{M}/[\mathcal{P}] \) factors through \( f' \).
(b) The morphism \( (a, b) \) factors through some object in \( \mathcal{V} \).
(c) The morphism \( g \) factors through some object in \( \Omega M \).

Then (a) \( \Leftrightarrow \) (b) \( \Rightarrow \) (c). Moreover, if \( \mathcal{M} \) is rigid, then all the statements are equivalent.

**Proof.** (a) \( \Rightarrow \) (b). Suppose that there is a morphism \( p : M_2 \to M_1' \) such that \( pf = a \). Since \( \mathcal{C} \) has enough projectives, there is an admissible epimorphism \( a_1 : P \to M_1' \) with \( P \in \mathcal{P} \). Since \( a - pf \) factors through \( a_1 \), we assume that \( a - pf = a_1a_2 \) where \( a_2 : M_1 \to P \). Now we have the following commutative diagram

\[
\begin{array}{c}
0 \rightarrow X \xrightarrow{k} M_1 \xrightarrow{f} M_2 \xrightarrow{0} \\
\downarrow a_2 \quad \downarrow f' \quad \downarrow b' \\
P \xrightarrow{f'a_1} M_2' \xrightarrow{0} \\
\downarrow a_1 \quad \downarrow \quad \downarrow \\
0 \rightarrow X' \xrightarrow{k'} M_1' \xrightarrow{f'} M_2' \xrightarrow{0}
\end{array}
\]

with exact rows. Since \( f'a_1a_2k = f'(a - pf)k = bfk - f'pfk = 0 \), there exists a morphism \( b' : M_2 \to M_2' \) such that \( b'f = f'a_1a_2 \). Since \( bf = f'a = f'(a - a_1a_2) + f'a_1a_2 = (f'p + b')f \) and \( f \) is an epimorphism, we have \( b = f'p + b' \). Thus the following diagram

\[
\begin{array}{c}
M_1 \xrightarrow{f} M_2 \\
\downarrow a \quad \downarrow \quad \downarrow (f', p) \\
M_2 \oplus P \xrightarrow{(0, f'a_1)} M_2 \oplus M_2' \\
\downarrow \quad \downarrow \quad \downarrow \\
M_1' \xrightarrow{f'} M_2'
\end{array}
\]
is commutative. In other words, \((a, b)\) factors through \((M_2 \oplus P \xrightarrow{(1 \ 0 ; a_1)} M_2 \oplus M'_2) \in V\).

(b) \Rightarrow (a). Assume that the morphism \((a, b)\) factors through \((M \oplus P \xrightarrow{(1 \ 0 ; \pi)} M \oplus M') \in V\). Suppose that the following diagram

\[
\begin{array}{ccc}
M_1 & \xrightarrow{f} & M_2 \\
\downarrow{a_1} & & \downarrow{b_1} \\
M \oplus P & \xrightarrow{(1 \ 0 ; \pi)} & M \oplus M'
\end{array}
\]

is commutative. Let \(p = a_2 b_1\), then \(pf = a_2 b_1 f = a_2 a_1\), thus \(a = a_2 a_1 = pf\).

(b) \Rightarrow (c) is trivial.

Now assume that \(\mathcal{M}\) is rigid. It remains to prove (c) \Rightarrow (a). Suppose that \(g\) has a factorization \(X \xrightarrow{\Omega \ M} X'\). Then by Remark 3.8 we complete the following commutative diagram

\[
\begin{array}{ccc}
0 & \xrightarrow{k} & X & \xrightarrow{\ k} & M_1 & \xrightarrow{f} & M_2 & \xrightarrow{1} & 0 \\
\downarrow{g_1} & & \downarrow{a_1} & & \downarrow{b_1} & & \ & & \\
0 & \xrightarrow{i} & \Omega M & \xrightarrow{\pi} & P & \xrightarrow{1} & M & \xrightarrow{1} & 0 \\
\downarrow{g_2} & & \downarrow{a_2} & & \downarrow{b_2} & & \ & & \\
0 & \xrightarrow{\ k'} & X' & \xrightarrow{\ f'} & M'_1 & \xrightarrow{\ f''} & M'_2 & \xrightarrow{1} & 0
\end{array}
\]

with exact rows and \(P \in \mathcal{P}\). Since \((a - a_2 a_1)k = k'(g - g_2 g_1) = 0\), there exists a morphism \(p : M_2 \to M'_1\) such that \(a - a_2 a_1 = pf\). Therefore, \(a = pf\). \(\square\)

**Lemma 3.8.** Let \(\mathcal{M}\) be a full subcategory of \(\mathcal{C}\) containing \(\mathcal{P}\), then

(a) \(\text{Ad-Epi}(\mathcal{M})/[\mathcal{U}] \cong \text{Mor}(\mathcal{M}/[\mathcal{P}])/R\).

(b) \(\text{Ad-Epi}(\mathcal{M})/[\mathcal{V}] \cong \text{Mor}(\mathcal{M}/[\mathcal{P}])/R'\).

**Proof.** Define a functor

\[\alpha : \text{Ad-Epi}(\mathcal{M}) \to \text{Mor}(\mathcal{M}/[\mathcal{P}]), \quad (M_1 \xrightarrow{f} M_2) \mapsto (M_1 \xrightarrow{f} M_2).\]

For each object \(f : M_1 \to M_2\) in \(\text{Mor}(\mathcal{M}/[\mathcal{P}])\), there is an admissible epimorphism \(\pi : P \to M_2\) with \(P \in \mathcal{P}\) since \(\mathcal{C}\) has enough projectives. Thus \((f, \pi) : M_1 \oplus P \to M_2\) is an object in \(\text{Ad-Epi}(\mathcal{M})\) such that \(\alpha(f, \pi) = f\). Therefore, \(\alpha\) is dense.

Assume that \(f : M_1 \to M_2\) and \(f' : M'_1 \to M'_2\) are objects in \(\text{Ad-Epi}(\mathcal{M})\) and \((a, b)\) is a morphism in \(\text{Mor}(\mathcal{M}/[\mathcal{P}])\) from \(f\) to \(f'\). Then \(b_1 = b_2\), thus \(bf = f' a\) factors through some object \(P \in \mathcal{P}\). Assume that \(bf - f' a = vu\) where \(u : M_1 \to P\) and \(v : P \to M_2\). Since \(f'\) is an admissible epimorphism and \(P\) is projective, there exists a morphism \(w : P \to M'_1\) such that \(f'w = v\). Now \((a + wu, b)\) is a morphism in \(\text{Ad-Epi}(\mathcal{M})\) from \(f\) to \(f'\) since \(bf = f'(a + wu)\). Thus, \(\alpha(a + wu, b) = (\ a, \ b)\) and the functor \(\alpha\) is full.
(a) The functor \( \alpha \) induces a full and dense functor \( \tilde{\alpha} : \text{Ad-Epi}(\mathcal{M}) \to \text{Mor}(\mathcal{M}/[\mathcal{P}])/\mathcal{R} \).

By the equivalence of (a) and (c) in Lemma 3.6, we have \( \text{Ad-Epi}(\mathcal{M})/\mathcal{U} \cong \text{Mor}(\mathcal{M}/[\mathcal{P}])/\mathcal{R} \).

(b) The functor \( \alpha \) induces a full and dense functor \( \tilde{\alpha} : \text{Ad-Epi}(\mathcal{M}) \to \text{Mor}(\mathcal{M}/[\mathcal{P}])/\mathcal{R}' \).

By the equivalence of (a) and (b) in Lemma 3.7, we have \( \text{Ad-Epi}(\mathcal{M})/\mathcal{V} \cong \text{Mor}(\mathcal{M}/[\mathcal{P}])/\mathcal{R}' \). \( \square \)

Lemma 3.8 and Lemma 3.1 imply the following theorem, which will be crucially used in section 4 to describe the categories of short exact sequences.

**Theorem 3.9.** Let \((\mathcal{C}, \mathcal{E})\) be an exact category with enough projectives. If \( \mathcal{M} \) is a full subcategory of \( \mathcal{C} \) containing \( \mathcal{P} \), then

(a) \( \text{Ad-Epi}(\mathcal{M})/\mathcal{U} \cong \text{mod-}(\mathcal{M}/[\mathcal{P}]) \).

(b) \( \text{Ad-Epi}(\mathcal{M})/\mathcal{V} \cong (\text{mod-}(\mathcal{M}/[\mathcal{P}])^{\text{op}})^{\text{op}} \).

**Lemma 3.10.** Let \( \mathcal{M} \) be a full subcategory of \( \mathcal{C} \) containing \( \mathcal{P} \), then \( \text{Ad-Epi}(\mathcal{M}) \cong \text{Epi}(\mathcal{M}) \).

**Proof.** We claim that the inclusion \( \text{Ad-Epi}(\mathcal{M}) \to \text{Epi}(\mathcal{M}) \) is dense. Indeed, assume that \( f : M_1 \to M_2 \) is an epimorphism, then we have the following commutative diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & \Omega M_2 \\
\downarrow & & \downarrow \\
0 & \longrightarrow & \Omega M_2 \\
\end{array}
\]

\[
\begin{array}{ccc}
X & \longrightarrow & M_1 \\
\downarrow f & & \downarrow f \\
P & \longrightarrow & M_2 \\
\end{array}
\]

with exact rows in \( \mathcal{E} \) and \( P \in \mathcal{P} \). Thus the exact sequence \( 0 \to X \to M_1 \oplus P \xrightarrow{(f, \pi)} M_2 \to 0 \) belongs to \( \mathcal{E} \). Consequently, \( (M_1 \oplus P \xrightarrow{(f, \pi)} M_2) \in \text{Ad-Epi}(\mathcal{M}) \). A direct computation shows that \((M_1 \xrightarrow{\pi} M_2)\) is isomorphic to \((M_1 \oplus P \xrightarrow{(f, \pi)} M_2)\) in \( \text{Epi}(\mathcal{M}) \). \( \square \)

**Remark 3.11.** Let \((\mathcal{C}, \mathcal{E})\) be an exact category with enough projectives, then \( \mathcal{C}(\mathcal{E}) \), Ad-Epi(\(\mathcal{C}\)) and Epi(\(\mathcal{C}\)) are equivalent.

**Corollary 3.12.** Let \( \mathcal{M} \) be a full subcategory of \( \mathcal{C} \) containing \( \mathcal{P} \). If \( \mathcal{M} \) is closed under kernel of epimorphisms, denote by \( \text{Mono}_C(\mathcal{M}) \) the full subcategory of \( \text{Mono}(\mathcal{M}) \) consisting of monomorphisms \( f \) such that \( \text{Coker}(f) \in \mathcal{M} \), then

(a) \( \text{Mono}_C(\mathcal{M})/[\mathcal{U}'] \cong \text{mod-}(\mathcal{M}/[\mathcal{P}]) \).

(b) \( \text{Mono}_C(\mathcal{M})/[\mathcal{V}'] \cong (\text{mod-}(\mathcal{M}/[\mathcal{P}])^{\text{op}})^{\text{op}} \).

**Proof.** By assumption, the kernel functor \( \text{Ker} : \text{Epi}(\mathcal{M}) \to \text{Mono}_C(\mathcal{M}) \) induces two equivalences

\[
\text{Epi}(\mathcal{M})/\mathcal{U} \cong \text{Mono}_C(\mathcal{M})/\mathcal{U}', \quad \text{Epi}(\mathcal{M})/\mathcal{V} \cong \text{Mono}_C(\mathcal{M})/\mathcal{V}'.
\]

The corollary follows from Theorem 3.9 and Lemma 3.10. We can compare (a) with \( \text{[17]} \) Theorem 3.3]. \( \square \)

**Lemma 3.13.** Let \( \mathcal{M} \) be a full and rigid subcategory of \( \mathcal{C} \) containing \( \mathcal{P} \). Then

(a) \( \mathcal{M}_L/[\mathcal{M}] \cong \text{Ad-Epi}(\mathcal{M})/\mathcal{U} \).

(b) \( \mathcal{M}_L/[\Omega \mathcal{M}] \cong \text{Ad-Epi}(\mathcal{M})/\mathcal{V} \).
**Proof.** Define a functor by

\[ \beta : \text{Ad-} \text{Epi}(\mathcal{M}) \to \mathcal{M}_L, \quad (M_1 \xrightarrow{f} M_2) \mapsto \text{Ker}(f). \]

Then \( \beta \) is dense. For each morphism \( g : X \to X' \) in \( \mathcal{M}_L \), there exists the following diagram

\[
\begin{array}{ccc}
0 & \xrightarrow{k} & X \\
\downarrow{g} & & \downarrow{a} \\
0 & \xrightarrow{k'} & X'
\end{array}
\quad \begin{array}{ccc}
M_1 & \xrightarrow{f} & M_2 \\
\downarrow{b} & & \downarrow{b} \\
M'_1 & \xrightarrow{f'} & M'_2
\end{array}
\]

with rows in \( \mathcal{E} \) and \( M_1, M'_1 \in \mathcal{M} \). Since \( \mathcal{M} \) is rigid, by Remark\(^\text{5.5}\) there exists a morphism \( a : M_1 \to M'_1 \) such that \( ak = k'g \). Then there is a morphism \( b : M_2 \to M'_2 \) such that \( bf = f'a \). Hence \( \beta(a, b) = g \) and the functor \( \beta \) is full.

(a) The functor \( \beta \) induces a full and dense functor \( \tilde{\beta} : \text{Ad-}\text{Epi}(\mathcal{M}) \to \mathcal{M}_L/\lceil \mathcal{M} \rceil \).

We note that \( \tilde{\beta}(\mathcal{U}) = 0 \). The equivalence \( \text{Ad-}\text{Epi}(\mathcal{M})/\lceil \mathcal{U} \rceil \cong \mathcal{M}_L/\lceil \mathcal{M} \rceil \) follows from the equivalent statements of (c) and (e) in Lemma\(^\text{3.6}\).

(b) The functor \( \beta \) induces a full and dense functor \( \tilde{\beta} : \text{Ad-}\text{Epi}(\mathcal{M}) \to \mathcal{M}_L/\lceil \Omega \mathcal{M} \rceil \).

Since \( \tilde{\beta}(\mathcal{V}) = 0 \), the equivalence \( \text{Ad-}\text{Epi}(\mathcal{M})/\lceil \mathcal{V} \rceil \cong \mathcal{M}_L/\lceil \Omega \mathcal{M} \rceil \) follows from the equivalent statements of (b) and (c) in Lemma\(^\text{3.7}\). \( \square \)

By Lemma\(^\text{3.13}\) and Theorem\(^\text{3.9}\) we have the following corollary, where (a) was appeared in \([12, \text{Theorem 3.2}]\).

**Corollary 3.14.** Let \( (\mathcal{C}, \mathcal{E}) \) be an exact category with enough projectives. If \( \mathcal{M} \) is a rigid and full subcategory of \( \mathcal{C} \) containing \( \mathcal{P} \), then

(a) \( \mathcal{M}_L/\lceil \mathcal{M} \rceil \cong \text{mod-}(\mathcal{M}/\lceil \mathcal{P} \rceil) \).

(b) \( \mathcal{M}_L/\lceil \Omega \mathcal{M} \rceil \cong (\text{mod-}(\mathcal{M}/\lceil \mathcal{P} \rceil))^\text{op} \).

Suppose that \( \mathcal{M} \) is a contravariantly finite subcategory of \( \mathcal{C} \) containing \( \mathcal{P} \), then by Proposition\(^\text{5.3}\) \( \text{Mor}(\mathcal{M})/\lceil \mathcal{U} \rceil \cong \text{mod-} \mathcal{M} \) is abelian. Moreover, \( \text{Epi}(\mathcal{M})/\lceil \mathcal{U} \rceil \cong \text{mod-} \mathcal{M}/\lceil \mathcal{P} \rceil \) is abelian by Theorem\(^\text{3.9}\). The following result is a variant of \([2, \text{Theorem 3.7}]\).

**Proposition 3.15.** Let \( \mathcal{C} \) be an abelian category with enough projectives. If \( \mathcal{M} \) is a contravariantly finite subcategory containing all projectives, then there exists a recollement

\[
\begin{array}{ccc}
\text{Epi}(\mathcal{M})/\lceil \mathcal{U} \rceil & \xrightarrow{i^*} & \text{Mor}(\mathcal{M})/\lceil \mathcal{U} \rceil \\
\downarrow{i} & & \downarrow{j^*} \\
\mathcal{C} & \xleftarrow{j_*} & \mathcal{C}
\end{array}
\]

of abelian categories.

**Proof.** Consider the cokernel functor

\[ \text{Cok} : \text{Mor}(\mathcal{M}) \to \mathcal{C}, \quad (M_1 \xrightarrow{f} M_2) \mapsto \text{Coker}(f). \]

Since \( \text{Cok}(X \xrightarrow{a} X) = 0 \) and \( \text{Cok}(X \to 0) = 0 \) for each \( X \in \mathcal{M} \), the functor \( \text{Cok} \) induces a functor \( j^* : \text{Mor}(\mathcal{M})/\lceil \mathcal{U} \rceil \to \mathcal{C} \). For each \( X \in \mathcal{C} \), there exists an exact sequence \( P_1 \xrightarrow{\theta} P_0 \to X \to 0 \) with \( P_i \in \mathcal{P} \) since \( \mathcal{C} \) has enough projectives. It is easy to check that the functor

\[ j_1 : \mathcal{C} \to \text{Mor}(\mathcal{M})/\lceil \mathcal{U} \rceil, \quad X \mapsto (P_1 \xrightarrow{\theta} P_0) \]
epimorphisms. Thus we have an exact sequence
\[ M \rightarrow \ker(a) \rightarrow \ker(b) \rightarrow X \rightarrow 0 \]
where \( h \) is the composition of \( b \) and the natural inclusion \( \ker(a) \hookrightarrow M_1 \). Define a functor by
\[ j_* : C \rightarrow \text{Mor}(M)/[U], \quad X \mapsto (M_2 \xrightarrow{h} M_1). \]

It is routine to prove that \((j_*, j^*)\) and \((j^*, j_1)\) are adjoint pairs. Moreover, \( j_* \) and \( j_1 \) are fully-faithful. We note that \( \ker(j^*) = \text{Epi}(M)/[U] \), so by [27] Remark 3.17 we complete the proof. Actually, the functors \( i^*, i_* \) and \( i^! \) are described as follows:

\[ i^* : \text{Mor}(M)/[U] \rightarrow \text{Epi}(M)/[U], \quad (M_1 \xrightarrow{f} M_2) \mapsto (M_1 \oplus P \xrightarrow{(f,\pi)} M_2) \]
\[ i_* : \text{Epi}(M)/[U] \rightarrow \text{Mor}(M)/[U], \quad (M_1 \xrightarrow{f} M_2) \mapsto (M_1 \xrightarrow{f} M_2) \]
\[ i^! : \text{Mor}(M)/[U] \rightarrow \text{Epi}(M)/[U], \quad (M_1 \xrightarrow{f} M_2) \mapsto (M_1 \xrightarrow{f} \text{Im}(f)) \]

where \( \pi : P \rightarrow M_2 \) is an epimorphism with \( P \in \mathcal{P} \).

**Corollary 3.16.** Let \( C \) be an abelian category with enough projectives. Then there exists a recollement

\[
\begin{array}{ccc}
\text{mod}(C)/[P]) & \xrightarrow{i_*} & \text{mod-}C \\
\text{mod-}C & \xrightarrow{j_*} & C \\
\end{array}
\]

of abelian categories. Therefore, we have an equivalence \( \text{mod-}C/[\text{mod-}C/[P]] \cong C \).

**Remark 3.17.** Following Lenzing [28], the equivalence \( \text{mod-}C/[\text{mod-}C/[P]] \cong C \) is called Auslander’s formula; see [3].

### 3.3. Third case: triangulated categories

Let \( C \) be a right triangulated category with suspension functor \( \Sigma \) and \( M \) be a full subcategory of \( C \). We denote by \( M + \Sigma M \) the full subcategory of \( C \) consisting of objects \( X \) such that there is a right triangle \( M_1 \rightarrow M_2 \rightarrow X \rightarrow \Sigma M_1 \) with \( M_1 \in M \). A full subcategory \( M \) is called rigid if \( C(M, M') = 0 \) for each \( M, M' \in M \).

**Lemma 3.18.** ([1] Lemma 1.3) Let \( X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \xrightarrow{f_3} \Sigma X_1 \) be a right triangle, then the following holds.

(a) \( f_{i+1} \) is a weak cokernel of \( f_i \) for \( i = 1, 2 \).

(b) If \( \Sigma \) is fully-faithful, then \( f_i \) is a weak kernel of \( f_{i+1} \) for \( i = 1, 2 \).

The following result generalizes [21] Proposition 6.2 from triangulated categories to right triangulated categories.

**Proposition 3.19.** Let \( C \) be a right triangulated category and \( M \) be a rigid subcategory. If \( \Sigma \) is fully-faithful, then \( (M + \Sigma M)/[\Sigma M] \cong \text{mod-}M \).

**Proof.** By Lemma 3.11 we only need to show that \( (M + \Sigma M)/[\Sigma M] \cong \text{Mor}(M)/\mathbb{R} \).

For each morphism \( f_1 : M_1 \rightarrow M_2 \) in \( M \), we assume that \( M_1 \xrightarrow{f_1} M_2 \xrightarrow{f_2} X \xrightarrow{f_3} \Sigma M_1 \) is a right triangle. The assignment \((M_1 \xrightarrow{f_1} M_2) \mapsto X\) defines a dense functor \( F : \text{Mor}(M) \rightarrow M + \Sigma M \). Assume that \( g : X \rightarrow X' \) is a morphism in \( M + \Sigma M \). Since \( M \) is rigid, \( f_3 gf_2 = 0 \). Thus by Lemma 3.18 there exists a morphism \( b : M_2 \rightarrow M_1 \)

such that $gf_2 = f_2'b$. Since $f_1'b = 0$, there is a morphism $a : M_1 \to M_2$ such that $bf_2 = f_2'a$ by Lemma 3.18. Hence, $F(a, b) = g$ and the functor $F$ is full.

\[
\begin{array}{c|c|c|c|c|c}
M_1 & f_1 & M_2 & f_2 & X & f_3 \\
\downarrow a & \downarrow b & \downarrow 1 & \downarrow g & \downarrow \Sigma a & \downarrow \Sigma a \\
M_1' & f_1' & M_2' & f_2' & X' & f_3' \\
\end{array}
\]

We note that $F$ induces a full and dense functor $\tilde{F} : \text{Mor}(\mathcal{M}) \to \mathcal{M} \cdot \Sigma \mathcal{M}/[\Sigma \mathcal{M}]$. As in the above diagram, we assume that $\tilde{F}(a, b) = g = 0$. Since $\mathcal{M}$ is rigid, $f_3$ is a left $\Sigma \mathcal{M}$-approximation, thus $g$ factors through $f_3$. Hence, $f_2'b = gf_2 = 0$ and $b$ factors through $f_3'$, which implies that $\text{Mor}(\mathcal{M})/R \cong (\mathcal{M} \cdot \Sigma \mathcal{M})/[\Sigma \mathcal{M}]$. We complete the proof. \hfill $\square$

We recall that a full subcategory $\mathcal{M}$ of a triangulated category $\mathcal{C}$ is \textit{cluster-tilting} if $\mathcal{M}$ is rigid and $\mathcal{C} = \mathcal{M} \cdot \Sigma \mathcal{M}$.

**Corollary 3.20.** ([19] [21] [27]) Let $\mathcal{C}$ be a triangulated category with suspension functor $\Sigma$ and $\mathcal{M}$ be a cluster-tilting subcategory, then there is an equivalence of categories $\mathcal{C}/[\Sigma \mathcal{M}] \cong \text{proj-}\mathcal{M}$.

**3.4. Examples.** Let $A$ be an Artin $k$-algebra and $\mathcal{C}$ be a full subcategory of $\text{mod-}A$ containing $A$. Denote by $\mathcal{U}$ the full subcategory of $\text{Epi}(\mathcal{C})$ consisting of $(\mathcal{C} \xrightarrow{f} \mathcal{C}) \oplus (Y \rightarrow 0)$. Assume that all the indecomposable objects in $\mathcal{C}$ are $M_1, M_2, \cdots, M_n$. Set $M = \bigoplus_{i=1}^n M_i$. Then $B = \text{End}_A(M)$ is called \textit{Auslander algebra} of $\mathcal{C}$ and $\overline{B} = \text{End}_A(M)$ is called \textit{stable Auslander algebra} of $\mathcal{C}$. It is easy to see that $\overline{B} = B/BeB$, where $e$ is the idempotent given by $\text{Hom}_A(M, A)$.

**Proposition 3.21.** With notations as above. Then

(a) $\text{Mor}(\mathcal{C})/\mathcal{U} \cong \text{proj-}B$.

(b) $\text{Epi}(\mathcal{C})/\mathcal{U} \cong \text{mod-}\overline{B}$.

**Proof.** (a) Since $\mathcal{C} = \text{add}M$ and the functor $\text{Hom}_A(M, -)$ induces an equivalence $\text{add}M \cong \text{proj-}B$, we have the following equivalence

$\alpha : \text{Mor}(\mathcal{C})/\mathcal{U} = \text{Mor}(\mathcal{C})/R \cong \text{Mor}(\text{proj-}B)/R \cong \text{mod-}B$

which mapping a morphism $f : X \to Y$ to $\text{CokerHom}_A(M, f)$.

(b) Assume that $f : X \to Y$ is a morphism in $\mathcal{C}$, then

$f$ is an epimorphism

$\iff \text{Hom}_B(\text{Hom}_A(M, A), \text{CokerHom}_A(M, f)) = 0$

$\iff \text{Hom}_B(eB, \alpha(f)) = 0$

$\iff \alpha(f)e = 0$

$\iff \alpha(f) \in \text{mod-}B/BeB = \text{mod-}\overline{B}$

where the first if and only if condition follows from [11] Section 6. Thus, the functor $\alpha$ induces an equivalence $\text{Epi}(\mathcal{C})/\mathcal{U} \cong \text{mod-}\overline{B}$. \hfill $\square$

**Example 3.22.** Let $A$ be a representation-finite Artin $k$-algebra. Then

$\text{Epi}(\text{mod-}A)/\mathcal{U} \cong \text{mod-}\overline{B}$

where $\overline{B}$ is the stable Auslander algebra of $A$. In the case when $A$ is self-injective, this equivalence was proved in [13] Theorem 1] using the language of submodule category.
Example 3.23. Let $A$ be an Artin algebra of CM-finite type. By definition, an algebra $A$ is called CM-finite type if the number of indecomposable Gorenstein projective modules up to isomorphisms is finite. Denote by $\text{Gproj}_A$ the full subcategory of $\text{mod-A}$ formed by Gorenstein projective modules. Then

$$\text{Epi}(\text{Gproj}_A)/[\mathcal{U}] \cong \text{mod-}\bar{B}$$

where $\bar{B}$ is the sable Auslander Cohen-Macaulay algebra of $A$.

4. Abelian quotients of the categories of short exact sequences

In this section, we assume that $(\mathcal{C}, \mathcal{E})$ is an exact category. We always view a short exact sequence $0 \to X_1 \overset{f_1}{\to} X_2 \overset{f_2}{\to} X_3 \to 0$, sometimes $(X_1 \to X_2 \to X_3)$ for short, as a complex $X_\bullet$ concentrated on degree 1, 2 and 3. When we say $\varphi_\bullet : X_\bullet \to Y_\bullet$ is a morphism between two short exact sequences $X_\bullet$ and $Y_\bullet$, we means that the following diagram

$$
\begin{array}{ccccccccc}
0 & \to & X_1 & \overset{f_1}{\to} & X_2 & \overset{f_2}{\to} & X_3 & \to & 0 \\
\downarrow \varphi_1 & & \downarrow \varphi_2 & & \downarrow \varphi_3 & & \\
0 & \to & Y_1 & \overset{g_1}{\to} & Y_2 & \overset{g_2}{\to} & Y_3 & \to & 0
\end{array}
$$

is commutative. We denote by $C^b(\mathcal{C})$ the category of bounded complexes over $\mathcal{C}$, by $\mathcal{E}(\mathcal{C})$ the full subcategory of $C^b(\mathcal{C})$ consisting of short exact sequences in $\mathcal{E}$, and by $SE(\mathcal{C})$ the full subcategory of $\mathcal{E}(\mathcal{C})$ formed by split short exact sequences over $\mathcal{C}$.

Throughout this section, if $(\mathcal{C}, \mathcal{E})$ has enough projectives, we always denote by $\mathcal{P}$ the full subcategory of $\mathcal{C}$ formed by all projectives. Similarly, if $(\mathcal{C}, \mathcal{E})$ has enough injectives, we always denote by $\mathcal{I}$ the full subcategory of $\mathcal{C}$ formed by all injectives.

4.1. Realizing quotients of the categories of short exact sequences as module categories.

Theorem 4.1. Let $(\mathcal{C}, \mathcal{E})$ be an exact category and $X_\bullet : 0 \to X_1 \overset{f_1}{\to} X_2 \overset{f_2}{\to} X_3 \to 0$ be a short exact sequence in $\mathcal{E}$.

(a) If $(\mathcal{C}, \mathcal{E})$ has enough projectives, then we have the following equivalences:

$$
\alpha_1 : \mathcal{E}(\mathcal{C})/[SE(\mathcal{C})] \cong \text{mod-}\mathcal{C}/[\mathcal{P}], \quad X_\bullet \mapsto \text{Coker}(\mathcal{C}/[\mathcal{P}](f_1, f_2))
$$

$$
\alpha_2 : \mathcal{E}(\mathcal{C})/[PE(\mathcal{C})] \cong (\text{mod-}\mathcal{C}/[\mathcal{P}])^{\mathcal{op}}^{\mathcal{op}} \quad X_\bullet \mapsto \text{Coker}(\mathcal{C}/[\mathcal{P}](f_2, -))
$$

where $PE(\mathcal{C})$ is the full subcategory of $\mathcal{E}(\mathcal{C})$ formed by $(0 \to X \to X) \oplus (\Omega Y \to P \to Y)$.

(b) If $(\mathcal{C}, \mathcal{E})$ has enough injectives, then we have the following equivalences:

$$
\beta_1 : \mathcal{E}(\mathcal{C})/[IE(\mathcal{C})] \cong (\text{mod-}\mathcal{C}/[\mathcal{I}])^{\mathcal{op}} \quad X_\bullet \mapsto \text{Coker}(\mathcal{C}/[\mathcal{I}](f_1, -))
$$

$$
\beta_2 : \mathcal{E}(\mathcal{C})/[IE(\mathcal{C})] \cong \text{mod-}\mathcal{C}/[\mathcal{I}] \quad X_\bullet \mapsto \text{Coker}(\mathcal{C}/[\mathcal{I}](f_1, -))
$$

where $IE(\mathcal{C})$ is the full subcategory of $\mathcal{E}(\mathcal{C})$ formed by $(X \to X \to 0) \oplus (Y \to I \to \Omega^{-1}Y)$.

Proof. We only prove (a). We have two equivalences $\mathcal{E}(\mathcal{C})/[SE(\mathcal{C})] \cong \text{Ad-Epi}(\mathcal{C})/[\mathcal{U}]$ and $\mathcal{E}(\mathcal{C})/[PE(\mathcal{C})] \cong \text{Ad-Epi}(\mathcal{C})/[\mathcal{V}]$, where $\mathcal{U}$ (resp. $\mathcal{V}$) is the full subcategory of $\text{Ad-Epi}(\mathcal{C})$ consisting of $(X \overset{1}{\to} X) \oplus (Y \to 0)$ (resp. $(X \overset{1}{\to} X) \oplus (P \to Y)$ with $P \in \mathcal{P}$). Then (a) follows from Theorem 3.9. \qed
Corollary 4.2. Let \((\mathcal{C}, \mathcal{E})\) be a Frobenius category, then all the quotient categories \(\mathcal{E}(\mathcal{C})/\lbrack SE(\mathcal{C})\rbrack, \mathcal{E}(\mathcal{C})/\lbrack PE(\mathcal{C})\rbrack\) and \(\mathcal{E}(\mathcal{C})/\lbrack IE(\mathcal{C})\rbrack\) are equivalent to abelian category \(\text{mod-}\mathcal{C}/[\mathcal{P}]\).

Remark 4.3. Let \((\mathcal{C}, \mathcal{E})\) be a Frobenius category. Suppose that \(X_\bullet : 0 \to X_1 \to X_2 \to X_3 \to 0\) is a short exact sequence in \(\mathcal{E}\), then we have the following commutative diagram

\[
\begin{array}{cccccc}
0 & \to & \Omega X_3 & \to & P & \to & X_3 & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & X_1 & \to & X_2 & \to & X_3 & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & X_1 & \to & I & \to & \Omega^{-1}X_1 & \to & 0
\end{array}
\]

with rows in \(\mathcal{E}\). Hence, the equivalences between the quotient categories in Corollary 4.2 can be described as the following rotations:

\[
\alpha = \alpha_2^{-1}\beta_1 : \mathcal{E}(\mathcal{C})/\lbrack SE(\mathcal{C})\rbrack \cong \mathcal{E}(\mathcal{C})/\lbrack PE(\mathcal{C})\rbrack, \\
X_\bullet \mapsto (\Omega X_3 \to P \oplus X_1 \to X_2)
\]

\[
\beta = \beta_2^{-1}\alpha_1 : \mathcal{E}(\mathcal{C})/\lbrack SE(\mathcal{C})\rbrack \cong \mathcal{E}(\mathcal{C})/\lbrack IE(\mathcal{C})\rbrack, \\
X_\bullet \mapsto (X_2 \to X_3 \oplus I \to \Omega^{-1}X_1)
\]

By the dual of Lemma 3.10, the following is an equivalent statement of Corollary 4.2. We can compare it with [13, Theorem 1].

Corollary 4.4. Let \((\mathcal{C}, \mathcal{E})\) be a Frobenius category. Denote by \(\mathcal{P}\) the full subcategory of projective-injective objects in \(\mathcal{C}\), by \(\mathcal{U}_1\) the full subcategory of \(\text{Mono}(\mathcal{C})\) consisting of \((X \xrightarrow{1} X) \oplus (0 \to Y)\), by \(\mathcal{U}_2\) the full subcategory of \(\text{Mono}(\mathcal{C})\) consisting of \((X \xrightarrow{1} X) \oplus (Y \to P)\) with \(P \in \mathcal{P}\) and by \(\mathcal{U}_3\) the full subcategory of \(\text{Mono}(\mathcal{C})\) consisting of \((0 \to X) \oplus (Y \to P)\) with \(P \in \mathcal{P}\). Then all the quotient categories \(\text{Mono}(\mathcal{C})/\lbrack \mathcal{U}_1\rbrack, \text{Mono}(\mathcal{C})/\lbrack \mathcal{U}_2\rbrack\) and \(\text{Mono}(\mathcal{C})/\lbrack \mathcal{U}_3\rbrack\) are equivalent to \(\text{mod-}\mathcal{C}/[\mathcal{P}]\).

4.2. Abelian structure. Let \((\mathcal{C}, \mathcal{E})\) be an exact category with enough projectives. Then by Theorem 4.1, \(\mathcal{E}(\mathcal{C})/\lbrack SE(\mathcal{C})\rbrack\) is equivalent to \(\text{mod-}\mathcal{C}/[\mathcal{P}]\) thus has an abelian structure. In this subsection, we will prove that for general exact category \((\mathcal{C}, \mathcal{E})\), the quotient category \(\mathcal{E}(\mathcal{C})/\lbrack SE(\mathcal{C})\rbrack\) always has an abelian structure given by pushout and pullback diagrams.

Lemma 4.5. Assume that the following diagram

\[
\begin{array}{cccccc}
X_\bullet & 0 & \to & X_1 & \xrightarrow{f_1} & X_2 & \xrightarrow{f_2} & X_3 & \to & 0 \\
\downarrow \phi_\bullet & & \downarrow \phi_1 & & \downarrow \phi_2 & & \downarrow \phi_3 \\
Y_\bullet & 0 & \to & Y_1 & \xrightarrow{g_1} & Y_2 & \xrightarrow{g_2} & Y_3 & \to & 0
\end{array}
\]
is commutative with rows in $\mathcal{E}$. Then the following diagram

$$
\begin{array}{c}
\begin{array}{c}
K(\varphi_{*}) \rightarrow 0 \rightarrow X_{1} \rightarrow X_{2} \oplus Y_{1} \rightarrow Z \rightarrow 0 \\
\downarrow \kappa_{*} \downarrow \downarrow \downarrow \downarrow \downarrow \\
X_{\bullet} \rightarrow 0 \rightarrow X_{1} \rightarrow f_{1} \rightarrow f_{2} \rightarrow X_{3} \rightarrow 0 \\
\downarrow \pi_{*} \downarrow \varphi_{1} (I) \downarrow a_{1} \downarrow \\
I(\varphi_{*}) \rightarrow 0 \rightarrow Y_{1} \rightarrow Z \rightarrow X_{3} \rightarrow 0 \quad (4.1) \\
\downarrow \iota_{*} \downarrow h_{1} \downarrow \downarrow \downarrow \downarrow \downarrow \\
Y_{\bullet} \rightarrow 0 \rightarrow Y_{1} \rightarrow g_{1} \rightarrow g_{2} \rightarrow Y_{3} \rightarrow 0 \\
\downarrow c_{*} \downarrow h_{1} \downarrow (\frac{h_{2}}{a_{2}}) \downarrow (\frac{1}{g_{3}g_{2}}) \downarrow \\
C(\varphi_{*}) \rightarrow 0 \rightarrow Z \rightarrow X_{3} \oplus Y_{2} \rightarrow Y_{3} \rightarrow 0 \\
\end{array}
\end{array}
$$

is commutative with rows in $\mathcal{E}$, moreover, $\varphi_{*} = i_{*} \pi_{*}$.

**Proof.** By [11 Proposition 3.1], the morphism $\varphi_{*}$ factors through some short exact sequence $I(\varphi_{*})$ in $\mathcal{E}$ in such a way that $\varphi_{*} = i_{*} \pi_{*}$ and the squares (I) and (II) are both pushout and pullback diagrams. The sequences $K(\varphi_{*})$ and $C(\varphi_{*})$ belong to $\mathcal{E}$ since the squares (I) and (II) are both pushout and pullback diagrams. $\square$

**Lemma 4.6. ([15 Proposition 1.1])** Let $\varphi_{*} : X_{\bullet} \rightarrow Y_{\bullet}$ be a morphism in $\mathcal{E}(\mathcal{C})$. Then the following statements are equivalent.

(a) There is a morphism $p_{1} : X_{2} \rightarrow Y_{1}$ such that $\varphi_{1} = p_{1}f_{1}$.
(b) There is a morphism $p_{2} : X_{3} \rightarrow Y_{2}$ such that $\varphi_{3} = g_{2}p_{2}$.
(c) The morphism $\varphi_{*}$ is homotopic to zero.
(d) The morphism $\varphi_{*}$ factors through a split short exact sequence.
(e) The morphism $\varphi_{*} = 0$ in $\mathcal{E}(\mathcal{C})/[SE(\mathcal{C})]$.

**Lemma 4.7.** Let $\varphi_{*} : X_{\bullet} \rightarrow Y_{\bullet}$ be a morphism in $\mathcal{E}(\mathcal{C})$. Then $\varphi_{*}$ is a monomorphism in $\mathcal{E}(\mathcal{C})/[SE(\mathcal{C})]$ if and only if $(\frac{f_{1}}{\varphi_{1}})$ is a section.

**Proof.** For the “if” part, assume that there exists a morphism $(f_{1}', \varphi_{1}') : X_{2} \oplus Y_{1} \rightarrow X_{1}$ such that $(f_{1}', \varphi_{1}') (\frac{f_{1}}{\varphi_{1}}) = 1$. Suppose that $\psi_{*} : Z_{\bullet} \rightarrow X_{\bullet}$ is a morphism such that $\varphi_{*} \psi_{*} = 0$.

$$
\begin{array}{c}
\begin{array}{c}
Z_{\bullet} \rightarrow 0 \rightarrow Z_{1} \rightarrow Z_{2} \rightarrow Z_{3} \rightarrow 0 \\
\downarrow \psi_{*} \downarrow \downarrow \downarrow \downarrow \downarrow \\
X_{\bullet} \rightarrow 0 \rightarrow X_{1} \rightarrow f_{1} \rightarrow f_{2} \rightarrow X_{3} \rightarrow 0 \\
\downarrow \varphi_{*} \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
Y_{\bullet} \rightarrow 0 \rightarrow Y_{1} \rightarrow g_{1} \rightarrow g_{2} \rightarrow Y_{3} \rightarrow 0 \\
\end{array}
\end{array}
$$

By Lemma 4.6, there is a morphism $p_{1} : Z_{2} \rightarrow Y_{1}$ such that $\varphi_{1} \psi_{1} = p_{1}h_{1}$. Thus there exists a morphism $q_{1} = (f_{1}', \varphi_{1}') (\frac{\psi_{1}}{p_{1}}) : Z_{2} \rightarrow X_{1}$ such that $q_{1}h_{1} = (f_{1}' \psi_{2} + \varphi_{1}' p_{1}) h_{1} = (f_{1}' f_{1} + \varphi_{1}' \varphi_{1}) \psi_{1} = \psi_{1}$. We infer that $\psi_{*} = 0$ by Lemma 4.6 again.
For the “only if” part, there is a morphism $p_1 = (0, 1) : X_2 \oplus Y_1 \to Y_1$ such that $\varphi_1 = p_1 (f_1')$, so we have $\varphi_* h_* = i_* \pi_* k_* = 0$ by Lemma 4.6 and Lemma 4.4. Since $\varphi_*$ is a monomorphism, we have $h_* = 0$, thus $f_1'$ is a section by Lemma 4.3. \hfill \Box

When $C$ is a certain abelian category, the following theorem was appeared in [14, Theorem 2.5].

**Theorem 4.8.** Let $(C, \mathcal{E})$ be an exact category. Then the quotient $\mathcal{E}(C)/[S\mathcal{E}(C)]$ is an abelian category whose kernels and cokernels are given by pullback and pushout diagrams.

**Proof.** Suppose that $\varphi_* : X_* \to Y_*$ is a morphism in $\mathcal{E}(C)$. As notations in diagram (4.1), we claim that $h : K(\varphi_*) \to X_*$ is a kernel of $\varphi_*$. By Lemma 4.7, $h$ is a monomorphism. Since $\varphi_1 = (0, 1) (f_1')$, it follows from Lemma 4.4 that $\varphi_* h_* = 0$. Assume that there is a morphism $\psi_* : Z_* \to X_*$ such that $\varphi_* \psi_* = 0$, then by Lemma 4.6 there is a morphism $p_1 : Z_2 \to Y_1$ such that $\varphi_1 \psi_1 = p_1 h_1$. Since $(f_1') h_1 = \phi_p \psi_1$, we obtain the following commutative diagram:

$$
\begin{array}{ccccccc}
0 & \longrightarrow & Z_1 & \stackrel{h_1}{\longrightarrow} & Z_2 & \stackrel{h_2}{\longrightarrow} & Z_3 & \longrightarrow & 0 \\
& \downarrow & & & \downarrow & & & \downarrow & \\
0 & \longrightarrow & X_1 & \stackrel{(f_1')}{\longrightarrow} & X_2 \oplus Y_1 & \stackrel{(p_1 + h_1)}{\longrightarrow} & Z & \longrightarrow & 0 \\
\end{array}
$$

By a direct checking, we have $\psi_* = h \theta_*$. Dually we can show that $\psi_* : Y_* \to C(\varphi_*)$ is a cokernel of $\varphi_*$. It remains to show that $\text{Coker}(\text{Ker}(\varphi_*)) \cong \text{Ker}(\text{Coker}(\varphi_*))$, that is, $\text{Coker}(h_*) \cong \text{Ker}(h_*)$. Indeed, the following commutative diagram

$$
\begin{array}{ccccccc}
\text{Coker}(h_*) & 0 & \longrightarrow & X_2 \oplus Y_1 \stackrel{\left(\begin{array}{cc} a_1 & 0 \\ 1 & -h_1 \end{array}\right)}{\longrightarrow} X_2 \oplus Z \stackrel{\left(\begin{array}{cc} f_1 & -h_2 \\ a_1 & 0 -1 \end{array}\right)}{\longrightarrow} X_3 \longrightarrow 0 \\
& \downarrow & & & \downarrow & & & \downarrow & \\
\text{I}(\varphi_*) & 0 & \longrightarrow & X_2 \oplus Y_1 \stackrel{\left(\begin{array}{cc} 1 & 0 \\ 0 & h_1 \end{array}\right)}{\longrightarrow} X_2 \oplus Z \stackrel{\left(\begin{array}{cc} 0 & h_2 \\ 0 & -1 \end{array}\right)}{\longrightarrow} X_3 \longrightarrow 0 \\
\end{array}
$$

shows that $\text{Coker}(h_*) \cong \text{I}(\varphi_*)$. The following commutative diagram

$$
\begin{array}{ccccccc}
\text{I}(\varphi_*) & 0 & \longrightarrow & Y_1 \stackrel{\left(\begin{array}{cc} h_1 \\ 0 \end{array}\right)}{\longrightarrow} Z \oplus Y_2 \stackrel{\left(\begin{array}{cc} h_2 & 0 \\ 0 & 1 \end{array}\right)}{\longrightarrow} X_3 \oplus Y_2 \longrightarrow 0 \\
& \downarrow & & & \downarrow & & & \downarrow & \\
\text{Ker}(\varphi_*) & 0 & \longrightarrow & Y_1 \stackrel{\left(\begin{array}{cc} h_1 \\ 0 \end{array}\right)}{\longrightarrow} Z \oplus Y_2 \stackrel{\left(\begin{array}{cc} h_2 & 0 \\ 0 & -1 \end{array}\right)}{\longrightarrow} X_3 \oplus Y_2 \longrightarrow 0 \\
\end{array}
$$

implies that $\text{I}(\varphi_*) \cong \text{Ker}(\varphi_*)$. We are done. \hfill \Box

**Remark 4.9.** Let $(C, \mathcal{E})$ be an exact category with enough projectives. Then $\mathcal{E}(C)/[S\mathcal{E}(C)] \cong \text{mod-}C/[\mathcal{P}]$ thus has an abelian structure. Theorem 4.8 tells us that the quotient $\mathcal{E}(C)/[S\mathcal{E}(C)]$ has an abelian structure given by pullout and pullback diagrams. In fact, the two abelian structures are the same by Remark 2.2.

**Remark 4.10.** Let $\varphi_* : X_* \to Y_*$ be a monomorphism in $\mathcal{E}(C)/[S\mathcal{E}(C)]$. Then by Lemma 4.5, we have $\varphi_* = i_* \pi_*$. Note that $\pi_* : X_* \to I(\varphi_*)$ is both a monomorphism and an epimorphism, thus it is an isomorphism. Therefore, for convenience
when we mention a monomorphism \( \varphi_* : X_* \to Y_* \) in \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \), we can assume that \( \varphi_1 = 1 \).

### 4.3. Projective objects, injective objects and Hilton-Rees Theorem

Let \((\mathcal{C}, \mathcal{E})\) be an exact category. We first provide the projective objects and injective objects in \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \).

**Proposition 4.11.** Let \((\mathcal{C}, \mathcal{E})\) be an exact category.

(a) Each short exact sequence \( P_X : 0 \to \Omega X \xrightarrow{f_1} P \xrightarrow{f_2} X \to 0 \) in \( \mathcal{E} \) with \( P \) projective is a projective object in \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \).

(b) If \((\mathcal{C}, \mathcal{E})\) has enough projectives, then each projective object in \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \) is of the form \( P_X \) for some object \( X \) in \( \mathcal{C} \). In this case, \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \) has enough projectives.

**Proof.** (a) Assume that \( \varphi_* : Y_* \to Z_* \) is an epimorphism and \( \psi_* : P_X \to Z_* \) is a morphism in \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \). By the dual version of Remark 4.10, we assume that \( \varphi_3 = 1 \). Since \( P \) is projective, we obtain a morphism \( \phi_* : P_X \to Y_* \) such that \( \phi_3 = \psi_3 \). Since \( \psi_3 = \varphi_3 \phi_3 \), it follows that \( \psi_* = \varphi_* \phi_* \) by Lemma 4.6. Therefore, \( P_X \) is projective.

(b) Suppose that \( X_* : 0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \to 0 \) is an object in \( \mathcal{E}(\mathcal{C}) \). Since \( \mathcal{C} \) has enough projectives, there exists a short exact sequence \( P_{X_3} : 0 \to \Omega X_3 \xrightarrow{g_1} P \xrightarrow{g_2} X_3 \to 0 \) in \( \mathcal{E} \) with \( P \) projective. Thus we have the following commutative diagram:

\[
\begin{array}{ccccccccc}
P_{X_3} & 0 & \longrightarrow & \Omega X_3 & \xrightarrow{g_1} & P & \xrightarrow{g_2} & X_3 & \longrightarrow & 0 \\
\downarrow{\varphi_*} & & \downarrow{\varphi_1} & & \downarrow{\varphi_2} & & \downarrow{\varphi} & & \downarrow{\varphi} & \\
X_* & 0 & \longrightarrow & X_1 & \xrightarrow{f_1} & X_2 & \xrightarrow{f_2} & X_3 & \longrightarrow & 0
\end{array}
\]

Consequently, \( \varphi_* : P_{X_3} \to X_* \) is an epimorphism where \( P_{X_3} \) is projective by (a). In particular, assume that \( X_* \) is a projective object in \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \), then there is an epimorphism \( \varphi_* : P_{X_3} \to X_* \). Since \( X_3 \) is projective, \( \varphi_* \) is split. Thus each projective object of \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \) is of the form \( P_X \) for some object \( X \) in \( \mathcal{C} \). \( \square \)

**Corollary 4.12.** Let \((\mathcal{C}, \mathcal{E})\) be a Frobenius category, then \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \) is a Frobenius abelian category.

**Remark 4.13.** Assume that \((\mathcal{C}, \mathcal{E})\) is an exact category with enough projectives. If \( \mathcal{C} \) admits an additive generator \( M \), then \( P_M \) is a projective generator for \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \). Therefore, \( \mathcal{E}(\mathcal{C})/[{SE}(\mathcal{C})] \cong \text{mod-End}P_M \cong \text{mod-}B \), where \( B \) is the stable Auslander algebra of \( \mathcal{C} \). See subsection 3.4 for more details.

Recall that given a short exact sequence \( \delta : 0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \to 0 \) in \( \mathcal{E} \), we define the contravariant defect \( \delta^* \) and the covariant defect \( \delta_* \) by the following exact sequence of functors

\[
0 \to \mathcal{C}(\mathcal{C}, X_1) \xrightarrow{\mathcal{C}(\cdot, f_1)} \mathcal{C}(\mathcal{C}, X_2) \xrightarrow{\mathcal{C}(\cdot, f_2)} \mathcal{C}(\mathcal{C}, X_3) \to \delta^* \to 0,
\]

\[
0 \to \mathcal{C}(X_3, \mathcal{C}) \xrightarrow{\mathcal{C}(f_2, \cdot)} \mathcal{C}(X_2, \mathcal{C}) \xrightarrow{\mathcal{C}(f_1, \cdot)} \mathcal{C}(X_1, \mathcal{C}) \to \delta_* \to 0.
\]

**Example 4.14.** (a) Let \( \delta = P_X : 0 \to \Omega X \to P \to X \to 0 \) with \( P \in \mathcal{P} \). Then \( \delta^* = \mathcal{C}/[\mathcal{P}](\mathcal{C}, X) \) and \( \delta_* = \mathcal{E}_{\mathcal{C}}^1(X, \mathcal{C}) \).
Let $\delta = I_X : 0 \to X \to I \to \Omega^{-1}X \to 0$ with $I \in \mathcal{I}$. Then $\delta^* = \text{Ext}_C^1(-, X)$ and $\delta_* = \mathcal{C}/\mathcal{I}(X, -)$.

**Remark 4.15.** Let $(\mathcal{C}, \mathcal{E})$ be an exact category with enough projectives and injectives.

(a) In Theorem 4.11 the equivalence $\alpha_1 : \mathcal{E}(\mathcal{C})/[S\mathcal{E}(\mathcal{C})] \cong \text{mod-}\mathcal{C}/[\mathcal{P}]$ is given by $\delta \mapsto \delta^*$, and the equivalence $\beta_1 : \mathcal{E}(\mathcal{C})/[S\mathcal{E}(\mathcal{C})] \cong (\text{mod-}(\mathcal{C}/[\mathcal{I}])^{\text{op}})^{\text{op}}$ is given by $\delta \mapsto \delta_*$.

(b) In $\text{mod-}\mathcal{C}/[\mathcal{P}]$, each projective object is of the form $\mathcal{C}/[\mathcal{P}](-, X)$, and each injective object is of the form $\text{Ext}_\mathcal{C}^1(-, X)$.

**Proof.** (a) Assume that $\delta : 0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \to 0$ is a short exact sequence in $\mathcal{E}$. Recall that $\alpha_1(\delta) = \text{Coker}(\mathcal{C}/[\mathcal{P}](-, f_2))$ and $\delta^* = \text{Coker}(\mathcal{C}(-, f_2))$. Since $\delta^*(\mathcal{P}) = 0$, we can view $\delta^*$ as a finitely presented $\mathcal{C}/[\mathcal{P}]$-module by Proposition 2.4

(b) It follows from Proposition 4.11 and Example 4.14 since $\mathcal{E}(\mathcal{C})/[S\mathcal{E}(\mathcal{C})] \cong \text{mod-}\mathcal{C}/[\mathcal{P}]$. □

**Proposition 4.16.** Let $(\mathcal{C}, \mathcal{E})$ be an exact category with enough projectives and injectives. Then there is a duality

$$\Phi : \text{mod-}\mathcal{C}/[\mathcal{P}] \to \text{mod-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}, \quad \delta^* \mapsto \delta_*.$$ 

Moreover, by restrictions, we obtain the following two dualities

$$\Phi : \text{proj-}\mathcal{C}/[\mathcal{P}] \to \text{inj-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}, \quad \mathcal{C}/[\mathcal{P}](-, X) \mapsto \text{Ext}_\mathcal{C}^1(X, -).$$

$$\Phi : \text{inj-}\mathcal{C}/[\mathcal{P}] \to \text{proj-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}, \quad \text{Ext}_\mathcal{C}^1(-, X) \mapsto \mathcal{C}/[\mathcal{I}](X, -).$$

**Proof.** It is a direct consequence of Remark 4.15(a) and Example 4.14 □

The following result is implied in Proposition 4.16.

**Theorem 4.17.** (Hilton-Rees Theorem, see [13, 32]) Let $(\mathcal{C}, \mathcal{E})$ be an exact category with enough projectives and injectives.

(a) There is an isomorphism between $\mathcal{C}/[\mathcal{P}](Y, X)$ and the group of natural transformations from $\text{Ext}_\mathcal{C}^1(X, -)$ to $\text{Ext}_\mathcal{C}^1(Y, -)$.

(b) There is an isomorphism between $\mathcal{C}/[\mathcal{I}](X, Y)$ and the group of natural transformations from $\text{Ext}_\mathcal{C}^1(-, X)$ to $\text{Ext}_\mathcal{C}^1(-, Y)$.

The following is a variant of [41 Section 7].

**Proposition 4.18.** Let $(\mathcal{C}, \mathcal{E})$ be an exact category with enough projectives and $F$ be an object in $\text{mod-}\mathcal{C}/[\mathcal{P}]$. Then there exists a short exact sequence $0 \to X_1 \to X_2 \to X_3 \to 0$ in $\mathcal{E}$, such that the following sequence

$$\cdots \to \mathcal{C}/[\mathcal{P}](-, \Omega^2 X_3) \to \mathcal{C}/[\mathcal{P}](-, \Omega X_1) \to \mathcal{C}/[\mathcal{P}](-, \Omega X_2) \to \mathcal{C}/[\mathcal{P}](-, \Omega X_3) \to \mathcal{C}/[\mathcal{P}](-, X_1) \to \mathcal{C}/[\mathcal{P}](-, X_2) \to \mathcal{C}/[\mathcal{P}](-, X_3) \to F \to 0$$

is a projective resolution of $F$. Moreover, if $(\mathcal{C}, \mathcal{E})$ has enough injectives, then the following sequence

$$0 \to F \to \text{Ext}_\mathcal{C}^1(-, X_1) \to \text{Ext}_\mathcal{C}^1(-, X_2) \to \text{Ext}_\mathcal{C}^1(-, X_3) \to \text{Ext}_\mathcal{C}^2(-, X_1) \to \cdots$$

is an injective resolution of $F$. 

Proof. The existence of short exact sequence \(0 \to X_1 \to X_2 \to X_3 \to 0\) follows from the equivalence \(E(C)/[SE(C)] \cong \text{mod-}C/[P]\). Thus we have an exact sequence \(0 \to C(-, X_1) \to C(-, X_2) \to C(-, X_3) \to F \to 0\).

A direct checking proves that the sequence
\[
C/[P](-, X_1) \to C/[P](-, X_2) \to C/[P](-, X_3) \to F \to 0
\]
is exact. The following commutative diagram
\[
\begin{array}{c}
0 \to \Omega X_3 \to P \to X_3 \to 0 \\
\downarrow \quad \downarrow \quad \downarrow \\
0 \to X_1 \to X_2 \to X_3 \to 0
\end{array}
\]
implies that \(\Omega X_3 \to X_1 \to X_2 \to X_3\) is a left triangle in \(C/[P]\). Since \(C/[P](X, -)\) is a homological functor, the sequence
\[
\cdots \to C/[P](-, \Omega X_2) \to C/[P](-, \Omega X_3) \to C/[P](-, X_1) \to \\
C/[P](-, X_2) \to C/[P](-, X_3)
\]
is exact. The sequences (4.4) and (4.5) together show that sequence (4.2) is a projective resolution of \(F\).

Since the sequence (4.3) is exact, it remains to show that \(\text{Ext}^{i}_C(-, X)\) is injective for \(i \geq 2\). Indeed, since \((C, \mathcal{E})\) has enough injectives, by choosing injective envelopes, we have
\[
\text{Ext}^{i}_C(-, X) \cong \text{Ext}^{i-1}_C(-, \Omega^{-1}X) \cong \cdots \cong \text{Ext}^{1}_C(-, \Omega^{-1+1}X).
\]

4.4. Simple objects and Auslander-Reiten theory. In this subsection, we always assume that \((C, \mathcal{E})\) is an Ext-finite \(k\)-linear exact category, where Ext-finite means that all morphism and extension modules \(C(X, Y)\) and \(\text{Ext}^{i}_C(X, Y)\) have finite length over \(k\).

Recall that a non-split exact sequence \(0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \to 0\) is called an Auslander-Reiten sequence if the following two conditions are satisfied:

(a) If \(g : X_1 \to Y\) is not a section, then \(g\) factors through \(f_1\).
(b) If \(h : Z \to X_3\) is not a retraction, then \(h\) factors through \(f_2\).

We say \(C\) has right (resp. left) Auslander-Reiten sequences if each non-projective (resp. non-injective) object is the ending (resp. starting) term of an Auslander-Reiten sequence. We say \(C\) has Auslander-Reiten sequences if it has both right and left Auslander-Reiten sequences.

Lemma 4.19. Let \(X_\bullet\) be a simple object in \(E(C)/[SE(C)]\), then \(X_\bullet\) is isomorphic to \(X'_\bullet: 0 \to X'_1 \xrightarrow{f'_1} X'_2 \xrightarrow{f'_2} X'_3 \to 0\), where \(X'_1\) and \(X'_3\) are indecomposable.

Proof. Assume that \(X_\bullet\) is of the form \(0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \to 0\) with \(f_1, f_2 \in J_C\). Suppose that \(X_1 = X'_1 \oplus X'_2\), where \(X'_1\) is indecomposable. Then there exist two canonical morphisms \(i : X'_1 \to X_1\) and \(\pi : X_1 \to X'_1\) such that \(\pi i = 1\). Considering the pushout of \(f_1\) and \(\pi\), we have the following commutative diagram
\[
\begin{array}{c}
X_\bullet \\
\downarrow \phi_\bullet \\
X'_\bullet
\end{array}
\begin{array}{c}
0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \to 0 \\
\downarrow \pi \downarrow \phi_2 \\
0 \to X'_1 \xrightarrow{g_1} X'_2 \xrightarrow{g_2} X'_3 \to 0
\end{array}
\]
whose second row belongs to \( \mathcal{E} \). Since \( X_\bullet \) is a simple object, \( \varphi_\bullet \) is either zero or a monomorphism. Noting \( \varphi_\bullet \) is an epimorphism, we claim that \( \varphi_\bullet \) is a monomorphism; thus it is an isomorphism. Otherwise, \( \varphi_\bullet = 0 \), thus there exists a morphism \( p : X_2 \to X'_1 \) such that \( \pi = pf_1 \). The following commutative diagram

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & X'_1 & \xrightarrow{i} & X' & \longrightarrow & 0 & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & X_1 & \xrightarrow{f_1} & X_2 & \xrightarrow{f_2} & X_3 & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & X'_1 & \xrightarrow{\pi} & X'_1 & \longrightarrow & 0 & \longrightarrow & 0 \\
\end{array}
\]

implies that \( f_1 \notin J_C \). It is a contradiction. Therefore, \( X_\bullet \) is isomorphic to \( X'_\bullet \). \( \square \)

We compare the following result with [42, Propostion 14] and [6, Proposition 4.1].

**Theorem 4.20.** Let \((\mathcal{C}, \mathcal{E})\) be an Ext-finite \( k \)-linear exact category.

(a) Assume that \( X_\bullet : 0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \to 0 \) is a non-split short exact sequence in \( \mathcal{E} \) where \( X_1 \) and \( X_3 \) are indecomposable. Then \( X_\bullet \) is a simple object in \( \mathcal{E}(\mathcal{C})/([\mathcal{E}(\mathcal{C})] \] if and only if \( X_\bullet \) is an Auslander-Reiten sequence in \( \mathcal{C} \).

(b) There is a bijection between the set of isoclasses of simple objects in \( \mathcal{E}(\mathcal{C})/([\mathcal{E}(\mathcal{C})] \) and the set of isoclasses of Auslander-Reiten sequences in \( \mathcal{C} \).

**Proof.** (a) For the “only if” part, suppose that \( \varphi_1 : X_1 \to Y_1 \) is not a section, then we have the following commutative diagram

\[
\begin{array}{ccccccccc}
X_\bullet & \longrightarrow & 0 & \longrightarrow & X_1 & \xrightarrow{f_1} & X_2 & \xrightarrow{f_2} & X_3 & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
Y_\bullet & \longrightarrow & 0 & \longrightarrow & Y_1 & \xrightarrow{g_1} & Y_2 & \xrightarrow{g_2} & X_3 & \longrightarrow & 0 \\
\end{array}
\]

which is induced by the pushout of \( f_1 \) and \( \varphi_1 \). Since \( f_1 \) and \( \varphi_1 \) are not sections and \( X_1 \) is indecomposable, the morphism \( (f_1, \varphi_1) \) is not a section. Thus \( \varphi_\bullet = 0 \) is not a monomorphism by Lemma 4.7. We infer that \( \varphi_\bullet = 0 \) since \( X_\bullet \) is a simple object. It follow from Lemma 4.6 that \( \varphi_1 \) factors through \( f_1 \). Dually, we can prove that if \( \varphi_3 : Z_3 \to X_3 \) is not a retraction, then \( \varphi_3 \) factors through \( f_2 \). Thus \( X_\bullet \) is an Auslander-Reiten sequence.

For the “ if” part, assume that \( \varphi_\bullet : X_\bullet \to Y_\bullet \) is a morphism in \( \mathcal{E} \). If \( \varphi_1 \) is a section, then \( (\varphi_1, \varphi_\bullet) \) is a section, thus \( \varphi_\bullet \) is a monomorphism. If \( \varphi_1 \) is not a section, then \( \varphi_1 \) factors through \( f_1 \) since \( X_\bullet \) is an Auslander-Reiten sequence, thus \( \varphi_\bullet = 0 \). Therefore, each morphism \( \varphi_\bullet : X_\bullet \to Y_\bullet \) is either a monomorphism or a zero morphism. It means that \( X_\bullet \) is a simple object in \( \mathcal{E}(\mathcal{C})/([\mathcal{E}(\mathcal{C})] \).

(b) It follows from Lemma 4.19 and (a). \( \square \)

From now on to the end of this subsection, we assume that \((\mathcal{C}, \mathcal{E})\) is an exact category with enough projectives and injectives. If \( \mathcal{C} \) is also a dualizing \( k \)-variety, then \( \mathcal{C}/[\mathcal{P}] \) and \( \mathcal{C}/[\mathcal{I}] \) are also dualizing \( k \)-varieties (see Example 2.5(d)). We have
two dualities $\Phi : \text{mod-}C/|P| \to \text{mod-}(C/|I|)\text{op}$ and $D : \text{mod-}(C/|I|)\text{op} \to \text{mod-}C/|I|$. The composition of $\Phi$ and $D$ defines an equivalence

$$\Theta : \text{mod-}C/|P| \xrightarrow{\Phi} \text{mod-}(C/|I|)\text{op} \xrightarrow{D} \text{mod-}C/|I|.$$  

We consider the following restriction

$$\Theta : \text{proj-}C/|P| \xrightarrow{\Phi} \text{inj-}(C/|I|)\text{op} \xrightarrow{D} \text{proj-}C/|I|.$$  

Since the projective object in $\text{mod-}C/|I|$ is of the form $C/|I|(-, Y)$, we have

$$\Theta(C/|P|(-, X)) = D\text{Ext}^1_C(X, -) \cong C/|I|(-, Y)$$  

for some $Y \in C$. Therefore, there is an equivalence $\tau : C/|P| \cong C/|I|$ mapping $X$ to $Y$. The functor $\tau$ induces an equivalence $\tau^{-1} \circ \text{mod-}C/|P| \cong \text{mod-}C/|I|$, $F \mapsto F\tau^{-1}$, such that $D\Phi = \tau^{-1}$. Assume that $\delta$ is a short exact sequence in $\mathcal{E}$, then $D\Phi(\delta^* ) = D\delta_\tau$. On the other hand, $\tau^{-1}(\delta^*) = \delta^* \tau^{-1}$. Hence, we have $D\delta_\tau = \delta^* \tau^{-1}$.

To summarize, we have the following generalized Auslander-Reiten duality and defect formula.

**Theorem 4.21.** Let $(C, \mathcal{E})$ be an Ext-finite exact category with enough projectives and injectives. Assume that $C$ is a dualizing $k$-variety. Then there is an equivalence $\tau : C/|P| \cong C/|I|$ satisfying the following properties:

(a) $D\text{Ext}^1_C(X, -) = C/|P|(-, \tau X)$ and $D\delta_\tau = \delta^* \tau^{-1}$. Then $D\delta^* = \delta_\tau \tau^{-1}$ follows from $D\delta_\tau = \delta^* \tau^{-1}$. If $\delta = I_X$, then $\delta^* = \text{Ext}^1_C(X, -)$ and $\delta_\tau = C/|I|(X, \tau -) \cong C/|P|(-, \tau X)$. Since $D\delta^* = \delta_\tau$, we have $D\text{Ext}^1_C(X, -) \cong C/|P|(-, \tau X)$. The last assertion follows from (a) and [29, Theorem 1.1]; see [31, Theorem 3.6] for the exact version.

**Corollary 4.22.** ([38, Theorem 7.1.3]) Let $C$ be a dualizing $k$-variety, then $\text{mod-}C$ has Auslander-Reiten sequences.

**Proof.** By Example 2.5(b), $\text{mod-}C$ is a dualizing $k$-variety, moreover, it is an abelian category with enough projectives and enough injectives. Thus the consequence follows from Theorem 4.21.

**Remark 4.23.** Let $A$ be an Artin $k$-algebra and $C = \text{mod-}A$. Then $C$ satisfies all the conditions in Theorem 4.21 and the functor $\tau : C/|P| \cong C/|I|$ is given by $DTr$.  

4.5. **Higher version.** In this subsection, we assume that $n$ is an integer greater than or equal to 1 and $(C, \mathcal{E}_n)$ is an $n$-exact category in the sense of Jasso (see [22]). Let $X_\bullet : 0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \cdots \xrightarrow{f_{n+1}} X_{n+2} \to 0$ be an $n$-exact sequence in $\mathcal{E}_n$, we say $f_1$ is an admissible monomorphism and $f_{n+1}$ is an admissible epimorphism. We always view $X_\bullet$ as a complex over $C$ concentrated on degree $1, 2, \ldots, n + 2$. We denote by $\mathcal{E}_n(C)$ the category of all $n$-exact sequences in $\mathcal{E}_n$ where the morphisms between two $n$-exact sequences are given by morphisms of complexes, and by $C\mathcal{E}_n(C)$ the full subcategory of $\mathcal{E}_n(C)$ formed by contractible $n$-exact sequences.
Assume that \((\mathcal{C}, \mathcal{E}_n)\) is an \(n\)-exact category. An object \(P \in \mathcal{C}\) is projective if for each admissible epimorphism \(f : X \to Y\) the sequence \(\mathcal{C}(P, X) \to \mathcal{C}(P, Y) \to 0\) is exact. The full subcategory of \(\mathcal{C}\) formed by projectives is denoted by \(\mathcal{P}\). We say \((\mathcal{C}, \mathcal{E}_n)\) has enough projectives if for each object \(X \in \mathcal{C}\) there is an \(n\)-exact sequence \(P_X : 0 \to Y \to P_n \to \cdots \to P_1 \to X \to 0\) in \(\mathcal{E}_n\) with \(P_i \in \mathcal{P}\). We denote by \(P\mathcal{E}_n(\mathcal{C})\) the full subcategory of \(\mathcal{E}_n(\mathcal{C})\) formed by \(P_X\) and contractible \(n\)-exact sequences \(X_\bullet\) with \(f_{n+1} = 1\). Dually, we define injective objects and \((\mathcal{C}, \mathcal{E}_n)\) has enough injectives. The full subcategory of \(\mathcal{C}\) formed by injectives is denoted by \(\mathcal{I}\). We denote by \(I\mathcal{E}_n(\mathcal{C})\) the full subcategory of \(\mathcal{E}_n(\mathcal{C})\) formed by \(I_X : 0 \to X \to I_1 \to \cdots \to I_n \to Y \to 0\) with \(I_i \in \mathcal{I}\) and contractible \(n\)-exact sequences \(X_\bullet\) with \(f_1 = 1\).

With notations as above, we have the following higher version of Theorem 4.11.

**Theorem 4.24.** Let \((\mathcal{C}, \mathcal{E}_n)\) be an \(n\)-exact category.

(a) If \((\mathcal{C}, \mathcal{E}_n)\) has enough projectives, then we have the following equivalences:

\[
\mathcal{E}_n(\mathcal{C})/[C\mathcal{E}_n(\mathcal{C})] \cong \text{mod-}\mathcal{C}/[\mathcal{P}], \mathcal{E}_n(\mathcal{C})/[P\mathcal{E}_n(\mathcal{C})] \cong (\text{mod-}(\mathcal{C}/[\mathcal{P}])^{\text{op}})^{\text{op}}.
\]

(b) If \((\mathcal{C}, \mathcal{E}_n)\) has enough injectives, then we have the following equivalences:

\[
\mathcal{E}_n(\mathcal{C})/[C\mathcal{E}_n(\mathcal{C})] \cong (\text{mod-}(\mathcal{C}/[\mathcal{I}])^{\text{op}})^{\text{op}}, \mathcal{E}_n(\mathcal{C})/[I\mathcal{E}_n(\mathcal{C})] \cong \text{mod-}\mathcal{C}/[\mathcal{I}].
\]

**Lemma 4.25.** ([22] Proposition 4.8) Let \((\mathcal{C}, \mathcal{E}_n)\) be an \(n\)-exact category. If the sequence

\[
0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \cdots \xrightarrow{f_n} X_{n+1} \xrightarrow{f_{n+1}} X_{n+2} \to 0
\]

is an \(n\)-exact sequence in \(\mathcal{E}_n\), then the following statements are equivalent.

(a) The diagram

\[
\begin{array}{ccccccc}
X_1 & \xrightarrow{f_1} & X_2 & \xrightarrow{f_2} & \cdots & \xrightarrow{f_{n-1}} & X_n & \xrightarrow{f_n} & X_{n+1} \\
\downarrow{\phi_1} & & \downarrow{\phi_2} & & \cdots & & \downarrow{\phi_n} & & \\
Y_1 & \xrightarrow{g_1} & Y_2 & \xrightarrow{g_2} & \cdots & \xrightarrow{g_{n-1}} & Y_n & \xrightarrow{g_n} & Y_{n+1}
\end{array}
\]

is an \(n\)-pushout and \(n\)-pullback diagram.

(b) The sequence

\[
\cdots \to X_{n+1} \oplus Y_n \xrightarrow{(\phi_{n+1}, g_n)} Y_{n+1} \to 0
\]

is an \(n\)-exact sequence in \(\mathcal{E}_n\).

(c) There exists a commutative diagram

\[
\begin{array}{ccccccccccc}
0 & \xrightarrow{f_1} & X_1 & \xrightarrow{f_2} & X_2 & \xrightarrow{f_3} & \cdots & \xrightarrow{f_{n-1}} & X_n & \xrightarrow{f_n} & X_{n+1} & \xrightarrow{f_{n+1}} & X_{n+2} & 0 \\
\downarrow{\phi_1} & & \downarrow{\phi_2} & & \cdots & & \downarrow{\phi_n} & & \downarrow{1} & & \downarrow{1} & & \\
0 & \xrightarrow{g_1} & Y_1 & \xrightarrow{g_2} & Y_2 & \xrightarrow{g_3} & \cdots & \xrightarrow{g_{n-1}} & Y_n & \xrightarrow{g_n} & Y_{n+1} & \xrightarrow{g_{n+1}} & X_{n+2} & 0
\end{array}
\]

such that the second row is an \(n\)-exact sequence in \(\mathcal{E}_n\).

The following lemma is a higher version of Lemma 4.5.
Lemma 4.26. Assume that the following diagram

\[
\begin{array}{c}
X_0 \xrightarrow{\varphi_0} X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \cdots \xrightarrow{f_n} X_{n+1} \xrightarrow{f_{n+1}} X_{n+2} \xrightarrow{0} \\
Y_0 \xrightarrow{\psi_0} Y_1 \xrightarrow{g_1} Y_2 \xrightarrow{g_2} \cdots \xrightarrow{g_n} Y_{n+1} \xrightarrow{g_{n+1}} Y_{n+2} \xrightarrow{0}
\end{array}
\]

is commutative with rows in \(E_n\). Then we get the following commutative diagram

\[
\begin{array}{c}
K(\varphi_0) \xrightarrow{k_0} K(\varphi_0) \xrightarrow{\phi_0} X_1 \oplus Y_1 \xrightarrow{(f_1, 0)} X_2 \oplus Y_2 \xrightarrow{(f_2, 0)} \cdots \xrightarrow{(f_n, 0)} X_{n+1} \oplus Y_{n+1} \xrightarrow{(f_{n+1}, 0)} X_{n+2} \oplus Y_{n+2} \xrightarrow{0} \\
I(\varphi_0) \xrightarrow{i_0} I(\varphi_0) \xrightarrow{\psi_0} X_1 \xrightarrow{(0, 0)} X_2 \xrightarrow{(0, 0)} \cdots \xrightarrow{(0, 0)} X_{n+1} \xrightarrow{(0, 0)} X_{n+2} \xrightarrow{0} \\
C(\varphi_0) \xrightarrow{c_0} C(\varphi_0) \xrightarrow{\chi_0} Z_1 \xrightarrow{(h_1, 0)} Z_2 \xrightarrow{(h_2, 0)} \cdots \xrightarrow{(h_n, 0)} Z_{n+1} \xrightarrow{(h_{n+1}, 0)} Z_{n+2} \xrightarrow{0}
\end{array}
\]

with rows in \(E_n\), moreover, \(\varphi_0 = i_0 \pi_0 \) in \(E_n(\mathcal{C})/([E_n(\mathcal{C})])\).

Proof. By [22 Proposition 4.9], there exist two morphisms \(\pi : X_0 \to I(\varphi_0)\) and \(i : I(\varphi_0) \to Y_0\) such that \(I(\varphi_0) \in E_n\) and \(\varphi_0 = i_0 \pi_0 \) in \(E_n(\mathcal{C})/([E_n(\mathcal{C})])\). The sequences \(K(\varphi_0)\) and \(C(\varphi_0)\) are \(n\)-exact sequences in \(E_n\) by Lemma 4.25.

\[\square\]

Theorem 4.27. Let \((\mathcal{C}, E_n)\) be an \(n\)-exact category. Then the category \(E_n(\mathcal{C})/([E_n(\mathcal{C})])\) is an abelian category whose kernels and cokernels are given by \(n\)-pullback and \(n\)-pushout diagrams.

Proof. The proof is similar to that of Theorem 4.28. \[\square\]

Definition 4.28. (see [20]) An \(n\)-exact sequence \(0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \cdots \xrightarrow{f_{n+1}} X_{n+2} \to 0\) is called an \(n\)-Auslander-Reiten sequence if the following conditions are satisfied:

(a) All \(f_i \in J_\mathcal{C}\).
(b) If \(g : X_1 \to Y\) is not a section, then \(g\) factors through \(f_1\).
(c) If \(h : Z \to X_{n+2}\) is not a retraction, then \(h\) factors through \(f_{n+1}\).

The following is a higher analogue of Theorem 4.29.

Theorem 4.29. Let \((\mathcal{C}, E_n)\) be an Ext-finite \(k\)-linear \(n\)-exact category.

(a) Assume that \(X_\bullet : 0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \cdots \xrightarrow{f_{n+1}} X_{n+2} \to 0\) is an \(n\)-exact sequence in \(E_n\), where \(f_i \in J_\mathcal{C}, X_1\) and \(X_{n+2}\) are indecomposable. Then \(X_\bullet\) is simple in \(E_n(\mathcal{C})/([E_n(\mathcal{C})])\) if and only if \(X_\bullet\) is an \(n\)-Auslander-Reiten sequence in \(\mathcal{C}\).

(b) There is a bijection between the set of isoclasses of simple objects in \(E_n(\mathcal{C})/([E_n(\mathcal{C})])\) and the set of isoclasses of \(n\)-Auslander-Reiten sequences in \(\mathcal{C}\).
**Proposition 4.30.** Let $(C, E_n)$ be an $n$-exact category.

(a) Each $n$-exact sequence $P_X : 0 \to Y \xrightarrow{f_1} P_n \xrightarrow{f_2} \cdots \xrightarrow{f_{n-1}} P_2 \xrightarrow{f_n} P_1 \xrightarrow{f_{n+1}} X \to 0$ in $E_n$ with $P_i$ projective is a projective object in $E_n(C)/[C E_n(C)]$.

(b) If $(C, E_n)$ has enough projectives, then each projective object in $E_n(C)/[C E_n(C)]$ is of the form $P_X$ for some object $X$ in $C$. In this case, $E_n(C)/[C E_n(C)]$ has enough projectives.

The following is a combination of [26 Theorem 1.3] and [19 Lemma 3.5].

**Lemma 4.31.** Let $C$ be an $n$-abelian category with enough projectives.

(a) There exists an abelian category $\mathcal{A}$ with enough projectives such that $C$ is an $n$-cluster-tilting subcategory of $\mathcal{A}$, moreover, the class of projectives in $C$ and the class of projectives in $\mathcal{A}$ coincide.

(b) For each $n$-exact sequence

$$0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \cdots \xrightarrow{f_n} X_{n+1} \xrightarrow{f_{n+1}} X_{n+2} \to 0,$$

there exist two long exact sequences

1. $0 \to \text{Ext}_A^n(-, X_1) \to \text{Ext}_A^n(-, X_2) \to \cdots \to \text{Ext}_A^n(-, X_{n+2}) \to \text{Ext}_A^n(X, -) \to \cdots$

2. $0 \to \text{Ext}_A^n(-, X_1) \to \text{Ext}_A^n(-, X_2) \to \cdots \to \text{Ext}_A^n(-, X_{n+2}) \to \text{Ext}_A^n(X, -) \to \cdots$

From now on to the end of this section, we assume that $C$ is an $n$-abelian category with enough projectives and injectives. The full subcategory of $C$ consisting of projectives (resp. injectives) is denoted by $P$ (resp. $I$). By Lemma 4.31 we always view $C$ as an $n$-cluster tilting subcategory of an abelian category $\mathcal{A}$. For convenience, we denote $\text{Ext}^n_A(-, X)|_C$ by $\text{Ext}^n_C(-, X)$ and denote $\text{Ext}_A^n(X, -)|_C$ by $\text{Ext}_C^n(X, -)$ for short.

**Definition 4.32.** ([23 Definition 3.1]) Given an $n$-exact sequence

$$\delta : 0 \to X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \cdots \xrightarrow{f_n} X_{n+1} \xrightarrow{f_{n+1}} X_{n+2} \to 0,$$

we define the **contravariant defect** $\delta^*$ and the **covariant defect** $\delta_*$ by the following exact sequence of functors

$$0 \to C(-, X_1) \xrightarrow{c(-, f_1)} C(-, X_2) \xrightarrow{c(-, f_2)} \cdots \xrightarrow{c(-, f_{n+1})} C(-, X_{n+2}) \to \delta^* \to 0,$$

$$0 \to C(X_{n+2}, -) \xrightarrow{c(f_{n+1}, -)} \cdots \xrightarrow{c(f_2, -)} C(X_2, -) \xrightarrow{c(f_1, -)} C(X_1, -) \to \delta_* \to 0.$$

**Example 4.33.** (a) Let $\delta = P_X : 0 \to Y \xrightarrow{f_1} P_n \xrightarrow{f_2} \cdots \xrightarrow{f_n} P_1 \xrightarrow{f_{n+1}} X \to 0$ with $P_i \in P$, then $\delta^* = C/[P](-, X)$ and $\delta_* = \text{Ext}^n_C(X, -)$.

(b) Let $\delta = I_X : 0 \to X \xrightarrow{f_1} I_1 \xrightarrow{f_2} \cdots \xrightarrow{f_n} I_n \xrightarrow{f_{n+1}} Y \to 0$ with $I_i \in I$, then $\delta^* = \text{Ext}^n_C(-, X)$ and $\delta_* = C/[I](X, -)$.

**Remark 4.34.** (a) In Theorem 4.24 the equivalence $\alpha : E_n(C)/[C E_n(C)] \cong \text{mod-}C/[P]$ is given by $\delta \mapsto \delta^*$, and the equivalence $\beta : E_n(C)/[C E_n(C)] \cong (\text{mod-}(C/[I]))^{op}$ is given by $\delta \mapsto \delta_*$. (b) In $\text{mod-}C/[P]$, each projective object is of the form $C/[P](-, X)$, and each injective object is of the form $\text{Ext}^n_C(-, X)$. 
Proposition 4.35. Let $\mathcal{C}$ be an $n$-abelian category with enough projectives and injectives. Then there is a duality
\[ \Phi : \text{mod-}\mathcal{C}/[\mathcal{P}] \rightarrow \text{mod-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}, \quad \delta^* \mapsto \delta_*. \]
Moreover, by restrictions, we obtain the following two dualities
\[ \Phi : \text{proj-}\mathcal{C}/[\mathcal{P}] \rightarrow \text{inj-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}, \quad \mathcal{C}/[\mathcal{P}](\cdot, X) \rightarrow \text{Ext}^n(X, \cdot)_\mathcal{C}, \]
\[ \Phi : \text{inj-}\mathcal{C}/[\mathcal{P}] \rightarrow \text{proj-}(\mathcal{C}/[\mathcal{I}])^{\text{op}}, \quad \text{Ext}^n(\cdot, X)_\mathcal{C} \rightarrow \mathcal{C}/[\mathcal{I}](\cdot, \cdot). \]

Theorem 4.36. (Higher Hilton-Rees Theorem) Let $\mathcal{C}$ be an $n$-abelian category with enough projectives and injectives.

(a) There is an isomorphism between $\mathcal{C}/[\mathcal{P}](Y, X)$ and the group of natural transformations from $\text{Ext}^n(\cdot, X)$ to $\text{Ext}^n_\mathcal{C}(\cdot, Y)$.

(b) There is an isomorphism between $\mathcal{C}/[\mathcal{I}](X, Y)$ and the group of natural transformations from $\text{Ext}^n(\cdot, X)$ to $\text{Ext}^n_\mathcal{C}(\cdot, Y)$.

Theorem 4.37. Let $\mathcal{C}$ be an $n$-abelian category with enough projectives and injectives. Assume that $\mathcal{C}$ is a dualizing $k$-variety. Then there is an equivalence $\tau_n : \mathcal{C}/[\mathcal{P}] \cong \mathcal{C}/[\mathcal{I}]$ satisfying the following properties:

(a) $\text{DExt}^n_\mathcal{C}(\cdot, X) = \mathcal{C}/[\mathcal{P}](\tau_{n-1}^{-1} X, \cdot)$, $\text{DExt}^n_\mathcal{C}(X, \cdot) = \mathcal{C}/[\mathcal{I}](\cdot, \tau_n X)$.

(b) $D\delta_1 = \delta_2^* \tau_{n-1}$, $D\delta_2 = \delta_3^* \tau_n$ for each $n$-exact sequence $\delta$.

Remark 4.38. Let $A$ be an Artin $k$-algebra and $\mathcal{C}$ be an $n$-cluster-tilting subcategory of $\text{mod-}A$. Then $\mathcal{C}$ contains proj-$A$ and inj-$A$, moreover, $\mathcal{C}$ is a dualizing $k$-variety since it is functorially finite. Indeed, the functor $\tau_n : \mathcal{C}/[\mathcal{P}] \cong \mathcal{C}/[\mathcal{I}]$ in Theorem 4.37 is given by $\text{DT}_r \Omega^{n-1}$.

5. Abeian Quotients of the Categories of Triangles

Let $\mathcal{C}$ be a triangulated category with the suspension functor $\Sigma$. We denote by $\Delta(\mathcal{C})$ the category of triangles in $\mathcal{C}$, where the objects are the triangles $X_\bullet = (X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \xrightarrow{f_3} \Sigma X_1)$ and the morphisms from $X_\bullet$ to $Y_\bullet$ are the triples $\varphi_\bullet = (\varphi_1, \varphi_2, \varphi_3)$ such that the following diagram is commutative:

\[
\begin{array}{cccccc}
X_1 & \xrightarrow{f_1} & X_2 & \xrightarrow{f_2} & X_3 & \xrightarrow{f_3} \Sigma X_1 \\
| & \varphi_1 & | & \varphi_2 & | & \varphi_3 \\
Y_1 & \xrightarrow{g_1} & Y_2 & \xrightarrow{g_2} & Y_3 & \xrightarrow{g_3} \Sigma Y_1 \\
\end{array}
\]

Let $X_\bullet$ and $Y_\bullet$ be two triangles, we denote $\mathcal{R}_2(X_\bullet, Y_\bullet)$ (resp. $\mathcal{R}_2'(X_\bullet, Y_\bullet)$) the class of morphisms $\varphi_\bullet : X_\bullet \rightarrow Y_\bullet$ such that there is a morphism $p : X_3 \rightarrow Y_2$ such that $g_2 p = \varphi_3$ (resp. $p f_2 = \varphi_2$). It is easy to see that $\mathcal{R}_2$ and $\mathcal{R}_2'$ are ideals of $\Delta(\mathcal{C})$.

The first part of the following result is implied in [35].

Theorem 5.1. Let $\mathcal{C}$ be a triangulated category, then we have the following two equivalences.

(a) $\Delta(\mathcal{C})/\mathcal{R}_2 \cong \text{mod-}\mathcal{C}$.

(b) $\Delta(\mathcal{C})/\mathcal{R}_2' \cong (\text{mod-}\mathcal{C})^{\text{op}}$.

Proof. Define a functor $\alpha : \Delta(\mathcal{C}) \rightarrow \text{Mor}(\mathcal{C})$ by taking a triangle $X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \xrightarrow{f_3} \Sigma X_1$ to $f_2 : X_2 \rightarrow X_3$. It is routine to check that $\Delta(\mathcal{C})/\mathcal{R}_2 \cong \text{Mor}(\mathcal{C})/\mathcal{R}$ and $\Delta(\mathcal{C})/\mathcal{R}_2' \cong \text{Mor}(\mathcal{C})/\mathcal{R}'$. Then the result follows from Lemma 3.4. \qed
Let \((C, \mathcal{E})\) be a Frobenius category. We denote by \(\mathcal{P}\) the full subcategory of \(C\) formed by projectives. It is well known that the quotient category \(C/|\mathcal{P}|\) is a triangulated category. The following corollary follows from Theorem 4.1 and Theorem 5.1.

**Corollary 5.2.** Let \((C, \mathcal{E})\) be a Frobenius category, then the categories \(\mathcal{E}(C)/|SE(C)|\), \(\Delta(C)/|\mathcal{P}|\)/\(\mathcal{R}_2\) and \(\text{mod-}C/|\mathcal{P}|\) are equivalent.

**Remark 5.3.** Let \(C\) be a triangulated category. Assume that \(X_1\) and \(Y_1\) are two triangles. We denote by \(\mathcal{R}_1(X_1, Y_1)\) (resp. \(\mathcal{R}_3(X_1, Y_1)\)) the class of morphisms \(\varphi_1 : X_1 \to Y_1\) such that there is a morphism \(p : X_2 \to Y_1\) (resp. \(p : \Sigma X_1 \to Y_3\)) such that \(g_1p = \varphi_2\) (resp. \(g_3p = \Sigma \varphi_1\)). Then \(\mathcal{R}_1\) and \(\mathcal{R}_3\) are ideals of \(\Delta(C)\). Moreover, we have equivalences \(\Delta(C)/\mathcal{R}_1 \cong \Delta(C)/\mathcal{R}_2 \cong \Delta(C)/\mathcal{R}_3\), which are given by rotations. We can see Remark 4.3 for comparison.

Similarly, we have equivalences \(\Delta(C)/\mathcal{R}_1' \cong \Delta(C)/\mathcal{R}_2' \cong \Delta(C)/\mathcal{R}_3'\), where \(\mathcal{R}_1'(X_1, Y_1)\) (resp. \(\mathcal{R}_3'(X_1, Y_1)\)) is the class of morphisms \(\varphi_1' : X_1 \to Y_1\) such that there is a morphism \(p : X_2 \to Y_1\) (resp. \(p : \Sigma X_1 \to Y_3\)) such that \(pf_1 = \varphi_1\) (resp. \(pf_3 = \varphi_3\)).

From now on, we assume that \(C\) is a triangulated category. We will give some basic properties on the abelian category \(\Delta(C)/\mathcal{R}_2\).

**Proposition 5.4.** Let \(\varphi_1 : X_1 \to Y_1\) be a morphism in \(\Delta(C)\). Then we have

(a) The following statements are equivalence:
   (i) \(\varphi_1 = 0\) in \(\Delta(C)/\mathcal{R}_2\).
   (ii) \(\varphi_3\) factors through \(g_2\).
   (iii) \(g_3\varphi_3 = 0\).
   (iv) \((\Sigma \varphi_1)f_3 = 0\).
   (v) \(\varphi_1\) factors through \(f_1\).
   (vi) \(\varphi_1 = 0\) in \(\Delta(C)/\mathcal{R}_1\).

(b) The zero objects in \(\Delta(C)/\mathcal{R}_2\) are of the form \((X \xrightarrow{f_1} X \to 0 \to \Sigma X) \oplus (0 \to Y \xrightarrow{\varphi_1} Y \to 0)\).

(c) \(\varphi_1\) is a monomorphism in \(\Delta(C)/\mathcal{R}_2\) if and only if \((f_1, \varphi_1)\) is a section.

**Proof.** (a) It is clear.

(b) Assume that \(X_1 : X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \xrightarrow{f_3} \Sigma X_1\) is a zero object in \(\Delta(C)/\mathcal{R}_2\). Then \(\text{Id}_{X_1} = 0\), thus \(f_3 = 0\) by (a). Therefore, \(X_1\) is isomorphic to \((X_1 \xrightarrow{f_1} X_1 \to 0 \to \Sigma X_1) \oplus (0 \to X_3 \xrightarrow{\varphi_1} X_3 \to 0)\).

(c) The proof is similar to that of Lemma 4.7.

**Remark 5.5.** (a) Denote by \(\mathcal{U}\) the full subcategory of \(\Delta(C)\) formed by \((X \xrightarrow{f_1} X \to 0 \to \Sigma X) \oplus (0 \to Y \xrightarrow{\varphi_1} Y \to 0)\). By Proposition 5.4(b) there is a dense functor \(\beta : \Delta(C)/|\mathcal{U}| \to \Delta(C)/\mathcal{R}_2\). But we point out that \(\beta\) is not an equivalence in general, because a morphism \(\varphi_1 : X_1 \to Y_1\) in \(\Delta(C)\) such that \(\varphi_1 = 0\) in \(\Delta(C)/\mathcal{R}_2\) does not imply that \(\varphi_1\) factors through some object in \(\mathcal{U}\).

(b) Assume that there is a commutative diagram

\[
\begin{array}{c}
X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \xrightarrow{f_3} \Sigma X_1 \\
\downarrow \varphi_1 \downarrow \varphi_2 \downarrow \Sigma \varphi_1 \\
Y_1 \xrightarrow{g_1} Y_2 \xrightarrow{g_2} Y_3 \xrightarrow{g_3} \Sigma Y_1
\end{array}
\]
whose rows are triangles. It is well known that there is a morphism $\varphi_3 : X_3 \to Y_3$ such that the above diagram is commutative. But the morphism $\varphi_3$ is not unique in general. Assume that $\varphi'_3 : X_3 \to Y_3$ is another morphism satisfying required condition. Set $\varphi_\bullet = (\varphi_1, \varphi_2, \varphi_3)$ and $\varphi'_\bullet = (\varphi_1, \varphi_2, \varphi'_3)$. Then we have $\varphi_\bullet = \varphi'_\bullet$ in $\Delta(\mathcal{C})/\mathcal{R}_2$ by Proposition 5.4(a).

Recall that a commutative diagram
\[
\begin{array}{ccc}
X_1 & \xrightarrow{f_1} & X_2 \\
\downarrow{\varphi_1} & & \downarrow{\varphi_2} \\
Y_1 & \xrightarrow{g_1} & Y_2
\end{array}
\]
is called a homotopy cartesian if
\[
\begin{array}{ccc}
X_1 & \xrightarrow{(f_1, \varphi_1)} & X_2 \oplus Y_1 \\
\downarrow{\varphi_2} & & \downarrow{\varphi_3} \\
Y_2 & \xrightarrow{\delta} & \Sigma X_1
\end{array}
\]
is a triangle, where $\delta$ is called a differential.

The following result is well known, for example, see [25, Appendix A].

**Lemma 5.6.** Let $(\mathcal{C}, \Delta, \Sigma)$ be a pre-triangulated category. Then $\Delta$ satisfies axiom (TR4) if and only if for each commutative diagram
\[
\begin{array}{ccc}
X_1 & \xrightarrow{f_1} & X_2 & \xrightarrow{f_2} & X_3 & \xrightarrow{f_3} & \Sigma X_1 \\
\downarrow{\varphi_1} & & \downarrow{\varphi_2} & & \downarrow{\varphi_3} \\
Y_1 & \xrightarrow{g_1} & Y_2 & \xrightarrow{g_2} & Y_3 & \xrightarrow{g_3} & \Sigma X_1
\end{array}
\]
with rows in $\Delta$, there exists a morphism $\varphi_3 : X_3 \to Y_3$ such that the whole diagram is commutative and the following diagram
\[
\begin{array}{ccc}
X_2 & \xrightarrow{f_2} & X_3 \\
\downarrow{\varphi_2} & & \downarrow{\varphi_3} \\
Y_2 & \xrightarrow{g_2} & Y_3
\end{array}
\]
is a homotopy cartesian.

**Lemma 5.7.** Assume that the following
\[
\begin{array}{ccc}
X_\bullet & \xrightarrow{X_\bullet} & X_1 & \xrightarrow{f_1} & X_2 & \xrightarrow{f_2} & X_3 & \xrightarrow{f_3} & \Sigma X_1 \\
\downarrow{\varphi_\bullet} & & \downarrow{\varphi_1} & & \downarrow{\varphi_2} & & \downarrow{\varphi_3} & & \downarrow{\Sigma \varphi_1} \\
Y_\bullet & \xrightarrow{Y_\bullet} & Y_1 & \xrightarrow{g_1} & Y_2 & \xrightarrow{g_2} & Y_3 & \xrightarrow{g_3} & \Sigma Y_1
\end{array}
\]
is a morphism of triangles. Then we have the following commutative diagram

\[
\begin{array}{c}
K(\varphi^*) & X_1 \xrightarrow{(f_1, \varphi_1)} X_2 \oplus Y_1 \xrightarrow{f_2 - h_1} Z \xrightarrow{f_3} \Sigma X_1 \\
& h_* & & h_2 & & h_2 \\
I(\varphi^*) & Y_1 \xrightarrow{a_1} Z \xrightarrow{a_2} X_3 \xrightarrow{h_3} \Sigma Y_1 \\
& \phi & & \phi & & \phi \\
C(\varphi^*) & Z \xrightarrow{(a_2, h_3)} X_3 \oplus Y_2 \xrightarrow{(\varphi_3, g_2)} Y_3 \xrightarrow{g_3} \Sigma Z
\end{array}
\]

such that each row is a triangle and \( \varphi^* = i_\ast \pi_* \) in \( \Delta(C)/R_2 \).

**Proof.** We extend the morphism \( h_3 = \Sigma \varphi_1 \cdot f_3 : X_3 \to \Sigma Y_1 \) to a triangle \( I(\varphi^*) \).

By Lemma 5.7 and its dual, we choose two morphisms \( a_1 : X_2 \to Z \) and \( a_2 : Z \to Y_2 \) such that the associated squares are commutative, and \( K(\varphi^*) \) and \( C(\varphi^*) \) are triangles. We have \( \varphi^* = i_\ast \pi_* \) by Proposition 5.4(a). \( \square \)

**Theorem 5.8.** Let \( C \) be a triangulated category. Then the category \( \Delta(C)/R_2 \) is an abelian category where the kernels and cokernels are given by homotopy cartesian diagrams.

**Proof.** Given a morphism \( \varphi^* : X^* \to Y^* \) in \( \Delta(C) \), as notations in Lemma 5.7 we can show that \( K(\varphi^*) \) is a kernel of \( \varphi^* \), \( C(\varphi^*) \) is a cokernel of \( \varphi^* \) and \( I(\varphi^*) \) is the image of \( \varphi^* \). \( \square \)

The following result is a triangulated analogue of Theorem 4.8.

**Theorem 5.9.** Let \( C \) be a Hom-finite Krull-Smidt \( k \)-linear triangulated category.

(a) Assume that \( X^* : X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \xrightarrow{f_3} \Sigma X_1 \) is a triangle such that \( f_3 \neq 0 \). Then \( X^* \) is a simple object in \( \Delta(C)/R_2 \) if and only if \( X^* \) is an Auslander-Reiten triangle in \( C \).

(b) There is a bijection between the set of isoclasses of simple objects in \( \Delta(C)/R_2 \) and the set of isoclasses of Auslander-Reiten triangles in \( C \).

Let \( \delta : X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} X_3 \xrightarrow{f_3} \Sigma X_1 \) be a triangle. The contravariant defect \( \delta^* \) and the covariant defect \( \delta_* \) are defined by the following exact sequence of functors

\[
C(-, X_1) \xrightarrow{C(-, f_1)} C(-, X_2) \xrightarrow{C(-, f_2)} C(-, X_3) \to \delta^* \to 0,
\]

\[
C(X_3, -) \xrightarrow{C(f_2, -)} C(X_2, -) \xrightarrow{C(f_1, -)} C(X_1, -) \to \delta_* \to 0.
\]

**Example 5.10.** Let \( \delta = P_X : \Sigma^{-1}X \to 0 \to X \xrightarrow{1} X \), then \( \delta^* = C(-, X) \) and \( \delta_* = C(\Sigma^{-1}X, -) \).
Remark 5.11. Let $C$ be a triangulated category. Then the equivalence $\Delta(C)/R_2 \cong \text{mod-}C$ is given by $\delta \mapsto \delta^*$ and the equivalence $\Delta(C)/R_1 \cong (\text{mod-}C)^{\text{op}}$ is given by $\delta \mapsto \delta_*$. Since $\Delta(C)/R_2 = \Delta(C)/R_1$ by Proposition 5.4(a), we have a duality
\[
\phi : \text{mod-}C \rightarrow (\text{mod-}C)^{\text{op}}, \delta^* \mapsto \delta_*.
\]
By restriction, we have two dualities
\[
\phi : \text{proj-}C \rightarrow \text{inj-}C^{\text{op}}, C(-,X) \mapsto C(\Sigma^{-1}X,-).
\]
\[
\phi : \text{inj-}C \rightarrow \text{proj-}C^{\text{op}}, C(-,\Sigma X) \mapsto C(X,-).
\]
Therefore, $\text{mod-}C$ is a Frobenius abelian category. So is $\Delta(C)/R_2$. Moreover, each projective-injective object in $\Delta(C)/R_2$ is of the form $X \rightarrow 0 \rightarrow \Sigma X \xrightarrow{1} \Sigma X$.

Theorem 5.12. Let $C$ be a Hom-finite Krull-Smidt $k$-linear triangulated category. Assume that $C$ is a dualizing $k$-variety. Then there is an equivalence $\tau : C \cong C$ such that $D\Sigma(-,X,\tau \cdot X)$ for each $X \in C$ and $D\delta^* = \delta_* \tau$ for each triangle $\delta$.

Proof. The composition of $\phi : \text{mod-}C \rightarrow (\text{mod-}C)^{\text{op}}$ and $D : (\text{mod-}C)^{\text{op}} \rightarrow \text{mod-}C$ is an equivalence $\theta = D\phi : \text{mod-}C \cong \text{mod-}C$. By restriction, we have an equivalence $\theta : \text{proj-}C \cong \text{proj-}C$. Since $\theta(C(-,X)) = D\Sigma^{-1}X, \Sigma$ for some $Y \in C$, there is an equivalence $\tau : C \cong C$ mapping $X$ to $Y$. In this case, $D\Sigma^{-1}X, \Sigma$ for each triangle $\delta$. Since $\tau$ induces an equivalence $\tau^{-1} : \text{mod-}C \cong \text{mod-}C$ such that $\theta = \tau^{-1}$, we have $D\delta = D\phi(\delta^*) = \tau^{-1}(\delta^*) = \delta^*\tau^{-1}$ for each triangle $\delta$. Thus $D\delta^* = \delta_* \tau$. □

Remark 5.13. In Theorem 5.12 if we set $F = \tau \Sigma : C \cong C$, then $D\Sigma(-,\tau \cdot X)$ for each $X \in C$. Thus the functor $F$ is known as a Serre functor.

Remark 5.14. Given an $n$-angled category $C$ in the sense of Geiss-Keller-Oppermann (see [16]), one can consider the quotient of the category of $n$-angles and obtain some similar results. We leave them to the readers.

Acknowledgements Most of the work was done when the author visited University of Stuttgart in 2017. He wants to thank Steffen Koenig for warm hospitality and for helpful discussions and remarks.

References

[1] I. Assem, A. Beligiannis, N. Marmaridis, Right triangulated categories with right semi-equivalences, CMS Conference Proceedings, 24(1998) 17-37.
[2] J. Asadollahi, R. Hafezi, M. H. Keshavarz, Categorical Resolutions of Bounded Derived Categories, arXiv preprint [arXiv:1701.00073] 2016.
[3] M. Auslander, Coherent functors, Proc. Conf. Categorical Algebra (La Jolla, Calif., 1965) 1966 pp. 189-231 Springer, New York.
[4] M. Auslander, I. Reiten, Stable equivalence of dualizing R-varieties, Adv. Math. 12(3)(1974) 306-366.
[5] M. Auslander, S. O. Smalø, Almost split sequences in subcategories, J. Algebra, 69(2)(1981) 426-454.
[6] E. Backelin, O. Jaramillo, Auslander-Reiten sequences and t-structures on the homotopy category of an abelian category, J. Algebra, 339(1)(2011) 80-96.
[7] A. Buan and R. Marsh, From triangulated categories to module categories via localisation, Trans. Amer. Math. Soc. 365(6)(2013) 2845-2861.
[8] A. Buan and R. Marsh, From triangulated categories to module categories via localisation II: calculus of fractions. J. Lond. Math. Soc. 86(1)(2012) 152-170.
[9] A. B. Buan, R. Marsh, I. Reiten Cluster-tilted algebras, Trans. Amer. Math. Soc. 359(1)(2007) 329-332.
[10] A. Beligiannis, Relative homological algebra and purity in triangulated categories, J. Algebra, 227(1)(2000) 268-361.

[11] T. Buehler, Exact categories, Expositiones Mathematicae, 28(1)(2010) 1-69.

[12] L. Demonet, Y. Liu, Quotients of exact categories by cluster tilting subcategories as module categories, J. Pure Appl. Algebra, 217(12)(2013) 2282-2297.

[13] Ö. Erikelsson, From submodule categories to the stable Auslander algebra, J. Algebra, 486(2017) 98-118.

[14] R. Gentle, A study of the sequence category, University of British Columbia, 1982.

[15] R. Gentle, A TTF theory for short exact sequences, Communications in Algebra, 16(5)(1988) 909-924.

[16] C. Geiss, B. Keller, S. Oppermann, $n$-angulated categories, J. Reine Angew. Math. 675(2013) 101-120.

[17] R. Hafezi, On finitely presented functors over the stable categories, arXiv preprint arXiv:1705.06684, 2017.

[18] P. J. Hilton, D. Rees, Natural maps of extension functors and a theorem of R. G. Swan. Proc. Cambridge Philos. Soc. 57(1961) 489-502.

[19] O. Iyama, Cluster tilting for higher Auslander algebras, Adv. Math. 226(1)(2011) 1-61.

[20] O. Iyama, Higher-dimensional Auslander-Reiten theory on maximal orthogonal subcategories, Adv. Math. 210(1)(2007) 22-50.

[21] O. Iyama, Y. Yoshino, Mutation in triangulated categories and rigid Cohen-Macaulay modules, Invent. Math. 172(1)(2008) 117-168.

[22] G. Jasso, $n$-abelian and $n$-exact categories, Math. Z. 283(3)(2016) 703-759.

[23] G. Jasso, S. Kvaamme, An introduction to higher Auslander-Reiten theory, arXiv preprint arXiv:1610.05188, 2016.

[24] B. Keller, I. Reiten, Cluster-tilted algebras are Gorenstein and stably Calabi-Yau, Adv. Math. 211(1)(2007) 123-151.

[25] H. Krause, Derived categories, resolutions, and Brown representability, in: Interactions between homotopy theory and algebra, in: Contemp. Math. 436(2007) 101-139.

[26] S. Kvaamme, Projectively generated $d$-abelian categories are $d$-cluster tilting, arXiv preprint arXiv:1608.07985, 2016.

[27] S. Koenig, B. Zhu, From triangulated categories to abelian categories: cluster tilting in a general framework, Math. Z. 258(1)(2008) 143-160.

[28] H. Lenzing, Auslander’s work on Artin algebras, in Algebras and modules, I (Trondheim, 1996), 83105, CMS Conf. Proc. 23, Amer. Math. Soc. Providence, RI, 1998.

[29] H. Lenzing, R. Zuazua, Auslander-Reiten duality for abelian categories, Bol. Soc. Mat. Mexicana 10(3)(2004) 169-177.

[30] Y. Liu, Hearts of twin cotorsion pairs on exact categories, J. Algebra, 394(2013) 245-284.

[31] S. Liu, P. Ng, C. Paquette, Almost split sequences and approximations, Algebr. Represent. Theory, 16(6)(2013) 1-19.

[32] A. Martsinkovsky, On direct summands of homological functors on length categories, Appl. Categ. Structures, 24(4)(2016) 421-431.

[33] H. Nakaoaka, General heart construction on a triangulated category (1): unifying t-structures and cluster tilting subcategories, Appl. Categ. Structures, (6)19 (2011) 879-899.

[34] H. Nakaoaka, General heart construction for twin torsion pairs on triangulated categories, J. Algebra, 374(2013) 195-215.

[35] A. Neeman, Triangulated Categories, Annals of Mathematics Studies, 148, Princeton University Press, Princeton, NJ, 2001.

[36] Y. Palu, From triangulated categories to module categories via homotopical algebra, Preprint, arXiv: 1412.7289.

[37] C. Psaroudakis, Homological theory of recollements of abelian categories, J. Algebra, 398(2014) 63-110.

[38] I. Reiten, The use of almost split sequences in the representation theory of Artin algebras, Representations of algebras, 944(1992) 29-104.

[39] C. M. Ringel, M. Schmidmeier, The Auslander-Reiten translation in submodule categories, Trans. Amer. Math. Soc. 360(2)(2008) 691-716.

[40] C. M. Ringel, M. Schmidmeier, Submodule categories of wild representation type, J. Pure Appl. Algebra 205 (2)(2006) 412-422.
[41] C. M. Ringel, P. Zhang, From submodule categories to preprojective algebras, Math. Z. 278(1-2)(2014) 55-73.
[42] W. Rump, Triads, J. Algebra, 280(2)(2004) 435-462.

School of Mathematical sciences, Huaqiao University, Quanzhou 362021, China.
E-mail address: zqlin@hqu.edu.cn