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ABSTRACT
This paper presents a synthetic travel demand for the Greater São Paulo Metropolitan Region of Brazil, entirely based on open data and representative of the observed travel demand. The open-source and extendable pipeline creates a path from raw data to the synthetic travel demand and, further, to the downstream agent-based mobility simulation. An advantage of this approach is that it enables the reproduction of the synthetic travel demand and, therefore, provides the foundation of repeatability of downstream studies. Furthermore, as the methodology is based on open data, the study’s outcomes are easily accessible to the broad research and practice-oriented community.
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INTRODUCTION
Aggregated four-step models (de Dios Ortúzar & Willumsen, 2011) have been used in transportation for decades to assess the impact of new policies or investments. However, these models do not consider the individuals’ decisions and their interactions. They do not capture the fact that the travel demand comes from the necessity to perform activities, as shown by Chapin (1974), which gave rise to activity- and agent-based models in the field of transportation science.

Activity-based models (for early reviews, see Axhausen & Gärling, 1992; Kitamura, 1988; and Recker, 1995) emerged as an answer to the drawbacks of the four-step models. The approach is based on work presented in the 1970s by Chapin (1974) and Hägerstrand (1970) – the latter formulating that individual’s activities are limited by social and personal constraints.

Activity-based models allow for scheduling activities and making mode and destination choices at the individuals’ scale within the household context. Several methods, presented by Chu et al. (2012), can be applied to synthesize the daily activity patterns. Wen (1998) developed...
an operational econometric model for generating intricate daily patterns, taking interdependencies within households into account, including activity location assignments and travel mode choices. In Lee et al. (2007), the Household Travel Survey conducted in the Tucson area in fall 2000 was used, and models were constructed to understand better the trip chaining behaviours within five different household categories. A third approach, featuring discrete choice models, was proposed by Bowman (1995, 1998). In those studies, the daily activity pattern is seen as a set of tours. Each is characterized by a primary (which means here ‘most important’) activity. The presented approach was applied to the Portland area; the results include a synthesized, detailed daily activity pattern for each individual in the population.

Unlike the four-step approach, activity-based models enable additional analysis. For instance, with the discrete-choice approach of Bowman (1995, 1998), the results can be aggregated either according to some socio-demographic attribute or at a zonal level. Nevertheless, to achieve this, one needs to estimate and calibrate sophisticated econometric models. Furthermore, activity-based models have mostly been developed for a small number of regions, making them not easily extendable. They are often not open-source or lack documentation. A notable exception to this is ActivitySim (2020), an open-source platform for activity-based travel modelling, developed and used by multiple transportation agencies in the United States.

Agent-based models aim to simulate individuals’ behaviour and competition to access and use transport infrastructures. Such approaches make it possible to model congestion patterns and interactions between travellers (Horni et al., 2016; Lopez et al., 2018). These are the characteristics often needed today as several transportation services coexist and not only compete with each other but also can complement one another. Moreover, agent-based approaches model highly dynamic services and interactions on a shorter time scale than activity-based models (Balac et al., 2015; Bischoff & Maciejewski, 2016). However, to do this, they require substantial input data. These data can be usually separated into transport supply and demand. The core of the transportation demand is individuals who perform activities in the study area and their activity patterns. Different methods to generate travel demand as an input to agent-based models exist (Erath et al., 2012; Viegas & Martínez, 2010). Mallig et al. (2013) propose an approach where the population synthesis and activity schedules are part of the long-term decision process of the individuals, and mode and destination choices are performed during the simulation of the daily schedules of agents. In this way, the authors create a combination of activity-based model and agent-based simulations. Several approaches pair activity-based models with agent-based models to feed travel demand to the latter (Diogu, 2019; Ziemke et al., 2015). Some open data models also exist (Ziemke et al., 2019a, 2019b). Unfortunately, the lack of documentation and code leading to the synthetic travel demand often hinders their reproducibility and applicability to other regions.

To address this, Hörl and Balac (2021a, 2021b) provide an integrated and open-source pipeline called eqasim, which aims to generate a synthetic travel demand from raw data, and integrate it directly with the downstream agent-based model MATSim (Horni et al., 2016). These authors describe the first application of this pipeline to Île-de-France, the region around Paris. Moreover, the pipeline has been applied to other study cases for California (Balać & Hrl, 2021) and Switzerland (Hörl et al., 2019).

The present paper describes an application of the eqasim pipeline to travel demand synthesis for the Greater São Paulo Metropolitan Region – the largest urban area in South America and ninth globally, with an estimated population of 21 million inhabitants, spreading over an area of 8000 km² and connecting 39 municipalities.

Its main contributions are as follows:

- Producing the first-ever synthesized travel demand at the individual and household levels produced for the São Paulo region and, more generally, for Brazil.
- Encouraging reproducibility by using open data, making the model accessible to everyone.
- Enabling further development of synthetic travel demand through the open-source and modular framework.
- Highlighting practical ways to overcome the complete or partial lack of data, which is more common in developing regions.
- Providing insights into the possibility of data inconsistency that can arise in similar data sets and environments, which can be valuable for further practical uses of the generated synthetic travel demand.
- Integrating the generated synthetic travel demand with the agent-based model MATSim.

The rest of the paper will guide the reader through the open data sets used for this work, the different stages of the demand synthesis pipeline of the eqasim framework, and validation results. We conclude with a discussion of our methodology and the results.

**INPUT DATA**

Among others, two categories of input data are required in order to build an agent-based model: the transport supply in the study area and travel demand.

Transport supply consists typically of a street, public transport network with a transit schedule and other mobility services.

Travel demand, which is the focus of this paper, is comprised of a **synthetic travel demand**, namely a set of **agents** characterized by their **attributes** and their **plans**. A plan is an activity chain describing an agent’s typical schedule during an average working day. It also contains information on the desired times and locations at which the agent wishes to perform those activities, and on the trips linking one activity to the following. The attributes describe the socio-economic condition of the agents and provide information on the transport modes they can access. Agents are grouped into **households**, which are themselves characterized by certain attributes.

In this section, the different sources that were used in the context of the creation of the synthetic travel demand for the Greater São Paulo Metropolitan Region are presented.

**Zonal system**

Figure 1 shows the extent of the study area, which corresponds to the administrative borders of the Greater São Paulo Metropolitan Region – in spite of its contribution to the traffic flows in the study area, the city of Santos could not be included in the model because the Household Travel Survey (HTS) data used in this study do not cover this area. Despite its proximity to the Atlantic Ocean, São Paulo is located on a plateau with an average elevation of about 800 masl.

The study area is divided in 633 zones used by the census (which is described further below). This zonal system has been used since the 1970s and is updated regularly. It ensures a rather homogeneous distribution of the population among the zones: in each one, the number of residents is between 20 and 55,000. The HTS, which will be described below, is based on another zonal system that contains fewer zones. As this data set also contains coordinates of all activities, it allows us to impute the census zones for each activity.

**Facility locations**

Unfortunately, we have not been able to obtain a sufficiently good enterprise census, nor a housing census for São Paulo. While Open Street Maps (OSM) is usually a good source of shopping, leisure, work and home locations, this is not the case for Brazil. To overcome this issue, we placed points on every residential road in order to model facilities that are not present in the...
OSM data. Educational facilities are obtained from São Paulo’s Ministry of Education. The data set Dados Abertos da Educação Coordenadoria de Informação, Evidência, Tecnologia e Matrícula (CITEM) (2020) is used. This data set contains the geographical coordinates of all education places in the state of São Paulo, but, unfortunately, the level of offered education is missing.

While the data set is by no means perfect, the modularity of our approach allows one to easily add new sources of information if they become available.

Mobility demand: the population

Two main data sources were used as inputs to create the synthetic demand. The first is a census conducted in 2010 in Brazil. A total of 10% of the Brazilian population was interviewed. After removing all samples that have a home place outside São Paulo State, 3,622,779 weighted samples remained. For each, information is provided on the individual’s age, gender, personal income, employment and/or student status. Plenty of other attributes are available, but they are not used in the present study. There is also access to household-related attributes, such as total household income, car and motorcycle availability, number of household members, and the municipality and zone identifier of the place of residence (Figure 1). Among those individuals, 1,211,311 live in the study area. Their weights sum to 19,918,293, which is approximately the total number of inhabitants in the Greater São Paulo Metropolitan Region at the time the survey was conducted. The census is necessary to make sure that the attribute distributions (whether individual or household related) in the synthetic population fit accurately reality.

The second data source is the Household Travel Survey (HTS) conducted in the Greater São Paulo Metropolitan Region in 2017. It contains 84,889 person samples, which are weighted so
that the total weight accumulates to 20,508,979 inhabitants, which is close to the real total in 2017. For each sample, not only are individual attributes provided (e.g., age, gender, personal income and employment status), but also information related to the household (e.g., income and number of available cars and bikes). The most important part of the survey is the activity sequences, which make it possible to track each interviewed individual’s schedule during an average workday. Each entry corresponds to a trip linking two given activities which take place at locations known at the coordinate level. Moreover, one has access to trip characteristics such as departure and arrival time and chosen mode. Some individuals also answered questions about the type of parking they used and how much they paid for it. Nevertheless, those persons were too few to justify further processing of these information.

**Origin–destination commute matrices**

An origin–destination (OD) commute matrix is a matrix in which each cell represents the number of trips from an origin zone (given by the corresponding row of the matrix) to a destination zone (column), or the percentage of trips starting in the origin zone that reach the destination zone, for work and education. These matrices are usually provided by government agencies. Unfortunately, this is not the case for Brazil. Therefore, commuting matrices are generated from the HTS. Trips within the same zone are included in those matrices. In this study, a weighted OD matrix was only generated for work trips. For education, the matrix was too sparse (since it had to be generated from the HTS), as will be explained further below.

**CREATION OF THE SYNTHETIC TRAVEL DEMAND**

The goal of this section is to present the process leading towards the creation of a synthetic travel demand using the data presented in the previous section. The pipeline is available as a public repository. Apart from the framework generating the synthetic travel demand, this repository also provides scripts embedding the travel demand into a transport simulation using MATSim (Horni et al., 2016) and its discrete-mode choice extension (Hörl et al., 2018). Presenting the downstream simulation is beyond the scope of this paper, but further details can be found in the code repository. Figure 2 shows three main stages of the pipeline: Data, Population and Locations. Grey blocks denote stages that have to be adapted for each scenario to guarantee consistently formatted outputs; light blue blocks denote a stage in which the user has to manually choose which attributes are used; and dark blue blocks represent stages for which an implementation specific to São Paulo was proposed.

**Pre-processing the input data**

While most of the data sets are used in their original form, some of the information from the HTS need to be adapted to reduce complexity. All data sets are processed and prepared in the Data stage. As these data sets can vary across countries, they are in detail described below, and notable differences are highlighted.

**Employment, transport mode and trip purpose categories**

In the HTS, respondents are allowed to choose among 17 different transportation modes. In order to simplify the modelling tasks, they were merged to eight modes, namely public transport, car, car passenger, walk, bike, taxi and ride-hailing.

For similar reasons, the trip purposes, that is, activity types conducted at the trip destination, are merged into six categories (home, work, shopping, leisure – including entertainment and going to restaurant and bars, education, and other). Those categories can be freely adapted according to the study purposes. It has to be mentioned that trips done by non-studying adults...
to escort their children to school were initially classified as ‘education’ trips in the original data set. Those activities are adjusted to ‘other’ to avoid potential confusion.

It is also necessary to reduce the number of employment categories from eight to three to guarantee consistency with the classification present in the census. Full- and part-time workers as well as employed persons in long medical leave are considered as ‘employed’, whereas retired individuals, temporarily or long-term unemployed persons and homemakers are classified as unemployed, and the student category remains unchanged.

Comparing HTS with census employment numbers presented a large disparity in the number of unemployed people. Therefore, we performed a check whether those going to school were classified as students using a variable about current school enrolment available in the HTS. While a majority of individuals were correctly classified as student, there were some who were classified as either ‘jobless’ or ‘has never worked’. For these, we adjusted the status of their employment to ‘student’. As a result, the respective shares of students, employed and unemployed individuals in the HTS were closer to that observed in the census (Figure 3). Further discussion of this can be found in the section ‘Comparison of the activity chains’.

Adding residence area information
One’s mobility patterns are influenced by one’s residential environment. For instance, in less densely inhabited zones, a trip tends to be longer than in a highly populated neighbourhood, and car prevalence tends to decrease in the most urbanized areas, mostly due to difficulties of finding (affordable) parking. We capture this phenomenon by creating a new attribute, which splits all individual samples from the census and the HTS into three groups depending on the location of their home. Figure 1 shows the three zones that were defined.
Creating synthetic households

After processing the census and the HTS, we created synthetic households by directly expanding the census households according to their weights within the Census stage. While there are multiple methods in the literature to create synthetic households based on the marginal data (i.e., Chapuis et al., 2018; Ilahi & Axhausen, 2019), here a simple expansion of the census data was possible. The census data are anonymized by providing home locations only by zone, therefore further assignment of the exact home location is performed later in the pipeline.

Assigning activity chains

In the Population part, the Sampling stage can be used to provide a sample of households (i.e., when a user wants to simulate a smaller sample in the downstream agent-based simulation). In our case we maintain all households generated in the Census stage. The Matching activity chains stage then assigns to each individual in the household an activity-chain observation from the HTS, using hot-deck matching (D’Orazio et al., 2012; Hörl & Balac, 2021a).

The idea is to find all HTS persons who match a sampled synthetic individual on a list of attributes, and to randomly select one of them for further processing. We attach the whole activity chain of the selected HTS person to the synthetic individual. To avoid overfitting, the list of matching attributes is sequentially reduced if too few HTS observations (the minimal admissible number of observations is five) are found for an individual.

The configurable attributes that are taken into account to perform matching are age (categorized into 11 classes: 0–6, 7–10, 11–14, 15–18, 19–24, 25–30, 31–42, 43–54, 55–66, 67–78 and > 78 years old), gender, employment status and availability of a car within the household. In addition, observations that are similar with respect to residence area (as defined in reference to the section ‘Adding residence area information’) are preferred. Matching residence area is not mandatory as its influence is already captured by other attributes, notably car ownership.

Imputing primary locations

Once the agents have been assigned a daily plan based on the HTS, a location for each of their activities is defined within the Locations stage. First the location primary activities (home, work and education) must be defined. The aim of this step is twofold: first, the correct number of agents should commute from one zone to another; and second, the commute distances should fit the activity chains that have been assigned to the agents in the previous step. While only an
An overview of the algorithms will be given in the following, more details can be found in Hörl and Balac (2021a).

**Imputing home locations**

The assignment of home location happens for each household. The administrative zone in which each agent lives is known from the census and, thus, as all admissible home locations are available from the facility locations database. We impute a home place to each synthesized household by sampling a home place among all available locations in a given zone.

**Imputing work locations**

We provide individuals with work locations if they have at least one work-related trip registered in their activity chain. For this purpose, the OD matrices are used.

Given the residence district of an agent, their workplace district is sampled from the corresponding line of the weighted OD matrix. For each pair of districts, the number of commuting relations is then known. For each relation, viable destinations from the data set containing all available workplaces are sampled. Additionally, a reference commuting distance between home and work can be derived for every agent from the HTS. Using this information, the destinations are assigned one by one to the agents of a specific relation such that the distance between the synthetic agent’s home location and the sampled destination gets close to that found in the HTS.

**Imputing education locations**

The imputation of the education locations follows a different path. For the less dense districts, too few observations were registered, which led to biased OD matrices. Moreover, the facility data sets obtained from the Ministry of Education do not provide enough information about the category of education facility (kindergarten, primary, high school or university).

All education-related trips from the HTS are first split into several groups depending, first, on the residence area type (see the section ‘Adding residence area information’) in which the agent lives; second, on the agent’s gender; and, third, on the age of the individual who performed the trip and thus on the category of education facility the individual visited: pre-school or elementary school for children aged $\leq 14$, high school or technical school for teenagers aged 14–18, university for people aged 18–30, and various places for agents aged $\geq 30$. For each of these groups, we construct the histogram of the distances separating the place of education to the home of the individual samples, based on the crow-fly distances between the place of residence and the education facility reported in the HTS. Finally, a probability density function corresponding to each histogram is obtained. This method ensures that each student travels an appropriate distance between their home and the place where they study; however, the corresponding flows between the census zones might not be respected.

For each agent, a target distance is drawn from the probability function related to the group (age and type of residence area) to which the agent belongs. Using a bidimensional $k$-d tree, an education place is then selected such that the distance separating it from the agent’s home location was as near to the target distance as possible.

**Imputing secondary locations**

The imputation of secondary locations, which means places in which leisure, shopping or other activities are performed, is accomplished by the method described by Hörl and Axhausen (2020) or, more briefly, by Hörl and Balac (2021a). Only a basic idea will be given here so as to provide some intuition on the employed algorithm.

While primary activities (home, work or education) have fixed locations, which were determined in the previous steps, secondary activities (shopping, leisure and other) are not yet
assigned particular locations. The activity chains can be split into smaller chains in which two fixed activities, the first and last ones, are separated only by various assignable activities. From the HTS, one knows how long the trips of each sub-chain should ideally be.

First, all trips present in the HTS are divided into bins of modes and travel times. Given the transport mode and the HTS travel time of each trip, a distance is then sampled from the bins previously created. Afterwards, a gravity model is used to assign the variable activities along a chain to locations, defined by coordinates, such that the resulting distances resemble the sampled ones. Finally, the closest facility of the target activity type is selected from the facility data sets for each location. For instance, if an agent goes ‘shopping’, the sampled coordinates are snapped to the nearest available shop.

This approach guarantees that agents travel a realistic distance to perform their secondary activities. However, currently one drawback of the algorithm is that it takes into account neither the facilities’ capacity nor the exact type of activity they offer. Therefore, in situations where these data are available, further improvements of the algorithm becomes valuable.

The output’s structure
At the end of the travel demand synthesis, several files are created. Regarding the population, one file describes the household by two attributes (monthly income, residence area and car ownership) and another summarizes key individual attributes (gender, age, employment status, driving licence and transit subscription). Regarding the mobility patterns, one file summarizes all activities performed by the synthetic population – one knows which individual performed the activity and when, and which activity it was – and the last one contains information (departure and arrival time, mode, preceding and following purpose) about all trips done. Of course, all those files can be adapted depending on the purpose of the study.

INSIGHTS INTO THE SYNTHETIC TRAVEL DEMAND

The process described above enables the creation of a synthetic travel demand in which the agents are given activity chains obtained from the HTS and where those activities are performed in places drawn with various sampling methods from the facility databases.

The fact that the census is very accurate, and that the synthetic agents and households are directly sampled from this data set, leads to the conclusion that a validation step to assess the accuracy of the socio-demographic attributes distribution in the synthetic population is not necessary. This is why this point will not be addressed below.

Comparison of the activity chains
Figure 4 shows the distribution of activity chains in the synthetic population and compares it with the observed distribution obtained from the HTS. The graph suggests that the synthesis process provides a good match, which is confirmed by a Spearman’s rank-order correlation coefficient of 0.81 ($p < 0.01$). However, it can be seen that chains containing at least one ‘work’ activity (such as ‘h-w-h’ or ‘h-w-l-w-h’ in Figure 4) are more frequent in the synthetic travel demand than in the HTS. The reason for this is that the two surveys used in this study were not conducted in the same year. The distribution among the three employment categories – namely ‘employed’, ‘unemployed’ (which includes retired people as well) and ‘student’ – changed during the seven years separating the time when the census was conducted (in 2010) and the period at which the HTS was realized (in 2017) (Figure 3).

The employment rate as well as the percentage of students in the population dropped between 2010 and 2017. This is why the plans containing one or more work or education activities are slightly over-represented. Moreover, for the same reason, the number of agents who do not leave their home (those whose activity chain is only ‘h’) tends to be higher in the HTS than
in the census, and thus in the synthetic travel demand. Official sources confirm the quite dramatic rise in unemployment in São Paulo: the unemployment rate was around 7% in 2010 (Instituto Brasileiro de Geografia e Estatística (IBGE), 2016) in the metropolis, and increased to 13.4% in 2017 (IBGE, 2017).

**Comparison of the trip distance distributions**

Comparing how far agents have to travel to perform a given activity with what is observed in reality can help us to understand the quality of the activity location assignment process. The results of this comparison are presented in Figure 5; it shows that the distance distributions fit very satisfactorily.

**Comparison of travel purposes and distances between male and female agents**

As described in the previous section, the activity chains present in the HTS are correlated with the socio-demographic attributes of the interviewees and, thanks to the matching process, those chains are distributed in a meaningful way among the synthetic agents. Figure 6 compares the prevalence of the most frequent activity chains in the HTS and the synthetic travel demand for
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**Figure 5.** Distributions of crow-fly distances towards a facility, by activity purpose.
male and female agents between 18 and 40 years of age. It shows that the chain 'h–w–h' (going from home to work and then back home) is the most prevalent for both agents groups, but in the HTS as well as in the synthetic travel demand, the observed frequency among males is more than 10 percentage points above the frequency observed among female agents (42–45% versus 55–57%). As a consequence, the chain distribution observed for women seems to be slightly more heavy-tailed than that characterizing men.

This indicates a larger variety of activity patterns for women, a phenomenon that has already been investigated by Scheiner and Holz-Rau (2017). This observation is confirmed by Figure 7, which shows the number of activities and, alternately, the number of activities per purpose in the HTS and the synthetic travel demand for male and female individuals aged between 18 and 40 years.

It can also be noticed that the fifth most prevalent activity chain is different between the male and female populations: it is indeed ‘h–w–h–w–h’ for men and ‘h–o–h–o–h’ for women. A further analysis reveals that this chain was originally ‘h–e–h–e–h’ for women; those ‘education’ activities were adjusted into ‘other’ ones during the cleaning part as they represent pick-up and

---

**Figure 6.** Most frequent activity chains: comparison between the Household Travel Survey (HTS) and synthetic travel demand, split between men and women aged 18–40 years.

**Figure 7.** Number of activities in the chains (top row) and number of activities per purpose (bottom row): comparison between the Household Travel Survey (HTS) and synthetic travel demand, split between men and women aged 18–40 years.
drop-off activities. This difference in the activity chain distribution among men and women thus reflects an activity splitting among household members: women who stay at home take care of the children, whereas men are more often employed and some of them return home for lunch.

**DISCUSSION**

**Input data**

The available input surveys (the census and the HTS, conducted in 2010 and 2017, respectively) were not carried out in the same year. During the period separating them, the population structure evolved in many aspects. The ‘unemployment’ rate (each person who is neither employed nor a student is here considered unemployed) rose by 6 percentage points between 2010 and 2017. The observed mobility patterns were influenced by the latest developments of the public transport network (such as the construction of new metro lines or the start of operations of ride-hailing platforms, such as Uber in June 2014, as reported by Zanatta & Kira, 2018).

Travel demand was thus synthesized from two temporally distinct data sets. This is why synthetic mobility patterns sometimes do not match precisely those taken as a reference. Potentially, one could either wait for new census data to be published or update the census information based on information in the HTS to represent the present socio-demographic characteristics better. Moreover, the HTS only allows one to model usual personal trips. While own-account logistics is captured through the HTS, neither freight nor tourism travel patterns are considered. Therefore, this could have consequences on the global accuracy of the downstream agent–based simulation and on its ability to assess the transport situation in the metropolis on an average day.

**Facilities’ locations**

A few issues have arisen concerning the creation of the facility data sets. For instance, as OSM does not have adequate representation of education locations in the region, the first attempt to assign education places to the synthetic individuals ended up being erroneous. The distribution of the individuals’ distances to reach their study location starting from their home was too dissimilar to the target distribution. This highlights the importance of having access to high-quality input data. To overcome this issue, it was possible to use a data set provided by São Paulo’s Ministry of Education. However, this was not possible for other activity categories, such as leisure, shopping or housing.

**Further improvements**

As pointed out above, there is still room for improvement, which would lead to more accurate results and better representation of the average mobility demand in the São Paulo Metropolitan Region. Most of it has to do strongly with data availability:

- As mentioned in the introduction, Santos is a major city with a population of more than 400,000 inhabitants. Being home to the largest seaport of Latin America, located only 80 km from São Paulo, it is apparent that it contributes to transport flows in the megacity. In particular, taking into account commuter flows from one city to the other would enhance the travel survey and, as a result, improve the quality of the modelled transport demand.
- Freight traffic and commercial agents’ routes are also missing in the current trips data sets. As the impact of such trips may not be negligible on the global transport situation, taking them into account would benefit later transport simulation.
- Currently, in the process of matching activity chains to individuals, the household structure is not considered. As all household members are interviewed in the HTS, it would be
possible to maintain the interactions existing within the households in the matching phase. This would ensure that joint trips are appropriately modelled, and that shared resources (cars or bicycles, for instance) are distributed appropriately among the household members.

Integration into an agent-based model
One of the goals of producing such a travel demand is its integration into a full agent-based model. The transport supply has to be created and added to the travel demand to obtain a complete transport scenario. OSM data (e.g., based on a regional cut-out from Geofabrik5) can be used to create the network in the study area, based on open data. Transit schedules (or General Transit Feed Specification, GTFS) are obtained from public transport operators. Then, both demand and supply can serve as the basis for transportation simulations to ultimately conduct policy analysis studies. While this process is available and documented within the same Github repository, it is beyond this paper’s scope.

CONCLUSION
This paper presented a process to generate a synthetic travel demand for São Paulo, based on the eqasim framework allowing, among other components, one to obtain an operational agent-based model directly from the raw data. All the data sets used here and the framework are open source, and, consequently, the results are entirely reproducible by others.

Based on straightforward algorithms, the proposed approach can be easily adapted to the generation of other scenarios. It could, therefore, serve as a benchmark for future improvements. It also shows that reliable outputs can be obtained even if the input data are not the most suitable – in the case at hand, the census data were collected seven years before the HTS was conducted. Even though not methodologically novel, it should be emphasized that, to the authors’ knowledge, it is the first-ever travel demand synthesized for São Paulo and, more generally, for Brazil that can be directly employed in agent-based models to conduct numerous studies.

Possible improvement axes for future study include freight traffic, commuter flows from and to Santos, or household structure during the matching of activity chains phase. The hope is to continue to collect data and to expand this approach to new scenarios. As the presented approach is open source and based on open data, its results are available to anyone. This fosters and encourages accessibility and reproducibility of scientific tools and findings.
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NOTES
1 See https://www.ibge.gov.br/en/statistics/social/population/18391-2010-population-census.html?edicao=19720&t=sobre/.
2 See http://www.metro.sp.gov.br/pesquisa-od/.
3 See https://github.com/eqasim-org/sao_paulo/.
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