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Abstract—Recent improvements in Generative Adversarial Neural Networks (GANs) have shown their ability to generate higher quality samples as well as to learn good representations for transfer learning. Most of the representation learning methods based on GANs learn representations ignoring their post-use scenario, which can lead to increased generalisation ability. However, the model can become redundant if it is intended for a specific task. For example, assume we have a vast unlabelled audio dataset, and we want to learn a representation from this dataset so that it can be used to improve the emotion recognition performance of a small labelled audio dataset. During the representation learning training, if the model does not know the post emotion recognition task, it can completely ignore emotion-related characteristics in the learnt representation. This is a fundamental challenge for any unsupervised representation learning model. In this paper, we aim to address these challenges by proposing a novel GAN framework: Guided Generative Neural Network (GGAN), which guides a GAN to focus on learning desired representations and generating superior quality samples for audio data leveraging fewer labelled samples. Experimential results show that using a very small amount of labelled data as guidance, a GGAN learns significantly better representations.

Index Terms—GAN, Guided unsupervised representation learning.

I. INTRODUCTION

Learning a meaningful representation from an unlabelled dataset is a challenging task [1]. Encouragingly, the advancement of the Generative Adversarial Neural Network (GAN) [2] concept has offered great success [3], [4], [5] in this field. In particular, the literature shows that the superior generation power of a GAN is useful for learning a good representation [6], [7], [8], [3]. While the successes of GANs are mainly found in the image generation domain, they do not perform similarly well in the audio domain, because the audio structure is considerably more complicated than the one of an image and successful audio generation depends on generating different temporal scales accurately [9], which makes the task harder for a GAN. Recently, some studies [9], [10], [11] have shown intriguing results while using a GAN for audio generation. This has encouraged further studies of these methods to learn a representation from unlabelled audio data.

Direct generation of the raw audio waveform is a very complex task. The wavenet generative neural network [12] achieved some success in such raw waveform generation; however, the proposed method was computationally expensive and slow. Rather than using GANs to generate a raw waveform, researchers are currently focusing on strategies to generate audio spectrograms and converting these spectrograms to audio [13], [10], [14]. In this process, if the spectrogram can be generated successfully, the next challenge becomes the conversion of the spectrogram to the audio. The authors introducing TiFGAN [14] use a phase-gradient heap integration (PGHI) [15] method to reconstruct audio from a spectrogram with a minimal loss.

Among the GAN architectures, the BigGAN model performs better in terms of image generation, and also in terms of representation learning [9]. However, to achieve a better result with a BigGAN architecture, we need to provide an enormous amount of data with labels [16]. Although it is easy to find according enormous open-access datasets, obtaining labels for these is very expensive. The recent work of DeepMind in the context of BigGANs has achieved state of the art (SOTA) generation [16] performance using fewer labels; however, these methods are not suitable for representation learning.

To address the problem of limited availability of labelled data, researchers are focusing on representation learning from unlabelled data. In this paper, we are particularly interested in learning disentangled representations which offers the variations in any dataset to be readily separable in the representation space [17], [18], [17], [1], [19]. Although some GAN based studies have claimed good results for learning disentangled representation from unlabelled data [20], [21], [22], [23], [24], [7], [3], recent work of Google AI shows both theoretically and practically that unsupervised disentangled representation learning is fundamentally impossible and some form of supervision is necessary to achieve this goal [25]. Therefore, for learning a good representation using GANs, there persists a requirement of good generation as well as of some form of supervision. In this contribution, we address these challenges as follows.

- We propose a new guided unsupervised representation learning model named Guided Generative Adversarial Neural Network (GGAN), which can guide the GAN model with a small labelled data sample to focus on specific characteristics when learning the representation as well as generating superior quality audio samples.
- We evaluate the performance of the newly introduced GGAN applying the widely used Speech Command Dataset (S09) and Librispeech datasets. There, using gender information in Librispeech as a guide, we learn a representation from the S09 set and generate high-quality speech commands in male/female voices. A comparison with the existing studies shows that the novel GGAN performs significantly better than the state-of-the-
art methods.

II. BACKGROUND AND RELATED WORK

Generative Adversarial Neural Networks are composed of two neural networks, a generator and a discriminator, which are trained based on a minimax game. During training, the discriminator tries to distinguish between real samples from the data distribution and fake samples generated from the generator, while the generator tries to fool the discriminator by producing samples closer to the real sample [2]. The generator maps any given random continuous sample distribution to the real data distribution. During this mapping, the generator learns significant latent characteristics of the data and tries to disentangle them in the random sample space [20].

In a supervised setting (e.g., a conditional GAN), the generator learns to map the random continuous distribution along with a categorical distribution representing the labels of the dataset, to real samples from the dataset. Accurate labels of the dataset are fed to the discriminator to train these models. Although a GAN performs the best in a fully supervised setting, due to limited availability of labelled data, it is not possible to achieve fully supervised training in most practical scenarios. GANs such as InfoGAN [22], which are trained in a completely unsupervised way can avoid the need for labelled data. In the case of the InfoGAN, true labels are not necessary. The generator can learn to map random categorical and continuous samples to real samples, maximising the information between the categorical distribution and generating samples with the help of another small network. However, this method fails to disentangle important features of the data when the complexity of the dataset is very high, such as images with higher resolution.

While fully supervised and fully unsupervised training both have their challenges, semi-supervision can you cite some papers here—a middle ground strategy—has received much interest in the past. Semi-supervised learning combines a small amount of labelled data with a large amount of unlabelled data during training. Guided unsupervised methods also fall into the category of semi-supervised learning. In [26], the authors propose a method to guide an InfoGAN. They use a small number of labels to help the InfoGAN to capture a specific representation. However, it fails to do so in cases like in complex datasets such as SVHN [27], CelebA [28], and CIFAR-10 [29]. In another work [30], the authors suggest learning a classifier from a partially labelled dataset and then use that classifier for semi-supervision in any GAN architecture. Kumar [31] proposed two discriminators in a GAN architecture where one discriminator learns to identify real or fake samples from the unlabelled dataset, and another discriminator learns to identify real or fake samples with their labels from some labelled dataset. In a recent contribution of Google research, the authors explore different semi-supervised methods [10]. They predict the missing labels of the dataset with the help of a small labelled dataset. First, they train with self-supervision, and then fine-tune the classifier with a small labelled dataset. Subsequently, they predict the labels for other missing labelled datasets. They also propose a co-training method for this task, where they train this classifier on top of the discriminator during the training.

From the above, we identify two major gaps in the literature of semi-supervision using GANs. First, most of the proposed methods have shown promising results in terms of generating higher quality samples from fewer labelled datasets; however, they do not offer any representation learning strategy. Second, most of these latest studies are based on image datasets, and very few researchers have investigated the compatibility of these models in other domains such as audio. To contribute to this field, we propose the GGAN model which is capable of learning powerful representation from an unlabelled audio dataset with some guidance from a minimal amount of labelled samples. The newly introduced GGAN can as well generate higher quality audio samples at the same time.

III. PROPOSED RESEARCH METHODS

A. Model Intuition

A generator usually takes random latent vectors as input and generates samples from the real data distribution. In our proposed model, rather than feeding a random latent space to the generator, we feed it with a generated latent space, which is easily classifiable into $n$ categories. In the data distribution, the information of different categories is entangled and not easily separable, but in the latent space, these categories are disentangled, and we can separate them easily. Our aim is that the generator learns to generate different data categories for different latent space categories. However, the challenge is how to force the generator to create such different classes of samples for different categories of latent space. To guide the generator, we hence use some labelled datasets and provide guidance from a classifier network.

In Fig. 1 we show the essential connections between the parts of the model. In our model, we have an encoder that takes any random latent vector and random conditional vector to generate a new latent vector, which can be classified into $n$ categories through ‘classifier A’. The classifier network tries to predict the random conditional vector given the latent vector. This is achieved as the encoder, and the classifier network work together to maximise the information between the random categorical distribution (random conditional vector) and the generated latent distribution.

The generator takes this new latent vector and generates samples from a real data distribution, and ‘classifier B’ tries to classify this generated sample into $n$ categories. Through classifier B, it is ensured that for different given conditions in the encoder, the generator generates different categories of the sample. Now, the problem for the generator is to generate only the categories that are of our interest. In order that the generator can generate correct categories, we jointly train it with classifier B to classify $n$ different categories of the dataset with the help of a few labelled data samples. Using the labelled data samples, classifier B gets trained to classify our concerned categories; it, therefore, classifies the generated samples into those target categories. As the encoder, the generator, and the classifier B are trained together, the generator tries to minimise the loss of classifier B by matching the classification label of classifier B given a latent vector.
Fig. 1. The connection between different networks named Encoder, Classifier A, Generator, Classifier B, Feature Extractor, and Discriminator is shown in this figure for an intuitive explanation of the working mechanisms of the proposed GGAN model.

With the help of classifier B, the generator thus learns to create \( n \) numbers of categories of the sample from \( n \) different categories of latent space generated by the encoder. As classifier B is trained with the small labelled dataset, it will be able to classify some categories correctly from the dataset at the start of the training. As the training goes on, the generator will generate other similar samples for each of the categories, which will improve the classification accuracy of classifier B.

In the end, the generator is trained to generate \( n \) categories samples from \( n \) categories in the latent space generated by the encoder. In the latent space, the categories of the dataset are disentangled and easily classifiable by the classifier network, which makes latent space a powerful representation of the data distribution. We, therefore, connect a feature extractor network into this framework which learns to map real samples to the latent space. The output of the feature extractor then essentially becomes our “learned representation”.

B. Architecture of the GGAN

In our proposed model, we have eight networks. These are the Encoder \( E \), Generator \( G \), Feature Extractor \( F \), two Classifiers \( C_e \) and \( C_x \), and three Discriminators \( D_1 \), \( D_2 \), and \( D_f \). The description is as follows.

1) Encoder and Classifier (\( C_e \)): The Encoder, \( E \) learns to map any sample \( z \) and \( c \) to \( z_e \in u(z) \), where \( u(z) \) is any continuous distribution generated by \( E \), \( z \in p(z) \), and \( c \in \text{Cat}(c) \); \( p_z \) is a random continuous distribution, e.g., a continuous uniform distribution and \( \text{Cat}(c) \) is a random categorical distribution.

When \( E \) learns to map \( z \) and \( c \) to \( z_e \), it can easily ignore the categorical distribution. To address this problem, we introduce a classifier network \( C_e \), which takes \( z_e \) as input and outputs the predicted class \( \hat{c}_e \), where the true label is the given categorical sample \( c \). By using the network \( C_e \), we force \( E \) to maximise the mutual information between \( c \) and \( z_e \). Suppose we have \( n \) categories in the \( \text{Cat}(c) \), then \( E \) learns to create a sample space \( u(z) \), which can be classified into \( n \) categories by the network \( C_e \).

2) Generator: Like any other GAN framework, we have a Generator \( G \), which learns to map \( z_e \) into sample \( \hat{x} \in P_G \), where \( P_G \) is the generated sample distribution. One of the major goals of \( G \) is to generate \( P_G \) so that it matches the true data distribution \( P_{\text{data}} \). Another goal of \( G \) is to maximise the mutual information between \( \hat{x} \) and the given random condition \( c \) (random categorical sample) ensuring there are categorical variations in the generated samples.

3) First (\( D_1 \)) and Second (\( D_2 \)) Discriminators: The Discriminator \( D_1 \) has two parts: a feature extraction part, \( D \),
and the real/fake sample identification part $D'$. From $D$ we obtain the features $d_z$, $d_x$, and $d_{z_1}$ for $\hat{x}$, $x$, $x_1$, respectively, where a real data sample is $x \in P_{data}$ and a labelled data sample resembles $x_1 \in P_{data}$; $P_{data}$ is the labelled data distribution. Here, $P_{data}$ can be the subset of the $P_{data}$ or any other data distribution. For a real sample $x$ and a fake sample $\hat{x}$, we obtain the output respectively as $d_z$ and $d_{\hat{x}}$, from $D'$. In our $D_1$ Network, $D$ optimises the feature learning for both the classification and the discrimination tasks, which renders the optimisation task considerably complex. So, to avoid further complicating of the optimisation task, we use another Discriminator $D_2$ to merely perform a real and fake sample discrimination.

4) Feature Extractor, Classifier ($C_x$), and Third Discriminator ($D_f$): The feature extractor network $F$ learns the representation $f_{\hat{x}}$, $f_\hat{x}$, and $f_{x_1}$ for $\hat{x}$, $x$, and $x_1$ respectively. Rather than feeding directly samples to $F$, we feed the features ($d_z$, $d_x$, and $d_{z_1}$) of these samples from $D$. This is to make it computationally inexpensive, also to reduce the chance of overfitting as the features from $D$ are constantly changing.

$F$ is trained to map $\hat{x}$ and $x$ to the latent space $u(z)$. To ensure this, we have another discriminator $D_f$ which learns to identify an $(f_x, x)$ pair as a fake, and a $(z_c, \hat{x})$ pair as a real pair. Similarly, rather than feeding directly $x$ and $\hat{x}$, we feed their features from $D$.

The second Classifier $C_x$ learns to classify labelled data as well as it learns to classify the generated image $\hat{x}$ according to a given categorical, conditional sample $c$. For the classification of $\hat{x}$ and $x_1$, we feed the features generated from $F$ to $C_x$.

C. Losses

1) Encoder, Classifier ($C_e$), and Generator loss: For the Encoder $E$ and the Classifier $C_e$, let the classification loss be $ECLoss$. We have $z_c = E(z, c)$, therefore,

$$ECLoss = -\sum c \log(C_e(z_c)).$$

(1)

For the Generator $G$, we have two generation losses coming from the discriminator $D_1$ and $D_2$. For the generator and discriminator, we use the hinge loss. We have $\hat{x} = G(z_c)$ and $d_\hat{x} = D(\hat{x})$, therefore,

$$G_{loss_1} = -D'(d_\hat{x}),$$

(2)

$$G_{loss_2} = -D_2(\hat{x}).$$

(3)

The Generator $G$ has another loss for the classification of the sample. We have $f_{\hat{x}} = F(d_{\hat{x}})$, so the Classification Loss, $GC_{loss}$ for $G$ is,

$$GC_{loss} = -\sum c \log(C_x(f_{\hat{x}})).$$

(4)

For mode collapse, we define a loss named “Mode Divergence Loss”, $MG_{loss}$. For calculating this loss, we take two random inputs $z_1$ and $z_2$, and the same conditional code $c$. For $z_1, z_2$, we get $x_1 = G(E(z_1, c))$ and $\hat{x}_2 = G(E(z_2, c))$, respectively.

We also take two random samples $x_1$ and $x_2$ from the real data distribution $P_{data}$. We calculate the loss based on the feature extracted from $D$. Let $d_{x_1} = D(x_1)$, $d_{x_2} = D(x_2)$, $d_{\hat{x}_1} = D(\hat{x}_1)$, $d_{\hat{x}_2} = D(\hat{x}_2)$, and $\alpha$ is a small parameter like .0001, so we get,

$$MG_{loss} = \max\{1, \sum |d_{x_1} - d_{\hat{x}_1}|/\sum |d_{x_2} - d_{\hat{x}_2}| + \alpha\}.$$  

(5)

Hence, we have a combined loss, $ECG_{loss}$ for $E$, $C$, and $G$. We averaged the $G_{loss_1}$, $G_{loss_2}$, and $MG_{loss}$ as all of these are losses for the generation of the sample. The $E$, $C$, and $G$ networks are updated to minimise the loss $ECG_{loss}$.

$$ECG_{loss} = (G_{loss_1} + G_{loss_2} + MG_{loss})/3 + EC_{loss} + GC_{loss}.$$  

(6)

2) Feature Extractor and Classifier ($C_x$) loss: We have the feature generation loss, $FG_{loss}$, coming from the third Discriminator $D_f$, so that $F$ creates features like $z_c$ from real data.

$$FG_{loss} = -D_f(f_z, d_x).$$  

(7)

We have two classification losses for $C_x$, one for the labelled sample, $CL_{loss}$, and another one for the generated sample, $CG_{loss}$. If the label of the real sample is $y$, and we have $f_{x|l} = F(d_{x|l})$ and $f_{\hat{x}} = F(d_{\hat{x}})$, therefore,

$$CL_{loss} = -\sum y \log(C_x(f_{x|l})), $$

(8)

$$CG_{loss} = -\sum c \log(C_x(f_{\hat{x}})). $$

(9)

Likewise, the total loss for $F$ and $C_x$ is $FC_{loss}$, which is the sum of the above losses:

$$FC_{loss} = CL_{loss} + CG_{loss} + FG_{loss}. $$

(10)

We update the $F$ and $C_x$ network to minimise the $FC_{loss}$.

3) Discriminators loss: The $D'$ part of $D_1$ and $D_2$ are two discriminators for identifying the real/fake samples generated from the generator. $D_1$ also has a part $D$, which is responsible for generating features for the $F$ and $C_x$ networks. It is also optimised to reduce the classification loss, $CL_{loss}$, of the real labelled samples. Finally, the Discriminator $D_f$ identifies the real or fake feature sample pairs from $F$. The discriminator losses $D_{loss_1}$, $D_{loss_2}$ and $D_{loss_f}$ for $D_1$, $D_2$, and $D_f$, respectively, are given by,

$$D_{loss_1} = -\min(0, -1 + D'(D(x))) $$

$$-\min(0, -1 - D'(D(\hat{x}))) - CL_{loss}, $$

(11)

$$D_{loss_2} = -\min(0, -1 + D_2(x)) $$

$$-\min(0, -1 - D_2(\hat{x})),$$

(12)

$$D_{loss_f} = -\min(0, -1 - D_f(f_x, d_x)) $$

$$-\min(0, -1 + D_f(z_c, d_{\hat{x}})).$$

(13)

The discriminators’ weights are updated to maximise these losses. The algorithm to train the whole model is given in Algorithm 1.
Algorithm 1: Minibatch stochastic gradient descent training of the proposed GGAN. The hyperparameter \( k \) represents the number of times the discriminators are updated in one iteration. We used \( k = 2 \), which helped to converge faster.

1: for number of training iterations do
2:     for \( k \) steps do
3:     Sample minibatch of \( m \) noise samples \( \{z^{(1)}, \ldots, z^{(2m)}\} \) from \( p_z \), conditions \( \{c^{(1)}, \ldots, c^{(m)}\} \) from Cat(c), data points \( \{x^{(1)}, \ldots, x^{(2m)}\} \) from \( p_{data} \) and labelled data points \( \{\hat{x}^{(1)}, \ldots, \hat{x}^{(m)}\} \) from \( p_{data} \).
4:     Update the parts \( D, D' \) of discriminator \( D_1 \) by ascending its stochastic gradient:
5:         \[ \nabla_{\theta_1} \frac{1}{m} \sum_{i=1}^{m} \left[ D_{1loss}^{(i)} \right]. \]
6:     Update the discriminator \( D_2 \) by ascending its stochastic gradient:
7:         \[ \nabla_{\theta_2} \frac{1}{m} \sum_{i=1}^{m} \left[ D_{2loss}^{(i)} \right]. \]
8:     Update the discriminator \( D_f \) by ascending its stochastic gradient:
9:         \[ \nabla_{\theta_f} \frac{1}{m} \sum_{i=1}^{m} \left[ D_{floss}^{(i)} \right]. \]
10:    end for
11: end for
12: Repeat step [3].
13: Update the Generator \( G \), Encoder \( E \) and Classifier \( C_e \) by descending its stochastic gradient:
14:         \[ \nabla_{\theta_g, \theta_e, \theta_c} \frac{1}{m} \sum_{i=1}^{m} \left[ ECGloss^{(i)} \right]. \]
15: Repeat step [3].
16: Update the Feature Extractor \( F \) and Classifier \( C_x \) by descending its stochastic gradient:
17:         \[ \nabla_{\theta_f, \theta_c} \frac{1}{m} \sum_{i=1}^{m} \left[ FCloss^{(i)} \right]. \]

IV. DATA AND IMPLEMENTATION DETAIL

A. Datasets

For the validation of the GGAN, we use S09 \[32\] and the LibriSpeech dataset \[33\]. In the S09 dataset digits from zero to nine are uttered by 2618 speakers. Most of the recent studies use the S09 dataset for evaluating their model for audio generation. This dataset is noisy and includes 23,000 samples where many of these samples are poorly labelled. Labels for the speakers and gender are not available in S09.

LibriSpeech is a corpus of approximately 1000 hours of 16kHz read English speech. In the dataset, there are 1166 speakers where 564 are female, and 602 are male.

B. Measurement Metrics

For evaluating generation we use Inception Score (IS) \[34\] and Frchet Inception Distance (FID) \[35, 36\].

1) Inception Score (IS): IS score measures the quality of the generated samples as well as the diversity in the generated sample distribution. Pretrained Inception Network V3 \[37\] is used to get the labels for the generated samples. The conditional label distribution \( p(y|x) \) is derived from inception network, where \( x \) is the generated sample. We want the entropy to be low, which indicates the good quality of the image. It is also expected that the images are diverse, so the marginal label distribution \( \int p(y|x)dz \) should have high entropy. Combining these two requirements, the KL-divergence between the conditional label distribution and the marginal label distribution is computed from metric \( \exp(\mathbb{E}_x KL(p(y|x)||p(y))) \). As an inception network is used, it is called Inception Score (IS score). A higher IS score indicates the good quality of the generated samples.

2) Frchet Inception Distance (FID): IS score is computed solely on the generated samples. Frchet Inception Distance (FID) improves the IS score by comparing the statistics of generated samples to real data samples. First the features are extracted for both real and generated samples from the intermediate layer of the inception network. Then the mean \( \mu_r, \mu_g \) and covariance \( \Sigma_r, \Sigma_g \) for real and generated samples are calculated respectively from these features. Finally, the Frchet Distance \[38\] between two multivariate Gaussian distributions (given by the \( \mu_r, \mu_g \) and \( \Sigma_r, \Sigma_g \)) is calculated using:
\[ ||\mu_r - \mu_g||^2 + \text{Tr}(\Sigma_r + \Sigma_g - 2(\Sigma_r\Sigma_g)^{1/2}) \]. A lower FID score indicates the good quality of the generated samples.

Note that the inception v3 model is trained on imagenet dataset \[39\], which is completely different from audio spectrograms. Therefore, it will not be able to classify spectrograms into any meaningful categories, resulting in poor performance on the calculation of IS and FID score for our datasets. In the “Adversarial Audio Synthesis” \[10\] paper, instead of using the pretrained inception v3 network to calculate the IS and FID scores, the authors train a classifier network on S09 spoken digit dataset and obtain good performance. We, therefore, use their pretrained model to calculate both IS and FID scores for our generated samples.

C. Experimental Setup

Performance of GGAN model is evaluated based on two tasks, Representation Learning and Audio Generation. To evaluate the performance of audio generation, we compare IS and FID score of GGAN with that of supervised and unsupervised BigGAN as well as related research works on S09 dataset. First, the generated log-magnitude spectrograms of the models are converted to audio with the PGHI algorithm and then we convert the audio back to spectrogram to pass through the pretrained classifier to calculate the IS and FID score as the input spectrogram format for the pretrained model is different. Therefore, essentially the evaluation is done based on the generated audio rather than evaluating on the spectrogram directly.
For representation learning, we compare the GGAN model with unsupervised BigGAN and supervised Convolutional Neural Network (CNN). Our primary goal is to learn representation from unlabelled S09 training dataset so that we can get better classification result on the S09 test dataset. For any GAN model, the latent space captures the representation of the training dataset so to map the real data samples to the latent space we follow the strategy from the 'Adversarially learned inference' paper [4].

After training the unsupervised BigGAN, we train a feature extraction network to reverse map the sample to latent distribution to get the representation for real samples. Then we train a classifier at the top of the feature extraction network with 1 to 5% randomly sampled labelled dataset from the training dataset and evaluate on the test dataset. A sampling of the training dataset was repeated five times, and the results were averaged. We use the same 1 to 5% labelled data for the training of a CNN network. For this setting, we use the same CNN architecture as feature extraction network. Also, these 1 to 5% labelled data was used during the training of the GGAN model as guidance.

We take the pretrained $D, F$ and $C_x$ networks from GGAN models, pass the test dataset through those pretrained networks to get the prediction for classes $C_x (F(D(x_{test})))$. Then we compute the classification accuracy on the test dataset. With these experiments, we can evaluate the effectiveness of using a small labelled training data during or after the training of the model. So these experiments will demonstrate if the guidance in GGAN, can improve the performance.

To evaluate the quality of the representation learnt we visualise the representation space. We then evaluate the disentanglement by observing the linear interpolation in the representation space.

We also test the possibility of guiding an unsupervised model to learn an attribute of data in a dataset, where the guidance comes from a non-related dataset. Here we have used the whole S09 training data as the unlabelled dataset and Librispeech as the labelled dataset for guidance on the gender. Note that Gender information is not available for the S09 dataset. We have taken 50 male and 50 female speakers from the Librispeech dataset with 5 minutes of audio sample for each speaker. Our expected output from the GGAN is to produce the male and female spoken digits based on the guidance from the Librispeech dataset.

For our generator and discriminator network in the GGAN model, we use the BigGAN [8] architecture. We maintain the parameters the same as BigGAN, except we only change the input of the Discriminator and output of the Generator to accommodate the 128 by 256 size log-magnitude spectrogram. During the training of GGAN, we keep the learning rate of the generator and Discriminator equal, which boosts the IS score by 1. The architecture details are given in the supplementary document.

V. RESULTS

For the unsupervised BigGAN model, we achieve an IS score of $6.17 \pm 0.2$, and an FID score of $24.72$, whereas we receive an IS score of $7.3 \pm 0.01$, and FID score of $24.40 \pm 0.5$ for the supervised BigGAN. For our GGAN model, with 5 per cent labelled data as guidance, we achieve a maximum IS score of $7.24 \pm 0.05$, and an FID score of $25.75 \pm 0.3$ for the generated samples, which is very close to the performance of the fully supervised BigGAN model and considerably better than unsupervised BigGAN model. Comparison of the IS score and FID score between different models are shown in the table I. We observe that the performance of the proposed GGAN is better than that of other studies reported in the table I. Generated samples for different digit categories are shown in Figure 3. Notice the diversity in the sample generation for any particular digit category.

A comparison on the test accuracy between the unsupervised BigGAN and GGAN is shown in Table I. With a 5% labelled dataset, we have achieved an accuracy of $92 \pm 0.87\%$, which is close to the accuracy of the fully supervised CNN model ($96.2\%$). Therefore, guidance during training helps to learn better representation of the dataset.

As we have guided the proposed GGAN model with the digit categories, it is expected that in the representation space, the digit categories are disentangled. To investigate this scenario, we visualise the learnt representation in the 2D plane. We take the representation/feature $F(D(x_{test}))$ of the test dataset passing through the trained $D$ and $F$ networks. Then, the higher dimensional features are visualised with the t-SNE (t-distributed stochastic neighbour embedding) [40] visualisation technique and shown in figure 5. In the figure, we can observe that the features of the similar categories are clustered together and they are easily separable.

To investigate the quality of the learnt latent space by the generator, we conduct a linear interpolation between two random points in the latent space as in the DCGAN work [20] and observe a smooth transition in the generated spectrogram space as well as that after converting them to audio, the transition is smooth. This indicates good learning of latent space by the generator. But for the unsupervised BigGAN, during the linear interpolation, we notice a smooth transition in the generated spectrogram space but after converting them to audio, we find that the transaction becomes non-smooth. This indicates that the generator is able to capture the semantics of the spectrogram in the latent space but is unsuccessful to capture the semantics in the audio space. As

| Model Name                      | IS Score | FID Score |
|---------------------------------|----------|-----------|
| Real (Train Data) [10]          | 9.18 $\pm$ 0.04 | -         |
| Real (Test Data) [10]           | 8.01 $\pm$ 0.24 | -         |
| TiFGAN [11]                     | 5.97     | 26.7      |
| WaveGAN [10]                    | 4.67 $\pm$ 0.01 | -         |
| SpecGAN [10]                    | 6.03 $\pm$ 0.04 | -         |
| Supervised BigGAN               | 7.33 $\pm$ .01 | 24.40 $\pm$ 0.5 |
| Unsupervised BigGAN             | 6.17 $\pm$ 0.2 | 24.72 $\pm$ 0.05 |
| GGAN                            | 7.24 $\pm$ 0.05 | 25.75 $\pm$ 0.1 |
Fig. 3. The generated log-magnitude spectrograms using the proposed GGAN model for different digit categories is shown in this figure. Each row shows a distinct digit category from 0 to 9, where the columns show the diversity in the generated samples. Numbers on the left side of each row show the digit category for that particular row.

Fig. 4. Generated spectrogram from the interpolation of the latent space from the male sound of digit 2 to the female sound of digit 2 (left to right). The top row is the linear interpolation for the unsupervised BigGAN, and the bottom row represents the linear interpolation for the proposed GGAN.

the unsupervised GAN is trained with spectrograms, it has no idea about the characteristics of the audio samples. But with some guidance, we have shown that the generator of the GGAN can learn important semantics of audio though it is
TABLE II
Comparison of the test data classification accuracy between a CNN, unsupervised GAN, and the proposed GGAN on the SO9 dataset

| Training Data Size | CNN Network | Unsupervised GAN | GGAN   |
|--------------------|-------------|-----------------|--------|
| 1%                 | 82 ± 1.2    | 73 ± 1.02       | 84 ± 2.24 |
| 2%                 | 83 ± 0.34   | 75 ± 0.41       | 85 ± 1.24 |
| 3%                 | 83 ± 0.23   | 78 ± 0.07       | 88 ± 0.1 |
| 4%                 | 84 ± 0.34   | 80 ± 0.01       | 91 ± 0.5 |
| 5%                 | 84 ± 1.02   | 80 ± 1.72       | 92 ± 0.87 |
| 100%               | 96.2        | -               | -      |

Fig. 5. t-SNE visualisation of the learnt representation of the test data of the SO9 dataset. Here, different colours of points represent different digit categories. Representations of the different digit categories are clustered together.

trained with spectrograms.

In figure 4, we show the linear interpolation for both the unsupervised BigGAN and the proposed GGAN. We avoid the latent space interpolation for the supervised BigGAN, as the generator of the supervised BigGAN uses both conditions, \( c \) and latent space, \( z \), during the sample generation, \( G(z, c) \), which discourages the generator to learn any conditional characteristics in the latent space. It instead learns the common attributes in the latent space. In our SO9 dataset experiment, the supervised BigGAN does not disentangle the digit categories (condition) in the latent space. It learns the common characteristics like gender, pitch, volume, noise, etc. in the latent space and generates different digits for the same latent space given different conditions.

We also investigate the effectiveness of the guidance from training data of a completely separate dataset. As unlabelled dataset, we use the SO9 dataset and for the labelled dataset part, we use the librispeech dataset with the labels for speaker gender (male and female). We successfully generate samples of 0-9 digits for males and female speakers. We achieve an IS score of 6.52 ± 0.5, and an FID score of 26.21 ± 0.1. Here, although our GGAN model is not guided for digit categories, it shows state of the art performance.

VI. CONCLUSION AND LESSON LEARNT

In this contribution, we proposed the novel Guided Generative Adversarial Neural network (GGAN), where we guide an unsupervised GAN network with some labelled data. This allows the network to learn specific attributes while learning the representation of the dataset, which is useful for transfer learning or any other machine learning tasks. As we guide the model during training according to a post-task, the proposed GGAN can be used as a task-aware network that learns task-specific representation. We showed that the GGAN can learn powerful representations as well as can generate high-quality samples given some labelled data as guidance.

Our model was successfully evaluated based on one-second audio data; it remains a challenge to make it useful for large size audio with higher complexity. However, any long audio can be divided into one-second chunks, and this model can be beneficial for generating high-quality chunks and learn useful representation which can be used for challenging tasks. While more research is necessary to understand this model, our research is likely to motivate others to work on the guided representation learning model where, with some guidance, one model can learn powerful representations from the enormous freely available unlabelled data.

Among many minor challenges, the main challenge we face is related to the sample generation of the model. There was a severe issue of mode collapse, which we could not satisfyingly fix implementing different techniques in the literature [34]. However, we received inspiration from the Mode Seeking GAN [41], modified the loss function, and created a unique feature loss, which immediately fixed the mode collapse problem. The feature loss calculates the ratio of the difference between the two real samples and two generated samples. If the generator creates very similar or the same samples, it gets penalised and tries to find more modes. Audio samples discussed in this paper, can be found in the GitHub link https://github.com/KnHuq/GGAN.
A. Supervised BigGAN

To upsample a 128 size latent vector to a 256×128×1 sample in Generator and to downsample a 256×128×1 sample to a size 1 output in Discriminator, we use Resnet architecture from the BigGAN paper [3]. Table IV and V show the layers of the architecture. Generator and Discriminator architectures are shown in Table VI and VII respectively.

We use a learning rate 0.00005 and 0.0002 for the Generator and the Discriminator, respectively. We set the number of channels (ch) to 16 to minimise the computational expenses as the higher number of channels such as 64 and 32 only offer negligible improvements.

B. Unsupervised BigGAN

The architectures of upsampling and downsampling layers are given in Table VIII and IX respectively. Here only the Batch Normalisation layers are different when compared to supervised BigGAN. Generator and Discriminator architectures are shown in the Table X and XI respectively. We use learning rate 0.00005 and 0.0002 for the Generator and the Discriminator, respectively. Again we set the number of channels to 16.
**TABLE VIII**
ARCHITECTURE OF THE RESBLOCK GENERATOR WITH UPSAMPLING FOR THE UNSUPERVISED BIGGAN.

| Layer Name | Kernal Size | RS | Output Size |
|------------|-------------|----|-------------|
| Shortcut   | [1,1,1]     | U  | 2h × 2w × c_{o} |
| BN, ReLU   | -           | -  | h × w × c_{i}   |
| Convolution| [3,3,1]     | U  | 2h × 2w × c_{o} |
| BN, ReLU   | -           | -  | 2h × 2w × c_{o} |
| Convolution| [3,3,1]     | U  | 2h × 2w × c_{o} |
| Addition   | -           | -  | 2h × 2w × c_{o} |

**TABLE IX**
ARCHITECTURE OF THE RESBLOCK DISCRIMINATOR WITH DOWNSAMPLING FOR THE UNSUPERVISED BIGGAN.

| Layer Name | Kernal Size | RS | Output Size |
|------------|-------------|----|-------------|
| Shortcut   | [1,1,1]     | D  | h/2 × w/2 × c_{o} |
| ReLU       | -           | -  | h × w × c_{i}   |
| Convolution| [3,3,1]     | -  | h × w × c_{o}   |
| ReLU       | -           | -  | h × w × c_{o}   |
| Convolution| [3,3,1]     | D  | h/2 × w/2 × c_{o} |
| Addition   | -           | -  | h/2 × w/2 × c_{o} |

**TABLE X**
ARCHITECTURE OF THE GENERATOR FOR THE UNSUPERVISED BIGGAN.

| Layer Name | RS | SN | Output Size |
|------------|----|----|-------------|
| Input z    | -  | -  | 128         |
| Dense      | -  | -  | 4 × 2 × 16. ch |
| ResBlock   | U  | SN | 8 × 4 × 16. ch |
| ResBlock   | U  | SN | 16 × 8 × 16. ch |
| ResBlock   | U  | SN | 32 × 16 × 16. ch |
| ResBlock   | U  | SN | 64 × 32 × 16. ch |
| ResBlock   | U  | SN | 128 × 64 × 16. ch |
| Non-local block | - | - | 128 × 64 × 16. ch |
| ResBlock   | U  | SN | 256 × 128 × 1. ch |
| BN, ReLU   | -  | -  | 256 × 128 × 1 |
| Conv [3,3,1]|-  | -  | 256 × 128 × 1 |
| Tanh       | -  | -  | 256 × 128 × 1 |

**TABLE XI**
ARCHITECTURE OF THE DISCRIMINATOR FOR THE UNSUPERVISED BIGGAN.

| Layer Name | RS | Output Size |
|------------|----|-------------|
| Input      | -  | 256 × 128 × 1 |
| Spectrogram| D  | 128 × 64 × 1. ch |
| ResBlock   | -  | 128 × 64 × 1. ch |
| Non-local block | - | - | 64 × 32 × 1. ch |
| ResBlock   | D  | 32 × 16 × 2. ch |
| ResBlock   | D  | 16 × 8 × 4. ch |
| ResBlock   | D  | 8 × 4 × 8. ch |
| ResBlock   | D  | 4 × 2 × 16. ch |
| ReLU       | -  | 4 × 2 × 16. ch |
| Global sum pooling | - | - | 1 × 1 × 16. ch |
| Dense      | -  | 1           |

**C. GGAN**

In the GGAN model, the downsampling and upsampling layers are the same as those shown in table VIII and IX respectively. For Encoder, we concatenate the input z and c, then use a simple multi layer neural network. The Encoder architecture is shown in table XII. Classifier, C_{e} and C_{z} share the same architecture, and it is shown in table XIII. We use the same configuration of the Generator as of the unsupervised GAN shown in table X. Architectures of the Feature extraction part (D) and the discrimination part (D') of the first Discriminator are given in Table XIV and XV respectively. Also, for the second Discriminator, we use the same Discriminator architecture as that of the unsupervised BigGAN given in table XI. Architecture of the Feature Extractor network is given in the table XVI. For the Discriminator D_{f}, we concatenate the features after the resblocks and before the bottleneck dense layer. The architecture is given in Table XVII. For all the networks except discriminators, we use the learning rate 0.0005 and for the discriminators, we use the learning rate 0.0002. We again set the number of channels to 16. We use a batch size of 64 with two Nvidia p100 GPUs. The average run time is 33.12 hours.

**TABLE XII**
ARCHITECTURE OF THE ENCODER FOR THE GGAN.

| Layer Name | Output Size |
|------------|-------------|
| Input z, Input c | 128 + 10 = 138 |
| Dense      | 128         |
| ReLU       | 128         |
| Dense      | 128         |
| ReLU       | 128         |
| Dense      | 128         |

**TABLE XIII**
ARCHITECTURE OF THE CLASSIFIER C_{e} AND C_{z} FOR THE GGAN.

| Layer Name | Output Size |
|------------|-------------|
| Input      | 128         |
| Dense      | 128         |
| ReLU       | 128         |
| Dense      | 128         |
| ReLU       | 128         |
| Dense      | 10          |
TABLE XIV
ARCHITECTURE OF THE FEATURE EXTRACTION PART ($D$) OF THE FIRST DISCRIMINATOR FOR THE GGAN.

| Layer Name        | RS  | Output Size        |
|-------------------|-----|--------------------|
| Input Spectrogram | -   | $256 \times 128 \times 1$ |
| ResBlock D        | D   | $128 \times 64 \times 1. \text{ch}$ |
| Non-local block   | -   | $128 \times 64 \times 1. \text{ch}$ |
| ResBlock          | -   | $64 \times 32 \times 1. \text{ch}$ |
| ResBlock D        | D   | $32 \times 16 \times 2. \text{ch}$ |
| ResBlock D        | D   | $16 \times 8 \times 4. \text{ch}$ |
| ResBlock D        | D   | $8 \times 4 \times 8. \text{ch}$ |
| ResBlock D        | D   | $4 \times 2 \times 16. \text{ch}$ |
| ResBlock (No Shortcut) | -  | $4 \times 2 \times 16. \text{ch}$ |
| ReLU              | -   | $4 \times 2 \times 16. \text{ch}$ |
| Global sum pooling| -   | $1 \times 1 \times 16. \text{ch}$ |
| Flatten           | -   | 16. \text{ch}$ |

TABLE XV
ARCHITECTURE OF THE DISCRIMINATION PART ($D'$) OF THE FIRST DISCRIMINATOR FOR THE GGAN.

| Layer Name        | RS  | Output Size |
|-------------------|-----|-------------|
| Input z           | 128 |             |
| Dense             | 128 |             |
| ReLU              | 128 |             |
| Dense             | 128 |             |
| ReLU              | 128 |             |
| Dense             | 1   |             |

TABLE XVI
ARCHITECTURE OF THE FEATURE EXTRACTOR FOR THE GGAN.

| Layer Name        | Output Size |
|-------------------|-------------|
| Input Feature     | 256         |
| Dense             | 256         |
| ReLU              | 256         |
| Dense             | 256         |
| ReLU              | 256         |
| Dense             | 128         |

TABLE XVII
ARCHITECTURE OF THE DISCRIMINATOR, $D'$ FOR THE GGAN.

| Layer Name        | RS   | Output Size |
|-------------------|------|-------------|
| Input Spectrogram | -    | $256 \times 128 \times 1$ |
| ResBlock          | D    | $128 \times 64 \times 1. \text{ch}$ |
| Non-local block   | -    | $128 \times 64 \times 1. \text{ch}$ |
| ResBlock          | -    | $64 \times 32 \times 1. \text{ch}$ |
| ResBlock D        | D    | $32 \times 16 \times 2. \text{ch}$ |
| ResBlock D        | D    | $16 \times 8 \times 4. \text{ch}$ |
| ResBlock D        | D    | $8 \times 4 \times 8. \text{ch}$ |
| ResBlock D        | D    | $4 \times 2 \times 16. \text{ch}$ |
| ResBlock (No Shortcut) | -  | $4 \times 2 \times 16. \text{ch}$ |
| ReLU              | -    | $4 \times 2 \times 16. \text{ch}$ |
| Global sum pooling| -    | $1 \times 1 \times 16. \text{ch}$ |
| Concat with input feature | -      | $256+128=384$ |
| Dense             | -    | 128         |
| ReLU              | -    | 128         |
| Dense             | -    | 1           |