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**Abstract**

The virtual screening of large numbers of compounds against target protein binding sites has become an integral component of drug discovery workflows. This screening is often done by computationally docking ligands into a protein binding site of interest,
but this has the drawback that a large number of poses must be evaluated to obtain accurate estimates of protein-ligand binding affinity. We here introduce a fast prefiltering method for ligand prioritization that is based on a set of machine learning models and uses simple pose-invariant physicochemical descriptors of the ligands and the protein binding pocket. Our method, Rapid Screening with Physicochemical Descriptors + machine learning (RASPD+), is trained on PDBbind data and achieves a regression performance better than for the original RASPD method and comparable to traditional scoring functions on a range of different test sets without the need for generating ligand poses. Additionally, we use RASPD+ to identify molecular features important for binding affinity and assess the ability of RASPD+ to enrich active molecules from decoys.

**Introduction**

Virtual screening to assess in silico the binding of candidate ligands to a target protein is a key component of structure-based drug design procedures. Typically, screening is done by docking the ligands at many different positions or poses in the three-dimensional structure of the target protein. At every position, a scoring function is evaluated to approximate the binding free energy and this is used to rank the binding poses and to rank different candidate ligands for their ability to bind to the target protein. While correct docking poses are frequently generated, scoring functions often lack the accuracy necessary to correctly rank poses or ligands. Therefore, docking procedures are frequently supplemented by methods employing molecular dynamics simulations with the aim of computing more accurate binding affinities. However, both docking and molecular dynamics simulations often fail to provide predictions of binding free energy at the level of accuracy desired. Furthermore, they are demanding in terms of computational effort and expertise. Therefore, there is a need for quick approaches with robust predictive scoring functions to facilitate the screening and prioritization of large libraries of compounds prior to applying docking and simulation.
While the assessment of ligand properties, e.g., for drug-likeness, to filter ligand libraries is well established, we here address the need to filter and prioritize ligands based not only on ligand properties but also on the properties of the target protein. For this purpose, we previously developed a simple hybrid regression approach, called RASPD (Rapid Screening with Physicochemical Descriptors). In this linear regression model, the binding free energy $\Delta G$ was predicted using a minimal set of physicochemical descriptors for typical interactions. Hydrogen bonding was accounted for by counting potential donor and acceptor atoms. Van der Waals forces were approximated by the Wiener topology index and the molar refractivity, which describes the polarizability of a molecule. Additionally, the partition coefficient logP allowed for the estimation of the hydrophobic effect. While the descriptor values for the ligand are straightforward to compute, simplifying assumptions were made to obtain the physicochemical descriptors for the target protein. A sphere was centered on a known or assumed binding pocket position with a radius encompassing the maximum size of the ligand. This sphere was then used to select the amino acid residues for which descriptors were computed (Figure 1A). However, the linear regression model used has limited abilities to capture complex feature interactions compared to non-linear models. Since RASPD was first developed, more high-quality data sets on protein-ligand complexes with associated binding free energies have been made available and a large number of machine learning methods have been developed. Moreover, machine learning approaches have successfully been used to either replace or enhance the predictions of traditional scoring functions for protein-ligand binding.

Thus, we have here developed RASPD+, a new tool that improves on the conceptual framework of the original RASPD method by using: (i) a set of diverse machine learning methods to derive an ensemble prediction, (ii) additional and more fine-grained descriptors for the target proteins, and (iii) larger training sets of newer protein-ligand binding data. We here describe the training, testing, and application of RASPD+. We demonstrate the
capabilities of RASPD+ for binding free energy regression and compare its performance to established scoring functions. We also analyze the features contributing to the predictions to gain insights into the important features for binding affinity. Finally, we show that RASPD+ can enrich active molecules in tests with the Directory of Useful Decoys (DUD).  

Methods

The computational workflow and the training and validation procedure used for RASPD+ are illustrated in Figure 1.

Figure 1: The computational workflow of RASPD+ comprises featurization (A) and the training and evaluation of machine learning models (B). (A) For each ligand molecule, simple physicochemical descriptors are computed based on atomic contributions. Information about the target protein is gathered within a sphere around a putative binding position, whose size is determined by the radius of the ligand. For residues within this sphere, similar descriptors are computed. (B) Data from the PDBbind refined set featurized in this way served as the training data in a nested cross-validation strategy. To compare linear regression (LR), k-nearest neighbors (kNN), support vector regression (SVR), neural network (DNN), random forest (RF), and extremely random forest (eRF) models, test sets were split off in 10 replicates in an outer loop. In the inner loop, 6-fold cross-validation was used to select the best hyperparameters for the given model.
Datasets

The PDBbind refined data set (release 2018\textsuperscript{10,15}, containing 4463 protein-ligand crystal structures and experimentally measured binding affinities, served as the initial data set. As it contains high-quality structures of non-covalent protein-ligand interactions with a resolution better than 2.5 Å and no steric clashes, it is extensively used as a benchmark set for protein-ligand binding affinity prediction.\textsuperscript{10} We thus obtained structural information about each protein in the data set, the position and structure of the ligand binding to it, and the corresponding binding constant. As we considered modeling the coordination of metal ions to be beyond the scope of our approach, the structures were filtered to exclude cases with metal ions within 2.1 Å of the ligand. Dissociation and inhibition constants and $IC_{50}$ values were converted to binding free energies using the equation:

$$\Delta G = -RT \ln K$$ where $K \in \{K_d, K_i, IC_{50}\}$ assuming $T = 298.15 \text{ K}$ \hspace{1cm} (1)

This processing resulted in a set of 3925 protein-ligand complexes for training, validation, and testing.

For further testing, the following previously published benchmark sets served as external test sets: The Community Structure-Activity Resource (CSAR) NRC-HiQ 2010 selection,\textsuperscript{19,20} data sets from the CSAR 2012\textsuperscript{21} and CSAR 2014\textsuperscript{22} challenges, and a data set described by Wang et al.\textsuperscript{23}

The CSAR-NRC 2010 HiQ release\textsuperscript{19,20} contains two sets of protein-ligand complexes, with 55 and 49 docked complexes, respectively, as well as information about experimental binding affinities.

Another set of binding free energies and corresponding structures was assembled from the CSAR 2012\textsuperscript{21} and CSAR 2014\textsuperscript{22} data sets that are now curated by the Drug Design Data Resource (D3R) (drugdesigndata.org).\textsuperscript{9} For this set, which we refer to as the D3R data set, we downloaded the data for the proteins urokinase, cyclin-dependent kinase 2
(CDK2), checkpoint kinase 1 (CHK1), MAP kinase 1 (ERK2), LpxC deacetylase (LpxC), spleen tyrosine kinase (SYK), tRNA (m1G37) methyltransferase (tRMD), heat shock protein 90 (HSP90), and a CDK2-Cyclin A complex. The SMILES strings of 1271 active inhibitors of these proteins in the D3R data set were converted to 3D structures in PDB format using Open Babel. For HSP90, we excluded 46 compounds which were all assigned the same ΔG of −5.860 kcal/mol as this value likely represented a threshold value for the experimental measurements rather than the actual binding affinity of the ligands.

Wang et al. aggregated previous experimental results and PDB structures for 283 complexes of 7 different proteins: beta-secretase (BACE), CDK2, induced myeloid leukemia cell differentiation protein (Mcl-1), p38 MAP kinase, protein-tyrosine phosphatase 1B (PTP1B), thrombin, and tyrosine kinase 2 (TYK2). For this set, protein structures were retrieved from the RCSB protein data bank (http://www.rcsb.org) and hydrogen atoms were added to the protein structures with the tleap module of AMBER 14. This included additional ligands for Mcl-1 and TYK2 that were not used by Wang et al.. The structures of the 283 inhibitors were redrawn and verified in the MOE software (Chemical Computing Group, Montreal, QC).

Further details on the source of structures and experimental binding affinities are given in Table SI 1.

Generation of molecular descriptors

To model the non-covalent interactions, physicochemical molecular descriptors were computed using an improved pipeline based on that for the original RASPD procedure described in Ref. (Figure 1A). For each ligand, the molecular weight (here abbreviated as MASS), the number of hydrogen bond donors (D) and acceptors (A), an approximate octanol-water partition coefficient log P (logP), the molar refractivity (MR), and the Wiener topology index (W) were computed as described previously. Based on the ligand position in the pro-
tein structure, the most likely interacting amino acid residues were selected using a sphere, whose radius was derived from the maximum distance (maxD) between ligand atoms and the center of mass (Figure 1A). For the computation of the logP and MR descriptors, this sphere was extended by 0.9 Å over maxD and residues were selected based on their center of mass. To count hydrogen bond donors and acceptors, a sphere extending 3 Å beyond maxD was used to select atoms. Details regarding the protein pocket selection procedure and the choice of the cut-off radii are given in Ref. 6. To make the protein descriptors more fine-grained than in the previous RASPD procedure, we computed molar refractivity and log P for aromatic and non-aromatic residues separately (PMR(Arom), PMR(Non-Arom), PlogP(Arom), PlogP(Non-Arom)). Hydrogen bond donors were counted separately for the backbone amide group (PD(Amide-NH)) as well as for the following amino acid sets: Positively charged PD(K, R, HIP), neutral amino groups PD(K, N, Q), heteroaromatic donors PD(W, H), and hydroxyl-containing groups PD(T, S, Y, D, E). The number of hydrogen bond acceptors was determined for the backbone amide (PA(Amide-O)) and the following sets: negatively charged PA(D, E), neutral non-aromatic PA(N, Q, T, S, D-H, E-H), and aromatic acceptors PA(Y, H). The individual protein residue-derived descriptors were scaled by the ligand maxD. Additionally, the volume of the protein pocket (PVol) was computed using tools from the TRAPP software suite. Thus, in total, 6 ligand and 14 protein descriptors were computed per ligand-protein complex.

General strategy for training and testing

To obtain a robust estimate of performance on the PDBbind data set, as well as the test sets, a nested cross-validation strategy was used (Figure 1B). For ten replicates, the PDBbind refined set was split into a test set covering 12.5% of the data and a set for cross-validation training. For each of these replicates, six-fold cross-validation training was performed to select the best hyperparameters for each replicate based on the Pearson correlation coefficient. Thus, for each replicate, 2860 complexes were used for training, 572 for cross-validation, and
The input features were robustly centered and scaled by the median and interquartile range (IQR) of the training set for each train-test split. All models obtained by the hyperparameter search were evaluated on the corresponding PDBbind test set as well as on the external test sets. We report the mean and standard deviation of the performance metrics.

**Evaluation metrics**

To assess model performance, the root-mean-squared error \( (RMSE) \), Pearson \( (r) \) and Spearman \( (\rho) \) correlation coefficients, and the coefficient of determination, \( R^2 \), were computed using the `sklearn.metrics` and `scipy.stats` Python modules. Additionally we report the \( Q^2_{F_3} \) metric (eqn. [2]43), as it is considered to be better suited for QSAR-like tasks than \( R^2 \)48.

\[
Q^2_{F_3} = 1 - \frac{\sum_{i}^{n_{test}} (\hat{y} - y_{test})^2}{\sum_{i}^{n_{test}} (\hat{y} - y_{train})^2} 
\]  \hspace{1cm} (2)

**Models and hyperparameters**

As part of this work, we evaluated different machine learning models. We considered linear regression (LR), as it was used in the previous RASPD approach,\(^6\) support vector regression\(^39\) (SVR), k-Nearest Neighbors (kNN), simple deep neural networks (DNN), random forests\(^40\) (RF), and a variant of the former, extremely random forests\(^41\) (eRF). The associated hyperparameters for each method were optimized by a grid search covering a typical space. Further details on each method and their associated hyperparameters are given in the Supporting Methods. A comprehensive list of tested hyperparameters is given in Table SI 2. All models except the neural networks were built using the `scikit-learn` Python package (version 0.20.2).\(^{42}\) For the neural networks, the Keras API (version 2.2.4)\(^{43}\) for TensorFlow (version 1.12) was used in conjunction with the `talos` package (version 0.4.6)\(^{44}\) for hyperparameter optimization.
Estimation of feature importance

To estimate the importance of individual input features, a simple permutation-based approach was used. After prediction on a real-world test set, the column of each feature in the data set was shuffled in 5 replicates, and the mean change in Pearson correlation coefficient was computed. Thereby, the model has to make a prediction based on a random sample from a distribution with the same mean and variance. A drop in predictive performance indicates that the prediction is dependent on this feature.

Enrichment analysis with decoy compounds from the DUD dataset

To evaluate the performance of RASPD+ for capturing active molecules from a pool of computationally generated decoys, 3D coordinates of active and decoy molecules were retrieved from the DUD data set. This set contains 40 targets, from which we considered 30 proteins for which cofactor binding or metal ions did not play an obvious role in the ligand-binding site of the provided reference protein structure. Information about the studied proteins and their PDB identifiers, as well as the number of active and decoy molecules, is given in Table SI 9. Enrichment was performed by selecting a given percentage of molecules that scored highest in the given method. For scoring, the predictions across the 6 cross-validation folds of a replicate were averaged. The enrichment factor was defined as the ratio of the fraction of active molecules in the enriched set divided by the fraction of the active molecules in the total set.
Results

Analysis of the descriptors and data sets

To confirm the usefulness of the chosen molecular descriptors, we performed correlation analysis on the PDBbind refined set (Figure 2, Table SI 3). The Spearman correlations with the binding free energy, $\Delta G$, were negative for most descriptors, as stronger binding is indicated by negative values of $\Delta G$. The strongest negative correlations were observed for the molar refractivity of the ligand molecule (MR, $-0.51$) and the abundance of peptide bond oxygen atoms (hydrogen bond acceptors) inside the protein binding pocket (PA(Amide-O), $-0.49$). The correlations with $\Delta G$ for the features for specific amino acids were lower than $0.25$ in magnitude, which is less than the corresponding correlation ($> 0.4$) obtained for the backbone (PA(Amide-O), PD(Amide-NH)) and non-aromatic amino acid (PlogP(Non-Arom), PMR(Non-Arom)) descriptors.

Figure 2: Correlation analysis on the PDBbind data set reveals that the experimental binding free energy has the strongest negative correlation with the ligand molar refractivity (MR, Spearman $\rho = -0.51$), and with the number of peptide bond oxygen atoms (hydrogen bond acceptors) present in the putative protein binding pocket (PA(Amide-O), Spearman $\rho = -0.49$). The value of the Spearman’s correlation coefficient is indicated by color.
We next analyzed the correlations among the descriptors, in particular, to check for possible biases for certain interactions in the protein-ligand complexes of the PDBbind data. Amongst the ligand descriptors, the strongest correlations were observed between molecular weight, molar refractivity, and Wiener index (MASS, MR, W). For the protein features, the strongest correlation was between the two descriptors for the aromatic amino acids, PlogP(Arom) and PMR(Arom). In addition, the backbone-based features, (PA(Amide-O) and PD(Amide-NH)), had a high correlation with the log P and molar refractivity values of the non-aromatic residues. Among the hydrogen bond contributions of the amino acids, we observed the strongest correlation, with $\rho = 0.66$, between PD(T+S+Y+DH+EH) and PA(N+Q+T+S+DH+EH). This correlation is expected because they share the highest number of amino acids.

A higher correlation between the ligand and the protein features was observed between ligand features that directly scale with the size of the molecule (MASS, W, MR) and the more general protein features, such as the backbone features and the log P and MR values of the non-aromatic residues. These protein features are expected to be related to the ligand size, and therefore, do not indicate any data set-specific bias of the PDBbind data set.

Comparing the distributions of binding free energies $\Delta G$ between the PDBbind data set used for training and validation and the CSAR 2012 and 2014\textsuperscript{21,22} and Wang et al.\textsuperscript{23} external data sets used for testing revealed that the PDBbind data set covers a wider range of binding free energies (Figure SI 1). In contrast, the 101 protein-ligand complexes from the CSAR NRC-HiQ release cover a wider $\Delta G$ range than PDBbind.

From the distribution of the individual descriptors, it is clear that the PDBbind data set encompasses the full range of descriptor values covered by the other data sets (Figure SI 2), even though there are differences in the mean values of the descriptors. For example, the average ligand molecular weight was lowest for the CSAR-NRC HiQ data and highest for the D3R data from CSAR 2012 and CSAR 2014.
Trained models – Random forests outperform neural networks

Initial tests revealed high variability in the performance metrics that depended on a random training and validation data split. We thus chose a nested cross-validation strategy to find the machine learning models best suited for the chosen descriptors (Figure 1B). Therefore, performance metrics are reported as the mean of sixty models resulting from 10 random data set draws and 6-fold cross-validation. The corresponding standard deviation enables the quantification of the uncertainty of the performance metrics. Apart from the baseline correlation values between the individual descriptors and the target variable $\Delta G$, we included a null model, which simply predicted the mean $\Delta G$ of the training data, to verify predictive power. The root-mean-squared error, $RMSE$, of $2.76 \pm 0.05$ kcal/mol measured for this null model is identical to the population standard deviation for the respective training folds (Table 1, Figure 3). The linear regression model derived by ordinary least squares fitting, similar to the original RASPD approach, achieved a $RMSE$ of $2.19 \pm 0.05$ kcal/mol on the test set. We tested six other methods and assessed whether they improved on this value.

SVR with a Gaussian radial basis function (RBF) kernel and a neural network with two hidden layers performed with $RMSE$ values of $2.04 \pm 0.05$ kcal/mol and $2.05 \pm 0.05$ kcal/mol, respectively, and similar to k-nearest neighbors with an $RMSE$ of $2.03 \pm 0.04$ kcal/mol. Superior performance in terms of both deviation, quantified by $RMSE$, and ranking, as measured by the Spearman correlation $\rho$, was achieved with the two random forest-based models. The eRF model had a $RMSE$ of $1.86 \pm 0.05$ kcal/mol and a Pearson correlation $r$ of $0.74 \pm 0.02$, and the RF model performed similarly (Table 1, Figure 3).

Therefore, we selected the resulting eRF models for further analysis. We note that these eRF regressors, which use 200 trees and have no limits on the number of samples per leaf, overfit the training set, despite showing better validation set performance compared to more strongly regularized variants (see Tables SI 4 and SI 5). Nevertheless, examination of the predictions of the eRF models on the PDBbind test data, shows that the general trends in the data are captured although the lowest $\Delta G$ values are overestimated and the highest $\Delta G$
Figure 3: Systematic evaluation of the predictive performance of the seven different machine learning methods on the PDBbind test set shows that, according to three metrics, the extremely random forests (eRF) model performs better than models derived by the other machine learning methods in predicting protein-ligand binding free energy. The error bars indicate the standard deviation for 10 replicates with 6-fold cross-validation.

Table 1: Comparison of the performance of the models derived with seven different machine learning methods for predicting the protein-ligand binding free energy for the PDBbind test set. The five metrics of performance are given as mean and standard deviation values computed by averaging from the 10 different random test set splits and 6 cross-validation folds. The RMSE is given in kcal/mol. NA : not applicable

| model   | RMSE    | r       | ρ       | $R^2$   | $Q_{F3}^2$ |
|---------|---------|---------|---------|---------|------------|
| null model | 2.76 ± 0.05 | 0.0 ± 0.0 | NA      | −0.00 ± 0.00 | −0.03 ± 0.05 |
| LR      | 2.19 ± 0.05 | 0.61 ± 0.02 | 0.60 ± 0.02 | 0.37 ± 0.02 | 0.35 ± 0.03 |
| kNN     | 2.03 ± 0.04 | 0.68 ± 0.02 | 0.67 ± 0.02 | 0.46 ± 0.03 | 0.44 ± 0.03 |
| lSVR    | 2.20 ± 0.05 | 0.61 ± 0.02 | 0.60 ± 0.02 | 0.37 ± 0.02 | 0.35 ± 0.03 |
| SVR     | 2.04 ± 0.05 | 0.68 ± 0.02 | 0.67 ± 0.02 | 0.45 ± 0.03 | 0.44 ± 0.03 |
| DNN     | 2.05 ± 0.05 | 0.67 ± 0.02 | 0.66 ± 0.02 | 0.45 ± 0.02 | 0.43 ± 0.03 |
| RF      | 1.88 ± 0.04 | 0.74 ± 0.02 | 0.73 ± 0.02 | 0.53 ± 0.02 | 0.52 ± 0.02 |
| eRF     | 1.86 ± 0.05 | 0.74 ± 0.02 | 0.74 ± 0.01 | 0.55 ± 0.02 | 0.54 ± 0.03 |
values are underestimated (Figure 4A). Thus, the greatest deviations from the experimental values are observed for those complexes with extremely low or high binding free energies (Figure 4B). There is, however, no clear relation between having a higher error value and the atom efficiency (Figure 4C).

Figure 4: (A) Binding free energies predicted by a single eRF model on unseen PDBbind test data. The dashed line indicates the ideal prediction. The absolute errors of the predictions shown in (A) are plotted against (B) the respective true $\Delta G$ and (C) the atom efficiency, which describes the $\Delta G$ contributed on average by each non-hydrogen atom (atom efficiency = $\Delta G/N_{\text{non-H-atoms}}$).

Results on external test sets

To compare our RASPD+ approach using eRF models with existing methods, we performed an evaluation on several external data sets from the literature\textsuperscript{19,21–23} that have different characteristics, as previously done by Jiménez et al.\textsuperscript{13} To compare to other methods for predicting protein-ligand binding free energy, we considered the previous RASPD approach\textsuperscript{6} as a method that does not rely on full docking, $K_{\text{DEEP}}$\textsuperscript{13} as a representative deep learning-based method, RF-Score\textsuperscript{45} as a method using random forests, and cyScore\textsuperscript{46} and X-Score\textsuperscript{47} as traditional docking scoring functions. Previously reported $RMSE$ values\textsuperscript{13} were transformed from errors in $pK$ values to errors in $\Delta G$ for the comparisons. With respect to the absolute deviation, measured by $RMSE$, the established scoring functions, RF-Score and X-Score
performed best (Table 2). Only on set 2 of the challenging CSAR-NRC HiQ release\textsuperscript{19} did RASPD+ with the eRF model have a lower RMSE, with a value of $2.23 \pm 0.04$ kcal/mol, than the existing methods. When considering the Pearson correlation as a proxy for the ranking performance, RASPD+ with eRF models not only achieved the best result on the CSAR-NRC HiQ set 2 ($r = 0.78 \pm 0.01$), but also achieved $r = 0.70 \pm 0.02$ on the data set curated by Wang et al. (Table 2).

Table 2: Comparison of the performance of RASPD+ using eRF models with five other methods to compute protein-ligand binding free energy. The $RMSE$ [kcal/mol] and Pearson correlation coefficients for predictions on five external test sets are given. The values for the other methods are taken from Jiménez et al.\textsuperscript{13} The values for the best performing models are shown in bold.

| Data set       | RASPD+  $\pm$ 0.04 | RASPD  3.43   | KDeep* 2.84 | RF-Score* 2.71 | CyScore* 3.18 | X-Score* 3.15 |
|----------------|-------------------|---------------|------------|----------------|-------------|-------------|
| CSAR-NRC HiQ 1 | 3.02              | 3.43          | 2.84       | **2.71**       | 3.18        | 3.15        |
| CSAR-NRC HiQ 2 | **2.23**          | 2.79          | 2.60       | 2.26           | 3.00        | 2.51        |
| CSAR12         | 1.50              | 1.93          | 2.17       | 1.36           | 2.84        | **1.27**   |
| CSAR14         | 1.36              | 2.05          | 2.39       | **1.19**       | 2.03        | 1.36        |
| Wang et al.    | 1.39              | 2.00          | 1.47       | **1.19**       | 5.74        | 1.49        |

| Data set       | RASPD+  $\pm$ 0.02 | RASPD  0.54   | KDeep* 0.72 | RF-Score* **0.77** | CyScore* 0.65 | X-Score* 0.60 |
|----------------|-------------------|---------------|------------|-------------------|-------------|-------------|
| CSAR-NRC HiQ 1 | 0.62              | 0.54          | 0.72       | **0.77**          | 0.65        | 0.60        |
| CSAR-NRC HiQ 2 | **0.78**          | 0.67          | 0.65       | 0.75              | 0.64        | 0.65        |
| CSAR12         | 0.40              | 0.29          | 0.37       | 0.46              | 0.26        | **0.48**   |
| CSAR14         | 0.55              | 0.32          | 0.61       | 0.80              | 0.67        | **0.82**   |
| Wang et al.    | **0.70**          | 0.55          | 0.29       | 0.24              | 0.27        | 0.25        |

*) $pK$ values reported by\textsuperscript{19} were converted to $\Delta G$ for comparison of $RMSE$ values.

The good performance of the RASPD+ eRF on the Wang et al. data set is also borne out in the distribution of predictions (Figure SI 3), which, compared to the results on CSAR-NRC HiQ (Figure SI 6), not only ranks but also faithfully captures the range of energies. On both the CSAR 2012 and CSAR 2014 data sets, clear failures of the RASPD+ eRF and most other methods can be observed. For some cases, the RASPD+ model predicts energies in a very narrow range around $-10.5$ kcal/mol (Figures SI 4, SI 5) but, interestingly, this value does not correspond to the mean $\Delta G$ value for the training data.
As the CSAR 2012\textsuperscript{21} and CSAR 2014\textsuperscript{22} releases and the data set from Wang et al.\textsuperscript{23} provided data for several ligands for each individual protein target, we analyzed the failure cases at the level of the individual proteins (Tables SI 6, SI 7, SI 8). The Pearson and Spearman correlations are below 0.3 for the BACE and CDK2 systems from the Wang et al.\textsuperscript{23} set and CHK1 and SYK in the CSAR sets. In contrast, the CDK2 complexes in the CSAR 2012 set\textsuperscript{21} achieved a Pearson correlation of $r = 0.50 \pm 0.05$. The highest correlations were observed for the PTP1B, Mcl-1, TYK2 systems in the Wang et al.\textsuperscript{23} data (Table SI 6) and for the CDK2-Cyclin A complex (Table SI 7) and TrmD on the CSAR data (Table SI 8). Strikingly, only for PTP1B, TYK2 and TrmD, was $R^2 > 0.3$ observed while all $Q^2_{F3}$ values were above 0.5.

**Feature importance analysis**

To assess which features contribute to accurate predictions, two strategies were chosen. By permutation feature importance, the contribution to the prediction was quantified by the change in the Pearson correlation coefficient after shuffling the values in the individual feature columns randomly. Three different model types – namely, linear regression, neural networks, and extremely random forests – showed different relative contributions of the individual features (Figure 5A). While LR assigned high contributions to a few features, the reduction in predictive performance for each shuffled feature was lower for eRF and the contribution signal was more evenly distributed among the different features. Molar refractivity (MR), which was the feature most strongly correlated with the target variable $\Delta G$, showed the strongest effect both in the LR and in the eRF models. For LR, randomizing MR almost completely removed the predictive power ($r < 0.2$). Among the protein features, all three methods showed high contributions for the general descriptor PlogP(Non-Arom) (Figure 5A). While both neural networks and eRF assigned high contributions to the PMR(Non-Arom), LR placed higher contributions on PlogP(Arom) and PMR(Arom) among the general protein features. PA(Amide-O), which had the second-highest correlation with $\Delta G$, showed a pronounced
signal only for the eRF model. The hydrogen bond acceptor count at the negatively charged amino acid residues (PA(D+E)) was informative for all three machine learning methods. In the eRF model, it had an importance value similar to the general protein features such as the residue log P values. This is especially surprising as no information on the ligand charge was provided and the count of positively charged amino acid hydrogen bond donors (PD(K+R+HIP)) did not contribute strongly to the predictions.

Additionally, we trained eRF models on subsets of the features and compared their performance to the full model (Figure 5B). Among the models trained on a single feature, the model trained on molar refractivity (MR) achieved better performance than that trained on molecular weight (MASS). Models trained on just the features of the protein pocket performed better than models using only ligand descriptors. In this case, the protein features still contained information about the ligand implicitly, as each protein descriptor is dependent on the size of the sphere surrounding the ligand. These reduced feature set models were also subjected to permutation feature importance analysis. For models with only ligand features, a very similar ranking of ligand features compared to the full training set was observed, illustrating the general preference for using those features for prediction (Figure SI 7).

When examining the feature importance for protein-only models, the backbone hydrogen bond acceptor (PA(Amide-O)) stands out compared to the feature importance on the full feature set (Figure SI 8). This could be partially explained by the fact that this feature showed a strong correlation with general ligand features (Figure 2) and thereby provides information related to general ligand size.

Enrichment of active molecules from the DUD data set

To assess the usefulness of our RASPD+ method, we simulated a drug discovery setting using 30 protein targets from the DUD data set, which contains several computationally generated decoys per active compound. For each of the seven machine learning models, we calculated enrichment factors (EF) to quantify how effective ranking by predicted binding free energies
Figure 5: Analysis of feature importance for the predictive performance of RASPD+ . (A) The average change in predictive performance as measured by Pearson correlation when the corresponding feature column was shuffled. Results are reported for linear regression (LR), artificial neural networks (DNN), and extremely random forests (eRF). (B) Ablation based analysis entailing training eRF models with different feature sets. No significant difference in performance was observed when adding the number of rotatable bonds. The models trained on just the values for molar refractivity (MR only) and molecular weight (MASS only) serve as lower bounds for measuring performance. The 'ligand only' and 'protein only' models trained on either only ligand or only protein features, respectively, perform better than the 'MR only' and 'MASS only' models but not as well as the models derived from all features. The protein features contain implicit information on the ligand size and this may indicate why the performance of the 'protein only' model is better than that of the 'ligand only' model. (See Figure 1 for details).
was at enriching active molecules from the whole data set (Table 3). We found that the linear LR and SVR models were the most effective when filtering to 1%, 5% and 10% of the samples, with EFs of $6.1 - 6.2 \pm 6$ when filtering down to 1% of the samples, followed by the random forest models eRF and RF with EF $5.0 - 5.4 \pm 5$. The high standard deviation in the mean EF resulted from high variability in the performance of different methods on individual proteins (Table SI 9). As methods that ranked on average less favorably provided the only acceptable enrichment on some of the systems, we chose a conservative approach to interpreting the results by combining the predictions of all the methods. We thus considered the union of the sets of top candidate molecules from all seven machine learning models. This combination outperformed the single models, as well as a mean ensemble model that averages the predicted binding free energy, with an EF of $7.3 \pm 5.9$ when enriching to 1% of the initial set. By excluding the kNN predictions from the union set the EF increased to $7.5 \pm 5.6$.

Table 3: Average enrichment factors with corresponding standard deviations for the top 1%, 5%, and 10% of the data selected for each of the 30 DUD targets analyzed. Union is the enrichment achieved by selecting the non-redundant set of candidate compounds obtained by combining the selections of each method.

| Method | Enrichment Factor (EF) |
|--------|------------------------|
|        | 1%   | 5%    | 10%   |
| eRF    | 5.0 $\pm$ 5.2         | 2.0 $\pm$ 1.7 | 1.3 $\pm$ 1.0 |
| RF     | 5.4 $\pm$ 5.3         | 2.1 $\pm$ 1.6 | 1.4 $\pm$ 0.9 |
| DNN    | 4.0 $\pm$ 4.2         | 1.6 $\pm$ 1.3 | 1.2 $\pm$ 0.9 |
| kNN    | 1.5 $\pm$ 3.1         | 1.0 $\pm$ 1.4 | 0.9 $\pm$ 0.9 |
| lSVR   | 6.1 $\pm$ 5.7         | 1.9 $\pm$ 1.6 | 1.3 $\pm$ 0.9 |
| SVR    | 4.4 $\pm$ 4.2         | 1.7 $\pm$ 1.4 | 1.3 $\pm$ 0.9 |
| LR     | 6.2 $\pm$ 5.9         | 1.9 $\pm$ 1.7 | 1.0 $\pm$ 1.0 |
| Mean ensemble | 5.4 $\pm$ 4.8 | 1.8 $\pm$ 1.5 | 1.2 $\pm$ 0.9 |
| Union  | 7.3 $\pm$ 5.9         | 2.6 $\pm$ 1.7 | 1.7 $\pm$ 0.9 |
| Union w/o kNN | 7.5 $\pm$ 5.6 | 2.6 $\pm$ 1.7 | 1.7 $\pm$ 1.0 |
Discussion

As the global health crisis surrounding the SARS-CoV-2 pandemic has demonstrated, there is a need for fast computational tools to accelerate drug design and development processes. The method we present here, RASPD+, is able to perform virtual screening of large libraries of compounds at a fraction of the time typically required for protein-ligand docking methods. This enables quick prioritization of candidates for a follow-up with more accurate yet computationally more demanding methods, such as docking. We achieved the speed up by training machine learning models on simple pose-invariant ligand and protein descriptors. With this simplified approach, we achieved results comparable to existing scoring functions when predicting the binding free energy $\Delta G$ on several data sets. By splitting the PDBbind training, testing, and validation data in a nested cross-validation setup, we were able to assess reliably that random forest models, and in particular the extremely random forest model, performed best on this type of data. While this splitting strategy increases confidence in the comparison of learning methods and feature importance analysis within the study, other data set splitting strategies, which explicitly control how similar proteins or ligands are between training and test sets, may be more appropriate to assess performance on completely different ligands or proteins directly. We accounted for this deficiency by not only testing the regression performance on different external test sets but also by assessing the ability of the RASPD+ models to enrich active molecules from a set of inactive decoys. Although the achievable enrichment factors were not as high as state-of-the-art docking or free energy prediction methods, RASPD+ still displayed appreciable enrichment of active molecules on the DUD data set. This is remarkable for two reasons. First, the training set only includes molecules displaying binding to their specific target protein. Secondly, 4 of the 6 physicochemical descriptors (molecular weight, hydrogen bond donor and acceptor count, and logP value), used to describe the ligand molecule, were initially used to select decoys similar to the active molecules for the DUD data set. This makes the task of distinguishing active and inactive molecules particularly difficult for our
models that employ only basic ligand descriptors. Notably, however, molar refractivity, which was not used for the creation of the DUD decoys, was not only a powerful predictor on its own ($r > 0.5$) but was also consistently assigned the highest feature importance among the ligand features. The high importance of MR agrees with results from a recent study that used ligand descriptors to enhance the performance of a common docking scoring function.

When analyzing cases where predictions failed, we were not able to identify a particular protein class for which enrichment or regression was particularly unreliable. Yet, it was clear from the individual enrichment results that different machine learning methods provided predictions of varying quality for the different protein systems. Random forest methods, which were best suited for the $\Delta G$ regression on known binders, were for some proteins outperformed by the simpler linear regression methods. This observation might support the recent finding that random forest methods, in particular, benefit from highly similar training molecules. Thus, considering the strengths and weaknesses of the different machine learning methods, we recommend that for applications of RASPD+, the results of the seven different machine learning methods are combined by picking top candidates from the rankings produced by each method.

If this approach is applied to pick the top 10% of RASPD+ candidates, this can provide a 10-fold reduction in the time spent for docking. Notably, we achieved computation times for RASPD+ that were over one hundred times faster than Glide SP docking (Schrödinger Release 2019-4: Glide, Schrödinger, LLC, New York, NY) on a laptop grade CPU (data not shown), meaning that computation times for RASPD+ screening are negligible compared to times for docking and molecular dynamics simulation.

Thus, the use of RASPD+ is clearly beneficial in time-critical applications of virtual screening of large compound libraries against individual protein targets. Moreover, higher structure-based screening throughput could also enable more effective inverse virtual screening of protein databases to assess the specificity and potential side-effects of candidate molecules.
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Supporting Information

Supplementary methods

Details regarding the different machine learning methods used in this study.

Linear Regression (LR)

In the previous RASPD approach, the simplifying assumption was made that the dependent variable \( y \), binding free energy, follows the physicochemical features \( x \) with a linear relationship. Therefore, all contributions behave purely additively. The parameters \( w \) and \( b \) in such a linear regression model (eqn. 3) can be fit to the data with the ordinary least squares algorithm.

\[
\hat{y} = w^T \cdot x + b = \sum_{i}^{n_{\text{features}}} w_i \cdot x_i + b
\]

(3)

Thus, if the features are linearly independent and possess a linear relationship with the output value, the coefficients \( w \) are informative about the relationship of the features to the predicted value in the model.

k-Nearest Neighbor (kNN)

A naive way to capture nonlinear relationships between the input features \( x \) and the output value \( y \) is to rely on a nearest-neighbor based approach to assign the binding free energy values of the closest training examples in feature space. As Euclidean distance is most commonly used, no explicit prioritization of features is enforced but dependent on the separation of training data points in the feature space. A tunable hyperparameter controls how many of the \( k \) closest neighbors are averaged to obtain a prediction \( \hat{y} \).

Support Vector Regression (SVR)

Another approach to achieve separation based on distance in the feature space is support vector regression. Here, a regression function is described based on the inner product of...
the input features and a set of the training examples, the support vectors. Regularization is applied to minimize the contribution of support vectors within an error margin $\epsilon$ allowing to tune the bias-variance trade-off with an additional regularization parameter $C$. The necessary inner product can be computed not only linearly on the feature space but also in a high dimensional space using a kernel function as a similarity measure, thus allowing for nonlinear models. The most common kernel is the radial basis function ($rbf$) which decays with distance in feature space according to a Gaussian density function.

**Neural Networks – Deep Learning (DNN)**

Neural networks introduce nonlinearity and the ability to capture complex relationships by stacking multiple layers of linear matrix multiplication operations interleaved with a nonlinear function $f$.

\[
\begin{align*}
    h_0 &= x \\
    \text{for } n \text{ layers} & \\
    h_i &= f(w_i h_{i-1} + b_i) \\
    y &= h_n
\end{align*}
\]

Such a nonlinear activation function $f$ could simply be a Rectified Linear Unit (ReLU) or an Exponential Linear Unit (ELU), which has the additional benefit of being continuous and smooth.

\[
ReLU(x) = \max(0, x)
\]

\[
ELU(x) = \begin{cases}
    x & \text{if } x \geq 0 \\
    e^x - 1 & \text{otherwise}
\end{cases}
\]
The number and size of these layers have to be chosen according to the complexity of the problem. To avoid overfitting, dropout regularization with an additional dropout probability hyperparameter can be adopted. Training of the neural network models was performed using mini-batch stochastic gradient descent with mean squared error as the loss function. This leads to the additional training hyperparameters of batch size, learning rate, and the number of epochs (full iterations over the training set).

**Random Forests – Decision Tree Ensembles**

Decision trees try to separate data by recursively finding features and thresholds that split the data into two groups with the most dissimilar output value, which are on the other hand as similar as possible within each group. As single decision trees tend to overfit the training data, several weak decision tree regressors are combined in their predictions by bagging resulting in random forests (RF). To generate independent regressors based on the same training data, two strategies are used: In the original random forest implementation, bootstrap samples of the training data for each tree increase diversity. Another approach termed extremely random forests (eRF) or extra trees sets the decision boundary for a given feature at random. Thus, the algorithm only picks the best-separating feature given the random boundary rather than additionally computing the best boundary. In both methods, only a random subset of the available features is used at each branch point when searching for the best-separating feature. To control the bias-variance trade-off, several hyperparameters can be set: The number of trees controls the achievable bias and regularizes the variance until the number of trees exceeds the number of truly independent tree samples. The method by which subsets of features are chosen determines how diverse or random the resulting trees are. Additionally, the number of splits can be controlled by a limit to how many samples can be placed in a leaf node.
Supplementary tables
Table SI 1: Content and origin of the datasets of protein-ligand complexes from D3R ([drugdesigndata.org](https://drugdesigndata.org)) CSAR12 and CSAR14 - and from Wang et al.

| Data set | Protein target | PDB ID | # ligands | Source of ligand structures and experimental affinities |
|----------|----------------|--------|-----------|--------------------------------------------------------|
| CSAR12   | Urokinase      | 5YC6   | 35        | [https://drugdesigndata.org/php/file-download.php?type=extended&id=76](https://drugdesigndata.org/php/file-download.php?type=extended&id=76) |
|          | CDK2-Kinase    | 1H1Q   | 25        | [https://drugdesigndata.org/php/file-download.php?type=extended&id=99](https://drugdesigndata.org/php/file-download.php?type=extended&id=99) |
|          | CDK2-CyclinA   | 4GCJ   | 23        | [https://drugdesigndata.org/php/file-download.php?type=extended&id=111](https://drugdesigndata.org/php/file-download.php?type=extended&id=111) |
|          | CHK1-Kinase    | 2YEX   | 110       | [https://drugdesigndata.org/php/file-download.php?type=extended&id=70](https://drugdesigndata.org/php/file-download.php?type=extended&id=70) |
|          | ERK2           | 4ZZN   | 298       | [https://drugdesigndata.org/php/file-download.php?type=extended&id=71](https://drugdesigndata.org/php/file-download.php?type=extended&id=71) |
|          | LpXc           | 3UHM   | 20        | [https://drugdesigndata.org/php/file-download.php?type=extended&id=73](https://drugdesigndata.org/php/file-download.php?type=extended&id=73) |
| CSAR14   | SYK            | 5LMA   | 583       | [https://drugdesigndata.org/php/file-download.php?type=extended&id=74](https://drugdesigndata.org/php/file-download.php?type=extended&id=74) |
|          | tRMD           | 4YQD   | 31        | [https://drugdesigndata.org/php/file-download.php?type=extended&id=75](https://drugdesigndata.org/php/file-download.php?type=extended&id=75) |
|          | HSP90          | 4YKU   | 146       | [https://drugdesigndata.org/php/file-download.php?type=extended&id=100](https://drugdesigndata.org/php/file-download.php?type=extended&id=100) |
| Wang et al. | BACE        | 4DJW   | 36        | Ligand 2D-structure; experimental parameters: SI of [23] |
|          | CDK2           | 1H1Q   | 16        | Ligand 2D-structure; experimental parameters: SI of [23] |
|          | MCL1           | 4HW3   | 67        | Ligand 2D-structure; experimental parameters: SI of [23] |
|          | p38            | 3FLY   | 34        | Ligand 2D-structure; experimental parameters: SI of [23] |
|          | PTP1B          | 2QBS   | 48        | Ligand 2D-structure; experimental parameters: SI of [23] |
|          | Thrombin       | 2ZFF   | 11        | Ligand 2D-structure; experimental parameters: SI of [23] |
|          | TYK2           | 4GIH   | 71        | Ligand 2D-structure; experimental parameters: SI of [23] |
Table SI 2: Hyperparameters evaluated for the different machine learning methodologies. The combinatorial space was explored by a naive grid search over all reasonable combinations. The most frequently chosen hyperparameter configuration is indicated in bold font.

| Model | Parameter | Values |
|-------|-----------|--------|
| (l)SVR | $C$ | $0.01, 0.1, 1, 10$ |
|       | $\epsilon$ | $0, 0.1$ |
|       | Kernel | linear, gaussian rbf |
|       | kernel parameter $\gamma$ | scikit-learn auto |
| kNN | $k$ | $1, 5, 10, 20$ |
|       | distance metric | **Euclidean**($L2$) |
| RF | Number of trees | $20, 100, 200$ |
|     | Ratio of features | $log_2, sqrt$ |
|     | min. number of samples per leaf | $1, 3, 5$ |
| eRF | Number of trees | $20, 100, 200$ |
|     | Ratio of features | $log_2, sqrt$ |
|     | min. number of samples per leaf | $1, 3, 5$ |
| DNN | Number of hidden layers | $2, 3$ |
|     | Activation Function | ReLU, ELU |
|     | Dropout Probability | $0, 0.1, 0.2$ |
|     | Hidden layer size | $10, 20, [layer 1: 20, layer 2: 10]$ |
|     | Optimizer | SGD, Adam |
|     | Learning rate | $0.01, 0.003, 0.001$ |
|     | Loss function | MSE |
|     | Initializer | variance scaling ($\sqrt{a/fan-in}$), $a = 1, 2$, normal/uniform |
Table SI 3: Values of the Spearman correlation between the protein and ligand descriptors and $\Delta G$ in the PDBbind refined data set. The highest correlation is observed for MR and shown in bold.

| Descriptor | $\rho(\Delta G, \text{Descriptor})$ |
|------------|------------------------------------|
| PA(D+E)    | -0.240                             |
| PA(N+Q+T+S+DH+EH) | -0.150                     |
| PA(Y+H)    | 0.061                              |
| PD(K+R+HIP) | -0.120                             |
| PD(LYN+N+Q) | 0.060                              |
| PD(T+S+Y+DH+EH) | -0.087                        |
| PD(W+H)    | 0.053                              |
| PA(Amide-O) | -0.490                             |
| PD(Amide-NH) | -0.447                           |
| PlogP(Arom) | -0.190                             |
| PlogP(Non-Arom) | -0.450                          |
| PMR(Arom)  | -0.187                             |
| PMR(Non-Arom) | -0.460                        |
| PVol       | -0.224                             |
| A          | -0.187                             |
| D          | -0.091                             |
| logP       | -0.364                             |
| W          | -0.474                             |
| MR         | **-0.508**                         |
| MASS       | -0.454                             |
Table SI 4: Comparison of the performance of different models on the PDBbind training set using five different metrics. Results for the different random test set splits and cross-validation folds were averaged and the mean and standard deviation are reported. The RMSE is given in kcal/mol. NA: Not applicable

| Model   | RMSE   | r      | ρ      | $R^2$   | $Q^2_{F3}$ |
|---------|--------|--------|--------|--------|------------|
| null model | 2.72 ± 0.02 | 0.00 ± 0.00 | NA     | 0.00 ± 0.00 | 0.00 ± 0.00 |
| LR      | 2.17 ± 0.01 | 0.60 ± 0.01 | 0.60 ± 0.01 | 0.36 ± 0.01 | 0.36 ± 0.01 |
| kNN     | 1.65 ± 0.05 | 0.80 ± 0.02 | 0.79 ± 0.02 | 0.63 ± 0.02 | 0.63 ± 0.02 |
| lSVR    | 2.19 ± 0.02 | 0.60 ± 0.01 | 0.59 ± 0.01 | 0.36 ± 0.01 | 0.36 ± 0.01 |
| SVR     | 1.74 ± 0.01 | 0.77 ± 0.00 | 0.77 ± 0.00 | 0.59 ± 0.01 | 0.59 ± 0.01 |
| DNN     | 1.86 ± 0.03 | 0.73 ± 0.01 | 0.73 ± 0.01 | 0.53 ± 0.02 | 0.53 ± 0.02 |
| RF      | 0.70 ± 0.01 | 0.98 ± 0.00 | 0.98 ± 0.00 | 0.93 ± 0.00 | 0.93 ± 0.00 |
| eRF     | 0.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 | 1.00 ± 0.00 |

Table SI 5: Comparison of the performance of different models on the PDBbind validation set using five different metrics. Results for the different random test set splits and cross-validation folds were averaged and the mean and standard deviation are reported. The RMSE is given in kcal/mol. NA: Not applicable

| model   | RMSE   | r      | ρ      | $R^2$   | $Q^2_{F3}$ |
|---------|--------|--------|--------|--------|------------|
| null model | 2.72 ± 0.07 | 0.00 ± 0.00 | NA     | −0.00 ± 0.00 | −0.00 ± 0.06 |
| LR      | 2.19 ± 0.06 | 0.59 ± 0.02 | 0.59 ± 0.03 | 0.35 ± 0.03 | 0.35 ± 0.04 |
| kNN     | 2.02 ± 0.05 | 0.68 ± 0.02 | 0.67 ± 0.02 | 0.45 ± 0.03 | 0.45 ± 0.03 |
| lSVR    | 2.20 ± 0.07 | 0.59 ± 0.02 | 0.59 ± 0.03 | 0.35 ± 0.03 | 0.35 ± 0.04 |
| SVR     | 2.03 ± 0.06 | 0.67 ± 0.02 | 0.66 ± 0.02 | 0.45 ± 0.03 | 0.45 ± 0.04 |
| DNN     | 2.02 ± 0.05 | 0.67 ± 0.02 | 0.66 ± 0.02 | 0.45 ± 0.03 | 0.45 ± 0.03 |
| RF      | 1.88 ± 0.05 | 0.73 ± 0.02 | 0.72 ± 0.02 | 0.52 ± 0.02 | 0.52 ± 0.03 |
| eRF     | 1.85 ± 0.05 | 0.74 ± 0.02 | 0.73 ± 0.02 | 0.54 ± 0.02 | 0.54 ± 0.03 |
Table SI 6: Performance of the model for the individual protein targets provided by Wang et al.\textsuperscript{23}

| data set            | N   | RMSE    | r      | $\rho$     | $R^2$   | $Q_{F3}^2$ |
|---------------------|-----|---------|--------|------------|---------|-----------|
| BACE                | 36  | 0.96 ± 0.06 | -0.1 ± 0.1 | -0.1 ± 0.1 | -0.5 ± 0.2 | 0.87 ± 0.02 |
| CDK2                | 16  | 1.8 ± 0.1   | -0.2 ± 0.2 | 0.0 ± 0.2  | -1.4 ± 0.3 | 0.55 ± 0.05  |
| Mcl-1               | 67  | 1.86 ± 0.08 | 0.70 ± 0.02 | 0.64 ± 0.07 | -0.5 ± 0.1 | 0.53 ± 0.04  |
| PTP1B               | 48  | 1.22 ± 0.09 | 0.78 ± 0.02 | 0.72 ± 0.03 | 0.48 ± 0.08 | 0.80 ± 0.03  |
| TYK2                | 71  | 1.13 ± 0.03 | 0.67 ± 0.01 | 0.54 ± 0.03 | 0.39 ± 0.03 | 0.83 ± 0.01  |
| Thrombin            | 11  | 1.7 ± 0.1   | 0.4 ± 0.1  | 0.34 ± 0.09 | -2.6 ± 0.5 | 0.61 ± 0.06  |
| p38                 | 34  | 0.98 ± 0.04 | 0.3 ± 0.1  | 0.3 ± 0.1  | 0.03 ± 0.07 | 0.87 ± 0.01  |

Table SI 7: Performance of the model for the individual protein targets in the CSAR 2012 data set.\textsuperscript{21}

| data set            | N   | RMSE    | r      | $\rho$     | $R^2$   | $Q_{F3}^2$ |
|---------------------|-----|---------|--------|------------|---------|-----------|
| CDK2                | 25  | 1.9 ± 0.1 | 0.50 ± 0.05 | 0.50 ± 0.07 | -1.8 ± 0.3 | 0.53 ± 0.06 |
| CDK2-Cyclin A       | 23  | 1.09 ± 0.09 | 0.65 ± 0.03 | 0.47 ± 0.04 | -0.1 ± 0.2 | 0.84 ± 0.03 |
| CHK1                | 110 | 1.71 ± 0.04 | 0.12 ± 0.03 | 0.05 ± 0.03 | -0.33 ± 0.06 | 0.60 ± 0.02 |
| ERK2                | 298 | 1.34 ± 0.02 | 0.36 ± 0.05 | 0.33 ± 0.05 | 0.08 ± 0.03 | 0.76 ± 0.01 |
| LpxC                | 20  | 2.1 ± 0.1  | 0.38 ± 0.03 | 0.30 ± 0.04 | -0.6 ± 0.2 | 0.39 ± 0.06 |
| Urokinase           | 35  | 1.60 ± 0.06 | 0.46 ± 0.02 | 0.46 ± 0.03 | -0.4 ± 0.1 | 0.66 ± 0.03 |

Table SI 8: Performance of the model for the individual protein targets in the CSAR 2014 data set.\textsuperscript{23}

| data set            | N   | RMSE    | r      | $\rho$     | $R^2$   | $Q_{F3}^2$ |
|---------------------|-----|---------|--------|------------|---------|-----------|
| HSP90               | 146 | 1.81 ± 0.04 | 0.33 ± 0.02 | 0.32 ± 0.02 | -0.40 ± 0.06 | 0.56 ± 0.02 |
| SYK                 | 583 | 1.23 ± 0.04 | 0.0 ± 0.1  | 0.0 ± 0.1  | -0.10 ± 0.07 | 0.79 ± 0.01 |
| TrmD                | 31  | 1.19 ± 0.06 | 0.63 ± 0.03 | 0.46 ± 0.04 | 0.35 ± 0.07 | 0.81 ± 0.02 |
Table SI 9: Enrichment factors for protein targets in the processed DUD data set for different fractions of the total data selected. PDB IDs of the used structures in parentheses. Union describes the combination of all machine learning methods, where redundant molecules are removed.

| Target     | Fraction (%) | eRF | RF  | DNN | kNN | lSVR | SVR  | LR  | Union |
|------------|--------------|-----|-----|-----|-----|------|------|-----|-------|
| ACE (1O86) | 1            | 13.8| 7.6 | 8.5 | 0.0 | 6.2  | 7.2  | 6.8 | 11.8  |
|            | Active: 48   | 5   | 5.0 | 4.4 | 4.4 | 0.0  | 2.9  | 4.1 | 2.5   | 5.5   |
|            | Decoys: 1786 | 10  | 3.0 | 2.8 | 3.1 | 0.2  | 1.5  | 2.7 | 1.4   | 3.1   |
| ACHE (1EVE)| 1            | 5.9 | 7.8 | 4.0 | 0.9 | 6.8  | 5.4  | 6.9 | 9.6   |
|            | Active: 103  | 5   | 3.1 | 3.3 | 1.9 | 1.8  | 2.6  | 2.4 | 2.2   | 2.7   |
|            | Decoys: 3848 | 10  | 2.2 | 2.0 | 1.8 | 1.5  | 2.1  | 1.7 | 1.9   | 1.9   |
| ADA (1NDW)| 1            | 3.0 | 4.9 | 3.6 | 0.3 | 8.2  | 2.5  | 8.2 | 8.3   |
|            | Active: 39   | 5   | 1.5 | 1.6 | 2.0 | 1.0  | 1.6  | 1.4 | 1.6   | 1.7   |
|            | Decoys: 920  | 10  | 0.8 | 0.8 | 1.6 | 0.7  | 1.2  | 1.4 | 1.1   | 1.0   |
| AMPC (1XGJ)| 1            | 1.1 | 2.7 | 0.0 | 0.0 | 0.0  | 0.0  | 0.0 | 0.0   |
|            | Active: 21   | 5   | 1.6 | 1.9 | 0.5 | 0.7  | 0.0  | 0.0 | 0.0   | 1.5   |
|            | Decoys: 778  | 10  | 1.0 | 1.5 | 1.7 | 0.7  | 0.3  | 0.0 | 0.1   | 1.2   |
| AR (1XQ2) | 1            | 10.6| 8.9 | 5.2 | 0.6 | 9.3  | 6.3  | 9.6 | 15.3  |
|            | Active: 79   | 5   | 4.3 | 3.7 | 1.4 | 0.2  | 2.9  | 1.9 | 2.0   | 4.4   |
|            | Decoys: 2824 | 10  | 2.9 | 3.2 | 1.1 | 0.3  | 1.7  | 1.3 | 1.4   | 2.6   |
| CDK2 (1CKP)| 1            | 3.6 | 4.0 | 8.8 | 0.0 | 6.9  | 6.5  | 7.2 | 9.0   |
|            | Active: 70   | 5   | 1.4 | 1.8 | 2.7 | 0.6  | 2.8  | 2.7 | 2.6   | 3.0   |
|            | Decoys: 2055 | 10  | 1.1 | 1.3 | 1.6 | 0.6  | 2.1  | 1.6 | 1.4   | 1.6   |
| COX2 (5IKR)| 1            | 1.7 | 2.6 | 2.6 | 0.0 | 2.4  | 1.8  | 1.4 | 3.2   |
|            | Active: 424  | 5   | 0.6 | 0.8 | 1.4 | 0.0  | 1.0  | 1.9 | 0.6   | 1.4   |
|            | Decoys: 13098| 10  | 0.4 | 0.5 | 1.3 | 0.0  | 1.0  | 1.5 | 0.5   | 1.0   |
| DHFR (3DFR)| 1            | 0.8 | 0.4 | 0.0 | 0.6 | 1.6  | 0.4  | 2.4 | 1.6   |
|            | Active: 409  | 5   | 0.5 | 0.6 | 0.1 | 1.5  | 0.7  | 0.3 | 1.5   | 1.0   |
| Protein          | ID    | Decoys | 0.4 | 0.5 | 0.2 | 1.5 | 0.8 | 0.3 | 1.2 | 1.1 |
|------------------|-------|--------|-----|-----|-----|-----|-----|-----|-----|-----|
| EGFR (1M17)      |       | 8216   |     |     |     |     |     |     |     |     |
| Active: 470      |       |        | 13.7| 12.0| 10.0| 1.2 | 13.2| 8.6 | 13.9| 12.3|
| Decoys: 15849    |       | 10     | 2.6 | 2.3 | 2.1 | 1.0 | 2.7 | 2.2 | 2.7 | 2.6 |
| ER (2P15)        |       | 15849  | 3.5 | 0.5 | 0.0 | 0.3 | 0.0 | 0.0 | 0.0 | 0.0 |
| Active: 39       |       |        | 2.1 | 1.8 | 0.0 | 0.9 | 0.0 | 0.0 | 0.0 | 0.9 |
| Decoys: 1435     |       | 10     | 1.4 | 1.3 | 0.0 | 1.1 | 0.0 | 0.0 | 0.0 | 0.9 |
| ER-agonist (2P15)|       | 1435   | 2.3 | 2.9 | 2.4 | 2.1 | 2.3 | 1.5 | 1.5 | 2.8 |
| Active: 67       |       |        | 1.0 | 1.5 | 0.9 | 0.8 | 0.6 | 0.9 | 0.6 | 0.9 |
| Decoys: 2557     |       | 10     | 0.9 | 1.2 | 0.8 | 0.7 | 0.9 | 0.8 | 0.7 | 0.9 |
| FGFR1 (1AGW)     |       | 4482   | 0.7 | 1.5 | 0.8 | 0.0 | 18.9| 1.8 | 20.3| 8.1 |
| Active: 120      |       |        | 0.4 | 0.9 | 0.5 | 0.1 | 5.9 | 1.0 | 6.3 | 4.3 |
| Decoys: 2132     |       | 10     | 0.4 | 0.9 | 0.4 | 0.2 | 3.5 | 0.7 | 3.5 | 2.8 |
| FXA (1EZQ)       |       | 5678   | 0.6 | 0.5 | 0.0 | 0.1 | 0.7 | 0.0 | 0.7 | 0.7 |
| Active: 144      |       |        | 0.2 | 0.3 | 0.0 | 0.0 | 0.3 | 0.2 | 0.3 | 0.3 |
| Decoys: 2915     |       | 10     | 0.2 | 0.3 | 0.1 | 0.1 | 0.3 | 0.3 | 0.4 | 0.2 |
| GPB (1A8I)       |       | 2915   | 3.4 | 5.8 | 1.6 | 2.0 | 4.0 | 0.2 | 4.0 | 6.8 |
| Active: 77       |       |        | 1.8 | 2.1 | 0.9 | 1.2 | 1.3 | 0.6 | 0.9 | 2.2 |
| Decoys: 2132     |       | 10     | 1.6 | 1.3 | 1.2 | 1.3 | 0.9 | 1.0 | 0.9 | 1.5 |
| GR (1M2Z)        |       | 2132   | 0.4 | 1.6 | 2.7 | 0.8 | 0.0 | 2.7 | 0.0 | 2.5 |
| Active: 77       |       |        | 0.4 | 0.8 | 1.4 | 1.1 | 0.5 | 1.6 | 0.5 | 1.3 |
| Decoys: 2915     |       | 10     | 0.4 | 0.5 | 1.3 | 1.4 | 0.4 | 1.5 | 0.4 | 1.1 |
| HIVPR (1HPX)     |       | 2915   | 0.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Active: 62       |       |        | 0.0 | 0.1 | 0.3 | 0.2 | 0.3 | 0.0 | 0.0 | 0.2 |
| Decoys: 2012     |       | 10     | 0.1 | 0.2 | 0.3 | 0.2 | 0.2 | 0.1 | 0.1 | 0.3 |
| HIVRT (1RT1)     |       | 2012   | 5.1 | 10.1| 9.9 | 0.2 | 4.8 | 12.6| 4.8 | 8.7 |
| Active: 43       |       |        | 2.5 | 3.3 | 3.2 | 0.3 | 2.1 | 3.3 | 2.5 | 3.8 |
| Protein  | Decoys | 1 | 1.5 | 1.7 | 2.2 | 0.2 | 1.6 | 2.2 | 1.6 | 2.2 |
|----------|--------|---|-----|-----|-----|-----|-----|-----|-----|-----|
| Decoys: 1514 | 10 | 3.8 | 4.9 | 12.0 | 0.8 | 0.0 | 7.4 | 0.0 | 7.4 |
| HSP90 (1UY6) | 1 | 1.1 | 1.2 | 3.2 | 1.3 | 1.1 | 3.6 | 11.1 | 3.2 |
| Active: 37 | 5 | 0.6 | 0.8 | 1.9 | 0.9 | 0.5 | 2.3 | 0.5 | 1.9 |
| Decoys: 973 | 10 | 10.5 | 15.9 | 4.3 | 1.3 | 9.3 | 8.3 | 9.4 | 8.9 |
| InhA (1P44) | 1 | 3.5 | 4.6 | 2.2 | 0.6 | 2.3 | 2.8 | 2.4 | 4.0 |
| Active: 86 | 5 | 2.1 | 2.5 | 1.4 | 0.4 | 1.7 | 1.8 | 1.7 | 2.3 |
| Decoys: 3217 | 10 | 7.1 | 7.1 | 7.1 | 10.0 | 7.1 | 7.1 | 7.1 | 19.6 |
| MR (2AA2) | 1 | 5.9 | 5.0 | 2.1 | 2.7 | 2.1 | 2.5 | 1.7 | 5.4 |
| Active: 15 | 5 | 1.6 | 2.1 | 1.7 | 3.9 | 1.4 | 0.7 | 1.1 | 3.2 |
| Decoys: 627 | 10 | 17.6 | 16.6 | 5.2 | 2.1 | 8.4 | 7.5 | 8.4 | 16.1 |
| NA (1A4G) | 1 | 5.9 | 5.0 | 2.1 | 2.7 | 2.1 | 2.5 | 1.7 | 5.4 |
| Active: 48 | 5 | 3.5 | 2.8 | 1.3 | 2.4 | 1.3 | 1.6 | 1.4 | 3.0 |
| Decoys: 1864 | 10 | 1.0 | 1.9 | 1.3 | 0.7 | 3.5 | 2.8 | 4.7 | 3.0 |
| P38 (1KV2) | 1 | 0.1 | 0.1 | 3.8 | 0.0 | 3.6 | 4.5 | 3.6 | 5.3 |
| Active: 454 | 5 | 0.4 | 0.4 | 1.5 | 0.1 | 0.1 | 1.6 | 3.0 | 1.9 | 2.1 |
| Decoys: 9041 | 10 | 0.1 | 0.1 | 3.8 | 0.0 | 3.6 | 4.5 | 3.6 | 5.3 |
| PDE5 (1XP0) | 1 | 0.9 | 0.4 | 0.1 | 1.1 | 0.0 | 0.3 | 0.0 | 0.4 |
| Active: 86 | 5 | 0.4 | 0.4 | 1.5 | 0.1 | 0.1 | 1.6 | 3.0 | 1.9 | 2.1 |
| Decoys: 1950 | 10 | 0.4 | 0.4 | 1.5 | 0.1 | 0.1 | 1.6 | 3.0 | 1.9 | 2.1 |
| PPARg (1FM9_D) | 1 | 0.2 | 0.0 | 0.0 | 1.6 | 0.0 | 0.1 | 0.0 | 0.8 |
| Active: 85 | 5 | 0.9 | 0.4 | 0.1 | 1.1 | 0.0 | 0.3 | 0.0 | 0.4 |
| Decoys: 3095 | 10 | 0.7 | 0.4 | 0.1 | 1.2 | 0.2 | 0.2 | 0.2 | 0.5 |
| PR (1SR7) | 1 | 3.9 | 6.2 | 3.9 | 1.2 | 7.8 | 6.2 | 7.8 | 9.1 |
| Active: 27 | 5 | 1.7 | 1.5 | 1.1 | 0.9 | 1.7 | 1.4 | 1.5 | 1.6 |
| Decoys: 1027 | 10 | 1.2 | 1.0 | 0.7 | 0.6 | 1.0 | 0.9 | 1.0 | 0.9 |
| SRC (2SRC) | 1 | 10.5 | 11.8 | 3.4 | 2.2 | 19.8 | 7.3 | 20.4 | 13.5 |
| Active: 158 | 5 | 5.1 | 5.6 | 2.0 | 1.4 | 6.2 | 3.4 | 6.1 | 5.4 |
| Protein     | Decoys | 3.1 | 3.2 | 1.6 | 1.2 | 3.5 | 2.4 | 3.7 | 3.3 |
|-------------|--------|-----|-----|-----|-----|-----|-----|-----|-----|
| Thrombin (1BA8) | 6235   | 10  | 2.5 | 1.8 | 0.0 | 0.0 | 1.4 | 0.0 | 1.4 | 2.0 |
| Active: 72  |        | 5   | 1.5 | 0.7 | 0.0 | 0.2 | 0.4 | 0.0 | 0.4 | 0.9 |
| Decoys: 2439|        | 10  | 1.1 | 0.6 | 0.0 | 0.3 | 0.3 | 0.2 | 0.3 | 0.7 |
| TK (1KIM)  | 2439   | 10  | 13.7| 13.7| 12.8| 11.5| 13.7| 13.7| 13.7| 14.9|
| Active: 22  |        | 5   | 3.4 | 3.6 | 2.7 | 2.7 | 2.7 | 2.7 | 2.7 | 3.4 |
| Decoys: 885 |        | 10  | 1.9 | 2.1 | 1.4 | 1.4 | 1.4 | 1.4 | 1.4 | 1.8 |
| Trypsin (1BJU)| 1649   | 10  | 0.4 | 0.3 | 2.6 | 0.2 | 2.4 | 2.7 | 3.9 | 1.6 |
| Active: 49  |        | 5   | 0.5 | 0.5 | 2.5 | 0.1 | 2.1 | 2.7 | 3.8 | 1.6 |
| Decoys: 1649|        | 10  | 0.4 | 0.3 | 2.6 | 0.2 | 2.4 | 2.7 | 3.9 | 1.6 |
| VEGF2 (1VR2)| 2873   | 10  | 1.4 | 1.6 | 1.0 | 1.5 | 2.5 | 1.1 | 2.5 | 2.5 |
Supplementary figures

Figure SI 1: Distribution of binding free energy ($\Delta G$) in the protein-ligand complexes in the training and external data sets. D3R contains protein-ligand complexes from both the CSAR 2012 and 2014 releases.\cite{21,22}
Dataset

Figure SI 2: Distribution of the protein and ligand descriptor values in the training set and the external test sets shown colored by data set. The vertical lines indicate the mean values for the respective data sets. D3R contains protein-ligand complexes from both the CSAR 2012 and 2014 releases.21,22
Figure SI 3: Individual predictions on the external data set from Wang et al. [3] (A) Predicted $\Delta G$ against experimental $\Delta G$. (B) Error for each prediction against the experimental $\Delta G$. (C) Error for each prediction against the atom efficiency ($\Delta G / N_{\text{non-H-atoms}}$).

Figure SI 4: Individual predictions on the external CSAR 2012 data set. (A) Predicted $\Delta G$ against experimental $\Delta G$. (B) Error for each prediction against the experimental $\Delta G$. (C) Error for each prediction against the atom efficiency ($\Delta G / N_{\text{non-H-atoms}}$).
Figure SI 5: Individual predictions on the external CSAR 2014 data set. (A) Predicted $\Delta G$ against experimental $\Delta G$. (B) Error for each prediction against the experimental $\Delta G$. (C) Error for each prediction against the atom efficiency ($\Delta G/N_{\text{non-H-atoms}}$).

Figure SI 6: Individual predictions on the external CSAR-NSR HiQ data set. (A) Predicted $\Delta G$ against experimental $\Delta G$. (B) Error for each prediction against the experimental $\Delta G$. (C) Error for each prediction against the atom efficiency ($\Delta G/N_{\text{non-H-atoms}}$).
Figure SI 7: Feature importance for models trained with only the ligand descriptors. The feature importance is computed as the average change in Pearson correlation coefficient for five permutations of the respective feature column by shuffling the data (see Methods for details.)

Figure SI 8: Feature importance for models trained with only the protein descriptors. Feature importance is computed as the average change in Pearson correlation coefficient for five permutations of the respective feature column by shuffling the data (see Methods for details.)
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