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Abstract

The emerging technology of mobile cloud is introduced to overcome the constraints of mobile devices. We can achieve that by offloading resource intensive applications to remote cloud-based data centers. For the remote computing solution, mobile devices (MDs) experience higher response time and delay of the network, which negatively affects the real-time mobile user applications. In this study, we proposed a model to evaluate the efficiency of the close-end network computation offloading in MEC. This model helps in choosing the adjacent edge server from the surrounding edge servers. This helps to minimize the latency and increase the response time. To do so, we use a decision rule based Heuristic Virtual Value (HVV). The HVV is a mapping function based on the features of the edge server like the workload and performance. Furthermore, we propose availability of a virtual machine resource algorithm (AVM) based on the availability of VM in edge cloud servers for efficient resource allocation and task scheduling. The results of experiment simulation show that the proposed model can meet the response time requirements of different real-time services, improve the performance, and minimize the consumption of MD energy and the resource utilization.

1. Introduction

There are more issues facing mobile devices such as smart phones, reconnaissance planes (drones), robots, patient monitoring devices, and wireless sensors, due to limited specifications of these devices (like storage, memory, CPU, battery), and intensive applications (e.g., real-time translation, video processing, image processing) require super-computing. Mobile devices with limited resources are not efficient or opportune to process those applications. Therefore, mobile cloud computing (MCC) emerged as a solution to overcome the resource limitation of mobile devices by using computation offloading.

Computation offloading is a transfer mechanism of software application processes from limited resource devices to resource-rich platforms. Mobile cloud is the well-known module for MD computation offloading. MCC is becoming a popular technique for mobile services (MS), e.g., video streaming, mobile video games, social networking, education, mobile healthcare services, and instant messaging [1].

Wireless communication limitations like disconnection, low bandwidth, security issues, latency, and mobility are considered the key barriers to offloading computation in cloud computing (CC) [2]. Real-time services are extremely latency sensitive and thus require computing data in close proximity to MDs. Therefore, a proximity cloud like MEC, fog computing, and cloudlet can be an efficient and appropriate module for computation offloading.

Edge computing (EC) is an emerging technique, which is currently being standardized in ETSI Industry Specification Group (ISG). EC offers a service of IT environment and capabilities of CC at the mobile network edge, within the Radio Access Network (RAN), and in close proximity to mobile users (MU). The aims are to minimize the services
delay, confirm effective network operation and service delivery, and offer an enhanced user experience [3]. There are some challenges facing the MEC [4], like the service synchronization and orchestration between the cloud servers and edge server (ES) (the central cloud), in addition to “seamless service delivery” as the connectivity at the EC infrastructure may be intermittent with mobility. Additionally, the standard IP based operations become infeasible to address the interactions between MD and servers, considering that the problem is more emphasized in the services of edge computing facility. The other challenges to the services of edge computing may not always assume the availability of the local infrastructure.

MEC is a distributed system that provides features such as low latency, distributed analytics, real-time interaction, geographical distribution, mobility support, and context awareness, which are not supported by centralized CC paradigm [5].

We considered the mobile devices aiming to perform own intensive applications interacting with many edge cloud computing infrastructures, through different wireless connections or Wi-Fi, in order to distribute the computation load to one or more edge computing infrastructures (MEC, cloudlet, and remote cloud) and receive data results, to perform the computation offloading [6]. MEC, e.g., computation offloading of heavy tasks to EC in the communication network (or cellular network), has become a promising technique for the next generation of the cellular networks. Therefore, there is a need for enhancing a model of distributed computation offload, so that not only the computational servers are applied at their superlative capacity, but also the response time of user’s restrictions is achieved [7].

The essential components of the computation offloading model are a client running on the client device and a server running on the edge server, regardless of the surrounding devices or remote cloud. The component of client has three main functions: firstly, monitoring and predicting the performance of the MD network; secondly, predicting and tracking the requirements of computation of client services in terms of input and output requirements of data and time of execution on both the client and the ES; thirdly, using such information to select some partition of the computation to perform in the cloud so that the total execution time is reduced. The components of the server immediately execute offloaded portions after receiving them and return back the results to the client components, so the application can be continued on the mobile device. Our objective in this paper is to reduce latency of the processes (i.e., offloading the process and receiving the results) by proposing an evaluation model to evaluate the efficiency of near-end network computation offloading in mobile edge computing (MEC). This model helps in choosing the adjacent edge server from the surrounding edge servers. This helps to reduce the latency and increase the response time. To do so, we use a decision rule based Heuristic Virtual Value (HVV). The HVV is a mapping function dependent on the feature of the edge server like the performance and workload. Additionally, in this paper, we propose a VM resource availability algorithm (AVM) that optimizes resource allocation and task assignment based on VM availability in the edge cloud servers. The simulation results show that the proposed model satisfies the requirements of response time of real-time applications, improves the performance, and minimizes the MD power consumption.

The rest of the paper is organized as follows: In Section 2, we present the related work review. In Section 3, we outline the computation offloading in MEC. In Section 4, resource allocation model is given. Then, in Section 5, we describe our proposed model results and analysis, followed by the conclusion in Section 6.

2. Related Work

In [8], the performance ability or capability is enhanced to leverage the available computing of edge servers and capacity, by the proposing a system which provides a collection of colocated devices as cloud service at the edge and enables leveraging multiple clients into a coordinated cloud computing service despite churn in participation of mobile devices. On the other hand, the study in [9] proposed a framework and a model used a holistic approach to bond context adaptation and computation offloading (cloud aware), to help app’s developers to design scalable and flexible edge depending on mobile applications.

The cloud RAN (C-RAN) service is exploited to propose a decision algorithm of offloading that makes decisions about computation offloading from the client to the cloud remote radio heads (RRHs), to save power consumption and keep a satisfying user QoE by reducing app’s time of response [10]. Lyapunov optimization algorithm is proposed to take the decisions of the offloading, frequencies of the cycle of CPU for mobile application execution, and energy of the communication for computation offloading [11].

A scheme of opportunistic computation offloading for the MECC systems is provided to execute tasks of data mining in client devices and edge servers (ES), to reduce time of execution and energy consumption [12]. In [13], a distributed computation offloading model that can achieve a Nash equilibrium is proposed to fulfill the superior performance of computation offloading and scale well as the user size increases. In study [7], the authors used minority games theory to analyze the statistical characteristics of the offloading delay for the users’ requests and channel quality by using a distributed algorithm to solve efficient servers selection issues. In [14], the authors assess a performance and investigate the computation offloading from the MD’s to the small cell cloud (SCC). In the scenario of a cooperative MEC server [15], the authors analyze the problem of joint task offloading and resource distribution. Furthermore, IoT resource fairness should begin by taking the user experience into account. Additionally, the authors propose a two-level heuristic: the first, inspired by evolutionary algorithms, searches for superior offloading schemes globally; the second, considering fairness among all tasks, generates resource allocation modules, making use of the server’s resources as efficiently as possible [15].
The proposed method is formatted as an optimization problem to reduce the consumption of MD energy, due to the overhead of the MEC capacity. The priority of offloading for each device depends on its power consumption and channel gain. Complete offloading is performed for a high priority, while minimum offloading is performed for a low priority [16].

A modern framework for computation offloading from a mobile device to an edge server as a host, with availability of highest CPU, is presented. The main idea is to estimate RTT value between mobile device and edge server according to signal quality of the RAN as an application programming interface (API) to make the mobile device decision to offload or not computing tasks for application. Additionally, a novel algorithm of computation is proposed; it depends on the estimated RTT connected with other parameters (e.g., consumption of power) to take a decision as to when to offload application computation tasks of mobile device to the mobile edge computing server [17].

Proposing computation offloading in a multicell system, the authors considered multiple users requests with multiple inputs and multiple outputs (MIMO). Additionally, the researchers expressed the problem using the radio joint optimization and presence of the intercellular interference with the resources of computational for computation offloading in an applications intensive deployment [18]. The preceding research works did not deal with the process of evaluation pre-decision to the unloading process. When used, this technology needs to be handled with caution, and more research should be done on such issues such as confidentiality, authenticity, and integrity [19]. In this study, an evaluation model is proposed to evaluate the efficiency of near-end network computation offloading in MEC.

Max–Min algorithm [20] is one of the popular, very simple, and easy to implement cloud scheduling algorithms, because it has very few control variables, and we use it in the edge cloud computing. All the small tasks are allocated to faster resources, and large tasks are allocated to slower resources. Hence, it minimizes the waiting time average of shorter jobs, by assigning them to faster resources, and our large tasks are executed by slower resources. Therefore, this algorithm improves simultaneous implementation of tasks on resources. Therefore, algorithm of Minimum Completion Time (MCT) allocates offloaded tasks to resources or VMs based on the best expected completion time for these tasks in random order. Each task is allocated to the resource or VM that has the closest completion time. In the MCT algorithm, some tasks are assigned to resources or VMs that do not have minimum processing time [21].

Round Robin algorithm (RR) [22] is considered one of the easiest process scheduling algorithms. It gives equal time for each process, dealing with all processes without priority for any of them. The RR scheduling is characterized by its simplicity and ease of implementation, as well as being free from starvation, which means that the process does not have the resources needed to complete it at all or after a long period.

In the study, the vertical collaboration of mobile devices, mobile edge servers, and mobile cloud servers, as well as the horizontal cooperation of edge nodes in computation, is examined in relation to cooperative computation task offloading and resource assignment in the MEC. It is formulated to make decisions regarding computation offloading, cooperative selection, power allocation, and CPU cycle frequency assignment. In order to minimize latency, energy consumption, transmission power, and CPU cycle frequency should be reasonably constrained [23].

### 3. Computation Offloading in ES

The computation offloading is the technique used to raise the performance of the mobility of devices and minimize the power consumption by offloading the intensive tasks which need urgent and accurate processing to the remote resources that are able to compute these tasks and return the results immediately, for example, real-time and intensive applications like image processing.

The major objective of our research is the concurrent offloading of the offloadable processes (partitioned tasks) to proximate resources EC (L-ESs) as shown in Figure 1, to make the appropriate decision based on the results of the profile examination of each resource (i.e., L-ESs, ECC, or RC). In other words, we decide the computation offloading of the process to EC resources (L-ESs, ECC, and remote cloud), mobility management, and effective allocation of the computation resources, for exploiting the moving users within each resource.

#### 3.1. Edge Server Computing Architecture

Figure 2 portrays the high-level overview of the edge server and the mobile devices, such as smart phones, tablets, robots, and drones. The base station communicates with the network of the local ES before entering the Internet. At the ES, the components of network having super computation and storage capabilities are collected to create a virtual server (VS) offering mobile ES. If a workload demands resources beyond what the ES can support, the request can be redirected over the core network until reaching the cloud services on the other side of the network [24].

ME is the complementary edge computing model especially prototyped for unified and latency-aware MS. The offloading decision depends on the following parameters: performance, energy consumption, latency, and cost. The proposed model automatically selects the computing source based on the following parameters: performance, signal strength, radio bandwidth, and workload. We relied on these criteria to choose the suitable edge server.
Figure 2 illustrates the MECS architecture. The MECS on the edge server consists of the synchronization unit, which is responsible for maintaining the synchronization between mobile devices and edge server; management allocation resource control (MARC) unit; and virtual management unit, which consists of profiler to monitor the VM workload and edge server performance. Additionally, the solver executes the task or the application clone.

MECS architecture on the mobile device consists of five units: the detection unit detects the tasks and the available resources; the code analyzer divides the task into subtasks and determines whether a subtask is offloadable or nonoffloadable; the scheduling unit places subtasks in the waiting queue if they are offloadable and assigns them to local execution otherwise; the context unit is responsible for synchronization between the client and edge server and management of offloading to distribute the subtasks.

3.2. Offloading Decision Rule. Since computation offloading migrates the intensive tasks to more resourceful computing, it involves decision making as to whether and what computation should be migrated. The decisions of offloading to remote resources are divided into improving performance and saving energy [25]. However, other problems emerged, especially for the sensitive computational tasks, including latency, mobility, bandwidth bottleneck, resource management, privacy, and security.

We consider an ECC consisting of a pool of edge servers (L-ES) denoted by \( s \) that is connected through the LTE and AP, edge server control (ESC) denoted by \( S \), and a set of mobile devices (MDs) denoted by \( M \) in each zone \( Z \). Each mobile device has some sensitive computational processes \( C \) to be accomplished in successive periods (time) \( T \). Each process \( P \) may be partitioned into several tasks \( c \), according to the tasks performed by this process. \( T \) is the time consumed to compute the task on the MD, while \( T' \) is the time consumed to complete the task on the edge server. The consumed energy to compute the task on the MDs is denoted by \( E \), and the consumed energy to process the task on the edge server is denoted by \( E' \). The workload for each edge server is denoted by \( sW \).

The execution time of the task on the edge server (S) is

\[
T = \frac{C}{M_p},
\]

where \( M_p \) the performance of the mobile device and \( s_p \) represents the performance of the edge server. The offloading process will improve the response time in processing tasks, as it reduces the response time due to the ES close to the user. The total time of responsiveness is calculated using the following:

Total time = time of communication + time of computation,

\[
T' = \frac{C}{b} + \frac{E}{s_p}.
\]

The offloading performance (latency) improves if the following condition holds:

\[
T > T' \Rightarrow \frac{C}{M_p} > \frac{C}{b} + \frac{E}{s_p} \Rightarrow\frac{C}{M_p} - \frac{E}{s_p} > \frac{C}{b}.
\]

where \( c_i \) indicate the size of task that needs to be sent and \( b \) is the bandwidth.

The consumed energy to execute the task within the mobile device system is given by
where $e_m$ represents the energy on the mobile system. The total consumed power considering the computation and transmission is determined by

$$E = e_m \times \frac{c_i}{b} + e_c \times \frac{C}{s_p}$$  \hspace{1cm} (4)$$

where $e_c$ indicates the power required for communication between mobile device and server edge over the network, $e_w$ refers to the power required to wait for the result, $c_i$ is the size of task that needs to be offloaded, and $b$ is the bandwidth. The offloading power is saved if the following condition holds:

$$E > E' \Rightarrow e_m \times \frac{c_i}{b} + e_c \times \frac{C}{s_p} > e_w \times \frac{c_i}{b} + e_c \times \frac{C}{s_p}$$

$$\Rightarrow \frac{e_m}{M_p} - \frac{e_c}{s_p} > \frac{e_w}{s_p} \times c_i$$  \hspace{1cm} (6)$$

3.3. Decision Rule. We have several edge servers and we need to offload tasks to one of them (where). In other words, we need to choose the optimal edge to compute the offloadable task depending on our proposed Heuristic Virtual Value (HVV) and signal strength ($s_{M}$) of the edge servers. The HVV is a mapping function dependent on the features of the edge server like the performance and workload. Each server independently decides whether to be in active mode (to accept computation task, $s_{M} = 1$) or inactive mode (not to accept computation task, $s_{M} = 0$). Therefore, we proposed the Heuristic Virtual Value (HVV) for each server, and we need to calculate it. The HVV depends on some parameters (like performance $s_{p}$, workload $s_{W}$, mode $s_{M}$) for each edge server $s \in S$. The edge server depends on the HVV to connect to the mobile devices. Let $s_{t}$ be the server that decides to be ready to receive the task at the time $t$ if the server mode is active ($s_{M} = 1$), so that the HVV for each server is given by

$$HVV_{s_{t}}(t) = \mathcal{F}[s_{p}, s_{W}].$$  \hspace{1cm} (7)$$

The $HVV_{s_{t}}(t)$ is a mapping function that receives the values of $s_{p}$ edge server performance and $s_{w}$ edge server workload as percentage and converts them into categorical values between one and four as shown in Table 1.

$$\mathcal{F}[s_{p}, s_{W}] = \frac{s_{p}}{s_{W}}$$

$$HVV_{s_{t}}(t) = \frac{s_{p}}{s_{W}}$$  \hspace{1cm} (8)$$

The resulting potential values of such HVV $(t)$ function receive the result of division edge server performance $s_{p}$ over edge server workload $s_{W}$. The edge server mode $s_{M}$ depends on the value of the HVV $(t)$; for instance, in the best cases the value of HVV $(t)$ is 4, which makes the edge server in active mode $s_{M} = 1$; in contrast, in the worst cases the HVV $(t)$ is 25, which makes the edge server in inactive mode $s_{M} = 0$, as illustrated in Algorithm 1.

Figure 3 illustrates the processes of the computation offloading; before making a computation offloading decision, each client detects the signals for each surrounding edge server and makes an ordered list of signal strength degrees for edge servers. The client receives the strength of signal as a percentage and converts it into a categorical value between one and four like the values of $s_{w}$ as shown in Table 1. The client selects the edge server that has a maximum $S_{w}$ and starts to communicate with it by sending acknowledgment $ack(t)$. $T_{ack}$ represents the threshold value for the offloadable task. If the edge server receives the $ack(t)$, the server calculates the HVV $(t)$; if $s_{M} = 1$, the edge server replies to the client that it is active and assigns each mobile device a unique ID. Then, the client starts to offload the task $c(t)$ to the edge server and receive the result.

In contrast, if the edge server returns $S_{M} = 0$, this means that the server is unable to serve the client and meet time requirements; in this situation, the client finds an alternative server by checking the order list $[S_{s}]$, choosing the NextMax$[S_{s}]$, starting to communicate with it, and so on. Otherwise, it is the client. If the client fails to communicate with the alternative server, they have to communicate with the remote cloud.

4. Resource Allocation Management in the MEC Based on VM Resource Availability

Figure 4 illustrates the system model, which consists of the following units: The monitoring and migration unit as a core unit is responsible for the resource management of ES. The profiling module unit works to acquire the tasks features and its computing requirements to compare them with the ES capabilities and determine whether it can serve them. Then, the VMs control unit works to create VMs according to the offloaded tasks’ computation requirements. The scheduling unit distributes these tasks to the available VMs. In the UE mobility, if the UE is out of coverage service of ES, the aggregation unit, in collaboration with the other units in the system model, distributes the tasks to adjacent ES, as well as balancing the resources between VMs.

4.1. VM Availability Evaluation. VM availability directly impacts the scheduling tasks in the edge cloud platform; therefore, the evaluation of VMs availability is considered when managing task scheduling. Additionally, VM resource availability is the capacity of providing functional services within required time after the task is offloaded to VMs.

We can measure the capacity of available task processing $a_{ij}$ of VMs using completion time $(\tau)$, completion rate $(\ell)$, and task arrival rate $(\eta)$. We calculate the capacity of VMs
Table 1: Values of server’s performance and workload.

| Range (%) | Mapping value \((s_p, s_W)\) |
|-----------|-----------------------------|
| 0–25      | 1                           |
| 26–50     | 2                           |
| 51–75     | 3                           |
| 76–100    | 4                           |

Figure 3: Processes of the computation offloading to the edge server.

Algorithm 1: Heuristic Virtual Value algorithm-based decision rule.

1. Input: \(s_p, s_W\)
2. Output: \(s_M\)
3. Begin
   //Mapping \(s_p\), and \(s_W\) into their corresponding category.
   4. if \(s_p\) & \(s_W\) in [0%–25%] then
   5. \(s_p = 1; s_W = 1\);
   6. elseif \(s_p\) & \(s_W\) in [26%–50%] then
   7. \(s_p = 2; s_W = 2\)
   8. elseif \(s_p\) in [51%–75%] then
   9. \(s_p = 3; s_W = 3\);
   10. else
   11. \(s_p = 4; s_W = 4\);
   12. End if
   13. \(\text{HVVs}_i(t) = S_p/S_w\)
   14. if \(0 < \text{HVVs}_i(t) < 1\) then
   15. \(s_M = 0\);
   16. else
   17. \(s_M = 1\);
   18. Return \(s_M\)
   19. End
available to task processing \((q_{ij}^V)\) of the VM \(j\) in the \(S_i\) edge server after receiving the task \(\{c_i, i = 1, \ldots, n\}\), as follows:

\[
q_{ij}^V = \frac{P_{ij} \alpha}{t_c}.
\]

where \(P_{ij}\) is the probability that the VM \(j\) in the \(S_i\) edge server receives a task and \(\alpha\) is rate of task arrival in the edge cloud platform.

Task completion time \(\tau\) refers to the difference between task time of arrival \(t_r\) and task completion rate \(t_c\), namely,

\[
\tau = t_r - t_c.
\]

Therefore, the capacity of available task processing \(q_{ij}^S\) of each \(S_i\) edge server is the sum of processing capacities of all VMs in the edge server.

\[
q_{ij}^S = \sum_{j=1}^{n} P_{ij} \alpha / t_{cij}.
\]

The available capacity of \(S\) to tasks processing \((q_{ij}^S)\) of the VM \(j\) in the \(S_i\) edge server gives the model strength and ability to compute the most significant number of tasks. Therefore, we can calculate the resource utilization \((\mathcal{R}_u)\) as follows:

\[
\mathcal{R}_u = \frac{q_{ij}^S}{q_{ij}^V}, \quad \text{where } q_{ij}^V \subseteq q_{ij}^S.
\]

4.2. Scheduling Algorithm. We assume that the task requirements are already acquired. We measure each VM workload \((V_W)\) and workload of edge server \((S_W)\) as follows:

\[
V_W = \frac{f_{V_i}}{T},
\]

where

\[
S_W = \sum_{i=1}^{n} V_W, \quad \forall V_i \in S,
\]

where \(T\) is the execution time of the task on the edge server \((S)\).

Measurement of the VM availability and allocation of VMs to accommodate the offloaded tasks constitute one of the most important issues that edge servers face in order to be able to schedule tasks for computation and meet time requirements [26]. We proposed a task scheduling algorithm based on the availability of VMs (abbreviated to AVM), Algorithm 2, and their dynamic evaluation. The choice is made among the most available resources, which avoids slowing down the tasks computing. The module of task scheduler manages the scheduling of tasks based on requests of task resources \(\{c_i, i = 1, \ldots, n\}\). The purpose of the task scheduling is to maximize available differential of VMs, and VMs with relatively small workloads on the edge server where they are located are selected, which can improve task computation time as shown in Algorithm 2.

5. Simulation and Result Analysis

This study used the Cloudsim tool [27] to evaluate the proposed decision rule, VM resources availability, and resource allocation management. The CloudSim is an open-source package that is obtainable for public use. In this section, we will verify two aspects: (1) offloading decision making; (2) resource allocation management and task scheduling based on availability of VM.

5.1. Offloading Decision Making. There are some factors that influence offloading decision making: First (when to offload), predict execution time and power consumption in the mobile devices and remote cloud and compare them. If the \(e_m\), \(t_m > e_c, t_c\), the offloading is active, where \(e_m\) indicates the mobile energy consumption, \(t_m\) mobile time execution, \(e_c\) cloud energy consumption, and \(c_m\) cloud time execution.
Second, the decision depends on network features like the bandwidth and signal strength. Third (where to offload and which edge server is selected), selecting the appropriate server depends on the performance and workload of the edge server. In this research, we focus on the third factor. We suppose that we have offloadable task, it is divided into subtasks, and some of the subtasks (blocks) are offloadable but the others are executed locally. Additionally, we suppose that the feature of the network is appropriate to offloading. We suppose that we have several edge servers and we need to offload tasks to one of them (where to offload). Each server independently decides whether to be in active mode (to accept computation task $s_M = 1$) or in inactive mode (not to accept computation task $s_M = 0$) based on the Heuristic Virtual Value (HVV) for each server. The edge server depends on the HVV to connect to the mobile devices. Let $s_c(t)$ be the server that decides to be ready to receive the task at the time $t$ if the server mode is active ($s_M = 1$); otherwise, the server mode is inactive ($s_M = 0$).

We can compare the performance of the sample topologies in many aspects, such as the service time and power consumption. However, we want to highlight the results, which can be only provided by our simulation. Figure 5 shows that the average of service time (performance) is shown with respect to the number of offloadable subtasks (blocks). In the simulation, we note that the execution time when offloading subtasks to the edge server in case it is active is much less than that in case it is inactive, assuming that the offloading processes are done whether the edge server is active or inactive.

Figure 6 shows the average of power consumption with respect to the number of offloadable subtasks (blocks). We notice that the power consumption of subtasks when offloading is active is much less than that when offloading process is inactive, under the assumption that offloading processes are done whether the edge server is active or inactive.

5.2. Task Scheduling Based on VM Availability. To evaluate the effectiveness of the algorithm, we configure the simulation environment setting by computer configuration as follows: CPU: 1,500–3,000 MIPS, octa-core; memory: 32,000–64,000 MB; storage: 2 TB. Experimental parameters are set as follows: 2 edge servers, 40 VMs, range of offloaded tasks from 20 to 300. We simulated many offloaded tasks using LCG data for VMs in each ES, assuming that the ES provides edge cloud services to the VMs [28].

To evaluate the proposed algorithm AVM, we compare its results with other scheduling algorithms, namely, Round Robin (RR) and Minimum Completion Time (MCT) algorithm. We adopted three important parameters for comparison, which are awaiting time, resource utilization, and response time. The experimental results show that the AVM is superior to the other two algorithms. In the experiment, we measure the response time in milliseconds. Figure 7 illustrates the differential of the response time of each task. The number of tasks ranges between 20 and 300. Therefore, the results of the AVM are better than those of the other algorithms, as AVM improved the response time for each task.

In Figure 8, we measure the resource utilization by calculating the amount of resources remaining after serving

| Algorithm 2: Task scheduling algorithm of VM available differential maximization (AVM). |
| --- |
| (1) **Input:** A set of tasks $\{c_i, i=1, \ldots, n\}$, $S = \{S_1, S_2, \ldots, S_n\}$, and VMs $\{v_1, v_2, \ldots, v_n\}$ |
| (2) **Output:** Scheduling tasks and resource allocation |
| (3) Compute available of the VM for computing capabilities to meet processing time requirement based on (9) |
| (4) Initialize VM available capabilities of task processing |
| (5) for all tasks $\{c_i, i=1, \ldots, n\}$ do |
| (6) for all VMs $\{v_1, v_2, \ldots, v_n\}$ do |
| (7) Assigned tasks $c_i$ into $v_i$ |
| (8) Compute $v_i$ available task processing capabilities based on (9) |
| (9) end for |
| (10) for all tasks $\{c_i, i=n+1\ldots\}$ do |
| (11) Assigned tasks $c_i$ into $v_i$ |
| (12) add a new VM |
| (13) end for |

![Figure 5: Average of execution time.](image-url)
the tasks; for example, in our experiment, based on (14), the percentage of the remaining resources is measured.

Average waiting time is measured by computing the difference between the task offloaded time to the edge server and the starting time of the execution of the task. Figure 9 shows that the waiting time when applying the proposed algorithm was less compared to the other algorithms. Figure 9 depicts the average waiting time depending on the number of tasks when the number of VMs ranges between 20 and 300. The waiting time was affected by the number of offloaded tasks at the edge server (ES), as the waiting time gradually increased based on the number of tasks.

6. Conclusions
The edge computing technology promises an opportunity to overcome the constraints of mobile devices by offloading resource intensive and time sensitive applications to a nearby server. Until now, the concept of edge computing is not standardized, and it is hard to develop different and various architectures or scenarios of application. In this research, we proposed an evaluation module to evaluate the efficiency of the close-end network computation offloading in MEC. This model helps in choosing the adjacent edge server from the surrounding edge servers. This helps to decrease the latency and increase the response time. To do
so, we use a decision rule based Heuristic Virtual Value (HVV). The HVV is a mapping function based on the features of the ES like the performance and workload. Additionally, in this study, we proposed AVM algorithm to address the resource balancing, resource allocation, and task scheduling. The results of simulation show that the proposed model satisfies the latency requirements of time sensitive applications, enhances the performance, and minimizes the energy consumption of mobile devices. Furthermore, the experiment of the proposed AVM algorithm showed improvement in task response time and efficiency in resource utilization compared to the other similar algorithms.
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