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In order to improve the prediction accuracy of mining safety production situation and remove the difficulty of model selection for nonstationary time series, a grey (GM) autoregressive moving average (ARMA) model based on the empirical mode decomposition (EMD) is proposed. First of all, according to the nonstationary characteristics of the mining safety accident time series, nonstationary original time series were decomposed into high- and low-frequency signals using the EMD algorithm, which represents the overall trend and random disturbances, respectively. Subsequently, the GM model was used to predict high-frequency signal sequence, while the ARMA model was used to predict low-frequency signal sequence. Finally, aiming to predict the mining safety production situation, the EMD-GM-ARMA model was constructed via superimposing the prediction results of each subsequence, thereby compared to the ARIMA model, wavelet neural network model, and PSO-SVM model. The results demonstrated that the EMD-GM-ARMA model and the PSO-SVM model hold the highest prediction accuracy in the short-term prediction, and the wavelet neural network has the lowest prediction accuracy. The PSO-SVM model’s prediction accuracy decreases in medium- and long-term predictions while the EMD-GM-ARMA model still can maintain high prediction accuracy. Moreover, the relative error fluctuations of the EMD-GM-ARMA model are relatively stable in both short-term and medium-term predictions. This shows that the EMD-GM-ARMA model can provide high-precision predictions with high stability, proving the model to be feasible and effective in predicting the mining safety production situation.

1. Introduction

Mining is an important industry for the nation’s economy, supporting the rapid development of society. However, it is also an industry afflicted with a high casualty rate. According to the statistics of mining accidents in recent years in China [1], 3,797 mining safety accidents causing 14,169 deaths occurred between 2005 and 2018, a figure higher than those in developed countries. Such security-related problems hinder the development of the economy and society. Therefore, accurate prediction of mining safety production situation is a prerequisite for providing mining safety decision-making and ensuring safe production. As a result, it is necessary to explore the development law of mining safety production situation and analyze its future changes.

The mining safety system is one of the complex circulations [2]. The issue of safe production in the mining industry has the characteristics of being nonlinear, nonstationary, and uncertain, and it is affected by several factors: natural conditions, social environment, laws and regulations, corporate environment, and operating environment. The occurrence of an accident presents a nonstationary random process with a certain trend over time. In 1970, Box and Jenkins published Time Series Analysis: Forecasting and Control [3], which laid the foundation for time series analysis. After half-a-century of development, time series analysis has made great progress and has been widely used in various fields. It makes inferences about the future changes of variables based on the constructed dynamic time series model. Until now,
studies on nonstationary random wave time series have yielded some results, mainly including the grey theory [4], the Markov chain theory [5], the time series analysis [6], the support vector machine (SVM) model [7], and the neural network [8]. Lan and Zhou [9] analyzed the causes of human error in mining accidents, combined the advantages of grey prediction and the Markov theory, and proposed an improved grey Markov model to simulate the development trend of mine safety accidents. Liu et al [10] used the GM (1, 1) for data trend prediction and the support vector machine [8]. Lan and Zhou [9] analyzed the causes of human error in mining accidents, combined the advantages of grey prediction and the Markov theory, and proposed an improved grey Markov model to simulate the development trend of mine safety accidents. Liu et al [10] used the GM (1, 1) for data trend prediction and the support vector machine [8].

Finally, the results of the two models were merged into a prediction model, namely, the grey support vector machine GM (1, 1)-SVM. Bao et al [11] combined the C2R model, namely, the grey support vector machine [8].

Evolution of the problem depends on the uncertainty of selection and some information is unknown. The GM can be used to predict the trend component sequence after EMD has achieved the purpose of solving complex practical problems with a simple method. In the case of the EMD trend series, it has certain ambiguity and randomness. The ambiguity of the sequence is reflected in the statistical error of the information, and the grayness of the sequence is reflected in the incompleteness of the data information, and the trend sequence after EMD is a monotone sequence [21]. For this, the GM model can be used to predict the trend component series. It is a method for processing incomplete information. It has no special requirement nor is there any restriction on the data and its distribution. Even if there is only a small amount of historical data and an arbitrary random distribution, a high level of prediction accuracy can be obtained [22]. The sequence of trend components decomposed by the EMD method belongs to the "small sample" and "poor information" uncertain system where "some information is known and some information is unknown." The GM can analyze the degree of disparity observed in development trends of system factors to correlate, analyze, and generate a series of observed numerical values. These reflect the characteristics of the prediction object and establish corresponding differential equations to predict the future development trend of things, including the two processes of establishing a GM model and using the GM model to make extrapolation predictions.

By processing the time series of the 10,000 population mortality rate in the mining production situation using the EMD method, decomposing a time series into several
components can decompose the hidden information of the original time series, make the characteristics of the original time series clearer, and preserve its dynamic characteristics. Then, these components are studied to reveal the characteristics of the original sequence. According to the characteristics of each component, the GM model is used to predict the trend sequence, and the ARMA model is used to predict the smooth detail sequence, and then the EMD-GM-ARMA model is established to predict the future development trend of mining safety production. It provides a new resolution for the study of mining safety production situation.

The rest of this paper is organized as follows: Section 2 provides a detailed introduction to the modeling principle and process of the EMD-GM-ARMA model. Section 3 explains the source of the data and validates the model. The comparison of prediction accuracy of the models is performed in Section 4. Section 5 discusses and elaborates the future research directions, while the conclusions drawn from this research are summarized in Section 6.

2. Establishment of the EMD-GM-ARMA Model

The time series of mining safety production situation shows a stochastic process with nonstationary characteristic, which makes it difficult to accurately identify its distribution law. The EMD algorithm can discretize the random nonstationary time series into a high-frequency and a low-frequency signals sequence, representing the overall change trend and random disturbance, respectively. It can completely retain the information of the original time series [23].

The GM model is suitable for the original dynamic sequence with obvious exponential law at equal intervals. It can describe the internal characteristics and development trend of the system and has higher prediction accuracy for variables with exponential increase or decrease trend [24]. Although the single sequence value constituting the time series in the ARMA model is uncertain, the change of the whole sequence has certain regularity, so it can be approximated using the corresponding mathematical model. The ARMA model is suitable for random and stable time series [25]. Therefore, the time series can be decomposed into low-frequency signals with random fluctuations and high-frequency signals with overall trend using the EMD method. The GM model is used to predict the high-frequency signals from the EMD, while the ARMA model is used to predict the low-frequency signals. The prediction results of the original time series can be obtained to establish the EMD-GM-ARMA model, which results from the superposition of abovementioned two model predictions. The modeling principle of the EMD-GM-ARMA model is shown in Figure 1. The modeling steps are as follows.

Step 1. Time series decomposition using the EMD method

Based on the local feature time scale of the signal, the EMD method is used to smoothen the original signal and decompose the complex signal into a finite number of data sequences with different characteristic scales, which is named the intrinsic mode function (IMF). The IMF signal is based on the following three assumptions [26, 27]:

1. The original time series has at least one maximum point and one minimum point.
2. The characteristic time scale is defined as the time interval between adjacent extreme points.
3. If the original time series has only inflection points without extreme points, the original time series should be differentiated either once or multiple times to obtain extreme points before it is decomposed. Then, integration of the obtained components gives the corresponding results.

The EMD algorithm realizes the decomposition of the mining safety production situation time series through the process of “screening,” and the change trend of the original time series is clearly shown by transformation. The algorithm process is as follows [28]:

1. For the mining safety production situation time series $X(t)$, all extreme points of the time series are determined. The upper envelope $E^+(t)$ and the lower envelope $E^-(t)$ are obtained after the connection of all the maxima and minima points with a cubic spline curve. Here, $h_i$ is defined as the following equation:

$$h_i = X(t) - \frac{(E^+(t) + E^-(t))}{2}.$$  \hspace{1cm} (1)

$h_i$ is considered as a new time series $X(t)$. The first-order IMF (recorded as $C_1$) is selected from the original mining safety production situation time series, once the $h_i$ meets the two conditions of the IMF during the repeat process of the above-given steps.

2. A difference time sequence $r_1$ without the IMF1 component is obtained when the $C_1$ is separated from $X(t)$:

$$r_1 = X(t) - C_1.$$  \hspace{1cm} (2)

$r_1$ is used as a new time series. The screening process of (1) is repeated until the residual sequence of the $n_{th}$ order becomes a monotonic sequence.

$$r_n = r_{n-1} - C_n.$$  \hspace{1cm} (3)

3. In mathematical terms, the original mining safety production situation time series $X(t)$ can be expressed as the sum of $n$ IMF components and one residual term $r_n(t)$.

$$X(t) = \sum_{j=1}^{n} C_j(t) + r_n(t),$$  \hspace{1cm} (4)

where $r_n(t)$ is the residual, representing the overall trend of the original time series.
Each IMF component $C_j(t)$ represents the composition of the original time series from high-frequency segment to low-frequency segment.

The IMF component reflects the nature and real information of the original time series. The instantaneous frequency of time series has a certain physical meaning after it is decomposed by the EMD method [29]. The EMD algorithm is suitable for complex time series of nonstationary and nonlinear data sequences. Therefore, it is feasible to introduce the EMD algorithm into the time series prediction of the mining safety production situation.

**Step 2.** The prediction of the IMF sequence using the ARMA model

The ARMA model has high precision in stationary random sequence prediction, especially for the ARMA $(p, q)$ model. It can be used to predict the IMF sequences [30]. The response $c_i$ of the IMF sequence at time $t$ is not only related to the response $c_{i-1}, c_{i-2}, \ldots, c_{i-n}$ of its previous time $t-1, t-2, \ldots, t-n$, but also affected by the disturbance $e_{i-1}, e_{i-2}, \ldots, e_{i-n}$ when entering the system at the time of $t-1, t-2, \ldots, t-n$. This type of model is the ARMA model, recorded as ARMA $(p, q)$. Its mathematical model is as follows [31]:

$$
\begin{aligned}
&c_i = \varphi_0 + \varphi_1 c_{i-1} + \cdots + \varphi_p c_{i-p} + \varepsilon_i - \theta_1 \varepsilon_{i-1} - \cdots - \theta_q \varepsilon_{i-q}; \\
&\varphi_p \neq 0, \\
&\theta_q \neq 0; \\
&E(\varepsilon_i) = 0, \\
&\text{Var}(\varepsilon_i) = \sigma^2, \\
&E(\varepsilon_i \varepsilon_t) = 0, \\
&s \neq t; \\
&E \varepsilon_s \varepsilon_t = 0, \\
&\forall s < t,
\end{aligned}
$$

(5)

where $c_i$ is the IMF sequence; $\varepsilon_i$ is the white noise process; and $p$ and $q$ are the orders of the ARMA model.

The order of the model is determined by the AIC criteria proposed by Akaike in 1973, which defines the AIC function as:

$$
AIC(k, j) = n \ln \hat{\sigma}(k, j)^2 + 2(k + j), \quad k = 0, 1, \ldots, P_{\max}, \\
\hat{\sigma} = 0, 1, \ldots, q_{\max}.
$$

(6)

where $\hat{\sigma}^2$ is an estimation of $\sigma^2$ in the ARMA $(k, j)$ model. Generally, the values of $P_{\max}$ and $q_{\max}$ are empirically determined, and $\hat{p}$ and $\hat{q}$ are the orders obtained from the equation $AIC(\hat{p}, \hat{q}) = \min AIC(k, j)$.

**Step 3.** Residual sequence prediction using the GM model

The EMD method residuals have grey and fuzzy features, so the GM model is suitable for predicting the residuals. In order to construct the GM model, the original data is first treated by the association analysis, thereby transforming the irregular raw data into a generated sequence with strong correlation. Then, the relevant differential equation model is established. The GM prediction steps are as follows [32, 33].

The EMD method-created residual time series is $R^{(0)}(t)$,

$$
R^{(0)}(t) = (r^{(0)}(1), r^{(0)}(2), \ldots, r^{(0)}(n)).
$$

(7)

An accumulation of $R^{(0)}(t)$:

$$
R^{(1)}(t) = (r^{(1)}(1), r^{(1)}(2), \ldots, r^{(1)}(n)).
$$

(8)

$Z^{(1)}$ is the MEAN generation sequence of $R^{(1)}$:

$$
Z^{(1)} = (z^{(1)}(1), z^{(1)}(2), \ldots, z^{(1)}(n)).
$$

(9)

Then,

$$
x^{(0)}(k) + az^{(1)}(k) = b.
$$

(10)

It is called the grey model.

The basic form of the grey model corresponds to the whitenization equation:

$$
\frac{dx^{(1)}}{dt} + ax^{(1)} = b.
$$

(11)

In this equation, the development coefficient $(a)$ and the amount of grey action $(b)$ can be obtained by the least squares method through statistical sequences.

The solution of the whitenization equation $\frac{dx^{(1)}}{dt} + ax^{(1)} = b$ (also called the time response function) is
\[
\tilde{r}(k + 1) = \left[ r^{(0)}(1) - \frac{b}{a} \right] e^{-ak} + \frac{b}{a} \quad (k = 1, 2, \ldots, n).
\] (12)

The time response sequence corresponding to the grey differential equation is
\[
\tilde{r}(k + 1) = \left[ r^{(1)}(0) - \frac{b}{a} \right] e^{-ak} + \frac{b}{a} \quad (k = 1, 2, \ldots, n).
\] (13)

From equation (13), \( \tilde{r}(0) = r^{(0)}(1) \). According to the \( \tilde{r}(k + 1) \) reduction sequence, the prediction sequence of the residual sequence \( \tilde{R} \) can be obtained.
\[
\tilde{r}(0) = r^{(0)}(1),
\]
\[
\tilde{r}^{(0)}(k) = \tilde{r}^{(1)}(k) - \tilde{p}^{(1)}(k - 1) = \left[ r^{(0)}(1) - \frac{b}{a} \right] (1 - e^{-a}) e^{-a(k-1)},
\]

where
\[
k = 1, 2, \ldots, n.
\] (14)

The original mining safety production situation time series is decomposed into several IMF component sequences and one residual term sequence by the EMD method. The IMF component \( C_j(t) \) is predicted by the GM model, and the residual \( r_n(t) \) is predicted by the ARMA model. The prediction results of the original sequence are used to establish the EMD-GM-ARMA model, which results from the superposition of the component prediction result.

### 3. Application of the EMD-GM-ARMA Model

Take every month’s death rate per 10,000 people in the mining accidents from 2005 to 2019 as the research object. The data comes from the statistics of the domestic mining safety production accidents in the *Journal of Safety and Environment* and the statistical analysis of mining practitioners on the “National Data” website. The EMD-GM-ARMA model was established using 152 sets of data on the death rate per person from mining accidents from January 2005 to August 2017 as training samples. Twenty sets of data on the death rate per person from mining accidents from September 2017 to April 2019 were used as test sets to verify the reliability of the model. The statistics on the death rate of 10,000 people in the national mining safety accidents from 2005 to 2019 are shown in Figure 2.

#### 3.1. Prediction of Time Series of Mining Safety Production Situation

The original time series is shown in Figure 2. The mining accident time series is a waveform with the change of time, so the method of time domain analysis can be adopted. In order to better describe the characteristics of the mining time series, the sequence can be expressed in frequency. It can be seen that the time series of mining accidents is unstable, but it shows a significant downward trend. Therefore, the deterministic information contained in the time series cannot be effectively extracted if it is analyzed directly. Furthermore, a single prediction model is difficult to predict the fluctuation trend of the mining accident time series. To solve this problem, the time series of mining accidents are decomposed into multiple intrinsic mode functions and one monotonic series via the EMD method. The sequence of mining accidents is decomposed by the EMD method as shown in Figure 3.

For the six IMF components, the ARMA method is used for prediction, and the order of each component model is determined by equation (6) using the AIC order method. The AIC result of the IMF component is represented by the heat map in Figure 4.

The grid with the smallest AIC value and the darkest color is selected as the order of the model. The order of each IMF component is shown in Table 1.

After the model is fixed, matric programming is used to predict each IMF component. The residual (RES) trend component is predicted by the GM model. The prediction results of these two models are superimposed to obtain the total predicted results. The prediction results are shown in Figures 5–12.

The IMF components decomposed from the original stochastic volatility sequence using the EMD method are stable undulating sequences. The ARMA model has high prediction accuracy, and the RES is a monotonic sequence suitable for the grey model prediction. It can be seen from the prediction results that both the fitting precision of each component and total prediction results have high accuracy. Since January 2015, mining safety accidents have gradually shown an upward trend, leading to a lower fitting accuracy of the GM model from January 2015. The average relative error of the prediction of the EMD-GM-ARMA model is 11.45%.

#### 3.2. Model Accuracy Test

In order to test whether the model’s residual sequence obeys the normal distribution, the quantile-quantile (QQ) diagram for residual sequence of the EMD-GM-ARMA model prediction is shown in Figure 13.

It can be seen from the QQ diagram that the residuals, which are well-distributed around the straight line, fall in the
95% acceptance interval. Therefore, it can be considered that the prediction residual of the EMD-GM-ARMA model is a comprehensive response independently influenced by many random phenomena, and the residual sequence satisfies a normal distribution.

Perform a Durbin–Watson (D-W) test on the model to test the first-order autocorrelation of the model and construct statistics [35, 36]:

$$DW = \frac{\sum_{t=2}^{n} (e_t - e_{t-1})^2}{\sum_{t=1}^{n} e_t^2},$$ (15)

where $e_t$ is the residual at period $t$; $e_{t-1}$ is the residual at period $t-1$; and $n$ is the sample size.

The D-W value of each component is shown in Table 2. The D-W value of the prediction residuals of each IMF component is around 2.0. The D-W distribution table shows that there is no first-order autocorrelation for each IMF component, and the D-W value of the total prediction residual is 2.047751. This shows that there is no autocorrelation in the prediction results of the EMD-GM-ARMA model, indicating its better prediction effect.

### 4. Verification of the EMD-GM-ARMA Model

In the past, nonstationary time series often used the difference to smoothen the series so as to establish a differential autoregressive integrated moving average (ARIMA) model [37–39]. In order to compare the prediction accuracy of the EMD-GM-ARMA and ARIMA models, machine learning models (PSO-SVM) and deep learning models (wavelet neural network), all were used to train 152 sets of samples, and a total of 20 datasets from September 2017 to April 2019 were used to verify their reliability. The monthly death rate of 10,000 people in mining safety accidents is predicted. Among them, the selection order of the ARIMA model also assumes the thermal map order determination method. The selection of wavelet bases in the wavelet neural network is based on the correlation criterion and the entropy ratio criterion, which reduced the subjectivity of wavelet basis selection. The particle swarm optimization algorithm parameters are selected by analysis of variance to analyze the search ability of the particles under different parameter conditions and optimization performance of the algorithm. On this basis, the two most important parameters of the particle swarm optimization performance inertia weight and acceleration factor are determined. The predicted values of each model are shown in Table 3.

The three absolute indicators of mean absolute error (MAE), mean relative error (MRE), and root mean square error (RMSE) were used to analyze the prediction results of each model. Among them, the MAE is used to measure the average absolute error between the predicted value and the real value on an experimental dataset. RE is the ratio of absolute error to the true value [40]. Generally, relative error can better reflect the credibility of the measurement. RMSE is more sensitive to outliers. The analysis of prediction error of each model is shown in Table 4.

The time series of mining safety accidents from September 2017 to April 2019 are predicted by the EMD-GM-ARMA model. The results showed that the MAE, MRE, and RMSE of the prediction are 0.3477%, 9.8935%, and 0.4029%, respectively, which were less than that of the contrast model. A comparative analysis of the errors of each prediction model is shown in Figure 14. The prediction effect of each model is shown in Figure 15.

It can be seen in Figure 14 that the relative error of the EMD-GM-ARMA model is lower than that of the ARIMA model, wavelet neural network model, and particle swarm optimization support vector machine model. Furthermore, the relative error fluctuation of the prediction results from the EMD-GM-ARMA model is more stable, indicating that the prediction stability of the EMD-GM-ARMA model is better. In addition, it can be seen from Figure 15 that the EMD-GM-ARMA model has a better fitting effect than other models.

### 5. Discussion and Future Work

From Figure 15, it can be clearly seen that the EMD-GM-ARMA model shows a better fitting effect than the ARIMA model.
Figure 4: Thermodynamic diagram. (a) IMF1 AIC. (b) IMF2 AIC. (c) IMF3 AIC. (d) IMF4 AIC. (e) IMF5 AIC. (f) IMF6 AIC.
model. The average relative error of the EMD-GM-ARMA model is 9.8935%, the average relative error of the ARIMA model is 17.7318%, and the prediction accuracy of the EMD-GM-ARMA model is relatively high. Given that the ARIMA model uses the difference to smoothen the original sequence, it leads to the loss of the original sequence information. The more times the difference is lost, the more information is lost, and the original EMD can effectively retain the original time series information. Ahmadi et al. [41] also found a similar phenomenon in the research. Differential processing will lose the internal information of the original time series. It is difficult to mine this part of the information during prediction, resulting in a decline in prediction accuracy. Therefore, the accuracy of the stationary time series after the EMD is significantly higher than the stationary series after difference processing, and the prediction stability of the model is also high.

Compared with the wavelet neural network, the average relative error of the EMD-GM-ARMA model is 9.8935%, which is smaller than that of the average relative error of the wavelet neural network model. Wavelet analysis is developed

Table 1: ARMA model parameters of IMF components.

| Sequence | IMF1       | IMF2       | IMF3       | IMF4       | IMF5       | IMF6       |
|----------|------------|------------|------------|------------|------------|------------|
| ARMA parameter estimation | ARMA (2, 1) | ARMA (5, 4) | ARMA (5, 7) | ARMA (5, 3) | ARMA (5, 2) | ARMA (4, 2) |

Figure 5: IMF1 predicted results.

Figure 6: IMF2 predicted results.

Figure 7: IMF3 predicted results.

Figure 8: IMF4 predicted results.
for the insufficiency of Fourier transform, which improves the shortcoming that the Fourier transform has no resolution ability in the time domain. However, compared with empirical mode decomposition, the choice of wavelet base in wavelet neural network prediction has a strong subjectivity, which affects the prediction accuracy of the model, and similar phenomena have been found in the study. Also, neural networks often require a large number of training samples. Less training samples and uneven distribution of samples will lead to increased errors. However, the time series samples of the mining safety production situation are limited. When there are few data, the performance of deep learning algorithms is not precise. This is because deep learning algorithms require a lot of data to understand it perfectly, so the prediction effect of wavelet neural network is not ideal.

Compared with the PSO-SVM model, as can be seen from Figures 10 and 11, when the prediction step size is 8, the average relative error of the PSO-SVM model is closer to the EMD-GM-ARMA model, and the average relative errors of the EMD-GM-ARMA model and the particle swarm optimization support vector machine model are 9.1527% and 10.2834%, respectively. When the prediction step exceeds 8, the fitting effect of the particle swarm optimization support vector machine model is significantly lower than that of the EMD-GM-ARMA model. The PSO-SVM model has a good prediction effect in the short-term prediction of small samples and nonlinear sequences. But due to the lack of consideration of sequence timing, the prediction accuracy
Table 3: Comparison of model prediction results.

| Serial number | Year          | Actual value | Predicted value of EMD-GM-ARMA model | Predicted value of ARIMA model | Wavelet neural network prediction value | PSO-SVM prediction |
|---------------|---------------|--------------|--------------------------------------|--------------------------------|----------------------------------------|---------------------|
| 1             | September 2017| 0.024155     | 0.026384                             | 0.017070                         | 0.017823                               | 0.028374            |
| 2             | October 2017  | 0.065876     | 0.070810                             | 0.077484                         | 0.046273                               | 0.069373            |
| 3             | November 2017 | 0.032938     | 0.035605                             | 0.028937                         | 0.041029                               | 0.042813            |
| 4             | December 2017 | 0.021515     | 0.026151                             | 0.020423                         | 0.032475                               | 0.027364            |
| 5             | January 2018  | 0.023524     | 0.025697                             | 0.019736                         | 0.035171                               | 0.024485            |
| 6             | February 2018 | 0.000000     | 0.008040                             | 0.008586                         | 0.030234                               | 0.009230            |
| 7             | March 2018    | 0.000000     | 0.008230                             | 0.008434                         | 0.012033                               | 0.005392            |
| 8             | April 2018    | 0.035286     | 0.039039                             | 0.042802                         | 0.034172                               | 0.029305            |
| 9             | May 2018      | 0.025876     | 0.028689                             | 0.025535                         | 0.042168                               | 0.027293            |
| 10            | June 2018     | 0.035286     | 0.037537                             | 0.042490                         | 0.048372                               | 0.029484            |
| 11            | July 2018     | 0.007057     | 0.007916                             | 0.005843                         | 0.012834                               | 0.020293            |
| 12            | August 2018   | 0.030581     | 0.035165                             | 0.037057                         | 0.021734                               | 0.022388            |
| 13            | September 2018| 0.023524     | 0.025827                             | 0.021576                         | 0.032013                               | 0.026344            |
| 14            | October 2018  | 0.077629     | 0.082357                             | 0.091440                         | 0.042733                               | 0.043823            |
| 15            | November 2018 | 0.030581     | 0.034332                             | 0.022855                         | 0.045273                               | 0.052723            |
| 16            | December 2018 | 0.023524     | 0.026606                             | 0.029769                         | 0.039773                               | 0.034785            |
| 17            | January 2019  | 0.055000     | 0.058097                             | 0.063285                         | 0.034767                               | 0.039374            |
| 18            | February 2019 | 0.055000     | 0.060939                             | 0.064205                         | 0.049589                               | 0.054989            |
| 19            | March 2019    | 0.007500     | 0.008486                             | 0.006482                         | 0.007342                               | 0.013546            |
| 20            | April 2019    | 0.000000     | 0.001132                             | 0.004436                         | 0.006273                               | 0.008485            |
Table 4: Prediction error analysis.

| Evaluation index | EMD-GM-ARMA (%) | ARIMA (%) | Wavelet neural network (%) | PSO-SVM (%) |
|------------------|-----------------|-----------|---------------------------|-------------|
| MAE              | 0.3477          | 0.6133    | 1.2389                    | 0.8560      |
| MRE              | 9.8935          | 17.3718   | 29.7861                   | 25.7764     |
| RMSE             | 0.4029          | 0.7047    | 1.5085                    | 1.1592      |

Figure 14: Relative error comparison chart of each model.

Figure 15: Comparative analysis of predicted values of models.
in medium long-term prediction is better than the EMD-GM-ARMA model, and in the short-term prediction, the average relative error is small, but the fluctuation is large, so the prediction stability in the short-term prediction is not so good as the EMD-GM-ARMA model.

Dhiman et al. [42] also found the subjectivity of wavelet transform and the phenomenon that SVM’s accuracy becomes low and unstable in mid- and long-term prediction when using SVM built on a wavelet transform model for prediction. Through Figures 14 and 15, it can be seen intuitively that the mining safety production situation predicted by the EMD-GM-ARMA model is consistent with the real change trend. The EMD-GM-ARMA model not only considers the trend characteristics of mining safety production situation fluctuations but also considers the periodic characteristics of mining safety production situation fluctuations, that is, the long-term prediction of mining safety production situation timing and nonlinearity. The influence of factors, as in the long-term mining safety production situation prediction, achieved good prediction results. Therefore, it can be fully proved that the EMD-GM-ARMA model has good practical guiding significance in the prediction of mining safety production, which is useful to help safety decision makers accurately grasp changes in mining safety production and make correct safety decisions.

The relevant prediction results in this paper have clearly shown that the method proposed in this paper can obtain higher prediction accuracy in the time series prediction of mining safety production situation and can effectively solve the two core problems of nonstationarity and difficult to define indicators in time series prediction. However, in order to obtain higher prediction accuracy in future predictions, the next step will be to continue to carry out research in the following two aspects:

1. The accuracy of the time series prediction is inextricably linked to the inherent laws of the original time series. Due to the accident statistics, it is difficult to define the accident indicators, and there are phenomena such as concealment and failure to report. There will be certain statistical errors, which will lead to the weakening of inherent regularity of the time series, affecting the accuracy of the model. Therefore, the next step will be to study this. In future research, it is considered to blur the statistical accident information and to reflect the statistical error in the original time series of the mining safety production situation.

2. It can be seen from the relevant results in this paper that EMD can better retain the information of the original time series. But when the data are not pure white noise, some time scales in the decomposition will be lost, resulting in chaos of decomposition. Future research will focus on this aspect of the study, considering keeping the IMF mean within the normal dynamic filtering range, so that white noise cancels each other, to suppress modal aliasing and further improve prediction accuracy.

6. Conclusions

This paper presents an EMD-GM-ARMA model used for the prediction of mining safety production situation. By introducing the EMD algorithm of signal processing into the prediction of mining safety accident time series, the mining safety production situation time series is effectively decomposed into corresponding low-frequency fluctuation characteristic sequences and high-frequency trend sequences. That is, the smooth detailed sequence IMF components and the RES component of the overall change trend sequence explore the characteristics of the original sequence via studying the sequence of each component.

The EMD-GM-ARMA model was used to predict 152 sets of training samples, which perfectly fitted the original sequence. The prediction residuals were tested by the QQ test and D-W test, and the residual sequences had no autocorrelation. It showed that the EMD-GM-ARMA prediction model could extract the internal information in the mining safety production situation time series more completely. The EMD-GM-ARMA model, ARIMA model, wavelet neural network model, and PSO-SVM model were used to predict 20 sets of test samples. The relative error of wavelet neural network prediction results is the most volatile in the prediction for the small number of samples because the large number of training samples are necessary to guarantee the accuracy of deep learning methods. The relative error fluctuation of the prediction result of the EMD-GM-ARMA prediction model is the smallest, indicating that the prediction stability of the EMD-GM-ARMA model is better. It can provide relevant theoretical basis for mining safety decision-making. Besides, the average relative prediction error of the EMD-GM-ARMA model is 9.8935%, which is better than the ARIMA model of 17.3718% and the wavelet neural network of 29.7861%. When the prediction step is 8, the average relative error of the PSO-SVM is 10.2834%, which is close to the accuracy from the EMD-GM-ARMA model. When the prediction step exceeds 8, the prediction accuracy of the EMD-GM-ARMA model is significantly higher. The EMD-GM-ARMA model can be used to predict the situation of mining safety production, which has certain guiding significance for the decision-making in mining safety production.
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