An Efficient Method to Study Nondiffusive Motion of Brownian Particles
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Abstract. The experimental access to short timescales has pointed to the inadequacy of the standard Langevin theory of the Brownian motion (BM) in fluids. The hydrodynamic theory of the BM describes well the observed motion of the particles; however, the published approach should be improved in several points. In particular, it leads to incorrect correlation properties of the thermal noise driving the particles. In our contribution we present an efficient method, which is applicable to linear generalized Langevin equations describing the BM of particles with any kind of memory and apply it to interpret the experiments where nondiffusive BM of particles was observed. It is shown that the applicability of the method is much broader, allowing, among all, to obtain efficient solutions of various problems of anomalous BM.

1 Introduction

In several recent papers, see the review article [1], the positional fluctuations of Brownian microspheres were studied by confining the particles in an optical trap. These experiments clearly show the inadequacy of the standard Langevin theory [2] to describe the Brownian motion (BM) in fluids. So, in contrast to the commonly assumed overdamped motion, experimental access to short timescales has revealed a resonance peak in the spectrum of the particle fluctuations in a liquid [3], the transition from ballistic to diffusive BM has been observed [4] and even, as reported in [5], the instantaneous velocity of a Brownian particle has been measured for the first time in air. For the history and more references on the experiments and theory of the BM we refer to [1, 6–8]. The obtained results are well described by the hydrodynamic theory of the BM in harmonic potentials [9] and are interesting also because they can be considered as measurements of the “color” of the thermal noise driving the Brownian particles through collisions with the fluid molecules [3, 10, 11]. However, the interpretation based on the work [9] should be improved. In particular, the reported correlation properties of the thermal random force are not correct. In this contribution we present a simple but efficient method of solving the linear generalized Langevin equations aimed at describing the BM with any kind of memory. The solution of this equation leads to properties of the thermal random force which significantly
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differ from those found in the literature [3, 10, 11]. The approach we use comes back to the old work [12] where the hydrodynamic theory of the BM was built for the first time. We give the description of the method, its proof, and illustrate its efficiency on several problems related to the normal and anomalous BM.

2 A simple method to solve the generalized Langevin equation

Let us consider the popular generalized Langevin equation,

\[ M\ddot{V} + \int_0^t \Gamma(t-t')\dot{V}(t')\,dt' = \eta(t), \]

where, \( M \) is the mass of the Brownian particles and \( \dot{V}(t) = \dot{x}(t) \) is its velocity. The kernel \( \Gamma(t) \) describes the memory in the system and \( \eta(t) \) is a stochastic force with zero mean. The fluctuation-dissipation theorem dictates that the kernel \( \Gamma \) must be connected to the noise \( \eta(t) \) by the relation \( \langle \eta(t)\eta(0) \rangle = k_BT \Gamma(t) \) (at \( t > 0 \)). This equation can be immediately solved as follows. In [13], Vladimirsky considered a method for the evaluation of the averaged products of two thermally fluctuating quantities related to \( \dot{x}(t) \). This fictitious force is considered to begin to act on the particle at the time \( t = 0 \). Up to this moment the particle is at rest so that the equation of motion must be solved with the initial conditions \( X(0) = V(0) = 0 \), where we have introduced the “velocity” \( V(t) = \frac{dX(t)}{dt} \). Obviously, also the condition \( V(0) = 2k_B T/M \) must hold. It is important that at the initial moment the whole studied system is assumed to be in a state of thermodynamic equilibrium. From the point of view of the macroscopic equations of motion, such an initial state corresponds to the long-lasting rest of the system. Thus the values of all the parameters entering the equations of motion are specified at any \( t > 0 \). This allows one to study not only equations for \( x(t) \) in the form of differential equations (that require only the specifications of the initial values of the quantities) but also any Volterra-type integral equations. Such equations can describe systems for which the whole history of their motion is important. The discussed method is not limited to a concrete law of the aftereffect. Its advantage is that it is applicable to any kind of memory in the studied (linear) system and the only requirement is the linearity and existence of a unique solution at the given initial conditions. Equation (1) can be thus rewritten in the form

\[ M\ddot{V} + \int_0^t \Gamma(t-t')V(t')\,dt' = 2k_BT, \]

which, with the mentioned initial conditions, can be easily solved, e.g., using the Laplace transformation \( \tilde{V}(s) = L[V(t)], \tilde{\phi}(s) = L[\phi(t)] \), and the relation \( s\tilde{V}(s) = 2\tilde{\phi}(s) \). Here \( \phi(t) = \langle \eta(t)\eta(0) \rangle \) is the velocity autocorrelation function (VAF). From the equipartition theorem we have for \( \phi(t) \) the initial
condition \( \phi(0) = \langle \nu^2 \rangle = k_B T/M \). Other time correlation functions are connected to \( \phi(t) \) by the relations \( \phi(t) = dD(t)/dt \), where \( D(t) = V(t)/2 \) is the time-dependent diffusion coefficient in the chosen direction and \( X(t) = 2 \int_0^t (t - s) \phi(s) ds \) \([14] \), so that \( \phi(t) = \dot{X}(t)/2 \). Equation (2) can be derived as follows. We multiply the equation (1) by \( \nu(0) \) and average it. This gives

\[
M \dot{\phi} + \int_0^t (t - t') \phi(t') dt' = 0. \tag{3}
\]

The equivalence between (2) and (3) is seen from the above relations between the Laplace transformed quantities \( V \) and \( \phi \). When external forces are included in (1), the described method of its solution is applicable as well, assuming the equations remain linear. One just has to represent the distance a particle moves in time as an integral of its velocity \( \nu(t) \), \( x(t) - x(0) = \int_0^t \nu(s) ds \). Note that in our approach leading to (3) we do not use the initial condition \( \nu(0) = 0 \) \([9, 15, 16] \) for the stochastic variable \( \nu(t) \).

Another method of solving the generalized Langevin equation, based on the linear response theory \([17] \) and leading to the correct result (see however the discussion in \([8] \)), was presented in \([15] \). The velocity of the Brownian particle was expressed as \( \nu(t) = (k_B T)^{-1} \int_0^t \phi(t - t') \eta(t') dt' \), with the Laplace transform \( \tilde{\phi}(s) = (k_B T)^{-1} \tilde{\phi}(s) \tilde{\eta}(s) \). Since the Laplace transform of Eq. (1) is \( Ms\tilde{\nu}(s) - M\nu(0) + \tilde{\Gamma}(s)\tilde{\nu}(s) = \tilde{\eta}(s) \), we obtain

\[
\mathcal{L}[\nu(t)] = \tilde{\phi}(s) = \frac{k_B T}{Ms + \tilde{\Gamma}(s)} = \frac{s\tilde{V}(s)}{2} = \frac{s^2 \tilde{X}(s)}{2}, \tag{4}
\]

in agreement with the solution of (3). The solution of the standard Langevin equation \( M\dot{\nu} + \gamma \nu = \eta(t) \) (now with the white noise \( \eta(t) \) and \( \gamma \) being a constant friction coefficient) is the same if \( \tilde{\Gamma} \) is replaced by \( \gamma \). The inverse transformation gives \( \phi(t) = -\tau^{-1} \phi(t) \) with the solution \( \phi(t) = (k_B T/m) \exp(-t/\tau) \), \( \tau = M/\gamma \) being the relaxation time due to viscous friction. The solution of (4) requires knowledge of the system memory. However, independently of a concrete form of \( \Gamma(t) \), at short times the generalized Langevin equation describes the ballistic motion, \( X(t) \approx k_B T^2/M \) as \( t \to 0 \) \([7, 18] \). The long-time properties of the MSD can be related to the behavior of the Laplace transform of the kernel \( \tilde{\Gamma} = \mathcal{L}[\Gamma(t)] \) at small \( s \) \([19] \). From (4) it follows that if at small \( s \) the kernel \( \tilde{\Gamma} \) behaves as \( \tilde{\Gamma} \propto s^\alpha \) and the root MSD at long times is \( \tilde{X}(t) \propto t^\nu \), then there are two possibilities: i) if \( \nu < 1 \), then \( \alpha = \nu + 1 \), and the velocity autocorrelation function \( \phi(t) \) decays to zero as \( t \to \infty \) (this corresponds to the irreversibility condition and, consequently, the ergodicity of the variable \( \nu \) \([20] \)), ii) if \( \nu \geq 1 \), then \( \alpha = 2 \) (ballistic motion) and \( \phi(t) \) converges to a constant as \( t \to \infty \). We have sub-diffusion (\( \alpha < 1 \)) if \( \nu < 0 \) and super-diffusion (\( \alpha > 1 \)) if \( \nu > 0 \). The Einstein diffusion corresponds to \( \nu = 0 \).

As an example, let us specify the memory kernel by choosing it in the Ornstein-Uhlenbeck form \( \Gamma(t) = (\gamma^2/m) \exp(-\gamma t/m) \). Then the force \( \eta(t) = \dot{m}\dot{u}(t) \) corresponds to the solution of the usual Langevin equation \( m\dot{u}(t) + \gamma u(t) = f(t) \). Here \( u(t) \) is the velocity of a Brownian particle and \( f(t) \) the stochastic (white noise) force. The motion of the particles with mass \( M \) can be thus interpreted as being induced by the force \( \eta \) caused by the particles of mass \( m \). Using (4) or directly solving (2) by the Laplace transformation, one can straightforwardly obtain the solution for any of the relevant correlation functions. For example, the time-dependent diffusion coefficient is

\[
D(t) = \frac{k_B T}{\gamma} \left\{ 1 - \frac{1}{4\mu} \exp(-\gamma t/2m) \left[ (1 + \mu)^2 \exp(\gamma \mu t/2m) - (1 - \mu)^2 \exp(-\gamma \mu t/2m) \right] \right\}, \tag{5}
\]
with \( \mu = \sqrt{1 - 4m/M} \). If \( M < 4m \), this solution describes damped oscillations. When \( \gamma/m \to 0 \) \((\Gamma = \gamma^2/m = \text{const.})\), we come to a special case [21]:

\[
D(t) \approx \frac{k_B T}{\sqrt{\Gamma M}} \sin \left( \sqrt{\frac{\Gamma}{M}} t \right).
\]  

(6)

### 3 Hydrodynamic Langevin equation for the Brownian motion

It is long known [12] that the standard Langevin equation describing the BM of particles is valid only under limited conditions. In a more general theory, instead of the Stokes friction the resistance force must reflect the memory in the BM. Assuming incompressible fluids, this is the Boussinesq-Basset force [22]. The equation for the velocity \( \nu(t) = dx/dt \) of Brownian particles then has the form

\[
M^* \ddot{\nu}(t) + \gamma \nu(t) + \int_{t_0}^{t} \Gamma(t - t')\dot{\nu}(t') \, dt' = \xi(t),
\]

(7)

where \( \Gamma(t) = \gamma(\tau_R/\pi t)^{1/2} \) with \( \tau_R = R^2 \rho/\eta, R \) is the radius of the particle, \( \rho \) is the fluid density and \( \eta \) its viscosity, \( \gamma = 6\pi \eta R \) is the Stokes friction coefficient, and \( M^* = M + M_s/2 \), with \( M_s \) being the mass of the fluid displaced by the particle of mass \( M \). The particle is in thermal equilibrium with the liquid. The initial time moment is infinitely remote from \( t, t_0 = -\infty \). When the particle is in an external harmonic field, the force \(-Kx(t), \) where \( x(t) \) is the particle displacement from the trap centre, should be added in the right hand side of (7). In the traditional LE the thermal noise force \( \xi(t) \) is white. This is not the case here since, due to the fluctuation-dissipation theorem [17] at different times, the values of \( \xi(t) \) correlate. The solution of (7), e.g., for the VAF, is [12, 23],

\[
\phi(t) = \frac{k_B T}{M^*} \frac{1}{\lambda_1 - \lambda_2} \left[ \lambda_1 \exp\left(\lambda_1 t\right) \text{erfc}\left(-\lambda_1 \sqrt{t}\right) - \lambda_2 \exp\left(\lambda_2 t\right) \text{erfc}\left(-\lambda_2 \sqrt{t}\right) \right].
\]

(8)

At short times \( X(t \to 0) \sim k_B T \gamma^2/M^*, \) and as \( t \to \infty \) the motion is diffusive, \( X(t) = 2Dt, \) where \( D = k_B T/\gamma \) is the Einstein diffusion coefficient of the particle. The result (8) has been obtained also in [3, 9, 15, 16, 24]. In these works, the lower integration limit in (7) is \( t_0 = 0 \) and the zero initial condition for the particle velocity was assumed. In [16], both the projection of the particle position vector \( x(t) \) on the \( x \) axis, and the velocity \( \nu(t) \) were assumed zero at \( t = 0: x(0) = \nu(0) = 0 \). It was argued that, within the approximation of small thermal displacements, there is no loss of generality in choosing these trivial conditions. Similarly, in [9] one finds that the velocity of the particle is determined by its velocity at earlier times via backflow effects in the fluid, but it is assumed that the particle is at the equilibrium position \( x(0) = 0 \) and at rest for \( t \leq 0 \). The latter condition is used also in [15], where the same solution as in [16] for the VAF and MSD has been independently obtained within the linear response theory [17]. In our opinion, the simultaneous use of the conditions \( x(0) = 0 \) and \( \nu(0) = 0 \) is not consistent with the randomness of the variables \( x(t) \) and \( \nu(t) \). Moreover, it is either assumed, or it follows from the calculations in all the cited works, that the equipartition theorem holds, i.e. that \( \langle \nu^2(0) \rangle \) is nonzero. It can be shown that if the above improper assumptions are abandoned, the correct (normal) diffusion can be obtained only if the random force at \( t > 0 \) is correlated with the particle velocity at \( t = 0 \). That is, if \( t_0 = 0 \) and the random force in (7) is \( \xi(t) \), one must require that \( Z(t) = \langle \xi(t)\nu(0) \rangle \) is nonzero at \( t > 0 \) (as distinct from the correlator \( \langle \xi(t)\nu(0) \rangle \), which is zero due to the causality). Acting in the same way as in the preceding section for the generalized Langevin equation, we find that the normal diffusion is obtained if \( \bar{Z}(s)/k_B T = -\left(\tau_R/t^2s\right)^{1/2} \). In fact, \( \zeta(t) \) and \( \xi(t) \) from (7)
are connected by the relation $\zeta(t) = \xi(t) - \int_{-\infty}^{0} \Gamma(-t') \dot{\nu}(t') \, dt'$. In the same way as in the preceding section one finds the equation for the VAF,

$$M^* \ddot{\phi} + \gamma \phi + \int_{0}^{t} \Gamma(t - t') \dot{\phi}(t') \, dt' = Z(t).$$  \hspace{1cm} (9)

Its solution in the Laplace transform is

$$\tilde{\phi}(s) = \frac{k_B T}{M^*} \left[ 1 + \frac{(\tau_R/s)^{1/2} \tau^{-1} + \tilde{Z}(s) / k_B T}{s + (\tau_R s)^{1/2} \tau^{-1} + \tau^{-1}} \right].$$  \hspace{1cm} (10)

Let us require that in the long time limit the particle is in the diffusion regime with Einstein’s MSD proportional to $t$. This may happen only if $\tilde{\phi}(s)$ at $s \to 0$ tends to a constant, namely, $\tilde{\phi}(s) \to k_B T/\gamma = k_B T \tau / M^*$. Consequently, $\tilde{Z}(s) / k_B T \approx -(\tau_R / \tau^2 s)^{1/2}$ for small $s$. Other terms on the right that could go to zero if $s \to 0$ must be excluded since, at $s \to \infty$, the right $t = 0$ limit holds provided $s \tilde{\phi}(s) \approx k_B T / M^*$. The relation $\tilde{Z}(s) / k_B T = -(\tau_R / \tau^2 s)^{1/2}$ is thus valid at every $s$. Then the VAF is exactly the Laplace transform of the correct Eq. (8). If it is only required, more generally, that $\phi(t) \to 0$ as $t \to \infty$, then one finds that at $s \to 0$ the correlator $\tilde{Z}(s)$ must behave as $\tilde{Z}(s) \approx A s^{-\mu}$, $\mu < 1$, i.e., $Z(t) \approx A t^{-1} / \Gamma(\mu)$, where $0 < \mu < 1$ and $\Gamma(\mu)$ is the Gamma function. The Einstein diffusion corresponds to $\mu = 1/2$.

Finally, we note that the discussed methods of solving the generalized Langevin equation (1) presented in [9, 15, 16] and some other papers lead to the correct results for the correlation functions of the dynamical variables $x$ and $v$, as well as for the “color” of the thermal noise, i.e., the correlation function $\langle \eta(t) \eta(0) \rangle$. However, it does not apply to the hydrodynamic Langevin equation (7). In particular, for (7), these methods give an incorrect time dependence of the function $\langle \xi(t) \xi(0) \rangle$. As argued in [8, 25], $\langle \xi(t) \xi(0) \rangle$ in incompressible fluids at long times approaches zero as $\sim t^{-1/2}$, instead of $t^{-3/2}$ found in [3, 10, 11].

4 Conclusions

The method described in this contribution provides an efficient way to solve the generalized Langevin equation describing the Brownian motion of particles. This stochastic equation, containing usually the convolution of the particle velocity or acceleration with a memory kernel, is converted in one step to an equation for the mean square displacement of the particle or related functions such as the velocity autocorrelation function or the time dependent diffusion coefficient. The obtained equations are then solved by standard methods. It is important that our approach is not limited to the generalized Langevin equations but it allows also solving different linear phenomenological stochastic equations in the frame of the Gibbs statistical physics. Possible applications that are currently of great interest concern not only the discussed motion of the Brownian particles dragged by optical tweezers but also, for example, the anomalous motion of colloidal particles under the influence of various external fields [26], the behavior of mesoscale electric circuits in contact with a thermal bath [27], the motion of magnetic domain walls [28], or the dynamics of polymers [6].
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