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Abstract
Cluster analysis, which focuses on the grouping and categorization of similar elements, is widely used in various fields of research. A novel and fast clustering algorithm, fission clustering algorithm, is proposed in recent year. In this article, we propose a robust fission clustering (RFC) algorithm and a self-adaptive noise identification method. The RFC and the self-adaptive noise identification method are combine to propose a self-adaptive robust fission clustering (SARFC) algorithm. Several frequently-used datasets were applied to test the performance of the proposed clustering approach and to compare the results with those of other algorithms. The comprehensive comparisons indicate that the proposed method has advantages over other common methods.
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1. Introduction
Clustering analysis, as a useful technique in data mining focusing on grouping and categorizing similar elements in a data set, has been widely applied in diverse research areas, ranging from climate predictions[1], gene expression[2], bioinformatics[3], finance and economics[4, 5] to neuroscience[6, 7], to list a few. Benefited from the modern automatic monitoring technologies, people have gathered more and more data. However, with poor information of this data we rarely exactly know in advance the number of clusters before any analysis. Therefore, a clustering method that does not need setting an input parameter or parameters is preferred, which is what we aim for in this article.

There have been various different clustering methods in the literature. In general, they can be classified into 6 categories, that is density-based (c.f., DP[6], DP-HD[7], DBSCAN[10], NQ-DBSCAN[11], CSSub[12] and GDPC[13]), grid-based (c.f., CLIQUE[14], Gridwave[15] and WaveCluster[16]), model-based (c.f., Gaussian parsimonious[17], Gaussian mixture models[18] and Latent tree models[19], partitioning (c.f., K-means[20] 21] 22], K-partitioning[23] and TLBO[24]), graph-based (SEGC[25], ProClust[26] and MCSSGC[27]), and hierarchical (c.f., BIRCH[28] and CHAMELEON[29]) approaches.

Lu, Cheng and Mehmood[30] proposed a novel and interesting clustering algorithm which can cluster data without any parameters, fission clustering (FC) algorithm. FC has several excellent features to compare with some existing algorithms: (F1), FC algorithm has stronger coping ability for the extreme challenge data sets to compare with many of current clustering algorithms; (F2), the time complexity of FC is superior to many of current existing algorithms; (F3), FC can utilize computing group to reduce the difficulty of data processing when it faces big data sets in the future. More detailed descriptions are shown in section 2.

However, FC only can apply in idealized data sets, i.e., the border points of ith cluster are far away from the border points of jth cluster. When FC deal with the general data sets, it needs two parameters (such as FC-KNN[30]). The algorithms which need parameters are difficult applied to the data sets that obtain by automatic monitoring devices. In the following, a self-
adaptive noise identification method and a robust fission clustering algorithm are proposed, and then they are combined together to propose a self-adaptive and robust fission clustering (SARFC) algorithm. SARFC retains the performance of FC and it can deal with all the density-based data sets without any parameters.

The remainder of this article is organized as follows: Section 2 presents the relevant knowledge of the fission clustering algorithm, heat diffusion density factor and self-adaptive noise identification method of linear regression. Section 3 proposes a robust fission clustering algorithm, a self-adaptive noise identification method of maximal turning angle, and a self-adaptive and robust fission clustering (SARFC) algorithm. Section 4 demonstrates our algorithms by some numerical experiments of both simulated and real data sets and image segmentation data through comparison with some state-of-the-art clustering algorithms. Section 5 makes a conclusion.

2. Literature Research

2.1. Fission clustering (FC)

FC that proposed by Lu, Cheng and Mehmood has several excellent features, such as the following F1, F2 and F3.

F1. To compare with many of current clustering algorithms, FC algorithm has stronger coping ability for the extreme challenge data sets. As shown in Figure 1, there are three data sets that are constructed for increasing the clustering difficulty. The Imbalance data set magnifies the differences of two clusters’ densities to increase the clustering difficulty. Many of current density-based algorithms cannot discover the clusters with small density and identify Imbalance as one category data. Many of current grid-based algorithms classify Imbalance as more than two clusters data. The points in the cluster with small density are divided in different grid cells and cannot be combined, because the huge differences of two clusters’ densities are out of the identification ability for grid-based algorithms with the same size of the grid. The Animals data set has several profiles of animals, it is constructed for increasing the difficulty of pattern recognition. Many of current model-based algorithms are difficult to learn the correct pattern in Animals data set and cannot obtain the correct clustering result. As shown in Figure 1 (c), there is no single point can be considered as the geometrical centroid of the annulus in the Ring data set; the points of the "S" cluster interleave through other two clusters. Many of current partitioning algorithms cannot find out the central point for every cluster in data set Ring, and obtain the wrong clustering result. As shown in Figure 1, FC algorithm can correctly cluster these three data sets with extreme challenge.

F2. As shown in Figure 2, the processes above clustering result in Figure 2 are the clustering processes of FC algorithm, they are similar to atomic fissions. FC algorithm can obtain k clusters after k – 1 times subset partitions, its time complexity is $O(k)$. The processes under clustering result in Figure 2 are similar to atomic fusions. The algorithms used this kind of clustering processes need to combine data point by point, their time complexities are at least $O(n)$. FC algorithm has a big advantage in time complexity.

F3. As shown in Figure 2, FC clusters data via splitting data sets. When FC faces the sets with billions of samples, it can use computing group to reduce
difficulty of data processing. FC divides data set into subsets and then sends the subsets to the members of computing group to deal with subsets respectively, such as, computer 1 deals with the subset \( C_{11} \), computer 2 deals with the subset \( C_{22} \), and so on. The algorithms which cluster data with the pattern of atomic fusion cannot use computing group to optimize the procedures of data processing for big data sets.

Although FC has many advantages to compare with other algorithms, but it also has two disadvantages. (i) If a category in the data set has more than two points which keep away from other points in this category, FC will consider these outliers as another category, then one category is considered as two categories (as shown in Figure 4). (ii) If FC deals with the nonidealized data sets, it needs two parameters \( k, \alpha \). The algorithms needed parameters are not befitting for the automatic monitoring data. The section 3 of this article presents an improved FC algorithm to solve the issues (i) and (ii).

2.2. Density factor of heat diffusion

Nonparametric density estimation is an important tool for statistical analysis of data. It is used to evaluate skewness, multi-modality, summarizing Bayesian posteriors, discriminant analysis, and classification[31, 32]. Nonparametric approaches are more flexible for modelling of datasets and are not affected by specification bias[32], in contrast to the classical approach[31]. Kernel density estimation (KDE) is the most commonly used nonparametric density estimation method[31]. Mehmood et al[9] utilized KDE to proposed a method to calculate the density of every point in data set. Mehmoood’s method can estimate the density based on the nature of the data set without any parameter, it overcomes the aforementioned issues that method is self-adaptive for various data sets obtained by automatic monitoring devices.

KDE demonstrates a prominent performance for mining the local dense families of sample set. The KDE for an identical and independent data set \( X = \{x_1, x_2, \cdots, x_n\} \) drawn with an unknown probability density function (PDF) is

\[
\hat{f}_h(x; h) = \frac{1}{n} \sum_{j=1}^{n} K_h(x - x_j),
\]

where \( K_h(x - x_j) \) is the kernel function and the Gaussian kernel \( K(x, x_j; h) = \frac{1}{\sqrt{2\pi h^2}} e^{-\frac{(x-x_j)^2}{2h^2}} \) is normally used to estimate the density. The interpretation of KDE via heat diffusion derives from the concept of the Weiner process, interpreted as the probability dis-
tions of two kinds of objects, and then utilized smooth dense area objects. They researched the density variance to effectively method to distinguish the border objects and

\[ \hat{f}(x; t) = \frac{1}{2} \sum_{j=1}^{n} \frac{1}{\sqrt{2\pi t}} e^{-\frac{(x-x_j)^2}{2t}}. \]  

Equation (2) is an iterative process that is similar to equation (1) with bandwidth \( h \), it has an approximate solution as below [31].

\[ \hat{f}(x; t) \approx \sum_{k=0}^{n-1} a_k e^{-k^2 \pi^2 t/2} \cos(k\pi x), \]  

where \( n \) is a large positive integer, and \( a_k = \frac{1}{n} \sum_{i=1}^{n} \cos(k\pi x_i) \), \( k = 0, 1, 2, \cdots, n-1 \).

Boitev et al. [31] applied the improved Sheather-Jones algorithm to obtain a unique solution of the nonlinear equation. This has achieved by finding adaptively the optimal bandwidth \( t \) for KDE,

\[ t = \xi_n^{-1}(t). \]

The detailed description of the improved Sheather-Jones algorithm is shown in [31].

The role of Equation (3) is applied to obtain an indicator (denoted as \( \rho_i \)) for every object in the clustering sample set. A sample \( x_i \) which has a larger value of \( \rho_i \) is surrounded by many samples in the data set.

2.3. Self-adaptive method of noise identification

Lu and Cheng et al. [33] created an interesting and effective method to distinguish the border objects and dense area objects. They researched the density variations of two kinds of objects, and then utilized smooth sequence of density sequence to make linear regression for noise identification (border objects identification), as shown in follows.

They utilized grey correlation analysis to obtain the density sequence \( \rho = \{\rho_i\}_n \) for data set \( X \), and then smoothed the density sequence \( \rho \) to sequence \( V \). Let \( p' = \{\rho'_i : 1 \leq i \leq n\} \) be the descending sequence of \( \rho = \{\rho_j : 1 \leq j \leq n\} \), and \( V = \{v_i : 5 \leq i \leq n\} \) be the mean smoothing sequence of \( p' \), where \( v_i = (\rho'_i + \rho'_{i-1} + \rho'_{i-2} + \rho'_{i-3} + \rho'_{i-4})/5 \).

As shown in Fig. 3 (b), the elements of \( V \) have two distinctly different distribution trends. The elements in \( V \) are divided into two parts \( V^- = \{v_i : 5 \leq i \leq p\} \) and \( V^+ = \{v_i : p < i \leq n\} \). Then \( (I^+_p, V^-_p) \) and \( (I^-_p, V^+_p) \) are used to obtain two models of linear regressions, where \( I^-_p = \{i : 5 \leq i \leq p\} \) and \( I^+_p = \{i : p < i \leq n\} \). Let \( f_1 \) and \( f_2 \) be the regression equations for \( (I^-_p, V^-_p) \) and \( (I^+_p, V^+_p) \), respectively. Then define

\[ \begin{align*}
  c_1(i) &= f_1(i) - v_i, \quad 5 \leq i \leq p, \\
  c_2(i) &= f_2(i) - v_i, \quad p < i \leq n,
\end{align*} \]

and \( R_p = \sum_{5 \leq i \leq p} |c_1(i)| + \sum_{p < i \leq n} |c_2(i)| \), \( R_p \) is the sum of absolute residuals (SoAR), depending on \( p \).

As illustrated in Fig. 3, to pick \( p_1, p_2 \) and \( p_3 \) in different positions for linear regressions and obtain three SoARs \( R_{p_1}, R_{p_2} \) and \( R_{p_3} \), where, as shown, \( R_{p_2} < R_{p_1} \) and \( R_{p_2} < R_{p_3} \).

The different positions \( p_i \) can be used to generate a sequence of SoARs, \( R = \{R_i : 5 < i \leq n-5\} \) (5 boundary points left for boundary regression). If for some \( p_i, R_{p_i} = \min(R) \), then the object \( x_i \) is considered as a member of the dense subset for the case \( \rho_j \geq \rho_p \). Then, an idealized dense subset is obtained for FC algorithm.

3. Proposed methods

3.1. Robust fission clustering algorithm

Lu, Cheng and Mehmood [30] utilized the following Definition 1 to divide set into two subsets, utilized Theorem 1 to stop dividing the subsets when \( k \) subsets was obtained. However, FC algorithm is not enough robust. As shown in Figure 4 (a), \( x_1 \) and \( x_2 \) are two points that tinnily leave the left cluster in (a), FC considers \( x_1 \) and \( x_2 \) as an individual cluster. \( x_3, x_4 \) and \( x_5 \) are also considered as an individual cluster in (b). These points that tinnily leave cluster cannot distinctly consider as individual cluster. We will propose a robust fission clustering (RFC) algorithm in the following.

**Definition 1** [30]: \( f : X \times X \rightarrow R \) is a distance (similarity) function, where \( X \) is a sample set, and \( R \) is the real number set. For all \( x_k \in X \), if \( f(x_0, x_k) \notin (f(x_0, x_i), f(x_0, x_j)) \) (or \( f(x_0, x_k) \notin (f(x_0, x_i), f(x_0, x_j)) \)), we call \( |f(x_0, x_i) - f(x_0, x_j)| \) a crack of \( (X, f) \), where \( x_0, x_i, x_j \in X \).

**Theorem 1** [30]: If the distance (similarity) function \( f \) satisfies triangle inequality and \( C \subset X \) has a \( d_0(C) \)-road, then \( MC(C) \leq d_0(C) \), where \( MC(C) \) is the \( MC \) of \( (C, f) \).

To develop the RFC, some symbols and Definition 2 are necessary.

\( x_{(r)} \) is denoted as the \( r \)th near neighbor of \( x_i \). Let

\[ d_0^{(m)}(C) = \max\{f(x_i, x_{(m)}) : x_i \in C \subset X\}, \]
\[ d^{(m)}_0 = \max \{ f(x_i, x^{(m)}_i) : x_i \in X \} \]  

\( S(X) \) is denoted as the similarity matrix with respect to similarity function \( f \). \( S_1(X) \) is obtained by sorting every row of \( S(X) \) with ascending. The \( i \)th column of \( S_1(X) \) is subtracted from the \( (i+1) \)th column of \( S_1(X) \) to obtain the \( i \)th column of the matrix \( S_2(X) \). \( MC^{(r)}(X) = \max \{ S_2^{(r)}(X)(i, j) : i = 1, 2, \ldots, n, j = 1, 2, \ldots, n-r \} \).

**Definition 2.** If there is a connected component in \( C \) such that there is a path from \( x \) to \( y \) for all \( x, y \in C \) and the distance of random \( r \) adjacent points \( x_{p+1}, x_{p+2}, \ldots, x_{p+r} \) in this path is less than or equal \( d^{(r)}_0(C) \) (i.e., \( f(x_p, x_{p+r}) \leq d^{(r)}_0(C) \)). This connected component is called \( d^{(r)}_0(C) \)-connected component (briefly \( d^{(r)}_0(C)\)-CC).

**Theorem 2.** If the similarity function \( f \) satisfies triangle inequality and \( C \subset X \) has a \( d^{(r)}_0(C) \)-CC, then \( MC^{(r)}(C) \leq d^{(r)}_0(C) \).

**Proof.** If there are \( i \) and \( p \) such that \( S_2^{(r)}(C)(i, p) = |f(x_i, x_{p+r}) - f(x_i, x_p)| > d^{(r)}_0(C) \) is hold. Since \( f \) satisfies triangle inequality and \( C \) has a \( d^{(r)}_0(C) \)-CC, then \( x_{p+r} \) is not the \( r \)th near neighbor of \( x_p \). There must exists a \( x_t \) such that \( x_{p+r} \) is the \( r \)th near neighbor of \( x_t \) in a path of \( d^{(r)}_0(C) \)-CC.

The \( x_t \) can be described in two cases: (i) \( f(x_t, x_i) \in (f(x_i, x_{p+1}), f(x_i, x_{p+j+1})) \); (ii) \( f(x_t, x_i) = f(x_i, x_{p+j}) \), where \( 0 \leq j \leq r-1 \).

For the case (i). \( MC^{(r)}(C) \) is constituted by \( r \) adjacent \( MC(C) \). By Definition 1, there is no \( x_t \in C \) such that \( f(x_t, x_i) \in (f(x_i, x_{p+1}), f(x_i, x_{p+j+1})) \). A contradiction.

For case (ii). If \( f(x_t, x_i) = f(x_i, x_{p+j}) \), then \( f(x_t, x_{p+j}) - f(x_t, x_p) = S_1(C)(i, p + r + 1) - S_1(C)(i, p) \). Although the mappings \( f(x_t, x_i) \) and \( f(x_t, x_{p+j}) \) are coincident, but there are \( r+1 \) mappings in \( f(x_t, x_p), f(x_t, x_{p+r+1}) \), it is a contradiction with the construction of \( S_2(C) \).

Hence, \( S_2^{(r)}(C)(i, p) \leq d^{(r)}_0(C) \) is hold for all \( i \) and \( p \), i.e., \( MC^{(r)}(C) \leq d^{(r)}_0(C) \).

Note that, FC in [30] is only a specific case of our RFC. When \( r = 1 \), RFC and FC are same.

To look back the issue that describes in Figure 4. When \( r = 2 \), RFC can clusters the data set in Figure 4 (a) as two categories, not three categories; but also clusters the data set in Figure 4 (b) as three categories. When \( r = 3 \), RFC can clusters the data sets in Figure 4 (a) and (b) as two categories. The distinctions of RFC and FC are described as following.
The construction of $\max$ with the condition $d_0^{(r)} = \max\{f(x_i, x_i^{(r)}): x_i \in X\}$

The RFC algorithm.

**Input:** Similarity (distance) matrix $S(X)$.

**Output:** Clusters of $X$.

1. If $|X| \leq 1000$, $r \leftarrow 1$; if $1000 < |X| \leq 2000$, $r \leftarrow 2$; if $|X| > 2000$, $r \leftarrow 3$.
2. $d_0^{(r)} \leftarrow \max\{f(x_i, x_i^{(r)}): x_i \in X\}$.
3. $C_1 \leftarrow X$ (initial value).
4. **While** There is a subset $C_i$ such that $MC^{(r)}(C_i) > d_0^{(r)}$ **do**
5. **repeat**
6. Pick the subset $C_i$ if $MC^{(r)}(C_i) > d_0^{(r)}$.
7. Sort every row of $S(C_i)$ to obtain $S_1(C_i)$.
8. $S_2^{(r)}(C_i)(; k) \leftarrow S_1(C_i)(; k + r) - S_1(C_i)(; k)$, $k = 1, 2, \ldots, n - r$.
9. $MC^{(r)}(C_i) \leftarrow \max\{S_2^{(r)}(C_i)(k, j): k = 1, 2, \ldots, n, j = 1, 2, \ldots, n - r\}$.
10. Find out $x_i, x_j$ and $x_k$ which generate the $MC^{(r)}(C_i)$ if $|f(x_i, x_j) - f(x_i, x_k)| = MC^{(r)}(C_i)$.
11. If $f(x_i, x_j) \leq \min\{f(x_i, x_j), f(x_i, x_k)\}$ then $x_t \in C_{\text{count}}$; otherwise, $x_t \in C_{\text{count} + 1}$.
12. **until** $\max\{MC^{(r)}(C_i)\} \leq d_0^{(r)}$.
13. **end while**

The details of the RFC algorithm are as shown in follows, where $S_k(C)(; i)$ is the $i$th column of $S_k(C)$.

### Algorithm 2: Self-adaptive noise identification algorithm.

**Input:** Similarity (distance) matrix $S(X)$.

**Output:** Dense subset $C$.

1. Apply equation (3) to obtain $\rho_i$ for every object.
2. Sort the sequence $\rho = \{\rho_i\}$ in descending order to obtain a sequence $\rho = \{\rho_i\}$.
3. Smooth the sequence $\rho$ to obtain sequence $V = \{v_i\}$, where $v_i = (\rho_i + \rho_{i-1} + \rho_{i-2} + \rho_{i-3} + \rho_{i-4})/5$.
4. Utilize the method in Section 2.3 to obtain a position $p_r$. 

Figure 5: The turning angles in curve $V$
5. Obtain sequence $H = \{ h_i \}$, where $h_i = v_{i+1} - v_i$. 
6. Obtain sequence $K = \{ k_i \}$, where $k_i = h_i/\Delta T$, $\Delta T$ is the length of horizontal axis between $\rho_{i+1}$ and $\rho_i$, $\Delta T = 1$ in this article. 
7. Calculate tangent sequence $\{ \tan \alpha_i \}$ for turning angles, where $\tan \alpha_i = |(k_i - k_{i-1})/(1 + k_i k_{i-1})|$. 
8. $p_{\text{max}} \leftarrow 1$. 
9. While $p_{\text{max}} < p_r$ do 
10. repeat 
11. $\tan \alpha_{p_{\text{max}}} \leftarrow 0$, and update tangent sequence $\{ \tan \alpha_i \}$. 
12. Find out the maximum of $\{ \tan \alpha_i \}$ and the position $p_{\text{max}}$ of the maximum. 
13. until $p_{\text{max}} > p_r$. 
14. end while 
15. If $\rho_j \geq \rho_{p_{\text{max}}}$, the object $x_j$ is considered as a member of the dense subset, then the dense subset $C$ is obtained.

3.3. A self-adaptive and robust fission clustering (SARFC) algorithm

The main steps of the SARFC algorithm are as shown in follows.

**Algorithm 3:** SARFC algorithm.

- **Input:** Similarity (distance) matrix $S(X)$.
- **Output:** Clusters of $X$.
- 1. Apply Algorithm 2 to obtain a dense subset $C$.
- 2. Cluster the subset $C$ by using Algorithm 1.
- 3. While $X - C \neq \emptyset$, do 
  4. repeat

The main processes of the SARFC can be displayed as Figure 6. Figure 6 (a) to (b) shows the processes that Algorithm 2 obtains a dense subset $C$ from the data set $X$. Figure 6 (b) to (c) shows the processes that Algorithm 1 clusters the dense subset $C$. Figure 6 (c) to (d) shows the processes that assign the object in $X - C$ to its nearest category.

Equation (3) can be solved using fast Fourier transform and takes $\Theta(n \log n)$ operations. The methods of Section 2.3 and 3.2 obtain $p_r$ and $p_{\text{max}}$ take $\Theta(n)$ operations, respectively. The time complexity of Algorithm 2 is $\Theta(n \log n)$. Algorithm 1 splits the set $X$ (or dense subset $C$) into subsets $C_1, C_2, \cdots, C_k$. Since $|C_i| \ll |X|$, data processing will become faster and faster, accompanied by the dividing courses of subsets. $k$ clusters are obtained after $k - 1$ times of dividing subsets, then, the time complexity of Algorithm 1 is $\Theta(1)$. Moreover, if $|C| = m$, then $|X - C| = n - m$, and the time complexity of assigning border points is hence $\Theta(n - m)$. The time complexity of the whole SARFC algorithm is $\Theta(n \log n)$.

4. Experiments

Some classical or state-of-the-art density-based algorithms will be selected to compare with the proposed density-based algorithm: SARFC algorithm.
4.1. Experiments on synthetic and real data sets

4.1.1. Descriptions of data sets

In this part, some frequently-used data sets obtained from different clustering references are applied to test the algorithms. Such as R15[38], D31[38], Aggregation (Agg)[39], A1[40] and S1[41] etc. And then two datasets, SuPole and SquCir (Figure 7), are constructed for the supplementary tests. All the simulation data are points of two-dimensional Euclidean space.

Three real-world data sets Iris[42, 43], Seeds[44] and Wine[45] are applied to make data experiments for algorithms comparisons. Data set Iris contains three kinds of irises: Setosa, Versicolour and Virginica, each kind has 50 samples. Data set Seed is obtained from three places: Kama, Rosa and Canadian, 70 seeds from each place. Data set Wine are the results of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. The description of the data sets are shown in Table 1.

Table 1: The simple description of data sets

| Data   | Instances | Features | Clusters |
|--------|-----------|----------|----------|
| R15    | 600       | 2        | 15       |
| D31    | 3100      | 2        | 31       |
| Agg    | 788       | 2        | 7        |
| A1     | 3000      | 2        | 20       |
| S1     | 5000      | 2        | 15       |
| SuPole | 513       | 2        | 2        |
| SquCir | 50000     | 2        | 2        |
| Iris   | 150       | 4        | 3        |
| Seeds  | 210       | 7        | 3        |
| Wine   | 178       | 13       | 3        |

4.1.2. Presentation of results

Table 2 presents the number of clusters estimated by various methods. Table 3 shows the clustering results when compared with other various methods.

To evaluate and compare the performance of the clustering methods, we apply the evaluation metrics: Accuracy (Acc), F1-Score (F1), Adjusted Rand Index (ARI)[46] and Normalized Mutual Information (NMI)[47] in our experiments to do a comprehensive evaluation. The higher the value, the better the clustering performance for all these measures. Compared with the best results of other algorithms, our method has relative advantages of 7.4%, 5.5%, 11.5% and 7.2% (Table 3) with respect to Accuracy, F1-Score, ARI and NMI for the Iris dataset, respectively.

In summary, our method achieves better results with respect to the estimation of cluster number, Acc, F1, ARI and NMI, compared comprehensively with other methods.

---

1http://archive.ics.uci.edu/ml/datasets.php
### Table 2: Number of clusters estimated by various algorithms

| Data  | DP | ADPC | RNN-DBSCAN | MC-FNGLVQ | UNIC | SARFC |
|-------|----|------|------------|-----------|------|-------|
| R15   | 15 | 15   | 15         | 9         | 15   | 15    |
| D31   | 31 | 31   | 31         | 23        | 31   | 31    |
| Agg   | 7  | 7    | 7          | 8         | 7    | 7     |
| A1    | 20 | 20   | 18         | 18        | 17   | 20    |
| S1    | 15 | 15   | 8          | 11        | 9    | 15    |
| SuPole| 5  | 3    | 15         | 3         | 5    | 2     |
| SquCir| 9  | 2    | 2          | 15        | 6    | 2     |
| Iris  | 2  | 2    | 4          | 6         | 4    | 3     |
| Seeds | 3  | 3    | 4          | 5         | 4    | 3     |
| Wine  | 7  | 6    | 5          | 6         | 5    | 4     |

### Table 3: The results' comparison for different methods (%)

| Data  | DP | ADPC | RNN-DBSCAN | MC-FNGLVQ | UNIC | SARFC |
|-------|----|------|------------|-----------|------|-------|
| R15   |    |      | 99.2       | 98.5      | 65.7 | 66.9  | 99.3  |
|       | $F_1$ |     | 99.2       | 97.1      | 63.3 | 64.3  | 99.4  |
|       | ARI  |      | 98.2       | 98.4      | 65.2 | 65.3  | 98.6  |
|       | NMI  |      | 98.6       | 98.2      | 61.3 | 65.2  | 98.9  |
| D31   |    |      | 96.8       | 96.8      | 53.2 | 68.0  | 96.8  |
|       | $F_1$ |     | 96.8       | 95.3      | 49.9 | 68.6  | 96.8  |
|       | ARI  |      | 93.5       | 93.5      | 50.9 | 66.1  | 93.5  |
|       | NMI  |      | 95.8       | 95.8      | 52.1 | 70.0  | 95.8  |
| Agg   |    |      | 99.9       | 99.9      | 87.3 | 73.3  | 100   |
|       | $F_1$ |     | 99.8       | 98.9      | 83.1 | 71.7  | 100   |
|       | ARI  |      | 99.8       | 97.9      | 90.1 | 75.3  | 100   |
|       | NMI  |      | 99.6       | 99.9      | 89.3 | 73.6  | 100   |
| A1    |    |      | 94.3       | 93.3      | 85.2 | 78.0  | 97.2  |
|       | $F_1$ |     | 93.3       | 89.4      | 83.7 | 80.5  | 97.2  |
|       | ARI  |      | 92.1       | 90.3      | 87.2 | 77.9  | 94.6  |
|       | NMI  |      | 93.1       | 89.4      | 89.0 | 81.0  | 96.2  |
| S1    |    |      | 92.6       | 92.6      | 89.3 | 85.5  | 99.3  |
|       | $F_1$ |     | 93.3       | 82.2      | 88.1 | 81.7  | 99.3  |
|       | ARI  |      | 89.2       | 81.0      | 86.9 | 82.6  | 98.6  |
|       | NMI  |      | 94.5       | 84.1      | 89.6 | 83.0  | 99.0  |
| SuPole|    |      | 47.6       | 77.3      | 71.7 | 37.1  | 100   |
|       | $F_1$ |     | 36.2       | 14.1      | 65.2 | 30.2  | 100   |
|       | ARI  |      | 26.8       | 29.6      | 39.9 | 20.5  | 100   |
|       | NMI  |      | 27.5       | 15.5      | 28.8 | 20.9  | 100   |
| SquCir|    |      | 46.7       | 58.2      | 15.7 | 26.1  | 98.6  |
|       | $F_1$ |     | 43.3       | 56.5      | 11.3 | 23.3  | 97.8  |
|       | ARI  |      | 39.8       | 52.8      | 9.8  | 20.8  | 98.1  |
|       | NMI  |      | 37.2       | 52.8      | 10.2 | 21.1  | 98.3  |
| Iris  |    |      | 66.7       | 66.7      | 69.3 | 80.7  | 90.7  |
|       | $F_1$ |     | 57.1       | 86.2      | 72.1 | 84.5  | 91.7  |
|       | ARI  |      | 56.8       | 64.4      | 33.6 | 60.9  | 75.9  |
|       | NMI  |      | 73.4       | 73.4      | 41.6 | 72.3  | 80.6  |
| Seeds |    |      | 81.6       | 81.6      | 73.3 | 76.2  | 88.6  |
|       | $F_1$ |     | 83.1       | 86.9      | 76.5 | 78.5  | 89.0  |
|       | ARI  |      | 80.1       | 84.6      | 37.8 | 43.0  | 70.3  |
|       | NMI  |      | 79.0       | 80.9      | 36.5 | 27.3  | 69.8  |
| Wine  |    |      | 39.9       | 44.4      | 55.1 | 56.2  | 61.2  |
|       | $F_1$ |     | 53.9       | 62.1      | 64.9 | 63.8  | 58.7  |
|       | ARI  |      | 21.7       | 21.6      | 28.7 | 23.3  | 31.6  |
|       | NMI  |      | 19.8       | 14.0      | 16.5 | 13.2  | 40.3  |

### 4.1.3. Comparisons

We conduct the Friedman test with the post-hoc Nemenyi test ($\alpha = 0.10$) to examine whether the difference between any two clustering algorithms is significant in terms of their average ranks. The difference between two algorithms is significant if the gap between their ranks is larger than CD. There is a line between two algorithms if the rank gap between them is smaller than CD. This test shows that SARFC is significantly better than the DP, RNN-DBSCAN, MC-FNGLVQ and UNIC. Except the SARFC, other algorithms are not significantly better than each other. The SARFC is the best performer of these algorithms, followed by the ADPC (as seen in Figure 8).

### 5. Conclusion

Benefit from the automatic monitoring technique, we will obtain more and more automatic monitoring...
data sets. Except the sample size and data dimensionality, we do not know much information for this kind of data. Many current clustering algorithms need to input some parameters, but we do not know how to set the parameters for the automatic monitoring data. Hence, self-adaptive clustering algorithms are the future needs. In this article, a self-adaptive robust fission clustering (SARFC) algorithm is proposed. And then both the simulation and real datasets are applied to test the performance and effectiveness of the proposed method. Our proposed algorithm is also compared with several frequently-used clustering algorithms. The experiments indicate that our method achieves better results, in terms of the evaluation metrics (Table 3) and the estimated number of clusters (Table 2), than the other methods under comparison.
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