Quantum remote sensing under the effect of dephasing
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The quantum remote sensing (QRS) is a scheme to add security about the measurement results of a qubit-based sensor. A client delegates a measurement task to a remote server that has a quantum sensor, and eavesdropper (Eve) steals every classical information stored in the server side. By using quantum properties, the QRS provides an asymmetricity about the information gain where the client gets more information about the sensing results than Eve. However, quantum states are fragile against decoherence, and so it is not clear whether such a QRS is practically useful under the effect of realistic noise. Here, we investigate the performance of the QRS with dephasing during the interaction with the target fields. In the QRS, the client and server need to share a Bell pair, and an imperfection of the Bell pair leads to a state preparation error in a systematic way on the server side for the sensing. We consider the effect of both dephasing and state preparation error. The uncertainty of the client side decreases with the square root of the repetition number M for large M, the state preparation error becomes as relevant as the dephasing, and the uncertainty decreases logarithmically with M. We compare the information gain between the client and Eve. This leads us to obtain the conditions for the asymmetric gain to be maintained even under the effect of dephasing.

I. INTRODUCTION

Quantum properties such as a superposition and entanglement are considered as resource for information processing [1–7]. Quantum computation provides a faster calculation than the classical one [4–6]. Quantum cryptography guarantees a security during the transmission of information [5–7]. A hybrid architecture between these two schemes has been also discussed, which is called a blind quantum computation (BQC) [8–12]. The BQC provides a client with a way to delegate the quantum computation task to a remote server. Here, the client only has the primitive quantum device that cannot perform the full quantum computation, while the server has the quantum device to implement any quantum computation. The important point of the BQC is to protect the privacy of the client’s information such as input, output, and algorithm from the server.

A quantum sensor has been widely investigated as another application of quantum mechanics. A superposition of a qubit acquires a relative phase affected by weak external fields, and we can efficiently obtain the information of the fields from the measurements on the qubit. Such a qubit-based sensor is useful to detect magnetic field, electric field, or temperature [13–18]. Also, by using the entanglement between qubits, the sensitivity to the target field can be enhanced [19–23]. Furthermore, the use of the quantum system at the nanoscale is expected to improve the spatial resolution of the target field [24–25].

As a further development of quantum metrology, interdisciplinary approaches between quantum metrology and the other quantum technology have been discussed in Refs. [26–45]. By using the quantum error correction which has been developed in the field of quantum computation [46], the sensitivity to the target field in the presence of noise can be enhanced [26–31]. Also, a quantum phase estimation algorithm [47], which can estimate a phase of an eigenvalue of a unitary operator U, is combined with the quantum sensing to improve the precision and the dynamic range of the sensor [32–33]. Moreover, a quantum phase estimation algorithm provides a way to perform the projective measurements of energy without detailed knowledge of Hamiltonian [34–35]. By constructing a network of the quantum metrology, the possibility to enhance the estimation precision at each location has been discussed in Refs. [36–37]. Beside these interdisciplinary approaches, when one sends the data obtained by the quantum metrology to the remote site, quantum cryptography is used for secure communication as in Refs. [38–45].

Recently, quantum remote sensing (QRS) [48–49] has been proposed and demonstrated as a new interdisciplinary approach in which the concept of BQC is applied to quantum metrology. Similarly to the BQC, the QRS enables the client to delegate a task of the quantum metrology safely. Here, the client has the device that can only measure a single-qubit quantum state, while the remote server has a sensitive quantum sensor to measure a target field. Even if Eve attacks the server’s device to
steal every classical information recorded at the server, Eve should not obtain the information about the target fields. For this purpose, a Bell state shared between the client and the server plays an important role for the protection of the information on the measured target field. Also, this protocol of the QRS is experimentally demonstrated with an optical setup in Ref. [49]. However, an experimental demonstration of the QRS with solid-state systems has not been implemented yet.

In the actual experiment, the channel noise for the Bell state shared between the client and the server is inevitable, and the effect of the noise should be considered. A random-sampling test is one of the ways to guarantee the quality of the Bell pair that was potentially damaged by such a noise channel. The random-sampling test ensures the lower bound for the fidelity between the actual state and the Bell state generated in the experiment, as shown in Ref. [48]. This channel noise leads to a systematic error for the uncertainty of the qubit frequency $\delta \omega$ for the client side due to a deviation of the initial state in the quantum metrology of the server side. Moreover, by assuming that Eve can know information on the error of the state preparation due to the channel noise, the ratio between the uncertainties of the client and Eve is evaluated in Ref. [28].

In this paper, we consider the effect of dephasing in the QRS. Dephasing is one of the typical noise in the solid-state systems, and there are many previous researches about how dephasing affects the quantum sensing [13, 20–23]. On the other hand, in the QRS, we should consider not only the dephasing but also the systematic error caused by imperfect initial state preparation. Due to the systematic error, the uncertainty $\delta \omega$ does not decrease in proportion to $1/\sqrt{M}$ where $M$ denotes the number of the repetitions. Additionally, the effect of dephasing degrades the coherence of the qubit, and so it is important to optimize the interaction time between the qubit and target magnetic fields, which is determined by a tradeoff relationship between other parameters. In particular, due to the existence of the systematic error of the state preparation, such an optimization becomes highly non-trivial. In the QRS protocol under the effect of dephasing, we have found that the optimized interaction time $t_{\text{opt}}$ to minimize the uncertainty $\delta \omega$ depends on the repetition number $M$ and the error rate of the state preparation $\epsilon$. We investigate how the increase of the repetition number $M$ changes the behavior of the uncertainty $\omega$ with the optimized interaction time $t_{\text{opt}}$. Moreover, we calculate the uncertainty of the qubit frequency $\omega$ for the Eve, and compare this with $\delta \omega$. Our results show the conditions for the asymmetric gain $\delta \omega_c / \delta \omega_e < 1$ to be maintained even under the effect of dephasing.

The rest of this paper is organized as follows: the section II reviews the QRS. The section III introduces models of the dephasing and state preparation error. The section IV analytically calculates the uncertainties of the estimation for the client and Eve. The section V optimizes the interaction time to minimize the client’s uncertainty, and shows the numerical results of the uncertainty for the client and the ratio between the uncertainties for the client and Eve. The last section VI summarizes our results.

II. QUANTUM REMOTE SENSING

In this section, we explain the basic idea of the QRS as shown in Fig. 1. For simplicity, let us assume that a perfect Bell pair is available between the client and server (although we will relax this condition later). The flow of the QRS is as follows:

1. The Bell state $|\Phi^+\rangle \equiv (|00\rangle + |11\rangle)/\sqrt{2}$ is shared between the client and the server.

2. The client measures his/her part of the Bell state by $\sigma_x$ base to prepare the initial state $|+\rangle$ or $|-\rangle$ for the server side where $|\pm\rangle \equiv (|0\rangle \pm |1\rangle)/\sqrt{2}$.

3. The server performs the standard Ramsey type quantum metrology (as shown in Appendix A) with the initial state $|+\rangle$ or $|-\rangle$ to measure the target field, and sends the results to the client.

4. Repeat the steps 1–3, $M$ times.

Due to the $\sigma_x$ measurement of the Bell state by the client in the step 2, the information on the initial state for the

FIG. 1. A schematic diagram to explain the outline of the QRS. We consider the case that the client delegates a task of measuring magnetic fields to the remote server with a quantum sensor. (a) First, after the Bell pair is shared between the client and the server, the client measures the Bell pair and obtains the data $s_j \in \{0, 1\}$ to identify the initial state of the quantum sensing ($|+\rangle$ or $|-\rangle$) in the server side. The server performs the quantum sensing with the initial state described above, and sends the obtained data $m_j \in \{0, 1\}$ to the client. (b) By using the both data {s_j} and {m_j}, the client can estimate the amplitude of target magnetic fields. On the other hand, even if Eve attacks the server side and steals the data {m_j}, she cannot estimate the target field due to the lack of the data {s_j}, which contains the information on the initial states prepared for performing the quantum sensing.
quantum sensing is not known to the server. On the other hand, both of the \( \sigma_x \) measurement results at the step 2 and quantum sensing results at the step 3 are available for the client, and so the client can obtain the information on the target field. On the other hand, even if Eve attacks the server side and steals the quantum sensing results, she cannot estimate the target field due to the lack of the information on the initial states. In this sense, the QRS protocol certainly guarantees the privacy of the client under the condition that the Bell pair is prepared perfectly.

### III. NOISE MODEL

In order to investigate realistic situations in our protocol, we should consider both decoherence and state preparation error as shown in Fig. 2 and we introduce these two noise models in this section. It is worth mentioning that, in the previous research [48], only state preparation error was considered. We assume that the initial state in the server side may deviate from the ideal state \( |+\rangle \). In addition to the imperfect state preparation, we include the effect of dephasing during the interaction with the target magnetic fields, which is considered as one of the major obstacles for quantum metrology.

First, let us explain a noise model to describe dephasing in our protocol [50, 51]. Our Hamiltonian is written as,

\[
H(t) = H_0 + H_1(t),
\]

\[
H_0 = \frac{\hbar \omega}{2} \sigma_z,
\]

\[
H_1(t) = \hbar \lambda f(t) \sigma_z,
\]

where \( \omega \) denotes the qubit frequency, \( \lambda \) denotes the coupling strength between the qubit and the environment, and \( f(t) \) denotes the classical random variable to express a stochastic noise. The Hamiltonian \( H_0 \) describes the Larmor precession of the qubit to measure the qubit frequency \( \omega \). It is worth mentioning that there is a linear relationship between the qubit frequency \( \omega \) and the target field amplitude \( B \) (that the client wants to measure) such as \( \omega \propto B \). This means that the accurate estimation of \( \omega \) provides that of the amplitude of the target fields. The Hamiltonian \( H_1 \) describes the dephasing of the qubit caused by the environmental noise. To take into account two typical noise processes, we consider the following correlation functions on the classical random variable \( f(t) \),

\[
\langle f(t) \rangle = 0,
\]

\[
\langle f(t) f(t') \rangle = \begin{cases} 
\tau_c \delta(t - t') & \text{white noise} \\
1 & \text{low frequency noise}
\end{cases}
\]

where \( \tau_c \) and \( \delta(t - t') \) denote a correlation time and a Dirac delta function, respectively, and the overline means an ensemble average for the random variable \( f(t) \). In Eqs. (10) and (5), the noise signal in our model is assumed to be a white noise or a low frequency noise, which frequently appears in the standard quantum metrology. As shown below, the white noise (low frequency noise) causes the linearly (quadratically) exponential decay in the non-diagonal terms of the density matrix.

Based on our noise model, we solve the time evolution equation for the density operator:

\[
\frac{i \hbar}{\lambda} \frac{d\rho(t)}{dt} = -i[H(t),\rho(t)],
\]

In the interaction picture, Eq. (6) is rewritten as follows,

\[
\frac{i \hbar}{\lambda} \frac{d\rho^I(t)}{dt} = -i[\rho^I(t),H_1(t)],
\]

\[
\rho^I(t) = e^{iH_0 t/\hbar} \rho(t) e^{-iH_0 t/\hbar},
\]

where the initial state is \( \rho(0) = \frac{1}{2} + \sum_{i=x,y,z} r_i^2 \sigma_i \), and \( r_i \) denotes the expectation value for the Pauli matrix \( \sigma_i \). By solving Eq. (7) and taking the average of the solution, we can get the density matrix with the effect of dephasing,

\[
\overline{\rho^I(t)} = \frac{1 + e^{-g(t)}}{2} \rho^I(0) + \frac{1 - e^{-g(t)}}{2} \sigma_z \sigma^I(0) \sigma_z,
\]

\[
g(t) = \begin{cases} 
2\lambda^2 \tau_c t & \text{white noise} \\
2\lambda^2 t^2 & \text{low frequency noise}
\end{cases}
\]

where \( g(t) \) is a linear or quadratic function of time for each noise process. The coupling constant \( \lambda \) and the correlation time \( \tau_c \) are replaced by the decoherence time \( T_2 \) for each noise process. The second term in the right-hand side of Eq. (9) describes a phase-flip term which decreases the off-diagonal elements of the density matrix.

Second, we assume that the state preparation is not perfect due to errors in a quantum channel between the client and the server. To evaluate the quality of the state
preparation, we utilize the random-sampling test \[52, 53\] as with the original QRS \[18\] (See also Appendix B). As an advantage of this test compared with the quantum-state tomography, it does not require any i.i.d. property on samples, i.e., it works for any time-varying quantum-channel noise. Under the success of the random-sampling test, it provides us with a two-qubit state \(\rho_{\text{tgt}}\) between the client and the server such that

\[
\langle \Phi^+|\rho_{\text{tgt}}|\Phi^+ \rangle \geq 1 - \epsilon \tag{11}
\]

with high probability, where a finite value \(\epsilon\) denotes an error rate that is determined by the number of Bell pairs consumed in the random-sampling test. Since the client measures his/her part of \(\rho_{\text{tgt}}\) in the \(\sigma_z\) basis, Eq. (11) means that an initial state \(\rho(0)\) such that

\[
\langle +|\rho(0)|+ \rangle \geq 1 - \epsilon \tag{12}
\]

is prepared at the server’s side in the QRS. Note that, as described in the original QRS \[18\], we can assume that the outcome of the client’s \(\sigma_z\)-basis measurement is always +1 that corresponds to the projection onto \(|+\rangle\). If the measurement outcome is −1, then the state is supposed to be prepared in \(|-\rangle\). However, the client can relabel the basis from \(|-\rangle\) to \(|+\rangle\). For example, if the client interprets the measurement result of \(\sigma_y\) as the other way around such as +1 (−1) is interpreted as −1 (+1), this is mathematically equivalent to perform \(\sigma_z\) operation on the initial state before the state interacts with the magnetic fields, as described in the original QRS \[18\].

IV. THE UNCERTAINTY OF THE ESTIMATION UNDER THE EFFECT OF DEPHASING

In this section, we calculate the uncertainty of the estimation under the effect of dephasing. First, by using the solution of Eq. \([9]\), we can derive the uncertainty \(\delta\omega_C\) for the client when we perform \(\sigma_y\) measurement to extract the information of \(\omega\). The projection operator of \(\sigma_y\) measurement in the interaction picture is written as,

\[
\mathcal{P}_y(t) = (1 + \sigma_y(t))/2, \tag{13}
\]

\[
\sigma_y(t) = e^{iH_0t/\hbar}\sigma_y e^{-iH_0t/\hbar}. \tag{14}
\]

We substitute Eq. (9) and Eq. (13) for the probability \(P\),

\[
P = \text{Tr} \left[ \rho(t)\mathcal{P}_y(t) \right] \simeq x(t) + y(t)\omega t, \tag{15}
\]

\[
x(t) = \frac{1}{2} + \frac{1}{2} r_y e^{-g(t)}, \tag{16}
\]

\[
y(t) = \frac{r_x}{2} e^{-g(t)}, \tag{17}
\]

where we assume \(\omega t \ll 1\) in the right-hand side of Eq. (15). This assumption is valid if the qubit frequency \(\omega\) is small and the interaction time \(t\), which is typically the order of the decoherence time \(T_2\), is short. Since one of the main purposes of the quantum sensing is to measure small target field, such an assumption is practical for many cases. We calculate the uncertainty \(\delta\omega_C\) \((\delta\omega_E)\), which is the uncertainty of the estimation of the target qubit frequency evaluated by the client (Eve). It is worth mentioning that the client does not know precise form of the initial state. Based on the assumption that the client only knows the fidelity of the initial state with lack of information about \(r_x, r_y,\) and \(r_z\), we can calculate the uncertainty for the client as described in Appendix C,

\[
\delta\omega_C = \frac{e^{g(t)}}{t\sqrt{M}} \sqrt{1 + (M - 1)\epsilon^2 e^{-2g(t)}}. \tag{18}
\]

The parameter \(r_y\) in Eq. (18) originates from the imperfect state preparation and is constrained by the finite fidelity of Eq. (12). To consider the worst case, we choose \(r_x\) and \(r_y\) to maximize \(\delta\omega_C\). Since the uncertainty of Eq. (18) is maximized by \(r_x = 1 - 2\epsilon\) and \(r_y = 2\sqrt{\epsilon(1 - \epsilon)}\), we obtain the following upper bound for the uncertainty,

\[
\delta\omega_C \leq \frac{e^{g(t)}}{t\sqrt{M}} \sqrt{1 + 4(M - 1)\epsilon(1 - \epsilon)e^{-2g(t)}} \equiv \delta\omega_C^{(U)}. \tag{19}
\]

In the expression of \(\delta\omega_C^{(U)}\), there is a clear deviation from the central limit theorem that predicts the decrease of \(\delta\omega_C^{(U)}\) by \(\sqrt{M}\) by increasing the repetition number due to the systematic error for the state preparation. Actually, for a fixed time \(t\), the uncertainty will converge to a non-zero value in the limit of large \(M\) \((\delta\omega_C^{(U)}) \to 2\sqrt{\epsilon(1 - \epsilon)/t})\). In the next section, however, we show that, by using the optimized time \(t_{\text{opt}}\) to minimize the uncertainty, \(\delta\omega_C^{(U)}\) slowly converges to zero in the limit of large \(M\).

Next, we calculate the uncertainty \(\delta\omega_E\) for Eve. To consider the worst case, we impose two conditions on the calculation of the uncertainty of Eve. The first condition is that Eve is not affected by dephasing. This means that Eve can obtain information on the environment and know when the phase-flip error occurs. So, the time evolution of the density matrix \(\rho_E(t)\) of Eve is described only by the free Hamiltonian \(H_0\). The second condition is that Eve knows the information on the error of the state preparation. This means that the qubit frequency \(\omega\) is estimated based on the precise knowledge of the initial state \(\rho_E(0) = \frac{1}{2} + \sum_{i=x,y,z} \frac{R_i}{M} \sigma_i\). The initial state \(\rho_E(0)\) is constrained by the following fidelity,

\[
F(1/2, \rho_E) = \frac{1}{2} + \frac{1}{2} \sqrt{1 - R^2} \geq 1 - \epsilon, \tag{20}
\]

\[
R^2 = R_x^2 + R_y^2 + R_z^2. \tag{21}
\]

Under the these assumptions, the uncertainty \(\delta\omega_E\) is given as (see Appendix C for detailed calculation),

\[
\delta\omega_E = \frac{1}{t} \sqrt{\frac{1 - R_y^2}{M R_x^2}}. \tag{22}
\]
Since there is no systematic error from the state preparation in Eq. (22), the uncertainty $\delta\omega_E$ decreases by increasing the repetition number $M$, which follows the central limit theorem. Again, in order to consider the worst case, we minimize the uncertainty $\delta\omega_E$ by choosing $R_x = 2\sqrt{\epsilon(1 - \epsilon)}$ and $R_y = R_z = 0$, \[
\delta\omega_E \geq \frac{1}{2\epsilon \sqrt{M} \epsilon(1 - \epsilon)} \equiv \delta\omega_E^{(L)} . \tag{23}
\]

To compare the amount of the information obtained by the client and Eve, we take the ratio of the action time to minimize the uncertainty $\delta\omega_C$, \[
\frac{\delta\omega_C^{(U)}}{\delta\omega_C^{(L)}} = \frac{2e^{g(t)}\sqrt{\epsilon(1 - \epsilon)}}{(1 + 4(M - 1)\epsilon(1 - \epsilon)e^{-2g(t)})} . \tag{24}
\]
This ratio is crucial for the QRS. When this ratio is less than 1, the client obtains more information than Eve, which is the goal of the QRS.

In the following subsections, we investigate the behavior of the uncertainty $\delta\omega_C^{(U)}$ and the ratio $\delta\omega_C^{(U)}/\delta\omega_C^{(L)}$ in the variation of the repetition number $M$. The repetition number $M$ is defined as, \[
M = \frac{T}{t_p + t_r + t_x} , \tag{25}
\]
where $t_p$ ($t_r$) denotes the preparation (readout) time of the state and $T$ is the total time of the experiment. If the preparation time and the readout time is much slower than the interaction time ($t_p, t_r \gg t$), we obtain \[
M \simeq \frac{T}{t_p + t_r} , \tag{26}
\]
and the repetition number $M$ becomes independent of the interaction time $t$. On the other hand, if the preparation time and the readout time is much faster than the interaction time ($t_p, t_r \ll t$), the repetition number $M$ can be approximated as \[
M \simeq \frac{T}{t} . \tag{27}
\]
We consider these two cases in the subsections [V.A] and [V.B] of the next section [V].

## V. OPTIMIZATION OF THE CLIENT’S UNCERTAINTY

In order to investigate the condition for the asymmetric gain to be maintained $\delta\omega_C^{(U)}/\delta\omega_C^{(L)} < 1$, in this section, we evaluate the uncertainty $\delta\omega_C^{(U)}$ and the ratio $\delta\omega_C^{(U)}/\delta\omega_C^{(L)}$ when the initialization and readout are slow (subsection [V.A]) and fast (subsection [V.B]), respectively. To this end, in each subsection, we optimize the interaction time to minimize the uncertainty $\delta\omega_C^{(U)}$ (and the ratio $\delta\omega_C^{(U)}/\delta\omega_C^{(L)}$ in subsection [V.B]). Table I shows the table of contents in this section.

| Optimization of interaction time $t$ | Optimized $\delta\omega_C$ | Optimized ratio $\delta\omega_C/\delta\omega_E$ |
|--------------------------------------|--------------------------|---------------------------------------------|
| Slow Sec. V.A.1                      | Sec. V.A.2               | Sec. V.A.3                                  |
| Fast Sec. V.B.1                      | Sec. V.B.2               | Sec. V.B.3                                  |

TABLE I. Table of contents in section V. Slow (Fast) represents slow (fast) initialization and readout.

### A. Slow initialization and readout

#### 1. Optimization of the interaction time

Here, we calculate the optimized time $t_{opt}$ to minimize the uncertainty $\delta\omega_C^{(U)}$ in the case of Eq. (26), and fix the parameter $\epsilon$ of the state preparation error as $\epsilon = 0.001$. By solving $d(\delta\omega_C^{(U)})/dt = 0$ with respect to $t$, we obtain, \[
t_{opt}/T_2 = \begin{cases} 
1 + \frac{1}{2}W(8(M-1)\epsilon(1-\epsilon)e^{-2}) \\
\sqrt{1 + W(4(M-1)\epsilon(1-\epsilon)e^{-1})} \\
\end{cases}, \tag{28}
\]
where $W(x)$ is a Lambert W function, by which the inverse solution to $x = ye^y$ is written as $y = W(x)$. The asymptotic form of the Lambert W function is given as follows, \[
W(x) \simeq \begin{cases} 
x & (x \ll 1) \\
\ln \left( \frac{x}{\ln(x)} \right) & (x \gg 1) \\
\end{cases} . \tag{29}
\]
This asymptotic form provides an intuition of the asymptotic behavior of the optimized time $t_{opt}$, the uncertainty $\delta\omega_C^{(U)}$ and the ratio $\delta\omega_C^{(U)}/\delta\omega_C^{(L)}$. It is worth mentioning that, depending on the value of $M$ that is a constant determined from experimental conditions, we need to vary the interaction time $t$ for the optimization of the uncertainty. In Fig. 3, we show the plot of the optimized time $t_{opt}$ in terms of $M$. As the repetition number $M$ with the fixed parameter $\epsilon$ increases, the optimized time $t_{opt}$ increases, which is different from the standard quantum metrology. This behavior comes from a competition between the two contributions of dephasing to the uncertainty $\delta\omega_C^{(U)}$ in Eq. (19). As the first contribution of dephasing, there is an overall factor $e^{g(t)}$ that exponentially increases the uncertainty $\delta\omega_C^{(U)}$ as the interaction time increases, which is typical in the standard quantum metrology. On the other hand, as the second contribution of dephasing, there is a factor of $\epsilon(1-\epsilon)e^{-2g(t)}$ that suppresses the systematic error due to the imperfect state preparation in Eq. (19), which appears in our protocol unlike the standard quantum metrology. Hence, in our protocol, the optimized time $t_{opt}$ in Eq. (28) is adjusted...
to control the competition between the two contributions for the minimization of the uncertainty $\delta \omega_C^{(U)}$.

For the regime of $M\epsilon \ll 1$, by using the asymptotic form of Eq. (29), the optimized time $t_{opt}$ becomes approximately,

$$t_{opt}/T_2 \simeq \begin{cases} 
\frac{1}{\sqrt{2}} & \text{low frequency noise}, \\
\frac{1}{\epsilon(1-\epsilon)} & \text{white noise},
\end{cases}$$  \tag{30}

This is the same as the optimized time of the standard quantum metrology introduced in Appendix A. This is because since the term $(M-1)\epsilon(1-\epsilon)$ of the state preparation error in Eq. (19) is negligible in the regime of $M\epsilon \ll 1$, the uncertainty $\delta \omega_C^{(U)}$ in Eq. (19) is reduced to that of the standard quantum metrology. On the other hand, for the regime of $M\epsilon \gg 1$, by using Eq. (29), the asymptotic behavior of the optimized time $t_{opt}$ is written as,

$$t_{opt}/T_2 \simeq \begin{cases} 
\frac{1}{2} \ln \left( \frac{8(M-1)\epsilon(1-\epsilon)}{\ln(8(M-1)\epsilon(1-\epsilon)e^{-1})} \right) & \text{white noise}, \\
\sqrt{\frac{1}{2} \ln \left( \frac{4(M-1)\epsilon(1-\epsilon)}{\ln(4(M-1)\epsilon(1-\epsilon)e^{-1})} \right)} & \text{low frequency noise}.
\end{cases}$$  \tag{31}

The asymptotic behavior of the optimized time $t_{opt}$ in $M\epsilon \gg 1$ is represented as the logarithm of $M\epsilon$.

2. Uncertainty of the estimation with the optimized time

Next, by using the optimized time $t_{opt}$, we consider the uncertainty $\delta \omega_C^{(U)}$. By substituting the optimized time $t_{opt}$ of Eq. (28) for the expression in Eq. (19), the uncertainty $\delta \omega_C^{(U)}$ with the optimized time $t_{opt}$ can be obtained. If the interaction time is determined independently of $M$, the sensitivity would converge to a finite non-zero value in the limit of large $M$ due to the systematic error in the state preparation, as mentioned in Eq. (19). On the other hand, when we optimize the interaction time, the optimization time logarithmically increases against $M$, as we mentioned. Such an optimization provides us with a better sensitivity such that the uncertainty of the estimation can asymptotically approach zero by increasing $M$. Also, in order to investigate the effect of the deviation from the optimized time $t_{opt}$, we discuss the uncertainties with the interaction time $t$ around the optimized time $t_{opt}$ in Appendix D.

In Fig. 4, the uncertainty $\delta \omega_C^{(U)}$ for the white noise (low frequency noise) is plotted as the solid blue (orange) line with respect to $M$. In order to understand the behavior of this uncertainty, we use the approximated form of the optimized time in the limit of $M\epsilon \ll 1$ and $M\epsilon \gg 1$ for the calculation of the approximated uncertainty, and we
obtain the following,
\[
T_2 \delta \omega_C^{(U)} \simeq \begin{cases} 
\frac{e}{\sqrt{M}} & \text{white noise}, \\
\frac{2e}{M} & \text{low frequency noise}, 
\end{cases} \tag{32}
\]

\[
T_2 \delta \omega_C^{(U)} \simeq \begin{cases} 
\frac{4\sqrt{e(1-e)}}{\ln \left( \frac{8(M-1)e^{1-e}}{\ln(4(M-1)(1-e)e^{-1})} \right)} & \text{white noise}, \\
\frac{4\sqrt{e(1-e)}}{\ln \left( \frac{8(M-1)e^{1-e}}{\ln(4(M-1)(1-e)e^{-1})} \right)} & \text{low frequency noise}, 
\end{cases} \tag{33}
\]

These approximated uncertainties reproduce the behaviors of the exact uncertainties in the regime of either \(M \epsilon \ll 1\) or \(M \epsilon \gg 1\) as shown in Fig. 4. Equation (32) shows that the uncertainty decreases in proportion to \(1/\sqrt{M}\) as long as the systematic error in the state preparation is negligible, which is the same as the standard quantum metrology introduced in Appendix A. However, as the repetition number \(M\) increases, the solid line of the exact uncertainty deviates from the dashed line of the approximate uncertainty in Eq. (32). This shows that the effect of the state preparation error in the uncertainty of Eq. (19) becomes relevant in the increase of \(M\). It should be noted that the solid blue line and orange line intersect at the point where \(M \epsilon \sim \mathcal{O}(1)\) is satisfied. For the large \(M\), the uncertainty \(\delta \omega_C^{(U)}\) for the white noise or the low frequency noise is proportional to \(1/\ln(M\epsilon)\) or \(1/\sqrt{\ln(M\epsilon)}\), respectively, as shown in Eq. (33). So, in the limit of large \(M\), the uncertainty for the white noise decreases faster than that for the low frequency noise.

3. Ratio between client’s uncertainty and Eve’s uncertainty

In order to investigate how much the information is obtained by Eve, we compare the two uncertainties \(\delta \omega_C^{(U)}\) and \(\delta \omega_E^{(L)}\) with the optimized time \(t_{\text{opt}}\) to minimize the uncertainty \(\delta \omega_C^{(U)}\). By substituting the optimized time \(t_{\text{opt}}\) of Eq. (28) for the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\) in Eq. (24), we obtain the ratio with the optimized time. In Fig. 5, we plot the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\) for the white noise (low frequency noise) as the solid blue (orange) line in terms of the repetition number \(M\). The ratio becomes more than 1 around when the repetition number \(M\) becomes more than \(10^5\), which shows the conditions for the asymmetric gain \(\delta \omega_C/\delta \omega_E < 1\) to be maintained.

Similarly to the analysis of the uncertainty \(\delta \omega_C^{(U)}\), we consider the asymptotic behaviors of the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\) in the limit of \(M \epsilon \ll 1\) and \(M \epsilon \gg 1\). By using the asymptotic forms of the optimized time \(t_{\text{opt}}\) in Eq. (30) and Eq. (31), we obtain the approximated ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\) for the regime of \(M \epsilon \ll 1\) and \(M \epsilon \gg 1\) as follows,

\[
\begin{align*}
\text{(M \epsilon \ll 1)} & \quad \delta \omega_C^{(U)}/\delta \omega_E^{(L)} \simeq \begin{cases} 
2\sqrt{e(1-e)} & \text{white noise}, \\
2\sqrt{e(1-e)} & \text{low frequency noise}, 
\end{cases} \\
\text{(M \epsilon \gg 1)} & \quad \delta \omega_C^{(U)}/\delta \omega_E^{(L)} \simeq \begin{cases} 
4\sqrt{e(1-e)}M & \text{white noise}, \\
4(1-e)\sqrt{M} & \text{low frequency noise}. 
\end{cases}
\end{align*} \tag{34, 35}
\]

There is a good agreement between the exact solution and approximated solution in Fig. 5. As shown in Fig. 5 the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\) is independent of the repetition number for a small \(M\) because the state preparation error is negligible. As the repetition number increases, the uncertainty of Eve becomes proportional to \(1/\sqrt{M}\), while the client can decrease the uncertainty only logarithmically against \(M\). Due to this, the ratio of the uncertainty increases for a larger \(M\) as shown in Fig. 5. Also, it is
worth mentioning that, in the large limit of $M$, the
decoherence factor of $g(t)$ disappears from Eq. (24), so
the ratio of the uncertainty of the white noise asymptotically approaches the same as that of the low frequency noise.

B. Fast initialization and readout

In this subsection, we consider the case of the repetition number $M$ approximated as Eq. (27) while we set $M$ as the Eq. (26) in the previous subsection. The uncertainty $\delta\omega_C^{(U)}$ and the ratio $\delta\omega_C^{(U)}/\delta\omega_E^{(L)}$ are rewritten as follows,

\[
\begin{align*}
\delta\omega_C^{(U)} &= \frac{e^{\sigma(t)}}{\sqrt{T}} \sqrt{1 + 4 \left(\frac{T}{t} - 1\right) \epsilon (1 - \epsilon) e^{-2g(t)}}, \\
\frac{\delta\omega_C^{(U)}}{\delta\omega_E^{(L)}} &= 2e^{\sigma(t)} \sqrt{\epsilon (1 - \epsilon) \left(1 + 4 \left(\frac{T}{t} - 1\right) \epsilon (1 - \epsilon) e^{-2g(t)}\right)},
\end{align*}
\]

(36)

where $T$ denotes the total experimental time. In this subsection, we fix the parameter $\epsilon$ of the state preparation error as $\epsilon = 0.0001$ when we plot the figures.

1. Optimization of the interaction time

We can minimize $\delta\omega_C^{(U)}$ of Eq. (36) with respect to $t$. Moreover, we can also minimize the ratio $\delta\omega_C^{(U)}/\delta\omega_E^{(L)}$ as well as the uncertainty $\delta\omega_C^{(U)}$ due to the dependence of $M$ on $1/t$, while the ratio $\delta\omega_C^{(U)}/\delta\omega_E^{(L)}$ monotonically increases against $t$ when $M$ is independent of $t$ as shown in Eq. (24). By solving $\frac{d}{dt} \left(\delta\omega_C^{(U)}\right) = 0$ with respect to $t$, we obtain the following equation of the optimized time $t_{opt}$ for the white noise and the low frequency noise,

\[
\begin{align*}
2\left(t_{opt}/T - 1\right)e^{2t_{opt}/T} - 4(1 - \epsilon) \epsilon \left(2T/t_{opt} - 1\right) &= 0, \\
\left(4 \left(t_{opt}/T\right)^2 - 1\right)e^{2\left(t_{opt}/T\right)^2} - 4(1 - \epsilon) \epsilon \left(2T/t_{opt} - 1\right) &= 0.
\end{align*}
\]

(38)

(39)

Unfortunately, we cannot find an analytical form of the optimized time $t_{opt}$ to minimize $\delta\omega_C^{(U)}$ in this case, and so we will numerically find the optimized value. On the other hand, when we try to find the optimized time to minimize the ratio of the uncertainty, we obtain the following analytical solution for the white noise and the low frequency noise by solving $\frac{d}{dt} \left(\delta\omega_C^{(U)}/\delta\omega_E^{(L)}\right) = 0$ in terms of $t$

\[
\begin{align*}
W \left(\sqrt{2N\epsilon(1 - \epsilon)}\right) = \text{white noise}, \\
\sqrt{3W \left(\frac{2}{3} \left(N\epsilon(1 - \epsilon)\right)^{2/3}\right)} = \text{low frequency noise},
\end{align*}
\]

(40)

where $t_{optR}$ denotes the optimized time for the ratio $\delta\omega_C^{(U)}/\delta\omega_E^{(L)}$ and $N$ is defined as,

\[
N = T/T_2.
\]

(41)

In Fig. 6 we plot $t_{opt}$ of Eq. (38) (Eq. (39)) optimized with the uncertainty $\delta\omega_C^{(U)}$ for the white noise (low frequency noise), and $t_{optR}$ of Eq. (40) optimized with the ratio $\delta\omega_C^{(U)}/\delta\omega_E^{(L)}$ in terms of $N$. The both of $t_{opt}$ and $t_{optR}$ increase with respect to $N$. In the limit of $N \epsilon \ll 1$, the optimized time $t_{opt}/T_2$ with the uncertainties for the white noise and the low frequency noise converges to $1/2$, which is the same as the standard quantum metrology in Appendix A. The optimized time $t_{opt}$ for the white noise is larger than that for the low frequency noise for a finite $\epsilon$, and the difference between them becomes larger as $N$ increases. On the other hand, the optimized time $t_{optR}$ for the white noise is smaller than that for the low frequency noise in small $N$. As $N$ increases, the optimized time $t_{optR}$ for the white noise overtakes that for the low frequency noise.

In the limits of $N \epsilon \ll 1$ and $N \epsilon \gg 1$, we can approximate the optimized time $t_{optR}$ of Eq. (40) by using...
Eq. (29) as follows,

\[
\begin{align*}
(N\epsilon \ll 1) & \quad t_{\text{optR}}/T_2 \simeq \begin{cases} 
\sqrt{2N\epsilon(1-\epsilon)} & \text{white noise}, \\
(N\epsilon(1-\epsilon))^{1/3} & \text{low frequency noise}, 
\end{cases} \\
(N\epsilon \gg 1) & \quad t_{\text{optR}}/T_2 \simeq \begin{cases} 
\ln \left( \frac{\sqrt{2N\epsilon(1-\epsilon)}}{\ln(\sqrt{2N\epsilon(1-\epsilon)})} \right) & \text{white noise}, \\
\frac{1}{2} \left( 3 \ln \left( \frac{1}{4} (N\epsilon(1-\epsilon))^{2/3} \right) \right) & \text{low frequency noise}.
\end{cases}
\end{align*}
\]  

(42)

In Fig. 7(a) and (b), we plot the exact solution of the optimized time \(t_{\text{optR}}\) for the white noise (low frequency noise) as the solid blue (orange) line. There is a good agreement between the exact optimized time \(t_{\text{optR}}\) and the approximated optimized time \(t_{\text{optR}}\) in the regime of \(N\epsilon \ll 1\) and \(N\epsilon \gg 1\) in Figs. 7(a) and (b).

2. Uncertainty of the estimation with the optimized time

Next, we calculate the uncertainty \(\delta \omega_C^{(U)}\) with the optimized time \(t_{\text{opt}}\) (or \(t_{\text{optR}}\)) to minimize the uncertainty \(\delta \omega_C^{(U)}\) (or the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\)). In Fig. 8, by using the expression of Eq. (36), we plot the uncertainty \(\delta \omega_C^{(U)}\) optimized by \(t_{\text{opt}}\) of Eq. (38) (Eq. (39)) for the white noise (low frequency noise) as the solid blue (orange) line. Similarly, in Fig. 8 the uncertainty \(\delta \omega_C^{(U)}\) with \(t_{\text{optR}}\) of Eq. (40) for the white noise (low frequency noise) is plotted as the dashed blue (orange) line. Fig. 8 shows that the difference between the uncertainties \(\delta \omega_C^{(U)}\) with \(t_{\text{opt}}\) and \(t_{\text{optR}}\) decreases in the increase of \(N\). Furthermore, we can see that the uncertainties \(\delta \omega_C^{(U)}\) for the white noise and the low frequency noise intersect at the point where \(N\epsilon \sim \mathcal{O}(1)\) both in the optimization with the uncertainty \(\delta \omega_C^{(U)}\) and the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\). Also, in order to investigate the effect of the deviation from the optimized time \(t_{\text{opt}}\) on the uncertainties, we discuss the uncertainties calculated with the interaction time \(t\) around the optimized time \(t_{\text{opt}}\) in Appendix D.2.

In the regime of \(N\epsilon \ll 1\) and \(N\epsilon \gg 1\), we analyze the asymptotic behavior of the uncertainty \(\delta \omega_C^{(U)}\) with the optimized time \(t_{\text{optR}}\) for the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\). By using Eq. (29), we can approximate the uncertainty \(\delta \omega_C^{(U)}\) with the optimized time \(t_{\text{optR}}\) in the limits of \(N\epsilon \ll 1\) and \(N\epsilon \gg 1\) as follows,

\[
\begin{align*}
(N\epsilon \ll 1) & \quad T_2 \delta \omega_C^{(U)} \simeq \begin{cases} 
\frac{1}{\sqrt{N}} \times \left( \frac{1}{2N\epsilon(1-\epsilon)} \right)^{3/4} & \text{white noise}, \\
\frac{1}{\sqrt{N}} \times \left( \frac{1}{N\epsilon(1-\epsilon)} \right)^{1/6} & \text{low frequency noise}, 
\end{cases} \\
(N\epsilon \gg 1) & \quad T_2 \delta \omega_C^{(U)} \simeq \begin{cases} 
\frac{2\sqrt{\epsilon(1-\epsilon)}}{3 \ln \left( \frac{1}{4} (N\epsilon(1-\epsilon))^{2/3} \right)} & \text{white noise}, \\
\frac{\epsilon(1-\epsilon)}{4 \ln \left( \frac{1}{4} (N\epsilon(1-\epsilon))^{2/3} \right)} & \text{low frequency noise}.
\end{cases}
\end{align*}
\]  

(44)

In Fig. 9, the exact uncertainty \(\delta \omega_C^{(U)}\) of Eq. (36) with \(t_{\text{optR}}\) for the white noise (low frequency noise) is plotted as the solid blue (orange) line. There is a good agreement between the exact and approximated uncertainties \(\delta \omega_C^{(U)}\) with \(t_{\text{optR}}\) both for the regimes of \(N\epsilon \ll 1\) and \(N\epsilon \gg 1\) in Fig. 9. The uncertainty \(\delta \omega_C^{(U)}\) of Eq. (44) approximated in small \(N\epsilon\) for the white noise and the low frequency noise decreases in proportion to \(N^{-3/4}\) and \(N^{-2/3}\), respectively. It is worth mentioning that the uncertainty seems to beat the classical scaling of \(\delta \omega_C^{(U)} \propto N^{-1/2}\), which comes from the central limit theorem. However, such a scaling of \(N^{-3/4}\) or \(N^{-2/3}\) holds only when \(N\epsilon\) is much smaller than 1. Actually, once \(N\epsilon\) becomes much larger than 1, the uncertainty decreases logarithmically, which is below the classical scaling. We also observe that there is the intersection between the exact uncertainties \(\delta \omega_C^{(U)}\) for the white noise and the low frequency noise in the intermediate region of \(N\epsilon\).

3. Ratio between client’s uncertainty and Eve’s uncertainty

Here, we discuss how the behavior of the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\) depends on the choice of \(t_{\text{opt}}\) and \(t_{\text{optR}}\). The plot of Fig. 10 shows the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\) with the optimized time \(t_{\text{optR}}\). In Fig. 10 as \(N\) becomes larger, the differences between the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\) with \(t_{\text{opt}}\) and that with \(t_{\text{optR}}\) become smaller for both the white noise and the low frequency noise. Moreover, regardless of whether we optimize the uncertainty \(\delta \omega_C^{(U)}\) or the ratio \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\), the ratios \(\delta \omega_C^{(U)}/\delta \omega_E^{(L)}\) of the white noise and the low frequency noise intersect at the point
FIG. 7. Plots of the optimized time $t_{\text{optR}}$ (that is plotted in Fig. 6) for the ratio $\delta \omega_C^{(U)}/\delta \omega_C^{(L)}$. In (a) and (b), the exact solution of the optimized time $t_{\text{optR}}$ in Eq. (40) for the white noise (low frequency noise) is plotted as the solid blue (orange) line. In (a), the dashed blue (orange) line expresses the optimized time $t_{\text{optR}}$ of Eq. (42) approximated in the limit of $N \epsilon \ll 1$ for the white noise (low frequency noise). In (b), the dashed-dotted blue (orange) line denotes the optimized time $t_{\text{optR}}$ of Eq. (43) approximated in the limit of $N \epsilon \gg 1$ for the white noise (low frequency noise).

FIG. 8. Plots of the uncertainty $\delta \omega_C^{(U)}$ in Eq. (36) with the optimized time $t_{\text{opt}}$ ($t_{\text{optR}}$) (that are plotted in Fig. 6) to minimize the uncertainty $\delta \omega_C^{(U)}$ (the ratio $\delta \omega_C^{(U)}/\delta \omega_C^{(L)}$). The solid blue (orange) line denotes the uncertainty minimized by $t_{\text{opt}}$ of Eq. (38) (Eq. (39)) for the white noise (low frequency noise). The dashed blue (orange) line denotes the uncertainty with $t_{\text{optR}}$ of Eq. (40) in the optimization of the ratio for the white noise (low frequency noise).

where $N \epsilon$ is around one to ten. The ratios become more than 1 around when the repetition number $M$ becomes more than $10^7$, and this means that the client has less information than Eve where the QRS does not provide a suitable asymmetric information gain for the client. Also, in Appendix D 2 in order to investigate the effect of the deviation from the optimized time $t_{\text{optR}}$, we discuss the ratios with the interaction time $t$ around the optimized time $t_{\text{optR}}$.

Based on the analytical solution of the optimized time $t_{\text{optR}}$ in Eq. (40), we investigate the asymptotic behavior of the ratio $\delta \omega_C^{(U)}/\delta \omega_C^{(L)}$ with the optimized time in the regime of $N \epsilon \ll 1$ and $N \epsilon \gg 1$. By substituting the approximation for the Lambert W function in Eq. (29) into the ratio $\delta \omega_C^{(U)}/\delta \omega_C^{(L)}$ in Eq. (37), the asymptotic
In conclusion we have investigated the effect of dephasing for the QRS protocol. The original paper [158] on the QRS considers the state preparation error caused by the channel noise between the client and the server, and evaluates the fidelity of the shared state by using the random-sampling test. In addition to the state preparation error, we introduce the dephasing during the quantum sensing, which is one of the most typical noise for solid state systems. We show that the uncertainty of the client side decreases with the square root of the repetition number $M$ for small $M$. On the other hand, for large $M$, the state preparation error becomes as relevant as the dephasing, and the uncertainty $\delta\omega_C$ for the client side decreases logarithmically with $M$. This is the nontrivial result in our paper because the uncertainty decreases with the square root of $M$ in the standard quantum metrology with the perfect state preparation. Moreover, we calculate the uncertainty of the qubit frequency $\delta\omega_E$ for the Eve, and compare this with $\delta\omega_C$. Our results lead us to obtain the conditions for the asymmetric gain $\delta\omega_C/\delta\omega_E < 1$ to be maintained even under the effect of dephasing, which is an important step for the realization of the quantum remote sensing with solid state systems. The results to obtain this condition are shown in Table II and III.
interaction time with the target fields. We consider a case where the readout and initialization is much faster or slower than
$\epsilon$ Client (Eve), we perform the optimization to minimize $\delta \omega$. Here, $\delta \omega$ shows an upper (lower) bound of the uncertainty of the
previous notation as that used in the Table II.

| $t_{\text{opt}}$ | $\delta \omega^{(U)}/\delta \omega^{(L)}$ |
|------------------|----------------------------------|
| Slow             | $1 + W (8(M - 1) \epsilon (1 - \epsilon) e^{-2})/2$ (white) $4\epsilon (1 - \epsilon) \times (e^{2p(t_{\text{opt}})})^{1/2}$ |
|                  | $\sqrt{1 + W (4(M - 1) \epsilon (1 - \epsilon) e^{-1})/2}$ (low) $+4(M - 1) \epsilon (1 - \epsilon)$ |
| Fast             | Numerical calculation (shown in Figs. 6 and 10) |

TABLE II. Summary of our results. The optimized interaction time
$t_{\text{opt}}$ is shown in Table II.

TABLE III. Summary of our results. The optimized interaction time $t_{\text{optR}}$ and a ratio of the uncertainty $\delta \omega^{(U)}/\delta \omega^{(L)}$ where we perform the optimization to minimize $\delta \omega$. Here, $\delta \omega^{(U)}$ ($\delta \omega^{(L)}$) shows an upper (lower) bound of the uncertainty of the
Client (Eve), $\epsilon$ shows a state preparation error, $M$ denotes the repetition number, $g(t)$ denotes a dephasing effect coming from
either white or low frequency noise. We consider a case where the readout and initialization is much faster or slower than the
interaction time with the target fields.

$\begin{array}{ll}
\hline 
\text{Fast} & \text{Do not exist} \\
\text{Slow} & W(\sqrt{2N\epsilon(1 - \epsilon)}) (\text{white}) \\
\sqrt{3W}(3/3(N\epsilon(1 - \epsilon)^{2/3})/2 (\text{low}) \\
\hline
\end{array}$

\begin{align}
\delta \omega^{(U)}/\delta \omega^{(L)} & = 4\epsilon (1 - \epsilon) \times (e^{2p(t_{\text{optR}})}) \\
& +4(M - 1) \epsilon (1 - \epsilon) \times (e^{2p(t_{\text{optR}})})^{1/2}
\end{align}
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Appendix A: Standard quantum metrology

We review the standard quantum metrology implemented under ideal conditions. The Hamiltonian is given as,

$$H_0 = \frac{\hbar \omega}{2} \sigma_z,$$

where the frequency of qubit $\omega$ has a linear relationship with the amplitude of the target field $B$ that we want to
know, and we will assume $\omega t \ll 1$ for the weak target field $B$. The steps of the standard quantum metrology are as follows:

1. An initial state $|+\rangle$ is prepared.
2. The state $|+\rangle$ is evolved with the Hamiltonian in Eq. (A1) for an interaction time $t$.
3. The $\sigma_y$ measurement is performed for the final state.
4. Repeat the steps 1 - 3, $M$ times.

In the step 2, the state of the qubit acquires a relative phase due to the interaction between the qubit and the
target magnetic field. By performing the $\sigma_y$ measurement in the step 3, the relative phase acquired by the
target field is measured. In the actual experiment, the $\sigma_y$ measurement in the step 3 produces the outcome
$m (= 1 \text{ or } 0)$ where $m = 1 (0)$ corresponds to the eigenvalue $+1 (-1)$ for $\sigma_y$. The $\sigma_y$ measurement is repeated
$M$ times and the average value $S_M$ is defined as

$$S_M = \frac{\sum_{j=1}^{M} m_j}{M},$$

where $m_j$ denotes the outcome of the $j$-th $\sigma_y$ measurement.

We can calculate the probability $P$ of the outcome $m = 1$ for the $\sigma_y$ measurement as follows,

$$P = \text{Tr} \left[ \mathcal{P}_y e^{-iH_0 t/\hbar} |+\rangle \langle +| e^{iH_0 t/\hbar} \right]$$

$$= (1 + \sin \omega t)/2$$

$$\simeq (1 + \omega t)/2$$

where $\mathcal{P}_y = (1 + \sigma_y)/2$ denotes the projection operator for the $\sigma_y$ measurement, and we use the approximation of $\omega t \ll 1$ in the last line. By replacing the probability $P$ in Eq. (A5) with the average value $S_M$, the frequency $\omega$ can be estimated as,

$$\omega^{(\text{est})}_M = (2S_M - 1)/t.$$
root mean squared error,
\[ \delta \omega \equiv \sqrt{\langle (\omega_M^{(\text{est})} - \omega)^2 \rangle} \] (A7)
\[ = \frac{2}{T} \sqrt{\langle (S_M - P)^2 \rangle}, \] (A8)
where we substitute the estimation \( \omega_M^{(\text{est})} \) of Eq. (A6) and the frequency \( \omega \) of Eq. (A5) for the uncertainty \( \delta \omega \). Since the relation between the variance of the average value \( S_M \) and the variance \( \delta^2 P \) of the random variable \( m \) is given as follows,
\[ M \langle (S_M - P)^2 \rangle = \delta^2 P, \] (A9)
where \( \delta^2 P = P(1 - P) \approx 1/4 \) under the assumption of \( \omega t \ll 1 \), we obtain the uncertainty \( \delta \omega \) of the estimation,
\[ \delta \omega \approx \frac{1}{t} \frac{1}{\sqrt{M}}. \] (A10)

While we have considered a quantum sensing without dephasing, we will explain the case with dephasing below. By replacing the probability \( P \) in Eq. (A5) with the new probability \( P \) including the effect of dephasing as follows,
\[ P \approx (1 + e^{-g(t)} \omega t)/2, \] (A11)
we obtain the uncertainty with dephasing as
\[ \delta \omega \approx \frac{e^{g(t)}}{t \sqrt{M}}, \] (A12)
where the factor \( e^{g(t)} \) expresses the loss of quantum coherence for the qubit, and \( g(t) \) is a linear or quadratic function of the interaction time \( t \) as defined in Eq. (10). By calculating \( \frac{d}{dt} (\delta \omega) = 0 \), the optimized time \( t_{opt} \) to minimize the uncertainty of Eq. (A12) is given as follows,
\[ t_{opt}/T_2 = \begin{cases} 1 & \text{white noise}, \\ \frac{1}{\sqrt{2}} & \text{low frequency noise}, \end{cases} \] (A13)
where \( T_2 \) denotes the decoherence time. By using the optimized time \( t_{opt} \), the uncertainty can be obtained as,
\[ \delta \omega = \begin{cases} \frac{e}{T_2 \sqrt{M}} & \text{white noise}, \\ \frac{2e}{T_2 \sqrt{M}} & \text{low frequency noise}. \end{cases} \] (A14)

When the time of the initialization and the readout of the qubit are much shorter than the interaction time \( t \), the repetition number \( M \) is written in terms of the total time \( T \) of experiment and the interaction time \( t \),
\[ M = \frac{T}{t}. \] (A15)

In this case, the optimized time \( t_{opt} \) is calculated as
\[ t_{opt}/T_2 = \begin{cases} \frac{1}{2} & \text{white noise}, \\ \frac{1}{2} & \text{low frequency noise}. \end{cases} \] (A16)

By using these optimized time \( t_{opt} \), the uncertainty is obtained as follows,
\[ \delta \omega = \begin{cases} \sqrt{\frac{2e}{T_2 T}} & \text{white noise}, \\ 2\sqrt{\frac{e}{T_2 T}} & \text{low frequency noise}. \end{cases} \] (A17)

The results of Eqs. (A11) - (A17) are known as the results of standard quantum metrology under the effect of dephasing.

Appendix B: Random-sampling test

We review the concept of the random-sampling test. A key point is to measure two stabilizer operators \( \sigma_x \otimes \sigma_x \) and \( \sigma_z \otimes \sigma_z \), which gives us a lower bound on the fidelity. If a measured state is the ideal Bell state \( |\Phi^+\rangle \), the outcomes of these two stabilizer measurements are always +1, which means that the measurements on the first and the second qubits return the same outcomes.

First, the server prepares an 8-qubit state \( \rho_S \), where \( k = [75 \ln (2/\delta)/[8(\epsilon - 3\Delta)^2]] \). Without loss of generality, we consider that \( \rho_S \) consists of 4k registers, and each register stores two qubits. Although the state \( \rho_S \) of 4k registers is \( |\Phi^+\rangle^\otimes 4k \) in the ideal case, it is arbitrary 8k-qubit state when the quantum channel is noisy. Second, the server sends the client one half of each register one by one. Then the client chooses 2k registers among 4k registers independently and uniformly at random. For the first \( k \) registers, the client and the server measure their own half in the \( \sigma_z \) basis, respectively. The client counts the number \( N_{\text{fail}} \) of registers where the client’s outcome is different from the server’s one. If \( N_{\text{fail}} \leq 2k\Delta \), where a value of \( \Delta \) can be decided by the client, the random-sampling test succeeds. Finally, the client selects a single register from the remaining 2k registers. The quantum state \( \rho_{\text{rgt}} \) of the selected register satisfies
\[ \langle \Phi^+ | \rho_{\text{rgt}} | \Phi^+ \rangle \geq 1 - \epsilon + 3\Delta - \frac{3N_{\text{fail}}}{2k} \] (B1)
with probability at least \( 1 - \delta \). Therefore, if the random-sampling test succeeds, i.e., \( N_{\text{fail}} \leq 2k\Delta \), we obtain \( \rho_{\text{rgt}} \) satisfying Eq. (11).

Appendix C: The uncertainty of the estimation

The goal of this appendix is to derive the expression of the uncertainty \( \delta \omega_\text{C} \) (Eq. (C14) (Eq. (C20)). In
our protocol, the standard quantum metrology explained as Appendix A is implemented with the state preparation error and under the effect of dephasing. So, in this case, the initial state $|+\rangle$ in the step 1 of Appendix A is replaced by $\rho(0) = \frac{1}{2} + \sum_{i=x,y,z} \frac{\alpha_i}{2} \sigma_i$ with the fidelity in Eq. (12). Also, the evolution of the state in the step 2 of Appendix A is described by the Hamiltonian $H(t)$ including the effect of dephasing in Eq. (1).

Let us start by explaining how to calculate the uncertainty if we know the precise form of the initial state. Based on the average value $S_M$ and the probability $P$ of the outcome $m = 1$ for the $\sigma_y$ measurement in Eq. (15), the qubit frequency $\omega$ can be estimated as follows,

$$\omega^{(\text{est})}_M = \frac{S_M - x(t)}{ty(t)},$$  \hspace{1cm} (C1)

where $\omega^{(\text{est})}_M$ denotes the estimation of the qubit frequency $\omega$ from the average value $S_M$. The uncertainty $\delta \omega$ of the estimation is defined as the root mean squared error,

$$\delta \omega = \sqrt{\frac{(\omega^{(\text{est})}_M - \omega)^2}{P}} = \frac{1}{ty(t)} \sqrt{\frac{(S_M - P)^2}{P}},$$  \hspace{1cm} (C2)

where we substitute the estimation $\omega^{(\text{est})}_M$ of Eq. (C1) and the qubit frequency $\omega$ of Eq. (15) for the uncertainty $\delta \omega$. Since the relation between the variance $\delta^2 P$ of the random variable $M$ and the variance of the average value $S_M$ is given as follows,

$$\delta^2 P = M \langle (S_M - P)^2 \rangle,$$  \hspace{1cm} (C4)

where $\delta^2 P = P(1-P)$, we obtain the uncertainty $\delta \omega$ of the estimation,

$$\delta \omega = \frac{1}{ty(t)} \sqrt{\frac{P(1-P)}{M}},$$  \hspace{1cm} (C5)

$$\simeq \frac{1}{ty(t)} \sqrt{\frac{x(t)(1-x(t))}{M}},$$  \hspace{1cm} (C6)

where we neglect the term of $\omega t$ due to the assumption of $\omega t \ll 1$.

Next, let us explain how to derive the uncertainty $\delta \omega_E$ for the client side. The client does not know the precise form of the initial state. However, the client still can assume that the initial state is very close to the ideal state $|+\rangle$ due to the high fidelity guaranteed by the random-sampling test. So we consider a case that the client tries to estimate the qubit frequency $\omega$ based on the assumption that the initial state is $|+\rangle$. Of course, in this case, due to the slight deviation of the initial state from $|+\rangle$, there will be systematic errors that cannot be removed just by increasing the repetition number $M$. By setting $r_x \to 1$ and $r_y \to 0$ for Eq. (15), the probability $P_C$ in the client side for the $\sigma_y$ measurement is given as follows,

$$P_C = P|_{r_x \to 1, r_y \to 0} = x_C + y_C(t)\omega t,$$  \hspace{1cm} (C7)

where

$$x_C = \frac{1}{2}, \hspace{0.5cm} y_C(t) = \frac{e^{-\sigma(t)}}{2}.$$  \hspace{1cm} (C9)

By using the average value $S_M$ and the probability $P_C$, the qubit frequency is estimated as

$$\omega^{(\text{est})}_C, M = \frac{S_M - x_C}{ty_C(t)}.$$  \hspace{1cm} (C10)

Similarly to the above, the uncertainty of the client is defined as the root mean squared error,

$$\delta \omega_C = \sqrt{\langle (\omega^{(\text{est})}_C, M - \omega)^2 \rangle} = \frac{1}{t} \sqrt{\frac{\langle (S_M - P)^2 \rangle}{y_C(t)^2} + \left( \frac{P - x_C}{y_C(t)} - \frac{P - x(t)}{y(t)} \right)^2},$$  \hspace{1cm} (C11)

$$\simeq \frac{1}{ty_C(t)} \sqrt{\frac{x(t)(1-x(t))}{M} + (x(t) - x_C)^2},$$  \hspace{1cm} (C12)

where we substitute $\omega$ described by the Eq. (15) in the first line, and use $(S_M) = P$ in the second line. Also, by using Eq. (C4) and dropping the term $\omega t$ in the third line, the uncertainty $\delta \omega_C$ of the client is obtained as Eq. (C14), which is used in the calculation of Eq. (18).

Here, we derive the expression of the uncertainty $\delta \omega_E$ of Eve. We assume that Eve knows the precise initial state $\rho_E(0) = \frac{1}{2} + \sum_{i=x,y,z} \frac{\alpha_i}{2} \sigma_i$ constrained by the fidelity of Eq. (20). And Eve can remove the effect of the dephasing. The probability $P_E$ of Eve for the $\sigma_y$ measurement is calculated as follows,

$$P_E = \text{Tr} \left[ e^{-iH_0 t/\hbar} \rho_E(0) e^{iH_0 t/\hbar} \frac{1 + \sigma_y}{2} \right]$$  \hspace{1cm} (C15)

$$\simeq x_E + y_E \omega t,$$  \hspace{1cm} (C16)

where we use $\omega t \ll 1$ in the second line. $x_E$ and $y_E$ are defined as,

$$x_E = \frac{1 + R_x}{2}, \hspace{0.5cm} y_E = \frac{R_x}{2}.$$  \hspace{1cm} (C17)

By using the probability $P_E$ and the average value $S_M$, the qubit frequency $\omega$ of Eve can be estimated as

$$\omega^{(\text{est})}_E, M = \frac{S_M - x_E}{ty_E},$$  \hspace{1cm} (C18)

By repeating the calculation from Eq. (C2) to Eq. (C6), we obtain the uncertainty $\delta \omega_E$ of Eve as follows,

$$\delta \omega_E = \sqrt{\langle (\omega^{(\text{est})}_E, M - \omega)^2 \rangle} \simeq \frac{1}{ty_E} \sqrt{\frac{x_E(1-x_E)}{M}},$$  \hspace{1cm} (C19)

where we use the probability $P_E$ in Eq. (C16) for $\omega$. The uncertainty $\delta \omega_E$ of Eve in Eq. (23) is evaluated based on the expression of Eq. (C20).
Appendix D: Contour plots of the uncertainty

In this Appendix, we show the contour plots of the uncertainty $\delta\omega_C^{(U)}$ in terms of the interaction time $t$ and the repetition number $M$ (or $N$) to investigate the effect of the deviation from the optimized time $t_{opt}$ on the uncertainty.

1. Slow initialization and readout

By using Eq. (19), in Fig. 12 we show the contour plot of the uncertainty $\delta\omega_C^{(U)}$ with $\epsilon = 0.001$ for (a) the white noise in the range of $M \in (1,10000)$ and $t/T_2 \in (0.9,2.0)$, and for (b) the low frequency noise in the range of $M \in (1,10000)$ and $t/T_2 \in (0.7,1.3)$. The Fig. 12 shows that, as we increase the repetition number $M$, the optimized time $t_{opt}$ gradually increases for both white noise and low frequency noise. Small fluctuations of the interaction time don’t change the uncertainty $\delta\omega_C^{(U)}$ significantly. This means that a precise timing control is not important for our protocol.

In Fig. 13 by the use of Eq. (36), we show the contour plots of the uncertainty for (a) the white noise in the range of $N \in (1,10000)$ and $t/T_2 \in (0.5,2.0)$ and for (b) the low frequency noise in the range of $N \in (1,10000)$ and $t/T_2 \in (0.6,1.4)$ with $\epsilon = 0.0001$. The optimized time $t_{opt}$ increases against $N$ both in the white noise and the low frequency noise. Similarly to subsection (D1), $\delta\omega_C^{(U)}$ becomes less sensitive to the small change of the interaction time $t$.

Also, since the interaction time $t$ can be optimized for the ratio $\delta\omega_C^{(U)}/\delta\omega_E^{(L)}$ in the case of the fast initialization and readout of Eq. (27), we discuss the dependence of the ratio on $N$ and the interaction time $t$. In the left side of Fig. 14, we show the contour plot of the ratio $\delta\omega_C^{(U)}/\delta\omega_E^{(L)}$ of Eq. (47) for the white noise with $\epsilon = 0.0001$ in the range of $N \in (1,10000)$ and $t/T_2 \in (0.2,2.0)$. Similarly, in the right side of Fig. 14, we numerically calculate the ratio $\delta\omega_C^{(U)}/\delta\omega_E^{(L)}$ of Eq. (47) for the low frequency noise with $\epsilon = 0.0001$ in the range of $N \in (1,10000)$ and $t/T_2 \in (0.2,1.4)$. The ratio $\delta\omega_C^{(U)}/\delta\omega_E^{(L)}$ similar to the uncertainty $\delta\omega_C^{(U)}$ doesn’t change significantly for the small deviation from the optimized time $t_{opt}$.
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