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Abstract

Numerous applications all the way from biology and physics to economics depend on the density of first crossings over a boundary. Motivated by the lack of general purpose analytical tools for computing first-passage time densities (FPTDs) for complex problems, we propose a new simple method based on the independent interval approximation (IIA). We generalise previous formulations of the IIA to include arbitrary initial conditions as well as to deal with discrete time and non-smooth continuous time processes. We derive a closed form expression for the FPTD in z and Laplace-space to a boundary in one dimension. Two classes of problems are analysed in detail: discrete time symmetric random walks (Markovian) and continuous time Gaussian stationary processes (Markovian and non-Markovian). Our results are in good agreement with Langevin dynamics simulations.

1. Introduction

When the electric potential between the interior and exterior of a neurone exceed a certain threshold, the neurone fires. After firing, the interior potential is abruptly reset to its rest value and the process starts over. How often it starts over depends on external stimuli (e.g. light and touch) and firing frequencies of neighbouring neurones. To better understand neurone firing, and ultimately how neurones work, researchers in the field [1, 2] use stochastic models to calculate how long it takes for the interior potential to pass the firing threshold for the first time.

Neurone dynamics is not the only case where first-passage problems arise. Such problems frequently occur in physics, chemistry, biology, ecology and economics [3, 4] and is one of the reasons why first-passage problems are so heavily studied. But despite enormous interest there are surprisingly few cases where we know the probability density of first-passage times analytically.

Most analytical results are for Markov processes that mainly comes from two approaches. In the first approach, the so-called method of images, one solves the Fokker–Planck equation with absorbing boundaries [5, 6]. Even though conceptually simple, it is limited to symmetric problems such as when the absorbing boundary is at the bottom of a symmetric potential well. The second approach is renewal theory [5, 7]. It works for non-symmetric problems but often leads to expressions in Laplace-space that cannot be inverted analytically. Even though useful, both these approaches are in practice limited to simple problems. In fact, neither of them can provide the first-passage time density (FPTD) for a Brownian particle in a harmonic potential for a general boundary and starting point. Thus, in order to address more complex first-passage problems we need better analytical methods.

Another class of useful methods have been developed to solve persistence problems. In the first approach, the so-called method of images, one solves the Fokker–Planck equation with absorbing boundaries [5, 6]. Even though conceptually simple, it is limited to symmetric problems such as when the absorbing boundary is at the bottom of a symmetric potential well. The second approach is renewal theory [5, 7]. It works for non-symmetric problems but often leads to expressions in Laplace-space that cannot be inverted analytically. Even though useful, both these approaches are in practice limited to simple problems. In fact, neither of them can provide the first-passage time density (FPTD) for a Brownian particle in a harmonic potential for a general boundary and starting point. Thus, in order to address more complex first-passage problems we need better analytical methods.

Another class of useful methods have been developed to solve persistence problems. In persistence problems one wishes to know the probability $S(t)$ that a stochastic variable remains below or above a boundary from the start up to some time point $t$. The FPTD $\rho(t)$ is simply related to the persistence according to $\rho(t) = -\frac{dS(t)}{dt}$. To calculate the persistence, methods that involve the probability for all trajectories with an
even number of boundary crossings has been used [8–11]. But apart from a few special cases, these crossing probabilities cannot be calculated exactly and one needs approximations. One approximation scheme that gained interest is the independent interval approximation (IIA) [12–14], which assumes that the length of time intervals between consecutive boundary crossings is independent. However, in its present formulation the IIA assumes that the processes has a well defined continuous velocity which means that it cannot deal with non-smooth processes, such as discrete time processes or Brownian motion. Furthermore, in previous studies using the IIA, the initial condition was drawn from the equilibrium distribution. To apply IIA to a wider class of systems, these shortcoming must be remedied.

In this paper we generalise the IIA to discrete time series and non-smooth processes with arbitrary initial conditions. Starting with the discrete time case, we find a simple expression for the probability density of first-passage times to a boundary in z-transform space. We then generalise our equations to the continuous time case and obtain a similar expression but now in Laplace transform space. The expressions are based on return probability densities to the boundary and the probability that the stochastic variable is above the boundary at some time. To show the applicability of our results we study the discrete time symmetric random walk and non-smooth continuous time Gaussian stationary processes (GSP), both Markov and non-Markov systems.

2. Methods

In this section we outline the IIA framework and derive an expression for the FPTD for continuous and discrete processes \( x(t) \) in one dimension. We denote the FPTD by \( \rho_B(t|x_0) \), where \( t \) is time, \( x_0 = x(t = 0) \) is the starting point and \( x = B \) is the location of the absorbing boundary. In discrete time we let \( n \) be the number of time steps and \( t = n\Delta t \), where \( \Delta t \) is the time increment. We develop the IIA framework for discrete processes and then show how to generalise it to continuous processes.

The IIA equations herein relates three core quantities: the FPTD \( \rho_B(t|x_0) \), the probability \( \omega_<(n) \) that \( x(n) \) is above \( B \) at the \( n \)th step time given that \( x_0 < B \), and the return probability density that \( x(n) \) returns to \( B \) after a \( B \)-crossing either from above, \( \overline{\psi}_+(n) \), or from below, \( \overline{\psi}_-(n) \), after \( n \) steps. The quantities \( \omega_<(n) \) and \( \overline{\psi}_\pm(n) \) are inputs to our framework which one needs to calculate on case by case basis. The probability \( \omega_<(n) \) is in general simple to calculate. We find it by integrating the probability density function \( P(x, n|x_0) \) of \( x(n) \):

\[
\omega_<(n) = \int_B^\infty P(x, n|x_0)dx.
\]

The averaged return probability densities \( \overline{\psi}_\pm(n) \) on the other hand are more complicated and needs to be discussed further (averaging procedure detailed below).

2.1. IIA for discrete time processes

To better understand \( \overline{\psi}_\pm(n) \), consider a discrete time process that pass through \( B \) repeatedly (see figure 1, top). The number of steps that \( x(n) \) remains below \( B \) is denoted by \( T_1, T_2, \ldots \), and above \( B \) by \( T_3, T_4, \ldots \). The time to the first-passage, \( T_1 \), is special because it depends on \( x_0 \). The density of \( T_1 \) is simply \( \rho_B(T_1|x_0) \). After the first \( B \) crossing \( T_1 \), \( x(T_1) \) ends up at some distance \( \Delta_1 \geq 0 \) above \( B \), rarely precisely on \( B \) (i.e. \( \Delta_1 = 0 \)). To calculate the distribution of \( T_2 \), we must consider the trajectory from \( B + \Delta_1 \) back across \( B \). We denote the distribution of \( T_2 \) by \( \psi_+(T_2, \Delta_1) \) where we assume that the length of \( T_2 \) is independent on \( T_1 \). This is the core assumption of the IIA and is true for Markov processes. At \( T_2 \), the process crossed \( B \) from above and is below \( B \) by \( \Delta_2 \). To find the number of steps until the next crossing, \( T_3 \), we must consider the trajectory from \( B - \Delta_2 \) back across \( B \). The distribution of \( T_3 \) is \( \psi_+(T_3, \Delta_3) \). Repeating this pattern we find \( \psi_+(T_{2l}, \Delta_{2l-1}) \) \( (l = 1, 2, \ldots) \) for trajectories above \( B \) and \( \psi_-(T_{2l+1}, \Delta_{2l}) \) below \( B \), where the \( \Delta \)'s are random numbers drawn from the overshoot distributions \( \lambda_+(\Delta) \) (see figure 1, bottom). If the mean \( \langle \Delta \rangle \) is small with respect to \( B - x_0 \), overshooting the boundary by \( \langle \Delta \rangle \) will not significantly change our final results for \( \rho_B(n|x_0) \). We may therefore average \( \overline{\psi}_\pm(n, \Delta) \) with respect to \( \lambda_+(\Delta) \):

\[
\overline{\psi}_\pm(n) = \int_0^\infty \overline{\psi}_\pm(n, \Delta) \lambda_+(\Delta)d\Delta.
\]

In appendix B we show simulation results for the overshoot distribution for the discrete Brownian walk which is well described by \( \lambda(\Delta) = \sqrt{\pi/2} \text{erfc}(\Delta/\sqrt{2}) \).

Working with the averaged return probability densities \( \overline{\psi}_\pm(n) \) instead of \( \psi_\pm(n, \Delta) \) implies that we ignore fluctuations in \( \langle \Delta \rangle \) and approximate the original process \( x(n) \) by a clipped process. The dynamics of the clipped process is: when \( x(n) \) crosses \( B \), draw \( \Delta \) from \( \lambda_+(\Delta) \), make a jump to \( B \pm \Delta \), and continue (see figure 1, bottom). The clipped process is obviously different from the true \( x(n) \) but simpler to handle analytically. But the difference is small.

We show in appendix B for the discrete time Brownian walk that \( \omega_<(n) \) for the clipped
process is practically indistinguishable from the true one. Below we formulate the IIA equations based on the clipped process.

We may calculate \( w > N \) in terms of the number of \( B \)-crossings. Our derivation below is the discrete time version of the continuous time case in \([8, 13]\). Note, however, that in \([8, 13]\) the quantity \( r \) does not appear, as thermal equilibrium is assumed initially. Let \( p_k(N) \) be the probability for a trajectory starting at \( x_0 \) and ends up above \( B \) at time \( t_N \) after \( k \) crossings.

\[
\omega_>(N) = \sum_{k=1}^{\infty} p_{2k-1}(N). \tag{3}
\]

To calculate \( p_1(N) \), assume that the first up-cross occurred at \( n_1 < N \) and that there is no down-cross between \( n_1 \) and \( N \). Since \( n_1 \) can be anywhere from 0 to \( N \), this gives

\[
p_1(N) = \sum_{n_1=0}^{N} \rho_B(n_1|x_0) Q_>(N - n_1), \tag{4}
\]

where the probability of not crossing is

\[
Q_>(n) = 1 - \sum_{n' = 0}^{n} \psi_<(n'). \tag{5}
\]

To find \( p_3(N) \), assume that the first up-cross occurred at \( n_1 < N \), the first down-cross occurred at \( n_2 \) between \( n_1 \) and \( N \), that the second up-cross happened at \( n_3 \) between \( n_2 \) and \( N \), and no down-cross between \( n_3 \) and \( N \). This gives

\[
p_3(N) = \sum_{n_1=0}^{N} \rho_B(n_1|x_0) \sum_{n_2=n_1}^{N} \psi_<(n_2 - n_1) \sum_{n_3=n_2}^{N} \psi_>(n_3 - n_2) Q_>(N - n_3). \tag{6}
\]

Continuing this for \( p_3(N), p_5(N), \ldots \) leads to

\[
p_{2k-1}(N) = \sum_{n_k=0}^{N} \rho_B(n_k|x_0) \sum_{n_{k-1}=n_k}^{N} \psi_<(n_{k-1} - n_k) \sum_{n_{k-2}=n_{k-1}}^{N} \psi_>(n_{k-2} - n_{k-1}) \cdots \sum_{n_2=n_1}^{N} \psi_>(n_3 - n_2) Q_>(N - n_2). \tag{7}
\]
Summing over all odd number of \(B\)-crossings we get \(\omega_+(N)\) (see equation (3)). To solve equation (3) for \(\rho_B(n|x_0)\) we take the \(z\)-transform \((f(z) = \sum_{n=0}^\infty f(n)z^{-n}, z > 1)\) which turns the convolutions in equation (7) into products. After summing the resulting geometric series we obtain
\[
\rho_B(z|x_0) = \frac{z}{z - 1} \omega_+(z) g(z), \quad \text{where } g(z) = \frac{1 - \psi_+(z) \psi_-(z)}{1 - \psi_+(z)}.
\]
(8)

This equation relates the FPTD to the probability \(\omega_+(z)\) of being above the boundary, and to the return probability densities \(\psi_+(z)\) and \(\psi_-(z)\). This constitutes one of our main results in this paper.

2.2. IIA for continuous time processes

In order to obtain the continuous time version of equation (8) we proceed as follows. When \(B\) is reached from below, the trajectory makes a jump to \(B + \epsilon\), where \(\epsilon\) is a small constant. As \(\epsilon \to 0\) we approach the continuous time case. The overshoot distributions \(\lambda_n(\Delta)\) for this cases is a Dirac delta function, which leads to
\[
\psi_N(t) = \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} \psi_+(t, \Delta) \delta(\Delta - (B + \epsilon)) d\Delta.
\]
(9)

In appendix B we show explicitly how \(\omega_+(t)\) for the clipped Ornstein–Uhlenbeck process (OUP) converge to the real one as \(\epsilon \to 0\). To derive the IIA equations in the continuous time case, we proceed in the same way as for the discrete time case using \(p_d(t)\), but with sums in equation (7) changed to integrals \((\sum_n \to \int_M dr)\) as we let \(\Delta t \to 0\) and \(n \to \infty\), while maintaining \(t = n\Delta t\) constant. If we take the Laplace transform \((f(s) = \int_0^\infty f(t)e^{-st}dt)\) of the sum over \(p_{\pm k}(t)\) (see equation (3)) we obtain a similar geometric series as before that leads to
\[
\rho_B(s|x_0) = s\omega_+(s) g(s), \quad \text{where } g(s) = \frac{1 - \psi_+(s) \psi_-(s)}{1 - \psi_+(s)}.
\]
(10)

After thermally averaging over the initial position \(x_0\) this result is equal to the one obtained in [8, 13] where also expressions for the return densities can be found. However, in contrast to the results here, the derivations in [8, 13] assume smooth processes.

3. Results

In this section we apply our main results (equations (8) and (10)) to (A) discrete time symmetric random walks and (B) non-smooth continuous time GSPs, a Markovian case and a non-Markovian case. We also show that our equations lead to Kramers escape (appendix C), and that they are consistent with the method of images (appendix D) in continuous time. To test the validity of our results we compare them to Langevin dynamics simulations (see appendix A for simulation details).

3.1. Discrete time symmetric random walks

A prominent example of a discrete time process is the Markovian symmetric random walk that evolves via
\[
x(n) = x(n - 1) + \eta(n)
\]
(11)
for \(n \geq 1\) with the fixed initial condition \(x_0 = x(n = 0)\). The jump length \(\eta\) is an independent and identically distributed random variable drawn from a symmetric distribution \(\phi(\eta)\) of mean zero. This distribution could for example be Gaussian, Lévy, exponential or uniform.

The FPTD for the symmetric random walk is however not known for general \(B\) and \(x_0\) except in terms of a double Laplace transform, the so-called Pollaczeck–Spitzer formula, that no one thus far have been able to invert analytically [9]. The one exact result that exists is the universal Sparre–Andersen theorem [15] which applies to all symmetric and continuous jump distributions \(\phi(\eta)\). It says that the persistence to stay above (or below) the boundary when \(B = x_0\) is
\[
Q(n) = \left(\frac{2n}{n}\right) 2^{-2n}.
\]
(12)
Here we use \(Q(n)\) and the IIA formalism to put forward a simple summation formula for the FPTD for general \(B\) and \(x_0\). However, we first need to find the return probability densities \(\psi_+(n)\).

3.1.1. Analytical predictions

In this problem the process \(x(n)\) behaves in the same way on both sides of the boundary, which means that the return probability densities on either side of \(B\) are equal, \(\psi_+(n) = \psi_-(n)\). We approximate \(\psi(n)\) with the discrete derivative of \(Q(n)\) (see equation (5)), that is \(\psi(n) \approx -[Q(n) - Q(n - 1)] \Theta(n - 1)\). Here \(\Theta(n)\) is the unit
Note that for non-Markovian systems, to generalise this expression to the asymmetric case is the so-called persistence exponent that in general is non-trivial to calculate. Since the process and using that is symmetric around that is comparable to , we have . After inversion we get the random walk result: , and therefore depend on . Equation (14) is a generalisation, albeit approximative, of the Sparre–Andersen theorem to general boundary and initial conditions.

3.1.2. Simulations and numerical results
In figure 2 we compare equation (14) to simulations when . Overall we find good correspondence, especially as increases. But as it decreases, we start to see deviations for small times, e.g for . The reason is that the overshooting start to play a role and the derivative of the persistence is no longer a good approximation to . From simulations we find that the average overshooting length is that is comparable to .

3.2. Non-smooth continuous time GSP
3.2.1. Analytical predictions
A zero mean GSP is completely characterised by its correlator . If it decays exponentially for large it follows that the probability that does not change sign during a time interval of length is asymptotically equal to [8, 9, 14]

\[ Q(t) \approx e^{-rt}, \tag{15} \]

where the rate is the so-called persistence exponent that in general is non-trivial to calculate. Since the process is symmetric around , we have for (Markov processes they are identical). Denoting them by and using that (because ), we obtain

\[ \overline{\psi}(t) \approx re^{-rt}. \tag{16} \]

To generalise this expression to the asymmetric case , we follow [8, 16] and introduce crossing rates from above and below . For general , we follow [8, 16] and therefore

\[ \overline{\psi}_{\pm}(t) \approx r_{\pm} \exp\left(-r_{\pm}t\right). \tag{17} \]

Note that for non-Markovian systems, will in principle remember all crossings and therefore depend on . However, since we work in the asymptotic limit (see equation (15)) we neglect this contribution.

With at hand, we may calculate the FPTD for a general GSP from equation (10). First we use that in Laplace space. Second we put in (see equation (10)) so that 

\[ g(s) \approx 1 + r_{+}/(r_{-} + s). \] After inversion we find the expression

\[ \rho_{\pm}(n|x_0) = \omega_{\pm}(n) + \sum_{k=1}^{n-1} \omega_{\pm}(n-k) \left[ \overline{\psi}(k) - \overline{\psi}(k-1) - \delta_{k1} \right]. \tag{14} \]

If the jump length distribution is Gaussian then 

\[ \omega_{\pm}(n) \approx \text{erfc} \left( \frac{B - x_0}{\sqrt{2n}} \right) / 2. \] For long times we expect that . Indeed, expanding equation (13) for large we get the random walk result: 

\[ \rho_{\pm}(n|x_0) \sim n^{-3/2}. \] Equation (14) is a generalisation, albeit approximative, of the Sparre–Andersen theorem to general boundary and initial conditions.

\[ Q(t) \approx 1 + e^{-t}. \] Since . From we neglect this contribution.
To determine the crossing rates $r_x$, we proceed as follows. First we get $r_c$ from the normalisation condition

$$\int_{-\infty}^{\infty} \rho_B(t|x_0) \, dt = 1,$$

or $\rho_B(s \to x_0) = 1$. Second we use that $g(s \to 0) = 1 + r_c/r_e$ and

$$\lim_{s \to 0} s\omega_x(s) = \omega_x(t \to \infty)$$

in equation (10), which together with equation (19) leads to

$$r_e = r_c \left( \frac{2}{\text{erfc}(B/\sqrt{2})} - 1 \right),$$

valid for $\mu(t \to \infty) = 0$ and $\sigma^2(t \to \infty) = 1$.

To close the system we need one of the crossing rates $r_x$. However, they cannot be calculated from our IIA equations directly and must be acquired from either experiments, simulations or other analytical means. In this paper, we will assume that $B$ and $x_0$ are not too close to each other which means that we may estimate $r_e$ as the reciprocal of the mean-first passage time $\tau$ to $B$ from $x_0 = 0$

$$r_e = \frac{1}{\tau}.$$

This can be understood as follows. When $B$ is far away from the potential minimum $x = 0$, up-crossing events are rare. When they are rare, the distribution of times between up-crossing events is approximately the same as the FPTD. Because the equilibration time of the process is much shorter than $\tau$, the FPDT is asymptotically equal to Kramers expression $\rho_B(t|0) \simeq \tau^{-1} e^{-t/\tau}$ [17] with equilibrated $x_0$. This implies that $\overline{\omega_x}(t) \simeq \rho_B(t|0)$ with $r_e = 1/\tau$ for long times.

In the subsequent section we apply equations (18)–(21) to (i) the Markovian OUP and (ii) a non-Markovian case of two coupled Ornstein–Uhlenbeck systems. But before we move on to specific examples, we clarify some of our method’s limitations.

We assume that $\overline{\omega_x}(t)$ decays exponentially as $t \to \infty$, which means that equation (18) is less accurate when $B$ and $x_0$ are too close. If the potential $V(x)$ is not a single exponential, we could in principle take it into account sub-leading terms $\overline{\omega_x}(t) = r_c e^{-t/\tau} [1 + a_{1e} e^{-x_0-x_0} + a_{2e} e^{-x_0-x_0} + \ldots]$. However, this would introduce new parameters as well as conditions for when to truncate the sum. Using the asymptotic behaviour of $\overline{\omega_x}(t)$ makes our approach free of cut-off parameters.

\footnote{The equilibrium time is of order one whereas $\tau$ is about ten times larger already when $B \approx 2$, where $\tau \sim \exp(B^2/2)$.}
3.2.2. Markov case: the OUP
The OUP is the only Markovian GSP [7] (i.e. up to a trivial scaling in time and position (see equation (A.2))). The FPTD for the OUP is difficult to calculate explicitly [18]. The one exception is the symmetric case when the absorbing boundary is at the bottom of the harmonic well which can be solved with the method of images [19]. However, this does not work for the general problem. Instead, several efforts focused on the renewal equation in Laplace space. But because the renewal equation cannot generally be inverted analytically [20, 21] numerical inversion [22] and series expansion around the poles [23] have been used. The last example [23] currently holds the best analytical approximation. But even though in principle exact, none of their expressions are on a closed form and must be evaluated numerically. To work with their expressions one must specify at least one cut-off parameter (sometimes two) which in practice must be done by trial and error. We compare our results to [23] using their so-called integral representation (see appendix E for details).

To use equation (18), we need the mean, variance, and mean-first passage time \(1/r\) to \(B\). For the OUP they are given by

\[
\mu(t) = x_0e^{-t}, \quad \sigma^2(t) = 1 - e^{-2t},
\]

\[
1/r = \int_0^B \frac{dz}{e^{z^2/2}} \int_{-\infty}^{\infty} dy \ e^{-y^2/2}.
\]

Equation (23) follows from the backward Fokker–Planck equation [24]. Below we use these relations in equations (18)–(20) to compare with Langevin dynamics simulations.

3.2.3. Non-Markov case: two coupled Ornstein–Uhlenbeck systems
To see how our IIA equations perform for a non-Markovian process we study the simple coupled system

\[
\frac{dx(t)}{dt} = -\alpha_1 x(t) + \alpha_2 y(t) + \alpha_3 \eta_x(t),
\]

\[
\frac{dy(t)}{dt} = -\beta_1 y(t) + \beta_2 x(t) + \beta_3 \eta_y(t),
\]

where \(\eta_x(t)\) and \(\eta_y(t)\) are delta correlated, \((\eta_x(t) \eta_y(t')) = \delta_{x,y} \delta(t - t')\), Gaussian white noise. We are particularly interested in the variable \(x(t)\) that we want to represent a non-smooth GSP. This means that we have to choose the constant parameters \(\alpha_i\) and \(\beta_i\) \((i = 1, 2, 3)\) with care.

A non-smooth GSP is characterised by its small time behaviour of the correlator \(f(t)\). Indeed, if \(f(t \to 0) = 1 + at + \cdots\) with the constant \(a \neq 0\) then the process is non-smooth [14]. Moreover, since the OUP is the only Markovian GSP all others must be non-Markovian. This follows from Doob’s theorem which says that a GSP is Markovian only if its correlator \(f(t)\) is a single exponential [9]. With the following choices

\[
\alpha_1 = 6, \quad \alpha_2 = -2, \quad \alpha_3 = \sqrt{3}, \quad \beta_1 = -1, \quad \beta_2 = 5, \quad \beta_3 = \sqrt{15}/2
\]

the correlator associated with \(x(t)\) is given by \(f(t) = \frac{1}{3}(e^{-t} + e^{-4t})\). This is not a single exponential and since \(f(t \to 0) = 1 - 5/2 t + \cdots\) we conclude that \(x(t)\) is a non-smooth and a non-Markovian GSP. We also find the mean and variance to be

\[
\mu(t) = \frac{1}{3}e^{-4t}[5x_0 + 2y_0 - 2e^{4t}(x_0 + y_0)],
\]

\[
\sigma^2(t) = 1 - \frac{1}{9}e^{-8t}(35 \cosh(3t) - 26).
\]

As a consistency check we see that \(\mu(t \to \infty) = 0\) and \(\sigma^2(t \to \infty) = 1\), which is what a zero mean GSP requires. Although, we point out that there are other sets of parameters that lead to the same correlator as above. For example, \(\alpha_1 = 6, \alpha_2 = -1, \alpha_3 = \sqrt{5}, \beta_1 = -1, \beta_2 = 10, \beta_3 = \sqrt{15}\). But this choice leads to different \(\mu(t)\) and \(\sigma^2(t)\).

Finally, to calculate \(\rho_B(t|x_0)\) from our IIA framework we need the crossing rates \(r_{\alpha}\). However, it is non-trivial to calculate the mean-first passage time for non-Markovian systems analytically (see e.g. [25]). But because the main purpose of this example is to investigate how well the IIA equations work for non-Markovian systems we will for simplicity extract \(r\) from simulations as the reciprocal of the mean first-passage time. With this the other crossing rate \(r_t\) follows from equation (20).

3.2.4. Simulations and numerical results
To validate our method we compare \(\rho_B(t|x_0)\) to Langevin dynamics simulations. In figure 3 we show \(\rho_B(t|x_0)\) for the Markovian OUP for different \(x_0\) keeping \(B = 3\) fixed and in figure 5 the non-Markovian system of two coupled OUPs for the same values of \(x_0\) and \(B\). The simulation results are represented by circles and the IIA equation (18) by solid lines. The main panels show the overall behaviour whereas the insets show the short time
dynamics. Overall, we get good agreement with simulations provided that the target is not too close to the initial position.

For the OUP (figure 3) our analytical FPTD decays exponentially in the long time limit. This agrees with Kramers escape rate and our IIA equations capture this regime well for all values of $B = x_0$. For short times there is a discrepancy between simulations and our IIA equations when $B = x_0$ gets smaller. This is because a considerable amount of first-passage events occur for short times before $\psi_{\pm}(t)$ has attained its exponential form, as discussed above. Also, the reason why our IIA equations systematically underestimates the simulations for short times is the following. Assume for simplicity that $x_0 = 0$ and that $B$ is infinitesimally above $x_0$. In this case, the first-passage dynamics is practically indistinguishable from Brownian motion for short times. For Markov processes we can show that $\psi_{\pm}(t)$ is a Dirac delta function (appendix D) which means that there is an infinite number of boundary crossings once the boundary is crossed. This is very different from $\psi_{\pm}(t) \approx e^{-\frac{t}{\tau_\pm}}$ that says that the average time between two boundary crossings is $1/\tau_\pm$.

In figure 3 we also included one of the best analytical approximations for the FPTD [23] (see appendix E). Their formula approximates the short time dynamics better than our method while for long times both approaches match well with each other.

It is straightforward to generalise our method to two boundaries, $B > 0$ and $B' < 0$. Clearly, if $B \neq |B'|$ we need four return probability densities which our method is unable to handle. But for the symmetric case, $B = |B'|$, $\psi_{\pm}(t)$ are enough to describe the crossing in and out of the region $-B \leq x \leq B$. To calculate $r_-$ we use a generalisation of equation (21) to two boundaries (see e.g. [24]), and to get $r_+$ we use equation (20), where we replace $\omega_\pm(\infty) \rightarrow 2\omega_\pm(\infty)$ (the probability that $|x(t)| > B$). Figure 4 shows that our IIA equations match simulations for two boundaries with similar accuracy as for one boundary.

In figure 5 we compare our analytical non-Markovian FPTD to Langevin dynamics simulations where we keep $y_0 = 0$ in all cases. This explains why we see better correspondence with simulations when $x_0 = 1$ than for $x_0 = -1$ (see equation (27)). For simplicity we extracted $r_+$ from simulations. Overall, the IIA follow the simulated data in a similar way as for the simple OUP. That is, as the value of $B$ increases we get better correspondence to simulations, see figure 6. The reason our method works so well for non-Markovian dynamics can be traced back to the value of $B$ and the initial condition. For large values of $B$, which we mainly consider, the process spends on average long times below the boundary such that up-crossing events becomes Poisson distributed [8]. This deletes the memory of the considered non-Markovian model and therefore it becomes well described by our IIA formula.
In figures 3–5 we kept $B$ fixed and changed initial conditions. We set $B = 3$ where our approximation hold well. However, as $B$ gets closer to zero, we expect to see deviations. To investigate this we keep initial conditions fixed and change $B$, see figure 6. In both the Markovian and the non-Markovian case we see that theory and simulations do not correspond well as $B$ gets smaller. This is expected because (i) the return probabilities $p_r(t)$ are not decaying exponentially and (ii) the up-crossing rate $r_+$ is now not well estimated by the mean-first passage time. Also, the non-Markovian case is clearly more sensitive to small values of $B$ than the OUP.

4. Summary and outlook

There are plenty of examples where one wants to know the probability density of first-passage times to a boundary. To find this density, one often use the method of images or renewal theory. These approaches are however limited to simple cases. To find better methods, we improved the so-called IIA, developed for persistence problems, that is limited to smooth stochastic processes where trajectories have well defined velocities and thermally averaged initial conditions. This excludes for example Brownian motion. We generalised the IIA to discrete time and continuous time processes with non-smooth trajectories that start from fixed initial conditions. In our derivation we replace the original trajectory by a clipped process. After this replacement, we can deal with the IIA equations exactly in discrete time since we can analytically handle the overshooting length $\Delta$ from each $B$-crossing. Our procedure is further extended to continuous time, where a regularisation scheme is required. From our IIA formalism we derive a simple expression for the FPTD to a general boundary and initial condition in one dimension [see equations (8) and (10)]. This expression relies on that we know the functional form of the return probability densities. But once it is known our approach is parameter free. To show the validity of our expression we applied it to the discrete time Brownian walk and in continuous time to the OUP, the only Markovian GSP as well as a non-Markovian GSP. In discrete time we use the Sparre–Andersen theorem which yields the return probability densities for all symmetric random walks. For the GSPs we use that the return probability densities decays exponentially for long times [8, 9, 14], $\sim \exp(-r_- t)$, where we estimate $r_-$ (up-crossing rate) as the reciprocal of the mean first-passage time which is known for the OUP [24]. Then, from the normalisation condition of the FPTD we determine the last parameter, $r_+$ (down-crossing rate). All cases match well with Langevin dynamics simulations. We also show that in continuous time our IIA equations (i) reproduces Kramers expression for the escape of a Brownian particle out of a harmonic potential, and (ii) that it becomes equivalent to the method of images for Markovian process with symmetry around $x = B$, e.g. when the boundary is at the bottom of a potential well.

Our IIA equations are new and we anticipate that they will have a wide applicability to previously intractable first-passage and escape problems. We further hope that this study will spur further activities into the development of general purpose analytical frameworks for dealing with first-passage time problems.

Figure 6. The first-passage time density $p_{f}(t|x_{0})$ for the OUP (left) and the non-Markovian process equation (24) (keeping $y_0 = 0$ in all cases) (right) for fixed initial conditions but varying the boundary ($B = 1, 2, 3$). The solid line is equation (18), and ‘o’ are results from Langevin dynamics simulations (averaged over $10^6$ realisations).
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Appendix A. Simulations

Following [26] we simulate the OUP exactly with

$$x(t + \Delta t) = x(t) e^{-\Delta t} + \sqrt{1 - e^{-2\Delta t}} N(0, 1),$$

where $N(0, 1)$ is a normally distributed number with mean zero and variance one. Equation (A.1) is on dimensionless form where we made the replacements

$$x \rightarrow \frac{k_b T}{k} x \text{ and } t \rightarrow \frac{\gamma t}{k},$$

where $k_b T$ is thermal energy, $k$ the harmonic spring constant and $\gamma$ is hydrodynamic friction. The diffusion constant is

$$D = \frac{k_b T}{\gamma}.$$

In the simulations we varied $x_0$ and $B$ and made statistics of when $x(t)$ reached $B$ for the first time. We averaged over $10^6$ ensembles.

It is well known that the Langevin dynamics scheme systematically overestimates the first-passage time because it can potentially miss crossings that happened within $\Delta t$. To reduce this error we used adaptive time steps that get smaller as $x(t)$ approaches $B$. We change $\Delta t$ as follows:

1. Set $\Delta t = \Delta t_0$.
2. Calculate the probability that $x(t + \Delta t)$ is above $B$ given that $x(t)$ is below $B$. That is $\omega_>(\Delta t)$.
3. If $\omega_>(\Delta t) > \epsilon$ then $\Delta t \rightarrow \Delta t/2$. Otherwise do not change $\Delta t$.
4. If at a later time $\omega_>(\Delta t) < \epsilon$, then $\Delta t \rightarrow 2\Delta t$ with $\Delta t_0$ as upper limit.

In the simulations we used $\Delta t_0 = 10^{-3}$ and $\epsilon = 10^{-4}$.

Appendix B. Supplementary figures

In figure 1 we illustrate how we approximate the real process $x(n)$ by the so-called clipped process. Here in figure 7 we show explicitly how the clipped process differs from the real one for the continuous time OUP and the discrete time Brownian walk. To the left in figure 7 we show the continuous time case. Clearly we approach the analytical curve for $\omega_>(t)$ (see equation (19)) as we let $\epsilon \rightarrow 0$ (see equation (9)) in our simulations. To the
right in figure 7, we show the discrete time case. We found the overshoot distribution
\( \lambda(\Delta) = \sqrt{\pi/2} \text{erfc}(\Delta/2) \) from simulations (see inset). Using this \( \lambda(\Delta) \), we simulate \( \omega_s(n) \) as a clipped process. We see good agreement with analytics in all aspects.

**Appendix C. Kramers escape**

For long times our method is consistent with Kramers escape theory. To see this we use the final value theorem [27] and find that equation (10) in the limit \( s \to 0 \) (long times) becomes after Laplace inversion

\[
\rho_B(t) \sim \omega_s(\infty) r_t e^{-r \cdot t}. \tag{C.1}
\]

Using equation (20) to eliminate \( r_t \) gives

\[
\rho_B(t) \sim r_-(1 - \omega_s(\infty)) e^{-r \cdot t}. \tag{C.2}
\]

When \( B \) is large enough we get that \( 1 - \omega_s(\infty) \approx 1 \), Kramers expression [17, 28]. As an example, for the harmonic potential we find that \( \omega_s(\infty) \approx 0.001350 \) when \( B = 3 \) and \( x_0 = 0 \).

**Appendix D. Method of images**

The method of images can successfully give the FPTD for symmetric problems. Notably, it only works for Markov processes. Here we prove that our IIA formalism is consistent with this method. To show this, we first use the renewal approach to find the return probabilities.

Consider a Markovian particle that diffuses between two boundaries separated by a small distance \( \varepsilon \) (see figure 8). We denote an ‘up-cross’ by crossing \( B \) from below and a ‘down-cross’ by crossing \( B \) from above. When \( x = B \) is crossed the particle jumps immediately to \( \pm B \), as explained in section 2. When symmetry around \( x = B \) holds the distribution of times between an up-cross and a down-cross are both equal to the first-passage to a point that is a distance \( \varepsilon \) away

\[
\rho_B(t|B \pm \varepsilon) = \overline{\psi}(t) = \overline{\psi}(t). \tag{D.1}
\]

Using this in the renewal equation we find

\[
P(B, t|B \pm \varepsilon) = \int_0^t \rho_B(t|B \pm \varepsilon) P(B, t - t'|B) \, dt' \tag{D.2}
\]

which after Laplace transform yields

\[
\rho_B(s|B \pm \varepsilon) = \frac{P(B, s|B \pm \varepsilon)}{P(B, s|B)}. \tag{D.3}
\]

If we now let \( \varepsilon \to 0 \), up- and down-crossings occur to the same boundary and therefore \( \overline{\psi}(s) = 1 \), or

\[
\overline{\psi}(t) = \delta(t). \tag{D.4}
\]

With \( \overline{\psi}(t) \) at hand we may derive the method of images formula. First we set \( \overline{\psi}_B(s) = \overline{\psi}(s) \) in equation (10) and then take \( \varepsilon \to 0 \), which after inversion leads to

\[
\rho_B(t|x_0) = \frac{2 \omega_s(t)}{dt}. \tag{D.5}
\]

Second, since \( \rho_B(t|x_0) = -dS(t)/dt \), \( S(t) \) is the probability of not crossing a given boundary up to time \( t \), and \( S(0) = 1 \) and \( \omega_s(0) = 0 \) since \( B = x_0 \), we rewrite equation (D.5) as
\[ S(t) = 1 - 2\omega_s(t) \]
\[ = \int_{-\infty}^{B} P(x, t|x_0) \, dx - \int_{B}^{\infty} P(x, t|x_0) \, dx \]
\[ = \int_{-\infty}^{B} [P(x, t|x_0) - P(x, t|2B - x_0)] \, dx, \quad (D.6) \]

where in the last step we use the symmetry around \( x = B \) which gives the method of images formula.

**Appendix E. Alili’s formula**

To compare our result for the OUP to one of the best known approximations we have implemented one of the formulas from [23]. In our notation it reads

\[ \rho_B(t|x_0) = \frac{e^{A/2} H_{-A/(2\lambda)}(-x_0/\sqrt{2})}{2\pi} \]
\[ + \frac{e^{A/2}}{t} \sum_{k=1}^{N} (-1)^k \text{Re} \left( \frac{H_{-A/(2\lambda) - ik\lambda/(2\sqrt{2})}(-x_0/\sqrt{2})}{H_{-A/(2\lambda) - ik\lambda/(2\sqrt{2})}(-B/\sqrt{2})} \right), \quad (E.1) \]

where \( H_{\nu}(z) \) is the Hermite function of order \( \nu \). Here \( A \) and \( N \) are parameters that are determined based on trial and error. We found that for \( t \leq 10 \rightarrow \{ A = 18.1, N = 1000 \} \) while for \( t \geq 10 \rightarrow \{ A = 7, N = 1000 \} \). The comparison to Langevin dynamics simulations and our IIA formula are seen in figure 3.
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