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Abstract
Document-level sentiment classification aims to assign the user reviews a sentiment polarity. Previous methods either just utilized the document content without consideration of user and product information, or did not comprehensively consider what roles the three kinds of information play in text modeling. In this paper, to reasonably use all the information, we present the idea that user, product and their combination can all influence the generation of attention to words and sentences, when judging the sentiment of a document. With this idea, we propose a cascading multiway attention (CMA) model, where multiple ways of using user and product information are cascaded to influence the generation of attention on the word and sentence layers. Then, sentences and documents are well modeled by multiple representation vectors, which provide rich information for sentiment classification. Experiments on IMDB and Yelp datasets demonstrate the effectiveness of our model.

1 Introduction
Document-level sentiment classification aims to predict an overall sentiment polarity (e.g., 1-5 stars or 1-10 stars) for a user review document. This task recently draws increasing research concerns and is helpful to many downstream applications, such as user and product recommendation.

Early work focuses on traditional machine learning associated with handcraft text features for sentiment classification (Pang et al., 2002; Ding et al., 2008; Taboada et al., 2011). With the development of deep learning techniques, some researchers design neural networks to automatically learn features from document content and achieve comparable performance (Glorot et al., 2011; Kalchbrenner et al., 2014; Yang et al., 2016), though they ignore the use of user and product information. Almost at the same time, deep learning techniques exhibit another advantage that product and user information can be flexibly modeled with document content for sentiment classification (Tang et al., 2015a; Chen et al., 2016). Tang et al. (2015a) design user and product preference matrices to tune word representations, based on which convolutional neural networks (CNNs) are used to model the whole document. To avoid the high-cost preference matrix, Chen et al. (2016) develop the two-layer (i.e., word and sentence layers) model, where the combination of user and product information is used to generate attention to words and sentences respectively on each layer.

Though previous studies achieve improvements in synthesizing text, user and product for sentiment classification, they are somewhat limited to either of the following two aspects. First, when considering user and product information, previous work mostly models their combination which may cause adverse effects on sentiment classification. As we can see, user and product information also have their own influence on sentence and document representations. For example, a lenient user tends to focus on the good aspects, while a picky user is always concerned about unsatisfactory clues, no matter which product is reviewed. In another view, different products have their own concerns. For example, a car is closely related with fuel consumption while a hotel with bed or food, which are relatively independent of users. Second, in previous hierarchical modeling method, different layers are usually treated with similar means. In our opinion, different linguistic units (e.g., words and sentences) should be given
different treatment to achieve good performance. As we can see, words are closely related with each other and sentences are relatively independent in reflecting their sentimental polarity. Take a restaurant review for example, the review “Its dinner environment is good. But the pizza is not worth the money!” is comprised of two sentences. For this review, a user who values environment may mark 5 stars, while a user who thinks highly of food may mark 1 star. Thus, we can not simply combine the two sentences together in judging its sentiment polarity. It is better to model each sentence independently before knowing the users’ or products’ attention.

To address the two issues above, we propose to comprehensively make use of the information of user, product, and their combination to generate attention on the word and sentence layers, and further cascade the multiple ways of attention on the generation of sentence and document representations. Here, we name our proposed model the cascading multiway attention (CMA) model. Specifically, each sentence is first represented with multiple representation vectors through using different ways of attention to focus on the important part. Next, the similar multiple ways of generating attention are applied on the sentence level and used to tune the generation of document representations. In such a case, document representation is not simply treated as a sequence of sentences, but considers more about the influence of user and product information. Finally, we can get a well modeled document representation for sentiment classification. Experiments on three real-world datasets demonstrate that CMA achieves state-of-the-art performance and fully considers the contributions from user and product information.

2 Cascading Multiway Attention Model for Sentiment Classification

In this section, we first give an overview of the cascading multiway attention (CMA) model for sentiment classification. Then, we focus on introducing how to design multiway attention for modeling sentences and documents through using user and product information. Next, we show the training details of CMA.

2.1 Model Overview

Figure 1(a) shows the overall architecture of our CMA model, which is mainly composed of four levels including word level, sentence level, document level, classification level. With word embeddings as input, we can employ convolutional neural networks or recurrent neural networks to obtain deeper semantic of words on the word level. On the sentence level, we design the mutliway attention networks to generate attention to words from three different views and get three representation vectors to represent a sentence. On the document level, we keep generating multiple kinds of attention to sentences and get the document representation, which is fed into a softmax function for classification.

Specifically, let us first formalize the notation. We suppose that a document contains \( m \) sentences \( \{S_1, S_2, ..., S_m\} \) whose lengths are set \( n_1, n_2, ..., n_m \) respectively. For Sentence \( S_t (1 \leq t \leq m) \), it is composed of a sequence of words \( w_t^1, w_t^2, ..., w_t^{n_t} \) where \( w_t^j \) denotes a specific word. To represent a word, we embed each word into a low dimensional real-value vector, called word embedding (Bengio et al., 2003).

Then, we can get \( w_t^j \in R^d \) from \( M^{v \times d} \), where \( t \) is the sentence index in a document, \( j \) denotes the word index in sentence \( t \), \( d \) means the embedding dimension and \( v \) gives the vocabulary size. Word embeddings can be regarded as parameters of neural networks or pre-trained from proper corpus via language model (Collobert and Weston, 2008; Mnih and Hinton, 2007; Mikolov et al., 2010; Huang et al., 2012). In our model, we choose the second strategy.

Next, deeper word semantics representations can be learned by using the neural network models, such as convolutional neural networks (CNN) or recurrent neural networks (RNN). In this paper, the LSTM model is employed to obtain the word representation, since it has the good performance of learning the long-term dependencies and can well model the dependence between words. Formally, for sentence \( S_t \), we input its word embeddings \( w_t^1, w_t^2, ..., w_t^{n_t} \) to the LSTM networks and get the final word representations \( r_t^1, r_t^2, ..., r_t^{n_t} \).

With deeper word representations as input, we adopt the attention mechanism to model sentences. As Section 1 stated, we consider the influence from three views: user \( (\delta^u) \), product \( (\delta^p) \), and combination of user and product \( (\delta^{up}) \), which can generate three kinds of attention to words. Then, we impose the three attention vectors on word representations respectively and get three represen-
multitask vectors for each sentence. Formally, sentence $S_t$ is represented by the concatenation of three vectors $s_t^u, s_t^p, s_t^{up}$. On the document level, we still use $\delta^u, \delta^p$ and $\delta^{up}$ respectively to generate attention to sentences and get three vectors $d^u, d^p, d^{up}$ for representing the document. The concrete design is introduced in the next subsection.

Finally, the three vectors $d^u, d^p, d^{up}$ are concatenated to a vector $d$ for a classifier. Here, we use a non-linear layer to project $d$ into the space of the targeted $C$ classes. That is,

$$x = tanh(W_i \cdot d + b_i)$$ (1)

where $W_i$ and $b_i$ are the weight matrix and bias respectively. The probability of labeling document with sentiment polarity $i (i \in [1, C])$ is computed by:

$$y_i = \frac{exp(x_i)}{\sum_{i=1}^{C} exp(x_i)}$$ (2)

The label with highest probability is set as the final result.

### 2.2 Cascading Multiway Attention

Now, we detail how to model user and product information and cascade their influence on representing sentences and documents.

As stated in Section 1, the meaning of a sentence has different interpretations from different views including user, product and their combination, under which words may be paid different attention on. With consideration of each view, only some specific parts are focused on. And different views have their own focuses which contribute to sentiment classification. Thus, we propose the multiway attention mechanism to capture sentence focuses with respect to different views.

Specifically, in our model, we represent each user and each product with a representation vector which is learned from the model, noted with $u$ and $p$ here. To consider the influence from user and product, we formalize user view, product view and their combination view respectively as:

$$\delta^u = W_u \cdot u$$ (3)

$$\delta^p = W_p \cdot p$$ (4)

$$\delta^{up} = W_{up} \cdot u + W_{p'} \cdot p$$ (5)

where $W_u, W_p, W_{up}, W_{p'}$ are weight matrices for tuning the influence of $u$ and $p$.

We take sentence $S_t$ for example to describe the sentence modeling process, as shown in Figure 1(b). With word representations $r_1^t, r_2^t, ..., r_n^t$, we can generate three attention vectors using $\delta^u, \delta^p$ and $\delta^{up}$ respectively. For convenience we use $\delta^*$ to denote $\delta^u, \delta^p$ or $\delta^{up}$. Then, the attention mechanism generates the attention vector $\alpha^*_t$ with respect to $\delta^*$. The $j^{th}$ dimension $[\alpha^*_t]_j$ denotes the attention weight of the $j^{th}$ word $r_j^t$.

$$[\alpha^*_t]_j = \frac{exp(\gamma(r_j^t, \delta^*))}{\sum_{j=1}^{n} exp(\gamma(r_j^t, \delta^*))}$$ (6)

where $\gamma$ is a score function that measures the importance of $r_j^t$ in the sentence. The score function $\gamma$ is defined as:

$$\gamma(r_j^t, \delta^*) = tanh(W_H \cdot r_j^t + \delta^* + b_s) \cdot v^T$$ (7)
where $W_H$ and $b_s$ are weight matrix and bias respectively, and $v^T$ is the transpose of the weight vector $v$.

After computing the word attention weights, we can get sentence representations $s^*_t$ using different attention weights:

$$s^*_t = \sum_{j=1}^{n_t} [\alpha^*_t]^j r^*_t. \tag{8}$$

Then, we get a multi-vector sentence representation: $[s^*_t, s^p_t, s^{up}_t]$ for sentence $S_t$ from three views.

On the sentence level, we apply the similar multiway attention strategy to get the document representation. Unlike the word level, each sentence is relatively independent of other sentences and takes its own part in determining the document sentiment. Thus, we ignore modeling the dependence between sentences and directly use the sentence representations derived from the word level. As we see, from different views each sentence plays a different role, and from a specific view all the sentences should be paid different attention, in document-level sentiment classification. Here, we still consider the influence from user, product and their combination, and get the corresponding document representation $d^*_t$, $d^p_t$, $d^{up}_t$, where $d^*_t (\ast \in \{u, p, up\})$ is computed as follows:

$$d^*_t = \sum_{i=1}^m \beta^*_t s^*_t \tag{9}$$

$$\beta^*_t = \frac{\exp(\gamma(s^*_t, \delta^*_t))}{\sum_{i=1}^m \exp(\gamma(s^*_t, \delta^*_t))} \tag{10}$$

where $s^*_t$ is the sentence representation of sentence $S_t$ with respect to $\delta^*_t$. $\beta^*_t$ denotes the corresponding attention weight of $S_t$ on the view of $\delta^*$, and the $\gamma$ function is the same as in Eq. (7).

### 2.3 Model Training

In CMA, we need to optimize all the parameters notated as $\Theta$ which are from all the user and product embedding vectors, LSTM networks, two multiway attention layers and the softmax layer.

We use cross entropy with $L_2$ regularization as the loss function, which is defined as:

$$J = -\sum_{i=1}^C g_i \log(y_i) + \lambda_r (\sum_{\theta \in \Theta} \theta^2) \tag{11}$$

where $g_i \in R^C$ denotes the ground truth, represented by one-hot vector. $y_i \in R^C$ is the estimated probability for each class, computed as in Eq. (2). $\lambda_r$ is the coefficient for $L_2$ regularization.

After learning $\Theta$, we test the instances by feeding their text with user and product information into CMA, and the label with the highest probability stands for the predicted sentiment polarity.

### 3 Experiments

In this section, we first introduce the datasets and metrics used in our experiments. Then, we show the hyperparameter setting of our model. Next, we present the results of our model and compare our model with other state-of-the-art methods. Finally, we use a case study to examine the experimental results of CMA.

#### Datasets

To validate the effectiveness of our model, we use three real-world datasets: IMDB, Yelp 2013 and Yelp 2014 collected by Tang et al. (2015b). For these data, we preprocess the text including using Stanford CoreNLP (Manning et al., 2014) to split the review documents into sentences and tokenizing all words. Table 1 shows the details of the three datasets including number of documents ($\#docs$), average number of documents per user ($\#docs/user$) etc. It is also noted that IMDB is rated with 10 sentiment labels (i.e., 1-10 stars) while Yelp has 5 labels (i.e., 1-5 stars). We also adopt the same data partition used in (Tang et al., 2015b) and (Chen et al., 2016) for training, developing and test.

#### Evaluation Metrics

To evaluate the performance of sentiment classification, we adopt the metrics of $\text{Accuracy}$ and $\text{RMSE}$. $\text{Accuracy}$ measures the overall performance. Given the number of correctly predicted samples $T$ and the total number of samples $N$, $\text{Accuracy}$ is defined as:

$$\text{Acc} = \frac{T}{N}. \tag{12}$$

$\text{RMSE}$ evaluates the divergence between predicted labels and ground truth labels and is defined as:

$$\text{RMSE} = \sqrt{\frac{\sum_{k=1}^N (l_k - l'_k)^2}{N}} \tag{13}$$

where $l_k$ and $l'_k$ denote the ground truth and predicted label of sample $k$ respectively. Generally, a good system has a high accuracy and a low RMSE.
| Dataset   | #docs | #users | #products | #docs/user | #docs/product | #sents/doc | #words/doc | #labels |
|----------|-------|--------|-----------|------------|---------------|------------|------------|--------|
| IMDB     | 84919 | 1310   | 1635      | 64.82      | 51.34         | 16.08      | 17.38      | 10     |
| Yelp2013 | 78966 | 1631   | 1633      | 48.42      | 48.36         | 10.89      | 17.26      | 5      |
| Yelp2014 | 231163| 4818   | 4194      | 47.97      | 55.11         | 11.41      | 17.26      | 5      |

Table 1: Data Statistics of IMDB, Yelp2013 and Yelp 2014.

Hyperparameter Setting
Following (Chen et al., 2016) and (Tang et al., 2015b), we set the dimensions of word, user and product embeddings as 200 in our experiments. We train the word embeddings through using the training and developing sets of each dataset with word2vec tool (Mikolov et al., 2013). The user and product embeddings are initialized randomly. All the weight matrices are initialized by uniform distribution, and all biases are assigned as zero. We also set the dimensions of the LSTM hidden states and attention vectors as 200.

To train our model, we utilize AdaDelta (Zeiler, 2012), which adopts a self-adaptive learning rate, to optimize the parameters. The coefficient of penalty in the objective function is set to $10^{-5}$.

3.1 Method Comparison
To comprehensively evaluate the performance of CMA, we list some baseline methods for comparison. The baselines are introduced as follows.

- **Majority** assigns the largest sentiment polarity occurred in the training set to each sample in the test set.
- **Trigram** uses the unigrams, bigrams and trigrams features to train a SVM classifier for sentiment classification.
- **TextFeature** extracts word/character ngrams, sentiment lexicon features, negation features, etc. for a SVM classifier.
- **UPF** extracts user-leniency features and product features from training data (Gao et al., 2013). There features can be concatenated with the features of Trigram and TextFeature.
- **AvgWordvec** averages the word embeddings in a document to generate the document representation as features for a SVM classifier.
- **SSWE** first learns the sentiment-specific word embeddings and then utilizes three kinds of pooling (i.e., max, min and average) to generate the document representation for a SVM classifier (Tang et al., 2014).
- **PV** (Paragraph Vector) is an unsupervised framework to learn distributed representations for text of any length (Le and Mikolov, 2014). (Tang et al., 2015a) implements the distributed memory model of paragraph vectors (PV-DM) to get document representations for sentiment classification.

- **RNTN+RNN** models sentences using recursive neural tensor networks (RNTN) (Socher et al., 2013). Then sentence representations are fed into the recurrent neural networks (RNN) and their hidden states are averaged to get the document representation.

- **UPNN** designs preference matrices for each user and product to modify word representations (Tang et al., 2015b). Word representations are then fed into the convolution neural networks (CNNs) and concatenated with the user/product representation to generate document representation before a softmax layer. Without considering user and product information, the UPNN(noUP) method just uses CNN to model the documents.

- **NSC+UPA** proposes the hierarchical neural networks which are composed of two LSTM models to generate word and sentence representations (Chen et al., 2016). The combination of user and product information is used to generate attention to words and sentences on the sentence and document levels. The document representation is fed into a softmax layer. The NSC model is similar to NSC+UPA, but ignores user and product information and directly applies two layers of LSTM and attention mechanism to model sentences and documents using only document content.

When comparing with our model, we directly use the results of the above baselines reported in (Chen et al., 2016), as we conduct the experiments on the same datasets.

- **CA-null** is a simplified version of our CMA model without consideration of user and product information. We use one LSTM with attention to model sentences. Based on the sentence representations, we directly use the attention mechanism to model documents for sentiment classification.

The performance comparison of CMA and all baselines are shown in Table 2. All the baseline methods are divided into two categories: the first category only uses document content and the second comprehensive considers document, user and product information.
| Model      | IMDB     | Yelp 2013 | Yelp 2014 |
|------------|----------|-----------|-----------|
|            | Acc. RMSE| Acc. RMSE | Acc. RMSE |
| Majority   | 0.196 2.495 | 0.411 1.060 | 0.392 1.907 |
| Trigram    | 0.399 1.783 | 0.569 0.841 | 0.577 0.804 |
| TextFeature| 0.402 1.793 | 0.556 0.814 | 0.572 0.800 |
| AvgWordvec | 0.304 1.985 | 0.526 0.898 | 0.530 0.893 |
| SSWE       | 0.312 1.973 | 0.549 0.849 | 0.557 0.851 |
| PV         | 0.341 1.814 | 0.554 0.832 | 0.564 0.802 |
| RNTN+RNN   | 0.400 1.764 | 0.574 0.804 | 0.582 0.821 |
| UPNN(noUP) | 0.405 1.629 | 0.577 0.812 | 0.585 0.808 |
| NSC+LA     | 0.487 1.381 | 0.631 0.706 | 0.630 0.715 |
| CA-null    | **0.491 1.408** | **0.635 0.689** | **0.640 0.690** |
| Trigram+UPF| 0.404 1.764 | 0.570 0.803 | 0.579 0.789 |
| TextFeature+UPF | 0.402 1.774 | 0.561 0.822 | 0.579 0.791 |
| UPNN       | 0.435 1.602 | 0.596 0.748 | 0.608 0.764 |
| NSC+UPA    | 0.533 1.261 | 0.650 0.692 | 0.667 0.654 |
| CMA        | **0.540 1.191** | **0.664 0.677** | **0.676 0.637** |

Table 2: Methods Comparison on IMDB, Yelp 2013 and Yelp 2014 Datasets.

product information.

In the first category of methods, the Majority method is the worst, meaning the majority sentiment polarity occupies 19.2%, 42.1% and 39.2% of all samples. All the other methods are better than the Majority method, showing that manual or automatic features can both bring performance improvement for sentiment classification. Though techniques of deep neural networks are widely used and have made a success in document modeling, its simple application (e.g., AvgWordvec, PV) does not achieve better results than using manually selected features (e.g., Trigram, TextFeature) with respect to the accuracy metric. As for the three kinds of carefully designed neural networks, the CA-null and NSC+LA methods exhibit obvious advantages with high accuracy and low RMSR, compared to the RNTN+RNN and UPNN(noUP) methods. The main reason may be that CA-null and NSC+LA can learn the long-distance dependencies with LSTM networks and make full use of the important words and sentences with attention. We can also see that CA-null outperforms NSC+LA regarding the accuracy on the three datasets. This verifies that we may not consider sentence dependence when modeling documents for sentiment classification, as the main difference between CA-null and NSC+LA is that CA-null does not apply LSTM to model sentences.

From Table 2, we observe that user and product information can promote the performance of sentiment classification. Even the worst method (TextFeature+UPF) in the second category is comparable to the state-of-the-art system (RNTN+RNN) in the first category. For the methods with manually designed features, their performance improvement is smaller than those methods with deep learning methods. Both Trigram-UPF and TextFeature-UPF concatenate more user and product features, but have little improvement compared with Trigram and TextFeature. The reason may be that the text features are huge (1M trigram) enough and the newly added user and product features can not work well. Adding user and product information, CMA outperforms CA-null by about 5 percent with respect to the accuracy metric on IMDB dataset. At the same time, CMA performs stably better than NSC+UPA with higher accuracy and lower RMSE on three datasets, with cascading multiway attention on word and sentence levels and keeping independency between the sentences. This validates that only a combination of user and product information can not boost performance much and more ways of attention should be explored in text modeling. It is also noted that words need to be modeled with consideration of their dependence while sentences should be independently modeled.

3.2 Model Analysis

In this section, we design a series of models to verify the effectiveness of our model CMA. On one hand, we design three simplified models, i.e., CA-δu, CA-δp and CA-δup, which only consider one-way attention from user, product, combination of user and product respectively when modeling sentences and documents. On the other hand, we just keep the multiway attention on modeling sentences and directly adopt the maximization or average operation on sentence representations to model a document, which are named MA-max and MA-avg respectively. Table 3 shows the results of all the models.

From Table 3, we can see that CA-null gets the
worst result compared with other models utilizing user and product information, which indicates that both information is useful for document sentiment. The performance of \( \text{CA-}\delta^u \) and \( \text{CA-}\delta^p \) are worse than \( \text{CA-}\delta^{up} \), this is because \( \text{CA-}\delta^u \) and \( \text{CA-}\delta^p \) just uses one kind of information (user or product), but \( \text{CA-}\delta^{up} \) uses both information. CMA achieves a much better result than the ‘CA’ models, which can verify the effectiveness of introducing multiway attention. We also observe that \( \text{CA-}\delta^u \) is slightly better than \( \text{CA-}\delta^p \), verifying user information plays a more important role than product information as in (Chen et al., 2016).

As for \( \text{MA-max} \) and \( \text{MA-avg} \), multiway attention on modeling sentences bring much performance improvement compared to \( \text{CA-null} \), though the cascading structure is not adopted. \( \text{MA-avg} \) seems to treat each sentence equally while \( \text{MA-max} \) tries to seek the most represented sentences contributing to sentiment classification. We can see that \( \text{MA-max} \) performs better than \( \text{MA-avg} \), verifying that sentences should not be treated equally and multiway attention are a good mechanism for computing the contributions of each sentence to representing a document.

We can also see that \( \text{CMA} \) achieves the best performance among all the models, since \( \text{CMA} \) fully considers the word importance to a sentence and sentence importance to a document via sentence-level and document-level multiway attention. Next, we give an example to illustrate the cascading multiway attention captured by \( \text{CMA} \).

Case Study
Here, we use a five-star review document from Yelp as a case study, and the document is “Biscuits made from scratch, not frozen. Homemade pancakes with real buttermilk, not from a mix or box. Homemade blueberry jam, no jam or can. True dinner coffee. A group of friendly, engaging staff. Five stars... need I say more.”. We apply \( \text{CMA} \) on the document and achieve the correct sentiment polarity. Figure 2 visualizes the multiway attention weights on the sentence and document levels computed by \( \text{CMA} \). We represent three ways of attention, i.e., user(\( \delta^u \)), product(\( \delta^p \)), and combination of user and product (\( \delta^{up} \)), with blue, red and green color series respectively. The deeper color means higher weight.

Figure 2(a)∼(f) display the three ways of attention to words for sentence1 ∼ sentence6 respectively. We can see that different words are assigned high weight values when using different ways of attention. For example, for sentence1, the word “biscuits” is paid more attention from the user view while “frozen” is focused on from the product view and “made” is emphasized considering the combination of user and product. At the same time, an interesting phenomenon is that all the three views pay little attention to some common words like “,” and function words “a” “of”. This conforms to our intuition: some function words and punctuation marks contribute little to sentiment classification, but different words are focused on from different views. Thus, multiple ways of using user and product information can well gather information which is helpful to representing a sentence.

Figure 2(g) shows the three ways of attention to sentences for the example document. We can see that the three ways are consistent with focusing on the sixth sentence, which gives high attention weights to the words “five” and “stars” reflecting the sentiment polarity. From the user view, high attention is also paid to sentence5, which includes the obvious sentiment word “friendly”. Hence, we infer that the user may like to express his/her sentiment to a product with sentiment word. From the product view, we can see that the document representation is also closely related to many other sentences such as sentence2 (w.r.t food) and sentence5 (w.r.t. staff), which can show different attributes of a product.

This case study shows that cascading two layers of multiway attention are necessary to modeling a document in the sentiment classification task.

4 Related work

Document-level sentiment classification methods can be divided into two kinds of research lines, i.e., traditional machine learning methods and neural networks methods. For the first kind of research line, Pang et al. (2002) validate the effectiveness of various machine learning methods with bag-of-words features on sentiment classification. Goldberg and Zhu (2006) use a graph-based semi-supervised learning algorithm with unlabeled data to predict the sentiment of reviews. There are also some work which focus on extracting effective features. Ganu et al. (2009) identify user experience information from free text. Qu et al. (2010) introduce a kind of bag-of-opinion representation.
biscuits made from scratch, not frozen. Homemade pancakes with real buttermilk not from a mix or box. Homemade blueberry jam, no jam or can.

true dinner coffee. A group of friendly, engaging staff. Five stars… need I say more.

Figure 2: Case Study: Illustration of Attention Weights.

Kiritchenko et al. (2014) extract surface, semantic, and sentiment features from text. User information is also used in traditional methods. Tan et al. (2011) employ social relationships to improve user-level Twitter sentiment analysis. Gao et al. (2013) estimate the sentiment polarity by referring to the user leniency and product popularity computed during testing. Li et al. (2014) incorporate the user and product information into a topic model for sentiment analysis.

Recently, neural network approaches have achieved a comparable performance on document-level sentiment classification. Glorot et al. (2011) first propose a deep learning approach which learns to extract a meaningful representation for each review in an unsupervised fashion. Then, Socher et al. (2011, 2012, 2013) introduce recursive neural networks to document-level sentiment classification. Kim (2014) employ convolutional neural networks to model sentences with two kinds of embeddings for sentiment classification. Le and Mikolov (2014) introduce an unsupervised algorithm that learns fixed-length feature representations from variable-length pieces of texts. Tai et al. (2015) utilize tree-structured long-short memory networks to learn semantic representation for sentiment classification. In addition, user and product information are flexibly modeled for sentiment classification in the neural network methods (Tang et al., 2015b; Chen et al., 2016). Tang et al. (2015a) design preference matrices for each user and each product to tune word representations, based on which convolutional neural networks (CNNs) are used to model the whole document. Chen et al. (2016) employ two layers of long-short term memory (LSTM) with attention to model sentences and documents.

5 Conclusion

In this paper, we propose the cascading multiway attention networks for document-level sentiment classification. The main idea of CMA is to use multiway attention rather than one-way attention to learn representations for sentences and documents, as user, product and their combination can provide different views for modeling text and weaken the dependencies between sentences for better depicting the influence from user preference for document sentiment. On the sentence level, CMA uses three ways of exploiting user and product information to generate attention to words and get sentence representations. On the document level, CMA keeps using the multiway attention mechanism to generate attention to sentences. Experimental results on IMDB, Yelp 2013 and Yelp 2014 verify that CMA can learn efficient representations for sentences and documents and provide rich information for judging the document-level sentiment polarity.
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