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Abstract
X-ray computed tomography (XCT) is a non-destructive imaging technique that has recently gained interest as a tool to measure surface topography. Large acquisition times are a major shortcoming of XCT. One contributing factor to the acquisition time is that a measurement can require the acquisition of thousands of radiographic projections. This paper explores the combined effects of undersampling, i.e. taking fewer radiographic projections and sinogram interpolation, i.e. estimating the missing radiographic projections by interpolation. Different degrees of sinogram interpolation are investigated through the measurement of the surfaces of a metal, additively manufactured part. The quality of the measurement result is assessed via the analysis of the reconstructed volumes, through the computation of quantitative indicators of spatial resolution and noise, and via the analysis of surface topographies extracted from the reconstructed volumes. The quality of the surfaces is assessed through the use of statistical models designed to estimate repeatability errors in the reconstruction, and through the use of software packages for the analysis of surface textures. Results obtained with no undersampling and no sinogram interpolation are taken as reference. It is shown that noise in the volumetric reconstruction increases with respect to the reference with larger degrees of undersampling, but the increment can be partly compensated by sinogram interpolation with the effects on spatial resolution more difficult to interpret. The computation of surface texture parameters results in similar values for all but one case, the largest undersampling. The topography of the reconstructions indicate that the repeatability error remains similar in all experimental conditions, excluding the case of largest undersampling. Overall, the results indicate that a reduction of the acquisition time of XCT topography measurement is feasible. However, the obtained surface topographies suffer, and large undersampling creates unrecoverable negative effects on the spatial resolution, the noise characteristics and the obtained topographies, even when sinogram interpolation is used.

1. Introduction
X-ray computed tomography (XCT) is a non-destructive, volumetric imaging technique. While XCT originated in the medical sector over fifty years ago, the technology has transitioned into the non-destructive engineering sector as a metrological tool for both dimensional and surface metrology [1–3]. The volumetric nature of XCT has led to an interest in applying it on additively manufactured (AM) parts [4], which often feature complex internal geometries. However, XCT has a complex measurement chain, and can be relatively slow when imaging metallic or other highly X-ray attenuating parts. Low photon flux due to high attenuation or low photon flux of the X-ray tube is often associated with an increase in the noise of the reconstructed volume [5], which in turn can cause errors in surface determination [6]. While studying digital filters applicable to the individual projection or to the reconstructed volume, Bartscher et al. [7] were able to show that the form error of metrological XCT measurements of a calotte cube is reduced when the filters reduce the signal to noise ratio – but the resolution decreased. The concept of losing resolution for a reduction of noise is not limited to digital filters. For example, techniques such as increasing the focal spot size in return for a higher X-ray flux reduce the spatial resolving power of the X-ray system [3]. High resolution is often needed to image voids, surface particles, scratches and sharp corners [8–14]. Hence, it is often necessary to find ways to decrease noise while maintaining a good resolution, which is often achieved by sacrificing the measurement speed.

Low throughput rate in XCT measurement can be attributed to the interaction of several factors. One dominating factor is the exposure time needed to provide sufficient integration time at the detector if a relatively low intensity X-ray source is adopted. A commercial laboratory micro-focus X-ray gun is able to produce an electron beam of a few watts but still will yield a low intensity when compared to non-laboratory based X-ray sources [3]. Noise increases when only a few of the produced X-ray photons reach the detector, which is typically the case for highly attenuating parts. A low intensity source is often counteracted by increasing the exposure time (i.e. integration time) of the detector.
The exposure time for a radiograph is a significant burden when one considers it combined with a further important factor which affects slow throughput rate, i.e. the number of radiographs needed for the reconstruction of a measurement volume. The number of equally spaced angular poses (referred also to as projections or radiographs) needed for an analytical reconstruction of a fan beam system to fully reconstruct a volume can be derived from the discretised form of the central slice theorem [15,16]. For a 2D reconstruction problem, the central slice theorem states that the 1D Fourier transform of each projection is a slice through the Fourier space of the reconstructed image. Important variables to consider for calculating the number of projections are the maximum object radius and the largest frequency component in the reconstructed volume [17]. For a measurand object whose lateral size fully covers a 2000 by 2000 pixel detector, and whose centre of rotation is in the centre of the detector, the number of projections needed for the fan beam slice to fully sample the object is 3142, assuming the largest frequency component present in the reconstructed volume is limited to the reconstructed voxel size [17]. Reducing this reference number of projections, i.e. undersampling the Radon space, will yield to streak artefacts, view aliasing and induce noise in the reconstructed volume [16,18–21].

Current XCT instrument suppliers have managed to reduce the amount of time associated with each angular pose by continuously rotating the object during the entire scan – as opposed to keeping the object still during the generation of any specific radiograph. However, the continuous motion during capturing a radiograph is associated with a loss of resolution. Any significant movement of the sample during an exposure will lead to a loss of the higher spatial frequencies of a radiograph [22]. The amount of resolution lost when scanning with continuous motion depends on the projected pixel size and the magnitude of the rotation during the generation of the radiograph.

Several techniques have been explored in the medical literature to reduce the number of projections needed for volumetric reconstruction. The most popular approaches are based on the use of iterative reconstruction techniques [23–26]. Iterative reconstruction techniques are often based on repeated forward projection and back projection. Forward projection is the process where the current reconstructed volume is used as the input for a radiograph simulation. Then the interactions between the object and X-rays are simulated to create a “virtual” projection from the current reconstructed volume. The current reconstructed volume is then updated by adding the virtual projection. The procedure is repeated until some defined convergence criterion is met (see [23–26] for background).

Another technique to reduce the number of projections is sinogram interpolation [27]. Sinogram is the term given to the dataset obtained by stacking a row of each acquired radiograph behind each other, building a 2D space where the second axis is the projection angle (i.e. angular pose). Repeating this for all detector rows, a three dimensional space is build. The resulting three-dimensional space is sometimes referred to as Radon or sinogram space. Sinogram interpolation techniques use the existing radiographs to estimate radiographs at intermediate angular poses. Being an interpolation method, the original data points are not affected and additional ones are created. Clearly, the theoretical advantage of sinogram interpolation is that one could obtain full volumetric reconstructions from a reduced set of radiographs (hence, shorter measurement times), just by computing the missing projections by interpolation. Methods proposed for sinogram interpolation include linear interpolation [20] and Fourier approaches, such as sinc interpolation [28,29]. The interpolation methods exclusively use the greyscale information in the available radiograph data. In early work from the medical community, it has been observed that, whilst reconstruction artefacts and noise can be reduced by sinogram interpolation, reduction of resolution in the reconstructed volume is also observed [20].

The work presented here explores the effects of sinogram interpolation to increase the throughput of XCT measurement for the inspection of surface topography, and investigates how such interpolation affects the reconstructed topographies. More specifically, the goal is to assess how sinogram interpolation affects the resolution and noise levels associated with volumetric reconstruction and ultimately propagates through to the topography of the extracted surfaces.

In this work, continuous motion XCT is used to achieve short measurement times. Starting from a complete set of radiographs taken as reference, the use of increasingly smaller subsets of projections is investigated, combined with the application of sinogram interpolation to reconstruct the missing data. Each resulting volume is then used to extract surface topography. The topography datasets are compared in terms of repeatability error and values of surface texture parameters.
2. Methodology

2.1 XCT setup

The XCT system used in this study is a Nikon MCT225. It has a 2000 by 2000 pixel caesium iodide flat panel scintillating detector, with a nominal uniform pixel size of 200 µm. The manufacturer states the maximum permissible error in accordance to the VDI/VDE 2630-1.3 for this system as:

\[ MP_{ESD} = 9 + \frac{L}{50} \mu m \]

(for the sphere distance characteristic, where \( L \) is in millimetres) [30].

The test sample is a Ti-6Al-4V additively manufactured (AM) cube with nominal side length of 10 mm. The sample was manufactured on a laser powder bed fusion system. The raw material used is a sieved powder with grain size below 32 µm. The surface for investigation is the top one, facing upwards in the build direction. The test object is chosen over other possible test objects for the following reasons. The range of non-linear, material and geometry dependent influence factors in XCT is large [31], hence the validity of extrapolation statements between different setups within XCT is often limited. For this case study, an AM surface was chosen, due to the range of scales of features and the complexity of the surface texture [32].

The sample was mounted on a bespoke ABS fixture. The fixture was designed to tilt the sample by 5° with respect to the central slice, see Figure 1 b) and c). The part was scanned at a magnification of approximately 18.7×, which yields a projected pixel size of approximately 10.69 µm. The sample was not moved from its fixture between the scans. The gun of the MCT225 was set up with an acceleration voltage of 190 kV and a filament current of 53 µA. According to the manufacturer’s specification, this leads to an apparent focal spot size smaller than the projected pixel size. The spectrum produced by the cooled tungsten target was filtered sequentially by 0.5 mm copper, then by 0.5 mm aluminium. The detector exposure time was set to 2000 ms, and two exposures were taken and averaged to obtain a radiograph. Before performing each scan, a two-point white level correction was performed. The white level correction contained 128 radiographs in the fully exposed condition and the same number of radiographs were taken for the dark reading. All the collected radiographs were corrected for variations in the X-ray flux by Nikon’s flux normalisation tool. The temperature of the XCT cabinet is actively controlled to 20 °C ±0.5 °C by the MCT225, and the X-ray gun temperature is monitored by thermocouples at several locations. The XCT was set to measure with the part in continuous rotation.

Each reconstruction was performed in Nikon’s CT PRO software. No beam hardening correction was applied to any of the data sets. The same reconstruction settings were applied to all the data sets. No additional filtering was applied during, before or after the reconstruction other than the reconstruction filter. The reconstruction filter was a basic Ramp filter and was the same for all experimental conditions. The angular position of each radiograph was derived by assuming equal spread around 360°. The machine manufacturer tool to calculate a sub-voxel location of the centre of rotation was used.

![Figure 1](image)

Figure 1 a) one of the radiographs acquired, b) a view of the sample in the XCT system, and c) a reconstructed slice.

2.2 Sinogram interpolation

The Whittaker–Shannon interpolation method, also known as sinc interpolation [33], was used in this work. Sinc interpolation is based on inserting additional zero components into the discrete Fourier space of the sinogram. The number of zeros needed can be derived from the relationship between Fourier
space points and spatial points. Because of memory limitations of the available computer hardware for this work, the volume was split into two sub-volumes of equal size, which were processed separately. Each sinogram slice of each sub-volume was then interpolated independently.

2.3 Experiments
For this setup, the number of projections was calculated as 3142, given the number of detector pixels and assuming that the sample fully covers the field of view (FoV). Five test conditions were considered, each consisting in measuring the sample with a decreasing total number of projections corresponding to 80%, 60%, 40% and 20% of the theoretical reference number. For each test condition, three measurements were performed with identical setup (repeatability conditions). Then, each sinogram was upsampled by different amounts in order to match all the previous downsampling levels up to no downsampling, i.e. the reference number 3142. So, for example, the three measurements realised with 40% of the reference theoretical number of projections (1257 projections) were upsampled at 1885 (60%), 2514 (80%) and 3142 (100%) projections. The full set of experiments and the naming conventions used are summarised in Table 1. The acquisition times of 628 projections was around 42 min, around 84 min for 1257 projections, around 126 min for 1885 projections, around 168 min for 2514 projections and 3142 projections required around 209 min. The interpolation of ORG628 UP3142 needed around twelve min, and the upsampling of ORG2514 UP3142 required approximately twenty-one min (elapsed time using non-compiled code on an Intel Xeon E5 processor).

2.4 Topography comparison
The reconstructed volume datasets were imported into VGStudio Max 3.0, where the surface determination was performed using the advanced surface determination method. The surface determination method was set to operate at a search distance of four voxels. In addition, the software was instructed to ‘remove particles and all voids’ setting (i.e. removal of small, topologically disconnected portions of the surface appearing as floating particles and voids). The final surfaces were exported into STL meshes using default settings.

To evaluate sinogram interpolation effects on surface topography, a region of interest highlighted in Figure 1c) was selected and extracted from all STL meshes. The STL datasets were aligned to a common reference, which was selected as the surface region extracted from ORG3142, the dataset obtained by using the reference number of projection and no sinogram interpolation. The alignment was based on the application of the iterative closest point (ICP) method, as described in [34]. Again following the comparison procedure described in [34], the aligned datasets were raster scanned into 2.5D height maps ($z = f(x,y)$ functions, with $z$ values at discrete $x,y$ positions distributed on a regular $x,y$ grid). Point spacing in the $x,y$ grid was chosen as approximately 5 µm, as it matches closely to half of the reconstructed voxel size.

The height maps were then transferred into the surface metrology software MountainsMap [35] for the computation of ISO 25178-2 areal field surface texture parameters [36]. Parameters were calculated on an extracted area of $(4 \times 4)$ mm; levelled by least squares mean plane subtraction; S-filter of nesting index 12 µm; L-filter of nesting index 800 µm.

| Original experimental data | 100% of projections required: 3142 | 80% of projections required: 2514 | 60% of projections required: 1885 | 40% of projections required: 1257 | 20% of projections required: 628 |
|---------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
|                           | ORG3142                          | ORG2514                          | ORG1885                          | ORG1257                          | ORG628                          |
|                           | UP3142                           | UP2514                           | UP1885                           | UP1257                           | UP628                           |
| ---                       | ORG2514                          | ORG1885                          | ORG1257                          | ORG628                           | ORG628                           |
| ---                       | UP2514                           | UP1885                           | UP1257                           |                                  |                                  |
| ---                       | ORG1885                          | ORG1257                          |                                  |                                  |                                  |
| ---                       | UP1885                           |                                  |                                  |                                  |                                  |
| ---                       | ORG1257                          |                                  |                                  |                                  |                                  |
| ---                       |                                  |                                  |                                  |                                  |                                  |

Table 1 Experiments, indicating conditions and naming convention.
In addition to the comparison of texture parameters, a comparison was performed on the actual reconstructed topographies by applying the method described in [37]. This method consists of creating a statistical model of topography from multiple measurements in repeatability conditions, and then comparing the statistical models corresponding to different set-ups with each other (in this case, different downsampling and sinogram interpolation levels), to assess the overall amount of discrepancy between set-ups. Each statistical model is comprised of a mean topography, estimated from the repeated measurements, and an indication of local scattering of the data, estimated through local confidence intervals on the mean (at 90% confidence level), visualised through upper-bound and lower-bound surfaces (further details can be found in [34]). In this work, the amount of discrepancy between statistical topography models corresponding to each experimental condition was reported as a discrepancy ratio, i.e. the percentage of surface points where the confidence intervals on the local means do not intersect.

![Figure 2 Three 2D central slices of three different sinograms are shown. The sinograms are a) ORG628, b) ORG3142 and c) ORG628 UP3142. While all three sinogram slices represent 360° rotation, for visualisation the pixel in the direction of rotation, the vertical axis, are not stretched and the pixel representations is kept square.](image)

In addition, the arithmetic mean of the distance between the upper and lower bound surfaces for each statistical topography model was computed, as an overall measure of repeatability error in surface determination in each experimental condition.

### 2.5 Volume data: noise

The Shannon entropy, applied to the reconstructed volume, was used to quantify the amount of noise associated with each experimental set-up. This decision was made based on the work of Schienlein et al. [38], where the authors were able to show a better agreement between the occurrence of image artefacts than by using signal-to-noise ratio. The Shannon entropy uses the histogram data of the entire reconstructed volume, and is defined as [38]:

$$ H := -\sum_{i=1}^{N} p_i \log_2 p_i $$

Eq. 1

where $p_i$ is the probability of a voxel value to fall within the $i^{th}$ histogram bin and $N$ is the total number of histogram bins. As Shannon entropy increases with wider distributions, small Shannon entropy values indicate low levels of noise [38]. In this work, histograms with $2^{16}$ data bins were exported from VG Studio 3.0.
2.6 Volume data: resolution

Different concepts of resolution have been introduced in the literature of digital image analysis/processing in general, as well as for XCT metrology, such as high and low contrast resolution [19], structural and positional resolution [3,39]. Notable approaches to determine resolution include the ‘multi-wave standard’ [10], the hour glass approach [40] and radius-based approach [41]. In this work, an approach was adopted where resolution of the volume data is estimated by investigating the image sharpness between background and material. The approach is an adaptation of the original method described in ISO 12233 for photography [42]. For the purpose of the method, one of the side surfaces of the test sample was polished in order to have negligible texture at the adopted XCT measurement magnification. For each experimental set-up, the transition was evaluated on a cross-section extracted from the reconstructed volume (Figure 5 a) and Figure 1 c)). Since the test sample is oriented with a tilt of 5° at measurement, the edge in the cross-section appears slanted with respect to the pixel grid. An example of pixel intensities in the transition between background and material is shown in Figure 5 b) for one of the measurements; the edge spread function is obtained by aligning and averaging multiple rows of pixels of the cross-sectional image with oversampling. Resolution can be defined as the width of the transition region from the reference intensity values for the background, to the reference intensity value for the material (see later). Such a width is here referred to as edge spread.
A more robust edge spread can be obtained by repeating the computation over a number of parallel lines drawn on the cross-sectional image, aligning them and by finding their arithmetic average [42]. As the method operates directly on the pixels of the cross-sectional image extracted from the reconstructed XCT volume, it should be noted that the method ignores the surface determination stage. It should also be pointed out that the method to assess resolution is only meant to provide values for comparison use, i.e. it does not provide an absolute value. The void and material reference pixel intensity levels, needed for computing the edge spread, were computed as follows. Due to the likely presence of beam hardening, an initial material intensity value was determined by averaging pixel intensities at a large distance from the visible edge. The same process was used to determine an initial estimate of the background intensity value. These two initial values were referred to as the 0% (background) and the 100% (material) intensities in the surroundings of the transition. Then, the transition range was narrowed by using the 10% and the 90% levels of the previous range as the final thresholds to identify the transition and compute its width in voxels [43]. Failed readings of this method, identified by a skewed or noisy edge spread function, were ignored and repeated. For each of the three repeats of each experimental condition, ten edge spread computations were performed. After an initial user input of the location along the edge, the remaining nine edge spread computations were chosen randomly within twenty pixels around the initial user selection. The thirty edge spread computations obtained from each experimental condition were used to obtain an arithmetical mean edge spread. The associated scatter was quantified as the distance between the minimum and maximum edge spread value over thirty repeats.

Figure 5 a) shows a reconstructed cross sectional image of the slanted edge. b) shows the oversampled edge spread function, and graphical indication of how the 10% to 90% value is found.

A more robust edge spread can be obtained by repeating the computation over a number of parallel lines drawn on the cross-sectional image, aligning them and by finding their arithmetic average [42]. As the method operates directly on the pixels of the cross-sectional image extracted from the reconstructed XCT volume, it should be noted that the method ignores the surface determination stage. It should also be pointed out that the method to assess resolution is only meant to provide values for comparison use, i.e. it does not provide an absolute value. The void and material reference pixel intensity levels, needed for computing the edge spread, were computed as follows. Due to the likely presence of beam hardening, an initial material intensity value was determined by averaging pixel intensities at a large distance from the visible edge. The same process was used to determine an initial estimate of the background intensity value. These two initial values were referred to as the 0% (background) and the 100% (material) intensities in the surroundings of the transition. Then, the transition range was narrowed by using the 10% and the 90% levels of the previous range as the final thresholds to identify the transition and compute its width in voxels [43]. Failed readings of this method, identified by a skewed or noisy edge spread function, were ignored and repeated. For each of the three repeats of each experimental condition, ten edge spread computations were performed. After an initial user input of the location along the edge, the remaining nine edge spread computations were chosen randomly within twenty pixels around the initial user selection. The thirty edge spread computations obtained from each experimental condition were used to obtain an arithmetical mean edge spread. The associated scatter was quantified as the distance between the minimum and maximum edge spread value over thirty repeats.

Figure 4 A collection of details of various reconstructed data sets. The location of detail is highlighted in Figure 1 c). The variation in noise between the different experimental conditions can be observed. All images were intended to have similar grey scale distributions, by manual manipulation of the transfer function of VG Studio.
3. Results

The results section is split into four subsections each discussing one of the following themes: noise, resolution, areal texture parameters, and comparison via statistical topography models. Figure 4 shows a selection of the details of reconstructed slices for some of the experimental conditions. Figure 3 shows the statistical topography models obtained for the experimental conditions described in Section 2. The statistical topography models also allow for one fundamental consideration, based on simple visual inspection: the amount of noise is reduced when increasing the number of projections from which the interpolation starts. This can be understood by observing the spikes in the green surfaces, which are the upper bounds of the local confidence intervals computed on triplicate data points, as illustrated in Section 2. Each spike corresponds to a local confidence interval larger than the neighbouring ones, indicating a larger spread of the data points at the same location, i.e. larger noise.

3.1 Noise in the reconstructed volume

The histograms of the voxel intensities of two example scans are shown in Figure 6 b). Qualitatively inspecting the two histograms of Figure 6 b), the contrast, i.e. the separation in the grey scale between the reference value of material and background, of both distributions coincide well as expected. Comparing the two histograms, the histogram of only 628 projections shows a wider and flatter shape of the material and background peaks, which is generally attributed to nosier datasets. The Shannon entropy was computed and is shown in Figure 6 a). The data sets of the third repeat of ORG1885 and its interpolated variants show outlier behaviour, hence they were excluded from further

Figure 6 a) Shannon entropy values for the experimental conditions (mean and range from three repeats). The experiments are ordered by the total number of projections used in the reconstruction. b) two example histograms of reconstructed volumes.

Figure 7 a) Mean values of the resolution estimate via edge spread determination. The error bars show the spread from thirty repeats, which are ten edge spread computations per each reconstructed data set.
Due to operational reasons, the system had to be shut down before the last set of repeats could be acquired. The sample was not moved and an additional warmup scan of over two hours was added before commencing the remaining scans. The first scan after the second warmup was the final repeat of ORG1885, thus it’s considered an outlier. The repeatability between Shannon entropy values for the different repeats of each experimental condition was high, with a maximum difference limited to less than 1% of the Shannon entropy value. Despite reducing the Shannon entropy, sinogram interpolation does not reach the same low level of noise achievable by acquiring the actual number of projections without interpolation. Also, while the error bars provide some indication of the spread of the entropy results, clearly a higher number of repeats would be beneficial for improving confidence.

3.2 Resolution in the reconstructed volume

The values shown in Figure 7 are the mean values of the resolution, obtained as described in Section 2.5, for the three repeats of each experimental condition and ten edge spread computations per repeat. This yields thirty edge spread measurements per experimental condition, and the error bars are the maximum spread of the thirty repeats.

The range of the obtained resolution values is large, even within each experimental condition. All upsampled versions of ORG1885 showed lower resolution values than ORG3142, but within the margins of the error bars. The ORG1885 was also the test sample which showed outlier behaviour in the Shannon entropy. The results indicate that a large angle during the continuous motion will worsen the resolution. However, no trends are particularly prominent in the collected data.

3.3 Discrepancy and repeatability error in the extracted surface topography

In addition to the already discussed visual inspection of the results shown in Figure 3, statistical topography models allowed for quantitative comparison between experimental conditions. Figure 8 a)

![Figure 8a](image-url)

**Figure 8 a)** Discrepancy ratio between each experimental condition and ORG3142. The second axis to the right of the panel shows the mean width of the confidence intervals; b) mean $S_a$ value and its min-max range over three replicates; c) mean $S_2$ value and its min-max range over three replicates. For b) and c) the error bars show the maximum range of the data.
shows both the discrepancy ratio and the mean confidence interval height of each experimental condition. The results of the discrepancy ratio are zero for any experimental condition after ORG1885 in Figure 8 a), and zero for ORG3142 by design.

3.4 Areal texture parameters
The results for the areal surface texture parameters $S_a$ and $S_z$ [44,45] are shown in Figure 8 c) and d) respectively. The mean values of the parameters over three replicates are reported, together with error bars representing the min-max range. Notice that $S_z$ was chosen as an indicator of the average spread of surface height values about a mean reference. On the contrary, $S_a$ was chosen as an indicator of the min-max range of height values, so it should be considered more sensitive to extreme values.

4. Discussion
XCT measurements can be relatively slow and a method to decrease acquisition time has been explored in this paper. The method is based on using a reduced number of projections in combination with sinogram interpolation. As undersampling is known to increase noise and streak artefacts, the questions to answer in the discussion are related to the capability of sinogram interpolation to reduce such effects. In particular: can the noise be reduced? How much does the resolution suffer? Are there any noticeable effects on the reconstructed topography? And ultimately, is it possible to recommend an optimal combination of undersampling and interpolation to obtain a reasonable compromise between time gain, noise level and loss of resolution?

Initially, it was the authors’ intention to use the obtained height map data to calculate the spatial frequency content of the measured topographies, in particular focusing on the high-frequency content as a means to obtain a qualitative assessment of the capability of capturing small-scale topographic detail. However, the presence of noise rendered this approach impractical. While not within the scope of this paper, it is anticipated that similar problems will occur when using frequency-based resolution test-arterfacts, such as in [10].

Figure 6 a) showed a strong trend of decreasing noise with increasing amounts of interpolation, as measured by the Shannon entropy. The noise in the ORG datasets is expected to change dramatically as the number of photons recorded is different. In fact, if one were to think of the number of photons per voxel, a common helpful quantity when comparing scans, the ORG628 will obviously only equate to 20% of the energy recorded by the detector, which is a significant reduction. For example, the large degree of noise in ORG628 was significantly reduced by interpolation, even by upsampling to only 1257 projections. In all cases, the upsampling of each originally undersampled set of projections led to reduced noise. When comparing all the experimental conditions, the ORG3142 and the ORG2514 UP3142 sets were the ones which showed the best results. Excluding the outlier represented by the third ORG1885 set, the low repeatability error of the Shannon entropy results also supported the significance of the results. As can be seen in Figure 6 a), ORG1257 UP3142 achieved similar noise behaviour to the upsampled versions of ORG1885 series. However, the best noise behaviour is achieved when acquiring a full set of projections, closely followed by ORG2514 UP3142.

The measurement procedure adopted to estimate the resolution of the different scans is based on the assessment of edge spread. The authors are aware that this method does not represent the entire measurement chain, but is limited to the analysis of a single slice of the reconstructed volume. However, at least it can be noted that pixel intensities are the usual input to the surface determination stage. The conclusions that can be drawn from these results are of difficult to summarise, due to the large error bars which yield no experimental condition showing any significant difference in resolution. The error bars were chosen conservatively as the maximum spread, rather than the standard deviation. The experimental campaign should be expanded with further experimentation on how the edge spread method of measuring resolution is affected or even confounded by noisy data, and the repeatability of this method needs further attention, such as exploring alternative methods [7,10,41,46,47]. Despite the issue of not having detected significant variations of resolution, one can at least conclude that resolution does not degrade to an extent that can be adequately captured with the adopted edge spread method.

However, the authors do also believe that the extents of resolution degradation should be worse, at least based on the findings of the medical literature [20,33]. The discrepancy could be due to the different nature of the sinogram space of a multi-material object, such as when scanning a human body, compared to the single-material object presented in this work, but more detailed experimental and analytical work on how the interpolation propagates into the reconstructed volume is needed. In summary, not much
confident is given to the resolution measures obtained within this study. In the wider scope of comparing measurement setups of XCT, a reliable and sensitive method of expressing the achieved resolution is needed.

Furthermore, given the angular motion, it could be expected that the resolution will vary depending on the radius around the centre of rotation. The design of the fixture for the part assured that the investigated surface topography and the flat side used for investigation into the resolution are approximately at the same radial distance from the axis or revolution (see Figure 1). However, it would be interesting to study the isolated effects of continuous motion, the nature of the motion blurring and its practical limits for faster acquisitions.

Overall, the results indicate that the application of sinogram interpolation to a reduced number of projections holds promise for the field of topography measurements via XCT and indeed for dimensional measurements. The $S_z$ texture parameter is not affected greatly once more than 628 projections are used for the reconstruction. In general, the $S_z$ results are in similar regions for all experimental conditions, though $S_z$ is a very sensitive parameter to outliers as it describes the maximum range of the height map data. Interestingly, the experimental condition which showed the most repeatable $S_z$ value is the ORG628. Putting the obtained mean $S_z$ values into perspective to the voxel size, the results still deviate by approximately three times the voxel size, and the spread of $S_z$ of each test condition is larger still at approximately six times the voxel size.

The more interesting conclusions can be drawn from the numerical topography comparison, which is depicted in Figure 8 a). Figure 8 a) shows the discrepancy ratio of each experimental condition with respect to the ORG3142 condition (taken as reference) and the mean width of the confidence interval calculated for each experimental condition aligned to ORG3142. The resultant mean confidence interval width is of the order of tens of micrometres. One interesting feature has been identified for ORG628 UP2514 and ORG628 UP3142. Here, the discrepancy ratio to ORG3142 is reduced, while the mean width is increased. This is can be explained as the discrepancy ratio will reduce if the confidence interval is large – as there is more chance for overlap. The cause of the increase of the confidence interval can possibly be attributed to a loss of resolution. Both ORG628 UP2514 and ORG628 UP3142 have the largest upsampling ratios, which is four and five respectively. This might indicate that too much upsampling has occurred and might affect the quality of the obtained surface topography data.

The discrepancy ratio drops to zero, for all cases which are based on 1885 real projections or more – while maintaining mean confidence interval widths of around ten to twenty micrometres. This finding may indicate that a reduced number of projections is feasible. However, the effects of interpolation are not dramatic for the cases which are based on more than 1885 projections. While ORG1257 has large mean confidence interval width, and a large discrepancy ratio, a substantial improvement can be seen when increasing the number of projections used in reconstruction to 1885. However, the case of ORG1257 UP3142 shows an increase in the discrepancy ratio compared to ORG1257 UP2514. Most experimental test conditions do not reach the same confidence interval mean width levels as ORG3142.

Overall, the interpolation in ORG1257 seems to be promising, however, it would be interesting to explore the loss of resolution in more detail, and compare the interpolation against more computationally expensive reconstruction processes, such as iterative techniques [48], but also against other filtering methods on the volume data, on which initial work has been started [29].

Some observed limitations need to be discussed. It is clearly observable that even in ORG3142, i.e. the reference measurement, some noise was present. It could be possible that further adjustments in the XCT measurement parameters can reduce the noise. The authors are hoping to perform a further simulation-based study, to remove the influence of photon noise. Further, only three repeats were performed per experimental set-up, and the data obtained from one repeat is visibly worse than the other two. This means that within the context of drawing a conclusion of the presented data, the statistical validity and confidence is limited. This is a common issue in XCT metrology where, somewhat ironically, repeated measurement is rarely used due to lengthy measurement times. The experimental campaign included three repeats, without moving the sample. But no investigation was undertaken into the reproducibility of this experimental findings, and how the reproducibility relates to the observed outlier. The statistical surface model currently only considers uncertainty attributed to the $z$-axis and currently excludes the localisation error of the $x,y$ directions. Part of the $x,y$ error is compensated by the lateral alignment procedure, which we implement to construct the statistical model, but of course this cannot take into account for all error components.
Further, only one test sample was investigated. While the test sample was chosen as a typical application, the experimental activities described in this work were not tested on a wider range of scenarios, including different geometries, topographies and materials. How and if these findings can be extrapolated needs further investigation.

So, which experimental condition should be recommended to increase the throughput rate? All data derived from ORG628 should be immediately excluded as they showed on average a much worse performance in terms of noise, and even more importantly they showed a significant difference from the reference measurement in terms of the discrepancy ratio.

Both ORG1885 UP2514 and ORG1257 UP2514 do not perform worse than their respective counterparts which used 3142 in the reconstruction, in terms of noise. ORG2514 and its upsampled partner only decreased the measurement time by approximately 20%, while slightly outperforming the ORG1257 UP 2514 and ORG1885 UP 2514 in terms of Shannon entropy. The most important findings though are shown in graphs on the numerical topography comparison in Figure 8. The topography comparison showed that the ORG1885 UP2514 achieved similar results to the ORG3142 in terms of the mean width of the confidence interval and has a zero discrepancy ratio. However, ORG1257 UP2514 does have a larger mean width of the confidence interval and does have discrepancy ratio, but reduced the measurement time by 60%. While the overall recommendation depends on how much of the fidelity and speed is needed, both the ORG1885 UP2514 and ORG1257 UP2154 cases are promising candidates.

5. Conclusions

This paper explored the possibility to reduce the number of acquired projections in XCT measurements of surfaces, by applying sinogram interpolation. The different experimental conditions were compared and characterised in terms of noise, resolution and a direct comparison of the obtained surface topographies. Sinogram interpolation was applied to data sets which were undersampled by 20%, 40%, 60% and 80% of the analytically required number of projections. The XCT system was set up to rotate continuously during acquisition to keep the time associated with each radiograph low. An additively manufactured test cube was used as a test sample. The method for assessing resolution showed limits when capturing the resolution changes between the various configuration setups. Noise was found to worsen with increased undersampling (decreased number of projections) but it could be reduced by sinogram interpolation. The topography comparison showed that sinogram interpolated versions of the cases which used 40% and 60% of the required radiographs, had a strong potential of delivering the information needed, while also reducing the acquisition time significantly. However, the limitations of these findings should be considered carefully as the extrapolation is limited due to the feature size as a function of voxel size, the use of only a single material case and the statistical limitations of having only three repeats. Overall, the findings here show that there is a potential for increasing the throughput time of topography measurement – as long as the user is aware of the additional limitations added by reducing the number of projections and introducing interpolation.
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