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Abstract: Data collection is an important application of wireless sensor networks (WSNs) and Internet of Things (IoT). Current routing and addressing operations in WSNs are based on IP addresses, while data collection and data queries are normally information-centric. The current IP-based approach incurs significant management overheads and is inefficient for semantic data collection and queries. To address the above issue, this paper proposes a semantic data collection tree (sDCT) construction scheme to build up a semantic data collection tree for wireless sensor networks. The semantic tree is rooted at the edge/sink and supports data collection tasks, queries, and configurations efficiently. We implement the sDCT in Contiki and evaluate the performance of the sDCT in comparison with the state-of-the-art scheme, 6LoWPAN/RPL and L2RMR, using telosb sensors under various scenarios. The obtained results show that the sDCT achieves a significant improvement in terms of the energy efficiency and the packet transmissions required for data collection or a query task compared to 6LoWPAN/RPL and L2RMR.
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1. Introduction

Data collection and data queries are important applications in wireless sensor networks (WSNs) and Internet of Things (IoT). For that reason, a data collection tree is normally built to support both periodic data collection and query-based data collection for a group of sensor nodes. The current standardized data collection tree for WSNs is built based on 6LoWPAN [1] and the corresponding routing protocol, RPL [2]. We call the current scheme the IP-based data collection tree (ipDCT). In the IP-based data collection tree, the data collection is built from the edge, or in other words, the sink node. The tree is built to support traffic patterns required for data collection and data queries, including point-to-multi-point (P2MP), multi-point-to-point (MP2P), and point-to-point (P2P) traffic patterns. An example of a P2MP traffic pattern is when the edge sends a request to all temperature sensors for data collection or configuration. An example of an MP2P traffic pattern is when all sensors or a group of sensors report their data to the edge. All operations for packet forwarding in the tree to support those traffic patterns are based on IP addresses. However, the data collection and data queries in WSNs are normally information-centric [3–5]. Users are interested in sensing data in an area, not addresses of sensors. For example, a user requests temperature data from all temperature sensors in an area’s WSN. The mismatching between the user semantic query model and the data collection tree building approach incurs complicated processes required for resource-constrained sensor nodes at both the network layer and the application layer.
In the IP-based data collection tree, to build the routing paths [6] for MP2P traffic, a DIO (DODAG Information Object) message is used to construct a Directed Acyclic Graph (DAG) [2]. The DIO message is broadcasted from the sink node downward to the child nodes. Each node receives DIO messages with DODAG configuration information to configure themselves and selects parent nodes based on the ranking to be reachable from the DODAG root. By this way, the DAG is constructed for MP2P traffic flows. To build the routing paths for P2MP, the DODAG root triggers a Destination Advertisement (DA) mechanism in the DIO and the traffic flows outward, from the sink to other nodes. DA timers are configured such that DAs start at greater depth. In this process, each node sends a Destination Advertisement Object (DAO) message with its route information upward to the edge/sink node. The routing information has to be stored in the sink nodes and upward nodes along the path to the sink node. With a non-storing node, the source routing is used. By this way, DAs build up the routing state to support outward P2MP traffic flows, from the sink to other nodes [2,7]. For P2P traffic [8], when two arbitrary routers need to communicate, the data packets are restricted to travel only along with the links in the DAG. This requires the pre-establishment of routes for each potential destination. The DAG is built to optimize the routing path to the sink, so restricting P2P routes to use only the DAG links may result in many sub-optimal routes. Additional procedures are then added for P2MP and P2P traffic. Each traffic type requires a different construction and initialization, which incurs a high overhead for routing states and route discovery, which are fairly heavy with resource-constrained nodes. To support semantic data collection and data queries, extra node discovery processes in the application layer are also required, which are inefficient for resource-constrained sensors.

For the same purpose of supporting semantic data collection and data queries, this paper proposes a semantic data collection tree construction scheme for the edge to build up a semantic data collection tree (sDCT) for wireless sensor networks based on information-centric networking [4,9–11]. The scheme facilitates forwarding operations of traffic patterns for common data collection and data queries in WSNs. We observe that a WSN is a special type of network where each sensor produces a special type of sensing data (e.g., a temperature sensor produces only temperature sensing data). This does not like nodes in the Internet, where nodes can produce various types of data. Based on the observation, we propose a semantic naming scheme for sensor nodes as well as their content objects [3]. We then design a semantic and lightweight data collection tree construction scheme starting from the edge. The proposed semantic data collection tree (sDCT) supports common traffic patterns in WSNs natively without requiring route lookup or completed route information. In particular, the sDCT supports multiple levels for multicast packet forwarding without requiring extra communication overhead and multicast group member management. We implemented the sDCT in Contiki and evaluated the performance of the sDCT in comparison with ipDCT and L2RMR using telosb sensors under various scenarios. The obtained results show that the sDCT achieves a significant improvement in terms of the energy efficiency and the packet transmissions required for data collection or a query task compared to ipDCT and L2RMR [12].

2. Related Work

The current standardized data collection tree for WSNs is built based on 6LoWPAN [1] and the corresponding routing protocol, RPL [2], which is quite complicated and experiences a high overhead [13–15]. RPL/6LoWPAN builds the tree topology as follows. RPL builds a Directed Acyclic Graph (DAG) and uses the DAG to direct the computation of routing paths. In particular, an Object Function (OF) is in conjunction with constraints and routing metrics to calculate the ranking of nodes in the DAG. The rank of a node in RPL is the relative position of the node with respect to other nodes in the network. Figure 1 illustrates the ranking of nodes of a network in the RPL.
The routing path computation of the RPL for different traffic patterns is quite complicated. For different traffic patterns, the RPL uses different types of messages and path discovery/setup operations to build routing states for the routing paths [2]. For the MP2P traffic pattern, the RPL defines DIO messages, which are broadcasted from the edge to the child nodes. Upon receiving the DIO messages, each sensor configures itself to join the network. For the P2MP traffic pattern, the RPL implements the Destination Advertisement (DA) mechanism using Destination Advertisement Object (DAO) messages for the outward traffic flows. For that, each sensor transmits DAO messages with its routing information toward edge so that the DA mechanism is then run to build up routing states for P2MP traffic patterns. For the P2P traffic, the RPL requires nodes to pre-establish routing paths for every potential destination. The RPL results in a high overhead for each P2P traffic flow. A similar approach is also used for discovering routes to multiple targets (multicast), which creates a DAG rooted at the source node and connected to multicast members.

For multicasting, RPL implements MPL, an IPv6 multicast forwarding protocol adapted for communication of resource-constrained devices like sensors [7]. The multicast protocol requires different control messages, seeds, seed identifiers, and communication overhead to establish and maintain routes for multicast transmission. The main idea of designing RPL using a DAG is to optimize routing cost to the DAG’s root for MP2P traffic. Additional procedures are then added for P2MP and P2P traffic. Each traffic type requires a different construction and initialization. However, this results in a high overhead for routing states and route discovery, which are fairly heavy with constrained nodes. The design may be necessary for communication in all cases. However, this incurs a high overhead for simple data collection and data queries in wireless sensor networks. In WSNs, the main communication patterns are quite simple, as follows. The edge sends configuration or data query requests to one or a group of nodes in the network. Nodes in the network periodically send their sensing data or report their sensing data upon requests to the edge. It is important to note that the data collection and data queries are normally executed in an information-centric manner. For example, a request is sent to query sensing data from sensors belonging to a type or from sensors in a subnetwork. This paper proposes a simple information-centric semantic data collection tree to address this issue.

The Collection Tree Protocol CTP [16] is also a well-known collection tree protocol in wireless sensor networks. The study [17,18] shows advantages of the RPL in terms of improving the packet reception ratio and energy consumption in comparison with CTP. Other surveys of routing protocols in WSNs can also be found in [19–21]. In this paper, we focus on the high-level operations and initial
ideas for data collection in WSNs. Therefore, in the evaluation part, we compare the sDCT with RPL/6LoWPAN (ipDCT) under fair configurations of the sDCT in comparison with ipDCT.

Information-centric networking (ICN) [22–25] is considered a promising approach for Internet of Things [26–28]. Recently, a number of works have been investigated to explore the benefits of ICN for IoT [10,11,29–32]. The literature review for information-centric IoT is presented in [10,11]. However, there are still many challenges that need to be addressed to apply ICN to IoT [33,34]. This paper addresses a unique issue of data collection trees in WSNs with ICN.

3. The Proposed Semantic Data Collection Tree

3.1. Semantic Naming Scheme

The proposed semantic naming structure for sensor nodes and their data objects includes two parts [3]. The first part expresses a real-world category name of the sensor, which is called the category prefix (CP). The latter part is the ID of the node, which makes the name persistent and unique. We utilize a semantic name that allows direct verification based on binding the associated information object, the category of information, and the name. For example, a temperature sensor may have a name of “temp::1325”, in which “temp” is the category prefix indicating a temperature sensor and “::1325” is the ID of the node. We present a mechanism to construct the ID in the next section. The name can be a flat name or a hierarchical name. This paper describes the naming scheme using a flat style.

To build up the semantic data collection tree, we use the sensor category prefix as the prefix of a name. We define category prefixes for different types of sensors; for example, “temp” for temperature sensors, “ligh” for light sensors, “humi” for humidity sensors, etc. For simplicity, we assume that there is a standardized list of sensor types. The category prefix is then exploited for semantic data collection and data queries. Note that for a fair comparison with the IP-based data collection tree using 6LoWPAN and RPL, we implement the semantic data collection tree using a 128-bit name length, which is the same as the length of an IPv6 address. However, in the illustration using a small network with a limited number of nodes and a limited number of sensor types, we use only 16 bits for the category prefix and 16 bits for the ID. The rest of the name length is illustrated using “::”. This means that only a 32-bit address is required for the experimental network.

3.2. ID Construction

This subsection describes how the sDCT constructs the IDs for sensor nodes. The IDs are designed not only to make nodes unique, but also to facilitate routing operations in WSNs. For the ID construction, we modify the node rank discovery in the RPL to construct an informational node rank. In the RPL, the node rank discovery is designed for loop avoidance only. In the sDCT, the node rank is used as the ID of the node, which contains information about how packets can be forwarded to the node. In other words, the rank also contains routing information to reach the node.

The function for generating the ranking-based IDs in sDCT is comparable with RPL routing. The rank of a node in sDCT also expresses the position relative to other nodes; however, this is in a defined order for easy coordination among nodes. Nodes form a ranked tree topology, which is similar to the multibit-tries [35] for router table indexing. The purpose of the ranking-based ID is to make routing become easier and more efficient by minimizing the communication for route discovery from a source node to a destination. We define a maximum number of children for a node as 15, similarly to RPL, for a fair comparison. Each node manages the ordered and joined slots and the number of child nodes in order to allocate the ranks of the child nodes. A node allocates an ordered slot for only one child node at a time. Each node joins the network in an ordered slot corresponding with an ordered slot number and a parent ID obtained from its parent node. Because the parent ID is unique and each child node receives a different ordered slot, thus, the generated ID is also unique.

The ID configuration is executed from the edge downward to the child nodes. The edge node initiates a unique ID automatically by itself, or it assigned by a mechanism to guarantee that its ID
is unique among sink nodes in the networks (for example, ::0001). The rank of the $i$th child node, $R_{i}$, is calculated as follows.

$$R_{i} = R_{parent} \times 16 + \text{HEX}[i \mod 15].$$  \hfill (1)

For example, if the edge node has the ID "::0001" ($R_{parent}$ is "::0001"), its child nodes will have the ID range from "::0011" to "::001F". Similarly, if a node has the ID "::0011" ($R_{parent}$ is "::0011"), its child nodes will have the ID range from "::0111" to "::011F". When a new node N turns on, it sends a rank discovery message to its one hop neighbors. Neighbor nodes receiving the discovery message respond with their rank and the ordered slot of N if they have available slots of additional child nodes. The new node N then selects the nearest node as its parent and calculates its rank as its ID. The new node then creates its full name from the ID and sends a verification message to the parent node for verifying and registering. After verifying a child node, the parent adds the new node to its neighbor table with the face ID in which it receives the verification message from the new node. The process is executed continuously until all nodes are ranked and participate in the ranked tree network; an example is shown in Figure 2.

Figure 2 illustrates an example of a semantic data collection tree constructed starting from the edge node downward to child nodes. The same of each node shows its semantic information, including its type of sensor and its rank in the tree. With this semantic data collection tree design, data queries for specific types of sensing data can be facilitated.

![Figure 2](image-url)

**Figure 2.** A semantic data collection construction starting from the edge node downward to the child nodes.

During the rank discovery process, each node builds up a table containing child nodes' information, similarly to the RPL. However, the child table in sDCT contains the child nodes’ name, face ID, and a list of prefixes existing under the subtree of the child nodes, as shown in Figure 3. The table helps a node know which types of sensors are available under its subtree. In other words, a node knows which types of sensing data that the node or its child nodes can provide. This information is later used for semantic multicast forwarding. For example, if the edge wants to send a packet to temperature sensors, then the packet is forwarded to only subtrees that have the prefix of "Temp". As a result, a sensing data query is forwarded to a subnetwork only if the subnetwork produces the matching type of sensing data. The design is to improve the efficiency of packet forwarding inside a WSN, thus saving energy for sensors.
Figure 3. An example of a semantic child table of node Ligh::001. The table contains a list of child nodes, their face ID, and the list of prefixes under their subtree.

3.3. Packet Format and Traffic Patterns

Each interest packet header in sDCT consists of the name of interest, a unicast bit, and a multicast bit, as shown in Figure 4. The name in the interest packet expresses the type of data of interest (i.e., temperature data or light data, etc.) and the level of the network of interest (i.e., in the whole network or only in a subnetwork). For example, Figure 4a illustrates an interest packet for the temperature data (i.e., temp) in the whole network level (i.e., ::*). Figure 4b illustrates an interest packet for the temperature data (i.e., temp) in the subnetwork (i.e., ::113*). Figure 4c illustrates an interest packet for any sensing data (i.e., *) produced by the subnetwork (i.e., ::113*).

The unicast bit and the multicast bit are added to enable the sDCT to support different traffic patterns that are common in WSNs and supported by 6LoWPAN/RPL. When only the unicast bit turns on, the packet is forwarded as a unicast message and the full name is used to forward the packet to a specific node. For illustration, an interest packet with the name “temp::1131”, the unicast bit = 1, and the multicast bit = 0 will be forwarded as a unicast message to the node “temp::1131”. When both the unicast bit and multicast bit turn on to 1, the packet is propagated as a broadcast packet. For illustration, an interest packet with the name “*:113*”, the unicast bit = 1, and the multicast bit = 1 will be forwarded as a broadcast message to all nodes in the subnetwork “*:113*”. When both the unicast bit and multicast bit are 0, the packet is forwarded as an anycast packet. For illustration, an interest packet with the name “temp::113*”, the unicast bit = 0, and the multicast bit = 0 will be forwarded as a multicast packet to all temperature sensors in the subnetwork “::113*”.

![Figure 4](image_url)

Figure 4. Each interest packet header consists of the name of interest, the unicast bit, and the multicast bit. The semantic data collection tree (sDCT) supports multiple levels of multicast: (a) a type of sensor in a network, (b) a type of sensor in a subnetwork and (c) to sensors in a subnetwork.

By design, the sDCT natively supports different levels of multicast traffic, including (1) multicast to all nodes belonging to a type of node in the network (i.e., temperature sensors), (2) multicast to all nodes belonging to a type of node in a subtree, and (3) multicast to all nodes in a subtree. The levels
are determined based on the name of interest. Under a multicast mode (i.e., multicast bit = 1), if the name contains only the category prefix (e.g., ID is 0000), the packet is sent via multicast to all nodes belonging to that category prefix. For illustration, if the name “temp::0000” is used, the packet is then sent via multicast to all temperature sensors. If the name “temp:113*” is used, the packet is sent via multicast to all temperature sensors under the subnetwork with ID “113*”. For that, the packet is first sent via unicast to the subnetwork with ID “113*” and then sent via multicast to all temperature nodes in the subnetwork with ID “113*”. If the name “*:113*” is used without a prefix, the packet is sent via multicast to all nodes under the subnetwork with ID “113*”. For that, the packet is first sent via unicast to the subnetwork with ID “113*” and then sent via multicast to all nodes in the subnetwork with ID “113*”.

3.4. Packet Forwarding for Different Types of Traffic Patterns

3.4.1. MP2P

For the MP2P, the packet forwarding in the sDCT is similar to that in ipDCT, where nodes forward their sensing data to the parent nodes toward the edge. However, the sDCT can support semantic data aggregation natively to reduce the number of packet transmissions. For example, temperature data of temperature sensors can be aggregated together along the forwarding path without requiring a semantic classification implemented with a complicated aggregation scheme, as illustrated in Figure 5.

![Figure 5](image_url)

**Figure 5.** An illustration for multi-point-to-point (MP2P) from temperature sensors to the edge in the sDCT.

3.4.2. P2P or Unicast Forwarding

A unicast packet is forwarded by parsing the ID in the destination name of interest. In the sDCT, the unicast packet forwarding does not require route lookup or completed route information. The reason is that the name ID of the destination reflects the path to reach the destination already. Therefore, the unicast packet forwarding is processed based on parsing the ID of the name and comparing with the ID of the current node. For illustration, if the Edge::0001 in Figure 5 wants to send a packet to the node “temp::1131” with unicast bit = 1 and multicast bit = 0, the edge then parses the ID “1131” and compares with its ID “1000” using the longest matching. The edge then forwards the packet to the next hop with ID “11**”, that is, the ID of the node “Ligh::0011”. At the node Ligh::0011, the node parses the ID “1131” and compares with its ID “0011”. The node then forwards the packet to the next hop “113*”, which is the ID of the node “Temp::0113”. At the node “Temp::0113”, the node parses the ID “1131” and compares with its ID “0113”. The packet is then forwarded to the destination.
“temp::1131”. In this way, the unicast packet is forwarded without requiring route storage and route lookup. This helps save significant resources and energy consumption for resource-constrained sensors. Moreover, this enables the sDCT to support light-weight or non-storage nodes.

3.4.3. P2MP

P2MP traffic is treated using multicast forwarding in the sDCT. The sDCT supports native multicast naturally without requiring multicast member registration and member management, as in IP multicast. Following the construction of the sDCT, nodes know which types of sensors exist in their child nodes’ subtrees. As a result, semantic P2MP packet forwarding is facilitated. For illustration, when the edge sends a multicast packet to all temperature sensors in its network (e.g., using the name of interest “Temp::” with unicast bit = 0 and multicast bit = 1). The packet is forwarded downstream based on the list of prefixes. A node forwards the multicast packet only to the child nodes that have the “Temp” prefix in their subtree networks. The packet is then forwarded continuously to all temperature sensors in the network, as shown in Figure 6.

![Figure 6. An illustration for multicast packet forwarding in the sDCT. The multicast packet from the edge is forwarded to all temperature sensors in the sDCT.](image)

4. Performance Evaluation

We implement a prototype of the sDCT in Contiki [36], as shown in Figure 7, in comparison with the existing RPL/6LoWPAN ipDCT and L2RMR [12], the state-of-the-art studies. Figure 7a shows the protocol stack of a RPL/6LoWPAN node and its improved version, L2RMR. Figure 7b shows the protocol stack of a sDCT node.

We present the performance evaluation of the proposed sDCT with experimental and analysis results compared with the state-of-the-art ipDCT and L2RMR. We perform extensive evaluations for the sDCT in comparison with ipDCT and L2RMR using the Cooja simulator available in Contiki [37]. The simulations consist of an edge node with 20 temperature sensors, 20 light sensors, and 20 humidity sensors. The name prefixes of sensors are pre-configured. The detailed configurations for simulations are presented in Table 1. We use the default packet length of RPL/6LoWPAN for the sDCT and L2RMR. For the radio noise model, we use the closest-fit-pattern matching (CPM) [38]. We implement counters to track changes and record the time in each radio state of sensors to measure the duty cycle of a node [39]. We set the CCA (Clear Channel Assessment) check parameter up to 400 times. Other parameters are kept the same as the default configurations of the Cooja CC2420 radio model [38].
4.1. Bootstrapping

We first evaluate the sDCT, L2RMR, and ipDCT during the bootstrapping (network setup). We measure the convergence time of the network setup. The obtained results are presented in Figure 8. Figure 8 shows that the collection tree setup in the sDCT is significantly faster than in ipDCT and L2RMR. This is due to the fact that ipDCT and L2RMR use a high number of control messages, such as DIO, DAO, and DIS (DODAG Informational Solicitation) messages, during the network setup and maintenance. The rank building in the sDCT is also simpler than in ipDCT and L2RMR. L2RMR requires more message exchanges for the bootstrapping, so its convergence time is longer than that of ipDCT.

We count the number of messages used during the bootstrapping of the two protocols (sDCT and ipDCT). The number of messages is used as the transmission overhead of the sDCT and ipDCT during bootstrapping. We then compare the overhead ratio between ipDCT and sDCT under different numbers of network nodes. The obtained results are presented in Figure 9. Figure 9 shows that ipDCT experiences a significantly higher transmission overhead than the sDCT. The reasons are explained in the previous results. Figure 9 also indicates that the higher the number of nodes in the network that we obtain, the greater the overhead ratio between ipDCT and sDCT. Note that the results of L2RMR are worse than those of ipDCT, as explained in the previous figure, so we do not compare the results of L2RMR with those of the sDCT.

4.2. P2MP Traffic

We now execute experiments with P2MP traffic in the sDCT, L2RMR, and ipDCT. In particular, the edge is assigned a task to send configuration messages to all temperature sensors. We count the number of transmitted messages required for the edge to complete its task as the task overhead. Figure 10 presents the number of transmitted messages required for the edge to send a configuration message to all temperature sensors. The figure shows that the sDCT requires only 32 messages while the ipDCT requires about 60 messages. L2RMR and RPL have the same results, which means that L2RMR has no improvement in terms of P2MP traffic in comparison with ipDCT. In particular, sDCT requires the
message transmission only at related nodes, including temperature sensors and intermediate nodes, while the task overhead of ipDCT is similar to broadcasting. The obtained result shows that the sDCT is more efficient in terms of energy and transmission overhead than ipDCT in the cases of semantic requests/queries or configuration.

**Figure 8.** Convergence time for the network setup.

**Figure 9.** Overhead ratio between sDCT and RPL/6LoWPAN (ipDCT) for the network setup under different numbers of nodes (the number of messages is counted as the overhead).
4.3. MP2P Traffic

For MP2P traffic experiments, every node is required to report its sensing data to the edge in every packet interval. We vary the packet interval from 2 to 8 s. We then measure the average duty cycle of sensors in the sDCT, L2RMR, and ipDCT. The obtained results are presented in Figure 11. Figure 11 shows that the sDCT achieves the lowest average duty cycle of nodes. L2RMR achieves a significantly lower average duty cycle of nodes compared to ipDCT, but the result is higher than that of the sDCT. Their number of data messages is quite similar. However, ipDCT and L2RMR require frequent control messages to maintain the tree.

Figure 10. Point-to-multi-point (P2MP) traffic overhead comparison between sDCT, L2RMR, and ipDCT.

Figure 11. MP2P traffic overhead comparison between sDCT, L2RMR, and ipDCT.
4.4. P2P Traffic

For P2P traffic experiments, the network randomly selects 20 pairs of nodes to communicate P2P under various packet intervals from 2 to 8 s. The obtained average duty cycle results of nodes in the sDCT, L2RMR, and ipDCT are presented in Figure 12. Figure 12 shows that the sDCT is more energy efficient than ipDCT and L2RMR in cases of P2P traffic patterns. The result is that L2RMR and ipDCT require more control messages to establish the P2P routes. L2RMR achieves a slight improvement in terms of the average duty cycle of nodes compared to ipDCT in the P2P scenario.

![Figure 12. Point-to-point (P2P) traffic overhead comparison between sDCT, L2RMR, and ipDCT.](image)

5. Discussion and Conclusions

This paper presents a simple design to build the semantic data collection tree for wireless sensor networks based on an information-centric approach. The data collection tree building approach matches with the approach for sensing data queries and data collection. Therefore, the sDCT facilitates all types of traffic patterns in WSNs. The operations required to support each type of traffic patterns are minimal and natural based on the semantic tree. Through extensive evaluation, the sDCT has shown its advantages and efficiency over ipDCT in terms of energy efficiency and packet transmissions. This work just focuses on a high-level network comparison, while protocols at the lower network level are kept the same as those of the ipDCT stack. In future works, we plan to explore cross-layer approaches for the sDCT and discover how the information-centric approach can benefit the packet transmissions in WSNs at the lower layer. We move toward building a completed semantic protocol stack for WSNs based on the sDCT and designing a simple way to build applications on the top of the stack.

**Author Contributions:** All of the authors contributed to the work and wrote the article. All authors have read and agreed to the published version of the manuscript.

**Funding:** This work was supported by Institute of Information & Communications Technology Planning & Evaluation (IITP) grant funded by the Korea government(MSIT) (No. 2017-0-00613, Development of Content-oriented Delay Tolerant networking in Multi-access Edge Computing Environment).

**Conflicts of Interest:** The authors declare no conflict of interest.
References

1. Park, Y.; Dinh, N.-T.; Kim, Y. A network monitoring system in 6LoWPAN networks. In Proceedings of the 2012 Fourth International Conference on Communications and Electronics (ICCE), Hue, Vietnam, 1–3 August 2012; pp. 69–73. [CrossRef]

2. Winter, T.; Thubert, P.; Brandt, A.; Hui, J.W.; Kelsey, R.; Levis, P.; Pister, K.; Struik, R.; Vasseur, J.P.; Alexander, R.K. RPL: IPv6 Routing Protocol for Low Power and Lossy Networks; RFC6550; IETF Secretariat: Fremont, CA, USA, 2012.

3. Dinh, N.; Kim, Y. Potential of information-centric wireless sensor and actor networking. In Proceedings of the 2013 International Conference on Computing, Management and Telecommunications (ComManTel), Ho Chi Minh City, Vietnam, 21–24 January 2013; pp. 163–168. [CrossRef]

4. Jacobson, V.; Smetters, D.K.; Thornton, J.D.; Plass, M.F.; Briggs, N.H.; Braynard, R.L. Networking Named Content. In Proceedings of the 5th International Conference on Emerging Networking Experiments and Technologies, Rome, Italy, 1–4 December 2009; Association for Computing Machinery (ACM): New York, NY, USA, 2009; pp. 1–12. [CrossRef]

5. Dinh, N.T.; Dao, N.N.; Kim, Y. Sensing Content Correlation-Aware In-Network Caching Scheme at the Edge for Internet of Things. In Proceedings of the 6th ACM Conference on Information-Centric Networking, Macao, China, 24–26 September 2019; Association for Computing Machinery: New York, NY, USA, 2019; pp. 161–162. [CrossRef]

6. Vasseur, J.P.; Kim, M.; Pister, K.; Dejean, N; Barthel, D. Routing Metrics Used for Path Calculation in Low-Power and Lossy Networks; RFC6551; IETF Secretariat: Fremont, CA, USA, 2012.

7. Hui, J.; Kelsey, R. Multicast Protocol for Low-Power and Lossy Networks (MPL); RFC7731; IETF Secretariat: Fremont, CA, USA, 2016.

8. Goyal, M.; Baccelli, E.; Philipp, M.; Brandt, A.; Martocci, J. Reactive Discovery of Point-to-Point Routes in Low Power and Lossy Networks; RFC6997; IETF Secretariat: Fremont, CA, USA, 201.

9. Zhang, L.; Afanasyev, A.; Burke, J.; Jacobson, V.; Claffy, K.; Crowley, P.; Papadopoulos, C.; Wang, L.; Zhang, B. Named Data Networking. SIGCOMM Comput. Commun. Rev. 2014, 44, 66–73. [CrossRef]

10. Mars, D.; Gammar, S.M.; Lahmadi, A.; Saidane, L.A. Using Information Centric Networking in Internet of Things: A Survey. Wirel. Pers. Commun. 2019, 105, 87–103. [CrossRef]

11. Djama, A.; Djamaa, B.; Senouci, M.R. Information-Centric Networking solutions for the Internet of Things: A systematic mapping review. Comput. Commun. 2020, 159, 37–59. [CrossRef]

12. Seyfollahi, A.; Ghaffari, A. A lightweight load balancing and route minimizing solution for routing protocol for low-power and lossy networks. Comput. Netw. 2020, 179, 107368. [CrossRef]

13. Vera-Amaro, R.; Rivero-Ángeles, M.E.; Luviano-Juárez, A. Data Collection Schemes for Animal Monitoring Using WSNs-Assisted by UAVs: WSNs-Oriented or UAV-Oriented. Sensors 2020, 20, 262. [CrossRef] [PubMed]

14. Xu, Y.; Sun, G.; Geng, T.; He, J. Low-Energy Data Collection in Wireless Sensor Networks Based on Matrix Completion. Sensors 2019, 19, 945. [CrossRef]

15. Yang, G.; Peng, Z.; He, X. Data Collection Based on Opportunistic Node Connections in Wireless Sensor Networks. Sensors 2018, 18, 3697. [CrossRef]

16. Gnawali, O.; Fonseca, R.; Jamieson, K.; Kazandjieva, M.; Moss, D.; Levis, P. CTP: An Efficient, Robust, and Reliable Collection Tree Protocol for Wireless Sensor Networks. ACM Trans. Sens. Netw. 2013, 10. [CrossRef]

17. Ko, J.; Dawson-Haggerty, S.; Gnawali, O.; Culler, D.; Terzis, A. Evaluating the Performance of RPL and 6LoWPAN in TinyOS. In Proceedings of the IPSN 2011, Chicago, IL, USA, 12–14 April 2011; Association for Computing Machinery (ACM): New York, NY, USA, 2011; pp. 1–6. [CrossRef]

18. Long, N.T.; De Caro, N.; Colitti, W.; Touhafi, A.; Steenhaut, K. Comparative performance study of RPL in Wireless Sensor Networks. In Proceedings of the 2012 19th IEEE Symposium on Communications and Vehicular Technology in the Benelux (SCVT), Eindhoven, The Netherlands, 16 November 2012; pp. 1–6.
19. Rehan, W.; Fischer, S.; Rehan, M. A Critical Review of Surveys Emphasizing on Routing in Wireless Sensor Networks—An Anatomization under General Survey Design Framework. *Sensors* **2017**, *17*, 1713. [CrossRef] [PubMed]

20. Ogundile, O.O.; Alfa, A.S. A Survey on an Energy-Efficient and Energy-Balanced Routing Protocol for Wireless Sensor Networks. *Sensors* **2017**, *17*, 1084. [CrossRef]

21. Watteyne, T.; Molinaro, A.; Richichi, M.G.; Dohler, M. From MANET To IETF ROLL Standardization: A Paradigm Shift in WSN Routing Protocols. *IEEE Commun. Surv. Tutor.* **2011**, *13*, 688–707. [CrossRef]

22. Arshad, S.; Azam, M.A.; Rehmani, M.H.; Loo, J. Recent Advances in Information-Centric Networking-Based Internet of Things (ICN-IoT). *IEEE Internet Things J.* **2019**, *6*, 2128–2158. [CrossRef]

23. Aboodi, A.; Wan, T.; Sodhy, G. Survey on the Incorporation of NDN/CCN in IoT. *IEEE Access* **2019**, *7*, 71827–71858. [CrossRef]

24. Arshad, S.; Azam, M.A.; Rehmani, M.H.; Loo, J. Recent Advances in Information-Centric Networking-Based Internet of Things (ICN-IoT). *IEEE Internet Things J.* **2019**, *6*, 2128–2158. [CrossRef]

25. Nour, B.; Sharif, K.; Li, F.; Biswas, S.; Moungla, H.; Guizani, M.; Wang, Y. A survey of Internet of Things communication using ICN: A use case perspective. *Comput. Commun.* **2019**, *142–143*, 95–123. [CrossRef]

26. Gündogan, C.; Kietzmann, P.; Schmidt, T.C.; Lenders, M.; Petersen, H.; Wählisch, M.; Frey, M.; Shzu-Juraschek, F. Information-Centric Networking for the Industrial IoT. In Proceedings of the 4th ACM Conference on Information-Centric Networking, Berlin, Germany, 26–28 September 2017; Association for Computing Machinery: New York, NY, USA; pp. 214–215. [CrossRef]

27. Waltari, O.; Kangasharju, J. Content-Centric Networking in the Internet of Things. In Proceedings of the 2016 13th IEEE Annual Consumer Communications Networking Conference (CCNC), Las Vegas, NV, USA, 9–12 January 2016; pp. 73–78.

28. Ali, Z.; Shah, M.A.; Almogren, A.; Ud Din, I.; Maple, C.; Khattak, H.A. Named Data Networking for Efficient IoT-based Disaster Management in a Smart Campus. *Sustainability* **2020**, *12*, 930. [CrossRef]

29. Dinh, T.; Kim, Y. Information centric sensor-cloud integration: An efficient model to improve wireless sensor networks’ lifetime. In Proceedings of the 2017 IEEE International Conference on Communications (ICC), Paris, France, 21–25 May 2017; pp. 1–6.

30. Dinh, T.; Kim, Y. A Novel Location-Centric IoT-Cloud Based On-Street Car Parking Violation Management System in Smart Cities. *Sensors* **2016**, *16*, 930. [CrossRef]

31. Dinh, T.; Kim, Y. Information-centric dissemination protocol for safety information in vehicular ad-hoc networks. *Wirel. Netw.* **2017**, *23*, 1359–1371. [CrossRef]

32. Lachowski, R.; Pellenz, M.E.; Jamhour, E.; Penna, M.C.; Brante, G.; Moritz, G.; Souza, R.D. ICENET: An Information Centric Protocol for Big Data Wireless Sensor Networks. *Sensors* **2019**, *19*, 930. [CrossRef]

33. Amadeo, M.; Campolo, C.; Quevedo, J.; Corujo, D.; Molinaro, A.; Iera, A.; Aguiar, R.L.; Vasilakos, A.V. Information-centric networking for the internet of things: challenges and opportunities. *IEEE Netw.* **2016**, *30*, 92–100. [CrossRef]

34. Nour, B.; Sharif, K.; Li, F.; Wang, Y. Security and Privacy Challenges in Information-Centric Wireless Internet of Things Networks. *IEEE Secur. Priv.* **2020**, *18*, 35–45. [CrossRef]

35. Kim, K.S.; Sahni, S. Efficient Construction of Pipelined Multibit-Trie Router-Tables. *IEEE Trans. Comput.* **2007**, *56*, 32–43. [CrossRef]

36. Ahlgren, B.; Lindgren, A.; Wu, Y. Demo: Experimental Feasibility Study of CCN-lite on Contiki Motes for IoT Data Streams. In Proceedings of the 3rd ACM Conference on Information-Centric Networking, Kyoto, Japan, 26–28 September 2016; Association for Computing Machinery (ACM): New York, NY, USA, 2016; pp. 221–222. [CrossRef]

37. Kugler, P.; Nordhus, P.; Eskofier, B. Shimmer, Cooja and Contiki: A new toolset for the simulation of on-node signal processing algorithms. In Proceedings of the 2013 IEEE International Conference on Body Sensor Networks, Cambridge, MA, USA, 6–9 May 2013; pp. 1–6. [CrossRef]

38. Dinh, T.; Kim, Y.; Gu, T.; Vasilakos, A.V. An Adaptive Low-Power Listening Protocol for Wireless Sensor Networks in Noisy Environments. *IEEE Syst. J.* **2018**, *12*, 2162–2173. [CrossRef]
39. Dinh, T.; Kim, Y.; Gu, T.; Vasilakos, A.V. L-MAC: A wake-up time self-learning MAC protocol for wireless sensor networks. *Comput. Netw.* 2016, 105, 33–46. [CrossRef]

**Sample Availability:** Samples of the aerobic rice leaves extract are available from the authors.

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).