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Abstract

This paper deals with the computation of the largest robust control invariant sets (RCISs) of constrained nonlinear systems. The proposed approach is based on casting the search for the invariant set as a graph theoretical problem. Specifically, a general class of discrete-time time-invariant nonlinear systems is considered. First, the dynamics of a nonlinear system is approximated with a directed graph. Subsequently, the condition for robust control invariance is derived and an algorithm for computing the robust control invariant set is presented. The algorithm combines the iterative subdivision technique with the robust control invariance condition to produce outer approximations of the largest robust control invariant set at each iteration. Following this, we prove convergence of the algorithm to the largest RCIS as the iterations proceed to infinity. Based on the developed algorithms, an algorithm to compute inner approximations of the RCIS is also presented. A special case of input affine and disturbance affine systems is also considered. Finally, two numerical examples are presented to demonstrate the efficacy of the proposed method.
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1 Introduction

The importance of invariant sets is evident in the numerous attention it has received in the control literature (see [1] for an extensive survey on this subject). In particular, it plays a fundamental role in control system design and analysis of constrained dynamical systems due to its implicit stability properties. For example, it plays a key role in the design of model predictive control strategies via the use of control invariant sets as a terminal region constraint [2, 3].

Given a dynamical system, a subset of the state space is said to be control invariant if the state of the system can be maintained within the set forever with the help of a control provided the initial
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states are chosen from within the set. In addition, if disturbances are considered, then the set is known as robust control invariant set (RCIS). Many results which address computational issues and algorithmic procedures exist for both deterministic and uncertain linear systems \[4, 5, 6, 7, 8\]. Some results also exist for nonlinear systems \[9, 10, 11\]. (Robust) control invariant sets are closely linked to viability theory \[12, 13\], reachability analysis \[14, 15\] and null controllability \[16, 17, 18\]. It is worth mentioning that exact and efficient determination of invariant sets even for linear systems is still an open problem. For this reason, outer or inner approximations are often sought after.

Homer and Mhaskar presented an algorithm for estimating null controllable regions of nonlinear systems \[16, 17\] by enlarging an initial estimate of a control invariant set. However, the algorithm makes use of an invariance test function that require guessing an appropriate input sequence for a specified prediction horizon which may not be easy especially the case of systems which are not input affine. This was further extended to an approach that solves a reverse time-optimal control problem in \[18\]. In these cases however, the presence of disturbances were not considered. Fiacchini and coworkers also presented an algorithm based on difference of two convex (DC) functions to estimate convex robust control invariant sets of nonlinear systems \[9\]. However, the algorithm requires contractivity and convergence to the largest RCIS was not provided. In \[14\], a grid-based algorithm which solves a time-dependent Hamilton-Jacobi formulation was used to estimate reachable sets of continuous systems with uncertainties.

Graph theoretical methods have been successfully used in the analysis of nonlinear systems \[19, 20, 21, 22\]. The idea is to approximate the trajectories of the dynamical system using directed graphs and then analyze the constructed graph using graph theoretical methods. This method has been used in identifying or computing periodic orbits, invariant sets, recurrent sets, Lyapunov exponents, etc (see \[23\] for more applications). However, all the studies focused on autonomous dynamical systems with the exception of \[22\] who used graph theoretical method to determine control sets. Also, only outer approximations of the invariant sets were considered in these studies.

Motivated by the success of graph theory in the analysis of autonomous nonlinear systems, this paper presents a new algorithm for computing approximations of the largest robust control invariant set for general constrained time-invariant discrete-time uncertain nonlinear systems. In contrast to some existing methods, we do not assume polynomial dynamics, nor require contractivity nor require prior knowledge of the structure of the set. More importantly, the proposed algorithm yields an inner approximation of the largest robust control invariant set for a sufficiently high precision. By combining our derived robust control invariant condition with the subdivision technique, our algorithm shows higher efficiency as compared to the grid-based methods. Furthermore, we propose an approach similar to feedback linearization of nonlinear systems to further...
reduce the computational load.

The remainder of the paper is organised as follows: Section 2 is concerned with preliminaries and problem formulation as well as a brief introduction to directed graph representation of autonomous dynamical system and invariant set investigation of the graph. In Section 3 we present an algorithm to compute the outer and inner approximations of the largest robust control invariant set. We also prove the convergence of the algorithm to the largest robust control invariant set and briefly discuss some computational issues in this section. We present two illustrative examples in Section 4 and then conclude the paper in Section 5.

**Notation.** \( \mathbb{Z} \) denotes the set of integers \( \{\ldots, -2, -1, 0, 1, 2, \ldots\} \). \( \mathbb{Z}_+ \) denotes the set of non-negative integers \( \{0, 1, 2, \ldots\} \). \( \{z_k\}_{k \in \mathbb{Z}_+} \) denotes an ordered set of numbers according to \( k \in \mathbb{Z}_+ \) \( \{z_0, z_1, z_2, \ldots\} \). \( \mathbb{B} \) denotes the unit ball in \( \mathbb{R}^n \) with respect to the infinity norm. The operator \(|\cdot|\) denotes the Euclidean norm of a vector. The Minkowski set addition of two sets \( P, Q \subset \mathbb{R}^n \) is defined as \( Q + P = \{p + q | p \in Q, q \in P\} \). A directed graph is denoted as \( G = (V, E) \) with \( V \) denoting the set of vertices of the graph and \( E \) denoting the set of ordered pairs of vertices known as edges. A function \( f : X \rightarrow X \) is said to be homeomorphic in \( X \) if it is continuous with continuous inverse in \( X \).

## 2 Preliminaries

### 2.1 System description and problem formulation

In this work, we consider a class of discrete-time nonlinear systems that can be described by the following model:

\[
    x^+ = f(x, u, w)
\]

where \( x^+ \in \mathbb{R}^n \) denotes the state at the next sampling time, \( x \in \mathbb{R}^n \) is the state, \( u \in \mathbb{R}^m \) represents the control input and \( w \in \mathbb{R}^n \) denotes the unknown disturbance input. We consider that the state, control and disturbance are subject to the following constraints:

\[
    x \in X \subseteq \mathbb{R}^n, \ u \in U \subseteq \mathbb{R}^m \text{ and } w \in W \subseteq \mathbb{R}^n
\]

Throughout our discussion, we make the following assumptions:

**Assumption 1** (Compactness of constraints). The sets \( X, U \) and \( W \) are compact metric spaces. In addition, we assume that \( U \) and \( W \) have the origin in their interiors.
Assumption 2 (Smoothness of system). The function $f : X \times U \times W \to X$ is a sufficiently smooth vector field in $X$. In addition, we assume that for each $x \in X$, $u \in U$ and $w \in W$, $f(x,u,w)$ is uniquely defined.

We also recall the following definitions on forward invariant set and robust control invariant set:

**Definition 1** (Forward invariant set \[1\]). A set $R \subset X$ is said to be a forward or positively invariant set of the system $x^+ = f(x)$ if for every $x \in R$, $f(x) \in R$.

**Definition 2** (Robust control invariant set \[1\]). A set $R \subset X$ is said to be a robust control invariant set (RCIS) for system (1) and constraint set (2) if for every $x \in R$, there exist a feedback control law $u = \mu(x) \in U$ such that $R$ is forward invariant for the closed-loop system $f(x,u,w)$ for all $w \in W$.

In the absence of disturbances, the robust control invariant set $R$, falls back to the usual notion of control invariant set. In this work, we are interested in determining the largest robust control invariant set contained in $X$. This set is also known as the maximal RCIS, strongly reachable set \[24\] or discriminating kernel \[25\]. We denote by $R(X)$ the largest RCIS of (1) with constraints (2).

### 2.2 Graph construction

In this section, we briefly present the notion of symbolic image of a dynamical system and its construction for autonomous systems. For a more detailed discussion, the reader may refer to Chapters 2 and 5 of \[23\].

Consider a discrete-time autonomous system as follows:

$$x^+ = \hat{f}(x)$$

where $\hat{f} : X \to X$ is a homeomorphism on a compact domain $X \subset \mathbb{R}^n$.

A symbolic image of (3) is a finite approximation of the dynamics of the system using a directed graph. To construct a symbolic image, the state space $X$ is quantized with the help of a finite covering, $\mathcal{C} = \{B_1, \ldots, B_l\}$, of the state space $X$. The finite covering $\mathcal{C}$ is a collection of closed sets known as cells or boxes $B_i$, $i = 1, \ldots, l$, such that

$$X \subseteq \bigcup_{B_i \in \mathcal{C}} B_i$$

$$B_i \cap B_j = \emptyset, \forall B_i, B_j \in \mathcal{C} \text{ with } i \neq j$$
The diameter of the covering $C$ is given by

$$
\text{diam}(C) := \max_{B_i \in C} \text{diam}(B_i)
$$

where $\text{diam}(B_i) = \sup\{|x - y| : x, y \in B_i\}$. Since $X$ is compact, it is always possible to obtain a finite covering. We now introduce the symbolic image of $\hat{f}$ with respect to the covering $C$.

**Definition 3** (Symbolic image [23]). Let $G$ be a directed graph with $l$ vertices where each vertex is a cell or box $B_i$ in a finite covering $C$ of the domain $X$ of system (3). The vertices $B_i$ and $B_j$ are connected by a directed edge $B_i \rightarrow B_j$ if

$$
B_j \cap \hat{f}(B_i) \neq \emptyset
$$

where $\hat{f}(B_i) := \{y|y = \hat{f}(x), x \in B_i\}$. The graph $G$ is called a symbolic image of (3) with respect to the covering $C$.

**Definition 4** (Admissible path [23]). A sequence $\{z_k\}_{k \in \mathbb{Z}^+}$ with each element $z_k$ taking a value from the set of vertices of $G$ is called an admissible path if for each $k \in \mathbb{Z}^+$, the graph $G$ contains the edge $z_k \rightarrow z_{k+1}$.

To understand the relationship between an admissible path on the symbolic image and the trajectories of (3), we recall the notion of $\epsilon$-orbit.

**Definition 5** ($\epsilon$-orbit [26]). For a given $\epsilon > 0$, a sequence of points $\{x_k\}_{k \in \mathbb{Z}^+}$ in $X$ is called an $\epsilon$-orbit of system (3) if for any $k \in \mathbb{Z}^+$

$$
|\hat{f}(x_k) - x_{k+1}| < \epsilon
$$

Due to round off errors in numerically computed trajectory of system (3), its real trajectory is rarely known in practice. Thus, a numerically computed trajectory of system (3) is usually no more than an $\epsilon$-orbit for sufficiently small positive $\epsilon$. There is therefore a natural correspondence between admissible paths on the symbolic image and the $\epsilon$-orbits. That is, an admissible path on the graph $G$ represents an $\epsilon$-orbit of system (3) and vice versa. Specifically, if the sequence $\{z_k\}_{k \in \mathbb{Z}^+}$ is an admissible path on the symbolic image $G$, then there exist a sequence $\{x_k, x_k \in z_k\}_{k \in \mathbb{Z}^+}$ that is an $\epsilon$-orbit of system (3) such that the following inequality hold

$$
|\hat{f}(x_k) - x_{k+1}| \leq \text{diam}(z_{k+1}) < \epsilon
$$
It is obvious that the finer the covering, the more precise the approximation of the system trajectories.

**Definition 6** (Out-degree of a vertex). The out-degree of a vertex in a directed graph is the number of edges going out of the vertex.

If a vertex \((B_i)\) of the symbolic image of system (3) has zero out-degree, then its image \(\hat{f}(B_i)\) has no intersection with any other vertex on the symbolic image, i.e. \(\hat{f}(B_i) \cap X = \emptyset\). Therefore its image \(\hat{f}(B_i)\) lies outside \(X\). This implies that any trajectory starting from the cell will exit the state constraint \(X\) in finite time. An admissible path on the symbolic image \(G\) may either be finite or infinite. An admissible path on the symbolic image is finite if it ends with a vertex that has zero out-degree. Otherwise, it is infinite.

The construction of the symbolic image is depicted in Example 1.

**Example 1** (Construction of the symbolic image). Let \(X = \{x \in \mathbb{R}^2 : \|x\|_\infty \leq 2\}\) and consider the autonomous two dimensional system defined by

\[
x^+ = \hat{f}(x) = \begin{bmatrix} x_1 + 1.5 \\ x_2 + 1.5 \end{bmatrix}
\]

To construct the symbolic image of the system in Example 1, the state constraint \(X\) is first quantized. Quantization of \(X\) is not unique. One of such quantizations is to use 16 cells of unit length to obtain the finite covering \(C = \{B_1, \ldots, B_{16}\}\) of \(X\). Since \(X\) satisfies Assumption 1, this is possible. Thereafter, the image of each cell is obtained and used to construct the symbolic image. The quantized \(X\) is shown in Figure 1(a). The shaded cells \((B_6, B_7, B_{10}, B_{11})\) in Figure 1(a) are the image of cell \(B_{13}\) i.e. they have an intersection with \(\hat{f}(B_{13})\). The resulting graph is shown in Figure 1(b). The existence of a directed edge between cells \(B_{13}\) and \(B_6\) implies there exist an admissible path between the two cells. Cells whose image have no intersection with any other cells will have no outgoing edges in the symbolic image i.e. out-degree will be zero. The symbolic image is constructed by repeating this procedure for all other cells. The union of the resulting graphs form the symbolic image.

What remains is how the image of a cell can be approximated. One approach to approximate the image of a cell is to finitely sample points in the cell and then find the image of the points. The image of the cell is the union of the image of each sampled point in the cell. Different sampling methods that can be used are shown in Figure 2. Another approach is the use of interval arithmetic. This involves performing numerical computations on intervals rather than numbers. Interval arithmetic was used in [11] to compute one-step reachable sets.
2.3 Set invariance condition for autonomous systems

In the previous section, we described the construction of the symbolic image $G$ of (3) which is an approximation of its dynamics using directed graphs. In this section, we describe how the resulting directed graph can be investigated using graph theory to obtain an outer approximation of the largest forward invariant set for autonomous dynamical systems. We recall the terminology in graph theory:

**Definition 7** (Strongly connected graph). A directed graph $G = (V, E)$ is said to be strongly connected if there is an admissible path in both directions between each pair of vertices of the graph.

For a graph $G$ that is not strongly connected, it may contain subgraphs that are strongly connected. These subgraphs are known as the strongly connected component subgraphs of $G$.

The following theorem summarizes how we may obtain an outer approximation of the largest forward invariant set of an autonomous system based on its symbolic image [23].
Theorem 1. Let $G = (V, E)$ having a set of vertices $V$ and a set of ordered pairs of vertices $E$ be a symbolic image of the mapping $\hat{f}$ in (3) with respect to a finite covering $\mathcal{C}$ of $X$. Then

i. the vertices of the largest strongly connected component subgraph $G_s = (V_s, E_s)$ of $G$ have infinite admissible paths passing through them.

ii. any element of $V$ but not $V_s$ with a path to at least one vertex of $G_s$ also has an infinite admissible path passing through it.

iii. the union of the elements of (i) and (ii), $I^+(G)$, is a closed neighbourhood of the largest forward invariant set $R$ of (3) in $X$, i.e.

$$R \subset I^+(G)$$

Fundamentally, Theorem 1 characterizes cells that have infinite admissible paths passing through them on the symbolic image. The central idea is illustrated in Figure 3 for a fictitious autonomous system. In the figure, cells $B_2, B_3, B_4$ and $B_5$ form the strongly connected components subgraph of the symbolic image since there exist an admissible path in both directions between each pair of vertices on the symbolic image (Theorem 1 i). Also, since there exist an admissible path from cells $B_8$ and $B_9$ to an element (Cell $B_3$) of the the strongly connected components subgraph, they also have infinite admissible paths passing through them (Theorem 1 ii). Notice that Cell $B_2$ also has admissible path to Cells $B_1$ and $B_7$ which have zero outdegree. Similarly, there exist an admissible path from Cell $B_4$ to Cell $B_6$. Thus, both finite and infinite admissible paths pass through Cells $B_2$ and $B_4$. Therefore, the union of Cells $B_2, B_3, B_4, B_5, B_8$ and $B_9$ form a closed neighbourhood of the largest forward invariant set in the region of the state space under study (Theorem 1 iii). Since Cells $B_2$ and $B_4$ also have finite admissible paths passing through them, the set is not actually forward invariant and is merely an outer approximation of the largest forward invariant set contained in $X$. Finally, since Cells $B_1, B_6$ and $B_7$ have no outgoing edges (zero outdegree), any trajectory

---

Figure 3: Example graph construction for a fictitious autonomous system and resulting invariant set. Left: Region in state space under study; Center: Approximation of the flow of the system using directed graph. Right: Selected cells which is an outer approximation of the forward invariant set.
starting from them will exit the region of state space understudy in finite time and therefore do not form part of the approximation of forward invariant set.

We now proceed to present the main results of this work.

3 Main results

In the previous section, we demonstrated how forward invariant sets can be outer approximated for autonomous dynamical systems based on graph theory. In this section, we extend this result for constrained dynamical systems with controls and disturbances, and then use this result to develop efficient algorithms for computing robust control invariant sets. Recall that the dynamics of a system needs to be transcribed in a directed graph before analysis using graph algorithms. While the graph construction is straightforward to do for autonomous dynamical systems (3), it is not the case for dynamical systems with controls and disturbances (1). We show how the directed graph can be constructed for system (1) for our intended purposes as well as the robust control invariance condition based on the constructed graph.

We begin by presenting the directed graph construction and the robust control invariant set condition for constrained controlled systems with disturbances. Then, we present the algorithm for computing the robust control invariant set. Finally, we present a way to reduce the computational load for input affine systems which are a special case of system (1).

3.1 Robust control invariance condition

Let us consider the set-valued map, also called parametrized map,

\[ F(x, w) := f(x, U, w) = \{ f(x, u, w) \} \cup_{u \in U} \]

The map \( F \) associates with each state \( x \) and disturbance \( w \) the subset \( F(x, w) \) of feasible next states. Therefore, system (1) defined by the family of parametrized difference equations is actually governed by the difference inclusion

\[ x^+ \in F(x, w) \]

With this difference inclusion, all feasible trajectories of (1) under every initial state and disturbance can be obtained. However, care must be taken when constructing the graph. If one naively constructs the symbolic image of system (1) by considering the union of all feasible trajectories of (1) for every initial state and disturbance, the graph obtained will not be suitable for our purposes.
This is because the so-called “best-case” will be included. The “best-case” are instances where the disturbances aid the control inputs. They must be avoided in the graph construction as it does not provide guaranteed existence of a control law that will keep the system in the constraint set under every disturbance realization. Thus, to ensure guaranteed existence of a control law to keep the states within constraint set (2) at all times, not all trajectories must be allowed on the symbolic image which will be investigated. A pessimistic or worst-case view must therefore be adopted in the construction of the symbolic image. In short, the control seeks to enlarge the robust control invariant set while the disturbance seeks to make it smaller.

To address this, we construct individual graphs for each \( w \in W \) using the difference inclusion (7) and analyze them using Theorem 1. By taking an intersection of the resulting sets for every \( w \in W \), an outer approximation of the robust control invariant set is obtained. Let us define \( G_w = (V_w, E_w) \) as the symbolic image of \( F(X, w) \) with respect to the finite covering \( \mathcal{C} \) of \( X \) and the constraint sets (2). Also, let

\[
K := \cap_{w \in W} I^+(G_w)
\]

(8)

The set \( K \) represents the cells with infinite admissible paths passing through them irrespective of the disturbance realization. The following theorem characterises an outer approximation of the robust control invariant set of (1) with constraint set (2).

**Theorem 2.** Let \( K \) be defined as in Equation (8) above. If Assumptions 1 and 2 hold, then the set \( K \) is a closed neighbourhood of the largest robust control invariant set \( R(X) \) of system (1) with constraint sets (2) i.e.

\[
R(X) \subset K
\]

(9)

*Proof.* We prove by contradiction. Assume there exists a state \( x \in R(X) \) but \( x \notin K \). Then by definition of \( K \), it implies that there exist Cells \( B_i \subset X \) containing \( x \) without any infinite admissible path passing through it and \( B_j \subset X \) with no outgoing edge (zero outdegree) such that there exist a disturbance sequence \( \{w_0, \ldots, w_k\} \) for every input sequence \( \{u_0, \ldots, u_k\} \) such that the finite sequence \( \{z_0, \ldots, z_k\} \) with \( z_0 = B_i \) and \( z_k = B_j \) exist. This implies that the trajectory of \( x \) will eventually escape from \( X \). This however, contradicts the assumption that \( x \in R(X) \). \( \blacksquare \)

Theorem 2 characterises the cells whose union forms an outer approximation of the robust control invariant set of system (1) and constraint sets (2) given a quantized state constraint set. This is the central idea we use in designing an algorithm for computing the largest robust control invariant set contained in \( X \).
3.2 Computation of robust control invariant set

In this section, we present the algorithm for computing the robust control invariant set of system (1) subject to constraint set (2) and prove its convergence to the maximal RCIS. The algorithm is combined with the subdivision process (see [28] for more discussion) to improve the computational efficiency. This is realized using a family of finite coverings of the RCIS starting from the state constraint. In each step, a set of cells are selected according to Theorem 2 and then subdivided while the remainder are discarded. The algorithm is achieved in three main steps namely subdivision, graph construction and selection. Considering the \( k \)-th iteration in the proposed algorithm, the operations are outlined below.

- In the subdivision step, a finer covering of the RCIS is generated by dividing the current cells along one of the dimensions. If \( \hat{C}_{d_k} \) and \( C_{d_k-1} \) are coverings of the RCIS where \( d_k \) and \( d_{k-1} \) denote their respective diameters, then \( d_k > d_{k-1} \) and

\[
\bigcup_{B \in \hat{C}_{d_k}} B = \bigcup_{B \in C_{d_k-1}} B
\]

The set that is subdivided does not change other than have cells with smaller diameter. In each iteration of the algorithm, the dimension along which the cells are divided is cycled. The function \( subdivide() \) is used to compute the subdivision.

- Following the subdivision step, the graph construction step is conducted. This is achieved by creating a collection of graphs \( G_k = \{ G_w^k = (V_w^k, E_w^k) \ \forall \ w \in W \} \) with respect to the covering obtained from the subdivision step \( \hat{C}_{d_k} \) where

\[
V_w^k = \hat{C}_{d_k} \ and \\
E_w^k = \{ (B_i, B_j) \in \hat{C}_{d_k} \times \hat{C}_{d_k} \mid F(B_i, w) \cap B_j \neq \emptyset \}
\]

This is realized in the algorithm as the function \( graph() \).

- Finally, the selection step involves the selection of the set of cells that have infinite paths passing through them irrespective of \( w \in W \) using the robust control invariant set condition in Theorem 2 i.e.

\[
C_{d_k} = \{ B \in \hat{C}_{d_k} \mid B \in \bigcap_{G \in G_k} I^+(G) \}
\]

The cells that are not selected are discarded while the selected ones goes on to the next iteration. This is represented in the algorithm as the function \( select() \).

The complete algorithm is summarized in Algorithm 1 below:
Algorithm 1: Computing maximal robust control invariant set

**Input:** system (1), constraint sets (2) and maximum number of iterations N

**Output:** largest robust control invariant set

1. \( C_{d_0} \leftarrow X \) // Initialization
2. for \( k \leftarrow 1, 2, 3, \ldots, N \) do
   3. if \( C_{d_k} = \emptyset \) then
      4. \( C_{d_N} \leftarrow C_{d_k} \)
      5. break
   6. if \( C_{d_k} = C_{d_{k-1}} \) then
      7. \( C_{d_N} \leftarrow C_{d_k} \)
      8. break
   9. \( \hat{C}_{d_k} \leftarrow \text{subdivide}(C_{d_k}) \)
10. \( G_k \leftarrow \text{graph}(\hat{C}_{d_k}) \)
11. \( C_{d_{k+1}} \leftarrow \text{select}(G_k) \)
12. return \( C_{d_N} \)

Algorithm 1 is initialized using the state constraint \( X \). This not only ensures that the domain understudy is restricted to \( X \), but also ensures that the state constraints are enforced. Also, since Equation 7 is used during the graph construction step, the input and the disturbance constraint sets need to be finitely sampled for numerical implementation of the algorithm. An alternative is to treat the input and disturbance sets as intervals and use interval arithmetic for the computations. Notice that the computational load of the algorithm depends heavily on the number of cells generated at each iteration. This grows exponentially as the algorithm progresses. Similar to other algorithms for numerically computing invariant sets, there is a trade off between computational load and accuracy.

In what follows, we prove the convergence of the algorithm to the largest robust control invariant set.

### 3.3 Convergence of algorithm

We now prove that Algorithm 1 always converge to the largest RCIS \( R(X) \) provided \( k \) goes to infinity. Let us denote by \( R_k \) the collection of closed sets after the \( k \)-th iteration of Algorithm 1, i.e.

\[
R_k = \bigcup_{B \in C_{d_k}} B
\]

A quick observation is that Algorithm 1 generates a nested sequence \( \{R_k\} \) of compact sets with \( R_k \subset R_{k-1} \) due to the continuity of system (1). We can therefore observe that the \( N \)-th output from the algorithm is given by

\[
R_N = \cap_{k=0}^N R_k
\]

(10)
and we may write
\[ R_{\infty} = \cap_{k=0}^{\infty} R_k \] (11)
as the limit set of the algorithm. Our goal is to show that the robust control invariant set \( R(X) \) is a subset of \( R_{\infty} \) and vice versa.

We first begin by showing that the sets \( R_k \) contain the robust control invariant set.

**Lemma 1.** Consider system (1) with constraint sets (2). If Assumptions 1 and 2 hold, then the sets \( R_k \) obtained at the k-th iteration of Algorithm 1 contain the largest robust control invariant set, i.e.
\[ R(X) \subset R_k, \ \forall k \in \mathbb{Z}_+ \]

**Proof.** Obviously, we know that \( R(X) \subset X = R_0 \). It also follows from Theorem 2 that \( R(X) \subset R_k \subset R_0 \). Therefore \( R(X) \subset R_k \ \forall k \in \mathbb{Z}_+ \). \( \blacksquare \)

We now show that the limit set of Algorithm 1 is robust control invariant.

**Lemma 2.** Consider system (1) with constraint sets (2). If Assumptions 1 and 2 hold, then the limit set \( R_{\infty} \) obtained from Algorithm 1 is robust control invariant.

**Proof.** Recall that an admissible path on a symbolic image represents an \( \varepsilon \)-orbit of (1). From the construction of Algorithm 1 we have that \( d_k \to 0 \) as \( k \to \infty \). As a consequence of the weak shadowing property of an admissible path on the symbolic image (see [23], Theorem 14, 2) and the continuity of system (1), \( \varepsilon \to 0 \). Following similar arguments in [23] (Theorem 41, 2), we have that as \( \varepsilon \to 0 \) every admissible path approach the true path. Now we prove by contradiction. Suppose there exists an \( x \in R_{\infty} \) such that there exist \( w \in W \) for every \( u \in U \) such that \( f(x, u, w) \notin R_{\infty} \). This implies that only finite admissible paths pass through \( x \). But this is impossible by the construction of Algorithm 1 since infinite admissible paths pass through every \( x \in R_{\infty} \), and we have obtained the desired contradiction. \( \blacksquare \)

Finally by combining Lemmas 1 and 2 we obtain the desired convergence result for Algorithm 1.

**Theorem 3.** Let \( R(X) \) be the largest robust control invariant set of system (1) with constraint sets (2). Consider the sequence \( \{R_k\}_{k \in \mathbb{Z}_+} \) generated by Algorithm 1. If Assumptions 1 and 2 hold, then
\[ R(X) = R_{\infty} \]

**Proof.** To prove the above assertion, we need to show that the robust control invariant set \( R(X) \) is a subset of \( R_{\infty} \) and at the same time a superset of \( R_{\infty} \). Now we proceed with the proof.
First we show that $R(X)$ is a subset of $R_{\infty}$. It immediately follows from Lemma 1 that $R(X)$ is contained in every $R_k$ and therefore is also contained in $R_{\infty}$, i.e.

$$R(X) \subset R_{\infty}$$

Next we show that $R_{\infty}$ is a subset of $R(X)$. It follows from Lemma 2 that the compact set $R_{\infty}$ is robust control invariant and therefore must be contained in $R(X)$, i.e.

$$R_{\infty} \subset R(X)$$

Thus, combining the two Lemmas gives the desired result, i.e.

$$R_{\infty} \subset R(X) \subset R_{\infty}$$

This completes the proof.

\[\square\]

### 3.4 Inner approximation

Notice that by the construction of Algorithm 1, the sets $R_k$ are outer approximations of the largest robust control invariant set contained in $X$ (see Lemma 1). Therefore, though the convergence results show that $R(X)$ can be computed, in practice it is impossible to infinitely go on with the construction of an arbitrary fine covering of $X$. Thus, we have that

$$R_k \subseteq R(X) + \epsilon B$$

at the $k$-th iteration of Algorithm 1. While the set obtained gives an idea of the location and structure of the robust control invariant set of system (1) contained $X$, in the context of control theory, the sets $R_k$ obtained from Algorithm 1 are not very useful since they are not robust control invariant. Therefore, an inner approximation is desired for controller design purposes.

One approach often used in the dynamic programming type algorithm is to initialize the algorithm from a robust control invariant set and gradually enlarge it (see [29] [9]). An alternative approach is the use of contractive sets. The former is not applicable to our algorithm since the feasible trajectories of the system (1) is approximated within the state constraint set and the latter assumes that $X$ must contain a convex $\lambda$-contractive set and therefore restrictive. Recall that we do not assume contractivity in our analysis.

We take an approach similar to the stopping criterion of [4] for obtaining the inner approximation. Thus to obtain an inner approximation using Algorithm 1, we modify system (1) to
\[ x^+ = f(x, u, w) + \varepsilon B \]  

and show that there exist \( k \in \mathbb{Z}_+ \) such that

\[ R_k^\varepsilon \subseteq R_{k+1}^\varepsilon + \varepsilon B \]  

where \( R_k^\varepsilon \) denotes the \( k \)-th set generated by Algorithm 1 with the graphs constructed using the modified system (13).

The algorithm for inner approximation is presented in Algorithm 2. The termination criterion ensures that an inner approximation is obtained.

**Algorithm 2:** Computing inner approximation of maximal robust control invariant set

**Input:** system (13), constraint sets (2) and \( \varepsilon \)

**Output:** Inner approximation of largest robust control invariant set

1. \( C_{d_0} \leftarrow X \) // Initialization
2. for \( k \leftarrow 1, 2, 3, \cdots \) do
   3. if \( C_{d_k} = \emptyset \) then
      4. \( C_{d_N} \leftarrow C_{d_k} \)
      5. break
   6. if \( C_{d_{k-1}} \subseteq C_{d_k} + \varepsilon B \) then
      7. \( C_{d_N} \leftarrow C_{d_k} \)
      8. break
   9. \( \hat{C}_{d_k} \leftarrow \text{subdivide}(C_{d_k}) \)
10. \( G_k \leftarrow \text{graph}(\hat{C}_{d_k}) \)
11. \( C_{d_{k+1}} \leftarrow \text{select}(G_k) \)
12. return \( C_{d_N} \)

In what follows, we show that the output of Algorithm 2 is an inner approximation of the largest robust control invariant set.

**Lemma 3.** Consider system (13) and constraint sets (2). Let \( \{ R_k^\varepsilon, k \in \mathbb{Z}_+ \} \) be a sequence obtained from Algorithm 2. If Assumptions 1 and 2 hold, then for any \( \varepsilon > 0 \), there exist \( k \in \mathbb{Z}_+ \) so that (14) holds.

**Proof.** From Lemma 1 we know that the sets \( \{ R_k^\varepsilon \} \) obtained from Algorithm 1 form a closed neighbourhood of \( R(X) \) and therefore there exist \( k' \in \mathbb{Z}_+ \) such that for all \( k \geq k' \), we have that \( R_k^\varepsilon \subseteq R(X) + \varepsilon B \). It then follows that \( R_k^\varepsilon \subseteq R_{k+1}^\varepsilon + \varepsilon B \).

We now show that if the stopping criterion is met in Algorithm 2 then its output is an inner approximation of the robust control invariant set. Note that we do not consider the case where the
largest robust control invariant is empty since this is trivial.

**Theorem 4.** Consider system (13) and constraint sets (2) and let $k' \in \mathbb{Z}_+$ be the smallest index so that (14) hold for some $\varepsilon > 0$. If Assumptions 1 and 2 hold, then for any $k \geq k'$, the set $R^\varepsilon_{k+1}$ is robust control invariant.

**Proof.** Let $x \in R^\varepsilon_{k+1}$ such that $k \geq k'$. Then for all $w \in W$ there exist $u \in U$ such that

$$f(x, u, w) + \varepsilon B \subseteq R^\varepsilon_k \subseteq R^\varepsilon_{k+1} + \varepsilon B$$

This implies that $f(x, u, w) \subseteq R^\varepsilon_{k+1}$ and therefore $R^\varepsilon_{k+1}$ is robust control invariant. \hfill ■

Notice that if the disturbance is affine in $w$, then the modification in (13) is equivalent to increasing the disturbance set $W$ by $\varepsilon$ i.e. $W_{\varepsilon} \subseteq W + \varepsilon B$.

### 3.5 Special case: Input and disturbance affine systems

The algorithm as presented require the construction of several graphs of system (1) and constraint sets (2) under different disturbance realization. The computational burden for contructing the symbolic images may be excessive. Therefore in this section, we provide a simple method to reduce the computational load. The key idea is to cancel some or all of the disturbances by employing concepts from feedback linearization of nonlinear systems.

To achieve this, we require that the discrete-time uncertain control system (1) to have the following structure

$$x^+ = f(x) + g(x)u + h(x)w$$

where $f(\cdot) \in \mathbb{R}^n$, $g(\cdot) \in \mathbb{R}^n \times \mathbb{R}^m$ and $h(\cdot) \in \mathbb{R}^n \times \mathbb{R}^n$. This is possible if system (1) is affine in the input and the disturbance. If the state equation takes the form (15), then we can cancel out some or all disturbances via the equation

$$u = -g(x)^{-1}h(x)w + v$$

(16)

to obtain the transformed equation

$$x^+ = f(x) + g(x)v$$

(17)

The caveat to using this approach is that the state dependent matrix $g(\cdot)$ must be nonsingular for every $x \in X$. If $g(\cdot)$ is nonsingular, then the bounds on $v$ can be obtained from Equation (16). Notice that if $g(\cdot)$ is independent of the state i.e. constant, then the bounds on $v$ remain constant.
and therefore can be determined offline prior to the start of the algorithm. However, if \( g(\cdot) \) is state dependent, then the bounds on \( v \) may vary for every \( x \in X \) and hence has to be determined online. Unfortunately matrix inversion may not be cheap.

In cases where the \( g(\cdot) \) matrix is non-square, it is possible to make it square by introducing arbitrary inputs.

**Proposition 1.** The following constrained systems are equivalent:

(i) \( x^+ = f_1(x) + g_1(x)u + h_1(x)w \) with \( x \in X \), \( u \in U \) and \( w \in W \)

(ii) \( x^+ = f_1(x) + g_1(x)u + g_2(x)u_a + h_1(x)w \) with \( x \in X \), \( u \in U \), \( u_a \in \{0\} \) and \( w \in W \)

**Proof.** It is obvious that if \( u_a = 0 \) for all \( t \in Z_+ \), then \( g_2(\cdot) \) vanishes and has no effect on the dynamics of (ii). Hence, the two systems are equivalent. ■

Proposition 1 shows that arbitrary inputs can be added to a difference equation without affecting the dynamics so long as it is constrained to the origin. This makes it possible to alter the structure of \( g(\cdot) \) to a square matrix if it is not already a square. This is demonstrated using a linear system in Section 4.

### 4 Illustrative examples

In this section we conclude our study by demonstrating the efficacy of our algorithm on two problems. Both algorithms were implemented in the numerical computation language Julia [30]. In the first example, we use a simple two-dimensional linear model to show how feedback linearization-like concepts can be used to reduce the computational load and compare the inner and outer approximation of the invariant sets generated by our algorithm with the algorithm presented in [4]. In the second example, we apply the algorithm to a two-dimensional nonlinear model used in the work of [9] and compare the estimated robust control invariant set to other works.

In both examples, 10 points close to the edges of each cell were uniformly sampled and 5 points were also uniformly sampled in \( U \). Also the vertices of the disturbance set were selected since both systems are affine in the disturbance. The maximum number of iterations \( N \) in Algorithm 1 and \( \varepsilon \) in Algorithm 2 are set at 16 and 0.001 respectively.

#### 4.1 Example 1

Consider the linear system

\[
x^+ = Ax + Bu + Gw
\]
where $A$, $B$, and $G$ are given by

$$
A = \begin{bmatrix}
0.0 & 1.0 \\
1.0 & 1.0
\end{bmatrix},
B = \begin{bmatrix}
0.0 \\
1.0
\end{bmatrix},
G = \begin{bmatrix}
1.0 & 0.0 \\
0.0 & 1.0
\end{bmatrix}.
$$

The constraints on the states and input are $X = \{x \in \mathbb{R}^2 : \|x\|_{\infty} \leq 5\}$ and $U = \{u \in \mathbb{R} : \|u\|_{\infty} \leq 2\}$ respectively. The disturbance on the other hand is restricted to the set $W = \{w \in \mathbb{R}^2 : \|w\|_{\infty} \leq 0.3\}$.

As can be observed, $B$ is a vector and therefore not invertible. However from Proposition 1 its structure can be altered without changing the dynamics by introducing arbitrary inputs. In this case the modified equation becomes

$$
x^+ = Ax + \begin{bmatrix}
0.0 & 1.0 \\
1.0 & 0.0
\end{bmatrix} \begin{bmatrix}
u_1 \\
u_a
\end{bmatrix} + Gw
$$

(18)

With this structural change, the system can be transformed to that of Equation 17 such that

$$
v = \begin{bmatrix}
u_1 \\
u_a
\end{bmatrix} + \begin{bmatrix}
0.0 & 1.0 \\
1.0 & 0.0
\end{bmatrix}^{-1} \begin{bmatrix}
1.0 & 0.0 \\
0.0 & 1.0
\end{bmatrix} w
$$

(19)

Since $g(\cdot) = B$ is invertible for all $x(t) \in X$ and independent of the current state, the bounds on $v(t)$ can be obtained.

$$
v = \begin{bmatrix}
u_1 + w_2 \\
u_a + w_1
\end{bmatrix}
$$

(20)

From the above equation, $|v_1| \leq 1.7$ and $|v_2| \leq 0.3$. Notice that $v_2$ is still a disturbance while $v_1$ is an input. With the transformed system having 1 disturbance, the graph construction reduces to 2 instead of 4. This cuts down the computation time by half.

We compare the results outer and inner approximations of the largest robust control invariant set obtained by Algorithms 1 and 2 respectively, to that of [4]. We allowed the latter to run for a sufficiently long time to ensure its as close as possible to the actual invariant set. As can be observed in Figure 4 our proposed algorithms are able to provide inner and outer approximations of the largest robust control invariant.
4.2 Example 2

Consider the nonlinear system

\[
\begin{bmatrix}
    x_1' \\
    x_2'
\end{bmatrix} =\begin{bmatrix}
    1.0 & T \\
    T & 1.0
\end{bmatrix} \begin{bmatrix}
    x_1 \\
    x_2
\end{bmatrix} + T \left\{ \mu \begin{bmatrix}
    1.0 \\
    1.0
\end{bmatrix} + (1 - \mu) \begin{bmatrix}
    1.0 & 0.0 \\
    0.0 & -4.0
\end{bmatrix} \right\} u + T \begin{bmatrix}
    1.0 & 0.0 \\
    0.0 & 1.0
\end{bmatrix} \begin{bmatrix}
    w_1 \\
    w_2
\end{bmatrix}
\]

where \( T = 0.01 \), \( \mu = 0.9 \). The constraints on the states and input are \( X = \{ x \in \mathbb{R}^2 : \| x \|_\infty \leq 4 \} \) and \( U = \{ u \in \mathbb{R} : \| u \|_\infty \leq 2 \} \) respectively. The disturbance on the other hand is restricted to the set \( W = \{ w \in \mathbb{R}^2 : \| w \|_\infty \leq 0.4 \} \).

Figure 5 shows the comparison between the inner approximation of the control invariant set obtained after the 16th subdivision from Algorithm 2 and that of the [9]. It also shows the robust control invariant set obtained from Algorithm 2. As can be seen in Figure 5, our Algorithm was able to compute a much larger control invariant set compared to that of [9].
Figure 5: Comparison of inner approximations of control invariant set (dashes), robust control invariant set (dashed dot) obtained from Algorithm 2 and control invariant set obtained from [9] (solid) for a two dimensional nonlinear system. The invariant sets in the figure are obtained by finding the convex hull of the cells obtained in Algorithm 2.

5 Concluding remarks

Given a discrete-time time-invariant uncertain control system with bounded disturbances subject to state and input constraints, this paper obtains inner and outer approximations of the largest robust control invariant set contained in the state constraint. For this purpose, we presented an algorithm which approximates the dynamics of the uncertain control system as a directed graph allowing for analysis of the system using graph theory. The results of this work, proving convergence to the largest robust control invariant set, are important in that they show the theoretical soundness of this approach. Simulations using linear and nonlinear systems demonstrate the effectiveness of the proposed method.

Future work will focus on the computational efficiency of the proposed algorithm. Since robust control invariant sets typically have full dimension in the state constraint, it will be worth exploring
ways to identify cells that does not need to be subdivided thus keeping the number of cells generated low as well as extend this approach to compute invariant sets of higher dimensional uncertain systems.
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