Monitoring COVID-19 contagion growth
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We present a statistical model that can be employed to monitor the time evolution of the COVID-19 contagion curve and the associated reproduction rate. The model is a Poisson autoregression of the daily new observed cases and dynamically adapts its estimates to explain the evolution of contagion in terms of a short-term and long-term dependence of case counts, allowing for a comparative evaluation of health policy measures. We have applied the model to 2020 data from the countries most hit by the virus. Our empirical findings show that the proposed model describes the evolution of contagion dynamics and determines whether contagion growth can be affected by health policies. Based on our findings, we can draw two health policy conclusions that can be useful for all countries in the world. First, policy measures aimed at reducing contagion are very useful when contagion is at its peak to reduce the reproduction rate. Second, the contagion curve should be accurately monitored over time to apply policy measures that are cost-effective.
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1 BACKGROUND

The spread of the COVID-19 virus (see e.g. 17) at the beginning of 2020 caught many governments by surprise and unveiled a widespread lack of pandemic preparedness at the global and national level. Before the start of vaccination, at the end of the year, governments have inevitably focused on so-called non-pharmaceutical interventions (NPIs), such as generalized lockdowns or targeted lockdowns and quarantines for infected individuals, in the attempt to reduce the reproduction rate of the virus and thereby limit the number of new cases by preventing human-to-human transmission (so-called “suppression” strategy). In some countries, strong policy measures to contain the virus, such as generalized lockdowns, have led to very significant costs for the local economy, in the form of both a supply side and a demand-side shock. Other countries have, at least initially, considered milder measures (such as mask wearing and targeted quarantine, after contact tracing), which entail allowing a partial continuation of economic activity, in the hope to mitigate the overall cost for society.

In the current circumstances, with an incomplete information about several aspects of the virus (ie, the role of different risk factors, the dynamics of transmission and especially the role of asymptomatic transmission), governments operate under significant uncertainty. Against this background, contagion data from countries are a precious source of information to build data-driven models that can support policy making with scientific evidence. Comparative analysis of the spread of the virus in different countries is essential to start drawing lessons on which policy mixes proved more...
effective, and which ones did not achieve the desired results. To the contrary, research on past pandemics is not particularly useful in this case, since the rate of contagion and the mortality rates of COVID-19 are different compared with HIV, SARS, H1N1, or Ebola.

Early attempts to model the contagion curve of the COVID-19 include Reference 1, which predicted that the outbreak would peak 126 to 147 days (around 4 months) after the start of person-to-person transmission in England and Wales, at a time in which the virus had been found in just 25 countries; and Reference 2, which combines a stochastic transmission model with data from four datasets on cases of COVID-19 originated in Wuhan to estimate how transmission varied over time, and calculate the probability that newly introduced cases might generate outbreaks in other areas. Reference 3 modified an individual-based simulation model developed to support pandemic influenza planning to explore scenarios for COVID-19 in the United Kingdom. In Reference 4, researchers have used early data from the spread of the disease in Wuhan to nowcast and forecast the evolution of the contagion in the region and throughout China, estimating a basic reproductive number for 2019-nCoV of 2.68 and an epidemic doubling time of 6.4 days.

Particularly relevant papers for our work are References 5,6 which, while mathematically expressing the current practices in the modeling on the spread of diseases, draw policy making suggestions. We follow the same line of research, combining mathematical rigor with attention to drawing results that can be useful for policy makers. Specifically, our contribution is a new statistical model for disease spread which, by taking dependence between contagion counts into account, can better capture the contagion curve dynamics and, thus, can draw further light on the understanding of its evolution and possible changes under the action of new policy measures.

Before presenting our model, it is important to recall that the main reference to estimate epidemic contagion is the susceptible infected recovered (SIR) compartmental model (see, eg, References 5-7), which is based on the determination of the reproduction rate (number) $R_t$ of the virus, calculated as:

$$R_t = \frac{f \ast (1 - a) \ast E(T)}{h},$$

which depends on four unknown parameters: $f$, the infection rate (the probability of an individual to be infected); $E(T)$, the mean generation time (the average serial time interval between infection and subsequent transmission); $h$, the confirmation rate (the probability of detecting the infected case, typically with a test); and $a$, the quarantine rate (the probability of isolating the infected case).

Compartmental models such as the SIR are very useful, as they are based on biologic assumptions about disease transmission. However, when many aspects of the disease and its transmission are unknown, as is the case for COVID-19, they hardly satisfy the underlying assumptions. The problem can be solved with the help of data-driven models which, once enough data is accumulated, can replace SIR parameters with their statistical estimates. For example, in the context of COVID-19 policy evaluation, Reference 5 estimates $f$ from consecutive new contagion data and considers a range of alternative $a$ and $h$ fixed values, leading to alternative policy effects. The same author sets $E(T)$ at a fixed value of about one week, in line with References 8,9.

This modelization is quite appealing from a mathematical viewpoint, as it exogenously fixes three unknown parameters and lets only the fourth (ie, the infection rate) to be estimated from the available data. For the infection rate, the most common estimation model is the exponential growth model (see for instance, Reference 7). The latter assumes that the expected number of infected cases at time $t$, $E(F(t)) = \lambda(t)$, is a linear function of time:

$$\log(\lambda_t) = \kappa + \gamma \ast t + \epsilon,$$

where $\kappa \in \mathbb{R}$ is the intercept, $\gamma \in \mathbb{R}$ the regression coefficient, $t$ represents the number of time periods since the start of the epidemic ($t_0$), and $\epsilon$ is an error term that follows a standard Gaussian distribution.

Once an estimate for the intercept $\hat{\kappa}$ and for the regression coefficient $\hat{\gamma}$ are obtained, $\log(\hat{\lambda}_t)$ can be estimated at any point in time, as $\log(\hat{\lambda}_t) = \hat{\kappa} + \hat{\gamma} \ast t$. The infection rate $f$ can then be estimated as an instantaneous rate by $f_t = \frac{\hat{\lambda}_t}{\hat{\lambda}_{t-1}}$. Replacing $f$ with $f_t$ in Equation (1), we obtain a time dependent estimate of $R_t$ as:

$$R_t = \frac{f_t \ast (1 - a) \ast E(T)}{h},$$

Epidemiologically, the higher $R_t$, the higher the number of people that will be infected and, eventually, will be hospitalized in severe conditions, or will die. A value of $R_t$ below 1 indicates that the epidemic is under control and is leading to an upper bound of cases.
The exponential growth model has the advantage of being a parsimonious model: it is based on two parameters, $\kappa$ and $\gamma$, simple to interpret, and on the assumptions of fixed values for the quarantine rate $a$ and the confirmation rate $h$. On the other hand, it has the disadvantage of being fit “globally,” on the whole distribution, with a limited account of “local” shocks (e.g., daily changes in the contagion counts that depend on specific issues, such as changes in people’s behavior and/or periodic changes in policy measures). In addition, it assumes that $a$ and $h$ are fixed along the sample period, which is a rather restrictive assumption.

This shortfall of the SIR methodology motivates the development of a dynamic model, which uses all the available observations up to $t$ to monitor the contagion evolution, also allowing for $a$ and $h$ to be time-varying.

To this aim, in this article, we propose a methodology that belongs to the class of time series models, whose advantages in epidemic modeling have been recently described by Reference 10. We show that our proposed model is able to take changes in contagion dynamics into account, not only in the short-term as in the related works of References 11,12, reflecting people’s behavior but, also, in the long-term, reflecting changes in policy testing (which affect $h$) and containment measures (which affect $a$).

The article is organized as follows. Section 2 introduces the methodology. Section 3 proposes a direct application of the model to four countries that have been dramatically hit by the virus in 2020. Section 4 concludes by outlining some implications for policymakers.

2 | METHODOLOGY

To develop a model for the contagion growth of the COVID-19 that properly accounts for time variations of the epidemic counts, we consider the weekly counts of new infections for each country, as in Equation (2). However, differently from Equation (2), which uses a simple regression over time, we consider an autoregressive model that can take both short-term and long-term dependence on past disease counts into account. A similar model has been introduced by Reference 13 in the context of financial contagion. Specifically, the authors introduce a Poisson autoregressive model to the monthly counts of corporate defaults, to model the time dynamics of the bankruptcies observed during financial crisis periods and to assess to what extent they can be explained by commercial and monetary channels through which companies “infect” each other, from an economic point of view.

Here we extend the model to the epidemiologic contagion, enriching SIR models with the capability of quickly adapting to time variations of contagion counts, thus becoming more reliable tools for disease monitoring and control. Doing so, we extend the SIR model with an autoregressive approach to estimating $\lambda_t$, which, differently from Equation 2, depends on time-varying parameters. The use of time-varying parameters in the modeling of disease counts was introduced by Reference 11 and extended by Reference 12, by means of generalized linear models. We extend their approach by means of an autoregressive model that contains both a short- and a long-term time dependence of counts.

Formally, resorting to the log-linear version of the Poisson autoregression, introduced by Reference 14, we assume that the statistical distribution of new cases at a time $t$, conditional on the information up to $t-1$, follows a Poisson law, with a log-linear autoregressive intensity, as follows:

$$ Y_t | \mathcal{F}_{t-1} \sim \text{Poisson}(\lambda_t) $$

$$ \log(\lambda_t) = \omega + \alpha \log(1 + y_{t-1}) + \beta \log(\lambda_{t-1}), $$

(4)

where $y \in \mathbb{N}$, $\omega \in \mathbb{R}$, $\alpha \in \mathbb{R}$, $\beta \in \mathbb{R}$. Note that the inclusion of $\log(1 + y_{t-1})$, rather than $\log(y_{t-1})$, allows to deal with zero values.

In the model, $\omega$ is the intercept term, whereas $\alpha$ and $\beta$ express the dependence of the expected number of new infections, $\lambda_t$, on the past counts of new infections.

The sum of the $\alpha$ and $\beta$ parameters expresses the degree of dependence of the process on its history (its persistence). In other terms, the closer $\alpha + \beta$ to 1, the higher the persistence of shocks in the counting process. Indeed, the value of $\alpha + \beta$ determines the sign and the magnitude of the autocorrelation of the count series. When the sum of $\alpha$ and $\beta$ is positive, the count time series shows a positive autocorrelation at lag 1. The closer the sum to 1, the slower the decrease of autocorrelation after the first lag. The level of persistence, $\alpha + \beta$, also affects the unconditional mean of the process, that, for a given value of $\omega$, increases with it. Reference 14 show that, as long as $|\alpha + \beta| < 1$, $Y_t$ is stationary and the model parameters can be consistently estimated through the maximum likelihood method.
For a given level of persistence, the values of \( \alpha \) and \( \beta \) define the process dynamics. The \( \alpha \) component represents the short-term dependence on the previous time point. The higher \( \alpha \), the higher the unconditional variance of the process. The \( \beta \) component expresses instead the long-term dependence on all past values of the observed process. The inclusion of the \( \beta \) component is analogous to moving from an autoregressive conditional heteroscedasticity (ARCH)\(^{15}\) to a generalized autoregressive conditional heteroscedasticity (GARCH)\(^{16}\) model in Gaussian processes and allows to capture long memory effects, particularly important in the disease contagion context, as they may relate to changes in government policies.

To further help interpret parameters and understand their role in the process, it is useful to express the log-intensity process as a function of all the past observations:

\[
\log(\lambda_t) = \omega - \frac{\beta}{1 - \beta} + \beta^1 \log(\lambda_0) + \alpha \sum_{i=0}^{t-1} \beta^i \log(1 + y_{t-i-1}),
\]

where both \( \lambda_0 \) and \( y_0 \) are assumed to be fixed.

From Equation (5), one may note that the long-run tendency of the process is determined by \( \beta \), which reflects the dependency of the current counts on the whole history of contagion, whereas \( \alpha \) determines the dependency of the same counts on the latest value, which acts as a temporary correction. Indeed, for a given \( \alpha \), the higher the \( \beta \) parameter, the slower the decrease of the influence of remote changes on the new cases. And, for a given \( \beta \), the higher the \( \alpha \) parameter, the higher the chance of important differences between consecutive counts.

Once estimated values for the intercept and the autoregressive coefficients \( \hat{\alpha} \) and \( \hat{\beta} \) are obtained, the prediction of the new infection counts in \( t \), \( \hat{\lambda}_t \), is obtained and can be inserted in Equation (3), to get an estimate of the reproduction rate, \( R_t \), which is time dependent.

A problem in the application of Equation (3) is that only the infection rate \( f \), but also \( h \) and \( a \), vary considerably over time and cannot be considered “exogenous” to the infection process. For example, \( a \) depends on how many tests are carried out, and this depends on the pressure on the health system: during “stress” times (with high levels of contagion), tests can be performed only on symptomatic hospitalized patients; during “calm” times they can be performed more widely, and on asymptomatic individuals as well. Similarly, \( h \) very much depends on the perception of the contagion levels: during “stress” times individuals are likely to be more compliant with policy measures and stay in quarantine, than during “calm” times, leading to a higher value of \( h \).

We address this problem assuming that the Poisson distribution of \( Y_t \) “endogenously” includes the measurement error that is determined by the variation of \( a \) and \( f \) over time, so that:

\[
R_t = f_t \ast E(T).
\]

Note that if we further assume that \( E(T) = 1 \) week, without loss of generality, and in line with the research findings in the epidemiological literature, the estimate of \( R_t \) simplifies to the observed weekly rate of contagion:

\[
R_t = \frac{\hat{\lambda}_t}{\hat{\lambda}_{t-1}}.
\]

We remark that our assumption is in line with the literature on time series models for epidemic counts (as, eg, Reference 11 and with our proposed autoregressive model, that include both a short-term component, which explains \( a \), and a long-term component, which explains \( h \)).

3 \ APPLICATION

This section illustrates the application of our model to real data. We remark that, although the analysis presented in this article refers to data available up to a certain fixed time, it is continuously updated by means of the application of the open software R to the latest data with an infographics that is available at: https://www.ceps.eu/ceps-publications/monitoring-covid-19-contagion-growth-in-europe/. We also remark that, while in the article we focus on four countries where the virus has spread widely: Brazil, Italy, the United States, and the United Kingdom, the infographics presents results for several other countries.
3.1 | Data

We have applied our model to the data retrieved from the European Centre for Disease Prevention and Control, which are available on a weekly basis. Although epidemiologists and pathologists are suggesting that isolated cases of COVID-19 might have been present several weeks and possibly months before what was originally believed to be the first cases, we start our analysis with the week that begins after the first recorded cases of local transmission in 2020, in line with our “data-driven” approach: 9 March for Italy; 16 March for Brazil, 23 March for the United Kingdom, and 30 March for the United States, up to 4 January, 2021 for all countries. According to the chosen sample data, Figure 1 presents the observed evolution of weekly new infections for the world’s countries currently most hit by the virus, as well as for China, the country where the outbreak started.

Figure 1 shows that China has experienced one main wave of contagion, with an upward trend, a peak in February, a downward trend, and subsequent fluctuations. Some weeks later, Italy has experienced a similar cycle, but with a longer peak “plateau” in March, followed by a descent. The contagion curve for the United Kingdom is similar to that of Italy, with a shift in the outbreak, and a second wave that is not yet settled.

The contagion curve for the United States initially follows that of the United Kingdom, but then it departs with smaller downturns and the presence of a summer wave. The contagion growth curve for Brazil shows a different path; it progresses toward a peak in July and then stays at that level throughout the year, with some fluctuations.

3.2 | Results

We present the results from the application of our proposed model in five main steps. In a first step, we present parameter estimates on the whole available sample, for each country under investigation. In a second step, we evaluate the predictive accuracy of the estimated model, comparing it with the classic exponential growth model outlined in Equation (2). In a third step, we evaluate whether the model estimates are robust, in which case they can be taken as the basis to derive policy actions. In a fourth step, we insert model estimates in Equation (3) and derive a dynamic estimate of $R_t$ which allows to understand the point in time effects of policy measures. Finally, in a fifth step, we examine what could be the effects of alternative policy measures on $R_t$, in a scenario analysis.

3.2.1 | Estimation

In this section, we present the parameters, $\omega$, $\alpha$, and $\beta$, for each country estimated on the whole sample. The results are presented in Table 1.
When first considering the estimates for the $\beta$ parameter, Italy, and the United Kingdom have a high negative sign, consistently with what observed in Figure 1. For the United States, the parameter is also negative, but with a lower magnitude, again in line with the more limited downward trends found in Figure 1. Finally, as expected from Figure 1, for Brazil the parameter is not significant. These results may indicate that policy measures have been effective in reducing the contagion, in Italy and in the United Kingdom; to a lesser degree, in the United States, and have not been effective in Brazil.

The estimates for the $\alpha$ parameter, instead, indicate a positive dependence of consecutive counts, for the United Kingdom, Italy, and the United States, and, to a more limited extent, for Brazil. These results may indicate the action of the reproduction rate, but also the fact that test measurements vary over time.

Overall, the calculated model estimates help monitor the evolution and the dynamic of the virus, accounting for different factors, such as policy measures, testing procedures, and different country characteristics.

### 3.2.2 Predictive accuracy

To evaluate the predictive accuracy of the model we compare our results with the ones obtained from the exponential growth model (see Equation (2)). We apply both models—estimated using data until the third week of 2020 (21/12/2020)—to make predictions of the weekly new cases for the subsequent four weeks, that is, up to the third week of 2021 (18/01/2021). The predictions are then compared in terms of out-of-sample predictive performance. To this purpose, we compute the value of root mean squared error (RMSE) and the absolute mean percentage error (MPE) for the two specifications. The predictive performance are reported in Table 2.

The results show that the PAR model always outperforms the exponential model. This finding is consistent with what obtained in Reference 13 and confirms the superiority of our proposed model with respect to an exponential one. This is particularly evident for the United States, for which the MPE is more than 1.5 times the observed value for the exponential model, against 0.25 times for the Poisson autoregressive model.

### 3.2.3 Robustness

To evaluate robustness, we apply the model to each country data series repeatedly, using an increasing amount of data: we first fit the model over the first two weeks, then over the first three weeks, and so on. The plot of the resulting ($\alpha, \beta$) estimates, from week 2 onward, indicates whether (and when) parameter estimates have converged, in which case the model can be taken as a valid statistical representation of the underlying contagion phenomena.
The dynamic representation of the parameter estimates can be enriched with the indication of the main policy measures adopted by the four countries. To this aim, we rely on the government response stringency index calculated by Reference 18 and add to the plot a light gray or a dark gray bar when the index signals a medium or a high stringency, respectively above 70% and 80%. Figure 2 provides information on the weekly estimated pair of coefficients ($\alpha$, $\beta$), from week 3 in the sample onward, along with the described gray bars.

From Figure 2, one may note that for Italy, the order between $\alpha$ and $\beta$ is reverted and stabilized at the beginning of April, with a slight reopening in July. This proves that the model is stable, and can be used as basis for an evidence-based policy making. Note that the date of inversion of the parameters approximately corresponds to the beginning of the descending phase of the cycle in Figure 1 (ie, toward the end of March).

A similar comment applies to the United Kingdom, although the found evidences are delayed in time with respect to Italy.

Brazil and the United States show a lower degree of robustness. For Brazil, the gap between the two parameter estimates seems to have stabilized quite late, around September; for the United States, this does not seem to be yet the case. These results may depend on a wide variation of cases within a country, greater than for other countries.

When the curves in Figure 2 are read jointly with the policy stringency indications, further indications emerge. Note, for example, that the order between $\beta$ and $\alpha$ has been reverted, indicating an improvement of the situation, when Italy and the United Kingdom have implemented, respectively, strong and mild policy measures. A similar phenomena occurs, although to a lesser extent, for the United States. On the other hand, the implementation of stringent measures in Brazil is not paired by a corresponding change in the curves. Last, for the United States, we cannot reach a firm conclusion.

It is important to mention that when $|\alpha + \beta| > 1$, as it occurs at the beginning of the period, the contagion process diverges and indicates that the estimates are not reliable. This suggests an important monitor check on data quality: when the persistence diverges, more data should be accumulated.

*Note that the values in Table 1 reflect the latest estimated parameters for each country in Figure 2, as they correspond to the values estimated over the entire sample, that is, up to the first week of 2021.
3.2.4 | Reproduction rates

Following what suggested in Equation (3) with mean generation time of one week (ie, $E(t)$ is set to one week as suggested in Reference 5), we now calculate $R_t$ dynamically, for each of our time point. A reproduction rate estimates, dynamically calculated, can constitute a very important monitoring tool, which can be used to strengthen or to relax policy actions, over time. When the estimated $R_t$ goes below the value of 1, for a sufficient length of time, actions can be relaxed. Conversely, when the estimated $R_t$ shows persistent values greater than 1, actions could be strengthened. Figure 3 presents the results for each surveyed country and shows that, while the previous findings are confirmed, more conclusions can be drawn.

Specifically, Figure 3 illustrates a very high value for $R_t$ at the beginning of the growth curve, for Brazil, the United Kingdom, and Italy. The United States have a lower initial value, consistent with a heterogeneous spread across the country. As a consequence of the adopted policy measures, Italy, the United Kingdom, and the United States managed to bring $R_t$ down quite rapidly, differently from Brazil. During the subsequent waves of contagion, however, all countries have more difficulty in reducing $R_t$. This may be due to milder policies or to a more limited behavioral compliance to the measures, or both.

We remark the advantage of the dynamic estimates obtained with our model, with respect to a classic exponential model: when a new data point comes in a new estimated $R_t$, it can be added to the graph, without the need to refit the model on the whole sample.

3.2.5 | Scenario analysis

It is important to recall that our methodology to compute $R_t$ assumes that the probability to be subject to quarantine as well as the probability of a case to be detected (respectively, the parameter $a$ and $h$ in Equation (1)) are retrieved along with the infection rate $f$ from the data, through the estimated $b$ parameter. In other words, the process followed by the
TABLE 3 Estimation of the overall $R_t$ under the alternative scenarios

| Stringent measures | Country | Scenario 1a ($a = 0.6$ and $h = 0.4$) | Scenario 2a ($a = 0.6$ and $h = 0.6$) |
|--------------------|---------|--------------------------------------|--------------------------------------|
| Italy              | 0.761   | 0.509                                |
| UK                 | 1.405   | 0.810                                |

| Mild measures      | Country | Scenario 1b ($a = 0.4$ and $h = 0.6$) | Scenario 2b ($a = 0.6$ and $h = 0.6$) |
|--------------------|---------|--------------------------------------|--------------------------------------|
| Brazil             | 0.733   | 0.693                                |
| USA                | 0.745   | 0.666                                |

Note: The parameters $a$ and $h$ respectively denote the probability of an infected individual to be quarantined and the probability of a case to be detected.

Source: Authors' elaboration.

reproduction rate of positive cases in Figure 3 is “learning” all these three parameters together from the newly observed number of infected cases.

With the aim of assessing the effectiveness of alternative policy measures, we can consider the estimated value of $b$ as a “baseline” current setting scenario, to which we can add new policy scenarios, and evaluate their effects. To this aim, we can assume, without loss of generality, that the estimated $R_t$ is consistent with a baseline scenario such that $1 – a = h$.

We can then evaluate how $R_t$ could evolve from its latest value in Figure 3, under the effect of new policy measures which impact either $a$, $b$, or both.

The scenario values for the quarantine rate $a$ can be related to the work carried out by Reference 5, who consider a policy measure “strong” when $a$ exceeds a level that can be reached only applying harsh measures, such as generalized lockdowns, which have significant economic costs. Conversely, a policy measure is considered “mild” when $a$ is below the same level, with lower costs for the economy. While Reference 5 sets for China the threshold at $a = 0.8$ we consider a more realistically achievable level of $a = 0.6$ in countries featuring stringent measures such as generalized quarantines (as it occurred in Italy during the first wave of the pandemic), and $a = 0.4$ in countries enacting “mild” measures such as localized lockdowns and targeted quarantines, based on contact tracing (eg, in the United States).

Concerning the confirmation rate $h$, we recall that it expresses the probability that an infected case is confirmed by a test as a positive case. Ideally, this rate should be equal to 1. However, there is an inherent risk that, for instance, tests are limited or too costly, that the test fails, or that it is applied to an individual with symptoms, that are those of the classic flu, and not of the COVID-19, with a waste of time and resources. While Reference 5 targets this rate at $h = 0.9$ in China, we assume a more realistic threshold of $h = 0.6$. Indeed, Reference 19 indicates that this assumption is reliable: they estimate $h$ for Italy at different time points and show that it is rather low in the early stages of virus spread (ie, until the beginning of March) and, then, it increases afterward. Following the previous considerations, Table 3 summarizes two different scenarios that can be used as a complement of the dynamic estimations illustrated in Figure 3.

The scenarios in Table 3 can be classified in strong measures (scenarios 1a and 2a) and mild measures (scenarios 1b and 2b). Scenarios 1a and 1b are considered as the baseline scenarios, assuming $a = 0.4$ and $h = 0.6$ for countries adopting stringent measures and $a = 0.6$ and $h = 0.4$ for countries adopting “mild” measures. We then assume that all countries can strengthen their measures by a third. Thus, while in scenario 2a, $h$ shifts to $h = 0.6$ for countries enacting stringent measures account, in scenario 2b, $a$ shifts to 0.6 for countries that have adopted “mild” measures. Accordingly, the latest $R_t$ values in Figure 3, in line with Equation (1), can be multiplied (divided) by the ratio between the shifted value and the assumed current value of $1 – a (h)$, equal to two third, to obtain new values for $R_t$.

Taking into account both an increased testing and a strengthening of policy interventions, the value of $R_t$ becomes lower for all countries, proportionally to their starting point. Countries with an important $R_t$ under Scenario 1 are more likely to further compress the reproduction rate of infected cases under Scenario 2. For all countries, heightening the measures would definitely help reduce the growth of newly infected cases.

Having said that further measures may be useful, their marginal benefit (as shown, eg, by the reduction of $R_t$) should be weighed against their costs. To this aim, we believe that our research should be complemented with research work that aims to measure the socioeconomic costs for controlling the COVID-19 pandemic, as in the recent work of Reference 20.
We finally would like to mention that while we have presented one possible scenario configuration, many others can be easily considered by means of application of Equation (1) as shown in,\textsuperscript{21,22} and can be extended in a Bayesian framework, as in Reference 23.

4 | CONCLUSIONS

Faced with a pandemic for which they were hardly prepared, all world’s countries have adopted a plethora of rushed policy measures, ranging from mere reliance on the population’s responsible behavior, to complete country lockdown coupled with relatively harsh enforcement measures. Countries have adopted different criteria for testing, a variety of technological means to track the spread of the virus, and different ways to report cases. All this is important in order to assess the effectiveness of the response to the pandemic in different countries.

This article proposes a model that allows for the identification of short-term and long-term components in data relative to COVID-19 contagions. Our intention is to propose a dynamic model, rather than a set of definitive results: as the timeframe becomes longer, the model predictions evolve, particularly as a result of the adopted policies. The results of the model can be updated on a weekly basis and can offer governments a basis for forecasting contagion peaks, monitoring the evolution of contagion, and plan policy choices for the “postlockdown” period. As a matter of fact, once the peak is reached, countries will start considering a mix of new policy measures, gradually lifting restrictions to relaunch the economy, such as the obligation to wear masks in public places, the development of apps for self-reporting of symptoms, or a widespread, randomized testing strategy. These measures, depending on the circumstances, may also trigger a return of the COVID-19 contagion, which can be detected by the proposed model. Indeed, the model can be used to monitor the spread of the virus in the postlockdown phase, enabling a comparative analysis of the effectiveness of alternative policy measures.

The model must be analyzed with a number of caveats in mind. First, the model relies on official data on reported contagion cases, which may represent only part of the total cases, both due to limited testing and also to the fact that part of the infected population (although apparently a small proportion) remains asymptomatic throughout the infection period. Second, countries have followed different approaches to testing and to containment measures, and some countries (or some subnational governments) have changed approach to testing and containment during the period analyzed. Although the model can capture these aspects into its autoregressive dynamics, more data, in time and space, could help to better explain the underlying causes behind the model estimates.

That said, the dynamic estimates presented in this article suggest that the countries for which the first policy measures were taken to limit the spread of the contagion were relatively effective; however, subsequent measures have proved to be less effective and may require more fine-tuning of policies on the basis of the evidence found.

We finally remark that the article provides a base methodology that can be extended in several directions. In particular, an important direction of research could be to explicitly add in the model formulation policy covariates, once good-quality policy stringency variables are available. Another important extension is to take spatial dependence into account, and especially for larger countries, for which infection rates can vary greatly within the country. This can be possible applying the proposed model to subnational data, if available, including a component that models the spatial dependence of the contagion counts of a region on its neighbors’ counts.
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