A Distributed Denial of Service (DDoS) attack occurs when large amounts of traffic from hundreds, thousands, or even millions of other computers are routed to a network or server to crash the system and disrupt its function. These attacks are commonly used to shutdown websites or applications temporarily. Such problems often need to be addressed with models that can manage the time information contained in network traffic flows. In this work, we apply a Hybrid Deep Learning method to detect malicious web traffic in the form of DDoS attacks, controlling the web flow of information reaching a server, using any dependencies between the different elements of a data stream. An original and cutting-edge Hierarchical Temporal Memory (HTM) hybrid model has been proposed. The operation of this model is predicated primarily on the portion of the cerebral cortex known as the neocortex. The neocortex is in charge of various fundamental brain functions, including the perception of senses, the comprehension of language, and the control of movement. For the hybrid implementation to be capable of encoding time sequences that incorporate incoming data, a Long Short-Term Memory (LSTM) shell is added.

1. Introduction

An attempt to render an online service inaccessible owing to an excessive volume of traffic coming from several dispersed sources is known as a DDoS attack [1]. These attacks, which target a wide variety of crucial resources ranging from banks to news websites, provide a massive obstacle in ensuring that individuals have unfettered access to vital information and can freely share it. DDoS attacks are designed to look like a flood of calls, or requests, made by browsers asking a web page to load. It is the equivalent of thousands of visitors to a given site getting there simultaneously and visiting. The high number of calls causes the server that hosts the website to become overwhelmed, and as a result, it gives a message stating that it is unable to provide service. Visitors interested in accessing the website will be unable to do so as a result of this action [2].

During a DDoS attack, it is inevitable that the victim server will receive a large amount of information in a relatively short period [3]. This information is separated into data packets, which will at least share several standard features if they are not identical. By looking at each of these packages separately, identifying them as part of a malicious network can be tedious. These packages are prebuilt to not deviate significantly from the nonmalicious packets. On the other hand, considering each packet only as part of a more extensive sequence that extends over time, we are allowed to collectively examine them, capable of revealing their true significance [3]. To put it simply, organizing data into time sequences enable us to take a step back and look at the "big picture," which makes it more evident whether a server is under attack or not. We, therefore, conclude that the time frame in which each element of the data set is located in a piece of critical information should in no case be ignored [4].

Various neural architectures, e.g., Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM) networks [5], are well suited for managing such data sequences. Our goal is to train the above models using data sets, the elements of which have been organized in individual time sequences to lead to algorithms of the highest possible performance. In particular, an innovative hybrid model of the HTM [6] system is proposed, in the architecture of which
an LSTM cell is added, so that the system can encode time sequences containing inflow data [7–9].

To achieve this goal, we will first look at some contemporary work that deals with solving the problem of cyber-attack detection, focusing mainly on the use of neural network models. In the following, we will present the proposed application method for solving the problem, the scenario considered for the modeling of the problem, the results of the process, and finally, a commentary on the methods and the possible ways of developing the research method in question.

2. Related Literature

As in numerous other areas in network security, several different deep learning algorithms continue to be used tirelessly to establish secure Internet communication between devices. Especially in recent years, early detection and response to cyber-attacks have become very important. Due to the pandemic, the smooth operation of servers related to the provision of services and products via the Internet is more critical than ever [10–12]. This has made such servers even bigger targets for attacks, which has led to the publication of various related tasks in a short period.

Barati et al. [13] suggested a DDoS attack detection system framework. In a hybrid technique, a Genetic Algorithm and an Artificial Neural Network were used for characteristic identification and threat detection, respectively. The most efficient features are chosen using a layering technique based on GA, and the recognition rate of DDoS attacks was increased using ANN’s Multilayer Perceptron (MLP). The findings showed that the suggested approach could identify DDoS attacks with excellent precision and a low chance of false alarm. They intended to use similar themes to conduct further tests on other data sets to assess the experiment’s resilience.

Hosseini and Azizi [14] provided a method for identifying DDoS attacks using gradual training depending on a data stream methodology. To quickly organize the activity, they devised a method that allocated the computation responsibility between the client and proxy components based on the resources available to each of those portions. The consumer side had three stages: first, the client service’s data collection; second, component recovery based on forwarding classification for each method; and finally, the differentiation test. As a result, if the deviation exceeded a certain threshold, the assault was detected; otherwise, data were sent to the intermediary side. On the proxy side, they employed the naive Bayes, random forest, decision tree, multilayer perceptron (MLP), and k-nearest neighbors (K-NN) to get superior results. Distinct assaults have diverse tendencies, and the necessary efficiency for identifying assaults and more capacity to differentiate novel threat patterns is obtained thanks to different chosen characteristics for each method. The findings suggest that the random forest method outperforms the other techniques.

Shurman et al. [1] offered two approaches for detecting Distributed Reflection Denial of Service (DrDoS) assaults on the Internet of Things. The first way is a hybrid-based IDS for IoT networks, which involves providing an IDS framework scheme specified as an application capable of detecting abnormal data traffic from any network node and running IP datasets against it. It was able to detect strange IP packets and ban unacceptable IPs before they escalated into possible DoS threats. The second technique used a deep training system based on LSTM that was trained on the CIC-DDoS2019 dataset containing different types of DrDoS assaults and was able to identify them. Their findings showed that the suggested approaches could identify malicious behavior, ensuring the safety of the IoT network. They wanted to create a new deep learning model to identify the second kind of DDoS assault in the CICDDoS2019 dataset and evaluate the performance of these approaches in a real-world system.

To correctly forecast DDoS assaults utilizing benchmark data, Alghazzawi et al. [15] recommended employing a hybrid deep training (DL) model, specifically a CNN with BiLSTM (bidirectional long memory). Only the most essential characteristics were chosen by rating and selecting the features that rated the best in the supplied data set. The suggested CNN-BiLSTM achieved an efficiency of up to 94.52 percent utilizing the data set CIC-DDoS2019 throughout training, testing, and validation, according to the results of the experiments. Using a unique data set, a single statistical approach, the chi-squared test to select relevant characteristics, and the utilization of hidden states instead of a pretrained CNN model were all limitations of their system. They intended to evaluate the usage of multiple traffic data sets and alternative feature selection techniques to the chi-squared evaluation and pretrained word encoding algorithms such as autoencoders, Glove, and Fasttext.

In a Software Defined Network setting, Deepa et al. [16] suggested a hybrid deep learning approach to identify DDoS attacks. They’ve also evaluated their work using three performance criteria: accuracy, precision, and false alert rate. In contrast to the SVM method, SOM is an uncontrolled machine learning algorithm that performs well in detecting assaults. However, when compared to a basic machine learning model, they obtained higher accuracy, detection rate, and reduced false alarm rate utilizing their suggested hybrid machine learning model. By enforcing security restrictions in the flow table, they planned to develop ensemble deep learning models to identify DDoS attacks in the data plane.

3. The Proposed Hybrid Deep Learning HTM

The proposed methodology aims to construct a model that separates benign from malicious traffic. Each HTM system consists of several regions or levels organized according to a hierarchy. The organization of the areas is quite reminiscent of the organization of the levels of classical neural networks. Specifically, the first area receives an input pattern based on which it produces an output, which is then fed to the next area defined by the hierarchy [6, 17]. This process is repeated until the last area produces the network’s outcome. Depending on its position in the hierarchy, each region “learns” to recognize different characteristics of the input.
Areas that are low in the hierarchy are associated with learning primary and general features, while as we approach the higher areas, the features become more and more abstract. To understand the function of regions, we need to introduce two more concepts: column and cell. An area essentially consists of several columns, usually (not necessarily) organized in a two-dimensional table \([18, 19]\). Each column, in turn, consists of several cells that may be linked to other cells within the same region. These connections are made based on specific synapses, which belong to the dendrite segments of cells \([17, 20]\).

There are generally two types of dendritic sections, depending on the type of connection they make \([19, 21, 22]\):

1. **Proximal Dendrite Segment.** This type of dendrite segment includes the synapses that connect the columns of an area to the entrance to it, whether it comes from the immediately preceding area in the hierarchy or directly from a source, e.g., by a sensor. We, therefore, observe that the columns are treated as single computing units, each of which corresponds to a separate central dendritic section, which in turn contains a particular set of synapses. This means that each column may be linked to a slightly different portion of the entrance to the area.

2. **Distal Dendrite Segment.** Each cell has more than one peripheral dendrite segment, the synapses of which connect it to other cells within the same region. It, therefore, becomes apparent that the number of peripheral dendritic sections is much larger than the number of central ones. For example, suppose a region has 100 columns of 10 cells, each corresponding to 5 peripheral dendritic segments. In that case, the number of central dendritic segments is only 100, while the number of peripherals equals \(100 \cdot 10 \cdot 5 = 5,000\). Each of the synapses of the dendritic segments corresponds to a binary weight, or more simply, each synapse will be considered active or inactive. In addition, each conclusion corresponds to another value, also known as permanence value, which in essence determines whether a deduction is deemed to be connected or not.

The method by which an HTM system predicts the class of an input element is quite simple and understandable. The model’s output is only a binary string, which indicates the active cells of the last region of the system. Based on this output string, the algorithm sorts the element at the input by examining the total number of activated cells and the general frequency of their activation, which should have been counted in advance during the training. More specifically \([6, 18, 22, 23]\), the algorithm maintains a table \(C\) of dimensions \(c \times n\), where \(c\) is the number of different classes of each problem. In contrast, \(n\) is the length of the output string, i.e., the total number of cells in the last region of the system. Each line \(C_{i,:}\) of table \(C\) corresponds to a different class \(i\), while each value \(C_{ij}\) expresses the number of iterations during the system training for which cell \(j\) was active, given that each input element led to its activation belonged to class \(i\). Therefore, through this table, the algorithm attempts to “learn” which classes lead to the activation of which cells and with what frequency. After completing the system training based on the respective data set, the algorithm divides the values of each column \(C_{ij}\) of the table by their sum; this value expresses the total frequency of activation of cell \(j\), so that each column is converted into one probability distribution. The values of each column \(C_{ij}\) of the table therefore now express the probability of each class \(i\) given that cell \(j\) is active. After performing the above-mentioned procedure, the model is considered fully trained and can perform predictions about the class of a new element at the input by following the following three steps \([6, 20]\):

1. **Step 1:** Given an input element, the HTM system generates the output string, which indicates the active cells of the last region of the system

2. **Step 2:** Let \(A\) be the set containing the markers of each active cell. For each class \(i\) of the problem, we calculate the following value:

   \[
   p_i = \prod_{j \in A} C_{ij},
   \]

   (1)

3. **Step 3:** Finally, the algorithm predicts the class of the input element as the class \(k\), which corresponds to the highest of the \(p_i\) values, i.e.,

   \[
   k = \arg \max_i (p_i).
   \]

(2)

It should be noted that although the values of the \(p_i\) values indicate which of the classes the input element is most likely to belong to, the values themselves are not probabilities. However, we can divide each \(p_i\) value by their total sum in each case to construct such a probabilistic distribution. Therefore, the algorithm can classify any new input element through the above-given procedure. At this point, we should also note that table \(C\) should not be further modified after the training, i.e., counting the cell activation frequency is considered complete.

To solve the problem, the HTM system should be able to rate each input element by assigning it a value of \(a \in [0, 1]\), which expresses the probability that each component is an anomaly, always compared to the data based on which the algorithm is trained. Therefore, by feeding the algorithm elements exclusively related to the malicious network traffic, we can consider that any “abnormal” element detected by the system is a sign of malicious traffic. We, therefore, observe that this problem belongs to the category of Non-supervised Learning problems since the existence of the corresponding labels of the elements of the education set is not necessary \([17, 18, 23]\).

The procedure we follow is based on the Explosion mechanism of the columns. One of the three possible states of cells is the “prediction state,” through which the system expresses the predictions it makes regarding the next input element. When one or more cells in column \(i\) are in a predicted state during the \(t\)-th iteration of the algorithm, this
can be interpreted as a system prediction that the next input element might trigger column $i$. Therefore, if the activation of this column is observed during the repetition $t + 1$, then the prediction of the system is considered successful with the algorithm proceeding with the activation of the cells of the column which are in the predicted state. If, on the other hand, the column is not activated, then this means that the prediction turned out to be wrong, resulting in a reduction in the permanence values of the conclusions that contributed to its execution as a kind of "punishment" [17, 24, 25].

However, if a column that does not contain any cells in a predicted state is activated, then the Explosion mechanism is executed through which each of its cells is activated. The triggering of this mechanism indicates that the model is receiving unexpected information, which it may have never encountered before. During the early phase of system training, the Explosion mechanism’s high execution frequency is considered normal as the model does not stop discovering new patterns. Through the Explosion mechanism, the system is led to the activation of more cells, which increases the probability of the cells in the area entering a predicted state, which in turn leads to faster training of the system, as the more cells are in an expected state, the more training processes are performed during the execution of the algorithm. However, under the circumstances in which a fully trained model receives data consistent with the data on which it is trained, the Explosion mechanism should not be common. For this reason, this mechanism is considered an indication that the system may have accepted an input element with peculiarities. Specifically, the more columns trigger the Explosion mechanism, the more likely the input element is an anomaly [11, 26].

Since the number of columns that trigger the Explosion mechanism will always be less than or equal to the total number of active columns, and therefore, each value will belong to the value interval [0, 1], i.e., in essence, it will be a probability. If an input element $x_i$ we have $a_i = 0$, then this means that the model successfully predicted the activation of each column. On the other hand, if the $a_i$ value is equal to the unit, then this means that the model’s predictions were all wrong, which is probably due to the peculiarity of each input element.

Having described the procedure for calculating the degree of an anomaly, we need to set a threshold value based on which it will be decided whether an item corresponds to a benign or malicious move. Therefore, the anomaly detection problem becomes a Binary Classification problem through this process. The threshold value calculation method assumes that the degree of anomaly extracted by a fully trained model based on its training data will follow the exponential distribution as a function of probability density $p(x; \lambda) = \lambda e^{-\lambda x}$ of unknown parameter $\lambda > 0$. Given that the whole set of education represents the entire class data population, it is reasonable to assume that the degrees of the anomaly of the data will follow an exponential distribution [13, 27, 28].

Having made the above-given hypothesis, we calculate the threshold value since the anomalous values of the distribution are beyond the point defined as the sum Q3 + IQR, where Q3 is the third quadrant of the distribution, and IQR = Q3 − Q1, the interquartile range. Specifically for the case of the exponential distribution, this point, even if it is, is calculated based on the following equation [29–31]:

$$
\theta_a = \frac{\ln(4) + 1.5 \cdot \ln(3)}{\lambda}.
$$

Therefore, all that remains is to calculate the parameter $\lambda$ of the exponential distribution of the degrees of anomaly extracted by the model. We use the Maximum Likelihood Estimation method to solve this problem, defining as the final value $\lambda$ the value which maximizes the probability of the degrees of an anomaly if their values follow the exponential distribution. More specifically, given a set of degrees of anomaly $A = \{a_1, a_2, \ldots, a_n \mid a_i \geq 0\}$, with the values $a_i$ of the set coming from the same exponential distribution of unknown parameter $\lambda$, the probability $L_\lambda (A)$ of the values of the set $A$ is calculated as follows [29, 31, 32]:

$$
L_\lambda (A; \lambda) = p(A; \lambda)
= \prod_{i=1}^{n} p(a_i; \lambda) = \prod_{i=1}^{n} \lambda e^{-\lambda a_i} = \lambda^n \exp(-\lambda \sum_{i=1}^{n} a_i).
$$

However, it is common to use the probability logarithm $\ln (L_\lambda (A))$ instead of the probability itself, as this practice leads to simpler calculations. The result, of course, remains the same as the logarithmic function is genuinely increasing [25, 33, 34].

$$
\ln[L_\lambda (A; \lambda)] = \ln[\lambda^n \cdot \exp(-\lambda \sum_{i=1}^{n} a_i)]
= \ln(\lambda^n) + \ln[\exp(-\lambda \sum_{i=1}^{n} a_i)] = n \cdot \ln(\lambda) - \lambda \sum_{i=1}^{n} a_i
$$

The final value $\lambda$ is therefore calculated as follows:

$$
\tilde{\lambda} = \arg \max_{\lambda \geq 0} \left( n \cdot \ln(\lambda) - \lambda \sum_{i=1}^{n} a_i \right).
$$

We can now define the threshold $\theta_a$, based on which each item will be classified into one of the following two classes:

$$
\theta_a = \frac{\ln(4) + 1.5 \cdot \ln(3)}{\lambda}.
$$

The addition implemented by the hybrid scheme concerns the ability to compute the method of retrospective sequence relations using earlier data, the elements of which have been organized in individual time sequences to lead to the highest possible performance. In particular, the solid forms of the equations are used for the forward passage of an LSTM cell with a forget gate which are [7, 35, 36]
\[ f_t = \sigma_g(W_f x_t + U_f h_{t-1} + b_f), \]
\[ i_t = \sigma_g(W_i x_t + U_i h_{t-1} + b_i), \]
\[ o_t = \sigma_g(W_o x_t + U_o h_{t-1} + b_o), \]
\[ c_t = f_t \circ c_{t-1} + i_t \circ \bar{c}_t, \]
\[ h_t = o_t \circ \sigma_h(c_t), \]

with the index \( t \) handling the time step of the process. In the case of a retrospectively recurring continuous-time neural network, the model uses a system of ordinary differential equations to model the results on an incoming input neuron. For example, for a neuron \( i \) in the network with activation, the change activation rate is given by the following equation [7, 8, 37]:

\[ \tau_i \dot{y}_i = -y_i + \sum_{j=1}^{n} w_{ij} \sigma(y_j - \Theta_j) + I_i(t). \]  

Adding an LSTM memory unit like the one shown in Figure 1 prevents the disappearance or explosion of errors propagating to the rear architectures. Instead, errors can flow backward through an unlimited number of virtual levels that unfold in space. LSTM can learn tasks that require recollection of events that occurred thousands or even millions of discrete time steps earlier.

The proposed LSTM operates even with long delays between essential events and can handle signals that combine low and high-frequency components.

**4. Experiments**

For DDoS attacks, although many statistical methods have been designed to detect them, developing a real-time detector with a low computational cost is still one of the main concerns. On the other hand, the evaluation of new algorithms and detection techniques is primarily based on well-designed data sets. In this paper, we review the performance of the proposed system using a complete CICDDoS2019 dataset, which fixes all current deficiencies. The implementation of the set is based on techniques where TCP and UDP packets are sent to random ports on the target machine at a very high rate. As a result, the available network bandwidth is depleted, the system is shut down, and performance is degraded. The architecture of the testbed environment is shown in https://www.unb.ca/cic/datasets/ddos-2019.html.

A detailed description of the set and ways of creating the attacks can be found in the work of Sharafaldin et al. [3]. For the evaluation of the system, an extensive comparison was made with other classical machine learning models and competing deep learning models. The results obtained are presented below in Table 1.

Table 1 shows the clear superiority of the method in the totality of the evaluation characteristics. This fact proves that the proposed architecture provides us with two main advantages. First and foremost is that we do not need data labels, so the problem-solving method remains entirely in the context of Unsupervised Learning. The second advantage is that the threshold value is calculated based on the training set data, i.e., the method does not force us to look for further data. It should also be noted that when calculating the value of the threshold parameter \( \lambda \), we prefer to subtract excessively high degrees of anomaly (\( \geq 0.9 \)), if any, as their existence may mistakenly lead to higher threshold values. Finally, we must...
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