On the Role of Event Boundaries in Egocentric Activity Recognition from Photostreams
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Abstract

Event boundaries play a crucial role as a pre-processing step for detection, localization, and recognition tasks of human activities in videos. Typically, although their intrinsic subjectiveness, temporal bounds are provided manually as input for training action recognition algorithms. However, their role for activity recognition in the domain of egocentric photostreams has been so far neglected. In this paper, we provide insights of how automatically computed boundaries can impact activity recognition results in the emerging domain of egocentric photostreams. Furthermore, we collected a new annotated dataset acquired by 15 people by a wearable photo-camera and we used it to show the generalization capabilities of several deep learning based architectures to unseen users.

1. Introduction

Wearable cameras offer a hand-free way to capture the world from a first-person perspective, hence providing rich contextual information about the activities being performed by the user [16]. Similarly to other wearable sensors, wearable cameras are ubiquitous and allow to capture daily activities in natural settings.

Currently, recognizing daily activities from first-person (egocentric) images and videos is a very active area of research in computer vision [15, 18, 5, 2, 3]. In this paper, we focus on streams of images captured at regular intervals through a wearable photo-camera, also called photostreams, that have received comparatively little attention in the literature. With respect to egocentric videos, photostreams usually cover the full day of a person (see Fig. 1). However, since the photo-camera typically takes a picture every 30 seconds, temporally adjacent images present abrupt changes. Consequently, optical flow cannot be reliably estimated and several fine-grained action are completely missed or too sampled for being identifiable. Since motion is an important feature to disambiguate activities, recognize them become particularly challenging in the photostream domain.

Recently, several papers have proposed different deep learning architectures to recognize activities from egocentric photostreams. The earliest works [5, 3] focused on image-based approach, aimed at classifying each image independently by its neighbor frames. With the goal of taking advantage of the temporal coherence of objects that characterizes photostreams [1], instead of working at image level, Cartas et al. [2, 4] proposed to train in an end-to-end fashion a Long Short Term Memory (LSTM) recurrent neural network on the top of a CNN by feeding the LSTM using a sliding window approach. This strategy allows to copy with both the not negligible length of photostreams and the lack of knowledge of event boundaries.

This approach has showed that considering overlapping segments of fixed size turn out to be effective to better capture long-term temporal dependencies in photo-streams. In this paper, we argue that knowing exactly event boundaries would allow to further improve activity recognition performance, since it would allow to capture temporal dependencies both within an event and across events.

Figure 1: Sample images captured by a wearable photo-camera user during a day, together with their timestamp and activity label.
2. Event boundaries for activity recognition

In this work, we investigate whether the use of event boundaries as additional input can improve the recognition of activities in egocentric photo-sequences. To this goal, we used the temporal segmentation method introduced in [9] that allows to extract events from long unstructured photostreams. Events obtained with such approach, correspond to temporally adjacent images the share both contextual and semantic features, as shown in Fig. 2. As it can be observed, these events constitute a good basis for activity recognition, since typically, when the user is engaged in an activity, contextual and semantic features have little variation.

3. Experimental setup

The objective of our experiments was to determine if the temporal coherence of segmented events from egocentric photostreams improved the activity recognition at the frame level. Therefore, we trained three many-to-many LSTM models using the full-day sequence and the automatically extracted event segments, i.e., CNN+RF+LSTM, CNN+LSTM, and CNN+Bidirectional LSTM (see Fig. 3). For comparative purposes, we used as a baseline to train all models the Xception network [6]. Additionally, we implemented the best model presented in [4], namely the combination of CNN+RF+LSTM. We measure the activity recognition performance using the classification accuracy and associated macro metrics.

Dataset. We collected over 102,227 pictures from 15 college students who were asked to wear an egocentric camera on their chest. The camera automatically captured an image at \( \approx 30 \) seconds rate with a 5MP resolution. The annotation process took into account the continuous context of activity sequences. In order to split the data in training and test sets, all the possible combinations of users for both sets were calculated. Only the combinations with a test set having all the categories and 20-21% of all images were kept. A histogram of the number of photos per category and split is shown in Fig. 4.

Temporal sequences. The following temporal sequences were used in the experiments:

1. Fixed size segments. The stateful sliding window training procedure for fixed size segments from [?] for LSTM was also implemented.

2. Full sequence. The whole day photostream sequence of each user were used as a single input.

3. Event segmentation. Groups of sequential images were obtained by applying the method introduced by Dimeccoli et al. [9], which temporally segments the given photostream as illustrated in Fig 5.

4. Experimental results

In Table 1 we present the performance of all the models using full sequence, SR-Clustering (event segmentation), and the sliding window training procedure (fixed size segments) proposed in [2]. The performance was evaluated using the accuracy and macro metrics for precision, recall, and F1-score.

The results indicate that the CNN+Bidirectional LSTM model achieves the best performance over all the models and on each temporal segmentations. On the other hand, the CNN+RF+LSTM model did not improved the performance as much as the other models and was even worse than its baseline using the sliding window training. This is a consequence of the overfitting of its base model (CNN+RF) in the training set, as shown by the categories recall in Table 1. This contrasts the results previously obtained in [4] using another dataset and it is likely due to the fact that here we are using non-seen users in our test set.

Furthermore, the results suggests that the temporal segmentation increased the classification performance of the
Figure 4: Dataset summary. Please notice that distributions are normalized and the vertical axis has a logarithm scale.

Table 1: Activity classification performance. Upper part shows the recall for each category and the lower part shows the performance metrics for all models. The best result per measure is shown in bold but does not take into account the temporal models trained using the groundtruth segmentation, that we consider as an upper bound.

Table 2: Comparison with different Egocentric datasets. Information based on [7]

5. Conclusions

This paper has shed light on two poorly investigated issues in the context of activity recognition from egocentric photostreams. The first issue was related to the role of event boundaries as input for activity recognition in photostreams. By relying on manually-annotated and tested LSTM based models. For instance, Fig. 6 shows some qualitative results. In particular, the automatic event segmentation (SR-Clustering) was better than the day segmentation as it improved the accuracy, macro precision, and macro F1-scores in two of the three LSTM based models. Since most of the test users had short day sequences, the day temporal segmentation was the best for CNN+LSTM model. Finally, the best macro recall was obtained using the Sliding Window training [4] for the CNN+Bidirectional LSTM model. This can be understood as a smoothing effect over the test sequences.
automatically-extracted event boundaries, in addition to overlapping batches of images of fixed size, this paper pointed out that activity recognition performances benefit from the knowledge of event boundaries. The second issue was related to the generalization capabilities of existing methods for activity recognition. By using a large egocentric dataset acquired from 15 users, this paper elucidated for the first time, how activity recognition performance generalize at test time to unseen users. The best results were achieved by using a CNN+Bidirectional LSTM architecture on a temporal event segmentation.
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