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Abstract—This paper investigates the best arm identification (BAI) problem in stochastic multi-armed bandits in the fixed confidence setting. The general class of the exponential family of bandits is considered. The existing algorithms for the exponential family of bandits face computational challenges. To mitigate these challenges, the BAI problem is viewed and analyzed as a sequential composite hypothesis testing task, and a framework is proposed that adopts the likelihood ratio-based tests known to be effective for sequential testing. Based on this test statistic, a BAI algorithm is designed that leverages the canonical sequential probability ratio tests for arm selection and is amenable to tractable analysis for the exponential family of bandits. This algorithm has two key features: (1) its sample complexity is asymptotically optimal, and (2) it is guaranteed to be $\delta$-PAC. Existing efficient approaches focus on the Gaussian setting and require Thompson sampling for the arm deemed the best and the challenger arm. Additionally, this paper analytically quantifies the computational expense of identifying the challenger in an existing approach. Finally, numerical experiments are provided to support the analysis.

Index Terms—Best arm identification, sequential probability ratio test.

I. INTRODUCTION

This paper considers the problem of best arm identification (BAI) in stochastic multi-armed bandits (MABs). In a stochastic MAB, each arm generates rewards from distributions with unknown mean values. The objective of a learner in BAI is to identify the arm with the largest mean value, using the fewest number of samples.

The BAI problem is broadly studied under two key settings: the fixed budget setting and the fixed confidence setting. The objective in the fixed budget setting is to identify the arm having the largest mean within a pre-specified sampling budget while minimizing the decision error probability. On the other hand, in the fixed confidence setting, the learner identifies the best arm while having a guarantee on the error probability, and the objective is to minimize the sample complexity. The problem of identifying the best arm was first proposed in [1], where the problem was posed in the fixed budget setting. More investigations in this setting can be found in [2] and [3]. Representative studies in the fixed confidence setting can be found in [4], [5], [6], [7], [8], [9]. Algorithms in this setting can be further classified into two categories, namely, non-Bayesian algorithms and Bayesian algorithms.

In the non-Bayesian setting, an optimal algorithm for parameter stochastic bandits was first proposed in [6] for the single parameter exponential family, which is based on a tracking procedure for arm selection. Specifically, in each round, [6] computes the optimal sampling proportion at the current mean estimates and selects an arm based on the optimal sampling proportion. While the track and stop (TaS) algorithm exhibits asymptotic optimality, it is computationally expensive due to solving an optimization problem to compute the optimal allocation in each iteration. To reduce the computational complexity, [10] showed that tracking the optimal proportion in intervals with exponentially increasing gaps is sufficient. However, this study focuses only on linear bandits with Gaussian noise. To address the computational complexity of track and stop, another approach to solving BAI is the gamification approach [11], [12]. In this approach, BAI is posed as an unknown two-player game in which the sampling rules are obtained from the iterative strategies of the two players, which converge to a saddle point. The state-of-the-art algorithm for BAI in the non-Bayesian parametric setting is the Frank-Wolfe sampling algorithm (FW) [13]. In this approach, the sampling rule is obtained from a single iteration of the Frank-Wolfe algorithm, which involves solving a two-player zero-sum game in each iteration. Despite being computationally efficient compared to TaS, the FW algorithm involves solving a linear program in each round.

Some of the non-Bayesian approaches to solving BAI for the non-parametric class of stochastic MABs (such as the class of sub-Gaussian stochastic MABs or bounded variance stochastic MABs) include confidence interval-based approaches (see [4], [7], [14]), successive elimination-based approaches (see [9], [14], [15], [16], [17], [18]) and tracking based approaches [19]. In the confidence interval-based approach, the learner computes the sample mean of each arm, and a confidence interval around these empirical estimates, within which the true mean exists with a high probability. The rationale behind this strategy is to gather more evidence until there is no overlap between the confidence intervals and the learner decides the best arm based on the empirical estimates. On the other hand, the successive elimination-based strategy involves eliminating the potentially suboptimal arms in each
round and continuing sampling from all other arms until only one arm remains to be eliminated.

While non-Bayesian approaches have been investigated extensively, the Bayesian setting is far less investigated. The first Bayesian algorithm was investigated in [20], which introduced the \textit{top-two} design philosophy and designed three Bayesian algorithms based on that. The top-two algorithmic design mitigated the computational challenge encountered in TaS, and provided a computationally simple alternative to the arm selection strategy. Among them, a modification of the Thompson sampling algorithm [21], [22], [23], called the top-two Thompson sampling (TTTS) has received more attention due to its simplicity and optimality properties. The sample complexity of TTTS, however, was not analyzed in [20]. To address the sample complexity of the top-two algorithms in Gaussian bandits, an improved algorithm was devised in [24], where the sample complexity was shown to be asymptotically optimal up to a constant factor. The sample complexity of TTTS in the Gaussian setting was later analyzed in [25], and it was shown to be asymptotically optimal. However, the sample complexity analysis was based on a non-informative prior, reducing it to a non-Bayesian setting. Furthermore, despite its simplicity, TTTS faces a computational challenge in its sampling strategy, which becomes significant in the regime of diminishing error rates. To circumvent this, a transportation cost-based sampler was adopted in designing an efficient Thompson sampling-based BAI algorithm called the top-two transportation cost (T3C) [25]. However, the sample complexity of T3C is only analyzed in the Gaussian setting.

This paper leverages a sequential hypothesis testing framework for formalizing and solving the BAI problem in the fixed confidence setting. The arm selection and stopping rules are, in spirit, similar to the sequential probability ratio test [26]. BAI has been viewed as a hypothesis testing problem in a wide body of literature starting from the investigation in [6], and subsequently in [11], [13], [24], [25]. Despite that, the algorithms offered generally do not adopt the statistics known to be effective for sequential composite hypothesis testing. In contrast, in this investigation, the arm selection rules dynamically update generalized likelihood ratios that compare the relative likelihood of different arms for being among the best. We refer to this algorithm by the top-two sequential probability ratio test (TT-SPRT). The idea of using SPRT-based rules was first introduced in [27], the key advantage of which is being amenable to analysis in the broader class of the exponential family of distributions. Specifically, the analysis for Thompson sampling-based approaches relies on non-asymptotic concentration inequalities for the convergence of the posterior mean to the ground truth. These concentration results exist in the literature for Gaussian bandits [25]. However, for the broader class of the exponential family, the analysis of posterior sampling-based approaches is contingent on tail bounds for the posterior means, which need to be derived. Furthermore, empirically, computing a posterior distribution may involve Monte Carlo integration [20], in case a closed-form conjugate prior does not exist. Both of these issues make the log-likelihood ratio-based test statistic a more reasonable choice compared to posterior sampling. Prior to this, the sample complexity of top-two algorithms [20], [24], [25] has only been analyzed in the special setting of Gaussian bandits. This investigation is a generalization of [24], [25] in the sense that the TT-SPRT algorithm is shown to be asymptotically optimal for the single-parameter exponential family. Thus, we have addressed the open question of developing an \textit{efficient} BAI algorithm in the fixed-confidence setting for the single parameter exponential family of distributions.

We show that in the special case of Gaussian bandits, TT-SPRT addresses a computational weakness of the TTTS algorithm. Specifically, for dynamically identifying the top two arms, the TTTS sampling strategy generates random samples from the posterior distributions of arm rewards. Subsequently, the coordinate with the largest value in the first sample is deemed the best arm’s index. For identifying the second arm (the challenger), TTTS keeps generating more samples until the coordinate with the largest value is distinct from the index already identified as the best arm. After enough explorations, the posterior distribution converges to the true model, and the largest coordinate of any random sample will be pointing to the best arm. This increases the delay in encountering a challenger. TT-SPRT does not have such a computational challenge. Finally, we note that our arm selection strategy is, in spirit, similar to the sequential probability ratio test [26] and [28], which is a powerful test in a wide range of sequential testing problems, owing to its optimality properties and computational simplicity.

Besides this paper (and its earlier version [27]) leveraging SPRT-based rules for the top-two algorithms with various choices of the top arm and the challenger arm have also been recently further investigated in [29], including the choice that has been considered in this paper. While the results in [29] confirm the findings in this paper, there are a few critical differences in the assumptions on the bandit model considered. Specifically, for the exponential family analysis, [29] assumes sub-Gaussian distributions and having distinguishable arm means. However, we make no such assumption for our analysis of the exponential family. In contrast, to account for this assumption, our algorithm involves a forced exploration stage.

II. BAI IN STOCHASTIC BANDITS

Consider a $K$-armed \textit{stochastic} MAB setting with $K$ arms generating rewards based on probability distributions that belong to an exponential family of distributions. Specifically, corresponding to a convex, twice-differentiable function $b : \mathbb{R} \mapsto \mathbb{R}$, we consider a single-parameter exponential family

$$
\mathcal{P}_b \triangleq \left\{ \nu_\theta : \frac{d\nu_\theta}{dv} = \exp(\theta x - b(\theta)) , \ \theta \in \Theta \right\}
$$

where $\Theta \subseteq \mathbb{R}$ is a compact parameter space, $\nu_\theta$ is the probability measure associated with parameter $\theta \in \Theta$, and $v$ is a reference measure on $\mathbb{R}$ such that $\nu_\theta \ll v$ for all $\theta \in \Theta$. The mean value of the distribution $\nu_\theta \in \mathcal{P}_b$ is given by $\mu(\theta) \triangleq b(\theta)$, and the members of $\mathcal{P}_b$ can be uniquely identified by their mean values. We denote the unknown mean of arm $i$ by $\mu_i$ and denote its associated probability distribution (probability density function for continuous and probability mass function for discrete random variables)
for discrete distributions) from \( \mathcal{P}_b \) by \( v(\cdot | \mu_i) \). Accordingly, the vector of mean values is denoted by \( \mu \triangleq [\mu_1, \ldots, \mu_K] \). The exponential family bandit model associated with \( \mu \) is denoted by \( \nu_\mu \triangleq [v(\cdot | \mu_1), \ldots, v(\cdot | \mu_K)] \). The best arm, assumed to be unique, has the largest mean value and it is denoted by

\[
\mathcal{A}^* \triangleq \arg\max_{i \in [K]} \mu_i.
\]  

The gap between the expected values of the best arm and arm \( i \in [K] \) is denoted by \( \Delta_i \triangleq \mu_{i^*} - \mu_i \), and the smallest gap among all possible arm pairs is captured by

\[
\Delta_{\min} \triangleq \min_{i \neq j} |\mu_i - \mu_j|.
\]

We allow \( \Delta_{\min} = 0 \) for the analysis of the single-parameter exponential family. In the special case of Gaussian bandits, we prove an implicit exploration property of our proposed algorithm with the additional assumption that \( \Delta_{\min} > 0 \). However, such an assumption is not required in general, facilitated by the forced exploration stage in our algorithm design presented in Section III. The learner performs a sequence of arm selections, at time \( n \in \mathbb{N} \) the learner selects arm \( A_n \) and receives the reward \( X_n \) generating the filtration \( \mathcal{F}_n \triangleq \{(A_t, X_t) : t \in [1, \ldots, n]\} \). Arm selection decision \( A_{n+1} \) is assumed to be \( \mathcal{F}_n \)-measurable. Accordingly, the sequence of arm selections and the corresponding rewards obtained by the learner up to time \( n \) are denoted by

\[
\mathcal{A}_n \triangleq [A_1, \ldots, A_n] \quad \text{and} \quad X_n \triangleq [X_1, \ldots, X_n].
\]

The sub-sequence of the rewards from only arm \( i \in [K] \) up to time \( n \) is denoted by

\[
X^n_i \triangleq [X_s : s \in [n], A_s = i].
\]

We use the notation \( D_{KL}(v(\cdot | \mu_i)) \) to denote the Kullback-Leibler (KL) divergence from \( v(\cdot | \mu_i) \) to \( v(\cdot | \mu_j) \). It can be readily verified [6] that this divergence measure can be specified as a function of \( \mu_i \) and \( \mu_j \), for which we use the shorthand notation

\[
D_{KL}(\mu_i \| \mu_j) \triangleq D_{KL}(v(\cdot | \mu_i)) - b^{-1}(\mu_i) - b^{-1}(\mu_i) - \mu_i \left[ b^{-1}(\mu_i) - b^{-1}(\mu_i) \right] - \mu_j \left[ b^{-1}(\mu_j) - b^{-1}(\mu_j) \right].
\]  

Let \( \tau \), which is \( \mathcal{F}_\tau \)-measurable, denote the stochastic stopping time of the BAI algorithm, that is the time instant at which the BAI algorithm terminates the search process and identifies an arm as the best arm. Accordingly, define \( A_\tau \) as the arm identified as the best arm at the stopping time. In this paper, we consider the fixed confidence setting, in which the learner’s objective is to identify the best arm \( a^* \) with a pre-specified confidence level. We use \( \delta \)-PAC and \( \beta \)-optimality as the canonical notions of optimality for assessing the efficiency of the BAI algorithms. These notions are formalized next. First, we specify the \( \delta \)-PAC guarantee, which evaluates the fidelity of the terminal decision.

**Definition 1** (\( \delta \)-PAC): A BAI algorithm is \( \delta \)-PAC if the algorithm has a stopping time \( \tau \) adapted to \( \mathcal{F}_\tau \), and at the stopping time it ensures

\[
\mathbb{P}_\mu \left[ \tau < +\infty, A_\tau = a^* \right] > 1 - \delta,
\]

where \( \mathbb{P}_\mu \) denotes the probability measure induced by the interaction of the BAI algorithm with the bandit instance \( v_\mu \).

For analyzing the sample complexity, we leverage a setting-specific notion of problem complexity defined next. The problem complexity characterizes the level of difficulty that an algorithm faces for identifying the best arm with sufficient fidelity. For this purpose, we define \( \mathcal{W}(\beta) \) as the following set of \( K \)-dimensional probability simplexes

\[
\mathcal{W}(\beta) \triangleq \left\{ \omega \in [0, 1]^K : \omega^* = \beta, \sum_{i \in [K]} \omega_i = 1 \right\}.
\]

**Definition 2** (Problem Complexity): For a given bandit model \( v_\mu \), the problem complexity is defined as

\[
\mathcal{P}_\mu (\beta) \triangleq \max_{\omega \in \mathcal{W}(\beta)} \left\{ \beta D_{KL}(\mu_{a^*} \| \mu_{a^*}, j(\omega)) + \omega_i D_{KL}(\mu_i \| \mu_{a^*}, j(\omega)) \right\}
\]

where we have defined

\[
\mu_i(j(\omega)) \triangleq \mu_i \frac{\omega_i + \mu_j \omega_j}{\omega_i + \omega_j}.
\]

Accurately, we define the optimal sampling proportions as

\[
\omega^*(\beta) \triangleq \arg\max_{\omega \in \mathcal{W}(\beta)} \left( \beta D_{KL}(\mu_{a^*} \| \mu_{a^*}, j(\omega)) + \omega_i D_{KL}(\mu_i \| \mu_{a^*}, j(\omega)) \right).
\]

By leveraging the notion of problem complexity, and defining \( T_{n,i} \) as the number of times that arm \( i \in [K] \) is pulled until \( n \), we have the following known information-theoretic lower bound on the sample complexity of any \( \delta \)-PAC BAI algorithm.

**Theorem 1** (Sample Complexity - Lower bound [25]): For any \( \delta \)-PAC algorithm that satisfies

\[
\frac{T_{n,a^*}}{n} \xrightarrow{n \to \infty} \beta
\]

we almost surely have

\[
\liminf_{\delta \to 0} \frac{\mathbb{E}_\mu [\tau]}{\log(1/\delta)} \geq \frac{1}{\mathcal{P}_\mu (\beta)}.
\]

The universal lower bound in Theorem 1 provides the minimum number of samples that any \( \delta \)-PAC BAI algorithm requires asymptotically, provided that \( \beta \) fraction of measurement effort is allocated to the best arm. Accordingly, we specify \( \beta \)-optimality as a measure of sample complexity.

**Definition 3** (\( \beta \)-optimality): A \( \delta \)-PAC BAI algorithm is called asymptotically \( \beta \)-optimal if it satisfies

\[
\frac{T_{n,a^*}}{n} \xrightarrow{n \to \infty} \beta \quad \text{a.s. and} \quad \limsup_{\delta \to 0} \frac{\mathbb{E}_\mu [\tau]}{\log(1/\delta)} \leq \frac{1}{\mathcal{P}_\mu (\beta)}
\]

where \( \mathbb{E}_\mu \) denotes expectation under the measure \( \mathbb{P}_\mu \).
III. TT-SPRT ALGORITHM FOR BAI

Hypothesis Testing Framework: We view the BAI problem as a collection of binary composite hypothesis testing problems as follows. For each pair of distinct arms \((i, j) \in [K]^2\), define the following composite hypothesis, testing which discards which of the two arms \(i\) and \(j\) has a larger mean value:

\[
\mathcal{H}_{ij} : \mu_i > \mu_j.
\]  

(15)

Unlike in sequential hypothesis testing that aims to solve problem (15), our objective is not forming decisions for all these \(\binom{K}{2}\) different hypotheses. Instead, we use them to form relevant measures that capture the likelihood of different hypotheses. We then use these measures to design the arm selection and stopping rules. Specifically, we form generalized likelihood ratios as the key ingredient for our decision rules. To this end, at time \(n\) and corresponding to each arm pair \((i, j)\) we define the generalized log-likelihood ratio (GLLR)

\[
\Lambda_n(i, j) \triangleq \log \frac{\sup_{\mu \in \mathcal{H}_{ij}} \mathbb{P}_\mu (X_n | \mathcal{H}_{ij} \text{ is true})}{\sup_{\mu \in \mathcal{H}_{\bar{ij}}} \mathbb{P}_\mu (X_n | \mathcal{H}_{\bar{ij}} \text{ is true})}.
\]

(16)

It can be readily verified that for the exponential family of bandits, \(\Lambda_n(i, j)\) can be simplified to

\[
\Lambda_n(i, j) = \log \frac{\max_{\mu_j > \mu_i} \prod_{x \in X_n(i)} v(x | \mu_j) \prod_{x \in X_n(j)} v(x | \mu_i)}{\max_{\mu_j > \mu_i} \prod_{x \in X_n(i)} v(x | \mu_j) \prod_{x \in X_n(j)} v(x | \mu_i)}. \]

(17)

It can be readily verified (for instance see [6]) that the GLLRs in (17) have simple closed form, specified in the next lemma. To specify the closed form, we define the empirical mean

\[
\mu_{n,i} \triangleq \frac{1}{T_{n,i}} \sum_{i \in [K], a_n = i} X_i
\]

as an empirical estimate of \(\mu_i\). Accordingly, define the weighted average terms

\[
\mu_{n,i,j} \triangleq \frac{T_{n,i}\mu_{n,i} + T_{n,j}\mu_{n,j}}{T_{n,i} + T_{n,j}} \quad \forall i, j \in [K].
\]

(19)

Lemma 1 [6]: Under the exponential family of distributions, the GLLRs defined in (17) have a closed form given by

\[
\Lambda_n(i, j) = \left[ T_{n,i} d_{KL}(\mu_{n,i} \| \mu_{n,i,j}) + T_{n,j} d_{KL}(\mu_{n,j} \| \mu_{n,i,j}) \right] \\
\times \mathbb{1}_{\{\mu_i > \mu_j\}}.
\]

(20)

We note that in the Gaussian setting, the closed forms for the GLLRs in (20) simplify to

\[
\Lambda_n(i, j) = \frac{1}{2\sigma^2} \cdot \left( \frac{\mu_{n,i} - \mu_{n,j}}{T_{n,i}^{-1} + T_{n,j}^{-1}} \right)^2 \cdot \mathbb{1}_{\{\mu_i > \mu_j\}}.
\]

(21)

Based on these definitions, the detailed steps of the TT-SPRT algorithm are specified in Algorithm 1. The decision rules involved are discussed next.

Arm Selection Rule: At each instant \(n\), the TT-SPRT identifies a top arm as the arm that has the largest sample mean \(\mu_{n,i}\), denoted by

\[
a_n^1 \in \arg\max_{i \in [K]} \mu_{n,i}.
\]

(22)

Algorithm 1: Top-Two SPRT (TT-SPRT)

1. **Input:** \(\beta\)
2. **Initialize:** \(n = 0, \mathcal{I}_n = [K], \mu_{n,i} = 0 \forall i \in [K], \Lambda(a_{n,1}^1, a_{n,2}^1) = 0, c_{n,\delta} = 0\)
3. **while** \(\Lambda(a_{n,1}^1, a_{n,2}^1) \leq c_{n,\delta}\) **do**
   4. \(n \leftarrow n + 1\)
   5. Sample \(D_n \sim \text{Bern}(\beta)\)
   6. Play an arm \(a_n\) specified by (25) or (26) and obtain reward \(X_n\)
   7. Update \(\mu_{n,a_n}\) using (18)
   8. \(a_n^1 \leftarrow \arg\max_{i \in [K]} \mu_{n,i}\)
   9. Compute \(\Lambda_n(a_n, i)\) for every \(i \in [K] \setminus \{a_n^1\}\)
   10. \(a_n^2 \leftarrow \arg\min_{i \in [K] \setminus \{a_n^1\}} \Lambda_n(a_n, i)\)
   11. Update \(c_{n,\delta}\) using (28) or (33)
   12. Update \(\mathcal{I}_n\) using (24)

13. **Output:** Top arm \(a_n^1\)

In addition to the top arm, we also define the challenger arm as the one which is the closest competitor of the top arm for being the best arm. The challenger arm at time \(n\) is the arm that minimizes the log-likelihood ratio computed with respect to the top arm \(a_n^1\). We denote the challenger arm at time \(n\) by \(a_n^2\) and it is specified by

\[
a_n^2 \triangleq \arg\min_{j \in [K]} \Lambda_n(a_n^1, j).
\]

(23)

The TT-SPRT sampling strategy consists of an explicit exploration phase to ensure that each arm is pulled sufficiently often. Specifically, the arm selection strategy works as follows. We say an arm is under-explored, if at time \(n\) it is selected fewer than \(\sqrt{n/K}\) times. Accordingly, define the set of under-explored arms at time \(n\) as

\[
\mathcal{I}_n \triangleq \left\{ i \in [K] : T_{n,i} \leq \left\lfloor \sqrt{n/K} \right\rfloor \right\}.
\]

(24)

If \(\mathcal{I}_n \neq \emptyset\), then TT-SPRT selects the arm in \(\mathcal{I}_n\) that has been explored the least. Otherwise, it randomizes between the top arm \(a_n^1\) and the challenger \(a_n^2\) based on a Bernoulli random variable \(D_n \sim \text{Bern}(\beta)\), where \(\beta \in (0, 1)\) is a tunable parameter. This mechanism is included to ensure sufficient exploration of all arms. Hence, the arm action rule at time instant \(n + 1\) is given by

\[
a_{n+1} \triangleq \begin{cases} 
\arg\min_{i \in \mathcal{I}_n} T_{n,i} & \text{if } \mathcal{I}_n \neq \emptyset \\
\min\{a_n^1, a_n^2\} & \text{if } D_n = 1 \text{ and } \mathcal{I}_n = \emptyset \\
\max\{a_n^1, a_n^2\} & \text{if } D_n = 0 \text{ and } \mathcal{I}_n = \emptyset
\end{cases}
\]

(25)

We note that in the Gaussian bandit setting, the explicit form of the GLLR defined in (21) automatically ensures a sufficient exploration of the same order, i.e., at least \(\sqrt{n/K}\) times for each arm. We will show this property in Section IV-B (Lemma 5). However, this is not true in general, and the exploration mechanism is necessary. For example, in the case of Bernoulli bandits, unlike for the Gaussian bandits, the GLLRs for some of the arms, especially the ones with low average reward could be infinite in the early stages. Thus, TT-SPRT without the forced exploration phase might never sample these.
arms. Hence, in the special case of the Gaussian bandit setting, TT-SPRT does not require the explicit exploration phase, and is only based on randomizing between the top-two arms. This is formalized next.

**Arm Selection Rule for Gaussian Bandits:** Based on the choices of the top and challenger arms, at time $n$, the TT-SPRT sampling strategy selects one of the two arms based on a Bernoulli random variable $D_n \sim \text{Bern}(\beta)$, where $\beta \in (0, 1)$ is a tunable parameter. Specifically, given $F_n$-measurable decisions $a_{n1}$ and $a_{n2}$ at time $n$, the arm to be sampled at time $n+1$ is specified by the randomized rule

$$a_{n+1} \triangleq \begin{cases} a_{n1} & \text{if } D_n = 1 \\ a_{n2} & \text{if } D_n = 0. \end{cases}$$

(26)

**Stopping Rule:** We specify the following thresholding-based stopping criterion, in which we select the threshold such that the algorithm ensures the $\delta$-PAC guarantee:

$$\tau \triangleq \inf \left\{ n \in \mathbb{N} : \Lambda_n(a_{n1}, a_{n2}) > c_{n,\delta} \right\}. \quad (27)$$

This stopping rule at each time $n$ evaluates the GLLR between the top and challenger arms, i.e., $\Lambda_n(a_{n1}, a_{n2})$, and terminates the sampling process as soon as this GLLR exceeds a prespecified threshold $c_{n,\delta}$. This threshold will be specified in Section IV. We note that the stopping criterion is different from that of the canonical SPRT’s for sequential binary hypothesis testing, which involves two thresholds in order to control the two types of decision errors. In contrast to hypothesis testing, for BAI we have only one error event $\mathbb{P}_\mu(A^c \neq a^*)$ to control.

### IV. MAIN RESULTS

In this section, we establish the TT-SPRT algorithm’s optimality for the general exponential family in Section IV-A. Subsequently, in Section IV-B, we specialize them to the Gaussian setting. The results in the Gaussian setting have two main distinctions from the results for the general exponential family. First, we show that the exploration mechanism for the Gaussian setting is not necessary. Secondly, we provide a less stringent stopping rule, according to which the sampling process requires fewer samples. Based on these specialized rules, we recover the optimality guarantees that were also established in [24], [25]. Even though the TT-SPRT achieves the optimality guarantees similar to those in [24], [25], it has a major computational advantage, which we discuss in Section IV-C.

#### A. Exponential Family of Bandits

Our main technical results are on the optimality of the sample complexity. Specifically, we demonstrate that the sample complexity of the TT-SPRT algorithm coincides with the known information-theoretic lower bounds on the sample complexity of the algorithms that are $\delta$-PAC. Hence, as the first step, and for completeness, we provide the results that establish that TT-SPRT algorithm is $\delta$-PAC. An algorithm being $\delta$-PAC, generally, depends only on its design of the terminal decision rule for identifying the best arm and is independent of the arm selection strategy. For this purpose, we leverage an existing result for the exponential family [30], which demonstrates that the combination of any arm selection strategy, the stopping rule specified in (27), and a proper choices of the threshold $c_{n,\delta}$ ensures a $\delta$-PAC guarantee. For completeness, the result is provided in the following theorem.

**Theorem 2 ($\delta$-PAC – Exponential):** For the exponential family, the stopping rule in (23) with the choice of the threshold

$$c_{n,\delta} \triangleq 2\exp \left( \frac{1}{2} \log \frac{K - 1}{\delta} \right) + 6\log \left( \log \frac{n}{2} + 1 \right). \quad (28)$$

coupled with any arm selection strategy is $\delta$-PAC, where the function $\mathbb{C}_{\exp} : \mathbb{R}^+ \mapsto \mathbb{R}^+$ is defined similarly to [30], and satisfies $\mathbb{C}_{\exp}(x) \approx x + 4\log(1 + x + \sqrt{2x})$.

**Proof:** Follows similarly to [30, Th. 7].

To show the optimality of TT-SPRT algorithm, we provide an upper bound on its sample complexity, which matches the information-theoretic lower bound on the sample complexity of any $\delta$-PAC BAI algorithm. Note that the explicit exploration phase incorporated in TT-SPRT ensures that each arm is explored sufficiently often and that the sample means converge to the true values. Before delineating the sample complexity achieved by the TT-SPRT, we provide the key properties of the TT-SPRT arm selection strategy. The first property pertains to the sufficiency of exploration.

**Lemma 2 (Sufficient Exploration – Exponential):** Under the TT-SPRT sampling strategy (25), for all $i \in [K]$ and for any $n \in \mathbb{N}$, we have $T_{n,i} \geq \sqrt{nK} - 1$.

**Proof:** The proof follows similar arguments as in the proof of [6, Lemma 8].

This property ensures that each arm is sampled sufficiently often, such that the empirical estimates converge to the true mean value if the sampling strategy is allowed to continue drawing samples without stopping. The second property pertains to the convergence of the empirical mean estimates to the true mean values. Specifically, we show that there exists a time after which the empirical mean values are within an $\epsilon$-band of their corresponding ground truth values.

**Lemma 3 (Convergence in Mean – Exponential):** For any $\epsilon > 0$, define $N^{\mu}_\epsilon$ as

$$N^{\mu}_\epsilon \triangleq \inf \left\{ s \in \mathbb{N} : |\mu_{n,i} - \mu_i| \leq \epsilon \quad \forall n \geq s, \quad \forall i \in [K] \right\}. \quad (29)$$

Under the sampling rule in (25) for the exponential family we have $\mathbb{E}_\mu[N^{\mu}_\epsilon] < +\infty$.

**Proof:** See Appendix B.

The convergence in mean values for the case of Gaussian bandits has been analyzed in [24], [25] under different top-two sampling rules. The analysis mainly relies on a concentration inequality for the convergence of the sample mean to the ground truth. Furthermore, the analysis relies on the assumption that $\Delta_{\min} > 0$, despite showing an implicit exploration of the arms due to the sampling rule. In contrast, our analysis for the exponential family makes no such assumption at the cost of an explicit exploration phase. Our analysis leverages the explicit exploration phase and Chernoff’s inequality for the convergence in mean. We refer to Appendix B for more details. The third property is that the TT-SPRT ensures that the ratio of the sampling resources spent on arm $i$ up to
time \( n \), i.e., \( T_{n,i}/n \) converges to the optimal sampling proportion \( \omega^*_i(\beta) \) when \( n \) is sufficiently large. This is formalized next.

**Lemma 4** (Convergence to Optimal Proportions): Under the sampling rule in (25) for the exponential family of bandits, there exists a stochastic time \( N_e^o \), \( \mathbb{E}_{\mu}[N_e^o] < +\infty \), such that
\[
\left| \frac{T_{n,i}}{n} - \omega^*_i(\beta) \right| \leq \epsilon \quad \forall n > N_e^o \quad \forall i \in [K].
\]

Proof: See Appendix C.

Convergence in the sampling proportions to the \( \beta \)-optimal allocation is a key step in the sample complexity analysis of top-two algorithms, as shown in [24], [25]. The proof for the convergence can be broken down into two steps: 1) convergence of the sampling proportion of the best arm to \( \beta \), and 2) convergence of the sampling proportion of the remaining arms to the \( \beta \)-optimal allocation. The novelty in the analysis of TT-SPRT comes in the second part. Specifically, TT-SPRT uses the GLLR statistic for arm selection, which differs from the statistic in [24], [25]. The analysis for convergence in sampling proportion relies on showing that, eventually, the challenger is always contained in the set of the under-sampled arms. For details, we refer to Appendix C. Finally, we use the notion of \( \beta \)-optimality, which was first introduced in establishing optimality guarantees for the top-two algorithms for BAI in [24], and was adopted later for establishing the optimality of the TTTS algorithm [25]. Specifically, we show that the TT-SPRT algorithm is \( \beta \)-optimal, i.e., its sample complexity asymptotically matches the universal lower bound on the average sample complexity provided in Theorem 1, while satisfying the condition on the sampling proportion allocated to the best arm \( \omega^* \). By leveraging the three properties shown in Lemma 2-Lemma 4, we provide an upper bound on the average sample complexity of the TT-SPRT algorithm.

**Theorem 3** (Sample Complexity - Upper bound): The TT-SPRT algorithm is \( \delta \)-PAC and almost surely satisfies
\[
\frac{T_{n,\omega^*}}{n} \xrightarrow{n \to \infty} \beta.
\]
Furthermore, for the exponential family of distributions, we have
\[
\lim_{\delta \to 0} \frac{\mathbb{E}_{\mu}[r]}{\log(1/\delta)} \leq \frac{1}{\Gamma_\mu(\beta)}.
\]

Proof: See Appendix D.

Theorem 3 along with the universal lower bound in Theorem 1 establishes the asymptotic \( \beta \)-optimality of TT-SPRT for the exponential family of bandits.

**B. Gaussian Bandits**

Next, we specialize the properties of the TT-SPRT algorithm to the Gaussian bandit setting. First, we leverage a tighter stopping condition from [25], which ensures that in the specific setting of Gaussian bandits, the stopping rule specified in (27) is \( \delta \)-PAC. Specifically, the threshold for the exponential family scales as \( O(6 \log \log n) \), while the one for the Gaussian setting scales as \( O(4 \log \log n) \).

**Theorem 4** (\( \delta \)-PAC – Gaussian): In the Gaussian bandit setting, the stopping rule in (27) with the choice of the threshold
\[
c_n,\delta \triangleq 4 \log(4 + \log n) + 2g \left( \frac{\log(K - 1) - \log \delta}{2} \right)
\]
where we have defined \( g(x) \equiv x + \log x \), coupled with any arm selection strategy is \( \delta \)-PAC.

Proof: Follows similarly to [25, Th. 2].

Next, we show that the explicit exploration phase is redundant in the Gaussian setting, since the TT-SPRT sampling rule automatically ensures sufficient exploration in this setting.

**Lemma 5** (Sufficient Exploration – Gaussian): The TT-SPRT sampling strategy (26) ensures that there exists a random variable \( N_1 \) such that \( \mathbb{E}_{\mu}[N_1] < +\infty \) and for all \( i \in [K] \) and for any \( n > N_1 \), we have \( T_{n,i} \geq \sqrt{nK} \) almost surely.

Proof: See [31, Appendix B].

Similarly to Lemma 3, we show that due to the implicit exploration of the TT-SPRT sampling rule for Gaussian bandits, we have convergence in the empirical mean values to the ground truth.

**Lemma 6** (Convergence in Mean – Gaussian): Under the sampling rule in (26) for the Gaussian setting, there exists a stochastic time \( M_\mu^i \), \( \mathbb{E}_{\mu}[M_\mu^i] < +\infty \), such that for all \( n > M_\mu^i \), we have:
\[
|\mu_{n,i} - \mu_i| < \epsilon \quad \text{almost surely.}
\]

Proof: See Appendix B.

We show that the TT-SPRT algorithm in the Gaussian setting is \( \beta \)-optimal by providing an upper bound on the average sample complexity of the TT-SPRT algorithm in the Gaussian setting.

**Theorem 5** (Sample Complexity - Upper bound): The TT-SPRT algorithm is \( \delta \)-PAC and almost surely satisfies
\[
\frac{T_{n,\omega^*}}{n} \xrightarrow{n \to \infty} \beta.
\]
Furthermore, for the Gaussian model, we have
\[
\lim_{\delta \to 0} \frac{\mathbb{E}_{\mu}[r]}{\log(1/\delta)} \leq \frac{1}{\Gamma_\mu(\beta)}.
\]

Proof: See Appendix D.

**C. Challenger Identification in Top-Two Thompson Sampling**

The TTTS algorithm [20], is a Bayesian algorithm in which the reward mean values are assumed to have the prior distribution \( \mathcal{N}(0, \kappa^2) \). Based on this prior, at each time \( n \) and based on \( X_n \), the learner computes a posterior distribution \( \Pi_n \in \mathbb{R}^K \to \mathbb{R} \). Specifically, for the average reward realization \( \bar{\mu} \) and reward realization \( X_n = x_n \):
\[
\Pi_n(\bar{\mu} \mid x_n) \triangleq \prod_{i=1}^K \frac{1}{\sqrt{2\pi \eta^2_{n,i}}} \exp \left\{ -\frac{(\bar{\mu}_i - \bar{\mu}_{n,i})^2}{2\eta^2_{n,i}} \right\},
\]
where we have defined
\[
\bar{\mu}_{n,i} \triangleq \frac{1}{T_{n,i} + \sigma^2/\kappa^2} \sum_{x \in X_n} x_i, \quad \eta^2_{n,i} \triangleq \frac{\sigma^2}{T_{n,i} + \sigma^2/\kappa^2}.
\]
While the TTTS is devised for the setting with a Gaussian prior distribution for the rewards, the sample complexity analysis for the algorithm holds for the asymptotic regime of $\kappa \to +\infty$. This assumption renders the prior distributions uninformative, and the setting becomes equivalent to that of the non-Bayesian counterpart, i.e., when the means corresponding to each arm is unknown, and we have no prior distribution over the arm means. Thus, the posterior mean corresponding to each arm $i \in [K]$ defined in (38) reduces to that of the sample mean, i.e., $\bar{\mu}_{n,i} = \mu_{n,i}$, and the settings for both TTTS as well as TT-SPRT become equivalent. As a result, $\Pi_n$ denotes the product of the $K$ Gaussian posteriors, $\mathcal{N}(\mu_{n,i}, \sigma_n^2_i)$ for all $i \in [K]$, where we have defined $\sigma^2_n_i \triangleq \sigma^2 / T_{n,i}$. Let us denote the expectation operator with respect to $\Pi_n$ by $\mathbb{E}_n$.

The arm selection strategy of the TTTS algorithm works as follows. At each time $n$, a random $K$-dimensional sample $\theta^n \triangleq (\theta^n_1, \ldots, \theta^n_K)$ is drawn from the posterior distribution $\Pi_n$. The coordinate with the largest value is defined as the index of the top arm, denoted by $b^n_1 \triangleq \arg \max_{i \in [K]} \theta^n_i$. In order to find a challenger (the closest competitor to $b^n_1$), the algorithm continues sampling the posterior $\Pi_n$ until a realization from $\Pi_n$ is encountered such that the index of its largest coordinate is distinct from $b^n_1$. This is considered the challenger arm and its index is denoted by $b^n_2$. Encountering a challenger arm requires generating enough samples from $\Pi_n$. As $n$ increases and the posterior distribution $\Pi_n$ points to more confidence about the best arm, the number of samples required to encounter a challenger increases. We denote a sample $s$ generated from $\Pi_n$ by $\theta^n_s \triangleq (\theta^n_{s,1}, \ldots, \theta^n_{s,K})$. By design, clearly, $b^n_2 \triangleq \arg \max_{i \in [K]} \theta^n_{s,i}$, and $b^n_2 \neq b^n_1$. Once $b^n_1$ and $b^n_2$ are identified, the TTTS selects one of them based on a Bernoulli random variable parameterized by $\beta \in (0, 1)$. As mentioned earlier, as $n$ increases and $\Pi_n$ converges, the number of samples required for encountering a challenger also increases, and this imposes a computational challenge, especially for large $n$. In the next theorem, we show that the number of samples required for encountering a challenger scales at least exponentially in $\sqrt{n}$. For this purpose, we define

$$T^n_{\text{TTTS}} \triangleq \inf \{ s \in \mathbb{N} : \exists i \in [K], \theta^n_{s,b^n_i} > \theta^n_{s,b^n_{i'}} \}$$

(39) as the number of posterior samples required for finding a challenger at time $n$.

**Theorem 6 (Challenger's Sample Complexity):** In the TTTS algorithm [20], there exists a random variable $N_0$ such that for any $n > N_0$, the average number of posterior samples required in order to find a challenger is lower-bounded as

$$\mathbb{E}_n[T^n_{\text{TTTS}}] \geq \min_{i \in [K] \setminus \{a^*\}} 2 \exp(\sqrt{\pi/2} C_{i,L}).$$

(40)

Furthermore, for all $n > \max\{N_0, 32\sigma^2 / 9 \Delta^2_{\min}\}$, we have

$$\mathbb{E}_n[T^n_{\text{TTTS}}] \leq \max_{i \in [K] \setminus \{a^*\}} \sqrt{2\pi^2} \exp(n C_{i,U})$$

(41)

where we have defined

$$C_{i,L} \triangleq \frac{(\Delta_i - \Delta_{\min}/2)^2}{4\sigma^2} \quad \text{and} \quad C_{i,U} \triangleq \frac{(\Delta_i + \Delta_{\min}/2)^2}{2\sigma^2}.$$  

**Proof:** See Appendix E.

We observe that the lower bound increases exponentially in $\sqrt{n}$ and thus, diverges for large values of $n$, i.e., when the confidence required on the decision quality is large. Furthermore, note that for a sufficiently small $\delta$, the TTTS stopping time always exceeds $N_0$. Specifically, we show in Appendix E that there exists $\delta(N_0) > 0$ such that for any $\delta \in (0, \delta(N_0)$, the TTTS algorithm almost surely stops after $N_0$ time instants. This implies that for a large enough decision confidence, the TTTS algorithm requires a large number of posterior samples to identify a challenger, which has an exponential growth of the order of at least $\sqrt{n}$.

**V. NUMERICAL EXPERIMENTS**

In this section, we conduct numerical experiments to compare the performance of TT-SPRT against state-of-the-art algorithms. Specifically, we provide experiments for empirically depicting the computational difficulty of the TTTS algorithm in identifying a challenger arm. Furthermore, we compare the performance of TT-SPRT against existing BAI strategies under three different bandit models, namely, Gaussian bandits, Bernoulli bandits, and exponential bandits. While $\beta$ is a tunable parameter of TT-SPRT, and its optimal choice depend on instance-specific parameters, a choice of $\beta = 0.5$ exhibits good empirical performance over several bandit instances. Specifically, the average sample complexity with $\beta = 0.5$ is at most twice the asymptotically optimal sample complexity, shown in [20, Lemma 3]. Unless otherwise stated, we have used $\beta = 0.5$ for simulations involving the top-two sampling strategies.

**A. Computational Difficulty of TTTS**

First, to show the computational difficulty of obtaining a challenger in TTTS, in Figure 1 we evaluate the average number of posterior samples required by TTTS to identify a challenger. As shown analytically in Theorem 6, the expected number of samples required for encountering a challenger scales at least exponentially in $\sqrt{n}$. It is observed from Figure 1 that as $n$ increases, such average number of posterior samples increases drastically. We also plot the lower bound on the average number of posterior samples obtained in Theorem 6, which matches the scaling behavior of the actual number of samples. Furthermore, Figure 2 illustrates the scaling behavior of the number of posterior samples against various levels of the minimum gap compared to the best arm.
i.e., $\min_{i \neq \star} \Delta_i$. For this experiment, we have set $n = 500$. It can be readily verified from Theorem 6 that as the minimum gap between the means of the best arm and any other arm increases, it becomes more challenging to obtain a challenger from the posterior distribution after it has converged sufficiently. This can be observed in Figure 2. Specifically, the number of posterior samples increases at least exponentially at a rate of $\min_{i \neq \star} \Delta_i^2$, and it can become extremely large when the gap is large.

**B. Gaussian Bandits**

Next, we compare the empirical performance of the TT-SPRT algorithm to existing strategies for BAI in the Gaussian bandit setting. Specifically, we compare against four existing BAI algorithms, which are DKM [11], LUCB [5], T3C [25], and FW [13]. Note that we have not compared our algorithm with TTTS, since TTTS requires an enormous computation time to identify a challenger in our experimental setting. T3C is a computationally efficient alternative to the TTTS algorithm, which has been proposed in [25]. Specifically, T3C is based on posterior sampling for identifying the top arm and replaces the resampling procedure for identifying a challenger in TTTS by defining the challenger based on the minimum transportation cost compared to the best arm. Despite its computational efficiency in selecting a challenger, T3C computes a posterior distribution at each time for identifying the top arm, which may involve Monte Carlo integration without conjugate priors [20]. The DKM algorithm is based on a gamification principle for algorithm design, which involves a $w$ player who plays a sampling distribution and a $\lambda$ player who plays an alternate bandit instance. We have implemented a best-response (zero-regret) $\lambda$ player with the Adahedge $w$ player, as described in [11]. The LUCB algorithm is based on identifying two arms, a top arm and a challenger, based on the current confidence intervals of the mean estimates. At each iteration, the LUCB algorithm samples both arms and updates their corresponding mean estimates. Finally, the FW algorithm is based on a single iteration of a Frank-Wolfe update step to compute a sampling proportion in each round.

We have considered two Gaussian bandit instances, one with $\Delta_{\min} = 0$, and the other with $\Delta_{\min} > 0$. These instances are characterized by the mean values $\mu_1 = [5, 4.5, 1, 1, 1]$, and $\mu_2 = [1, 0.85, 0.8, 0.7]$. For both instances, we set $\sigma = 1$, and $\mu_2$ is a bandit instance from the experiments in [11]. The experiment with $\mu_1$ is plotted in Figure 3 and Figure 4, which confirms the superior performance of TT-SPRT over the FW sampling strategy for $0.45 \leq \beta \leq 0.55$. Note that we have not plotted DKM and LUCB for this experiment due to their large empirical sample complexities, 3317.8 and 10,335 for LUCB and DKM, respectively. The plot corresponding to bandit instance $\mu_2$ can be found in Figure 5 and Figure 6. In this

---

**Fig. 2.** Average number of posterior samples versus gaps.

**Fig. 3.** Sensitivity to $\beta$ (Gaussian): $\mu = [5, 4.5, 1, 1, 1]$, $\delta = 10^{-15}$.

**Fig. 4.** Sample complexity (Gaussian): $\mu = [5, 4.5, 1, 1, 1]$, $\delta = 10^{-15}$.

**Fig. 5.** Sensitivity to $\beta$ (Gaussian): $\mu = [1, 0.85, 0.8, 0.7]$, $\delta = 0.1$.

**Fig. 6.** Sample complexity (Gaussian): $\mu = [1, 0.85, 0.8, 0.7]$, $\delta = 0.1$. 
Fig. 7. Sensitivity to $\beta$: (Bernoulli).

Fig. 8. Sample complexity (Bernoulli).

Fig. 9. Sensitivity to $\beta$: (Exponential).

Fig. 10. Sample complexity (Exponential).

experiment, we observe that the empirical sample complexity of the T3C and FW algorithms is slightly better than TT-SPRT. However, this comes at an increased computational cost for the FW sampling strategy for solving a linear program in each iteration. For our implementations in MATLAB, we have used the simplex method for this purpose, which has a worst-case complexity of the order of $O(2^K)$ [32]. Furthermore, the T3C algorithm requires computing a posterior distribution in each iteration, which may involve Monte Carlo integration if a conjugate prior does not exist [20]. Note that the TT-SPRT algorithm uses explicit exploration for the instance $\mu_1$, since it has $\Delta_{\min} = 0$. The effect of explicit exploration (as present in TT-SPRT) versus implicit exploration (as in algorithms such as T3C) is observed to vary, depending on the bandit instance. For example, in $\mu_1$, T3C is observed to have a comparable performance as TT-SPRT. On the other hand, in $\mu_2$, we observe that T3C performs slightly better than TT-SPRT. Overall, the necessity of explicit exploration depends on the algorithm design and the bandit instance, and whether or not it improves (or hurts) the sample complexity seems to be unclear.

C. Bernoulli Bandits

Next, we compare the sample complexity of TT-SPRT in the Bernoulli bandit setting. For comparison, we use a state-of-the-art FW sampling strategy [13], along with existing approaches such as DKM [11] and LUCB [5]. For this experiment, we have used the Bernoulli bandit instance from [6], [11], with mean values $\mu = [0.3, 0.21, 0.2, 0.19, 0.18]$. We have set $\delta = 0.1$, and the performance comparison has been plotted in Figure 7 and Figure 8. Note that there is a difference between the simulations with DKM in [11], even though we use the same bandit instance and value of $\delta$. This is because [11] uses a “stylized threshold” of $c_{n,\delta} = \log((1 + \log n)/\delta)$, which is disallowed by theory. In contrast, we use the theoretically grounded stopping thresholds [30]. Figure 8 clearly shows that TT-SPRT outperforms the state-of-the-art algorithms. Furthermore, we observe a significantly worse performance of the LUCB algorithm, which is due to the loose confidence bound on the mean estimates prescribed in [5].

D. Exponential Bandits

Finally, since TT-SPRT generalizes to any member of the single parameter exponential family, we provide an example with an exponential bandit instance with $\mu = [0.9, 0.7, 0.5, 0.3, 0.1]$. We have set $\delta = 0.1$, and the performance of TT-SPRT is compared against that of LUCB [5], DKM [11] and FW [13] in Figure 9 and Figure 10. We can observe that TT-SPRT outperforms DKM and LUCB by a significant margin. Furthermore, its performance is comparable to the FW sampling strategy for a wide range of $\beta$, including the choice of $\beta = 0.5$, which has been used to obtain the box plot. Specifically, at $\beta = 0.5$, TT-SPRT has an empirical sample complexity of 1982.5, while that of the FW sampling strategy is 2016.5. Thus, TT-SPRT has a low empirical sample complexity in the example of exponential bandits, despite having a significantly lower computational cost compared to the state-of-the-art FW sampling rule. Furthermore, in order to highlight the computational burden incurred by the FW sampling rule, we tabulate the computation times required by TT-SPRT and other existing BAI strategies in Table I.
RAM. Clearly, TT-SPRT outperforms the FW sampling rule in terms of computational time by a wide margin. Note that we have not compared the computation times for TaS, since it is significantly worse (as much as 10 times that of the FW algorithm [33, Appendix G.1]).

VI. CONCLUSION

In this paper, we have investigated the problem of best arm identification (BAI) in stochastic multi-armed bandits (MABs). Arm selection and terminal decision rules are characterized based on generalized likelihood ratio tests with similarities to the conventional sequential probability ratio tests. The decisions rules (dynamic arm selection and stopping time) have two main properties: (1) they achieve optimality in the probably approximately correct learning framework, and, (2) they asymptotically achieve the optimal sample complexity. We have analytically characterized the optimality properties, and comparisons with the state-of-the-art are shown both analytically and numerically. We have also analyzed the computational challenges in an existing top-two sampling strategy for BAI.

APPENDIX A

RELEVANT LEMMAS

Lemma 7 [24, Lemma 5]: In the Gaussian bandit setting, there exists a random variable \( W_1 \) such that for all \( i \in \{K\} \) and for all \( n \in \mathbb{N} \), we almost surely have
\[
|\mu_{n,i} - \mu_i| \leq \sigma W_1 \sqrt{\frac{\log(e + T_{n,i})}{1 + T_{n,i}}}. \tag{42}
\]
and \( \mathbb{E}[e^{sW_1}] < +\infty \) for all \( s \in \mathbb{R}^+ \).

Lemma 8 (Cramér-Chernoff Inequality for the Exponential Family): Consider the sequence of i.i.d. random variables \( \{X_i : i \in [n]\} \) distributed according to \( \mathbb{P} \in \mathcal{P}_b \) with mean \( \mu \). Then, for any \( \xi \in \mathbb{R}_+ \) and \( \bar{X}_n \triangleq \frac{1}{n} \sum_{i=1}^n X_i \) we have
\[
\mathbb{P}(\bar{X}_n - \mu \geq \xi) \leq \exp(-nd_{KL}(\mu + \xi \parallel \mu)), \tag{43}
\]
and
\[
\mathbb{P}(\bar{X}_n - \mu \leq -\xi) \leq \exp(-nd_{KL}(\mu - \xi \parallel \mu)). \tag{44}
\]

Proof: Let us define \( S_n \triangleq \sum_{i=1}^n X_i \) and denote the moment generating function associated with \( \mathbb{P} \) by \( \phi(\lambda) \triangleq \mathbb{E}[e^{\lambda X}] \), which for the single parameter exponential \( \mathcal{P}_b \) is given by
\[
\phi(\lambda) = \exp(b(b^{-1}(\mu) + \lambda) - b(b^{-1}(\mu))). \tag{45}
\]
Hence,
\[
\mathbb{P}(\bar{X}_n - \mu \geq \xi) = \mathbb{P}(e^{\lambda S_n} \geq e^{\lambda(b^{-1}(\mu) + \xi)}) \leq \frac{\mathbb{E}[e^{\lambda S_n}]}{e^{\lambda(b^{-1}(\mu) + \xi)}}. \tag{46}
\]
where (47) is holds due to Markov’s inequality and (48) holds due to independence. Since (49) is valid for any \( \lambda \in \mathbb{R}_+ \), we have
\[
\mathbb{P}(\bar{X}_n - \mu \geq \xi) \leq \left( \inf_{\lambda \in \mathbb{R}_+} \frac{\phi(\lambda)}{e^{\lambda(b^{-1}(\mu) + \xi)}} \right)^n. \tag{50}
\]
It can be readily verified that the infimum of the right-hand-side in (50) is obtained at
\[
\arg \inf_{\lambda \in \mathbb{R}_+} \frac{\phi(\lambda)}{e^{\lambda(b^{-1}(\mu) + \xi)}} = b^{-1}(\mu + \xi) - b^{-1}(\mu). \tag{51}
\]
Using (51), we can rewrite (50) as
\[
\mathbb{P}(\bar{X}_n - \mu \geq \xi) \leq \exp(-nb^{-1}(\mu + \xi) - b^{-1}(\mu)). \tag{52}
\]
(52) holds due to (6). The proof of (44) follows a similar line of arguments.

Lemma 9: For any pair of distributions \( \mathbb{P}, \mathbb{P}' \in \mathcal{P}_b \) with mean values \( \mu, \mu' \), for any \( \epsilon \in \mathbb{R}_+ \),
\[
d_{KL}(\mu + \epsilon \parallel \mu') - d_{KL}(\mu \parallel \mu') = O(\epsilon), \tag{54}
\]
and
\[
d_{KL}(\mu - \epsilon \parallel \mu') - d_{KL}(\mu \parallel \mu') = O(\epsilon). \tag{55}
\]

Proof: Note that \( b : \Theta \mapsto \mathbb{R} \) is a convex, twice-differentiable function over a compact space \( \Theta \), and hence it is Lipschitz continuous. Let us define a Lipschitz constant, based on which
\[
|b(\theta) - b(\theta')| \leq \mathcal{L}_1|\theta - \theta'|, \quad \forall \theta, \theta' \in \Theta. \tag{56}
\]
Corresponding to any \( \theta \in \Theta \), \( \bar{b}(\theta) \) is the variance of the distribution \( \mathbb{P}_\theta \in \mathcal{P}_b \), and hence, \( \bar{b}(\theta) > 0 \). Let us define
\[
\mathcal{L}_2 \triangleq \left( \min_{\theta \in \Theta} \bar{b}(\theta) \right)^{-1}. \tag{57}
\]
Using the mean value theorem, for any pair \( \theta, \theta' \in \Theta \), there exists a \( \lambda \in \Theta \) for which we have:
\[
\frac{b(\theta) - b(\theta')}{\theta - \theta'} = \frac{\bar{b}(\lambda)}{\epsilon_{\theta}^2}. \tag{58}
\]
Using (58), for any pair \( z, z' \in \mathbb{R} \), we have
\[
|b^{-1}(z) - b^{-1}(z')| \leq \mathcal{L}_2|z - z'|. \tag{59}
\]
This indicates that for any \( \epsilon \in \mathbb{R}_+ \), we have
\[
d_{KL}(\mu + \epsilon \parallel \mu') - d_{KL}(\mu \parallel \mu') \leq d_{KL}(\mu \parallel \mu') \tag{60}
\]
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where (80) is a result of Lemma 5, noting that \( n > N_1 \), and monotonicity of \( \frac{\log(2^{(n-1)})}{1+x} \), and (81) holds since \( \log(e + \sqrt{n/N}) \leq 2(n/K)^{1/4} \) for \( n > K \). Furthermore, owing to \( \log(1+x) \) being a decreasing function in \( x \), corresponding to any realization of \( W_1 \) there exists \( \tilde{L}_W^i \), which is a function of \( W_1 \) and an instance-dependent parameter, such that it satisfies

\[
\sqrt{\frac{2(\tilde{L}_W^i/K)^{1/4}}{1 + \sqrt{\tilde{L}_W^i/K}}} < \frac{\epsilon}{\sigma W_1}.
\]

(82)

By defining \( M^\mu \triangleq \max(N_1, L^i_\mu) \), from (81) and (82), we obtain that for all \( n > M^\mu \)

\[
|\mu_{n,i} - \mu_i| \leq \epsilon, \quad \forall i \in [K].
\]

(83)

Since both \( N_1 \) and \( L^i_\mu \) are a function of \( W_1 \) and instance dependent parameters, we have \( \mathbb{E}[\mu_{n,i}] < +\infty \) and \( \mathbb{E}[L^i_{\mu}] < +\infty \), since, by Lemma 7, \( \mathbb{E}[W_1] < +\infty \). Finally, since \( M^\mu_1 < N_1 + L^i_\mu \), we have \( \mathbb{E}[M^\mu_1] < \mathbb{E}[N_1] + \mathbb{E}[L^i_\mu] < +\infty \).

**APPENDIX C**

**PROOF OF LEMMA 4**

The analysis for the convergence of the sampling proportions to the optimal allocation has two main steps.

**Step 1 Convergence in allocation for \( \alpha^* \):** First, we show the convergence of the selection proportions allocated to the best arm \( \alpha^* \) to the \( \beta \)-optimal allocation \( \beta \). For this, using Lemma 3, we have that for all \( n > N^\mu_{\Delta_{\text{min}}/2} \), \( a^1_n = \alpha^* \). To show this, let us assume that \( a^1_n \neq \alpha^* \) for some \( n > N^\mu_{\Delta_{\text{min}}/2} \). We obtain

\[
\mu_{n,a^1_n} - \mu_{n,\alpha^*} \leq \mu_{a^1_n} - \mu_{\alpha^*} + \Delta_{\text{min}} \leq 0
\]

(84)

where the first inequality holds since \( n > N^\mu_{\Delta_{\text{min}}/2} \) and the second one follows by noting that \( \mu_{a^1_n} - \mu_{\alpha^*} \leq -\Delta_{\text{min}} \). Since (84) contradicts the definition of \( a^1_n \), we have that \( a^1_n = \alpha^* \) for all \( n > N^\mu_{\Delta_{\text{min}}/2} \). Following the same line of arguments as in [24, Lemma 12] and [24, Lemma 13], the above property means that there exists a random variable \( N^\mu_{\beta} \), which is a function of \( W_1 \), such that for all \( n > N^\mu_{\beta} \), we have \( |T_{n,a^*}/n - \beta| \leq \epsilon \).

**Step 2 Convergence in allocation for any \( i \in [K] \setminus \{ \alpha^* \} \):** The other step is to show the convergence of the sampling probabilities of the other arms \( i \in [K] \setminus \{ \alpha^* \} \) to the optimal proportions \( \{ \omega_0^*(\beta) : i \in [K] \setminus \{ \alpha^* \} \} \). We begin by defining the set of over-sampled arms as follows. For any \( \epsilon \in \mathbb{R}_+ \) we define

\[
\mathcal{O}_n(\epsilon) \triangleq \left\{ i \in [K] \setminus \{ \alpha^* \} : T_{n,i}/n > \omega_0^*(\beta) + \epsilon \right\}.
\]

(85)

Furthermore, we use the notation \( \mathcal{O}_n(\epsilon) \triangleq [K] \setminus \mathcal{O}_n(\epsilon) \) to denote the set of arms that are not over-sampled. The key idea for showing the convergence of the arms \( i \in [K] \setminus \{ \alpha^* \} \) is to show that after some time, the challenger is never contained in the over-sampled set. This implies that when the means of all the arms and the proportion of the best arm have converged sufficiently, the TT-SPRT sampling strategy never samples from the over-sampled set of arms. This, in turn, leads to the convergence in allocation of the arms \( i \in [K] \setminus \{ \alpha^* \} \). This idea is formalized in the following lemma, which has been proved in [24].

**Lemma 10** [24]: For any \( \epsilon > 0 \), for any top-two sampling strategy, assume that the following conditions are satisfied:

1) There exists a stochastic time \( N^\mu_{\beta} \), such that for all \( n > N^\mu_{\beta} \), we have convergence in allocation for the best arm, i.e.,

\[
\left| \frac{T_{n,a^*}}{n} - \beta \right| \leq \epsilon \quad \forall n > N^\mu_{\beta}.
\]

(86)

2) There exists \( N^\mu_{\beta} \) such that for all \( n > N^\mu_{\beta} \), the challenger \( a^1_n \notin \mathcal{O}_n(\epsilon/2) \).

Then, there exists \( N^\mu_{\beta} \) such that \( \mathbb{E}[\mu_{N^\mu_{\beta}}] < +\infty \), and \( \mathcal{O}_n(\epsilon) = \emptyset \) for all \( n > N^\mu_{\beta} \). Furthermore, for all \( n > N^\mu_{4/\epsilon} \), we have convergence in allocation of every arm \( i \in [K] \setminus \{ \alpha^* \} \), i.e.,

\[
\left| \frac{T_{n,a^*}}{n} - \beta \right| \leq \epsilon \quad \forall n > N^\mu_{4/\epsilon}, \forall i \in [K].
\]

(87)

Leveraging Lemma 10, the proof is concluded by setting \( N^\mu_{\beta} \triangleq N^\mu_{4/\epsilon} \). We have already shown that condition 1 in Lemma 10 is satisfied by TT-SPRT for all \( n > N^\mu_{\beta} \). Next, we will show that condition 2 is also satisfied. Specifically, we will show that there exists \( N^\mu_{\beta} \) such that for all \( n > N^\mu_{\beta} \), for any \( i \in \mathcal{O}_n(\epsilon/2) \) and any \( j \in \mathcal{O}_n(0) \) we have

\[
\Lambda_n(a^1_n, i) > \Lambda_n(a^1_n, j).
\]

(88)

By the definition of \( a^1_n \), this implies that \( a^1_n \notin \mathcal{O}_n(\epsilon/2) \). Next, we will show that (88) holds. For any \( i \in [K] \setminus \{ \alpha^* \} \), let us define

\[
C_i(\beta, \omega_0^*(\beta)) \triangleq \beta d_{KL}(\mu_{\alpha^*}||\mu_{a^*}) + \omega_0^*(\beta) d_{KL}(\mu_{a^*}||\mu_{\alpha^*})\]

(89)

where \( \mu_{\alpha^*} \) is a function of \( \beta \). Next, we state a proposition characterizing the optimal allocation.

**Proposition 1** [25, Proposition 1]: There exists a unique optimal allocation \( \omega^*(\beta) \) to the optimization problem in (9), such that for any \( i, j \in [K] \setminus \{ \alpha^* \} \),

\[
C_i(\beta, \omega_0^*(\beta)) = \min_{x \in [\mu_{\alpha^*}, \mu_{a^*}]} \beta d_{KL}(\mu_{\alpha^*}||x) + \omega_0^*(\beta) d_{KL}(\mu_{a^*}||x).
\]

(90)

Let us set \( \xi = \epsilon/2 \). Leveraging Lemma 3, we obtain that for all \( n > N^\mu_{\beta} \), \( |\mu_{n,i} - \mu_i| < \xi^2 \) for all \( i \in [K] \). Next, for all \( n > N^\mu_{\beta} \), we have \( |T_{n,a^*/n} - \beta| < \xi^2 \). Let us define \( N^\mu_{\beta} \triangleq \max\{N^\mu_{\beta}, N^\mu_{\beta}, N^\mu_{\Delta_{\text{min}}/2}\} \). Thus, for all \( n > N^\mu_{\beta} \), for any \( i \in \mathcal{O}_n(\xi) \) and for any \( j \in \mathcal{O}_n(0) \):

\[
\frac{1}{n} \left( \Lambda_n(a^1, i) - \Lambda_n(a^1_n, j) \right) = \frac{1}{n} \left( \Lambda_n(a^1, i) - \Lambda_n(a^1_n, j) \right)
\]

(91)

\[
= \frac{1}{n} \left( \Lambda_n(a^1, i) - \Lambda_n(a^1_n, j) \right) + C_i(\beta, \omega_0^*(\beta))
\]

\[
\triangleq A_3
\]

\[
+ C_i(\beta, \omega_0^*(\beta)) - \frac{1}{n} \Lambda_n(a^1_n, j)
\]

(92)

where (91) holds since \( a^1_n = a^* \) for all \( n > N^\mu_{\beta} \) and (92) is obtained by leveraging Proposition 1. Expanding \( A_3 \), we obtain...
where (93) holds due to the definition of $N_\xi^*$, along with the fact that $i \in \mathcal{O}_n(\xi)$ and $j \in \mathcal{O}_n(0)$. Now, (93) can be lower-bounded as

$$
\begin{aligned}
&\left(\beta - \xi^2\right)dKL(\mu_{n,a^*}||\mu_{n,a^*,i}) - \beta dKL(\mu_{n,a^*}||\mu_{n,a^*,i})
+ (\omega^*_i(\beta) + \xi)dKL(\mu_{n,i}||\mu_{n,a^*,i}) - \omega^*_i(\beta)dKL(\mu_i||\mu_{n,a^*,i})
\geq (\beta - \xi^2)dKL(\mu_{n,a^*}||\mu_{n,a^*,i}) - \beta dKL(\mu_{n,a^*}||\mu_{n,a^*,i})
+ (\omega^*_i(\beta) + \xi)dKL(\mu_i||\mu_{n,a^*,i}) - \omega^*_i(\beta)dKL(\mu_i||\mu_{n,a^*,i})
\end{aligned}
$$

(94)

where (95) follows from the facts that $\mu_{n,a^*,i} \in [\mu_{n,i}, \mu_{n,a^*}]$, and $|\mu_{n,i} - \mu_i| \leq \xi^2$ for every $n > N_\xi^*$, (96) follows from Proposition 1 by noting that $\beta dKL(\mu_{n,a^*}||\mu_{n,a^*,i}) + \omega^*_i(\beta)dKL(\mu_i||\mu_{n,a^*,i}) \geq \beta dKL(\mu_{n,a^*}||\mu_{n,a^*,i}) + \omega^*_i(\beta)dKL(\mu_i||\mu_{n,a^*,i})$, and (97) is a result of Lemma 9. Similarly, expanding $A_4$, we obtain

$$
A_4 = \frac{1}{n} \Lambda_n(\alpha^*, j) - C_4(\beta, \omega^*_i(\beta))
= \frac{T_{n,a^*}}{n} \Lambda_n(\alpha^*, i) - C_4(\beta, \omega^*_i(\beta))
$$

(99)

where (100) holds due to the fact that [6]

$$
\mu_{n,a^*,i} \triangleq \arg \min_{x \in [\mu_{n,i}, \mu_{n,a^*}]} \frac{T_{n,a^*}}{n}dKL(\mu_{n,a^*}||x)
+ \frac{T_{n,j}}{n}dKL(\mu_{n,j}||x)
$$

(105)

Equation (101)–(102) holds due to the fact that $n > N_\xi^*$, and (103) is obtained by leveraging Lemma 9. Finally, using (98) and (104), (92) can be rewritten as

$$
\frac{1}{n} \left(\Lambda_n(a_n, i) - \Lambda_n(a_n, j)\right)
\geq \xi dKL(\mu_i||\mu_{n,a^*,i}) + O(\xi^2) > 0.
$$

(106)

APPENDIX D

PROOF OF THEOREM 3 AND THEOREM 5

In this section, we start by providing the proof of Theorem 3 for the case of the exponential family of bandits. We begin by defining the function $C_{\exp}$ used in characterizing the stopping threshold in Theorem 2. For this purpose, for any $u \geq 1$, let us define the function $h(u) \triangleq u - \log u$. Furthermore, let us define the function $h_\epsilon(x) : \mathbb{R}_+ \mapsto \mathbb{R}_+$ for any $\epsilon \in [1, e]$ as

$$
h_\epsilon(x) \triangleq \begin{cases}
\frac{1}{\epsilon} \log x, & x \geq h(1/\log \epsilon), \\
\frac{1}{\epsilon} \log x, & \text{otherwise}
\end{cases}
$$

(107)

The function $C_{\exp} : \mathbb{R}_+ \mapsto \mathbb{R}_+$ is defined as

$$
C_{\exp}(x) \triangleq 2h_{3/2}\left(h^{-1}(1+x) + \log(2\xi^2(2))\right)
$$

(108)

where $\xi \triangleq \sum_{n=1}^{\infty} n^{-x}$. Let us define the stochastic time $T_\beta^e$, which marks the convergence of the arm means and the sampling proportions.

$$
T_\beta^e \triangleq \inf \left\{n_0 \in \mathbb{N} : |\mu_{n,i} - \mu_i| \leq \epsilon, |T_{n,i}/n - \omega^*_i(\beta)| \leq \epsilon \forall i \in [K], \forall n > n_0 \right\}.
$$

(109)

Leveraging Lemma 3, we have $\mathbb{E}_\mu[N_{\epsilon}^u] < +\infty$, and $|\mu_{n,i} - \mu_i| \leq \epsilon$ for all $n > N_\epsilon^u$ and for every $i \in [K]$. Furthermore, in Lemma 4 we showed that for any $\epsilon > 0$, there exists $N_\epsilon^u$, $\mathbb{E}_\mu[N_{\epsilon}^u] < +\infty$ and for all $n > N_\epsilon^u$ and $i \in [K]$ we have $|T_{n,i}/n - \omega^*_i(\beta)| < \epsilon$. Furthermore, by the definition of $T_\beta^e$ in (109), $T_\beta^e = \max[N_\epsilon^u, N_\epsilon^u]$, and thus $\mathbb{E}_\mu[T_{\beta}^e] < +\infty$. Finally, the theorem is proved by leveraging Lemma 11 stated below.

**Lemma 11:** For the combination of any arm selection rule that satisfies $\mathbb{E}_\mu[T_{\beta}^e] < +\infty$ for any $\epsilon > 0$, and the stopping rule specified in (27), we have

$$
\lim_{\beta \to 0} \frac{\mathbb{E}_\mu[r]}{\log(1/\beta)} \leq \frac{1}{\Gamma(\mu(\beta)).}
$$

(110)

**Proof:** Note that by the definition of $T_\beta^e$, using the same argument as in (84), we have $a_n^\epsilon = a^*$ for all $n \geq T_\beta^{\max/2}$. Thus, for all $n \geq T_\beta^{\max/2}$, we have

$$
\frac{1}{n} \Lambda_n(a_n^\epsilon, a_n^\epsilon) \geq \min_{j \in [K], (\alpha^*_i)} \frac{T_{n,a^*}}{n}dKL(\mu_{n,a^*}||\mu_{n,a^*,i})
+ \frac{T_{n,j}}{n}dKL(\mu_{n,j}||\mu_{n,a^*,i})
$$

(111)
Furthermore, recall the definition of $\Gamma_\mu(\beta)$,
\[
\Gamma_\mu(\beta) \triangleq \min_{i \in [K], \alpha^*} \beta d_{KL}(\mu_{\alpha^*} || \mu_{\alpha^*}) + \alpha_i^*(\beta) d_{KL}(\mu_{i} || \mu_{\alpha^*}),
\]
(112)

based on which, given $\epsilon > 0$, there exist $\epsilon' \in (0, \Delta_{\min}/2]$ and $T^c \triangleq T^c_\beta$, such that for all we have $n > T^c$, $|\mu_{n,i} - \mu_i| \leq \epsilon'$, $|T_{n,i}/n - \alpha_i^*(\beta)| \leq \epsilon'$, and $|\Lambda(a_i^*, a_i^2)/n - \Gamma_\mu(\beta)| < \epsilon [6, 24]$. Furthermore, $E_\mu[T^c] = E_\mu[T^c_\beta] < +\infty$. Furthermore, for all $t > 3 \times 10^7$, we have
\[
6 \log \left( \log \frac{t}{2} + 1 \right) \leq \log t. \quad (113)
\]

Let us define $T^s_0 \triangleq \max\{T^s, 3 \times 10^7\}$. Next, expanding the time instant right before stopping, we have
\[
\tau - 1 = (\tau - 1) I_{\{\tau - 1 < T^s_0\}} + (\tau - 1) I_{\{\tau - 1 > T^s_0\}} \quad (114)
\]
\[
\leq T^s_0 + (\tau - 1) I_{\{\tau - 1 > T^s_0\}}. \quad (115)
\]

Now, due to the choice of our stopping rule in (23) along with the choice of threshold defined in Theorem 2, at $(\tau - 1)$, we have
\[
\Lambda_{\tau - 1}(a_1^{\tau - 1}, a_2^{\tau - 1}) \leq \log \frac{K - 1}{\delta} + 8 \log \left( 1 + \frac{1}{2} \log \frac{K - 1}{\delta} + \sqrt{\log \frac{K - 1}{\delta}} \right) + 6 \log \left( \frac{\tau - 1}{2} + 1 \right). \quad (116)
\]

Furthermore, when $\tau - 1 > T^s_0$,
\[
\Lambda_{\tau - 1}(a_1^{\tau - 1}, a_2^{\tau - 1}) \geq (\tau - 1)(\Gamma_\mu(\beta) - \epsilon). \quad (117)
\]

Combining (116) and (117), when $\tau - 1 > T^s_0$, we have
\[
(\tau - 1)(\Gamma_\mu(\beta) - \epsilon) \leq \log \frac{K - 1}{\delta} + 8 \log \left( 1 + \frac{1}{2} \log \frac{K - 1}{\delta} + \sqrt{\log \frac{K - 1}{\delta}} \right) + 6 \log \left( \frac{\tau - 1}{2} + 1 \right) \quad (118)
\]
\[
\leq \log \frac{K - 1}{\delta} + 8 \log \left( 1 + \frac{1}{2} \log \frac{K - 1}{\delta} + \sqrt{\log \frac{K - 1}{\delta}} \right) + \log(\tau - 1). \quad (119)
\]

Furthermore, note that $f(x) \triangleq x - 1 \frac{d}{dx} \log D_{2}x$ is a monotonically increasing function in $x$ for $D_1, D_2 \in \mathbb{R}_+$. Thus, there exists $x_{\max}$ such that for all $x \geq x_{\max}$, $f(x) \geq 0$. Next, we will find an $\hat{x}$ such that $f(\hat{x}) \geq 0$. In our case, we have $D_1 = (\Gamma_\mu(\beta) - \epsilon)$, and $D_2 = ((K - 1)g(\delta))/\delta$, where we have defined
\[
g(\delta) \triangleq \left( 1 + \frac{1}{2} \log \frac{K - 1}{\delta} + \sqrt{\log \frac{K - 1}{\delta}} \right)^8. \quad (120)
\]

We leverage [6, Lemma 18], which yields that
\[
\tau - 1 \leq \frac{1}{\Gamma_\mu(\beta) - \epsilon} \left[ \log \left( \frac{g(\delta)(K - 1)e}{(\Gamma_\mu(\beta) - \epsilon)^\delta} \right) + \log \left( \frac{g(\delta)(K - 1)}{(\Gamma_\mu(\beta) - \epsilon)^\delta} \right) \right]. \quad (121)
\]

Thus, combining (115) and (121), we obtain
\[
\tau \leq T^s_0 + \frac{1}{\Gamma_\mu(\beta) - \epsilon} \left[ \log \left( \frac{g(\delta)(K - 1)e}{(\Gamma_\mu(\beta) - \epsilon)^\delta} \right) + \log \left( \frac{g(\delta)(K - 1)}{(\Gamma_\mu(\beta) - \epsilon)^\delta} \right) \right] + 1. \quad (122)
\]

Finally, taking the expectation on both sides of (122), dividing by $(\log(1/\delta))$, and taking the limit of $\delta \to 0$, we obtain
\[
\lim_{\delta \to 0} \frac{E_\mu[\tau]}{\log(1/\delta)} \leq \frac{1}{\Gamma_\mu(\beta) - \epsilon}, \quad (123)
\]
where (123) is obtained by noting that $\lim_{\delta \to 0} g(\delta)/\log(1/\delta) = 0$, and we have used the fact that $E_\mu[T^c_\beta] < +\infty$. The proof for the exponential family of bandits is completed by taking an infimum with respect to $\epsilon$ in (123).

The proof for the Gaussian setting involves a counterpart of Lemma 11, which has been proven in [25, Lemma 1]. Specifically, [25, Lemma 1] states that for Gaussian bandits, the combination of any arm selection rule that satisfies $E_\mu[T^c_\beta] < +\infty$, where we have defined $T^c_\beta$ in (109), along with the stopping rule specified in (33), satisfies
\[
\lim_{\delta \to 0} \frac{E_\mu[\tau]}{\log(1/\delta)} \leq \frac{1}{\Gamma_\mu(\beta)}. \quad (124)
\]

The proof is concluded by leveraging Lemma 3 and Lemma 4, ensuring $E_\mu[T^c_\beta] < +\infty$.

\section*{APPENDIX E
PROOF OF THEOREM 6

Let us define
\[
T^n_i \triangleq \inf \left\{ s \in \mathbb{N} : \theta^n_{s,i} > \theta^n_{s,b_i} \right\} \quad (125)
\]
based on which $T^n_{\text{TTTS}} = \min_{i \in [K] \setminus \{b_i\}} T^n_i$. Note that using [25, Lemma 12], there exists a random variable $M_0$, such that for all $n > M_0$, we have $b_i^n = a^*$. Similarly, based on [25, Sec. C.2] there exists a random variable $M_{\Delta_{\min}/4}$ such that for all $n > M_{\Delta_{\min}/4}$, we almost surely have
\[
|\mu_{n,i} - \mu_i| \leq \frac{\Delta_{\min}}{4} \quad \forall i \in [K]. \quad (126)
\]

Defining $N_0 \triangleq \max(M_0, M_{\Delta_{\min}/4})$, for all $n > N_0$, $s \in \mathbb{N}$, and for any $i \in [K] \setminus \{a^*\}$ we have
\[
\mathbb{P}\left( \theta^n_{s,i} > \theta^n_{s,a^*} \right) \leq \frac{1}{2} \exp\left( -\frac{(\mu_{n,a^*} - \mu_{n,i})^2}{2\sigma^2} \left( \frac{1}{T_{n,i}} + \frac{1}{T_{n,a^*}} \right)^{-1} \right). \quad (127)
\]
\[ \leq \frac{1}{2} \exp \left( -\frac{(\mu_{a} - \mu_i - \Delta_{\text{min}}/2)^2}{2\sigma^2} \left( \frac{1}{T_{n,i}} + \frac{1}{T_{n,a^*}} \right)^{-1} \right) \]  

(128)

\[ \leq \frac{1}{2} \exp \left( -\frac{\sqrt{n} (\mu_{a} - \mu_i - \Delta_{\text{min}}/2)^2}{4\sigma^2} \right) \]  

(129)

where (127) is obtained by leveraging [24, Lemma 1] while noting that for any two arms \( i, j \in [K] \) and \( n \in \mathbb{N}_+ \), \( (\theta_{n,i} - \theta_{n,j}) \sim \mathcal{N}(\mu_{n,i} - \mu_{n,j}, \sigma_{n,i,j}^2) \), where we have defined \( \sigma_{n,i,j} \triangleq \sqrt{\sigma^2(1/T_{n,i} + 1/T_{n,j})} \). (128) is a result of (126), and (129) is a result of [25, Lemma 5], which states that under TTTS, there exists a random variable \( M_i \) such that for all \( n > M_i \), we have \( T_{n,i} \geq \sqrt{n}/K \) for every \( i \in [K] \). Furthermore, using [24, Lemma 1], we also obtain that

\[ \mathbb{P}(\theta_{n,i} > \theta_{n,a^*}) \geq \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{(\theta_{n,i} - \mu_{n,i} - \mu_{n,a^*})^2}{2\sigma^2} \right) \times \left( \frac{1}{T_{n,i}} + \frac{1}{T_{n,a^*}} \right)^{-\frac{1}{2}}. \]  

(130)

Following the same line of arguments as in (127)-(129), and noting that \( T_{n,i} \geq n \) for every \( i \in [K] \), from (130) we obtain

\[ \mathbb{P}(\theta_{n,i} > \theta_{n,a^*}) \geq \frac{1}{\sqrt{2\pi}} \exp \left( -\sqrt{n} (\mu_{a^*} - \mu_i + \Delta_{\text{min}}/2) \right) \times \left( \sqrt{n} \mu_{a^*} - \mu_i + \Delta_{\text{min}}/2 + \frac{1}{\sqrt{2\sigma}} \right). \]  

(131)

Next, note that for any \( n > N_0 \), we have

\[ \mathbb{P}(T_{i,n}^n > s) = 1 - \mathbb{P}(T_{i,n}^n \leq s) \]  

(132)

\[ = 1 - \sum_{\ell=1}^{s} \mathbb{P}(\forall m < \ell, \theta_{m,i}^n \leq \theta_{n,a^*}^n, \theta_{\ell,i}^n > \theta_{\ell,a^*}^n) \]  

(133)

\[ = 1 - \sum_{\ell=1}^{s} \mathbb{P}(\theta_{\ell,i}^n > \theta_{\ell,a^*}^n) \prod_{m=1}^{\ell} \mathbb{P}(\theta_{m,i}^n \leq \theta_{m,a^*}^n) \]  

(134)

where (133) follows from the definition of \( T_{i,n}^n \) in (125), and (134) holds since the samples are drawn independently from the posterior \( \pi_n \). For any \( m \in \mathbb{N}_+ \), let us define \( p_{n,i} \triangleq \mathbb{P}(\theta_{m,i}^n \leq \theta_{m,a^*}^n) \). Subsequently, (134) can be simplified as follows

\[ \mathbb{P}(T_{i,n}^n > s) = 1 - (1 - \prod_{\ell=1}^{s} (p_{n,i}^{\ell - 1})) \]  

(135)

\[ = 1 - (1 - \prod_{\ell=1}^{s} p_{n,i}^\ell)^s \]  

(136)

\[ \geq (1 - \varepsilon_{n,i})^s \]  

(137)

where we have defined

\[ \varepsilon_{n,i} \triangleq \frac{1}{2} \exp \left( -\frac{\sqrt{n} (\mu_{a^*} - \mu_i - \Delta_{\text{min}}/2)^2}{4\sigma^2} \right) \]  

(138)

and (137) is a result of (129). Finally, we have

\[ \mathbb{E}_n[T_{i,n}^n] = \sum_{s=0}^{\infty} \mathbb{P}(T_{i,n}^n > s) \geq \sum_{s=0}^{\infty} (1 - \varepsilon_{n,i})^s = \frac{1}{\varepsilon_{n,i}}. \]  

(139)

Similarly, an upper bound on \( \mathbb{E}_n[T_{i,n}^n] \) can be obtained by following the same line of arguments as (132)-(136), and subsequently, upper-bounding \( \mathbb{P}(T_{i,n}^n > s) \) by \((1 - \varepsilon_{n,i})^s\), where

\[ \varepsilon_{n,i} \triangleq \frac{1}{\sqrt{2\pi e}} \exp \left( -\sqrt{n} (\mu_{a^*} - \mu_i + \Delta_{\text{min}}/2) \right) \times \left( \sqrt{n} (\mu_{a^*} - \mu_i + \Delta_{\text{min}}/2 + \frac{1}{\sqrt{2\sigma}}) \right). \]  

(140)

which follows from (131). This yields

\[ \mathbb{E}_n[T_{i,n}^n] \leq \frac{1}{\sqrt{2\pi e}} \exp \left( -\sqrt{n} (\mu_{a^*} - \mu_i + \Delta_{\text{min}}/2) \right) \times \left( \sqrt{n} (\mu_{a^*} - \mu_i + \Delta_{\text{min}}/2 + \frac{1}{\sqrt{2\sigma}}) \right). \]  

(141)

Note that for all \( n > 32/(9 \Delta_{\text{min}}^2) \), we have

\[ \frac{n(\mu_{a^*} - \mu_i + \Delta_{\text{min}}/2)}{4\sigma^2} < \sqrt{n} (\mu_{a^*} - \mu_i + \Delta_{\text{min}}/2). \]  

(142)

Combining (141) and (142), we obtain the upper-bound in Theorem 6. Next, we prove that there exists \( \delta(N_0) > 0 \) such that for any \( \delta \in (0, \delta(N_0)) \), the stopping time of the TTTS algorithm, denoted by \( \tau_{\text{TTTS}} \), almost surely satisfies \( \tau_{\text{TTTS}} > N_0 \). Note that \( \tau_{\text{TTTS}} \) is defined as

\[ \tau_{\text{TTTS}} \triangleq \inf \{ n \in \mathbb{N}_+ : \Lambda_n(b_1^n, b_2^n) > c_{n,\delta} \} \]  

(143)

where \( c_{n,\delta} \) has been defined in (33). Let us set

\[ \delta(N_0) \triangleq (K - 1) \exp \left( -\left( \frac{N_0(\Delta_{\text{max}} + \Delta_{\text{min}}/2)}{8\sigma^2} - 2 \log(4 + \log N_0) \right) \right). \]  

(144)

For any \( \delta \in (0, \delta(N_0)) \), the GLLR almost surely satisfies

\[ \forall n \in \{1, \ldots, N_0\} : \Lambda_n(b_1^n, b_2^n) < c_{n,\delta}. \]  

(145)

Combining (143) and (145), for any \( \delta \in (0, \delta(N_0)) \), we almost surely have \( \tau_{\text{TTTS}} > N_0 \).
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