Semi-Supervised Semantic Segmentation with Pixel-Level Contrastive Learning from a Class-wise Memory Bank
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Abstract

This work presents a novel approach for semi-supervised semantic segmentation. The key element of this approach is our contrastive learning module that enforces the segmentation network to yield similar pixel-level feature representations for same-class samples across the whole dataset. To achieve this, we maintain a memory bank continuously updated with relevant and high-quality feature vectors from labeled data. In an end-to-end training, the features from both labeled and unlabeled data are optimized to be similar to same-class samples from the memory bank. Our approach outperforms the current state-of-the-art for semi-supervised semantic segmentation and semi-supervised domain adaptation on well-known public benchmarks, with larger improvements on the most challenging scenarios, i.e., less available labeled data. 

https://github.com/Shathe/SemiSeg-Contrastive

1. Introduction

Semantic segmentation consists in assigning a semantic label to each pixel in an image. It is an essential computer vision task for scene understanding that plays a relevant role in many applications such as medical imaging [31] or autonomous driving [2]. As for many other computer vision tasks, deep convolutional neural networks have shown significant improvements in semantic segmentation [2, 19, 1]. All these examples follow supervised approaches requiring a large set of annotated data to generalize well. However, the availability of labels is a common bottleneck in supervised learning, especially for tasks such as semantic segmentation, which require expensive per-pixel annotations.

Semi-supervised learning assumes that only a small subset of the available data is labeled. It tackles this limited labeled data issue by extracting knowledge from unlabeled samples. Semi-supervised learning has been applied to a wide range of applications [38], including semantic segmentation [11, 17, 27]. Previous semi-supervised segmentation works are mostly based on per-sample entropy minimization [17, 22, 29] and per-sample consistency regularization [11, 37, 29]. These segmentation methods do not enforce any type of structure on the learned features to increase inter-class separability across the whole dataset. Our hypothesis is that overcoming this limitation can lead to better feature learning and performance, especially when the amount of available labeled data is low.

This work presents a novel approach for semi-supervised semantic segmentation. Our approach follows a teacher-student scheme where the main component is a novel representation learning module (Figure 1). This module is based
on positive-only contrastive learning \cite{5, 14} and enforces
the class-separability of pixel-level features across different
samples. To achieve this, the teacher network produces fea-
ture candidates, only from labeled data, to be stored in a
memory bank. Meanwhile, the student network learns to
produce similar class-wise features from both labeled and
unlabeled data. The features stored in the memory bank are
selected based on their quality and learned relevance for the
contrastive optimization. Besides, our module enforces the
alignment of unlabeled and labeled data (memory bank) in
the feature space, which is another unexploited idea in semi-
supervised semantic segmentation. Our main contributions
are the following:

• A novel semi-supervised semantic segmentation
framework.
• The use of a memory bank for high-quality pixel-level
features from labeled data.
• A pixel-level contrastive learning scheme where ele-
ments are weighted based on their relevance.

The effectiveness of our method is demonstrated on
well-known semi-supervised semantic segmentation bench-
marks, reaching the state-of-the-art on different set-ups. Be-
sides, our approach can naturally tackle the semi-supervised
domain adaptation task, obtaining state-of-the-art results
too. In all cases, the improvements upon comparable meth-
ods increase with the percentage of unlabeled data.

2. Related Work

This section summarizes relevant related work for semi-
supervised learning and contrastive learning, with particular
emphasis on work related to semantic segmentation.

2.1. Semi-Supervised Learning

Pseudo-Labeling  Pseudo-labeling leverages the idea of
creating artificial labels for unlabeled data \cite{25, 33} by
keeping the most likely predicted class by an existing
model \cite{22}. The use of pseudo-labels is motivated by en-
tropy minimization \cite{13}, encouraging the network to out-
put highly confident probabilities on unlabeled data. Both
pseudo-labeling and direct entropy minimization methods
are commonly used in semi-supervised scenarios \cite{9, 20, 34,
29} showing great performance. Our approach makes use
of both pseudo-labels and direct entropy minimization.

Consistency Regularization  Consistency regularization
relies on the assumption that the model should be invariant
to perturbations, \textit{e.g.}, data augmentation, made to the same
image. This regularization is commonly applied by using
two different methods: distribution alignment \cite{3, 32, 36}, or
augmentation anchoring \cite{34}. While distribution alignment
enforces the prediction of perturbed and non-perturbed
samples to have the same class distribution, augmentation
anchoring enforces them to have the same semantic la-
bel. To produce high-quality non-perturbed class distri-
bution or prediction on unlabeled data, the Mean Teacher
method \cite{37}, proposes a teacher-student scheme where the
teacher network is an exponential moving average (EMA)
of model parameters, producing more robust predictions.

2.2. Semi-Supervised Semantic Segmentation

One common approach for semi-supervised semantic
segmentation is to make use of Generative Adversarial Net-
works (GANs) \cite{12}. Hung \textit{et al.} \cite{17} propose to train the
discriminator to distinguish between confidence maps from
labeled and unlabeled data predictions. Mittal \textit{et al.} \cite{27}
make use of a two-branch approach, one branch enforc-
ing low entropy predictions using a GAN approach and an-
other branch for removing false-positive predictions using
a Mean Teacher method \cite{36}. A similar idea was proposed
by Feng \textit{et al.} \cite{10}, a recent work that introduces Dynamic
Mutual Training (DMT). DMT uses two models and the
model’s disagreement is used to re-weight the loss. DMT
method also followed the multi-stage training protocol from
CBC \cite{9}, where pseudo-labels are generated in an offline
curriculum fashion. Other works are based on data aug-
mentation methods for consistency regularization. French
\textit{et al.} \cite{11} focus on applying CutOut \cite{7} and CutMix \cite{46},
while Olsson \textit{et al.} \cite{29} propose a data augmentation tech-
nique specific for semantic segmentation.

2.3. Contrastive Learning

The core idea of contrastive learning \cite{15} is to create
positive and negative data pairs, to attract the positive and
repulse the negative pairs in the feature space. This tech-
nique has been used in supervised and self-supervised set-
ups. However, recent self-supervised methods have shown
similar accuracy with contrastive learning using positive
pairs only by performing similarity maximization with dis-
tillation \cite{5, 14} or redundancy reduction \cite{47}.

As for semantic segmentation, these techniques have been
mainly used as pre-training \cite{41, 44, 45}. Very recently,
Wang \textit{et al.} \cite{40} have shown improvements in supervised
scenarios applying standard contrastive learning in a pixel
and region level for same-class supervised samples. Van
\textit{et al.} \cite{39} have shown the advantages of contrastive learning
in unsupervised set-ups, applying it between features from
different saliency masks. Lai \textit{et al.} \cite{21} proposed to use
contrastive learning in a self-supervised fashion where posi-
tive samples were the same pixel from different views/crops
and negative samples were different pixels from a different
view, making the model invariant to context information.

In this work, we propose to follow a positive-only con-
trastive learning based on similarity maximization and dis-
tillation \cite{5, 14}. This way, we boost the performance on
semi-supervised semantic segmentation in a simpler and
The learned weights prove its segmentation performance.

from labeled samples to teach the student network labels from unlabeled samples and memory bank entries (Section 3.1).

The teacher network \( f_\xi \) is a weak augmentation of \( x_l \) (see Section 4.2 for augmentation details). For every unlabeled sample \( x_u \), the pseudo-labels \( \hat{y}_u \) are computed following this equation:

\[
\hat{y}_u = \arg \max_{y} f_\xi (x_u),
\]

where \( f_\xi \) predicts a class probability distribution. Note that pseudo-labels are computed at each training iteration.

Consistency regularization is introduced with augmentation anchoring, i.e., computing different data augmentation for each sample \( x_u \) on the same batch, helping the model to converge to a better solution [34]. The pseudo-labels loss for unlabeled data \( \mathcal{X}_u \) is calculated by the cross-entropy:

\[
L_{\text{pseudo}} = \frac{1}{A} \sum_{a=1}^{A} \mathcal{H} (f_\theta (x_u^a), \hat{y}_u),
\]

where \( x_u^a \) is a strong augmentation of \( x_u \) and \( A \) is the number of augmentations we apply to sample \( x_u \) (see Section 4.2 for augmentation details).

3.1. Supervised Segmentation: \( L_{\text{sup}} \)

Our supervised semantic segmentation optimization, applied to the labeled data \( \mathcal{X}_l \), follows the standard optimization with the weighted cross-entropy loss. Let \( \mathcal{H} \) be the weighted cross-entropy loss between two lists of \( N \) per-pixel class probability distributions \( y_1, y_2 \):

\[
\mathcal{H}(y_1, y_2) = -\frac{1}{N} \sum_{n=1}^{N} \sum_{c=1}^{C} y_1^{n,c} \log(y_2^{n,c}) \alpha^c \beta^n,
\]

where \( C \) is the number of classes to classify, \( N \) is the number of elements, i.e., pixels in \( y_1, \) \( \alpha^c \) is a per-class weight, and, \( \beta^n \) is a per-pixel weight. Specific values of \( \alpha^c \) and \( \beta^n \) are detailed in Section 4.2. The supervised loss (see top part of Figure 2) is defined as follows:

\[
L_{\text{sup}} = \mathcal{H} (f_\theta (x_l^a), y_l),
\]

where \( x_l^a \) is a weak augmentation of \( x_l \) (see Section 4.2 for augmentation details).

3.2. Learning from Pseudo-labels: \( L_{\text{pseudo}} \)

The key to the success of semi-supervised learning is to learn from unlabeled data. One idea our approach exploits is to learn from pseudo-labels. In our case, pseudo-labels are generated by the teacher network \( f_\xi \) (see Figure 2). For every unlabeled sample \( x_u \), the pseudo-labels \( \hat{y}_u \) are computed following this equation:

\[
L_{\text{pseudo}} = \frac{1}{A} \sum_{a=1}^{A} \mathcal{H} (f_\theta (x_u^a), \hat{y}_u),
\]

where \( x_u^a \) is a strong augmentation of \( x_u \) and \( A \) is the number of augmentations we apply to sample \( x_u \) (see Section 4.2 for augmentation details).
3.3. Direct Entropy Minimization: $\mathcal{L}_{\text{ent}}$

Direct entropy minimization is applied on the class distributions predicted by the student network from unlabeled samples $x_u$ as a regularization loss:

$$\mathcal{L}_{\text{ent}} = -\frac{1}{A} \frac{1}{N} \sum_{a=1}^{A} \sum_{n=1}^{N} \sum_{c=1}^{C} f_{\theta}(x_{u}^{a,n,c}) \log f_{\theta}(x_{u}^{a,n,c}),$$

(7)

where $C$ is the number of classes to classify, $N$ is the number of pixels and $A$ is the number of augmentations.

3.4. Contrastive Learning: $\mathcal{L}_{\text{contr}}$

Figure 3 illustrates our proposed contrastive optimization inspired by positive-only contrastive learning works based on similarity maximization and distillation [5, 14]. In our approach, a memory bank is filled with high-quality feature vectors from the teacher $f_t$ (right part of Figure 3). Concurrently, the student $f_s$ extracts feature vectors from either $X_l$ or $X_u$. In a per-class fashion, every feature is passed through a simple self-attention module that serves as per-feature weighting in the contrastive loss. Finally, the loss enforces the weighted feature vectors from the student to be similar to feature vectors from the memory bank. As the memory bank contains high-quality features from all labeled samples, the contrastive loss helps to create a better class separation in the feature space across the whole dataset as well as aligning the unlabeled data distribution with the labeled data distribution.

Optimization. Let $f_{\theta^-}$ be the student network without the classification layer and $\{x, y\}$ a training sample either from $\{X_l, Y_l\}$ or $\{X_u, \hat{Y_u}\}$. The first step is to extract all feature vectors: $V = f_{\theta^-}(x)$. The feature vectors $V$ are then fed to a projection head, $Z = g_{\theta}(V)$, and a prediction head, $P = g_{\theta}(Z)$, following [5, 14], where $g_{\theta}$ and $g_{\theta}$ are two different Multi-Layer Perceptrons (MLPs). Next, $P$ is grouped by the different semantic classes in $y$.

Let $P_c = \{p_c\}$ be the set of prediction vectors from $P$ of a class $c$. Let $Z'_c = \{z'_c\}$ be the set of projection vectors of class $c$ obtained by the teacher, $Z'_c = g_t(f_t(x))$ from the labeled examples stored in the memory bank.

Next, we learn which feature vectors ($p_c$ and $z'_c$) are beneficial for the contrastive task, by assigning per-feature learned weights (Equation 8) that will serve as a weighting factor (Equation 10) for the contrastive loss function (Equation 11). These per-feature weights are computed using class-specific attention modules $S_{c, \theta}$ (see Section 4.2 for further details) that generate a single value ($w \in [0, 1]$) for every $z'_c$ and $p_c$ feature. Following [35] we L1 normalize these weights to prevent converging to the trivial all-zeros solution. For the prediction vectors $P_c$ case, the weights $w_{p_c}$ are then computed as follows:

$$w_{p_c} = \frac{N_{p_c}}{\sum_{p_t \in P_c} S_{c, \theta}(p_t)},$$

(8)

where $N_{p_c}$ is the number of elements in $P_c$. Equation 8 is used to compute $w_{z'_c}$ too, changing $Z'_c$ and $z'_c$ for $P_c$ and $p_c$.

The contrastive loss enforces prediction vectors $p_c$ to be similar to projection vectors $z'_c$ as in [5, 14] (in our case, projection vectors are in the memory bank). For that, we use the cosine similarity as the similarity measure $C$:

$$C(p_c, z'_c) = \frac{(p_c, z'_c)}{\|p_c\|_2 \cdot \|z'_c\|_2},$$

(9)

where, the weighted distance between predictions and memory bank entry is computed by:

$$D(p_c, z'_c) = w_{p_c} w_{z'_c} (1 - C(p_c, z'_c)),$$

(10)

and, our contrastive loss is computed as follows:

$$\mathcal{L}_{\text{contr}} = \frac{1}{C} \frac{1}{N_{p_c}} \frac{1}{N_{z'_c}} \sum_{c=1}^{C} \sum_{p_t \in P_c} \sum_{z'_c \in Z'_c} D(p_c, z'_c).$$

(11)
Memory Bank. The memory bank is the data structure that maintains the target feature vectors \( z'_c \), \( \psi \) for each class \( c \), used in the contrastive loss. As there is not infinite space for saving all pixels of the labeled data, we propose to store only a subset of the feature vectors from labeled data with the highest quality. As shown in Figure 3, the memory bank is updated on every training iteration with a subset of \( z'_c \in Z' \) generated by the teacher. To select what subset of \( Z' \) is included in the memory bank, we first perform a Feature Quality Filter (FQF), where we only keep features that lead to an accurate prediction when the classification layer is applied, \( y = \arg \max f_\xi(x_l) \), having confidence higher than a threshold, \( f_\xi(x_l) > \phi \). The remaining \( Z' \) are grouped by classes \( z'_c \). Finally, instead of picking randomly a subset of every \( Z'_c \) to update the memory bank, we make use of the class-specific attention modules \( S_{c} \). We get ranking scores \( R_c = S_{c}(Z'_c) \) to sort \( Z'_c \) and we update the memory bank only with the top-K highest-scoring vectors. The memory bank is a First In First Out (FIFO) queue per class for computation and time efficiency. This way it maintains recent high-quality feature vectors in a very efficient fashion computation-wise and time-wise. Detailed information about the hyper-parameters is included in Section 4.2.

4. Experiments

This section describes evaluation set-up and the evaluation of our method on different benchmarks for semi-supervised semantic segmentation, including a semi-supervised domain adaptation, and a detailed ablation study.

4.1. Datasets

- Cityscapes [6]. It is a real urban scene dataset composed of 2975 training and 500 validation samples, with 19 semantic classes.
- PASCAL VOC 2012 [8]. It is a natural scenes dataset with 21 semantic classes. The dataset has 10582 and 1449 images for training and validation respectively.
- GTA5 [30]. It is a synthetic dataset captured from a video game with realistic urban-like scenarios with 24966 images in total. The original dataset provides 33 different categories but, following [42], we only use the 19 classes that are shared with Cityscapes.

4.2. Implementation details

Architecture. We use DeepLab networks [4] in our experiments. For the ablation study and most benchmarking experiments, DeepLabv2 with a ResNet101 backbone is used to have similar settings to previous works [29, 9, 17, 27]. DeepLabv3+ with Resnet50 backbone is also used to equal comparison with [26, 21]. \( \tau \) is set from 0.995 to 1 during training in (Equation 2).

The prediction and projection heads follow [14]: Linear (256) \( \rightarrow \) BatchNorm [18] \( \rightarrow \) Relu [28] \( \rightarrow \) Linear (256). The proposed class-specific attention modules follow a similar architecture: Linear (256) \( \rightarrow \) BatchNorm \( \rightarrow \) LeakyRelu [24] \( \rightarrow \) Linear (1) \( \rightarrow \) Sigmoid. We use \( 2 \times N_{classes} \) attention modules since they are used in a class-wise fashion. In particular, two modules per class are used because we have different modules for projection or prediction feature vectors.

Optimization. For all experiments, we train for 150K iterations using the SGD optimizer with a momentum of 0.9. The learning rate is set to \( 2 \times 10^{-4} \) for DeepLabv2 and \( 4 \times 10^{-4} \) for DeepLabv3+ with a poly learning rate schedule. For the Cityscapes and GTA5 datasets, we use a crop size of 512 \( \times \) 512 and batch sizes of 5 and 7 for DeepLabv2 and DeepLabv3+, respectively. For Pascal VOC, we use a crop size of 321 \( \times \) 321 and batch sizes of 14 and 20 for DeepLabv2 and DeepLabv3+, respectively. Cityscapes images are resized to 512 \( \times \) 1024 before cropping when DeepLabv2 is used for a fair comparison with [29, 9, 17, 27]. The different loss weights in (Equation 1) are set as follows for all experiments: \( \lambda_{sup} = 1, \lambda_{pseudo} = 1, \lambda_{ent} = 0.01, \lambda_{contr} = 0.1 \). An exception is made for the first 2K training iterations where \( \lambda_{contr} = 0 \) and \( \lambda_{pseudo} = 0 \) to make sure predictions have some quality before being taken into account. Regarding the per-pixel weights (\( \beta^n \)) from \( H \) in (Equation 3), we set it to 1 for \( L_{sup} \). For \( L_{pseudo} \), we follow [9] weighting each pixel with its corresponding pseudo-label confidence with a sharpening operation, \( f_\xi(x_u)^+, \) where we set \( s = 6 \). As for the per-class weights \( \alpha^c \) in (Equation 3), we perform a class balancing for the Cityscapes and GTA5 datasets by setting \( \alpha^c = \sqrt{\frac{f_c}{f_{\text{median}}}} \) with \( f_c \) being the frequency of class \( c \) and \( f_{\text{median}} \) the median of all class frequencies. In semi-supervised settings the amount of labels, \( Y_l \), is usually small. For a more meaningful estimation, we compute these frequencies not only from \( Y_l \) but also from \( Y_u \). For the Pascal VOC we set \( \alpha^c = 1 \) as the class balancing does not have a beneficial effect.

Other details. DeepLab’s output resolution is \( \times 8 \) lower than the input resolution. For feature comparison during training, we keep the output resolution and downsample the labels reducing memory requirements and computation.

The memory bank size is fixed to \( \psi = 256 \) vectors per class (see Section 4.4 for more details). The confidence threshold \( \phi \) for accepting features is set to 0.95. The number of vectors added to the memory bank at each iteration, for each image, and for each class is set as \( \max(1, \frac{\psi}{|X_l|}) \), where \( |X_l| \) is the number of labeled samples.

A single NVIDIA Tesla V100 GPU is used for all experiments. All our reported results are the mean of three different runs with different labeled/unlabeled data splits.

Following [29, 37], the segmentation is performed with the student \( f_\theta \) in the experimental validation, although the teacher would lead to a slightly better performance [34].
Data augmentation. We use two different augmentation set-ups, a weak one for labeled samples and a strong set-up for unlabeled samples, following [29] with minor modifications (Table 1 describes the followed data augmentation scheme in our method). Besides, we set $A = 2$ (Equation 6) as the number of augmentations for each sample.

| Parameter | Weak | Strong |
|-----------|------|--------|
| Flip probability | 0.50 | 0.50 |
| Resize $\times [0.75, 1.75]$ probability | 0.50 | 0.80 |
| Color jittering probability | 0.20 | 0.80 |
| Brightness adjustment max intensity | 0.15 | 0.30 |
| Contrast adjustment max intensity | 0.15 | 0.30 |
| Saturation adjustment max intensity | 0.075 | 0.15 |
| Hue adjustment max intensity | 0.05 | 0.10 |
| Gaussian blurring probability | 0 | 0.20 |
| ClassMix probability | 0.20 | 0.80 |

Table 1. Strong and weak data augmentation set-ups

4.3. Benchmark Experiments

Following experiments compare our method with state-of-the-art methods in different semi-supervised scenarios.

4.3.1 Semi-supervised Semantic Segmentation

Cityscapes. Table 4.1 compares different methods on the Cityscapes benchmark for different labeled-unlabeled rates: $\frac{1}{30}$, $\frac{1}{20}$ and $\frac{1}{8}$. Fully Supervised (FS) scenario, where all images are labeled, is also shown as a reference. As shown in the table, our approach outperforms the current state-of-the-art by a significant margin. The performance difference is increasing as less labeled data is available, demonstrating the effectiveness of our approach. This is particularly important since the goal of semi-supervised learning is to learn with as little supervision as possible. Note that the upper bound for each method is shown in the fully supervised setting (FS). Figure 4 shows a visual comparison of the top-performing methods on different relevant samples from Cityscapes. Note that Lai et al. [21] have a higher FS baseline since they use a higher batch size and crop size among other differences in the set-up.

Pascal VOC. Table 4.1 shows the comparison of different methods on the Pascal VOC val set for different labeled-unlabeled ratios and, in parentheses, the difference w.r.t. the corresponding fully supervised (FS) result.

| Architecture: DeepLabv2 with ResNet-101 backbone | 1/50 | 1/20 | 1/8 | FS |
|-----------------------------------------------|------|------|-----|----|
| Adversarial [17]+ | 57.2 (-17.7) | 64.7 (-10.2) | 69.5 (-5.4) | 74.9 |
| s4GAN [27]+ | 63.3 (-4.9) | 67.2 (-6.4) | 71.4 (-2.2) | 73.6 |
| French et al. [11]+ | 64.8 (-7.7) | 66.5 (-6.0) | 67.6 (-4.9) | 72.5 |
| CBC [9]+ | 65.5 (-8.1) | 69.3 (-4.3) | 70.7 (-2.9) | 73.6 |
| ClassMix [29]+ | 66.2 (-7.9) | 67.8 (-6.3) | 71.0 (-3.1) | 74.1 |
| DMT [10]+ | 67.2 (-7.6) | 69.9 (-4.9) | 72.7 (-2.1) | 74.8 |
| Ours* | 65.6 (-7.0) | 67.8 (-4.8) | 69.9 (-2.7) | 72.6 |
| Ours+ | 68.2 (-5.9) | 70.1 (-4.0) | 71.8 (-2.3) | 74.1 |

Table 2. Performance (Mean IoU) for the Cityscapes val set for different labeled-unlabeled ratios and, in parentheses, the difference w.r.t. the corresponding fully supervised (FS) result.

| Error-corr [26]+ | 70.7 (-4.1) | 70.7 (-4.1) | 74.8 |
| Lai et al. [21]+ | 69.7 (-7.8) | 72.7 (-4.8) | 77.5 |
| Ours* | 64.9 (-9.3) | 70.1 (-4.1) | 71.7 (-2.5) | 74.2 |

* ImageNet pre-training, + COCO pre-training

Table 3. Performance (Mean IoU) for the Pascal VOC val set for different labeled-unlabeled ratios and, in parentheses, the difference w.r.t. the corresponding fully supervised (FS) result.

| City | ASS [42] | Liu et al. [23] | Ours with domain adaptation | Ours no adaptation |
|------|----------|----------------|-----------------------------|-------------------|
| Labels | | | | |
| 1/30 | 54.2 | 55.2 | 59.9 | 58.0 |
| 1/15 | 56.0 | 57.0 | 62.0 | 59.9 |
| 1/6 | 60.2 | 60.4 | 64.2 | 63.7 |
| 1/3 | 64.5 | 64.6 | 65.6 | 65.1 |

Table 4. Mean IoU in Cityscapes val set. Central columns evaluate the semi-supervised domain adaptation task (GTA5 → Cityscapes). The last column evaluates a semi-supervised setting in Cityscapes (no adaptation). Different labeled-unlabeled ratios for Cityscapes are compared. All methods use ImageNet pre-trained DeepLabv2 with ResNet-101 backbone.
Our method can naturally tackle this task by evenly sampling from both \( X_l \) and \( X_d \) as our labeled data when optimizing \( \mathcal{L}_{sup} \) and \( \mathcal{L}_{contr} \). However, the memory bank only stores features from the target domain \( X_l \). In this way, both the features from unlabeled data \( X_u \), and the features from the other domain \( X_d \) are aligned with those from \( X_l \).

Following ASS [42, 23], we take the GTA5 dataset as \( X_d \), where all elements are labeled, and the Cityscapes is the target domain consisting of a small set of labeled data \( X_l \) and a large set of unlabeled samples \( X_u \). Table 4.3.1 compares the results of our method with previous methods [42, 23] where all methods use ImageNet pre-training. For reference, we also show the results of our approach with no adaptation, i.e., only training on the target domain Cityscapes, as we do for the semi-supervised set up from the previous experiment (Table 4.3.1). We can see that our approach benefits from the use of the other domain data (GTA5), where there is little labeled data available (\( \frac{1}{30} \)), as it could be expected. Our method outperforms ASS by a large margin in all the different set-ups. As in previous experiments, our improvement is more significant when the amount of available labeled data is smaller.

### 4.4. Ablation Experiments

The following experiments study the impact of the different components of the proposed approach. The evaluation is done on the Cityscapes data, since it provides more complex scenes compared to Pascal VOC. We select the challenging labeled data ratio of \( \frac{1}{30} \).

#### Losses impact

Table 4.4 shows the impact of every loss used by the proposed method. We can observe that the four losses are complementary, getting a 10 mIoU increase over our baseline model, using only the supervised training when

| \( \mathcal{L}_{sup} \) | \( \mathcal{L}_{pseudo} \) | \( \mathcal{L}_{ent} \) | \( \mathcal{L}_{contr} \) | mIoU |
|---|---|---|---|---|
| ✓ | ✓ | ✓ | ✓ | 59.4 |
| ✓ | ✓ | ✓ | ✓ | 59.0 |
| ✓ | ✓ | ✓ | ✓ | 57.4 |
| ✓ | ✓ | ✓ | ✓ | 54.4 |
| ✓ | ✓ | ✓ | ✓ | 52.2 |
| ✓ | ✓ | ✓ | ✓ | 56.7 |
| ✓ | ✓ | ✓ | ✓ | 49.5 |

Note that at testing time, our approach only uses the student network \( f_\theta \), adding zero additional computational cost. At training time, for the experiment of Table 4.4 having an input resolution of \( 512 \times 512 \) with a forward pass cost of 372.04 GFLOPs for one training step using one labeled image and one unlabeled image, compared to the 1488.16 GFLOPs from [10] or 1116.12 GFLOPs from [29]. The total number of GFLOPs come from 372.04 for computing labeled image predictions, 372.04 for the unlabeled image predictions, 372.04 for computing the pseudo-labels and, 35.07 for our contrastive module, which mainly include the computation of the prediction and projection heads (8.59), the class-
Table 6. Effect of different values for the factor $\lambda_{\text{contr}}$ (Equation 1) that weights the effect of the contrastive loss $L_{\text{contr}}$. Results on Cityscapes benchmark ($\frac{1}{30}$ available labels, Deeplabv2-ResNet101 COCO pre-trained).

| $\lambda_{\text{contr}}$ | $10^4$ | $10^2$ | $10^3$ | $10^5$ | $10^{-1}$ | $10^{-2}$ | $10^{-4}$ |
|-------------------------|-------|-------|-------|-------|----------|----------|----------|
| mIoU                    | 50.3  | 51.4  | 54.8  | 59.1  | 59.4     | 58.7     | 57.6     |

Table 7. Effect of our memory bank size (features per-class), $\psi$. Results on Cityscapes benchmark ($\frac{1}{30}$ available labels, Deeplabv2-ResNet101 COCO pre-trained).

| $\psi$ | 32  | 64  | 128  | 256  | 512 |
|-------|-----|-----|------|------|-----|
| mIoU  | 58.7| 58.9| 59.2 | 59.4 | 59.3 |

Contrastive learning module. Table 4.4 shows an ablation on the influence of the contrastive learning module for different values of $\lambda_{\text{contr}}$ (Equation 1). As expected, if this value is too low, the effect gets diluted, with similar performance as if the proposed loss is not used at all (see Table 4.4). High values are also detrimental, probably because it acts as increasing the learning rate vastly, which hinders the optimization. The best performance is achieved when this contrastive loss weight is a little lower than the segmentation losses $L_{\text{sup}}$ and $L_{\text{pseudo}}$ ($\lambda_{\text{contr}} = 10^{-1}$).

The effect of the size (per-class) of our memory bank is studied in Table 4.4. As expected, higher values lead to stronger performances, although from 256 up they tend to maintain similarly. Because all the elements from the memory bank are used during the contrastive optimization (Equation 11) the larger the memory bank is, the more computation and memory it requires. Therefore, we select 256 as our default value.

Table 4.4 studies the effect of the main components used in the proposed contrastive learning module. The base configuration of the module which includes our simplest implementation of the per-pixel contrastive learning using the memory bank, still presents a performance gain compared to not using the contrastive learning module (57.4 mIoU from 4.4). Generating and selecting good quality prototypes is the most important factor. This is done both by the Feature Quality Filter (FQF), i.e., checking that the feature leads to an accurate and confident prediction, and extracting them with the teacher network $f_\xi$. Then, using the class-specific attention $S_{c,\theta}$ to weight every sample (both from the memory bank and input sample) is also beneficial, acting as a learned sampling method.

Future direction. Our proposed approach could potentially be applied to other semi-supervised tasks like object detection or instance segmentation. The straightforward way is to perform the proposed contrastive learning using the features from the semantic head of the detection or instance segmentation networks, i.e., the part of the network that outputs the semantic class of the object or instance. The method is currently restricted by the number of classes and number of memory bank entries per class. A future step to solve this problem could be to cluster the feature vectors per class and save only cluster centers of the class features, similar to the very recent work from Zhang et. al [48] for domain adaptation based on prototypical learning.

5. Conclusion

This paper presents a novel approach for semi-supervised semantic segmentation. Our work shows the benefits of incorporating positive-only contrastive learning techniques to solve this semi-supervised task. The proposed contrastive learning module boosts the performance of semantic segmentation in these settings. Our new module contains a memory bank that is continuously updated with selected features from those produced by a teacher network from labeled data. These features are selected based on their quality and relevance for the contrastive learning. Our student network is optimized for both labeled and unlabeled data to learn similar class-wise features to those in the memory bank. The use of contrastive learning at a pixel-level has been barely exploited and this work demonstrates the potential and benefits it brings to semi-supervised semantic segmentation and semi-supervised domain adaptation. Our results outperform state-of-the-art on several public benchmarks, with particularly significant improvements on the more challenging set-ups, i.e., when the amount of available labeled data is low.
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