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ABSTRACT

In this article, two powerful techniques called variational iteration and Adomian decomposition methods are proposed to solve analytically the fractional form of the fourth order nonlinear ordinary differential equation which reduced by similarity transformation from the basic system of nonlinear partial differential equations of motion of an unsteady axisymmetric flow of nonconducting, Newtonian fluid squeezed between two circular plates with slip and no-slip boundaries. The analysis of convergence of the proposed methods is discussed through the absolute residual errors for various Reynolds number and various values of the fractional order. Comparisons between the results obtained by the proposed methods with those obtained by the new iterative and Picard methods are made which confirm that the proposed methods are powerful methods and therefore suitable for solving this kind of problems.

1. Introduction

The importance of fluid flow through channels began since long time ago in various applications in the life specially in agriculture. Recently, squeezing flow has large attention of the researchers and scientists due to its wide range of applications in various fields like chemical, food industries and in biomechanics. Practical applications of squeezing flows in the mentioned fields are modeling of lubrication systems, compression and injection modeling and polymer processing. These flows are induced by applying vertical velocities or normal stresses by means of a moving boundary, that can be frequently noted in many hydro-dynamical tools and machines.

The first work in squeezing flows was laid down by Stefan [1] in which he developed an ad-hoc asymptotic solution of Newtonian fluids. An explicit solution of the squeeze flow, considering inertial terms, has done by Thorp [2]. However, Gupta and Gupta showed that the solution in [2] fails to satisfy...
boundary conditions [3]. In [4] Ran et al. used the homotopy analysis method to obtain an explicit series solution for the squeezing flow between two infinite plates. Also, by this method in [5] Rashidi et al. established an analytical solution to the unsteady squeezing flow of a second-grade fluid between two circular plates. Moreover, the processes of polymer extrusion are modeled by squeezing flow of viscous fluids in [6]. Leider and Bird in [7] presented theoretical analysis of power-law fluid between parallel disks. Verma [8] and Singh et al. [9] have established numerical solutions of squeezing flow between parallel plates. Hemeda and Aladdad in [10] used the new iterative and Picard methods for solving the fractional form of unsteady axisymmetric flow of nonconducting, Newtonian fluid squeezed between two circular plates with slip and no-slip boundaries. Qayyum et al. present, in [11] analysis of unsteady axisymmetric flow of nonconducting, Newtonian fluid squeezed between two circular plates with slip and no-slip boundaries using OHAM, while in [12], the authors modeling and analyzing the unsteady axisymmetric flow of nonconducting, Newtonian fluid squeezed between two circular plates passing through porous medium channel with slip boundary condition using HPM. Sheikholeslami et al. in [13] used the Adomian decomposition method to solve the problem governing the unsteady flow of a nanofluid squeezed between two parallel plates and in [14] used the HPM for solving the problem governing the heat transfer of a nanofluid flow squeezed between parallel plates. For more studies, you can see [15-18].

The differential equations of fractional order, are the generalized type of the classical differential equations of integer order. Recently, the fractional differential equations have been the focus of many researchers because of their frequent appearance in many applications in viscoelasticity, physics, biology, engineering and fluid mechanics. Therefore, considerable attention has been given to the solutions of differential equations of fractional order, of fluid mechanics and physics interest. Most nonlinear differential equations of fractional order do not have exact analytic solutions, so numerical and approximation techniques, such as Jacobi collocation method [19], Galerkin method [20], He's frequency-amplitude formulation and energy balance methods [21], max-min and Hamiltonian methods [22, 23], variational iteration method [24-28] and Adomian decomposition method [29-33] must be used. The variational iteration and Adomian decomposition methods, which are special techniques of the homotopy analysis method [34], are relatively new techniques to provide analytical approximation to nonlinear problems and they are particularly valuable as tools for researchers, because they provide immediate and visible symbolic terms of analytic solutions, as well as numerical approximate solutions to nonlinear differential equations without linearization or discretization.

In last years, the application of the proposed methods in extended for fractional differential equations. The goal of this chapter, is to prepare and use these methods for solving the fractional order form of an unsteady axisymmetric flow of nonconducting, Newtonian fluid squeezed between two circular plates with slip and no-slip boundaries using HPM. Sheikholeslami et al. in [13] used the Adomian decomposition method to solve the problem governing the unsteady flow of a nanofluid squeezed between two parallel plates and in [14] used the HPM for solving the problem governing the heat transfer of a nanofluid flow squeezed between parallel plates. For more studies, you can see [15-18].

2. Formulation of the Problem

In this section, the unsteady axisymmetric flow of incompressible Newtonian fluid with viscosity \( \mu \), density \( \rho \) and kinematic viscosity \( v \), squeezed between two circular plates having speed \( E_w(t) \) is considered with a fractional form. At any time \( t \), it is assumed that the distance between the two circular plates is \( 2h(t) \). Also, it is assumed that \( r \)-axis is the central axis of the channel while \( z \)-axis is taken normal to it. Plates move symmetrically with respect to the central axis.
$z = 0$ while the flow is axisymmetric about $r = 0$. The normal and longitudinal velocity components in axial and radial directions are $w_z (r, z, t)$ and $w_r (r, z, t)$, respectively (Figure 1). For more details, see [10-12].

\[ \eta = \frac{z}{h(t)}, \]  

(5)

equations (1), (2) and (3) transforms to:

\[ \frac{\partial w_r}{\partial r} + \frac{w_r}{r} + \frac{\partial w_z}{\partial z} = 0, \]  

(6)

\[ \frac{\partial p}{\partial r} + \rho \left( \frac{\partial w_r}{\partial t} - w_z \Omega \right) = -\mu \frac{\partial \Omega}{\partial r}, \]  

(7)

\[ \frac{\partial p}{\partial z} + \rho \left( \frac{\partial w_r}{\partial t} + w_r \Omega \right) = \frac{\mu}{r} \frac{\partial}{\partial r} \left( r \Omega \right), \]  

(8)

The boundary conditions on $w_r$ and $w_z$ are:

\[ w_r = 0, \quad w_z = E_w(t) \quad \text{at} \quad \eta = 1 \]  

\[ \frac{\partial}{\partial \eta} w_r = 0, \quad w_z = 0 \quad \text{at} \quad \eta = 0. \]  

(9)

By eliminating the generalized pressure between equations (7) and (8), we obtain:

\[ \rho \left[ \frac{\partial \Omega}{\partial t} + \frac{w_r}{r} \frac{\partial \Omega}{\partial r} + \frac{w_z}{h} \frac{\partial \Omega}{\partial \eta} - \frac{w_r}{r} \frac{\partial \Omega}{\partial \eta} \right] = \mu \left[ \nabla^2 \Omega - \frac{\Omega}{r^2} \right], \]  

(10)

where $\nabla^2$ is the Laplacian operator.

Defining velocity components as [3, 5]:

\[ w_r = -\frac{r}{2h(t)} E_w(t) u'(\eta), \quad w_z = E_w(t) u(\eta), \]  

(11)

we see that equation (6) is identically satisfied and equation (10) becomes:

\[ \frac{d^4 u}{d \eta^4} + R \left[ (\eta-u) \frac{d^3 u}{d \eta^3} + 2 \frac{d^2 u}{d \eta^2} \right] - Q \frac{d^2 u}{d \eta^2} = 0, \]  

(12)

where

\[ R = \frac{h E_w}{v} \quad \text{and} \quad Q = \frac{h^2}{v E_w} \frac{d E_w}{d t}. \]  

(13)

In equations (12) and (13) $R$ and $Q$ are functions of $t$ but for similarity solution we consider these functions are constants. Since $E_w = \frac{d h}{d t}$ . Integrate first equation of equation (13), we get:

\[ h(t) = (c t + d)^{\frac{1}{2}}, \]  

(14)
where \( c \) and \( d \) are constants. The plates move from each other symmetrically with respect to \( \eta \) when \( c > 0 \) and \( d > 0 \). Also, the plates approach to each other symmetrically with respect to \( \eta \) when \( c < 0 \), \( d > 0 \) and \( h(t) > 0 \). From equations (13) and (14) it follows that \( Q = -R \). Therefore equation (12) becomes:

\[
\frac{d^4 u}{d \eta^4} + R \left( (\eta - u) \frac{d^2 u}{d \eta^2} + 3 \frac{du}{d \eta^2} \right) = 0. \tag{15}
\]

Using equations (9) and (11), we can define the boundary conditions at the upper plate in case of no-slip and slip as follows:

No-slip at the wall:

\[
\begin{aligned}
&u(0) = 0, \\
&u'(0) = 0, \\
&u''(0) = 0, \\
&u'''(0) = 0.
\end{aligned}
\tag{16a}
\]

Slip at the wall:

\[
\begin{aligned}
&u(0) = 0, \\
&u'(0) = \eta u'(0), \\
&u''(0) = 0, \\
&u'''(0) = 0.
\end{aligned}
\tag{16b}
\]

### 3. Fractional Calculus

Now we mention basic definitions of fractional calculus which are used in the present work.

**Definition 3.1:** The fractional integral operator of order \( \alpha > 0 \), of a function \( f(t) \in C^m \), \( m \geq 1 \), in the Riemann-Liouville sense is defined as [35]:

\[
I_t^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - r)^{\alpha - 1} f(r) \, dr, \quad \alpha > 0, t > 0
\]

\[
I_0^\alpha f(t) = f(t). \tag{17}
\]

For the Riemann-Liouville fractional integral operator, \( I_t^\alpha \), we obtain:

\[
I_t^\alpha t^\nu = \frac{\Gamma(\nu + 1)}{\Gamma(\nu + 1 + \alpha)} t^{\nu + \alpha}. \tag{18}
\]

**Definition 3.2:** The fractional derivative of \( f(t) \) in the Caputo sense is defined as [36]:

\[
D_t^\alpha f(t) = I_t^{m - \alpha} D_t^m f(t)
\]

\[
= \frac{1}{\Gamma(m - \alpha)} \int_0^t (t - r)^{m - \alpha - 1} f^{(m)}(r) \, dr \tag{19}
\]

For the Caputo fractional derivative operator, \( D_t^\alpha \), we obtain:

\[
D_t^\alpha t^\nu = \frac{\Gamma(\nu + 1) t^{\nu - \alpha}}{\Gamma(\nu + 1 - \alpha)}. \tag{20}
\]

For the Riemann-Liouville fractional integral and Caputo fractional derivative of order \( \alpha \), we have the following relations:

**Lemma 1:** If \( m - 1 < \alpha \leq m \), \( m \in \mathbb{N} \) and \( f \in C^m, \mu \geq 1 \), then:

\[
D_t^\alpha I_t^\alpha f(t) = f(t), \tag{21a}
\]

\[
D_t^\alpha I_t^\alpha f(t) = \begin{cases} 
\int f(t) - \sum_{k=0}^{m-1} f^{(k)}(0) \frac{t^k}{k!}, & t > 0, m - 1 < \text{deg} f(t) \\
0, & m - 1 \geq \text{deg} f(t) \end{cases} \tag{21b}
\]

**Remark 1:** According to the previous fractional calculus, equation (15) can be rewrite in the following fractional order form:

\[
\frac{d^n u}{d \eta^n} + R \left( (\eta - u) \frac{d^2 u}{d \eta^2} + 3 \frac{du}{d \eta^2} \right) = 0, \quad 3 < \alpha \leq 4. \tag{22}
\]

### 4. Analysis of the Considered Methods

In this section, we discuss the considered methods with preparing them for solving any fractional differential equation.

#### 4.1. Variational Iteration Methods (VIM):

To illustrate the basic idea of this method, let us consider the following general differential equation of fractional order [24-28]:

\[
D_t^\alpha u(t) = R[t]u(t) + g(t), \quad m - 1 < \alpha \leq m, \quad m \in \mathbb{N} \tag{23a}
\]

subject to the initial values:

\[
\frac{d^k}{dt^k} u(0) = h_k, \quad k = 0, 1, 2, ..., m-1. \tag{23b}
\]

where \( R[t] \) is a nonlinear differential operator in \( t \), \( g(t) \), \( h_k(t) \) are given continuous functions and \( D_t^\alpha \) is the fractional differential operator of order \( \alpha > 0 \) in the
Caputo sense. According to the VIM, we can construct the correction functional for equation (23) as:
\[ u_{n+1}(t) = u_n(t) + I_{t}^{\beta} \left[ \left( D_{t}^{\alpha} u_n(t) - R[t \tilde{u}_n(t) - g(t)] \right) \right], \]
\[ = u_n(t) + \frac{1}{\Gamma(\beta)} \int_{0}^{t} (t - \tau)^{\beta - 1} \lambda(\tau) \left( D_{t}^{\alpha} u_n(\tau) - R[\tau \tilde{u}_n(\tau) - g(\tau)] \right) d\tau, \]  
(24)
where \( I_{t}^{\beta} \) is the fractional integral operator of Riemann-Liouville of order \( \beta = \alpha + 1 - m \), which respect to \( t \) and \( \lambda \) is a general Lagrange multiplier, which can be identified optimally via variational theory, to identify \( \lambda \) approximately, we must made some approximation. Therefore, the correction functional (24) can be approximately in the form:
\[ u_{n+1}(t) = u_n(t) + \frac{1}{\Gamma(\beta)} \int_{0}^{t} (t - \tau)^{\beta - 1} \lambda(\tau) \left( D_{t}^{\alpha} u_n(\tau) - g(\tau) \right) d\tau, \]  
(25)
where \( \lambda(\tau) = -1 \), for \( m = 1 \), \( \lambda(\tau) = t - \tau \), for \( m = 2 \), \( \lambda(\tau) = \frac{1}{2}(\tau - t)^2 \), for \( m = 3 \), \( \lambda(\tau) = \frac{1}{6}(\tau - t)^3 \), for \( m = 4 \).  
(26)

Finally, for \( m = 4 \) (\( 3 < \alpha \leq 4 \)), we substitute \( \lambda = \frac{1}{6}(\tau - t)^3 \) into (24) to obtain the iterative formula:
\[ u_{n+1}(t) = u_n(t) - \frac{1}{6}(\tau^2 - 3\tau t + 2\tau^2)m_2^{\alpha} \left[ D_{t}^{\alpha} u_n(\tau) - R[\tau \tilde{u}_n(\tau) - g(\tau)] \right], n \geq 0. \]  
(32)

The zero solution \( u_0 \) can be freely chosen if it satisfies most of the given conditions. However, the success of the method depends on the proper selection of the zero solution \( u_0 \). Finally, we approximate the solution \( u(t) = \lim_{n \to \infty} u_n(t) \) by the \( n^{th} \)-term \( u_n(t) \).

4.2. Adomian Decomposition Method (ADM):

To illustrate the basic idea of this method, let us consider the fractional differential equation [29-33]:
\[ D_{t}^{\alpha} u(t) = Lu(t) + N u(t) + g(t), \quad m-1 < \alpha \leq m, m \in N \]  
(33a)
with the initial values:
\[ \frac{d^k}{dt^k} u(0) = h_k, \quad k = 0, 1, 2, ..., m-1, \]  
(33b)
where \( L \) is linear operator and \( N \) is nonlinear operator. The method is based on applying the fractional integral operator \( I_{t}^{\alpha} \), the inverse of the fractional differential operator \( D_{t}^{\alpha} \), to both sides of (33) to obtain:
\[ u(t) = \sum_{k=0}^{m-1} h_k \cdot \frac{t^k}{k!} + I_{t}^{\alpha} \left[ Lu(t) + N u(t) + g(t) \right]. \]  
(34)
The ADM suggests the solution \( u(t) \) be decomposed into the infinite series of components:

\[
u(t) = \sum_{n=0}^{\infty} u_n(t), \tag{35}\]

and the nonlinear term \( N u(t) \) in equation (33a) is decomposed as:

\[
N u = \sum_{n=0}^{\infty} A_n, \tag{36}\]

where \( A_n \) are the so-called Adomian polynomials. Substituting the decomposition series (35) and (36) into both side of (34) gives:

\[
\sum_{n=0}^{\infty} u_n(t) = \sum_{k=0}^{m-1} h_k \cdot \frac{t^k}{k!} + I^\alpha_t \left[ \sum_{n=0}^{\infty} A_n + g(t) \right]. \tag{37}\]

According to the ADM, we can introduce the recurrence relation as:

\[
u_0(t) = \sum_{k=0}^{m-1} h_k \cdot \frac{t^k}{k!} + I^\alpha_t \left[ g(t) \right],
\]

\[
u_{j+1}(t) = I^\alpha_t [L u_j(t) + A_j], \quad j \geq 0, \tag{38}\]

The polynomial \( A_n \) of Adomian can be calculated for all nonlinear terms via specific constructed by Adomian. Therefore, the general form of \( A_n \) is:

\[
A_n = \frac{1}{n!} \frac{d^n}{d\lambda^n} N \left( \sum_{k=0}^{n} \lambda^k u_k \right) \bigg|_{\lambda=0}. \tag{39}\]

This formula is easy to compute. Finally, we approximate the solution \( u(t) \) by the truncated series:

\[
\phi_N(t) = \sum_{j=0}^{N-1} u_j(t) \quad \text{and} \quad \lim_{N \to \infty} \phi_N(t) = u(t). \tag{40}\]

5. Applications:

In the following, we illustrate the application of the two-considered method to solve the nonlinear fractional order ordinary differential equation (22) subject to the boundary conditions (16).

5.1. VIM:

Using Equations (22) and (16), the initial value fractional order problem:

\[
\frac{d^\alpha}{dt^\alpha} u(\eta) + R \left[ (\eta-n) \frac{d^3 u}{d\eta^3} + 3 \frac{d^2 u}{d\eta^2} \right] = 0, \quad 3 < \alpha \leq 4,
\]

\[
u(0) = 0, \quad u'(0) = a, \quad u''(0) = 0, \quad u''(0) = b, \tag{41}\]

according to the iteration formula (32), becomes:

\[
u_{n+1}(h) = u_n(\eta) - \frac{1}{6} (\alpha^3 - 6\alpha^2 + 11\alpha - 6) I^\alpha_{\eta} R \left[ (\eta - u_n) \frac{d^3 u_n}{d\eta^3} + 3 \frac{d^2 u_n}{d\eta^2} \right]. \tag{42}\]

Beginning with the initial solution

\[
u_0(\eta) = a\eta + \frac{b \eta^3}{6}, \tag{43}\]

which satisfies the given initial conditions, we can obtain the following first few components of the solution:

\[
u_1(\eta) = a\eta + \frac{b \eta^3}{6} \left( \frac{4b R^2 \eta^{1+\alpha}}{\Gamma(2+\alpha)} \frac{ab R \eta^{1+\alpha}}{\Gamma(2+\alpha)} \right),
\]

\[
u_2(\eta) = u_1 + \frac{1}{6^2} (\alpha^3 - 6\alpha^2 + 11\alpha - 6) \left[ \frac{4b R^2 (\alpha-1) \eta^{-1+2\alpha}}{\Gamma(2\alpha)} \frac{2b^2 R^2 \Gamma(2+\alpha) \eta^{1+2\alpha}}{3 \Gamma(-1+\alpha) \Gamma(2+2\alpha)} \right.
\]

\[
- \frac{5ab R^2 (\alpha-1) \eta^{-1+2\alpha}}{\Gamma(2\alpha)} \frac{2b^2 R^2 \Gamma(2+\alpha) \eta^{1+2\alpha}}{3 \Gamma(-1+\alpha) \Gamma(2+2\alpha)} + \frac{a^2 b^2 R^2 \Gamma(2+\alpha) \eta^{1+2\alpha}}{6(1+\alpha) \Gamma(2+2\alpha)} + \ldots \right),
\]

\[
u_3(\eta) = u_1 + \frac{b \eta^3}{6} \left( \frac{4b R \eta^{1+\alpha}}{\Gamma(2+\alpha)} \frac{ab R \eta^{1+\alpha}}{\Gamma(2+\alpha)} \right) + \frac{1}{6^3} (\alpha^3 - 6\alpha^2 + 11\alpha - 6) \left[ \frac{4b R^2 (\alpha-1) \eta^{-1+2\alpha}}{\Gamma(2\alpha)} \frac{2b^2 R^2 \Gamma(2+\alpha) \eta^{1+2\alpha}}{3 \Gamma(-1+\alpha) \Gamma(2+2\alpha)} \right.
\]

\[
- \frac{5ab R^2 (\alpha-1) \eta^{-1+2\alpha}}{\Gamma(2\alpha)} \frac{2b^2 R^2 \Gamma(2+\alpha) \eta^{1+2\alpha}}{3 \Gamma(-1+\alpha) \Gamma(2+2\alpha)} + \frac{a^2 b^2 R^2 \Gamma(2+\alpha) \eta^{1+2\alpha}}{6(1+\alpha) \Gamma(2+2\alpha)} + \ldots \right), \tag{43}\]

and so on. In the same way, we can obtain the higher components of the solution.
I the special case, \( \alpha = 4 \), equation (43) gives:

\[
 u(\eta) = a \eta + b \eta^3 + \frac{b R \eta^7}{60} + \frac{ab R \eta^9}{120} + \frac{b R \eta^7}{210} - \frac{ab R^2 \eta^7}{280} + \frac{a^2 b R^2 \eta^7}{1680} - \ldots .
\]  

(44)

Using the boundary conditions in equation (16) with the initial conditions in equation (41), the unknown's \( a \) and \( b \) for fixed values of \( R \) in equation (44) can be easily determined. In case of no-slip boundary, then \( a = 1.5 \) and \( b = -30 \). For \( R = 0.5 \), the solution is:

\[
 u(\eta) = 1.5 \eta - 0.5 \eta^3 + 0.03125 \eta^7 - 0.000171673 \eta^9 + 1.02166 \times 10^{-6} \eta^{11} + 1.36077 \times 10^{-6} \eta^{13} - 2.6881 \times 10^{-8} \eta^{15} - 2.68729 \times 10^{-9} \eta^{17} + 1.23186 \times 10^{-10} \eta^{19} + 3.42474 \times 10^{-12} \eta^{21} - 1.79838 \times 10^{-13} \eta^{23} - 4.69921 \times 10^{-15} \eta^{25} + 7.12005 \times 10^{-17} \eta^{27} + 1018728 \times 10^{-18} \eta^{29} + 1.18008 \times 10^{-20} \eta^{31},
\]

(45)

and in case of slip boundary with \( \gamma = 1 \), then \( a = 0.75 \) and \( b = 1.5 \). For \( R = 0.5 \), the solution is:

\[
 u(\eta) = 0.75 \eta - 0.25 \eta^3 + 0.0203125 \eta^7 - 8.87674 \times 10^{-5} \eta^9 + 6.753994 \times 10^{-6} \eta^{11} - 4.50029 \times 10^{-7} \eta^{13} + 2.54254 \times 10^{-8} \eta^{15} - 1.00801 \times 10^{-9} \eta^{17} + 3.48556 \times 10^{-11} \eta^{19} - 1.05106 \times 10^{-12} \eta^{21} + 2.53779 \times 10^{-14} \eta^{23} - 4.22141 \times 10^{-16} \eta^{25} + 4.23058 \times 10^{-18} \eta^{27} - 2.22146 \times 10^{-20} \eta^{29} + 4.6097 \times 10^{-23} \eta^{31}
\]

(46)

### 5.2. ADM:

According to the recurrence relation (38), the initial value fractional order problem (41) gives:

\[
 u_0(\eta) = a \eta + b \eta^3 \quad ,
\]

\[
 u_{j+1}(\eta) = -I_0^\alpha \{ R (tu_j'' + 3u_j') - A_j \}, \quad j \geq 0,
\]

(47)

and therefore, the first few components of the solution are as follows:

\[
 u_0(\eta) = a \eta + b \eta^3 \cdot
eq
\]

\[
 u_1(\eta) = \frac{4b R \eta^9}{\Gamma(2+\alpha) + \frac{ab R \eta^9}{\Gamma(2+\alpha)} + \frac{b^2 R \eta^{3+\alpha}}{\Gamma(4+\alpha)}},
\]

\[
 u_2(\eta) = \frac{4b^2 R^2 (\alpha-1) \eta^{12+2\alpha}}{\Gamma(2\alpha + \Gamma(2\alpha)} + \frac{ab^2 R^2 \eta^{12+2\alpha}}{\Gamma(2\alpha)} + \frac{b^2 R^2 \eta^{3+2\alpha}}{\Gamma(2\alpha) + \ldots}
\]

etc. In the same way, we can obtain the higher components of the solution. The 4-term approximate solution is:

\[
 u(\eta) = \sum_{i=0}^{3} u_i(\eta)
\]

\[
 = a \eta + \frac{b \eta^3}{6} + \frac{ab R \eta^{1+\alpha}}{\Gamma(2+\alpha)} + \frac{b^2 R \eta^{3+\alpha}}{\Gamma(2+\alpha)} + \frac{4b R^2 (\alpha-1) \eta^{1+2\alpha}}{\Gamma(2\alpha)} + \frac{ab R^2 (\alpha-1) \eta^{1+2\alpha}}{\Gamma(2\alpha)} + \frac{b^2 R^2 (\alpha+1) \eta^{1+2\alpha}}{\Gamma(2\alpha)} + \ldots.
\]

(48)

In the special case, \( \alpha = 4 \), equation (48) gives:

\[
 u(\eta) = a \eta + \frac{b \eta^3}{6} + \frac{b R \eta^5}{30} + \frac{ab R \eta^5}{120} + \frac{b^2 R \eta^7}{5040} + \frac{b R \eta^7}{210} + \frac{ab R^2 \eta^7}{280} + \frac{a^2 b R^2 \eta^7}{1680} - \ldots .
\]

(49)

Similarly, using the boundary conditions in equation (16) with the initial conditions in equation (41), the solution for no-slip boundary, at \( R = 0.5 \), is:

\[
 u(\eta) = 1.5 \eta - 0.5 \eta^3 + 0.03125 \eta^7 + 0.000171673 \eta^9 + 1.02166 \times 10^{-6} \eta^{11} + 1.48018 \times 10^{-6} \eta^{13} + 4.88258 \times 10^{-8} \eta^{15},
\]

(50)

and for slip boundary, at \( R = 0.5 \), is:

\[
 u(\eta) = 0.75 \eta + 0.25 \eta^3 - 0.0203125 \eta^7 + 0.00013002 \eta^9 - 8.87674 \times 10^{-5} \eta^9 + 6.753994 \times 10^{-6} \eta^{11} - 2.78821 \times 10^{-7} \eta^{13} + 3.05161 \times 10^{-9} \eta^{15}.
\]

(51)
It is clear that the number of terms of the solution obtained by ADM in equations (48), (49), (50) and (51) are less than the number obtained by VIM in equations (43), (44), (45) and (46).

The residual error of the problem is:

\[ \text{Re}(\eta) = \text{Residual Error} = \frac{d^2 \hat{u}}{d \eta^2} + R \left[ (\eta - \hat{u}) \frac{d^3 \hat{u}}{d \eta^3} + 3 \frac{d^2 \hat{u}}{d \eta^2} \right] \]  
(52)

where \( \hat{u} \) is the 4-term approximate solution in equation (43) or equation (48) for equation (41).

If \( \text{Re}(\eta) = 0 \), then the approximate solution \( \hat{u} \) becomes the exact solution \( u \). However, in nonlinear problems, this does not occur.

It is clear from the obtained results that the above considered methods are used simply and accurately without linearization or discretisation with their difficulties. Therefore, these methods are powerful methods for solving the nonlinear fractional order differential equations.

5.3. NIM and PM:

The initial value fractional order problem (41) have been solved by Hemeda and Eladdad in [10] using the new iterative method (NIM); introduced by Daftaedar-Gejji and Jafari and Picard method (PM); introduced by Emile Picard, where the two methods are powerful techniques to give analytical approximate solutions for nonlinear problems and they are particularly valuable as tools for researchers, because they give immediate and visible symbolic terms of analytic solutions, as well as numerical approximate solutions to nonlinear differential equations without linearisation or discretisation. The 4-term approximate solutions at \( \alpha = 4.0, R = 0.5 \), in case of no-slip boundary with \( a = 1.5, b = -3.0 \), takes the form:

\[
\begin{align*}
\hat{u}(\eta) &= 1.5 \eta - 0.5 \eta^2 + 0.03125 \eta^3 + 0.00034821 \eta^4 - 0.000171673 \eta^5 \\
&+ 1.02166 \times 10^{-6} \eta^6 + 1.36077 \times 10^{-7} \eta^7 - 6.6881 \times 10^{-8} \eta^8 \\
&+ 2.68929 \times 10^{-9} \eta^9 + 1.23186 \times 10^{-10} \eta^{10} + 3.42474 \times 10^{-12} \eta^{11} \\
&- 1.79838 \times 10^{-13} \eta^{12} - 4.69921 \times 10^{-15} \eta^{13} + 7.12005 \times 10^{-17} \eta^{14} \\
&+ 2.18728 \times 10^{-18} \eta^{15} + 1.18008 \times 10^{-20} \eta^{16},
\end{align*}
\]  
(53)

and in case of slip boundary with \( \gamma = 1, a = 0.75, b = 1.5 \), takes the form:

\[
\begin{align*}
\hat{u}(\eta) &= 0.75 \eta + 0.25 \eta^2 - 0.23125 \times 10^{-6} \eta^{15} + 0.00113002 \times 10^{-6} \eta^{17} \\
&- 8.87674 \times 10^{-5} \eta^3 + 6.75394 \times 10^{-7} \eta^{11} - 4.50029 \times 10^{-7} \eta^{13} \\
&+ 2.4254 \times 10^{-8} \eta^{15} - 1.00801 \times 10^{-9} \eta^{17} + 3.48554 \times 10^{-11} \eta^{19} \\
&- 1.05166 \times 10^{-12} \eta^{21} + 2.53779 \times 10^{-14} \eta^{23} - 4.22141 \times 10^{-16} \eta^{25} \\
&+ 4.23058 \times 10^{-18} \eta^{27} - 2.22146 \times 10^{-23} \eta^{29} + 6.0697 \times 10^{-23} \eta^{31}
\end{align*}
\]  
(54)

It is clear that the solutions obtained by VIM in equations (45) and (46) are the same solutions as obtained by NIM and PM in equations (53) and (54) respectively which means that the three methods are identical in solving this problem while, the solution obtained by ADM in equations (50) and (51) is with simple formulation than these methods. Also, it is clear that the solutions obtained by VIM and NIM and PM are polynomials of degree 31, while the solution obtained by ADM is a polynomial of degree 15 which means that the ADM is simpler in its procedures and computations than these methods.

6. Numerical Results and Discussion:

In this chapter, the unsteady axisymmetric flow of nonconducting, incompressible Newtonian fluid squeezed between two circular plates is considered. The resulting nonlinear fractional order boundary value problem are solved analytically in cases of no-slip and slip boundaries using the VIM and ADM.

Tables 1, 2, and 3 represent the approximate solutions in case of no-slip boundary for different values of the fractional order \( \alpha \) at fixed value of the Reynolds number \( R \) with the corresponding absolute residual errors \( | \text{Re} | \) at \( \alpha = 4.0 \) in each table, while Tables 4, 5, and 6 are in case of slip boundary at the slip parameter \( \gamma = 1 \). It is clear from the results in the size tables that as \( \alpha \to 4, u_{\text{VIM}} \to u_{\text{ADM}} \). Therefore, the approximate solutions converge to the exact solutions for this problem. Also, the six tables
indicate that the \( |\text{Re}| \) for VIM, in case of no-slip boundary, are less than that for ADM, while the inverse in case of slip boundary.

Moreover, Tables 7, 8, and 9, reflect the comparisons between the \( |\text{Re}| \) of the VIM, ADM with those for the NIM and PM [9] for various values of \( R = 0.1, 0.3, 0.5 \), in case of no-slip and slip boundaries at \( \alpha = 4.0, \gamma = 1.0 \). It is clear from the results in the three tables that the \( \gamma = 1.0 \) are equal for VIM, NIM and PM which means that the three normal velocity monotonically increases from \( \eta = 0 \) to \( \eta = 1 \) for fixed \( R \) at a given time. Figure 3b illustrates the effect of \( R \) on the longitudinal velocity. It is clear that this component of velocity decreases near the wall but increases near the central axis of the channel.

The effect of Reynolds number \( R \) on velocity profiles by ADM in case of slip boundary is shown in Figures 4 for \( R = 0.2, 0.4, 0.6 \) at fixed slip parameter \( \gamma = 0.9 \). It is observed that the normal velocity decreases as \( R \) increases (Figure 4a). Also, it is noted that the longitudinal velocity decreases near the central axis of the channel but increases near the walls when \( R \) increases (Figure 4b).

### Table 1: Solution for different values of \( \eta \) and \( \alpha \) at \( R = 0.2 \), and the corresponding absolute residual errors at \( \alpha = 4.0 \) in case of no-slip boundary by the two methods.

| \( \eta \) | \( \alpha = 3.9 \) | \( \alpha = 4.0 \) | \( |\text{Re}| \) | \( |\text{Re}| \) | \( \alpha = 4.0 \) | \( \alpha = 3.9 \) |
|---|---|---|---|---|---|---|
| 0.0 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.0000000 | 0.0000000 |
| 0.1 | 0.149500 | 0.149500 | 9.00113\(-14\) | 3.69149\(-14\) | 0.149500 | 0.149500 |
| 0.2 | 0.296005 | 0.296004 | 1.15501\(-11\) | 1.66173\(-11\) | 0.296004 | 0.296006 |
| 0.3 | 0.436531 | 0.436530 | 1.83062\(-10\) | 9.63263\(-14\) | 0.436530 | 0.436541 |
| 0.4 | 0.568138 | 0.568128 | 9.57782\(-10\) | 9.63263\(-14\) | 0.568128 | 0.568167 |
| 0.5 | 0.687912 | 0.687893 | 4.23159\(-10\) | 1.55055\(-8\) | 0.687893 | 0.687998 |
| 0.6 | 0.793009 | 0.792979 | 3.88958\(-8\) | 8.06399\(-7\) | 0.792979 | 0.793220 |
| 0.7 | 0.880653 | 0.880622 | 3.19774\(-7\) | 3.75394\(-6\) | 0.880622 | 0.881103 |
| 0.8 | 0.948155 | 0.948148 | 1.71883\(-6\) | 1.45616\(-5\) | 0.948148 | 0.949021 |
| 0.9 | 0.992923 | 0.992998 | 7.29223\(-6\) | 4.91485\(-5\) | 0.992998 | 0.994466 |
| 1.0 | 1.012480 | 1.012740 | 2.62701\(-5\) | 1.48578\(-4\) | 1.012740 | 1.015070 |

### Table 2: Solution for different values of \( \eta \) and \( \alpha \) at \( R = 0.4 \), and the corresponding absolute residual errors at \( \alpha = 4.0 \) in case of no-slip boundary by the two methods.

| \( \eta \) | \( \alpha = 3.9 \) | \( \alpha = 4.0 \) | \( |\text{Re}| \) | \( |\text{Re}| \) | \( \alpha = 4.0 \) | \( \alpha = 3.9 \) |
|---|---|---|---|---|---|---|
| 0.0 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.0000000 | 0.0000000 |
| 0.1 | 0.149500 | 0.149500 | 1.44001\(-12\) | 5.90750\(-13\) | 0.149500 | 0.149500 |
| 0.2 | 0.296009 | 0.296008 | 1.84792\(-10\) | 2.65690\(-10\) | 0.296008 | 0.296011 |
| 0.3 | 0.436567 | 0.436561 | 2.92946\(-9\) | 1.53937\(-8\) | 0.436561 | 0.436581 |
| 0.4 | 0.568275 | 0.568257 | 1.53937\(-8\) | 2.47570\(-7\) | 0.568257 | 0.568333 |
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| η  | VIM      | ADM      |
|----|----------|----------|
| 0.0 | 0.000000 | 0.000000 |
| 0.1 | 0.149500 | 0.149500 |
| 0.2 | 0.296014 | 0.296014 |
| 0.3 | 0.436601 | 0.436591 |
| 0.4 | 0.568412 | 0.568384 |
| 0.5 | 0.688731 | 0.688673 |
| 0.6 | 0.795008 | 0.794921 |
| 0.7 | 0.884903 | 0.884815 |
| 0.8 | 0.956317 | 0.956311 |
| 0.9 | 1.007430 | 1.007394 |
| 1.0 | 1.036710 | 1.033753 |

Table 3: Solution for different values of η and α at R = 0.6, and the corresponding absolute residual errors at α = 4.0 in case of no-slip boundary by the two methods.

| η  | VIM      | ADM      |
|----|----------|----------|
| 0.0 | 0.000000 | 0.000000 |
| 0.1 | 0.149500 | 0.149500 |
| 0.2 | 0.296014 | 0.296014 |
| 0.3 | 0.436601 | 0.436591 |
| 0.4 | 0.568412 | 0.568384 |
| 0.5 | 0.688731 | 0.688673 |
| 0.6 | 0.795008 | 0.794921 |
| 0.7 | 0.884903 | 0.884815 |
| 0.8 | 0.956317 | 0.956311 |
| 0.9 | 1.007430 | 1.007394 |
| 1.0 | 1.036710 | 1.033753 |

Table 4: Solution for different values of η and α at R = 0.2, and the corresponding absolute residual errors at α = 4.0, γ = 1.0 in case of slip boundary by the two methods.

| η  | VIM      | ADM      |
|----|----------|----------|
| 0.0 | 0.000000 | 0.000000 |
| 0.1 | 0.151997 | 0.151997 |
| 0.2 | 0.231728 | 0.231728 |
| 0.3 | 0.315911 | 0.315911 |
| 0.4 | 0.405986 | 0.405986 |
| 0.5 | 0.503356 | 0.503356 |
| 0.6 | 0.609384 | 0.609384 |
| 0.7 | 0.725384 | 0.725384 |
| 0.8 | 0.852613 | 0.852613 |
| 0.9 | 0.992270 | 0.992208 |
| 1.0 | 1.036710 | 1.033753 |

Table 5: Solution for different values of η and α at R = 0.4, and the corresponding absolute residual errors at α = 4.0, γ = 1.0 in case of slip boundary by the two methods.
Absolute residual errors $|\text{Re}|$ for different values of $\eta$ at $R = 0.3$, $\alpha = 0.4$ in case of no-slip and slip boundary with $\gamma = 1.0$, by the NIM, PM, VIM and ADM.

**Table 8:** Absolute residual errors $|\text{Re}|$ for different values of $\eta$ at $R = 0.3$, $\alpha = 0.4$ in case of no-slip and slip boundary with $\gamma = 1.0$, by the NIM, PM, VIM and ADM.

| $\eta$ | NIM&PM | VIM | ADM | NIM&PM | VIM | ADM |
|--------|--------|-----|-----|--------|-----|-----|
| 0.0    | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 0.1    | 4.55608$^{-13}$ | 4.55608$^{-13}$ | 1.86906$^{-13}$ | 5.89262$^{-11}$ | 5.89262$^{-11}$ | 5.85462$^{-11}$ |
| 0.2    | 5.84710$^{-11}$ | 5.84710$^{-11}$ | 8.40956$^{-11}$ | 7.39595$^{-9}$ | 7.39595$^{-9}$ | 7.20264$^{-9}$ |
| 0.3    | 9.26826$^{-10}$ | 9.26826$^{-10}$ | 4.87359$^{-9}$ | 1.22281$^{-7}$ | 1.22281$^{-7}$ | 1.14927$^{-7}$ |
| 0.4    | 4.85819$^{-9}$ | 4.85819$^{-9}$ | 7.84145$^{-8}$ | 8.74585$^{-7}$ | 8.74585$^{-7}$ | 7.78099$^{-7}$ |
| 0.5    | 1.90307$^{-9}$ | 1.90307$^{-9}$ | 6.80804$^{-7}$ | 3.92681$^{-6}$ | 3.92681$^{-6}$ | 3.22179$^{-6}$ |
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Table 9: Absolute residual errors | Re | for different values of η at R = 0.5, α = 4.0 in case of no-slip and slip boundary with γ = 1.0, by the NIM, PM, VIM and ADM.

| η    | No-Slip B     | Slip B       |
|------|---------------|--------------|
|      | NIM&PM VIM    | NIM&PM VIM   |
| 0.0  | 0.000000      | 0.000000     |
| 0.1  | 3.51580 -12   | 3.51580 -12  |
| 0.2  | 4.51141 -10   | 4.51141 -10  |
| 0.3  | 7.15258 -9    | 7.15258 -9   |
| 0.4  | 3.76300 -8    | 3.76300 -8   |
| 0.5  | 1.10362 -8    | 1.10362 -8   |
| 0.6  | 1.44776 -6    | 1.44776 -6   |
| 0.7  | 1.18733 -5    | 1.18733 -5   |
| 0.8  | 6.31480 -5    | 6.31480 -5   |
| 0.9  | 2.64053 -4    | 2.64053 -4   |
| 1.0  | 9.34686 -4    | 9.34686 -4   |

Fig. 2(a): Residuals for R = 0.2 (continuous curve), 0.4 (dashed curve), 0.6 (dotted curve) at α = 4.0, by VIM in case of no-slip boundary.

Fig. 2(b): Residuals for R = 0.2 (continuous curve), 0.4 (dashed curve), 0.6 (dotted curve) at α = 4.0, γ = 0.9, by ADM in case of slip boundary.

Fig. 3(a): Velocity profiles (Normal velocity) for R = 0.2 (continuous curve), 0.4 (dashed curve), 0.6 (dotted curve) at α = 4.0, by VIM in case of no-slip boundary.
7. Conclusion

In this chapter, an analytical solution for an unsteady axisymmetric flow of incompressible, nonconducting Newtonian fluid squeezed between two circular plates in fractional form is obtained using of the VIM and ADM in cases of no-slip and slip boundaries. Analysis of the residual errors confirms that the VIM and ADM are almost identical and efficient schemes. Convergence of the considered methods is confirmed by absolute residual errors for different values of the Reynolds number $R$. The comparisons for the $|\text{Re}|$ for VIM, ADM, and NIM & PM confirmed that the results of the four methods are identical. Therefore, we concluded that the considered methods can be effectively used in various fields of science and engineering as they give better results in terms of accuracy.
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