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Abstract

We show that the diameter of a uniformly drawn spanning tree of a connected graph on \( n \) vertices which satisfies certain high-dimensionality conditions typically grows like \( \Theta(\sqrt{n}) \). In particular this result applies to expanders, finite tori \( \mathbb{Z}_m^d \) of dimension \( d \geq 5 \), the hypercube \( \{0,1\}^m \), and small perturbations thereof.

1 Introduction

A spanning tree \( T \) of a connected graph \( G \) is a subset of edges which spans a connected graph, contains no cycles, and touches every vertex of \( G \). The set of spanning trees of a finite connected graph \( G \) is finite; hence we may consider the probability measure assigning each spanning tree equal mass. This is known as the uniform spanning tree (UST) of \( G \) denoted \( \text{UST}(G) \). In this paper we study the distribution of the diameter of the UST, that is, the largest graph distance between two vertices. We show that on graphs that are high-dimensional (in some precise sense given below) the diameter typically grows like the square root of the number of vertices.

When the base graph is the complete graph on \( n \) vertices the limiting distribution of the diameter of the UST is typically of order \( \sqrt{n} \). In fact, its limiting distribution is known [20]. Moreover, the graph distance metric induced by the (properly scaled) UST converges in the Gromov–Hausdorff sense to Aldous’ continuum random tree (CRT) [2–4]. Aldous [1] was also the first to study the typical diameter of USTs on general graphs and showed that if \( G \) is a regular graph with a spectral gap\(^1\) uniformly bounded away from 0, then the typical order of the diameter is between \( \sqrt{n}/\log n \) and \( \sqrt{n}\log n \) (the lower bound was later improved to \( \sqrt{n} \) in [7]).

Mathematical physics folklore accurately predicts that many models exhibit an upper critical dimension \( d_c \) above which the far away pieces of the model no longer interact. The effect is that the geometry “trivializes” and to most questions on the model the answer coincides with what it would be on an infinite regular tree or the complete graph. For the UST it is known that \( d_c = 4 \) [5,17] and thus one expects that the diameter of the UST is \( \sqrt{n} \) in various high-dimensional settings, such as expander graphs, finite tori of dimension \( d \geq 5 \), the hypercube and many more.

Indeed in these examples it can be deduced from past results (such as [1,7,18]) that the order of the diameter is typically between \( \sqrt{n} \) and \( \sqrt{n}\cdot\text{polylog } n \). The goal of this paper is to close the polylogarithmic gap between the upper and lower bounds, that is, to show that the

\(^{1}\)The spectral gap of a graph is the difference between 1 and the second largest eigenvalue of the transition matrix of the simple random walk on the graph.
diameter of the UST, scaled by $n^{-1/2}$, is tight. This tightness is the first step in our future program to prove the convergence of the UST to the CRT above the critical dimension.

There is an inherent difficulty in analysing the diameter of the UST. Pemantle [17] showed that the distribution of the path in the UST between two given vertices is Lawler’s [14] loop-erased random walk (LERW) between them, namely, the simple path obtained by taking a simple random walk started at the first vertex and stopped at the second vertex, and erasing the loops of the random walk as they are created. Thus, analysing the distance between two given vertices amounts to studying the length of the LERW between them. In [18], Peres and Revelle performed a very delicate analysis of the LERW and found the precise limiting distribution of the distance (scaled by $n^{-1/2}$) between two randomly chosen vertices and showed that it matches the one given by the CRT. In fact, they calculated the limiting joint distribution of the $(k)$ distances between $k$ random vertices for any fixed $k$. However, trying to estimate the diameter from above using this result and the union bound incurs a polylogarithmic error since the corresponding events are far from disjoint. One may also try to use Wilson’s algorithm [22] to sample the entire UST (see Section 1.2 for the description of this algorithm). However it is unclear how to do so since the paths leading to a long diameter may be discovered at very late stages of the algorithm where it is much harder to analyse. In this paper we use a completely different technique, inspired by Peres-Revelle [18] and Hutchcroft [11, 12]. In particular, we use a variant of Hutchcroft’s beautiful new method of sampling the UST using Sznitman’s [21] random interlacements process, see the proof outline in Section 1.5.

1.1 Statement of the result

For a connected graph $G = (V,E)$ let $\hat{d}(G)$ denote the ratio of its maximum to minimum degree. Let $t_{\text{mix}}(G)$ denote the uniform mixing time of the lazy random walk on $G$ (see precise definitions in Section 1.2). Let $p^t(u,v)$ denote the probability that the lazy random walk on $G$, starting from $u$, visits $v$ at time $t$, and define the bubble sum of $G$ as follows:

$$B(G) = \sum_{t=0}^{t_{\text{mix}}(G)} (t + 1) \sup_{v \in V} p^t(v,v).$$

We will make three assumptions on $G$ with three fixed positive parameters $D$, $\alpha$ and $\theta$.

(bal) $G$ is balanced, namely, $\hat{d}(G) \leq D$.

(mix) $G$ is mixing, namely, $t_{\text{mix}}(G) \leq n^{1/2 - \alpha}$.

(esc) $G$ is escaping, namely, $B(G) \leq \theta$.

**Theorem 1.1.** For every $D, \alpha, \theta, \varepsilon > 0$ there exists $C = C(D, \alpha, \theta, \varepsilon)$ such that if $G$ is a connected graph on $n$ vertices which satisfies (bal), (mix) and (esc) with parameters $D, \alpha, \theta$ respectively, then

$$\mathbb{P}(C^{-1}\sqrt{n} \leq \text{diam}(\text{UST}(G)) \leq C\sqrt{n}) \geq 1 - \varepsilon,$$

where $\text{diam}(\text{UST}(G))$ is the diameter of the UST of $G$.

Aldous conjectured [1, Page 460] that for a larger family of graphs the UST diameter is typically $\Theta(\sqrt{n})$. It turns out that his family of graphs is slightly too wide, as we remark in Section 1.4, where we discuss the sharpness of the three assumptions of Theorem 1.1. Our assumptions (bal), (mix) and (esc), which are very similar to those of [18], try to capture the most general notion of “dimension greater than 4”.
1.2 Preliminaries

For a graph $G = (V, E)$ on $n$ vertices and a vertex $v \in V$ we denote by $\deg_G(v)$ its degree (or simply $\deg(v)$ if $G$ is clear from the context). Denote by $\delta(G)$, $\Delta(G)$ the graph’s minimum and maximum degree, respectively, and set $\bar{\delta}(G) = \Delta(G)/\delta(G)$ which is only defined when $\delta(G) > 0$. Let $X = \langle X_t \rangle$ be the lazy random walk on $G$, that is, at each step it stays put with probability $1/2$ and otherwise moves along a uniformly chosen edge touching it. Since we often consider the same random walk but with different starting distributions we use the notation $\mathbb{P}_\mu$ and $\mathbb{E}_\mu$ for probabilities and expectations conditioned on $X_0 \sim \mu$ for a given probability measure $\mu$ on the vertex set. If $\mu$ is supported on a single vertex $u$, then we write $\mathbb{P}_u$ or $\mathbb{E}_u$ instead. For a nonnegative integer $t$ denote $p^t(u, v) = P_u(X_t = v)$.

Assume that $G$ is connected and denote by $\pi$ the stationary distribution of the lazy random walk, namely, $\pi(v) = \deg(v)/2|E|$. The uniform mixing time of the lazy random walk on $G$ is defined by

$$t_{\text{mix}}(G) = \min \left\{ t \geq 0 : \max_{u,v \in V} \left| \frac{p^t(u, v)}{\pi(v)} - 1 \right| \leq \frac{1}{2} \right\}.$$ 

It is easy to see that for any $t \geq t_{\text{mix}}(G)$ we still have

$$\max_{u,v \in V} \left| \frac{p^t(u, v)}{\pi(v)} - 1 \right| \leq \frac{1}{2},$$

indeed, this follows since $p^t(u, v) = \sum_w p^{t-\text{mix}}(u, w)p^{\text{mix}}(w, v)$. Hence, if $G$ is connected and satisfies (bal) with parameter $D$, then for any $t \geq t_{\text{mix}}(G)$ we have

$$\frac{1}{2Dn} \leq P_u(X_t = v) \leq \frac{2D}{n}. \quad (1)$$

Furthermore, if $G$ satisfies in addition (mix) and (esc) with parameters $\alpha, \theta$ respectively, then

$$\sum_{t=0}^{\sqrt{n}} (t+1) \sup_{v \in V} p^t(v, v) \leq \theta + 2D. \quad (2)$$

We will frequently appeal to Eqs. (1) and (2).

Let us remark that due to technical convenience our definition of $t_{\text{mix}}$ uses the uniform distance between $p^t(u, \cdot)$ and $\pi(\cdot)$ rather than the total variation distance that is more commonly used in the literature. However, occasionally it will be useful to use this distance. Recall that the total variation distance between two probability measures $\mu$ and $\nu$ on $V$ is defined by

$$d_{\text{TV}}(\mu, \nu) = \sup_{A \subseteq V} |\mu(A) - \nu(A)| = \frac{1}{2} \sum_{v \in V} |\mu(v) - \nu(v)|.$$ 

A useful fact is that after $kt_{\text{mix}}(G)$ steps the total variation distance between $p^t(u, \cdot)$ and $\pi(\cdot)$ is at most $2^{-k}$ (see, e.g., [15, Section 4.5]). In particular, $t \gg \log n \cdot t_{\text{mix}}(G)$ implies

$$d_{\text{TV}}(X_t, \pi) \ll n^{-2}. \quad (3)$$

We will also liberally use the following asymptotic notations for two nonnegative functions $f$ and $g$ of the number of vertices $n$. We write $f \leq g$ if there exists a constant $C > 0$ which
may depend only on $D, \alpha, \theta$ such that $f(n) \leq Cg(n)$ for all $n \geq 1$. We write $f \succeq g$ if $g \preceq f$, and $f \asymp g$ if $f \preceq g$ and $f \succeq g$. We say that $f \ll g$ if $f(n)/g(n) \to 0$ as $n \to \infty$ and $f \gg g$ if $g \ll f$, and that $f(n) \sim g(n)$ if $f(n)/g(n) \to 1$ as $n \to \infty$. For $x, y \in \mathbb{R}$ we write $x \wedge y$ for the minimum between $x$ and $y$. For the sake of clarity of presentation, we often omit floor and ceiling signs whenever they are not crucial. We make no attempt to optimize constants that appear in our statements and arguments.

Random walks on networks and the weighted UST

A network $(G, w)$ is a graph $G = (V, E)$ with an associated weight function $w : E \to \mathbb{R}^+$. The lazy random walk on a connected network is the random walk which, given that it is at $u$, stays put with probability $1/2$, and otherwise moves to a neighbour $v$ of $u$ with probability proportional to $w(\{u, v\})$.

The weighted uniform spanning tree probability measure assigns to each spanning tree $T$ a measure proportional to its weight $W(T) := \prod_{e \in E(T)} w(e)$. The following classical observation about the spatial Markov property of uniform spanning trees will be useful.

Claim 1.2. [5, Proposition 4.2] Let $(G, w)$ be a network and $e$ be an edge of $(G, w)$. The weighted UST of $(G, w)$ conditioned to have $e$ as an edge is distributed as the union of $e$ with the weighted UST of the network obtained from $(G, w)$ by contracting the edge $e$.

Given two probability measures $\mu_1$ and $\mu_2$ on $2^E$ (that is, on subsets of the edge set $E$), we say that $\mu_1$ is stochastically dominated by $\mu_2$ if there exists a probability measure $\mu$ on $2^E \times 2^E$ which is supported on

$$\{(T_1, T_2) \in 2^E \times 2^E \mid T_1 \subseteq T_2\}$$

and whose marginals are $\mu_1$ and $\mu_2$. We will use the following classical result proved by Feder and Mihail [9] (see also [16, Theorem 4.6]).

Lemma 1.3. Let $(G, w)$ be a network and let $A \subseteq B$ be two sets of vertices of $G$. Then UST$(G/B)$ is stochastically dominated by UST$(G/A)$.

Loop-erased random walk and Wilson’s algorithm

Consider a network $(G, w)$. A walk of length $L$ on $G$ is a sequence of vertices $(X_0, \ldots, X_L)$ such that for $0 \leq i < L$, the pair $\{X_i, X_{i+1}\}$ is an edge of $G$. We say that the walk is closed if $X_L = X_0$. A path (or a simple path) is a walk which does not repeat a vertex. Let $X = (X_0, \ldots, X_L)$ be a walk on $G$. For a set $I \subseteq \mathbb{N}$, denote $X[I] = \langle X_i \rangle_{i \in I \cap [0, L]}$, where by $X[a, b]$ we mean $X[I]$ for $I$ which is the integer interval $[a, b]$ (of $X[a, b]$ if we wish to exclude $b$). The loop-erasure of $X$, first introduced by Lawler [14], denoted by LE$(X)$, is defined as follows. Set $\text{LE}(X)_0 = X_0$. For every $j \geq 1$, given $\text{LE}(X)[0, j-1]$ we let $i = \max\{t \mid X_t = \text{LE}(X)_{j-1}\}$. If $i < L$, we set $\text{LE}(X)_j = X_{i+1}$. Otherwise, $\text{LE}(X) = \text{LE}(X)[0, j-1]$. In other words, we walk along the trace of $X$ and each time we close a loop we erase all edges of this loop. If $X_t$ is the lazy random walk on $(G, w)$ starting at $u$ and terminating when first hitting $v$, then $\text{LE}(X)$ is called the loop-erased random walk (LERW) from $u$ to $v$.

The loop-erased random walk is fundamental for the study of the UST. In 1991, Pemantle [17] showed that the unique UST simple path between two vertices $u, v \in V$ is distributed as the loop-erased random walk from $u$ to $v$. Wilson [22] showed that the UST can be sampled by
the following random procedure known today as Wilson’s algorithm. We order the vertices of $G$ in some arbitrary way $v_1, v_2, \ldots, v_n$. Let $T_1$ be the graph containing only $v_1$ and no edges. We now define $T_i$ recursively. Given any $i \geq 2$ and $T_{i-1}$ we run a loop-erased random walk from $v_i$ to $T_{i-1}$ and obtain $T_i$ by appending that loop-erasure to $T_{i-1}$. The times contributing to the loop-erasure of the walk $X$ are denoted by $\langle \lambda_k(X) \rangle_{|\text{LE}(X)|^{-1}}$ and are defined recursively by $\lambda_0(X) = 0$ and $\lambda_{k+1}(X) = 1 + \max\{t : X_t = X_{\lambda_k}\}$.

Aldous–Broder Algorithm

Aldous and Broder [1, 6], independently, gave an algorithm to sample the UST of a connected network using random walks. Choose an arbitrary vertex $v \in V$ and start a (lazy) simple random walk from this vertex. For any vertex $u \in V \setminus \{v\}$ denote by $e_v(u)$ the first edge touching $u$ in this random walk. Then the random edge set $\{e_v(u) \mid u \in V \setminus \{v\}\}$ is distributed as UST$(G)$, see [1, 6].

Hitting times and capacity

Consider a network $(G, w)$ and the lazy random walk $X = \langle X_t \rangle$ on it. For a nonempty vertex set $U \subseteq V$ we call the random variable $\tau_U = \min\{t \geq 0 : X_t \in U\}$ the hitting time of $U$. When $U = \{v\}$ we simply write $\tau_v$. For an integer $r \geq 0$, the $r$-capacity of $U$ is the probability that a random walk starting from a stationary vertex will hit $U$ in less than $r$ steps, namely

$$\text{Cap}_r(U) = \mathbb{P}_\pi(\tau_U < r). \quad (4)$$

Note that by the union bound,

$$\text{Cap}_r(U) \leq r \pi(U). \quad (5)$$

Also note that for any $U$ we have that $\text{Cap}_r(U)$ is nondecreasing and subadditive in $r$. The following fact will be useful.

**Claim 1.4.** Let $u \in V$, let $U \subseteq V$ be nonempty, let $r \gg \log(n) \cdot t_{\text{mix}}(G)$ and let $t \sim r$. Then, for large enough $n$,

$$\mathbb{P}_u(\tau_U < t) \geq \frac{1}{3} \text{Cap}_r(U).$$

**Proof.** First we show that if $t' \sim r$ then

$$\text{Cap}_{t'}(U) = \mathbb{P}_\pi(\tau_U \leq t') \geq \frac{1}{2} \text{Cap}_r(U). \quad (6)$$

If $t' \geq r$ this follows from the monotonicity of the capacity. Assume that $t' < r$ and write $t' + m = r$. By the subadditivity of the capacity we have

$$\text{Cap}_r(U) \leq \text{Cap}_{t'}(U) + \text{Cap}_m(U).$$

We may assume that $m \leq t'$, hence by monotonicity $\text{Cap}_m(U) \leq \text{Cap}_{t'}(U)$ and (6) follows. Let $s$ be an integer satisfying $\log(n) \cdot t_{\text{mix}}(G) \ll s \ll r$. Since $t-s \sim r$ we have that $d_{\text{TV}}(X_s, \pi) \ll n^{-2}$.
so that we can couple (see, e.g., [15, Proposition 4.7]) $X_s$ with a vertex drawn according to the stationary distribution so that the coupling fails with probability at most $n^{-2}$. Thus, using (6) and the fact that $\text{Cap}_r(U) \geq \pi(U) \gg n^{-2}$ we obtain that

$$\Pr_u(\tau_U < t) \geq \Pr_u(X[s, t] \cap U \neq \emptyset) \geq \text{Cap}_{t-s}(U) - d_{TV}(X_s, \pi) \geq \frac{1}{3} \text{Cap}_{r}(U).$$

1.3 High dimensional graphs

We quickly review some notable examples of high dimensional graphs which satisfy (bal), (mix) and (esc) with universal parameters.

Balanced expanders An expander is a graph with bounded spectral gap. The uniform mixing time of expanders is therefore logarithmic (see, e.g., [15, Theorem 12.4]). In balanced expanders we have, by [15, Eq. (12.13)], that $p_t(u, v)$, for any two vertices $u, v$ and $t \geq 0$, is bounded from above by $c_1n^{-1} + c_2e^{-c_3t}$, for some constants $c_1, c_2, c_3 > 0$, from which (esc) is immediately deduced.

Tori of dimension 5 and above The mixing time of a $d$-dimensional tori on $n$ vertices is at most of order $n^{2/d}$ (see, e.g., [15, Theorem 5.6]), so for $d \geq 5$ we have (mix). In addition, for every vertex $v$ and $t \leq t_{\text{mix}}$, we have $p^t(v, v) \leq Ct^{-d/2}$ for some constant $C > 0$ (see, e.g., [8, Theorem 2.3]), hence (esc) follows.

The hypercube The mixing time of the hypercube on $n$ vertices is $\asymp \log n \cdot \log \log n$ (see, e.g., [15, Section 5.3.1]). In addition, in the nonlazy random walk $p^t(u, u) \leq C \log^{-3} n$ for some constant $C > 0$ and $p^{2t+1}(v, v) = 0$ for every integer $t$. Since in the nonlazy random walk $p^t(v, v)$ is nonincreasing in $t$ and the probability that the lazy random walk of length $t$ makes less than 6 nonlazy steps decays exponentially in $t$, we obtain (esc).

1.4 Sharpness of Theorem 1.1

It is easy to construct a graph which does not satisfy the assumptions of Theorem 1.1 but whose UST is of diameter of order $\sqrt{n}$, for example, the graph formed by connecting two disjoint cliques on $n/2$ vertices by a single edge. Nevertheless, the following examples demonstrate that relaxing any of the assumptions of Theorem 1.1 may result in a UST with diameter which is not of order $\sqrt{n}$.

Let $H$ be a 3-regular expander on $n/\log n$ vertices and consider the graph $G$ obtained by attaching a simple path of length $\log n$ to each of the vertices of $H$. This graph satisfies (bal) and (mix) but not (esc). The diameter of a spanning tree of this graph is $2\log n$ plus the diameter of the tree restricted to $H$. Since the order of the diameter of UST($H$) is typically $\sqrt{n/\log(n)}$ this will be the order of the diameter of UST($G$). The necessity of (bal) is justified by looking at the star graph which has diameter 2 with probability 1 and satisfies both (mix) and (esc). To see that (mix) is necessary, just consider the path on $n$ vertices (In this example (esc) does not hold as well. We do not know of an example in which (bal) and (esc) both hold, but not (mix)).
A slightly different attempt to capture the high-dimensionality assumptions which guarantee mean field behaviour is due to Aldous [1, Page 460]. Recall that \( \tau_v \) is the hitting time of a vertex \( v \). For a vertex \( u \in V \), let

\[
t_u^v = \sum_{v \in V} \pi(v) \mathbb{E}(\tau_v)
\]

be the \textbf{target time} of \( u \). It can be shown (see, e.g., [15, Lemma 10.1]) that it does not depend on the choice of \( u \). The \textbf{relaxation time} of \( G \) is the inverse of its spectral gap and is related to the mixing time and to the Cheeger constant of the graph (see, e.g., [15, Theorem 12.4]).

Aldous conjectured that for every regular graph \( G \) on \( n \) vertices with linear target time and polylogarithmic relaxation time the expected diameter of \( \text{UST}(G) \) is of order \( \sqrt{n} \). However, the class of graphs satisfying these conditions turns out to be slightly too large, as we show in the following counterexample.

Let \( \Gamma_n \) be the graph obtained from \( \mathbb{Z}_4^{\log n} \) by taking two distinguished nonadjacent vertices which will be chosen later, removing 6 edges emanating from each of them and adding a perfect matching between the 6 other endpoints of the removed edges. Let \( G \) be obtained from a 4-regular \( n \)-vertex transitive expander \( H \) by replacing each edge of \( H \) with a copy of \( \Gamma_n \) and mapping the endpoints of the edge to the two distinguished vertices of \( \Gamma_n \). Note that \( G \) is 8-regular. We first show that this graph satisfies the assumption of Aldous and then estimate the diameter of \( \text{UST}(G) \) using a result of Schweinsberg [19] and some basic properties of expanders. This graph has polylogarithmic expansion hence by Cheeger’s inequality (see [15, Theorem 13.10]) we obtain that the relaxation time is also polylogarithmic. To bound the target time, we recall that both in a regular expander and in the 4-dimensional torus [15, Proposition 10.21], the effective resistance between any two vertices is bounded above by a constant. A moment’s reflection shows that the effective resistance in \( G \) between any two vertices is also bounded by a constant.

Therefore, by the commute time identity [15, Proposition 10.7], for every \( u, v \in V(G) \) we have that \( \mathbb{E}_{u}[\tau_v] \) is at most linear in the number of vertices of \( G \) and therefore the target time is at most linear as well.

We will now estimate from below the diameter of \( \text{UST}(G) \). There exists a coupling of \( \text{UST}(H) \) and \( \text{UST}(G) \) such that if we condition on \( \{e_1, \ldots, e_k\} \subseteq \text{UST}(H) \), then the subtrees obtained by restricting \( \text{UST}(G) \) to each of the copies of \( \Gamma_n \) associated with the edges \( \{e_i\}_{i=1}^k \) are i.i.d. with distribution \( \text{UST}(\Gamma_n) \). We condition on the edges of \( \text{UST}(H) \). By [18] and using this coupling, the path between two typical vertices in \( \text{UST}(G) \) passes through \( \asymp \sqrt{n} \) copies of \( \Gamma_n \) with high probability. Using [19], there exist two vertices in \( \Gamma_n \) such that the typical distance between them in \( \text{UST}(\Gamma_n) \) is of order \( \log^2 n (\log \log n)^{1/6} \) with probability bounded away from 0. These are the two points we choose as the distinguished points of \( \Gamma_n \) in the construction described in the previous paragraph. By standard large deviations for i.i.d. variables (e.g., Chernoff bound) we have that with high probability in a constant fraction of the copies of \( \Gamma_n \) along the path between two typical vertices of \( \text{UST}(G) \) the distance between the two distinguished vertices of \( \Gamma_n \) is of order \( \log^2 n (\log \log n)^{1/6} \). This yields that the typical distance between two vertices in \( G \) is with high probability of order at least \( \sqrt{n \log^4 n (\log \log n)^{1/6}} \), rather than the conjectured order of \( \sqrt{n \log^4 n} \).

1.5 Proof outline

The first step in our proof, performed in Section 2, is to sample the \( \text{UST} \) path \( \varphi \) between two random vertices \( u \) and \( v \) and prove that it is typically of length of order \( \sqrt{n} \) and that it is not
too “tightly packed”. This is the statement of Theorem 2.1. The lower bound on the length of $\varphi$ immediately gives the required lower bound on the diameter of Theorem 1.1. A difficulty that arises is that the typical length of the random walk’s path between the endpoints of $\varphi$ is of order $n$, while the length of its loop-erasure is typically much shorter, namely, of order $\sqrt{n}$. This was dealt with in [18] and we borrow their idea as follows. We extend our graph by adding an extra vertex which we call the “sun” and connect it to every vertex of the graph with a weighted edge. It is useful since the forest obtained from the UST of the “sunny” graph by removing any edge touching the sun is stochastically dominated by the UST of the original graph. The time it takes the random walk to visit the sun is geometric with mean of order $\sqrt{n}$. We run a random walk from $u$ until it hits the sun and take its loop-erasure; then we take another random walk from $v$ until it hits the first loop-erasure and argue that these two paths are unlikely to meet at the sun. Thus we are able to sample the path $\varphi$ by running random walks of length at most $\sqrt{n}$ and use the domination property to bound the length of $\varphi$ from above and below.

We also need to show that with high probability $\varphi$ is sufficiently “spread out”. This will be useful for the upper bound on the diameter, see below. We will prove that the $r$-capacity of $\varphi$, when $t_{\text{mix}}(G) \ll r \ll \sqrt{n}$, is of order $rn^{-1/2}$ with high probability, i.e., it has a lower bound which matches the upper bound given in (5) up to multiplicative constants. This roughly means that $\varphi$ looks like a random set of vertices. The path $\varphi$ is of length $\sqrt{n}$ which is much longer than the mixing time (by (mix)), hence different chunks of $\varphi$ are almost independent of each other and occur roughly at uniform and independent locations in $G$. We carefully study the structure of the cutpoints of $\varphi$ — these typically take a positive fraction of $\varphi$ (as we expect in dimensions above 4) — so they alone suffice to constitute the lower bound on the capacity.

For the upper bound we condition on $\varphi$ and consider the order $\sqrt{n}$ trees hanging on it in the UST. We prove that the probability that each tree reaches height $\ell$ is of order at most $\ell^{-1}$. Taking $\ell = A\sqrt{n}$ for some large constant $A$ together with the union bound immediately gives the upper bound on the diameter. To show the $\ell^{-1}$ estimate above we use a variant of Hutchcroft’s [11] construction of the wired uniform spanning forest where the set $\varphi$ plays the role of “$\infty$”. Recall that the Aldous–Broder algorithm (see Section 1.2) ran on the trace of an infinite random walk starting from $\varphi$ (which we contracted to a single vertex) outputs a UST of the graph. We may simulate this random walk by considering a Poisson process on the space $\mathcal{W} \times \mathbb{R}$ where $\mathcal{W}$ is the space of random walk excursions from $\varphi$ to itself. The Aldous–Broder algorithm performed on the concatenation of the excursions which occur after a fixed time $t \in \mathbb{R}$ has the distribution of the UST. Thus we have constructed a stationary process distributed as the UST at each time. This construction allows us to produce a recursive inequality similar to [12] and in the spirit of [13] which yields the required $\ell^{-1}$ bound, see the details in Section 3.3. The fact that $\varphi$ is sufficiently spread-out, is crucially used throughout the proof. For example, it implies that the length of an excursion from $\varphi$ to itself is comparable to the length of its loop-erasure.

2 Lower bound

The goal of this section is to prove the lower bound in Theorem 1.1. To do so we will show that the unique simple path in the UST between two independent stationary points is of order at least $\sqrt{n}$. In fact, for proving the upper bound (in Section 3) it will be of importance to show that this path also has large capacity (meaning, informally, that it is not too “ball-like”).
but that it is not of order larger than \( \sqrt{n} \). This path is distributed as the LERW between these vertices. A difficulty in analysing this LERW is that typically most of the original walk, which is of linear length, does not survive the loop-erasure. We therefore begin by analysing loop-erasures of much shorter random walks in which a positive fraction of the walk typically survives the loop erasure. For that, a couple of definitions and claims about properties of short LERWs are needed.

Throughout this section, \( G = (V, E) \) is a connected graph on \( n \) vertices satisfying (bal), (mix) and (esc) with parameters \( D, \alpha, \theta \), respectively. We assume that the number of vertices \( n \) is large enough. Define the buffer time \( s \) and the run time \( r \) to be

\[
s := n^{1/2-2\alpha/3}, \quad r := n^{1/2-\alpha/3},
\]

which we will use in the rest of this paper. Note that \( s \ll r \ll \sqrt{n} \) and \( s \gg \log(n) \cdot t_{\text{mix}}(G) \).

Let us now state the main theorem of this section.

**Theorem 2.1.** For every \( \varepsilon > 0 \) there exist \( \chi, A > 0 \) depending only on \( D, \alpha, \theta, \varepsilon \) such that the following holds. Let \( u, v \) be two independent stationary points in \( G \), and let \( \varphi \) be the unique simple path between them in \( \text{UST}(G) \). Then,

\[
P(|\varphi| \leq A\sqrt{n} \text{ and } \text{Cap}_r(\varphi) \geq \chi rn^{-1/2}) \geq 1 - \varepsilon.
\]

We remark that the lower bound on the capacity of \( \varphi \) in Theorem 2.1 gives, in view of (5), the needed lower bound on its length. The next two claims show that two independent short random walks starting from the same stationary vertex have positive probability to never intersect.

**Claim 2.2.** Let \( u \) be a stationary vertex and let \( X, Y \) be two independent lazy random walks starting at \( u \). Then, for every vertex \( v \),

\[
E[|\{(i, j) : 0 \leq i, j \leq r \text{ and } X_i = Y_j = v\}|] \preceq n^{-1}.
\]

**Proof.** For any fixed \( i, j \geq 0 \) and \( v \in V \), by reversibility and by (bal),

\[
\sum_{u \in V} \pi(u) \cdot P(X_i = Y_j = v \mid X_0 = Y_0 = u) = \sum_{u \in V} \pi(u) \cdot P_u(X_i = v) \cdot P_u(Y_j = v) \leq \frac{D}{n} \sum_{u \in V} P_v(X_i = u) \cdot P_u(Y_j = v) = \frac{D}{n} p^{i+j}(v, v).
\]

thus by reversibility and Eq. (2),

\[
E[|\{(i, j) : 0 \leq i, j \leq r \text{ and } X_i = Y_j = v\}|] \preceq \frac{2r}{n} \sum_{t=0}^{r} \sum_{i=0}^{t} \sum_{u \in V} \pi(u) \cdot P_u(X_i = Y_{t-i} = v) \leq \frac{D}{n} \sum_{t=0}^{2r} \sum_{i=0}^{t} p^i(v, v) \leq \frac{D(\theta + 2D)}{n}.
\]

**Claim 2.3.** Let \( u \) be a stationary vertex and let \( X, Y \) be two independent lazy random walks starting at \( u \). Then,

\[
P(X[0, r] \cap Y[1, r] = \emptyset) \geq 1.
\]
Proof. First note that by (bal), (mix), Eq. (1) and the union bound,

\[ P(\exists i, j : 0 < i, j \leq 2r, \max\{i, j\} > r, X_i = Y_j) \leq 6r^2 D/n \ll 1. \]

Call a pair \((i, j)\), for \(0 \leq i, j \leq r\), a **last intersection**, if \(X_i = Y_j\) and for every \(i \leq t_1 \leq 2r\) and \(j < t_2 \leq 2r\) it holds that \(X_{t_1} \neq Y_{t_2}\). Thus, with probability greater than \(1/2\), there exists a last intersection, thus the expected number of last intersections is greater than \(1/2\). On the other hand,

\[ P((i, j) \text{ is a last intersection}) \leq \sum_{v \in V} P(X[0, r] \cap Y[1, r] = \emptyset | X_0 = Y_0 = v) \cdot P(X_i = Y_j = v), \]

thus by Claim 2.2 and by (bal),

\[
\frac{1}{2} \leq E[\{(i, j) : (i, j) \text{ is a last intersection}\}]
\]

\[
\leq \sum_{v \in V} P(X[0, r] \cap Y[1, r] = \emptyset | X_0 = Y_0 = v) \cdot \sum_{i, j=0}^r P(X_i = Y_j = v)
\]

\[
= n \cdot \sum_{v \in V} \pi(v) \cdot P(X[0, r] \cap Y[1, r] = \emptyset | X_0 = Y_0 = v) \cdot n^{-1}
\]

\[ = P(X[0, r] \cap Y[1, r] = \emptyset), \]

and the claim follows. \(\square\)

### 2.1 Cut points and capacity

Let \(X = (X_0, \ldots, X_L)\) be a fixed walk of length \(L\). We say that an integer \(0 \leq t < L\) is a **cut time** of \(X\) if \(X[0, t] \cap X[t + 1, L] = \emptyset\). We observe that if \(t\) is a cut time of \(X\), then \(X_t \in \text{LE}(X[0, L])\). Denote the set of cut times of \(X\) by \(\text{CT}(X)\) and let \(\text{CP}(X) = X[\text{CT}(X)]\) be the set of **cut points** of \(X\). For every \(1 \leq i \leq \lfloor L/r \rfloor\) define

\[ B_i(X) = X[(i-1)r, ir - s], \quad A_i(X) = X[(i-1)r + s, ir - 2s). \] (8)

The next claim essentially states that the capacity of the loop-erasure of a random walk whose length is a small constant times \(\sqrt{n}\) is large enough.

**Claim 2.4.** There exist a nonnegative function \(f(n, \beta)\) satisfying \(\lim_{\beta \to 0} \lim_{n \to \infty} f(n, \beta) = 0\) and a constant \(c > 0\), both depending only on \(D, \alpha\) and \(\theta\), such that the following holds. Let \(X\) be a lazy random walk of length \(\beta \sqrt{n}\) starting from a stationary vertex and set \(N = \lfloor \beta \sqrt{n}/r \rfloor\). Then with probability at least \(1 - f(n, \beta)\) we have

\[
\text{Cap}_r \left( \bigcup_{i=1}^N (\text{CP}(B_i(X)) \cap A_i(X)) \right) \geq c \frac{\beta r}{\sqrt{n}} \quad \text{and} \quad \bigcup_{i=1}^N (\text{CP}(B_i(X)) \cap A_i(X)) \subseteq \text{LE}(X),
\]

so that

\[ P(\text{Cap}_r(\text{LE}(X)) \geq c \beta r/\sqrt{n}) \geq 1 - f(n, \beta). \]
The idea of the proof is as follows. We first show that with high probability there are no loops of size larger than \( s \) in \( X \). Then, we divide the walk into small runs of size \( r - s \), separated by buffers of size \( s \) (these are the sets \( B_i(X) \) defined in (8)). We look at the cut times of any of these runs. If indeed there are no loops of size larger than \( s \), then every cut time which is not in the \( s \)-long prefix or suffix of the run survives the loop-erasure of \( X \). Then, in order to estimate the capacity of this loop-erasure, we show that the sum of the capacities of the sets of cut points in these runs is typically of the right order. Since with high probability these runs are “far” from one another, this sum estimates well the capacity of the loop-erasure of \( X \). This is the content of the next two claims.

To ease notation, set
\[
q = r/\sqrt{n} = n^{-\alpha/3}.
\]

Claim 2.5. Let \( X \) be a lazy random walk of length \( r - 1 \) starting from a stationary vertex. Then
\[
\mathbb{E}[\text{Cap}_r(\text{CP}(X))] \geq q^2.
\]

Proof. Let \( Y \) be a lazy random walk starting from a stationary vertex, independent of \( X \). We then have
\[
\mathbb{E}[\text{Cap}_r(\text{CP}(X))] = \mathbb{P}(\text{CP}(X) \cap Y \neq \emptyset).
\]

For \( 0 \leq i, j < r \) let \( I_{ij} \) be the indicator of the event \( \{X_i = Y_j\} \) and let \( J_{ij} \) be the indicator of the event \( \{I_{ij} \text{ and } X_i \in \text{CP}(X)\} \). Let \( I = \sum_{i,j} I_{ij} \) and \( J = \sum_{i,j} J_{ij} \). By Claim 2.3, for every \( 0 \leq i < r \) we have \( \mathbb{P}(i \in \text{CT}(X)) \geq 1 \) (where the implicit constant does not depend on \( i \)). Hence, using (bal),
\[
\mathbb{E}[J_{ij}] \geq \sum_{v \in V} \mathbb{P}(X_i = Y_j = v \text{ and } i \in \text{CT}(X))
= \sum_{v \in V} \mathbb{P}(X_i = Y_j = v)\mathbb{P}(i \in \text{CT}(X) \mid X_i = Y_j = v)
\geq \frac{1}{Dn} \sum_{v \in V} \mathbb{P}(X_i = v)\mathbb{P}(i \in \text{CT}(X) \mid X_i = v) \geq n^{-1},
\]
and it follows that \( \mathbb{E}J \geq q^2 \). We turn to bound the second moment of \( J \). Observing that \( 0 \leq J \leq I \), it suffices to bound the second moment of \( I \) instead. Suppose that \( i', j' \) are such that \( |i' - i| = k_i \) and \( |j' - j| = k_j \). Then
\[
\mathbb{E}[J_{ij}I_{i'j'}] = \sum_{u, v \in V} \mathbb{P}(X_i = Y_j = u \text{ and } X_{i'} = Y_{j'} = v)
\leq \sum_{u \in V} \mathbb{P}(X_i = Y_j = u) \sum_{v \in V} \mathbb{P}(X_{i'} = Y_{j'} = v \mid X_i = Y_j = u)
\leq \sum_{u \in V} \mathbb{P}(X_i = Y_j = u) \sum_{v \in V} Dp^{k_i}(u, v)p^{k_j}(v, u) \leq D \sum_{u \in V} \pi^2(u)p^{k_i+k_j}(u, u).
\]
We sum over all \( i, j, i', j' \) to obtain
\[
\mathbb{E}[J^2] \leq \mathbb{E}[I^2] \leq 4Dr^2 \sum_{u \in V} \pi^2(u) \sum_{t=0}^{2r} (t + 1)p^t(u, u).
\]
From Eq. (2) we obtain that the second sum is bounded by $\theta + 2D$. We then have that

$$\mathbb{E}[J^2] \leq 4Dr^2(\theta + 2D) \sum_{u \in V} \pi^2(u) \leq q^2.$$ 

Hence, by Paley–Zigmund inequality,

$$\mathbb{P}(J > 0) \geq \frac{\mathbb{E}^2[J]}{\mathbb{E}[J^2]} \geq q^2.$$ 

The result follows since $\mathbb{P}(J > 0) = \mathbb{E}[\text{Cap}_r(\text{CP}(X))]$.

Define the $r$-closeness of two vertex sets $U_1, U_2$ by

$$\text{Close}_r(U_1, U_2) = \mathbb{P}(\tau_{U_1} < r \text{ and } \tau_{U_2} < r).$$

**Claim 2.6.** Let $Y$ and $Z$ be two independent lazy random walks of length $r - 1$ starting from two independent stationary vertices. Then,

$$\mathbb{E}[\text{Close}_r(Y, Z)] \leq q^4.$$

**Proof.** Let $X$ be a lazy random walk, independent of $Y$ and $Z$, starting from an independent stationary vertex. Throughout the proof, the notation $\tau$ refers to the random walk $X$. We would like to bound $\mathbb{P}(\tau_Y < r \text{ and } \tau_Z < r)$. Indeed, by symmetry,

$$\mathbb{P}(\tau_Y < r \text{ and } \tau_Z < r) \leq 2\mathbb{P}(\exists t_1 < t_2 < r : X_{t_1} \in Y, X_{t_2} \in Z).$$

Conditioning on $Z$ and partitioning according to the hitting vertex in $Y$ we have

$$\mathbb{P}(\exists t_1 < t_2 < r : X_{t_1} \in Y, X_{t_2} \in Z | Z) \leq \sum_{v \in V} \mathbb{P}(\tau_v = \tau_Y < r)\mathbb{P}_v(\tau_Z < r | Z).$$

By the union bound, $\mathbb{P}(\tau_v = \tau_Y < r) \leq r^2\pi^2(v)$, hence, using (bal),

$$\sum_{v \in V} \mathbb{P}(\tau_v = \tau_Y < r)\mathbb{P}_v(\tau_Z < r | Z) \leq \sum_{v \in V} r^2\pi^2(v)\mathbb{P}_v(\tau_Z < r | Z) \leq r^2 \cdot \frac{D}{n} \sum_{v \in V} \pi(v)\mathbb{P}_v(\tau_Z < r | Z) \leq Dq^2 \cdot \text{Cap}_r(Z),$$

and the result follows since by (5) we have $\text{Cap}_r(Z) \leq r\pi(Z) \leq q^2$. 

To prove Claim 2.4, we will also need the following classical lemma by Hoeffding.

**Lemma 2.7 (Hoeffding, [10, Theorem 1]).** Let $M > 0$, and suppose $\{J_i\}_{i=1}^k$ is a family of independent random variables with $0 \leq J_i \leq M$. Then, for every $0 < x < M - \mathbb{E}[\sum_{i=1}^k J_i]/k$,

$$\mathbb{P}\left(\left|\sum_{i=1}^k (J_i - \mathbb{E}[J_i])\right| > kx\right) \leq 2\exp\left(-2k\frac{x^2}{M}\right).$$
Proof of Claim 2.4. We begin by bounding the probability that there is a loop of size larger than \( s \) in \( X \). This follows from Eq. (1) and the union bound:
\[
\mathbb{P}(\exists i, j : |i - j| > s, \, X_i = X_j) \leq (\beta \sqrt{n})^2 \cdot 2D/n \leq \beta^2.
\]
Therefore, with probability tending to 1 as \( \beta \) tends to 0 we obtain
\[
\bigcup_{i=1}^{N}(\text{CP}(B_i(X)) \cap A_i(X)) \subseteq \text{LE}(X).
\]

The sequence of runs \( \langle B_i(X) \rangle \) are nearly independent random walks with initial distribution \( \pi \). Indeed, because they are separated by buffers of length \( s \), if we condition on \( B_i(X) \) the distribution of \( X_{(i+1)r} \), the starting position of \( B_{i+1}(X) \), is \( n^{-2} \)-far from \( \pi \) in total variation distance. Define the process \( Y \) as follows. For \( 0 \leq i < N \) we sample \( Y_{ir} \sim \pi \) independently, and let \( (Y_{ir+j})_{j=0}^{r-1} \) be a lazy random walk on \( G \). That is, \( Y \) is a concatenation of \( N \) independent lazy random walk starting from the stationary distribution. By the discussion above we may couple \( X \) and \( Y \) such that
\[
\mathbb{P}(\forall i : B_i(Y) = B_i(X)) \geq 1 - N \cdot n^{-2}.
\]
That is, if we neglect an error which, for \( n \) large enough, is bounded by \( N \cdot n^{-2} \), we can get our estimations on \( \langle B_i(X) \rangle \) by analysing \( Y \), which has the property that \( \langle B_i(Y) \rangle \) are i.i.d. lazy random walks on \( G \) starting from the stationary distribution. We now show that the sum of \( \text{Cap}_r(\text{CP}(B_i(X)) \cap A_i(X)) \) over \( i \) is large, using the coupling between \( X \) and \( Y \). We use Hoeffding’s lemma (Lemma 2.7) with the random variables \( J_i = \text{Cap}_r(\text{CP}(B_i(Y)) \cap A_i(Y)) \). By Claim 2.5 we have that \( \mathbb{E}[J_i] \geq q^2 \). By (5) we have \( J_i \leq Dq^2 \). We obtain
\[
\mathbb{P}
\left(\sum_{i=1}^{N}(J_i - \mathbb{E}[J_i]) > Nq^{9/4}\right) \leq 2\exp\left(-2N\left(\frac{q^{9/4}}{2Dr^2n^{-1}}\right)^2\right) \leq 2\exp\left(-c_1\beta q^{-1/2}\right),
\]
for some \( c_1 = c_1(D, \alpha, \theta) \). Therefore, with probability larger than \( 1 - 2\exp(-c_1\beta q^{-1/2}) \) we have
\[
\sum_{i=1}^{N} \text{Cap}_r(\text{CP}(B_i(Y)) \cap A_i(Y)) \geq \beta q.
\]

We would like to show that this sum estimates well enough (from below) the capacity of \( \text{LE}(X) \). By a simple inclusion-exclusion argument, we have
\[
\text{Cap}_r\left(\bigcup_{i=1}^{N}\text{CP}(B_i(X)) \cap A_i(X)\right) \geq \sum_{i=1}^{N} \text{Cap}_r(\text{CP}(B_i(X)) \cap A_i(X)) - \sum_{i \neq j} \text{Close}_r(B_i(X), B_j(X)).
\]

Therefore, on the event that there are no loops of size larger than \( s \),
\[
\text{Cap}_r(\text{LE}(X)) \geq \sum_{i=1}^{N} \text{Cap}_r(\text{CP}(B_i(X)) \cap A_i(X)) - \sum_{i \neq j} \text{Close}_r(B_i(X), B_j(X)).
\]
We use the coupling between $X$ and $Y$ once more and bound from above $\text{Close}_r(B_i(Y), B_j(Y))$ for $i \neq j$. It follows from Claim 2.6 that $\mathbb{E}[\text{Close}_r(B_i(Y), B_j(Y))] \leq q^4$. Hence

$$\mathbb{E} \left[ \sum_{i \neq j} \text{Close}_r(B_i(Y), B_j(Y)) \right] \leq N^2 q^4 \asymp \beta^2 q^2.$$  

Then using Markov’s inequality,

$$\mathbb{P} \left( \sum_{i \neq j} \text{Close}_r(B_i(Y), B_j(Y)) > q^{3/2} \right) \leq \beta q^{1/2}. \quad (12)$$

We sum the errors by restricting to walks with no loops of size larger than $s$ using (9), in which the coupling succeeds using (10), with large capacity as in (11) and small closeness as in (12) to obtain that with probability $1 - f(n, \beta)$, for $f(n, \beta)$ which tends to 0 as $n \to \infty$ and $\beta \to 0$, we have that

$$\text{Cap}_r(\text{LE}(X)) \geq \text{Cap}_r \left( \bigcup_{i=1}^N \text{CP}(B_i(X)) \cap A_i(X) \right) \geq \beta q. \quad \square$$

### 2.2 The sunny network

Let $\text{Cap}_r(\cdot)$ denote the $r$-capacity as defined in (4), where $r = r(\alpha)$ is as defined in (7). For $\beta > 0$, let $G^*_\beta := (G^*, w_\beta)$ be the network obtained from the graph $G$ in the following way. First, add a vertex $\rho$, called the sun, to the vertex set of $G$. Then, for every $u \in V$ we add the edge $\{u, \rho\}$ to $G^*$, assigning it edge weight so that the probability to move to $\rho$ from $u$ in the lazy random walk would be $\beta^2 n^{-1/2}$. This is achieved by setting

$$w_\beta(\{u, \rho\}) = \frac{2 \beta^2 \deg_G(u)}{\sqrt{n} - 2 \beta^2}$$

and $w_\beta(\{u, v\}) = 1$ for every $\{u, v\} \in E$. We call $G^*_\beta$ the sunny network associated with $G$ (with parameter $\beta$). Note that if $X$ is the lazy random walk on $G^*_\beta$, conditioning on $\tau_\beta = m$ for some $m \geq 1$, the walk $X[0, m]$ is distributed as the lazy random walk of length $m - 1$ on $G$.

A classical fact [16, Lemma 10.3] says that if $G$ is a connected subnetwork of $G^*_\beta$, then we can couple the weighted UST measure on $G$ and the weighted UST measure on $G^*_\beta$ such that the weighted UST of $G^*_\beta$, restricted to the edge set of $G$, is a subset the weighted UST of $G$. Let $\varphi^*$ be the unique simple path between two stationary points $u, v$ in UST($G^*_\beta$). We show that as $\beta$ tends to 0 the probability that $\varphi^*$ contains the sun diminishes, hence by this coupling $\varphi^*$ is the unique simple path between $u$ and $v$ in UST($G$). The general approach is to run a random walk from $u$ until it hits the sun, analyse the length and capacity of its loop-erasure, then run a random walk from $v$ until it hits that loop-erasure, and analyse its loop-erasure as well.

**Claim 2.8.** There exist a nonnegative function $f(n, \beta)$ satisfying $\lim_{\beta \to 0} \lim_{n \to \infty} f(n, \beta) = 0$ and a constant $c > 0$, both depending only on $D$, $\alpha$ and $\theta$, such that the following holds. Let $X$ be a lazy random walk on $G^*_\beta$ starting from a stationary vertex of $G$ and terminated 1 step before first hitting $\rho$. Then with probability at least $1 - f(n, \beta)$ we have

$$\text{Cap}_r(\text{LE}(X)) \geq c \beta r / \sqrt{n} \text{ and } |\text{LE}(X)| \leq \sqrt{n}/\beta^3.$$
Proof. We first note that since $\tau_\rho$ (the first hitting time to $\rho$) is a geometric random variable with mean $n/b^2$, we have that $\Pr(\tau_\rho \leq \beta \sqrt{n}) \leq \beta^3$. We restrict ourselves to the event $\{\tau_\rho > \beta \sqrt{n}\}$. Denote $m = \tau_\rho - \beta \sqrt{n} - 1$ and divide the walk to a prefix $X[0,m]$ and a $\beta \sqrt{n}$-long suffix $X[m, \tau_\rho]$. We distinguish between two cases according to whether or not the capacity of the loop-erasure of the prefix is larger than $2c\beta r/\sqrt{n}$, where $c = c(D, \alpha, \theta)$ is the constant obtained from Claim 2.4. Write

$$F^* = \{\mathrm{Cap}_r(\mathrm{LE}(X[0,m])) \geq 2c\beta r/\sqrt{n} \text{ and } \tau_\rho \geq \beta \sqrt{n}\}.$$ 

First, we suppose that $F^*$ holds. In this case, we will find a part of the loop-erasure of the prefix that the suffix avoids. This part will thus survive the loop-erasure and contribute $c\beta r/\sqrt{n}$ to its capacity. Let $t$ be the smallest integer such that $\mathrm{LE}(X[0,m])[0,t]$ has capacity larger than $c\beta r/\sqrt{n}$. For brevity, denote $U = \mathrm{LE}(X[0,m])[0,t]$. By the subadditivity of the capacity we have that

$$\mathrm{Cap}_r(U) \leq \mathrm{Cap}_r(\mathrm{LE}(X[0,m])[0,t]) + \mathrm{Cap}_r(\mathrm{LE}(X[0,m])[t]) \leq c\beta r/\sqrt{n} + Dr/n \leq 2c\beta r/\sqrt{n}.$$ 

Recall that $\{\lambda(X[0,m])\}_i$ are the times contributing to the loop-erasure of $X[0,m]$. The subadditivity of the capacity also implies that the length of $\mathrm{LE}(X[0,m])$ has to be larger than $t - 1 + c\beta \sqrt{n}/D$. Hence on $F^*$, for large enough $n$,

$$\lambda(X[0,m])_t \leq m - \frac{c\beta \sqrt{n}}{2D}.$$ 

We will now show that with high probability $U$ does not intersect the suffix $X[m, \tau_\rho]$ and hence survives the loop-erasure of $X[0,m]$. We apply (mix) and use the fact that conditioned on $\tau_\rho$, the walk $X[0, \tau_\rho]$ is distributed as the lazy random walk on $G$. We then have by Eq. (1)

$$\Pr(F^* \text{ and } U \cap X[m, m+s] \neq \emptyset) \leq \Pr(X[m, m+s] \cap X[0, m-c\beta \sqrt{n}/(2D)] \neq \emptyset) \leq \mathbb{E}[1(X[m, m+s] \cap X[0, m-c\beta \sqrt{n}/(2D)] \neq \emptyset) | m] \leq \frac{2Ds\mathbb{E}[^{\tau_\rho}]}{n} \leq \frac{2Ds}{\beta^2 \sqrt{n}}.$$ 

Therefore there is a low probability that $U$ intersects $X[m, m+s]$. We will show it has a low probability of intersecting $X[m+s, \tau_\rho]$. By (3), every $r$-long part of the walk $X[m+s, \tau_\rho]$ has a probability of at most $\mathrm{Cap}_r(U) + n^{-2}$ to hit $U$. We divide $X[m+s, \tau_\rho]$ into $[(\beta \sqrt{n}-s)/r]$ sub-runs of length $r$. Conditioning on $F^*$, the expected numbers of such runs that intersect $U$ is bounded by $(\beta \sqrt{n}/r) \cdot (3c\beta r/\sqrt{n}) = 3c\beta^2$. Then,

$$\Pr(F^* \text{ and } \mathrm{Cap}_r(\mathrm{LE}(X)) < c\beta r/\sqrt{n}) \leq \Pr(F^* \text{ and } U \not\subseteq \mathrm{LE}(X)) \leq 2Ds/(\beta^2 \sqrt{n}) + 3c\beta^2.$$ 

We now analyse the second case. Denote

$$F_* = \{\mathrm{Cap}_r(\mathrm{LE}(X[0,m])) < 2c\beta r/\sqrt{n} \text{ and } \tau_\rho \geq \beta \sqrt{n}\}.$$ 

On $F_*$ a lazy random walk of length $\beta \sqrt{n}$ starting from a stationary vertex hits $\mathrm{LE}(X[0,m])$ with probability at most $2c\beta^2$. Since the distribution of $X_{m+s}$ conditioned on $X[0,m]$ is close to stationarity (as in (3)) we have

$$\Pr(F_* \text{ and } X[m+s, \tau_\rho] \cap \mathrm{LE}(X[0,m]) \neq \emptyset) \leq 2c\beta^2 + n^{-2}. \quad (13)$$
Moreover, the probability that there is a loop of size at least \( s \) in the last \( \beta \sqrt{n} \) steps of the walk is smaller than \( D \beta^2 \). Set \( N = \lfloor (\beta \sqrt{n} - s)/r \rfloor \). Suppose \( F_* \) holds but the event in (13) does not hold. Suppose further that there is no loop of size \( s \) in the suffix. In that case, for every \( 1 \leq i \leq N \) we have that

\[
\text{CP}(B_i(X[m + s, \tau_\rho])) \cap A_i(X[m + s, \tau_\rho]) \subseteq \text{LE}(X).
\]

By Claim 2.4, there exists a function \( f_1(n, \beta) \) satisfying \( \lim_{\beta \to 0} \lim_{n \to \infty} f_1(n, \beta) = 0 \) depending only on \( D, \alpha \) and \( \theta \), such that

\[
\Pr \left( \text{Cap}_r \left( \bigcup_{i=1}^N \text{CP}(B_i(X[m + s, \tau_\rho])) \cap A_i(X[m + s, \tau_\rho]) \right) \geq \frac{c \beta r}{\sqrt{n}} \right) \geq 1 - f_1(n, \beta).
\]

We sum all errors in the two cases to obtain

\[
\Pr(\text{Cap}_r(\text{LE}(X)) < c \beta r/\sqrt{n}) \leq 2Ds/(\beta^2 \sqrt{n}) + 3c\beta^2 + D\beta^2 + 2c\beta^2 + n^{-2} + f_1(n, \beta).
\]

For the upper bound on the length of \( \text{LE}(X) \), we use Markov’s inequality to obtain

\[
\Pr(|\text{LE}(X)| \geq \sqrt{n}/\beta^3) \leq \Pr(\tau_\rho \geq \sqrt{n}/\beta^3) \leq \beta.
\]

Therefore with probability \( 1 - f(n, \beta) \) for \( f(n, \beta) \) which satisfies \( \lim_{\beta \to 0} \lim_{n \to \infty} f(n, \beta) = 0 \) we have that \( \text{Cap}_r(\text{LE}(X)) \geq \beta r/\sqrt{n} \) and \( |\text{LE}(X)| \leq \sqrt{n}/\beta^3 \).

We now know that the loop-erased random walk from a stationary vertex to the sun behaves nicely, and we turn to analyse the loop-erasure of an independent random walk starting from an independent stationary vertex that terminates when it hits the first loop-erasure.

**Claim 2.9.** There exist a nonnegative function \( f(n, \beta) \) satisfying \( \lim_{\beta \to 0} \lim_{n \to \infty} f(n, \beta) = 0 \) and a constant \( c > 0 \), both depending only on \( D, \alpha \) and \( \theta \), such that the following holds. Let \( X \) be a lazy random walk on \( G_\beta \) starting from a stationary vertex of \( G \) and terminated when first hitting \( \rho \). Let \( Y \) be an independent lazy random walk on \( G_\beta \) starting from an independent stationary vertex of \( G \) and terminated when hitting \( \text{LE}(X) \). Then with probability at least \( 1 - f(n, \beta) \) we have

\[
Y_{|\text{LE}(X)|} \neq \rho \quad \text{and} \quad \text{Cap}_r(\text{LE}(Y)) \geq c \beta^4 r/\sqrt{n} \quad \text{and} \quad |\text{LE}(Y)| \leq \sqrt{n}/\beta^3.
\]

**Proof.** We denote \( W = \text{LE}(X) \setminus \{\rho\} \) for brevity. By Claim 2.8 we have that \( \text{Cap}_r(W) \geq c \beta r n^{-1/2} \) and \( |W| \leq \beta^{-3} n^{1/2} \) with probability \( 1 - f_2(n, \beta) \), for a constant \( c > 0 \) and a function \( f_2 \) which satisfies \( \lim_{\beta \to 0} \lim_{n \to \infty} f_2(n, \beta) = 0 \), both depending only on \( D, \alpha \) and \( \theta \). We condition on this event and we let \( \tau^Y_W \) be the hitting time of the random walk \( Y \) in a set \( W \). Using Claim 1.4, for every \( j \geq 0 \) we have

\[
\Pr(\tau^Y_W > jr) \leq \left( 1 - \frac{c \beta r}{3 \sqrt{n}} \right)^j.
\]
Conditioning on \( \{ \tau_W > jr \} \), for every \( t > jr \) we have \( \mathbb{P}(X_t = \rho) = \beta^2/\sqrt{n} \). We then have

\[
\mathbb{P}(\tau^Y_\rho < \tau^Y_W) \leq \sum_{j=0}^{\infty} \mathbb{P}(jr \leq \tau^Y_\rho \leq (j+1)r \text{ and } \tau^Y_W > jr) \\
\leq \sum_{j=0}^{\infty} \mathbb{P}(jr < \tau^Y_\rho \leq (j+1)r | \tau^Y_W > jr) \cdot \mathbb{P}(\tau^Y_W > jr) \\
\leq \sum_{j=0}^{\infty} \frac{\beta^2r}{\sqrt{n}} \cdot \left(1 - \frac{c\beta r}{3\sqrt{n}}\right)^j \leq \beta.
\]

We will now show that \( \text{Cap}_r(\text{LE}(Y)) \geq \beta^4 r/\sqrt{n} \) with high probability. Indeed, by the union bound, \( \mathbb{P}(\tau^Y_{\text{LE}(X)} \leq \beta^4 \sqrt{n}) \leq \beta^4 \sqrt{n} \cdot D|W|/n + \beta^6 \leq D\beta \). By Markov’s inequality

\[
\mathbb{P}(\tau^Y_{\text{LE}(X)} > \sqrt{n}/\beta^3) \leq \mathbb{P}(\tau^Y_\rho > \sqrt{n}/\beta^3) \leq \beta.
\]

We thus restrict ourselves to the event

\[
\{ \beta^4 \sqrt{n} < \tau^Y_{\text{LE}(X)} \leq \beta^{-3} \sqrt{n} \}.
\] (14)

We analyse the walk \( Y[0, \beta^4 \sqrt{n}] \). By Claim 2.4, we have that \( \text{Cap}_r(\text{LE}(Y[0, \beta^4 \sqrt{n}])) \geq \beta^4 r/\sqrt{n} \) with probability larger than \( 1 - f_1(n, \beta) \), for \( f_1 \) which satisfies \( \lim_{\beta \to 0} \lim_{n \to \infty} f_1(n, \beta) = 0 \). We would like to show that most of \( \text{LE}(Y[0, \beta^4 \sqrt{n}]) \) survives the loop-erasure of \( Y[0, \tau_{\text{LE}(X)}] \). On the event in (14), the probability that \( Y[0, \beta^4 \sqrt{n} - s] \) intersects \( Y[\beta^4 \sqrt{n}, \tau^Y_{\text{LE}(X)}] \) is bounded by

\[
\mathbb{E}\left[ \#\{(i, j) \mid Y_i = Y_j, \ 0 \leq i \leq \beta^4 \sqrt{n} - s, \ \beta^4 \sqrt{n} \leq j \leq \tau^Y_{\text{LE}(X)}\} \right] \leq D\beta.
\]

Finally, the expected number of loops of size larger than \( s \) in the first \( \beta^4 \sqrt{n} \) is smaller than \( D\beta^8 \). When all these events occur, we have that \( \text{LE}(Y[0, \beta^4 \sqrt{n} - s]) \cap Y[0, \beta^4 \sqrt{n}] \subseteq \text{LE}(Y) \). We therefore have that with probability larger than \( 1 - f(n, \beta) \) that \( \text{Cap}(\text{LE}(Y)) \geq c\beta^4 r/\sqrt{n} \), that \( Y_{\tau_{\text{LE}(X)}} \neq \rho \) and \( |\text{LE}(Y)| \leq \sqrt{n}/\beta^3 \), for \( f \) which satisfies \( \lim_{\beta \to 0} \lim_{n \to \infty} f(n, \beta) = 0 \). □

We are now ready to prove the main theorem of this section.

Proof of Theorem 2.1. Let \( \varepsilon > 0 \). Let \( G_\beta^* \) be the sunny network associated with \( G \) (with parameter \( \beta \), to be chosen later). We couple \( \text{UST}(G), \text{UST}(G_\beta^*) \) as described in the beginning of the section. Sample two independent stationary points \( u \) and \( v \) from \( V \), and let \( \varphi \) and \( \varphi^* \) be the simple paths between them in \( \text{UST}(G), \text{UST}(G_\beta^*) \), respectively. It follows that \( \varphi = \varphi^* \) if and only if \( \rho \notin \varphi^* \). By Claims 2.8 and 2.9 there exist \( \varepsilon > 0 \) such that for large enough \( n \),

\[
\mathbb{P}\left( \varphi = \varphi^* \text{ and } |\varphi^*| \leq 2\sqrt{n}/\beta^{-3} \text{ and } \text{Cap}_r(\varphi^*) \geq c\beta^4 n^{-1/2} \right) \geq 1 - \varepsilon.
\]

The result follows by taking \( A = 2\beta^{-3} \) and \( \chi = c\beta^4 \). □

Proof of the lower bound in Theorem 1.1. Let \( \varepsilon > 0 \), let \( u, v \) be two independent stationary points and let \( \varphi \) be the unique simple path between them in \( \text{UST}(G) \). By (5) and Theorem 2.1 we have that with probability at least \( 1 - \varepsilon \),

\[
\text{diam}(\text{UST}(G)) \geq |\varphi| \geq \frac{\text{Cap}_r(\varphi) \cdot n}{rD} \geq \frac{\chi\sqrt{n}}{D}.
\] □
3 Upper bound

Let $G = (V, E)$ be a connected graph on $n$ vertices, satisfying (bal), (mix) and (esc) with parameters $D, \alpha, \theta$ respectively. The goal of this section is to prove the upper bound of Theorem 1.1. To do so, we will show that under certain size and capacity assumptions on a given set of vertices $W$, the diameter of the UST of $G/W$ — the graph obtained from $G$ by contracting $W$ into a single vertex — is of order at most $\sqrt{n}$. This will be helpful to bound the diameter of $\text{UST}(G)$ by setting $W$ to be the set of vertices in the unique simple path in $\text{UST}(G)$ between two independent stationary vertices which satisfies, according to Section 2, the necessary assumptions.

Let $\text{Cap}_r(\cdot)$ denote the $r$-capacity as defined in (4), where $r = r(\alpha)$ is as defined in (7).

**Theorem 3.1.** For every $\chi, A, \varepsilon > 0$ there exists $C = C(D, \alpha, \theta, \chi, A, \varepsilon)$ such that if $W$ is a vertex set satisfying $|W| \leq A \sqrt{n}$ and $\text{Cap}_r(W) \geq \chi r / \sqrt{n}$ then

$$
P(\text{diam}(\text{UST}(G/W)) \geq C \sqrt{n}) \leq \varepsilon.
$$

For a nonempty vertex set $W$, denote

$$
p^t_W(u, v) = P(X_t = v \text{ and } X[0, t] \cap W = \emptyset | X_0 = u),
$$
and define the $W$-bubble sum by

$$
B_W(G) := \sum_{t=0}^{\infty} (t+1) \sup_{v \in V} p^t_W(v, v).
$$

As the random walk on $G$ is an irreducible Markov chain on a finite state space, we have that $P(X[0, t] \cap W = \emptyset)$ decays exponentially in $t$. Hence, $B_W(G)$ is finite.

**Claim 3.2.** Let $W$ be a nonempty vertex set. Let $\ell \geq 1$ be an integer and let $\langle \gamma \rangle^\ell_{i=0}$ be a simple path of length $\ell$, such that $v = \gamma_0, \ldots, \gamma_{\ell-1} \notin W$ and $\gamma_\ell = u \in W$. Then, for a lazy random walk $X$ from $v$ to $W$,

$$
E[\tau_u | \text{LE}(X[0, \tau_W]) = \gamma, \tau_u = \tau_W] \leq \ell \cdot B_W(G).
$$

**Proof.** We set $\text{loops}_k^W(W)$ to be the set of loops (closed walks) starting and ending at $\gamma_k$ that do not hit $\gamma[0, k-1] \cup W$. Let $\langle Y_t \rangle$ be the lazy random walk on $G$ and consider the following weight $w$ assigned to every finite loop $\varphi \in \text{loops}_k^W(W)$,

$$
w(\varphi) = P_{\gamma_k}(Y[0, |\varphi|] = \varphi) = \prod_{i=0}^{\ell-1} p(\varphi_i, \varphi_{i+1}).
$$

Denote

$$
Z_k := \sum_{\varphi \in \text{loops}_k^W(W)} w(\varphi).
$$

The quantity $Z_k$ equals to the expected number of visits to $\gamma_k$ before hitting $\gamma[0, k-1] \cup W$. As the random walk on $G$ is an irreducible Markov chain on a finite state space, $Z_k$ is finite. We observe that $Z_k \geq 1$ since the loop of length 0 contributes 1 to $Z_k$. Recall that $\langle \lambda_i(X[0, \tau_W]) \rangle_i$ are the times contributing to the loop-erasure of $X[0, \tau_W]$. Conditioning
on \(X[0, \lambda_k(X[0, \tau_W])]\), on \(\text{LE}(X[0, \lambda_k(X[0, \tau_W])]) = \gamma[0, k]\) and on \(\tau_u = \tau_W\), the conditional distribution of \(X[\lambda_k(X[0, \tau_W]), \tau_u]\) is equal to the distribution of a random walk started at \(X_{\lambda_k(X[0, \tau_W])}\) conditioned to hit \(u\) before it hits any other vertex of \(W\) or any vertex of \(\gamma[0, k - 1]\). Therefore,

\[
P_v(X[\lambda_k, \lambda_{k+1} - 1] = \varphi \mid \text{LE}(X[0, \tau_W]) = \gamma, \ \tau_u = \tau_W) = \frac{\mathbf{w}(\varphi) \cdot 1_{\{\varphi \in \text{loops}_k^W(W)\}}}{Z_k} \leq \mathbf{w}(\varphi) \cdot 1_{\{\varphi \in \text{loops}_k^W(W)\}}.
\]

Summing over all \(\varphi\) of length \(m\) we have that

\[
P_v(\lambda_{k+1}(X[0, \tau_u]) - \lambda_k(X[0, \tau_u]) - 1 = m \mid \text{LE}(X[0, \tau_W]) = \gamma, \ \tau_u = \tau_W) \leq \sup_{v \in V} p^m_W(v, v).
\]

Hence,

\[
\mathbb{E}_v[\lambda_{k+1}(X[0, \tau_u]) - \lambda_k(X[0, \tau_u]) \mid \text{LE}(X[0, \tau_W]) = \gamma, \ \tau_u = \tau_W] \\
\leq \sum_{m=0}^{\infty} (m + 1) \sup_{v \in V} p^m_W(v, v) = B_W(G).
\]

We conclude that

\[
\mathbb{E}_v[\tau_u \mid \text{LE}(X[0, \tau_W]) = \gamma, \ \tau_u = \tau_W] \\
= \sum_{k=0}^{\ell - 1} \mathbb{E}_v[\lambda_{k+1}(X[0, \tau_u]) - \lambda_k(X[0, \tau_u]) \mid \text{LE}(X[0, \tau_W]) = \gamma, \ \tau_u = \tau_W] \leq \ell \cdot B_W(G). \quad \square
\]

Recall that \(G/W\) is the graph obtained from \(G\) by contracting the vertex set \(W\) into a single vertex. We think of the edge set of \(G/W\) as the same edge set as that of \(G\), by remembering the original endpoints of each edge (self loops may be created). We think of \(\text{UST}(G/W)\) as an oriented random tree, in which the edges are oriented towards \(W\). The graph \(\mathcal{I}_W = (V, E(\text{UST}(G/W)))\) which consists of the edges of \(\text{UST}(G/W)\) on the vertices of \(G\) is therefore an oriented rooted forest (a disjoint union of oriented rooted trees). If \(W = \{w_1, \ldots, w_k\}\) we may write \(T_{w_1, \ldots, w_k}\) instead.

For any oriented rooted forest \(T\) and a vertex \(v\) denote by \(\mathcal{P}^T(v)\) the past of \(v\) in \(T\), namely, the tree spanned by the set of vertices that have a directed path to \(v\) in \(T\). Similarly, denote by \(\mathcal{F}^T(v)\) the future of \(v\) in \(T\), namely, the path spanned by the set of vertices that have a directed path from \(v\) in \(T\).

For any graph \(G\), a vertex \(v\) in \(G\) and an integer \(\ell \geq 0\), denote the graph distance ball of radius \(\ell\) around \(v\) in \(G\) by \(\mathcal{B}_G(v, \ell)\).

**Claim 3.3.** Let \(W\) be a nonempty vertex set and \(u \in W\). Then for every integer \(\ell \geq 1\),

\[
\mathbb{E}||\mathcal{B}_{\tau_W}(u, \ell)|| \leq 8D\ell \cdot B_W(G).
\]

**Proof.** Let \(v \in V \setminus W\). Let \(X\) be a random walk on \(G\) starting from \(v\) and let \(J^p(u)\) be the event that \(\tau_u = \tau_W\) and that \(|\text{LE}(X[0, \tau_W])| \leq \ell\). By Wilson’s algorithm, \(P_v(J^p(u))\) is the probability that \(v\) is in the directed ball of radius \(\ell\) around \(u\). For every path \(\gamma\) such that \(P_v(\text{LE}(X[0, \tau_W]) = \gamma\) and \(\tau_u = \tau_W > 0\) we have, by Claim 3.2 and Markov’s inequality, that

\[
P_v(\tau_u > 2|\gamma| \cdot B_W(G) \mid \text{LE}(X[0, \tau_W]) = \gamma, \ \tau_u = \tau_W) \leq \frac{1}{2}.
\]
Averaging over all $\gamma$ with $|\gamma| \leq \ell$ we get that 

$$P_v\left(\tau_u > 2\ell \cdot B_W(G) \mid J^\ell(u)\right) \leq \frac{1}{2}.$$ 

Thus, 

$$P_v(J^\ell(u)) \leq 2P_v(\tau_u = \tau_W \text{ and } \tau_u \leq 2\ell \cdot B_W(G))$$

$$\leq 2 \sum_{t=0}^{2\ell \cdot B_W(G)} P_v(\tau_u = \tau_W = t)$$

$$\leq 2D \sum_{t=0}^{2\ell \cdot B_W(G)} P_u(\tau_v = t < \tau_W^+),$$

where the last inequality follows by reversing time. Summing over all $v$ we obtain 

$$E[|\mathcal{B}_{\tau_W}(u, \ell)|] = 1 + \sum_{v \in V \setminus W} P_v(J^\ell(u))$$

$$\leq 1 + 2D \sum_{t=0}^{2\ell \cdot B_W(G)} \sum_{v \in V \setminus W} P_u(\tau_v = t < \tau_W^+) \leq 8D\ell \cdot B_W(G).$$

### 3.1 Effective conductance

For every two disjoint sets $W$ and $S$, we define the effective conductance between them to be 

$$C_{\text{eff}}(W \leftrightarrow S) = \text{Vol}(W) \cdot P_W(\tau_S < \tau_W^+) = 2|E| \cdot \sum_{u \in W} \pi_u \cdot P_u(\tau_S < \tau_W^+),$$

where $\text{Vol}(W) = \sum_{v \in W} \deg(v)$ is the volume of $W$, and $P_W(\cdot)$ denotes the probability measure of the lazy random walk on $G/W$ conditioned on $X_0 = W$. Note that reversibility ensures that $C_{\text{eff}}(W \leftrightarrow S) = C_{\text{eff}}(S \leftrightarrow W)$. Define further 

$$M_W(S) = \sum_{u,v \in S} \deg(u) G_W(u,v),$$

where $G_W(u,v)$ is the Green function of the random walk killed when hitting $W$. That is, 

$$G_W(u,v) = E_u \left[ \sum_{t=0}^{\infty} 1_{\{X_t = v \text{ and } t < \tau_W\}} \right].$$

Note that $M_W(S)$ is monotone increasing in $S$. We now use the following lemma from [12, Lemma 5.5].

**Lemma 3.4.** Let $W, S \subseteq V$ be two disjoint vertex sets. Then 

$$C_{\text{eff}}(W \leftrightarrow S) \geq \frac{(\sum_{v \in S} \deg(v))^2}{M_W(S)}.$$
For a random walk $X$ and $t \geq 0$, let

$$X_W[0, t] = \langle X_i^{\tau_W + 1} \rangle,$$

with the convention that if $\tau_W > \tau_W + 1$ then $X_W[0, t]$ is empty. Note that $X_W[0, t] \cap W = \varnothing$. The next lemma is analogous to \cite[Lemma 5.6]{12} and is proven using the same techniques.

**Lemma 3.5.** Let $W$ be a nonempty vertex set. Let $v \in V$ and let $X$ be a lazy random walk. Then,

$$\mathbb{E}_v[\mathcal{M}_W(X_W[0, t])] \leq 5\Delta(G)\mathcal{B}_W(G)t.$$

**Proof.** Let $v \in V \setminus W$ and denote $\Delta = \Delta(G)$. Let $Y^i$ be an independent lazy random walk starting from $X_i$. We then have

$$\mathbb{E}_v[\mathcal{M}_W(X_W[0, t])] = \sum_{i=0}^{t} \sum_{j=0}^{t} \sum_{k=0}^{\infty} \mathbb{E}_v[\deg(X_i)1(Y^i_k = X_j \text{ and } (Y^i[0, k] \cup X[0, j]) \cap W = \varnothing)].$$

As in \cite{12}, we divide this sum into two parts, according to whether or not $i \leq j$. When $i \leq j$ we upper bound by

$$\sum_{i=0}^{t} \sum_{j=i}^{t} \sum_{k=0}^{\infty} \sum_{u,w \in V} p_W^i(v, u) \deg(u)p_W^{j-i}(u, w)p_W^k(u, w) \leq \Delta \sum_{i=0}^{t} \sum_{j=i}^{t} \sum_{k=0}^{\infty} \sum_{u,w \in V} p_W^i(v, u)p_W^{j-i}(u, w)p_W^k(u, w) \leq \Delta \sum_{i=0}^{t} \sum_{j=i}^{t} \sum_{k=0}^{\infty} \sum_{u \in V} p_W^{k+j-i}(u, u) \leq \Delta \sum_{i=0}^{t} \sum_{j=0}^{\infty} \sup_u p_W^{k+j-i}(u, u).$$

Similarly, for the second sum, we upper bound by

$$\Delta \sum_{i=0}^{t} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sup_u p_W^{i-j+k}(u, u).$$

Therefore,

$$\mathbb{E}_v[\mathcal{M}_W(X_W[0, t])] \leq \Delta \sum_{i=0}^{t} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sup_u p_W^{j-i+k}(u, u).$$

For every pair $b, m$ with $b \leq m$ we have at most $2t + 1$ suitable values of $i, j, k$ satisfying $|j - i| = b$ and $b + k = m$. Hence,

$$\mathbb{E}_v[\mathcal{M}_W(X_W[0, t])] \leq \Delta(2t + 1) \sum_{m=0}^{\infty} \sum_{b=0}^{m} \sup_u p_W^m(u, u) \leq \Delta(2t + 1) \left( \sum_{m=0}^{t} (m + 1) \sup_u p_W^m(u, u) + \sum_{m=t+1}^{\infty} (t + 1) \sup_u p_W^m(u, u) \right) \leq \Delta(2t + 1)(2\mathcal{B}_W(G)) \leq 5\Delta\mathcal{B}_W(G)t.$$
This proves the lemma for every \( v \in V \setminus W \). For \( v \in W \), we have
\[
\mathbb{E}_v[\mathcal{M}_W(X_W[0,t])] \leq \sum_{u \in V \setminus W} p(v,u)\mathbb{E}_u[\mathcal{M}_W(X_W[0,t])] \\
\leq \sum_{u \in V \setminus W} p(v,u)5\Delta B_W(G)t \leq 5\Delta B_W(G)t. \quad \square
\]

Recall that \( \mathcal{F}_W(v) \) is the future of \( v \) in \( \mathcal{T}_W \). Denote by \( \mathcal{F}^W(v) \) the future of \( v \) in \( \mathcal{T}_W \) excluding the unique vertex of \( W \) in this future, namely, \( \mathcal{F}^W(v) = \mathcal{F}_W(v) \setminus W \). The following lemma is an analogue of \cite[Lemma 7.7]{12}.

**Lemma 3.6.** Let \( W \) be a nonempty vertex set. Let \( \xi > 0 \) and let \( \ell > 0 \) be an integer. Then,
\[
\sup_{u \in W} \mathbb{P}\left( v \in V \mid \text{dist}_W(u,v) \in \left[ \frac{\ell}{3}, \frac{2\ell}{3} \right] \text{ and } C_{\text{eff}}(W \leftrightarrow \mathcal{F}^W(v)) \leq \xi \ell \Delta(G) \right) \leq C_1 \xi \ell,
\]
for \( C_1 = 360D^3B_W(G)^3 \).

**Proof.** Write \( \delta = \delta(G) \) and \( \Delta = \Delta(G) \). Fix \( v \in V \setminus W \) and \( u \in W \). For a random walk \( X \), let \( Z = X[0, \tau_u-1] \). Let \( F_1 \) be the event \( \{|\text{LE}(Z)| \in [\ell/3, 2\ell/3]\} \). Let \( F_2 \) for the event \( \{\tau_u = \tau_W\} \) and \( F_2' \) be the event \( \{\tau_u = \tau_W \leq 2B_W(G)\ell\} \). Finally, let \( F_3 \) be the event \( \{C_{\text{eff}}(W \leftrightarrow \text{LE}(Z)) \leq \xi \ell \Delta\} \). Then
\[
\mathbb{P}\left( \text{dist}_{\mathcal{T}_W}(u,v) \in [\ell/3, 2\ell/3] \text{ and } C_{\text{eff}}(W \leftrightarrow \mathcal{F}^W(v)) \leq \xi \ell \Delta \right) = \mathbb{P}(F_1 \cap F_2 \cap F_3).
\]
By Claim 3.2 and the same reasoning as in Claim 3.3 we have that this probability is bounded by \( 2\mathbb{P}(F_1 \cap F_2' \cap F_3) \). Since on the event \( F_1 \cap F_2' \cap F_3 \) we have \( |\text{LE}(Z)| \geq \ell/3 \), it follows from Lemma 3.4 that
\[
\frac{\ell^2 \delta^2}{9\mathcal{M}_W(Z)} \leq \frac{\ell^2 \delta^2}{9\mathcal{M}_W(\text{LE}(Z))} \leq C_{\text{eff}}(W \leftrightarrow \text{LE}(Z)) \leq \xi \ell \Delta.
\]
Thus, on this event we have \( \mathcal{M}_W(Z) \geq \frac{\Delta \ell}{9D^2\xi} \). Note also that on this event \( Z = X_W[0, \tau_u] \). Hence, by reversing paths,
\[
\mathbb{P}_v(F_1 \cap F_2 \cap F_3) \leq 2\mathbb{P}_v(F_1 \cap F_2' \cap F_3) \\
\leq 2\mathbb{P}_v(F_2' \text{ and } \mathcal{M}_W(X_W[0, \tau_u]) \geq \frac{\Delta \ell}{9D^2\xi}) \\
\leq 2\sum_{t=0}^{2B_W(G)\ell} \mathbb{P}_v(t = \tau_W = \tau_u \text{ and } \mathcal{M}_W(X_W[0, t]) \geq \frac{\Delta \ell}{9D^2\xi}) \\
\leq 2D \sum_{t=0}^{2B_W(G)\ell} \mathbb{P}_u(X_t = v, \tau_W^v > t \text{ and } \mathcal{M}_W(X_W[0, t]) \geq \frac{\Delta \ell}{9D^2\xi}).
\]
To conclude, we sum over all \( v \in V \setminus W \) and apply Lemma 3.5 and Markov’s inequality to obtain that this quantity is bounded by
\[
2D \sum_{t=0}^{2B_W(G)\ell} \mathbb{P}_u(\mathcal{M}_W(X_W[0, t]) \geq \frac{\Delta \ell}{9D^2\xi}) \leq 90D^3\xi \cdot B_W(G) \sum_{t=0}^{2B_W(G)\ell} \frac{t}{\ell} \leq 360D^3B_W(G)^3\xi \ell. \quad \square
\]
3.2 Aldous–Broder and random interlacements

The random interlacement process was first introduced by Sznitman [21]. Furthermore, many of the ideas in this section are based on [11]. Given a finite connected graph $G$ and a nonempty subset $W \subseteq V$ we define the $W$-wired interlacement process $I_W$ as follows. Let $W_W$ be the set of walks $(u_i)_{i=0}^\ell$ satisfying

- $\ell \geq 1$;
- $u_0, u_\ell \in W$;
- $u_i \notin W$ for $0 < i < \ell$.

We call these walks $W$-trajectories and think of them as directed walks. We equip $W_W$ with the following probability measure:

$$\mu_W\left((u_i)_{i=0}^\ell\right) = \frac{1}{\text{Vol}(W)} \cdot \prod_{i=1}^{\ell-1} \frac{1}{\deg(u_i)}.$$  

where we recall that $\text{Vol}(W) = \sum_{v \in W} \deg(v)$. The $W$-wired interlacement process $I_W$ is the Poisson point process on $W_W \times \mathbb{R}$ with intensity measure $\mu_W \otimes \mathcal{L}$, where $\mathcal{L}$ is the Lebesgue measure on $\mathbb{R}$. We think of $\mathbb{R}$ as the timeline. We write $I_W[a, b]$ for the intersection of $I_W$ with $W_W \times [a, b]$ and $I_W(t)$ for the intersection of $I_W$ with $W_W \times [t, \infty)$.

For a vertex $v \in V$ let $\sigma_t(v; W)$ be the first time greater or equal to $t$ at which there is a directed edge emanating from $v$ in a $W$-trajectory of $I_W(t)$. We observe that for $v \in V \setminus W$ this is exactly the first time greater or equal to $t$ at which $v$ is contained in a $W$-trajectory of $I_W(t)$ and for a vertex $v \in W$ this is the first time greater or equal to $t$ at which there is a $W$-trajectory starting from $v$. Since such a first trajectory is almost surely unique, we may define $e_t(v; W)$, for every $v \in V \setminus W$, to be the first directed edge of that trajectory that enters $v$. For every directed edge $e = (u, v)$, we write $-e$ for the reversed edge, that is, $-e = (v, u)$. The $W$-Aldous–Broder forest at time $t$ is

$$AB_W(I_W(t)) = \{-e_t(v; W) : v \in V \setminus W\}.$$  

For brevity, we write $AB_W(t) := AB_W(I_W(t))$. The concatenation of the $W$-trajectories starting from time $t$ has the distribution of the lazy random walk on $G/W$ starting from the contracted vertex of $W$. Hence, the correctness of Aldous–Broder algorithm (see in Section 1.2) implies that $AB_W(t)$ has the distribution of $I_W$. Note that if $T \subseteq G[W]$ is a tree that spans $W$, then the union of that tree and $AB_W(t)$ is a spanning tree of $G$ (when forgetting edge orientations). The spatial Markov property of uniform spanning trees (Claim 1.2) implies that the union of $AB_W(t)$ and $T$ is in fact the UST of $G$ conditioned to have $T$ as a subgraph.

Recall that for an oriented rooted forest $T$ and a vertex $v$ we denote by $P_T(v)$ the past of $v$ in $T$ and by $F_T(v)$ the future of $v$ in $T$. For $t \in \mathbb{R}$ and $v \in V$ set $P_t^W(v) = P^{AB_W(t)}(v)$ and similarly $F_t^W(v) = F^{AB_W(t)}(v)$, and note that it follows that $P_t^W(v)$ and $F_t^W(v)$ have the same law as $P_t^W(v)$ and $F_t^W(v)$, respectively.

For every $(\gamma, t) \in W_W \times \mathbb{R}$ and $x \in \mathbb{R}$ we set $\Phi_x(\gamma, t) = (\gamma, t + x)$. We extend $\Phi_x$ to subsets of $H \subseteq W_W \times \mathbb{R}$ by

$$\Phi_x(H) = \{(\gamma, t + x) \mid (\gamma, t) \in H\}.$$  

Since the measure $\mathcal{L}$ is invariant with respect to the operation $t \mapsto t + x$ for every $x \in \mathbb{R}$, we obtain the following.
Observation 3.7. Let $W$ be a nonempty vertex set. For every $t, x \in \mathbb{R}$, the law of $\Phi_x(I_W(t))$ is equal to the law of $I_W(t + x)$.

Denote

$$I_W[a, b] = \{ v \in V \mid \sigma_a(v; W) \leq b \}.$$ 

That is, $I_W[a, b]$ is the set of vertices which have a directed edge emanating from them in a $W$-trajectory of $I_W[a, b]$.

Claim 3.8. Let $W$ be a nonempty vertex set. For every $u, v \in V$ and $t \in \mathbb{R}$, if $v \in \mathcal{P}_t^W(u)$ then $\sigma_t(v; W) \geq \sigma_t(u; W)$.

Proof. First note that if $e = (w_0, w_1)$ is a directed edge in $AB_W(t)$ then by definition $\sigma_t(w_0; W) \geq \sigma_t(w_1; W)$, since the first trajectory edge entering $w_0$ is $(w_1, w_0)$. Extending this argument to simple paths, if $(w_0, \ldots, w_k)$ is a directed path in $AB_W(t)$ then for $0 \leq i < k$ we have that $\sigma_t(w_i; W) \geq \sigma_t(w_{i+1}; W)$. The claim follows since if $v \in \mathcal{P}_t^W(u)$ then there exists a directed path from $v$ to $u$ in $AB_W(t)$.

Claim 3.9. Let $W$ be a nonempty vertex set. For every $u \in V$ and $a \leq b$, if $u \notin I_W[a, b]$ then $\mathcal{P}_a^W(u) \subseteq \mathcal{P}_b^W(u)$.

Proof. Let $v \in \mathcal{P}_a^W(u)$. We show that $v \in \mathcal{P}_b^W(u)$ and that the unique directed path from $v$ to $u$ in $\mathcal{P}_a^W(u)$ is also in $\mathcal{P}_b^W(u)$. Since $u \notin I_W[a, b]$, we have that $\sigma_a(u; W) \geq b$. Thus, by Claim 3.8 the directed path $\gamma = (v = w_0, w_1, \ldots, w_k = u)$ in $AB_W(a)$ has $\sigma_a(w_i; W) \geq b$ for every $0 \leq i \leq k$. Therefore, for every $0 \leq i \leq k$ we have $\sigma_a(w_i; W) = \sigma_b(w_i; W)$. Thus, the first edge emanating from $w_i$ after time $a$ equals to the first edge emanating from $w_i$ after time $b$. Therefore, every edge in this path is also in $\mathcal{P}_b^W(u)$. Hence, $\gamma \subseteq \mathcal{P}_b^W(u)$, as required.

The following stochastic domination lemma, which appears in a slightly different setting in [12], will be useful. It essentially says that the past of any vertex $w$ can only grow when we wire this vertex to $W$.

Lemma 3.10. For any increasing event $A$ and every three vertices $u, v, w \in V$ we have that

$$\mathbb{P}(\mathcal{P}_{T_{u,v}}^W(w) \in A \mid \mathcal{F}_{T_{u,v}}^W(w)) \leq \mathbb{P}(\mathcal{P}_{T_{u,v}}^W(w) \in A).$$

Proof. Let $\varphi$ be a simple path in $G$ from $w$ to $\{u, v\}$. Applying Claim 1.2 and Lemma 1.3 we have that $\mathcal{P}_{T_{u,v}}^W(w)$ conditioned on $\mathcal{F}_{T_{u,v}}^W(w) = \varphi$ is stochastically dominated by $\mathcal{P}_{T_{u,v}}^W(w)$. By applying Lemma 1.3 again we have that $\mathcal{P}_{T_{u,v}}^W(w)$ is stochastically dominated by $\mathcal{P}_{T_{u,v}}^W(w)$.

3.3 The height of the past

For an oriented rooted forest $T$ denote by $h(T)$ its height, namely, the length of the longest directed simple path in $T$. Let $W$ be a nonempty vertex set and let $u$ be a vertex. Recall that $\mathcal{P}_W^u(u)$ denotes the past of $u$ in $T_W$, that is, the oriented subtree of $T_W$ in which all paths are directed towards $u$. For a vertex set $W$ and a vertex $u$, denote $W_u = W \cup \{u\}$. For an integer $\ell \geq 1$ define

$$Q_W(\ell) = \max_{u \in V} \mathbb{P}(h(\mathcal{P}_W^u(u)) \geq \ell).$$
Claim 3.11. Let $W$ be a nonempty vertex set. Then, for every integer $\ell \geq 1$,

$$Q_W(\ell) \leq \frac{C_2}{\ell} + \frac{Q_W(\ell/3)}{4},$$

for $C_2 = 17280 \cdot D^4 B_W(G)^3 \log(192D B_W(G))$.

Proof. Fix an integer $\ell \geq 1$. Throughout the proof, we will write $\sigma_i(u)$ instead of $\sigma_i(u; W)$. Let $u \in V$ (possibly in $W$) and consider the $W_0$-wired random interlacement process. For $v \in V$ and $t \in \mathbb{R}$ let $B_t^i(v, u)$ be the event that $v \in P_t^W(u)$ and that the length of the unique directed simple path from $v$ to $u$ in $P_t^W(u)$ is in $[\ell/3, 2\ell/3]$. Let $C_t^i(v, u)$ be the event that $B_t^i(v, u)$ occurs and that there is a simple path of length $\ell$ ending at $u$ and passing through $v$ in $P_t^W(u)$. Fix $\zeta > 0$ (to be chosen later), let $Z$ count the number of vertices $v \in V$ for which $C_t^i(v, u)$ occurs and let $Z_\zeta = Z \cdot 1_{\sigma_0(u) > \zeta}$. By Markov’s inequality,

$$P(h(P^W(u)) \geq \ell) \leq P(\sigma_0(u) \leq \zeta) + P(Z_\zeta \geq \ell/3) \leq P(\sigma_0(u) \leq \zeta) + \frac{3}{\ell} \sum_{v \in V} P(C_t^i(v, u) \text{ and } \{\sigma_0(u) > \zeta\}). \quad (15)$$

It is very simple to control $P(\sigma_0(u) \leq \zeta)$. Write $\delta = \delta(G)$ and $\Delta = \Delta(G)$. Note that the number of $W_0$-trajectories that emanate from $u$ in a time interval of length $\zeta$ has a Poisson distribution with mean $\zeta \cdot \deg(u)/\text{Vol}(W_u)$. Hence, by Markov’s inequality

$$P(\sigma_0(u) \leq \zeta) \leq \frac{\zeta \deg(u)}{\text{Vol}(W_u)} \leq \frac{\zeta \Delta}{\delta |W_u|} \leq \zeta \frac{D}{|W|} \quad (16)$$

As for the second term in (15), denote $F^i(\ell, v, u) = \{C_t^i(v, u) \text{ and } \sigma_0(u) > \zeta\}$. For $t \in \mathbb{R}$, let $\varphi_t(v, u)$ be the unique directed path from $v$ to $u$ in $P_t^W(u)$, if such exists. Note that if $\varphi_t(v, u) = (v = v_0, v_1, \ldots, v_k = u)$, by Claim 3.8 for every $1 \leq i \leq k$ we have that $\sigma_i(v_{i-1}) \geq \sigma_i(v_i)$. Therefore, $\sigma_0(u) > \zeta$ implies $\varphi_0(v, u) \cap I_{W_0}[0, \zeta] = \emptyset$, and clearly the reverse implication also holds. Hence,

$$P(F^i(\ell, v, u)) = P(C_t^i(v, u) \text{ and } \varphi_0(v, u) \cap I_{W_0}[0, \zeta] = \emptyset). \quad (17)$$

We now claim that the following inequality holds.

$$P(C_t^i(v, u) \text{ and } \varphi_0(v, u) \cap I_{W_0}[0, \zeta] = \emptyset) \leq P(C_t^i(v, u) \text{ and } \varphi_0(v, u) \cap I_{W_0}[0, \zeta] = \emptyset).$$

Indeed, assume the event $\{C_t^i(v, u) \text{ and } \varphi_0(v, u) \cap I_{W_0}[0, \zeta] = \emptyset\}$ holds. Then, in $ABW_0(0)$ there exists a directed path of length $\ell$ passing through $v$ and ending in $u$. Let $w$ be the first vertex in this path. Since $\sigma_0(u) > \zeta$, we have by Claim 3.9 that $P_0^W(u) \subseteq P_{\zeta}^W(u)$ and $\varphi_0(w, u) = \varphi_0(v, u)$. Thus $\{C_t^i(v, u) \text{ and } \varphi_0(v, u) \cap I_{W_0}[0, \zeta] = \emptyset\}$ holds and the inequality follows. Therefore by (17) and Observation 3.7 we obtain

$$P(F^i(\ell, v, u)) \leq P(C_t^i(v, u) \text{ and } \varphi_0(v, u) \cap I_{W_0}[-\zeta, 0] = \emptyset).$$

The events $C_t^i(v, u)$ and $\{\varphi_0(v, u) \cap I_{W_0}[-\zeta, 0] = \emptyset\}$ are conditionally independent conditional on the event $B_t^i(v, u)$ and the random path $\varphi_0(v, u)$, since the first event depends only on trajectories emanating at positive times, while the second depends only on trajectories emanating
at negative times. Thus, we have that almost surely

\[
\mathbb{P}\left( C^t_0(v, u) \text{ and } \varphi_0(v, u) \cap I_{W_u}[-\zeta, 0] = \emptyset \mid B^t_0(v, u), \varphi_0(v, u) \right)
= \mathbb{P}\left( C^t_0(v, u) \mid B^t_0(v, u), \varphi_0(v, u) \right) \cdot \mathbb{P}\left( \varphi_0(v, u) \cap I_{W_u}[-\zeta, 0] = \emptyset \mid B^t_0(v, u), \varphi_0(v, u) \right).
\] (18)

We will now bound the first of the two terms of the right hand side of (18). For the event \( C^t_0(v, u) \) to hold, the past of \( v \) in \( \mathcal{P}_{0}^{W_u}(v) \) must be of height at least \( \ell/3 \), thus

\[
\mathbb{P}\left( C^t_0(v, u) \mid B^t_0(v, u), \varphi_0(v, u) \right) \leq \mathbb{P}\left( h\left( \mathcal{P}_{0}^{W_u}(v) \right) \geq \ell/3 \mid B^t_0(v, u), \varphi_0(v, u) \right).
\]

Note that on the event \( B^t_0(v, u) \) we have \( \varphi_0(v, u) = \mathcal{P}^{W_u}_0(v) \). Thus, by Lemma 3.10,

\[
\mathbb{P}\left( h\left( \mathcal{P}_{0}^{W_u}(v) \right) \geq \ell/3 \mid B^t_0(v, u), \varphi_0(v, u) \right) \leq \mathbb{P}\left( h\left( \mathcal{P}_{0}^{W_u}(v) \right) \geq \ell/3 \right) \leq Q_W(\ell/3).
\]

Therefore, averaging over \( \varphi_0(v, u) \),

\[
\mathbb{P}\left( F^t(v, u) \right) \leq Q_W(\ell/3) \cdot \mathbb{P}\left( \varphi_0(v, u) \cap I_{W_u}[-\zeta, 0] = \emptyset \mid B^t_0(v, u) \right) \cdot \mathbb{P}\left( B^t_0(v, u) \right).
\] (19)

Note that if a path \( \varphi \) is “close” to \( W_u \), in the sense that \( C_{eff}(W_u \leftrightarrow \varphi) \) is large, then there is a high probability that a trajectory emanating from \( W_u \) will hit \( \varphi \). We would like to distinguish between paths which are “close” to \( W_u \) from those which are “far” from it. For \( t \in \mathbb{R} \), let \( \hat{\varphi}_t(v, u) \) be the unique directed path from \( v \) to \( u \) in \( \mathcal{P}^t_0(W_u) \), if such exists, with \( u \) excluded, namely, \( \hat{\varphi}_t(v, u) = \varphi_t(v, u) \setminus \{u\} \). Since the number of trajectories emanating from \( W_u \) from time \( -\zeta \) to time \( 0 \) which hit \( \hat{\varphi}_0(v, u) \) is a Poisson random variable with mean \( \zeta \cdot C_{eff}(W_u \leftrightarrow \hat{\varphi}_0(v, u))/Vol(W_u) \),

\[
\mathbb{P}\left( \varphi_0(v, u) \cap I_{W_u}[-\zeta, 0] = \emptyset \text{ and } C_{eff}(W_u \leftrightarrow \varphi_0(v, u)) \geq \xi \ell \Delta \mid B^t_0(v, u) \right) \leq \exp\left( -\frac{\zeta \xi \ell \Delta}{Vol(W_u)} \right),
\]

for any \( \xi > 0 \). On the other hand,

\[
\mathbb{P}\left( \varphi_0(v, u) \cap I_{W_u}[-\zeta, 0] = \emptyset \text{ and } C_{eff}(W_u \leftrightarrow \varphi_0(v, u)) \leq \xi \ell \Delta \mid B^t_0(v, u) \right) \leq \mathbb{P}\left( B^t_0(v, u) \text{ and } C_{eff}(W_u \leftrightarrow \varphi_0(v, u)) \leq \xi \ell \Delta \right).
\]

By Lemma 3.6,

\[
\sum_{v \in V} \mathbb{P}\left( B^t_0(v, u) \text{ and } C_{eff}(W_u \leftrightarrow \varphi_0(v, u)) \leq \xi \ell \Delta \right) \leq C_1 \xi \ell,
\]

for \( C_1 = 360D^3B_W(G)^3 \). We then have, using (19),

\[
\frac{3}{\ell} \sum_{v \in V} \mathbb{P}\left( F^t(v, u) \right) \\
\leq \frac{3}{\ell} Q_W\left( \frac{\ell}{3} \right) \sum_{v \in V} \mathbb{P}\left( \varphi_0(v, u) \cap I_{W_u}[-\zeta, 0] = \emptyset \mid B^t_0(v, u) \right) \cdot \mathbb{P}\left( B^t_0(v, u) \right) \\
\leq \frac{3}{\ell} Q_W\left( \frac{\ell}{3} \right) \left( C_1 \xi \ell + \exp\left( -\frac{\zeta \xi \ell \Delta}{Vol(W_u)} \right) \cdot \mathbb{E}\left( |\mathcal{B}_{W_u}(0, \ell)| \right) \right).
\]
We then choose \( \zeta = K|W|/\ell \) for some \( K > 0 \) that will be chosen later and use Claim 3.3 to bound the above by
\[
3Q_W\left(\frac{\ell}{3}\right)(C_1\zeta + 8DB_W(G) \exp(-K\zeta/2)),
\]
where we used \( 2|W|\Delta \geq \text{Vol}(W_u) \). We choose \( \zeta = (24C_1)^{-1} \) and \( K = 2\zeta^{-1} \log(192DB_W(G)) \), so that (20) is upper bounded by \( Q_W(\ell/3)/4 \). To conclude, by (15), (16) and (20) we have
\[
P(h(W_u) \geq \ell) \leq \frac{\zeta D}{|W|} + \frac{1}{4}Q_W\left(\frac{\ell}{3}\right) + \frac{1}{4}Q_W\left(\frac{\ell}{3}\right),
\]
so the claim holds for \( C_2 = KD = 17280 \cdot D^4B_W(G)^3 \log(192DB_W(G)) \).

\[\square\]

**Corollary 3.12.** Let \( W \) be a nonempty vertex set. Then, for every integer \( \ell \geq 1 \),
\[
Q_W(\ell) \leq \frac{C_3}{\ell},
\]
where \( C_3 = 4C_2 = 69120 \cdot D^4B_W(G)^3 \log(192DB_W(G)) \) for \( C_2 \) from Claim 3.11.

**Proof.** Using Claim 3.11 and by induction,
\[
Q_W(\ell) \leq \frac{C_2}{\ell} + \frac{Q_W(\ell/3)}{4} \leq \frac{C_2}{\ell} + \frac{3}{4} \cdot \frac{C_3}{\ell} \leq \frac{C_3}{\ell}.
\]
\[\square\]

**Lemma 3.13.** Let \( W \) be a nonempty vertex set. Then, for every integer \( \ell \geq 1 \),
\[
P(h(T_W) \geq \ell) \leq \frac{C_3|W|}{\ell},
\]
for \( C_3 = 69120 \cdot D^4B_W(G)^3 \log(192DB_W(G)) \).

**Proof.** Follows directly by the union bound and Corollary 3.12.
\[\square\]

### 3.4 Finishing up the proof

In view of Lemma 3.13, it suffices to bound the \( W \)-bubble sum of a set \( W \) with large enough capacity in order to prove Theorem 3.1. This is the goal of the next simple claim. Recall that \( G = (V, E) \) be a connected graph on \( n \) vertices, satisfying (bal), (mix) and (esc) with parameters \( D, \alpha, \theta \) respectively, and that \( \text{Cap}_r(\cdot) \) denotes the \( r \)-capacity as defined in (4), where \( r = r(\alpha) \) is as defined in (7).

**Claim 3.14.** Let \( \chi > 0 \) and let \( W \) be a nonempty vertex set with \( \text{Cap}_r(W) \geq \chi r/\sqrt{n} \). Then
\[
B(W_G) \leq \theta + 2D + \frac{36D}{\chi^2}.
\]

**Proof.** Let \( v \) be a vertex, and let \( X \) be a lazy random walk on \( G \). For \( t \geq s \) let \( F_W(t) \) be the event that \( W \cap X[0, t-s) = \emptyset \). By Claim 1.4,
\[
P_v(F_W(t)) \leq \left(1 - \frac{\chi r}{3\sqrt{n}}\right)^{(t-s)/r}.
\]
Thus, using Eq. (1),
\[ p_t^v(v, v) \leq p_v(F_W(t)) \cdot p_v(X_t = v \mid F_W(t)) \leq \left(1 - \frac{x^r}{3\sqrt{n}}\right)^{\lceil (t-s)/r \rceil} \cdot \frac{2D}{n} \]

We then have, using Eq. (2) and the equality \(\sum_{t=0}^{\infty}(t+1)x^t = (1 - x)^{-2}\),
\[ B_W(G) = \sum_{t=0}^{\infty}(t+1)\sup_v p_t^v(v, v) \leq \sum_{t=0}^{\infty}(t+1)\sup_v p_t^v(v, v) + \sum_{k=0}^{\infty} \sum_{t=kr+s}^{(k+1)r+s-1} (t+1)\sup_v p_t^v(v, v) \]
\[ \leq \theta + 2D + \frac{4\sqrt{n}}{n} \sum_{k=0}^{\infty} (k+1) \left(1 - \frac{\chi r}{3\sqrt{n}}\right)^k \leq \theta + 2D + \frac{36D}{\chi^2}. \]

**Proof of Theorem 3.1.** By Lemma 3.13,
\[ \mathbb{P}(\text{diam}(\text{UST}(G/W)) \geq C\sqrt{n}) \leq \mathbb{P}(\text{diam}(\mathcal{T}^W) \geq C\sqrt{n}/2) \leq 2C_3A/C. \]

By Claim 3.14, \(C_3 = C_3(D, \alpha, \theta, \chi)\) is bounded. The result follows by taking \(C \geq 2C_3A/\varepsilon\). □

**Proof of the upper bound in Theorem 1.1.** Let \(\varepsilon > 0\). Let \(u, v\) be two independent stationary points in \(G\) and let \(\varphi\) be the unique simple path between them in \(\text{UST}(G)\). By Theorem 2.1 there exist \(\chi, A > 0\) depending only on \(D, \alpha, \theta, \varepsilon\) such that with probability at least \(1 - \varepsilon/2\) we have that \(|\varphi| \leq A\sqrt{n}\) and \(\text{Cap}_x(\varphi) \geq \chi r n^{-1/2}\). By Claim 1.2 and Theorem 3.1, on that event there exists \(C' = C(D, \alpha, \theta, \varepsilon, \chi)\) such that with probability at least \(1 - \varepsilon/2\),
\[ \text{diam}(\text{UST}(G)) \leq |\varphi| + \text{diam}(\text{UST}(G/\varphi)) \leq (A + C)\sqrt{n}. \]
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