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Abstract

We have applied the powerful self-consistent renormalization theory of spin fluctuations for the system CaMn$_2$Al$_{10}$ discovered in 2015 and was conjectured to be an itinerant magnet. We have calculated the inverse static i.e., (paramagnetic) susceptibility and have compared it with the experimental data (Phys. Rev. B 92, 020413, 2015). The agreement is very good. We have calculated spin fluctuations at various temperatures and have also estimated the strength of the electronic correlation i.e., ($I = 0.3136$ eV) in the Hubbard Hamiltonian. Based on our quantitative explanation of the inverse static i.e., (paramagnetic) susceptibility data within the framework of SCR theory, we can decisively conclude CaMn$_2$Al$_{10}$ exhibits the phenomena of itinerant magnetism. Further, our DFT and DFT+U calculations corroborate the strong Mn-Al hybridization which is the key behind the itinerant magnetism in this system. Our estimated correlations strength will provide a foundation for further studies of itinerant magnetism in this system.

1 Introduction

Itinerant magnetism in Manganese(Mn) compounds is a rare phenomena. The reporting of a recent discovery of Mn-based weak itinerant magnetism in CaMn$_2$Al$_{10}$ compound is therefore quite interesting [1]. In this compound Mn moments are very strongly hybridized with the conduction electrons and a much reduced moment results from correlations. Generally, Mn compounds are insulators in which effective Coulomb interactions are sufficiently strong and examples include: Mn pnictides like LaMnPO [2, 3], CaMn$_2$Sb$_2$ [4], and BaMn$_2$As$_2$ [5]. In metals, the Mn moments can be weakly hybridized, leading to the pronounced magnetic character of systems like MnX (X = P,As,Sb,Bi) [6, 7, 8], MnB [9], and RMn$_2$X$_2$ (R = La,Lu,Y; X = Si,Ge) [10, 11]. There is another class of metallic compounds like MnSi [1], YMn$_2$ [12], and HfMnGa$_2$[13], in which the electronic fluctuations are so strong and there is no definite moment (or valence state). Therefore, the current need is to investigate such Mn-based magnetic compounds on theoretical grounds in order to check their ability towards potential applications [14].

According to the conventional wisdom if Mn-Mn distance in a Mn system is less than 2.7 Å, then the system exhibits the phenomenon of itinerant magnetism. But if the Mn-Mn distance is more than 2.7 Å then that system must show localized magnetism. It is intuitively clear as less Mn-Mn distance leads to more electronic bandwidth. It turns out that the Mn-Mn distance in the system under study (CaMn$_2$Al$_{10}$) is greater than 2.7 Å. Thus it should exhibit the phenomenon of localized magnetism. However, this is in contradiction to what is observed in the experiment [1], and in our current theoretical study. The reason is strong Mn-Al hybridisation and it is explained in section 4.

Experimentally, single crystals of CaMn$_2$Al$_{10}$ were grown as square rods as large as 1x1x10 mm$^3$, where the crystallographic c-axis coincides with the rod axis. It is claimed that this compound could potentially fulfill the needs for low-dimensionality (with strong quantum fluctua-
tions) and itinerant magnetism (with low ordering temperatures) [15]. The crystal structure of CaMn$_2$Al$_{10}$ had been determined from single crystal X-ray diffraction, and the composition had been verified by energy dispersive X-ray spectroscopy (EDS).

The magnetic properties of systems with itinerant electrons have been studied extensively and partly understood through the Hubbard model and the self-consistent renormalization (SCR) theory of spin fluctuations[16]. The SCR theory excellently captures the dynamics of spin fluctuations beyond the random phase approximation (RPA)[17] by renormalizing the ground state including the effects of electronic correlations. Such a renormalization was first introduced by T. Moriya and A. Kawabata [18] and has been studied by various authors [19, 20, 21] for nearly ferromagnetic (FM) and paramagnetic (PM) metals. The SCR theory nicely takes in to account the influence of exchange-enhanced spin fluctuations on the thermodynamical quantities in a self-consistent manner. Gradually, this self-consistency has been proved essential for the theories of ferromagnetic [19, 22] and anti-ferromagnetic [23] materials. In this direction, a coupling theory of spin fluctuations in weakly ferromagnetic (FM) metals was developed later [24]. The theory provides a mechanism, which explains the disagreement between the effective moment (obtained from the Curie constant) and the spontaneous moment of magnetic constituents [16]. This theory can quantitatively explain the Curie Weiss (CW) susceptibility for Ferromagnetic and Paramagnetic metals. Due to enhanced correlations in aforementioned systems ferromagnetic (FM) and spin density wave (SDW) [27, 28] instabilities arise. At absolute zero ordering the spin fluctuations[29, 30, 31] with pronounced quantum character play an significant role in the measurement of quantities like magnetic susceptibility, specific heat, resistivity etc. Magnetic systems in this paramount edge can host a number fascinating phenomena like metal-to-insulator transition, non-Fermi-liquid to collective phases transition, superconductivity etc, and can be more clearly understood with the help of SCR theory [21].

In the next section we introduce very briefly the formalism of the SCR theory. In Section 3 we discuss the results obtained from our SCR theory study. Section 4 is devoted to DFT and DFT + U study, and we investigate the reasons behind the phenomenenon of itinerant magnetism in the system. In Section 5 we conclude our results.

2 Itinerant magnetism in CaMn$_2$Al$_{10}$: SCR theory studies

Our starting point is the single band Hubbard Hamiltonian[16]:

\[ H = H_0 + H' (I) \]  
\[ H_0 = \sum_{k, \sigma} \varepsilon_k a_{k, \sigma}^\dagger a_{k, \sigma} \]  
\[ H' (I) = I \sum_{k,k',q} a_{k+q, \uparrow}^\dagger a_{k',q, \uparrow}^\dagger a_{k', \downarrow} a_{k, \downarrow} \]

The interaction part can be expressed in terms of the spin raising and lowering operators[32]:

\[ H' (I) = \frac{1}{2} \mathcal{U} \hat{N} - \frac{1}{2} I \sum_{q} \{ S_+ (q) S_- (-q) \} \]

here \( \mathcal{N} \) is the total number of electrons, \( \mathcal{U} = N_0 I \) is the intra-atomic exchange energy, \( N_0 \) is the number of atoms in the crystal and the \( \{ \} \) anti-commutator. Next, the magnetic susceptibility in the unit of \( \mu_B^2 \) is given as

\[ \chi = \left[ \left( \frac{\delta^2 F (M)}{\delta M^2} \right)^{-1} \right]_{M = M^*} \]

here, \( M \) is the magnetization, \( M^* \) is its saturation value and \( F (M) \) is the total free energy as a function of \( M \ i.e., M = N_\downarrow - N_\uparrow \) and \( N = N_\downarrow + N_\uparrow \). The partition function of the system in the
The presence of magnetic field is given as
\[ Z(H) = \text{Tr} \left[ e^{-\frac{\mathcal{H} + HMz}{k_B T}} \right] \] (2.6)
where \( H \) is the magnetic field aligned along the \( z \)-axis, \( \mathcal{H} \) is the Hamiltonian of the system and \( Mz \) is the component of magnetization along \( H \). Therefore, the free energy of the system is given as
\[ F(H) = -T \ln Z(H) \] (2.7)
Further, the free energy can be expressed in terms of \( M \) by using the Laplace transformation in the following way
\[ Z(M) = \frac{1}{2\pi i} \int_{-\infty - \epsilon}^{i\infty + \epsilon} d\left( \frac{H}{T} \right) e^{\left( -\frac{H}{T} \right) M} Z(H) \] (2.8)
Define \( F(M) = -T \ln Z(M) \) is free energy for a given value of \( M \) and we have
\[ \frac{F(M)}{T} = \ln Z(M) ; \quad Z(M) = e^{-\frac{F(M)}{T}} \] (2.9)
Therefore from Eq. (2.8) and (2.9) we get
\[ e^{-\frac{F(M)}{T}} = \frac{1}{2\pi iT} \int_{-\infty - \epsilon}^{i\infty + \epsilon} d(H) e^{\left( -\frac{1}{T} \right) \left[ (HM + F(H)) \right]} \] (2.10)
Using the saddle point approximation we get
\[ M = M^* = -\frac{\delta F(H)}{\delta H} \] (2.11)
Where \( M^* \) is the saturation value of \( M \). From Eq. (2.11) (saddle point integral) we get
\[ F(M^*) = F(H) + HM^* \] (2.12)
Physically, the free energy \( F(M) \) can be estimated by calculating the free energy under an external magnetic field \( H \) which gives rise to the magnetization \( M \) and then subtracting the energy due to external field i.e., \(-HM^*\). Thus we express \( F(M) \) as follows
\[ F(M) = F_0(M) + \int_0^I \frac{dI}{T} \langle \mathcal{H}'(I) \rangle_{M,I} \] (2.13)
Here, the total free energy of the magnetic system in terms of magnetization can be expressed as the sum of free energy terms due to free electrons, free energy contributed by the HFA (Mean-Field Contribution) and the term solely contributed by the correlation effects:
\[ F(M) = F_0(M) + \underbrace{F_{HF}(M)}_{F^I(M)} + \Delta F^I(M) \] (2.14)
In above equation \( \Delta F^I(M) \) is obtained as [32]
\[ \Delta F^I(M) = -(1/2) \sum_q \int_0^I dI \left\{ \langle [S_+(q), S_-(q)]_+ \rangle_{M,I} - \langle [S_+(q), S_-(q)]_+ \rangle_{M,0} \right\} \] (2.15)
Using the fluctuation-dissipation theorem[16] to express (2.15) in terms of the dynamical susceptibilities, we get
\[ \Delta F^I(M) = -\frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \coth \left( \frac{1}{2} \beta \omega \right) \text{Im} \int_0^I dt \sum_q \left[ \chi_{M,I}^+(q, \omega) - \chi_{M,0}^+(q, \omega) \right] \] (2.16)
where $\chi_{M,I}^+(q, \omega)$ is the transversal dynamic susceptibility under fixed values of $M$ and $I$:

$$\chi_{M,I}^+(q, \omega) = i \int_0^\infty dt e^{i\omega t} \langle [S_+(q, t), S_-(q)] \rangle_{M,I} \quad (2.17)$$

After obtaining the renormalised free energy with the additional contributions from the electronic correlations, from (2.5) we obtain the susceptibility to be

$$\chi = \chi_0 \frac{1}{1 - \frac{1}{2} I \chi_0 + \lambda(T)} \quad (2.18)$$

where

$$\lambda(T) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \coth \left( \frac{1}{2} \beta \omega \right) G(\omega) \quad (2.19)$$

and

$$G(\omega) = -\chi_0 \text{Im} \frac{\partial^2}{\partial M^2} \left( \int_0^\infty dI \sum_q \left[ \chi_{M,I}^+(q, \omega) - \chi_{M,0}^+(q, \omega) \right] \right). \quad (2.20)$$

Since (2.14) is an exact expression for free energy, equation (2.18) along with equations (2.19) and (2.20) is an exact expression for susceptibility. However (2.20) requires the value of transversal dynamical susceptibilities as an input and they are not available apriori. One can then use the expression for transversal dynamical susceptibilities obtained using a random phase approximation in (2.20). The transversal dynamical susceptibilities under a fixed longitudinal molecular field $B$ by using a random phase approximation is obtained as [16]

$$\chi_{M,I}^+(q, \omega) = \frac{\chi_{M,I}^0(q, \omega)}{1 - \frac{1}{2} \chi_0 + \frac{\lambda}{\chi_0}} \quad (2.21)$$

Substituting (2.21) in (2.20), we get the following expression:

$$G(\omega) = -\xi \alpha^2 (4\pi)^{-1} \text{Im} \int d\omega \left\{ f_0 \left( \frac{\partial^2 f_0}{\partial B^2} \right) \left( 1 - \alpha f_0 \right)^{-1} + \left( \frac{\partial f_0}{\partial B} \right)^2 \left( 1 - \alpha f_0 \right)^{-2} \right\} \quad (2.22)$$

with

$$f_0 = f_0(q, \omega + is) = \chi_{M,I}^0(q, \omega + is) / (\chi_0/2) \quad \xi = \frac{k_F^2}{2\pi^2 \epsilon_F \chi_0}, \quad \alpha = I \chi_0/2 \quad (2.23)$$

where $\xi$ equals to 1 for an electron gas model at $T = 0$ K and $k_F$ ($\epsilon_F$) is the Fermi wave-vector (Fermi-energy). But as shown in [32] for the static and long wavelength limit i.e., $(q \to 0 \text{ and } \omega \to 0)$, the RPA susceptibility is the same as the one obtained from Stoner theory. Thus one has to employ a modified random phase approximation that adjusts the RPA susceptibility at $q = \omega = 0$. This is realised by replacing $(1 - \alpha)/\alpha$ in (2.22) by

$$\delta = \chi_0 / \alpha \chi = 2/I \chi = (1 - \alpha + \lambda)/\alpha. \quad (2.24)$$

With this (2.22) becomes:

$$G(\omega) = -\xi (4\pi)^{-1} \text{Im} \int d\omega \{ \alpha f_0 \left( \frac{\partial^2 f_0}{\partial B^2} \right) \left( \delta + 1 - f_0 \right)^{-1} + \left( \frac{\partial f_0}{\partial B} \right)^2 \left( \delta + 1 - f_0 \right)^{-2} \}. \quad (2.25)$$

One can thus obtain the magnetic susceptibility by solving the equations (2.19), (2.24) and (2.25) self consistently. This method of modified random phase approximation has also been used for the calculation of transversal dynamical susceptibilities and Curie temperature for heavy fermion like materials [33, 34].
3 Results and discussions

We have performed numerical calculations to obtain the static susceptibility by solving the equations (2.19), (2.24) and (2.25) self consistently and have compared it with the experimental data available[1]. The susceptibility obtained through SCR theory is in dimensionless form i.e. $\chi_0/\chi$ as a function of $T/T_F$. Hence to compare the theoretical results with that of experiments we will need the values of $\chi_0$ and $T_F$. The value of $\chi_0$ is reported to be $3.2 \times 10^{-5}$ emu/ mol Mn[1]. However the value of $T_F$ has not been reported in the literature. We have calculated $T_F$ using the value of the Sommerfield coefficient from the specific heat data reported in [1] and it is estimated to be $\approx 1025K$. With this we perform numerical calculations for various values of the interaction parameter $\alpha$ and the cut-off parameter $q_c$. We obtain a best fit for the experimental data for $\alpha = 6.205$ and $q_c = 2.5$ as shown in figure 1.

Figure 1: $\chi^{-1}$ vs $T$ plots at $q_c = 2.5$ and $\alpha = 6.205$ in the SCR theory along with the experimental data [1].

One can see that there is a very good agreement between the results obtained from SCR theory and the experiments for temperatures below 150K and this is to be expected as SCR theory has been known to give accurate results for lower temperatures with respect to the RPA. With the optimal interaction parameter $\alpha$ that has been obtained, we have calculated the interaction coefficient in the Hubbard Hamiltonian to be $I = 0.3136$ eV. In the process of obtaining the inverse susceptibility we have also calculated the spin fluctuations $G(\omega)(= \alpha G_1(\omega) + G_2(\omega))$ for all temperatures. The spin fluctuations for some selected temperature values are shown in figures 2 and 3.

Figure 2: $G_1(\omega)$ for $\omega < 1$ in [panel (a)] and for $\omega > 1$ in [panel(b)] at indicated $T$-values for $q_c = 2.5$.

By looking at figures 2 and 3 we can make the following observations: (a) The amplitude of spin fluctuations is large for lower temperatures and less for higher temperatures indicating that the amplitude of spin fluctuations decrease with increase in temperature. This is reasonable
and indicates that the effect of electronic correlations is pronounced at lower temperatures. (b) The frequency corresponding to the maxima of the spin fluctuations increases with increase in temperature.

For clarity, $G(\omega)$ can be separated in two parts i.e., $G_1(\omega)$ and $G_2(\omega)$ (for details see appendix). In figure 2(a), it is seen that $G_1(\omega)$ is positive and its magnitude decreases with increase in $T$. In this $\omega$ regime, the results of $G(\omega)$ can also be interpreted as: with increase in $T$ the $G_1(\omega)$ becomes less repulsive. On the other hand it clear from figure 3(a) that $G_2(\omega)$ is negative in low-$\omega$ regime and becomes less negative with increase in $T$. This behaviour of $G_2(\omega)$ is in complete contrast with $G_1(\omega)$ give rise to attractive correlations in low-$\omega$ regime. Notably, both $G_1(\omega)$ and $G_2(\omega)$ becomes singular around $\omega \approx 1$ for very low-$T$ ($\approx 0K$) and this singularity is chopped off with further increase in $T$. Next, in figure 2 (b) it is found that $G_1(\omega)$ oscillates in $\omega > 1$ region i.e., it is negative for $2 \leq \omega \leq 6$ and becomes positive for $\omega > 6$. While as $G_2(\omega)$ remains positive in high-$\omega$ regime (see figure 3 (b)). These unique features of $G_1(\omega)$ and $G_2(\omega)$ indicates towards the dominating effects of negative screening over the RPA (where the full screening is considered). This effect of negative screening introduced by $\lambda(T)$ through $G(\omega)$ in SCR theory is responsible for enhanced correlations in any systems.

4 Itinerant magnetism in CaMn$_2$Al$_{10}$: DFT studies

In Figure 4, the highly ordered crystal structure of CaMn$_2$Al$_{10}$ is visualized, consisting of two Mn sublattices. The crystal structure is tetragonal with optimised lattice parameter $a = b = 12.6473$ and $12.7165$ Å, $c = 4.9986$ and $5.0614$ Å in DFT and DFT+U calculations respectively[1]. The DFT+U method is a simplified rotationally invariant formalism by the Dudarev et al [35]. We have used the value of $U = 0.31$ in the DFT calculations, which is calculated from the SCR theory. This $U$ is applied for the strongly correlated Mn-3$d$ electrons. The lattice parameters calculated
Figure 5: Total DOS and PDOS for CaMn$_2$Al$_{10}$ with orbital contributions from (a) DFT calculations and (b) DFT+U calculations.

with DFT+U are in close agreement with the experimental values i.e., $a = b = 12.8452$ Å and $c = 5.1392$ Å. All Mn sites are equivalent, with a nearest-neighbour Mn-Mn distance of 4.53 Å along the [110]-direction, and 5.17 Å along [001]-direction. The total magnetic moment obtained in the spin-polarized DFT (DFT+U) calculations is 8.75(9.69) µB/cell for the CaMn$_2$Al$_{10}$ compound. In DFT (DFT+U), partial magnetic moments of Ca, Mn and Al atoms are about 0.0117(−0.0153), 0.934(1.203) and −0.0102(−0.0124) µB/cell respectively. Spin polarized calculations for the FM state reveal a magnetic moment of 0.93 µB on the Mn site, which is close to the previously reported DFT calculation of 0.9 µB and the observed CW magnetic moment of 0.83 µB [1].

Magnetic moment of Mn atoms are anti-parallel to Ca and Al atom, which confirms the ferromagnetic nature of the Compound. Larger electronic density peak in the Mn-DOS near the Fermi level reflects the major contribution of Mn atoms in magnetization. The orbital contribution of CaMn$_2$Al$_{10}$ can be obtained from the partial density of the states (PDOS). We have therefore investigated the PDOS for both DFT and DFT+U calculations. The total DOS and partial DOS along with the orbital contributions is given for DFT calculations in fig.5(a) and for DFT+U calculations in fig.5(b). In both the calculations the following signatures of hybridisation between the Mn-3$d$ and Al-3$p$ orbitals is observed:(i) The presence of a pseudogap at the Fermi level indicates hybridisation between the transition metal d and Al p orbitals [36]. In both fig.5(a) and 5(b) a pseudogap is observed suggesting the hybridisation between Mn 3$d$ and Al 3$p$ orbitals. (ii) In fig.5(a) and 5(b) there is an overlap of the Mn PDOS and Al PDOS between 0 − 1 eV energy range which indicates hybridisation. It is even clearer in the orbital resolved PDOS where there is overlap of Mn 3$d_{xz}$ and Mn 3$d_{x^2−y^2}$ with Al 3$p_y$ in the energy range 0 to 1 eV. Similarly there is overlap of Mn 3$d_{xz}$ and Mn 3$d_{x^2−y^2}$ with Al 3$p_z$ near the Fermi energy. Also there is an overlap of Al 3$p_x$ and Al 3$p_z$ in the energy range −1 to 0 eV. In the partial DOS of DFT+U calculation at the Fermi level Mn-3$d_{x^2−y^2}$ orbitals contribution (0.38 States/eV) is higher than DFT (0.33 States/eV) calculation. When the Hubbard parameter ($U$) is implemented, Mn-3$d$ states originally lying close to the Fermi level are shifted to higher binding energy due to onsite Coulomb-interaction among Mn-3$d$ electrons. This will close the bands at the Fermi level in
DFT+U calculations. Due to this effect the width of the pronounced pseudo gap at the Fermi level in the spin-up bands is slightly increased.

5 Conclusion

The inverses magnetic susceptibility in the system CaMn$_2$Al$_{10}$ obey the Curie-Weiss law as determined from the experiment. We theoretically examined the problem and shows that SCR theory can explain the observed Curie-Weiss law. With this we (1) verify that CaMn$_2$Al$_{10}$ is a case of itinerant magnetism, and (2) our comparison estimated the electronic correlations in this system, (3) we perform DFT+U calculations (U determined via the SCR theory) and find that it is the strong Mn-Al hybridization that is responsible for itinerant magnetism in this system. Our estimated value of electronic correlations can be potentially used to address the optical conductivity and many other probes.
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Appendix

Computation details

In this section we give some remarks on the computational aspects that should be kept in mind while devising the algorithm for $G(\omega)$ numerical calculations. It is important to note that we are not giving the complete algorithm but only limited to making some comments which are useful in designing the algorithm for computation. $G(\omega)$ is the quantity of central importance and its detailed calculations are as follows

$$f_0(q, \omega) = f'_0(q, \omega) + i f''_0(q, \omega)$$

$$G(\omega) = -\int dq q^2 \left[ E(q, \omega) \{ \alpha (1 + \delta) \left[ f''_0 (\partial^2 f'_0 / \partial B^2) + f'_0 (\partial^2 f''_0 / \partial B^2) \right] - \alpha \left[ (f'_0)^2 + (f''_0)^2 \right] (\partial^2 f''_0 / \partial B^2) \right] + 2E(\omega, q)]^2 \left[ \left( \delta + 1 - f'_0 \right)^2 - (f'_0)^2 \left( \partial f'_0 / \partial B \right) \left( \partial f''_0 / \partial B \right) + (\delta + 1 - f'_0) f''_0 \left( \partial f'_0 / \partial B \right)^2 - (\partial f''_0 / \partial B)^2 \right] \right]$$

where

$$E(q, \omega) = \left[ (\delta + 1 - f'_0)^2 + (f''_0)^2 \right]^{-1}$$

Important expressions for the real and imaginary parts of the free electron model are as follows

Real parts

$$f'_0(q, \omega) = (1/2) - \left\{ \left[ q^4 - (4 - 2\omega)q^2 + \omega^2 \right] / 16q^3 \right\} \log \left[ (q + q_1) (q + q_2) / (q - q_1) (q - q_2) \right]$$

$$- \left\{ \left[ q^4 - (4 + 2\omega)q^2 + \omega^2 \right] / 16q^3 \right\} \log \left[ (q + q_0) (q + q_3) / (q - q_0) (q - q_3) \right]$$

$$\left[ \partial f'_0(q, \omega) / \partial B \right]_{B=0} = (\omega / 4q^3) \sum_{m=0}^{3} \log \left[ (q + q_m) / (q - q_m) \right]$$

$$\left[ \partial^2 f_0(q, \omega) / \partial B^2 \right]_{B=0} = (1/2q^2) \left\{ \left[ q^4 - (4 - 2\omega)q^2 + 4\omega \right] (q^2 - q_1^2)^{-1} (q^2 - q_2^2)^{-1} + \left[ q^4 - (4 + \omega)q^2 - 4\omega \right] (q^2 - q_3^2)^{-1} - q^{-1} \right\}$$

where

$$\sum_{m=0}^{3} \log \left[ (q + q_m) / (q - q_m) \right]$$

(5.3)
Before getting into the details let us recall the definitions of some special points. The imaginary parts 

\[ f_0^\prime\prime(q, \omega) = \frac{(\pi/4)(\omega/q)}{\partial B}_{\omega/q} \] 

\[ \theta(q - q_0) \theta(q_3 - q) - \theta(q - q_1) \theta(q_2 - q) \] 

is quite straightforward except for something that we would like to call "Singularity Corrections." These functions are quite straightforward except for the singularity corrections. It is observed here that the roots of the functions inside the \( \theta \) functions involve the contributions of at least one root up to \( q_0q_2q_3 = 8 \). In long wavelength limit. Mathematical concepts involved in the numerical integration of both \( G_1(\omega) \) and \( G_2(\omega) \) plays an important role in analytical calculations of spin fluctuations [20]. The numerical integration of \( G_1(\omega) \) involves functions like \( f_0^\prime\prime(q, \omega), f_0^\prime(q, \omega), \partial^2 f_0^\prime(q, \omega)/\partial B \) and \( \partial^2 f_0^\prime(q, \omega)/\partial B \). These functions and their derivatives consist of various \( \theta \) - and \( \delta \) - functions. The parts of calculations involving the \( \delta \) - functions is quite straightforward except for the singularity corrections. It is observed here that the roots of the functions inside the \( \theta \) - and \( \delta \) - functions plays an important role. In our single band model the q-value is restricted up to \( q_e = 2 \), the integration is performed form \( q = 0 \) to \( q = q_e = 2 \). For \( \omega > 1 \), the contribution comes from only one root which lies inside the region of integration. For \( \omega > 8 \), there is no contribution from any root in the calculations of \( G_1(\omega) \). In \( \omega < 1 \) region, the singularity correction conditions are used to estimate the contributions of roots of functions inside the \( \theta \) - and \( \delta \) - functions. Unlike \( G_1(\omega) \), the numerical integration of \( G_2(\omega) \) is straightforward as it involves only \( \theta \) - functions and does not need any singularity corrections. For \( \omega > 1 \), the theta function involving the contributions of at least one root up to \( \omega = 8 \) and there is no contribution thereafter. For \( \omega < 1 \), it is found that the contribution of all the roots are quiet straightforward and can be calculated by using pre-defined \( \theta \) - functions that are readily available which is not true for \( G_1(\omega) \). Hence, the calculations \( G_1(\omega) \) are crucial and play an important role in the settling of algorithm for the calculations of other properties [16]. So far, numerical calculation of \( G(\omega) \) has been carried out for the free electron gas model and the results are shown in Figures (2) and (3). Here \( G_1(\omega) \) and \( G_2(\omega) \) include only \( \delta \) as a varying parameter. Numerical results at \( q = 2 \) are shown for entire \( \omega \)-range. For \( \omega > 1 \), \( G_1(\omega) \) becomes negative and reflects the attractive nature of spin correlations in such systems. \( G(\omega) \) is the sum of \( \alpha G_1(\omega) \) and \( G_2(\omega) \). Thus for obtaining \( G(\omega) \) we need to obtain both \( G_1(\omega) \) and \( G_2(\omega) \). We will next discuss separately the concepts involved in the numerical integration of both \( G_1(\omega) \) and \( G_2(\omega) \) one by one.

The numerical integration of \( G_1(\omega) \) is the most involved. The first thing one should note is that for obtaining \( G_1(\omega) \), we will have to integrate an integrand which is a function of \( q, f_0^\prime(q, \omega), f_0^\prime\prime(q, \omega) \). The second derivatives of \( f_0^\prime(q, \omega) \) and \( f_0^\prime\prime(q, \omega) \) are crucial and play an important role in the numerical integration of both \( G_1(\omega) \) and \( G_2(\omega) \).
These points are special because they are the roots of the functions inside the theta and delta functions. Since the integration of a delta function gives the functional value of the integrand without the delta function at the point where the delta function peaks provided it is inside the region of integration and is zero otherwise. For the purpose of understanding, if we consider \( q_c = 2 \), the integration is performed form \( q = 0 \) to \( q = q_c = 2 \). When we consider the domain \( \omega > 1 \), then only \( |q_0| \) lies inside the region of integration for \( 1 < \omega < 8 \) and the only contribution comes from this term. For \( \omega > 8 \), there is no peak inside the region of integration thus the contribution is zero. If we consider the domain \( \omega < 1 \), there are three peaks corresponding to \( |q_0|, q_1 \) and \( q_2 \) inside the region of integration. Note that if we put the values of \( |q_0|, q_1 \) or \( q_2 \) directly in \( f_0' \) or \( \frac{\partial^2 f_0(q,\omega)}{\partial q^2} \) it diverges. To avoid this one has to add a small value inside the logarithm to obtain a meaningful value and this is exactly what we called the "Singularity Corrections". The contributions from each of these peaks should be calculated separately. Next while integrating the parts involving the theta functions, as in the above case for \( \omega > 1 \), the only non zero contribution comes from the theta function involving \( |q_0| \) for \( 1 < \omega < 8 \) and there are no non zero contributions for \( \omega > 8 \). It is important to note that \( \frac{\partial^2 f_0(q,\omega)}{\partial q^2} \) quadratically diverges for \( |q_0| \) and one should use some logical conditions to remove the points where the integrand diverges. For \( \omega < 1 \), there are non zero contributions from the theta functions involving \( |q_0|, q_1 \) and \( q_2 \). Here it is important to note that the function \( \frac{\partial^2 f_0(q,\omega)}{\partial q^2} \) quadratically diverges for \( |q_0|, q_1 \) and \( q_2 \) and similar to the \( \omega > 1 \) case we will have to remove the points where the functional value of the integrand is not finite. One should also keep in my mind that since the integrand drastically peaks near these points, one will have to take more points near these regions for integration to get a satisfactory accuracy up on numerical integration.

**Numerical integration of \( G_2(\omega) \)**

The numerical integration of \( G_2(\omega) \) is straightforward when compared to \( G_1(\omega) \), as it involves only theta functions and does not need any "Singularity corrections". As before for \( \omega > 1 \) only the theta function involving \( |q_0| \) contributes until \( \omega = 8 \) and there is no contribution thereafter. For \( \omega < 1 \), there are contributions from \( |q_0|, q_1 \) and \( q_2 \) and can be calculated quiet straightforwardly either by designing a code for the theta function or using pre-defined theta functions that are readily available.

**Details of DFT calculations**

First principles calculations of structural, electronic and magnetic properties were done using the projector augmented-wave (PAW) method implemented within the QUANTUM ESPRESSO simulation package [37]. Generalized Gradient approximation GGA) was used with Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [38]. The structural optimization was done with the gamma-centred Monkhorst-Pack of \( 12 \times 12 \times 12 \) k-point mesh within an energy cut-off of 60Ry. All the atoms and cell parameters are relaxed by minimizing the inter-atomic force up to 5 meV/Å. The Ca (4s), Mn (3d) and Al (3s-3p) are treated as a valence states. The on-site Coulomb interaction parameter \( U \) and exchange parameter \( J \) (here \( J = 0 \)) are combined into a single parameter \( U_{eff} = U - J \).

**References**

[1] L. Steinke, J. W. Simonson, W.-G. Yin, G. J. Smith, J. J. Kistner-Morris, S. Zellman, A. Puri, and M. C. Aronson. CaMn$_2$Al$_{10}$: Itinerant mn magnetism on the verge of magnetic order. *Phys. Rev. B*, 92:020413, Jul 2015.

[2] JW Simonson, ZP Yin, M Pezzoli, J Guo, J Liu, K Post, A Efimenko, N Hollmann, Z Hu, H-J Lin, et al. From antiferromagnetic insulator to correlated metal in pressurized and doped LaMnP0. *Proceedings of the National Academy of Sciences*, 109(27):E1815–E1819, 2012.
[3] D. E. McNally, J. W. Simonson, K. W. Post, Z. P. Yin, M. Pezzoli, G. J. Smith, V. Leyva, C. Marques, L. DeBoer-Schmitt, A. I. Kolesnikov, Y. Zhao, J. W. Lynn, D. N. Basov, G. Kotliar, and M. C. Aronson. Origin of the charge gap in LaMnPO. Phys. Rev. B, 90:180403, Nov 2014.

[4] J. W. Simonson, G. J. Smith, K. Post, M. Pezzoli, J. J. Kistner-Morris, D. E. McNally, J. E. Hassinger, C. S. Nelson, G. Kotliar, D. N. Basov, and M. C. Aronson. Magnetic and structural phase diagram of CaMn$_2$Sb$_2$. Phys. Rev. B, 86:184430, Nov 2012.

[5] D. C. Johnston, R. J. McQueeney, B. Lake, A. Honecker, M. E. Zhitomirsky, R. Nath, Y. Furukawa, V. P. Antropov, and Yogesh Singh. Magnetic exchange interactions in BaMn$_2$As$_2$: A case study of the $J_1$-$J_2$-$J_c$ heisenberg model. Phys. Rev. B, 84:094445, Sep 2011.

[6] E. E. Huber and D. H. Ridges. Magnetic properties of a single crystal of manganese phosphide. Phys. Rev., 135:A1033–A1040, Aug 1964.

[7] R. R. Heikes. Magnetic transformation in MnBi. Phys. Rev., 99:446–447, Jul 1955.

[8] K Ahlborn, K Bärner, and W Schröter. Magnetic properties of alloys in the system MnSb–MnBi. physica status solidi (a), 30(1):251–261, 1975.

[9] N Lundquist and Ho P. Myers. The saturation magnetisation of the monoborides of Mn, Fe and Co. Arkiv for Fysik, 21(5):463–471, 1961.

[10] T Shigeoka, N Iwata, H Fujii, and T Okamoto. Magnetic properties of LaMn$_2$Ge$_2$ single crystal. Journal of magnetism and magnetic materials, 53(1-2):83–86, 1985.

[11] Shigeru Okada, Kunio Kudou, Takao Mori, Kiyokata Iizumi, Toetsu Shishido, Takaho Tanaka, and Peter Rogl. Crystal growth and some properties of REM$_3$Si$_2$ (RE=Er, Tm, Yb, Lu) compounds. Journal of Crystal Growth, 244(3):267–273, 2002.

[12] Masayuki Shiga, Hirofumi Wada, Yoji Nakamura, J. Deportes, B. Ouladdiaf, and K. R. A. Ziebeck. Giant spin fluctuations in Y$_{0.97}$Sc$_{0.03}$Mn$_2$. Journal of the Physical Society of Japan, 57(9):3141–3145, 1988.

[13] C. Marques, Y. Janssen, M. S. Kim, L. Wu, S. X. Chi, J. W. Lynn, and M. C. Aronson. HfFeGa$_2$ and HfMnGa$_2$: Transition-metal-based itinerant ferromagnets with low curie temperatures. Phys. Rev. B, 83:184435, May 2011.

[14] Muralidhar Aaina, Kaliyaperumal Venkatesh, Brammacharry Usharani, Muthukumar Anbazhagi, Gerard Rakesh, and Muthaiah Muthuraj. Risk factors and treatment outcome analysis associated with second-line drug-resistant tuberculosis. Journal of Respiration, 2(1):1–12, 2022.

[15] Abhishek Pandey, Ping Miao, M. Klemm, H. He, H. Wang, X. Qian, J. W. Lynn, and M. C. Aronson. Correlations and incipient antiferromagnetic order within the linear Mn chains of metallic Ti$_4$MnBi$_2$. Phys. Rev. B, 102:014406, Jul 2020.

[16] Toru Moriya. Spin Fluctuations in Itinerant Electron Magnetism. Springer Series in Solid-State Sciences, Springer, Berlin, Heidelberg, 1985.

[17] Takao Izyuyama, Duk-Joo Kim, and Ryogo Kubo. Band theoretical interpretation of neutron diffraction phenomena in ferromagnetic metals. Journal of the Physical Society of Japan, 18(7):1025–1042, 1963.

[18] Tōru Moriya and Arisato Kawabata. Effect of spin fluctuations on itinerant electron ferromagnetism. Journal of the Physical Society of Japan, 34(3):639–651, 1973.

[19] G G Lonzarich and L Taillefer. Effect of spin fluctuations on the magnetic equation of state of ferromagnetic or nearly ferromagnetic metals. Journal of Physics C: Solid State Physics, 18(22):4339–4371, aug 1985.
[20] Tôru Moriya. Ferro- and Antiferromagnetism of Transition Metals and Alloys. *Progress of Theoretical Physics*, 33(2):157–183, 02 1965.

[21] Toru Moriya. Developments of the theory of spin fluctuations and spin fluctuation-induced superconductivity. *Proceedings of the Japan Academy, Series B*, 82(1):1–16, 2006.

[22] Tôru Moriya and Arisato Kawabata. Effect of spin fluctuations on itinerant electron ferromagnetism. II. *Journal of the Physical Society of Japan*, 35(3):669–676, 1973.

[23] Hideo Hasegawa and Toru Moriya. Effect of spin fluctuations on itinerant electron antiferromagnetism. *Journal of the Physical Society of Japan*, 36(6):1542–1553, 1974.

[24] Toru Moriya. *Spin fluctuations in itinerant electron magnetism*, volume 56. Springer Science & Business Media, 2012.

[25] Edmund Clifton Stoner. Collective electron ferromagnetism. *Proceedings of the Royal Society of London. Series A. Mathematical and Physical Sciences*, 165(922):372–414, 1938.

[26] J. C. Slater. The Ferromagnetism of Nickel. *Phys. Rev.*, 49:537–545, Apr 1936.

[27] Conyers Herring and Charles Kittel. On the theory of spin waves in ferromagnetic media. *Phys. Rev.*, 81:869–880, Mar 1951.

[28] C Herring. Magnetism, ed. G. T. Rado and H. Suhl, 1966.

[29] Yoshinori Takahashi. On the origin of the curie-weiss law of the magnetic susceptibility in itinerant electron ferromagnetism. *Journal of the Physical Society of Japan*, 55(10):3553–3573, 1986.

[30] Y Takahashi. Quantum spin fluctuation theory of the magnetic equation of state of weak itinerant-electron ferromagnets. *Journal of Physics: Condensed Matter*, 13(29):6323–6358, jul 2001.

[31] Yoshinori Takahashi and Tôru Moriya. On the spin fluctuations in weak itinerant ferromagnets. *Journal of the Physical Society of Japan*, 52(12):4342–4348, 1983.

[32] Bharathiganesh Devanarayanan, Akariti Sharma, Alpesh Sheth, Prafulla K. Jha, and Navinder Singh. Background for the Self Consistent Renormalisation (SCR) Theory, 2021.

[33] P Coleman, C Pépin, Qimiao Si, and R Ramazashvili. How do Fermi liquids get heavy and die? *Journal of Physics: Condensed Matter*, 13(35):R723–R738, aug 2001.

[34] Philipp Gegenwart, Qimiao Si, and Frank Steglich. Quantum criticality in heavy-fermion metals. *nature physics*, 4(3):186–197, 2008.

[35] S. L. Dudarev, G. A. Botton, S. Y. Savrasov, C. J. Humphreys, and A. P. Sutton. Electron-energy-loss spectra and the structural stability of nickel oxide: An lsdag+u study. *Phys. Rev. B*, 57:1505–1509, Jan 1998.

[36] Qing-Miao Hu, Levente Vitos, and Rui Yang. Theoretical investigation of the $\omega$-related phases in TiAl – Nb/Mo alloys. *Phys. Rev. B*, 90:054109, Aug 2014.

[37] Paolo Giannozzi, Stefano Baroni, Nicola Bonini, Matteo Calandra, Roberto Car, Carlo Cavazzoni, Davide Corso, Guido L Chiarotti, Matteo Cococcioni, Ismaila Dabo, Andrea Dal Corso, Stefano de Gironcoli, Stefano Fabris, Guido Fratesi, Ralph Gebauer, Uwe Gerstmann, Christos Gougoussis, Anton Kokalj, Michele Lazzeri, Layla Martin-Samos, Nicola Marzari, Francesco Mauri, Riccardo Mazzarello, Stefano Paolini, Alfredo Pasquarello, Lorenzo Paulatto, Carlo Scaccia, Sandro Scandolo, Gabriele Schlueter, Ari P Seitsonen, Alexander Smogunov, Paolo Umari, and Renata M Wentzcovitch. QUANTUM ESPRESSO: a modular and open-source software project for quantum simulations of materials. *Journal of Physics: Condensed Matter*, 21(39):395502, sep 2009.
[38] John P. Perdew, Kieron Burke, and Matthias Ernzerhof. Generalized gradient approximation made simple. *Phys. Rev. Lett.*, 77:3865–3868, Oct 1996.