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Abstract—The cross-speaker emotion transfer task in text-to-speech (TTS) synthesis particularly aims to synthesize speech for a target speaker with the emotion transferred from reference speech recorded by another (source) speaker. During the emotion transfer process, the identity information of the source speaker could also affect the synthesized results, resulting in the issue of speaker leakage, i.e., synthetic speech may have the voice identity of the source speaker rather than the target speaker. This paper proposes a new method with the aim to synthesize controllable emotional expressive speech and meanwhile maintain the target speaker’s identity in the cross-speech emotion TTS task. The proposed method is a Tacotron2-based framework with the emotion embedding as the conditioning variable to provide emotion information. Two emotion disentangling modules are contained in our method to 1) get speaker-independent and emotion-discriminative embedding, and 2) explicitly constrain the emotion and speaker identity of synthetic speech to be that as expected. Moreover, we present an intuitive method to control the emotional strength in the synthetic speech for the target speaker. Specifically, the learned emotion embedding is adjusted with a flexible scalar value, which allows controlling the emotion strength conveyed by the embedding. Extensive experiments have been conducted on a Mandarin disjoint corpus, and the results demonstrate that the proposed method is able to synthesize reasonable emotional speech for the target speaker. Compared to the state-of-the-art reference embedding learned methods, our method gets the best performance on the cross-speech emotion transfer task, indicating that our method achieves the new state-of-the-art performance on learning the speaker-independent emotion embedding. Furthermore, the strength ranking test and pitch trajectories plots demonstrate that the proposed method can effectively control the emotion strength, leading to prosody-diverse synthetic speech.

Index Terms—speech synthesis, emotion transfer, emotion strength control, disentangling, adversarial learning

I. INTRODUCTION

Text-to-speech (TTS) aims to generate human-like speech from text [1], [2], [3], [4], [5]. In recent years, the development of attention-based sequence-to-sequence (seq2seq) neural models [6], [7], brought a revolution to the TTS task [8], [4], [9], [10], [11], making it possible to synthesize natural speech via an end-to-end (E2E) way with \textless text, audio \textgreater pairs as training data. Beyond synthesizing natural but prosaic speech, this paper aims to synthesize controllable and emotional expressive speech by transferring emotions from a source speaker, which is important for many voice-based human-computer interaction scenarios.

The early E2E speech synthesis models [8], [4], [9], [10], [11] focused on synthesizing prosaic speech that did not explicitly take the emotion into consideration. In contrast, the natural speech produced by our human beings is not only semantic but also expressive. As a part of the important information conveyed by human speech, emotional expressions are directly affected by the speaker’s intentions that may lead to different emotions, e.g., fear, angry, happy, sad, surprise and disgust. Therefore, how to present appropriate emotions in synthetic speech is important in building diverse audio generation systems and immersive human-computer interaction systems [12], [13], [14], [15], [16], and thus has been drawn much attention recently [17], [18], [19], [20], [21], [22].

Based on whether the emotion can be transferred from another person, emotional speech synthesis can be roughly divided into same-speaker and cross-speaker scenarios. In the same-speaker scenario, to synthesize emotional speech of a single speaker, a straightforward way is to train a TTS model with categorized emotional data [23] if sizable emotional data is available. Besides, there are also several other methods to achieve this goal, e.g., model adaptation on a base model using a small amount of emotional data [24], [25] and code/embedding-based methods [19], [26], [27]. However, the weakness of these same-speaker methods is obvious. They can only be used to produce synthetic speech of the speaker that same to the one in the training data, which limits the generalization in real applications. In contrast, the cross-speaker methods aim to transfer the emotion from a source speaker to the target speaker [13],[14],[12],[16],[28], making synthetic speech of the target speaker can express various emotions that not exists in the database recorded by the target speaker.

A popular way to perform the cross-speaker emotion transfer TTS is to learn speaker-independent emotion representations, which can be extracted from reference audio with the desired emotion and then is used as a conditioning variable during the generating process [14],[21],[26],[29],[30],[31]. Reference encoder [12], global style tokens (GST) [32],[31],[33], and variational autoencoder (VAE) [14],[34] are commonly used strategies to extract the emotion representations. In addition to the learning of emotion embedding from reference speech, how to preserve the target speaker’s voice in synthetic speech is also very important for the cross-speaker emotion
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transfer TTS. To this end, some methods take the speaker embedding of the target speaker as extra conditioning information to the system [12], [35]. However, as the transferred emotion is from speech uttered by another (source) speaker, identity information of this source speaker could also be transferred to synthesized speech, making synthetic speech sound somehow like uttered by the source speaker rather than the target speaker, i.e., the so-called speaker leakage problem. To mitigate the speaker leakage, the existing approaches made a trade-off between the transfer quality and identity preservation, resulting in that either transferred emotion in synthetic speech is not expressive enough, or synthetic speech is still suffering from the source speaker leakage [36].

Moreover, the incredibly challenging of recording an emotional expressive speech database with different labeled emotion categories and strengths makes it hard to provide a proper reference to deliver the desired emotion strength. Therefore, most existing cross-speaker methods only focus on emotional speech synthesis without strength controlling. However, the same emotion category conveyed by our human beings’ speech is appropriately presented by different 'levels', e.g., very happy and a little bit happy, and how to control the emotion strength of synthesized speech is important for creating more realistic synthetic speech. While some emotion strength control methods have been proposed recently [37], [38], [39], all of them are aimed at the same-speaker scenario rather than the cross-speaker scenario. In this work, the first effort to control the emotion strength in the cross-speaker emotion transfer TTS task is conducted, in which, the strength control is realized by a flexible emotion scalar that bypasses the dependency on the database with manually-labeled emotion strengths.

To synthesize emotional expressive speech by transferring the emotion from reference audio and meanwhile maintain the target speaker identity in synthetic speech, a novel emotion transfer TTS approach is proposed in this paper. To be specific, the proposed method is a Tacotron2 [4] based TTS system with the emotion embedding as a conditioning variable to provide emotion information of reference speech. To obtain speaker-independent and emotion-discriminative emotion embedding, an emotion disentangling module (EDM) is proposed. This proposed EDM consists of two encoders, i.e., emotion encoder and speaker encoder. During the training process, the emotion encoder is trained with the classification loss in terms of emotion categories, and meanwhile, the emotion embedding is constrained to be orthogonal to the speaker embedding produced by the speaker encoder with same speech as input. This speaker encoder is trained with two loss functions: one is the classification loss in terms of speaker identities, and another one is gradient reversal layer (GRL)-based classification loss in terms of emotion categories, to make the learned speaker embedding be emotion-independent and speaker-discriminative. Besides, to explicitly constrain the emotion category and speaker identity of synthetic speech, the proposed EDM is not only used for the learning of emotion embedding, but also used to calculate the corresponding loss with the synthesized mel-spectrograms as input. An emotion matching loss calculated with a pair of emotion embeddings from reference audio and synthesized mel-spectrograms respectively is used to ensure the consistency between the referenced emotion and the synthesized emotion. Moreover, as mentioned earlier that it is quite difficult to create an emotional expressive speech database with different emotion categories and strengths, therefore, in this paper we also aim to answer the question that whether it is possible to control the emotion strength of synthetic speech that synthesized by a model trained with emotional speech database without manually-annotated strength information. To this end, a scalar value based method is introduced to adjust the emotion strength carried by the learned emotion embedding.

Preliminary work of this paper was presented in [38], in which the model was designed for the same-speaker emotion transfer TTS, and the training of the emotion encoder and the speaker encoder in that model were not constrained with the orthogonality relation between emotion embeddings and speaker embeddings. In this paper, we improved the model in [38] with the proposed EDM and also extended it to the task of cross-speaker emotion transfer TTS. To sum up, the main contributions of this work are as follows:

- We propose a novel model for the task of cross-speaker emotional transfer TTS. To solve the speaker leakage problem, an emotion disentangling module (EDM) is proposed in this paper to learn speaker-independent emotion embeddings and emotion-independent speaker embeddings at the same time with the orthogonal constraint.
- For the first time, the effort to control the emotion strength in the cross-speaker emotion transfer TTS is conducted, and a simple emotion strength control method is proposed.
- Extensive experiments show that the proposed method outperforms other state-of-the-art methods, i.e., GST-based and VAE-based methods, on the cross-speaker emotion transfer TTS, and also demonstrate that the proposed method is able to properly control the emotion strength for synthetic speech.

The rest of this paper is organized as follows. Section II reviews related work. Section III introduces the proposed method. Section IV describes the experiments and setup in detail. Section V presents the experimental results. Section VI discusses the performance and limitation of the proposed method, and also the possible future research direction. Finally, the paper concludes in Section VII. Examples of synthesized speech can be found on the project page\(^1\).

### II. RELATED WORK

Emotion transfer in TTS shares similar methods with other kinds of style transfer, e.g., prosody transfer in TTS, as emotions are expressed in prosodic aspects of speech. Here, for clarity, all of them are referred to as style transfer. In this section, works related to style transfer and also controllable cross-speaker emotion transfer are reviewed.

\(^1\)The synthesized samples can be found from https://silyfox.github.io/multispkemotion/
A. Style transfer TTS

Given a reference audio, style transfer TTS is to synthesize speech that with the style learned from reference audio. Inspired by the good performance of the Tacotron series models [8], [4] on synthesizing natural speech, many efforts have been conducted to extend the Tacotron structures to style transfer TTS [12], [40], [41].

The early method to achieve style transfer is to integrate the Tacotron model with an extra trainable audio encoder, referred to as Reference Encoder, which encodes the reference audio as a fixed-length vector that works as conditioning information of the expected style [12]. The following works [13], [21] extend the Reference Encoder module by adding a style token layer, which is composed of an embedded library called Global Style Tokens (GST). GST learns a latent high-dimensional representation for style transfer that implicitly contains style information. Besides, the Variational Automatic Encoder module [42] also has been shown good performance on learning the potential representation of the style in the style transfer TTS task [14], [42]. Recently, some variants based on the mentioned Reference Encoder, GST, or VAE are proposed to further improve the performance on the style transfer TTS task [41], [43], [44], [45], [46], [47], [44], [48]. For instance, in [44], a style-related latent space is learned in an unsupervised way by Reference Encoder [12], and is then transformed to a low-dimensional space with Principal Component Analysis (PCA) to disentangle style from text and speaker-related information. In [48], a multi-scale Reference Encoder is employed to extract the global-scale utterance-level and the local-scale quasi-phoneme-level style features of the target speech, with the goal to improve the expressiveness of the synthesized speech.

However, most style modeling methods aggregate all style-related aspects, e.g., pitch, duration, emotion and accent, into one hidden style representation, making the learned system can only transfer the average expressiveness. To control different style aspects independently, Bian et al. [41] proposed a multi-reference TTS stylization strategy based on GST-Tacotron [13] and an intercourse training scheme, in which different style dimensions, such as emotion and speaker, are disentangled and transferred independently. Subsequently, Whitehill et al. [43] improved the performance of the multi-reference model on disjoint-datasets by unpaired training strategy and adversarial cycle consistency scheme.

While numerous methods have been proposed to improve the style transfer performance as mentioned above, the lack of explicit constraints on the final synthesized speech makes them suffer from the conflict between the well-transferred styles and identity preservation of the target speaker in the cross-speaker scenario [36]. Furthermore, how to create flexible stylized speech with controllable transferred strength was not considered.

B. Emotion strength control

The emotion strength control aims to synthesize emotional speech of different strengths as expected. In the same-speaker scenario, an unsupervised ranking function is learned from the emotional dataset based on relative attributes scheme [39], and each training sample is assigned a relative emotional strength [37], which is then used as a strength label to condition the Tacotron model. At inference time, emotion expressions can be easily controlled by a discrete one-hot vector presenting emotion category and a continuous simple scalar indicating emotion strength. In [49], an interpolation technique was proposed to control the strength of the target emotion that can be gradually changed from weakness to neutral.

Recently, we proposed a controllable emotion speech synthesis approach [38] to deliver the emotion accurately and control the emotion strength flexibly. Specifically, we modified the Reference Encoder structure with two emotion classifiers to enhance the emotion-discriminative ability of the emotion embedding and the predicted speech representation, i.e., mel-spectrum. Besides, an emotion matching loss [20], [50] was adopted to minimize the difference between the generated and reference mel-spectrum in terms of the emotion. During the inference, the strength of the synthetic speech can be easily controlled by adjusting a scalar to the emotion embedding. However, we found that this approach can not avoid the source speaker leakage in the cross-speaker scenario. In this paper, we use our preliminary method [38] as the backbone and further improve it for the cross-speaker scenario.

III. METHODOLOGY

The illustration of the proposed architecture for the controllable cross-speaker emotion transfer is shown in Figure 1. We utilize a modified Tacotron2 [4] as the backbone of this model. Following the reference encoder-based methods [12], [44], we also take a reference encoder, named as emotion encoder, to get the emotion embedding that conveys emotion information from reference speech to the TTS system. As mentioned earlier, speaker information preserved in this emotion embedding could lead to speaker leakage. Therefore, learning speaker identity independent emotion embedding is very important for the cross-speaker emotion transfer TTS task. To this end, our emotion encoder is trained with a proposed Emotion Disentangling Module (EDM, see the upper-left region within the dashed box), which is able to disentangle speaker information from the emotion embedding. This EDM is also used for the emotion encoder with synthesized mel-spectrum as input to constrain the emotion and identity of synthesized speech (see the upper-right region within the dashed box). The target speaker’s identity is provided by the Identity Controller. In this section, the Tacotron2-based backbone, EDM, and the Identity Controller will be introduced respectively. Besides, a flexible emotion scalar is used to control the emotion strength, which will also be introduced in this section.

Note that all the proposed modules and the TTS backbone, are trained together. The objective functions of each module will be also introduced in this section.

A. Tacotron2-based backbone

The backbone of the proposed method is based on Tacotron2 [4], which is a state-of-the-art attention-guided
seq2seq TTS model that consists of the encoder, decoder, and attention mechanism module. With the input of a phone sequence, the encoder produces a sequence of intermediate representations that work as input via the attention module to the decoder to produce the speech representations, i.e., mel-spectrogram. The final audio signal is obtained by a neural vocoder with the predicted spectrograms as input.

Different from the vanilla Tacotron2, here, we replace the encoder in Tacotron2 with that in Tacotron, which consists of a pre-net and a CBHG module [51]. Besides, instead of the location-sensitive attention mechanism used in Tractron2, the GMM attention mechanism [52] is adopted in this work. The Tacotron2 is optimized to minimize the mean absolute error (MSE) of predicted mel-spectrograms and ground-truth mel-spectrograms. The loss function that to train the Tacotron2 is referred to as \( L_{\text{taco}} \).

### B. Emotion Disentangling Module (EDM)

By disentangling speaker information from the emotion embedding, the EDM is to learn the emotion encoder that can obtain the identity-independent emotion embedding. The EDM consists of two encoders, i.e., speaker encoder and emotion encoder. The emotion embedding \( e_i \) produced by the emotion encoder should be discriminative for emotion categorization and be unrelated to the speaker embedding \( s_i \) extracted from the same audio. In this section, we will introduce the architecture of the proposed emotion encoder and the strategies to train this encoder. Besides, the details of the speaker encoder and also the way to learn the emotion-independent speaker embedding \( s_i \) will also be introduced.

#### 1) Emotion encoder: Similar to the emotion encoder architecture in [12], here, the emotion encoder consists of six 2D convolutional layers, a GRU layer, three fully connected (FC) layers. Only the last GRU state of the GRU layer is taken as the global feature that works as the input of the FC layers. The final emotion embedding \( e_i \) is represented by a 256-dimensional vector.

To make the emotion embedding \( e_i \) discriminative on distinguishing different emotions, a classification loss in terms of emotion categories is adopted. Specifically, the emotion embedding \( e_i \) is fed into an emotion classifier, which consists of an FC layer and a softmax layer. Instead of transferring the emotion embedding from 256 dimensions to the dimension that same to the number of source emotion categories, i.e. 7 in this paper, one more dimension is outputted from the FC layer, which presents the style of the target speaker. In this way, the style of the target speaker is treated as an independent emotion category, which is inspired by the fact that even with the same emotion category, slight emotion differences would exist between speech from different persons. For simplicity, here, we denote this neutral emotion from the target speaker as \( \text{neutral}_T \). The softmax layer is to produce the probability of eight emotion types, i.e., \( \text{neutral}, \text{happy}, \text{surprise}, \text{angry}, \text{disgust}, \text{fear}, \text{sad}, \text{neutral}_T \). The corresponding objective function is then defined as the negative log probability of \( P(y_i \mid e_i) \)

\[
L_{ec} = - \sum_{i=1}^{n} \log P(y_i \mid e_i) \tag{1}
\]

where \( n \) is the batch size, \( y_i \) is the emotion label of the emotion embedding \( e_i \), and \( P(y_i \mid e_i) \) is possibility of \( e_i \) belonging to the label \( y_i \).

To make the emotion embedding unrelated to the speaker information, an orthogonality loss is proposed to make the emotion embedding orthogonal to the speaker embedding. To be specific, assume that we have an emotion-independent
Speaker embedding $s_i$ that is extracted from same audio of $e_i$, the goal is to minimize the following orthogonality loss, which is defined as

$$L_{ort} = -\sum_{i=1}^{n} \|s_i^T e_i\|_F^2$$

(2)

where $\|\cdot\|_F$ is the Frobenius norm. The learning of the emotion-independent speaker embedding $s_i$ will be introduced in the following subsection.

2) Learning of emotion-independent speaker embedding: A speaker encoder that has the same architecture as the emotion encoder is used to obtain the speaker embedding. The speaker embedding produced by this speaker encoder should be 1) discriminative on distinguishing identities, and 2) with no information related to the emotion. To this end, two loss functions are used to optimize the speaker encoder. One is the classification loss to make the obtained embedding speaker-discriminative. Another one is an adversarial loss to make the obtained embedding emotion-independent.

Classification loss is similar to the classification loss of the emotion encoder. Specifically, a speaker classifier that consists of an FC layer and a softmax layer is used to get the probability of a speaker embedding $s_i$ belonging to the corresponding identity label $l_i$, and the corresponding loss is defined as

$$L_{sc} = -\sum_{i=1}^{n} \log P(l_i \mid s_i)$$

(3)

where $P(l_i \mid s_i)$ is possibility of $s_i$ belonging to the label $l_i$.

Adversarial loss is to make the speaker embedding $s_i$ be emotion-irrelevant. Instead of training the model in an alternative way to make the speaker encoder cannot produce emotion-discriminative embeddings, here, a gradient reversal layer (GRL) is adopted between the speaker encoder and an emotion-based classifier. So that we can minimize the classification loss of this emotion-based classifier to reversely optimize the speaker encoder on the emotion classification task. Therefore, the loss function is defined as

$$L_{adv} = -\sum_{i=1}^{n} \log P(y_i \mid s_i)$$

(4)

where $P(y_i \mid s_i)$ is the possibility of the speaker embedding $s_i$ extracted from speech with the emotion category of $y_i$.

3) EDM objective function: Regarding the emotion disentangling module, the total objective function is defined as

$$L_{edm} = L_{sc} + \alpha L_{ort} + \beta L_{sc} + (1 - \beta)L_{adv}$$

(5)

where $\alpha$ and $\beta$ are two hyper-parameters to balance the weights of different losses. Empirically, based on the experimental comparisons, $\alpha$ and $\beta$ are set as 0.02 and 0.5 respectively.

4) EDM for explicit constraint: In addition to obtaining the emotion embeddings that concatenated with the encoder’s outputs of Tacotron2-based backbone, the EDM is also used for the backbone’s decoder (the upper-right dashed box in Fig. 1) to ensure 1) source emotion and speaker identity is presented by the synthetic speech, and 2) emotion consistency between reference and synthetic speech (see section III-B5). With the EDM, we can explicitly restrain synthesized speech as we expected. Note that parameters of two EDM (one for the encoder and another for the decoder) are not shared, while they have the similar objective function. We denote the objective function of the EDM for the decoder as $L_{edm}$.

5) Emotion matching loss: Besides supervising the emotion encoder in a high-level way, i.e., with the emotion classifier, we argue that it is also important to ensure the emotion representation of synthetic speech be similar to that of reference speech. To this end, an emotion matching loss is introduced to constrain the emotion embedding of synthesized mel-spectrograms to be close to the emotion embedding of reference speech. Details of this emotion matching loss can be found in our previous work [38], and here we refer to this loss as $L_{emo}$.

C. Emotion strength control

The emotion embedding in our proposed model is a collection of CNN output sequences, and the essence is the extraction and quantification of features. Therefore, each value can be considered as the strength of emotion-related feature, and the strength of transferred emotion to the target speaker can be easily controlled by adjusting its value without being affected by the source speaker. In this paper, we use an emotion scalar to multiply the emotion embedding to control emotion transfer strength at the inference stage. This is similar to the degree control in image style transfer [20]. Note that this scalar always equals to 1 during the training process.

D. Speaker identity controller

While the emotion-independent speaker representation can be obtained by the speaker encoder of the EDM module, the learned speaker representation is detrimental and unstable to control the speaker’s identity due to the adversarial training strategy (see Section III-B2). Therefore, we adopt a trainable speaker embedding table [12], [28] (see the speaker identity controller module in Fig. 1) to extract the speaker embedding of the target speaker. In detail, with the target speaker ID, a 128-dimensional speaker embedding can be produced by a speaker look-up table. Then this speaker embedding is concatenated with the decoder’s input in the frame-level to provide the target speaker’s information. Note that, in this paper, all mentioned speaker embeddings except for that in this subsection refer to representations extracted by the speaker encoder in EDM.

E. Final objective function

All modules introduced in the previous sections are trained together. The final objective function of the proposed model is defined as:

$$L = L_{taco} + L_{edm} + L_{edmd} + L_{emo}$$

(6)
TABLE I: Disjoint database for the cross-speaker emotion transfer TTS.

| Database | Speaker | Language | neutral | happy | angry | Emotion | fear | surprise | sadness | Role       |
|----------|---------|----------|---------|-------|-------|---------|------|----------|---------|------------|
| DB_1     | Adult female | Mandarin | ✓      | ✓     | ✓     | disgust | ✓    | ✓        | ✓       | Target speaker |
| AIC      | Imitated girl | Mandarin | ✓      | ✓     | ✓     | anger   | ✓    | ✓        | ✓       | Source speaker |
| DB_6     | Adult female | Mandarin | ✓      | ✓     | ✓     | sadness | ✓    | ✓        | ✓       | Source speaker |

IV. EXPERIMENTS

To evaluate the performance of the proposed method on the controllable emotion transfer task, three Mandarin corpora are adopted (see Section IV-A) for extensive experiments. The synthesized results are evaluated via the human rating experiment subjectively and also analyzed objectively. In this section, the databases adopted in the experiment, experimental setups, and human rating method will be introduced.

A. Database

With the goal to transfer emotion styles from a source speaker to a disjoint target speaker, a database that consists of at least two speakers is required, in which one is the source speaker to provide the emotional speech and another provides the target speaker who does not have the emotional speech. Table I shows the databases that we used to evaluate the performance of our proposed method on the cross-speaker emotion transfer TTS task. Note that, here, two emotional databases, i.e., AIC and DB_6, are used for the convenience of evaluating the ability of the proposed method on learning speaker-independent emotion embeddings (see Section V-A2). Considering the significant difference voices of speakers in DB_1 and AIC, AIC is taken as the source database in the subjective evaluation, which makes it easy for participants to distinguish the voice difference, and also can demonstrate the ability of the proposed method on transferring emotion between two quite different voices. The details of these databases are as follows.

**DB_1** is a publicly available adult female neutral corpus\(^2\), which contains about 12 hours of speech samples recorded in a professional studio. The training set and the test set are composed of 9900 and 100 utterances respectively. In our experiments, the speaker from this database works as the target speaker.

**Adults-imitated children (AIC)** is a high-quality emotional speech corpus containing 14-hour of recordings by a professional Chinese actress [38]. She imitates a little girl to perform seven categories of emotion (neutral, happy, angry, disgust, fear, surprise, and sadness), which consists of 6000 neutral utterances and 620 utterances for each emotion type. In this paper, the speaker of this database works as the source speaker to provide reference speech with different emotions during inference.

**DB_6** is a female emotional corpus with around 14 hours’ recordings. It contains all the emotion styles as that in AIC except for neutral speech. There are 2000 speech samples for each emotion category.

\(^2\)The dataset is available at http://www.data-baker.com/hc_znv_l.html

B. Human perceptual rating experiment

The goal of the emotion transfer TTS is to synthesize speech with the emotion of reference speech and the voice of the target speaker, making the evaluation a subjective task. Therefore, a human perceptual rating experiment is performed to evaluate synthetic speech in terms of emotion similarity (between synthetic speech and reference speech) and speaker similarity (between synthetic speech and target speaker’s voice). Following the typical mean opinion score (MOS) test method, participants are asked to rate given speech a score ranging from one to five for its emotion similarity or speaker similarity. The rating criteria is: bad = 1; poor = 2; fair = 3; good = 4; great = 5, in 0.5 point increments.

Ten sentences from the test set of the target speaker’s database were randomly selected to synthesize speech with six kinds of emotions respectively, resulting in 60 testing samples. Twenty participants who are native Chinese took part in this experiment, and the final score for each sample is the average of scores rated by all participants for this sample. In all tests, the results are associated with 95% confidence intervals. In addition to the MOS evaluation, to evaluate the strength of synthetic speech, a ranking-based subjective evaluation was performed. The details can be found in Section V-B.

C. Experimental setups

All the speech samples are down-sampled to 16 kHz, and are then represented by mel-spectrograms extracted with 50 ms frame length and 12.5 ms frame shift. The input sentences are converted into phone sequences, which work as the input to the proposed model, resulting in predicted mel-spectrogram. During the inference stage, the multi-band WaveRNN [10] is adopted as the neural vocoder to reconstruct waveform from the predicted mel-spectrograms.

For emotion strength control, although the emotion scalar can be controlled continuously to represent emotion strength in each emotion category, we set 1, 2, and 3 to represent three typical emotion strengths, i.e., weak, medium, and strong, for subjective comparison. While the larger scalar means the stronger emotion strength, the scalar cannot be infinite. We found that a larger strength scalar does not always bring stronger emotion transfer with high quality. It is easy to be explained: even for real emotional speech, much strong emotional expressive speech may bring changes to the speaker’s voice, which could affect the listener’s judgment on the identity of the speaker. For the comparison with other methods in Section V-A, the emotion scalar is set as 1. Since the transfer of the neutral emotion will not change the style of the target speaker, the transfer of the neutral emotion will not be conducted in the follow-up experiment.
D. Compared methods

As motioned in the related work in Section II, GST [13] and VAE [14] are two state-of-the-art strategies that are used in the speech style transfer task. Here, to show the superiority of our proposed method, these two strategies are also adopted to compare with our method. For fairness, we replace the Tacotron with the modified Tacotron2 in the GST-based and VAE-based TTS model, and the same speaker controller module in our proposed method is used in these two GST-based and VAE-based models to provide target speaker information. The two models are referred to as Mspk-GST and Mspk-GST respectively hereafter for simplicity.

V. EXPERIMENTAL RESULTS

In this section, experimental results for comparison with other methods, emotion strength control in the cross-speaker emotion transfer task, and ablation study are presented. The corresponding demos can be found from the project page\(^{1}\), and we recommend readers listen to those demos.

A. Comparison with other methods

1) Performance on the emotion transfer TTS: To compare the proposed method with Mspk-GST and Mspk-VAE methods, performances of these three models on the cross-speaker emotion transfer are evaluated in terms of the speaker similarity and emotion similarity via the human rating experiments. The results are shown in Table II.

As can be seen in Table II, regrading the speaker similarity, the GST-based method Mspk-GST achieves the best performance on preserving the target identity in synthesized speech in terms of transferring all emotions. However, the emotion expressiveness performance of Mspk-GST is much worse than both Mspk-VAE and the proposed method. Specifically, in terms of the emotion similarity MOS averaging on all emotion styles, the score of Mspk-GST is 30.6% and 35.5% relatively lower than that achieved by Mspk-VAE and our proposed method, respectively. The bad performance of Mspk-GST on the emotion expressiveness could be caused by the inadequate emotion representation produced by the GST module. This reason also brings a weak impact on the speaker identity of synthesized speech, which leads to higher performance on preserving the target speaker identity. This phenomenon can be easily explained by an extreme case: when the emotion embedding contains no information of reference audio, the target speaker identity in synthesized speech will not be affected. While Mspk-GST achieves the best performance on the speaker preservation, the terrible scores on emotion similarity MOS indicate the weakness of Mspk-GST on the cross-speaker emotion transfer TTS.

Compared with Mspk-GST, Mspk-VAE achieves better performance on the emotion expressiveness in terms of all emotion categories. However, the improvement is not always significant for all emotion categories. Specifically, when the emotion is reflected by the speaking speed and stress (such as surprise, disgust and fear), the emotion expressiveness performance is still unsatisfactory. Meanwhile, when emotion categories are likely reflected by the changes of the source speaker’s timbre (such as sadness, happy and angry), Mspk-VAE gets an obvious drop in the performance of speaker preservation. For instance, in terms of the emotion happy, the speaker similarity MOS is 18.9% and 16.8% relatively lower than that achieved by Mspk-GST and the proposed method respectively. These results demonstrate that the VAE-based method Mspk-VAE is hard to achieve a balance between the target speaker preservation and source emotion transfer.

In contrast, the proposed method achieves reasonable performance on both identity preservation and emotion expressiveness in terms of all emotion categories. From the point of average performance, the proposed method obtains the best emotion similarity MOS score, which is 38.4% and 9.1% relatively higher than that of Mspk-GST and Mspk-VAE respectively, and comparable speaker similarity MOS score with that achieved by Mspk-GST, which is only 2.0% relatively lower than the latter. Furthermore, no significant performance drop appears on either speaker preservation or emotion transfer in terms of any emotion category, indicating that the proposed method can achieve a good balance between maintaining the target speaker’s identity and enriching the transferred emotional expression. All these results show the superiority of the proposed method compared to both Mspk-GST and Mspk-VAE, and demonstrate the good performance of the proposed method on the cross-speaker emotion transfer TTS task.

2) Visualization of learned reference embedding: Obtaining speaker-independent emotion is crucial for the cross-speaker emotion transfer TTS. A good emotion embedding should be 1) discriminative on distinguishing emotion categories, and 2) indistinguishable for the speaker identities. To compare the ability of emotion embeddings extracted by different

| Emotion | Speaker similarity MOS | Emotion similarity MOS |
|---------|------------------------|------------------------|
|         | Mspk-GST | Mspk-VAE | Proposed | Mspk-GST | Mspk-VAE | Proposed |
| fear    | 4.0±0.058 | 3.74±0.079 | 3.95±0.062 | 2.41±0.079 | 3.36±0.087 | 3.75±0.073 |
| disgust | 4.09±0.052 | 3.73±0.061 | 4.01±0.055 | 2.69±0.068 | 2.93±0.081 | 3.55±0.075 |
| angry   | 3.95±0.054 | 3.60±0.058 | 3.90±0.056 | 2.73±0.069 | 3.68±0.074 | 3.62±0.07 |
| sadness | 3.88±0.059 | 3.27±0.081 | 3.79±0.064 | 2.8±0.069 | 3.85±0.065 | 3.94±0.055 |
| happy   | 3.86±0.053 | 3.13±0.077 | 3.76±0.052 | 2.92±0.055 | 3.72±0.064 | 3.70±0.066 |
| surprise| 4.01±0.05  | 3.54±0.062 | 3.90±0.055 | 2.5±0.071 | 2.85±0.062 | 3.69±0.068 |
| average | 3.97±0.054 | 3.50±0.069 | 3.89±0.057 | 2.68±0.068 | 3.40±0.072 | 3.71±0.066 |
Fig. 2: Emotion distribution of the emotion embeddings created different models (a) GST, (b) VAE, and (c) Proposed EDM module. For ease of inspection, the presented data are 10 samples randomly selected from each emotion category except for the neutral category of AIC test database.

Fig. 3: Speaker distribution of the emotion embeddings created by different models (a) GST, (b) VAE, and (c) Proposed EDM module.

models on distinguishing emotion categories or speaker identities, t-distributed stochastic neighbor embedding (t-SNE) [53] method is adopted in this section. The t-SNE visualizes the distribution of embeddings in a two-dimensional space via dimensionality reduction, which allows us to directly present the distribution of embeddings in terms of emotion categories or speaker identities.

**Distribution in terms of emotion categories.** To display the distribution of emotion embeddings extracted by different models, 10 audio samples of each emotion category from the test set of the source speaker’s database are randomly selected, resulting in 60 reference utterances (neutral emotion is not included) which are then embedded as emotion embeddings by different models. The distributions of these embeddings are presented in Fig. 2. In this figure, each point indicates an emotion embedding, and points with the same color are from the same emotion category. The distance between the two points indicates the relative similarity of the embeddings. Smaller distances indicate more similar embeddings. An ideal emotion encoder should cluster emotion embeddings from the same category close together while embeddings from different categories should be further apart. From this figure we can see that GST achieves the worst performance on producing the emotion-discriminative embeddings, and many samples from different emotion categories are mixed together (see Fig. 2 (a)). The distribution turns to better in Fig. 2 (b), which is achieved by VAE. However, the points from the same category are still diverse. In contrast, in Fig. 2 (c), all emotion embeddings from the same emotion category are clustered together, while different clusters are apart from each other, indicating that our proposed EDM module presents the significant superiority in extracting emotion-discriminative embeddings.

**Distribution in terms of speaker identities.** Similar to the visualization method in terms of emotion categories, here, we also randomly select 10 utterances from each emotion category except for the neutral emotion, resulting in 60 samples for the speaker in AIC. The same sampling method is used to randomly select 60 samples from the other emotional database DB_6, and 60 samples are also randomly selected from DB_1 respectively. Embeddings from the same database are colored by the same color, representing that they are from the same speaker. The visualization results are shown in Fig. 3. Ideally, good speaker-independent emotion embeddings should contain no speaker identity-related information, which means embeddings of utterances recorded by different speakers should be mixed together in Fig. 3. As can be seen, the different speaker’s embeddings created by GST indeed mix together, while this does not mean that they are good emotion embeddings. The premise of good embeddings is to be emotion-discriminative. Regarding the bad emotion distribution in Fig. 2 (a), the speaker embeddings produced by GST are neither emotion-discriminative nor speaker-discriminative, indicating that these embeddings carry very little information from the reference audio, and that is why Mspk-GST can show that best performance on the target speaker preservation but worst performance on the emotion transfer (see Table II). For the VAE method, as shown in Fig. 3 (b), there are clear boundaries between clusters that are from different databases (speakers), indicating that the VAE method is unable to produce speaker-independent emotion embeddings. In contrast, for our proposed EDM module (see Fig. 3 (c)) the embeddings from the two emotional datasets (AIC and DB_6) are clustered into 6 clusters and are closed to each other within each cluster, which corresponding to 6 emotion categories. It is worth noting that because the emotion of speech from DB_1 is treated as an independent emotion category, the embeddings
from this database are clustered into an independent cluster. This distribution demonstrates that our proposed method can produce speaker-independent emotion embeddings.

All above experiments and results, including the MOS scores of the TTS results and the embedding distribution visualization, indicate that the proposed method is superior on the cross-speaker emotion transfer TTS task compared to the GST and VAT-based methods.

The ranking results are drawn in a confusion matrix, as shown in Fig 4, for each emotion category. In this figure, a value on the diagonal means the accuracy of that synthetic sample correctly reflects the emotion strength as expected. As we can see, for all emotion categories, the synthetic samples achieve high accuracies in terms of all strength levels. For instance, for the emotion of fear, all the classification accuracies are no less than 90%. Even for the case with the lowest accuracy, i.e., Medium for the happy, the accuracy is still larger than 70%, indicating that the proposed method can successfully control the emotion strength performed by the target speaker.

**Prosody Diversity.** The emotion strength of speech has a close relation to the prosody. Here, in addition to the subjective evaluation, the prosody aspects of synthetic speech with different transferred emotion strengths are also compared. The visualized comparisons are shown in Fig 5, in which the pitch trajectory of each synthetic speech is drawn based on the mel-spectrograms. All the presented synthetic speech samples are based on the same input sentence. For each emotion category, the presented synthetic speech samples are with different emotion strengths, i.e., weak, medium, and strong. As can be seen, in each subfigure, the pitch trajectories of different strengths present a similar trend but with different peaks and duration. For instance, the pitch and tone variation of surprise and anger increase with the increase of strength from weak to strong. As for sadness and disgust, the speaking rate slows down as the strength increases, accompanied by narrow pitch variation, indicating the significant effect of our proposed method on adjusting the emotion strength, and also the ability of the proposed method on synthesizing diversity prosodies.

**Effect on speaker identity preservation.** The proposed method for the controllable emotion transfer TTS raises a question: whether controlling the emotion strength with scalar would affect the identity preservation of the target speaker? To answer this question, the speaker similarity MOS test was performed for synthetic speech with different emotion strengths. The results are shown in Table III. As can be seen, it indeed shows a trend that stronger emotion transfer tends

---

**Table III: Speaker similarity MOS for synthetic speech with three typical emotion strengths, i.e., weak, medium, and strong, with confidence intervals of 95%. The higher value means better performance, and the bold indicates the best performance out of three emotion strengths in terms of each emotion.**

| Strength | Weak       | Medium     | Strong     |
|----------|------------|------------|------------|
| fear     | 3.89±0.073 | 3.79±0.071 | 3.68±0.068 |
| disgust  | 4.01±0.075 | 3.87±0.078 | 3.84±0.072 |
| angry    | 3.90±0.072 | 3.82±0.07   | 3.63±0.063 |
| sadness  | 3.79±0.081 | 3.72±0.072 | 3.59±0.082 |
| happy    | 3.76±0.073 | 3.79±0.076 | 3.70±0.069 |
| surprise | 3.90±0.079 | 3.75±0.076 | 3.67±0.074 |
| average  | 3.89±0.075 | 3.79±0.073 | 3.68±0.072 |

---

B. Cross-speaker emotion strength control

In this section, we show the ability of the proposed method on controlling the transferred emotion strength. To this end, speech with three transferred emotion strength levels, i.e., weak, medium, and strong, is synthesized for each input sentence. To evaluate the relative strength of synthetic speech that synthesized with different emotion controller scalars, a human perceptual ranking experiment was conducted. Specifically, for each sentence, given three synthetic speech with different emotion strengths but the same emotion category, participants are asked to sort them according to the emotional strength, i.e., ranking speech to the strength order of weak, medium, and strong. In this experiment, 20 participants participated, and each participant was shown with 60 groups of synthetic speech. Note that although the participants were asked to rank three synthetic speech samples in each group, we treat the evaluation as a classification task. To be specific, if synthesized speech controlled by a weak scalar is ranked in the first place (with the label of weak), we treat it as a correctly classified sample (correctly reflect the emotion strength) regardless of the order of the other two samples in the same group.

---

**Fig. 4:** Confusion matrices of synthesized speech from the proposed model. The X-axis and Y-axis of subfigures represent perceived and ground-truth emotion strength, respectively.
Fig. 5: Pitch contours of synthesized speech with the same text for six emotions and three emotion strengths.

to bring lower speaker similarity MOS. However, this MOS difference between speech with different transferred emotion strengths is not significant. For instance, for the MOS value averaging over all emotion categories, the score achieved with the strong emotion is only 5.4% relatively lower than that with weak emotion, indicating that the effect of the emotion control on the speaker preservation is acceptable.

C. Ablation studies

Compared to our preliminary work [38], the orthogonal constraint between the emotion embedding and speaker embedding is the main extended method in this paper. To evaluate the effectiveness of this proposed method, an ablation study is performed. Specifically, two variants are evaluated: 1) no orthogonal constraint is adopted neither for the emotion embedding constraint for the Tacotron’s encoder input, nor for the speaker embedding constraint for the Tacotron’s decoder output. We denote this variant as “w/o ort”; 2) the orthogonal constraint is only adopted for the emotion embedding for the Tacotron’s encoder input, but not for the speaker embedding constraint for the Tacotron’s decoder output. We denote this variant as “w/o ort”.

Performance comparison of these two variants and the proposed method is shown in Table IV. For speaker similarity, the variant of “w/o 2ort” gets the lowest speaker similarity for all evaluated emotion types, which could be caused by the reason that the extracted emotion embedding contains source speaker-related information. By removing the speaker information with orthogonal constraint, “w/o ort” outperforms “w/o 2ort” for all the emotion types. However, due to that there is no explicit constraint on the decoder to ensure sufficient speaker and emotion discrimination, making the speaker similarity MOS still has a large gap to the performance of our proposed method.

For the emotion similarity, while the emotional expression of “w/o 2ort” and “w/o ort” is better than the proposed method, these performance differences are not significant. Actually, in the empirical observation, we found that the proposed method achieves reasonable performance in terms of speaker similarity and emotion expression. The MOS ratings in most emotion categories are close to good, except for the disgust category, for which the expression is extremely related to the timbre of the source speaker, and the expression of disgust in the training data is similar to neutral. These results demonstrate that the proposed orthogonal constraint method with the help of the speaker encoder learning method and emotion encoder learning method is effective, and the proposed emotion transfer TTS model is well designed.

VI. DISCUSSION

Automatically synthesizing emotional expressive speech has great potential in many human-computer interaction scenarios. While several efforts have been performed towards the emotion transfer TTS, no previous work exists for the controllable cross-speaker emotion transfer TTS. In this paper, for the first time, a controllable cross-speaker emotion transfer TTS method is proposed. Extensive experiments show that this proposed method is able to synthesize reasonable speech with the emotion transferred from another source speaker, and the emotion can be controlled reasonably and flexibly.
The emotion disentangling module (EDM) is an important module proposed in this paper to obtain the speaker-independent emotion embedding. The speaker encoder in EDM trained with the speaker classification loss and the reversal emotion classification loss provides the emotion-independent speaker embedding that is used to constrain the emotion encoder via the orthogonal loss. The ablation study demonstrates the importance of this orthogonal constraint and indicates the good design of the EDM.

Using reference audios with different emotion strengths is a straightforward way to perform the emotion strength control. However, as mentioned in Section I, it is not trivial to build such a database with not only emotion categories but also emotion strengths. Furthermore, it is not easy to manually select a proper reference to deliver the expected emotion strength even if such a database exists. In this work, the control of the transferred emotion strength is realized by a flexible scalar value that is multiplied by the emotion embedding, making it bypass the dependence on the emotional strength even if such a database exists. In this work, the control method can successfully adjust the emotion strength of synthesized speech, and meanwhile brings little impact on the speaker preservation.

While in the current work, only one speaker is adopted as the target speaker, with the speaker controller and EDM, it is easy to extend our method to multi-target speakers when multi-speakers databases are available during the training processing. However, when a speaker’s database is inaccessible during the training stage, which is called unseen target speaker, this speaker can not be a target speaker in our system. It could be an interesting topic for future research to develop a TTS system with the ability to transfer the emotion from the source speaker to the unseen speaker who doesn’t exist in the training data.

VII. CONCLUSION

This paper proposes a controllable cross-speaker emotion transfer method based on Tacotron2. In order to solve the speaker leakage problem, an emotion disentangling module (EDM) is designed to obtain the speaker-independent emotion embeddings. It consists of an emotion encoder and a speaker encoder. The speaker encoder is trained to obtain emotion-independent embeddings, with which we can constrain the emotion embedding to be speaker-independent via an orthogonal loss. Moreover, to deliver the emotion and meanwhile preserve the target speaker identity, the EDM is also used to explicitly ensure the speaker identity and emotion category in the synthesized mel-spectrograms to be that as expected. The control of the emotion strength is realized by a flexible scalar value. Experimental results demonstrate that our proposed method achieves good performance in terms of speaker similarity and emotional expression, and it can produce synthetic speech with diverse prosody for the target speaker with strength control.
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