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Abstract

The Scheduled Relaxation Jacobi (SRJ) method is a linear solver algorithm which greatly improves the convergence of the Jacobi iteration through the use of judiciously chosen relaxation factors (an SRJ scheme) which attenuate the solution error. Until now, the method has primarily been used to accelerate the solution of elliptic PDEs (e.g. Laplace, Poisson’s equation) as the currently available schemes are restricted to solving this class of problems. The goal of this paper is to present a methodology for constructing SRJ schemes which are suitable for solving non-elliptic PDEs (or equivalent, nonsymmetric linear systems arising from the discretization of these PDEs), thereby extending the applicability of this method to a broader class of problems. These schemes are obtained by numerically solving a constrained minimization problem which guarantees the solution error will not grow as long as the linear system has eigenvalues which lie in certain regions of the complex plane. We demonstrate that these schemes are able to accelerate the convergence of standard Jacobi iteration for the nonsymmetric linear systems arising from discretization of the 1D and 2D steady advection-diffusion equations.
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1 Introduction

Scientists and engineers are often interested in the simulation of certain physical phenomena which are governed by partial differential equations (PDEs). These PDEs govern a wide variety of physical phenomena such as fluid flow [1], heat transfer [2] and electromagnetics [3]. Since these equations are generally not solvable analytically (except in the case of extremely idealized assumptions which may not be representative of real world settings), a numerical method is usually employed in order to solve these PDEs computationally. These numerical discretization methods lead to a large sparse system of equations that must be solved for the solution at specific points, cells or nodes in the domain [4]. However, the solution of these linear systems of equations can be a major bottleneck of this simulation procedure. The development of efficient linear solver methods can accelerate the study of physical phenomena of interest to scientists and engineers and improve our understanding of the natural world.

A plethora of linear solver algorithms exist for solving linear systems of equations [5]. The Jacobi iteration method [6] is perhaps the simplest linear solver in the class of iterative linear solvers. One key characteristic of the method is its inherently parallel nature. In the Jacobi update, each degree of freedom of the solution
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vector can be updated independently, making it an ideal candidate for implementation on high performance computing architectures (such as GPUs). For this reason, the method provides a good starting point towards the development of an efficient linear solver. One drawback of the Jacobi iteration is that it may be slow to converge, particularly for stiff problems (e.g. Poisson's equation on heavily refined grids). To ameliorate these convergence issues, Yang and Mittal developed the Scheduled Relaxation Jacobi (SRJ) method \[7\].

The Scheduled Relaxation Jacobi method aims to improve the convergence of the standard Jacobi iteration by applying a set of relaxed Jacobi updates with well chosen relaxation factors. The method is in the vein of polynomial acceleration methods to accelerate the convergence of stationary iteration methods \[8\]. This includes the Chebyshev semi-iterative method \[9\], as well as work by Richardson \[10\] and Young \[11\] to accelerate linear solver convergence behavior through the use of relaxation. At each cycle of the SRJ method, a fixed number of Jacobi iterations \(M\) are performed with \(P\) predetermined factors. These schemes aim to minimize the maximum achievable amplification for the 2D Laplace equation discretized on various grid sizes. In particular, Yang and Mittal derived schemes with \(P = 2, 3, 4, 5\) relaxation factors for the 2D Laplace equation discretized with \(N = 16, 32, 64, 128, 256, 512\) degrees of freedom in each dimension. They observe speedup factors upwards of 100 times from the use of certain schemes relative to Jacobi iteration. Further work on the SRJ method was conducted by Adsuara et al. They were able to analytically simplify the minimization problem considered by Yang so that schemes associated with larger \(P\) (up to 15) for much larger grid resolutions (\(N\) up to \(2^{15}\)) can be derived \[12\]. Later, Adsuara et al. proposed further improvements to the method, such as specifying that each relaxation factor is used only once in a given cycle so that \(P = M\). Under this new constraint, they are able to develop new schemes which demonstrate improved convergence when solving the 2D Laplace equation, compared to the original schemes derived earlier. These new schemes are also easier to obtain as the relaxation factors can be found given the roots of the Chebyshev polynomials, which are known analytically \[13\]. Islam and Wang extend this idea further, deriving SRJ schemes based on achieving solution error amplification related to the Chebyshev polynomials. They derive schemes which are generally suited to solving Poisson problems regardless of the specific discretization used, and employ a data driven approach to select which scheme to use at each cycle of the SRJ method during the linear solve procedure \[14\]. Many avenues for further augmenting the practical performance of these SRJ schemes are also being explored. These include integration of these schemes within multigrid solvers \[15\], GPU implementation \[16\], as well as other theoretical \[17, 18\] and data-driven approaches \[14, 19\] to improve their performance.

The SRJ method is a promising candidate as a high performance linear solver method for simulation. These schemes have demonstrated faster convergence relative to the Jacobi iteration, and with further augmentations from theory, high performance computing architectures, and data driven approaches can become an extremely powerful linear solver method. However, a current limitation is that the schemes that have currently been developed until now are restricted to solving PDEs of the elliptic type (e.g. Laplace, Poisson’s equation). Although non-elliptic PDEs are also prevalent in nature (e.g. advection-dominated flows which are represented by the parabolic advection-diffusion equation), the current schemes are likely ill-suited for such problems. The goal of this paper is to develop SRJ schemes which would be appropriate for solving non-elliptic PDEs, or equivalently, the nonsymmetric linear systems arising from discretization of these PDEs. This broadens the applicability of the method to a wider class of problems which are of interest to scientists and engineers.

This paper is structured as follows. Section 2 presents a review of the derivation of SRJ schemes for solving symmetric linear systems arising from the discretization of elliptic PDEs. The analysis follows the schemes developed in \[14\]. Section 3 develops the methodology for deriving schemes which are appropriate for solving non-elliptic PDEs. The schemes are derived by minimizing the solution error amplification in elliptical regions of the complex plane, and is akin to previous effort to extend polynomial acceleration methods to nonsymmetric matrices \[20\]. Section 4 presents results on the convergence behavior of these new schemes for solving the one-dimensional and two-dimensional steady advection-diffusion equation which fall into the class of parabolic PDEs. These schemes demonstrate accelerated convergence compared to the standard Jacobi iteration, and continue to provide acceleration in cases where the original schemes developed solely for elliptic PDEs fail to converge. Section 5 provides concluding remarks for this work.
2 Derivation of SRJ schemes for symmetric linear systems

This section provides background on the Scheduled Relaxation Jacobi schemes (sets of relaxation factors) which have been developed for solving elliptic PDEs (or equivalently, the symmetric linear systems arising from their discretization). The analysis here is based on the work in [14]. Further information regarding these schemes can be found in this reference.

Our goal is to solve a linear system of equations $Ax = b$, $A \in \mathbb{R}^{n \times n}$, $x \in \mathbb{R}^{n}$, $b \in \mathbb{R}^{n}$. Our starting point is the Jacobi iterative method, which is given by the update Equation (1). In this equation, $x^{(n+1)}$ is the solution at the next iteration, $x^{(n)}$ is the current solution to the linear system, and $L$, $U$, and $D$ are the lower triangular, upper triangular, and diagonal matrices, respectively, containing the corresponding elements of $A$. One can write down an iteration matrix associated with the iterative update denoted by $B_J = -D^{-1}(L + U)$.

$$x^{(n+1)} = \underbrace{-D^{-1}(L + U)}_{B_J} x^{(n)} + D^{-1}b$$

The Jacobi iterative method is known to converge for a linear system if the spectral radius of the iteration matrix is less than 1. This is expressed in Equation (2). The spectral radius also gives a good indication of the asymptotic convergence rate, with a lower spectral radius corresponding to faster convergence.

$$\rho(B_J) < 1$$

We can also define a relaxed Jacobi update, where the solution at the next step is equal to a weighted average of the solution value from the Jacobi update weighted by some factor $\omega$, and the current solution weighted by $(1 - \omega)$. This relaxed Jacobi update is given by Equation (3).

$$x^{(n+1)} = [(1 - \omega)I + \omega B_J] x^{(n)} + \omega D^{-1}b$$

The relaxation factor employed affects the convergence of the Jacobi iteration. To see this, we first define the solution error vector at step $n$ as $e^{(n)} \equiv x^{(n)} - x$ where $x$ is the exact solution to the linear system. The exact solution satisfies the update equation (3) exactly. Given this, we may derive an update equation for the evolution of the error from one step to the next. This results in the error evolution equation at each iteration given by Equation (4). The error accumulation of the solution error is based on the matrix $B_\omega = (1 - \omega)I + \omega B_J$. Convergence of weighted Jacobi is guaranteed if the matrix $B_\omega$ has a spectral radius less than 1 (i.e. $\rho(B_\omega) < 1$). Furthermore, the asymptotic convergence of the relaxed Jacobi update is related to this spectral radius. The relaxation factor impacts the spectral radius of the matrix $B_\omega$, thereby affecting the convergence rate of the relaxed Jacobi iterations. In particular, it is beneficial to apply a relaxation factor which reduces the spectral radius of $B_\omega$, with the caveat that applying overrelaxation alone ($\omega > 1$) is known to cause Jacobi iteration to diverge.

$$e^{(n+1)} = [(1 - \omega)I + \omega B_J] e^{(n)}$$

We now consider an iteration scheme where $M$ iterations of the relaxed Jacobi method are performed, each with a distinct relaxation factor denoted by $\omega_i$. Let these iterations comprise one cycle of the SRJ algorithm, and denote the overall iteration matrix associated with these $M$ iterations by $B_{SRJ}$. We also denote the iteration matrix associated with each individual iteration by $B_{\omega_i}$. If $e^{(n)}$ and $e^{(n+1)}$ now represent the error prior to and after a cycle of $M$ iterations, then the solution error evolves as follows

$$e^{(n+1)} = B_{SRJ} e^{(n)} = \prod_{i=1}^{M} B_{\omega_i} e^{(n)} = \prod_{i=1}^{M} [(1 - \omega_i)I + \omega_i B_J] e^{(n)}$$

In order for the error to decay from one SRJ cycle to the next, the spectral radius of the SRJ iteration matrix must be less than 1 (i.e. $\rho(B_{SRJ}) < 1$). The error analysis in Equations (6) - (10) illustrates this.
Here, we express the initial error vector \( e^{(0)} \) in a basis comprised of the eigenvectors of the matrix \( B_{SRJ} \), which are denoted by \( v_j \). We also use the fact that if \( \lambda_{SRJ} \) are the corresponding eigenvalues of \( B_{SRJ} \), then \( B_{SRJ}v_j = \lambda_{SRJ}v_j \).

\[
e^{(n+1)} = B_{SRJ}e^{(n)}
\]
\[
= (B_{SRJ})^{n+1}e^{(0)}
\]
\[
= (B_{SRJ})^{n+1} \sum_j a_j v_j
\]
\[
= \sum_j a_j (B_{SRJ})^{n+1} v_j
\]
\[
= \sum_j a_j (\lambda_{SRJ})^{n+1} v_j
\]

The error analysis above implies that the error will grow unbounded if the magnitude of any of the eigenvalues \( \lambda_{SRJ} \) are greater than 1. The relaxation factors for the Scheduled Relaxation procedure must therefore be chosen to ensure that the resulting eigenvalues have magnitude less than 1 (i.e. the spectral radius of the SRJ iteration matrix is less than 1). We can show that the eigenvalues of the SRJ iteration matrix (denoted by \( \lambda_{SRJ} \)) are related to the eigenvalues of the Jacobi iteration matrix (which we will denote by \( \lambda_J \)) as follows. If \( v_j \) is an eigenvector of both \( B_{SRJ} \) and \( B_J \), then

\[
B_{SRJ}v_j = \prod_{i=1}^M [(1 - \omega_i)I + \omega_i B_J] v_j
\]
\[
= \prod_{i=1}^M [(1 - \omega_i)v_j + \omega_i \lambda_J v_j]
\]
\[
= \prod_{i=1}^M [(1 - \omega_i) + \omega_i \lambda_J] v_j
\]

Additionally, by definition

\[
B_{SRJ}v_j = \lambda_{SRJ}v_j
\]

Given Equations (13) and (14), we obtain the following relationship between the eigenvalues of the SRJ iteration matrix and those of the Jacobi iteration matrix

\[
\lambda_{SRJ} = G_M(\lambda_J), \quad \text{where} \quad G_M(\lambda) := \prod_{i=1}^M [(1 - \omega_i) + \omega_i \lambda]
\]

According to Equation (15), the eigenvalues \( \lambda_{SRJ} \) are an \( M \)-degree polynomial of the eigenvalues \( \lambda_J \), which we will call the amplification polynomial and denote by \( G_M \). The Jacobi iteration will converge as long as all eigenvalues \( \lambda_J \) lie in \((-1, 1)\). For the SRJ iterations to converge under the same conditions, the magnitude of the amplification polynomial \( G_M(\lambda) \) must be bounded by 1 for all inputs \( \lambda \in (-1, 1) \).

We can also determine the asymptotic convergence rate of the SRJ method. The convergence rate of the Jacobi iteration is determined by the spectral radius of \( B_J \), while the convergence rate of the SRJ method is determined by the spectral radius of \( B_{SRJ} \). The spectral radius of the SRJ iteration matrix is found by evaluating the amplification polynomial \( G_M \) at all of the Jacobi iteration matrix eigenvalues \( \lambda_J \) (resulting in the SRJ iteration matrix eigenvalues \( \lambda_{SRJ} \)), and taking the largest absolute value of these eigenvalues. This is expressed in Equation (16).

\[
\rho(B_{SRJ}) = \max |\lambda_{SRJ}| = \max |G_M(\lambda_J)|
\]

The analysis above suggests that the amplification polynomial should satisfy a few requirements for the associated SRJ scheme to converge. First of all, the amplification polynomial must be bounded between -$1$
and 1 for any input $\lambda \in (-1, 1)$. Second, to ensure that the SRJ scheme converges efficiently, the spectral radius $\rho(B_{SRJ})$ should be as small as possible. This motivates the construction of amplification polynomials which are bounded for as large a range of $\lambda \in (-1, 1)$ as possible. Given these requirements, we can construct a set of amplification polynomials for different orders $M$. Given an amplification polynomial, we can then derive the corresponding relaxation factors $\omega_i$ which yield this amplification behavior.

Figure 1: Amplification polynomials $G_M(\lambda)$ for $M = 1, 2, 3, 5, 7$. The polynomials are bounded by $\pm \frac{1}{3}$ for some region within $\lambda \in (-1, 1)$, which grows as $M$ increases.

Figure 1 illustrates a few of the amplification polynomials which were designed for increasing order $M$, appropriate for problems of different stiffness. These amplification polynomials are the Chebyshev polynomials under a certain affine transformation which ensures that the amplification is bounded by a value of $\pm \frac{1}{3}$ for the widest range possible in $\lambda \in (-1, 1)$. Specifically, given the $M$ order Chebyshev polynomial (denoted by $T_M(\lambda)$) the $M$ order amplification polynomial $G_M$ is found by

$$G_M(\lambda) = \frac{T_M(f(\lambda))}{3} , \quad \text{where} \quad f(\lambda) := \frac{(\lambda^* + 1)\lambda + (\lambda^* - 1)}{2}$$

where $\lambda^*$ satisfies $T_M(\lambda^*) = 3$. Table 1 shows the functional representations of the amplification polynomials for $M = 1, 2, 3, 5$ plotted in Figure 1 as well as the corresponding Chebyshev polynomials. The maximum input $\lambda_{\text{max}}$ for which the amplification polynomial is bounded by $\frac{1}{3}$ is also shown (and grows closer to 1 with the polynomial order $M$). This $\lambda_{\text{max}}$ can be thought of as the input 1 in the Chebyshev polynomial (the upper bound of the inputs where the Chebyshev polynomial is bounded) mapped to a corresponding input for the amplification polynomial under the linear transformation. This can be written as

$$\lambda_{\text{max}} = g(1) , \quad \text{where} \quad g(\lambda) := f^{-1}(\lambda) = \frac{2\lambda}{1 + \lambda^*} + \frac{1 - \lambda^*}{1 + \lambda^*} \quad (18)$$

Based on this, $\lambda_{\text{max}}$ is given by

$$\lambda_{\text{max}} = \frac{3 - \lambda^*}{1 + \lambda^*} \quad (19)$$
As $M$ increases, the $\lambda^*$ such that $T_M(\lambda^*) = 3$ gets closer to 1, so $\lambda_{\text{max}}$ also grows closer to 1 (as implied by Table 1). This shows that increasing $M$ increases the overall range of $\lambda \in (-1, 1)$ for which the amplification is bounded by $\frac{1}{3}$.

Table 1: The amplification polynomials $G_M$ and the maximum $\lambda$ for which the polynomials are bounded by $\frac{1}{3}$, for $M = 1, 2, 3, 5$. The corresponding Chebyshev polynomials $T_M(\lambda)$ are also shown.

| $M$ | $\lambda_{\text{max}}$ |
|-----|-------------------|
| 1   | 0.00              |
| 2   | 0.6569            |
| 3   | 0.8368            |
| 4   | 0.9391            |

The SRJ scheme parameters corresponding to the amplification polynomials shown in Figure 1 are listed in Table 2.

Table 2: SRJ Relaxation factors associated with amplification for $M = 1, 2, 3, 5, 7$, shown in Figure 1

| $M$ | SRJ scheme parameters |
|-----|-----------------------|
| 1   | 0.666666667            |
| 2   | 1.70710678, 0.56903559 |
| 3   | 3.49402108, 0.53277784, 0.92457411 |
| 5   | 9.23070105, 0.51215173, 0.97045899, 0.62486988, 2.1713295 |
| 7   | 17.84007924, 0.50624677, 0.9845549, 1.69891732, 0.56014439, 4.06304526, 0.69311375 |

The schemes shown in Table 2 are expected to attenuate the solution error as long as the Jacobi iteration matrix eigenvalues lie in $(-1, 1)$ on the real axis. However, the eigenvalues of the iteration matrix lie on the real axis only when the matrix $A$ is symmetric. If $A$ is nonsymmetric, the iteration matrix may have complex eigenvalues. In this case, the Jacobi iteration will still converge if these iteration matrix eigenvalues lie within the unit circle in the complex plane. However, it is not guaranteed that our SRJ schemes can converge in such cases. To guarantee that our SRJ schemes will converge whenever Jacobi iteration converges, the associated amplification polynomials must not only be bounded on the real axis from $(-1, 1)$, but more generally be bounded within the unit circle of the complex plane. Figures 2a-2e illustrate contour plots of the magnitude of the amplification polynomials in Figure 1 in the unit circle in the complex plane. Dashed lines in the figures represent an additional contour where the amplification polynomial is bounded by our bounding value of $\frac{1}{3}$.

Figures 2a-2e illustrate that the magnitude of the amplification polynomials are not bounded by 1 in the unit circle. As the polynomial order increases, the maximum amplification within the domain is much higher, and the region in which the amplification is bounded by 1 is smaller. Additionally, the region where the polynomial is bounded by $\frac{1}{3}$ gets progressively closer to the real line with increasing $M$. This indicates that schemes associated with larger $M$ are even worse at handling complex eigenvalues compared to schemes with smaller $M$. The practical effect of the amplification polynomial exceeding 1 in the unit circle is the following.

Suppose we wish to solve a linear system using a particular SRJ scheme. If any of the Jacobi iteration matrix eigenvalues lie in regions of the complex unit circle where the scheme’s amplification magnitude exceeds 1, the SRJ scheme would most likely diverge while the Jacobi iteration would converge. Therefore, the approach to deriving SRJ schemes discussed above may be inadequate for solving nonsymmetric matrices whose eigenvalues are complex. This motivates the development of schemes with amplification behavior which is bounded in the complex plane, and therefore suitable for solving nonsymmetric linear systems of equations.
Figure 2: Contour plots of the amplification polynomials shown in Figure 1 in the unit circle in the complex plane. The black dashes lines indicate contours where the polynomial is bounded by $\frac{1}{3}$. The amplification polynomials are not bounded by 1 within the unit circle. Therefore, given a linear system whose Jacobi iteration matrix eigenvalues lie anywhere in the unit circle, it is possible for the SRJ schemes to diverge even when the Jacobi iteration converges. As $M$ increases, the amplification magnitude exceeds 1 for a larger portion of the unit circle so the schemes are more likely to diverge. This motivates the need for new schemes for nonsymmetric matrices.
3 Extension of SRJ schemes to nonsymmetric linear systems

The goal of this section is to develop a methodology for deriving Scheduled Relaxation Jacobi schemes which are appropriate for solving nonsymmetric linear systems. The original schemes presented in Section 2 are not guaranteed to converge when the eigenvalues of the Jacobi iteration matrix are complex (true for nonsymmetric linear systems). The approach presented here allows us to derive a family of schemes which are appropriate for solving linear systems whose Jacobi iteration matrix eigenvalues have different distributions in the complex plane.

3.1 SRJ schemes as solutions to an optimization problem

As a step towards obtaining Scheduled Relaxation Jacobi schemes for general nonsymmetric matrices, we first review the approach taken to derive the SRJ schemes for the symmetric matrices and discuss the key features of these schemes. The Scheduled Relaxation Jacobi schemes derived for the symmetric case were obtained by constructing a class of amplification polynomials which are able to attenuate the solution error. The main characteristic of the constructed amplification polynomials is that they are bounded by some bounding value (in our case $\pm \frac{1}{2}$) for the maximum possible range of eigenvalues within $\lambda \in (-1, 1)$. For some general amplification, this range is $\lambda \in (-1, \lambda_{\text{max}})$ where $\lambda_{\text{max}}$ gets progressively close to 1 as the amplification polynomial order $M$ increases (see Table 1). Given this polynomial, the $M$ relaxation factors corresponding to this amplification can be obtained.

Another viewpoint of the relaxation factors is that they are the scheme parameters which minimize the maximum value of the amplification polynomial within some bounds $\lambda \in (-1, \lambda_{\text{max}})$ where $\lambda_{\text{max}}$ is known for a given $M$ (according to Equation (19)). As a result, the scheme parameters can be posed as the solution to an optimization problem which seeks to minimize the maximum amplification within some region of the real axis, as written in equation (20). In equation (20) $\mathcal{R}$ corresponds to the portion of the real axis $(-1, \lambda_{\text{max}})$ on which we bound the amplification polynomial $G_M$. For a given $M$, the solution to this optimization problem is the $M$ parameter SRJ scheme derived for symmetric matrices.

$$\min_{\omega_i} \max_{\lambda \in \mathcal{R}} G_M(\lambda; \omega_i), \quad \text{where} \quad G_M(\lambda; \omega_i) := \prod_{i=1}^{M} [(1 - \omega_i) + \omega_i \lambda] \quad (20)$$

It is clear that the scheme which is the solution to the optimization problem in (20) will only bound the error amplification for $\lambda \in (-1, \lambda_{\text{max}})$. There are no guarantees on the amplification behavior outside this region. To ensure that the schemes developed by solving the optimization problem bound the amplification in the complex plane, we can simply extend the region over which the maximum amplification is minimized. We are particularly interested in developing schemes which attenuate the amplification over elliptical regions of the complex plane, as our non-elliptic PDEs of interest have eigenvalues distributed in this manner. This extension results in the slightly modified optimization problem in Equation (21).

$$\min_{\omega_i} \max_{\lambda \in \mathcal{E}} G_M(\lambda; \omega_i), \quad \text{where} \quad G_M(\lambda; \omega_i) := \prod_{i=1}^{M} [(1 - \omega_i) + \omega_i \lambda] \quad (21)$$

In Equation (21), $\mathcal{E}$ represents the elliptical region of the complex plane over which we wish to minimize the maximum amplification. We specify this elliptical region based on $M$. The ellipse is set to have a semi-major axis which is the same as the portion of the real axis which we previously optimized the scheme over (i.e. $\lambda \in (-1, \lambda_{\text{max}})$) which is specific to each value of $M$. As $M$ increases, the semi-major axis length of the ellipse increases (as depicted in Figure (3a)). We consider ellipses corresponding to a few possible semi-minor axis lengths, described by the parameter $c$ which represents the ratio of the semi-minor to semi-major axis. A larger $c$ corresponds to a thicker elliptical region (as depicted in Figure (3b)). From these specifications, the elliptical region is described by the following equation (22) (where $x = \text{Re}(\lambda)$ and $y = \text{Im}(\lambda)$)

$$\frac{(x - x_e)^2}{a^2} + \frac{y^2}{b^2} \leq 1 \quad (22)$$
where

\[ a = \frac{\lambda_{\text{max}} + 1}{2} \]  \hspace{1cm} (23)

\[ b = c \left( \frac{\lambda_{\text{max}} + 1}{2} \right) \]  \hspace{1cm} (24)

\[ x_c = \frac{\lambda_{\text{max}} - 1}{2} \]  \hspace{1cm} (25)

In Equation (22), \( a \) represents the semi-major axis length, \( b \) represents the semi-minor axis length, and \( c \) represents the ratio of semi-minor to semi-major axis length. Furthermore, \( x_c \) represents the offset of the center of the semi-major axis from the \( y \)-axis.

The optimization problem in Equation (21) can be solved for a variety of different \( M \) (number of relaxation parameters) and \( c \) (ratio of semi-minor to semi-major axis). The elliptical regions corresponding to these cases is shown pictorially in Figure 3.

![Figure 3: Visualization of the elliptical region over which the minimization problem is solved. For larger \( M \), the semi-major axis (range over the real line) increases. For larger \( c \), the problem is solved on a thicker ellipse with larger semi-minor axis length.](image)

By solving the optimization problem in these different cases, we can establish a family of schemes which utilize different number of relaxation factors \( M \) and minimize the amplification over different elliptical regions described by \( c \). The different schemes in this family may be more appropriate for solving different linear systems. If the linear system is very stiff (when the Jacobi iteration matrix eigenvalues are very close to 1), it may be more appropriate to utilize a scheme associated with large \( M \). If the linear system has eigenvalue spectra which are more spread out in the complex plane, it may be more appropriate to use schemes corresponding to larger \( c \). Furthermore, if the eigenvalue spectra does not contain any complex eigenvalues, the schemes corresponding to \( c = 0 \) (where the elliptical region collapses to the real axis) may be appropriate. In this case, solving the minimization problem should yield the original SRJ schemes described in Section 2. Knowing the eigenvalue distribution of the linear system can be helpful in determining which scheme is optimal to use, although this information may not always be available, especially for very large systems of equations.

The minimax optimization problem given in Equation (21) is nontrivial to solve. We present a numerical approach for solving this optimization problem.

### 3.2 Numerical solution to the optimization problem

We wish to solve the minimax optimization problem given in Equation (21) numerically in order to obtain relaxation schemes which are suitable for solving nonsymmetric linear systems. To make the optimization problem more tractable, we convert the minimax problem into a constrained minimization problem by
an SRJ scheme of length $M$. This parameter also represents the bounding value for our amplification polynomial (which was $\frac{1}{4}$ in the case of the original SRJ schemes for symmetric linear systems). Introducing the parameter $g$ results in the following constrained minimization problem given in Equation (26) whose solution is the same as that of the original optimization problem [21]. The optimization problem in Equation (26) seeks a set of relaxation parameters $\omega_i$ that minimizes the amplification at a collection of test points $x_j$ within our minimization region (these are the optimization constraints).

$$\min_{(\omega, g)} g^2 \quad \text{s.t.} \quad |G_M(x_j; \omega_i)|^2 \leq g^2 \quad \forall x_j, \quad \text{where} \quad G_M(x_j; \omega_i) := \prod_{i=1}^{M} [(1 - \omega_i) + \omega_i x_j] \quad (26)$$

The test points $x_j$ can be chosen arbitrarily, but should ideally be chosen to coincide with the potential extrema locations of the desired amplification polynomial. This ensures that the optimization routine converges towards a solution which bounds the maximum value taken on by the polynomial. For a given $M$, in the case where the optimization is performed over the real line, the locations of the extrema are known. Recall that the amplification polynomials are simply the Chebyshev polynomials under an affine transformation. Therefore, given the extrema locations of the Chebyshev polynomial (denoted by $x_i^{TM}$) which are known analytically [22]

$$x_i^{TM} = \cos \left( \frac{i}{M} \pi \right), \quad i = 0, 1, ..., M \quad (27)$$

the extrema locations of the amplification polynomials (denoted by $x_i^{GM}$) are those of the Chebyshev polynomial under the same transformation (Equation (19)) as follows

$$x_i^{GM} = g(x_i^{TM}), \quad i = 0, 1, ..., M, \quad \text{where} \quad g(\lambda) = \frac{2\lambda}{1 + \lambda^*} + \frac{1 - \lambda^*}{1 + \lambda^*} \quad (28)$$

where $\lambda^*$ satisfies $T_M(\lambda^*) = 3$. In total, the $M$ order amplification polynomial has $M + 1$ total extrema locations, so we would specify $M + 1$ constraints in the optimization problem (one at each extremum location).

When performing the optimization over an elliptical region in the complex plane, the test points should be specified on the boundary of the ellipse, as the maximum absolute value of the amplification will be achieved on this boundary (due to the maximum modulus principle from complex analysis [23]). In our procedure, we select test points with real value which are the same as those selected in the real case, and with imaginary values such that the test points lie on the ellipse. In other words, each real test point can be mapped to two complex test points for the elliptical case (one on the upper and one on the lower surface of the ellipse), except for the leftmost and rightmost real test points which become mapped to a single real valued test point (see Figure 4b). Mathematically, these test point locations are expressed as

$$x_{\text{Test Point}} = x_j^{GM} \pm i \left[ b \sqrt{1 - \frac{(x_j^{GM} - x_c)^2}{a^2}} \right], \quad j = 0, 1, ..., M \quad (29)$$

where $a$, $b$, and $x_c$ are specified in Equations (23), (24) and (25). In total, we can specify the constraints over $2M$ points on the ellipse. A visual depiction of the test points for the real and complex cases is shown in Figure (4).

We provide some details regarding the numerical procedure for solving the optimization problem given in Equation (26). The scipy.optimize.minimize numerical optimization toolbox is used to solve the constrained optimization problem, using the Trust-Region Constrained numerical algorithm [24]. To derive an SRJ scheme of length $M$, our optimization problem has a solution vector of length $M + 1$, consisting of the $M$ relaxation factors $w_i$ and amplification bound $g$. We denote this solution vector as $\vec{x} = (w_i, g)$. To solve the optimization problem, we must supply an objective function as well as the Jacobian. The scalar objective function for our problem is given simply by

$$J(\vec{x}) = g^2 \quad (30)$$
Figure 4: A visual depiction of the test points over which the constraints are enforced in the optimization problem in Equation (26). When minimizing over the real axis for the \( M \) order SRJ scheme, \( M + 1 \) constraints are enforced. When minimizing over the elliptical regions, \( 2M \) constraints are enforced on the ellipse boundary.

The associated Jacobian vector is the following

\[
\frac{\partial J}{\partial \vec{x}} = [0, \ldots, 0, 2\bar{g}]^T
\]  

(31)

and is simply a vector of length \( M + 1 \) with zero as the first \( M \) entries, and \( 2\bar{g} \) in the last entry. We must also specify the constraint functions for our constrained optimization problem, as well as any Jacobians/Hessians associated with these constraints. We write the constraint in the form of an inequality \( c(\vec{x}) \geq 0 \) where \( c(\vec{x}) \) is given by

\[
c(\vec{x}) = \bar{g}^2 - |G_M(x_j; \omega_i)|^2
\]  

(32)

The corresponding Jacobian vector for the constraint function has the form

\[
J = \frac{\partial c(\vec{x})}{\partial \vec{x}} = \begin{bmatrix}
\frac{\partial c(\vec{x})}{\partial \omega_j}, & \frac{\partial c(\vec{x})}{\partial \bar{g}}
\end{bmatrix}^T
\]  

M terms \hspace{1cm} 1 term

(33)

and is comprised of \( M + 1 \) terms corresponding to the derivative of the constraint function with respect to the \( M \) relaxation factors and the bounding value \( \bar{g} \) which comprise the solution variables in \( \vec{x} \). A derivation of the Jacobian vector entries and a procedure for constructing it is provided in Appendix A. Lastly, a 3-point finite difference approximation is used to compute the constraint Hessians based on the constraint Jacobian.

We solve the optimization problem in Equation (26) with the associated objective function and objective Jacobian vector in Equations (30) and (31), and associated constraints and constraint Jacobian in Equations (32) and (33). The constraint, constraint Jacobian and constraint Hessian are specified at all test points (given by Equation (28) for the real case or Equation (29) for the ellipse case) for the optimization routine. SRJ schemes which are solutions to the optimization problem are found for \( M = 2 \) up to \( M = 20 \) relaxation parameters. For each \( M \), several schemes are obtained resulting from an optimization over ellipses of varying thickness corresponding to \( c = 0, 1/10, 1/5, 1/3, 1/2 \). The schemes resulting from \( M = 2 \) for the various elliptical regions corresponding to different \( c \) are shown in Table 3. Schemes corresponding to \( M = 5 \) are also shown in Table 4. The schemes corresponding to \( c = 0 \) are the original SRJ schemes derived for the symmetric case. The full set of schemes derived in this work is provided in Appendix C.

The maximum amplification or bounding value corresponding to each SRJ scheme for each combination of \( M \) and \( c \) (obtained from the optimization routine as \( \bar{g} \)) is summarized in Figure 5. As \( M \) and \( c \) increase, the resulting maximum amplification has a greater magnitude. This is expected, as increasing \( M \) or \( c \) effectively increases the size of the elliptical region over which the minimization problem is solved. Figure 5 shows
that the maximum amplification associated with each scheme has magnitude less than 1 within the elliptical region corresponding to its $M$ and $c$ value. This indicates that the schemes are expected to converge if the iteration matrix eigenvalues of the linear system of interest are contained within the elliptical region over which the scheme minimizes the amplification.

Table 3: Relaxation factors associated with SRJ schemes for $M = 2$ and various ellipse semi-minor to semi-major length ratios

| $c$ | SRJ scheme parameters |
|-----|-----------------------|
| 0   | 1.70710678, 0.56903559 |
| 1/10| 1.6957789, 0.56998629  |
| 1/5 | 1.67329915, 0.57289385 |
| 1/3 | 1.61475726, 0.58009431 |
| 1/2 | 1.50541883, 0.59563558 |

Table 4: Relaxation factors associated with SRJ schemes for $M = 5$ and various ellipse semi-minor to semi-major length ratios

| $c$ | SRJ scheme parameters |
|-----|-----------------------|
| 0   | 9.23070078, 0.62486986, 0.51215172, 2.17132939, 0.97045898 |
| 1/10| 2.15794366, 8.85298329, 0.62598725, 0.51336697, 0.9704587 |
| 1/5 | 0.97045888, 2.11836786, 7.87621951, 0.62939827, 0.51708554 |
| 1/3 | 2.02782132, 0.52636836, 0.97045899, 6.20847021, 0.63786058 |
| 1/2 | 0.54674459, 4.31270705, 0.65617569, 0.97045902, 1.86254896 |

Figure 5: Maximum amplification bounding value $\bar{g}$ corresponding to each SRJ scheme

To illustrate the benefit of the new schemes, we compare the expected amplification behavior of the original $M = 5, 7$ SRJ schemes to the new $M = 5, 7$ schemes optimized over an ellipse region corresponding
to $c = 1/2$. The amplification for all schemes is shown in this $c = 1/2$ region corresponding to the given $M$. We observe that the original scheme amplification (shown on the left in Figure (6)) exceeds 1 near the boundary of this region. However, the optimized schemes are bounded by 1 here (shown on the right in Figure (6)). If the schemes were used to solve a linear system whose iteration matrix eigenvalues lie close to the ellipse boundaries, the original schemes are very likely to diverge while the new schemes would converge. For even larger $M$, the maximum amplification achieved in this ellipse region is expected to be larger. Therefore, the original schemes become more unsuitable as many relaxation parameters are used.

Figure 6: Comparison of the amplification due to the original SRJ schemes (left) and newly developed SRJ schemes (right) optimized over ellipse corresponding to $c = 1/2$ and specified $M$. The amplification of the original schemes exceeds 1 in this region, but is bounded for the new schemes.

Another metric of comparison for the SRJ schemes derived here are their ability to solve extremely stiff systems. An example of a stiff linear system is the linear system arising from discretization of the 1D Poisson equation on an extremely refined grid. In this case, the spectral radius of the Jacobi iteration matrix is very close to 1, meaning the convergence rate of Jacobi iteration is very slow. One measure of an SRJ scheme’s ability to solve stiff systems is the slope of the corresponding amplification polynomial along the real axis at a value of $\lambda = 1$. The spectral radius of the SRJ iteration matrix for a stiff linear system is more likely to deviate from 1 if the slope of the amplification polynomial is greater. The slope associated with each of
the schemes derived in this work is listed in Appendix B. As $M$ increases, the slope is greater indicating that the scheme is more well suited to handling stiffer systems. However, as $c$ increases the slope decreases, indicating that it has more difficulty handling a stiffer system. This presents a tradeoff when selecting a scheme to use to solve a linear system. For stiff systems, a scheme associated with large $M$ and smaller $c$ may be desirable. However, when the iteration matrix eigenvalue spectrum has many complex eigenvalues with a large spread, it may be preferable to use a scheme corresponding to larger $c$.

In this section, we have presented a methodology for deriving SRJ schemes as the solution to an optimization problem. We have presented evidence that the schemes are expected to work well for solving linear systems with complex eigenvalues (nonsymmetric matrices). The next section illustrates the convergence behavior of these schemes for solving nonsymmetric linear systems arising from non-elliptic PDEs.

4 Results

In this section, we demonstrate the convergence behavior of several of the SRJ schemes derived in Section 3. These schemes are used to solve the one-dimensional and two-dimensional steady advection diffusion equations which are parabolic in nature. The convergence behavior is compared to the standard Jacobi iteration.

4.1 1D Steady Advection-Diffusion Equation

We consider the one-dimensional steady advection-diffusion equation given in Equation (34), on a domain $x \in [0,1]$. A homogenous Dirichlet boundary condition is specified on the left of the domain, and a homogenous Neumann boundary condition is specified on the right.

$$-
u \frac{d^2u(x)}{dx^2} + a \frac{du(x)}{dx} = f(x), \quad u(x = 0) = 0, \quad \left. \frac{du}{dx} \right|_{x = 1} = 0,$$  \hspace{1cm} (34)

In Equation (34), $\nu$ refers to the diffusion coefficient, $a$ is the advection coefficient, and $f(x)$ is some forcing function. We consider constant advection and diffusion coefficients. The forcing function is set to be $f(x) = \sin(2\pi x)$. To derive a set of linear equations, we discretize the PDE using a second order central difference scheme for the second derivative

$$\frac{d^2u}{dx^2} \approx \frac{u_{i+1} - 2u_i + u_{i-1}}{\Delta x^2}$$  \hspace{1cm} (35)

and an upwinding scheme for the first derivative as follows

$$\frac{du}{dx} \approx \begin{cases} u_{i+1} - u_i - 1 & \text{if } a > 0 \\ u_{i-1} - u_i & \text{if } a < 0 \end{cases}$$  \hspace{1cm} (36)

where $u_i$ is the solution at the $i$th grid point and $\Delta x$ is the grid spacing (we assume a uniform grid). The finite difference discretization above leads to the tridiagonal system of equations $Ax = b$ for the unknowns at the grid points, where $A$ is given below

$$A = \begin{pmatrix} a_0 & a_1 \\ a_{-1} & a_0 & a_1 \\ & \ddots & \ddots & \ddots \\ & & a_{-1} & a_0 & a_1 \\ & & & a_{-1} & a_0 \end{pmatrix}$$
with the following entries (assuming $a > 0$)

$$
\begin{align*}
    a_{-1} &= -\frac{\nu}{\Delta x^2} - \frac{a}{\Delta x} \\
    a_0 &= 2\nu + \frac{a}{\Delta x} \\
    a_1 &= -\frac{\nu}{\Delta x^2}
\end{align*}
$$

even for the last row which must be adjusted to reflect the Neumann boundary condition. Note that setting $\nu = 1$ and $a = 0$ results in the tridiagonal and symmetric linear system corresponding to the Poisson equation. As the value of $a$ (amount of advection) increases, the matrix becomes increasingly nonsymmetric.

We test the performance of our SRJ schemes on the linear system arising from a finite difference discretization of this one-dimensional steady advection diffusion equation with $N = 128$ unknowns. For our test problems, we set the diffusion coefficient $\nu = 1$ and vary the advection coefficient according to the following values: $a = 50, 100, 150, 200, 250, 300$. Varying $a$ changes the eigenvalue spectrum of the iteration matrix $B_J$, which is shown in Figure 7 for the specified $a$ values. In particular, as the amount of advection increases, the imaginary components of the eigenvalues of the iteration matrix increase as well. The eigenvalue spectra appear to encompass an elliptical domain, similar to the regions over which the SRJ schemes minimize the amplification in our optimization problem in Equation (21). These elliptical regions grow thicker as the amount of advection $a$ is increased.

![Figure 7: Eigenvalue spectrum of the iteration matrix $B_J = -D^{-1}(L + U)$ for different $a/\nu$ ratios. As $a/\nu$ increases, the eigenvalues encompass a larger region of the complex plane which resembles an ellipse.](image)
We solve six different linear systems, each corresponding to a different advection value \( a \). The SRJ schemes corresponding to five relaxation factors (\( M = 5 \)) and varying elliptical thickness \( c \) are used to solve each linear system. The convergence of the \( M = 5 \) schemes associated with different values of the ellipse ratio \( c \) are compared and shown in Figure 8. The convergence associated with the standard Jacobi iteration is also shown. In all cases, the initial solution is set to a vector of ones. The convergence plots show the \( L_2 \) residual norm \( ||b - Ax||_2 \) at each SRJ iteration until a residual below a tolerance value of 1E-6 is achieved.

From Figure 9, we observe that the original SRJ scheme corresponding to \( c = 0 \) (optimized only over the real line) is the best scheme to use for smaller amounts of advection (\( a = 50, 100 \)). As the advection to diffusion ratio increases; however, this scheme provides slower convergence relative to the other schemes. For example, at \( a/N = 200 \), the original \( c = 0 \) SRJ scheme provides worse convergence relative to all other schemes optimized over a larger elliptical region. This is where we observe the utility of these new SRJ schemes which are optimized for nonsymmetric linear systems. Here the scheme corresponding to \( c = 1/3 \) provides the fastest convergence. At even larger advection values (e.g. \( a = 300 \)), the original scheme appears to offer no advantage compared to the standard Jacobi iteration. At this point, the scheme corresponding to \( c = 1/2 \) provides the best convergence. In general, as the amount of advection increases, the schemes which minimize the amplification over a larger elliptical region (larger \( c \)) exhibit better convergence.

To show how the amount of advection impacts the convergence rate of the different schemes, we plot the spectral radius of the SRJ iteration matrix associated with each scheme, for different advection values \( a \). The spectral radius of the iteration matrix \( B_{\text{SRJ}} \) determines the asymptotic convergence rate of the SRJ scheme. A smaller spectral radius value is desired for accelerated convergence. We can compute the spectral radius for each SRJ scheme at a given advection value \( a \) using Equation (16). In particular, given the advection value \( a \), the linear system matrix \( A \) is known and the Jacobi iteration matrix \( B_J \) can be determined. Given the eigenvalues of \( B_J \), Equation (16) can be used to compute the spectral radius of the SRJ iteration matrix for a particular SRJ scheme. This gives a good metric for the anticipated asymptotic convergence behavior, and is also informative of how the schemes will perform relative to each other.

Figure 9 shows the variation of the spectral radius with increasing amounts of advection, for each of the SRJ schemes corresponding to \( M = 5 \) and \( c = 0, 1/10, 1/5, 1/3, 1/2 \). The spectral radius associated with the standard Jacobi iterative method (setting all five relaxation factors to one) is also shown. At any given \( a/\nu \), the best scheme to use is the one with the smallest spectral radius. Therefore, Figure 9 gives a good indication of which scheme is most useful to use for differing advection values.

For small amounts of advection, the original \( c = 0 \) SRJ schemes provide the best convergence. When \( a/\nu \) exceeds 130, the \( c = 0 \) scheme no longer has the smallest spectral radius. As a result, other SRJ schemes are expected to provide faster convergence. This is demonstrated by Figure 8c, where we observe that the \( c = 1/10 \) SRJ scheme exhibits the fastest convergence in this case. In general, each scheme has a specific region of advection values for which it provides the fastest convergence. At around \( a/\nu = 250 \) the spectral radius of the Jacobi iteration is smaller than that of the \( c = 0 \) SRJ scheme, indicating that standard Jacobi should be faster than this SRJ scheme here. This behavior is verified from Figure 8f, where the \( c = 0 \) SRJ scheme does no better than Jacobi for \( a = 300 \). For the highest levels of advection in this plot (300 < \( a/\nu \) < 500) the SRJ scheme associated with \( c = 1/2 \) is expected to give the best performance. In this high advection regime, we also observe that some of the schemes have an iteration matrix with spectral radius greater than 1, indicating that these schemes will not converge in solving a linear system corresponding to these high advection cases. In particular, the \( c = 0, 1/10 \) are not suitable for convergence for advection-to-diffusion ratio larger than 400.

The \( M = 5 \) SRJ schemes derived in this work are shown to provide accelerated convergence for solving the nonsymmetric linear system arising from discretization of the one-dimensional steady advection diffusion PDE, relative to the Jacobi iteration. As the amount of advection grows, the eigenvalue spectrum of the associated Jacobi iteration matrix encompasses a larger region of the complex plane. In these cases, the schemes which minimize the amplification over larger elliptical regions (larger \( c \)) offer faster convergence compared to the original SRJ schemes which were only derived for the symmetric case. Analysis of the spectral radius of the SRJ iteration matrix corresponding to different schemes also provides valuable insight on which scheme is best to use for a given problem. However, computing the spectral radius of the SRJ iteration matrix may be unfeasible for large scale problems where obtaining the Jacobi iteration matrix
Figure 8: Convergence behavior of the $M = 5$ SRJ schemes for solving the 1D advection-diffusion of varying advection to diffusion ratio. As the amount of advection increases, the schemes optimized over a larger elliptical region (associated with larger $c$) exhibit faster convergence relative to the standard Jacobi iteration and schemes optimized only over the real axis ($c = 0$).
Figure 9: Variation of the spectral radius of the SRJ iteration matrices with advection to diffusion ratio. The schemes here correspond to $M = 5$ relaxation parameters. The spectral radius corresponding to Jacobi iteration (setting the relaxation parameters to 1) is also shown. The scheme with the lowest spectral radius for a given advection to diffusion ratio is expected to provide the fastest convergence.

eigenvalues is prohibitively expensive. In the next section, we examine a larger two-dimensional problem and show the convergence of the same SRJ schemes in this setting.

4.2 2D Steady Advection-Diffusion Equation

We consider the two dimensional steady advection-diffusion equation given by Equation (37)

$$- \nu \nabla^2 u(x) + \vec{a} \cdot \nabla u(x) = f(x)$$  \hspace{1cm} (37)

where $\nu$ is the diffusion coefficient and $\vec{a} = [a_x, a_y]^T$ is a vector containing the advection coefficients in the $x$ and $y$ directions. We employ a finite difference discretization in a unit square domain to discretize the PDE in Equation (37) into a set of linear equations. We assume homogenous Dirichlet boundary conditions at the bottom and left side, and homogenous Neumann boundary conditions at the right and top side as given by Equations (38)-(39).

**Dirichlet BCs:** $u(x = 0, y) = 0, \ u(x, y = 0) = 0,$

**Neumann BCs:** $\frac{\partial u(x, y)}{\partial x}|_{x=1,y} = 0, \quad \frac{\partial u(x, y)}{\partial y}|_{x,y=1} = 0,$

(38) \ (39)

A schematic of the domain and boundary conditions is shown in Figure 10. We consider a two-dimensional finite difference stencil for discretizing the continuous derivatives in the PDE in Equation (37). In particular, a second order central difference discretization is employed for the second derivatives

$$\frac{d^2 u}{dx^2} \approx \frac{u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{\Delta x^2}$$  \hspace{1cm} (40)

$$\frac{d^2 u}{dy^2} \approx \frac{u_{i,j+1} - 2u_{i,j} + u_{i,j-1}}{\Delta y^2}$$  \hspace{1cm} (41)

18
Figure 10: 2D Square Domain with homogeneous Dirichlet (bottom and left) and Neumann (top and right) boundary conditions

while an upwinding scheme is used for the first derivative in both directions as follows:

\[
\begin{align*}
\frac{du}{dx} &\approx \begin{cases} 
\frac{u_{i,j} - u_{i-1,j}}{\Delta x} & \text{if } a_x > 0 \\
\frac{u_{i+1,j} - u_{i,j}}{\Delta x} & \text{if } a_x < 0 
\end{cases} \\
\frac{du}{dy} &\approx \begin{cases} 
\frac{u_{i,j} - u_{i,j-1}}{\Delta y} & \text{if } a_y > 0 \\
\frac{u_{i,j+1} - u_{i,j}}{\Delta y} & \text{if } a_y < 0 
\end{cases}
\end{align*}
\]

where \( u_{i,j} \) represents the solution at the \((i, j)\) grid point in our two dimensional grid, and \(\Delta x\) and \(\Delta y\) are the grid spacing in the \(x\) and \(y\) directions. The finite difference discretization leads to a pentadiagonal system of equations \(Ax = b\) where the matrix \(A\) is given by

\[
A = \begin{pmatrix}
    a_0 & a_1 & \cdots & a_N \\
    a_0 & a_1 & \cdots & \cdots \\
    \cdots & \cdots & \cdots & \cdots \\
    a_{-N} & \cdots & \cdots & a_1 \\
    a_{-N} & a_{-N} & \cdots & a_1
\end{pmatrix}
\]

where (assuming positive \(a_x\) and \(a_y\))

\[
\begin{align*}
a_{-N} &= -\frac{\nu}{\Delta y^2} - \frac{a_y}{\Delta y} \\
a_{-1} &= -\frac{\nu}{\Delta x^2} - \frac{a_x}{\Delta x} \\
a_0 &= \frac{2\nu}{\Delta x^2} + \frac{2\nu}{\Delta y^2} + \frac{a_x}{\Delta x} + \frac{a_y}{\Delta y} \\
a_1 &= -\frac{\nu}{\Delta x^2} \\
a_N &= -\frac{\nu}{\Delta y^2}
\end{align*}
\]
except for rows corresponding to boundary conditions which must be adjusted. We discretize the two dimensional steady advection-diffusion equation with \( N_x = 256 \) by \( N_y = 256 \) interior DOFs. We explore different values of the advection coefficient and solve the resulting linear system using the \( M = 5 \) SRJ schemes. In particular, we set \( a_x = a_y = 250, 300, 350, 400 \) and \( \nu = 1 \) and examine the convergence behavior of each of the schemes for solving these linear systems. The convergence results are shown in Figure 11, showing the \( L_2 \) residual norm at each SRJ iteration until a residual below a tolerance value of 1E-8 is achieved.

![Convergence of the SRJ schemes](image)

Figure 11: Convergence of the SRJ schemes when solving the 2D advection-diffusion equation with varying amounts of advection. As the amount of advection increases, the schemes optimized over a larger elliptical region exhibit faster convergence relative to the standard Jacobi iteration and SRJ optimized only over the real axis (\( c = 0 \)). Several of the schemes stagnate for cases of high advection. In all cases, one of the SRJ schemes outperforms the Jacobi iteration method.

For the smallest advection value of \( a_x = a_y = 250 \) explored in this study, the original \( c = 0 \) SRJ scheme provides the fastest convergence. The schemes associated with larger \( c \) (minimizing amplification over larger ellipse regions) demonstrate convergence behavior which is progressively worse as \( c \) increases. However, all schemes outperform the standard Jacobi iteration here. When \( a_x = a_y = 300 \), the \( c = \frac{1}{10}, \frac{1}{5} \) schemes provide faster convergence than the \( c = 0 \) scheme, illustrating that the linear system now has complex eigenvalues.
which are more well-suited for these new schemes. At $a_x = a_y = 350$, the $c = 0, \frac{1}{10}$ schemes begin to diverge and eventually stagnate without achieving our desired convergence. The $c = \frac{1}{5}$ scheme provides the best convergence here. This indicates that the Jacobi iteration matrix eigenvalues are distributed such that they lie outside the elliptical region associated with the $c = \frac{1}{10}$ ellipse but inside the region corresponding to $c = \frac{1}{5}$. At $a_x = a_y = 400$, the schemes associated with $c = 0, \frac{1}{10}, \frac{1}{5}$ all diverge, then start to converge, and eventually stagnate and are unable to achieve the desired tolerance. The $c = \frac{1}{3}$ scheme demonstrates the best convergence here, indicating that the iteration matrix eigenvalue distribution has expanded in the complex plane. In all cases explored, there is an SRJ scheme which provides accelerated convergence relative to the Jacobi iteration scheme.

Our two dimensional advection diffusion results illustrate the utility of the newly developed SRJ schemes. In cases of low advection, the original $c = 0$ SRJ schemes usually provide the fastest convergence behavior. However, in cases of high advection, this scheme tends to show divergence behavior and eventually stagnates, being unable to achieve the desired tolerance. In these cases, the other schemes are able to achieve good performance and still outperform the standard Jacobi iteration and its convergence behavior. With more advection, the schemes associated with larger $c$ do a better job of achieving faster convergence.

5 Conclusion

The main goal of this paper is to broaden the applicability of the Scheduled Relaxation Jacobi (SRJ) method which, until this point, has mainly been restricted to solving partial differential equations which are elliptic. In this work, we have developed a methodology for constructing SRJ schemes for solving non-elliptic PDEs, or equivalently, the nonsymmetric linear systems arising from their discretization via numerical solution to an optimization problem. The schemes developed in this work are provided in Appendix C, and are an extension of SRJ schemes previously developed for solving elliptic PDEs [14]. The schemes are obtained by solving a constrained minimization problem which seeks to minimize the maximum amplification within elliptical regions of the complex plane. The schemes developed in this work are used to solve the steady advection-diffusion equation discretized by finite difference schemes in 1D and 2D, which grow progressively more nonsymmetric as the ratio of advection to diffusion is increased. As the amount of advection increases, using the modified schemes greatly improves the convergence of the linear system compared to the standard Jacobi iteration and the original SRJ schemes derived for symmetric problems. While we have provided several schemes for specified number of relaxation parameters $M$ and ellipse regions corresponding to $c$, other schemes could be derived by adjusting these values and solving the optimization problem in these cases. Practitioners can directly utilize the SRJ scheme parameters given in Appendix C for their own work, or derive new schemes for different $M$ and $c$ which are more suitable for their applications. The optimization framework shown here may even be used to develop schemes suitable for problems whose Jacobi iteration matrix eigenvalue spectra resemble non-ellipse regions.

The SRJ method shows great promise as a high performance linear solver method due to its potential for massive parallelization on high performance computing architectures. Extending the available SRJ schemes to the nonsymmetric case makes the method suitable for solving more general problems arising from a wider array of applications which are of interest to scientists and engineers.
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A Derivation of Constraint Jacobian for Optimization Routine

This section details the derivation for the constraint Jacobian. We begin with the amplification polynomial $G_M$ which is given by

$$G_M(\lambda) = \prod_{i=1}^{N} (1 - \omega_i) + \omega_i \lambda \quad (44)$$

The inputs $\lambda$ to the amplification polynomial are permitted to be complex numbers (i.e. $\lambda = x + iy$). Therefore, the polynomial evaluated at some complex $\lambda$ is the product of many complex values with real and imaginary part $A_i$ and $B_i$ as follows

$$G_M(\lambda) = \prod_{i=1}^{N} (1 - \omega_i) + \omega_i x + i \omega_i y \quad (45)$$

The constraint for our optimization is enforced at a collection of test points (see Figure 4) and is given by

$$c(\vec{x}) \equiv \bar{g}^2 - |G_M(\lambda; w_j)|^2 \quad (46)$$

where $c(\vec{x}) \geq 0$, and the solution vector $\vec{x} = [w_j; \bar{g}]^T$ consists of the $M$ relaxation factors and bounding value $\bar{g}$. The Jacobian vector associated with this constraint function consists of $M+1$ entries, each corresponding to the derivative of the constraint function with respect to the optimization parameters in $\vec{x}$

$$J = \frac{\partial c(\vec{x})}{\partial \vec{x}} = \begin{bmatrix} \frac{\partial c(\vec{x})}{\partial \omega_j} \end{bmatrix}^T \quad (47)$$

The remainder of the analysis is primarily focused on deriving the $M$ terms corresponding to $\frac{\partial c(\vec{x})}{\partial \omega_j}$. For brevity, we will not explicitly write down function inputs (i.e $c(\vec{x}) \equiv c$, $G_M(\lambda; w_j) \equiv G_M$). Given that $G_M$ can take on complex values, we can write its squared magnitude as the sum of squares of its real and imaginary components as follows

$$|G_M|^2 = \text{Re}[G_M]^2 + \text{Im}[G_M]^2 \quad (48)$$

Therefore, the constraint function can be written as

$$c \equiv \bar{g}^2 - \text{Re}[G_M]^2 - \text{Im}[G_M]^2 \quad (49)$$

The derivative of the constraint with respect to the relaxation parameters $\omega_j$ is

$$\frac{\partial c}{\partial \omega_j} = -2 \text{Re}[G_M] \frac{\partial (\text{Re}[G_M])}{\partial \omega_j} - 2 \text{Im}[G_M] \frac{\partial (\text{Im}[G_M])}{\partial \omega_j} \quad (50)$$

We determine expressions for the real and imaginary parts of the function $G_M$, and can afterwards obtain the derivative of these expressions with respect to relaxation factors $w_j$, providing the ingredients to compute the Jacobian. Starting from Equation (45), we can express the function $G_M$ has a product of complex exponentials as follows

$$G_M = \prod_{i=1}^{N} A_i + iB_i = \prod_{i=1}^{N} C_i e^{i\theta_i} \quad (51)$$

where

$$C_i = \sqrt{A_i^2 + B_i^2} \quad (52)$$

$$\theta_i = \tan^{-1} \left( \frac{B_i}{A_i} \right) \quad (53)$$
We have used the fact that any complex number can be written as a complex exponential. Furthermore, we can combine the product of complex exponential into a single complex exponential

\[ G_M = \prod_{i=1}^{N} C_i e^{i\theta_i} = D^* e^{i\theta^*} \]  

(54)

where

\[ D^* = \prod_{i=1}^{N} C_i \]  

(55)

\[ \theta^* = \sum_{i=1}^{N} \theta_i \]  

(56)

The real and imaginary parts of \( G_M \) can now be easily obtained. Euler’s formula states that \( e^{i\theta} = \cos \theta + i \sin \theta \). Therefore, it follows that \( \text{Re}[e^{i\theta}] = \cos \theta \) and \( \text{Im}[e^{i\theta}] = \sin \theta \). Following this logic, we can express the real and imaginary parts of \( G_M \) as

\[ \text{Re}[G_M] = D^* \cos(\theta^*) \]  

(57)

\[ \text{Im}[G_M] = D^* \sin(\theta^*) \]  

(58)

We can now obtain the derivatives of these expressions with respect to the relaxation factors \( \omega_j \). Since \( D^* \) and \( \theta^* \) both depend on the relaxation factors \( \omega_i \) (due to their dependence on \( C_i, \theta_i \) which depend on \( A_i, B_i \)), we can obtain the derivative using the product rule and chain rule which results in

\[ \frac{\partial (\text{Re}[G_M])}{\partial \omega_j} = \frac{\partial D^*}{\partial \omega_j} \cos(\theta^*) - D^* \sin(\theta^*) \frac{\partial \theta^*}{\partial \omega_j} \]  

(59)

\[ \frac{\partial (\text{Im}[G_M])}{\partial \omega_j} = \frac{\partial D^*}{\partial \omega_j} \sin(\theta^*) + D^* \cos(\theta^*) \frac{\partial \theta^*}{\partial \omega_j} \]  

(60)

To compute the derivatives above, we must compute the derivative of \( D^* \) and \( \theta^* \) with respect to \( \omega_j \). Starting with \( D^* \) and using Equation (55)

\[ \frac{\partial D^*}{\partial \omega_j} = \frac{\partial}{\partial \omega_j} \left[ \prod_{i=1}^{N} C_i \right] = \frac{\partial C_j}{\partial \omega_j} \left[ \prod_{i=1, i \neq j}^{N} C_i \right] \]  

(61)

Note that only one of the \( C_i \) depend on a particular \( \omega_j \), when the two indices are equal. We can determine \( \frac{\partial C_i}{\partial \omega_j} \) as follows

\[ \frac{\partial C_i}{\partial \omega_j} = \frac{\partial}{\partial \omega_j} \left[ \sqrt{A_j^2 + B_j^2} \right] = \frac{1}{2} (A_j^2 + B_j^2)^{-1/2} \left[ 2A_j \frac{dA_j}{d\omega_j} + 2B_j \frac{dB_j}{d\omega_j} \right] \]  

(63)

\[ = \frac{A_j(x - 1) + B_jy}{\sqrt{A_j^2 + B_j^2}} \]  

(64)

where we have used the fact that \( A_j = 1 - \omega_j + \omega_j x \) and \( B_j = \omega_j y \) so that \( \frac{dA_j}{d\omega_j} = x - 1 \) and \( \frac{dB_j}{d\omega_j} = y \), where \( x = \text{Re(} \lambda \text{)}, \ y = \text{Im(} \lambda \text{)}. \) The final expression for the derivative of \( D^* \) with respect to \( \omega_j \) is

\[ \frac{\partial D^*}{\partial \omega_j} = \frac{A_j(x - 1) + B_jy}{\sqrt{A_j^2 + B_j^2}} \left[ \prod_{i=1, i \neq j}^{N} C_i \right] \]  

(65)
We now determine the derivative of $\theta^*$ with respect to $\omega_j$.

\[
\frac{\partial \theta^*}{\partial \omega_j} = \frac{\partial}{\partial \omega_j} \left[ \sum_{i=1}^{N} \theta_i \right] = \frac{\partial \theta_j}{\partial \omega_j} = \frac{\partial}{\partial \omega_j} \left[ \tan^{-1} \left( \frac{B_j}{A_j} \right) \right]
\]

\[
= \frac{1}{1 + \left( \frac{B_j^2}{A_j^2} \right)} \frac{\partial B_j}{\partial \omega_j} A_j + B_j \frac{\partial A_j}{\partial \omega_j}
\]

\[
= \frac{A_j y + B_j (x - 1)}{A_j^2 + B_j^2}
\]

In the above derivation, it is true that only one $\theta_i$ term depends on a particular $\omega_j$, when the two indices are equal. Furthermore, we employed the following derivative

\[
\frac{d}{dx} \left[ \tan^{-1} x \right] = \frac{1}{1 + x^2}
\]

and used the chain rule to complete the derivation. Given Equations (65) and (68), we can now evaluate the derivatives of $\text{Re}[G_m]$ and $\text{Im}[G_m]$ with respect to $\omega_j$ given in Equations (59)-(60).

We now have all of the ingredients necessary to compute the $M$ entries of the Jacobian vector corresponding to $\frac{\partial c}{\partial \omega_j}$. The full procedure to compute these entries is as follows. Given the current scheme parameters $\omega_i$ and some potentially complex input $\lambda$ at which to compute the Jacobian entries (for our optimization problem these inputs correspond to a test point location at which to enforce the constraint) the entries of the Jacobian vector $\frac{\partial c}{\partial \omega_j}$ can be obtained following the steps below

1. Determine $x = \text{Re}(\lambda)$ and $y = \text{Im}(\lambda)$ and compute the coefficients $A_i = (1 - \omega_i) + \omega_i x$, $B_i = \omega_i y$

2. Compute $C_i, \theta_i$ using Equations (52), (53) and $D^*, \theta^*$ using Equations (55), (56)

3. Compute $\frac{\partial D^*}{\partial \omega_j}$ and $\frac{\partial \theta^*}{\partial \omega_j}$ using Equations (65) and (68)

4. Compute $\text{Re}[G_M], \text{Im}[G_M]$ using Equations (57), (58), and $\frac{\partial \text{Re}[G_M]}{\partial \omega_j}, \frac{\partial \text{Im}[G_M]}{\partial \omega_j}$ using Equations (59), (60)

5. Compute $\frac{\partial c}{\partial \omega_j}$ using Equation (50)

We can now compute all terms associated with $\frac{\partial c}{\partial \omega_j}$ in the Jacobian vector in Equation (47). The final entry of the Jacobian vector is given by

\[
\frac{\partial c}{\partial \bar{g}} = 2\bar{g}
\]

This fully specifies the constraint Jacobian. The constraint and constraint Jacobian can be determined at each test point location for the optimization routine.
Comparison of SRJ schemes for solving stiff systems

The ability of a SRJ scheme to converge for a stiff problem can be characterized by the slope of its corresponding amplification polynomial at $\lambda = 1$. If the slope is higher, the spectral radius of the SRJ scheme for the stiff problem is likely to deviate further away from 1, corresponding to a faster asymptotic convergence rate. Table 5 shows this slope for all schemes associated with $M = 2$ to $M = 20$ relaxation factors and $c = 0, \frac{1}{10}, \frac{1}{5}, \frac{1}{3}, \frac{1}{2}$.

Schemes associated with larger $M$ are better able to handle stiff problems. An explanation for this is that the amplification polynomials associated with larger $M$ bound a larger portion of the $\lambda \in (-1, 1)$ region. A stiff problem would have an iteration matrix eigenvalue close to 1, so schemes associated with larger $M$ are better able to "capture" this eigenvalue and bound its associated amplification. Schemes associated with larger $c$ are not able to handle stiff systems as well. This is because these schemes prioritize bounding the amplification in a wider region of the complex plane, rather than a wider region of the real axis. The spread of the iteration matrix eigenvalues is important for determining which SRJ scheme should be used.

For another point of comparison, the amplification corresponding to the Jacobi scheme with $M$ relaxation factors (all set to one) has a slope of $M$ at $\lambda = 1$. This can be shown by taking the $M$ order amplification polynomial (Equation (15)) and setting all relaxation factors to one, which results in an amplification of $G_M(\lambda) = \lambda^M$ for $M$ steps of Jacobi iteration. For any SRJ scheme in Table 5 corresponding to a particular $M$ and $c$, the slope of the scheme is always greater than $M$. This indicates that all schemes developed in this work accelerate the convergence of standard Jacobi iteration when solving stiff linear systems.

Table 5: Measure of SRJ scheme’s ability to handle stiff linear system. Schemes associated with higher $M$ and smaller $c$ are best for solving stiff systems.

| $M$ | $c$   | 0     | $\frac{1}{10}$ | $\frac{1}{5}$ | $\frac{1}{3}$ | $\frac{1}{2}$ | Jacobi |
|-----|-------|-------|----------------|--------------|--------------|--------------|--------|
| 2   |       | 2.276 | 2.269          | 2.246        | 2.195        | 2.101        | 2      |
| 3   |       | 4.951 | 4.905          | 4.770        | 4.485        | 4.035        | 3      |
| 4   |       | 8.696 | 8.539          | 8.109        | 7.283        | 6.168        | 4      |
| 5   |       | 13.510| 13.121         | 12.112       | 10.371       | 8.349        | 5      |
| 6   |       | 19.393| 18.588         | 16.624       | 13.598       | 10.521       | 6      |
| 7   |       | 26.346| 24.871         | 21.509       | 16.877       | 12.671       | 7      |
| 8   |       | 34.369| 31.894         | 26.652       | 20.161       | 14.798       | 8      |
| 9   |       | 43.461| 39.582         | 31.962       | 23.429       | 16.906       | 9      |
| 10  |       | 53.624| 47.855         | 37.373       | 26.674       | 18.998       | 10     |
| 11  |       | 64.855| 56.640         | 42.837       | 29.896       | 21.077       | 11     |
| 12  |       | 77.156| 65.866         | 48.323       | 33.094       | 23.145       | 12     |
| 13  |       | 90.528| 75.465         | 53.809       | 36.271       | 25.204       | 13     |
| 14  |       | 104.968| 85.380        | 59.281       | 39.431       | 27.256       | 14     |
| 15  |       | 120.479| 95.552        | 64.735       | 42.574       | 29.302       | 15     |
| 16  |       | 137.059| 105.933       | 70.164       | 45.704       | 31.342       | 16     |
| 17  |       | 154.709| 116.487       | 75.570       | 48.821       | 33.379       | 17     |
| 18  |       | 173.428| 127.172       | 80.951       | 51.928       | 35.411       | 18     |
| 19  |       | 193.217| 137.958       | 86.307       | 55.025       | 37.441       | 19     |
| 20  |       | 214.079| 148.821       | 91.640       | 58.114       | 39.468       | 20     |
### C SRJ schemes for nonsymmetric matrices

This appendix lists all of the SRJ schemes developed in this work. The SRJ schemes associated with $M = 2$ up to $M = 20$ parameters, for each of $c = 0, \frac{1}{10}, \frac{1}{5}, \frac{1}{3}, \frac{1}{2}$, are listed in Tables 6-10.

Table 6: SRJ scheme parameters for $c = 0$

| $M$ | SRJ scheme parameters |
|-----|-----------------------|
| 2   | 0.5690356, 1.7071067    |
| 3   | 3.49402001, 0.9245737   |
| 4   | 0.70836006, 1.46555904, 6.00294106, 0.51881773 |
| 5   | 2.17132943, 0.97045898, 0.50479132, 9.23070087, 0.62486987 |
| 6   | 0.78456896, 3.03760966, 13.17650299, 0.50847872, 1.30215429, 0.58365629 |
| 7   | 0.50624677, 0.98455485, 1.69891723, 0.69311373, 17.84007874, 4.063045, 0.56014437 |
| 8   | 5.24709171, 23.2213142, 0.83002589, 0.54540533, 0.50479132, 1.22055571, 2.15908451 |
| 9   | 0.60746266, 0.50379038, 1.49082726, 6.58949616, 0.99056048, 0.74168003, 0.53553197, 2.68192018, 29.3201555 |
| 10  | 0.50307289, 0.85987944, 36.13657316, 0.58501073, 0.68577217, 1.37652217, 2.13122571, 0.52858345 |
| 11  | 9.74878298, 3.91423663, 43.67026622, 0.52350202, 0.77404289, 0.99363986, 0.64784306, 0.56014437 |
| 12  | 0.51967186, 0.502136, 1.60062418, 0.88089529, 1.14212703, 0.5572681, 11.5653689, 0.7214957, 0.50136817, 80.98119527, 0.82600199, 1.22034776, 2.10956602, 0.65193728 |
| 13  | 5.39452922, 60.89068271, 13.54056493, 0.51671135, 0.68157772, 0.54830598, 0.80462771, 0.99542885, 0.51437483, 0.50157028, 1.12052206, 0.48150686, 0.75022361, 70.5717917, 3.37326813, 0.89647097, 0.58538736, 0.5413206, 6.22748084, 15.67354847, 2.10956602, 0.65193728 |
| 14  | 16.92072776, 20.4136347, 43.67026622, 0.52350202, 0.77404289, 0.99363986, 0.64784306, 0.56014437 |
| 15  | 0.50136817, 80.98119527, 0.82600199, 1.25587196, 0.62942260, 2.3941386, 17.96457474, 3.80424262, 0.70982911, 1.6719108, 0.57338285, 7.1225455, 0.99655627, 0.51429792, 0.53574677 |
| 16  | 92.10272776, 20.4136347, 43.67026622, 0.52350202, 0.77404289, 0.99363986, 0.64784306, 0.56014437 |
| 17  | 0.50106549, 0.65457349, 4.8352073, 103.9417739, 1.22034776, 0.5599891, 0.99731168, 0.5275797, 1.556107, 0.59716511, 0.8432046, 0.5097021, 3.0229855, 23.0207172, 0.73369365, 2.0934855, 9.09718533 |
| 18  | 0.50090548, 0.50864452, 116.49833154, 0.54957426, 1.34371329, 3.36716161, 0.70224149, 25.78530892, 1.72176974, 0.52451158, 0.58554342, 0.91797527, 1.0923478, 2.32450583, 0.63507926, 0.70326944, 10.17731485, 5.3903702 |
| 19  | 3.73117675, 5.99573557, 0.7505501, 129.77239844, 0.99784208, 0.544113, 11.31920792, 0.50085312, 2.56894686, 1.47457999, 0.50775129, 0.6191755, 0.85733643, 1.93412964, 1.8966891, 0.52193218, 28.70895814, 0.57593767, 0.67700928 |
| 20  | 0.50077028, 0.5009904, 1.3004724, 12.52131806, 1.6129012, 143.76536998, 1.08267819, 31.7907227, 4.1156366, 0.519743, 0.53968667, 6.62454016, 2.08135409, 2.82683304, 0.92571219, 0.72260429, 0.56790042, 0.60601294, 0.65641482, 0.80975928 |
Table 7: SRJ scheme parameters for $c = \frac{1}{10}$

| $M$  | SRJ scheme parameters                                      |
|------|------------------------------------------------------------|
| 2    | $0.56998789, 1.69859189$                                   |
| 3    | $0.53391192, 3.44601684, 0.92457397$                      |
| 4    | $0.5200846, 5.84801488, 1.46164411, 0.70927878$           |
| 5    | $0.97045893, 8.85298484, 2.1594431, 0.5136698, 0.6259727$ |
| 6    | $3.00593438, 12.40210949, 0.78535133, 0.58484042, 1.30000478, 0.50748255$ |
| 7    | $25.6439171, 6.40794264, 0.5050344, 0.74261526, 2.6591608, 0.5367694, 0.99056047, 1.48706252, 0.6086258$ |
| 8    | $16.43010567, 4.0003348, 1.69275624, 0.56135711, 0.98455299, 0.69414294, 0.50748255$ |
| 9    | $0.50603201, 20.86770462, 5.13612346, 0.83069204, 1.21911816, 2.14633476, 0.5463294, 0.64177848$ |
| 10   | $10.406320, 20.86770462, 5.13612346, 0.83069204, 1.21911816, 2.14633476, 0.5463294, 0.64177848$ |
| 11   | $25.6439171, 6.40794264, 0.5050344, 0.74261526, 2.6591608, 0.5367694, 0.99056047, 1.48706252, 0.6086258$ |
| 12   | $0.50378925, 35.93393042, 0.99363246, 0.57027053, 0.64897316, 0.52474653, 3.85735463, 9.33630714, 1.48706252, 0.6086258$ |
| 13   | $0.50338573, 41.31741418, 0.52091877, 0.62195236, 4.54033478, 0.55849849, 0.88139433, 1.1412681, 10.98051128, 0.72248676, 2.48180885, 1.59573262$ |
| 14   | $0.60191355, 0.68265354, 2.87506858, 5.27753075, 0.54394273, 0.50307142, 0.51796, 1.30280397, 12.73851301, 46.78097204, 0.8214971, 0.99541991$ |
| 15   | $0.50282191, 52.2735576, 1.11983233, 14.595698, 0.58600159, 0.75115784, 0.65307138, 1.47791449, 0.86962809, 6.06783403, 0.51562534, 3.29845681, 2.0973992, 0.54256332$ |
| 16   | $0.53347938, 1.66627373, 6.9048562, 0.53701048, 0.82671796, 0.50262045, 0.63040987, 16.55218436, 57.74880892, 3.51582855, 0.99656637, 0.57400771, 1.25425115, 0.71085779, 2.3773854$ |
| 17   | $0.53251634, 1.10397129, 0.77459073, 0.50255455, 1.86764801, 63.16776026, 0.67996696, 0.56502152, 0.612616, 1.39841661, 0.51221886, 0.90858822, 7.80091195, 2.67565505, 18.59768396, 4.23314259$ |
| 18   | $4.74387164, 8.74143558, 0.59387029, 0.5282897, 0.50231873, 0.73467077, 0.55723606, 2.08203762, 0.6557056, 0.84386349, 0.99731915, 1.21899192, 0.51095483, 20.72672602, 68.50019668, 2.9925749, 1.5522629$ |
| 19   | $0.5020241, 0.5508250, 1.3439350, 0.58675992, 3.32758594, 73.7175464, 1.71554614, 1.09183698, 0.5257629, 2.30913802, 0.70328635, 0.63624059, 0.79408952, 22.93016201, 5.2826568, 9.72872304, 0.5098977, 0.91834936$ |
| 20   | $1.9222696, 1.47107281, 0.754984, 0.5090049, 5.84897369, 0.50210705, 0.85794803, 0.67810534, 1.88818571, 3.68068691, 10.76141436, 0.52319366, 25.20121758, 60.2360568, 9.72872304, 0.5098977, 0.91834936$ |
| 21   | $27.53285347, 83.72975655, 0.6574360, 11.83795003, 0.54093216, 0.81052691, 1.60793981, 6.44250844, 4.05164906, 0.50202419, 0.50824398, 0.72360616, 0.9205018, 0.5209947, 1.29850759, 1.0822029, 0.56913027, 2.8011136, 0.60720895, 2.0700968$ |
Table 8: SRJ scheme parameters for \( c = \frac{1}{5} \)

| \( M \) | SRJ scheme parameters |
|-------|-----------------------|
| 2     | 1.67329868, 0.57289381 |
| 3     | 3.30826695, 0.5373787, 0.92457405 |
| 4     | 0.52365056, 0.71207692, 1.44990317, 5.42377641 |
| 5     | 0.51708553, 0.62939828, 2.11836778, 0.97045893 |
| 6     | 10.5276852, 2.91384798, 1.29353361, 0.78773197, 0.50982969, 15.96393814 |
| 7     | 0.99054685, 0.5084231, 0.54054782, 0.61224365, 0.74545738, 1.47574166, 2.59243292, 18.58247992, 5.91397015 |
| 8     | 0.50813454, 0.6900735, 1.1686967, 0.533621, 21.06405733, 0.58990017, 7.06842827, 1.7655972, 0.86219325, 3.1223753 |
| 9     | 0.50761003, 0.65242796, 23.38109951, 0.57400444, 8.27539085, 2.08301117, 0.99363078, 1.36587294, 3.69478206, 0.78083252 |
| 10    | 1.13872598, 0.52473523, 2.42647806, 0.7525209, 0.50721069, 0.56226476, 9.5212926, 25.52113096, 0.62553501, 0.88294173, 1.58117851, 4.30608714 |
| 11    | 1.81376857, 10.79255978, 27.48184901, 4.95240233, 2.79456256, 1.29671323, 0.6859496, 0.60557162, 0.80775937, 0.55328434, 0.52178179, 0.50689955, 0.9954343 |
| 12    | 0.51945011, 0.50665244, 1.1768542, 0.54639948, 1.46703495, 3.18574451, 5.63006462, 2.0629125, 0.7593773, 12.0772937, 0.59030279, 0.89827566, 29.26841843, 0.65651632 |
| 13    | 13.36645552, 30.89028993, 0.7138235, 0.50645307, 0.82887223, 0.51757784, 0.5783495, 0.63965622, 1.24931321, 0.54081793, 6.3355139, 1.64934075, 2.32817313, 0.99565232, 3.59938118 |
| 14    | 0.91003638, 32.35924423, 0.5687365, 0.61624256, 0.51604983, 2.6086148, 1.38986783, 0.68328921, 1.10216063, 7.06508676, 0.7723577, 0.50628973, 4.0331308, 1.84305372, 14.64832029, 0.536331 |
| 15    | 0.60204809, 33.68750902, 1.5391942, 0.73763853, 0.50615444, 1.21487444, 0.51478793, 2.90350604, 0.65915403, 15.91807643, 0.99732293, 7.81500258, 4.48656154, 2.04803684, 0.53264945, 0.84585323 |
| 16    | 17.16755739, 8.58203224, 0.50604092, 1.33437917, 0.70647254, 2.26371203, 0.91946802, 34.88850558, 3.21303678, 4.95751243, 0.51373245, 0.52958669, 0.63978006, 1.69910899, 0.90647345, 0.55460818, 1.09026941, 0.49675302 |
| 17    | 0.99785451, 0.54925773, 18.39057107, 0.52701147, 9.36281884, 0.51284904, 2.48979141, 1.18873926, 5.4448419, 35.97445695, 3.5358757, 1.8628211, 1.4605054, 0.68144074, 0.62396284, 0.75780222, 0.85971517, 0.50809237, 0.5094485 |
Table 9: SRJ scheme parameters for $c = \frac{1}{3}$

| $M$ | SRJ scheme parameters |
|-----|-----------------------|
| 2   | 0.58009423, 1.64175671 |
| 3   | 0.54601048, 3.01484954, 0.92457408 |
| 4   | 0.53273474, 4.60959599, 0.71897996, 1.42207901 |
| 5   | 2.02782143, 6.20847021, 0.52636835, 0.97045884, 0.63786073 |
| 6   | 0.79358883, 1.27804404, 2.71159702, 0.52285298, 7.69468612, 0.5974813 |
| 7   | 9.01421102, 0.70504972, 3.4469363, 1.63122788, 0.57430277, 0.98455473 |
| 8   | 0.83769031, 1.20435204, 0.65379547, 2.02203906, 0.55974784, 0.51931866, 4.20943149, 10.15428711 |
| 9   | 0.5183584, 0.62120265, 0.54998076, 1.44897399, 0.99056019, 0.7524925, 11.12451034, 2.44332527, 4.97973358 |
| 10  | 0.51766971, 5.74097156, 11.94430379, 0.86647514, 1.71513908, 0.69810077, 2.88849809, 0.5430979, 0.59907044 |
| 11  | 7.19345185, 13.21763033, 2.301418, 0.53677077, 0.53426362, 0.73301243, 0.88670167, 0.6344228, 1.54674947, 3.82533445, 1.13253407, 0.57164568 |
| 12  | 2.61594525, 0.51646796, 0.53132553, 0.66949679, 7.86844778, 0.61465857, 4.30651387, 0.81354555, 0.9954263, 13.71084518, 1.28204135, 0.56276371, 0.57164568 |
| 13  | 14.12921075, 1.11258401, 1.44134806, 2.94184398, 0.55583452, 4.78908121, 0.51622752, 0.66508152, 0.90163402, 8.50561058, 0.76097013, 1.9828288, 0.59952601, 0.52900621 |
| 14  | 14.4862564, 9.10177106, 0.55031875, 0.51603341, 0.5876534, 0.52714239, 0.83417426, 1.23747314, 0.72170963, 5.26908047, 0.99656684, 1.60955139, 0.64279542, 2.21639217, 3.2763036 |
| 15  | 0.78377061, 0.62526217, 0.52562193, 0.5455539, 1.09781681, 1.78590467, 14.79284308, 0.57816083, 2.4586654, 0.91310944, 9.65718979, 1.36954054, 3.61745717, 0.51587446, 0.69150587, 5.7451282 |
| 16  | 0.52436516, 10.17291044, 0.61119272, 0.51574268, 1.96966848, 6.21210459, 1.2094873, 0.99732608, 0.66770064, 15.05697411, 2.7084423, 0.74496189, 0.54218565, 3.96308173, 1.50827045, 0.57043683, 0.85073018 |
| 17  | 0.80268015, 0.92219534, 4.31145962, 1.08646238, 0.53913484, 2.96453265, 0.7143257, 0.56406383, 0.52331433, 0.64856217, 15.28572525, 2.16021516, 6.6631474, 10.65068252, 1.31758874, 1.65317168, 0.5156322, 0.59971285 |
| 18  | 0.51558068, 7.1121415, 0.76474781, 11.0921356, 4.60077265, 0.52242668, 0.63291549, 15.48494337, 1.8037996, 0.99785572, 2.35677891, 3.25288957, 1.18021839, 0.55874009, 0.53650909, 0.86403683, 1.43538507, 0.59921366, 0.68969701 |
| 19  | 0.61999407, 0.5524447, 0.92956967, 0.66952289, 0.58225288, 0.73419468, 0.52167002, 15.65937926, 3.49151906, 5.00938372, 1.27833205, 1.95972487, 0.51545881, 11.49957143, 7.54235807, 0.53439011, 1.077457, 1.5580776, 2.5586843, 0.81859311 |
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### Table 10: SRJ scheme parameters for $c = \frac{1}{2}$

| $M$ | SRJ scheme parameters |
|-----|-----------------------|
| 2   | 0.5956357, 1.5051872  |
| 3   | 0.5648451, 0.9245688, 2.54605612 |
| 4   | 0.73375507, 3.51442902, 1.36762629, 0.55263795 |
| 5   | 0.65617571, 0.54674458, 0.9704589, 4.31270689, 1.86254927 |
| 6   | 1.24704532, 2.37008646, 0.80603023, 0.61704862, 4.93706679, 1.18325486 |
| 7   | 0.54149044, 0.59447669, 5.41652909, 1.54840168, 0.9845544, 0.72173662, 2.86349551 |
| 8   | 0.54019056, 5.78430508, 3.32624599, 0.67231978, 0.58023364, 1.86326932, 0.84820779, 1.18325486 |
| 9   | 0.54149044, 0.59447669, 5.41652909, 1.54840168, 0.9845544, 0.72173662, 2.86349551 |
| 10  | 0.56388951, 6.29037877, 0.61905175, 4.51905821, 1.6191135, 0.7153856, 1.14510986, 0.87552324 |
| 11  | 0.67952702, 6.4655637, 1.84779287, 0.383164015, 0.8007591, 2.80842724, 0.5589338, 0.63030676, 1.30897648, 4.47091216 |
| 12  | 6.60623628, 3.10568012, 0.59215413, 0.89462012, 0.74905399, 0.65370652, 4.7714259, 0.53781461, 1.11986881, 2.07889593, 0.5519275, 1.47989517 |
| 13  | 2.30978375, 1.25268301, 0.58341686, 0.82583806, 3.38846892, 1.65574798, 5.03656248, 0.99544475, 0.63442357, 6.7196498, 0.53753215, 0.71164398, 0.5529695 |
| 14  | 5.47300402, 6.89103876, 0.84546621, 0.54816904, 2.76076389, 0.53712712, 0.66195405, 0.99643676, 0.73825278, 6.0976165, 1.21381076, 3.90725337, 1.53236617, 0.5115304, 2.0161577 |
| 15  | 5.47300402, 6.89103876, 0.84546621, 0.54816904, 2.76076389, 0.53712712, 0.66195405, 0.99643676, 0.73825278, 6.0976165, 1.21381076, 3.90725337, 1.53236617, 0.5115304, 2.0161577 |
| 16  | 0.56673831, 0.6448415, 0.53697797, 0.7976593, 5.6558776, 4.13962774, 1.6777469, 0.91941575, 2.97955895, 6.95497755, 0.59846266, 1.08883637, 0.54667133, 1.32911515, 2.19646221, 0.70920553 |
| 17  | 0.86073193, 5.80924455, 0.9978438, 3.18482579, 2.3803012, 7.01207131, 0.53685725, 4.36339145, 0.70681671, 1.44933689, 0.5452277, 1.82234187, 0.56313151, 0.6315087, 0.59100793, 1.18398732, 0.6860663 |
| 18  | 4.56120355, 0.56002949, 5.95395338, 0.61982577, 0.8157569, 1.97175496, 3.3908333, 1.07890479, 0.58477151, 0.73114993, 0.9277485, 2.55624736, 1.56992948, 2.12860488, 7.05683188, 0.53675096, 0.54439061, 0.6676193 |
| 19  | 4.7590573, 0.53666476, 2.12088425, 0.5451562, 3.5868522, 0.57950259, 6.08052835, 0.70750994, 0.87388224, 0.77954849, 1.69284254, 0.65233427, 7.09590848, 0.9773287, 2.73045577, 1.38567105, 0.55761252, 0.61053146, 1.16304593 |
| 20  | 2.90348415, 0.63969696, 0.93492526, 1.25009592, 7.13078781, 4.92003011, 0.830678, 0.60269106, 0.6879351, 6.19014037, 1.07030842, 1.8107115, 3.7710704, 0.55540038, 0.53658931, 0.7504016, 1.48936404, 0.54271116, 0.5750778, 2.26815286 |