SPECTRAL DETERMINANT FOR THE DAMPED WAVE EQUATION ON AN INTERVAL
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Abstract. We evaluate the spectral determinant for the damped wave equation on an interval of length $T$ with Dirichlet boundary conditions, proving that it does not depend on the damping. This is achieved by analysing the square of the damped wave operator using the general result by Burghelea, Friedlander, and Kappeler on the determinant for a differential operator with matrix coefficients.
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1. Introduction

We consider the simple mathematical model of wave propagation on a damped string fixed at both ends given by

$$\frac{\partial^2 v(t,x)}{\partial t^2} + 2a(x) \frac{\partial v(t,x)}{\partial t} = \frac{\partial^2 v(t,x)}{\partial x^2},$$

with the space variable $x$ on an interval $[0,T]$, $v(0) = v(T) = 0$ and $a(x) \in C([0,T])$. Despite its apparent simplicity, the problem is nontrivial and interesting and has received much attention over the last two decades – see, for instance, [GH11, FL17, CFN+91, CZ94, BF09].

The operator associated with (1.1) is non-selfadjoint and the asymptotical location of its eigenvalues was determined to first order in $[CFN+91, CZ94]$, where it was shown that eigenvalues $\lambda$ converge to the vertical line $\text{Re} \lambda = -\langle a \rangle$ as their imaginary part goes to $\pm \infty$, where $\langle a \rangle$ denotes the average of the damping function. The general asymptotic behaviour was analysed in $[BF09]$, where further spectral invariants were determined.

Coming from other sources in the literature, the notion of determinant of a matrix has been generalised to operators. In this analogy, we would like to obtain a regularisation corresponding to the product of eigenvalues of the given operator. If the considered
operator $S$ has eigenvalues $\{\lambda_j\}_{j=1}^{\infty}$, in agreement with [RS71] (see also [GY60, MP49]) we define the generalised zeta function associated with the operator $S$ by

$$\zeta_S(s) = \sum_{j=1}^{\infty} \lambda_j^{-s},$$

for complex $s$ in a half-plane such that the above Dirichlet series converges. The spectral determinant may then be defined by the formula

$$\text{Det} S = e^{-\zeta'_S(0)}, \quad (1.2)$$

where the prime denotes the derivative with respect to the variable $s$. Note that the series defining the zeta function will not, in general, be convergent for $s = 0$. We use the definition of $\zeta_S$ for the real part of $s$ large enough and understand the formula in the sense of the analytic continuation of the generalized zeta function to the complex plane.

The spectral determinant was computed for the Sturm-Liouville operator in [LS77], where an elegant expression using the solution of a corresponding Cauchy problem was presented. This was extended to the case of quantum graphs in [ACD+00, Fri06]. We point out that spectral determinants have several applications e.g. in quantum field theory [Dun08].

To the best of our knowledge the spectral determinant for the damped wave equation had not been studied previously, so in this note we bring together these two topics and evaluate this object. From a mathematical perspective there is also what we believe to be the interesting feature of applying the concept of the determinant of an operator to a non-selfadjoint operator. Furthermore, and as we will see, the determinant does not, in fact, depend on the damping. This may be expected from a formal analysis, and our purpose is to give a rigorous justification of this fact.

This note is structured as follows. In the next section, we elaborate on the mathematical description of the model and state the main result. In Section 3 we then address the problem for the case without damping, as this already displays some of the important features which we will need to consider later, namely, the fact that the associated zeta function will depend on the branch cut which is chosen for the logarithm. In Section 4 we recall the general result of Burghelea, Friedlander, and Kappeler. In Section 5 we apply this result to the square of our operator, since a direct application is not possible. Finally, we find the sought determinant for the damped wave equation in Section 6.

2. Basic setting and formulation of the main result

Equation (1.1) may be written in a different form, namely,

$$\frac{\partial}{\partial t} \begin{pmatrix} v_0(t, x) \\ v_1(t, x) \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ \frac{\partial^2}{\partial x^2} & -2a(x) \end{pmatrix} \begin{pmatrix} v_0(t, x) \\ v_1(t, x) \end{pmatrix},$$

which will prove to be more convenient for our purposes. Using the ansatz $v_0(t, x) = e^{\lambda t}u_0(x)$, $v_1(t, x) = e^{\lambda t}u_1(x)$, we can translate the initial value problem into the following spectral problem

$$\mathcal{H} \begin{pmatrix} u_0(x) \\ u_1(x) \end{pmatrix} = \lambda \begin{pmatrix} u_0(x) \\ u_1(x) \end{pmatrix}.$$
where $\mathcal{H}$ denotes the matrix operator
\[
\mathcal{H} = \begin{pmatrix}
0 & 1 \\
\frac{\partial^2}{\partial x^2} & -2a(x)
\end{pmatrix}.
\]
The domain of this operator consists of functions $u(x) = (u_0(x), u_1(x))$ with components in the Sobolev spaces $u_j(x) \in W^{2,2}([0, T])$, $j = 0, 1$ satisfying the Dirichlet boundary conditions
\[
u_j(0) = u_j(T) = 0, \quad j = 0, 1.
\]

Our main result is the following.

**Theorem 2.1.** Assume $a(x) \in C([0, T])$, and let $\varepsilon$ be a positive number such that there are no eigenvalues with phase on the interval $[\pi - \varepsilon, \pi)$. Then the spectral determinant of the operator $\mathcal{H}$ does not depend on the damping and equals $\pm 2T$, where the plus and minus signs correspond to whether we define $\lambda_j^{-s} = e^{-s \log \lambda_j}$ in such a way that the branch cut of the logarithm is $\lambda = te^{i(\pi - \varepsilon)}$, or $\lambda = te^{i(2\pi - \varepsilon)}$, $t \in [0, \infty)$, respectively.

**Remark 2.2.** Note that a value of $\varepsilon$ as above always exists, since on any compact set there are only a finite number of eigenvalues.

**Remark 2.3.** The case of the damped wave equation where a potential is added to the right-hand side of (1.1) may be treated in a similar fashion and the corresponding determinant also turns out to be independent of the damping term. We discuss this situation in Remark 6.2.

3. The case of $a(x) = 0$

We begin by considering the case without damping, and denote the corresponding operator by $\mathcal{H}_0$. It is a simple exercise that its eigenvalues are of the form $\lambda_j = \frac{j\pi}{T}$, $j \in \mathbb{Z} \setminus \{0\}$. To obtain the spectral determinant in this instance, we start from the zeta function resulting from the definition (1.2). However, one must proceed carefully here, as the result depends on the definition of $\lambda_j^{-s}$ and, in particular, on which branch of the logarithm we use when defining $i^{-s}$ and $(-i)^{-s}$.

First, we consider that the logarithm has the cut in the negative real axis, i.e. the eigenvalues of $\mathcal{H}_0$ in the upper half-plane are $\lambda_j = \frac{j\pi}{T}e^{i\frac{\pi}{2}}$, $j \in \mathbb{N}$ and the eigenvalues in the lower half-plane are $\lambda_j = \frac{j\pi}{T}e^{-i\frac{\pi}{2}}$, $j \in \mathbb{N}$.

The generalized zeta function for this operator is
\[
\zeta_{\mathcal{H}_0}(s) = \sum_{j=1}^{\infty} \left[ \left( \frac{j\pi}{T}e^{i\frac{\pi}{2}} \right)^{-s} + \left( \frac{j\pi}{T}e^{-i\frac{\pi}{2}} \right)^{-s} \right] = \sum_{j=1}^{\infty} \left( e^{-i\frac{\pi}{2}s} + e^{i\frac{\pi}{2}s} \right) \left( \frac{j\pi}{T} \right)^{-s} = 2e^{s \log \frac{T}{\pi}} \cos \left( \frac{\pi s}{2} \right) \zeta_R(s),
\]
where $\zeta_R(s) = \sum_{j=1}^{\infty} j^{-s}$ is the Riemann zeta function. We obtain
\[
-\zeta'_{\mathcal{H}_0}(0) = -2 \log \frac{T}{\pi} \zeta_R(0) - 2\zeta'_R(0) = \log \frac{T}{\pi} + \log (2\pi) = \log (2T),
\]
where we have used $\zeta_R(0) = -\frac{1}{2}$ and $\zeta'_R(0) = -\frac{1}{2} \log (2\pi)$. Hence the spectral determinant for the operator $H_0$ is given by

$$\text{Det } H_0 = e^{-\zeta'_{H_0}(0)} = 2T.$$  

Now we are going to compute the determinant in the case where we choose the cut to be the positive real axis. The eigenvalues are $\lambda_j = \frac{j\pi T}{e^{i\pi 2}}$, $j \in \mathbb{N}$, for the upper half-plane and $\lambda_j = \frac{j\pi T}{e^{-i\pi 2}}$, $j \in \mathbb{N}$ for the lower half-plane. The generalized zeta function is now

$$\zeta_{H_0}(s) = \sum_{j=1}^{\infty} \left[ \left( \frac{j\pi T}{e^{i\pi 2}} \right)^{-s} + \left( \frac{j\pi T}{e^{-i\pi 2}} \right)^{-s} \right] = e^{-i\pi s} \sum_{j=1}^{\infty} \left( e^{i\pi s} + e^{-i\pi s} \right) \left( \frac{j\pi T}{e^{i\pi 2}} \right)^{-s} = 2e^{-i\pi s} s \log \frac{T}{\pi \cos \frac{\pi s}{2}} \zeta_R(s).$$

Hence we have

$$-\zeta'_{H_0}(0) = -2 \log T \pi \zeta_R(0) + 2i\pi \zeta_R(0) - 2\zeta'_R(0) = \log T - i\pi + \log (2\pi) = -i\pi + \log (2T).$$

The spectral determinant for the operator $H_0$ is

$$\text{Det } H_0 = e^{-\zeta'_{H_0}(0)} = -2T.$$  

4. A GENERAL RESULT

The starting point for finding the determinant for the damped wave equation is a general result by Burghelea, Friedlander and Kappeler [BFK95]. This result gives a formula for the determinant of a more general matrix-valued operator on an interval. For convenience, we state this result here, together with the necessary definitions.

**Definition 4.1.** Let us for $n \in \mathbb{N}$ define the operator $A = \sum_{k=0}^{2n} a_k(x)(-i)^k \frac{d^k}{dx^k}$, where $a_k$ are $r \times r$ matrices, in general smoothly dependent on $x \in [0, T]$. We assume that the leading term $a_{2n}$ is nonsingular and that there exist an angle $\theta$ so that $\text{spec} a_{2n} \cap \{\rho e^{i\theta}, 0 \leq \rho < \infty\} = \emptyset$. We assume the following boundary conditions at the end points of the interval.

$$\sum_{k=0}^{\alpha_j} b_{jk}u^{(k)}(T) = 0, \quad \sum_{k=0}^{\beta_j} c_{jk}u^{(k)}(0) = 0, \quad 1 \leq j \leq n.$$

Here, $b_{jk}$ and $c_{jk}$ are for each $j, k$ constant $r \times r$ matrices and $b_{j\alpha_j} = c_{j\beta_j} = I$ (I denotes the $r \times r$ identity matrix). The integer numbers $\alpha_j$ and $\beta_j$ satisfy

$$0 \leq \alpha_1 < \alpha_2 < \cdots < \alpha_n < 2n - 1, \quad 0 \leq \beta_1 < \beta_2 < \cdots < \beta_n < 2n - 1.$$

Moreover, we define $|\alpha| = \sum_{j=1}^{n} \alpha_j$, $|\beta| = \sum_{j=1}^{n} \beta_j$. We define the $2n \times 2n$ matrices $B = (B_{jk})$ and $C = (C_{jk})$, whose entries are $r \times r$ matrices. Here $1 \leq j \leq 2n$, ...
We define a $2n \times 2n$ matrix $Y(x) = (y_{k\ell}(x))$, $0 \leq k, \ell \leq 2n - 1$ whose entries are $r \times r$ matrices $y_{k\ell}(x)$ defined by
\[
y_{k\ell}(x) := \frac{d^k y_{\ell}(x)}{dx^k},
\]
where $y_{\ell}(x)$ is the solution of the Cauchy problem $Ay_{\ell}(x) = 0$ with the initial conditions $y_{k\ell}(0) = \delta_{k\ell}I$. We are interested in the value of the matrix $Y$ at the point $T$.

Finally, we introduce
\[
g_\alpha := \frac{1}{2} \left( \frac{\lvert \alpha \rvert}{n} - n + \frac{1}{2} \right),
\]
\[
h_\alpha := \det \left( \begin{array}{ccc}
w_1^\alpha & \cdots & w_1^{\alpha n} \\
\vdots & \ddots & \vdots \\
w_n^\alpha & \cdots & w_n^{\alpha n}
\end{array} \right),
\]
where $w_k = \exp \left( \frac{2k-n-1}{2n} \pi i \right)$. Similarly, we define $g_\beta$ and $h_\beta$. We denote by $\gamma_j$, $j = 1, \ldots, r$ the eigenvalues of the matrix $a_{2n}$ and define
\[
(d\det a_{2n})_\theta^{g_\alpha} := \prod_{j=1}^r \lvert \gamma_j \rvert^{g_\alpha} \exp (ig_\alpha \arg(\gamma_j))
\]
with $\theta - 2\pi < \arg \gamma_j < \theta$.

**Theorem 4.2.** (Burghelea, Friedlander and Kappeler)

The spectral determinant for the operator $A$ is
\[
\det A = K_\theta \exp \left( \frac{i}{2} \int_0^T \text{Tr} (a_{2n}(x)^{-1}a_{2n-1}(x)) \, dx \right) \det (BY(T) - C),
\]
where
\[
K_\theta = \left[ (-1)^{\beta} (2n)^n h_{\alpha}^{-1} h_{\beta}^{-1} \right] (d\det a_{2n}(0))_{\theta}^{g_\beta} (d\det a_{2n}(T))_{\theta}^{g_\alpha}.
\]

5. The square of the operator $\mathcal{H}$

Our purpose is to use Theorem 4.2 to obtain the spectral determinant for the operator $\mathcal{H}$. However, a direct application of the theorem is not possible since the highest order derivative is only present in one of the entries of the matrix which gives the operator $\mathcal{H}$. This would contradict the assumption that the matrix $a_{2n}$ is nonsingular. In order to overcome this difficulty, we shall consider the operator $A = \mathcal{H} \circ \mathcal{H} = \mathcal{H}^2$ for which it is then possible to apply Theorem 4.2.

However, we have to be careful when computing the spectral determinant of $\mathcal{H}$ from the spectral determinant of $A$, as the determinant of the composition of two operators does not necessarily have to equal the product of their determinants. This is known in the literature as the *multiplicative anomaly* and, as has been shown in [BS03, Woj01], even the determinant of the square of an operator is not always the square of the determinant.
A direct calculation yields
\[
\mathcal{A} = \left( \begin{array}{cc}
0 & 1 \\
\frac{\partial^2}{\partial x^2} & -2a(x)
\end{array} \right)^2 = \left( \begin{array}{cc}
\frac{\partial^2}{\partial x^2} & -2a(x) \\
-2a(x) & \frac{\partial^2}{\partial x^2} + 4a^2(x)
\end{array} \right)
\]
\[
= \left( \begin{array}{cc}
-1 & 0 \\
2a(x) & -1
\end{array} \right) \left( -i \frac{\partial}{\partial x} \right)^2 + \left( \begin{array}{cc}
0 & -2a(x) \\
0 & 4a^2(x)
\end{array} \right) \left( -i \frac{\partial}{\partial x} \right)^0.
\]
Hence we have \( n = 1, \)
\[
a_2(x) = \left( \begin{array}{cc}
-1 & 0 \\
2a(x) & -1
\end{array} \right), \quad a_1 = \left( \begin{array}{cc}
0 & 0 \\
0 & 0
\end{array} \right), \quad a_0 = \left( \begin{array}{cc}
0 & -2a(x) \\
0 & 4a^2(x)
\end{array} \right).
\]
We deal with matrices \( 2 \times 2, \) so \( r = 2, \) and have \( \alpha_1 = \beta_1 = 0 \) and hence \( |\alpha| = |\beta| = 0. \)
The boundary conditions according to Definition 4.1 are
\[
b_{10}u(T) + b_{11}u'(T) = 0, \quad c_{10}u(0) + c_{11}u'(0) = 0.
\]
We have the Dirichlet boundary conditions \( u(T) = u(0) = 0, \) and thus the matrices \( b_{jk} \) and \( c_{jk} \) must be chosen as
\[
b_{10} = c_{10} = I, \quad b_{11} = c_{11} = 0,
\]
where \( I \) is the \( 2 \times 2 \) identity matrix.

The matrices \( B \) and \( C \) are \( 2 \times 2 \) matrices with the entries being \( 2 \times 2 \) matrices. Their rows are indexed by 1 and 2, their columns by 0 and 1. According to Definition 4.1 we have
\[
B_{10} = b_{10} = I, \quad B_{11} = B_{20} = B_{21} = 0, \quad C_{20} = c_{10} = I, \quad C_{11} = C_{10} = C_{21} = 0.
\]
Hence we have
\[
B = \left( \begin{array}{cc}
I & 0 \\
0 & 0
\end{array} \right), \quad C = \left( \begin{array}{cc}
0 & 0 \\
I & 0
\end{array} \right).
\]
The matrix \( a_{2n} = a_2 \) clearly has eigenvalues \( \gamma_1 = \gamma_2 = -1. \) Moreover, we have
\[
g_\alpha = g_\beta = \frac{1}{2} \left( \frac{0}{2} - 1 + \frac{1}{2} \right) = -\frac{1}{4}, \quad h_\alpha = h_\beta = w_1^0 = 1.
\]
and
\[
(det a_{2n})_\theta^{g_\alpha} = \prod_{j=1}^{2} 1^{-1/4} e^{i(-1/4)(-\pi)} = i.
\]
To sum up,
\[
K_\theta = \left[ (-1)^0 (2 \cdot 1)^1 1^{-2} \right]^2 i^2 = -4.
\]
Now, we are going to compute the matrix \( Y(x). \) By its definition, we have
\[
Y(x) = \begin{pmatrix}
y_{00}(x) & y_{01}(x) \\
y_{10}(x) & y_{11}(x)
\end{pmatrix} = \begin{pmatrix}
y_0(x) & y_1(x) \\
y'_0(x) & y'_1(x)
\end{pmatrix},
\]
where the entries of this matrix are \( 2 \times 2 \) matrices with the following boundary conditions at \( x = 0 \)
\[
y_0(0) = I, \quad y'_0(0) = 0, \quad y_1(0) = 0, \quad y'_1(0) = I.
\]
For the matrix in the formula in Theorem 4.2 we have
\[ \det (BY(T) - C) = \det \left[ \begin{pmatrix} I & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} y_0(T) & y_1(T) \\ y'_0(T) & y'_1(T) \end{pmatrix} - \begin{pmatrix} 0 & 0 \\ I & 0 \end{pmatrix} \right] \]
\[ = \det \begin{pmatrix} y_0(T) & y_1(T) \\ -I & 0 \end{pmatrix} \]
\[ = \det y_1(T). \]

Now, we will find the solutions of the Cauchy problem, i.e. the equation
\[ H^2 \begin{pmatrix} u_0(x) \\ u_1(x) \end{pmatrix} = 0 \]
with the boundary conditions (5.1). We obtain
\[ u''_0(x) - 2a(x)u_1(x) = 0, \quad (5.2) \]
\[ -2a(x)u''_0(x) + u''_1(x) + 4a^2(x)u_1(x) = 0. \quad (5.3) \]
Multiplying (5.2) by 2a(x) and adding the result to (5.3) we obtain
\[ u''_1(x) = 0. \quad (5.4) \]
The boundary conditions are \( y^{(k)}_1(0) = \delta_{k1}I \). Hence to obtain the matrix \( y_1(x) \), we have to find two vectors \( \begin{pmatrix} u_{01}(x) \\ u_{11}(x) \end{pmatrix} \) and \( \begin{pmatrix} u_{02}(x) \\ u_{12}(x) \end{pmatrix} \), for which
\[ y_1(0) = \begin{pmatrix} u_{01}(0) \\ u_{11}(0) \end{pmatrix}, \quad y'_1(0) = \begin{pmatrix} u'_{01}(0) \\ u'_{11}(0) \end{pmatrix} = I, \quad (5.5) \]
The general form of the solution of (5.4) is \( u_1(x) = ax + b \), and from the first condition in (5.5) we have \( b = 0 \). The second condition in (5.5) yields
\[ u_{11}(x) = 0, \quad u_{12}(x) = x. \]

Hence in the first case we have from (5.2) \( u''_0(0) = 0 \), hence we have \( u_{01}(x) = cx + d \). By the first condition in (5.5) we have \( d = 0 \), by the second one \( u_{01}(x) = x \).

In the second case \( u_{12}(x) = x \) we obtain from (5.2) \( u''_0(x) = 2a(x)x \). Hence with the use of the second condition in (5.5) we have \( u''_{02}(x) = \int_0^x 2a(s)ds \) and with the use of the first condition in (5.5) we have \( u_{02}(x) = \int_0^x \int_0^q 2a(s)ds dq \).

To sum up,
\[ y_1(x) = \begin{pmatrix} x \\ 0 \end{pmatrix} \int_0^x \int_0^q 2a(s)ds dq \]
and hence \( \det y_1(T) = T^2 \). We obtained
\[ \det A = -4T^2. \]

6. The determinant of \( H \)

Let us consider the operator \( H \) in the general case. In each horizontal strip \(|\text{Im} \lambda| < K\) there are finitely many eigenvalues. Hence there exists a positive \( \varepsilon \) so that there are no eigenvalues whose arguments are in the intervals \((0, \varepsilon), [\pi - \varepsilon, \pi), (\pi, \pi + \varepsilon),\) and \([2\pi - \varepsilon, 2\pi)\). We will choose the cut of the logarithm as the half-line \( \lambda = te^{i(\pi - \varepsilon)} \), \( t \in [0, \infty) \). We denote the eigenvalues of \( H \) in the upper half-plane by \( \bar{\mu}_j \), and their complex conjugates by \( \tilde{\mu}_j \), the positive real eigenvalues by \( \tilde{\nu}_j \), \( j \in I_1 \) (here \( I_1 \) is a finite
index set) and the negative real eigenvalues as $-\tilde{\omega}_j$, $j \in I_2$ (here $I_2$ is a finite index set). It can be easily proven that there are no zero eigenvalues of $\mathcal{H}$.

For the operator $\mathcal{A}$, we denote the eigenvalues as $\mu_j^2$, $\bar{\mu}_j^2$, $\nu_j^2$ and $\omega_j^2$. We consider the phases of all these eigenvalues in the interval $[0, 2\pi - 2\varepsilon]$, the cut of the logarithm for the operator $\mathcal{A}$ is the half-line $\lambda = te^{-2i\varepsilon}$. Hence one can easily obtain

$$\log \bar{\mu}_j = \frac{1}{2} \log \mu_j^2, \quad \log \bar{\nu}_j = \frac{1}{2} \log \bar{\mu}_j^2 - \pi i, \quad \log (-\tilde{\omega}_j) = \frac{1}{2} \log \omega_j^2 - \pi i.$$

The zeta functions for these operators are

$$\zeta_{\mathcal{A}}(s) = \sum_{j=1}^{\infty} \left[ (\mu_j^2)^{-s} + (\bar{\mu}_j^2)^{-s} \right] + \sum_{j \in I_1} (\nu_j^2)^{-s} + \sum_{j \in I_2} ((-\omega_j)^2)^{-s},$$

$$\zeta_{\mathcal{H}}(s) = \sum_{j=1}^{\infty} \left[ \mu_j^{-s} + \bar{\mu}_j^{-s} \right] + \sum_{j \in I_1} \nu_j^{-s} + \sum_{j \in I_2} (-\tilde{\omega}_j)^{-s},$$

$$= \sum_{j=1}^{\infty} \left( e^{-s \log \mu_j} + e^{-s \log \bar{\mu}_j} \right) + \sum_{j \in I_1} e^{-s \log \nu_j} + \sum_{j \in I_2} e^{-s \log (-\tilde{\omega}_j)}.$$

Hence we have

$$\zeta_{\mathcal{H}}(s) - \zeta_{\mathcal{A}} \left( \frac{s}{2} \right) = (e^{\pi is} - 1) \left( \sum_{j=1}^{\infty} e^{-\frac{1}{2} s \log \mu_j^2} + \sum_{j \in I_2} e^{-\frac{1}{2} s \log \omega_j^2} \right).$$

For the derivatives at zero we obtain, using the fact that the sine will vanish in that case,

$$\zeta'_{\mathcal{H}}(0) - \frac{1}{2} \zeta_{\mathcal{A}}'(0) = i\pi \lim_{s \to 0} \sum_{j=1}^{\infty} e^{-\frac{1}{2} s \log \mu_j^2} + i\pi \card I_2$$

$$= i\pi \card I_2 + i\pi \lim_{s \to 0} \sum_{j=1}^{\infty} e^{-\frac{1}{2} s \log \mu_j^2} + e^{\frac{1}{2} s \log \nu_j^2} e^{-s \log j}$$

$$+ i\pi \lim_{s \to 0} \sum_{j=1}^{\infty} \left( e^{-\frac{1}{2} s \log \mu_j^2} - e^{-\frac{1}{2} s \log \bar{\mu}_j^2} e^{\frac{1}{2} s \log \nu_j^2} e^{-s \log j} \right).$$

We will prove that the last term is zero. We will use the asymptotics (see e.g. [BF09])

$$\bar{\mu}_j^2 = -\frac{J^2 \pi^2}{T^2} \left( 1 + O \left( \frac{1}{j} \right) \right).$$
and by our assumption $\mu_j^2$ is not close to zero. We have
\[
\lim_{s \to 0} \left| \sum_{j=1}^{\infty} \left( e^{-\frac{j\pi}{T} \log \bar{\mu}_j^2} - e^{-\frac{j\pi}{T} s \log \bar{\mu}_j^2} \right) \right| = \lim_{s \to 0} \left| \sum_{j=1}^{\infty} e^{-\frac{j\pi}{T} s \log \bar{\mu}_j^2} e^{-s \log j} \right| \times (e^{-\frac{j\pi}{T} s \log (1+O(1/j))} - 1)
\leq \lim_{s \to 0} \left| \sum_{j=1}^{\infty} e^{-s \log j} \left| e^{s \log \frac{T}{\pi}} \right| e^{-sC} - 1 \right|
= \lim_{s \to 0} |\zeta_R(s)| \left| e^{s \log \frac{T}{\pi}} \right| \left| e^{-sC} - 1 \right|
= 0.
\]
where $C$ is a real constant and $\zeta_R(0) = -\frac{1}{2}$. Hence we have
\[
\zeta'_H(0) - \frac{1}{2} \zeta'(0) = i\pi \text{ card } I_2 + i\pi \zeta_R(0) = i\pi \text{ card } I_2 - \frac{i\pi}{2}.
\]
(6.1)
Then the determinant is equal to
\[
\text{Det } H = e^{-\zeta'_H(0)} - e^{-\frac{1}{2} \zeta'(0)} e^{\frac{i\pi}{T}} e^{-i\pi \text{ card } I_2} = \mp i \sqrt{\text{Det } A} = \mp i \sqrt{-4T^2} = \pm 2T.
\]
The number of negative real eigenvalues card $I_2$ is always even, so this term does not influence the result. The aim of the rest of our analysis is to find the sign of the determinant for the case of the cut we chose. First, we will follow an approach different from that which was used in Section 3 to find the determinant for the operator without damping. The zeta function for the operator $A_0$ is
\[
\zeta_{A_0}(s) = 2 \sum_{j=1}^{\infty} \left( \frac{j\pi}{T} \right)^{-2s} (-1)^{-s} = 2 \left( \frac{T}{\pi} \right)^{2s} e^{-s \log (-1)} \sum_{j=1}^{\infty} j^{-2s} = 2 e^{-i\pi s} \left( \frac{T}{\pi} \right)^{2s} \zeta_R(2s).
\]
Then we have
\[
-\zeta'_A(0) = 2\pi i \zeta_R(0) - 4 \log \frac{T}{\pi} \zeta_R(0) - 4 \zeta'_R(0) = -\pi i + 2 \log (2T).
\]
Using equation (6.1) we obtain
\[
\text{Det } H_0 = e^{-\zeta'_H(0)} - e^{-\frac{1}{2} \zeta'(0)} e^{\frac{i\pi}{T}} e^{-i\pi} = e^{-\frac{i\pi}{2}} e^{\frac{i\pi}{T}} e^{\log (2T)} = 2T.
\]
Now, we are going to generalize this approach to the operator with damping. Our aim is to find the imaginary part of $\zeta'_H(0)$. We denote the absolute value of $\mu_j^2$ by $r_j$ and its phase by $\pi - \varphi_j$. We have
\[
\mu_j^2 = r_j e^{i(\pi - \varphi_j)}, \quad \bar{\mu}_j^2 = r_j e^{i(\pi + \varphi_j)}.
\]
We obtain
\[
(\mu_j^2)^{-s} + (\bar{\mu}_j^2)^{-s} = r_j^{-s} e^{-i\pi s} (e^{i\varphi_j s} + e^{-i\varphi_j s}) = 2 e^{-i\pi s} r_j^{-s} \cos (\varphi_j s)
\]
and since $r_j^{-s} \cos (\varphi_j s)$, $\nu_j^2$ and $\omega_j^2$ are real
\[
\text{Im} \frac{d}{ds} \left\{ \sum_{j=1}^{\infty} \left[ (\mu_j^2)^{-s} + (\bar{\mu}_j^2)^{-s} \right] + \sum_{j \in I_1} (\nu_j^2)^{-s} + \sum_{j \in I_2} (\omega_j^2)^{-s} \right\} \bigg|_{s=0} = -2\pi \lim_{s \to 0} \sum_{j=0}^{\infty} r_j^{-s} \cos (\varphi_j s)
\]
\[
= -\pi \lim_{s \to 0} \sum_{j=1}^{\infty} \left[ (\mu_j^2)^{-s} + (\bar{\mu}_j^2)^{-s} \right] = \frac{1}{2} \text{ card } I_2 - \frac{1}{4} \zeta'(0) = \frac{1}{2} \text{ card } I_2 - \frac{1}{4} \left( \frac{1}{2} \right) = \frac{1}{4} \text{ card } I_2 - \frac{1}{2}.
\]
We will use the asymptotic behaviour of the eigenvalues of the operator $\mathcal{H}$ (see \cite{BF09})

$$\mu_j = \frac{j\pi}{T} i - \langle a \rangle - \frac{i \langle a^2 \rangle T}{2\pi j} + O\left(\frac{1}{j^2}\right)$$

(here $\langle \cdot \rangle$ denotes the average of the function on the interval) which leads to the following behaviour of the eigenvalues of the operator $A$

$$\mu_j^2 = -\frac{j^2\pi^2}{T^2} - \frac{2j\pi}{T} \langle a \rangle - 2s + O(1).$$

Hence we obtain

$$(\mu_j^2)^{-s} = (-1)^{-s} j^{-2s} T^{2s} \left(1 - \frac{2T\langle a \rangle s}{\pi_j} i + O(j^{-2})\right).$$

Since $\bar{\mu}_j^2$ is the complex conjugate of $\mu_j^2$, we have

$$\sum_{j=1}^{\infty} [(\mu_j^2)^{-s} + (\bar{\mu}_j^2)^{-s}] = 2 T^{2s} \sum_{j=0}^{\infty} j^{-2s} + \sum_{j=1}^{\infty} O(j^{-2s-2}).$$

The second series is absolutely convergent down to $\text{Re} s = 0$, and hence we can exchange the sum and the limit. Moreover, the term under the sum goes to zero as $s \to 0$, as it is multiplied by $s$. The first term can be written as $2e^{-i\pi s} T^{2s} \zeta_R(2s)$, hence its limit is equal to $-1$. We conclude that

$$-\text{Im} \zeta_A'(0) = -\pi.$$

Using equation (6.1) similarly to the case of no damping leads to the positive sign for the determinant with the cut of the logarithm taken just above the negative real axis. This proves Theorem 2.1.

**Remark 6.1.** It is possible prove in the similar manner that if one moves the cut so that it passes finitely many eigenvalues of $\mathcal{H}$, the determinant does not change.

**Remark 6.2.** If one considers the damped wave equation with a potential term, namely,

$$\frac{\partial^2 v(t, x)}{\partial t^2} + 2a(x) \frac{\partial v(t, x)}{\partial t} = \frac{\partial^2 v(t, x)}{\partial x^2} + b(x)v(t, x),$$

then it is possible to use a similar approach to the above. If the operator on the right-hand side has only negative eigenvalues, the negative eigenvalues of the damped wave equation always appear in pairs, as in the case without the potential. The only difference is in the solution of the Cauchy problem. We define $y(x)$ satisfying $y''(x) + b(x)y(x) = 0$, $y(0) = 0$, $y'(0) = 1$. The result for the determinant is $\text{Det} \mathcal{H} = 2y(T)$ for the cut of the logarithm just above the negative real axis, and $-2y(T)$ for the opposite case. If the operator on the right-hand side also has positive eigenvalues (but no zero eigenvalue), the phase $(-1)^{\text{card} \mathcal{I}_2}$ appears multiplying the determinant, changing the sign according to whether the number of negative eigenvalues of the damped wave equation is odd or even.
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