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Abstract— Planning in realistic environments requires searching in large planning spaces. Affordances are a powerful concept to simplify this search, because they model what actions can be successful in a given situation. However, the classical notion of affordance is not suitable for long horizon planning because it only informs the robot about the immediate outcome of actions instead of what actions are best for achieving a long-term goal. In this paper, we introduce a new affordance representation that enables the robot to reason about the long-term effects of actions through modeling what actions are afforded in the future, thereby informing the robot the best actions to take next to achieve a task goal. Based on the new representation, we develop a learning-to-plan method, Deep Affordance Foresight (DAF), that learns partial environment models of affordances of parameterized motor skills through trial-and-error. We evaluate DAF on two challenging manipulation domains and show that it can effectively learn to carry out multi-step tasks, share learned affordance representations among different tasks, and learn to plan with high-dimensional image inputs. Additional material at \url{https://sites.google.com/stanford.edu/daf}

I. INTRODUCTION

Planning for multi-step tasks in real-world domains (e.g., making coffee in a messy kitchen) is a long-standing open problem in robotics. A key challenge is that the tasks require searching for solutions in high-dimensional planning spaces over extended time horizons. An approach to the challenge is to reduce the search problem into a skill planning problem: finding a sequence of motor skills applied to objects that will bring the environment to the desired state. However, this reduction leads to a combinatorial space of possible skill parameters and object states, which can still be prohibitively expensive to plan with. On the other hand, only a small subset of skills can be carried out successfully at a given state in a typical manipulation domain. Thus to be effective, it is crucial for a planner to focus only on skills that are executable in a given environment state.

The ability to reason about what actions are possible in a given situation is commonly studied through affordances. Classically, an affordance is the potential for actions that an object “affords” to an agent. For example, a mug is “graspable” and a door is “openable”. These affordances can be refined to consider the exact parameterization of the action that may lead to success. For example, prior works in robotics have used affordance to represent possible grasping poses based on images of objects. However, we argue that this classical notion of affordance is myopic and unsuitable for skill planning. This is because an affordance only implies the potential of carrying out an action, ignoring the action’s effect on the subsequent plan towards a long-term goal. Consider the scene in Fig. 1: a myopic “graspable” affordance of the tool only implies that an agent can grasp and hold the tool, but different tasks may require different grasping poses. For example, using the tool to hook the red cube requires a different pose than for pushing the blue cube out of the tube.

In this work, we propose to use a learned environment dynamics model to extend the concept of affordances to represent the future actions that would become feasible if a certain action is executed at the current state, thereby informing the agent the best actions to take to achieve a long-term goal. For example, given a task goal of grasping the red cube, we aim to model whether a grasping pose would enable the robot to use the tool to hook the cube. This would subsequently depend on whether an enabled hook action would make a grasp(red-cube) action feasible.

To develop the method, we adopt a relaxed notion of affordances. Classically, an afforded action is both feasible (e.g., robot kinematics allows reaching the target grasping pose) and can achieve a desired effect (e.g., the tool being grasped stably). As discussed above, different task goals may require different action effects (e.g., different in-hand poses). Instead, we relax the definition of affordance to only model the feasibility of an action, and represent the effect of an action as the expected affordances at future states. In other words, we wish to model (1) what actions are feasible at a given state and (2) what actions would become feasible if an action is executed. This recursive structure allows composing chains of affordances to reason about long-horizon plans.

Concretely, we introduce Deep Affordance Foresight (DAF), a learning-to-plan method that incrementally builds environment models around the affordances of parameterized motor skills, and learns to plan for multi-step tasks through trial-and-error. DAF learns a latent dynamics model to predict future latent states conditioned on sampled skill plans and an affordance prediction model to evaluate skill affordances both at the current and future latent states. DAF can use both models together to select multi-step plans that are most likely to achieve a task goal. Moreover, DAF can be trained end-to-end from pixel observations, allowing DAF to model complex dynamics such as pouring liquid, for which manually defining an affordance is hard.

We present evaluation results on two robotic manipulation domains. In the Tool-Use domain as shown in Fig. 1, a free gripper robot must use the hook-like tool to fetch the red and blue cubes and put them on the green target, evaluating the capabilities of our robot to differentiate between the same affordance (graspable) based on future task needs. The Kitchen domain requires the robot to plan through complex

\textsuperscript{1}Stanford Vision and Learning Lab, \textsuperscript{2}The University of Texas at Austin.
dynamics such as pouring liquid to complete multi-stage tasks of serving tea or coffee, highlighting the ability of DAF of combining and reusing learned affordances for other tasks. We demonstrate that DAF significantly outperforms a competitive latent-space planning method [24] and can effectively learn to plan with high-dimensional image input.

II. RELATED WORK

A. Affordance

Affordances have a rich history in fields such as robotics, psychology, computer vision, and reinforcement learning (RL). In robotics, many have used affordance as a representation prior, e.g., predicting grasping poses [6, 13, 39, 40], traversable regions [50], and exploration [41]. As discussed in the introduction, such a notion of affordance cannot be easily adapted for planning due to its myopic nature.

Other works have explored learning affordance with respect to a task goal. For example, task-aware grasping [12, 18, 46, 55] predicts grasping poses in anticipation of a task goal (e.g., tool-use [18]). However, each learned affordance representation is tied to a specific task goal (e.g., a specific way of using the tool). In contrast, our affordance representation can be flexibly composed to reason about diverse long-horizon plans with different task goals.

Theoretical works in RL have formalized affordance for sequential decision making [1, 2, 10, 32]. Closest to us is Khetarpal et al. [32] that introduces the notion of “intent”. Intent specifies the desired future state distribution of an afforded action. By modeling the satisfiability of intents, they build partial models of environments that allow efficient planning. A key limitation of this work is that the intents are complex functions that are hand-defined, e.g., a “Move Left” intent checks the agent’s x-position change in a grid world. Such detailed conditions are tedious and difficult to specify robotics domains. For example, in our Tool-Use domain, one would need to define different intents for grasping the tools at different locations. This also requires specifying the precise relative poses between the gripper and the object. In contrast, our affordance represents action feasibilities, which can be checked via robot kinematics or a crude collision detector and shared across all tasks in the same domain.

B. Task and Motion Planning

Our definition of affordance is closely related to “preconditions” or “preimages” in Task and Motion Planning (TAMP) [21, 22, 28, 29, 48, 49]. Most TAMP methods require fully-specified planning space and dynamics models. Recent works proposed to build dynamics models by characterizing the preconditions and effects of skills [30, 44, 51, 54]. For example, Kaelbling et al. [30] proposes to learn the preimage of a skill given desired effects through trial-and-error. However, they still require predefined planning spaces such as object poses. Our method plans in a learned latent space with image input. This enables our method to model complex dynamics such as pouring liquid, for which manually designing a planning space would be challenging.

Our planning formulation is heavily inspired by works from Konidaris and colleagues [4, 34, 35, 37], which aim to build compact symbolic environment models by capturing skill pre-condition and effect distributions through interaction. The resulting symbolic models are provably both necessary and sufficient to verify whether a skill plan is sufficient [35], meaning that the plan is executable (analogous to plan completion probability defined in Eq. (2)) and leads to a goal (analogous to our goal-directed plans). However, these symbolic representations, once built, are confined to a fixed domain. A recent work [26] attends to this limitation by building symbols on an agent-egocentric space that facilitates cross-domain generalization. Our work offers a different perspective and propose a latent planning formulation that exploits the generalization ability of deep neural networks. Our idea of composing affordance for planning is also related to option chaining [33, 36], although we do not explicitly construct skill trees.

Our method is related to works that learn to predict TAMP plan feasibilities from observations [15, 16, 53]. For example, Deep Visual Reasoning [15] learns to generate feasible plan skeletons for Logical Geometric Programming (LGP) solvers. A drawback of these approaches is that they rely on TAMP/LGP planners that can already solve the task to generate planning supervisions for training. In contrast, our method learns through trial-and-error.

C. Learning to Plan

Our method is related to learning dynamics models for model-based RL [3, 19, 24, 42]. Most recent works have focused on building complete environment models directly from the raw observation space. However, learning to make accurate predictions with high-dimensional observations is still challenging [19, 42, 52], especially for visually complex
long-horizon tasks. Instead, our method builds a partial model \([14, 23, 24]\) of the environment on skill affordances, which are low-dimensional and amenable to long-horizon planning.

Prior works on planning with partial models focus on predicting either reward or quantities that are tied to a task \([5, 14, 24, 43]\). For example, PlaNet \([24]\) learns to predict future rewards and observations through a latent dynamics model. It is difficult for these methods to share reward models among different tasks and transfer to new tasks. In contrast, our composable affordances are defined independent of a final task goal. This enables our learned affordance and dynamics models to be shared and reused among different tasks to improve data efficiency and task performance.

### III. Method

The primary technical contributions of this work are (1) a new form of affordances suitable for multi-step planning and (2) a method for learning to plan with the affordances of parameterized motor skills \([4]\). Here we first lay out the decision making problem setup, then describe the affordance-based planning problem formulation, and finally present the learning-to-plan method Deep Affordance Foresight.

#### A. Problem Setup

We consider partially observable domains with observation space \(O\), state space \(S\), parameterized skills \(\Pi\) (described later), and transition dynamics \(T: S \times \Pi \rightarrow \text{Dist}(S)\). We assume a finite set of goals \(G\). Each \(g \in G\) is a binary condition function \(g: S \rightarrow \{0, 1\}\) indicating if a state is in a goal state set \(S_g\). The objective is to reach the goal by the end of an episode.

Following prior work \([4]\), we define a parameterized skill \([11]\) by a policy \(\pi(s, \theta)\) modulated by a set of parameters \(\theta \in R^D\). For example, a grasping skill \((\pi)\) can be parameterized by 3D grasping positions \((\theta)\), and the policy can execute a planned grasping motion. An important feature of motion planning-based skills that we leverage in this work is that we can check if a skill is feasible to execute before executing it. The feasibility can be determined through robot kinematic constraints or if a skill motion plan would result in unintended collision between the robot and the environment. For example, in the setup shown in Fig[1] grasping the red cube directly is infeasible due to the kinematic constraint defined by the virtual wall, and grasping the blue cube would collide the gripper with the pipe, which is also infeasible.

Skill feasibility checkers are commonly used to prune skill samples in solving a larger task-and-motion-planning (TAMP) problem \([22, 28, 29, 31, 48, 49]\). TAMP methods typically require knowledge of ground truth states and an environment dynamics model. Instead, we leverage skill feasibilities to develop a method that can learn to plan in an environment with unknown dynamics.

#### B. Planning with Affordances

Here we formally define our affordance representation and introduce a planning problem setup based on affordances.

**Definition 1** (Affordance \(A\)): Given a skill \((\pi, \theta)\), we define an affordance as \(A_{\pi, \theta} = \{s \in S | (s, \pi, \theta) \text{ is feasible at } s\}\).

**Algorithm 1 DEEP AFFORDANCE FORESIGHT**

**hyperparameters:**
- Batch size \(B\)
- Number of training iterations \(K\)
- Number of rollouts \(R\)
- Task horizon \(T\)
- Overshooting length \(H\)

**inputs:**
- \(z = f_{\text{enc}}(o)\) \(\triangleright\) observation encoder
- \(\hat{z}_{t+1} = f_{\text{trans}}(z_t, \pi_t, \theta_t)\) \(\triangleright\) latent transition model
- \(a_t = f_{\text{LAN}}(z_t, \pi_t, \theta_t)\) \(\triangleright\) affordance model
- \(\pi_t \sim f_{\pi}(z_t)\) \(\triangleright\) skill skeleton proposal model
- \(D\) \(\triangleright\) replay buffer with seeding data
- \(\text{env}\) \(\triangleright\) environment

**while** Not Converged **do**

// Model fitting

**for** update steps \(k \leftarrow [1...K]\) **do**

Sample experience \(\{o^i, \pi^i_{1:H}, \theta^i_{1:H}, a^i_{1:H}\}_{i=1}^B \sim D\)

// Omitting batch index for clarity

\(z_1 \leftarrow f_{\text{enc}}(o)\)

**for** \(h \leftarrow [1...H-1]\) **do**

\(z_{h+1} \leftarrow f_{\text{trans}}(z_h, \pi_h, \theta_h)\)

end **for**

// Train \(f_{\text{LAN}}(z_{1:H}, \pi_{1:H}, \theta_{1:H})\) against affordance labels \(a_{1:H}\) with BCE loss.

Train \(f_{\pi}(z_{1:H})\) against skills that were executed with discrete-distribution MLE.

end **for**

// Experience collection

**for** rollout iteration \(r \leftarrow [1...R]\) **do**

\(o, g \leftarrow \text{env}.\text{reset()}\) \(\triangleright\) get obs \(o\) and goal \(g\)

**for** rollout step \(t \leftarrow [1...T]\) **do**

\(\pi, \theta \leftarrow \text{PLANWITHAFFORDANCE} \triangleright\) plan for \(g\)

\(a \leftarrow \text{env}.\text{skill_is_executable}(\pi, \theta)\)

if \(a = 1\) **then**

\(o \leftarrow \text{env}.\text{step}(\pi, \theta)\)

end if

Append experience \((o, \pi, \theta, a)\) to \(D\)

end **for**

end **for**

end while

We use \(A_{\pi, \theta}(s) = \mathbb{I}[{(s, \pi, \theta) \in A_{\pi, \theta}}]\) to denote if state \(s\) affords \((\pi, \theta)\).

To formalize a planning problem using \(A\), we first show how to compute the probability of plan completion from some initial state distribution. A length-\(N\) plan \(p\) belongs to the set \(\mathcal{P}_N = \{(\pi_i, \theta_i)\}_{i=1}^N \in \Pi, N \in \mathbb{Z}^+\). A particular plan \(p \in \mathcal{P}_N\) is then a sequence of parametrized skills \(\{(\pi_1, \theta_1), \ldots, (\pi_N, \theta_N)\}\). Without loss of generality, we assume fixed plan length and omit the subscript \(N\). Given a plan \(p\), we denote the induced state distribution at each step \(i\) as \(Z_i(\cdot; p)\). Given an initial state distribution \(Z_0(\cdot; p)\), \(Z_{i>0}(\cdot; p)\) can be expressed recursively as:

\[
Z_i(s'; p) \propto \sum_{s \in S} \mathcal{T}(s'|s, \pi_i, \theta_i)Z_{i-1}(s; p)A_{\pi_i, \theta_i}(s)
\]
where \((\pi_i, \theta_i)\) is the skill at step \(i\) of plan \(p\). We can compute the probability of completing the plan \(p\) (being able to execute each skill in the plan) starting from \(Z_0\) as:

\[
C_{\text{plan}}(p) = \sum_{s \in S} Z_{N-1}(s; p) A_{\pi_N, \theta_N}(s)
\]

(2)

Next we show how to construct plans towards a goal \(g \in G\). The key idea is to reinterpret \(g\) using affordance. Recall that \(g\) is a binary function on whether a state belongs to its goal state set \(S_g\). We say that a plan \(p = \{(\pi_i, \theta_i)\}_{i=1}^N\) is directed towards goal \(g\) if the last skill in the plan can be executed in a goal state, i.e., \(A_N \subseteq S_g\).

**Definition 2** (Goal-directed plans \(P_g\)): Given a goal \(g \in G\) and its goal state set \(S_g\), we define the goal-directed plans of \(g\) as \(P_g \subseteq \mathcal{P}\) such that \(\forall\{(\pi_i, \theta_i)\}_{i=1}^N \in P_g, A_{\pi_N, \theta_N} \subseteq S_g\).

Finally, the problem of searching for a best skill plan towards goal \(g \in G\) is:

\[
\arg \max_{p \in P_g} C_{\text{plan}}(p)
\]

(3)

While it is possible to find exact optimal solutions by computing Eq. (3) from state space \(S\) and transition function \(T\), we aim at realistic domains in which we have access to neither. In the following, we present a method that learns to plan in an unknown environment by modeling affordances.

**C. Deep Affordance Foresight (DAF)**

We base our learning-to-plan method on a model-based reinforcement learning (MBRL) formulation. To behave in an environment with unknown dynamics, an MBRL agent needs to learn both a dynamics model and a cost function to predict plan-induced future states and evaluate plan costs. Learning the complete model of a large environment in observation space (e.g., predicting future images) is still an open challenge \([3, 17, 19, 42]\). A more effective approach is to build partial models \([47]\) based on rewards or some task-relevant quantities \([5, 14, 24, 43]\). For example, PlaNet \([24]\) combines the dynamics and cost modeling by predicting multi-step future rewards through a learned dynamics model.

Our method can be viewed as building a partial model of the environment based on affordances. Comparing to prior works that rely on task-specific quantities such as rewards, our affordance representation is task-agnostic: a grasping skill is afforded regardless of the task goal. This allows our method to share learned affordance models among plans with different goals, comparing favorably to standard MBRL methods that must learn different cost estimates per goal. Affordance models also offer better estimates of plan costs for model-predictive control (described next) compared to methods that rely on estimating the final reward for planning.

Concretely, we jointly train a latent dynamics model and an affordance prediction model. The latent dynamics model predicts future latent states conditioning on sampled skill plans. The affordance model evaluates skill affordances both at the current and future predicted latent states. We use model-predictive control (MPC) to plan in the learned latent space and evaluate the proposed plans by estimating plan completion probabilities (Eq. (3)) from the predicted affordances. Given a set of parameterized motor skills and their affordance functions, our method iteratively collects data from environment using planning and trains the two models on the gathered data. Here we describe the components. The full iterative learning algorithm is Algorithm 1.

**Latent dynamics model.** We consider experience sequences \(\{(o_t, \pi_t, \theta_t, a_t)\}_{t=1}^T\), environment observation \(o_t\), a skill \((\pi_i, \theta_i)\) that the robot attempted to execute at time \(t\) and the resulting binary affordance value \(a_t\). Following PlaNet \([24]\), we project observation \(o_t\) to a latent encoding \(z_t\) using an encoder \(f_{\text{enc}}(o_t)\). The encoder can be a multi-layer perception for low-dimensional observations and deep CNN for image observations. We make a simplified assumption that the latent dynamics is deterministic \([7]\) and construct a deterministic transition model \(\hat{z}_{t+1} = f_{\text{trans}}(z_t, \pi_t, \theta_t)\). We also explore a recurrent transition model \(h_{t+1} = f_{\text{trans}}(h_t, z_t, \pi_t, \theta_t)\) with decoder \(\hat{z}_{t+1} = f_{\text{dec}}(h_{t+1})\) that shows better empirical performance on long-horizon tasks.

**Algorithm 2 PLANWITHAFFORDANCE**

**hyperparameters:** planning horizon \(H\), num. samples \(N\)

**inputs:**

\(z = f_{\text{enc}}(o)\) \(\triangleright\) observation encoder

\(\hat{z}_{t+1} = f_{\text{trans}}(z_t, \pi_t, \theta_t)\) \(\triangleright\) latent transition model

\(\hat{a}_t = f_{\mathcal{A}}(z_t, \pi_t, \theta_t)\) \(\triangleright\) affordance model

\(\pi_t \sim f_{\pi}(z_t)\) \(\triangleright\) skill skeleton proposal model

\(o \sim \text{param}(\pi)\) \(\triangleright\) random skill parameter sampler

\(P_g\) \(\triangleright\) set of goal-directed plans for goal \(g\)

**start**

\(\text{plans} \leftarrow \left[\right]\) \(\triangleright\) sampled plans

\(\text{affs} \leftarrow \left[\right]\) \(\triangleright\) step-wise affordances

\(z_1 : N \leftarrow \text{repeat}(z_1, N)\) \(\triangleright\) repeat latent \(N\) times

// Shooting method with sampled skills

**for** \(i \leftarrow [1, \ldots, H]\) **do**

\(\pi_i : N \sim f_{\pi}(z_i : N)\) \(\triangleright\) sample skill skeletons

\(\theta_i : N \sim \text{param}(\pi_i : N)\) \(\triangleright\) sample parameters

\(a_i : N = f_{\mathcal{A}}(z_i, \pi_i : N, \theta_i : N)\) \(\triangleright\) affordance model

\(\text{plans} \leftarrow \text{plans} \cup (\pi_i : N, \theta_i : N)\)

\(\text{affs} \leftarrow \text{affs} \cup a_i : N\)

\(z_{i+1} : N \leftarrow f_{\text{trans}}(z_i : N, \pi_i : N, \theta_i : N)\) \(\triangleright\) forward dynamics

**end for**

// Evaluate plan cost using affordances

**for** \(k \leftarrow [1, \ldots, N]\) **do**

\(c_k \leftarrow \prod_{i=1}^{H} a_i\) if \((\pi_{1:H}, \theta_{1:H}) \in P_g\) (Eq. (4))

\(c_k \leftarrow \infty\) otherwise

**end for**

\(k \leftarrow \arg \min_{k=1}^{N} c_k\) \(\triangleright\) get the lowest-cost plan \((\pi^*, \theta^*)\) \(\triangleright\) first skill of the chosen plan

**return** \((\pi^*, \theta^*)\)

Learning dynamics by predicting affordances. Given latent experiences \(\{(z_i, \pi_t, \theta_t, a_t)\}_{t=1}^T\), we train a binary classifier \(\hat{a}_t = f_{\mathcal{A}}(z_t, \pi_t, \theta_t)\) to predict whether a latent
state $z_t$ affords the skill $(\tau_t, \theta_t)$. We train the affordance model jointly with the latent dynamics model. The simplest state $z$ with plan cost function $C$ with plan cost function $\ell$. Given a goal skills with the learned latent dynamics and affordance models. We use additional "no-op" skills to specify goals. No-op skills are skills that have affordance sets but do not incur changes to the environment if executed. Each goal (red-on-target, blue-on-target, stack-red-blue-on-target) is associated with a no-op goal skill for which the affordance set is equal to the goal state set. In other words, the goal skills are only afforded at their corresponding goal states.

**Skill feasibilities** Skill feasibilities are determined by pre-defined workspace constraints (e.g., the gripper cannot go beyond the virtual wall) and PyBullet's built-in collision detector for checking if a motion plan would cause unintended collisions between the robot and the environment. For example, we consider a grasping skill that would result in the gripper colliding with the table as infeasible. Conversely, grasping skills that do not touch any object at all are considered to be feasible. In the real world, collision detection can be implemented through a depth-based octomap.

**Architectures and baselines** To isolate the effects of our method and design choices, we focus on object pose input space in both tasks. We see that DAF converges to high success rate within 1000 episodes for both tasks. GC-PlaNet performs competitively on the red-cube task but peaks

The first is **tool-use** with two task goals: use the tool to fetch and place either the blue or the red cube on the green target respectively. A virtual wall prevents the gripper from directly grasping the red cube - the robot must use the tool to pull it across the wall. The blue cube is in a pipe - the robot needs to use the tool to push it out of the pipe before being able to grasp it. The two task goals are sampled randomly each episode. **tool-use + stack** is a longer task of stacking the two cubes on top of the target, which requires the robot to use the tool differently to fetch both cubes.

**Parameterized skills** The agent is provided with four parameterized motor skills: grasp, place, hook, and poke. Grasp executes top-down grasps parameterized by 3D grasping locations relative to the target object. Place sets a grasped object onto a surface parameterized by the relative 2D location between the object and the surface. Both hook and poke move the object-in-hand along a trajectory with parameterized start and end postures. The motion trajectories are generated using RRT-based motion planners. We use additional "no-op" skills to specify goals. No-op skills are skills that have affordance sets but do not incur changes to the environment if executed. Each goal (red-on-target, blue-on-target, stack-red-blue-on-target) is associated with a no-op goal skill for which the affordance set is equal to the goal state set. In other words, the goal skills are only afforded at their corresponding goal states.

The hybrid discrete-continuous skill plans present a large search space. To accelerate planning, we additionally train a skill skeleton proposal model $\pi_t \sim f_e(z_t)$ that captures the distribution of feasible discrete skill choices given a latent state $z_t$. Given the sampled discrete skills, we use a naive sampling-based strategy to optimize Eq. (5) over the continuous skill parameter spaces. We defer more sophisticated strategies such as CEM and gradient-based optimizations to future work. Our agent executes plans using receding-horizon control: execute the first skill in a chosen plan and then replan from the new observation. We present the full planning algorithm in Algorithm 2.

**IV. Experiments**

Our experiments seek to validate the primary claims that (1) our affordance representation supports long-horizon planning of challenging manipulation tasks, (2) our method can outperform reward-based latent planning methods, (3) the task-agnostic latent transition and affordance models facilitate knowledge sharing among multiple tasks, and (4) our method can plan directly with raw image input. We conduct evaluations in two simulated environments: a Tool-Use environment (Fig. 1) for analyzing the key traits of our method and a Kitchen environment that features complex visual scenes and tasks that require handling non-rigid dynamics of liquid-like objects.

**A. Tool-Use Domain**

**Task setup** The task design is primarily inspired by [27, 49]. The environments as shown in Fig. 1 are simulated using PyBullet [9]. We evaluate on two sets of tasks in this domain.

---

**Planning and execution with MPC.** We use a standard model-predictive control (MPC) strategy to plan and execute skills with the learned latent dynamics and affordance models. Given a goal $g$, the MPC planner optimizes:

$$\arg\min_{\pi, \theta} C_i = \min_{i} \{ (z_i, \pi_i, \theta_i) \} \mathbb{E}_{i=1}^{N} f_{A}(z_i, \pi_i, \theta_i)$$

where $z_i = f_{trans}(z_{i-1}, \theta_{i-1}, \pi_{i-1})$ for $i > 1$.

We use the approximate form of Eq. (4) as the plan cost.

The agent is provided with four parameterized motor skills: grasp, place, hook, and poke. Grasp executes top-down grasps parameterized by 3D grasping locations relative to the target object. Place sets a grasped object onto a surface parameterized by the relative 2D location between the object and the surface. Both hook and poke move the object-in-hand along a trajectory with parameterized start and end postures. The motion trajectories are generated using RRT-based motion planners. We use additional "no-op" skills to specify goals. No-op skills are skills that have affordance sets but do not incur changes to the environment if executed. Each goal (red-on-target, blue-on-target, stack-red-blue-on-target) is associated with a no-op goal skill for which the affordance set is equal to the goal state set. In other words, the goal skills are only afforded at their corresponding goal states.

**Skill feasibilities** Skill feasibilities are determined by pre-defined workspace constraints (e.g., the gripper cannot go beyond the virtual wall) and PyBullet's built-in collision detector for checking if a motion plan would cause unintended collisions between the robot and the environment. For example, we consider a grasping skill that would result in the gripper colliding with the table as infeasible. Conversely, grasping skills that do not touch any object at all are considered to be feasible. In the real world, collision detection can be implemented through a depth-based octomap.

**Architectures and baselines** To isolate the effects of our method and design choices, we focus on object pose input space in both tasks. We evaluate our method with recurrent dynamics (DAF) and MLP-based dynamics (DAF (no RNN)). All other components, $f_{enc}$, $f_{A}$, and $f_{trans}$, are MLPs. We compare with a goal-conditional variant of PlaNet (GC-PlaNet) by conditioning the learned reward model on a task ID. To facilitate fair comparisons, we remove the auxiliary observation model and the stochastic component in the recurrent dynamics of PlaNet, and match all other architecture choices to DAF. These components are orthogonal to the comparison and adding them to our framework will be explored in future work. We also include a hardcoded baseline (plan skeleton) that executes ground-truth plan skeletons (discrete skills) with random skill parameters in open-loop to highlight that the tasks we consider require intelligent skill parameter selection in conjunction with the correct skill sequence to solve consistently.

**Results** Left two plots in Fig. 2 show the results of jointly learning the two tool-use tasks. We see that DAF converges to high success rate within 1000 episodes for both tasks. GC-PlaNet performs competitively on the red-cube task but peaks
affordances over the rest of a plan. As the training progresses, the agent starts to reach later stages of the task and get better estimates of the skill affordances later in the plan, which will in turn influence the plan scores even at the beginning of an episode. This behavior highlights the key difference between our future-aware affordance representation and traditional affordances that only model myopic effects of actions.

B. Kitchen Domain

Compared to TAMP-like methods that require a hand-defined planning space (e.g. object poses), our method can learn end-to-end with raw image inputs. This allows our method to learn to plan through complex non-rigid dynamics such as pouring liquid. To test this capability, we task the robot to serve tea and coffee in the Kitchen domain as shown on the left side of Fig.4 with only visual inputs.

Setup

The domain has two tasks of varying difficulties: in the simpler get tea task, the robot needs to open the drawer, fetch the mug, use the platform to reorient the grasp and set the mug at the correct location beneath the tea dispenser tap to get tea. In a more challenging get coffee task, the robot needs to fetch the mug from the drawer, use the mug to get the coffee beans from the dispenser, then pour the coffee beans into the coffee machine, and finally set the mug beneath the coffee machine dispenser to get coffee. The two goals are sampled randomly each episode. We use small spherical beads to approximate liquid dynamics.

The robot is equipped with the following parameterized skills: grasp is parameterized with gripper-object distance and two discrete grasping orientations: side and top; place with the relative location between the object to be placed and a surface object; pour is parameterized by the relative position between the object-in-hand and the target container and a pouring angle; open is parameterized by a grasp location and a distance to pull along a given direction. We use no-op to skills to represent the goals.

The environment observations are RGB images rendered at 128 × 128 resolution from the perspective shown in Fig. 4. Accordingly, we change $f_{enc}$ to a ResNet architecture [25] followed by a a Spatial-Softmax layer [20] and an MLP. The remaining components are the same as in Tool-Use.

Results

As shown in Fig. 4 DAF is able to jointly learn both tasks, get tea and get coffee, with high success rate from only raw image inputs. Moreover, we observe that both DAF and GC-PlaNet can solve the simpler get tea tasks, with DAF having significantly lower performance variance. For the more challenging get coffee task, DAF learns to fill the mug with coffee beans within 500 episodes and learns to get coffee from the coffee machine at 0.6 success rate in 1500 episodes, whereas GC-PlaNet plateaus at <0.2 success rate.

We in addition highlight that the task-agnostic affordance representation allows DAF to share the learned affordance and latent dynamics models across tasks. To verify this claim, we compare learning the standalone get coffee task a) from scratch and b) finetuning from models pretrained on the get tea task. DAF should be able to transfer the affordances for opening the drawer and fetching the mug from the short get tea task to the longer get coffee task. To remove conflating...
As Fig. 5 shows, DAF pretrained with the get tea task is able to learn the get coffee task with only 300 actively collected episodes. In contrast, the pretrained GC-PlaNet shows no significant improvement compared to learning from scratch.

V. CONCLUSIONS

In this paper, we (1) extended the classical concept of affordance to multi-step robot planning and (2) presented a learning-to-plan framework to interactively build environment models around skill affordances and to solve multi-step tasks via trial and error. In two challenging manipulation tasks, we show that our method outperforms existing models pre-trained on the get tea task. Our task-agnostic affordance representation allows DAF to transfer knowledge about how to fetch the mug from the short get-tea task to the longer get-coffee, enabling DAF to learn a performant policy within 300 episodes.
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