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Abstract
In this paper we present research in which we apply (i) the kind of intrinsic evaluation metrics that are characteristic of current comparative HLT evaluation, and (ii) extrinsic, human task-performance evaluations more in keeping with NLG traditions, to 15 systems implementing a language generation task. We analyse the evaluation results and find that there are no significant correlations between intrinsic and extrinsic evaluation measures for this task.

1 Introduction
In recent years, NLG evaluation has taken on a more comparative character. NLG now has evaluation results for comparable, but independently developed systems, including results for systems that regenerate the Penn Treebank (Langkilde, 2002) and systems that generate weather forecasts (Belz and Reiter, 2006). The growing interest in comparative evaluation has also resulted in a tentative interest in shared-task evaluation events, which led to the first such event for NLG (the Attribute Selection for Generation of Referring Expressions, or ASGRE, Challenge) in 2007 (Belz and Gatt, 2007), with a second event (the Referring Expression Generation, or REG, Challenge) currently underway.

In HLT in general, comparative evaluations (and shared-task evaluation events in particular) are dominated by intrinsic evaluation methodologies, in contrast to the more extrinsic evaluation traditions of NLG. In this paper, we present research in which we applied both intrinsic and extrinsic evaluation methods to the same task, in order to shed light on how the two correlate for NLG tasks. The results show a surprising lack of correlation between the two types of measures, suggesting that intrinsic metrics and extrinsic methods can represent two very different views of how well a system performs.

2 Task, Data and Systems
Referring expression generation (REG) is concerned with the generation of expressions that describe entities in a given piece of discourse. REG research goes back at least to the 1980s (Appelt, Grosz, Joshi, McDonald and others), but the field as it is today was shaped in particular by Dale and Reiter’s work (Dale, 1989; Dale and Reiter, 1995). REG tends to be divided into the stages of attribute selection (selecting properties of entities) and realisation (converting selected properties into word strings). Attribute selection in its standard formulation was the shared task in the ASGRE Challenge: given an intended referent (‘target’) and the other domain entities (‘distractors’) each with possible attributes, select a set of attributes for the target referent.

The ASGRE data (which is now publicly available) consists of all 780 singular items in the TUNA corpus (Gatt et al., 2007) in two subdomains, consisting of descriptions of furniture and people. Each data item is a paired attribute set (as derived from a human-produced RE) and domain representation (target and distractor entities represented as possible attributes and values).

ASGRE participants were asked to submit the outputs produced by their systems for an unseen test data set. The outputs from 15 of these systems, shown in the left column of Table 1, were used in...
the experiments reported below. Systems differed in terms of whether they were trainable, performed exhaustive search and hardwired use of certain attributes types, among other algorithmic properties (see the ASGRE papers for full details). In the case of one system (IS-FBS), a buggy version was originally submitted and used in Exp 1. It was replaced in Exp 2 by a corrected version; the former is marked by a * in what follows.

3 Evaluation Methods

1. Extrinsic evaluation measures: We conducted two task-performance evaluation experiments (the first was part of the ASGRE Challenge, the second is new), in which participants identified the referent denoted by a description by clicking on a picture in a visual display of target and distractor entities. To enable subjects to read the outputs of peer systems, we converted them from the attribute-value format described above to something more readable, using a simple attribute-to-word converter.

Both experiments used a Repeated Latin Squares design, and involved 30 participants and 2,250 individual trials (see Belz & Gatt (2007) for full details).

In Exp 1, subjects were shown the domain on the same screen as the description. Two dependent measures were used: (i) combined reading and identification time (RIT), measured from the point at which the description and pictures appeared on the screen to the point at which a picture was selected by mouse-click; and (ii) error rate (ER-1).

In Exp 2, subjects first read the description and then initiated the presentation of domain entities. We computed: (i) reading time (RT), measured from the presentation of a description to the point where a subject requested the presentation of the domain; (ii) identification time (IT), measured from the presentation of the domain to the point where a subject clicked on a picture; and (iii) error rate (ER-2).

2. REG-specific intrinsic measures: Uniqueness is the proportion of attribute sets generated by a system which identify the referent uniquely (i.e. none of the distractors). Minimality is the proportion of attribute sets which are minimal as well as unique (i.e. there is no smaller unique set of attributes). These measures were included because they are commonly named as desiderata for attribute selection algorithms in the REG field (Dale, 1989). The minimality check used in this paper treats referent type as a simple attribute, as the ASGRE systems tended to do.1

3. Set-similarity measures: The Dice similarity coefficient computes the similarity between a peer attribute set \( A_1 \) and a (human-produced) reference attribute set \( A_2 \) as \( \frac{2|A_1 \cap A_2|}{|A_1| + |A_2|} \). MASI (Passonneau, 2006) is similar but biased in favour of similarity where one set is a subset of the other.

4. String-similarity measures: In order to apply string-similarity metrics, peer and reference outputs were converted to word-strings by the method described under 1 above. String-edit distance (SE) is straightforward Levenshtein distance with a substitution cost of 2 and insertion/deletion cost of 1. We also used the version of string-edit distance (‘SEB’) of Bangalore et al. (2000) which normalises for length. BLEU computes the proportion of word \( n \)-grams (\( n \leq 4 \) is standard) that a peer output shares with several reference outputs. The NIST MT evaluation metric (Doddington, 2002) is an adaptation of BLEU which gives more importance to less frequent (hence more informative) \( n \)-grams. We also used two versions of the ROUGE metric (Lin and Hovy, 2003), ROUGE-2 and ROUGE-SU4 (based on non-contiguous, or ‘skip’, \( n \)-grams), which were official scores in the DUC 2005 summarization task.

4 Results

Results for all evaluation measures and all systems are shown in Table 1. Uniqueness results are not included, as all systems scored 100%.

We ran univariate analyses of variance (ANOVAS) using SYSTEM as the independent variable (15 levels), testing its effect on the extrinsic task-performance measures. For error rate (ER), we used a Kruskal-Wallis ranks test to compare identification accuracy rates across systems.2 The main effect of SYSTEM was significant on RIT (\( F(14, 2249) = 6.401, p < .001 \)), RT (\( F(14, 2249) = 2.56, p < .01 \)), and IT (\( F(14, 2249) = 1.93, p < .01 \)). In neither experiment was there a significant effect on ER.

---

1 As a consequence, the Minimality results we report here look different from those in the ASGRE report.

2 A non-parametric test was more appropriate given the large number of zero values in ER proportions, and a high dependency of variance on the mean.
Table 1 shows correlations between the automatic metrics and the task-performance measures from Exp 1. RIT and ER-1 are not included because of the presence of *IS-FBS in Exp 1 (but see individual results below). For reasons of space, we refer the reader to the table for individual correlation results.

We also computed correlations between the task-performance measures across the two experiments (leaving out the IS-FBS system). Correlation between RIT and RT was .827**, between RIT and IT .675**; and there was no significant correlation between the error rates. The one difference evident between RT and IT is that ER correlates only with IT (not RT) in Exp 2 (see Table 2).

**Discussion**

In Table 2, the four broad types of metrics we have investigated (task-performance, REG-specific, string similarity, set similarity) are indicated by vertical and horizontal lines. The results within each of the resulting boxes are very homogeneous. There are significant (and mostly strong) correlations not only among the string-similarity metrics and among the set-similarities, but also across the two types. There are also significant correlations between the three task-performance measures.

However, the correlation figures between the task-performance measures and all others are weak and not significant. The one exception is the correlation between NIST and RT which is actually in the wrong direction (better NIST implies worse reading times).

This is an unambiguous result and it shows clearly that similarity to human-produced reference texts is not necessarily indicative of quality as measured by human task performance.

The emergence of comparative evaluation in NLG raises the broader question of how systems that generate language should be compared. In MT and summarisation it is more or less taken as read that systems which generate more human-like language are better systems. However, it has not been shown that more human-like outputs result in better performance from an extrinsic perspective. Intuitively, it might be expected that higher humanlikeness entails better task-performance (here, shorter reading/identification times, lower error). The lack of significant covariation between intrinsic and extrinsic measures in our experiments suggests otherwise.

**Conclusions**

Our aim in this paper was to shed light on how the intrinsic evaluation methodologies that dominate current comparative HLT evaluations correlate with human task-performance evaluations more in keeping with NLG traditions. We used the data and systems from the recent ASGRE Challenge, and compared a total of 17 different evaluation methods for 15 different systems implementing the ASGRE task.

Our most striking result is that none of the metrics that assess humanlikeness correlate with any of the task-performance measures, while strong correlations are observed within the two classes of mea-
Table 2: Pairwise correlations between all automatic measures and the task-performance results from Exp 2. (* = significant at .05; ** at .01). R = ROUGE.

|          | extrinsic | REG | string-similarity | set-similarity |
|----------|-----------|-----|-------------------|----------------|
|          |           | Min | R-SU4  | R-2  | NIST | BLEU | SE | SEB | Dice | MASI |
| RT       | .18       | .10 | .05    | .54* | .39  | -.30 | .02|     | .12  | .23  |
| IT       | .56*      | -.24 | -.33   | .22  | .04  | .09  | -.31|     | -.28 | -.17 |
| ER-2     | .51       | -.29 | -.36   | .03  | -.08 | .22  | -.34|     | -.39 | -.29 |
| Min      | .18       | .56* | .51    | 1    | -.76* | -.81** | -.46| -.66** | -.79** | -.8** | -.90** | -.79** |
| R-SU4    | .10       | -.24 | -.29   | .98** | .45  | .63* | -.63* | .42  | .72** | .57* |
| R-2      | .05       | -.33 | -.36   | .98** | 1    | .51  | .68** | -.69** | .53*  | .78** | .65** |
| NIST     | .54*      | .46  | .51    | 1    | .94** | -.84** | .68**| .74**  | .82** |
| BLEU     | .39       | .04  | .08    | .63*  | .68** | .94** | 1   | -.96** | .82** | .89** | .93** |
| SE       | -.30      | .09  | .22    | .79** | -.63* | -.69** | -.84**| -.96** | .1   | -.92** | -.97** |
| SEB      | .02       | -.31 | -.34   | .8**  | .42  | .53*  | .68** | .82**  | -.92** | 1   | .92** | .95** |
| Dice     | .12       | -.28 | -.39   | .90** | .72** | .78** | .74** | .89**  | -.96** | .92** | 1   | .97** |
| MASI     | .23       | -.17 | -.29   | .79** | .57*  | .65** | .82** | .93**  | -.97** | .95** | .97** | 1   |

Our main conclusions for REG evaluation are that we need to be cautious in relying on humanlikeness as a quality criterion, and that we leave extrinsic evaluation behind at our peril as we move towards more comparative forms of evaluation.

Given that the intrinsic metrics that dominate in competitive HLT evaluations are not assessed in terms of correlation with extrinsic notions of quality, our results sound a more general note of caution about using intrinsic measures (and humanlikeness metrics in particular) without extrinsic validation.
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