Abstract

One of the main challenges in using deep learning-based methods for simulating physical systems and solving partial differential equations (PDEs) is formulating physics-based data in the desired structure for neural networks. Graph neural networks (GNNs) have gained popularity in this area since graphs offer a natural way of modeling particle interactions and provide a clear way of discretizing the continuum models. However, the graphs constructed for approximating such tasks usually ignore long-range interactions due to unfavorable scaling of the computational complexity with respect to the number of nodes. The errors due to these approximations scale with the discretization of the system, thereby not allowing for generalization under mesh-refinement. Inspired by the classical multipole methods, we propose a novel multi-level graph neural network framework that captures interaction at all ranges with only linear complexity. Our multi-level formulation is equivalent to recursively adding inducing points to the kernel matrix, unifying GNNs with multi-resolution matrix factorization of the kernel. Experiments confirm our multi-graph network learns discretization-invariant solution operators to PDEs and can be evaluated in linear time.

1 Introduction

A wide class of important scientific applications involve numerical approximation of parametric PDEs. There has been immense research efforts in formulating and solving the governing PDEs for a variety of physical and biological phenomena ranging from the quantum to the cosmic scale. While this endeavor has been successful in producing solutions to real-life problems, major challenges remain. Solving complex PDE systems such as those arising in climate modeling, turbulent flow of fluids, and plastic deformation of solid materials requires considerable time, computational resources, and domain expertise. Producing accurate, efficient, and automated data-driven approximation schemes has the potential to significantly accelerate the rate of innovation in these fields. Machine learning based methods enable this since they are much faster to evaluate and require only observational data to train, in stark contrast to traditional Galerkin methods [45] and classical reduced order models [35].

While deep learning approaches such as convolutional neural networks can be fast and powerful, they are usually restricted to a specific format or discretization. On the other hand, many problems can be naturally formulated on graphs. An emerging class of neural network architectures designed to operate on graph-structured data, Graph neural networks (GNNs), have gained popularity in this area. GNNs have seen numerous applications on tasks in imaging, natural language modeling, and the simulation of physical systems [42]. In the latter case, graphs are typically used to model particles systems (the nodes) and the their interactions (the edges). Recently, GNNs have been directly used
to learn solutions to PDEs by constructing graphs on the physical domain [4], and it was further shown that GNNs can learn mesh-invariant solution operators [28]. Since GNNs offer great flexibility in accurately representing solutions on any unstructured mesh, finding efficient algorithms is an important open problem.

The computational complexity of GNNs depends on the sparsity structure of the underlying graph, scaling with the number of edges which may grow quadratically with the number of nodes in fully connected regions [42]. Therefore, to make computations feasible, GNNs make approximations using nearest neighbor connection graphs which ignore long-range correlations. Such approximations are not suitable in the context of approximating solution operators of parametric PDEs since they will not generalize under refinement of the discretization, as we demonstrate in Section 4. However, using fully connected graphs quickly becomes computationally infeasible. Indeed evaluation of the kernel matrices outlined in Section 2.1 is only possible for coarse discretizations due to both memory and computational constraints. Throughout this work, we aim to develop approximation techniques that help alleviate this issue.

To efficiently capture long-range interaction, multi-scale methods such as the classical fast multipole methods (FMM) have been developed [20]. Based on the insight that long-range interaction are smooth, FMM decomposes the kernel matrix into different ranges and hierarchically imposes low-rank structures to the long-range components (hierarchical matrices) [11]. This decomposition can be viewed as a specific form of the multi-resolution matrix factorization of the kernel [26, 11]. However, the classical FMM requires nested grids as well as the explicit form of the PDEs. We generalize this idea to arbitrary graphs in the data-driven setting, so that the corresponding graph neural networks can learn discretization-invariant solution operators.

**Main contributions.** Inspired by the fast multi-pole method (FMM), we propose a novel hierarchical, and multi-scale graph structure which, when deployed with GNNs, captures global properties of the PDE solution operator with a linear time-complexity [20, 43]. As shown in Figure 1, starting with a nearest neighbor graph, instead of directly adding edges to connect every pair of nodes, we add inducing points which help facilitate long-range communication. The inducing points may be thought of as forming a new subgraph which models long-range correlations. By adding a small amount of inducing nodes to the original graph, we make computation more efficient. Repeating this process yields a hierarchy of new subgraphs, modeling correlations at different length scales.

We show that message passing through the inducing points is equivalent to imposing a low-rank structure on the corresponding kernel matrix, and recursively adding inducing points leads to multi-resolution matrix factorization of the kernel [20, 11]. We propose the graph V-cycle algorithm (Figure 1) inspired by FMM, so that message passing through the V-cycle directly computes the multi-resolution matrix factorization. We show that the computational complexity of our construction is linear in the number of nodes, achieving the desired efficiency, and we demonstrate the linear complexity and competitive performance through experiments on Darcy flow [39], a linear second-order elliptic equation, and Burgers’ equation [38], which considered a stepping stone to Navier-Stokes, is nonlinear, long-range correlated and more challenging. Our primary contributions are listed below.
We consider the problem of learning a mapping between two infinite-dimensional function spaces. Let $A$ and $U$ be separable Banach spaces and $F^\dagger: A \to U$ be the target mapping. Suppose we have observation of $N$ pairs of functions $\{(a_j, u_j)\}_{j=1}^N$ where $a_j \sim \mu$ is i.i.d. sampled from a measure $\mu$ supported on $A$ and $u_j = F^\dagger(a_j)$, potentially with noise. The goal is to find an finite dimension approximation $F_\theta : A \to U$, parametrized by $\theta \in \Theta$, such that

$$F_\theta \approx F^\dagger, \quad \mu - \text{a.e.}$$

We formulate this as an optimization problem where the objective $J(\theta)$ is the expectation of a loss functional $\ell : U \times U \to \mathbb{R}$. We consider the squared-error loss in an appropriate norm $\| \cdot \|_U$ on $U$ and discretize the expectation using the training data:

$$J(\theta) = \mathbb{E}_{a \sim \mu} [\ell(F_\theta(a), F^\dagger(a))] \approx \frac{1}{N} \sum_{j=1}^N \| F_\theta(a_j) - F^\dagger(a_j) \|_U^2.$$

**Parametric PDEs.** An important example of the preceding problem is learning the solution operator of a parametric PDE. Consider $L_\alpha$ a differential operator depending on a parameter $\alpha \in A$ and the general PDE

$$(L_\alpha u)(x) = f(x), \quad x \in D \quad (1)$$

for some bounded, open set $D \subset \mathbb{R}^d$, a fixed function $f$ living in an appropriate function space, and a boundary condition on $\partial D$. Assuming the PDE is well-posed, we may define the mapping of interest $F^\dagger : A \to U$ as mapping $\alpha$ to $u$ the solution of (1). For example, consider the second order elliptic operator $L_\alpha = -\text{div}(\alpha \nabla \cdot)$ for a fixed $\alpha \in L^2(D, \mathbb{R}^n)$ and a zero Dirichlet boundary condition on $u$. For any parameter $\alpha \in A = L^\infty(D, \mathbb{R}^n) \cap L^2(D, \mathbb{R}^n)$. This example is prototypical of many scientific applications including hydrology [8] and elasticity [6].

Numerically, we assume access only to point-wise evaluations of the training pairs $(a_j, u_j)$. In particular, let $D_j = \{x_1, \ldots, x_n\} \subset D$ be a $n$-point discretization of the domain $D$ and assume we have observations $a_j|_{D_j}, u_j|_{D_j} \in \mathbb{R}^n$. Although the data given can be discretized in an arbitrary manner, our approximation of the operator $F^\dagger$ can evaluate the solution at any point $x \in D$.

### 2.1 Graph Kernel Network (GKN)

Suppose that $L_\alpha$ in (1) is uniformly elliptic then the Green’s representation formula implies

$$u(x) = \int_D G_\alpha(x, y) [f(y) + (\Gamma_\alpha u)(y)] \, dy \quad (2)$$

where $G_\alpha$ is a Newtonian potential and $\Gamma_\alpha$ is an operator defined by appropriate sums and compositions of the modified trace and co-normal derivative operators [6] Thm. 3.1.6. We have turned the PDE (1) into the integral equation (2) which lends itself to an iterative approximation architecture.

**Kernel operator.** Since $G_\alpha$ is continuous for all points $x \neq y$, it is sensible to model the action of the integral operator in (2) by a neural network $\kappa_\phi$ with parameters $\phi$. To that end, define the operator $K_\alpha : U \to U$ as the action of the kernel $\kappa_\phi$ on $u$:

$$K_\alpha u(x) = \int_D \kappa_\phi(a(x), a(y), x, y) u(y) \, dy \quad (3)$$
where the kernel neural network $κ_φ$ takes as inputs spatial locations $x, y$ as well as the values of the parameter $a(x), a(y)$. Since $Γ_a$ is itself an operator, its action cannot be fully accounted for by the kernel $κ_φ$, we therefore add local parameters $W = wI$ to $K_a$ and apply a non-linear activation $σ$, defining the iterative architecture $u(t) = σ((W + K_a)u(t−1))$ for $t = 1, \ldots, T$ with $u(0) = a$. Since $Γ_a$ is local w.r.t $u$, we only need local parameters to capture its effect, while we expect its non-locality w.r.t. $a$ to manifest via the initial condition [36]. To increase expressivity, we lift $u(x) ∈ R^y$ to a higher dimensional representation $v(x) ∈ R^{d_v}$ by a point-wise linear transformation $v_0 = Pu_0$, and update the representation

$$v(t) = σ((W + K_a)v(t−1)), \quad t = 1, \ldots, T$$

projecting it back $u(T) = Qv(T)$ at the last step. Hence the kernel is a mapping $κ_φ : R^{2(d+1)} \rightarrow R^{d_v × d_v}$ and $W ∈ R^{d_v × d_v}$. Note that, since our goal is to approximate the mapping $a \mapsto u$ with $f$ in $[1]$ fixed, we do not need explicit dependence on $f$ in our architecture as it will remain constant for any new $a ∈ Α$.

For a specific discretization $D_j$, $a_j|_{D_j}, u_j|_{D_j} ∈ R^n$ are $n$-dimensional vectors, and the evaluation of the kernel network can be viewed as a $n × n$ matrix $K_j$, with its $x, y$ entry $(K)_xy = κ_φ(a(x), a(y), x, y)$. Then the action of $K_a$ becomes the matrix-vector multiplication $Ku$. For the lifted representation [4], for each $x ∈ D_j$, $v(t)(x) ∈ R^{d_v}$ and the output of the kernel $(K)_xy = κ_φ(a(x), a(y), x, y)$ is a $d_v × d_v$ matrix. Therefore $K$ becomes a fourth order tensor with shape $n × n × d_v × d_v$.

**Kernel convolution on graphs.** Since we assume a non-uniform discretization of $D$ that can differ for each data pair, computing with [4] cannot be implemented in a standard way. Graph neural networks offer a natural solution since message passing on graphs can be viewed as the integration of the graph’s adjacency matrix transfers to the kernel matrix $K$. We define the edge attributes $e(x, y) = (a(x), a(y), x, y) ∈ R^{2(d+1)}$ and update the graph nodes following [4] which mimics the message passing neural network [19]:

$$v(t+1)(x) = σ((W + K_a)v(t))(x) ≈ σ\left(Wv(t) + \frac{1}{|N(x)|} \sum_{y ∈ N(x)} κ_φ(e(x, y))v(t)(y)\right)$$

where $N(x)$ is the neighborhood of $x$, in this case, the entire discretized domain $D_j$.

**Domain of Integration.** Construction of fully connected graphs is memory intensive and can become computationally infeasible for fine discretizations i.e. when $|D_j|$ is large. To partially alleviate this, we can ignore the longest range kernel interactions as they have decayed the most and change the integration domain in [3] from $D$ to $B(x, r)$ for some fixed radius $r > 0$. This is equivalent to imposing a sparse structure on the kernel matrix $K$ so that only entries around the diagonal are non-zero and results in the complexity $O(n^2 r^d)$.

**Nyström approximation.** To further relieve computational complexity, we use Nyström approximation or the inducing points method by uniformly sampling $m < n$ nodes from the $n$ nodes discretization, which is to approximate the kernel matrix by a low-rank decomposition

$$K_m ≈ K_{mn}K_{mm}K_{nm}$$

where $K_m = K$ is the original $n × n$ kernel matrix and $K_{mm}$ is the $m × m$ kernel matrix corresponding to the $m$ inducing points. $K_{nn}$ and $K_{mm}$ are transition matrices which could include restriction, prolongation, and interpolation. Nyström approximation further reduces the complexity to $O(m^2 r^d)$.

3 Multipole Graph Kernel Network (MGKN)

The fast multipole method (FMM) is a systematic approach of combining the aforementioned sparse and low-rank approximations while achieving linear complexity. The kernel matrix is decomposed
We construct \( L \) graphs with a decreasing number of nodes \( n \) graphs with a decreasing number of nodes \( n, \ldots, L \). The coarsest graph corresponds to the longest-range interaction \( K \). Where \( K \) corresponds to the shortest-range interaction, and \( K \) corresponds to the longest-range interaction. While the uniform grids depicted in Figure 2 produce an orthogonal decomposition of the kernel, the decomposition may be generalized to arbitrary graphs by allowing slight overlap.

The kernel matrix \( K \) is decomposed respect to ranges. \( K \) corresponds to short-range interaction; it is sparse but high-rank. \( K \) corresponds to long-range interaction; it is dense but low-rank.

### 3.1 Multi-scale graphs.

We construct \( L \) graph levels, where the finest graph corresponds to the shortest-range interaction \( K \), and the coarsest graph corresponds to the longest-range interaction \( K \). In what follows, we will drop the time dependence from (4) and use the subscript \( v \) to denote the representation at each level of the graph. Assuming the underlying graph is a uniform grid with resolution \( s \) such that \( s^d = n \), the \( L \) multi-level graphs will be grids with resolution \( s_l = (s/2^{l-1})^d \), and consequently \( n_l = s_l^d = (s/2^{l-1})^d \) for \( l = 1, \ldots, L \). In general, the underlying discretization can be arbitrary and we produce a hierarchy of \( L \) graphs with a decreasing number of nodes \( n_1, \ldots, n_L \).

The coarse graph representation can be understood as recursively applying an inducing points approximation: starting from a graph with \( n_1 = n \) nodes, we impose inducing points of size \( n_2, n_3, \ldots \) which all admit a low-rank kernel matrix decomposition of the form (6). The original \( n \times n \) kernel matrix \( K \) is represented by a much smaller \( n \times n \) kernel matrix, denoted by \( K \). As shown in Figure 2, \( K \) is full-rank but very sparse while \( K \) is dense but low-rank. Such structure can be achieved by applying equation (6) recursively to equation (7), leading to the multi-resolution matrix factorization [26].

\[
K \approx K_{1,1} + K_{1,2}K_{2,2}K_{2,1} + K_{1,2}K_{2,2}K_{2,3}K_{3,3}K_{3,2}K_{2,1} + \cdots \tag{8}
\]

where \( K_{1,1} = K \) represents the shortest range, \( K_{1,2}K_{2,2}K_{2,1} \approx K \), represents the second shortest range, etc. The center matrix \( K_{l,l} \) is a \( n_l \times n_l \) kernel matrix corresponding to the \( l \)-level of the graph described above. The long matrices \( K_{l+l+1,l}, K_{l+l+1} \) are \( n_l+1 \times n_l \) and \( n_l+1 \times n_l \) transition matrices. We define them as moving the representation \( v_l \) between different levels of the graph via an integral kernel that we learn. In general, \( u_l(y) \in \mathbb{R}^{d_l} \) and the output of the kernel \((K_{l}v)_y = \kappa_{y}(a(x), a(y), x, y)\) is itself a \( d_y \times d_y \) matrix, so all these matrices are again fourth-order tensors.

\[
K_{l,l} : v_l \mapsto v_l = \int_{B(x, r_{l,l})} \kappa_{y}(a(x), a(y), x, y)v_l(y) \, dy \tag{9}
\]

\[
K_{l,l+1} : v_l \mapsto v_{l+1} = \int_{B(x, r_{l+1,l})} \kappa_{y}(a(x), a(y), x, y)v_l(y) \, dy \tag{10}
\]

\[
K_{l,l+1} : v_{l+1} \mapsto v_l = \int_{B(x, r_{l+1,l})} \kappa_{y}(a(x), a(y), x, y)v_{l+1}(y) \, dy \tag{11}
\]
**Linear complexity.** Each matrix in the decomposition (7) is represented by the kernel matrix $K_{l,l}$ corresponding to the appropriate sub-graph. Since the number of non-zero entries of each row in these matrices is constant, we obtain that the computational complexity is $\sum_i O(n_i)$. By designing the sub-graphs so that $n_i$ decays fast enough, we can obtain linear complexity. For example, choose $n_i = O(n/2^i)$ then $\sum_i O(n_i) = \sum_i n/2^i = O(n)$. Combined with a Nyström approximation, we obtain $O(m)$ complexity.

### 3.2 V-cycle Algorithm

We present a V-cycle algorithm, see Figure 1, for efficiently computing (8). It consists of two steps: the **downward pass** and the **upward pass**. Denote the representation in downward pass and upward pass by $\tilde{v}$ and $\hat{v}$ respectively. In the downward step, the algorithm starts from the fine graph representation $\tilde{v}_1$ and updates it by applying a downward transition $\tilde{v}_{l+1} = K_{l+1,l} \tilde{v}_l$. In the upward step, the algorithm starts from the coarse presentation $\hat{v}_L$ and updates it by applying an upward transition and the center kernel matrix $\hat{v}_l = K_{l,l-1} \hat{v}_{l-1} + K_{l,l} \hat{v}_l$. Notice that the one level downward and upward exactly computes $K_{1,1} + K_{1,2}K_{2,2}K_{2,1}$, and a full $L$-level v-cycle leads to the multi-resolution decomposition (8).

### 3.3 Multipole graph kernel network

Employing (9)-(11), we use $L$ neural networks $\kappa_{\phi_1,1}, \ldots, \kappa_{\phi_L,L}$ to approximate the kernel $K_{l,l}$, and $2(L-1)$ neural networks $\kappa_{\phi_{1,2}}, \ldots, \kappa_{\phi_{L,1}}$ to approximate the transitions $K_{1,1,l}, K_{1,2,l+1}$. Following the iterative architecture (4), we also introduce the linear operator $W_l$, denoting it by $W_l$ for each corresponding resolution. Since it acts on a fixed resolution, we employ it only along with the kernel $K_{1,l}$ and not the transitions. At each time step $t = 0, \ldots, T-1$, we perform a full V-cycle:

**Downward Pass:**

For $l = 1, \ldots, L$:

$$\hat{v}_{l+1}^{(t+1)} = \sigma(\hat{v}_l^{(t)} + K_{l+1,l} \hat{v}_l^{(t+1)})$$

**Upward Pass:**

For $l = L, \ldots, 1$:

$$\tilde{v}_l^{(t+1)} = \sigma((W_l + K_{l,l}) \tilde{v}_l^{(t+1)} + K_{l,l-1} \tilde{v}_l^{(t+1)})$$

We initialize as $v_1^{(0)} = Pu^{(0)} = Pa$ and output $u^{(T)} = Qv^{(T)} = Q\tilde{v}_1^{(T)}$. The algorithm unifies multi-resolution matrix decomposition with iterative graph kernel networks. Combined with a Nyström approximation it leads to $O(m)$ computational complexity that can be implemented with message passing neural networks. Notice GKN is a specific case of V-cycle when $L = 1$.

### 4 Experiments

### 4.1 Properties of the multipole graph kernel network

In this section, we show that MGKN has linear complexity and learns discretization invariant solutions by solving the steady-state of Darcy flow. In particular, we consider the 2-d PDE

$$-\nabla \cdot (a(x) \nabla u(x)) = f(x) \quad x \in (0, 1)^2$$

$$u(x) = 0 \quad x \in \partial(0, 1)^2$$

and approximate the mapping $a \mapsto u$ which is non-linear despite the fact that (14) is a linear PDE. We model the coefficients $a$ as random piece-wise constant functions and generate data by solving (14) using a second-order finite difference scheme on a fine grid. Data of coarser resolutions are sub-sampled. See the supplements for further details. The code depends on Pytorch Geometric[17], also included in the supplements.

We use Nyström approximation by sampling $m_1, \ldots, m_L$ nodes for each level. When changing the number of levels, we fix coarsest level $m_L = 25$, $r_{L,L} = 2^{-1}$, and let $m_l = 25 \cdot 2^{l-1}$, $r_{l,l} = 2^{-(L-l)}$, and $r_{l,l+1} = r_{l+1,l} = 2^{-(L-l+1)/2}$. This set-up is one example that can obtain linear complexity. In general, any choice satisfying $\sum_l m_l^2 r_{l,l}^2 = O(m_1)$ also works. We set width $d_w = 64$, iteration $T = 5$ and kernel network $\kappa_{\phi_{i,l}}$ as a three-layer neural network with width $256/2^{(l-1)}$, so that coarser grids will have smaller kernel networks.
**Linear complexity:** The left most plot in figure 3 shows that MGKN (blue line) achieves linear time complexity (the time to evaluate one equation) w.r.t. the number of nodes, while GKN (red line) has quadratic complexity (the solid line is interpolated; the dash line is extrapolated). Since the GPU memory used for backpropagation also scales with the number of edges, GKN is limited to $m \leq 800$ on a single 11G-GPU while MGKN can scale to much higher resolutions. In other words, MGKN can be applicable for larger settings where GKN cannot.

**Comparing with single-graph:** As shown in figure 3 (mid), adding multi-leveled graphs helps decrease the error. The MGKN depicted in blue bars starts from a fine sampling $L = 1; m = 1600$, and adding subgraphs, $L = 2; m = [400, 1600]$, $L = 3; m = [100, 400, 1600]$, up to, $L = 4; m = [25, 100, 400, 1600]$. When $L = 1$, MGKN and GKN are equivalent. This experiment shows using multi-level graphs helps improve accuracy without increasing much of time-complexity.

**Generalization to resolution:** The MGKN is discretization invariant, and therefore capable of super-resolution. We train with nodes sampled from a $s \times s$ resolution mesh and test on nodes sampled from a $s' \times s'$ resolution mesh. As shown in on the right of figure 3, MGKN achieves similar testing error on $s' = 61, 121, 241$, independently of the training discretization.

**Comparison with benchmarks**

We compare the accuracy of our methodology with other deep learning methods as well as reduced order modeling techniques that are commonly used in practice. As a test bed, we use Darcy flow (14) and the 1-d viscous Burger’s equations:

$$
\begin{align*}
\partial_t u(x, t) + \partial_x (u^2(x, t)/2) &= \nu \partial_{xx} u(x, t), & x \in (0, 2\pi), t \in (0, 1] \\
u u(x, 0) &= u_0(x), & x \in (0, 2\pi)
\end{align*}
$$

with periodic boundary conditions. We consider mapping the initial condition to the solution at time one $u_0 \mapsto u(\cdot, 1)$. Burger’s equation re-arranges low to mid range energies resulting in steep discontinuities that are dampened proportionately to the size of the viscosity $\nu$. It acts as a simplified model for the Navier-Stokes equation. We sample initial conditions as Gaussian random fields and solve (15) via a split-step method on a fine mesh, sub-sampling other data as needed; two examples of $u_0$ and $u(\cdot, 1)$ are shown in the middle and right of figure 4.

Figure 4 shows the relative test errors for a variety of methods on Burger’s (15) (left) as a function of the grid resolution. First notice that MGKN achieves a constant steady state test error, demonstrating that it has learned the true infinite-dimensional solution operator irrespective of the discretization. This is in contrast to the state-of-the-art fully convolution network (FCN) proposed in [44] which has the property that what it learns is tied to a specific discretization. Indeed, we see that, in both cases, the error increases with the resolution since standard convolution layer are parametrized locally and therefore cannot capture the long-range correlations of the solution operator. Using linear spaces, the (PCA+NN) method proposed in [10] utilizes deep learning to produce a fast, fully data-driven
Figure 4: Comparison with benchmarks on Burgers equation, with examples of inputs and outputs.

1-d Burgers equation with viscosity $\nu = 0.1$. **Left**: performance of different methods. MGKN has competitive performance. **Mid**: input functions ($u_0$) of two examples. **Right**: corresponding outputs from MGKN of the two examples, and their ground truth (dash line). The error is minimal on both examples.

reduced order model. The graph convolution network (GCN) method follows [4]'s architecture, with naive nearest neighbor connection. It shows simple nearest-neighbor graph structures are insufficient.

The graph kernel network (GKN) employs an architecture similar to [4] but, without the multi-level graph extension, it can be slow due the quadratic time complexity. For Burger’s equation, when linear spaces are no longer near-optimal, MGKN is the best performing method. This is a very encouraging result since many challenging applied problem are not well approximated by linear spaces and can therefore greatly benefit from non-linear approximation methods such as MGKN. For details on the other methods, see the supplements.

5 Related Works

**Deep learning approaches for PDEs:** There have been two primary approaches in the application of deep learning for the solution of PDEs. The first parametrizes the solution operator as a deep convolutional neural network (CNN) between finite-dimensional Euclidean spaces $F_{\theta} : \mathbb{R}^n \rightarrow \mathbb{R}^n$ \cite{21,24,3,9,40}. As demonstrated in Figure 4, such approaches are tied to a discretization and cannot generalize. The second approach directly parameterizes the solution $u$ as a neural network $F_{\theta} : D \rightarrow \mathbb{R}$ \cite{14,33,7,37,24}. This approach is close to classical Galerkin methods and therefore suffers from the same issues w.r.t. the parametric dependence in the PDE. For any new parameter, an optimization problem must be solved which requires backpropagating through the differential operator $L_a$ many times, making it too slow for many practical application. Only very few recent works have attempted to capture the infinite-dimensional solution operator of the PDE \cite{4,29,28,10,31}. The current work advances this direction.

**GNN and non-sparse graphs:** A multitude of techniques such as graph convolution, edge convolution, attention, and graph pooling, have been developed for improving GNNs \cite{25,22,19,41,80}. Most, however, have been designed for sparse graphs and become computationally infeasible as the number of edges grow. The work \cite{5} proposes using a low-rank decomposition to address this issue. Works on multi-resolution graphs with a U-net like structure have also recently begun to emerge and seen success in imaging, classification, and semi-supervised learning \cite{34,1,2,18,27}. Our work ties together many of these ideas and provides a principled way of designing multi-scale GNNs \cite{18,1,2,27}. All of these works focus on build multi-scale structure on a given graph. Our method, on the other hand, studies how to construct randomized graphs on the spatial domain for physics and applied math problems. We carefully craft the multi-level graph that corresponds to multi-resolution decomposition of the kernel matrix.

**Multipole and multi-resolution methods:** The works \cite{16,15} propose a similar multi-pole expansion for solving parametric PDEs on structured grids. Our work generalizes on this idea by allowing for arbitrary discretizations through the use of GNNs. Multi-resolution matrix factorizations have been proposed in \cite{26,23}. We employ such ideas to build our approximation architecture.
6 Conclusion

We introduced the multipole graph kernel network (MGKN), a graph-based algorithm able to capture correlations in data at any length scale with a linear time complexity. Our work ties together ideas from graph neural networks, multi-scale modeling, and matrix factorization. Using a kernel integration architecture, we validate our methodology by showing that it can learn mesh-invariant solutions operators to parametric PDEs. Ideas in this work are not tied to our particular applications and can be used provide significant speed-up for processing densely connected graph data.

Broader Impact

Many problems in science and engineering involve solving complex PDE systems repeatedly for different values of some parameters. Example arise in molecular dynamics, micro-mechanics, and turbulent flows. Often such systems exhibit multi-scale structure, requiring very fine discretizations in order to capture the phenomenon being modeled. As a consequence, traditional Galerkin methods are slow and inefficient, leading to tremendous amounts of resources being wasted on high performance computing clusters every day. Machine learning methods hold the key to revolutionizing many scientific disciplines by providing fast solvers that can work purely from data as accurate physical models may sometimes not be available. However traditional neural networks work between finite-dimensional spaces and can therefore only learn solutions tied to a specific discretizations. This is often an insurmountable limitation for practical applications and therefore the development of mesh-invariant neural networks is required. Graph neural networks offer a natural solution however their computational complexity can sometime render them ineffective. Our work solves this problem by proposing an algorithm with a linear time complexity that captures long-range correlations within the data and has potential applications far outside the scope of numerical solutions to PDEs. We bring together ideas from multi-scale modeling and multi-resolution decomposition to the graph neural network community.
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Appendix

6.1 Table of Notations

| Notation | Meaning |
|----------|---------|
| PDE      | The input coefficient functions |
| $a \in A$ | The target solution functions |
| $D \subset \mathbb{R}^d$ | The spatial domain for the PDE |
| $x \in D$ | The points in the spatial domain |
| $F : A \rightarrow U$ | The operator mapping the coefficients to the solutions |
| $\mu$ | The probability measure where $a_j$ sampled from. |
| Graph Kernel Networks | The kernel integration operator |
| $\kappa : \mathbb{R}^{2(d+1)} \rightarrow \mathbb{R}^{n \times n}$ | The kernel maps $(x, y, a(x), a(y))$ to a $n \times n$ matrix |
| $\phi$ | The parameters of the kernel network $\kappa$ |
| $r$ | The radius of the kernel integration |
| $\sigma$ | The activation function |
| $t = 0, \ldots, T$ | The time steps |
| $v(x) \in \mathbb{R}^n$ | The neural network representation of $u(x)$ |
| $W$ | The linear operator |
| $P : u(0) \mapsto v(0)$ | The projection from the initialization to the representation |
| $Q : u(T) \mapsto v(T)$ | The projection from the representation to the solution |
| Multi-graph | Total number of nodes in the graph |
| $n$ | The number of sampled nodes (for the sampling method) |
| $m$ | The level, $l = 1$ is the finest level and $l = L$ the coarsest. |
| $l \in [1, \ldots, L]$ | The radius of the ball for the kernel integration |
| $K_l$ | The kernel matrix. |
| $K_{l,l}$ | The kernel matrix for level-$l$ subgraph. |
| $K_{l+1,l}$ | The transition matrix $K_{l+1,l} : v_l \mapsto v_{l+1}$. |
| $\hat{v}$ | The representation $v$ in the down pass. |
| $\tilde{v}$ | The representation $v$ in the up pass. |
| Hyperparameters | The number of training pairs |
| $N$ | The underlying resolution of training points |
| $s$ | The underlying resolution of testing points |

6.2 Experimental Details

Data generation. The steady-state Darcy flow equation used in Section 4.1 takes the form

$$-\nabla \cdot (a(x)\nabla u(x)) = f(x), \quad x \in (0, 1)^2, \quad u(x) = 0, \quad x \in \partial(0, 1)^2. \tag{16}$$

The coefficients $a$ are generated according to $a \sim \mu$ where $\mu = \psi \# \mathcal{N}(0, (-\Delta + 9I)^{-2})$ with a Neumann boundary condition on the operator $-\Delta + 9I$. The mapping $\psi : \mathbb{R} \rightarrow \mathbb{R}$ takes the value 12 on the positive part of the real line and 3 on the negative. Such constructions are prototypical models for many physical systems such as permeability in sub-surface flows and material microstructures in elasticity. Solutions $u$ are obtained by using a second-order finite difference scheme on $241 \times 241$ and $421 \times 421$ grids. Different resolutions are downsampled from this dataset.

The viscous Burgers’ equation used in Section 4.2 takes the form

$$\partial_t u(x, t) + \partial_x (u^2(x, t)/2) = \nu \partial_{xx} u(x, t), \quad x \in (0, 2\pi), t \in (0, 1]$$
$$u(x, 0) = u_0(x), \quad x \in (0, 2\pi) \tag{17}$$
with periodic boundary conditions. We consider mapping the initial condition to the solution at time one \( u_0 \rightarrow u(\cdot, 1) \). The initial condition is generated according to \( u_0 \sim \mu \) where \( \mu = \mathcal{N}(0, 625(-d/dx + 25I)^{-2}) \) with periodic boundary conditions. We set the viscosity to \( \nu = 0.1 \) and solve the equation using a split step method where the heat equation part is solved exactly in Fourier space then the non-linear part is advanced, again in Fourier space, using a very fine forward Euler method. We solve on a spatial mesh with resolution \( 2^{13} = 8192 \) and use this dataset to subsample other resolutions.

**Linear complexity and comparison with GKN.** The first two block-rows in table 2 correspond to results of MGKN on the Darcy flow problem when using a different number of subgraphs with their respective number of nodes given by the vector \( m \). For example \( m = [400, 100, 25] \) means a multi-graph of three levels with nodes \( 400, 100, 25 \) respectively for each level. The third and fourth block-rows correspond to GKN, where, in the third block, we fix the domain of integration to be a ball with radius \( r = 0.1 \), and, in the fourth block, a ball with radius \( r = 0.2 \). The number \( m \) corresponds to the number of nodes sampled in the Nyström approximation. All reported errors are relative \( L^2 \) errors. The training time corresponds to 1 epoch using \( N = 100 \) data pairs, while the testing time corresponds to evaluating the PDE for 100 new queries. The left and middle images of Figure 3 were constructed from this data.

| \( m \) | training error | testing error | training time | testing time |
|-------|----------------|---------------|---------------|--------------|
| \([25]\) | 0.0181 | 0.1054 | 50s | 0.21s |
| \([100, 25]\) | 0.0189 | 0.0781 | 1.59s | 0.69s |
| \([400, 100, 25]\) | 0.0155 | 0.0669 | 5.24s | 1.90s |
| \([1600, 400, 100, 25]\) | 0.0165 | 0.0568 | 19.75s | 7.94s |
| \([1600]\) | 0.0679 | 0.0744 | 10.74s | 4.28s |
| \([1600, 400]\) | 0.0359 | 0.0624 | 17.78s | 7.04s |
| \([1600, 400, 100]\) | 0.0184 | 0.0578 | 19.50s | 7.70s |
| \([1600, 400, 100, 25]\) | 0.0165 | 0.0568 | 19.75s | 7.94s |
| \([25, r = 0.1]\) | 0.0994 | 0.1139 | 0.45s | 0.16s |
| \([100, r = 0.1]\) | 0.0824 | 0.1067 | 0.44s | 0.16s |
| \([400, r = 0.1]\) | 0.0514 | 0.0769 | 1.76s | 0.64s |
| \([1600, r = 0.1]\) | 0.0470 | 0.0588 | 24.81s | 8.96s |
| \([25, r = 0.2]\) | 0.0728 | 0.1169 | 0.45s | 0.16s |
| \([100, r = 0.2]\) | 0.0508 | 0.0803 | 0.59s | 0.19s |
| \([200, r = 0.2]\) | 0.0483 | 0.0668 | 1.58s | 0.55s |
| \([400, r = 0.2]\) | 0.0462 | 0.0601 | 5.56s | 2.13s |
| \([800, r = 0.2]\) | 0.0397 | 0.0519 | 22.31s | 7.86s |

**Mesh invariance.** As shown in table 3, MGKN can be trained on data with resolution \( s \) and be evaluated on with data with resolution \( s' \). We train a MGKN model for each of the choices \( s = 31, 41, 61, 121, 241 \). The table demonstrates that we achieve consistently low error on any pair of train-test resolutions hence we learn an infinite-dimensional mapping that is resolution invariant. The right image in Figure 3 was generated using this data.

| Resolutions | \(s' = 61\) | \(s' = 121\) | \(s' = 241\) |
|-------------|--------------|--------------|--------------|
| \(s = 31\)  | 0.0643       | 0.0594       | 0.0634       |
| \(s = 41\)  | 0.0630       | 0.0606       | 0.0609       |
| \(s = 61\)  | 0.0579       | 0.0590       | 0.0589       |
| \(s = 121\) | 0.0650       | 0.0628       | 0.0664       |
| \(s = 241\) | 0.0630       | 0.0680       | 0.0665       |
Comparison with benchmarks. Table 4 and 5 show the performance of different methods on Darcy flow and Burgers’ equation respectively. The training size \( N = 1000 \); the testing size \( N = 100 \).

- **NN** is a simple point-wise feedforward neural network. It is mesh-free, but performs badly due to lack of neighbor information. NN represents the baseline of a local map.

- **GCN**, the graph convolution network, follows the architecture in [4], with naive nearest neighbor connection. Such nearest-neighbor graph structure has acceptable error for very coarse grid \( s = 16 \). For common resolution \( s = 64 \), nearest-neighbor graph can only capture a near-local map, similar to NN. It shows simple nearest-neighbor graph structures are insufficient.

- **FCN** is the state of the art neural network method based on Fully Convolution Network [44]. It has a good performance for small grids \( s = 61 \). But fully convolution networks are mesh-dependent and therefore their error grows when moving to a larger grid.

- **PCA+NN** is an instantiation of the methodology proposed in [10]: using PCA as an autoencoder on both the input and output data and interpolating the latent spaces with a neural network. The method provably obtains mesh-independent error and can learn purely from data, however the solution can only be evaluated on the same mesh as the training data. Furthermore the method uses linear spaces, justifying its strong performance on diffusion dominated problems such as Darcy flow. This is further discussed below.

- **RBM** is the reduced basis method [13], a classical reduced order modeling technique that is ubiquitous in applications [32]. It approximates the solution operator within an linear class of basis functions, requiring data as well as the variational form the problem. Since the solution manifold of (14) exhibits fast decay of its Kolgomorov \( n \)-width, linear spaces are near optimal hence it is not surprising that RBM is the best performing method [12]. Compared to deep learning approaches, RMB is significantly slower as it requires numerical integration to form and then invert a linear system for every new parameter.

- **GKN** stands for graph kernel network with \( r = 0.25 \) and \( m = 300 \). It enjoys competitive performance against all other methods while being able to generalize to different mesh geometries. The drawback is its quadratic complexity, constrain GKN from a large radius. Therefore GKN has higher error rates on the Burgers equation where long-range correlation is not negligible.

- **MKGN** is our new proposed method. MKGN has slight higher error on Darcy flow where linear spaces are near-optimal. but for the harder Burger’s equation, MGKN is the best performing method. This is a very encouraging result since many challenging applied problem are not well approximated by linear spaces and can therefore greatly benefit from non-linear approximation methods such as MGKN.

| Networks | Networks | Networks | Networks | Networks |
|----------|----------|----------|----------|----------|
| NN       | 0.1716   | 0.1716   | 0.1716   | 0.1716   |
| GCN      | 0.1356   | 0.1414   | 0.1482   | 0.1579   |
| FCN      | 0.0253   | 0.0493   | 0.0727   | 0.1097   |
| PCA+NN   | 0.0299   | 0.0298   | 0.0298   | 0.0299   |
| RBM      | 0.0244   | 0.0251   | 0.0255   | 0.0259   |
| GKN      | 0.0346   | 0.0332   | 0.0342   | 0.0369   |
| MGKN     | 0.0416   | 0.0428   | 0.0428   | 0.0420   |
Table 5: Error of different methods

| Networks | s = 64 | s = 128 | s = 256 | s = 512 | s = 1024 | s = 2048 | s = 4096 | s = 8192 |
|----------|--------|---------|---------|---------|---------|---------|---------|---------|
| NN       | 0.4677 | 0.4447  | 0.4714  | 0.4561  | 0.4803  | 0.4645  | 0.4779  | 0.4452  |
| GCN      | 0.3135 | 0.3612  | 0.3999  | 0.4138  | 0.4176  | 0.4157  | 0.4191  | 0.4198  |
| FCN      | 0.0802 | 0.0853  | 0.0958  | 0.1407  | 0.1877  | 0.2313  | 0.2855  | 0.3238  |
| PCA+NN   | 0.0397 | 0.0389  | 0.0398  | 0.0395  | 0.0391  | 0.0383  | 0.0392  | 0.0393  |
| GKN      | 0.0367 | 0.0316  | 0.0555  | 0.0594  | 0.0651  | 0.0663  | 0.0666  | 0.0699  |
| MGKN     | 0.0174 | 0.0211  | 0.0243  | 0.0355  | 0.0374  | 0.0360  | 0.0364  | 0.0364  |