Processing of Experimental Data by Means of Nonparametric Statistics
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Abstract. The article is dedicated to development of algorithms for recovery of the unknown function of the experimental data distribution density on the basis of nonparametric statistics, i.e. Parzen-Rosenblatt estimates. The results of the algorithms are illustrated by examples of gas pipeline pressures processing and the number of cycles prior to samples failure during their durability tests.

Introduction

When assessing strength reliability of oil and gas equipment elements and facilities, stresses and their limit values obtained during an experiment or calculation in the form of random variable $x_i, i = 1, N$ samples are used. Consequently, determining failure-free operation probability of the facility under study requires knowledge of the functions of the above mentioned random variables distribution density.

In the practice of processing experimental data for solving strength reliability problems it is traditionally accepted [1, 2] that required function $P(X)$ is known up to the finite number of the parameters. In this case, the problem of density recovery is well-posed and its solution uses methods of parametric statistics [2-10]. However, in general case, the class of functions to which $P(X)$ can belong is substantially wider than those discussed in papers [2, 4, 6, 7, 9, 10] and many others.

To date, in the theories of probability and mathematical statistics over a hundred of random variables distribution laws have been studied. At the same time, the experience of processing experimental data on parts loading and durability during machines and mechanisms operation indicates that the distribution of random variables of operating and limit stresses, the number of cycles prior to parts destruction do not follow the standard laws described in the theory of parametric statistics. As examples, Figure 1 shows histograms of pressure in a gas pipeline; figure 2 shows histograms of the number of cycles prior to the samples destruction at different stress levels obtained during the samples durability tests.

To study the processes containing random variables not described by standard distributions nonparametric methods have been developed in the theory of mathematical statistics [11-15]. When processing experimental data in problems of recovery of unknown function of random variables distribution density the methods of nonparametric statistics based on Parzen –Rosenblatt estimates are mostly used [16-27], or the decomposition method with respect to basis functions [28, 29].
Figure 1. Histograms of pressure in different sections of gas pipeline daily fixed per operating year

Figure 2. Histograms of the number of cycles ($N$) prior to the samples destruction at different stress levels ($\sigma_a$) obtained during the samples durability tests
Nonparametric Estimates of the Distribution Density Function

Based on the physical meaning of $X$, we present the only requirement – its continuity and consider the problem of $P(X)$ recovery based on the existing sample $x_i, i = 1, N$ by means of nonparametric statistics [23, 24, 25].

It is known [4, 5, 7, 16, 23, 24], that the probability distribution density is related to the probability distribution function by the ratio:

$$\int_{-\infty}^{\infty} P(x)dx = F(y),$$

presented in the form of:

$$\int_{-\infty}^{\infty} \theta(y - x) \cdot P(x)dx = F(y), \quad \theta(s) = \begin{cases} 1, & \text{if } s \geq 0 \\ 0, & \text{if } s < 0 \end{cases}$$

where $\theta(s)$ is a function of the unit step (Heaviside function).

The optimal nonparametric estimate at each point $y$ for theoretical distribution function $F(y)$ is [23] empirical cumulative probability distribution function $F_N(y)$. If value $y$ exceeds $k$ of the sampling elements $x_i, i = 1, N$ by volume $N$ function $F_N(y)$ looks like:

$$F_N(y) = \frac{1}{N} \sum_{i=1}^{N} \theta \cdot (y - x_i).$$

With the growth of sample volume $N$ function $F_N(y)$ with probability of one uniformly approaches $F(y)$:

$$\Pr\left\{\lim_{N \to \infty} \sup \left| F_N(y) - F(y) \right| = 0\right\} = 1.$$  

In statistical processing the data of experimental stress studies the right part of equation (2) - distribution function $F(y)$ - is replaced by empirical distribution function $F_N(y)$ obtained on the basis of a sample of limited volume stresses. Therefore, the solution of the equation (2) will always be approximate. To recover the distribution density function by solving the equation (2) within the theory of nonparametric statistics, special procedures have been developed [16, 23, 24], providing equation solutions sequence convergence (2) to the required probability density $P(X)$ with increasing $N$ and taking into account the incorrect formulation of the problem (2), associated with the requirement to differentiate the inexact right part of the equation (2). Based on the physical meaning of the distribution density function, it has only positive values on the entire axis of change $X$ from $-\infty$ to $+\infty$ and fulfills the following condition:

$$\int_{-\infty}^{+\infty} P(x)dx = 1.$$  

Under the condition of continuity of function $P(X)$ the solution (2) is the only one.

Algorithms for recovery of unknown distribution density function

The methods of distribution density function estimation proposed by Parzen and Rosenblatt [16] use a smoothed empirical distribution function in the form of:
where \( G(t) \) is a steadily non-decreasing function from 0 to 1 of its argument; in this case \( G(t)=1-G(-t) \), i.e. \( G(t) \) is a symmetric function relative to zero; \( h_N \) is a fuzziness parameter (bandwidth).

After differentiation (6) we have:

\[
P_N(y) = F'_N(y) = \frac{1}{N \cdot h_N} \sum_{i=1}^{N} G\left( \frac{y-x_i}{h_N} \right) = \frac{1}{N \cdot h_N} \sum_{i=1}^{N} K\left( \frac{y-x_i}{h} \right),
\]

(7)

where \( K(t) = G'(t) \) is distribution density \( G(t) \) or kernel function (kernel).

The theoretical studies of the function (6) show that displacement and variation of the estimate (7) depend on kernel type \( K(t) \) and the value of fuzziness parameter \( h_N \). Various dependencies are used as kernel functions [23, 25]. The most common of them, used in processing experiments data by assessing loading and durability of mechanical engineering products, are presented in Table 1.

Recovery of distribution density function by means of the Parzen – Rosenblatt method based on (7) is performed in two stages. At the first stage, kernel function \( K(t) \) is selected from among the known ones (Table 1 or others). At the second stage, the problem of determining an optimal value of fuzzing parameter \( h_N \) is solved.

**Table 1. Kernel functions**

| Normal kernel | Laplace kernel | Fisher kernel |
|---------------|---------------|--------------|
| \( K_1(t) = \frac{1}{\sqrt{2 \cdot \pi}} \exp \left( -\frac{t^2}{2} \right) \) | \( K_2(t) = \frac{1}{2} \exp(-|t|) \) | \( K_3(t) = \frac{1}{2 \cdot \pi} \left( \sin \left( \frac{t}{2} \right) \right) \) |
| Cauchy kernel | Logistics kernel | Epanechnikov kernel |
| \( K_4(t) = \frac{1}{\pi} \frac{1}{1+t^2} \) | \( K_5(t) = \frac{e^{-|t|}}{(1+e^{-|t|})^2} \) | \( K_6(t) = \frac{3}{4\sqrt{5}} \left( 1-\frac{t^2}{5} \right) , |t| \leq \sqrt{5} \) |
| Uniform kernel | Triangular kernel No.1 | Quadratic kernel |
| \( K_7(t) = \frac{1}{2} , |t| \leq 1 \) | \( K_8(t) = 1 - |t| , |t| \leq 1 \) | \( K_9(t) = \frac{3}{4} (1-\frac{t^2}{4}) , |t| \leq 1 \) |
| Parabolic kernel | Triangular kernel No.2 | Trigonometric kernel |
| \( K_{10}(t) = \frac{9}{8} \left( 1-\frac{5}{3}t^2 \right) , |t| \leq 1 \) | \( K_{11}(t) = \frac{1}{\sqrt{6}} - \frac{|t|}{6} , |t| \leq \sqrt{6} \) | \( K_{12}(t) = 0.54 + 0.46 \cos(\pi \cdot t) , |t| \leq 1 \) |

In physical meaning, use of function (7) allows describing a random variable, the discrete values of which are recorded in the course of experimental studies, with continuous function which provides a possibility of its application to solve numerous practical problems of differential and integral methods.

To select the best one from among a finite number of functions \( K(t) \), it is required to have a selection criterion. Information functional of the form [23, 26, 27]:
\[ J = \int \ln[K(t)]P(t)dt = \int \ln[K(t)]dF(t), \] 

(8)

the maximum value of which fulfills condition \( K(t) = P(t) \) can be adopted as such a criterion.

Then the search for optimal \( h_N^* \) and \( K(t) \in K = \{K_1(t),...K_{12}(t)\} \) comes down to solving the following problem:

\[ (h_N^*, K^*(t)) = \arg \max_{h, K(t)} J_N(h_N, K(t)) = \arg \max_{h, K(t)} \left\{ \frac{1}{N} \sum_{j=1}^{N} \ln \left( \frac{1}{(N-1)h_N} \sum_{j=1}^{N-1} K \left( \frac{x_i - x_j}{h_N} \right) \right) \right\} \] 

(9)

Determination of optimal value \( h_N^* \), as shown in papers [23, 29], is a more difficult task than a recovery of distribution density, since optimal value \( h_N^* \) depends on unknown distribution density, especially, its unknown derivatives. In practical applications density estimates are often required in particular areas; for example, in prediction of resource and reliability, first of all, density estimate in the distribution tail area is very important. Therefore, in solving this problem, the algorithms providing determination of optimal values of parameter \( h_N^* \) on the basis of only available sample \( x_i, i = 1, N \) of random variable \( X \) are required.

For some functions \( K(t) \) in Table 1, the dependences for calculating estimates of optimal value \( h_N^* \), based on different estimates of sample \( x_i, i = 1, N \) have been obtained. For example, when using kernel function as normal distribution (Table 1):

\[ K \left( \frac{y - x_i}{h_N} \right) = \frac{1}{\sqrt{2 \cdot \pi} h_N} \exp \left[ -0.5 \left( \frac{y - x_i}{h_N} \right)^2 \right] \] 

(10)

optimal value of parameter \( h_N^* \) («bandwidth»), is defined by formula:

\[ h_N^* = D_N \cdot N^{-0.2}, \] 

(11)

where \( D_N \) is sampling variance, calculated based on the available values sample \( x_i, i = 1, N \):

\[ D_N^2 = \frac{1}{N-1} \sum_{i=1}^{N} \left( x_i - \frac{1}{N} \sum_{i=1}^{N} x_i \right)^2. \] 

(12)

As a result, to estimate the density with kernel (10) and fuzziness parameter (11) based on (7) we have the following expression:

\[ P_N(y) = \frac{1}{\sqrt{2 \cdot \pi} \cdot N \cdot h_N} \sum_{i=1}^{N} \exp \left[ -0.5 \left( \frac{y - x_i}{h_N^*} \right)^2 \right]. \] 

(13)

Analyzing (13), it is easy to see that the implementation of the Parzen – Rosenblatt method involves two steps of calculation. First, rough characterization of the sample, sampling variance (12), is calculated, which is further used to correct the estimation of distribution density (13) via fuzziness parameter \( h_N^* \). Since value \( D_N \) is sensitive to emissions and does not reflect the nature of the density function change (unimodal, multimodal) the information about the distribution density obtained with \( D_N \) may not be sufficient to solve the problem correctly with the method under consideration.
To solve the problem of recovery of distribution density unknown function using (9) on the basis of the kernel functions presented in Table 1, a set of programs in the MathCad system has been developed. The search for function maximum (9) for each kernel function $K(t)$ from Table 1 by value $h_N$ is carried out with the numerical method taking into account the initial value $h_N$ calculated by expression (11).

As an illustration of operation of the created programs Figures 1 and 2 show the results of the recovery of unknown functions of random variables distribution density: the pipeline pressure (Figure 1) and the number of cycles prior to the samples failure during durability tests at fixed stress levels (Figure 2). The distribution density functions recovered according to the developed algorithms are further used to solve the problems of pipeline reliability assessment and to predict the durability of parts the material of which corresponds to the samples material.
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**Conclusion**

It has been shown that the developed algorithms for solving the problem of recovery of the unknown distribution density function based on the Parzen-Rosenblatt estimates and of finite set of kernel functions ensure efficient processing of the experimental data regardless of the complexity of the distribution law. The examples of determination of distribution density unknown functions for experimental data, the description of which by means of standard laws considered in the theory of parametric statistics is not possible, have been given.
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