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Abstract—We consider the uplink of a single-cell multi-user multiple-input multiple-output (MIMO) system with several single antenna transmitters/users and one base station with \( N \) antennas in the \( N \rightarrow \infty \) regime. The base station antennas are evenly distributed to \( n \) admissible locations throughout the cell. First, we show that a reliable (per-user) rate of \( O(\log n) \) is achievable through optimal locational optimization of base station antennas. We also prove that an \( O(\log n) \) rate is the best possible. Therefore, in contrast to a centralized or circular deployment, where the achievable rate is at most a constant, the rate with a general deployment can grow logarithmically with \( n \), resulting in a certain form of “macromultiplexing gain.”

Second, using tools from high-resolution quantization theory, we derive an accurate formula for the best achievable rate given any \( n \) and any user density function. According to our formula, the dependence of the optimal rate on the user density function \( f \) is curiously only through the differential entropy of \( f \). In fact, the optimal rate decreases linearly with the differential entropy, and the worst-case scenario is a uniform user density. Numerical simulations confirm our analytical findings.

Index Terms—Multiple-antenna systems, massive MIMO, distributed antenna systems, locational optimization, quantization.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) is a recently-proposed promising method that can greatly improve the energy efficiency, spectral efficiency, and coverage of cellular networks. The defining feature of massive MIMO is the large number of base station antennas, which naturally provides spatially-orthogonal channels to different users. This enables interference-free inter-cell communication.

The existence of many antennas comes with the opportunity of distributing them to different geographical locations. The idea of utilizing such a distributed antenna system (DAS) as opposed to a colocated antenna system (CAS) predates massive MIMO or even “regular” MIMO itself, and goes back to at least [3]. Another early work [4] studies the signal-to-noise ratios (SNRs) and the signal-to-interference ratios (SIRs) for a DAS where each antenna transmits the same message. Due to reduced distance between the users and the base station, a DAS can significantly improve coverage and power-efficiency, and even reduce intra-cell interference [5].

With the advent of multi-user MIMO and massive MIMO techniques, DAS design and analysis have drawn renewed interest. Achievable rates for a circular DAS and the corresponding optimal antenna radii have been studied in [6]–[8]. These works show that using circular DAS can greatly improve upon a CAS in terms of the sum rate. However, the improvement is only a fixed constant and does not grow asymptotically with the number of distinct antenna locations. Lloyd-algorithm based numerical approaches to antenna location optimization can be found in [10], [11]. Another numerical approach to optimal antenna placement based on stochastic approximation theory can be found in [12]. The performance of circular antenna arrays with or without a central antenna has been studied in [13]. In [14], upper bounds on the single-user capacity and approximations to the sum capacity have been obtained for both randomly-distributed and colocated antenna systems. It is demonstrated that distributed antennas can provide significant gains over colocated antennas, especially when the users have channel state information (CSI). In [15], antenna locations are optimized to maximize the energy efficiency of a cellular DAS with two types of users. In [16], the authors provide deterministic approximations for the sum-rate of massive MIMO uplink with distributed and possibly-correlated antennas.

Most of the above work have focused on a fixed antenna topology, such as a circular DAS. Clearly, a better performance can be achieved by considering base station antennas in general position. However, in a massive MIMO system, allowing all the base station antennas to be in different locations may not be feasible due to costs of backhaul implementation and land. One novelty of this work is to consider a model where \( N \) base station antennas are evenly distributed to a fixed number \( n \) of distinct locations in the \( N \rightarrow \infty \) regime. This allows us to obtain the benefits of a distributed massive MIMO system, while avoiding potentially-high implementation costs.

Also, most existing work on antenna location optimization relies on numerical methods. To the best of our knowledge, when the base station antennas of a massive MIMO system are allowed arbitrary positions, a formal analysis of the benefits of antenna location optimization is not available in the literature. In this work, we present such an analysis with a particular focus on determining the achievable per-user rates.

The rest of this paper is organized as follows: In Section II we introduce the system model. In Section III, we present rigorous bounds on the achievable rates with optimized antenna locations. In Section IV we provide a quantization-theoretical analysis of the best possible rates. In Section V, we provide simulation results. Finally, in Section VI, we draw our main conclusions. Due to space limitations, some of the technical proofs are provided in the extended version [17] of this paper.

Notation: \( \| \cdot \| \) is the Frobenius norm. \( A^c \) is the \( k \)th Cartesian power and \( |A| \) is the cardinality of a set \( A \). Given \( b \in \mathbb{R}^d \) and \( A \subseteq \mathbb{R}^d \), we let \( A + b \triangleq \{ x + b : x \in A \} \), \( A - b \) and \( bA \) are similar. Given sets \( A \) and \( B \), \( A \setminus B \) is the set of elements of \( A \) that are not in \( B \). \( \mathcal{CN}(0, \alpha) \) is a circularly-symmetric complex Gaussian random variable with variance \( \frac{\alpha}{2} \) per real dimension. \( \log(\cdot) \) is the natural logarithm, \( \Gamma(\cdot) \) is the Gamma function.
function. For a logical statement \( T \), we let \( 1(T) = 1 \) if \( T \) is true, and \( 1(T) = 0 \) otherwise. \( \mu(A) \) is the Lebesgue measure of a set \( A \). For \( x \in \mathbb{R} \), we let \( x^+ := \max(x, 0) \). \( O(\cdot) \) and \( o(\cdot) \) are the standard Bachmann-Landau symbols. For sequences \( a_n, b_n \), the notation \( a_n \sim b_n \) means \( \lim_{n \to \infty} \frac{a_n}{b_n} = 1 \).

II. SYSTEM MODEL

We consider a single-cell multi-user distributed MIMO system with \( N \) base station antennas. The base station antennas are divided to \( n \) groups, where each group consists of \( \frac{N}{n} \) antennas. We assume that \( N \) is a multiple of \( n \). This ensures that the number of antennas at each group is an integer.

Given \( i \in \{1, \ldots, n\} \), suppose that the antennas in Group \( i \) are all located at the same point \( x_i \in \mathbb{R}^d \), where the ambient dimension \( d \) is a positive integer (In practice, one is usually interested in the case \( d \in \{1, 2, 3\} \)). Therefore, the \( N \) base station antennas are geographically distributed to \( n \) co-located antenna groups, where each group consists of \( \frac{N}{n} \) antennas. The practical motivation for such a colocated-distributed architecture has been described in Section II.

We study an uplink scenario where \( m \) single-antenna users simultaneously wish to communicate with the base station. Specifically, given \( j \in \{1, \ldots, m\} \), User \( j \) wishes to communicate the complex Gaussian symbol \( s_j \sim \mathcal{CN}(0,1) \) to the base station. Following the massive MIMO literature, we assume that each user transmits with normalized power \( P/N \). Thus, User \( j \) transmits the signal \( s_j \sqrt{P/N} \) over its antenna.

Given \( i \in \{1, \ldots, n\} \), \( j \in \{1, \ldots, m\} \), and \( \ell \in \{1, \ldots, \frac{N}{n}\} \), let \( h_{j\ell i} \in \mathbb{C} \) be the channel gain between User \( j \) and Antenna \( \ell \) of Group \( i \). We assume that \( h_{j\ell i} \sim \mathcal{CN}(0,\|x_i - u_j\|^r) \), where \( r \geq 0 \) is the path-loss exponent, and \( u_j \in \mathbb{R}^d \) is the location of User \( j \). The channel input-output relationships are \( y_{j\ell} = \sum_{i=1}^{m} h_{j\ell i} s_j \sqrt{P/N} + \tau_{j\ell} \), where \( \tau_{j\ell} \sim \mathcal{CN}(0,1) \) is the noise at the \( \ell \)th antenna of Group \( i \). We assume that all the channel gains, noises, and the data symbols are independent.

We consider the massive MIMO regime where the number of base station antennas \( N \) grows to infinity. Meanwhile, the number of users \( m \) and the number of antenna groups \( n \) remain fixed \( N \)-independent constants. Under such conditions, using zero forcing at the base station, a reliable data rate of

\[
\log left(1 + P \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{n} \sum_{\ell=1}^{\frac{N}{n}} \|x_i - u_j\|^r right) \text{ nats/s/Hz } \tag{1}
\]

is achievable for User \( j \), as \( N \to \infty \) [8]. Proposition 1]. Noting that the summand in (1) is independent of \( \ell \), the achievable rate in (1) for a generic user at location \( u \) simplifies to

\[
R(u, \mathcal{X}) \triangleq \log left(1 + \frac{P}{n} \sum_{i=1}^{n} \frac{1}{\|x_i - u\|^r} right), \tag{2}
\]

where \( \mathcal{X} \triangleq \{x_1, \ldots, x_n\} \) is the set of the distinct locations of base station antennas. The achievability of (1) or (2) require the typical assumptions of full CSI at the base station and perfect cooperation among the base station antennas.

We model the user location as a random variable with a certain probability density function \( f \) over the cell. We also assume that the cell shape \( S \) is bounded. Thus, \( S \subset [0, M]^d \), where \( M \geq 0 \) is finite, and the density \( f \) vanishes outside \( S \). Given a deployment \( \mathcal{X} \) of base station antennas, the average rate of a typical user can then be expressed as

\[
R(\mathcal{X}) \triangleq \int_{S} R(u, \mathcal{X}) f(u) du \tag{3}
\]

\[
= \int_{S} \log \left(1 + \frac{P}{n} \sum_{i=1}^{n} \frac{1}{\|u - x_i\|^r} \right) f(u) du \tag{4}
\]

Our goal is to find the optimal deployment of antennas that maximize the average rate (In order to avoid unnecessary technicalities, we assume that such an optimal deployment exists). In other words, we wish to determine

\[
R_n \triangleq \max_{\mathcal{X}} R(\mathcal{X}), \tag{5}
\]

and the structure of deployments that can achieve (5).

III. BOUNDS ON THE BEST PER-USER RATES

We first present the achievable performance gains through an optimal deployment of antennas. Clearly, the best per-user rate \( R_n \) is a monotonically non-decreasing function of \( n \). This leads to the lower bound \( R_n \geq R_1 \), which is achievable when all the base station antennas are colocated to a certain unique optimal location. A natural starting point may be to improve upon this best-possible rate \( R_1 \) with colocated antennas.

It has been previously established [6]–[9] that a circular array of antennas can improve upon the rate \( R_1 \). Unfortunately, the improvement is only an additive constant. We will show in the following that \( R_n \) grows at least proportionally to \( \log n \). Therefore, the per-user rate can, in fact, be arbitrarily large.

As also suggested several times in different contexts (see, e.g., [14]), the idea is to distribute the antenna groups “evenly” throughout the cell. For example, in two dimensions, we can position the \( n \) groups of base station antennas in a uniform square lattice so that, for any user at location \( u \), there exists a group of base station antennas that is at most \( O(n^{-\frac{1}{2}}) \)-far. According to (2), this guarantees a rate of \( O(\log (1+Pn^{-\frac{1}{2}})) \), regardless of the location of the user. It follows that for \( r > 2 \), the per-user rate is unbounded as \( n \to \infty \), growing at least as \( (\frac{r}{2} -1) \log n \). In contrast, for colocated and circular topologies, the nearest base station antenna is \( O(1) \)-apart for a positive fraction of user locations, which leads to a bounded rate.

Extension of the above idea of a uniform square lattice to any dimension leads to the following result.

**Proposition 1.** For any \( n \geq 1 \), we have

\[
R_n \geq \log \left(1 + \frac{Pn^{-\frac{1}{2}}}{M^r} \right). \tag{6}
\]

**Proof.** The proof is provided in [17] Appendix A. \( \square \)

According to Proposition 1, we can observe that \( R_n \) grows at least as \( (\frac{r}{2} -1) \log n + O(1) \). Therefore, the optimal per-user rate grows at least logarithmically with the number of admissible antenna locations, indicating an unbounded rate.
improvement over centralized or circular antenna arrangements. A fundamental question is then whether the $O(\log n)$ growth of the rate is the best possible. The affirmative answer is provided by the following result.

**Proposition 2.** Let $\eta \triangleq \mu(S) \sup_{u \in S} f(u)$. We have

$$R_n \leq \frac{\eta P}{d} \log n + \eta \log \left(1 + \frac{P}{\mu(S)n}\right) + 2\eta r, \forall n \geq 1.$$  

(7)

**Proof.** The proof is provided in [17] Appendix B. \hfill \Box

Together, Propositions 1 and 2 reveal that $R_n$ grows exactly logarithmically with the number of antenna locations $n$. This motivates us to capture the constant multiplicative factor of $\log n$ that appears in the expression of $R_n$ through the quantity

$$\rho \triangleq \lim_{n \to \infty} \frac{R_n}{\log n}.$$  

(8)

We have assumed that the limit exists for a simpler exposition.

From a mathematical point of view, the definition in (8) is very similar to the definition of the multiplexing gain of a regular MIMO system. The only difference is that (8) describes the factor of $\log n$ in the data rate formula, where as the multiplexing gain usually refers to the factor of $\log P$. The quantity $\rho$ can also be considered as a certain form of macrodiversity gain as it emerges due to the macroscopic (much larger than carrier wavelength) separation of antennas. Since, to the best of our knowledge, there is no unique established definition of a macrodiversity gain, and since the nature of $\rho$ is very similar to that of the multiplexing gain, we refer to $\rho$ as the macromultiplexing gain of the system.

The macromultiplexing gain provides a precise asymptotic characterization of the gains that are achievable through location optimization of antennas. The following theorem, which immediately follows from Propositions 1 and 2, describes the bounds on $\rho$ that we have obtained so far.

**Theorem 1.** For any user density $f$, we have

$$\left(\frac{r}{d} - 1\right)^+ \leq \rho \leq \frac{\eta P}{d},$$  

where $\eta = \mu(S) \sup_{u \in S} f(u)$, and $S \subset \mathbb{R}^d$ is the cell.

Note that $\eta \geq 1$ with equality if $f$ is uniform on $S$. Thus, for a uniform $f$, the upper and lower bounds on $\rho$ differ by only unity. In general, depending on how “non-uniform” $f$ is, the gap between the bounds may be larger than 1. It does not seem straightforward to close this gap even in the case of a uniform distribution, at least by completely formal means. On the other hand, our analysis in the next section suggest that, in fact, $\rho = \left(\frac{r}{d} - 1\right)^+$, regardless of the user density.

IV. ANALYSIS OF THE BEST PER-USER RATES USING HIGH-RESOLUTION QUANTIZATION THEORY

The bounds on $R_n$ in Propositions 1 and 2 do not provide much insight on the exact value of $R_n$ for a given finite $n$, as they are not tight in general. Also, despite the fact that the bounds provide the asymptotic formula $R_n = \rho \log n + O(1)$ via Theorem 1, they are not strong enough to reveal the exact value of $\rho$, or the nature of $O(1)$ term.

The goal of this section is to find an accurate formula for $\tilde{R}_n$. To achieve accuracy, we utilize certain approximations that hold for large values of the design parameters $n$ and $r$. Each step of approximation is described in the following together with the corresponding justifications and analysis.

A. Reduction to a Quantization Problem

The first step involves approximating the cost function in (4) via another function that allows a quantization-theoretical approach. For this purpose, we begin by noting the bound

$$\sum_{i=1}^{n} \frac{1}{\|u-x_i\|^r} \geq \frac{1}{\min_{i \in \{1, \ldots, n\}} \|u-x_i\|^r}.$$  

(10)

that holds for any $u$ and $X$. When searching for an optimal set of locations, our idea is to use the approximation

$$\sum_{i=1}^{n} \frac{1}{\|u-x_i\|^r} \sim \frac{1}{\min_{i \in \{1, \ldots, n\}} \|u-x_i\|^r}. $$  

(11)

Clearly, (11) is potentially inaccurate for an arbitrary $X$. For example, if all $x_i$ are equal, then the left hand side of (11) is $n$ times the right hand side. However, as also discussed in the beginning of Section III, we expect the optimal antenna locations to not be superimposed, but instead be evenly distributed throughout the cell $S$ through some lattice-like structure. For such scenarios, the following lemma shows that (11) is, in fact, an asymptotic equality as $r \to \infty$.

**Lemma 1.** Let $\Lambda = \{\beta Bx : x \in \mathbb{Z}^d\}$ be a lattice in $\mathbb{R}^d$, where $\beta > 0$, and $B \in \mathbb{R}^{d \times d}$ has unit determinant. For $r > d$, there is a constant $K \geq 1$ that is independent of $\beta$, and a set $A$ of measure zero such that for every $u \in \mathbb{R}^d \setminus A$, we have

$$\sum_{x \in \Lambda} \frac{1}{\|u-x\|^r} \leq \frac{K}{\min_{x \in \Lambda} \|u-x\|^r}. $$  

(12)

Moreover, for every $u \in \mathbb{R}^d \setminus A$, we have

$$\sum_{x \in \Lambda} \frac{1}{\|u-x\|^r} \sim \frac{1}{\min_{x \in \Lambda} \|u-x\|^r} \text{ as } r \to \infty. $$  

(13)

**Proof.** The proof is provided in [17] Appendix C. \hfill \Box

As a result of (13), for antenna locations $X$ of interest, we may approximate $R(X)$ in (4) via

$$R(X) \simeq \int_S \log \left(1 + \frac{P}{n \min_{1 \leq i \leq n} \|u-x_i\|^r}\right) f(u) \text{d}u.$$  

(14)

We expect (14) to be tight as $r \to \infty$. For a finite $r$, according to (12), we expect the approximation error to be at most a constant $n$-independent term. Numerical results in Section V suggest that the error is negligible even for small $r$.

Second, as also shown in the proof of Proposition 1 in [17] Appendix A), the term $n \min_{1 \leq i \leq n} \|u-x_i\|^r$ in (14) can grow at fast as $O(n^{d-1})$, which means that the “$1^+$” term inside the logarithm will be insignificant. As a result, we have

$$R(X) \simeq r \tilde{R}(X) + \log \frac{P}{n}. $$  

(15)
where
\[
\tilde{R}(\mathcal{X}) \triangleq \int_S \log \frac{1}{\min_{i \in \{1, \ldots, n\}} \|u - x_i\|} f(u) \, du. \tag{16}
\]
Maximizing \(\tilde{R}(\mathcal{X})\) over all \(\mathcal{X}\) as \(\tilde{R}_n \triangleq \max_\mathcal{X} \tilde{R}(\mathcal{X})\), we obtain
\[
R_n \simeq r \tilde{R}_n + \log \frac{P}{n}. \tag{17}
\]
We now make a slight digression into a different but very relevant problem. Given \(\mathcal{X} = \{x_1, \ldots, x_n\}\) as usual, let
\[
\tilde{R}(\mathcal{X}) \triangleq \int_S \min_{i \in \{1, \ldots, n\}} \|u - x_i\| f(u) \, du. \tag{18}
\]
Determing the performance and structure of the minimizers of \(\tilde{R}(\mathcal{X})\) is the fundamental problem of quantization theory and has been the subject of many publications [18]. Exact solutions are out of reach for a general arbitrary \(n\) and density \(f\), but tight asymptotic results are known for the so-called high-resolution regime \(n \to \infty\), see, e.g. [19].

The problem of maximizing \(\tilde{R}(\mathcal{X})\) in (16) is very similar to the problem of minimizing \(\tilde{R}(\mathcal{X})\) in (18). The only difference is that in (16), one considers a monotonic function (logarithm) of the minimum of norms instead of a mere minimum of \(r\)th powers of norms in (18). It is thus natural to expect that the methods and ideas for minimizing (18) can successfully be applied for maximizing (16). In the following, we first consider a uniform user density over a cube.\(S = [0, M]^d, M > 0\). We shall then proceed to a general non-uniform density \(f\).

### B. Solution to the Quantization Problem: Uniform Case

We begin with some definitions that will be useful for our discussion in this section. Given \(\mathcal{X} = \{x_1, \ldots, x_n\}\), let
\[
V_i(\mathcal{X}) \triangleq \left\{ u \in S : \|u - x_i\| \leq \|u - x_j\|, \forall j \in \{1, \ldots, n\}, i \in \{1, \ldots, n\} \right\}, \tag{19}
\]
denote the Voronoi cells that are generated by \(\mathcal{X}\). We have
\[
\tilde{R}(\mathcal{X}) = \sum_{i=1}^n \int_{V_i(\mathcal{X})} \log \frac{1}{\|u - x_i\|} f(u) \, du. \tag{20}
\]
Also, given \(A \subset \mathbb{R}^d\) with centroid \(c(A) \triangleq \frac{1}{\mu(A)} \int_A u \, du\), let
\[
\zeta(A) = \frac{1}{\mu(A)} \int_{A - c(A)} \log \frac{1}{\|u\|} \, du + \frac{1}{d} \log \mu(A) \tag{21}
\]
denote the normalized logarithmic moment of \(A\). The moment \(\zeta(A)\) is normalized in the sense that \(\zeta(\alpha A) = \zeta(A)\), \(\forall \alpha > 0\). In particular, we let \(\zeta_{b,d} \triangleq \zeta([0,1]^d)\) and \(\zeta_{s,d} \triangleq \zeta([x \in \|x\| \leq 1])\) and denote the normalized logarithmic moment of the \(d\)-dimensional ball and the \(d\)-dimensional cube, respectively.

By using, for example, generalized spherical coordinates, it can be shown that for any \(d \geq 1\), we have \(\zeta_{b,d} = \frac{1}{d} \log \frac{\pi^{d/2}}{1 + \frac{1}{2}}\). It does not appear as straightforward to obtain a general formula for \(\zeta_{s,d}\). Still, we can calculate the special cases \(\zeta_{s,1} = \log(2e)\) and \(\zeta_2 = \frac{1}{2} (6 + 2 \log 2 - \pi)\).

One important consequence of the moment definition in (21) is provided by the following proposition.

**Proposition 3.** Suppose that the Voronoi cells \(V_i(\mathcal{X})\) generated by \(\mathcal{X}\) are all congruent to a certain polytope \(T\), and each Voronoi cell has the same \(d\)-dimensional volume. Then,
\[
\tilde{R}(\mathcal{X}) = \frac{1}{d} \log \frac{n}{M^d} + \zeta(T). \tag{22}
\]

**Proof.** The result follows immediately from (20) and (21). \(\square\)

Proposition 3 will be very useful for interpreting the conclusions of the following result.

**Proposition 4.** Let \(f(u) = \frac{1}{M^d} 1(u \in [0, M^d])\). For the case of one dimension \(d = 1\), for every \(n \geq 1\), we have
\[
\tilde{R}_n = \log \frac{n}{M} + \zeta_1^*, \tag{23}
\]
where \(\zeta_1^* = \zeta_{b,1} = \zeta_{s,1} = \log(2e) = 1.693147 \cdots\) is the normalized logarithmic moment of the interval.

For \(d \geq 2\), as \(n \to \infty\), we have
\[
\tilde{R}_n = \frac{1}{d} \log \frac{n}{M^d} + \zeta_d^* + o(1), \tag{24}
\]
for some constant \(\zeta_d^*\) that satisfies
\[
\zeta_{s,d} \leq \zeta_d^* \leq \zeta_{b,d} \tag{25}
\]
and depends only on the dimension. In particular,
\[
\zeta_2^* = \frac{3}{2} - \frac{\pi}{2\sqrt{3}} = 1.070485 \cdots, \tag{26}
\]
is the normalized logarithmic moment of the regular hexagon.

**Proof.** The proof is provided in [17 Appendix D]. \(\square\)

Let us first consider the case of one dimension \(d = 1\). According to Proposition 3 the performance in (23) is achieved by the uniform quantizer codebook
\[
\left\{ \frac{M}{2n}, \frac{3M}{2n}, \cdots, \frac{(2n - 1)M}{2n} \right\}, \tag{27}
\]
whose Voronoi cells intervals of length \(M/n\). Since, according to (15), maximizers of \(\tilde{R}(\cdot)\) approximately coincide with the maximizers of \(R(\cdot)\), the codebook (27) also corresponds to the approximately optimal set of antenna locations for the case of one dimension and uniform distribution of users. Substituting (23) to (17), we obtain
\[
R_n \simeq (r - 1) \log n + \log \frac{P}{M^d} + r \zeta_1^*. \tag{28}
\]
For \(d = 1\) and a uniform distribution of users, we thus conclude that the approximately-optimal antenna configuration is (27), and the corresponding best per-user rate is (28).

For more than one dimension, the asymptotic behavior of \(R_n\) is provided by (24). In particular, for two dimensions, the constant \(\zeta_d^*\) in (24) can be determined to be the normalized logarithmic moment of the regular hexagon, as shown in (26). Correspondingly, a hexagonal arrangement of antenna groups is asymptotically optimal for maximizing \(\tilde{R}(\cdot)\). By (15), we can then argue that a hexagonal arrangement is approximately optimal for maximizing the per-user rate.
For three or more dimensions, there is uncertainty regarding the value of $\zeta_2^*$, and only the upper and lower bounds in (25) are known. The optimal arrangement of antenna groups also remains to be determined. Still, for $d \geq 3$, the constant $\zeta_2^*$ can be estimated by matching the performance of a numerically-designed maximizer of $\tilde{R}(\cdot)$ to (24) at some large $n$.

C. Solution to the Quantization Problem: Non-Uniform Case

We now work out the case of a general density $f$ using the idea of point density functions of high-resolution quantization theory [18, Section IV]. Specifically, given any set of antenna locations $X$, consider the existence of a point density function $\lambda : \mathbb{R}^d \rightarrow \mathbb{R}_{\geq 0}$ such that the cube $[x, x + dx]$ contains $n\lambda(x)dx$ antenna locations and $\int_S \lambda(x)dx = 1$. Since $f$ is approximately uniform on $[x, x + dx]$, the average per-user rate conditioned on the users being in $[x, x + dx]$ is then

$$\frac{1}{d} \log(n\lambda(x)) + \zeta_2^* + o(1),$$

according to (24). Averaging out the user density, we obtain

$$\tilde{R}(X) = \frac{1}{d} \log n + \zeta_2^* + \frac{1}{d} \int_S f(x) \log \lambda(x)dx + o(1).$$

Maximizing $\tilde{R}(X)$ over all $X$ is equivalent to maximizing $\tilde{R}(X)$ over all point density functions $\lambda(x)$ subject to the normalization $\int_S \lambda(x)dx = 1$. Let

$$H(f) \triangleq \int_S f(x) \log \frac{1}{f(x)}dx$$

denote the differential entropy of the user density. According to Gibbs’ inequality, we have

$$\tilde{R}(X) \leq \frac{1}{d} \log n + \zeta_2^* - \frac{1}{d} H(f) + o(1).$$

Equality is achieved when $\lambda(x) = f(x)$, $\forall x \in S$, i.e., when the antenna density matches the user density.

D. A Closed-Form Formula for the Best Per-User Rate

We can now combine (32) with (15) to obtain the following main result of this section.

**Theorem 2.** Let $r > d$. For large $n$ and $r$, the best per-user rate can be approximated by

$$R_n \simeq \left(\frac{r}{d} - 1\right) \log n + \log P + r\zeta_2^* - \frac{r}{d} H(f).$$

Such a performance is achievable when the density of antenna groups is the same as the user density.

Even though the approximations to obtain (33) are shown to be valid for large $n$ and $r$, numerical results in the next section show that (33) is very accurate even for small $n$ and/or $r$. In particular, we can observe that the best per-user rate decreases linearly with the differential entropy of the user density. Since a uniform density maximizes the differential entropy, the worst per-user rate is achieved for a uniform distribution of users. Also, according to (35), the maximum achievable macromultiplexing gain of the massive MIMO system is $(\frac{r}{d} - 1)^+$, as also claimed in Section III. A formal derivation of (33) or its refinements are left as future work.

V. NUMERICAL RESULTS

In this section, we present numerical simulations that verify our analytical results. We have numerically optimized the per-user rate $R(X)$ in (4) using gradient ascent, and compared the resulting per-user rate with the closed-form formula (33).

We present simulation results for the one-dimensional cell $S = [0, 1]$ in Fig. 1. The horizontal axis represents the number of distinct antenna locations $n$. The vertical axis represents the best-possible per-user rate $R_n$. We have considered the three cases $r \in \{2, 4, 8\}$ for the path loss exponent. Also, we have considered a uniform distribution $f_1(u) \equiv 1(u \in [0, 1])$, as well as a Beta distribution $f_2(u) \equiv 30u(1-u)^4f_1(u)$ of users with $H(f_2) = 0.4853 \ldots$. The label “analysis” refers to our general formula (33) for the best per-user rate, while the label “simulation” refers to the per-user rate we have obtained through the gradient ascent procedure.

Our analysis has suggested that (33) will be accurate for large $n$ and $r$. The results of Fig. 1 suggest that our formula (33) agrees well with the simulations even for small $n$ and $r$. For example, for $r = 2$, the difference between analysis and simulation is at most 0.6 nats/sec/Hz. For $r \in \{4, 8\}$ and a uniform distribution, the analysis is almost an exact match to the simulation with barely noticeable differences. For the Beta distribution of users, the analysis converges to an exact match only as $n$ increases. In general, for non-uniform distributions, a large-enough $n$ is necessary for the accuracy of (33).
is as low as \( \frac{n}{r} \), and correctly predict the maximum achievable per-user rate for any distribution of users throughout the cell.

Also, using tools from high-resolution quantization theory, we have found an accurate formula for the achievable per-user rate for any distribution of users throughout the cell.

**VI. Conclusions**

We have studied a massive MIMO uplink where the base station antennas are evenly distributed to \( n \) different locations of the cell. We have shown that a per-user rate of \( O(\log n) \) is achievable through optimization of antenna locations. We have characterized the corresponding “macromultiplexing gains” in terms of the ambient dimension of the cell and the path loss exponent. Also, using tools from high-resolution quantization theory, we have found an accurate formula for the achievable per-user rate for any distribution of users throughout the cell.
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Fig. 2: Best per-user rates for a two-dimensional cell.