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ABSTRACT
The last few years have seen an explosion of research on the topic of automated question answering (QA), spanning the communities of information retrieval, natural language processing, and artificial intelligence. This tutorial would cover the highlights of this really active period of growth for QA to give the audience a grasp over the families of algorithms that are currently being used. We partition research contributions by the underlying source from where answers are retrieved: curated knowledge graphs, unstructured text, or hybrid corpora. We choose this dimension of partitioning as it is the most discriminative when it comes to algorithm design. Other key dimensions are covered within each sub-topic: like the complexity of questions addressed, and degrees of explainability and interactivity introduced in the systems. We would conclude the tutorial with the most promising emerging trends in the expanse of QA, that would help new entrants into this field make the best decisions to take the community forward. This tutorial was recently presented at SIGIR 2020.
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Perspectives. In IR, QA was traditionally treated as a special use case in search [30], to provide crisp and direct answers to certain classes of queries, as an alternative to ranked lists of documents that users would have to sift through. Such queries, with objective answers, are often referred to as factoid questions [7, 9] (a term whose definition has evolved over the years). Factoid QA became very popular with the emergence of large curated knowledge graphs (KGs) like YAGO, DBpedia, Freebase and Wikidata, powerful resources that enable such crisp question answering at scale. Question answering over knowledge graphs or equivalently, knowledge bases (KG-QA or KB-QA) became a field of its own, that is producing an increasing number of research contributions year over year [2, 3, 5, 11, 22, 26, 29, 32]. Effort has also been directed at answering questions over Web tables [17, 21], that can be considered canonicalizations of the challenges in QA over structured KGs.

In contrast, QA in NLP started with the AI goal of whether machines can comprehend simple passages [4, 6, 23, 34] so as to be able to answer questions posed from the contents of these passages. Over time, this machine reading comprehension (MRC) task became coupled with the retrieval pipeline, resulting in the so-called paradigm of open-domain QA [4, 10, 31] (a term that is overloaded with other senses as well [1, 12]). Nevertheless, this introduction of the retrieval pipeline led to a revival of text-QA, that had increasingly focused on non-factoid QA [8, 33] after the rise of structured KGs. This has also helped bridge the gap between text and KG-QA, with the latter family gradually incorporating supplementary textual sources to boost recall [24, 25, 27, 28]. Considering such heterogeneous sources may often be the right choice owing to the fact that KGs, while capturing an impressive amount of objective world knowledge, are inherently incomplete.

Background. Over several decades, the field of question answering (QA) grew steadily from early prototypes like BASEBALL [14], through IBM Watson [13] and all the way to present-day integration in virtually all personal assistants like Siri, Cortana, Alexa, and the Google Assistant. In the last few years though, research on QA has well and truly exploded: this has often resulted in top conferences regularly creating submission tracks and presentation sessions dedicated to this topic. This tutorial will try to highlight key contributions to automated QA systems in the last three to four years coming from the perspectives of information retrieval (IR) and natural language processing (NLP) [4–6, 10, 15, 19, 22, 23, 28, 29, 32].
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1 OVERVIEW

Objectives. The goal of this tutorial is to give the audience a feel of commonalities in methods, challenges and opportunities in QA across different paradigms: this can have a significant effect on overcoming the severely fragmented view of the QA community.

Perspectives. In IR, QA was traditionally treated as a special use case in search [30], to provide crisp and direct answers to certain classes of queries, as an alternative to ranked lists of documents that users would have to sift through. Such queries, with objective answers, are often referred to as factoid questions [7, 9] (a term whose definition has evolved over the years). Factoid QA became very popular with the emergence of large curated knowledge graphs (KGs) like YAGO, DBpedia, Freebase and Wikidata, powerful resources that enable such crisp question answering at scale. Question answering over knowledge graphs or equivalently, knowledge bases (KG-QA or KB-QA) became a field of its own, that is producing an increasing number of research contributions year over year [2, 3, 5, 11, 22, 26, 29, 32]. Effort has also been directed at answering questions over Web tables [17, 21], that can be considered canonicalizations of the challenges in QA over structured KGs.

In contrast, QA in NLP started with the AI goal of whether machines can comprehend simple passages [4, 6, 23, 34] so as to be able to answer questions posed from the contents of these passages. Over time, this machine reading comprehension (MRC) task became coupled with the retrieval pipeline, resulting in the so-called paradigm of open-domain QA [4, 10, 31] (a term that is overloaded with other senses as well [1, 12]). Nevertheless, this introduction of the retrieval pipeline led to a revival of text-QA, that had increasingly focused on non-factoid QA [8, 33] after the rise of structured KGs. This has also helped bridge the gap between text and KG-QA, with the latter family gradually incorporating supplementary textual sources to boost recall [24, 25, 27, 28]. Considering such heterogeneous sources may often be the right choice owing to the fact that KGs, while capturing an impressive amount of objective world knowledge, are inherently incomplete.

In this tutorial, we refer to knowledge graphs and Web tables as the curated Web, and all unstructured text available online as the open Web.

Format and support. A detailed structure for our proposed half-day tutorial is available at https://www.avishekanand.com/talk/sigir20-tute/. It will last three hours plus breaks, and is aimed to meet a high-quality presentation within the chosen time period.
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