Error mitigation by training with fermionic linear optics
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Noisy intermediate-scale quantum (NISQ) computers could solve quantum-mechanical simulation problems that are beyond the capabilities of classical computers. However, NISQ devices experience significant errors which, if not corrected, can render physical quantities measured in these simulations inaccurate or meaningless. Here we describe a method of reducing these errors which is tailored to quantum algorithms for simulating fermionic systems. The method is based on executing quantum circuits in the model of fermionic linear optics, which are known to be efficiently simulable classically, to infer the relationship between exact and noisy measurement outcomes, and hence undo the effect of noise. We validated our method by applying it to the VQE algorithm for estimating ground state energies of instances of the Fermi-Hubbard model. In classical numerical simulations of 12-qubit examples with physically realistic levels of depolarising noise, errors were reduced by a factor of around 34 compared with the uncorrected case. Smaller experiments on quantum hardware demonstrate an average reduction in errors by a factor of 10 or more.

One of the most important application areas of near-term quantum computers is predicted to be simulating quantum-mechanical systems. Quantum computers could approximate values of physical quantities which are hard to obtain classically. One prominent method for achieving this goal is the variational quantum eigensolver (VQE) algorithm [1, 2], which aims to produce the ground state of a quantum system, allowing measurements to be made to determine properties of this state. However, near-term (Noisy Intermediate-Scale Quantum, NISQ [3]) quantum computers are affected by noise and errors, which can lead to highly inaccurate results being produced. Standard quantum fault-tolerance techniques introduce significant overheads, rendering them unsuitable for the NISQ regime. This has led to significant interest in error mitigation techniques for overcoming noise on NISQ quantum computers (see [4] for a recent review).

Here we will focus on a family of error mitigation techniques which are applicable when one aims to compute a value $E(\theta)$, where $\theta$ is a sequence of parameters specifying a particular quantum circuit. For example, in the VQE algorithm, $E(\theta)$ is the energy of a state produced by a quantum circuit, with respect to a particular Hamiltonian $H$, and we optimise over $\theta$ to find the ground state of $H$; however, this framework is much more general than VQE. We usually refer to $E$ as an observable, though strictly speaking this need not be the case, and $E(\theta)$ could be an arbitrary function of $\theta$. After executing the quantum circuit corresponding to $\theta$ on a quantum computer some number of times, we actually obtain a noisy value $\tilde{E}(\theta)$, for example by averaging many measurement results. Our goal is to correct this noise.

One way to perform this correction is by obtaining “training data”, in the form of triples $(\gamma, E(\gamma), \tilde{E}(\gamma))$ for some particular choices of parameters $\gamma \in T$ (training set), and using this information to infer a general map from $(\theta, \tilde{E}(\theta))$ to $E(\theta)$ [5]. We refer to this general technique as error mitigation by training (EMT). Many methods for producing such a map are available from the fields of machine learning and statistics. However, a particularly simple way of performing the inference step is linear regression: we assume that

$$E(\theta) \approx a \tilde{E}(\theta) + b$$

for some coefficients $a$, $b$, and determine $a$ and $b$ by minimising the $\ell_2$ error over the training set $T$,

$$\sum_{\gamma \in T} (a \tilde{E}(\gamma) + b - E(\gamma))^2.$$

This simple error model can be theoretically justified in the context of quantum computing by observing that the noise occurring in a quantum computer sometimes manifests itself as a simple affine transformation. In many cases (such as determining ground state energies), we can write $E(\theta) = \text{tr} \rho_\theta$, where $\rho_\theta$ denotes the quantum state produced corresponding to parameters $\theta$ (if the quantum computer were perfect). Some physically reasonable noise maps $N$ are of the form $\rho_\theta \mapsto p \rho_\theta + (1-p) \sigma$ for some fixed state $\sigma$. In this case,

$$\tilde{E}(\theta) = \text{tr} N(\rho_\theta) = p \text{tr} \rho_\theta + (1-p) \text{tr} E \sigma,$$

which is of the desired form.

A major difficulty with this overall strategy is the complexity of obtaining $E(\gamma)$. In general, this quantity will be hard to compute classically (or there would be no need to use a quantum computer); in computational complexity language, computing it exactly can even be #P-hard (see e.g. [6]). However, for some quantum circuits $E(\gamma)$ can be obtained efficiently. For example, this holds where $E(\gamma)$ is produced by executing a quantum circuit containing only Clifford gates (gates which map Pauli operators to Pauli operators by conjugation), and measuring in the computational basis. More generally, circuits containing $N$ non-Clifford gates can be handled, at the expense of a simulation runtime that grows exponentially with $N$ [7, 8].
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Czarnik et al. [5] introduced and implemented this overall error mitigation strategy, by choosing $\gamma$ to correspond to quantum circuits with at most a small number of non-Clifford gates. Czarnik et al. showed that this approach can allow significant reductions in errors, by one or two orders of magnitude. See also [9] for an alternative way of using Clifford circuit training to mitigate errors, via the framework of probabilistic error cancellation.

EMT has several appealing features which distinguish it from other approaches to use ideas from machine learning in error mitigation, such as learning noise models for quantum hardware [10, 11] and learning optimised circuits for handling noise [12]. (See Section II for a more detailed discussion of previously known error-mitigation techniques.) An accurate noise model can be as complex as a quantum circuit itself, so can be very hard to analyse or even write down classically. EMT avoids this issue by not computing a fully accurate noise model, instead just learning enough information to correct errors in a particular algorithm. In addition, EMT leaves the final circuit executed unchanged.

However, to perform high-quality error mitigation using EMT, the quantum circuits in the training set $T$ should be as similar as possible to the true quantum circuit $C(\theta)$, so that noise behaves in a similar way. A difficulty with an approach based on training using Clifford circuits is that $C(\theta)$ may contain many non-Clifford gates, or otherwise may be far from a Clifford circuit. In some architectures, such as Google’s Sycamore architecture [13], all the 2-qubit gates are non-Clifford gates. So it can be unclear in some cases whether there exists a good family of Clifford circuits that are representative of $C(\theta)$ in terms of noise.

I. ERROR MITIGATION FOR FERMIONIC SIMULATION

Here we focus on mitigating errors in quantum circuits for simulating fermionic systems. Such quantum circuits are often of a special form, and are largely or completely made up of unitary operations of the form $e^{iH}$, where $H$ is a representation of a fermionic Hamiltonian. For example, this holds for circuits for simulating time-dynamics of a fermionic Hamiltonian based on Trotterisation [14], and for some families of circuits used in variational algorithms for preparing the ground state of fermionic Hamiltonians, such as the unitary coupled cluster [15] and Hamiltonian variational [16] ansätze.

Remarkably, it is known that a quantum circuit where all gates are of the form above, in the special case where $H$ is a quadratic Hamiltonian in fermionic creation and annihilation operators:

$$H = \sum_{j,k} h_{jk} a_j^\dagger a_k + \mu_{jk} a_j^\dagger a_k^\dagger - \mu_j^* a_j a_k,$$

(1)
can be simulated efficiently classically [17, 18], in a sense that we make precise below. The family of quantum circuits of this form is often called fermionic linear optics (FLO) [19, 20]. We allow FLO circuits to finish either with a measurement of the expectation of a fermionic operator on $O(1)$ modes containing an equal number of creation and annihilation operators (e.g. the number operator), or with a measurement in the occupation number basis. For a more detailed summary of the FLO computational model, see [21].

Note that this efficient simulation does not depend on the form in which $H$ is encoded as a qubit Hamiltonian, and throughout this work we will remain agnostic to this. For example, the well-known Jordan-Wigner transformation, or a more recent encoding such as the Bravyi-Kitaev encoding [22] or another method [23–25] could be used. If we use the Jordan-Wigner transformation and consider an arbitrary quadratic Hamiltonian $H$ which interacts consecutive fermionic modes $j, j + 1$, the corresponding unitary operations $e^{iH}$ are known as matchgates [17, 26]. Quantum circuits consisting only of matchgates on consecutive pairs of qubits are thus classically simulable. Matchgate quantum circuits have been proposed as a method to benchmark quantum computers [27], analogously to the use of Clifford circuits in randomized benchmarking.

Given this efficient classical simulation algorithm, we can therefore choose our training set $T$ to include parameters $\theta$ corresponding to FLO quantum circuits, and can calculate the corresponding exact values $E(\theta)$ classically. We call this overall approach training by fermionic linear optics (TFLO).

The TFLO method can be summarised as follows:

1. Given a quantum circuit $C(\zeta)$ described by parameters $\zeta$, produce a training set $T$ of FLO circuits that are as representative of $C(\zeta)$ as possible (e.g. by preserving some or all FLO gates in $C(\zeta)$).

2. Execute all circuits in $T$ both in classical simulation and on quantum hardware, to obtain training data $(\gamma, E(\gamma), \tilde{E}(\gamma))$ for $\gamma \in T$.

3. Use a machine learning or statistical method (for example, linear regression on pairs $(E(\gamma), \tilde{E}(\gamma))$) to infer a noise-inversion map from $(\theta, E(\theta))$ to $E(\theta)$ for arbitrary $\theta$.

4. Execute the quantum circuit $C(\zeta)$ on quantum hardware and apply the noise-inversion map to the pair $(\zeta, E(\zeta))$ to obtain an approximation of $E(\zeta)$.

It was previously known that errors in measurement results can be mitigated by training with quantum circuits that can be simulated efficiently classically in the EMT framework [5]; it was also previously known that FLO can be simulated efficiently classically [18]. The key novel contribution in this work is to combine these ideas to obtain the TFLO method for mitigating errors in quantum simulation algorithms.

In the remainder of this paper, we give more details about how the TFLO approach can be implemented, its relationship with previous work, and validation of the method using classical simulation and quantum hardware.
A. Example: the Fermi-Hubbard model

So far, the discussion has been at a very general level. We take as a specific example the method proposed by Wecker, Hastings and Troyer [16], and refined and optimised by several subsequent works [28–30], to solve the famous Fermi-Hubbard model. This model is defined by the Hamiltonian

$$H = -t \sum_{\langle i,j \rangle, \sigma} (a_i^\dagger \sigma a_j \sigma + a_j^\dagger \sigma a_i \sigma) + U \sum_k n_{k\uparrow} n_{k\downarrow},$$

(2)

where the notation $\langle i,j \rangle$ denotes sites that are adjacent on an $n_x \times n_y$ lattice, and $\sigma \in \{\uparrow, \downarrow\}$.

The VQE algorithm aims to find the ground state of this Hamiltonian by optimising over quantum circuits of a particular form ("ansatz"). One prominent quantum circuit family used is called the Hamiltonian variational (HV) ansatz [16]. A quantum circuit in the HV ansatz begins by preparing the ground state of the noninteracting Hubbard model (the case $U = 0$); we will see below that (as is well-known) this can be achieved using a FLO circuit.

The rest of the circuit consists of layers of gates corresponding to time-evolution by each of the terms in the Hamiltonian (2) in some fixed order. Each gate in the circuit is then of the form $e^{i \theta_k (a_i^\dagger a_k + a_k^\dagger a_i)}$ (for the hopping terms) or $e^{i \theta_n a_n}$ (for the onsite terms). To produce a FLO circuit for training purposes, only the gates corresponding to onsite terms need to be removed from the circuit, corresponding to setting the $\theta_\sigma$ parameters to zero. For an $n \times n$ lattice, there are $4n(n - 1)$ hopping terms and $n^2$ onsite terms, so only around $1/5$ of the parameters need to be set to zero.

The last step in the VQE algorithm is to measure the energy of the state prepared with respect to $H$, by measuring each of the terms in (2).

A concrete implementation of the HV ansatz for a simple $(2 \times 1)$ instance of the Fermi-Hubbard model, using the Jordan-Wigner transform, is shown in Figure 1 [31]. This circuit was used to implement the VQE algorithm for this instance of the Fermi-Hubbard model on Rigetti quantum computing hardware. We can obtain a FLO circuit from this circuit by setting $\phi = 0$. Note that, on some quantum hardware platforms such as the Rigetti platform, the controlled-phase gates depending on $\phi$ and $\theta$ would actually be implemented using two CNOT gates and a single-qubit rotation gate depending on $\phi$ or $\theta$. So the corresponding FLO circuit leaves all the two-qubit gates unchanged.

II. SUMMARY OF PRIOR WORK

Error mitigation. Many different techniques for error-mitigation in NISQ quantum computers are known [4]. Here we summarise the most relevant ones, and how they differ from the present work:

- Richardson / zero-noise extrapolation [32–34]. This technique is based on introducing varying levels of artificial noise into a quantum computation in order to infer the value of an observable if there were no noise. The inference step can be done by fitting a polynomial, exponential or multi-exponential function to the data.
- Related work [35] uses several different noise parameters and least-squares fitting to recover noise-free quantum observables. The use of polynomial fitting and extrapolation in these methods is reminiscent of TFLO, but otherwise the techniques are quite different. TFLO does not need to introduce artificial noise, instead fitting based on varying choices of circuits executed using the usual noise experienced by the quantum computer. Also, TFLO uses exact observable values based on efficient classical simulation, rather than relying on approximations produced by the quantum computer.

- The probabilistic error cancellation / quasiprobability method [33, 36]. Given knowledge of the noise process in a quantum computer, this method attempts to invert the noise by expanding the inverse process (which usually will not be a valid quantum channel) as a linear combination of quantum channels. Unlike TFLO, this method requires knowledge of the noise process, and may introduce significant overheads if many different quantum circuits need to be executed to approximate the desired noise-free circuit.

- Measurement error mitigation [36–39]. A related procedure mitigates errors in measuring the qubits at the end of the circuit by inverting the error map, which can be determined by detector tomography. TFLO is applicable to much more general noise models and does not require knowledge of this error process.

- Symmetry verification [40–42]. Many quantum algorithms, and in particular some versions of the VQE method for simulating quantum systems, conserve symmetries of the system being simulated, a simple example being particle number. This allows errors to be detected by checking, either at the end of each run or during it, that this symmetry has indeed been conserved. If it has not, then the run can be discarded. This method cannot correct errors that do not preserve the symmetry being tested, whereas TFLO in principle allows the correction of arbitrary error processes.

- Clifford data regression [5]. As discussed in the introduction, Czarnik et al. introduced the framework which we here call error mitigation by training (EMT), where a set of pairs of exact and noisy values of observables is used to infer a map from noisy to exact values. Czarnik et al. proposed the use of quantum circuits consisting mostly of Clifford gates, which can be simulated efficiently classically, to compute the required exact values. TFLO instead uses fermionic linear optics (FLO) quantum circuits to compute these values. FLO is a distinct class of quantum circuits, and is closely related to quantum algorithms for simulating fermionic systems, making TFLO an appropriate choice to mitigate errors.

- Related work [35] uses several different noise parameters and least-squares fitting to recover noise-free quantum observables. The use of polynomial fitting and extrapolation in these methods is reminiscent of TFLO, but otherwise the techniques are quite different. TFLO does not need to introduce artificial noise, instead fitting based on varying choices of circuits executed using the usual noise experienced by the quantum computer. Also, TFLO uses exact observable values based on efficient classical simulation, rather than relying on approximations produced by the quantum computer.
affecting these algorithms. Some quantum simulation circuits, as implemented in certain quantum hardware platforms, contain no Clifford gates, but can be converted into FLO circuits by removing or modifying only a few gates.

- Learning error-mitigation protocols [9, 10]. Machine learning techniques can be used to find error-mitigation protocols by executing a training set of circuits for which exact answers are known (Clifford circuits [9], or circuits of the form $UU^\dagger$ [10]). The error-mitigation protocols produced involve changing the final circuit executed to produce a less noisy output, whereas TFLO leaves the circuit unchanged, and just adds a classical postprocessing step. FLO circuits could be used as training data in a similar way to learn such an error-mitigation protocol, but we do not explore this further here.

Many of the above methods can be combined [34, 43]; see [4] for a discussion. Unlike all these methods apart from Clifford data regression, TFLO can be carried out post-hoc (after an experiment is complete), and does not need the circuit being executed to be altered.

Fermionic linear optics. TFLO is based on the use of techniques for efficient classical simulation of FLO circuits that were developed by Terhal and DiVincenzo [18], building on prior work by Valiant [17] which can be viewed as giving an efficient classical simulation of a special case of FLO circuits, when represented by the Jordan-Wigner transform, from a computer science perspective. Bravyi gave a classical algorithm which represents the state in an FLO circuit at any point in its evolution, including in the case where intermediate measurements are allowed [44], and Bravyi and König gave an efficient algorithm to classically simulate a dissipative variant of FLO [21]. Any of these algorithms can be used as the classical simulation subroutine within TFLO.

Matchgates. When FLO circuits are represented by the Jordan-Wigner transform, allowed operations on pairs of consecutive qubits are known as matchgates [17, 26], and correspond to pairs of $SU(2)$ unitaries acting on each of the even and odd parity subspaces. Therefore, in the TFLO method we can use as training data any family of quantum circuits which consist of matchgates acting on consecutive qubits. This could extend the applicability of TFLO beyond quantum algorithms for simulating fermionic systems, to mitigating errors in more general quantum algorithms that include many matchgates. Some mild generalisations of matchgate circuits are known to also be classically simulable [26, 45, 46], and these families of circuits could also also be used within the EMT framework.

Matchgates have been proposed as a suitable tool for benchmarking quantum computers [27]. Distinct from TFLO, the method of [27] is designed to estimate the quality of a quantum computer, rather than to correct errors.

### III. EFFICIENT CLASSICAL SIMULATION

Next we describe the known efficient classical simulation method for FLO circuits [18], to illustrate how this can be used to implement TFLO. We consider algorithms that work in the fermionic picture throughout, but stress that everything here is applicable to quantum circuits defined in terms of matchgates acting on pairs of consecutive qubits. The efficient classical simulation approach we use is applicable to quantum algorithms of the following form:

1. Start with $a_1^\dagger \ldots a_n^\dagger |\Omega\rangle$, where $|\Omega\rangle$ denotes the vacuum, and $n$ is the occupation number.
2. Apply a sequence of operations of the form $U = e^{-iHt}$, for some quadratic fermionic Hamiltonian $H = \sum_{j,k} h_{jk} a_j^\dagger a_k + \mu_{jk} a_j^\dagger a_k^\dagger a_j^\dagger a_k - \mu_{jk} a_j a_k$.
3. Perform one of the following types of measurements:
   
   a. Compute the inner product with another state of the above form;
   b. Measure the expectation of a $k$-body fermionic operator containing an equal number of creation and annihilation operators, where $k = O(1)$;

![FIG. 1. Illustration of the Hamiltonian variational ansatz circuit used in [31] for one layer of the $2 \times 1$ Hubbard model under the Jordan-Wigner transform, with initial state preparation, ansatz, and measurement highlighted (where the last step only happens for hopping term measurements). The circuit starts in the state $|0\rangle^\otimes 4$, finishes with a measurement in the computational basis, and has two variational parameters: $\phi$ for the onsite term and $\theta$ for the hopping term. The controlled-$RX$ and controlled-$RZ$ gates can be decomposed further into hardware-native transformations.](image-url)
The key result that we use to simulate FLO circuits was shown by Terhal and DiVincenzo [18]:

**Theorem 1** (Terhal and DiVincenzo [18]; also see Valiant [17]). Let \( U \) be a product of operations of the form \( U_k = e^{-iH_k} \) for quadratic fermionic Hamiltonians \( H_k \). Then the following quantities can be calculated efficiently classically:

1. \( \langle \Omega | a_S U a_S^+ | \Omega \rangle \) for arbitrary \( S, T \subseteq [n] \);
2. \( \langle \Omega | a_S U^+ n_T U a_S^+ | \Omega \rangle \) for arbitrary \( S, T \subseteq [n] \).

In this theorem \( a_S \) denotes \( \prod_{j \in S} a_j \) (where the product is taken in descending order) and similarly for \( a_S^+ \) (where the product is taken in ascending order). Intermediate measurements in the occupation number basis can also be included while retaining classical simulability [18, 20], but we will not need this here.

The two parts of Theorem 1 correspond to the first two kinds of measurement (a), (b) described above. The third kind of measurement (in the occupation number basis) can be implemented using standard techniques, given the ability to simulate both of the other kinds of measurements.

To see how Theorem 1 works, we will prove the first part in the special case where \( H \) is number-preserving \( (\mu_{jk} = 0) \), and will also show how the second part allows the expectations of arbitrary \( k \)-body fermionic operators to be calculated. The fundamental insight that allows efficient classical simulation is that the state following the action of \( U \) continues to be a product of linear combinations of creation operators [18].

Write \( h = VDV^{-1} \) for a unitary matrix \( V \) and diagonal matrix \( D \), and set \( \lambda_k = D_{kk} \). Then define \( b_j^+ = \sum_k V_{kj} a_k^+ \) (and hence \( a_k = \sum_j V_{kj} b_j^+ \)). We have

\[
H = \sum_{j,k} h_{jk} a_j^+ a_k^+ = \sum_{j,k} h_{jk} (\sum_p V_{jp}^* b_p^+) (\sum_q V_{kq} b_q) = \sum_{p,q} V_{p,j,k}^* h_{jk} V_{kq} b_p^+ b_q = \sum_p \lambda_p b_p^+ b_p.
\]

We would like to understand how \( U \) acts on a state of the form

\[
|\psi\rangle = (\beta_{11} b_1^+ + \cdots + \beta_{1n} b_n^+)(\beta_{21} b_1^+ + \cdots + \beta_{2n} b_n^+) |\Omega\rangle.
\]

As \( H|\Omega\rangle = 0 \), \( U|\Omega\rangle = |\Omega\rangle \), so

\[
U|\psi\rangle = U(\beta_{11} b_1^+ + \cdots + \beta_{1n} b_n^+)|\Omega\rangle = (\beta_{11} b_1^+ + \cdots + \beta_{1n} b_n^+) U|\Omega\rangle.
\]

Write \( U_p = e^{-i\lambda_p} b_p^+ b_p = 1 + (e^{-i\lambda_p} - 1)b_p^+ b_p \) such that

\[
U_p b_j^+ U_p^+ = \begin{cases} 
1 + (e^{-i\lambda_p} - 1)b_p^+ b_p & \text{if } j = p \\
 b_j^+ & \text{otherwise}
\end{cases}
\]

so \( U|\psi\rangle \) is of the desired form. Further, this argument shows that the representation of \( U|\psi\rangle \) as a product of linear combinations of creation operators can be found by applying the unitary matrix \( u = e^{-iht} \) to each vector \( (\alpha_{j1}, \ldots, \alpha_{jn}) \) in the representation

\[
|\psi\rangle = (\alpha_{11} a_1^+ + \cdots + \alpha_{1n} a_n^+)(\alpha_{21} a_1^+ + \cdots + \alpha_{2n} a_n^+)|\Omega\rangle.
\]

One particular case that can be simulated efficiently is preparing the ground state of \( H \) within a subspace of occupation number \( \eta \). This corresponds to choosing the \( \eta \) lowest eigenvalues of \( h \), and preparing the state \( b_1^+ \cdots b_\eta^+ \). The above arguments show how to produce the representation of final states generated by FLO circuits. It remains to see how measurements on these states can be simulated classically. We will show the first part of Theorem 1 via the proof technique of [18]; see [18] for the proof of the second part. By the above arguments, we want to compute an inner product of the form

\[
\langle \Omega | a_S (\alpha_{11} a_1^+ + \cdots + \alpha_{1n} a_n^+)(\alpha_{21} a_1^+ + \cdots + \alpha_{2n} a_n^+) |\Omega\rangle,
\]

where \( \eta = |T| \), which we can expand as

\[
\sum_{j_1, \ldots, j_\eta} \alpha_{1j_1} \cdots \alpha_{\eta j_\eta} \langle \Omega | a_S a_{j_1}^+ \cdots a_{j_\eta}^+ |\Omega\rangle.
\]

We have \( \langle \Omega | a_S a_{j_1}^+ \cdots a_{j_\eta}^+ |\Omega\rangle = 0 \) unless \( \{j_1, \ldots, j_\eta\} \) is a permutation of the sequence \( S \). For notational convenience, assume that \( S = \{1, \ldots, \eta\} \). Then we can write this expression as

\[
\langle \Omega | a_{\sigma(1)} \cdots a_{\sigma(\eta)} |\Omega\rangle,
\]

for some permutation \( \sigma \). By permuting the creation operators, we can transform this into

\[
\text{sgn}(\sigma) \langle \Omega | a_{\sigma(1)} \cdots a_{\sigma(\eta)} |\Omega\rangle = \text{sgn}(\sigma).
\]

So we are left with

\[
\sum_\sigma \text{sgn}(\sigma) a_{\sigma(1)} \cdots a_{\sigma(\eta)} = \det(A_S),
\]

where \( A_S \) is the submatrix of \( A = (\alpha_{jk}) \) indexed by columns in \( S \), and the sum is over permutations of \( S \). As the determinant of a matrix can be computed efficiently, we are done.

The second part of Theorem 1 actually allows

\[
\langle \Omega | a_S U^+ MU a_S^+ |\Omega\rangle
\]

to be computed for an arbitrary term \( M \) containing an equal number of fermionic creation and annihilation operations.
The computation will be efficient if $M$ acts on $O(1)$ modes. This holds because any such $M$ can be decomposed as a linear combination of $O(1)$ operators of the form $\prod_k b_k^\dagger b_k$, where each $b_k^\dagger$ is a linear combination of creation operators. For example,

$$a_j^\dagger a_k + a_k^\dagger a_j = \frac{1}{2} \left((a_j^\dagger + a_k^\dagger)(a_j + a_k) - (a_j^\dagger - a_k^\dagger)(a_j - a_k)\right)$$

and

$$a_j^\dagger a_k - a_k^\dagger a_j = \frac{i}{2} \left((a_j^\dagger + ia_k^\dagger)(a_j - ia_k) - (a_j^\dagger - ia_k^\dagger)(a_j + ia_k)\right)$$

which allows $a_j^\dagger a_k$ to be written in the desired form. By taking products, we can construct any fermionic operator containing an equal number of creation and annihilation operators. The number of terms in this decomposition grows exponentially with the number of modes. As a concrete example, we can write

$$a_j^\dagger a_k a_p^\dagger a_q + a_j^\dagger a_j a_q^\dagger a_p$$

$$= \frac{1}{2} \left((a_j^\dagger + a_k^\dagger)(a_j + a_k)(a_p^\dagger + a_q^\dagger)(a_p + a_q) + (a_j^\dagger - a_k^\dagger)(a_j - a_k)(a_p^\dagger - a_q^\dagger)(a_p - a_q) - (a_j^\dagger + ia_k^\dagger)(a_j - ia_k)(a_p^\dagger + ia_q^\dagger)(a_p - ia_q) - (a_j^\dagger - ia_k^\dagger)(a_j + ia_k)(a_p^\dagger - ia_q^\dagger)(a_p + ia_q)\right).$$

Together, these parts show how to exactly classically simulate an arbitrary FLO algorithm. In particular, a VQE-type algorithm based on a quantum circuit which contains only time-evolution according to quadratic terms, and finishes with an energy measurement with respect to some fermionic Hamiltonian (which need not be a quadratic Hamiltonian), can be simulated by measuring the energy of each of the terms in the Hamiltonian separately and summing the results.

IV. REMARKS

A compelling feature of TFLO is that error-mitigation can be carried out post hoc, and without changing the circuit executed; if our error-mitigating transformation is accurate, we can apply it to results obtained in an experiment after that experiment is complete.

This may not always be the most appropriate way of applying this error-mitigation technique when a hybrid quantum-classical algorithm like VQE is used, because the behaviour of the algorithm depends on measurements made at each step. However, linear regression has an interesting feature when combined with gradient-based outer optimisation algorithms in VQE, such as simultaneous perturbation stochastic optimisation (SPSA) [47] or gradient descent. Each noisy energy measurement is converted to an estimated true energy via an affine map \( \hat{E}(\theta) \mapsto a\hat{E}(\theta) + b \). The gradient of \( \hat{E}(\theta) \) is unaffected by this map, except by an overall scaling by \( a \). This implies that gradient-based optimisation algorithms may be almost or completely unaffected by this transformation, so (assuming that the noise does not change throughout the algorithm) post-hoc application of this technique may be essentially equivalent to applying it at each step of the algorithm.

To obtain accurate results, it is important that the training circuits executed are representative of the “test” circuit with parameters \( \theta \) for which we intend to compute \( \hat{E}(\theta) \), in the sense that the level of noise in the training circuits is similar to the test circuit. If training circuits are obtained by setting some parameters to zero (the ones that correspond to non-FLO operations), this could result in gates in the circuit being removed (replaced with the identity gate), which could reduce the level of noise. However, this can be avoided by adding dummy gates into the circuit or turning off circuit compiler optimisations.

Although FLO circuits are relatively general, and can produce highly entangled states, restricting this class of circuits when training could in principle produce outputs which are somewhat unrepresentative of the generic outputs produced in a quantum simulation circuit. For example, in the case of the Hamiltonian variational ansatz applied to the Fermi-Hubbard model as described above, producing FLO circuits by setting all the onsite angles to zero will produce quantum states which are not entangled across the spin up / spin down partition. However, the state actually generated by the quantum circuit may be entangled, as errors may lead to zero parameters effectively being replaced with small non-zero parameters.

V. NUMERICAL VALIDATION

We first tested the TFLO method via classical simulations. We considered the problem of determining the ground state energy of a $2 \times 3$ (12-qubit) instance of the Hubbard model. The ground state is within the subspace with occupation number 4. We used the VQE algorithm to optimise over quantum circuits picked from the Hamiltonian variational ansatz [16], as described in detail in [29]. We considered ansatz instances with 3 layers, which is sufficient to represent a quantum state which achieves a fidelity higher than 99% with the ground state [29]. The system sizes considered were small enough that the quantum circuits could be simulated exactly classically using generic methods, without needing to implement the FLO simulation algorithm of [18].

First, we determined the relationship between true energies and measured (noisy) energies, with varying noise rates. This provides evidence for the ability of a linear fit to give a good estimate of the energy, and also determines whether this relationship for parameters corresponding to FLO circuits is representative of generic parameters. We used a depolarising noise model as implemented in [29]: after every 2-qubit gate in the quantum circuit, depolarising noise is applied on each qubit acted on by that gate. We tested noise rates in the set \( \{0.01, 0.02, 0.05, 0.1\} \). For each noise rate, we evaluated energies for 100 random choices of quantum circuit parameters, with 10,000 measurements taken for each. For 90 of these points, the quantum circuit parameters were all uniformly ran-
FIG. 2. Exact vs. noisy energies per site for a 2x3 Hubbard model instance and different levels of qubit depolarising noise (0.01, 0.02, 0.05, 0.1). Plots already take into account the effect of error detection by postselecting on the correct occupation number. Blue crosses are randomly chosen parameters with onsite parameters set to 0. Black dashed line shows a linear fit based on these parameters alone. Mean errors before and after: 0.034 → 0.011, 0.066 → 0.026, 0.109 → 0.078, 0.139 → 0.183.

dom in the range $[0, 2\pi]$. For the remaining 10 points (highlighted), circuit parameters were uniformly random, except that the parameters corresponding to onsite terms were set to 0; these correspond to FLO circuits. The noisy energies incorporated error mitigation by postselecting on the occupation number [29]: for each measurement that returned an incorrect occupation number, the result was discarded and the circuit was executed again.

We see (Figure 2) that there is an excellent linear fit for low noise rates, but very little correlation for noise rate 0.1. Correspondingly, the mean error is not reduced in this regime. We attribute this to the noise rate being so high that measured energies are concentrated within a narrow range, implying that more measurements would be needed to distinguish between different energies.

Next, we tested the VQE algorithm itself. As the outer classical optimiser, we used a simplified version of the SPSA algorithm tested in [29], where we take 1000 iterations, each with 1000 measurements (in [29], a schedule with varying numbers of measurements was used). We tested the effect of using the linear regression strategy described above, and compared this with the previously known error-detection strategy of postselecting on a given occupation number [29]. The results over the first 50 iterations are shown in Figure 3; there was little change in energies over the remaining iterations.

It is clear visually that using TFLO to mitigate errors is significantly more effective than error-detection by postselection. The final median error in energy per site if no error-mitigation techniques are used was 0.659, which is high enough to make the estimated energy essentially meaningless. Using error-detection by postselection reduced this error to 0.299, whereas also using TFLO reduced the error to 0.0191, which is an improvement by a factor of more than 34 compared with the original error, and is comparable to the level of error that we would expect from statistical fluctuations alone, if there were no noise at all. Indeed, notably, the error after mitigation was also below the final median error in the noiseless case.
apply the correction map $\tilde{E} \mapsto \tilde{E} + E(0, \theta) - \mu$.

We can see the results of this method in the second column of Figure 4. The number under the heatmap shows us the average difference of the estimated values on the heatmap to the exact values. We can see that in all cases there is a significant reduction in error in this metric (between 4 and 10 times).

The second method to correct for the errors takes into consideration the other piece of information we have, which is the value of $\theta$ that $\tilde{E}(0, \theta)$ is estimated for. Here, we find a set of corrections $b(\theta) = E(0, \theta) - \tilde{E}(0, \theta)$. We then correct a set of values in the heatmap such that the new estimate is $\tilde{E}(\phi, \theta) + b(\theta)$. We can do this for this experiment as we take a specific grid of parameters $(\phi, \theta)$. In the case of running VQE or other types of experiments where the parameters do not have such nice structure, we would first need to establish a large enough enough training set for different values of $\theta$ (what large enough means would likely be device dependent). Also, a more complicated statistical or machine learning algorithm than linear regression would have to be used, that allows parameters as dependent variables. In the third column of Figure 4 we can see the results of this method tailored to the hopping angles. Based on the average difference metric, it performs on par with the first method displayed in the second column. There is no significant overall improvement.

Finally, the third method to correct the errors depends on an assumption about the noise we are seeing on the device. We assume that the noise is a depolarising channel with rate $\epsilon$. Then the state we produce is $\tilde{\rho} = (1 - \epsilon)\rho + \frac{\epsilon}{d}I$ where $\rho$ is the state we want to produce, $d$ is the Hilbert space dimension, and $I$ is the $d \times d$ identity matrix. We can then estimate the rate $\epsilon$ using the observed and the exact energy value for circuits whose onsite parameter is 0, as

$$\epsilon_{\text{est}} = \frac{\text{tr} E \tilde{\rho}_0 - \text{tr} E \rho_0}{\text{tr} E - \text{tr} E \rho_0},$$

where $\rho_0$, $\tilde{\rho}_0$ are the ideal and noisy outputs of the quantum circuit, respectively. Using $\epsilon_{\text{est}}$ we can now find the new estimated value for other parameters via

$$\text{tr} E \rho \approx \frac{1}{1 - \epsilon_{\text{est}}} \left( \text{tr} E \tilde{\rho} - \epsilon_{\text{est}} \text{tr} E \right).$$

The results of this method are found in the fourth column of Figure 4. We can see that generally, it performs on par with with the other two methods when compared by average difference, except in the fourth row where the data is from the four-qubit experiment on Aspen-7 device. A possible explanation for this is that $\epsilon_{\text{est}}$ in this case is very close to 1.

We also test the above methods in combination with two other types of error mitigation as used in [31], namely post-selection on the occupation number and spin-type (only available for the uncompressed circuit), and correcting measurement errors by inverting an estimated readout error matrix [36–39]. When combining the error-mitigation techniques, the other error-mitigation techniques are applied before TFLO.

The results are shown in Table I. In the two-qubit experiment, mixing the two strategies generally leads to improved

![Graph showing errors in energy per site throughout the VQE algorithm with depolarising noise with rate 0.01. The noiseless case is included for comparison purposes. For each error-mitigation method, we ran 5 times and show the (min, median, max) window. All plotted values are a rolling mean over a window of size 5.](image)
TABLE I. Table showing best average difference and corresponding error correction technique. The order matches the order of heatmaps in Figure 4. Here we shorten the readout error correction to “RO”, postselection to “PS”, and “TFLO1”/“TFLO2”/“TFLO3” correspond to three different methods we train with in the order as presented in the text. We compare the best average difference found with the given error correction combination to the average difference with no error correction.

| Circuit            | Chip   | Error correction (EC) | Average difference (post-EC) | Average difference (no EC) |
|--------------------|--------|-----------------------|------------------------------|----------------------------|
| 2x1 compressed     | Aspen-4| RO + TFLO2            | 0.0153                       | 0.2056                     |
| 2x1 compressed     | Aspen-7| RO + TFLO1            | 0.1045                       | 1.1206                     |
| 2x1 compressed     | Aspen-8| RO + TFLO2            | 0.0358                       | 0.2952                     |
| 2x1 uncompressed   | Aspen-7| TFLO1                 | 0.1804                       | 1.9617                     |
| 2x1 uncompressed   | Aspen-8| TFLO2                 | 0.2102                       | 0.8372                     |

numbers across the board (the average difference stays similar or gets even lower than what we see in Figure 4 for all the methods). In the four-qubit experiment, generally the numbers are worse or similar to the respective numbers presented in Figure 4, so using TFLO on its own achieves the best results. We can see that in many cases TFLO achieves a reduction in average error by a factor of 10 or more.

We remark that a recent work [48] has used a similar assumption of depolarising noise to mitigate errors efficiently. That work estimated the noise rate by estimating \( \text{tr}(\rho^2) \), where \( \rho \) is the state output by the quantum circuit. By contrast, our method does not need to use a different quantum algorithm to estimate the noise rate.

VII. OUTLOOK

We believe that TFLO could become part of the standard toolbox of error-mitigation techniques used to improve the accuracy of quantum simulation algorithms, or quantum circuits which contain many matchgates. TFLO is very simple to apply, can be used to reduce the effect of any kind of noise without needing to know any information about the noise in advance, and can easily be combined with other error-mitigation methods. Future work should investigate more advanced methods for inferring true values of observables from noisy ones, beyond the simple examples demonstrated here.
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