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We report the triton (t) production in mid-rapidity (|y| < 0.5) Au+Au collisions at $\sqrt{s_{NN}} = 7.7–200$ GeV measured by the STAR experiment from the first phase of the beam energy scan at the Relativistic Heavy Ion Collider (RHIC). The nuclear compound yield ratio ($N_t \times N_p / N_d^2$), which is predicted to be sensitive to the fluctuation of local neutron density, is observed to decrease monotonically with increasing charged-particle multiplicity ($dN_{ch}/d\eta$) and follows a scaling behavior. The $dN_{ch}/d\eta$ dependence of the yield ratio is compared to calculations from coalescence and thermal models. Enhancements in the yield ratios relative to the coalescence baseline are observed in the 0%-10% most central collisions at 19.6 and 27 GeV, with a significance of 2.3σ and 3.4σ, respectively, giving a combined significance of 4.1σ. The enhancements are not observed in peripheral collisions or model calculations without critical fluctuation, and decreases with a smaller $p_T$ acceptance. The physics implications of these results on the QCD phase structure and the production mechanism of light nuclei in heavy-ion collisions are discussed.
Quantum Chromodynamics (QCD) is the fundamental theory that describes the strong interaction. One of the main goals of the Beam Energy Scan (BES) program at Relativistic Heavy Ion Collider (RHIC) is to explore the QCD phase structure [1, 2]. Lattice QCD calculations indicate that the transition between hadronic matter and the Quark-Gluon Plasma (QGP) is a smooth crossover at vanishing baryon chemical potential ($\mu_B = 0$ MeV) [3], with a transition temperature of about $T_c = 156$ MeV [4]. QCD-based models suggest that there could be a first-order phase transition at large baryon chemical potential [5–8]. If theory postulations are correct, the first-order phase transition line would end at a critical point (CP) [9–11]. A fundamental question is whether we can experimentally find the CP and pin down its location in the QCD phase diagram [12–17]. In the BES program, the STAR experiment has measured the energy dependence of observables that are sensitive to the CP and/or first-order phase transition, including pion HBT radii [18, 19], baryon directed flow [20, 21], net-proton fluctuations [16, 17] and intermittency of charged hadrons [22]. Non-monotonic energy dependencies were observed in all of these observables, and the energy ranges where peak or dip structures appear are around $\sqrt{s_{NN}} \approx 7.7$–39 GeV. Those intriguing observations are of great interest and more investigation and analysis are required to reach definitive conclusion.

Light nuclei, such as deuteron ($d$), triton ($t$), helium-3 ($^3$He), are loosely bound objects with binding energies of several MeV. Their production in heavy-ion collisions is an active area of research both experimentally [23–34] and theoretically [35–50]. It provides important information about the properties of nuclear matter at high densities and temperatures, such as the equation of state [51–53], the symmetry energy [54, 55] and the nucleosynthesis that takes place in stars [32, 56, 57]. Based on coalescence model, it was predicted that the compound yield ratio $N_t \times N_p / N_d^2$ of tritons ($N_t$), deuterons ($N_d$), and protons ($N_p$), is sensitive to the neutron density fluctuations, making it a promising observable to search for the signature of the CP and/or a first-order phase transition in heavy-ion collisions [51–53, 58–62]. The expected signature of CP is the non-monotonic variation as a function of collision energy.

In addition to exploring the QCD phase structure, the systematic measurement of triton yields and yield ratios $N_t \times N_p / N_d^2$ across a broad energy range provide valuable insights into the production mechanism of light nuclei in heavy-ion collisions. Several models have been proposed to explain this production, such as coalescence [35, 38, 63], thermal [64, 65] and dynamical [41, 42, 66] models. In the coalescence model, light nuclei are not considered as point-like particles, but rather have a finite size. Due to the size effect [35], the coalescence model [67, 68] predicts that the yield ratio $N_t \times N_p / N_d^2$ should increase as the size of the system or the charged-particle multiplicity decrease. This trend is opposite to what is predicted by thermal model calculations [69]. As a result, the study of the yield ratio can be used to distinguish between these two production mechanisms. The thermal model has been successful in describing the measured yields of hadrons and light (anti-)nuclei in central Pb+Pb collisions at the Large Hadron Collider (LHC) [70, 71]. However, the survival of light nuclei in the hot medium created in heavy-ion collisions remains a puzzle. One possible explanation is that the hadronic re-scatterings play a crucial role during the hadronic expansion phase. Dynamical model calculations with hadronic re-scatterings implemented using both the saha [42] and rate equations [66] show that the deuteron, triton, and helium-3 yields remain unchanged during hadronic expansion. A similar conclusion is obtained in a transport model simulation of hadronic re-scattering processes realized by the dissociation and regeneration of deuterons via the reaction $\pi NN \leftrightarrow \pi d$ [41]. Recently, a calculation using the kinetic approach [72] showed that the effects of hadronic re-scatterings during the hadronic expansion stage could reduce the triton and helium-3 yields by approximately a factor of 1.8 from their initial values predicted by the thermal model. The systematic measurement of triton production and the yield ratio $N_t \times N_p / N_d^2$ not only offer a probe into the QCD phase structure, but also serve as valuable experimental evidence for verifying different model calculations and improving our understanding of the production mechanism.

In this letter, we report triton production at mid-rapidity ($|y| < 0.5$) in Au+Au collisions at $\sqrt{s_{NN}} = 7.7$, 11.5, 14.5, 19.6, 27, 39, 54.4, 62.4, and 200 GeV measured by the STAR experiment from the first phase of the Beam Energy Scan (BES-I, 2010-2017) program at RHIC [73]. The results presented are analyzed from minimum bias events of Au+Au collisions, occurring within +/-30 cm for 200 GeV and +/-40 cm for other energies of the nominal interaction point along the beam axis. Collision centralities are determined by fitting the measured charged particle multiplicities within pseudorapidity $|\eta| < 0.5$ with a Monte Carlo Glauber model [74]. The selected tracks are required to have a distance of closest approach (DCA) to the primary collision vertex of less than 1 cm and have at least 20 hit points measured in the Time Projection Chamber (TPC). Triton identification is performed using information from the TPC and Time-Of-Flight (TOF) detectors [75]. Based on the measurement of the specific ionization energy deposited ($dE/dx$) by charged particles in the TPC, a new variable $\varepsilon$ is defined to properly deconvolve these effects into a Gaussian. It is defined as $\varepsilon = \ln \left( \frac{dE/dx}{dE/dx_B} \right)$, where $\langle dE/dx \rangle_B$ is the Bichsel function for each particle species. A cut of $|\varepsilon| \leq 0.3$ is applied to remove most contamination from the triton raw signals. To extract the raw triton yields, the mass squared ($m^2$) distributions from the TOF detector were used, which is defined as $m^2 = p^2 \left( \frac{c^2 t^2}{2L} - 1 \right)$, where $t$, $L$, and $c$ are the particle flight time, track length, and speed of light, respectively. The $m^2$ distribution is fit with a superposition of a Gaussian function and an exponential tail for the triton signal and background, respectively.

The final triton $p_T$ spectra are obtained by applying several
corrections to the raw spectra, including corrections for the tracking efficiency, low momentum energy loss, and absorption of light nuclei by the detector material. These corrections were calculated using the embedding simulations from the experiment [33, 76]. Because the TOF detector is used to identify tritons at high $p_T$, we also need to correct for the TOF matching efficiency, defined as the ratio of the number of tracks matched in the TOF to the number of total tracks in the TPC within the same acceptance. The point-to-point systematic uncertainties on the spectra are estimated by varying track selection, analysis cuts and by assessing the sample purity from the $dE/dx$ measurement. Track selection and particle identification contribute by $\sim 3\%$ and signal extraction contributes by less than $\sim 2\%$ at low $p_T$ and increasing to $\sim 10\%$ at high $p_T$ due to the reduced resolution of the TPC. A correlated systematic uncertainty of $5\%$ is estimated for all spectra and is dominated by uncertainties in the Monte Carlo determination of reconstruction efficiencies. All of these uncertainties are added in quadrature to obtain the final systematic uncertainties.

Figure 1 shows the $p_T$ spectra of identified tritons measured at mid-rapidity ($|y| < 0.5$) in Au+Au collisions at $\sqrt{s_{NN}} = 7.7, 11.5, 14.5, 19.6, 27, 39, 54.4, 62.4, \text{and } 200 \text{ GeV}$ for 0%-10%, 10%-20%, 20%-40%, and 40%-80% centralities. The $p_T$-integrated particle yields ($dN/dy$) are calculated from the measured $p_T$ range and extrapolated to the unmeasured regions with individual Blast-Wave model fits [82]. The extrapolation of the $p_T$ spectra to the unmeasured low $p_T$ range is the main source of systematic uncertainty on $dN/dy$, which is estimated by fitting the $p_T$ spectra with different functions and comparing the extrapolated values. The systematic uncertainty of yield extrapolations is estimated to be around 5%-20%. All of the mid-rapidity proton $p_T$ spectra and $dN/dy$ in Au+Au collisions at RHIC energies presented in this paper have been corrected for the weak decay feed-down via a data-driven approach [83], which uses the inclusive proton spectra [74, 84] and the yields of strange hadrons measured by the STAR experiment [85, 86]. In a previously published STAR paper [87], the proton feed-down correction was done by using a UrQMD + GEANT simulation, which underestimates the proton feed-down contributions from weak decays.
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**FIG. 1.** Transverse momentum ($p_T$) spectra for mid-rapidity ($|y| < 0.5$) tritons from 0%-10%, 10%-20%, 20%-40%, and 40%-80% centralities in Au+Au collisions at $\sqrt{s_{NN}}$ = 7.7, 11.5, 14.5, 19.6, 27, 39, 54.4, 62.4, and 200 GeV. Dashed-lines are the corresponding Blast-Wave fits with the profile parameter $n = 1$. The statistical and systematic uncertainties are shown as vertical lines and boxes, respectively.
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**FIG. 2.** Collision energy dependence of the mid-rapidity ratios $N_d/N_p$ (blue solid squares) and $N_t/N_p$ (red solid circles) from the top 0%-10% central Au+Au collisions. Statistical and systematic uncertainties are shown as vertical lines and brackets, respectively. For comparison, results from FOPI [77], E864 [25], PHENIX [78, 79], and ALICE [28] are also shown. The lines are results from the thermal model using chemical freeze-out conditions from Ref. [80, 81].

Figure 2 shows the energy dependence of $dN/dy$ ratios, $N_d/N_p$ [33] and $N_t/N_p$, in the mid-rapidity of central heavy-ion collisions from different experiments, including the FOPI [77], E864 [25], PHENIX [78, 79], and ALICE [28] experiments. Both the $N_t/N_p$ and $N_d/N_p$ ratios decrease monotonically with increasing collision energy and the differences between the ratios get smaller at lower collision energies. The solid lines represent the results calculated from the thermal
Au+Au Collisions

The significance of the deviation relative to the fit is shown in the red shaded vertical band on the right side of the figure represents the ratio of 0%-20% central Au+Au collisions at \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \). In addition, the coalescence model, which predicts light nuclei production at mid-rapidity based on baryon density \( \rho_B \) via the relationship \( N_d/N_p \propto \rho_B^{-1} \), can also describe energy dependence trends.

The black dot-dashed line is a fit to the data based on the coalescence-inspired fit. The open diamond denotes the yield ratio of 0%-20% central Au+Au collisions at \( \sqrt{s_{NN}} = 54.4 \text{ GeV} \). The shaded regions where the best fit values are 0.37 \( \pm \) 0.008 and 0.75 \( \pm \) 0.044, respectively. The black long-dashed line denotes the coalescence-inspired fit. The open diamond denotes the yield ratio of 0%-20% central Au+Au collisions at \( \sqrt{s_{NN}} = 54.4 \text{ GeV} \). The red shaded vertical band on the right side of the figure represents the multiplicity independent systematic uncertainties on these ratios.

The significance of the deviation relative to the fit is shown in the lower panel. The results calculated from thermal model are shown as the blue long-dashed line. Calculations from AMPT and MUSIC+UrQMD hybrid models are shown as shaded bands.

As mentioned earlier, the yield ratio \( N_t \times N_p / N_d^2 \) is predicted to be sensitive to the local baryon density fluctuations and can be used to probe the QCD phase structure. Figure 3 shows the charged-particle multiplicity \( dN_{ch}/d\eta \) dependence of the yield ratio \( N_t \times N_p / N_d^2 \) in Au+Au collisions at \( \sqrt{s_{NN}} = 54.4 \text{ GeV} \). It is observed that the yield ratio \( N_t \times N_p / N_d^2 \) exhibits scaling, regardless of collision energy and centrality. The shaded bands in Fig. 3 are the corresponding results from the calculations of hadronic transport AMPT and MUSIC+UrQMD hybrid models. MUSIC is a (3+1)D viscous hydrodynamics model, which conserves both energy-momentum and baryon number and is used to describe the dynamical evolution of the QGP. To provide a reliable baseline, neither critical point nor first-order phase transition is included in the AMPT and MUSIC+UrQMD hybrid model calculations. These two models are employed to generate the nucleon phase space at kinetic freeze-out, when light nuclei are formed via nucleon coalescence. It is found that the overall trend of the experimental data is well described by the model calculations. The light blue dashed line is the result calculated from the thermal model at chemical freeze-out for central Au+Au collisions, which overestimates the experimental data by more than a factor of two at \( dN_{ch}/d\eta \sim 600 \). As discussed in Ref. [72], this overestimation could be due to the effects of hadronic re-scatterings during hadronic expansion, which reduce the triton and helium-3 yields by about a factor of 1.8 from their initial values predicted by thermal model. However, this cannot explain the agreement between the thermal model calculations and the \( N_t \times N_p / N_d^2 \) ratio from central Pb+Pb collisions at \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) where \( dN_{ch}/d\eta \sim 1100 \). Obviously, further investigations are needed to understand the discrepancy.

The black dot-dashed line is a fit to the data based on the coalescence model. As discussed in Ref. [68], assuming a thermal equilibrated and static spherical Gaussian nucleon source, one can obtain the fit function as:

\[
N_t \times N_p / N_d^2 = p_0 \times \left( \frac{R^2 + \frac{2}{3} R_d^2}{R^2 + \frac{1}{3} R_t^2} \right)^3,
\]

where \( R = p_1 \times (dN_{ch}/d\eta)^{1/3} \) denotes the radius of the spherical nucleon emission source. \( R_d = 1.96 \text{ fm} \) and \( R_t = 1.59 \text{ fm} \) are the nucleonic point root-mean-square radius of deuterion and triton. The best fit parameters where the best fit values are 0.37 \( \pm \) 0.008 and 0.75 \( \pm \) 0.044, respectively. At small values of \( dN_{ch}/d\eta \), the yield ratio shows a rapid increase with decreasing \( dN_{ch}/d\eta \), while it saturates at a large charged-particle multiplicity. The general trend of the yield ratio \( N_t \times N_p / N_d^2 \) is driven by the interplay between the finite size of light nuclei and the overall size of the fireball created in heavy-ion collisions. This provides strong evidence that nucleon coalescence is the correct formation mechanism to describe the light nuclei production in such collisions. If we use the coalescence-inspired fit as the baseline, the lower panel of the Fig. 3 shows that most of the measurements are within significance of 2\( \sigma \) from the coalescence baseline, except there are enhancements observed for the yield ratios in the 0%-10% most central Au+Au collisions at \( \sqrt{s_{NN}} = 19.6 \text{ and } 27 \text{ GeV} \) with significance of 2.3\( \sigma \) and 3.4\( \sigma \), respectively, and for a combined significance of 4.1\( \sigma \) as shown in the lower panel of Fig. 3. The yield ratio of 0%-20% central Au+Au collisions at 54.4 GeV is also shown in Fig. 3 as an open diamond. It agrees with the coalescence baseline at the same value of \( dN_{ch}/d\eta \) as those data points from central collisions at \( \sqrt{s_{NN}} = 19.6 \text{ and } 27 \text{ GeV} \). Therefore, the observed enhancement may be driven by the baryon
density rather than the overall size of the system which is proportional to the charged-particle density \( dN_{ch}/d\eta \). In order to understand the origin of the observed enhancement in the ratios, further dynamical modeling of heavy-ion collisions with a realistic equation of state is needed.

Figure 4 shows the energy dependence of the yield ratio \( N_t \times N_p/N_d^2 \) at mid-rapidity in central (0%-10%) and peripheral (40%-80%) \( Au+Au \) collisions at \( \sqrt{s_{NN}} = 7.7 - 200 \) GeV. For comparison, the coalescence baselines obtained by fitting the \( dN_{ch}/d\eta \) dependence of the yield ratio as shown in Fig. 3 and the calculations of AMPT, MUSIC+UrQMD hybrid models are displayed in Fig. 4. For the 0%-10% most central \( Au+Au \) collisions, the yield ratios are consistent with the coalescence baseline and model calculations, except for the enhancements of the yield ratios to coalescence baseline with a significance of 2.3\( \sigma \) and 3.4\( \sigma \) observed at \( \sqrt{s_{NN}} = 19.6 \) and 27 GeV, respectively. The colored bands in panel (a) denote the yield ratios, in which the proton, deuteron, and triton yields are obtained from the commonly measured \( p_T/A \) range without any extrapolation. The enhancements and the significance of the measurements decrease with smaller \( p_T/A \) acceptance in the region of interest. The combined (19.6 and 27 GeV) significance of enhancements to the corresponding coalescence baselines for \( 0.5 \leq p_T/A \leq 1.0 \) \( GeV/c \), \( 0.4 \leq p_T/A \leq 1.2 \) \( GeV/c \), and the full \( p_T/A \) range are 1.6\( \sigma \), 2.5\( \sigma \), and 4.1\( \sigma \), respectively. In the model calculations, the physics of the critical point or first-order phase transition are not included. Therefore, the non-monotonic behavior observed in the energy dependence of the yield ratio \( N_t \times N_p/N_d^2 \) from 0%-10% central \( Au+Au \) collisions may be due to the enhanced baryon density fluctuations induced by the critical point or first-order phase transition in heavy-ion collisions. The right panel of Fig. 4 shows the energy dependence of the yield ratio in peripheral (40%-80%) \( Au+Au \) collisions. Within uncertainties, the experimental data can be well described by the coalescence baseline (black-dashed line) whereas the calculations from AMPT and MUSIC+UrQMD hybrid models overestimate the data.

In summary, we present the triton production and the yield ratio \( N_t \times N_p/N_d^2 \) in mid-rapidity \( Au+Au \) collisions at \( \sqrt{s_{NN}} = 7.7 - 200 \) GeV measured by the STAR experiment at RHIC. The yield ratio \( N_t \times N_p/N_d^2 \) shows a monotonic decrease with increasing charged-particle multiplicity \( (dN_{ch}/d\eta) \) and exhibits a scaling behavior, which can be attributed to the formation of deuteron and triton via nucleon coalescence. The thermal model, however, overestimates the triton over proton yield ratio \( N_t/N_p \) and the \( N_t \times N_p/N_d^2 \) ratio at RHIC energies, possibly due to the effect of hadronic re-scatterings during the hadronic expansion stage. In the 0%-10% most central \( Au+Au \) collisions at \( \sqrt{s_{NN}} = 19.6 \) and 27 GeV, \( N_t \times N_p/N_d^2 \) shows enhancements relative to the coalescence baseline with a significance of 2.3\( \sigma \) and 3.4\( \sigma \), respectively, and a combined significance of 4.1\( \sigma \). The significance of the measurement decreases with reduced \( p_T \) range, indicating that the possible enhancement may have a strong dependence on the \( p_T \) acceptance. In peripheral collisions, similar to data, model calculations have a smooth decreasing trend as a function of energy. Further studies from dynamical modeling of heavy-ion collisions with a realistic equation of state are required to confirm if the enhancements are due to large baryon density fluctuations near the critical point. These systematic measurements of triton yields and yield ratios over a broad energy range provide important insights into the production dynamics of light nuclei and our understanding of the QCD phase diagram.
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