MetaMHC: a meta approach to predict peptides binding to MHC molecules
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ABSTRACT

As antigenic peptides binding to major histocompatibility complex (MHC) molecules is the prerequisite of cellular immune responses, an accurate computational predictor will be of great benefit to biologists and immunologists for understanding the underlying mechanism of immune recognition as well as facilitating the process of epitope mapping and vaccine design. Although various computational approaches have been developed, recent experimental results on benchmark data sets show that the development of improved predictors is needed, especially for MHC Class II peptide binding. To make the most of current methods and achieve a higher predictive performance, we developed a new web server, MetaMHC, to integrate the outputs of leading predictors by several popular ensemble strategies. MetaMHC consists of two components: MetaMHCI and MetaMHCII for MHC Class I peptide and MHC Class II peptide binding predictions, respectively. Experimental results by both cross-validation and using an independent data set show that the ensemble approaches outperform individual predictors, being statistically significant. MetaMHC is freely available at http://www.biokdd.fudan.edu.cn/Service/MetaMHC.html.

INTRODUCTION

The prediction of peptides that are presented by the restricting major histocompatibility complex (MHC) molecules is a crucial problem in immunology (1). MHC molecules bind short peptides derived from proteins in an allele-specific manner, and then present them on the surface of a cell for recognition by T-cell receptors (TCRs) (2). With the induction of the presented MHC-peptide complex, T cells proliferate and differentiate to help eliminate the antigens. As peptide presentation by MHC molecules is the prerequisite of cellular immune responses, it is of great importance to have the ability to accurately predict those peptides that bind to specific MHC molecules. This can help biologists and immunologists to elucidate the underlying mechanism of immune recognition as well as facilitating the process of epitope mapping and vaccine design (3). In contrast to biological experiments, computational approaches for predicting MHC binding peptides can significantly reduce the time and financial cost, which have been widely used to select a small number of candidate epitopes for experimental verification.

There are two major classes of MHC molecules, i.e. MHC Class I and MHC Class II molecules. MHC Class I molecules mainly present short endogenous peptides (around nine amino acids) to cytotoxic T cells (CTLs). In contrast, MHC Class II molecules mainly present longer peptides (usually 15–25 amino acids) from exogenous resources to helper T cells (Th). Since the binding groove of MHC Class II molecules is open at both ends, the location of the core binding motif in the peptide is highly variable, which makes predicting peptides binding to MHC Class II more challenging than predicting those binding to MHC Class I. Although a number of computational approaches have been proposed to address these problems, recent experimental results on benchmark data sets show that the improvement of predictive performance is needed, especially on the prediction of MHC Class II binding peptides (4–7). These computational approaches are usually based on different principles, such as position-specific scoring matrix (PSSM) (8–10), decision trees (11), artificial neural networks (ANN) (12), a stabilized matrix method (13,14), a virtual pocket matrix (15), hidden Markov models (16,17), support vector...
machine (SVM) (18) and kernel-based methods (19), which may lead to quite different prediction results. On the other hand, because of the ability of integrating the performances of individual predictors, ensemble-based systems have been broadly deployed and achieved great success in a wide variety of areas (20).

The MetaMHC, which is also an ensemble-based web server for more accurate prediction of MHC-binding peptides, includes two components, MetaMHCI and MetaMHCI for the prediction of MHC Class I binding peptides and MHC Class II binding peptides, respectively. MetaMHC outperforms some popular prediction methods being statistically significant in both cross-validation and using an independent test data set.

METHODS

Workflow

The workflow of MetaMHC is shown in Figure 1. For each peptide sequence and a target MHC molecule, it first collects the prediction scores from several base predictors, which are then integrated as the final score by popular ensemble approaches.

Base predictors

To make the best use of ensemble approaches, the base predictors should be both accurate and diverse (20). Considering the recent performance evaluation results on benchmark data sets and the diversity of underlying prediction models (4–7), we choose ANN (21), SMM (21), NetMHC (22) and NetMHCPAN (23) as the base predictors in MetaMHCI, and SMM-align (14), TEPITOPE (15) and Local Alignment (LA) kernel (19) as the base predictors in MetaMHCI.

Integration strategies

MetaMHC implements four popular ensemble approaches for combining the results of different predictors. They are Consensus (6), PM (24), AvgTanh (25) and MetaSVMp, which is based on stacked generalization (26). The first two approaches have been already examined to achieve good performance in the prediction of MHC binding peptides (6,24), while the rest two have been found very successful in other applications of machine learning (25,26). The basic idea of each ensemble approach can be summarized as follows:

- Consensus: a set of random peptides is collected as a reference list, and then each predictor ranks peptides in this reference list. For a test peptide, we can find one corresponding rank in the reference list by each predictor. The median rank by these methods will be given to this peptide as the consensus score. In MetaMHC, one million random peptides from the Swiss-Prot database are retrieved to generate a reference list.
- PM: the prediction scores of binders in training data by each predictor are assumed to obey a normal distribution. This is assumed for non-binders in training data as well, meaning that two distributions for binders and non-binders are generated by each predictor. For a test peptide, we first obtain the prediction score by each predictor, and then transform this score into the ratio of the probability of being a binder to the probability of being a non-binder by considering the two distributions of binders and non-binders. Finally, the product of all ratios over predictors will be given to the peptide as the final score.
- AvgTanh: the prediction scores of all peptides in the training data are assumed to obey a normal distribution. For a test peptide, after obtaining the prediction score by each predictor, we convert it into the Z-score, which is then normalized by the tanh function. The final score will be the average of all normalized scores by predictors. This strategy is not sensitive to outliers, because of the introduction of the tanh function.
- MetaSVMp: the prediction scores of all base predictor are used as the input of a support vector machine for predicting MHC binding peptides. One distinct advantage of this approach is that it can explore a nonlinear combination rule of the prediction results of base predictors.

Performance of MetaMHC

The performance of MetaMHCI on predicting MHC Class II binding peptides is evaluated on two recent benchmark data sets, (6) and (7), which we call the Wang data set and the Lin data set, respectively. Ensemble-based approaches achieve AUC (Area under ROC curve) of 0.72–0.83 for 11 human HLA DRB alleles in 10-fold cross-validation on the Wang data set, being significantly better than all base predictors: SMM-align, LA kernel and TEPITOPE (#peptides per allele: 245–3882; P-values <0.05 for all cases; Supplementary Material Table S1). We then apply the predictive model trained on the Wang data set to an independent test data set, the Lin data set and attained AUC of 0.69–0.89 for all six HLA DRB alleles, outperforming all base predictors except one.
case (#peptides per allele: 103; Supplementary Material Tables S2). Overall, MetaSVMp was the best ensemble strategy, being followed by AvgTanh. The performances of PM and Consensus were close to each other in the experiments. The improvement of MetaMHCI over individual predictors in terms of AUC on average ranges from 0.05 to 0.07 on the Wang data set, and from 0.01 to 0.08 on the Lin data set. Moreover, the performance of MetaMHCI has been validated in the recent Machine Learning in Immunology Competition (MLIC: http://www.kios.org.cy/ICANN09/MLI.html). At that time, MetaMHCI consisted of three individual predictors, ANN, ARB and SMM (21). Both PM and AvgTanh achieved good prediction results in the competition, and outperformed two well-known predictors [BIMAS (8) and SYFPEITHI (9)] in all six categories (9- and 10-mer of three HLA molecules; Supplementary Material Table S3). Specifically, AvgTanh of MetaMHCI was awarded the winner in the category of HLA A*0101 of 9-mer and overall in the fourth place out of all 20 submissions in terms of average AUC in MLIC. At top three submissions (including one overall winner and four categories winners) were from Center for Biological Sequence Analysis (CBS) of Technical University of Denmark (DTU). Since the performance of MetaMHCI is directly correlated with the individual predictor of MetaMHCI, the worst performed task, B*0702 of 10-mer, may reflect the weakness of individual predictors. Due to the excellent performance of CBS, we thought that incorporating NetMHC and NetMHCPAN of CBS into MetaMHCI would further strengthen the predictive performance of MetaMHCI.

SERVER

Overview

MetaMHCI can make predictions on 82 different MHC I alleles, including 57 human alleles, 6 mouse alleles, 11 macaque alleles and 8 chimpanzee alleles (Supplementary Material Table S4). On the other hand, MetaMHCI can make predictions on 17 different MHC II alleles, including 14 human alleles and 3 mouse alleles (Supplementary Material Table S5). In addition to predicting MHC binding peptides using ensemble approaches, MetaMHCI can also provide some useful links to other related prediction tools and databases/data sets. Moreover, help information on how to use MetaMHCI is easily accessible on the web page.

Input

MetaMHCI predicts the binding affinity of all possible sub-peptides (according to the user-specified peptide length) hosted in one protein or multiple peptides. It accepts three types of input formats: the FASTA format of one protein, the plain format of one protein and the plain format of multiple peptides (with one peptide per line). The input data can be either pasted into the web interface directly or uploaded from a local file at the user’s computer. The user also needs to specify some other information, such as the target MHC molecule, the base or ensemble predictors to be used, the peptide length for scanning the input protein, as well as the output format that can be either the web page or the plain text.

Output

The output interface of MetaMHCI is illustrated in Figure 2. It first presents the name of the target MHC allele, the number of peptides predicted and the time spent during the prediction. The input sequence information is then displayed. If the FASTA format is used in the input, the corresponding name will appear in the result; otherwise a general name, such as ‘Sequence 1’ and ‘Sequence 2’, etc., is used instead. Finally, it comes to the main part of the output: the prediction result. The default output of the prediction result in the web interface is ‘Show Scores’, which shows the prediction score by each predictor. If ‘Show Percentile Ranks’ is chosen, the user can incorporate the top percentile ranks out of the prediction scores of one million random peptides from the Swiss-Prot database into the output. As illustrated in Figure 2, the prediction result is shown in a table format. The first column (Position) indicates the position where the peptide appears in the input sequence. For example, ‘1:183~197’ means that the peptide starts at the 183th amino acid and ends at the 197th amino acid in the first protein. The second column (Peptide) is the primary sequence of the peptide. All other columns are the prediction results by selected prediction methods. In MetaMHCI, the prediction scores by three base predictors, ANN, SMM, NetMHC and NetMHCPAN, are all shown in values of IC50. On the other hand, in MetaMHCI, the prediction scores by LA kernel and SMM align are values of IC50, while that by TEPITOPE is not a value of IC50 but where a higher score means a better binding ability. The columns for ensemble predictors are on the right-hand side of the columns for base predictors. For Consensus, PM and AvgTanh, a larger score means stronger binding, whereas for MetaSVMp, a smaller score means stronger binding. We note that MetaSVMp can predict a value of IC50. From the result on performance evaluation of these ensemble approaches, AvgTanh in MetaMHCI and MetaSVMp in MetaMHCI are suggested to be the most favorable predictors. For MetaMHCI, the user can display the predicted binding core by choosing ‘Show Binding Cores’. Additionally, the user can click ‘Show this Table in Plain Format’ to get the prediction result in the plain-text format for easy postprocessing.

In general IC50 of 500 nm is used to distinguish binders from non-binders. In addition, MetaMHCI provides an easy way to highlight promising epitope candidates: if the predicted score of a peptide is lower than a threshold (3% for default), which corresponds to a percentile score of one million random peptides, the score will be highlighted for identifying the most probable epitope candidates easily. The user can change the threshold for a more strict or loose criterion. However, due to the limitation in the quality of training data and the accuracy of existing methods, the predicted percentile and the IC50...
value may not be very precise, and thus need to be carefully explained. Another nice feature of MetaMHC is a customized output of prediction results. By default, results in the table are ranked by the starting positions of peptides. The user can sort the results in the table with any column in an ascending or descending order by clicking the header of the column of interest. Moreover, by right click on the header of the table, the user can hide or display any column of the table. These visualization techniques can help users explore the prediction results more conveniently.

IMPLEMENTATION

MetaMHC uses the JavaServer Pages (JSP) technology to handle the input validation, the output organization and the programming implementation of all predictors. JavaScript is included to provide interactive interfaces such as showing examples and creating dynamic tables. All web pages on MetaMHC are compatible with mainstream web browsers.

MetaMHC comprises the executable program provided by analysis tools of Immune Epitope Database (IEDB) to implement ANN and SMM and the executable program provided by CBS of Technical University of Denmark (DTU) to implement SMM align, NetMHC and NetMHCPAN (14,21–23). Regarding the SVM-based methods, i.e. LA kernel and MetaSVMp, MetaMHC uses the free package of LibSVM in the Java version (http://www.csie.ntu.edu.tw/~cjlin/libsvm/) to solve the optimization problems.

RELATED WEB SERVERS

A lot of web servers have been developed to address the problem of predicting MHC binding peptides. Lin et al. (5,7) have evaluated the performance of 27 servers for predicting peptides binding to MHC class I and 21 servers for predicting peptides binding to MHC Class II. For predicting MHC Class I binding peptides, the best performed web servers include NetMHC (22), IEDB (SMM) and IEDB (ANN) (21). For predicting MHC class II binding peptides, the best performers include
NetMHCIIPAN (27), IEDB-consensus (21), PROPRED (15) and MULTIPRED (SVM) (28). MetaMHC make use of the most of these best performers as base predictors, such as IEDB (ANN), IEDB (SMM), NetMHC in MetaMHCI and TEPTIPOE (using the same matrix as that of PROPRED) in MetaMHCIII. Although NETMCHCIIPAN is not included in the MetaMHCI, the performance comparison between MetaMHCIII and NETMCHCIIPAN on the Lin data set shows that each predictor outperforms the other one in three alleles (Supplementary Material Table S6). Furthermore, we emphasize that MetaMHC focuses on ensemble strategies to integrate various prediction results for better performance. Among four ensemble strategies in MetaMHC, Consensus is widely explored in the problem of predicting peptides binding to MHC, such as IEDB analysis tools (21). PM has been proposed by Karpenko et al. (24) to improve the MHC class II binding prediction, but there are no web servers that implement this strategy. In addition, MetaMHC is the first web server to implement AvgTanh and MetaSVMp for improving the performance of predicting MHC binding peptides.

CONCLUSIONS

Here, we present an ensemble-based web server, MetaMHC, for predicting MHC binding peptides. MetaMHC contains not only some popular base predictors, but also four types of ensemble strategies to improve the prediction accuracy significantly. With the accumulation of experimental data and the development of advanced prediction algorithms, such as NN-align (29), which is the latest method for predicting peptides binding to MHC Class II, MetaMHC will be regularly updated to explore a better performance for the problem of predicting peptides binding to MHC. A wide coverage of MHC Class I and II alleles and an easy-to-use web interface as well as the good prediction performance will make MetaMHC a very useful tool in the literature for peptide-based vaccine design.
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