Large deviations in chaotic systems: exact results and dynamical phase transition
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Large deviations in chaotic dynamics have potentially significant and dramatic consequences. We study large deviations of series of finite lengths \( N \) generated by chaotic maps. The distributions generally display an exponential decay with \( N \), associated with large-deviation (rate) functions. We obtain the exact rate functions analytically for the doubling, tent, and logistic maps. For the latter two, the solution is given as a power series whose coefficients can be systematically calculated to any order. We also obtain the rate function for the cat map numerically, uncovering strong evidence for the existence of a remarkable singularity of it that we interpret as a second order dynamical phase transition. Furthermore, we develop a numerical tool for efficiently simulating atypical realizations of sequences if the chaotic map is not invertible, and we apply it to the tent and logistic maps.

Introduction.— Classical chaos is a fundamental property of a host of natural systems. It describes the unpredictability of deterministic dynamical systems, due to exponential growth of uncertainties in the initial conditions – the “butterfly effect”. This notion gives rise to effective statistical descriptions of chaotic systems that form the foundations of statistical mechanics, for example, in terms of standard or anomalous diffusion [1–5]. Rare events (large deviations) in chaotic dynamics can be extremely important, as they can have significant and potentially catastrophic consequences. One important example is extreme weather events such as heatwaves or floods [6–12], whose probabilities are especially challenging to predict under today’s changing climate conditions which preclude using only historical data to assess their likelihood. Additional examples are found in dynamics of stock markets [13], road traffic [14], populations [15–17] and pandemics [18].

However, while large deviations in stochastic systems have been extensively studied, both theoretically and numerically [19–46], large deviations in deterministic, chaotic systems have received somewhat less attention, see however [6–12, 16, 47–63]. In particular, for chaotic systems there are fewer existing exact analytic results of large deviations, and importantly for the following, there are no known practical algorithms that can solve them efficiently. Of particular interest are dynamical phase transitions (DPTs): Singularities of rate functions that lead to distribution tails that are much larger or much smaller than one would naively expect.

In principle, one would not expect there to be a fundamental difference between the large-deviation behaviors of chaotic and stochastic systems, because symbolic dynamics maps chaotic systems to stochastic ones. However, it is usually not straightforward to give explicit symbolic dynamics, so it is not always easy to apply methods that work for stochastic systems to chaotic ones. In numerical Monte Carlo (MC) simulations, these difficulties are usually circumvented by adding a weak noise term [6, 7, 64], although alternatives exist [65].

Let us define the class of problems that we study here. We consider a sequence \( x_1, \ldots, x_N \) of elements of \( \mathbb{R}^d \) generated by a chaotic map \( f(x) \) via \( x_{i+1} = f(x_i) \), where \( x_1 \) is randomly sampled from the invariant measure (IM) of the process \( p_s(x) \). We recall that the IM is the measure that is preserved by the map \( f(x) \), i.e., if \( x \) is distributed according to the IM, so is \( f(x) \). We quantify fluctuations in the system by studying the full distribution of dynamical observables

\[
A = \frac{1}{N} \sum_{i=1}^{N} g(x_i),
\]

where \( g: \mathbb{R}^d \to \mathbb{R} \). The study of dynamical observables has been an important theme in the ongoing research of large deviations, and importantly for the following, it is amenable to theoretical analysis via the powerful Donsker-Varadhan (DV) formalism [19, 23, 27, 43, 44]. The DV theory is more commonly formulated for stochastic systems, however its formulation for chaotic systems is straightforward and has been known for some time [55, 66, 67]. Note that \( A \) is a deterministic function of the initial condition \( A = A(x_1) \). In the large-\( N \) limit, for ergodic dynamics, \( A \) converges to its ensemble-average value \( A \to \int g(x) p_s(x) dx = a_* \) with probability 1. Individual realizations, however, deviate from this value due to fluctuations in the initial condition \( x_1 \). For the particular case \( g(x) = \ln |J_f(x)| \), where \( J_f \) is the Jacobian determinant [68, 69], \( A \) corresponds to the finite-time Lyapunov exponent [48–54, 56–63, 66], which describes the rate of separation with respect to nearby trajectories over a finite time. The DV framework predicts that, under fairly general conditions, fluctuations obey a large-deviation principle (LDP) [27, 55, 66, 67, 70]

\[
P(A = a) \sim e^{-NI(a)}, \quad N \to \infty,
\]

where \( I(a) = -\lim_{N \to \infty} \frac{\ln P(A = a)}{N} \), the “rate function”, encodes the system’s dynamical behavior. \( I(a) \) is convex and vanishes at its minimum, which is at \( a = a_* \). Note
that in Markov chains (sequences generated by stochastic maps), the initial condition is generally not important because it is quickly “forgotten” as a result of the randomness of the dynamics. In contrast, for a deterministic, chaotic system, all of the randomness enters in the initial condition. As has been known for quite some time [27, 55, 66, 67], $I(a)$ can be calculated by solving an auxiliary problem of finding the largest eigenvalue of a “tilted operator” which is related to the generator of the dynamics, which in the present case is the Frobenius-Perron operator. In this Letter, we carry out this calculation explicitly and obtain the exact rate functions $I(a)$ for the doubling, tent and logistic maps for particular observables [71]. For the cat map, we compute $I(a)$ numerically, uncovering strong evidence for the existence of a remarkable singularity of it that we interpret as a chaotic principle that we exploit in order to bias our simulations toward atypical values of A. Let us demonstrate this by considering the particularly simple case of $d = 1$, and assume that every $x$ has exactly two preimages $z_1, z_2$, with $p_s (z_1) / |f' (z_1)| = p_s (z_2) / |f' (z_2)|$, as is the case for each of the doubling, tent and logistic maps considered below. We define $N$ indicator random variables $\xi_1, \ldots, \xi_N$, where $\xi_i = 1$ (0) if $x_i$ is the larger (smaller) of the two preimages of $f(x_i)$. From the definition of the stochastic reverse process, the $\xi_i$’s are independent and identically distributed Bernoulli random variables with $P(\xi_i = 0) = P(\xi_i = 1) = 1/2$, and as a result, their sum $B = \sum_{i=1}^{N} \xi_i$ is binomially distributed, $P(B = b) = \binom{N}{b} 2^{-N}$. Using the law of total probability, we have

$$P(A = a) = \sum_{b=0}^{N} P(A = a \mid B = b) P(B = b).$$  

(6)

The reverse process can be simulated conditioned on $B$ taking a specified value $b$, by (i) randomly choosing a subset $I \subset \{1, \ldots, N\}$ of size $b$ (each subset is chosen with the same probability $\left(\begin{array}{c} N \\ b \end{array}\right)^{-1}$), (ii) randomly sampling a number $x_{N+1}$ from the IM, and (iii) calculating $x_1, \ldots, x_N$ in reverse order, where $x_i$ is given by the larger (smaller) preimage of $x_{i+1}$ if $i \in I$ ($i \notin I$). One then computes $P(A = a \mid B = b)$ from MC simulations of these restricted dynamics. Repeating this process for $b = 0, 1, \ldots, N$, one then computes $P(A = a)$ from Eq. (6). Atypical values of $A$ are thus accessed, if they tend to occur concurrently with atypical values of $B$.

Applications.— We now apply these tools to study several standard chaotic maps, beginning with the doubling map $f(x) = 2x \mod 1$, where $x \in [0,1]$ and $z \mod 1$ is the fractional part of $z$, with $g(x) = x$. Here, the calculation of the full distribution of $A$ is thus mapped to the auxiliary problem of calculating the largest eigenvalue $\lambda(k)$ of the operator $L_k$ [27, 55, 66, 67]. We emphasize that $\lambda(k)$ depends on the observable in question through the function $g(x)$ which enters in Eq. (5). As a result, the rate function $I(a)$ too depends on $g(x)$.

MC algorithm.— We now describe our numerical algorithm for the efficient MC simulation of unusual values of $A$ for noninvertible maps $f(x)$. An alternative, statistically equivalent method for generating random sequence realizations, in the form of a Markov chain, is by first randomly sampling $x_N$ from the IM $p_s (x)$ and then stochastically generating the elements of the sequence in reverse order by choosing $x_i$ from the set $\{z \in f^{-1}(x_{i+1})\}$ with probabilities $p_s (z) / |p_s (z_{i+1})| |f_i (z)|$ [74]. Such reverse simulations have been employed successfully before, see e.g. [65]. Importantly, they involve stochasticity, and therefore they enable one to bias the simulations, by choosing from among the preimages with probabilities that are different to those given above [65], a principle that we exploit in order to bias our simulations toward atypical values of $A$. Let us demonstrate this by considering the particularly simple case of $d = 1$, and assume that every $x$ has exactly two preimages $z_1, z_2$, with $p_s (z_1) / |f' (z_1)| = p_s (z_2) / |f' (z_2)|$, as is the case for each of the doubling, tent and logistic maps considered below. We define $N$ indicator random variables $\xi_1, \ldots, \xi_N$, where $\xi_i = 1$ (0) if $x_i$ is the larger (smaller) of the two preimages of $f(x_i)$. From the definition of the stochastic reverse process, the $\xi_i$’s are independent and identically distributed Bernoulli random variables with $P(\xi_i = 0) = P(\xi_i = 1) = 1/2$, and as a result, their sum $B = \sum_{i=1}^{N} \xi_i$ is binomially distributed, $P(B = b) = \binom{N}{b} 2^{-N}$. Using the law of total probability, we have
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Let us first find the solution to first order in $k$ in \([74]\),
\[
A \psi (x) = e^{\lambda(k) \psi(x)},
\]  
whose solution,
\[
\psi(x) = e^{2kx}, \quad \lambda(k) = \ln \left(1 + e^k\right)/2,
\]
gives the rate function through a Legendre transform \([75, 76]\),
\[
I(a) = a \ln a + (1 - a) \ln(1 - a) + \ln 2. \tag{9}
\]  
As the reader may have noticed, $I(a)$ is precisely the rate function that describes a binomial distribution (see, e.g., \([43]\)). We explain this coincidence in \([74]\) by calculating $I(a)$ via an alternative method, providing a validation of \((9)\).

Let us now consider the tent map, $f(x) = 1 - |2x - 1|$, again with $\psi(x) = x$. Before turning to the calculation of $I(a)$, we make two observations: (i) As we find in \([74]\), $A$ is strictly bounded from above by $m_N = \max_{x \in [0,1]} A(x)$ which, at $N \to \infty$, converges to $m_\infty = 2/3$, the nontrivial fixed point of $f(x)$. We therefore anticipate that the support of $I(a)$ is the interval $[0,2/3]$, which, as shown below, is indeed the case. This is nontrivial, since the IM for the tent map is uniform over the entire interval $[0,1]$. (ii) If $x_1 \sim 2^{-N}$, then $A \sim 1/N$. The probability for this is $2^{-N}$, which, using \((2)\), leads to the bound $I(0) \leq \ln 2$. Similarly, if $|x_1 - 2/3| \sim 2^{-N}$ then $|A - 2/3| \sim 1/N$, leading to $I(2/3) \leq \ln 2$. In fact, we find below that these inequalities are saturated, $I(0) = I(2/3) = \ln 2$.

Let us calculate $I(a)$. For the tent map, Eq. \((5)\) reads
\[
\tilde{L} \psi(x) = \frac{e^{kx}}{2} \left[ \psi \left( \frac{x}{2} \right) + \psi \left( 1 - \frac{x}{2} \right) \right] = e^{\lambda(k) \psi(x)}. \tag{10}
\]  
We now present an exact solution to Eq. \((10)\), which we obtain in the form of a perturbation theory in $k$ that can be exactly solved at all orders. The IM $\psi_n(x)$ is uniform over $x \in [0,1]$, and indeed, one finds that for $k = 0$, $\psi(x) = 1$ and $\lambda(k) = 0$. We expand in $k$,
\[
\psi(x) = 1 + k \psi_1(x) + k^2 \psi_2(x) + \ldots, \tag{11}
\]
\[
\lambda(k) = k \lambda_1 + k^2 \lambda_2 + \ldots. \tag{12}
\]  
Let us first find the solution to first order in $k$. Keeping terms up to order $O(k)$ in Eq. \((10)\), we obtain
\[
1 + \frac{k}{2} \left[ 2x + \psi_1 \left( \frac{x}{2} \right) + \psi_1 \left( 1 - \frac{x}{2} \right) \right] = 1 + k [\lambda_1 + \psi_1(x)] \tag{13}
\]  
whose exact solution is $\psi_1(x) = x$, $\lambda_1 = 1/2$. This perturbative procedure can be explicitly carried out to arbitrary order in $k$, yielding the exact rate function $I(a)$. $\psi_n(x)$ turns out to be a polynomial of degree $n$, whose coefficients are found by solving a set of linear equations.

In \([74]\), we work out the leading orders explicitly, and obtain
\[
\lambda(k) = \frac{k^2}{2} - \frac{k^3}{4} + \frac{3k^4}{10} + \ldots, \tag{14}
\]  
whose Legendre transform is
\[
I(a) = 6 \left( a - \frac{1}{2} \right)^2 + 24 \left( a - \frac{1}{2} \right)^3 + \ldots. \tag{15}
\]  
We give the solution up to eighth order in \([74]\).

We now consider the logistic map \([77]\) at the Ulam point, $f(x) = 4x(1 - x)$, where $x \in [0,1]$, with $g(x) = x$. The analysis is very similar to that of the tent map \([74]\). This time, the support of $I(a)$ is $[0,3/4]$, $x = 3/4$ being a fixed point of $f(x)$, with $I(0) = I(3/4) = \ln 2$, and Eq. \((5)\) reads
\[
\tilde{L} \psi(x) = \frac{e^{kx}}{4\sqrt{1 - x}} \left[ \psi \left( \frac{1 + \sqrt{1 - x}}{2} \right) + \psi \left( \frac{1 - \sqrt{1 - x}}{2} \right) \right] = e^{\lambda(k) \psi(x)}. \tag{16}
\]  
Like in the tent map, we solve Eq. \((16)\) perturbatively in $k$ to arbitrary order. Expanding
\[
\psi(x) = p_s(x) \left[ 1 + k \psi_1(x) + k^2 \psi_2(x) + \ldots \right], \tag{17}
\]  
where $p_s(x) = \left[ \pi/\sqrt{x(1-x)} \right]^{-1}$ is the IM \([78]\), and $\lambda(k) = k \lambda_1 + k^2 \lambda_2 + \ldots$, we again find that $\psi_n(x)$ is a polynomial of degree $n$ whose coefficients can be found explicitly. In \([74]\) we find
\[
\lambda(k) = \frac{k^2}{16} - \frac{k^3}{64} + \frac{3k^4}{1024} + \ldots, \tag{18}
\]  
whose Legendre transform is
\[
I(a) = 4 \left( a - \frac{1}{2} \right)^2 + 8 \left( a - \frac{1}{2} \right)^3 + 24 \left( a - \frac{1}{2} \right)^4 + \ldots. \tag{19}
\]  
The solution up to sixth order is found in \([74]\). As shown in Fig. 1, Eqs. \((15)\) and \((19)\) are in excellent agreement with numerical computations of $P(A = a)$ from biased MC simulations with $N = 50$, and with semi-analytic calculations of $I(a)$ obtained by computing the largest eigenvalue $e^{\lambda(k)}$ of $\tilde{L} \psi$ numerically using Ulam discretization \([79]\), and then performing the Legendre transform numerically. Also plotted are the asymptotic behaviors of the rate functions near the edges of their supports, which we obtain in \([74]\) by solving the eigenvalue problem in the limits $k \to \pm \infty$. Before moving on, we note that for the doubling, tent and logistic maps, $I(a) = \ln 2$ – which, in all these systems, equals the Lyapunov exponent – at the edges of its support. We speculate that this feature may be universal for $d = 1$.

We now turn to Arnold’s cat map, where we uncover strong numerical evidence pointing at the existence of a
remarkable DPT in \( I(a) \). Here \( d = 2 \), and \( \mathbf{x}_i = (y_i, z_i) \in [0,1] \times [0,1] \). The cat map is defined by

\[
f(y, z) = ((y + z) \mod 1, (y + 2z) \mod 1).
\] (20)

Its IM is uniform on the unit square. We consider \( g(y, z) = (y + z)/2 \) [80]. \( f(y, z) \) is invertible, with \( |J_f (y, z)| = 1 \), so Eq. (5) becomes

\[
e^{k(y+z)/2} \psi((2y-z) \mod 1, (z-y) \mod 1) = e^{\lambda(k)} \psi(y, z).
\] (21)

Eq. (21) proved difficult to solve analytically or even numerically, because of instabilities of the Ulam method (that occur even for \( k = 0 \) [63, 81]). Though we did not solve Eq. (21), we are nevertheless able to predict some features of \( I(a) \) by making the following observations: (i) The dynamics are statistically invariant under the transformation \( (y_i, z_i) \to (1 - y_i, 1 - z_i) \). Therefore,

\[
P_a(A = a) = P(1 - a) \]

is exactly symmetric, implying \( I(a) = I(1 - a) \). (ii) One can check that the joint distribution of any pair \((\xi_1, \xi_2)\) of distinct elements taken from the set \( \{y_1, z_1, \ldots, y_N, z_N\} \) is uniform on the unit square, implying that \( \xi_1, \xi_2 \) are statistically independent. Therefore, using \( \langle y_i \rangle = \langle z_i \rangle = 1/2 \) and \( \text{Var} y_i = \text{Var} z_i = 1/12 \), we find \( \langle A \rangle = 1/2 \) and \( \text{Var} A = 1/(24N) \) so, using (2), we anticipate the parabolic behavior

\[
I(a) = 12(a - 1/2)^2 + o ((a - 1/2)^2 ),
\] (22)

corresponding to a Gaussian distribution of typical fluctuations as described by (an extension of) the central limit theorem. (iii) The Lyapunov exponents of the cat map are \( \pm 2 \ln \varphi \), where \( \varphi = (1 + \sqrt{5})/2 \approx 1.618 \ldots \) is the golden ratio. Therefore, if \( y_1, z_1 \sim \varphi^{-2N} \), then the elements of the sequence grow with \( i \) as \( y_i, z_i \sim \varphi^{2i-2N} \), and as a result, \( A \sim 1/N \). The probability for this is \( \sim \varphi^{-4N} \), leading to the bound \( I(0) \leq 4 \ln \varphi = 1.9248 \ldots \) and similarly for \( I(1) \).

In Fig. 2(a), we plot \( I(a) \), which we computed from direct MC simulations with \( N = 10 \) (since the cat map is invertible, we could not use the algorithm introduced in this work, and had to resort to direct MC simulations instead). Good agreement with the prediction of Eq. (22) is observed at \( a \sim 1/2 \). In addition, we found that the bounds given above for \( a = 0 \) and \( a = 1 \) are in fact saturated, \( I(0) = I(1) = 4 \ln \varphi \).

Far more remarkable, however, \( I(a) \) appears to behave exactly linearly for \( a \in [0, a_c] \) with \( a_c \approx 0.3 \) [Due to the symmetry \( I(a) = I(1 - a) \), this occurs symmetrically at \( a \in [1 - a_c, 1] \) too]. This is seen more clearly in Fig. 2(b), where \( I'(a) \) is plotted. Indeed, \( I'(a) \) appears to have a corner singularity at \( a = a_c \), and to take a constant value \( I'(a) \approx -4.7 \) for \( a \in [0, a_c] \). In the distribution (2), \( I(a) \) assumes the role of an effective free energy, and we therefore interpret this singularity as a second-order DPT, because \( I(a) \) and \( I'(a) \) are continuous at the transition, but \( I''(a) \) jumps [82]. This (apparent) DPT constitutes a central result of this Letter. At \( a \in [0, a_c] \), we expect the system to display coexistence between the \( a = 0 \) and \( a = a_c \) states, meaning that for a fraction \( a/a_c \) \((1 - a/a_c)\) of the dynamics, the system will display the statistical behavior that corresponds to \( a = 0 \) \((a = a_c)\). In particular, we expect the distribution \( P(x | A = a) \) of each element in the sequence, conditioned on observing a given \( A = a \in [0, a_c] \), to be given by the superposition

\[
P(x | A = a) = \left( 1 - \frac{a}{a_c} \right) P(x | A = 0) + \frac{a}{a_c} P(x | A = a_c)
\] (23)

of the corresponding distributions conditioned on observ-
The rate functions calculated the rate function numerically for the cat map. Moreover, we found in the form of a perturbation theory that can be solved to all orders. The rate functions exactly (for particular observables) in the former three maps, where for the tent and logistic maps, our result is given in the form of a perturbation theory that can be solved to all orders. Furthermore, we calculated the rate function numerically for the cat map. The rate functions \( I(a) \) that we found have interesting properties: (i) For the tent and logistic maps, the rate functions are asymmetric although the IMs are symmetric, and in fact even the rate functions’ supports differ from those of the IMs. (ii) In all of the cases studied here, the supports of the rate functions are related to fixed points of the map \( f(x) \), and at the edges of their supports, the rate functions take values that are related to the system’s Lyapunov exponents. (iii) For the cat map, \( I(a) \) has a remarkable singularity that we interpret as a second-order DPT, causing unusual values of \( A \) to be far likelier than one would expect by extrapolating from the central part of the distribution. It would be interesting to extend our results to other maps and/or to other observables.

As an alternative approach to ours, one could characterize the set of initial conditions \( x_1 \) for which \( A(x_1) = a \), since the statistical weight of this set (according to the IM) gives \( P(A = a) \). In the limit \( N \to \infty \), this set becomes

\[
S_a = \left\{ x_1 \mid \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} g(f^{(n)}(x_1)) = a \right\}.
\]

For instance, for \( f(x) = \) the doubling map and \( g(x) = x \), \( S_a \) is the set of numbers \( x_1 \in [0,1] \) whose binary representation has a ratio of \( 1 + a \) between zeros and ones [74]. One could then explore possible connections between our rate function \( I(a) \) and various fractal dimensions of \( S_a \), see [66, 67, 83–87] where fractal dimensions were studied, and in particular, phase transitions were found [66, 83, 84].

Finally, in some stochastic systems, the scaling (2) was recently found to break down and give way to anomalous scalings of large deviations [88–98] or of the distributions’ cumulants [99, 100]. It would be interesting to search for anomalous scalings in deterministic, chaotic systems.
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A. Theoretical framework

Here, for completeness, we give some details regarding the theoretical framework that we use. This framework has been formulated long ago for chaotic maps [S1–S3], but we rederive it here in the language of stochastic systems. We first review the more general framework for Markov chains, in which large deviations have been studied both for continuous and discrete time using the Donsker-Varadhan formalism [S4–S11]. A (discrete-time) Markov chain is a finite sequence \( x_1, \ldots, x_N \) with a finite state space, \( x_i \in \{1, \ldots, M\} \), such that the probability distribution of each element depends only on the previous one

\[
P(x_{i+1} = y) = \sum_{x=1}^{M} P(x_i = x) \Pi_{xy},
\]

where \( \Pi_{xy} \) is an \( M \times M \) matrix of transition probabilities. \( x_1 \) can be sampled from the steady-state distribution.

For ergodic Markov chains, the G"artner-Ellis theorem states [S12–S15] that dynamical observables follow a large-deviations principle (LDP) at \( N \to \infty \), where the rate function \( I(a) \) is given by the Legendre-Fenchel transform of the scaled cumulant generating function (SCGF) \( \lambda(k) \), and that furthermore, \( \lambda(k) \) is given by the logarithm of the dominant (largest) eigenvalue of the \( M \times M \) matrix \( \Pi_{xy} e^{kg(x)} \).

It is now not difficult to adapt this formalism to sequences \( x_1, \ldots, x_N \) generated by deterministic, chaotic maps. Beginning from the Markov-chain formalism, we first take the continuum limit in order to allow for an infinite, continuous state space, so that the tilted operator becomes

\[
L_k \rho(y) = \int \Pi(x, y) e^{kg(x)} \rho(x) \, dx.
\]

Now we notice that for a chaotic map, the transition probabilities are given by

\[
\Pi(x, y) = \delta(y - f(x)),
\]

leading to Eq. (4) of the main text.

B. Reverse process

To make the paper self contained we provide here more details on the derivation of the reverse process on which our biased MC simulations rely. The joint PDF of a sequence generated by a map \( f(x) \) is given by

\[
P_{\text{joint}}(x_1, \ldots, x_N) = p_s(x_1) \prod_{i=1}^{N-1} \delta(x_{i+1} - f(x_i)).
\]

This can be rewritten as

\[
P_{\text{joint}}(x_1, \ldots, x_N) = p_s(x_N) \prod_{i=1}^{N-1} p(x_i | x_{i+1})
\]

with conditional probabilities

\[
p(x_i | x_{i+1}) = \sum_{z \in f^{-1}(x_{i+1})} \frac{p_s(z) \delta(x_i - z)}{p_s(x_{i+1}) |J_f(z)|}.
\]

The representation (S5) is obtained by using

\[
p_s(x_i) \delta(x_{i+1} - f(x_i)) = p_s(x_i) \sum_{z \in f^{-1}(x_{i+1})} \frac{\delta(x_i - z)}{|J_f(z)|} = p_s(x_{i+1}) p(x_i | x_{i+1})
\]
in Eq. (S4) sequentially, for \( i = 1, \ldots, N - 1 \). Note that \( p(x_i | x_{i+1}) \) is normalized,
\[
\int p(x_i | x_{i+1}) \, dx = \sum_{x \in f^{-1}(x_{i+1})} \frac{p_s(z)}{p_s(x_{i+1}) |J_f(z)|} = 1. \tag{S8}
\]
The last equality follows from the fact that \( p_s(x) \) satisfies the Frobenius-Perron equation \( L p_s(x) = p_s(x) \). Eq. (S5) presents an alternative, statistically equivalent method for generating random sequence realizations in the form of a Markov chain, as described in the main text.

C. Connection between the doubling map and the binomial distribution

Here we explain the coincidence of the rate function (9) in the main text that we obtained for the doubling map with that of a binomial distribution. To that end, we calculate the rate function by using an alternative method, thereby providing a useful check of Eq. (9) in the main text and, more generally, of the validity of the theoretical framework that we use.

Let us write the binary representation of \( x_1 \)
\[
x_1 = \sum_{j=1}^{\infty} \eta_j 2^{-j} \tag{S9}
\]
As is well known, the doubling map shifts the binary representation, so that in fact
\[
x_i = \sum_{j=1}^{\infty} \eta_{i+j-1} 2^{-j} \tag{S10}
\]
for all \( i = 1, 2, \ldots \). One then finds that
\[
A = \frac{1}{N} \sum_{i=1}^{N} x_i = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{\infty} \eta_{i+j-1} 2^{-j} = \frac{1}{N} \sum_{i=1}^{N} \sum_{m=i}^{\infty} \eta_m 2^{-(m-i+1)} = \frac{1}{N} \sum_{m=1}^{N} \eta_m + O \left( \frac{1}{N} \right). \tag{S11}
\]

On the other hand, since \( x_1 \) is generated from a uniform distribution on the interval \([0, 1]\), it follows that the \( \eta_j \)'s are independent and identically distributed Bernoulli random variables with \( \mathbb{P}(\eta_i = 0) = \mathbb{P}(\eta_i = 1) = 1/2 \). In fact, \( \eta_i = \xi_i \) where \( \xi_i \) was defined in the main text, so \( A = B/N + O(1/N) \), and since \( B/N \) obeys an LDP [described by Eq. (2) of the main text] with the rate function (9) of the main text (see, e.g., [S16]), so does \( A \).

This connection enables us to characterize the set \( S_a \) of initial conditions \( x_1 \) that lead to a given value \( A = a \), in the limit \( N \to \infty \), as defined in Eq. (24) of the main text. Using Eq. (S11), we find that
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} g \left( f^{(n)}(x_1) \right) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \eta_j \tag{S12}
\]
(where, as above, \( \eta_1, \eta_2, \ldots \) is the binary representation of \( x_1 \)). Therefore, the set \( S_a \) is precisely the set of numbers on the interval \([0, 1]\) whose binary representation has a ratio of \( 1 - a : a \) between zeros and ones, as stated in the main text just below Eq. (24) of the main text.

D. Supports of the rate functions for the tent and logistic maps and rate function of the logistic map at the edges of the support

By performing a numerical minimization we find that for the tent and logistic maps, \( m_N = \max_{x_1 \in [0, 1]} A(x_1) \) are given, for \( N = 1, \ldots, 20 \), by
\[
\{1, 0.75, 0.75, 0.719, 0.712, 0.703, 0.699, 0.694, 0.691, 0.689, 0.687, 0.685, 0.684, 0.683, 0.681, 0.680, 0.679, 0.678, 0.677\}, \tag{S13}
\{1, 0.781, 0.793, 0.773, 0.772, 0.767, 0.765, 0.763, 0.761, 0.760, 0.759, 0.758, 0.758, 0.757, 0.757, 0.756, 0.756, 0.755, 0.755\} \tag{S14}
\]
respectively. On the other hand, \( m_N \geq x^* \) for any fixed point of the map, \( f(x^*) = x^* \). These observations strongly suggest that \( m_\infty = 2/3 \) and \( m_\infty = 3/4 \) for the tent and logistic maps, respectively, where \( m_\infty = \lim_{N \to \infty} m_N \). Therefore, the probability that \( A > m_\infty \) strictly vanishes in the large-\( N \) limit, so, from the scaling (2) in the main text, it then follows that the supports of the two rate functions \( I(a) \) are \([0, m_\infty)\). Indeed, we found this to be the case when calculating the rate functions through numerical diagonalizations of the operators \( \hat{L}_k \), see Fig. 1 of the main text.

We now turn to calculate the rate function of the logistic map at the edges of the support. The calculation is very similar to the tent map case which is given in the main text. If \( x_1 \sim 4^{-N} \), then \( A \sim 1/N \) (since \( f'(0) = 4 \) for the logistic map). Now, since \( p_k(x \ll 1) \sim 1/\sqrt{x} \), the probability for this is \( \sim 2^{-N} \). Then, using the scaling (2) in the main text, this leads to the bound \( I(0) \leq \ln 2 \). Similarly, if \( |x_1 - 3/4| \sim 2^{-N} \) then (since \( f'(3/4) = -2 \) for the logistic map) \( |A - 3/4| \sim 1/N \), leading to \( I(3/4) \leq \ln 2 \). In fact, we find that these inequalities are saturated, \( I(0) = I(3/4) = \ln 2 \), as described in the main text.

### E. Exact solutions of the eigenvalue problems for the tent and logistic maps

Here we exactly solve the eigenvalue problems for the tent and logistic maps, Eqs. (10) and (16) of the main text, respectively. The solution is given in the form of a perturbative expansion in \( k \) that can be solved exactly, to arbitrary order. For both maps, the expansion that we use is (as described in the main text)

\[
\psi(x) = p_1(x) \left[ 1 + k \psi_1(x) + k^2 \psi_2(x) + \ldots \right], \quad \lambda(k) = k \lambda_1 + k^2 \lambda_2 + \ldots \tag{S15}
\]

and, as we show below, \( \psi_n(x) \) is given by an \( n \)th degree polynomial whose coefficients are found by solving a set of linear equations. Since \( \psi(x) \) is only determined up to a multiplicative constant, we choose its normalization to be such that \( \psi(x = 0)/p_k(x = 0) = 1 \) for all \( k \), implying that the constant terms of all of the \( \psi_n(x) \)'s vanish. Let us demonstrate how this procedure works for the tent map, for which the invariant measure is \( p_k(x) = 1 \). The first order equation is Eq. (13) of the main text, whose solution, \( \psi_1(x) = x \), \( \lambda_1 = 1/2 \), is too given in the main text. From the \( O(k^2) \) terms, we get the equation

\[
\frac{x^2}{2} + \left[ \psi_1(x) + \psi_1\left( 1 - \frac{x}{2} \right) \right] \frac{x}{2} + \frac{1}{2} \psi_2\left( x \right) + \frac{1}{2} \psi_2\left( 1 - \frac{x}{2} \right) = \psi_2(x) + \lambda_1 \psi_1(x) + \lambda_2 + \frac{\lambda_1^2}{2} \tag{S16}
\]

which, after plugging in the solution to the first order in \( k \), simplifies to

\[
\frac{1}{2} \left[ 1 + \psi_2\left( x \right) + \psi_2\left( 1 - \frac{x}{2} \right) \right] = \psi_2(x) + \lambda_2 + \frac{1}{8}. \tag{S17}
\]

The key step now is to plug in an ansatz of a quadratic polynomial \( \psi_2(x) = a_1 x + a_2 x^2 \) (note that \( \psi_2(x) \) can be shifted by an additive constant, so without loss of generality, we choose the constant term of the polynomial to vanish). Plugging this ansatz into (S17), we get

\[
\frac{3a_2 - 2}{4} x^2 + \frac{2a_1 + a_2}{2} x + \lambda_2 + \frac{1 - 4a_1 - 4a_2}{8} = 0. \tag{S18}
\]

From the coefficients of \( x^2, x^1 \) and \( x^0 \) in Eq. (S18), we obtain three linear equations in the three unknowns \( a_1, a_2 \) and \( \lambda_2 \), whose solution is

\[
a_1 = -\frac{1}{3}, \quad a_2 = \frac{2}{3}, \quad \lambda_2 = \frac{1}{24}. \tag{S19}
\]

Let us now explain why this method works to arbitrary order in \( k \). It is convenient to consider the expansion

\[
A(k) = e^{\lambda(k)} = A_0 + A_1 k + A_2 k^2 + \ldots, \tag{S20}
\]

where \( A_0 = 1 \) is the largest eigenvalue of the original Frobenius-Perron operator with no tilt, \( k = 0 \). By plugging the expansions (S15) and (S20) into Eq. (10) of the main text, and writing the result as a power series in \( k \), one obtains

\[
\frac{1}{2} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} k^{n+m} \frac{x^n}{n!} \left[ \psi_m\left( \frac{x}{2} \right) + \psi_m\left( 1 - \frac{x}{2} \right) \right] = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} k^{n+m} A_n \psi_m(x). \tag{S21}
\]

Now it is clear that it is consistent to look for a solution in which \( \psi_m(x) \) is a polynomial of degree \( m \), as the overall coefficient of \( k^\ell \) then becomes a polynomial of degree \( \ell \) in \( x \), on both sides of the equation. Moreover, once
\( \psi_0(x), \ldots, \psi_{m-1}(x) \) and \( A_0, \ldots, A_{m-1} \) have been found, the \( O(k^m) \) terms in (S21) yield \( m+1 \) linear equations in \( m+1 \) unknowns: the coefficients of the polynomial \( \psi_m(x) \) (except for its constant term, which is chosen to be zero) and \( A_m \), which one solves similar to the case \( m = 2 \) above and \( m = 1 \) in the main text. From \( A_1, \ldots, A_m \) one then extracts \( \lambda_1, \ldots, \lambda_m \) by expanding the logarithm \( \lambda(k) = \ln A(k) \) as a power series in \( k \). A very similar argument works for the logistic map too, the only key property needed being that \( \left( \frac{1+\sqrt{1-4x}}{2} \right)^m + \left( \frac{1-\sqrt{1-4x}}{2} \right)^m \) is a polynomial in \( x \) of degree \( \leq m \).

For the tent map, we worked out the leading eight orders in this expansion explicitly, yielding

\[
\psi(x) = 1 + kx + k^2 \left( -\frac{x}{3} + \frac{2x^2}{3} \right) + k^3 \left( \frac{x}{9} - \frac{7x^2}{54} + \frac{x^3}{384} \right) + k^4 \left( \frac{x}{54} + \frac{83x^2}{540} - \frac{23x^3}{90} + \frac{2x^4}{15} \right) + k^5 \left( -\frac{7x}{16200} + \frac{577x^2}{16200} - \frac{317x^3}{2700} - \frac{284x^4}{675} + \frac{2x^5}{45} \right) + k^6 \left( \frac{91x}{16200} - \frac{1933x^2}{1134000} - \frac{901x^3}{27000} + \frac{17807x^4}{283500} - \frac{433x^5}{9450} + \frac{4x^6}{315} \right) + \ldots,
\]

\[
\lambda(k) = \frac{k}{2} + \frac{k^2}{24} + \frac{k^3}{72} + \frac{k^4}{640} - \frac{91k^5}{6480} + \frac{2347k^6}{907200} + \frac{54457k^7}{952560000} + \ldots.
\]

The Legendre transform of \( \lambda(k) \) then yields

\[
I(a) = 6 \left( a - \frac{1}{2} \right)^2 + 24 \left( a - \frac{1}{2} \right)^3 + \frac{588}{5} \left( a - \frac{1}{2} \right)^4 + \frac{14496}{25} \left( a - \frac{1}{2} \right)^5 + \frac{2502624}{875} \left( a - \frac{1}{2} \right)^6 + \frac{426696576}{30625} \left( a - \frac{1}{2} \right)^7 + \frac{71732367264}{1071875} \left( a - \frac{1}{2} \right)^8 + \ldots,
\]

the first three terms of which are given in Eq. (15) of the main text. Similarly, the leading six orders for the logistic map give

\[
\psi(x) = p_a(x) \left[ 1 + kx + k^2 \left( -\frac{x}{8} + \frac{x^2}{2} \right) + k^3 \left( \frac{x}{32} - \frac{x^2}{8} + \frac{x^3}{6} \right) + k^4 \left( \frac{x}{512} + \frac{13x^2}{384} - \frac{x^3}{16} + \frac{x^4}{24} \right) + k^5 \left( \frac{25x}{6144} + \frac{x^2}{1536} - \frac{7x^3}{384} - \frac{x^4}{48} + \frac{x^5}{120} \right) + k^6 \left( \frac{377x}{245760} - \frac{214x^2}{61440} - \frac{x^3}{2880} + \frac{5x^4}{768} - \frac{x^5}{192} + \frac{x^6}{720} \right) + \ldots \right],
\]

\[
\lambda(k) = \frac{k}{2} + \frac{k^2}{16} + \frac{k^3}{64} + \frac{k^4}{1024} + \frac{k^5}{12288} + \frac{k^6}{294912} + \ldots,
\]

the Legendre transform yielding the rate function

\[
I(a) = 4 \left( a - \frac{1}{2} \right)^2 + 8 \left( a - \frac{1}{2} \right)^3 + 24 \left( a - \frac{1}{2} \right)^4 + \frac{208}{3} \left( a - \frac{1}{2} \right)^5 + \frac{1856}{9} \left( a - \frac{1}{2} \right)^6 + \ldots,
\]

the first 3 terms of which are given in Eq. (19) of the main text.

F. Asymptotic behaviors of the rate functions for the tent and logistic maps near the edges of their supports

We find the asymptotic behaviors of the rate functions for the tent and logistic maps near the edges of their supports by solving the eigenvalue problems, Eqs. (10) and (16) of the main text respectively, in the limits \( k \to \pm \infty \). Let us begin from the tent map, and consider the limit \( a \to 0^+ \), which corresponds to \( k \to -\infty \). At all \( x \) except for a boundary layer at \( x \approx 1 \), the second term on the left hand side of Eq. (10) of the main text is negligible. The equation becomes \( e^{kx} \psi(x/2)/2 = e^{\lambda(k)} \psi(x) \) which yields the leading-order solution \( \psi(x) \approx e^{2kx} \). \( e^{\lambda(k)} \approx 1/2 \). This leading-order approximation of \( \psi(x) \) turns out to be sufficient for calculating the subleading correction of \( \lambda(k) \), as we
now show. Plugging $x = 0$ and $x = 1$ into Eq. (10) of the main text yields (respectively)

$$\frac{1}{2} \left[ \psi (0) + \psi (1) \right] = e^{\lambda (k)} \psi (0), \quad (S28)$$

$$e^{k} \psi \left( \frac{1}{2} \right) = e^{\lambda (k)} \psi (1) . \quad (S29)$$

Plugging Eq. (S29) into (S28) and simplifying, we get

$$e^{k} e^{-\lambda (k)} \psi \left( \frac{1}{2} \right) = \left[ 2 e^{\lambda (k)} - 1 \right] \psi (0) . \quad (S30)$$

Now using $\psi (x) \simeq e^{2kx}$, we find $e^{\lambda (k)} \simeq 1/2 + e^{2k}$, and after applying the Legendre transform to $\lambda (k)$, we obtain

$$I (a \ll 1) \simeq \frac{a}{2} \ln \frac{a}{4} - \frac{a}{2} + \ln 2 . \quad (S31)$$

In fact, one can additionally find the leading-order solution for $\psi (x)$ that also correctly describes boundary layer near $x = 1$, $\psi (x) \simeq e^{2kx} \left[ 1 + e^{2k(1-x)} \right]$. Now let us turn to the limit $k \to \infty$ for the tent map. This time, for all $x$ except for a boundary layer at $x \simeq 1$, it is the first term in Eq. (10) of the main text that is negligible so it becomes $e^{kx} \psi (1 - x/2)/2 \simeq e^{\lambda (k')} \psi (x)$, yielding the leading-order solution $\psi (x) \simeq e^{2kx/3}, e^{\lambda (k')} \simeq e^{2k/3}/2$. On the other hand, plugging the fixed point $x = 2/3$ into Eq. (10) of the main text we get, after simplifying,

$$\frac{e^{2k/3}}{2} \psi \left( \frac{1}{3} \right) = \left( e^{\lambda (k)} - \frac{e^{2k/3}}{2} \right) \psi \left( \frac{2}{3} \right) . \quad (S32)$$

Plugging $\psi (x) \simeq e^{2kx/3}$ into this equation, we get $e^{\lambda (k)} \simeq \left( e^{2k/3} + e^{4k/9} \right)/2$, whose Legendre transform yields

$$I (a) \simeq \left( 3 - \frac{9a}{2} \right) \left[ \ln \left( 3 - \frac{9a}{2} \right) - 1 \right] + \ln 2, \quad \frac{2}{3} - a \ll 1 . \quad (S33)$$

For the logistic map, the idea behind the calculation is similar as in the tent map. We begin by plugging $\psi (x) = p_s (x) \eta (x)$ into Eq. (16) of the main text where we recall

$$p_s (x) = \frac{1}{\pi \sqrt{x (1-x)}} \quad (S34)$$

is the invariant measure. This results in the more convenient equation

$$\frac{e^{kx}}{2} \left[ \eta \left( \frac{1 - \sqrt{1-x}}{2} \right) + \eta \left( \frac{1 + \sqrt{1-x}}{2} \right) \right] = e^{\lambda (k)} \eta (x) \quad (S35)$$

for $\eta (x)$. In the limit $k \to -\infty$, one can neglect the second term on the left hand side of (S35) (except for a narrow boundary layer at $x \simeq 1$), leading to the simpler equation

$$\frac{e^{kx}}{2} \eta \left( \frac{1 - \sqrt{1-x}}{2} \right) \simeq e^{\lambda (k)} \eta (x) \quad (S36)$$

which, in turn, yields the leading-order solution

$$\eta (x) \simeq \exp \left[ k \sum_{n=0}^{\infty} f_{<}^{-n} (x) \right] \quad (S37)$$

and $e^{\lambda (k)} \simeq 1/2$, where

$$f_{<}^{-1} (x) = \frac{1 - \sqrt{1-x}}{2} \quad (S38)$$

is the smaller of the two preimages of $x$, and $f_{<}^{-n}$ is the $n$th functional power of $f_{<}^{-1}$. Following the same steps as we did to reach Eq. (S30) for the tent map, one pluggs $x = 0$ and $x = 1$ into Eq. (S35) yielding

$$e^{-\lambda (k)} e^{k} \eta \left( \frac{1}{2} \right) = \left[ 2 e^{\lambda (k)} - 1 \right] \eta (0) . \quad (S39)$$
Now, plugging Eq. (S37) into (S39), we obtain
\[ e^{\lambda(k)} \simeq \frac{1}{2} + e^{c_1 k}, \quad c_1 = 1 + \sum_{n=0}^{\infty} f_{\geq n} \left( \frac{1}{2} \right) = 1.6973249 \ldots, \tag{S40} \]
which, after applying the Legendre transform to \( \lambda(k) \), yields the asymptotic behavior
\[ I(a \ll 1) \simeq \ln 2 + \frac{a}{c_1} \left( \ln \frac{a}{2c_1} - 1 \right). \tag{S41} \]
Finally, for \( k \to \infty \), for all \( x \) except for a boundary layer at \( x \approx 1 \), the first term on the left hand side of (S35) is negligible so the equation becomes
\[ \frac{e^{cx}}{2} \eta \left( \frac{1 + \sqrt{1 - x}}{2} \right) \simeq e^{\lambda(k)} \eta(x) \simeq e^{3k/4} \eta(x), \tag{S42} \]
which yields the leading-order solution
\[ \eta(x) \simeq \exp \left\{ k \sum_{n=0}^{\infty} \left[ f_{\geq n} \left( \frac{1}{2} \right) - \frac{3}{4} \right] \right\} \tag{S43} \]
and \( e^{\lambda(k)} \simeq e^{3k/4}/2 \). Plugging \( x = 3/4 \), the nontrivial fixed point of \( f(x) \), into Eq. (S35), we find
\[ e^{3k/4} \eta \left( \frac{1}{4} \right) = \left( 2e^{\lambda(k)} - e^{3k/4} \right) \eta \left( \frac{3}{4} \right). \tag{S44} \]
Now, plugging Eq. (S43) into (S44), we obtain
\[ e^{\lambda(k)} \simeq \frac{e^{3k/4} + e^{c_2 k}}{2}, \quad c_2 = \frac{3}{4} + \sum_{n=0}^{\infty} \left[ f_{\geq n} \left( \frac{1}{4} \right) - \frac{3}{4} \right] = 0.3472134339 \ldots. \tag{S45} \]
Applying the Legendre transform to \( \lambda(k) \), we find the asymptotic behavior
\[ I(a) \simeq \ln 2 + \frac{1}{c_2} \left( a - \frac{3}{4} \right) \left\{ \ln \left[ \frac{1}{c_2} \left( a - \frac{3}{4} \right) \right] - 1 \right\}, \quad \frac{3}{4} - a \ll 1, \tag{S46} \]
where \( c_2 = c_2 - 3/4 = -0.402786566 \ldots \).

To summarize the results of this section, we have, for the tent and logistic maps,
\[ I_{\text{tent}}(a) \simeq \begin{cases} \frac{a}{2} \ln \frac{a}{4} - \frac{a}{2} + \ln 2, & a \ll 1, \\ \left(3 - \frac{9a}{4} \right) \left[ \ln \left( 3 - \frac{9a}{2} \right) - 1 \right] + \ln 2, & \frac{3}{4} - a \ll 1, \end{cases} \tag{S47} \]
\[ I_{\text{logistic}}(a) \simeq \begin{cases} \ln 2 + \frac{a}{c_1} \left( \ln \frac{a}{c_1} - 1 \right), & a \ll 1, \\ \ln 2 + \frac{1}{c_2} \left( a - \frac{3}{4} \right) \left( \ln \left[ \frac{a}{c_2} (a - \frac{3}{4}) \right] - 1 \right), & \frac{3}{4} - a \ll 1, \end{cases} \tag{S48} \]
respectively. These asymptotic behaviors are plotted in Fig. 1 of the main text, displaying excellent agreement with MC simulations and with the exact \( I(a) \).

### G. Monte-Carlo simulations

Here we give some additional details regarding the Monte-Carlo (MC) simulations that we used in order to produce the data plotted in Figs. 1 and 2 of the main text. For the tent and logistic maps, we used the biased MC algorithm described in the text by numerically calculating the conditional distributions \( P(A = a | B = b) \) with \( 10^4 \) realizations for each \( b \in \{0, 1, \ldots, 50\} \). As described in the main text, the distribution of \( A \) is then calculated using Eq. (6) of the main text.
In all of the cases studied in the text, typical fluctuations of $P(A)$ follow a Gaussian distribution in the large-$N$ limit, as described by the quadratic approximation of the rate function around its minimum at $a = 1/2$:

$$P(A = a) \simeq \frac{1}{\sqrt{2\pi V}} \exp \left[ -\frac{1}{2} I'' \left( \frac{1}{2} \right) N \left( a - \frac{1}{2} \right)^2 \right]$$

(S49)

where $V = 1/[NI''(1/2)]$ is the variance. In Figs. 1 (a) and (b) and Fig. 2 (a), therefore, the markers are

$$I_N(a) \equiv -\frac{1}{N} \ln \left( \frac{2\pi}{NI''(1/2)} P(A = a) \right)$$

(S50)

where $P(A = a)$ is computed from the simulations, and for $I''(1/2)$, we plugged in its theoretical value from Eqs. (15), (19) and (22) of the main text, respectively. Finally, in Fig. 2 (b), the markers correspond to the derivative of $dI_N/da$ of the numerically computed $I_N(a)$.

[S1] P. Grassberger, R. Badii and A. Politi, Scaling laws for invariant measures on hyperbolic and nonhyperbolic attractors, J. Stat. Phys. 51, 135 (1988).

[S2] G. Parisi, Appendix, in U. Frisch, Fully developed turbulence and intermittency, in Proceedings of International School on Turbulence and Predictability in Geophysical Fluid Dynamics and Climate Dynamics, M. Ghil, ed. (North-Holland, 1984).

[S3] R. Aimino, S. Vaienti, A Note on the Large Deviations for Piecewise Expanding Multidimensional Maps, in Nonlinear Dynamics New Directions. Nonlinear Systems and Complexity, edited by H. González-Aguilar and E. Ugalde, Series on Mathematical Method andModeling Vol. 11 (Springer, Cham, 2015), pp. 1–10, arXiv:1110.5488.

[S4] C. De Bacco, A. Guggiola, R. Kühn, and P. Paga, Rare events statistics of random walks on networks: localisation and other dynamical phase transitions, J. Phys. A: Math. Theor., 49, 184003 (2016).

[S5] P. Tsobgni Nyawo and H. Touchette, Large deviations of the current for driven periodic diffusions, Phys. Rev. E, 94, 032101 (2016).

[S6] S. Whitelam, Large deviations in the presence of cooperativity and slow dynamics, Phys. Rev. E, 97, 62109 (2018).

[S7] F. Coghi, J. Morand, H. Touchette, Large deviations of random walks on random graphs, Phys. Rev. E 99, 022137 (2019).

[S8] R. Gutierrez and C. Perez-Espigares, Generalized optimal paths and weight distributions revealed through the large deviations of random walks on networks, Phys. Rev. E, 103, 022319 (2021).

[S9] S. Whitelam and D. Jacobson, Varied phenomenology of models displaying dynamical large-deviation singularities, Phys. Rev. E, 103, 032152, (2021).

[S10] G. Carugno, P. Vivo, F. Coghi, Graph-combinatorial approach for large deviations of Markov chains, J. Phys. A: Math. Theor. 55, 295001 (2022).

[S11] C. Monthus, Markov trajectories : Microcanonical Ensembles based on empirical observables as compared to Canonical Ensembles based on Markov generators, Eur. Phys. J. B 95, 139 (2022).

[S12] J. Gärtnert, On Large Deviations from the Invariant Measure, Th. Prob. Appl. 22, 24 (1977); R. S. Ellis, Large Deviations for a General Class of Random Vectors, Ann. Prob. 12, 1 (1984).

[S13] A. Dembo and O. Zeitouni, Large Deviations Techniques and Applications, 2nd ed. (Springer, New York, 1998).

[S14] F. den Hollander, Large Deviations, Fields Institute Monographs, vol. 14 (AMS, Providence, Rhode Island, 2000).

[S15] H. Touchette, The large deviation approach to statistical mechanics, Phys. Rep. 478, 1 (2009).

[S16] S. N. Majumdar and G. Schehr, ICTS Newsletter 2017 (Volume 3, Issue 2); arxiv 1711:0757.