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The study of network formation is pervasive in economics, sociology, and many other fields. In this paper, we model network formation as a 'choice' that is made by nodes in a network to connect to other nodes. We study these 'choices' using discrete-choice models, in which an agent chooses between two or more discrete alternatives. We employ the 'repeated-choice' (RC) model to study network formation. We argue that the RC model overcomes important limitations of the multinomial logit (MNL) model, which gives one framework for studying network formation, and that it is well-suited to study network formation. We also illustrate how to use the RC model to accurately study network formation using both synthetic and real-world networks. Using edge-independent synthetic networks, we also compare the performance of the MNL model and the RC model. We find that the RC model estimates the data-generation process of our synthetic networks more accurately than the MNL model. In a patent citation network, which forms sequentially, we present a case study of a qualitatively interesting scenario — the fact that new patents are more likely to cite older, more cited, and similar patents — for which employing the RC model yields interesting insights.
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1. Introduction

The analysis of network formation is a prominent topic in a diverse set of areas [2, 9, 15, 25, 27]. For example, an important topic in sociology is how homophily affects the behavior of individuals in a network [56, 78]. There are studies in economics about how network structure affects risk-sharing [22]. In political science, network formation has also been used to analyze collective decision-making [64]. Researchers have also examined how the formation of sexual networks affects the transmission of sexually-transmitted diseases [31]. Analyzing the mechanisms of network formation is helpful for understanding different features of a network. In particular, it can yield insights into which factors affect edge formation and network growth.

In the present paper, we take the conceptual view that edge formation between nodes (which represent entities in a network) result from ‘choices’ that are made by those nodes. For example, in a directed network, if there is an edge from node i to node j, we suppose that node i has chosen to connect to node
j (and perhaps may have chosen not to connect to other nodes in the network). This conceptual framework allows us to employ *discrete-choice* (DC) models to study network formation [76]. One can use a DC model to analyze the decisions that are made by an agent (or other entity) when choosing between two or more discrete alternatives. DC models have several beneficial properties for studying network formation. First, they are flexible and can model several types of growing networks. Moreover, given a real-world network, one can study the relative statistical accuracy of different network-formation models. Depending on the application at hand, one can also combine multiple network-formation models. Second, using tools like logistic regression, one can readily apply DC models to real-world networks. Third, there is a well-developed literature on DC models in economics and statistics that provides tools for inference, testing, and parameter selection [36, 42, 50, 76]. We overview DC models in Section 3.

Several econometric and sociological studies have employed DC models for empirical estimation of parameters [15, 67, 70]. Overgoor *et al.* [53] recently reported the first use (to the best of our knowledge) of DC models to directly study network formation. These studies (including the one by Overgoor *et al.* [53]) have focused largely on the *multinomial logit* (MNL) model.

The MNL model is one of the most popular DC models [76]. Although the MNL model has been extended in various ways [42, 76], almost all applications of it to network formation use the original MNL model. However, some recent work does use other MNL models for such applications. For example, Overgoor *et al.* [53] briefly discussed the potential use of mixed-logit (MX) models (which generalize the MNL model [76]) to study network formation. Additionally, Tomlinson and Benson [72] studied network growth using an extension of the MNL model in which the set of available options influences a chooser’s relative preferences.

The original MNL model has certain features that are not well-suited to studying network formation. It assumes that each node makes exactly one choice (so it has an out-degree of 1) and that each node has the same choice set. These assumptions are almost never true for real-world networks [52]. The violation of these assumptions implies that estimates from the MNL model are biased, unless the preferences are homogeneous. We discuss these limitations of the MNL model in detail in Section 3.4.

To overcome these limitations of the MNL model, we use a type of MX model that is known as the *repeated-choice* (RC) model [59]. In the RC model, each node can make multiple choices, so nodes can have out-degrees that are larger than 1. Additionally, different nodes can have different choice sets and different out-degrees. These properties are helpful when studying network growth. We use the RC model to examine statistical associations of various network features with network formation.

We do two case studies of the RC model. In our first case study, we apply the RC model to a set of synthetic networks. We find that the RC model is able to accurately estimate the data-generation process of these synthetic networks. For these networks, we show that the RC model is accurate when the preferences of the nodes are either homogeneous or heterogeneous, whereas the MNL model is accurate only when the preferences are homogeneous. In our second case study, we apply the RC model to a large patent citation network. In this case study, we face computational constraints because of the large size of the network, so we discuss sampling methods to help overcome such constraints. We perform robustness tests to examine the validity of our results under different sampling methods, with which we obtain similar qualitative results. We also perform goodness-of-fit tests to illustrate that the RC model produces networks with statistical properties that are similar to those of the parent citation network. We also apply the MNL model (which ignores preference heterogeneity) to the patent citation network.

---

1 We use the terms ‘set of alternatives’, ‘alternative set’, and ‘choice set’ interchangeably.

2 The qualitative importance of this bias is different for different networks. In Sections 5 and 6, we examine case studies in which this bias is qualitatively important.
network. In comparison to the MNL model, we find that the RC model yields a better understanding of how previous citations, age, and the technology classification of a patent affects the probability that a patent will be cited by future patents.

1.1 Contributions and Model Applicability

The main contribution of the present paper is to describe, employ, and illustrate the utility of the RC model in the context of network formation. To the best of our knowledge, the RC model has not been used previously to study network formation.

To apply the RC model, one needs to make two key assumptions. First, for each choice that is made by each node, one has to specify the set of alternatives and the time at which the choice occurs. Second, one needs to specify which observable characteristics influence the choices that are made by the nodes. Additionally, these observable characteristics must be deterministic when the choices occur.

We demonstrate how to apply the RC model to networks with edge independence and 'sequential networks' (i.e., networks in which edges form in a sequence). As we will discuss (see Section 4.2), the RC model — with appropriate assumptions — is also relevant to a variety of network modeling frameworks, such as stochastic actor-oriented models (SAOMs) [68] and latent-space models (LSMs) [33]. However, there may be unanticipated challenges to applying the RC model to such frameworks, and this has the potential to limit the applicability of the RC model. Exploring the applicability and appropriateness of the RC model to different modeling frameworks is a worthwhile avenue for future work.

The present paper proceeds as follows. In Section 2, we survey the existing literature on network formation and discuss our contributions in the context of this prior work. In Section 3, we overview DC models. In Section 4, we discuss MX models and the RC model. In Section 5, we apply the RC model to a set of synthetic networks. In Section 6, we apply it to a patent citation network. In Section 7, we discuss the limitations and applicability of the RC model. We summarize and discuss our main results in Section 8. In Appendix A, we give some additional details of our comparison between the RC and MNL models.

2. Literature Review

There is a vast literature on network formation that crosses many disciplines [2, 9, 15, 18, 25, 27, 52]. In this section, we discuss how our paper relates to the existing literature.

In economics, there are several models of strategic network formation. See [38] and chapters 5, 6, and 11 of [39] for surveys of such models. The basic idea behind most of these models is that each node chooses which edges to form to other nodes based on some 'utility' that the node obtains from the resulting network. An important feature of these models is that nodes have at least partial control over which edges they form. Inspired by previous studies of strategic network formation [7], our paper examines edge formation that results from choices that are made by the nodes of a network. We explore this conceptual idea using DC models.

Several studies have employed DC models to study network formation. For example, Overgoor et al. [53] used DC models to examine sequential networks and Yeung [81] used DC models to estimate the preferences of participants in bipartite networks. Other researchers have used DC models as building blocks in network-formation models [17, 26, 28, 43, 73]. In SAOMs, which are a popular type of network-formation models, actors make myopic and binary changes to a network at discrete times [67, 3].

A ‘myopic’ choice is a choice that depends only on the current state of a network; it does not take into account changes in the
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Such changes are often studied using the MNL model. LSMs have employed the MNL model to study how positions in an unobserved space affect edge formation [33].

Most studies in the network-formation literature that have used DC models have focused on the MNL model. In Section 3.4, we argue that the standard MNL model has several limitations when studying network formation. We then argue in Section 4.1 that the RC model, which is also a DC model, has several desirable features that helps overcome the aforementioned limitations. In principle, other extensions of the MNL model may also overcome some of these limitations. For example, recent extensions of the MNL model allow the set of alternatives to influence an individual’s preferences [72, 74]. However, to the best of our knowledge, these extensions have not been applied to study network formation in a way that overcomes the limitations that we highlight.

An important difference between the RC and MNL models is that the parameters of the RC model are unbiased when node preferences are either heterogeneous or homogeneous, whereas the parameters of the MNL model are unbiased only when the preferences are homogeneous. We illustrate this difference using a set of synthetic networks. Graham [28] studied heterogeneity in network formation using fixed effects. We use the RC model to study heterogeneity in edge formation that may arise due to heterogeneity in preferences.

There is a class of network-formation models, which are sometimes called ‘edge-independent models’ [15], that make the assumption that each edge in a network forms independently of all other edges. Examples of edge-independent network models include Erdős–Rényi (ER) graphs [52], random geometric graphs (RGGs) [57], and risk-sharing models [22]. Using a set of synthetic networks, we demonstrate how to use the RC model to estimate parameters in edge-independent models of networks. We also illustrate how to use the RC model to estimate parameters in preferential-attachment (PA) network models [20, 52, 65, 82]. In a PA model, one begins with a seed network (which typically is small) and new nodes arrive and connect to the network as time marches on. Each new node connects to one or more existing nodes with a probability that is determined by a specified kernel. Estimating parameters in a PA model can help improve understanding of how a node chooses which edges to form. As an example of PA, we study a patent citation network using our RC model.

Other models have also been used to study sequential network formation. Recently, exponential random-graph models (ERGMs) were used to study large citation networks with similar assumptions as ours [14, 60]. In Section 6.7, we compare the RC model and ERGMs in the context of citation networks. Another relevant model is the latent ordered logistic (LOLOG) model [24], which considers sequential network formation in a way that is similar to PA models. We also highlight relational-event models (REMs), which are particular popular in studies of sequential network formation [13]. REMs have been used to explore a variety of networks, such as communication networks during the World Trade Center disaster [13], collaborations in the United States Congress [10], and corporate networks [77]. To the best of our knowledge, the parameters of the REM models in the current literature are homogeneous across the nodes of a network [13], whereas the parameters of the RC model can be heterogeneous across the nodes of a network.

\footnote{In the context of network formation, ‘fixed effects’ refer to an individual’s specific propensity to form an edge that does not change with time. See Wooldridge [79] for a detailed treatment of fixed effects.}
3. Discrete-Choice (DC) Models

A discrete choice is an event in which an agent chooses between two or more discrete alternatives. For example, a person who is buying a new car is making a discrete choice [75]. In economics and statistics, it is common to use DC models to analyze such decisions [36, 42, 50, 76]. In a DC model, a node \( n \) chooses from \( J = |C| \) alternatives, where \( C \) denotes the set of alternatives. For concreteness, suppose that each node represents an individual. Each alternative \( j \) has a set of observable characteristics \( x_{nj} \) that influence individual \( n \)'s decision.\(^5\)

3.1 DC Models and Network-Formation Models

One can view network formation as a consequence of ‘choices’ that are made by nodes. Each node ‘chooses’ to form edges (i.e., ‘ties’) to other nodes. For example, in a directed network, if there is an edge from node \( i \) to node \( j \), then node \( i \) ‘chose’ to form an edge to node \( j \). Each node has certain characteristics that determines the attachment probability for a node to select it; such choices determine how a network grows. The assumption that edges form because of the choices of nodes is part of several network-formation models [15, 24, 49, 67, 70]. In some real-world networks, this assumption is literally true because the nodes represent agents who are making choices. For example, individuals typically choose their friendships in social networks, authors choose which papers\(^6\) and patents to cite in citation networks, and government agencies choose where to build roads in transportation networks. In many other networks, nodes are not literally making choices, but one can still use a DC model if observable characteristics influence which edges form in the network. Although the assumption that edges form because of the choices of nodes is reasonable in investigations of many real-world networks, it is not appropriate for all networks. For example, this assumption may not be appropriate when studying a protein–protein interaction network because the edges in such a network form because of biochemical processes, rather than because of choices that are made by proteins.

It is convenient to divide a network-formation model into two components. The network process describes how a choice situation arises. It primarily concerns when nodes form attachments, the set of available choices, and the set of characteristics that affect choices. The choice component entails how nodes make choices when a choice situation arises.

Researchers use DC models to study how a node \( n \) forms attachments conditional on the set \( C \) of available choices and the deterministic observable characteristics \( x_{nj} \) of each choice \( j \) [76]. A DC model is a choice component of a network-formation model. Many network-formation models employ a DC model as their choice component. For example, in an SAOM, actors have the opportunity to change one edge at random times that are based on the state of the network at that time [70]. These features constitute the network-process component of such a network-formation model. In the choice component of an SAOM, it is common to use the MNL to study how nodes change ties when given the opportunity to do so [70].

In some studies, the network-process component is known or observed because of characteristics of the focal application. For example, Overgoor et al. [53] examined a social network from the social-media platform Flickr. In their data set, they possessed observations of exactly when each node made

\(^{5}\)It is common in DC models to assume that the set of alternatives does not directly influence the choice decisions [75]. Tomlinson and Benson [72] recently relaxed this assumption in the context of network formation. They allowed the context of the set of alternatives to influence a chooser’s decision. For example, the decision to order a hamburger or pizza may be influenced by whether or not french fries are also on a menu.

\(^{6}\)Naturally, referees also play a role in this process.
a change, what choices were available for those nodes, and the characteristics of the nodes that affect these choices\textsuperscript{7}. Consequently, they were able to directly apply the original MNL model to study network formation. In other words, because they observed the network-process component, they did not need to model it; it was sufficient for them to model the choice component.

Different papers have made different assumptions about the network-process component while using a DC model for the choice component. For example, in some edge-independent network models\textsuperscript{15}, it has been assumed that all edge-formation decisions occur simultaneously and independently. In contrast to such edge-independent models, the nodes in most SAOMs make edge-formation decisions one at a time (i.e., sequentially) and at randomly determined points in time\textsuperscript{67}. In many PA models\textsuperscript{52}, nodes appear sequentially as a network grows and each node forms edges that attach to existing nodes only when it first appears. LSMs model the network-process component using positions in an unobserved social space\textsuperscript{8} and have used the MNL model for the choice component\textsuperscript{33}.

In the present paper, we make no general claims about the network-process component of a network-formation model; instead, we focus our attention on the use of DC models in the choice component of such a model. However, for concreteness, we do make specific assumptions about the network-process component in our case studies.

3.2 Benefits of DC Models

DC models have several desirable properties for the study of growing networks. We briefly overview these benefits.

First, using tools such as logistic regression, one can apply DC models to networks that one constructs from empirical data; one can also readily estimate the parameters of such models\textsuperscript{76}.

Second, DC models have been studied extensively in fields such as economics and statistics. These studies have led to tools for estimation, hypothesis testing, and parameter selection\textsuperscript{36, 42, 50, 76}. Additionally, it has been established that the estimators for many DC models (including the MNL and RC models that we examine) are unbiased and consistent in a statistical sense\textsuperscript{9} [36, 42, 50, 76].

Third, DC models are very flexible. Through appropriate choices of variables, one can use them to obtain several types of network-formation models. For example, Overgoor et al.\textsuperscript{53} showed that one can use the original MNL model to construct preferential-attachment (PA) models (such as the ones in [6, 20]), the $G(N, p)$ ER model\textsuperscript{21}, and triadic-closure models\textsuperscript{53}. One can also use DC models to construct a network-formation model that combines features of two or more existing models. Moreover, given a network, a DC model allows one to compare the relative importances of different network features in the network-formation process.

3.3 The Basic Structure of DC Models

In a DC model, an individual $n$ chooses from $J = |C|$ alternatives, where $C$ denotes the set of alternatives. Each alternative $j$ provides $n$ with a utility that depends on certain observable characteristics $x_{nj}$. In principle, the effect of the observable characteristics can take any functional form. However, almost all studies have assumed that the relationship is linear\textsuperscript{76}. Following this convention, we define the observable utility to be $U_{nj} = \beta^T x_{nj}$\textsuperscript{76}. The parameters $\beta$ are called choice parameters and reflect

\textsuperscript{7}One example of a characteristic is the number of followers that a node has on Flickr.
\textsuperscript{8}A 'social space' is a space of latent characteristics that affect the probability of edge formation in a network\textsuperscript{33}.
\textsuperscript{9}An estimator of a parameter is ‘consistent’ if it converges in probability to the true value of the parameter. An estimator is ‘unbiased’ if the expectation of the estimator is equal to the true value of the parameter.
the preferences\(^{10}\) of an individual \(j\). The utility also has a random component \(\varepsilon_{nj}\). The total utility of individual \(n\) of making choice \(j\) is \(V_{nj} = U_{nj} + \varepsilon_{nj}\). Individual \(n\) chooses an alternative \(j\) if it provides them with more utility than any other alternative.\(^{11}\) It is often assumed that \(\varepsilon_{nj}\) follows a probability distribution that is an independently and identically distributed (IID) standard type-1 extreme value distribution\(^{12}\) (i.e., it is a Gumbel distribution) \([76]\).

Assuming that \(U_{nj} = \beta^T x_{nj}\) and that \(\varepsilon_{nj}\) follows an IID type-1 extreme-value distribution, the probability that individual \(n\) chooses alternative \(j\) is

\[
P_{nj} = \frac{\exp(\beta^T x_{nj})}{\sum_{i \in C} \exp(\beta^T x_{ni})}. \tag{3.1}
\]

This particular formulation is the MNL model\(^{13}\) \([76]\).

One can readily estimate the choice parameter \(\beta\) using maximum-likelihood estimation (MLE), and there exist several methods for this statistical inference \([76]\). The MNL model is one of the most common DC models because it is statistically simple and is supported by a well-developed theory. For a thorough treatment of the MNL model, see Kleinbaum and Klein \([42]\) or Train \([76]\).

The MNL model requires certain assumptions that are often violated when studying network formation. We discuss these assumptions and associated limitations in Section 3.4.

3.4 Limitations of the Multinomial Logit (MNL) Model

The MNL model has two key limitations when studying network formation.\(^{14}\) These limitations restrict the types of networks for which the MNL model is appropriate. Because these limitations arise from the structure of the MNL model, it is necessary either to generalize the MNL model or to use another type of model to overcome them.

The first key limitation is that the MNL model assumes that a node chooses only one of the \(J\) alternatives. This implies that the out-degree of any new node is equal to 1 when it is added to a network. However, in most situations, this is rarely true in practice \([52]\). This requirement may lead to biases in estimates from using the MNL model in studies of network formation. These biases arise because observations may no longer be IID; there may be correlations between the choices of a given node at different times. For example, in a social network, an individual’s choices of friends at different times are likely to be correlated with each other \([78]\). Similarly, we do not expect a paper to cite other papers in an independent way \([66]\).

\(^{10}\) The preferences of an individual \(j\) capture the amount that the characteristic \(x_{nj}\) affects the utility of a choice by \(j\).

\(^{11}\) The probability that any two alternatives have the same utility is 0 because the random component is a continuous random variable.

\(^{12}\) The cumulative distribution function of the standard type-1 extreme-value distribution is \(F(x) = \exp(-e^{-x})\).

\(^{13}\) This formulation is also known as the ‘conditional MNL model’. Following \([76]\), we refer to it as simply the ‘MNL model’.

\(^{14}\) Another limitation of the MNL model is that it assumes independence of irrelevant alternatives (IIA). The principle of IIA states that when choosing between choices \(x\) and \(y\), other alternatives do not affect one’s choice. That is, the ratio of the probability of choice \(x\) to the probability of choice \(y\) does not depend on other alternatives, where the probability of a choice is defined by equation (3.1). The assumption of IIA is contested hotly in the decision-theory literature \([4, 32]\). When using the MNL model to study network formation, that model inherits the IIA assumption. As was shown in Hanks et al. \([32]\) and Benson et al. \([4]\), this assumption is often violated. See page 54 of \([76]\) for a simple example in which IIA fails. To apply the MNL model to study network formation, it is important to check the validity of the IIA assumption. If it is violated, then it is likely undesirable to use the MNL model because one of its central assumptions is violated. Other types of models, such as probit models, do not require the IIA assumption. However, probit models are both more expensive computationally than logit models and are more cumbersome to extend than logit models.
The second key limitation is that the MNL model assumes implicitly that each individual (i.e., each node) has the same choice set. In the context of network formation, this assumption is often inaccurate. If we consider sequential network formation, in which new nodes appear one after another, newer nodes typically have a larger choice set than older nodes. For example, newer papers necessarily have a larger set of papers to cite than their predecessors. Other features of a network can also result in different nodes having different choice sets. The presence of heterogeneous choice sets also leads to biases in the estimates of the MNL model [76].

These limitations are not applicable to all network-formation models. For example, many SAOMs assume that the number of nodes is fixed and that all edge-formation decisions are independent [69]. Under these assumptions, the two key limitations of the MNL model are irrelevant.

4. Mixed Logit (MX) Models

Mixed logit (MX) models are flexible generalizations of the MNL model [76]. MX models can approximate any random-utility model\(^{15}\) [48]. In an MX model, the choice parameters \(\beta\) can be heterogeneous across individuals. We use this feature of MX models to overcome the associated limitation of the MNL model that we described in Section 3.4.

Let \(\beta_n\) denote the choice parameter for individual \(n\). For example, in a citation network, the effect of past citations can be different for different papers. Hypothetically, some discipline \(u\) may be more likely to cite more papers than another discipline \(v\); one can capture this difference with the inequality \(\beta_u > \beta_v\). One captures the heterogeneity of the choice parameters across individuals by letting

\[
V_{nj} = \beta_n^T x_{nj} + \epsilon_{nj}.
\]

We draw the choice parameters from a distribution \(f(\beta_n|\theta)\), where \(\theta\) is a vector that encodes the distribution parameters. The distribution parameters specify the distribution of the choice parameters \(\beta_n\). For example, if \(f(\beta_n|\theta)\) is normally distributed, then \(\theta\) consists of the mean and the variance.

For a specified value of \(\beta_n\), we write the conditional choice probability as

\[
P_{nj}(\beta_n) = \frac{\exp(\beta_n^T x_{nj})}{\sum_{i\in C_n} \exp(\beta_i^T x_{ni})},
\]

where \(C_n\) is individual \(n\)’s choice set. The choice set can be different for different individuals.\(^{16}\) To compute the unconditional probability, we take the expectation of the probability measure of \(f(\beta_n|\theta)\) by calculating

\[
P_{nj} = \int_{\beta_n \in D_{\beta_n}} P_{nj}(\beta_n)f(\beta_n|\theta)\,d\beta_n,
\]

where \(D_{\beta_n}\) is the support of \(f(\beta_n|\theta)\). We use MLE and unconditional probabilities to estimate \(\theta\).

In Section 3.4, we highlighted the fact that the MNL model assumes that each node chooses only a single alternative. In the context of network formation, this assumption implies that all new nodes have an out-degree of 1, which is almost never true in practice [52]. However, it is challenging to use MX models to allow multiple choices. From a theoretical perspective, one can expand the choice set to include multiple choices. If one does so, to have a valid probability measure, one must also expand the

\(^{15}\)In a random-utility model, the utility (i.e., benefit) of a choosing an alternative is a function of one or more random variables.

\(^{16}\)Yamamoto [80] studied a special case of MX models for situations in which the choice set is different for different groups of individuals.
choice set to be the power set of all of the single-choice alternatives. This results in a choice set with \(2^{|C|}\) elements (recall that \(C\) denotes the choice set), which can render it computationally intractable to perform estimation. Furthermore, from an intuitive perspective, it is not clear how to define and interpret the utility of multiple selections in a network context. For the process of selecting one item \(\{j\}\), one can define the utility as \(U_{nj} = \beta_n^T x_{nj}\). However, it is not clear how to define the utility of selecting two items \(\{j,k\}\). To resolve this issue, we view multiple selections as a sequence of choices. Considering multiple selections as a choice sequence allows us to estimate the distribution of \(\beta_n\) using the RC model [59], which is a special type of MX model.

4.1 The Repeated-Choice (RC) Model

The RC model, which was first proposed in [59], is well-suited to studying network formation. The RC model allows one to study networks with nodes whose out-degree is larger than 1. Additionally, the out-degree and choice set can be different for different nodes.

In the RC model, an individual \(n\) faces a situation in which they choose from \(J\) alternatives at each of \(T\) times. The number of times at which individual \(n\) makes a choice can be different for different individuals, and the set of alternatives can also be heterogeneous both across individuals and across choice instances of the same individual. Similarly to Equation (4.2), the attachment probability is

\[
P_{nj} (\beta_n) = \frac{\exp(\beta_n^T x_{nj})}{\sum_{i \in C_n} \exp(\beta_n^T x_{nit})},
\]

where \(P_{nj}\) is the probability that individual \(n\) chooses alternative \(j\) at time \(t\). The vector \(x_{nj}\) encodes the covariates for individual \(n\) choosing alternative \(j\) at discrete time \(t\), and \(C_n\) denotes the set of alternatives that are available to individual \(n\) at time \(t\).

Let \(i(n,t)\) denote the choice that is made by individual \(n\) at time \(t\). Because we are examining repeated choices across time, we consider the sequence \(\{i(n,1), i(n,2), \ldots, i(n, T)\}\) of choices of individual \(n\). Given a value of \(\beta_n\), these choices are independent. Therefore, we can write the conditional probability of a sequence of choices as

\[
S_n(\beta_n) = \prod_{t=1}^{T} P_{ni(n,t)} (\beta_n).
\]

Taking an expectation over \(\beta_n\) yields the unconditional probability

\[
P_n (\theta) = \int_{\beta_n \in D_{\beta_n}} S_n(\beta_n) f(\beta_n | \theta) \, d\beta_n,
\]

where \(D_{\beta_n}\) is the support of \(f(\beta_n | \theta)\).

We use the unconditional probability \(P_n (\theta)\) to estimate \(\theta\), which determines the distribution of \(\beta_n\). If \(\beta_n\) is high-dimensional,\(^{17}\) it is difficult to analytically compute \(P_n (\theta)\), so we use maximum-simulated-likelihood estimation (MSLE) to determine consistent estimators of the distribution parameters. The simulated log-likelihood function is \(L(\theta) = \sum_{n} \ln[P_n (\theta)]\), and we use simulations to calculate \(P_n (\theta)\). For a given value of \(\theta\), we draw several values of \(\beta_n\) from the distribution \(f(\beta_n | \theta)\). In our case studies,

\(^{17}\)Recall that \(\beta_n \in \mathbb{R}^k\) is a vector of parameters. We refer to \(\beta_n\) as ‘high-dimensional’ if \(k\) is large, although different disciplines have different notions of what it means to be ‘large’. In statistics, \(k\) is often interpreted as large if \(k \approx N\), where \(N\) is the number of observations [12].
we draw values of $\beta_n$ 100 times from $f(\beta_n | \theta)$; a good choice for the number of draws depends both on the situation and on the availability of computational resources. For each draw, we compute $S_n(\beta_n)$. The mean of $S_n(\beta_n)$ across all draws is an asymptotically consistent estimator of $P_n(\theta)$. See [59, 76] for detailed discussions of simulation and estimation methods. As discussed in [59, 76], the parameter estimates are also unbiased.

4.2 Applying the RC Model to Network Data

To use the RC model to study network formation, we need to translate network data into an ordered set of choice sequences. As the name suggests, a choice sequence is a collection of choices.\(^{18}\) There is one choice sequence for each node in a network whose out-degree is at least 1. The number of choices\(^{19}\) in a sequence is equal to the out-degree of the corresponding node. Each choice consists of a node and a set of alternatives.

As an example, consider a network with nodes \{p, q, r, s\} and directed edges \{(p, q), (p, r), (q, s), (r, s)\}. We view the network as a set of three choice sequences because there are three nodes (p, q, and r) whose out-degree is at least 1. We denote the choice sequences for nodes p, q, and r by $S_p$, $S_q$, and $S_r$, respectively.

The sequence $S_p$ consists of two choices because the out-degree of node p is 2. Specifically, $S_p = \{(i(p, 1), C_{p1}), (i(p, 2), C_{p2})\}$. The tuple $(i(p, 1), C_{p1})$ represents the first ‘choice’ that is made by node p. The tuple’s first element $i(p, 1)$ indicates the first ‘chosen’ node. The order of the choices in a choice sequence is inconsequential for estimation\(^{20}\) [76]. However, depending on the application and question of interest, one order may be more convenient than others for constructing the choice sequence. For example, if we consider a network that is changing with time, it may be convenient to order the choice sequence using chronological ordering. We arbitrarily set $i(p, 1)$ to be equal to q (rather than to r). The tuple’s second element $C_{p1}$ indicates the set of alternatives (i.e., $C_{p1}$) that are available to the node (i.e., node p) that is ‘choosing’.

For each choice, the set of alternatives includes all nodes except the node that is choosing. The alternative set $C_{p1}$ is equal to \{q, r, s\}. We do not include node p in the alternative set because we do not allow self-edges. By the same convention, $i(p, 2)$ is equal to r and $C_{p2}$ is equal to \{q, r, s\}. We use the same convention to construct the choice sequences for nodes q and r. Specifically, $S_q = \{(i(q, 1), C_{q1}), (i(q, 1), C_{q2})\}$ and $S_r = \{(i(r, 1), C_{r1}), (i(r, 1), C_{r2})\}$, where both $i(q, 1)$ and $i(r, 1)$ are equal to s, the alternative set $C_{q1}$ is equal to \{p, r, s\}, and $C_{r1}$ is equal to \{p, q, s\}. We do not construct a choice sequence for node s because its out-degree is 0. We can directly apply the RC model to the set of choice sequences to estimate the distribution parameters.

In our setting, we need to make two key decisions to apply the RC model to study network formation. First, for each choice of each node, we have to decide which nodes are in the set of alternatives. In the simple example that we discussed in the preceding paragraphs, we assumed for a given node that all other nodes are in the set of alternatives. However, such an assumption is not appropriate in all applications. For example, if a network is generated by the standard RGG model [57], all nodes within a certain radius of a given node are in the set of alternatives for all of the choices of that node (and no other nodes

---

\(^{18}\) Depending on the application and the question of interest, the order of the choices in a choice sequence may or may not be important.

\(^{19}\) In the economics literature, the number of choices is sometimes called the number of ‘time periods’ [59]. To avoid confusion, we do not adopt this convention in our paper.

\(^{20}\) A ‘choice sequence’ is technically a set. We refrain from referring to a ‘choice sequence’ as a ‘choice set’ because it is common to use the term ‘choice set’ to refer to an ‘alternative set’.
are in the set of alternatives). Additionally, the set of alternatives can be different for different choices of the same node. Second, we have to decide which observable characteristics (i.e., which $x_{n,t}$) influence the choices of a node. For example, in some PA models [6], the in-degree of existing nodes influences the choices of a new node. A key assumption in the RC model is that the observable characteristics are deterministic when a node makes a choice; this restricts the set of observable characteristics that one can study using the RC model. For example, the observable characteristics cannot include variables that are influenced by the choices of subsequent nodes because (by construction) the choices of future nodes are stochastic.21 In Section 6, we use a case study of patent citation networks to illustrate which observable characteristics are reasonable to treat as deterministic when a node makes a choice. In certain situations, such as in sequential networks and in edge-independent networks22, the assumption that observational characteristics are deterministic is equivalent to assuming that the observable characteristics are sufficient statistics. In these situations, conditional on these statistics, edge-formation choices are independent.23

The above decisions depend critically on the network-process component of a network-formation model. In our simple example, we only observed one snapshot of a network. Without additional assumptions or data, we cannot include the edge between $q$ and $r$ as an observable characteristic when using the RC model to study the decision of node $p$ to link to node $q$ because the decision of node $q$ to link to node $r$ is stochastic. This situation illustrates the so-called ‘endogeneity problem’.

The assumption that observable characteristics are deterministic does not imply that one cannot use the RC model to study such features or that the RC model requires strong assumptions like edge independence. If one possesses additional data about the timing of edge formation, then one can use the formation of edges in the past as observable characteristics because the past decisions that resulted in those edges are deterministic.

In our case study of a citation network in Section 6, we use the RC model to examine whether or not new patents are more likely to cite patents with larger citation counts. We are able to do so because of the sequential edge formation in the patent citation network. We sometimes refer to such a network itself as ‘sequential’. We argue why the assumption of sequential edge formation is appropriate in the context of our application to a patent citation network. However, this assumption is not necessary when using the RC model to study whether or not previous edge-formation decisions influence future edge-formation decisions. For example, one can potentially use the RC model in conjunction with an SAOM model without assuming that a network is sequential. Employing the RC model in this way an avenue for future research.

We also need to assume that the choice parameters satisfy a distribution of a specified type. In general, it is difficult to know what type of distribution is appropriate for a particular application, and one usually cannot evaluate such an assumption. In our case studies, we make our assumptions about distributions based on computational convenience and prior knowledge about our applications of interest.

---

21This assumption does not require that a node simultaneously form all of its edges to a network. A node can form edges at different times, and other nodes can form edges in time intervals between two choices of a given node. The only requirement is that any observable characteristics that influence edge-formation are deterministic when each node makes each choice.

22For example, if one observes one snapshot of a network, it is common to assume edge independence.

23However, the assumption that observable characteristics are deterministic and the assumption that the observable characteristics are sufficient statistics are not equivalent in all situations. For example, in an SAOM, the observable characteristics are not sufficient statistics [70].
5. Case Study: A Set of Synthetic Networks

We illustrate the RC model using a set of synthetic networks, which are useful to study for several reasons. First, we know the true data-generation process of such networks, so we can use them to directly evaluate the performance of our model. Second, we control the sizes of each set of synthetic networks and of each network in the set. Third, we can choose a process that allows us to generate data that is free from data-collection errors, which arise often in networks that one constructs from empirical data.

We generate the network data using the RC model. In Section 5.1, we describe our data-generation procedure and model specification. If the RC model does not perform well for synthetic data that it generates, then it is unlikely to be successful for networks that one constructs from empirical data.

5.1 Data Construction and Model Specification

We construct a set of 100 synthetic networks in which each network has 1000 nodes. We draw the out-degree of each node uniformly at random and independently from \{1, \ldots, 20\}. As we described in Section 4.1, each node has an associated choice sequence. The length of a node’s choice sequence is equal to its out-degree. Each choice in a choice sequence consists of (1) a ‘chosen node’ that is selected by the focal node and (2) all other nodes that the focal node could have chosen instead (i.e., the set of alternative nodes). For each set of alternatives, we draw the number of alternatives uniformly at random from \{1, \ldots, 10\}. For each choice, the probability that an alternative is chosen depends on two quantities. Specifically, the probability that node \( n \) chooses alternative \( j \) as its \( t \)th choice depends on \( x_{njt} \) and \( y_{njt} \). The subscript \( njt \) denotes the \( j \)th alternative that is available to node \( n \) for the \( t \)th choice in its choice sequence. We sample \( x_{njt} \) from a continuous uniform distribution between \(-1\) and \(1\) (i.e., \( x_{njt} \sim U[-1, 1] \)), and we sample \( y_{njt} \) from a continuous uniform distribution between \(0\) and \(5\) (i.e., \( y_{njt} \sim U[0, 5] \)). Using the formulation that we described in Section 4, the choice utility is given by the function

\[
V_{njt} = \beta_{1n}x_{njt} + \beta_{2n}y_{njt} + \epsilon_{njt},
\]

where \( \beta_{1n} \) and \( \beta_{2n} \) are the choice parameters and we draw \( \epsilon_{njt} \) from an IID Gumbel distribution.

The distributions of the choice parameters are \( \beta_{1n} \sim \mathcal{N}(3, 4) \) and \( \beta_{2n} \sim \text{LogNormal}(0, 1) \). With \( Z \sim \mathcal{N}(a, b) \) and \( X = \exp(Z) \), it follows that \( X \) is distributed log-normally with parameters \( a \) and \( b \) (i.e., \( X \sim \text{LogNormal}(a, b) \)).

For each choice in each choice sequence, we draw the ‘chosen’ alternative using the probability mass function (PMF) in equation (4.4). The chosen alternative and the alternative set together constitute a choice. We repeat this process for each choice in each of the choice sequences. In our model, recall that the set of choice sequences encodes a network.

We apply the RC model to each network in our set of networks. To do this, we first need to know the distribution type of the choice parameters. We refer to this assumption as the distributional assumption. We then use the RC model to estimate the distribution parameters. In almost all situations, one does not know the true distribution type of the choice parameters.

We do know the true distributions of the choice parameters in our synthetic networks because we generated these networks. Specifically, we know that the choice parameters satisfy \( \beta_{1n} \sim \mathcal{N}(m_1, s_1^2) \) and \( \beta_{2n} \sim \text{LogNormal}(m_2, s_2^2) \). We use our model to estimate the distribution parameters \( m_1, s_1, m_2, \) and \( s_2 \).

For networks that one constructs from empirical data, one does not know the true distributions, so one guesses the distribution type(s) of the choice parameters. (The requirement that one knows
the distribution type of the choice parameters is a requirement of the RC model.) This is a difficult task; in general, one cannot even evaluate the distributional assumption, although there is some hope. In Section 5.4, we demonstrate how to use the RC model to check whether the choice parameters are random or deterministic. Unfortunately, if these parameters are random, we do not know how to evaluate whether or not a conjectured distribution type is the same as the true distribution. This is a limitation of the RC model; we discuss this limitation in further detail in Section 7. From a practical perspective, making useful guesses about distribution types benefits from prior knowledge of an application. For an illustration, see Section 6.2.

5.2 Estimation Procedure and Computational Complexity

As we described in Section 4.1, we can use MSLE to compute consistent estimates of our distribution parameters. We independently compute estimates of the distribution parameters for each network in a set, and we use the MLOGIT package in R for estimation [19]. We use simulations (with 100 draws) to determine the unconditional probability of each choice sequence of probabilities from (4.6). We then use the Berndt–Hall–Hall–Hausman (BHHH) optimization algorithm to determine the distribution parameters that maximize the simulated log-likelihood [19]. For more details, see [19].

The combined estimation procedure for all of the networks in our set of synthetic networks took approximately 18 hours on a computer with an i7 processor and 16 gigabytes (GB) of random-access-memory (RAM). For our case study of a patent citation network, we use the same estimation procedure on the same computer.

5.3 Results

We use our model to independently estimate \( m_1, s_1, m_2, \) and \( s_2 \) for each network in our set of synthetic networks. This yields a set of estimates for each distribution parameter. We show summary statistics of these estimates in Table 1.

Table 1: Summary statistics of the estimated values of the distribution parameters for our synthetic networks. The first column specifies the distribution parameters. The second column specifies the associated characteristics. For example, the parameter \( m_1 \) is the mean of the distribution of \( \beta_{1n} \). As defined in Equation (5.1), the amount that \( x_{njt} \) affects the choice utility depends on \( \beta_{1n} \). The third column gives the true values of the parameters. The fourth column gives the mean estimated values of the parameters. The fifth column gives the median estimated values of the parameters. The sixth column gives the biases of the estimated values of the parameters, where the bias is the absolute value of the difference between the true value of a parameter and its mean estimated value. The last column gives the standard errors of the estimated values of the parameters.

| Parameter | Characteristic | True Value | Mean  | Median | Bias   | Standard Error |
|-----------|---------------|------------|-------|--------|--------|----------------|
| \( m_1 \) | \( x_{njt} \) | 3          | 2.975 | 2.977  | 0.025  | 0.100          |
| \( s_1 \) | \( x_{njt} \) | 2          | 2.035 | 2.033  | 0.035  | 0.042          |
| \( m_2 \) | \( y_{njt} \) | 0          | 0.002 | −0.004 | 0.002  | 0.093          |
| \( s_2 \) | \( y_{njt} \) | 1          | 1.004 | 1.002  | 0.004  | 0.050          |
The mean and median estimated values of the parameters are close to the true values of the parameters. In expectation, the difference between the true and estimated values is less than 0.07 for all of the parameters. Additionally, the standard error is at most 0.100 for all of the parameters. The bias, which is the absolute value of the difference between the true value and the mean estimated values, is 0.025, 0.035, 0.002, and 0.004 for \( m_1 \), \( s_1 \), \( m_2 \), and \( s_2 \), respectively.

Based on our results, we conclude that the RC model is able to accurately estimate the distribution parameters for most of the networks in our set of synthetic networks.

5.4 Comparison of the RC and MNL Models

We now compare the performance of the RC model with that of the MNL model. We use a set of 50 synthetic networks, which we generate using the RC model. Each network has 100 nodes. We draw one network uniformly at random from the set, and we present results from that network for our comparison. In Appendix A.1, we show summary statistics of the results from all of the networks in the set. The model specification and network construction are the same as in Section 5.1.

5.4.1 Random Choice Parameters

The data-generation process that we described in Section 5.1 violates the assumptions of the MNL model. In our data, the number of choices and the alternative set are both heterogeneous across individuals. Furthermore, the choice parameters are distributed randomly; by contrast, the MNL model assumes that the choice parameters are deterministic. We ignore these violations and fit the data to the MNL model. We then compare the point estimates of the choice parameters that we compute using the MNL model to the distribution of the choice parameters that we compute using the RC model (see Table 1).

Table 2: Point estimates from the MNL model for the synthetic networks that we described in Section 5.3. The first column specifies the parameters. The second column specifies the associated characteristics. For example, as defined in Equation (5.1), the amount that \( x_{njt} \) affects the choice utility depends on \( \beta_{1n} \). The third column gives the estimated values of the parameters, the fourth column gives the standard errors of these estimates, and the last column gives the p-values. For statistical-significance levels that are larger than the p-value, the coefficient is significantly different from 0.

| Parameter | Characteristic | Coefficient | Standard Error | p-value  |
|-----------|----------------|-------------|----------------|----------|
| \( \beta_1 \) | \( x_{njt} \) | 1.9258 | 0.0094 | < 0.0001 |
| \( \beta_2 \) | \( y_{njt} \) | 0.8052 | 0.0038 | < 0.0001 |

The point estimates from the MNL model yield statistically significant results. However, they do not accurately capture the data-generation process. Tables 1 and 2 illustrate that the point estimates from the MNL model are different in magnitude from the central values (both the mean and the median) of the true distributions. Moreover, the MNL model paints an incorrect picture of the data-generation process. The point estimates imply that the choice parameters are homogeneous across individuals. However, by construction, we know that this is not the case. The MNL model ignores this heterogeneity across individuals.
individuals. For networks that one constructs from empirical data, this may have a significant impact on the interpretation of results because it may yield misleading values for the choice parameters. We revisit the issue of interpretation in Section 6.6. In that discussion, we use a network of patent citations that we construct from empirical data.

The above discussion helps highlight some of the salient differences between the results from the MNL and RC models. Given our data-generation process (which violates several assumptions of the MNL model), it is not surprising that the MNL produces incorrect results. Because we used the RC model to construct the data, it is also not surprising that the RC model produces accurate results. In Section 5.4.2, we compare the results of the MNL and RC models when the choice parameters are deterministic.

5.4.2 Deterministic Choice Parameters

We construct networks in which the choice parameters are deterministic. The data-generation process and model specification are the same as in Section 5.1. The only difference is that the choice parameters are deterministic, with $\beta_{1n} = -1$ and $\beta_{2n} = 3$. The network is suitable for the MNL model because these parameters are deterministic. Additionally, our assumption in the RC model that the parameters are randomly distributed (specifically, $\beta \sim \mathcal{N}(m_1, s^2_1)$ and $\beta_{2n} \sim \log\text{Normal}(m_2, s^2_2)$) is incorrect. As in our computations in Section 5.4.1, we fit the misspecified RC model to the data and compute estimates for the distribution parameters. We report the results from the MNL model and the misspecified RC model in Table 3.

\footnote{Intuitively, a parameter is misspecified if the assumed distribution of the parameter in a model differs from the parameter's true distribution. In our application, the RC model is misspecified because we assume that its parameters are random when they are deterministic. See [58] for a formal definition of 'misspecification'.}
Table 3: Point estimates from the MNL model (with parameters $\beta_1n$ and $\beta_2n$) and the RC model (with parameters $m_1$, $m_2$, $s_1$, and $s_2$) for the synthetic networks that we generate using the MNL model. The first column specifies the parameters. The second column specifies the associated characteristics. For example, the parameter $m_1$ is the mean of the distribution of $\beta_1n$. As defined in Equation (5.1), the amount that $x_{nj}$ affects the choice utility depends on $\beta_{1n}$. The third column gives the estimated values of the parameters, the fourth column gives the standard errors of these estimates, and the last column gives the p-values. For statistical-significance levels that are larger than the p-value, the coefficient is significantly different from 0.

| Parameter | Characteristic | Coefficient | Standard Error | p-value |
|-----------|----------------|-------------|----------------|---------|
| $\beta_1$ | $x_{nj}$       | $-0.988$    | $0.035$        | $< 0.0001^{***}$ |
| $\beta_2$ | $y_{nj}$       | $2.963$     | $0.045$        | $< 0.0001^{***}$ |
| $m_1$     | $x_{nj}$       | $-0.807$    | $0.108$        | $< 0.0001^{***}$ |
| $s_1$     | $x_{nj}$       | $-0.054$    | $0.321$        | 0.866   |
| $m_2$     | $y_{nj}$       | $1.015$     | $0.051$        | $< 0.0001^{***}$ |
| $s_2$     | $y_{nj}$       | $0.084$     | $0.139$        | 0.546   |

$^{***}$, $^{**}$, $^*$, and $^\bullet$ represent statistical-significance levels of less than 0.01%, precisely 0.1%, 1%, and 5%, respectively. The absence of asterisks or $^\bullet$ indicates that the parameters are not significantly different from 0.

As we expected, the MNL model accurately estimates the choice parameters. However, although the RC model is misspecified for this network, the distribution of the choice parameters are good approximations of the true deterministic choice parameters. The mean of $\beta_{1n}$ (which is $-0.807$) gives a reasonable ballpark estimate of the true value of $-1$, and the standard deviation of $\beta_{1n}$ differs from 0 with a probability that is less than 0.134. Similarly, the mean of $\beta_{2n}$ (which is 2.770) gives a reasonable ballpark estimate of the true value of 3, and and the standard deviation of $\beta_{2n}$ differs from 0 with a probability that is less than 0.454. If a random variable has a standard deviation of 0, then it is deterministic, with a value that is equal to its mean. Our results imply that the standard deviation of the choice parameters is equal to 0 with a large probability; this suggests that the choice parameters are deterministic with a large probability. In this case, the RC model yields results that are reasonably accurate qualitatively, despite the model’s misspecification. Deterministic parameters are a special case of random parameters (because they are random parameters with a standard deviation of 0). Consequently, the RC model can be helpful for providing accurate estimates for our synthetic networks even when the choice parameters are deterministic. By contrast, as we saw in Section 5.4.1, the MNL model may not provide accurate results when the choice parameters are random. Moreover, one should not expect it to provide accurate results in such situations.

The above exercise also highlights a way to use the RC model to test whether choice parameters are random or deterministic. We calculate estimates under the assumption that the choice parameters are random. If the standard deviation of the choice parameters is equal to 0 with a large probability, then it is likely that the choice parameters are deterministic. This is an advantage of the RC model over the MNL model. The estimates of the MNL model provide no way to check whether parameters are random or deterministic. Instead, the MNL model assumes that the parameters are deterministic...
and ignores the possibility that the choice parameters may be random. However, although the RC model
allows one to examine whether parameters are random or deterministic, we have not formally developed
a statistical test to do so. In Appendix A.2, we illustrate that the estimates from the RC model sometimes
suggest that parameters are random when they are deterministic. We leave analyzing why this occurs
and developing (and analyzing) a formal statistical test for future research.

6. Case Study: A Sequential Patent Citation Network

We now apply the RC model to a large sequential network that we construct from empirical data. Recall
that a network is ‘sequential’ if nodes form edges one after another in a sequence.

6.1 Network Data

We apply the RC model to a patent citation network. We construct this network from a subset of a
patent data set that consists of 2,923,922 United States utility patents that were awarded between 1
January 1963 and 31 December 1999.

We accessed the data from the National Bureau of Economic Research’s (NBER) website; see [29]
for a discussion of the data. This data set has been used extensively to study innovation; see, for example,
[1, 8]. Leskovec et al. [45] used this data set to study how several network properties change with time.

In addition to the citation data, this data set also includes additional information about each patent.
This information includes the award year, the country or countries of its inventor(s), the technology
category, the number of patents that it cites (‘citations made’), and the number of patents that cited it
(‘citations received’) [29]. In our case study, we consider the ‘choices’ of patents that were awarded in
1975. We focus on 1975 because it is the first year for which have citation data. In Section 6.4.1, we
examine patents that were awarded in other years.

We study the growth of the patent citation network as new patents are awarded in 1975. Each node
in the network is a patent; we use the term ‘new patent’ for any patent that was awarded in 1975. This
network also includes all patents that were granted before 1975. In particular, although we include all
citations of pre-1975 patents in the network, we do not study the ‘choices’ of such patents. Each new
patent ‘chooses’ to cite previous patents; there is a directed, unweighted edge from node \( u \) to node \( v \) if
the new patent \( u \) ‘chooses’ to cite the existing patent \( v \). The new nodes arrive sequentially over time and
form edges to existing nodes. Each node can form edges to any node that corresponds to a patent from
1974 or earlier. (We do not allow 1975 patents to choose other nodes from 1975.) (Fewer than 9% of
the 1975 patents cited another patent from 1975.)

The mean number of citations by each new patent is 4.875, and the median number of citations is 4.
About 21.3% of the new patents cite only 1 patent, so most new patents cite multiple existing patents.
Consequently, the single-choice assumption of the MNL is violated, so it seems sensible to examine this
network using the RC model.

In the patent citation network, there are 69,323 new patents in 1975 that cited at least 1 patent
from 1974 or earlier. There are 636,444 patents that were awarded prior to 1975. In the RC model,
it is computationally expensive to estimate parameters, and the computational cost increases with the
number of nodes. The number of new patents in 1975 is too large for us to use the entire network for
estimation, so we apply a variety of sampling procedures to make estimation computationally tractable.

Of the 69,323 new patents in 1975, we sample 10,000 new patents uniformly at random to form a
sample network. As we described in Section 4.1, each node (that is, each new patent) has an associated
choice sequence. Recall that each choice in the choice sequence consists of a ‘chosen’ alternative and
an alternative set.

We assume that the alternative set consists of all previously awarded patents. Each new patent can cite any of the previously awarded patents, so the size of its alternative set is equal to the total number of patents that were awarded prior to 1975. (Recall that we are ignoring citations of patents that were awarded in 1975.) Because 636,444 patents were awarded prior to 1975, the alternative set is very large; we need to reduce its size for computational tractability.

Hall et al. [29] assigned each patent to a technology category: chemical (excluding drugs); computers and communications (C & C); drugs and medical (D & M); electrical and electronics (E & E); mechanical; and others. Hall et al. [29] further divided each category into sub-categories. For example, the category ‘Drugs and Medical’ was further subdivided into ‘Drugs’, ‘Surgery and Medical Instruments’, ‘Biotechnology’, and ‘Miscellaneous-Drug&Med’. For additional details, see Hall et al. [29]. On average, approximately 80% of all of the patents that are cited by a new patent in 1975 are in the same technology category as that new patent. Therefore, to narrow the alternative set, we consider only patents in the same technology category as potential alternatives. Although we make our assumption for convenience, the local-search model in [39] provides some theoretical justification for this sampling choice. The basic idea behind this local-search model is that searching for potential nodes with which to link (i.e., searching for patents to cite in the present case study) is ‘costly’. Consequently, nodes may only consider other nodes that are inexpensive to ‘find’. In our example, we are assuming that patents in a different technology category from the ‘new’ patent are too expensive to ‘find’. Jaffe and Trajtenberg [40] concluded that patents are about 100 times more likely to cite patents in the same technology category than patents in a different category, so this simplification seems reasonable. In Section 6.4.2, we demonstrate that our results are robust to violations of this assumption.

In each alternative set, we uniformly-at-random sample 6 patents from all of the patents that were not chosen. This reduces the size of the alternative set to 7, as there are 6 patents that are not cited and 1 patent that is cited. We do this sampling because of computational constraints, rather than because of any belief that this sampling satisfies any realistic assumption. This sampling reduces the size of the data very substantially. As was shown in [47] and employed in Overgoor et al. [53], as long as a sampling method satisfies the property of uniform conditioning (which is true of sampling uniformly at random), one still obtains estimates that are statistically consistent. In Section 6.4, we analyze the robustness of our results to different sampling methods.

6.2 Model Specification

We specify a model in which the citation probability depends on three observable factors: citations received (i.e., in-degree), sub-category, and time difference (as measured when the new patent was awarded).

An important assumption of the RC model is that the edge-formation choices depend on observable factors that are deterministic when a choice is made (see Section 4.1). In the present case study, we are able to study the effect of in-degree on future edge formation because our patent citation network grows sequentially. We assume that nodes make their citation decisions one at a time. The in-degree of an

26The authors of a new patent presumably only consider a subset of previously existing patents. See [43] for a model of network formation with partial observability.

27This procedure is often called ‘negative sampling’ [76]. See [54] for a recent discussion of negative sampling for relational social data.

28Uniform conditioning is satisfied when the choice set consists of the chosen alternative and one or more other randomly selected alternatives [47].
alternative for a given node may depend on the choices that were made by nodes that arrived previously; however, because those choices have already been made, each node’s in-degree is deterministic. This allows us to use the RC model to study the effect that the in-degree (which is specified at one time and then remains constant) has on edge formation. This implies that edge formation in the patent citation network is not independent. The sequential nature of our patent citation network allows us to study edge-formation choices without assuming edge independence. Our assumption of sequential node arrival in the present case study is not required to use the RC model.

We normalize the number of citations that are received by a new patent by dividing this number by the number of patents that are cited by the new patent. For computational convenience, we assume that the choice parameter for citations received follows a log-normal distribution. Our assumption is guided by results from previous studies, which suggested that previous citations have a non-negative effect on the probability of new citations [41, 51]. In other words, having more citations never hurts a patent’s chances of being cited again (although it may not help). There are several distributions that have a non-negative support, and a log-normal one has convenient properties. The notion that a node’s degree affects future edge formation is a major focus of most PA models [52], and it seems relevant for our case study.

The binary variable ‘Sub-Category’ indicates whether or not a new patent and a cited patent belong to the same technology sub-category. Recall that we use the category level of classification to construct the alternative set (6.1). We use the sub-category level of classification as a variable that affects the choice probability. The idea that patents prefer to cite similar patents is conceptually similar to homophily. We assume that the choice parameter is log-normal because it is computationally convenient.

The time difference is equal to the award year of the new patent minus the award year of the cited patent. We assume that the choice parameter for time difference is normally distributed. The normal distribution is computationally convenient, and it allows the age of a patent to affect citation probability either positively or negatively.

Combining the above considerations yields the utility function

\[ V_{njt} = \beta_{1n} \text{CReceived}_{njt} + \beta_{2n} \text{SubCat}_{njt} + \beta_{3n} \text{TimeDiff}_{njt} + \epsilon_{njt}, \quad (6.1) \]

where ‘CReceived’ is the number of citations received, ‘SubCat’ is a Boolean variable that is true if both patents are in the same technology sub-category, and ‘TimeDiff’ is the difference in the award years of the new patent and the cited patent. The subscript \( njt \) denotes the \( j \)th alternative of the \( i \)th choice in node \( n \)’s choice sequence. From our assumptions, the choice parameters are \( \beta_{1n} \sim \text{LogNormal}(m_1, s_1^2) \), \( \beta_{2n} \sim \text{LogNormal}(m_2, s_2^2) \), and \( \beta_{3n} \sim \mathcal{N}(m_3, s_3^2) \). We draw \( \epsilon_{njt} \) from an IID Gumbel distribution.

We allow correlations between different choice parameters and report the correlation parameters. We denote the correlation between choice parameters \( \beta_{1n} \) and \( \beta_{jn} \) by \( \text{cor}_{ij} \).

We estimate the parameters \( m_1, m_2, m_3, s_1, s_2, s_3, \text{cor}_{12}, \text{cor}_{13}, \text{and} \text{cor}_{23} \) using the MLOGIT package in \( \mathbb{R} \). We described our estimation procedure, which took approximately 2 hours, in Section 5.2.
6.3 Results

Table 4: Results from the RC model for the 1975 patent citation network. The first column specifies the parameters. The second column specifies the associated characteristics. For example, the parameter $m_1$ is the mean of the distribution of $\beta_1$. As defined in Equation (6.1), the amount that CReceived affects the choice utility depends on $\beta_1$. The third column gives the estimated values of the parameters, the fourth column gives the standard errors of these estimates, and the last column gives the p-values. For statistical-significance levels that are larger than the p-value, the coefficient is significantly different from 0. ‘CReceived’ is the number of citations received, ‘SubCat’ is a Boolean variable that is true if both patents are in the same technology sub-category, and ‘TimeDiff’ is the award year of the new patent minus the award year of the cited patent.

| Parameter | Characteristic | Coefficient | Standard Error | p-value |
|-----------|----------------|-------------|----------------|---------|
| $m_1$     | CReceived      | -1.4749     | 0.0269         | $< 0.0001^{***}$ |
| $s_1$     | CReceived      | 1.5329      | 0.0096         | $< 0.0001^{***}$ |
| $m_2$     | SubCat         | 1.0956      | 0.0121         | $< 0.0001^{***}$ |
| $s_2$     | SubCat         | 0.1017      | 0.0063         | $< 0.0001^{***}$ |
| $m_3$     | TimeDiff       | -0.0090     | 0.0031         | 0.0042**   |
| $s_3$     | TimeDiff       | 1.3045      | 0.0245         | $< 0.0001^{***}$ |
| $\text{cor}_{12}$ |               | -0.1730     | 0.1064         | 0.1042    |
| $\text{cor}_{23}$ |               | 0.2058      | 0.2426         | 0.3962    |
| $\text{cor}_{13}$ |               | -0.0275     | 0.02756        | 0.3188    |

‘***’, ‘**’, ‘*’, and ‘•’ represent statistical-significance levels of less than 0.01%, precisely 0.1%, 1%, and 5%, respectively. The absence of asterisks or ‘•’ indicates that the parameters are not significantly different from 0.

We summarize our results in Table 4. These estimates indicate that $\beta_1 \sim \text{LogNormal}(-1.4749, 1.5329^2)$, $\beta_2 \sim \text{LogNormal}(1.0956, 0.1017^2)$, and $\beta_3 \sim \mathcal{N}(-0.0090, 1.3405^2)$. All of the estimates for the distribution parameters are statistically significant. Moreover, there is a strong correlation between attachment probability and the factors that we are studying. The correlation parameters are not statistically significant and they have small magnitudes, so any correlations between the choice parameters appear to be weak ones. See Section 6.3.3 for a detailed discussion of the correlation parameters. The standard deviations of all of the choice parameters are statistically different from 0, so these parameters are random with a large probability.

Our estimates give distributions of the choice parameters, but these distributions are difficult to interpret directly. We interpret the results using different methods in Sections 6.3.1, 6.3.2, and 6.3.3.

6.3.1 Inference: An Example using Median Values

We compute median values from the distributions of $\beta$ to obtain point estimates of the choice parameters.
Table 5: Median values of the choice parameters for the 1975 patent citation network. The first column specifies the parameters. The second column specifies the associated characteristics. For example, the parameter $m_1$ is the mean of the distribution of $\beta_{1n}$. As defined in Equation (6.1), the amount that CReceived affects the choice utility depends on $\beta_{1n}$. The third column gives the median values of the characteristics.

| Parameter | Characteristic | Median |
|-----------|----------------|--------|
| $\beta_{1n}$ | CReceived | 0.2287 |
| $\beta_{2n}$ | SubCat | 2.9909 |
| $\beta_{3n}$ | TimeDiff | 0.009 |

We interpret the median values of the choice parameters in the same way that we interpreted the results of the MNL model. For instance, dividing $\beta_{2n}$ by $\beta_{1n}$ yields a ‘substitution rate’ between citations received and patent sub-category. With our model specification, this represents the number of additional citations that a patent in a different sub-category from the new patent needs to have for it to have the same choice probability as a patent from the same category as the new patent. Specifically, $\beta_{2n}/\beta_{1n} \approx 13$ additional citations received can compensate for not being in the same sub-category as the new patent. Similarly, receiving $\beta_{3n}/\beta_{1n} \approx 0.03$ additional citations has the same effect as a one-year decrease in the time difference between a new patent and a cited patent. This suggests that age has a weak effect on choice probability, whereas citations received and sub-category have strong effects.

6.3.2 Inference: Intervals The RC model has the potential to be informative about the distributions of choice parameters. However, a key challenge is that a distribution can have a large support. (For example, the support of $\beta_{3n}$ is the set $\mathbb{R}$ of real numbers.) Many of the parameter values in the support occur with a small probability, so they are likely to be of limited interest. One can use the distribution of choice parameters to compute an interval of parameters such that the choice parameter lies in this interval with a large probability. For instance, one can compute an interval such that the probability that the choice parameter is in this interval is 0.9.

As an illustration, we construct such an interval for the parameter for time difference. By assumption, the parameter for time difference is distributed normally, so $\beta_{3n} \sim \mathcal{N}(-0.0090, 1.3405^2)$. From a direct computation, we obtain $P(-2.278 < \beta_{3n} < 2.260) \approx 0.9095$. Therefore, the time-difference parameter value ranges from $-2.2782$ to $2.260$ with a probability of about 0.9. One can also construct intervals of different precisions.

6.3.3 Inference: Correlation Analysis We also use the RC model to study correlations between the choice parameters. Such calculations are helpful for examining whether or not a strong affinity for one choice parameter implies a strong affinity for another choice parameter. For instance, do individuals who cite more-popular patents also tend to cite older patents? Under the assumptions of our framework, the answer to this question is ‘yes’ if the correlation between $\beta_{1n}$ and $\beta_{3n}$ is negative, statistically significant, and has value that is practically significant. From Table 4, we see that the value is negative but is not statistically significant. Therefore, we conclude that the correlation between citations received and time difference does not differ significantly from 0. To evaluate this hypothesis in a more rigorous way, we conduct a Wald test [23] and a likelihood-ratio test to examine whether or not there is a correlation.
Both tests imply that the correlation between the variables is statistically significant; assuming that the correlation is 0 results in worse fit to the data. However, the correlation is small, as indicated by the likelihood-ratio test. Therefore, although we find a correlation between the choice parameters, it is not of practical significance.

6.3.4 Discussion Our results suggest that attachment probability in the patent citation network has a strong statistical association with the factors that we study. The positive association of the variable SubCat with the attachment probability suggests that there is homophily in the network. The positive association of CReceived with the attachment probability has been documented by several papers (see, e.g., [41, 53]).

Using the RC model has allowed us to simultaneously examine homophily and PA by in-degree. As we discussed in Section 3.2, this is a beneficial property of DC models. We are able to statistically study homophily and PA by choosing appropriate parameters in the RC model without having to make large changes in the RC model. This illustrates the flexibility of the RC model that we discussed in Section 3.2. Our results for the patent citation network suggest that PA occurs even if we control for homophily (and vice versa).

6.4 Robustness of Our Results: Different Award Years and Different Data-Construction Procedures

We now examine patent citation networks from different years and using different sampling methods. Specifically, we study the citation choices of new patents from different specified years while fixing the patent citations from earlier years.

In Section 6.1, we described how we sampled data to reduce computational complexity. For example, we considered new patents only from 1975. In Section 6.4.1, we examine patent citation networks for different years and compare the inferred parameter values across years.

In our previous calculations, after restricting the year of awarded patents, we sampled our data further to reduce its size. First, we sampled 10,000 new patents uniformly at random from all new patents in 1975. Second, we sampled 6 alternatives (in addition to the chosen alternative) uniformly at random to construct the alternative set for each choice in each choice sequence. Third, we only considered patents in the same technology category as valid alternatives.

In the last paragraph of Section 6.1, we argued that applying the RC model to this sampled subset of the data provides statistically consistent parameter estimates. (See the discussions in [47, 76].) However, there may be qualitatively important differences in the parameter estimates when considering different years or different sampling choices. In Section 6.4.2, we apply the RC to different sampling choices of the data and compare the resulting parameter estimates.

6.4.1 Different Years In Table 6, we show our parameter estimates for patent citation networks from 1975, 1980, 1985, 1990, and 1995. We further sample the data in the same way that we described in Section 6.1, and our model specification is the same as in Section 6.2.
Table 6: Estimated parameters for the patent citation networks from 1975, 1980, 1985, 1990, and 1995. The first column specifies the parameters. The second column specifies the associated characteristics. For example, the parameter $m_1$ is the mean of the distribution of $\beta_{1n}$. As defined in Equation (6.1), the amount that $C_{\text{Received}}_{njt}$ affects the choice utility depends on $\beta_{1n}$. The third, fourth, fifth, sixth, and seventh columns give the estimated coefficients for the years 1975, 1980, 1985, 1990, and 1995, respectively.

| Parameter | Characteristic | 1975     | 1980     | 1985     | 1990     | 1995     |
|-----------|----------------|----------|----------|----------|----------|----------|
| $m_1$     | CReceived      | -1.474***| -1.182***| -1.139***| -1.160***| -1.250***|
| $s_1$     | CReceived      | 1.533*** | 1.521*** | 1.530*** | 1.546*** | 1.436*** |
| $m_2$     | SubCat         | 1.096*** | 1.064*** | 0.887*** | 0.817*** | 0.734*** |
| $s_2$     | SubCat         | 0.102*** | 0.108*** | 0.084*** | 0.073*** | 0.068*** |
| $m_3$     | TimeDiff       | -0.001***| -0.034***| -0.050***| -0.062***| -0.078***|
| $s_3$     | TimeDiff       | 1.305*** | 1.225*** | 1.231*** | 1.227*** | 1.339*** |
| $\text{cor}_{12}$ |         | -0.173   | -0.097   | -0.028   | -0.044   | -0.008   |
| $\text{cor}_{13}$ |         | -0.027   | 0.088*** | 0.065*** | 0.013    | -0.117***|
| $\text{cor}_{23}$ |         | 0.206    | -0.046   | 0.050    | -0.093   | -0.168   |

***', '**', '*', and '•' represent statistical-significance levels of less than 0.01%, precisely 0.1%, 1%, and 5%, respectively. The absence of asterisks or '•' indicates that the parameters are not significantly different from 0.

For each of the patent years that we consider, the distribution parameters are similar in magnitude and have the same statistical-significance level. The distribution of $\beta_{1n}$ is qualitatively similar for all of the examined years. For the examined years, we observe a decreasing trend in the parameters $m_2$ and $m_3$. The trend in $m_2$ suggests that the importance of sub-category has decreased with time. We also observe a decrease in $s_2$ with time. These observed trends are suggestive of general ones, and examining all years in the patent citation network using temporal network analysis [35] is an important direction for future research.

The correlation (cor$_{12}$) between $\beta_{1n}$ and $\beta_{2n}$ is statistically insignificant for each of the examined patent years. Similarly, cor$_{23}$ is statistically insignificant for all years except 1995. The associated correlation parameters are small in magnitude for all of these years.

6.4.2 Different Data-Construction Procedures We now examine the distribution parameters for different numbers of new patents that we sample from the data, different numbers of alternatives in the alternative set of each choice, and without the restriction that alternatives must be in the same technology category as the new patent. We report our results in Table 7.
Table 7: Estimated parameters for the 1975 patent citation network for different data-construction procedures. The first column specifies the parameters. The second column specifies the associated characteristics. For example, the parameter $m_1$ is the mean of the distribution of $\beta_{1n}$. As defined in Equation (6.1), the amount that $C_{\text{Received}}$ affects the choice utility depends on $\beta_{1n}$. In the procedure (1) (i.e., in the third column), we give our baseline sampling method with 10,000 new patents and 6 alternatives. In procedure (2), we sample 10,000 new patents and each new patent has 3 alternatives. In procedures (3) and (4), we sample 5,000 and 20,000 new patents, respectively; the number of alternatives is 6. In procedure (5), we use the same sampling method as in procedure (1), but we no longer require the alternatives to be patents from the same technology category as the new patent.

| Parameter | Characteristic | (1)     | (2)     | (3)     | (4)     | (5)     |
|-----------|----------------|---------|---------|---------|---------|---------|
| $m_1$     | $C_{\text{Received}}$ | -1.474*** | -1.299*** | -1.360*** | -1.469*** | -1.308*** |
| $s_1$     | $C_{\text{Received}}$ | 1.533*** | 1.524*** | 1.496*** | 1.510*** | 0.965*** |
| $m_2$     | SubCat         | 1.096*** | 1.274*** | 1.112*** | 1.078*** | 1.963*** |
| $s_2$     | SubCat         | 0.102*** | 0.111*** | 0.093*** | 0.101*** | 0.093*** |
| $m_3$     | TimeDiff       | -0.009** | -0.003  | -0.007  | -0.005* | -0.005  |
| $s_3$     | TimeDiff       | 1.305*** | 1.281*** | 1.287*** | 1.298*** | 1.032*** |
| $\text{cor}_{12}$ | -       | -0.173  | -0.129  | -0.216  | -0.160* | -0.127  |
| $\text{cor}_{13}$ | -       | -0.027  | -0.270*** | -0.033  | -0.339  | 0.006   |
| $\text{cor}_{23}$ | -       | 0.206   | 0.145   | 0.178   | 0.073   | -0.053  |

***, ***, **, and * represent statistical-significance levels of less than 0.01%, precisely 0.1%, 1%, and 5%, respectively. The absence of asterisks or * indicates that the parameters are not significantly different from 0.

The citations-received, sub-category parameters (i.e., $m_1$, $s_1$, $m_2$, and $s_2$), and the standard deviation of the time difference (i.e., $s_3$) are all statistically significant for all of the procedures. In procedures (1)–(4) of Table 7, we observe that the values of these parameters are mostly very similar to each other, although $\text{cor}_{13}$ has a larger magnitude in procedure (4) than it does in the other procedures. Broadly speaking, the parameter values appear to be robust with respect to the choices in these four procedures.

In procedure (5) of Table 7, we observe that $m_1$, $m_3$, $s_2$, and $s_3$ have similar magnitudes as in the other procedures. We also observe that the value of $s_1$ in procedure (5) has a smaller magnitude than it does in the other procedures. However, $m_2$ has a larger value than in the other procedures. Because we no longer require the new patent and its alternatives to be in the same technology category, one possible explanation for this difference is that we are now incorporating a notion of technology-category relatedness between patents with the sub-category variable. By definition, if two patents are in the same technology sub-category, they must be in the same technology category. However, the converse is not true. Consequently, the presence of two patents in the same technology sub-category is a stronger measure of relatedness when we do not control for the technology category. This increases the relative importance of the sub-category variable and helps explain why the distribution of $\beta_{2n}$ has a larger mean in procedure (5) than in the other procedures.

The correlation parameters in Table 7 are not statistically significant, and they usually have a small magnitude. (For example, 13 of the 15 parameters have an absolute value that is less than 0.22.)
supports our prior conclusion that the correlation between choice parameters is not of practical significance. The mean parameter for time difference ($m_3$) is not statistically significantly different from 0 in three different procedures (see the results for procedures (2), (3), and (5)), and it is close to 0 in magnitude for all procedures.

Although we are not exhaustive in our different data-construction procedures, the examined procedures suggest that our qualitative interpretation of the parameter estimates appear to be mostly robust with respect both to differences in the number of new patents that we sample and to our different procedures.

### 6.5 Goodness-of-Fit Tests

To evaluate whether or not the RC model accurately captures the structure of a patent citation network, we perform goodness-of-fit tests [11, 18, 37]. In a goodness-of-fit test, one generates networks using a fitted model and compares the structural statistics of an observed network to those of the synthetic networks. If the statistics from the synthetic networks align with those of the observed network, then one concludes that the model has successfully fit the data. In the context of our setting, this suggests that a model has generated networks with appropriate statistical properties and that it captures relevant features of the network-formation process (under the assumptions of the goodness-of-fit tests).

Recall that we fit our model using new patents from 1975. To provide an out-of-sample assessment, we examine the citations of the new patents in the first three months of 1976. We refer to this network as the “early-1976 network”. Using our fitted RC model, we generate synthetic edges (i.e., citations of existing patents) for the patents in the early-1976 network. To reduce uncertainty from stochasticity, we create an ensemble of 100 of these synthetic networks. For each network in the ensemble, we compute the distributions of the out-degree, the in-degree, citation homophily by patent sub-category, the number of weakly connected components, and the geodesic distance between nodes. We then aggregate these statistics across the 100 networks in our ensemble and compare these aggregate statistics to the corresponding statistics in the observed (i.e., early-1976) network.

In Figure 1, we present the results of our goodness-of-fit tests. In Figure 1A, we show that our synthetic networks closely replicate the out-degree distribution of the early-1976 network. Although the out-degree distribution is a common statistic in goodness-of-fit tests [11, 18, 37], it not particularly informative when evaluating the RC model. The RC model assumes that we know the timing of each choice of each node, so the out-degree of the network is an input of the model. It is not something that we seek to infer using the RC model. We compute the out-degree distribution to check that we have correctly implemented our network-generation procedure.

We now examine the RC model’s goodness of fit by comparing the statistics that it infers to corresponding statistics in the observed early-1976 network. In Figure 1B, we compare the in-degree distributions of the observed and synthetic early-1976 networks and observe a reasonable match between them. In Figures 1C,D, we show that the RC model is also reasonably successful at capturing the geodesic distances (i.e., the distances of shortest paths) between nodes. Patents must always cite earlier patents, and a geodesic path from one patent to an earlier one yields the shortest lineage between those two patents. In Figure 1E, we show that the distribution of the sizes of the weakly connected components is similar in the observed and synthetic networks. Our goodness-of-fit tests also illustrate a flaw in our RC model. In particular, we see in Figure 1C that the RC model underestimates sub-category homophily, which we measure as the proportion of patent citations by a new patent that are to patents in the same technology sub-category. Therefore, we see that there are some biases in our application of the RC model to patent citation networks.
In summary, our goodness-of-fit tests suggest that the RC model does a reasonably good job of capturing some key statistical features (e.g., the in-degree and geodesic-distance distributions) of our patent citation network. Under the assumptions of the employed goodness-of-fit tests [11, 18, 37], which are common choices in applications of ERGMs and REMs to network data, the RC model thus appears to produce low-bias results for these features. However, it underestimates homophily by patent sub-category.
**Fig. 1:** **Goodness-of-Fit tests for several network statistics.** In each panel, the bars show the distribution of a statistic for the observed early-1976 patent citation network and the red points indicate the mean value of that statistic in our ensemble of synthetic networks. The red lines show the 95% confidence intervals for the synthetic networks. Panel (A) shows the distribution the number of citations by new patents (i.e., the out-degree). Panel (B) shows the distribution of the number of citations that are received by each patent in the network (i.e., the in-degree). Panel (C) shows the distribution of the geodesic distances between nodes for all node pairs. The geodesic distance between two nodes is the number of edges in a shortest path between them. The geodesic distance from one node to a second node is infinity if there is no path from the first node to the second node. Panel (D) shows the distribution of the geodesic distances between nodes for node pairs for which there exists a path. Panel (E) shows the relative frequencies of the size of the weakly connected components of the networks. Panel (F) shows the distribution of the fraction of patent citations by a new patent that are to patents in the same technology sub-category (i.e., homophily by sub-category).
Comparison of the RC and MNL Models

We compare our results from the RC model to ones from the MNL model. As we discussed in Section 6.1, our setup violates several assumptions of the MNL model. However, we ignore those violations and fit the data to the MNL model to obtain point estimates for our comparison. Our first observation is that the RC model achieves a much higher likelihood than the MNL model. Using a likelihood-ratio test, we find a statistically significant difference (with a p-value that is less than 0.0001). This highlights that the RC model is a better statistical fit for our data.

Table 8: Point estimates of the choice parameters from the MNL model for the 1975 patent citation network. The first column specifies the parameters. The second column specifies the associated characteristics. For example, the parameter $m_1$ is the mean of the distribution of $\beta_{1n}$. As defined in Equation (6.1), the amount that CReceived$_{nt}$ affects the choice utility depends on $\beta_{1n}$. The third column gives the estimated values of the parameters, the fourth column gives the standard errors of these estimates, and the last column gives the p-values. For statistical-significance levels that are larger than the p-value, the coefficient is significantly different from 0.

| Parameter | Characteristic | Coefficient | Standard Error | p-value     |
|-----------|----------------|-------------|----------------|-------------|
| $\beta_1$ | CReceived      | 0.2004      | 0.0040         | $< 0.0001^{***}$ |
| $\beta_2$ | SubCat         | 2.1422      | 0.0161         | $< 0.0001^{***}$ |
| $\beta_3$ | TimeDiff       | −0.0186     | 0.0022         | $< 0.0001^{***}$ |

‘***’, ‘**’, ‘*’, and ‘•’ represent statistical-significance level of less than 0.01%, precisely 0.1%, 1%, and 5%, respectively.

The point estimates of the choice parameters in Table 8 and the median values of the distributions of the choice parameters in Table 5 have similar magnitudes. As we saw in Section 5.4.1, this is not always the case. Moreover, there are substantial differences in the interpretation of the results from the RC and MNL models. In particular, in the MNL model, we obtain point estimates, which gives the impression that the choice parameters vary less than is actually the case.

The MNL model ignores the heterogeneity of choice parameters across individuals. By treating the choices of an individual across different choices and the choices of two different individuals as the same, the original MNL model ignores an important aspect of the data-generation process. In reality, these parameters are heterogeneous across nodes and the network growth process is stochastic in two ways. First, the nodes form edges to other nodes through a random process; this feature is captured both by the RC model and by the MNL model. Second, the importance of the factors that affect attachment probability is different for different nodes. This second stochastic feature is captured by the RC model, but it is ignored by the MNL model.

Additionally, as we discussed in Section 5.4.2, we can use the RC model to detect whether the choice parameters are deterministic or random. In our study of a patent citation network (see Table 7), we found that the standard deviations of all of the choice parameters are different from 0 with a large probability; this suggests that the choice parameters are random with a large probability. The MNL provides no information about this aspect of the data-generation process. Therefore, the RC model is a more appropriate choice than the MNL model for our case study.
6.7 Comparison of the RC Model with Other Models for Examining Network Formation

We now briefly compare the RC model with other available models. To help make our comparison concrete, we often make comments in the context of our patent citation network.

The RC model has a lower computational cost than ERGMs, which are popular in the study of network formation. ERGMs perform estimation based on an MCMC procedure. In an ERGM, the amount of time that a Markov chain needs to converge to a stationary distribution is exponential in the number of nodes of a network unless edge formation is independent (i.e., unless the model is equivalent to an ER model) [5, 16]. It is thus challenging to use an ERGM in a network of the size of our patent citation network, even after drastically sampling the network as in our investigation, without assuming that edge formation is independent. Some algorithms have been proposed to estimate ERGM parameters in large networks [14, 71], but (as we discuss below) the theoretical properties of those algorithms have not been established. Additionally, sampling to reduce computational burden is more difficult for ERGMs than for RC models [30, 55]. We were able to apply the RC model to study our patent citation network by assuming that the network grows sequentially and using negative sampling. In our case study, we found that previous citations that are received by a patent increase the probability that the patent is cited by a new node, so it is not appropriate to assume edge independence. Recent research on ERGMs has attempted to overcome the computational limitations that we have highlighted. For example, ERGMs were used recently to study subnetworks of a European patent citation network (this network has about as many nodes as our patent citation network) by restricting attention to only two patent categories [14]. Additionally, Schmid et al. [60] used an ERGM to study new citations in a United States Supreme Court citation network in a specified year while fixing the network structure from prior years.

A second key benefit of the RC model is the ability to consider both (1) heterogeneity in choice parameters across nodes and (2) correlations between choice parameters. As we saw in Section 6.6, this is an improvement over the original MNL model, which is in common use. Because many popular models (such as SAOMs and LSMs) use the original MNL model, they are unable to capture this heterogeneity. In theory, many of these models can employ the RC model instead of an MNL model. Exploring these extensions is an avenue for future research. REMs are another popular class of models for the study of sequential networks like our patent citation network [13], and it is worthwhile to study such networks using an REM that (as in the RC) incorporates heterogeneous and correlated choices parameters of the nodes in a network.

Prior research guarantees that our parameter estimates are both consistent and unbiased [59, 76]. It is often difficult to establish that a network-formation model is consistent and unbiased. For example, to the best of our knowledge, these properties have not been established for popular models such as SAOMs and LSMs. Shalizi and Rinaldo [63] showed that projectivity is a sufficient condition for consistency for any distribution in the exponential family. They also showed that any ERGM with a sufficient statistic that is a function of the number of 3-cliques in a network violates this condition. Projectivity is a sufficient condition but not a necessary condition, and there do exist consistency results for non-projective ERGMs [62]. However, likelihood-based inference for non-projective ERGMs is computationally expensive. It is difficult to be precise about the maximum network size that is practical.

\footnote{A model is ‘projective’ if one can recover the information from a subnetwork \( A \) of a network \( G \) from the information of any subnetwork \( B \) of \( G \) that is a superset of \( A \) by applying a ‘projection mapping’. Intuitively, a projection mapping is a function that drops the ‘extra data’.}

\footnote{The term ‘sufficient statistics’ refers to a set of network statistics such that no other statistics provide additional information about the parameters of a model.}
for likelihood-based inference. Typically, if a network has more than a few thousand nodes, it is dif- 
ficult to do such inference without making simplifying assumptions. ERGMs have been used to study 
networks with thousands of nodes (see, e.g., [3, 60]), and recent advances promise the ability to use 
ERGMs to study even larger networks [44, 61]. Currently, to apply non-projective ERGMs to larger 
networks, it is necessary either to use inference methods with known problems (e.g., maximum pseudo-
likelihood estimation (MPLE) methods). ERGMs seek to capture general features of network formation 
, and (despite their computational burden) they are useful for many applications, including for complex 
processes. In the present work, we focus on a relatively simple setting, and the RC is very effective for 
it.

7. Limitations and Applicability

In this section, we highlight several limitations of the RC model and our analysis.

First, recall that we assumed that the choice parameters follow a particular distribution type. We 
cannot test this assumption because the true distribution is unknown in most situations. Consequently, 
we risk misspecifying these distributions. However, as we pointed out in Section 5.1, this limitation is 
not unique to our model. It is common to make distributional assumptions in DC models [42, 76]. For 
example, the MNL model assumes implicitly that its parameters are deterministic [76]. We also needed 
to make distributional assumptions to use the RC model.

Another major limitation of the RC model is the computational complexity of using it for estimating 
distribution parameters. In our computations, the RC model took approximately ten times longer than 
the MNL model to estimate the relevant parameters. This computational complexity has two important 
implications. First, we cannot use the RC model to study large networks without drastic sampling (see 
Section 6.1). Second, we also need to make ‘convenient’ choices of parameter distribution because the 
computational complexity depends on the distributions of the choice parameters. The number of conve-
nient distributions may also be limited, as many researchers desire to use existing statistical packages; 
most such packages only allow parameters to have normal, log-normal, uniform, or triangular distribu-
tions [19, 34]. Given this convenience, we choose to use these distributions for our computations with 
the RC model. In theory, the RC model is applicable using other distributions, but it will be helpful for 
them to be implemented in statistical packages.

In the RC model, we obtain distributions of the choice parameters instead of point estimates of 
them. Unfortunately, it is difficult to directly interpret the qualitative nature of these distributions. In 
Sections 6.3.1 and 6.3.2, we examined different approaches for interpreting distributions of the choice 
parameters.

The limitations that we have just discussed and the assumptions that we discussed in Section 4.1 
inform us about the realms of applicability of the RC model. We posit that the RC model is particularly 
appropriate for directed, unweighted networks in which a large number of nodes have an out-degree that 
is larger than 1, the preferences are heterogeneous across nodes, and the choice set is heterogeneous 
across nodes. These features are common to many networks [52]. The RC model is also particularly 
appropriate for networks in which it is possible to construct the choice set of each node. Networks in 
which nodes appear in a sequential order (see Section 6) are examples of such networks. In the RC 
model, we assumed that edge formation is affected by deterministic features, and we expect the RC 
model to be applicable when the features that we seek to study are plausibly deterministic.
8. Conclusions and Discussion

We employed discrete-choice (DC) models to study network formation. We argued that the repeated-choice (RC) mixed logit (MX) model is more appropriate than the popular multinomial logit (MNL) model for studying network formation, and we illustrated this claim with examinations of synthetic and empirical networks. A key difference between the MNL model and the RC model is that the RC model allows heterogeneous choice parameters.

We also highlighted several characteristics of the RC model that make it well-suited to studying network formation. In particular, the RC model can account for heterogeneity in the ‘preferences’ of nodes that are associated with a network’s structure. The existing literature about DC models provides tools for estimation, testing, and parameter selection in the RC model. Although we focused on the RC model, it is important to note that other extensions of the MNL model may also be well-suited to studying network formation. Examining the potential suitability of these extensions is an avenue for future work.

In our study of the RC model, we examined both synthetic and empirical networks. We applied the RC model to synthetic networks in the form of a set of random networks. In this case study, we illustrated that the RC model can produce accurate estimates of either homogeneous or heterogeneous preferences of the nodes of a network. We also applied the RC model to a large patent citation network, and we compared our results from the RC model with those from the MNL model. We also compared results from a variety of sampling procedures, which we needed to employ because of the significant computational cost of the RC model. In this comparison, we obtained qualitative results that are largely robust with respect to these different sampling procedures.

The RC model also complements existing models of network formation. For example, in SAOMs, researchers have examined whether or not an edge forms at each event using the MNL model [69, 70]. It may be possible to improve the performance of SAOMs by employing the RC model instead of the MNL model in its choice component. Exploring such applications of the RC model is an avenue for further research.

In Section 5.4.2, we discussed a strategy to determine whether the choice parameters in the RC model are random or deterministic. We discussed this strategy intuitively but did not develop a formal statistical test. Moreover, our approach may yield incorrect results (see Appendix A.2). Investigating these errors and developing a formal statistical test is an important avenue for future research.

An important limitation of the RC model is that it is computationally expensive. In the present paper, we used ‘convenient’ distributions of choice parameters and sampled large networks very drastically to be able to study them. Future research in computation and simulation methods is necessary to be able to employ a larger set of distributions of choice parameters and to study large networks without such drastic sampling. Overgoor et al. [54] recently proposed a technique to improve the computational efficiency of MX models. Another potential approach is to attempt to use Gibbs sampling [46] to estimate the posterior distributions of the choice parameters.

Attachment models are a popular and important type of network model [52], and it is worth further developing approaches like the present one to obtain insights into the properties of networks that are produced by such generative models. Given empirical network data, it will be particularly interesting to try to use such approaches to help infer which mechanisms may have produced it.
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A. Appendix: Additional Details of our Comparison Between the RC and MNL Models

A.1 Random Parameters

In Section 5.4.1, we compared the performance of the original MNL model and the RC model on a single network that we generated using the method in Section 5.2. The choice parameters are random for this network. We chose the network by constructing it uniformly at random from a set of 50 networks; we refer to the chosen network as the ‘sampled network’. In Section 5.4.1, we compared the MNL and RC models for this single network (rather than for the entire set) to simplify our exposition. We now provide summary statistics of our results from applying the MNL model to the set of 50 networks. The model specification for the MNL model is the same as in Sections 5.1 and 5.4.1. We show our results in Table A.9.

Table A.9: Summary statistics of the estimated values of the choice parameters in the MNL model for the set of 50 synthetic networks that we generate using the method in Section 5.2. The first column specifies the distribution parameters, the second column gives the mean estimated values of the parameters, the third column gives the median estimated values of the parameters, the fourth column gives the minimum estimated values of the parameters, the fifth column gives the maximum estimated values of the parameters, and the last column gives the standard errors of the estimated values.

| Parameter | Mean | Median | Minimum | Maximum | Standard Error |
|-----------|------|--------|---------|---------|----------------|
| $\beta_1$ | 1.845 | 1.844  | 1.424   | 2.310   | 0.227          |
| $\beta_2$ | 0.806 | 0.807  | 0.573   | 0.966   | 0.085          |

The central values (both the mean and the median) of the parameter estimates across the set of 50 networks are similar in magnitude to the estimated values of the sampled network, suggesting that the sampled network is representative of the set of networks. The small standard errors suggest that the results from Section 5.4.1 reflect most of the networks in the set.

A.2 Deterministic Parameters

In Section 5.4.2, we showed results from applying the MNL and RC models on a single sampled network from the set of 50 networks that we generated using the original MNL model in Section 5.4. To simplify our exposition, we presented results for a single network that we chose uniformly at random from the set of networks; we refer to the chosen network as the ‘sampled network’. We now provide summary statistics of the results of applying the MNL and RC models to the set of 50 networks that we generated using the MNL model. The model specifications for the RC and MNL models are the same as in Section 5.1. We show our results in Table A.10.
Table A.10: Summary statistics of the estimated values of the choice parameters from the MNL and RC models for the set of 50 synthetic networks that we described in Section 5.1. The first column specifies the distribution parameters, the second column gives the mean estimated values of the parameters, the third column gives the median estimated values of the parameters, the fourth column gives the minimum estimated values of the parameters, the fifth column gives the maximum estimated values of the parameters, and the last column gives the standard errors of the estimated values.

| Parameter | Mean  | Median | Minimum | Maximum | Standard Error |
|-----------|-------|--------|---------|---------|----------------|
| $\beta_1$ | −1.010 | −1.014 | −1.324  | −0.754  | 0.114          |
| $\beta_2$ | 3.035  | 3.053  | 2.716   | 3.486   | 0.142          |
| $m_1$     | −1.020 | −1.020 | −1.341  | −0.773  | 0.115          |
| $s_1$     | 0.053  | 0.063  | −0.363  | 0.495   | 0.236          |
| $m_2$     | 1.122  | 1.130  | 1.000   | 1.251   | 0.049          |
| $s_2$     | 0.041  | 0.028  | −0.101  | 0.208   | 0.079          |

For all of the parameters, the central values (both the mean and the median) across the 50 networks in the set are similar in magnitude to the estimated values of the sampled network, suggesting that the sampled network is representative of the set of networks. The small standard errors of $\beta_1$, $\beta_2$, $m_1$, and $m_2$ support the results of Section 5.4.2 that the RC model gives accurate estimates of the parameters when we generate data using the RC model. However, the standard errors for $s_1$ and $s_2$ are relatively large. Given the large standard deviations, the strategy that we used in Section 5.4.2 suggests that the parameters are random. Specifically, for approximately 40% of the networks in our simulations, our approach suggests that the parameters are random. Because the parameters are deterministic (by construction), this approach leads us to an incorrect conclusion about these networks. We do not study this test in a formal statistical way in the present paper, and it is desirable to do so.