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Abstracts

Background: With regards to equity, the objective for health care systems is "equal access for equal needs". We examined associations of predisposing, enabling and need factors with health facility utilization in areas with high HIV prevalence and few people being aware of their HIV status.

Methods: The data is from a population-based survey among adults aged 15 years or older conducted in 2003. The current study is based on a subset of this data of adults 15–49 years with a valid HIV test result. A modified Health behaviour model guided our analytical approach. We report unadjusted and adjusted odds ratios and their 95% confidence intervals from logistic regression analyses.

Results: Totals of 1042 males and 1547 females in urban areas, and 822 males and 1055 females in rural areas were included in the study. Overall, 53.1% of urban and 56.8% of rural respondents utilized health facilities past 12 months. In urban areas, significantly more females than males utilized health facilities (OR=1.4 (95% CI [1.1, 1.6]). Higher educational attainment (10+ years of schooling) was associated with utilization of health facilities in both urban (OR=1.7, 95% CI [1.3, 2.1]) and rural (OR=1.4, 95% CI [1.0, 2.0]) areas compared to respondents who attained up to 7 years of schooling. Respondents who self-rated their health status as very poor/poor/fair were twice more likely to utilize health facilities compared to those who rated their health as good/excellent. Respondents who reported illnesses were about three times more likely to utilize health facilities compared to those who did not report the illnesses. In urban areas, respondents who had mental distress were 1.7 times more likely to utilize health facilities compared to those who had no mental distress. Compared to respondents who were HIV negative, respondents who were HIV positive were 1.3 times more likely to utilize health facilities.

Conclusion: The health care needs were the factors most strongly associated with health care seeking. After accounting for need differentials, health care seeking differed modestly by urban and rural residence, and increased substantially with socioeconomic position.
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Background

There is an increased awareness of the inequality in access to healthcare services [1] and this has renewed the government's commitment to improve the health status of the poor [2]. The main objective of most international organizations is to improve the health outcomes in the poor [3–5] which has resulted in an increased tendency to define their goals in terms of poverty reduction [4,6] and in a broader interpretation of what poverty really means [7–9]. It reflects a growing consensus that inequality in the use of health services and health outcomes are unjust and unfair [10]. This does not mean that the poor are more deserving than the rich are, instead the inequalities evidently correspond to the widely differing constraints and opportunities rather than a tendency to make different choices [11–14].

Health services research has a long tradition in evaluating inequalities in access to health care and guiding...
policies to promote equitable access, and in this regard, health surveys have played an important role [15]. A behaviour model of health services use has frequently been used to guide multivariate analyses of healthcare visits [16]. The model has evolved over time and has considered visits, particularly, those initiated by the individual, to be a consequence of predisposing, enabling, and need variables. In this model, 'predisposing' refers to demographic factors such as social status, education, and beliefs; 'enabling' is the ability of an individual to secure services through income, health insurance, and community factors such as availability of health care services; and 'need' refers to the perceived illness or health status. The model is mainly used to test the impact of factors, other than 'need for care', on the utilization of health care services [16].

Like many sub-Saharan countries with substantial inequalities in income and access to resources such as health care, Zambia has the objective of 'equity of access to cost-effective quality health care as close to the family as possible' [17]. There exists different type of healthcare services namely professional services which comprises of the public health sector and private health sector, and the traditional health sector which includes different types of traditional practitioners. The public health sector is financed and supervised by the government under the ministry of health; this sector is organized nationally on the basis of a pyramidal referral structure, consisting of the central, provincial and district hospitals and health centers. There are three health referral systems, the primary level which receives the patients from the health centers and refers the patients to the secondary level. The secondary level refers to the third (tertiary). The Public sector offers the advantage that care is available both in urban and rural areas on the other hand the private health sector are mostly private clinics (for profit) and church affiliated (missions) hospitals. The 'for profit' private clinics provide clinical services care on a fee-for-service and are not controlled or financed by the government. A few are financed on the basis of long term contracts with the formal sector employers [17–19]. The church affiliated health institutions are an important component of Zambia's health system as well; they are the second largest providers of health services in the country after the government hospitals. There are a number of reasons why users might use the private sector even when public facilities are available, suggested reasons could be ease of geographic access, short waiting period, long and more flexible opening hours, greater availability of staff and drugs or greater confidentiality in dealing with diseases [17–19].

There are 973 rural and 237 urban health centres in Zambia. The urban health centres serve approximately 30,000 to 50,000 people, and the rural health centres serve approximately 10,000 people in a radius of 29 km. Zambia has 72 districts and each has a district hospital that serves as the referral hospital for 200,000 to 800,000 people. There are also central hospitals that serve as specialised centres for 19 second level hospitals. Some of the health centres and hospitals are run by private institutions [18]. The health facilities within the reach of most people are the health centres. Patients must be referred to the next level in order to avoid paying a penalty. In Zambia, the primary reasons for hospital admission are HIV/AIDS co-morbidities, including tuberculosis, malaria, diarrhoea, and respiratory infections such as pneumonia [17].

For Zambia to develop a national policy with the objective of 'equity of access to cost-effective quality health care as close to the family as possible', there is a need to understand the factors that drive health care utilization; however, few studies have evaluated this issue [19,20]. To that end, we used data from a population-based HIV survey of selected urban and rural areas to investigate factors associated with utilization of health facilities.

Methods
Population-based survey
This cross-sectional HIV survey was conducted in 2003 in Chelston and in the rural part of Kapiri Mposhi district using a stratified random-cluster sampling method. Chelston is a suburb of Lusaka, which is the capital city of Zambia, and has a fairly static core population and relatively high population density, while the rural part of Kapiri Mposhi in the Central province has a low population density.

The Zambia census of the population mapping system was used to establish the sampling frame which consisted of all 26 standard enumeration areas (SEAs) in Kapiri Mposhi (5225 households) and all 24 SEAs in Chelston (2786 households). The SEA defined the primary sampling unit (cluster). The sampling design to select the standard enumeration areas was probability proportion to measure of size using the number of households in each area as derived from the 1990 census figures as a measure of size. In Chelston, the sampling size was 10 SEAs (44% of the households) and in Kapiri Mposhi there were also 10 SEAs (40% of the households). In these selected 20 SEAs, all the household members of these households aged 15 and above were listed and invited to participate in the study [21,22]. In this study, we used a subset of this data comprising respondents who had valid HIV results and aged 15–49 years.

Data collection
We collected information on socio-demographic characteristics, health status indicators, HIV status and related behavioural risk factors, and health care use. We
scheduled an interview with the head of the household for enlisting eligible members, and then, we interviewed the eligible household members in order to collect information. Trained research assistants collected information in teams of 2 (1 man and 1 woman). Every respondent was informed about issues related to HIV testing (i.e. testing is based on blood and linked to counselling services). Voluntary counselling and testing services were offered and arranged for those who wished to know their HIV status, in accordance with established national guidelines of Zambia.

The Omni-SAL device (Saliva Diagnostic System, Inc., Singapore) was used to collect saliva. The specimens were transported once a week to a national reference laboratory (Lusaka University Teaching Hospital) and screened for HIV using Wellcome HIV-1&2 GACELISA (Wellcome Diagnostics, Dartford, Kent, UK). A total of 450 samples were randomly selected and retested using the BIONOR HIV-1&2 (BIONOR AS, Skien, Norway) magnetic particle-based-assays modified for saliva. Since there was a high degree of consistency between the 2 assays (99.8%), no further retesting was done.

Measurements and statistical analysis
Analyses were performed using the Statistical Package for Social Sciences version 12 (SPSS for Windows; SPSS, Chicago, Illinois, USA) [23]. The intercooler Stata version 9.0 (College Station, Texas, USA) [24] was used to account for the cluster effect in this analysis. Logistic regression models were used to examine factors associated with health care utilization. Unadjusted odds ratios (OR), adjusted odds ratio (AOR) and their 95% confidence intervals (CI) are reported.

A participant was deemed to have utilized a health facility if he/she reported one or more visit to any health facility in the last 12 months. The behaviour model of health services use also includes educational status as a predisposing factor related to health care seeking behaviour, but since education is among the key indicators of socio-economic status, and thus relates closely to resources and opportunities, education was considered to have both a predisposing and enabling influence on health seeking behaviour. Other predisposing factors were age, sex, and marital status. Perceived health needs were measured using the dimensions of health status. Self-rated health was based on a single question, ‘How would you say your health is at the moment?’ It was evaluated using a 5-point scale (excellent, good, fair, poor, and very poor). Excellent/good were combined and coded as 0, and very poor/poor/fair were coded as 1 [25-27]. This measure has been found to be a very sensitive marker of changes in the various dimensions of health status, to be among the strongest predictors of health care use, and to operate as a strong independent predictor of survival [28-30]. We evaluated the mental distress by using a self-reporting questionnaire (SRQ-10), which included 10 questions that had to be answered as ‘yes,’ ‘no,’ and ‘don’t know.’ Very few participants responded ‘don’t know’ and were considered missing. An additive index was constructed on the basis of the SRQ-10, and respondents with ‘yes’ on 3 or more of the questions were classified as mentally distressed. Self-reported illness was based on a three-part question: ‘in the last 12 months have you suffered from: (a) Malaria, (b) Tuberculosis, and/or (c) Sexual transmitted infections (STI). Participants who indicated that they suffered from any of these three illnesses were considered to have self-reported illnesses.

The enabling factors, other than educational status, were residence (urban vs. rural) and a wealth index based on the assets (electricity, refrigerator, radio, bicycle, donkey, and plough). The wealth index is considered a proxy indicator of the socio-economic status of a household [31-33]. The response was coded 0 if they did not have the asset and 1 if they had. The indicator variables were assigned weights. Considering electricity, refrigerator and radio, the rationale for weighting was that respondents cannot have a refrigerator if they do not have electricity. With this type of reasoning, respondents who had refrigerators were wealthier than those with electricity only. Radio was weighed less than electricity because it’s possible to have a radio without having electricity. A donkey is a means of transport and an agricultural asset, therefore, a respondent who had it was wealthier than the one who owned a plough. A respondent who had a radio was considered wealthier than one with the bicycle; the reasoning was that, a bicycle was a common mode of transport and most people owned bicycles but owning a radio was a luxury that required extra resources to spend on it. With this reasoning, the radio was weighed more than a bicycle. The summative approach of making an index was used. Using SPSS for computing, the assigned indicator weights were multiplied by the asset variable, and then the resultant score was obtained. The wealth index was divided into four quartiles and recoded into different variables to represent 1st quartile represents the poorest, 2nd quartile-very poor, 3rd quartile-poor, and 4th quartile-least poor as shown in (Table 1).

Ethics
We obtained ethical approval for the survey protocol from the University of Zambia Research Ethics Committee. Participants were counselled and informed that saliva-based testing was strictly for research purposes, and therefore anonymous. Those who showed interest in being counselled and tested were invited to contact a
counsellor, and arrangements for collection of their blood samples were made.

Results
Participation
A total of 6,791 residents participated in the survey comprising 4,086 (1,861 male and 2,225 female) urban residents and 2,705 (1,301 male and 1,404 female) rural residents. Non-participation was because of absence (19.7%), interview refusals (3.4%), or refusal to provide a saliva sample for HIV testing (6.6%).

Out of a total of 4,466 respondents who had valid HIV results and aged 15–49 years, 1,877 (42.0%) lived in rural areas. Table 2 shows distributions of socio-demographic factors and health care utilization between urban and rural residences. More females (56.2% rural and 59.8% urban) than males participated in the study. Most of the respondents in urban areas were single (53.2%), while most of the respondents in rural areas were married (67.2%). Altogether, 85.2% of urban and 78.6% of rural respondents self-rated their health status as good/excellent. In urban areas, respondents who were mentally distressed were 1.7 (95% CI [1.4, 2.4]) times more likely to utilize health facilities compared to respondents who were not mentally distressed. Respondents who reported having malaria, tuberculosis and/or sexually transmitted infections were thrice (OR=3.0, 95% CI [2.2, 3.9]) in urban, and OR=3.6, 95% CI [2.9-4.4] in rural areas) more likely to utilise health care services compared to those who did not report any of these illnesses. In rural areas, respondents who were HIV positive were 1.3 (95% CI [1.0, 1.9]) times more likely to utilize health facilities compared to those who were HIV negative.

Enabling factors
After adjusting for perceived health needs and predisposing variables, educational status and wealth index were significantly associated with health care utilization. In urban areas respondents who attained 10+ years of schooling were 1.7 (95% CI [1.3, 2.1]) times likely to utilise the healthcare services and in the rural areas respondents who attained 10+ years in school were 1.4 (95% CI [1.0, 2.0]) times more likely to utilise health care services. Further, in the rural areas respondents who attained 8–9 years of schooling were 1.7 (95% CI [1.2, 2.3]) times more likely to utilize health facilities compared to those who had up to 7 years of schooling. Meanwhile, in rural areas, respondents who were in the highest wealth quartile were three times more likely to utilise health services than those in the lowest quartile (OR=3.4; 95% CI [1.6, 7.1]).

Predisposing factors
Overall, sex and age were significantly associated with health facility utilization in urban areas. Among urban residents, females were more likely to utilize health facilities than males (OR=1.4, 95% CI [1.1, 1.6]). In urban areas, compared to respondents who were in the 15–19 years age group, respondents in the age groups 25–29 years and 30–39 years were 1.7 (95% CI [1.2, 2.3]) and 2.0 (95% CI [1.5, 3.0]) times, respectively, more likely to utilize health facilities.

Discussion
Data were obtained from a population-based survey conducted in areas with a high HIV prevalence and a low awareness of personal HIV status [34]. An important objective for health care systems is ‘equal access for equal needs’, and the main focus of our study was on the associations of place, age, sex, and socioeconomic position with utilization of health facilities after taking into account the individual need differentials being here measured as dimensions of health status. The public health services dominated the health care delivery in the areas.
studied. Visits differed modestly by urban and rural residence, but were somewhat skewed towards women. However, health care visits increased substantially with socioeconomic position (both with level of education and household wealth index) after adjusting for health care need. The most prominent associations were related to the need indicators.

Self-rated health has been found to be among the most sensitive indicators of the way individuals perceive various threats related to health or life stresses, and a large number of studies in high-income countries have consistently shown self-rated health to be the strongest independent determinant of health care use [27-30]. The results obtained from our data were consistent with these previous studies. Respondents who judged their health status as poor/fair were more likely to utilize health facilities than those who judged their health as good/excellent. It is important to note that HIV status was highly associated with self-rated health and that the effect of HIV status on seeking health care diminished sharply when adjusted for health status [27]. The most likely explanation is that the effect of HIV infection, in a setting where few know their HIV status, is mediated through self-rated health. This has previously been demonstrated in Zambian surveys in the same areas. A population-based survey revealed HIV infection to have a strong independent negative effect on self-rated health in persons older than 24 years. It was suggested that ‘this measure of people’s subjective health may be used as a valuable “diagnostic” tool in HIV-related care and support programmes and should be evaluated for use in such services’ [27]. Similar results were found in a randomised trial on voluntary HIV counselling and testing, which showed that self-rated health was the strongest determinant of readiness for testing [35]. A possible interpretation of this result was that people living in areas with a very high HIV prevalence perceive declining health status as a possible sign of HIV infection and that this in turn affects their health seeking behaviour. It has also been found that there is a strong effect of mental distress on seeking care especially in the urban areas. The plausible explanation could be that as the HIV disease progresses more people are affected with mental

| Table 2 Socio-demographic characteristics and utilization of health facilities in urban and rural areas of Zambia (2003) |
|-------------------------------------------------------------------------------------------------|
| **Characteristic** | **Urban** | **Rural** |
| **Total=2589 n (%)** | **Total=1877 n (%)** |
| **Predisposing factors** | | |
| **Sex** | | |
| Male | 1042 (40.2) | 822 (43.8) |
| Female | 1547 (59.8) | 1055 (56.2) |
| **Age of the respondents** | | |
| 15-19 | 745 (28.8) | 369 (19.7) |
| 20-24 | 718 (27.7) | 396 (21.1) |
| 25-29 | 446 (17.2) | 334 (17.8) |
| 30-39 | 456 (17.5) | 491 (26.2) |
| 40-49 | 226 (8.7) | 287 (15.1) |
| **Marital status** | | |
| Single | 1500 (53.2) | 470 (25) |
| Married | 908 (35.2) | 1256 (67.2) |
| Devoiced, separated, widow | 171 (6.6) | 142 (7.8) |
| **Enabling factors** | | |
| **Education attainment** | | |
| 0-7 | 449 (17.4) | 1273 (68.4) |
| 8-9 | 472 (18.3) | 301 (16.2) |
| 10+ | 1660 (64.3) | 287 (15.4) |
| **Household ownership** | | |
| Electricity | 2328 (90.1) | 264 (14.1) |
| Radio | 2289 (88.5) | 1080 (57.7) |
| Refrigerator | 2087 (80.7) | 178 (9.5) |
| Bicycle | 447 (17.3) | 1009 (53.9) |
| Plough | 89 (3.4) | 403 (21.5) |
| Donkey | 9 (0.3) | 13 (0.7) |
| **Wealth index** | | |
| Q1 (poorest) | 191 (7.4) | 990 (52.9) |
| Q2 | 438 (17) | 699 (37.4) |
| Q3 | 1556 (60.2) | 111 (5.9) |
| Q4 (least poor) | 399 (15.4) | 70 (3.7) |
| **Perceived health needs** | | |
| **Self-rated health** | | |
| Good/excellent | 2196 (85.2) | 1463 (78.6) |
| Very poor/poor/fair | 382 (14.8) | 398 (21.4) |
| **Self-reported illnesses** | | |
| No | 1339 (51.9) | 606 (32.4) |
| Yes | 1243 (48.1) | 1265 (67.6) |
| **Mental distress** | | |
| No | 2239 (87.5) | 1623 (87.1) |
| Yes | 377 (12.5) | 240 (12.9) |
| **Utilized health facility** | | |
| No | 1215 (46.9) | 810 (43.2) |
| Yes | 1374 (53.1) | 1067 (56.8) |
illnesses. Studies done in Zambia using the same data showed that HIV has consistently been associated with mental distress [36].

Educational status has often been identified as a key factor affecting health care utilization. A study in Tanzania revealed that the level of education influenced utilization of health care services [37]. We found education to be a determinant of seeking health care. Educational achievement can be assumed to be associated with an increased awareness of illness, symptoms, and availability of services. Another plausible explanation of this inequity is that the educational level act as a good

| Characteristics          | n (%) | Urban | Rural |
|--------------------------|-------|-------|-------|
|                          | Unadjusted OR (95%CI) | Adjusted OR (95%CI) | Unadjusted OR (95%CI) | Adjusted OR (95%CI) |
| Age group                |       |       |       |
| 15-19                    | 323 (23.7) | 1     | 1     | 197 (18.5) | 1     | 1     |
| 20-24                    | 363 (26.6) | 1.3 (1.0,1.6) | 1.3 (1.0,1.6) | 212 (19.9) | 1.0 (0.7,1.3) | 1.0 (0.6,1.3) |
| 25-29                    | 264 (19.4) | 1.9 (1.4,2.4) | 1.7 (1.2,2.3) | 185 (17.4) | 1.0 (0.8,1.4) | 1.0 (0.6,1.4) |
| 30-39                    | 289 (21.2) | 2.2 (1.7,2.8) | 2.0 (1.5,3.0) | 281 (26.4) | 1.0 (0.8,1.5) | 1.0 (0.6,1.4) |
| 40-49                    | 125 (9.2)  | 1.6 (1.3,2.1) | 1.3 (0.8,1.9) | 191 (17.9) | 1.7 (1.2,2.4) | 1.4 (0.9,2.2) |
| Sex                      |       |       |       |
| Male                     | 508 (37.2) | 1     | 1     | 461 (43.2) | 1     | 1     |
| Female                   | 856 (62.8) | 1.3 (1.1,1.5) | 1.4 (1.1,1.6) | 605 (56.8) | 1.0 (0.8,1.2) | 1.2 (0.8,1.3) |
| Marital status           |       |       |       |
| Single                   | 720 (52.8) | 1     | 1     | 261 (24.5) | 1     | 1     |
| Married                  | 535 (39.2) | 1.5 (1.3,1.8) | 1.0 (0.8,1.4) | 706 (66.3) | 1.0 (0.8,1.2) | 1.0 (0.8,1.6) |
| Divorced/separated/widowed | 105 (7.7)  | 1.7 (1.2,2.3) | 1.0 (0.6,1.4) | 98 (9.2) | 1.7 (1.1,2.6) | 1.7 (1.0,2.8) |
| Educational status       |       |       |       |
| 0-7                      | 211 (15.5) | 1     | 1     | 658 (61.7) | 1     | 1     |
| 8-9                      | 234 (17.2) | 1.1 (0.8,1.4) | 1.2 (0.9,1.6) | 203 (19.0) | 1.9 (1.4,2.5) | 1.7 (1.2,2.3) |
| 10+                      | 916 (67.2) | 1.4 (1.1,1.7) | 1.7 (1.3,2.1) | 199 (18.9) | 2.1 (1.6,2.8) | 1.4 (1.0,2.0) |
| Wealth index             |       |       |       |
| Q1 (poorest)             | 89 (6.5)  | 1     | 1     | 518 (48.6) | 1     | 1     |
| Q2                       | 221 (16.2) | 1.1 (0.8,1.6) | 1.0 (0.7,1.6) | 413 (38.8) | 1.3 (1.0,1.5) | 1.2 (0.9,1.5) |
| Q3                       | 836 (61.3) | 1.3 (0.9,1.8) | 1.3 (0.9,1.9) | 75 (7.0) | 1.8 (1.2,2.8) | 1.5 (0.9,2.5) |
| Q4 (least poor)          | 218 (16.0) | 1.4 (0.9,1.9) | 1.5 (1.0,2.2) | 59 (5.5) | 4.8 (2.5,9.0) | 3.4 (1.6,7.1) |
| HIV status               |       |       |       |
| Negative                 | 1066 (78.2) | 1     | 1     | 884 (82.9) | 1     | 1     |
| Positive                 | 298 (21.8)  | 1.7 (1.4,2.1) | 1.1 (0.8,1.4) | 182 (17.1) | 2.0 (1.5,2.7) | 1.3 (1.0,1.9) |
| Self-rated Health        |       |       |       |
| Good/excellent           | 1086 (79.1) | 1     | 1     | 769 (72.1) | 1     | 1     |
| Very poor/Poor/fair      | 273 (20.9)  | 2.5 (1.9,3.1) | 2.0 (1.5,2.6) | 290 (27.9) | 2.4 (1.9,3.1) | 2.0 (1.5,2.7) |
| Self-reported illness    |       |       |       |
| No                       | 525 (38.6)  | 1     | 1     | 200 (18.8) | 1     | 1     |
| Yes                      | 836 (61.4)  | 3.1 (2.7,3.7) | 3.0 (2.2,3.9) | 865 (81.1) | 4.3 (3.5,5.3) | 3.6 (2.9,4.4) |
| Mental distress          |       |       |       |
| No                       | 1137 (83.4) | 1     | 1     | 900 (84.4) | 1     | 1     |
| Yes                      | 209 (15.3)  | 1.8 (1.4,2.3) | 1.7 (1.4,2.4) | 163 (15.3) | 1.7 (1.2,2.2) | 1.2 (0.9,1.7) |

All confidence intervals adjusted for cluster effect.
Associations in bold are statistically significant.
% the percentage of respondents who went to any health facility.
proxy of socioeconomic position by enhancing the ability to afford the various costs involved. This is also supported by the finding that the wealthy respondents used health services more than the poor, in rural areas. At the time of the survey, most health care service costs were substantially high for the majority of the population. These observations correlate with previous studies in Kenya, Tanzania, and Ghana [38-40].

We found that women utilized health services more often than men in urban areas. This is in agreement with similar studies in the region and internationally [37-39]. There are different explanations of these gender-based differences. One of the explanations is that women are more responsive to symptoms than men because women are more interested in health and have more knowledge in these issues [8].

One of the strengths of this study is that the data were obtained from a survey done among adult men and women in the general population. However, the results from any survey of this type can be expected to be biased to some degree. Non-participation could have introduced bias in the results. In previous publications on HIV prevalence based on the same data, we did not find signs of serious biases since refusal rates were low and those absent might not have substantially differed from the participants in terms of the likelihood of being HIV infected [21,22,27]. For the present analysis, we were primarily concerned about the extent to which non-participation could have biased associations. The magnitude and direction of such biases are difficult to judge. Given that absence is an indication of mobility, we might postulate that non-participants are less likely to use health services. A likely possibility in that case is that the relatively high absence rate among men compared to women might have influenced the estimated gender differences, i.e. the difference might have been underestimated. Reporting bias is another possible source of bias due to the long recall period for reporting visits. Studies often use a recall period of 12 months, although realizing that this will lead to a general underestimation of use (memory bias). Since this is likely to be a general bias across all groups, it is not likely to have significantly biased results from the current study.

The validity of extrapolating the present findings to a larger population is difficult to judge. The population-based survey covered a typical urban population and a rural population that also included very remote populations. The areas surveyed were selected as being typical of the rest of the country in terms of resources and structure of the health care system. Furthermore, the HIV prevalence rates for the selected populations were similar to those observed at the national level [34]. We believe that the major findings of our study can be generalised to a larger population.

Conclusion
In conclusion, this study revealed substantial socioeconomic inequalities in utilization of health facilities in both rural and urban areas. Intervention to improve equality of access to health facilities should be designed in view of the factors found in the study.
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