Unraveling the origin of higher success probabilities in quantum annealing versus semi-classical annealing
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Abstract
Quantum annealing aims at finding optimal solutions to complex optimization problems using a suitable quantum many body Hamiltonian encoding the solution in its ground state. To find the solution one typically evolves the ground state of a soluble, simple initial Hamiltonian adiabatically to the ground state of the designated final Hamiltonian. Here we explore whether and when a full quantum representation of the dynamics leads to higher probability to end up in the desired ground when compared to a classical mean field approximation. As simple but nontrivial example we target the ground state of interacting bosons trapped in a tight binding lattice with small local defect by turning on long range interactions. Already two atoms in four sites interacting via two cavity modes prove complex enough to exhibit significant differences between the full quantum model and a mean field approximation for the cavity fields mediating the interactions. We find a large parameter region of highly successful quantum annealing, where the semi-classical approach largely fails. Here we see strong evidence for the importance of entanglement to end close to the optimal solution. The quantum model also reduces the minimal time for a high target occupation probability. Surprisingly, in contrast to naive expectations that enlarging the Hilbert space is beneficial, different numerical cut-offs of the Hilbert space reveal an improved performance for lower cut-offs, i.e. an nonphysical reduced Hilbert space, for short simulation times. Hence a less faithful representation of the full quantum dynamics sometimes creates a higher numerical success probability in even shorter time. However, a sufficiently high cut-off proves relevant to obtain near perfect fidelity for long simulations times in a single run. Overall our results exhibit a clear improvement to find the optimal solution based on a quantum model versus simulations based on a classical field approximation.
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1. Introduction

Quantum computation (QC) has been proposed already in the early 80s when Paul Benioff introduced a quantum Turing machine [1], Feynman the universal quantum simulator [2] and David Deutsch a universal circuit quantum computer [3]. In the past years its technical implementation made immense progress partly driven by huge tech companies like Google and IBM. Most recently, strong claims have been put forward that quantum machines have solved sample problems not accessible to the best classical computers to date [4].

As full scale programmable quantum computers are technically extremely challenging to implement, many current efforts are devoted to adiabatic quantum simulation. Here one aims to prepare the ground state of a many-body Hamiltonian, which encodes the solution to a classical optimization problem in tailored interactions [5]. In a typical approach one starts from the ground state of a simple initial many body Hamiltonian and evolves this state to the desired ground state via a slow ramp up of the particle interactions toward the target Hamiltonian.

Notably, one of the earliest work in laying the foundation of quantum annealing, was done in 1989 [6], showing that quantum fluctuations can increase the ergodicity in a spin glass model, by tunneling between ‘trapping’ minima, separated by narrow potential barriers. The idea of using tailored interactions of a many-body Hamiltonian, originally suggested as quantum stochastic optimization [7], was later renamed quantum annealing (QA) [8]. Nearly a decade later, in 1998, the present form of QA was introduced by considering adjustable quantum fluctuation instead of thermal ones [9]. This basic idea, of integrating an artificial kinetic term, introducing quantum fluctuations in a controlled way, still remains a powerful tool and also provides the principal technique for our work. The theoretical foundation for this kind of adiabatic evolution is given by the adiabatic theorem [10] which states, that the systems stays in its ground state, if the Hamiltonian is changed slowly on the time scale set by the energy gap from the ground to excited states.

The QA protocol promises practically useful results even for small scale quantum simulators with less than a 100 q-bits. Experimental examples are trapped-ion simulators [11], superconducting qubits [12] or ultra cold atoms in optical lattices [13]. A commercially available superconducting quantum annealer was launched already in 2011 by D-wave [14] and is continuously enlarged and improved. However, it is still highly debated, if QA devices offer an actual speedup over classical devices [15]. In several cases, optimizing algorithms on classical computers lead to a comparable or even better performance than the quantum machine at current size and speed [16]. Interestingly, in several cases quantum inspired algorithms [17], i.e. the efficient numerical solution of the Schrödinger equation, proved to be the fastest available classical computer based method to solve the problem.

Let introduce here some central early papers and reviews on this subject. With a main focus on QA and analog QC the review by Das et al in 2008 [18] gives an introduction to the initial progress of the subject matter and a clear picture of the fundamental physical properties and mechanisms of QA. Further, a more recent review by Hauke et al in 2020 [15] focuses more on the present state of QA and new pathways and possibilities in theory and experiment. Finally, the review from Albash et al in 2018 [19] gives a more comprehensive perspective on quantum adiabatic computation in general, its theoretical development, algorithms and computational complexity.

A generic example to study a possible advantage of quantum annealing versus classical computation was put forward in a recent proposal for a quantum annealer using ultra-cold atoms in an optical lattice within a cavity [20]. Here the cavity modes mediate controllable all to all interactions between the atoms in the lattice. As key example an implementation of the QA process is predicted to generate solutions of the N-queens completion problem [21, 22], which is known to be NP-complete [23]. Interestingly one finds that for the optimal quantum implementation of the problem one only needs a linear increase in resources (Q-bits and lasers) with problem size. Thus the record size classical solution of \( N = 23 \) found so far [5] seems well in reach of current optical lattice experiments. Numerically, corresponding solutions of the time dependent Schrödinger equation are hardly possible for more than 8 q-bits. Unfortunately the precise system size scaling of the minimal gap of the corresponding Hamiltonian could neither be analytically calculated nor numerically reliably estimated. Hence the confirmation of a corresponding quantum advantage is left to experiment.

Nevertheless the numerical studies of the above model reveal some interesting properties, which indirectly could shed some extra light on the beneficial role of quantum mechanics in the annealing process. Implementing different approximate numerical models to simulate the time-dependent numerical annealing dynamics, one finds, that the most reliable algorithm to find the ground with high probability required a full quantum description of the cavity field dynamics and the atomic motion. A so-called semi-classical mean-field approach, where the cavity fields are approximated by coherent fields failed to find the correct solution with a useful probability. As solutions for nontrivial problem sizes (i.e. chess board sizes \( N > 8 \)) are numerically very complex, the detailed physical origin behind this form of a quantum improvement could not be studied in detail.

Note that here the notion of quantum improvement or advantage appears in a bit unusual and more literal sense. We simply tie it to the observation that a full quantum description of the cavity fields in the numerical annealing simulation yields a significantly higher probability to end up in the desired final ground state than using a classical description of the light modes. Note that the classical field dynamics is numerically much simpler to implement and thus, in principle, the solution can be computed faster. This could compensate the lower success probability for a single run but for our line of argumentation toward a quantum improvement we compare success probabilities for equal simulation times.

The idea of this work here is to take one step back and devise a related, but sufficiently simplified toy model to
unravel the origin of this special sort of quantum advantage or improvement. The challenge here is to allow for enough model complexity to clearly see the improved performance of a full quantum treatment but still keep the model numerically tractable and conceptually clear enough to analyze the underlying dynamics in sufficient detail.

As we will exhibit below, the study of self-ordering in a finite one-dimensional optical lattice with long range interactions mediated by two independent cavity modes satisfies both requirements. When we add a small defect in the lattice, the semi-classical approach largely fails to find the correct ground state for a wide and well defined range of parameters, whereas the full quantum dynamics still reliably arrives at the correct solution. Note that finding the ground state in a system with very small disorder also is a complex problem for larger instances [24]. Hence we now have found a suitable test ground to study the physical origin and conditions for the superior performance of a quantum simulator, which in much more complex configurations could be the central ingredient to obtain a quantum advantage.

This work is organized as follows. In section 2 we present our quantum gas cavity QED Bose–Hubbard (BH) Hamiltonian [25] and shortly review the basic concepts of QA based on the adiabatic approximation. In the next section 3 we study the conditions and parameters needed for successful QA and the role of entanglement in this process. This is followed by a comparison of the quantum dynamics to the semi-classical mean-field description 4. In a final chapter we present the somewhat surprising and counter-intuitive dependence of the optimization efficiency on the numerical photon cut-off, where sometimes a numerically less precise implementation of the quantum time evolution improves the annealing efficiency as shown in section 5.

2. Model Hamiltonian and approximations

Let us consider a one dimensional lattice described by a tight binding BH model with four sites with periodic boundary conditions filled by two interacting bosons. The particles interact on site via collisions and we introduce tunable non-local interactions via collective light scattering to two independent cavity field modes [25, 26] as depicted in figure 1.

The open system dynamics of the cavity fields mediating the interaction can be described via quantum oscillators or it can be approximated by classical fields, as c-number amplitudes. As the pump lasers illuminating the atoms are described by coherent fields and working in the weak excitation regime, the latter can be expected to give an approximation for the full quantum dynamics [26]. As we assume the cavity damping rates much faster than the atomic dynamics, an adiabatic elimination of the field dynamics should well approximate the induced all to all coupling.

Full quantum dynamics: let us start by introducing the full quantum model for the coupled dynamics of atoms and field modes. For all levels of description of the atomic dynamics we will use the same BH-type particle Hamiltonian

\[ H_{\text{kin}} = \sum_{k_{\text{cap}}} (b_{k}^\dagger b_{k+1} + \text{h.c.}) \quad \text{and} \quad U_{\text{int}} = \frac{U}{2} \sum_{k} n_k (n_k - 1), \]

where \( k \in \{1, 2, 3, 4\} \) and \( k_{\text{cap}} \) denotes the periodic boundary conditions. Of course, it would be interesting to also consider the case where we replace this by a classical Brownian motion model [27] but this is beyond the aim of this work.

The interactions between different lattice sites are mediated by cavity modes. As discussed in recent publications [20, 28, 29], introducing two independent field modes with different wave-vectors already creates surprising complexity into this model. Hence we can expect generic quantum effects play a vital role. Assuming that there is no scattering between the modes, i.e. a big enough frequency spacing, we can simply add the interaction terms induced independently by each mode. Experimentally this simply requires adding an extra pump laser with a mode specific detuning \( \Delta_{\text{p}} = \omega_{\text{p}} - \omega_{\text{m}} \). To keep it simple enough we will use two modes, where one has twice the wavelength of the other. In this case the local interaction strengths are periodic with equal strength and simply amount to site dependent sign changes.

Incorporating these symmetries, we can write the long range interaction Hamiltonian as

\[ H_{\text{int}} = \tilde{J} \left( \hat{M}_1(a_1 + a_1^\dagger) + \hat{M}_2(a_2 + a_2^\dagger) \right), \]

where we introduced the overall scattering amplitude \( \tilde{J} \) and the effective scattering operators determining the light scattering amplitudes into the modes, which explicitly read:

\[ \hat{M}_1 = (-\hat{n}_1 + \hat{n}_2 - \hat{n}_3 + \hat{n}_4), \]

\[ \hat{M}_2 = (+\hat{n}_1 + \hat{n}_2 - \hat{n}_3 - \hat{n}_4). \]

In our present case the pump strength \( \tilde{J} \) is equal for all modes and lattice sites. The cavity-pump detunings \( \Delta \) are tuned to equal by adjusting the pump frequencies \( \omega_{\text{p}} \) and \( \omega_{\text{m}} \); therefore we can write the cavity radiation Hamiltonian as

\[ H_{\text{rad}} = -\Delta(a_1^\dagger a_1 + a_2^\dagger a_2). \]

The complete effective Hamiltonian finally reads

\[ H_{\text{eff}} = H_{\text{kin}} + H_{\text{int}} + H_{\text{rad}}. \]
formally yields:

\[ H = J \sum_{\ell \neq \ell'} (b_\ell^\dagger b_{\ell+1} + \text{h.c.}) + \frac{\bar{J}}{2} \sum_k n_k (n_k - 1) \]

\[ - \Delta (a_1^\dagger a_1 + a_2^\dagger a_2) + \bar{J} \left( \hat{M}_1 (a_1 + a_1^\dagger) + \hat{M}_2 (a_2 + a_2^\dagger) \right). \]

(6)

As we deal with an open system, in principle we have to include dissipation via the cavity mirrors and spontaneous emission of photons. Assuming operation far from atomic resonance, we neglect the latter and incorporate only cavity loss \( \kappa \) via a standard quantum optics master equation:

\[ \dot{\rho} = -\frac{i}{\hbar} [H, \rho] + \mathcal{L}[\rho], \]

(7)

\[ \mathcal{L}[\rho] = \sum_{n \in \{1,2\}} \kappa_n \left( 2a_n \rho a_n^\dagger - a_n^\dagger a_n \rho - \rho a_n^\dagger a_n \right), \]

(8)

where \( \mathcal{L} \) is a standard damping Liouvillian [30].

**Adiabatic elimination and semi-classical description of modes:** our central aim in this work is to study the role of quantunn in simulated annealing. In addition to the full quantum dynamics we thus will introduce two additional approximate descriptions, which differ in the description of the cavity mode as quantum fields or as classical fields. In both cases, for direct comparability we assume adiabatic following of the field modes to the atomic state, which allows for adiabatic elimination in the mode dynamics. In the first case we treat the field mode amplitudes as quantum operators governed by their Heisenberg equations, while in the second case they are described by classical coherent fields with \( c \)-number amplitudes governed by Maxwell’s equations. Note that in the latter case no atom-field entanglement can build up.

Using (2) and (5) the Heisenberg equations for the field amplitude operators \( \hat{a}_m = \frac{\hbar}{i}[H_{\text{rad}} + H_{\text{int}}, \rho_m] \) read:

\[ \dot{\hat{a}}_m = i \Delta a_m - i \bar{\Delta} \hat{M}_m - \kappa_n a_m. \]

(9)

We can construct an effective particle Hamiltonian by adiabatic elimination of the fields (9), which is valid if \( \kappa_m \) and \( \Delta \) are larger than the timescale of atomic motion \( J/\hbar \ll |\Delta + i\kappa| \). Hence the fields will closely follow atomic dynamics which formally yields:

\[ a_m = \frac{\bar{\Delta}}{\kappa_m - i \Delta} \hat{M}_m. \]

(10)

We will now proceed in two ways to derive an effective particle interaction Hamiltonian:

First we can insert the full operator expression \( a_m \) in the Hamiltonian (2) and (5), such that the atom–light interaction reduces to an effective interaction of the particles, so that we get:

\[ H_{\text{ad}} = \frac{\Delta \bar{J}^2}{\kappa^2 + \Delta} \left( \hat{M}_1^2 + \hat{M}_2^2 \right). \]

(11)

In the second alternative approach we further approximate the field dynamics using a common mean field assumption, where the mode operators are represented by classical \( c \)-number amplitudes \( \alpha_m(t) \) determined by the expectation values of the corresponding operators:

\[ \alpha_m(t) = \langle a_m(t) \rangle \in C \]
Hubbard Hamiltonian without the laser induced interactions $J = 0$ adiabatically toward the ground state of the full interacting Hamiltonian at large pumping $J \gg J$, including weak impurity.

Here it is helpful to first look at the energy spectrum of the time dependent Hamiltonian as a function of the pump strength allowing to identify the minimum excitation gap as decisive parameter determining the quality of the annealing process. This gap limits the minimum time for an adiabatic ramp up procedure of the laser induced interactions. All energies and parameters here are given in units of the recoil energy $\hbar \omega_r = \hbar \frac{\omega_r^2}{2}$, corresponding to the kinetic energy of an atom with mass $m$ with a momentum equal to the single photon momentum $\hbar k$, with $\omega_r$ the recoil frequency.

In figure 2 we plot the numerically determined lowest 10 eigenvalues $H(s)|\psi_n(s)\rangle = E_n(s)|\psi_n(s)\rangle$ relative to the ground state, i.e. $E_n(s) - E_0(s)$, for different effective pump strength $J(s)$. Note that the parameter $s = t/t_f$ describes the time dependence of the pump strength, with the simulation time $t_f$ and $t \in [0, t_f]$. At this point it is important to note that we need to introduce a photon number cut-off (denoted by $n_c$), as the Hilbert space of a field mode (=harmonic oscillator) would have infinite dimension. For the following simulations we use a cut-off of $n_c = 3$ and further investigations will be presented in the final section. We see that for any chosen finite final impurity $V$ a gap remains open and takes on its minimum of about a recoil energy close to unit pump strength $J = 1$.

The gap size depends on the impurity potential $V$ as depicted in figures 3 and 4. As expected from symmetry arguments, without added impurity $V = 1$ we get two almost degenerate ground states and thus a vanishing gap for large pump strength $J$.

Note that the minimum gap depends nonlinearly on $V$ as shown in figure 4.

Let us now start to study the corresponding annealing process. In its simplest form we start the dynamics with the system ground state at zero pump $J = 0$ and linearly increase pump strength toward $J = \sqrt{2}$. For a sufficiently slow ramp time much longer than the recoil time we evolve this state via the corresponding Schrödinger equation with a time dependent Hamiltonian $H$. In figure 5(a) we show the site occupation probabilities as a function of time for the example of a sufficiently slow sweep, such that the state evolves adiabatically. As expected, around $J \approx 1$ both atoms are transferred to the deeper third well with very high probability.

The efficiency of this process can be quantified by the probability to reach the ground state of the final Hamiltonian as a function of various simulation parameters. This is shown in figure 5(b) together with probability for the two atom occupation probability of the third well. We clearly see that both probabilities almost reach unity at the end for slow enough annealing. Note that the overlap of the field component of the full quantum state with the adiabatic eigenstate is significantly lower during evolution. This shows that the field dynamics lags somewhat behind its adiabatic value without preventing very good annealing success at the end.

The reordering of the atoms is accompanied and thus can be directly monitored by the buildup of the cavity field amplitudes as depicted in figure 6. Here the time evolution of the photon numbers is depicted as a function of momentary pump strength $J(s)$. Increasing detuning and pump strength leads to lower photon numbers during the annealing process without much influence on the success. This operating regime allows to reduce the effective dissipation via cavity loss and also allows to use a lower photon cutoff in the numerical simulations saving computational time.

As mentioned above, adiabatic following requires a slow time evolution of the Hamiltonian. It is, of course, of vital interest here to find out, how fast one can progress without significantly lowering the success rate. In general one operates in the regime where the particle–particle interaction mediated by...
Figure 3. First excited state energy for different impurity well-depth $V$ relative to the ground state as a function of $\tilde{J}(s)$ with $s \in [0,1]$. An energy gap and a lifting of the ground state degeneracy at large pump only occurs when we introduce impurity with $V > 1$ increases. System parameters are chosen as: $J = 0.1$, $U = 0.7$, $V \in [1.0,1.2]$, $\tilde{J}^2 = 5 = \Delta$.

Figure 4. Minimum energy gap between ground and first excited state as a function of the impurity magnitude $V$ for: $J = 0.1$, $U = 0.7$, $V \in [1.0,1.2]$, $\tilde{J}^2 = 5 = \Delta$.

As we see, for simulation times $\omega_r t_f > 250$ the success probability (fidelity) shown in figure 7(a) in both cases well surpasses 0.9 for the full and the adiabatic Hamiltonian (11). On this scale the two curves agree pretty well, although the adiabatic Hamiltonian effectively incorporates photon loss via the cavity mirrors by including a damping rate $\kappa$ in the Heisenberg equations of the field operators. Obviously, at the chosen low cavity decay rate of $\kappa = 1\omega_r$ the effect of photon loss does not change the dynamics significantly. Note that already the initial state of the system $|\Psi_0\rangle$ has a nonzero overlap with the solution, so that we do not start at zero overlap. To highlight the limits of the success rate for very long ramp times in more detail, we also plot the negative logarithm of the infidelity, i.e. the deviation of the fidelity from one, i.e., $(1 - F)$ in figure 7(b). Somewhat surprisingly, already at about $\omega_r t_f = 300$ the fidelity for the adiabatic Hamiltonian flattens and then even decreases, which could be attributed to the openness of the system. In contrast, the accuracy obtained from propagation of the full quantum Hamiltonian improves further and reaches a much higher maximum around a simulation time of $\omega_r t_f \approx 1300$. Again also in this case much longer simulation times do further reduce the fidelity, hinting for an ideal simulation time to maximize the fidelity. The reason behind this is not obvious and finding out in detail would probably need extensive simulations with higher numerical accuracy.

As shown e.g. in reference [31], there is a close connection between the atom-field entanglement at the end of the adiabatic sweep and the success probability, as any remaining entanglement would lead to a mixed state in atomic space after tracing out the field degrees of freedom. Hence, while, as we will see below, large entanglement during the annealing process is vital for success, it is detrimental if it remains at the end. To quantify the amount of entanglement in our system we use the entanglement entropy, i.e. the Von Neumann entropy of the reduced mode density matrix. We will thus concentrate at two specific properties here, namely the maximum entanglement present during a sweep and the remaining amount of entanglement at the end of the evolution, further on called the ‘final entanglement’. 
Figure 5. State evolution for the full quantum Hamiltonian during one adiabatic sweep. In the left graph (a) the expectation values of the lattice site occupations are plotted, while the right figure (b) exhibits the corresponding evolution of the overlaps (fidelity) between the evolving state and the target solution as well as the initial state. The dashed line gives the probability for two atoms in the third well as an alternative measure of the annealing success. Parameters are: $J = 0.1$, $U = 0.7$, $V = 1.1$, $\tilde{J}^2 = 5 = \Delta$.

Figure 6. Evolution of the average cavity photon numbers in both modes and their sum as a function of the time-dependent pump-strength for three different choices of cavity detunings $\Delta = -1$ (a), $\Delta = -3$ (b) and $\Delta = -5$ (c). The final pump amplitudes are increased as $J = \sqrt{-\Delta}$. The kink is directly connected to atomic ordering.

Figure 8 depicts these two key quantities as a function of the total simulation time $\omega r t f$. We see that with increasing simulation time the final entropy at the end of the evolution shrinks toward zero and the particles end up in the correct factorized state representing the sought solution. Note also the build up of a peak of maximum entanglement with simulation time until a certain optimal time. For longer time less entanglement builds up but it reaches a finite plateau at very long sweep times while the final entropy drops down to zero again. The splitting of the two values coincides with a peak in the process fidelity shown in figure 7. This suggests a close relation of success fidelity and the ability to get rid of the entanglement for a given simulation time.

4. Annealing with semi-classical approximation

Let us now turn to the central question that we want to address in this work and compare the success of the annealing procedure in the quantum case as above with a semi-classical Hamiltonian (13) based on mean fields to mediate the atom–atom interactions. Of course, for such a classical field description, no atom field entanglement can build up. In particular, we are looking for parameter regions, where the semi-classical model fails to reliably produce the desired solution, while the full quantum model still succeeds.

By evaluating the solution fidelity of the semi-classical model for a wide parameter range, we find a very strong
dependence of the success fidelity on the particle–particle interaction parameter $U$ and the introduced impurity magnitude $V$. Only for small onsite interaction strength, the semi-classical approximation of the dynamics reliably finds the correct solution. Increasing interactions we see a surprisingly sudden jump of the success rate to low probability below 0.5. Further increasing repulsive interaction, so that the final ground state energy only exhibits a very small gap to the first excitation, the classical model virtually never succeeds.

Hence, here we can identify a clear quantum improvement as shown in figure 9(a) the color density plot of the fidelity for a range of $V$ and $U$ parameters. The plot resembles a phase diagram a lot when we show the success fidelity of the final state using (13). These results hint at a simple qualitative explanation. Since local particle–particle interaction favors systems where particles are separated, increasing $U$ reduces the wavefunction amplitudes for the particles to occupy the same lattice site. However, in the energy spectrum of the system for
Figure 9. (a) Color density plot (phase diagram) showing the solution fidelity after an adiabatic sweep using the Hamiltonian with classical mean-field approximation (13) and as well as (b) for the full quantum Hamiltonian as a function of the impurity strength $V$ along $y$ and the particle interaction strength $U$ along $x$. Chosen parameters are: $t_f = 1000$. For (a): $\Delta = -1$, $\tilde{J} = 1$ and for (b): $\Delta = -5$, $\tilde{J} = \sqrt{5}$.

Figure 10. Maximum of the entanglement entropy attained for the full quantum model during a slow sweep as a function of the impurity strength $V$ on the $y$-axis and the particle interaction strength $U$ along $x$. Chosen parameters are: $t_f = 1000$, $\Delta = -5$, $\tilde{J} = \sqrt{5}$.

corresponding values of $U$, we still find a gap from a delocalized state to the ground state with two particles occupying $\hat{n}_3$. Accordingly, the adiabatic sweep using the full quantum Hamiltonian (6) finds the correct solution with almost 99% probability also for higher $U$ values as shown in figure 9(b). Note the different color scale range for the two plots differing by two orders of magnitude.

**Entanglement and fidelity**: it is, of course, important to compare this behavior to the appearance of atom-field entanglement during the time evolution of the full quantum dynamics. While the final entanglement almost vanishes at the end, we still find a strong maximum during evolution as shown in figure 10 for the same parameters as above. Studying the plots side by side reveals a correlation between regions of high entanglement during QA and a very low fidelity of the semi-classical solution. Especially in the right lower corner, where the classical fidelity is close to zero, we observe a peak in the entanglement, which continues along the $x$-axis but reduces in intensity. One can faintly also recognize a similar triangular area of the high entanglement region.

Obviously, regions of high fidelity are correlated to regions of low entanglement entropy and vaguely exhibit the same transition line. In particular in low fidelity—high entropy regions the indication of a direct connection between entanglement and the success probability for the semi-classical model look convincing although the transition lines are not as clear cut. As we have discussed above a classical field approximation removes the possibility of entangled particle-mode states. Hence, it is not surprising that the discrepancy between the success probabilities for the full quantum model and the semi-classical model is connected to the entanglement. Interestingly, we can also see a clear correspondence between the entanglement peak and the reduced fidelity in the lower right corner of figure 9(b). Although the entanglement can be quantitatively small, the maximum entanglement shows a clear correlation with the solution fidelity of the full quantum system.

5. Speedup of numerical simulations by a lower photon number cut-off

The above considerations strongly support the idea that a real quantum advantage could be found in annealing processes. Of course, numerically we cannot find the exact solution for the quantum evolution, as we always need to truncate the simulation Hilbert space and in particular the maximum photon number allowed in the modes. However, in our simple model we can still use a sufficiently high cutoff to make the difference to the full solution negligibly small. Surprisingly, it seems that the errors introduced by a lower and even
nonphysically low cutoff often are not detrimental, but even help to find a higher fidelity solution. This comes in addition to the numerical speedup gained from a smaller computational basis. Does this mean that there is no quantum advantage in real life after all? Can there be a better model than quantum mechanics to do annealing?

In this final section we will study this intriguing phenomenon in more detail and work to quantify the influence of photon number cutoff and simulation time on the success probability.

As we argued above, the photon number distributions obtained in the simulations suggest that a cutoff at \( nc = 3 \) photons leads to a very good accuracy of the numerical solution at a tractable numerical complexity. It allows to reliably describe the field quantum state during the whole evolution time, missing only higher occupations well below a percent and no visible changes in the dynamics for higher cutoffs (\( nc = 4 \)).

Nevertheless one can hope that a lower cutoff, which speeds up the calculations, is still good enough to obtain useful results in shorter time. To our surprise it turns out, that not everything behaves as anticipated here. Let us take a closer look at simulations based on lower photon number cut-offs, which clearly reduce the quality of the numerical solution of the Schrödinger equation.

Following the annealing procedure as above, in figure 11. We plot the final state photon number occupation probabilities for different cut-offs \( nc \in \{1, 2, 3\} \), from left to right. It is sufficient to look at one mode here as the second one does not differ significantly. Of course with growing cut-off the vacuum contribution is decreasing, which clearly proves that the solutions obtained for lower cut-off are not faithful approximation to the full quantum dynamics. Nevertheless, as shown in figure 12(a) the success probability for finding the desired atomic final is virtually the same in all case. Actually for fast ramps the lowest cutoff \( nc = 1 \) simulations, where the modes are essentially approximated by q-bits, lead to an even higher success probability than higher cut-offs. Note that a semi-classical approximation completely fails here and some quantumness is still needed.

Let us zoom in a bit and plot the infidelity for the three different cut-offs on a logarithmic scale. This confirms that the numerically not justifiable \( nc = 1 \) cutoff leads to the best results for fast sweeps. Hence we can win in several respects...
by not reliably solving for the full Schrödinger dynamics. We can use a smaller Hilbert space, which saves memory and computation time as well as a faster ramp time, which again speeds up the computation. Of course, it is hard to envisage how this quantum inspired algorithm [16] could be implemented in an experiment.

Fortunately a second look at figure 12(b) reveals a second interesting feature. When we implement a careful and numerically reliable solution using a slow sweep we find the highest single run fidelity. Quantitatively a larger Hilbert space can reduce minimal possible infidelity by even a couple orders of magnitude at the expense of a much slower computation. While this might seem not so useful at the end, the picture could strongly change in much more complex setups, where much lower single run success is expected and only the full dynamics will yield useful performance.

What else can we learn from this example? As discussed above the atom-field entanglement remaining at the end of the adiabatic evolution interferes with the ability to find a good solution. In figure 13 one finds a clear signature of this effect comparing the final states for different photon number cut-offs. As the Hilbert space is larger, higher cut-offs allow for the buildup of more maximal entanglement in the process, which would suggest a better optimization performance. However, for relatively short simulation times, the final entanglement reduces toward zero at the end much faster for lower cutoff than for the higher cut-offs. Hence for short times the penalty of more remaining final entanglement for the full cutoff dominates over the gain from a higher in process entanglement. This fits well to the behavior of the fidelity in figure 12. The logarithmic plot on the right side reproduces the identical behavior for long simulation times. There, the lowest cut-off $nc = 1$ reaches a steady state and for the highest cut-off $nc = 3$ long ramp times allow to minimize the final entanglement the most.

6. Conclusions

In this work we identified and studied a generic toy system, where a clear quantitative improvement of the annealing process for a full quantum simulation versus the semi-classical counterpart can be demonstrated. As the two approaches only differ in the representation of the field modes mediating interactions by classical or quantum harmonic oscillators, the beneficial role of quantum dynamics is very clearly revealed. In this sense, we directly compare solutions of the Schrödinger equation and corresponding Maxwell equations. While superposition and interference of field mode amplitudes is possible in both cases, only the quantum description opens the possibility of entanglement, which manifests itself as the key ingredient toward generating a quantum advantage. Although, an in depth discussion in reference to the debate around the quantumness of the D-wave quantum annealer [32, 33] is beyond this work, let us emphasis once more the fact that in our comparison of QA and a semi-classical counterpart, the classicality of the system solely arises from considering classical field modes and hence eliminating the possibility for light–matter entanglement, therefore enabling a clearer investigation into the quantumness of the system.

However, there is not a quantitative one to one correspondence between entanglement and improvement. On the one hand we show a direct connection between the maximal atom-field entanglement in the dynamics and a high probability to find the optimal solution at the end. On the other hand, for a too fast sweep time, the final atomic state keeps some entanglement with the light, which diminishes the final solution fidelity. As the desired final ground state is separable, a strong quantitative anti-correlation between the success probability and final state entanglement is quite obvious. In summary, highly reliable annealing needs strong entanglement during the annealing process but vanishing entanglement at the end.
This feature can help to explain the surprising improvement one gets from using photon number cut-offs too low to accurately represent the full quantum dynamics in the simulations. This unphysical cutoff prevents the buildup of large entanglement at short simulated times, so that only very little entanglement remains at the end of the sweep. For certain operating parameters, the benefit of the final disentanglement turns out to be more important than the extra fidelity gain one obtains from a larger maximum entanglement during the process. Nevertheless we see that the limitation of the Hilbert space and thus maximal entanglement also limits the maximal obtainable fidelity even for very long simulations times. We did not find, however, any regime where a classical description gives the best results.

Of course, to argue for a possible advantage of QA in general, there is still quite some distance to go. At first, a deeper investigation into the ideal amount of entanglement for finding an optimal solution is vital for identifying the optimal operation parameters. The central question here is the scaling of optimal entanglement with system size and whether this stays essential for large systems. Finally, also the requirement of disentanglement at the end needs to be shown not to scale unfavorably with system size. While all of these assumptions look reasonable, the corresponding substantial proofs are challenging and an experimental evaluation might be a more reasonable approach here. While for implementing quantum inspired numerical algorithms [16] an unfaithful representation of the field Hilbert space can speed up calculations and increase the solution fidelity at the same time, it is unclear how this could be mimicked in experimental devices.

As said above, the central question to be answered is the scaling of the fidelity improvement through entanglement in larger systems. Some preliminary results obtained in simulations of the N-queens problem hint for the growing importance of entanglement with system size [22]. Here numerical studies based on the Heisenberg equations of the system operators using a so-called cumulant expansion [16] should be a promising method to better uncover the role of entanglement in the annealing dynamics in larger systems. To study the ultimate performance of an open quantum system approach, the effect of photon decay through the cavity mirrors needs to be systematically included in form of a corresponding master equation approach. Fortunately, using proper operating parameters in open systems, intrinsic cooling could be used to compensate for non-adiabatic errors and allow for a simulation speedup. Hence there are ample options and possibilities for future studies in various interesting directions.
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