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Abstract

Institutions and investors face the constant challenge of making accurate decisions and predictions regarding how best they should distribute their endowments. The problem of achieving an optimal outcome at minimal cost has been extensively studied and resolved using several heuristics. However, these works usually fail to address how an external party can target different types of fair behaviour or do not take into account how limited information can shape this complex interplay. Here, we consider the well-known Ultimatum game in a spatial setting and propose a hierarchy of interference mechanisms based on the amount of information available to an external decision-maker and desired standards of fairness. Our analysis reveals that monitoring the population at a macroscopic level requires more strict information gathering in order to obtain an optimal outcome and that local observations can mediate this requirement. Moreover, we identify the conditions which must be met for an individual to be eligible for investment in order to avoid unnecessary spending. We further explore the effects of varying mutation or behavioural exploration rates on the choice of investment strategy and total accumulated costs to the investor. Overall, our analysis provides new insights about efficient heuristics for cost-efficient promotion of fairness in societies. Finally, we discuss the differences between our findings and previous work done on the PD and present our suggestions for promoting fairness as an external decision-maker.
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1 Introduction

The problem of how collective behaviour, such as cooperation, coordination, safety compliance and fairness among self-interested individuals, emerges in evolving, dynamical systems has fascinated researchers from many disciplines, ranging from Evolutionary Biology, Economics, Physics, Social Sciences and Computer Science (Airiau et al., 2014, Han, 2013, Han et al., 2020a, Maynard-Smith, 1982, Nowak, 2006, Perc and Szolnoki, 2010, Sigmund, 2010, Tuyls and Parsons, 2007, West et al., 2007). Several mechanisms that are responsible for promoting the emergence of cooperation have been proposed, including direct reciprocity (Sigmund, 2010, Trivers, 1971), kin selection (Hamilton, 1964) and network reciprocity (Ohtsuki et al., 2006) (for review, see (Nowak, 2012, West et al., 2007)). In these works, the evolution of desired collective behaviour is typically shaped by the combined actions of individuals within the systems.

On the other hand, external interference, where the advocating of certain desired collective behaviour is carried out by an external decision maker (who does not belong to the system), studies how this can be done in a cost-effective way (Chen et al., 2015, Cimpeanu et al., 2019, Han et al., 2018, Han and Tran-Thanh, 2018, Wang et al., 2019). These works aim to identify a broad class of interference strategies, or heuristics, that exploit available information such as global statistics (population behavioural composition), as well as local information such as local behaviour profile and diversity, and graph structures, for budget saving. This line of research is useful to provide insights into the design of self-organised and distributed Multi-Agent Systems (MAS), in order to ensure agents achieve a desired collective state. For instance, one might consider a hybrid system consisting of humans and intelligent machines, in which it is important to ensure a cooperative and trustful relationship amongst each other (Andras et al., 2018, Paiva et al., 2018, Santos et al., 2019). Another example is how international agencies such as the European Union and United Nations might advocate certain preferred political behaviours or resolve international conflicts, given a limited budget (e.g. in terms of cost and military resources) (Marton-Lafevre et al., 2007, Smidt, 2020).

The literature on external interference in evolving, dynamical systems (or populations) has so far focused on cooperation dilemmas, namely the Prisoner’s Dilemma (PD) (Cimpeanu et al., 2019, Han et al., 2018, Han and Tran-Thanh, 2018) and the Public Goods Game (PGG) (Chen and Perc, 2014, Chen et al., 2015, Sasaki et al., 2012, Wang et al., 2019). In these games, the interactions are symmetric and the players’ roles are equivalent. However, many real-world and
MAS interactions are asymmetric, where players may have different baseline characteristics and/or play different roles in the interactions (McAvoy and Hauert, 2015, Ogbo et al., 2021, Tuyls et al., 2018). Examples include conflict resolution (Selten, 1978, Smidt, 2020), technology adoption by firms (Ogbo et al., 2021), and multiparty resource allocations (Chevaleyre et al., 2005, Lerat et al., 2013), where participants might have different roles (e.g. proposers/dictators vs responders) or bargaining power in the decision making process. In this asymmetric setting, the external decision maker might need to take into account the difference among players’ underlying characteristics, such as their roles in the interactions, in order to optimise the cost and the level of desired behaviour. In particular, we might ask, is it enough to target a subset of the roles to already achieve a sufficiently good outcome, since collecting information about all the roles might be (very) costly and time consuming?

This paper contributes to advancing the state-of-the-art by studying cost-efficient external interference in a spatial Ultimatum Game (UG), a popular bargaining game for investigating fair decision making in many disciplines, such as economics and AI/MAS research, (de Jong and Tuyls, 2011, De Jong et al., 2008, de Melo et al., 2018, Fehr and Schmidt, 1999, Güth et al., 1982, Rauwolf and Bryson, 2018, Santos et al., 2019). In a standard UG, players have two different roles, proposer and receiver (or responder), with different bargaining powers (See Methods in Section 3 for a detailed description of the game). We consider the spatial version of the game (Page et al., 2000) where players are distributed on a network in order to examine how to exploit the roles’ asymmetry in both global and local interference strategies (Han et al., 2018).

In general, a cost-efficient interference problem consists of solving a bi-objective optimisation problem (Han and Tran-Thanh, 2018, Wang et al., 2019), maximising the overall level of desired behaviours (in the long run) while ensuring the total cost spent being within budget and/or minimal. The key challenge is that, for evolving, dynamical systems such as those in the above-mentioned examples, the system dynamics are shaped by various stochastic and random effects, such as those resulting from behavioural updates and mutation (behavioural exploration) (Rand et al., 2013a, Traulsen et al., 2009). With behavioural updates, such as through social learning or reproduction (Nowak, 2006, Sigmund, 2010), undesired behaviours might resurface over time whenever interference was not sufficiently strong in the past. Through mutation, these behaviours might do so even when they were extinct. Hence, the external decision maker needs to take into consideration that they will have to repeatedly interfere in the system, in order to sustain the desired behaviour over time. Note however that, for simplicity,
previous works have either omitted mutation (Han and Tran-Thanh, 2018, Wang et al., 2019), or assumed that it is infinitely small (for analytical treatment) (Han and Tran-Thanh, 2018). Mutation (behavioural exploration), where agents can freely experiment with new behaviours, is usually non-negligible in real populations and has been shown to play an important role in enabling cooperation in the context of social dilemmas (Antal et al., 2009, Duong and Han, 2019, Han et al., 2012, Rand et al., 2013a, Traulsen et al., 2009). Thus, the present work will also advance the state-of-the-art in this respect, where we will closely examine how different regimes of mutation, or agents’ propensity for behavioural exploration, influence the manner in which external interference should be carried out. Indeed, our results show that when mutation is sufficiently high, in line with those observed in behavioural experiments, optimal interference strategies can be significantly different.

The remainder of the paper is structured as follows. The next section reviews most relevant literature. Section 3 then describes the models and methods in detail. The paper proceeds with presenting the results and a final discussion. We also include with this paper a Supplementary Information (SI) that includes additional results to support the robustness of the paper findings.

2 Models and Methods

2.1 Ultimatum Game (UG)

Agents’ interaction is modelled using the one-shot Ultimatum Game (UG) (Nowak et al., 2000, Page et al., 2000). In the UG, two players are offered a chance to win a certain sum of money, normalised to 1, which they must divide between each other. One player is elected proposer, and suggests how to split the sum, while the other, the receiver (responder) can accept or reject the deal. If the deal is rejected, neither player receives any part of the initial sum. As in (Nowak et al., 2000, Page et al., 2000), we assume that a player is equally likely to perform in one of the roles (proposer or receiver). A player’s strategy is defined by a pair of parameters, $p$ and $q$. When acting as proposer, the player offers the amount $p$, while in a receiver’s role, the player rejects any offer smaller than $q$. As we focus in this paper on the effect of having multiple roles on interference decision making, we consider a baseline UG model where proposers have two possible strategic offers, a low (L, with $p = l$) and a high (fair) (H, with $p = h$) one, where $l < h \in [0, 1]$. On the other hand, receivers have two options, a low threshold (L, with $q = l$) and a high threshold (H, with
q = h). Thus, overall, there are four possible strategies HH, HL, LH and LL (i.e. HL would denote proposing high and accepting any offers, etc.). Given evidence from several behavioural experiments (Güth et al., 1982, Rand et al., 2013a), in which people (almost) never offered more than half of the sum in UG, we assume \( h \leq 0.5 \). Particularly, we set \( h = 0.5 \) and \( l = 0.1 \), as shown in (Page et al., 2000). In this scenario, the strategy LL is evolutionarily stable. We also confirm this result in our simulations, as shown in Figure S1 in Supplementary Information (SI) and we note that this result is true for several mutation rates.

The payoff matrix for the four strategies HH, HL, LH and LL reads (for row player)

\[
\begin{pmatrix}
\frac{1}{2} & \frac{1}{2} & \frac{1-h}{2} & \frac{1-h}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1-h+l}{2} & \frac{1-h+l}{2} \\
\frac{h}{2} & \frac{1+h-l}{2} & 0 & \frac{1-l}{2} \\
\frac{h}{2} & \frac{1+h-l}{2} & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}
\]

(1)

2.2 Population structure and dynamics

We consider a population of agents or individuals on a square lattice of size \( Z = L \times L \) with periodic boundary conditions—a widely adopted population structure in population dynamics and evolutionary games (Szabó and Fath, 2007). We focus our analysis on the efficiency of various interference strategies in spatial settings, adopting an agent-based model directly comparable with the setup of recent lab experiments on cooperation (Rand et al., 2014). We set \( L = 100 \) for all our experiments, resulting in a population size \( Z = 10^4 \).

Initially each agent is designated as one of the four strategies (i.e. HH, HL, LH, HH), with equal probability. At each time step or generation, each agent plays the UG with its (four) immediate neighbours. The score for each agent is the sum of the payoffs in these encounters. At the end of each generation an agent \( A \) with score \( f_A \) chooses to copy the strategy of a randomly selected neighbour agent \( B \) with score \( f_B \) with a probability given by the Fermi rule (i.e. stochastic update) (Traulsen et al., 2006):

\[
(1 + e^{(f_A-f_B)/K})^{-1},
\]

where \( K \) denotes the amplitude of noise in the imitation process (Szabó and Fath, 2007). Varying \( K \) allows us to capture a wide range of update rules and levels of stochasticity, including
those used by humans, as measured in lab experiments (Rand et al., 2013b, Zisis et al., 2015). In line with previous works and lab experiments (Rand et al., 2013a, Szabó and Fath, 2007, Zisis et al., 2015), we set $K = 0.1$ in our simulations. With a given probability $\mu$, this process is replaced instead by a randomly occurring mutation. A mutation is equivalent to behavioural exploration, where the individual makes a stochastic decision switch to one of the four available strategies.

Although our analysis below will focus on the stochastic update rule (in order to examine how stochasticity affects interference, as discussed above), we will also provide results for deterministic update to have a clear comparison with previous works (see e.g. (Han et al., 2018)). For the deterministic update, an agent’s strategy is always changed to that of its highest scoring neighbour (Nowak and May, 1992, Szabó and Fath, 2007). This is a way of approximating the stochastic update rule where the stochastic effect is infinitely small, i.e. $K \to 0$.

We simulate this evolutionary process until a stationary state or a cyclic pattern is reached. Similarly to (Nowak and May, 1992), all the simulations in this work (described in next sections) converge quickly to such a state. For the sake of a clear and fair comparison, all simulations are run for 500 generations. Moreover, for each simulation, the results are averaged over the final 25 generations, in order to account for the fluctuations characteristic of these stable states. Furthermore, to improve accuracy, for each set of parameter values, the final results are obtained from averaging 30 independent realisations. When shown in figures, the error bars represent the standard error of the mean between replicates.

Note that in the special case of deterministic update (where we also do not consider mutations), simulations can stop early when the proportion of fair proposers reaches 100%. We note that when maximum fairness is not reached, investment can still be ongoing beyond 500 generations and thus, the total cost of interference is dependent on the chosen stopping point. However, our results show that the average investment at the 500 generation mark is never more than 0.2% of the average total investment, for all types of interference. Thus, this arbitrary number has a limited effect and should not affect these results qualitatively.

2.3 Cost-Efficient Interference in Networks

We aim to study how one can efficiently interfere in a structured population to achieve high levels of fairness while minimising the cost of interference. Naturally, the level of fairness is measured by the fraction of fair offers in the population (Rand et al., 2013a), which is the total
of HH and HL frequencies. An investment decision consists of a cost $\theta > 0$ to the external decision-making agent/investor, this value $\theta$ is added as surplus to the payoff of each suitable candidate.

We examine and compare different approaches of interference to induce fairness, based on ensuring fairness for either role or both, leading to different desirable behaviours to be targeted

(i) ensure all proposals are fair, thus investing in HH and HL (Target: HH, HL);

(ii) ensure only fair offers are accepted, thus investing in HH and LH (Target: HH, LH);

(iii) ensure both (i) and (ii), i.e. investing in HH only (Target: HH).

Moreover, in line with previous works on network interference (Chen et al., 2015, Cimpeanu et al., 2019, Han and Tran-Thanh, 2018), we will compare global interference strategies where investments are triggered based on network-wide information, and the local ones where investments are based on local neighbourhood information.

In the population-based approach, a decision to invest in desirable behaviours is based on the current composition of the population. We denote $x_f$ the fraction of individuals in the population with a desirable behaviour, given a targeting approach at hand, i.e. (i), (ii) or (iii) as defined above. Namely, investment is made if $x_f$ is less or at most equal to a threshold $p_f$ (i.e. $x_f \leq p_f$), for $0 \leq p_f \leq 1$. They do not invest otherwise (i.e. $x_f > p_f$). The value $p_f$ describes how rare the desirable behaviours should be to trigger external support. In the neighbourhood-based approach, a decision to invest is based on the fraction $x_f$ calculated at local level. Investment happens if the proportion of neighbours of a focal individual with the desirable behaviours is less or at most equal to a threshold $n_f$ (i.e. $x_f \leq n_f$), for $0 \leq n_f \leq 1$; otherwise, no investment is made.

3 Results

When choosing to invest in a population of individuals in an effort to ensure some form of desirable outcome, an external decision maker must first consider several factors before any decision is made. Among these, we consider and aim to resolve the questions regarding what sort of behaviour they should invest in, how large the individual endowment must be, but also what an investor can do when information about the population or the environment is incomplete, or even unknown. As such, we consider that the simplest form of information gathering
evaluates the overall population (in the form of some metric measuring fairness on average), as opposed to fine-grained observations on individual neighbourhoods. Likewise, we consider that ensuring all proposals are fair (i.e. investing in HH or HL) is less demanding on an external decision-maker than ensuring that only fair offers are accepted (i.e. investing in HH and LH), which is, in turn, a simpler endeavour than for both the former and latter to be strictly enforced (choosing to invest in HH only). In this way, we can conceptualise a hierarchy of investment strategies, in terms of complexity, some of which may simply be impossible for an investor to follow, merely due to lack of information, funding, or a combination of the two.

We consider that there exists a minimal level of fairness which the external decision maker is aiming to enforce in regards to the population’s behaviour (Han and Tran-Thanh, 2018), and we study the least expensive investment strategies for differing preferences of such an acceptable fairness.

3.1 Population-based results

Firstly, we explore the simplest class of investment strategies, using a macroscopic metric of the population, measuring average fairness in the whole system (population). In Figure 1, we clearly observe the difference between the three targets for investment. We would like to point out the higher levels of fairness obtained using the HH targeting scheme, especially for a lower threshold $p_f$. We also notice an increase in the threshold for investment $p_f$ in order to achieve similar levels of fairness. When it comes to the accumulated cost of interference, we see that HH is the most cost-effective solution, due to the previously perceived lower threshold required to maintain fairness.

Figure 2 further exemplifies the finding that targeting HH is the optimal scheme for population-based interference. Each row (portraying the different targeting schemes), drifts further away from the cost-optimal bottom left. As the threshold increases, so does the total cost, so the regions of high fairness for a lower threshold observed in Figure 1 coincide with the maximal savings (while still achieving desired levels of fairness).

Table 1 shows the most cost-efficient schemes for ensuring specific standards of fairness when only a population-based approach is possible, under differing rates of mutation ($\mu$). We observe a definitive bias towards the most complex investment scheme (i.e. targeting HH players), which reiterates our previous observation. We note that, in order to maintain a desired level
Figure 1. Average fairness (left) and average cost of interference (right) as a function of the individual endowment $\theta$ and the threshold $p_f$ (population-based, $\mu = 0.01$, stochastic update). Each row represents a different targeting scheme. The cost of interference is shown on a logarithmic scale.
Figure 2. Proportion of unfair proposers as a function of average cost of interference for different targeting scheme (population-based, $\mu = 0.01$, stochastic update). The size and colour of the circles correspond to investment amount and threshold of investment, respectively. We note that the most desirable outcomes are closest to the origin.
Table 1. Most cost-efficient scheme to reach a minimum fairness of proposals for different mutation rates (population-based, stochastic update). There exists no schemes which satisfy the higher minimum fairness requirements in the case of very high mutation rate, written as ‘–’ in the table.

| Mutation rate | Minimum fairness | Target | Threshold | $\theta$ | Cost   |
|---------------|------------------|--------|-----------|----------|--------|
| $10^{-4}$     | 75%              | HH     | 0.3       | 0.1      | 530    |
| $10^{-4}$     | 90%              | HH     | 0.3       | 0.1      | 530    |
| $10^{-4}$     | 99%              | HH     | 0.3       | 0.4      | 999    |
| $10^{-2}$     | 75%              | HH     | 0.3       | 0.3      | 750    |
| $10^{-2}$     | 90%              | HH     | 0.3       | 0.7      | 1747   |
| $10^{-2}$     | 99%              | HH     | 1         | 0.1      | 487514 |
| 0.2           | 75%              | HH     | 0.6       | 0.2      | 358089 |
| 0.2           | 90%              | –      | –         | –        | –      |
| 0.2           | 99%              | –      | –         | –        | –      |

of fairness, an external decision maker must increase the threshold at which they resume their investment, but also the individual endowment ($\theta$). It becomes increasingly difficult to maintain standards of fairness when the population is exposed to high degrees of behavioural exploration and this naturally attracts an increase in total cost for the investor. We report similar figures for other values of $\mu$ in Figures S2, S3, S4, in SI.

Moreover, we observe an increase in fairness for all schemes of interference, across most values of individual endowment $\theta$, which bodes well when the external decision maker possesses limited knowledge. If reducing cost is not the main objective, fairness can be maintained using any targeting scheme (i.e. any relevant observations made about the population), by increasing the minimum threshold $p_f$.

When the external decision maker is limited to the macroscopic metrics associated with population-based interference, interference is characterised by its strictness. To elaborate, information gathering should be the main goal for the investor, as ensuring that proposals and responses are simultaneously fair (i.e. targeting HH) is the optimal outcome. In this way, the minimum threshold can be kept low, reducing the accumulated cost.

3.2 Neighbourhood-based interference

Previous works on the PD have shown that the greatest gains in cooperation (while maintaining a minimal investment cost) require very detailed observations of individual neighbourhoods,
Figure 3. Average fairness (left) and average cost of interference (right) as a function of $\theta$ and threshold $n_f$ (neighbourhood-based, $\mu = 0.01$, stochastic update). Each row represents a different targeting scheme. The cost of interference is on a logarithmic scale.
coupled with overly strict investment schemes (Cimpeanu et al., 2019, Han et al., 2018, Han and Tran-Thanh, 2018). In order to decipher whether or not these findings hold for the spatial ultimatum game, we study the outcome when an investor can perceive fairness at the local level.

Figure 3 reports the relationship between gains in fairness and increases in cost for an external investor, with diverse targets for receiving investments. We observe that fairness is more easily achieved than in population based interference, with only a very low investment required to sustain a majority of fair proposals. Further investment increases the cost of interference, but only slightly. If different thresholds result in fairness, Figure 3 shows that a threshold of 25% is the most cost-efficient. Similarly to population-based interference, the external decision maker should invest only when a large proportion of unfair individuals are present to limit the cost of investment. Finally, there are no significant differences between targeting schemes.

Similarly to our findings using a population-based approach, we observe that the more prohibitive option, HH, is also the most cost-effective. On the other hand, high fairness can be achieved in all three cases for the same values of endowment. Ensuring that all proposals are fair (thus investing in HH and HL), can lead to an increase in cost of interference, and a decrease in fairness gains (relative to the other two interference strategies). While all investment schemes evidently succeed in promoting the evolution of fairness, only ensuring the equitable proposals is not as reliable as encouraging discerning responses to offers or both. We note that this effect can only be seen when the threshold for investment is very high (i.e. an investor only invests in neighbourhoods with three or more fair proposers). As discussed earlier, investing in neighbourhoods with at most one fair agent and not investing otherwise, solves this dilemma.

Markedly, it is not effective to invest in neighbourhoods with a high percentage of fair proposals. These results point to a key observation, that it is more important to invest in fair proposers when there are few of them in a specific neighbourhood. In this sense, the lonely fair individuals require aid in otherwise competitive, unjust entourages. This result can further be seen in Figure 4. By being very selective with which neighbourhoods the external investor chooses to invest in (i.e. only choosing very fair neighbourhoods), they inadvertently produce a much higher final cost to their own selves. An external decision-maker would then unwittingly keep investing in fair proposals ad infinitum because fairness is eventually reached in the ultimatum game, even when individual endowment is relatively low. It is clear, therefore, that to reduce potential costs, only players in unfair groups should be eligible for investment. Therefore, the defining characteristic of neighbourhood-based interference is the low threshold for investment (25%).
Figure 4. Proportion of unfair proposers as a function of average cost of interference for different targeting scheme (neighbourhood-based, $\mu = 0.01$, stochastic update). The size and colour of the circles correspond to investment amount and threshold of investment, respectively. We note that the most desirable outcomes are closest to the origin.

By varying minimal fairness requirements and rates of mutation, we can gain further insight into which investment strategies are the most robust and cost-effective. Table 2 highlights some surprising findings. We see that neighbourhood based interference can result in a higher total cost than the optimal population-based interference schemes (see Table 1). Previous work has shown that more specific and restrictive intervention schemes are more effective in the PD (Cimpeanu et al., 2019, Han et al., 2018), but by being able to target different roles in the Ultimatum game, these differences can be mitigated. Furthermore, mutation rate serves as an equaliser between the investment targets and we observe that less specific schemes (HH & HL and HH & LH) are the most cost-efficient options. We note that the differences between results are small enough that different runs could yield any outcome in the case of high or intermediate mutation rates. The lack of significant variability among the distinct targeting schemes contrasts strongly with the findings on the PD (Cimpeanu et al., 2019, Han and Tran-Thanh, 2018). We report similar figures for other values of $\mu$ in Figures S5, S6, S7, in SI.
Figure 5. Typical runs showing the evolution of fairness and the associated total cost of interference for various mutation rates ($\mu$) (neighbourhood-based, stochastic update). Parameters: $n_f = 0.25$, $\theta = 0.1$, $Target = HH$. The choice of parameter values was motivated by selecting the optimal solutions in Table 2.
Figure 6. Typical runs showing the evolution of fairness and the associated total cost of interference for various mutation rates ($\mu$) (neighbourhood-based, stochastic update). Parameters: $n_f = 0.5$, $\theta = 0.1$, Target = $HH$. The choice of parameter values was motivated by selecting the optimal solutions in Table 2.
Table 2. Most cost-efficient scheme to reach a minimum fairness of proposals for different mutation rates (neighbourhood-based, stochastic update). There exists no schemes which satisfy the higher minimum fairness requirements in the case of very high mutation rates, written as ‘–’ in the table.

| Mutation rate | Minimum fairness | Target | Threshold | $\theta$ | Cost |
|---------------|------------------|--------|-----------|----------|------|
| $10^{-4}$     | 75%              | HH     | 0.25      | 0.1      | 1395 |
| $10^{-4}$     | 90%              | HH     | 0.25      | 0.1      | 1395 |
| $10^{-4}$     | 99%              | HH     | 0.25      | 0.1      | 1395 |
| $10^{-2}$     | 75%              | HH HL  | 0.25      | 0.1      | 3794 |
| $10^{-2}$     | 90%              | HH LH  | 0.25      | 0.1      | 4352 |
| $10^{-2}$     | 99%              | HH LH  | 0.25      | 0.2      | 5957 |
| 0.2           | 75%              | HH     | 0.25      | 0.4      | 150777 |
| 0.2           | 90%              | –      | –         | –        | –    |
| 0.2           | 99%              | –      | –         | –        | –    |

3.3 Evolution of strategies over time

We make use of the optimal parameter values identified in Tables 1 and 2 to explore the evolution of fairness over time for all the strategies in the population, as well as any associated accumulated costs. Through this analysis, we clarify some of the dynamics differentiating the different decisions for investment, as well as the effects of varying mutation rates upon the outcomes and the options available to investors.

The effects of mutation on the optimality of different interference schemes can be seen in Figure 5. As the mutation rate ($\mu$) increases, the capacity of maintaining a threshold of fairness decreases (as also seen in Table 2). An external investor must increase their individual investment amount in order to meet these new demands set out by the increased mutation rates, and by doing so they can maintain fairness levels to a respectable standard.

To better highlight the sharp increases in the cost associated with the non-optimal threshold (i.e. when it is greater than 25%) for neighbourhood-based interference, we show such typical runs for varying mutation rates for the 50% threshold in Figure 6. When comparing Figures 5 and 6, we note the relative differences in total accumulated costs attributed to the choice of the threshold for investment $n_f$. We also note that increasing rates of behavioural exploration (mutation) amplifies this discrepancy.

We show how less specific interference strategies, which require less information gathering, can be effective in facilitating the evolution of fairness, when local monitoring is possible.
Figure 7. Typical runs showing the evolution of fairness and the associated total cost of interference for various mutation rates ($\mu$) (population-based, stochastic update). Higher mutation rates leads to an increasing need for interference over time. Parameters: $p_f = 0.8$, $\theta = 0.3$, $Target = HH$. The choice of parameter values was motivated by selecting the optimal solutions in Table 1.
Table 3. Most cost-efficient population-based scheme (deterministic update) to reach a minimum fairness of proposals.

| Minimum fairness | Target | Threshold | $\theta$ | Cost  |
|------------------|--------|-----------|---------|-------|
| 75% HH           | 0.5    | 0.5       |         | 1251  |
| 90% HH           | 0.6    | 0.9       |         | 2228  |
| 99% HH           | 0.9    | 1.1       |         | 5488  |

(Figure 8). Promoting fair proposals may often not be sufficient for low individual investment budgets (which are also the optimal solution) — in such cases fairness does not evolve. This occurs due to the inability of indiscriminate fair proposers to protect themselves against unfair proposers. Investing in fair proposers, in this case, artificially protects them against very competitive selection pressures.

Figure 7 showcases how different mutation rates call for different approaches to interference. As shown previously, optimal interference strategies vary according to the mutation rate. We point out the three different cases in which an investor might find themselves in. First, when few initial rounds of investment are enough for the system to converge and stabilise to a desired state. Second, an investor might be required to reinvest when the population tends to revert back to its initial condition. Lastly, constant investment is required to maintain a desired level of fairness, with the total cost skyrocketing accordingly. To some extent, a fair population can better deal with unfair invaders and this explains the need for a sufficiently high initial investment when mutation rates increase.

Finally, behavioural exploration motivates the manner or strength (in terms of individual endowment) of any initial efforts to moderate unfair behaviour. Figures 5, 6 and 7 show that the increase in cost is linear and ever-growing for high mutation-rates and gradually sharper at the beginning for lower mutation, eventually plateauing when the population is exposed to little or no behavioural exploration.

3.4 Deterministic update

The results and findings reported so far were based on the stochastic update rule. We now take a step back and consider whether our findings would still hold for the deterministic rule
Figure 8. Typical runs showing the evolution of fairness and the associated total cost of interference for various targeting schemes (neighbourhood-based, stochastic update). Parameters: \( n_f = 0.25, \ \theta = 0.2, \ \mu = 10^{-2} \). The choice of parameter values was motivated by selecting the optimal solutions in Table 2.
Figure 9. Average fairness (left) and average cost of interference (right) as a function of $\theta$ and threshold $n_f$ (neighbourhood-based, deterministic update). Each row represents a different targeting scheme. The cost of interference is on a logarithmic scale for clarity.
Table 4. Most cost-efficient neighbourhood-based scheme (deterministic update) to reach a minimum fairness of proposals.

| Minimum fairness | Target | Threshold | Cost |
|------------------|--------|-----------|------|
| 75% HH           | 0.25   | 0.8       | 2146 |
| 90% HH           | 0.25   | 0.8       | 2146 |
| 99% HH           | 0.25   | 1         | 2513 |

(see again Methods section). It is not only for the sake of a direct comparison with a previous analysis reported in (Han et al., 2018), where cost-efficient interference was studied for the spatial PD in a deterministic setting (with no mutation). It would also allow us to examine if the findings above would remain robust for the deterministic update, a popular approximation for rare stochastic effect (or infinite intensity of selection) that is regularly used in the literature (Szabó and Fáth, 2007). Tables 3 and 4 report results for the optimal interference strategies, in population-based (for a full report, see Figure S8, in SI) and neighbourhood-based schemes, respectively. We observe that for both schemes, targeting HH is always the best option. This is the same as the stochastic approach for population-based schemes but different from the neighbourhood-based ones. However, for the latter ones, the optimal threshold $n_f = 0.25$ remains the same as in the case of stochastic update, see also Figure 9. This is in stark contrast with the PD results where $n_f = 0.75$ was always the optimal choice.

4 Discussion

In summary, this paper has advanced the state of the art of the literature on external interference in dynamical systems, or populations of self-interested individuals, in two main respects: i) we have addressed an asymmetric interaction setting, in the form of the Ultimatum game, where players have different roles in the interaction. We have shown that it is crucial to consider the roles’ asymmetry to provide cost-efficient investment strategies. This important analysis was not possible in previous works where symmetric games were studied (Chen and Perc, 2014, Chen et al., 2015, Cimpeanu et al., 2019, Han et al., 2018, Han and Tran-Thanh, 2018, Wang et al., 2019); ii) we have incorporated realistic levels of mutation or behavioural exploration in our analysis and have shown that they strongly affect the manner in which interference should be carried out. Previous works have always omitted mutation or assumed that it is infinitely small, thereby being unable to address this important issue for real-world populations and applications.
We have identified several key features that are required for a cost-effective interference scheme. On the one hand, population-based schemes are characterised by the need of extensive information gathering about both roles, as targeting HH always leads to the optimal strategy. On the other hand, neighbourhood-based schemes are characterised by their flexibility, where the optimal strategy always entails that investment is only made when there is at most one player with the desirable behaviour in the neighbourhood (i.e. no investment should be made when there is a half or larger fraction of such behaviour the neighbourhood). Our findings stand out in stark contrast with previous works on cooperation dilemmas, where both population and neighbourhood-based schemes require a highly strict investment approach.

The ultimatum game has been widely studied, whether with theoretical models (see (Debove et al., 2016) for a review) or behavioural experiments (see (Güth and Kocher, 2014) for a review). The main motivation arises from the gap between theoretical predictions, in which rational individuals keep most of the endowment and the responders accept any positive proposition however small it may be, and experiments, in which individuals propose 40% to 50% of their endowment (and often get punished if they propose less) (Güth et al., 1982). That said, previous works have investigated how fairness can evolve in models of the ultimatum game, wherein several mechanisms promoting the emergence of fairness have been identified. We note that we align our definition of fairness with these previous works, where generous proposers are deemed as fair, regardless of their behaviour when acting in the role of the responder.

Among others, Nowak et al. have studied the evolution of fairness in the Ultimatum game under indirect reciprocity (Nowak et al., 2000), i.e. when players can observe others’ interactions and have information about the reputations of others. We do not rely on reputation building mechanisms, as the role of this mechanism can be limited in large groups, where one-shot interactions between strangers are common. Page et al. and Sinatra et al. have developed spatial models of the Ultimatum game, where interactions happen only between neighbours (Page et al., 2000, Sinatra et al., 2009). It has been shown that a spatial structure can promote the emergence of higher levels of fairness, but an equal split between proposers and responders is yet to be reached. The model developed in the present work has also considered a spatial model because (i) it captures an essential feature of many real-world networks of contacts (Barabasi, 2014), and (ii) it allows us to explore the effects of interference localised in particular neighbourhoods, which has been shown to be more cost efficient (Han et al., 2018). Furthermore, Rand et al. have shown that even if the population is well-mixed, fairness can result directly from the effect of randomness due to mutation and stochastic strategy updates (Rand et al., 2013b). Intuitively,
the uncertainty in the responders’ choice forces the proposers to offer a high proposal so as to avoid rejection. We show that these stochastic factors also strongly influence the manner in which external interference may be performed while maintaining cost-efficiency. Moreover, the Ultimatum game has also been used to study how fairness can emerge in a hybrid population of human-agent interactions (de Melo et al., 2018, Santos et al., 2019). These works, however, do not consider external interference.

The problem of how to externally influence a system of multiple interacting agents to achieve a certain desired behaviour has been of significant interest in mechanism design, network theory and control theory literature. For example, how to maximise influence in networks has been studied in (Bloembergen et al., 2014, Riehl and Cao, 2016, Wilder et al., 2018). Moreover, Endriss et al. have investigated how to tax games so as incentivise certain behaviours at system equilibrium (Endriss et al., 2011); while, Wooldridge has presented potential ways to manipulate games in order to achieve desired behaviours (Wooldridge, 2012). These works, however, assume that the decision-maker possesses full control of the agents within the systems. With our approach, the decision-maker has little or no direct control on the agents’ behaviour, so we can rely only on rewarding schemes and their effects as ways of motivating the evolution of fairness. It is noteworthy that these works do not focus on the cost efficiency problem, whereas cost optimisation is one of our main goals.

Our future work will examine other asymmetric games with multiple roles, such as the trust and anticipation games, where the bargaining nature is different from the ultimatum game (Gut, 2009, Han et al., 2020b, Rauwolf and Bryson, 2018, Zisis et al., 2015), to see how this bargaining factor might affect the way interference needs to be made. We are also interested in how different network structures influence the interference strategies in asymmetric interactions, which has been studied for symmetric games (Cimpeanu et al., 2019).
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5 Supplementary Information

Figure S1. Average frequencies of the four strategies HH, HL, LH and LL as a function of mutation rate $\mu$ in absence of interference.
Figure S2. Average fairness as a function of the individual endowment $\theta$, the threshold $p_f$ and the mutation rate $\mu$ (population-based, stochastic update). Each row represents a different targeting scheme.
Figure S3. Average cost of interference as a function of the individual endowment $\theta$, the threshold $p_f$ and the mutation rate $\mu$ (population-based, stochastic update). Each row represents a different targeting scheme. The cost of interference is shown on a logarithmic scale.
Figure S4. Proportion of unfair proposers as a function of average cost of interference for different targeting scheme and mutation rate $\mu$ (population-based, stochastic update). The size and colour of the circles correspond to investment amount and threshold of investment, respectively. We note that the most desirable outcomes are closest to the origin.
Figure S5. Average fairness measured by the sum of frequencies of HH and HL as a function of the individual endowment $\theta$, the threshold $p_f$ and the mutation rate $\mu$ (neighbourhood-based, stochastic update). Each row represents a different targeting scheme.
Figure S6. Average cost of interference as a function of the individual endowment $\theta$, the threshold $p_f$ and the mutation rate $\mu$ (neighbourhood-based, stochastic update). Each row represents a different targeting scheme. The cost of interference is on a logarithmic scale for clarity.
Figure S7. Proportion of unfair proposers as a function of average cost of interference for different targeting scheme and mutation rate $\mu$ (neighbourhood-based, stochastic update). The size and colour of the circles correspond to investment amount and threshold of investment, respectively. We note that the most desirable outcomes are closest to the origin.
Figure S8. Average fairness (left) and average cost of interference (right) as a function of the individual endowment $\theta$ and the threshold $p_f$ (population-based, $\mu = 0.01$, deterministic update). Each row represents a different targeting scheme. The cost of interference is shown on a logarithmic scale.