Coupled charge and spin dynamics in a photo-excited Mott insulator
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Using a nonequilibrium implementation of the extended dynamical mean field theory (EDMFT) we simulate the relaxation after photo excitation in a strongly correlated electron system with antiferromagnetic spin interactions. We consider the $t$-$J$ model and focus on the interplay between the charge- and spin-dynamics in different excitation and doping regimes. The appearance of string states after a weak photo excitation manifests itself in a nontrivial scaling of the relaxation time with the exchange coupling and leads to a correlated oscillatory evolution of the kinetic energy and spin-spin correlation function. A strong excitation of the system, on the other hand, suppresses the spin correlations and results in a relaxation that is controlled by hole scattering. We discuss the possibility of detecting string states in optical and cold atom experiments.
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I. INTRODUCTION

The phase diagrams of strongly correlated materials often exhibit several competing phases [1,3] and a broad range of experimental probes has been used to gain insights into the complexity of these materials and their active degrees of freedom. For example, the notorious pseudogap phase in copper based high-$T_c$ superconductors has been revealed and studied by nuclear magnetic resonance [4,5], optical conductivity [6–8], and angle-resolved photo emission spectroscopy (ARPES) [9–11]. A well documented property of underdoped cuprates is the tendency toward a variety of orders. In addition to superconductivity these include stripe and charge density wave orders [11–13], as well as nematic orders [14]. Recently, a Lifshitz transition [15] connected to the pseudo-gap phase has been observed in high magnetic field transport measurements under high pressure [16]. These different (incipient) orders are strongly intertwined and the main challenge in the field is to understand their connection to superconductivity.

The pseudo-gap phase and superconductivity in cuprates appears when holes are doped into a Mott insulating parent compound. Understanding the physics of doped Mott insulators is thus essential for the formulation of a theory of high-temperature superconductivity [11]. A minimal model that captures the low-energy properties of cuprates is the Hubbard model. In the strongly interacting regime, the Fermi-Hubbard model can be mapped to the $t$-$J$ model [17,18], which describes the motion of holes in a spin background with antiferromagnetic correlations. The same effective theory can be obtained from the 3-band model describing the charge-transfer insulator set-up relevant for cuprates [19], using the insight that the doped holes form spin singlets [20]. Despite its apparent simplicity, the $t$-$J$ model exhibits a rich phase diagram with a striking similarity to that of cuprates [21,22].

Our current understanding of doped antiferromagnets is to a large extent based on numerical results. Exact diagonalization on small clusters [21,22] has produced insights into the pairing of doped charge carriers [22] and their interplay with short-ranged spin and charge fluctuations [24,25]. The variational tensor network approach (iPEPS) has shown that several competing orders, namely $d$-wave superconductivity, charge and pair density wave states are nearly degenerate so that small changes in model parameters can have significant effects on the phase diagram [26]. Cluster extensions of dynamical mean field theory (DMFT) have been extensively used to investigate the pairing glue [23,27,29] and to connect the pseudogap phase with the pole-like structure in the self-energy, which originates from short-range antiferromagnetic correlations [30,31]. This feature in the self-energy also controls the degree of particle-hole symmetry and determines the transitions in the topology of the Fermi surface (Lifshitz transitions) [32]. In the future, quantum simulators may provide additional insights into the complexity of doped antiferromagnets [33–35]. The recent realization of Neél order [33] and canted antiferromagnetic states [34] in cold atom experiments open the way to study basic questions of quantum magnetism and the effect of doping. The possibility to measure instantaneous high-order real-space correlation functions [37,38] in these experiments provides an opportunity to test basic theoretical notions for doped antiferromagnets, like resonance valence bond (RVB) states [39], string states and Trugman paths [23,40], spiral states [41], or stripes, within setups that provide full control over the microscopic parameters [42].

New insights can also be obtained by studying the nonequilibrium dynamics of charge carriers in these complex materials. Different intrinsic timescales allow to separate intertwined degrees of freedom by their temporal evolution [43–45]. For instance the photo-induced transition from a Mott insulator to a metal, as well as the interband relaxation and recombination of the charge carriers (doublons and holons) has been revealed by pump-probe optical reflectivity in $Nd_2CuO_4$ and La$_2CuO_4$ [46,47]. The bosonic pairing glue has been disentangled into different contributions [48] and it has been argued that the fast relaxation time (related to antiferromagnetic fluctuations or loop currents) is a consequence of the strong coupling between the charge and bosonic degrees of freedom responsible for pairing [49]. There have been several theoretical attempts to shed light on the relaxation dynamics
of photo-doped carriers in Mott insulators. The short time dynamics of holes moving in an antiferromagnetic spin background has been studied in Refs. [50, 52] while the effect of electron-phonon couplings has been investigated in Refs. [53] and [54]. A nonequilibrium extension of cluster DMFT [55] and exact diagonalization calculations [56, 57] have been used to demonstrate the ultrafast relaxation of photo-doped doublons in a system with strong antiferromagnetic short-range correlations.

Here we follow a different path by using the a nonequilibrium version of extended DMFT (EDMFT) to study the dynamics of photo-excited holes in the $t$-$J$ model. In contrast to exact diagonalization based calculations and cluster DMFT, this approach allows to study long-range spin and charge correlations, while short-range correlations may not be described as accurately. Even though the EDMFT formalism has been introduced more than a decade ago [58], most of the applications have focused on the role of non-local charge-charge interactions and the effect of dynamical screening [59–62]. Haule and co-workers [63] performed the first EDMFT simulations of the $t$-$J$ model and showed that this method captures the pseudogap phase and its connection with the Lifshitz transition [63, 64]. In this work we extend the EDMFT formalism for the $t$-$J$ model to the nonequilibrium domain by implementing the scheme on the Kadanoff-Baym contour [43], and use it to study the interplay between the dynamics of spin and charge degrees of freedom.

This paper is organized as follows: In Sec. II we introduce the two-dimensional (2D) $t$-$J$ model, which captures both spin and charge dynamics in the limit of an infinitely strong on-site repulsion. Section III describes the nonequilibrium implementation of extended DMFT. Starting from the Hubbard model we formulate the EDMFT for the $t$-$J$ model by implementing the projection to a reduced subspace without double occupation on the impurity level. In Sec. IV we present simulation results for both the equilibrium and nonequilibrium $t$-$J$ model. In the nonequilibrium case, we focus on the spin and charge dynamics after weak and strong electric field excitations. In Sec. V we summarize our results.

II. MODEL

We consider a strongly correlated electron system with non-local spin interactions, which is driven out of equilibrium by laser fields. The system is described by the single-band $t$-$J$ model [17, 18] on a 2D square lattice with the time-dependent Hamiltonian

$$H(t) = -\sum_{(i,j)\sigma} (t_{ij}(t) c_{i\sigma}^{\dagger} c_{j\sigma} + h.c.) - \mu \sum_i \tilde{n}_i + \frac{1}{2} J \sum_{i,j} S_i \cdot S_j.$$  

Here, the $c_{i\sigma}^{\dagger}$ are projected fermionic creation operators of an electron at site $i$ with spin $\sigma = \{\uparrow, \downarrow\}$, excluding double occupancy. They can be expressed in terms of the usual fermionic creation operators $c_{i\sigma}^{\dagger}$ and the density operators $n_{i\sigma} = c_{i\sigma}^{\dagger} c_{i\sigma}$ as $c_{i\sigma}^{\dagger} = c_{i\sigma}^{\dagger} (1 - n_{i\bar{\sigma}})$, and their anticommutation relation is given by $[\tilde{c}_{i\sigma}, \tilde{c}_{j\sigma}^{\dagger}] = \delta_{ij} \delta_{\sigma\bar{\sigma}} (1 - \bar{n}_{i\bar{\sigma}})$. The hopping between neighboring sites is described by $t_{ij}(t)$, whose time dependence is determined by the vector potential $A(t)$ of the applied laser field. The projected density operator is $\tilde{n}_i = \bar{n}_{i\uparrow} + \bar{n}_{i\downarrow}$, with $\bar{n}_{i\sigma} = c_{i\sigma}^{\dagger} c_{i\sigma}$, and the hole doping is controlled by the chemical potential $\mu$. Finally, $S_i = \sum_{\alpha\beta} \tilde{c}_{i\alpha} \sigma_{\alpha\beta} \tilde{c}_{i\beta}$ is a spin operator at site $i$ in the Schwinger-Wigner electron representation, with the vector of Pauli matrices $\sigma_{\alpha\beta}$. The antiferromagnetic exchange parameter $J$ controls the strength of the spin interactions.

III. METHOD

Dealing with projected operators within a diagrammatic formalism is in general a tedious task [65]. Here we will proceed as follows: In Sec. IIIA we start with the extended Hubbard model with non-local spin interactions

$$H(t) = -\sum_{(i,j)\sigma} \left( t_{ij}(t) c_{i\sigma}^{\dagger} c_{j\sigma} + h.c. \right) - \mu \sum_i n_i + \frac{1}{2} J \sum_{(i,j)} S_i \cdot S_j$$  

and the on-site interaction $U$. This Hamiltonian involves the canonical fermionic operators and we can follow the usual derivation of the EDMFT approximation [58, 59]. The projection to the subspace without double occupancy, or equivalently $U \to \infty$, is done at the impurity level by restricting the local many-body Hilbert space, see Sec. IIIB. Due to this projection the Dyson equation is modified, and we have to check if the high-energy part of the spectral weight affects the solution for the low-energy projected propagator. In Sec. IIIC we present a simple physical argument why this is not the case.

A. Extended Dynamical Mean Field Theory

In terms of the action $S$, the grand-canonical partition function can be written as $Z = \text{Tr}[\text{Tr} e^{S}]$ with $T_C$ the contour-ordering operator on the Kadanoff-Baym contour $C$ [43]. For the extended Hubbard model in Eq. (2), it can be expressed as a coherent-state path integral $Z = \int D[c_{i\sigma}^{\dagger}, c_{i\sigma}] e^{S}$ with the action

$$S[e^{\ast}, e] = -i \int dtdt' \left\{ \sum_i U n_{i\uparrow}(t) n_{i\uparrow}(t') \delta_C(t, t') + \sum_{ij\sigma} c_{i\sigma}^{\dagger} c_{j\sigma}(t) \left[ -i \partial_t - \mu \right] \delta_{ij} + t_{ij}(t) \delta_C(t, t') c_{j\sigma}(t') \right\} + \frac{1}{2} \sum_{ij} J_{ij} S_i(t) \cdot S_j(t') \delta_C(t, t') ,$$  

where we have introduced $t_{ij}(t) = -\partial_t \delta_{i,j}$ and $J_{ij} = J \delta_{i,j}$. It is convenient to decouple the spin-spin interaction.
part of this action by using a Hubbard-Stratonovich (HS) identity [66] with auxiliary bosonic fields $\phi_i$, leading to:

$$S[c^*, c, \phi] = -i \int_C \left\{ \sum_{i,j} \epsilon_i^c(t) \left[ -\left(G_0^H\right)^{-1} \right]_{ij}(t,t') c_i^c(t)c_j^c(t') \right. $$

$$+ \frac{1}{2} \sum_{i,j} \phi_i(t)[J]^{-1}_{ij} \delta c_i(t,t') \phi_j(t') + \sum_i U n_i^c n_i^\uparrow $$

$$- i \sum_i \phi_i(t) \delta c_i(t,t') S_i(t) \right\} dt dt', \tag{4}$$

where the fermionic Hartree Green’s function $\left[ \left(G_0^H\right)^{-1}\right]_{ij} = \left[(i\omega_n + \mu)\delta_{ij} - t_{ij}\right] \delta c_i(t,t')$ has been introduced. The corresponding fermionic and bosonic Green’s functions are

$$G_{ij}(t,t') = -i \langle c_i(t) c_j^\dagger(t') \rangle, $$

$$W^{\alpha,\alpha'}_{ij}(t,t') = i \langle \phi_i^\alpha(t) \phi_j^{\alpha'}(t') \rangle, \quad \alpha, \alpha' = x, y, z, \tag{5}$$

with the expectation value $\langle \ldots \rangle = 1/Z \int D[c^*, c_i](e^S \ldots)$. It should be noted that $W_{ij}$ is a tensor in spin space, which is, however, diagonal in the paramagnetic case. The noninteracting Green’s functions (no coupling between the bosonic and fermionic fields) are given by $G_0(t,t') = G_0^H(t,t')$ and $W_0(t,t') = J_{ij} \delta c_i(t,t')$ and the Dyson equations can be derived from the Baym-Kadanoff functional [59]:

$$G = G_0 + G_0 * \Sigma * G, $$

$$W = J + J * \Pi * W, \tag{6}$$

where the fermionic ($\Sigma$) and bosonic ($\Pi$) self-energies were introduced and $*$ denotes the convolution on the contour $C$ and a multiplication in spin space in the bosonic Dyson equation.

We now map this lattice problem to a self-consistently determined quantum impurity problem, by following a nonequilibrium extended dynamical mean field theory (EDMFT) procedure analogous to Ref. [61]. Using the cavity construction [67] we obtain an auxiliary impurity problem with a retarded Weiss field $G_{\text{imp}}(t,t')$ and a retarded spin interaction $J(t,t')$:

$$S'[c^*, c]_{\text{eff}} = -i \int_C dt dt' \left\{ \sum_{\sigma} \epsilon_\sigma^c(t) \left[ -G_{\text{imp}}^{-1}(t,t') \right] c_\sigma(t') $$

$$+ U n_\downarrow n_\uparrow + S(t) \left[ \frac{1}{2} J(t,t') S(t') \right] \right\} + \frac{1}{2} \text{Tr} \left[ \ln J \right]. \tag{7}$$

$J$ is a tensor in spin space, but by using the $SU(2)$ symmetry we can impose that the diagonal elements are identical.

### B. Projected impurity model

At this stage we can perform the projection to the subspace without double occupation by sending $U \rightarrow \infty$. The resulting impurity action reads

$$S = S_0 - i \int_C dt dt' \sum_{\sigma} \tilde{c}_\sigma(t) \Delta(t,t') \tilde{c}_\sigma(t') $$

$$- i \int_C dt dt' S(t) \left[ \frac{1}{2} J(t,t') S(t') \right]. \tag{8}$$

Here, we defined the local part of the action $S_0 = -i \int_C dt dt' \left\{ \sum_{\sigma} \epsilon_\sigma^c(t) \left[ -i\partial_t + \mu \right] c^\dagger(t) c^c(t) \right\}$ and the hybridization function for the electrons $\Delta(t,t')$, which is related to the Weiss field by $G_{\text{imp}}^{-1}(t,t') = [i\partial_t + \mu] \delta c_i(t,t') - \Delta(t,t')$.

The impurity problem [8] can be solved using strong coupling approaches, such as the hybridization expansion [68] or the non-crossing approximation (NCA) and its extensions [69–71]. The idea in the latter approaches is to introduce auxiliary pseudo-particles for the local many body states and an additional Lagrange multiplier to fix the normalization, a detailed explanation is provided in Appendix A. In practice we solve the impurity problem [8] using the non-crossing approximation (NCA) [69–71] and obtain $G_{\text{imp}}(t,t')$ and $W_{\text{imp}}(t,t')$. Since the field $\phi$ does not appear in the action [8], $W$ is calculated from the local spin-spin correlation function by the procedure described in Appendix B.

### C. Projected Dyson equations

Given $G_{\text{imp}}$ and $W_{\text{imp}}$, the fermionic self-energy $\Sigma$ and the bosonic self-energy (polarization) $\Pi$ are obtained from the impurity Dyson equations

$$G_{\text{imp}} = G_0 + G_0 * \Sigma * G_{\text{imp}}, $$

$$W_{\text{imp}} = J + J * \Pi * W_{\text{imp}}. \tag{9}$$

These Dyson equations are valid for canonical fermionic operators, and we need to clarify how the projection performed on the impurity level modifies these expressions. At large enough $U$ we can assume that the spectral features in the self-energy $\Sigma(\omega)$ can be separated into low $\Sigma_L(\omega)$ and high energy $\Sigma_H(\omega)$ parts, which are well separated, i.e. $\Sigma(\omega) = \Sigma_L(\omega) + \Sigma_H(\omega)$. The fermionic Dyson equation can then be written as

$$G(\omega) = \frac{1}{\omega + \mu - \epsilon_k - \Sigma_L(\omega) - \Sigma_H(\omega)} $$

$$= \frac{1}{\omega + \mu - \epsilon_k - \Sigma_L(\omega)} + \frac{\Sigma_H(\omega)}{\omega + \mu - \epsilon_k - \Sigma_L(\omega)} G(\omega). \tag{10}$$

At low energies $\omega \ll U$, $\Sigma_H(\omega) \ll U$ is negligible, and the second term vanishes. For example, if we assume that the spectral weight at high energies can be described by a Lorentzian $\Sigma_H(\omega) = \frac{\lambda}{(\omega - \omega_0)^2 + \Gamma^2}$ (the actual shape does not matter due to the energy scale separation) the second term in Eq. (10) scales as $1/U$ for frequencies $\omega \ll U$ and can be neglected in the limit $U \rightarrow \infty$. Therefore, up to $1/U$ corrections, the effective Dyson equation for the low energy degrees of freedom has the same functional form as the full Dyson equation, and we simply need to replace the full self energy...
we discuss in the next section. Calculations, we propose here a more elegant approach, which is slower than the timescale $1/U$.

Similar arguments hold for the lattice and impurity Dyson equations and also for the bosonic Dyson equations. The lattice self-consistency can be closed using the method discussed in Refs. 43 and 61. However, since the bosonic lattice self-consistency derived in Ref. 61 requires numerically expensive calculations, we propose here a more elegant approach, which we discuss in the next section.

### D. Closing the bosonic lattice self-consistency

As mentioned above we extract the local bosonic self-energy $\Pi$ from the impurity problem. To this end, we compare the Dyson equations $W_{\text{imp}} = J + J \ast \Pi \ast W_{\text{imp}}$ and $W_{\text{imp}} = J + J \ast \chi \ast J$ with the spin-spin correlator $\chi(t,t') = i \langle S(t) S(t') \rangle$. After some manipulations we obtain the expression

$$\chi(t,t') = \Pi(t) \delta(t,t') + W(t,t'),$$

which is the stable version of the Volterra-Integral-Equation (VIE). Having extracted the self-energy $\Pi$ we can close the lattice self-consistency by solving the lattice Dyson equation

$$W(t) = J(t) + J \ast \Pi \ast W(t) \quad \text{or} \quad (1 - J \ast \Pi) \ast W(t) = J(t).$$

At this point it is useful to split $W(t)$ into an instantaneous term $W^I(t)$ and a retarded term $W_R(t,t')$: $W(t,t') = W^I(t) \delta(t,t') + W_R(t,t')$. This yields the equations

$$W^I(t) = J(t), \quad [1 - (J \ast \Pi)] \ast W_R(t,t') = (J \ast \Pi) \ast W_R(t,t').$$

The local bosonic Green’s function $W$ is obtained from the sum over the first Brillouin zone and with this we can finally update the bosonic Weiss field $J(t,t')$ using the impurity Dyson equation $W = J + W \ast \Pi \ast J$ in the form of another stable VIE:

$$(1 + W \ast \Pi) \ast J = W.$$
shift towards positive energies. We define the Lifshitz transition temperature $T_{LS}(\delta)$ as the temperature where the maximum of the quasiparticle peak of $A(\omega)$ crosses zero (i.e., shifts from negative to positive energies). The corresponding transition line is shown in Fig. 1(a) by the black triangles.

2. Spectral properties

In Fig. 2 we plot the momentum-resolved spectral functions $A_k(\omega) = -(1/\pi)\text{Im}G_k^R(\omega)$ along the diagonal and edges of the first Brillouin zone $[(0,0) \rightarrow (\pi,\pi) \rightarrow (\pi,0) \rightarrow (0,0)]$ for the underdoped ($\delta = 0.05$) and overdoped ($\delta = 0.20$) cases at low ($T = 0.05 < J$) and high ($T = 0.5 > J$) temperatures. In the calculations we use a grid with $16 \times 16$ k-points and perform an interpolation procedure. The intensity of the spectral function is indicated by the color scale in the plots. Let us first focus on the underdoped case with $\delta = 0.05$ (see Fig. 2(a) and (b)). At low temperature we clearly observe a quasiparticle band with a bandwidth of $\approx 2J$, which is represented in the figure by the most intense features around the Fermi level ($\omega = 0$). Near $k = (\pi,0)$ the quasiparticle band shows a flat dispersion and lies below the Fermi level. These observations agree with previous equilibrium studies of the $t$-$J$ model [21, 25]. Furthermore, one can clearly recognize a second less coherent band with a bandwidth of $\approx 7t_h$, that resembles the noninteracting dispersion. Interestingly, at $k \approx (\pi/2, \pi/2)$ and around $k = (\pi,0)$ there is a coexistence of both bands, i.e., there exist both renormalized quasiparticles which are strongly influenced by spin correlations and more weakly correlated incoherent states. However, increasing the temperature above $J$ (see Fig. 2(a)) leads to a merging of both bands at $k \approx (\pi/2, \pi/2)$ and consequently to a so-called waterfall-like band dispersion similar to what has been observed in previous studies [72, 73].

Now, we turn to the overdoped case (see Fig. 2(c) and (d)). Here, for $T < J$ we again observe sharp features corresponding to the quasiparticle band together with the second less coherent band. In comparison with the underdoped case, the quasiparticle band is broader and the unoccupied part of the band is weakly renormalized. Both findings qualitatively agree with ED calculations [21]. Also, at $k = (\pi,0)$ we find a shift of the flat quasiparticle dispersion towards the Fermi level. Finally, a temperature increase to $T > J$ (see Fig. 2(c)) destroys the coexistence of both bands at $k \approx (\pi/2, \pi/2)$ and leads to a single band dispersion, as in the underdoped case.

3. Spin-spin correlation function

To measure the strength of the spin-spin correlations, we calculate the dynamical spin susceptibility

$$\chi_k(\omega) = i \int_0^{t_{\max}} dte^{i\omega t} \langle \{S_k^z(t), S_{-k}^z(0)\} \rangle , \quad (15)$$

where we take $t_{\max} = 36$. For the evaluation of $\chi_k(\omega)$ we use a similar trick as in Sec. III B and rewrite the lattice Dyson equation $(1 + \chi_k \circ \mathcal{T}_k) \circ \Pi = \chi_k$, in the form of a stable VIE for $\chi_k$:

$$(1 - \mathcal{T}_k \circ \Pi) \ast \chi_k = \Pi. \quad (16)$$

After the solution of this equation, we perform a Fourier transformation of the resulting time-dependent $\chi_k(t,0)$. The corresponding spectra $\text{Im} \chi_k(\omega)$ are plotted for several dopings and temperature values in Fig. 3. As can be seen from the results at low temperatures, $\text{Im} \chi_k(\omega)$ exhibits low energy excitations near $k = (\pi,\pi)$ indicating strong antiferromagnetic correlations and a tendency to antiferromagnetic order (which is suppressed in our simulations). The broadening of the magnon is a result of fluctuations and comes from magnon-magnon interactions. The strength of the spin-spin correlations decreases with increasing hole doping (compare also with the spectra in Fig. 4(f) of Ref. 74 for the undoped case).
B. Non-Equilibrium

Next, let us discuss the nonequilibrium dynamics of the \( t-J \) model after an electric field quench. The electric field is incorporated into the Hamiltonian \( H \) by means of the Peierls substitution, i.e., \( t_h(t) = t_h e^{iA(t)} \) with \( A(t) \) the vector potential. To excite the system we use the fast ramp (“quench”) protocol

\[
A(t) = A_0(\text{Erf}(t/\tau) + 1),
\]

with amplitude \( A_0 \) and width \( \tau \approx 0.07t_h \). In other words, we almost suddenly (within a small fraction of an inverse hopping time) switch the vector potential from 0 to \( A_0 \) around \( t = 0 \). Qualitatively similar results were also obtained for a pulse excitation (see Appendix C).

1. Weak excitation

Figure 4(a) illustrates the time evolution of the kinetic energy, which is normalized to its maximum value, after a weak quench of the vector potential \( A(t < 0) = 0 \rightarrow A(t \geq 0) = 0.35 \). Results are shown for three doping levels representing the underdoped, optimally doped and overdoped regime, and for two different temperatures, as illustrated in the inset of the figure. In all cases, there is a sudden increase of the kinetic energy after the quench excitation and a subsequent ultrafast decrease on a timescale of a few inverse hoppings. To gain insight into the mechanism of this relaxation, we plot in Fig. 4(b) the time evolution of the kinetic energy for different exchange parameters \( J \) and dopings, using a rescaled time \( t \rightarrow tJ^{2/3} \). At a fixed hole concentration the data for different \( J \) show a nice collapse up to \( tJ^{2/3} \approx 0.5 \) and also a good agreement in the position of the first minimum and the subsequent oscillations. This observation implies that the relaxation time is larger for a system with smaller \( J \) and hence with weaker antiferromagnetic spin correlations. Moreover, according to Refs. 51 and 75 the \( tJ^{2/3} \) scaling indicates that the destruction of the kinetic energy is associated with a local disturbance of the antiferromagnetic spin background by the creation of so-called string states 23,76.

Now, let us turn back to Fig. 4(a). For high temperatures we observed a simple monotonic relaxation of the kinetic energy at almost all considered hole concentrations, whereas at low temperatures \( |E_{\text{kin}}(t)| \) exhibits a minimum near \( t \approx 2.5 \) and a subsequent recovery with superimposed slow oscillations.

At low temperatures and in the underdoped regime, where the antiferromagnetic correlations are strong, these oscillations are particularly pronounced and long-lived. This indicates that both the recovery of the kinetic energy after the

Figure 5. Spin-spin correlation function at \( k = (\pi, \pi) \) vs. kinetic energy. Black squares represent the relation between the two observables in equilibrium at different temperatures. The blue and red lines show nonequilibrium results for \( \delta = 0.05 \) at \( T = 0.05 \) after a weak \( A(t < 0) = 0 \rightarrow A(t \geq 0) = 0.35 \) and strong \( A(t < 0) = 0 \rightarrow A(t \geq 0) = 1.4 \) quench excitation, respectively. The inset shows a zoom of the spiral behavior after the initial relaxation for the weak excitation.
first minimum and the oscillations are the manifestation of an interplay between the charge and spin dynamics: the initially high kinetic energy of the holes is passed to the spin background (creation of string states), and the subsequent relaxation and thermalization of the locally disordered spins results in a reshuffling of kinetic and potential energy. That the spin and charge dynamics is correlated is illustrated in Fig. 5 which plots the kinetic energy of the system against the spin-spin correlation function measured at the antiferromagnetic temperature, and hence shorter relaxation times (see Fig. 6(b)). In the underdoped regime ($\delta < 0.15$), the relaxation time shows a strong temperature dependence – it decreases as temperature is lowered below $T \approx J$. At larger dopings, we observe that $\tau_{\text{dec}}$ becomes almost temperature independent and that it decreases with increasing $\delta$. A similar behavior of the relaxation time of photo-excited carriers in an antiferromagnetically correlated background was also observed in Ref. [55]. This paper studied the two-dimensional Hubbard model in the large $U$ regime by means of a nonequilibrium version of cluster DMFT and showed that the relaxation rate is proportional to the square of the nearest-neighbor spin correlations.

This behavior of $\tau_{\text{dec}}$ can be explained by the two dominant relaxation processes in our model: (i) relaxation through hole scattering and (ii) relaxation through transfer of kinetic energy to the spin background. Since the short range spin correlations get weaker with increasing temperature and increasing doping (see Sec. [IV A 3]), the dominant process at high $T$ or large hole concentration is hole scattering. This implies a faster thermalization of the system with increasing doping at fixed temperature, and hence shorter relaxation times (see Fig. 6(b)), because additional holes provide additional relaxation channels. In the opposite limit of low doping and for temperatures roughly below $J$ the antiferromagnetic spin correlations are strong and the relaxation process (ii) dominates the dynamics. In this case local and collective spin excitations provide efficient relaxation channels that lead to a shorter relaxation time at lower temperature. For instance, a noticeable decrease of

Next we focus on the nonequilibrium dynamics of the $t$-$J$ model after a rather strong quench excitation $A(t < 0) = 0 \rightarrow A(t \geq 0) = 1.4$. In Fig. 6(a) we plot again the normalized kinetic energy as a function of time, for the same dopings and temperatures as in Fig. 4. One finds a sudden increase of the kinetic energy after the quench excitation and a subsequent monotonic relaxation. A qualitatively similar behavior of the system is observed if the excitation energy per hole is fixed, see Appendix C.2.

To analyze the relaxation process we fit $E_{\text{kin}}(t)$ in the time interval $t \in [0.5, 43.5]$ using a single exponential function

$$E_{\text{kin}}(t) = E_{\text{kin}}(\infty) + C \cdot \exp(-t/\tau_{\text{dec}}),$$

where $E_{\text{kin}}(\infty)$ is the approximate asymptotic value of the kinetic energy, estimated at time $t = 43.5$, and $\tau_{\text{dec}}$ denotes the relaxation time. The latter is plotted as a function of temperature $T$ in Fig. 6(b) for several doping values $\delta$. In the underdoped regime ($\delta < 0.15$), the relaxation time shows a strong temperature dependence – it decreases as temperature is lowered below $T \approx J$. At larger dopings, we observe that $\tau_{\text{dec}}$ becomes almost temperature independent and that it decreases with increasing $\delta$. A similar behavior of the relaxation time of photo-excited carriers in an antiferromagnetically correlated background was also observed in Ref. [55]. This paper studied the two-dimensional Hubbard model in the large $U$ regime by means of a nonequilibrium version of cluster DMFT and showed that the relaxation rate is proportional to the square of the nearest-neighbor spin correlations.

This behavior of $\tau_{\text{dec}}$ can be explained by the two dominant relaxation processes in our model: (i) relaxation through hole scattering and (ii) relaxation through transfer of kinetic energy to the spin background. Since the short range spin correlations get weaker with increasing temperature and increasing doping (see Sec. [IV A 3]), the dominant process at high $T$ or large hole concentration is hole scattering. This implies a faster thermalization of the system with increasing doping at fixed temperature, and hence shorter relaxation times (see Fig. 6(b)), because additional holes provide additional relaxation channels. In the opposite limit of low doping and for temperatures roughly below $J$ the antiferromagnetic spin correlations are strong and the relaxation process (ii) dominates the dynamics. In this case local and collective spin excitations provide efficient relaxation channels that lead to a shorter relaxation time at lower temperature. For instance, a noticeable decrease of

---

Figure 6. (a) Time evolution of the normalized kinetic energy ($E_{\text{kin}}(t)/E_{\text{kin}}(0)$) after a strong quench excitation $A(t < 0) = 0 \rightarrow A(t \geq 0) = 1.4$. The parameters of the $t$-$J$ model used for the different lines are the same as in Fig. 4 (the additional orange lines correspond to doping $\delta = 0.10$). (b) Relaxation time $\tau_{\text{dec}}$ vs. temperature $T$ for different doping values. Error bars indicate the uncertainties in the fit with Eq. 18. (c) Relaxation time $\tau_{\text{dec}}$ vs. strength of the vector potential $A$ at fixed temperature $T = 0.05$ and for different doping values.
$\tau_{\text{dec}}$ is found for $\delta = 0.05$ as temperature is lowered below $T \approx J$ (see Fig. 6(b)).

To provide additional support for the relevance of these two relaxation processes we performed calculations of the relaxation time for several excitation strengths. Since short-range spin correlations get weakened with increasing excitation strength, the relaxation through transfer of kinetic energy to the spin background should be suppressed. On the other hand the relaxation through hole scattering should get faster due to an enhanced scattering rate. These effects are demonstrated in Fig. 6(c), where we fix the temperature at $T = 0.05 < J$ and vary the amplitude of the vector potential $A$ after the quench. Clearly, the relaxation time for $\delta = 0.05$ increases with $A$, whereas it slightly decreases with increasing $A$ for larger doping.

3. Spectral function

In order to gain additional insights into the relaxation dynamics of the $t$-$J$ model we calculate the time-dependent spectral function $A(t, \omega) = -\frac{1}{\pi} \text{Im} \int_{t'}^{t+\Delta t} dt' e^{i\omega(t'-t)} G^{R}(t', t)$ from a partial Fourier transformation of the Green’s function with respect to $t'$. The Fourier time window is set to $t_{\text{max}} = 22$. The resulting spectra at $T = 0.05$ for the underdoped ($\delta = 0.05$) and overdoped ($\delta = 0.20$) system are shown in Fig. 7 (a1)(a2) and (d1)(d2), respectively. Panels (a1) and (d1) show the results after a weak excitation (as described in Sec. IV B 1), whereas the strong excitation case (as described in Sec. IV B 2) is presented in panels (a2) and (d2).

Let us first discuss the weak excitation regime of the underdoped spin system (Fig. 7(a1)). In this case the quasiparticle peak gets slightly broader and its height is reduced after the excitation. The pseudo-gap (local minimum in $A(t, \omega)$) closes, but there is no significant shift of the position of the quasi-particle peak gets slightly broader and its height is reduced after the excitation. The pseudo-gap (local minimum in $A(t, \omega)$) closes, but there is no significant shift of the position of the quasi-particle peak. The evolution of the spectral function is thus consistent with a rapid heating of the system and the thermalization at a (pulse-dependent) temperature above $T^*$. Now, we turn to the overdoped case, which is illustrated in Figs. 7(d1)(d2). After the weak excitation the quasiparticle peak gets broader, whereas the peak position is barely changed.
(see Fig. 7(d1)). A further increase of the excitation strength (see Fig. 7(d2)) leads to the complete melting of the quasiparticle peak and a simultaneous shift of the spectral weight to lower energies. The latter can be understood as the signature of the photo-induced Lifshitz-transition, which is associated with a change in the Fermi surface topology. Again, the dynamics can be understood in terms of a (pulse-dependent) heating of the system. (In this overdoped case, the system thermalizes already at $t \gtrsim 4$.)

4. Dynamics of the effective interaction

EDMFT maps the lattice system with inter-site hopping and nonlocal antiferromagnetic spin interactions onto an effective single-site impurity problem with a hybridization function (mimicking the electron hopping processes) and an on-site retarded spin-spin interaction $\mathcal{J}$. It is interesting to look at the frequency dependence of $\mathcal{J}^R$, whose real part is plotted in the middle panels of Fig. 7. The static value is negative, which indicates ferromagnetic correlations along the time axis. Robust ferromagnetic spin-spin correlations in time are the impurity model manifestation of strong antiferromagnetic correlations in space. Indeed, as we move from the underdoped (panels (b1)(b2)) to the overdoped (panels (e1)(e2)) regime, the static value in the initial equilibrium solution (dashed line) shifts closer to zero, indicating more strongly fluctuating spins and hence weaker antiferromagnetic correlations.

The excitation of the underdoped system by a weak pulse leads to a moderate reduction in the absolute value of $\text{Re}\mathcal{J}^R(\omega = 0, t)$ followed by slow oscillations (see inset) with the same frequency as previously observed in the time-evolution of the kinetic energy. This is consistent with the fact that antiferromagnetic correlations are still strong in an underdoped system that thermalizes at a temperature close to $T^*$ (see panel (a1)). After the strong excitation, the melting of the antiferromagnetic correlations is reflected in a substantially reduced $|\text{Re}\mathcal{J}^R(\omega, t)|$ and an absence of oscillations in the static value. In the overdoped regime (panels (e1)(e2)), where the antiferromagnetic tendency is weaker already in the initial state, we do not find coherent oscillations in the evolution of $\mathcal{J}$ even after a weak excitation pulse.

A more intuitive quantity than the retarded impurity spin-spin interaction is the screened lattice interaction $W_{ij}$. In the right-hand panels of Fig. 7, we plot the real and imaginary parts of the on-site $W_{loc}$ and nearest-neighbor $W_{NN}$ in the initial state and in the thermalized state after the pulse. In the figure, we subtract the bare lattice interaction $J_{ij}$ which is equal to $J = 0.3$ for the nearest neighbor component, and zero for the on-site component. While $W_{loc}$ behaves in a way analogous to the impurity interaction $\mathcal{J}$, the static value of $\text{Re}W_{NN}^R - J$ is positive, which reflects an enhanced effective antiferromagnetic nearest-neighbor coupling. The weak excitation results in a reduction of $\text{Re}W_{NN}^R - J$ by less than 50%, especially in the underdoped regime, while the strong excitation almost completely melts the screening contribution to the effective nearest-neighbor coupling.

5. Optical conductivity

A fast relaxation of the Drude weight due to a strong coupling between charge and spin degrees of freedom has already been observed in optical experiments, see Ref. 49. Here we propose that with a better time resolution additional oscillations should be revealed on top of the fast relaxation, which would serve as a “smoking gun” for the presence of string states and strong coupling between spin and charge. The frequency of these oscillations depends on the exchange interaction, which allows to track the dependence of this microscopic parameter on external parameters such as pressure. The photo-induced oscillations should be strongest at weak and moderate strength of the pulse in order not to destroy the spin background.

Since the clearest evidence for the appearance of string states was observed in the underdoped case (see Sec. IV B 1), we focus in the following on the spin system with doping $\delta = 0.05$. We investigate the time evolution of the optical conductivity $\sigma^R(t', t)$, which for the case of a local self-energy reduces to a Green’s function bubble $[64, 67, 78]$. The real time dynamics is calculated using a similar procedure as described in Ref. 78. From $\sigma^R(t', t)$ we then calculate the frequency-dependent optical conductivity by performing the partial “forward” Fourier transformation

$$\sigma(\omega, t) = \int_{t}^{t + t_{\max}} dt' e^{i\omega(t' - t)} \sigma(t', t)$$

with respect to the time difference $t' - t$ at given time $t$. Here, we set $t_{\max} = 22$. It should be noted that the nonequilibrium generalization of the f-sum rule $[79]$ takes the following form $[80]$

$$\int_{-\infty}^{\infty} d\omega \text{Re} \sigma(\omega, t) = \pi \sigma(t, t) = -\pi E_{\text{kin}}(t),$$

where $E_{\text{kin}}(t)$ is the expectation value of the kinetic part of the Hamiltonian $[1]$ measured at time $t$. In equilibrium the peak in the imaginary part of the optical conductivity $\text{Im} \sigma(\omega)$ corresponds to the “mid-infrared peak” originating from the spin fluctuations $[21, 22]$.

In the upper and lower panels of Fig. 8, we present the time-dependent optical conductivity as a function of frequency for the weak (as discussed in Sec. IV B 1) and the strong (as discussed in Sec. IV B 2) excitation regimes, respectively. In equilibrium, the real part of the optical conductivity shows a sharp Drude peak on top of a broad background. The Drude peak is then partially reduced after the quench in the weak excitation case (see Fig. 8(a1)), and even more in the strong excitation limit (see Fig. 8(a2)). Interestingly, in the latter case the Drude peak partially recovers at later times ($t = 36$), i.e. after thermalization, whereas in the weak excitation regime it is further reduced and oscillates. The reduction of the Drude peak and subsequent oscillations are consistent with ED studies $[57]$ and we have checked that the reduced conductivity is a thermal effect. From the inset of Fig. 8 one can see that the oscillations in the $\omega = 0$ value of the Drude peak are slightly shifted compared to the oscillations in the kinetic energy (c.f. Figs. 4 and 6).
In Fig. 8(b1) and (b2) we plot the temporal evolution of the change in the real part of the optical conductivity with respect to \(\text{Re}[\sigma](\omega, t = 1)\). The signal intensity is indicated by the color scale in the plots. In the weak excitation case, the height of the Drude peak stays suppressed after \(t > 2.5\) and shows an oscillating behavior. Its width gets slightly broader with time and also shows some oscillations. Since the spin correlations are still quite strong after the weak excitation, this time evolution can be interpreted as an energy exchange with the antiferromagnetic background. After a strong excitation, the weight of the Drude peak initially drops and then partially recovers after \(t \approx 1\). In this case, the photo-excited system is essentially thermalized at time \(t = 4.5\), as confirmed by the energy distribution function. The initial decrease in the Drude weight may be understood as a heating effect and is consistent with simulation results for the photo-excited doped Hubbard model within single-site DMFT. The increase of the Drude weight at later times may be understood as a cooling by spin disordering, where the antiferromagnetic background plays the role of a “heat bath”. This dynamics goes beyond the single site DMFT description of the Hubbard model, which does not capture the effect of nonlocal spin correlations, but resembles to the dynamics of a system coupled to a bosonic bath [51]. The overall dynamics of the Drude peak is consistent with ED studies [57].

From the optical conductivity \(\sigma(t', t)\) we can calculate the current density induced by a probe pulse, a quantity that is more readily accessible in an experiment. In order to simulate realistic experimental conditions, we describe the probe pulse by \(E_{pr}(t) = E_0 \exp(-((t - \tau)/\tau)^2) \sin(\omega(t - \tau))\) and set \(\omega = 200\) and \(\tau = 0.05\). This represents a short pulse with a few cycles, as illustrated in the inset to Fig. 8(c2). The induced current \(j_{pr}\) at time \(t\) is obtained from the convolution of the optical conductivity with the probe pulse,

\[
j_{pr}(t) = \int_0^t \sigma(t, t') E_{pr}(t') dt',
\]

and the results are presented in Figs. 8(c1) and (c2) for the weak and the strong excitation, respectively. Clearly, in the weak excitation case illustrated in Fig. 8(c1) the induced current density \(j_{pr}\) shows pronounced oscillations as a function of the probe pulse delay. This behavior resembles the dynamics of the kinetic energy shown in Fig. 4. A similar agreement between the temporal evolution of the induced current and the kinetic energy is observed in the strong excitation regime (c.f. Figs. 8(c2) and 8(d)). These observations illustrate that the non-trivial interplay between spin and charge dynamics can be directly measured in a pump-probe experiment.
V. SUMMARY AND CONCLUSIONS

We studied the coupling between charge and spin dynamics in doped Mott insulators described by the two-dimensional $t$-$J$ model. To simulate the real-time evolution in these strongly correlated electron systems we used a nonequilibrium implementation of the extended DMFT formalism in combination with a non-crossing approximation impurity solver. This formalism allows to take into account non-local spin interactions, as well as short-ranged and long-ranged spin correlations.

The relaxation after a weak photo-excitation exhibits strong correlations between the spin and charge dynamics, which can be related to the appearance of so-called string states. Direct evidence for this local disturbance of the antiferromagnetic spin background is (i) the nontrivial scaling of the primary relaxation time with the exchange coupling $J$, and (ii) the subsequent coupled oscillations in the kinetic energy and spin-spin correlation function. These oscillations, which last for many periods, illustrate the flow of energy between the spin and charge degrees of freedom. The latter effect is most pronounced in the underdoped regime at low temperatures ($T < J$), where the spin-spin correlations are the strongest, and when the excitation density is low enough such that the effective temperature of the underdoped system remains below or close to the pseudo-gap crossover temperature $T^*$. We also observed related oscillations in the height of the Drude peak of the Fermi surface topology associated with the Lifshitz transition. The closing of the pseudo-gap results in a substantial shift of the particle band after the field quench for all considered dopings. Moreover, since the frequency of the oscillations depends on the exchange coupling $J$, such experiments allow to track this microscopic quantity as a function of macroscopic parameters.

In the opposite limit of strong excitations we observed a rapid suppression of the spin-spin correlations, in relaxation of the system mainly through the hole scattering channel. Based on the temporal evolution of the spectral functions and correlation functions we interpret the dynamics of the underdoped system as a rapid heating and subsequent thermalization at $T > T^*$. Moreover, in this strong excitation regime, we observed a complete melting of the quasiparticle band after the field quench for all considered dopings. The closing of the pseudo-gap results in a substantial shift of the lower Hubbard band to higher energies in the underdoped case, while in the overdoped case the spectral weight is shifted to lower energies. The latter shift results from changes in the Fermi surface topology associated with the Lifshitz transition.

On the methodological side, our study shows that the EDMFT treatment of the $t$-$J$ model can reproduce and extend previous numerical equilibrium and nonequilibrium results on doped Mott insulators. The formalism provides unique insights, for example into the time evolution of effective nonlocal exchange couplings, and it allows to reveal the contributions of strongly coupled charge and spin dynamics in two-dimensional photo-doped Mott insulators. In the future, it would be interesting to combine this nonequilibrium EDMFT approach with a cluster DMFT treatment of short-range correlations.
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Appendix A: Impurity problem

The detailed description of the non-equilibrium impurity solver based on a combination of a hybridization expansion and a weak coupling expansion in powers of a retarded interaction can be found in Ref. [61]. In this appendix we explain how this technique can be adapted to the impurity model [8] which features a retarded spin-spin interaction.

The double expansion in powers of $\Delta$ and $\mathcal{J}$ of the partition function $Z = \text{Tr}_{\mathcal{C}}[T_c e^{S}]$ with action

$$
S = -\sum_{t} \int_{C} dt_{1}^\prime \int_{C} dt_{1} \sum_{\sigma} \epsilon_{\sigma}^{c}(t) \Delta_{\alpha}(t, t_{1}^\prime) c_{\alpha}(t^\prime)
$$

$$
+ \frac{1}{2} \sum_{t} \int_{C} dt_{1}^\prime \mathcal{S}(t, t_{1}^\prime) \mathcal{J}(t, t^\prime) \mathcal{S}(t^\prime) + \int_{C} dt \mathcal{H}_{\text{loc}}(t) + \text{const.}
$$

(A1)

and $\mathcal{H}_{\text{loc}}(t) = -\mu \sigma \tilde{n}_{\sigma}(t)$ leads to the expression

$$
Z = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{(-i)^{n}}{n!} \frac{(-i)^{m}}{m!} \sum_{\sigma_{1} \ldots \sigma_{n} \sigma_{n}^\prime} \text{Tr}_{\mathcal{C}}
$$

$$
\times \left[ \int_{C} dt_{1} \ldots dt_{n} \left. \int_{C} d\tilde{t}_{1} \ldots d\tilde{t}_{n} T_{c} e^{-\int_{C} dt \mathcal{H}_{\text{loc}}(t)} \right. \right.
$$

$$
\times c_{\sigma_{1}}^{c}(t_{1}) c_{\sigma_{1}^\prime}(t_{1}^\prime) \ldots c_{\sigma_{n}}^{c}(t_{n}) c_{\sigma_{n}^\prime}(t_{n}^\prime)
$$

$$
\times \left. \left[ \mathcal{S}(\tilde{t}_{1}) \cdot \mathcal{S}(\tilde{t}_{1}^\prime) \right] \ldots \left[ \mathcal{S}(\tilde{t}_{m}) \cdot \mathcal{S}(\tilde{t}_{m}^\prime) \right] \right]
$$

$$
\times \Delta_{\sigma_{1}}(t_{1}, t_{1}^\prime) \ldots \Delta_{\sigma_{n}}(t_{n}, t_{n}^\prime) \mathcal{J}(\tilde{t}_{1}, \tilde{t}_{1}^\prime) \ldots \mathcal{J}(\tilde{t}_{m}, \tilde{t}_{m}^\prime)
$$

In order to evaluate the trace over the electronic configurations one can insert a complete set of states $\sum_{n} |\eta\rangle \langle \eta|$ between consecutive operators $O$. At this point we can project onto the subspace of the local many body space by restricting the sum over states and adding the Lagrange multiplier into the action to impose the normalization, namely $S = S + \lambda \sum_{n} |\eta\rangle \langle \eta| - 1$. This factors the trace into a product of impurity propagators $g$ and vertices for the electrons ($F^\sigma$) and bosons ($B$):

$$
g_{n}(t, t^\prime) = -i |\eta\rangle \langle \eta| T_{c} e^{-\int_{C} dt \mathcal{H}_{\text{loc}}(t)} |\eta\rangle \langle \eta|,
$$

$$
F_{nm}^\sigma = \langle \eta \rangle c_{\sigma}^{}(n) m,\quad B_{nm} = \langle \eta | \mathcal{S}(m),
$$

(A2)
where the spin vertex $S$ mixes spin up and down states. The main difference to the method used in Ref. [6] are the vertices related to the retarded spin-spin interaction. The expression for the lowest order diagram in the pseudo-particle self energy is given by
\[
\Sigma_\nu(t,t') = i[F^\nu g(t,t') \bar{F}^\nu \Delta_\nu(t,t')] + i[Bg(t,t') B\mathcal{J}(t',t)].
\]
(A3)

and writing out the second term explicitly using the Pauli matrices $\sigma_{\alpha\beta}$, where $\alpha = x, y, z$ and $s, s' = \{\uparrow, \downarrow\}$ we get
\[
\begin{align*}
\Sigma^2_{\alpha\beta}(t,t') &= i[Bg(t,t') B\mathcal{J}(t',t)] \\
&= \frac{i}{4} \sum_{\alpha\beta} \sigma_{\alpha\beta} \sigma_{\alpha\beta} g_s(t,t') \mathcal{J}_{\alpha\beta}(t',t) \\
&= \frac{i}{4} \sum_{\alpha\beta} \sigma_{\alpha\beta} \sigma_{\alpha\beta} g_s(t,t') \mathcal{J}_{\alpha\beta}(t',t) \\
&= \frac{i}{4} \sum_{s} [2g_s(t',t) - \delta_{s,s'} g_s(t,t')] \mathcal{J}_{\alpha\beta}(t',t) \\
&= \frac{3}{4} g_s(t,t') \mathcal{J}_{\alpha\beta}(t',t).
\end{align*}
\]
(A4)

In the step from the second to the third line we have used the spin symmetry $\mathcal{J}_{\alpha\beta} = \mathcal{J}_{\beta\alpha}$, from the third to the fourth line we used the completeness relation for the Pauli matrices, namely $\sigma_{\alpha\beta} \sigma_{\alpha\beta} = 2\delta_{\alpha\beta}$ and in the last line we used the fact that we are in the paramagnetic case with $g_s = g$. The explicit expressions for the NCA pseudo-particle self-energies become
\[
\begin{align*}
\Sigma_0(t,t') &= i(-1) G_{1\sigma}(t,t') \Lambda_{\sigma}(t',t)], \\
\Sigma_{1,\sigma}(t,t') &= i[G_{0}(t,t') \Lambda_{\sigma}(t',t)] + \frac{3}{4} G_{1,\sigma}(t,t') \mathcal{J}_{\phi}(t',t),
\end{align*}
\]
(A5)

where $\Sigma_0$ and $\Sigma_{1,\sigma}$ are the holon and pseudo-fermion self-energy, respectively. Surprisingly, this NCA expression for the model with retarded spin-spin interaction has the same structure as the corresponding expression in the model with retarded density-density interaction (up to a factor $3/4$ which for the impurity problem can be absorbed into a redefinition of the interaction strength). This is however a peculiarity of the NCA approximation. At the OCA level we can see the emergence of a more general structure (summation over repeated indices is assumed):
\[
\begin{align*}
\Sigma^4_{\alpha\beta}(t,t') &= i[Bg(t,t_1) Bg(t_1,t_2) Bg(t_2,t) \mathcal{J}(t_2,t) \mathcal{J}(t_1,t')] \\
&= \frac{i}{24} \sigma_{\alpha\beta} \sigma_{\alpha\beta} \sigma_{\alpha\beta} \sigma_{\alpha\beta} \sigma_{\alpha\beta} \sigma_{\alpha\beta} \sigma_{\alpha\beta} \sigma_{\alpha\beta} g_{s_1}(t_1) g_{s_2}(t_1,t_2) g_{s_3}(t_2,t_3) \mathcal{J}_{\alpha}(t_3,t_2) \mathcal{J}_{\beta}(t_2,t_1) \\
&= \frac{i}{24} \left[ 4\delta_{s_1,s_2} \delta_{s_3,s_4} - 2\delta_{s_3,s_2} \delta_{s_1,s_4} \\
&- 2\delta_{s_1,s_3} \delta_{s_2,s_4} + \delta_{s_2,s_1} \delta_{s_3,s_4} \right] \times g_{s_1}(t_1) g_{s_2}(t_1,t_2) g_{s_3}(t_2,t_3) \mathcal{J}_{\alpha}(t_3,t_2) \mathcal{J}_{\beta}(t_2,t_1). \\
\end{align*}
\]
(A6)

This expression cannot be mapped onto the corresponding OCA expression for the model with retarded density-density interactions. Note that our approach is different from the method used by Otsuki in Refs. [74 and 82], which employs a Lang-Firsov approach for the $S^zS^z$ components of the retarded spin-spin interaction and implements a Monte Carlo sampling of the spin-flip scattering, while here we perform a weak coupling expansion in the entire retarded spin-spin interaction term.

1. Calculation of the impurity Green’s function and spin susceptibility

All impurity correlation functions can be expressed in terms of the pseudoparticles propagators. In order to see this we write an arbitrary impurity operator in the subspace with $Q = 1$ pseudoparticles (for a more precise treatment see Ref. [43] and [71] as $A^i_1 = \sum_{m,n} F^i_{mn} a^i_{m} a^i_{n}$ or $A^i_1 = \sum_{m,n} F^i_{mn} a^i_{m} a_n$, where $F^i_{mn} = \langle m | A^i_1 | n \rangle$. The impurity Green’s function can then be expressed as
\[
G_{\text{imp}}(t,t') = -i(c(t)c^\dagger(t')) = \\
= -i \sum_{n_1, n_2, m_1, m_2} \langle n_1 | c | m_1 \rangle \langle m_2 | c^\dagger | n_2 \rangle \\
\times \langle a^\dagger_{n_1}(t)a_{m_1}(t)a^\dagger_{n_2}(t')a_{m_2}(t') \rangle \\
= -i \sum_{n_1, n_2, m_1, m_2} \langle n_1 | c | m_1 \rangle \langle m_2 | c^\dagger | n_2 \rangle \\
\times [\langle a_{n_2}(t')a^\dagger_{n_1}(t) \rangle \langle a_{m_1}(t)a^\dagger_{m_2}(t') \rangle \xi_{n_1n_2} + \langle a_{m_1}(t)a^\dagger_{n_1}(t) \rangle \langle a_{n_2}(t')a^\dagger_{m_2}(t') \rangle ] \\
= -i^3 \sum_{n_1, n_2, m_1, m_2} G_{n_2,n_1}(t,t') \langle n_1 | c | m_1 \rangle \\
\times G_{m_1,m_2}(t,t') \langle m_2 | c^\dagger | n_2 \rangle \xi_{n_1n_2} \\
= i \text{Tr}[G(t',t) \ast c \ast G(t',t) \ast c^\dagger \ast \xi],
\]
(A7)

where from the second to third line we have used Wick’s theorem. The equal time components (loops) in the 6th row vanish in the $Q = 1$ subspace. $G$ is a matrix representation of the pseudoparticle propagators, while $c$ is the matrix representation of the annihilation operators in pseudoparticle space. Furthermore, $\xi$ is the matrix representation of commutator/anticommutator relations in pseudoparticle space. The same procedure can be used to evaluate the $\langle S^z(t)S^z(t') \rangle$ correlator (note that it is defined without a factor $-1$) and the final result is
\[
\begin{align*}
\chi^{zz} &= i \langle S^z(t)S^z(t') \rangle = \\
&= -i \text{Tr}[G(t',t) \ast S^z \ast G(t',t) \ast S^z \ast \xi] = \\
&= -i \sum_{s} G_{s,s}(t,t') G_{s,s}(t',t) = -\frac{i}{2} G_{s}(t,t') G_{s}(t',t),
\end{align*}
\]
(A8)

where in the last line we only have a sum over singly occupied pseudo-particle states and assumed that spin is not important in the paramagnetic case. $S^z$ and $G$ are defined by the follow-
A similar result can be obtained for $\chi^{xx}$ and $\chi^{yy}$. By using the matrix form of $S^x$ and $S^y$ we obtain

$$
S^x = \begin{pmatrix}
0 & 0 & 0 \\
0 & 1/2 & 0 \\
0 & 0 & -1/2
\end{pmatrix}, \quad G = \begin{pmatrix}
G_0 & 0 & 0 \\
0 & G^\perp & 0 \\
0 & 0 & G^\perp
\end{pmatrix}.
$$

(A9)

A similar result can be obtained for $\chi^{xx}$ and $\chi^{yy}$. By using the matrix form of $S^x$ and $S^y$ we obtain

$$
S^x = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 1/2 \\
0 & 1/2 & 0
\end{pmatrix}, \quad S^y = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & -i/2 \\
i/2 & 0 & 0
\end{pmatrix},
$$

(A10)

and after a simple matrix multiplication one gets the following result:

$$\chi^{xx} = -\frac{i}{4} [G^\perp(t, t')G^\perp(t, t) + G_\perp(t, t')G^\perp(t, t')] = \chi^{yy}.
$$

(A11)

Hence, for $G^\perp = G_\perp$ the spin susceptibilities are equivalent, $\chi^{xx} = \chi^{yy} = \chi^{zz}$, as it should be in the paramagnetic case.

Appendix B: Bosonic propagator from spin-spin correlations

We can calculate the bosonic propagator $W(t, t') = i\langle \phi(t)\phi(t') \rangle$ from the spin-spin correlator $\chi(t, t') = i\langle S(t)S(t') \rangle$, which can be extracted from the impurity calculation. By using the action defined in Eq. (4) we obtain the expression

$$
W^{ij}_{\text{imp}}(t, t') = -2\frac{\delta \ln(Z)}{\delta J_{ij}(t', t)}
$$

$$
= 2J_{ik}(t, t_1) \left[ \frac{\delta \ln(Z)}{\delta J(t_1, t_2)} \right]_{kl} J(t_2, t')_{lj},
$$

(B1)

where we have used the chain rule and the relation

$$
\frac{\delta \ln(Z)}{\delta J_{ij}(t', t)} = -J(t_1, t') J(t, t_2).
$$

Using Eq. (7) we obtain

$$
W^{ii}_{\text{imp}} = J^{ii} - J^{ij} \delta_{ij} \chi^{jk}_{\text{imp}} \delta_{kl} J^{ii}
$$

$$
= J^{ii} - J^{ii} \chi^{ii}_{\text{imp}} + J^{ii}.
$$

(B2)

Note that the spin-spin correlators $\chi^{ii}_{\text{imp}}, i = x, y, z$ are equivalent for the paramagnetic case (see Sec. A.1).

Appendix C: Non-equilibrium results

1. Dynamics after a pulse excitation

To simulate a pulse excitation we model the electric field $E(t) = -\partial_t A(t)$ by

$$
E(t) = E_0 \sin(\omega t) \exp(-4.6t^2/\tau_w^2),
$$

(C1)

with $\omega$ and $E_0$ being the frequency and field amplitude, respectively. The field has a Gaussian envelope of width $\tau_w$. For our calculations we use $\omega = 6.0$ and $\tau_w = 2.1$. In Fig. 9 we present the temporal evolution of the kinetic energy, which is normalized to its value at $t = 0$. In order to perform a qualitative comparison with the results for the electric field quench presented in Sec. VIB we consider a weak excitation ($E_0 = 2.0$) of the system at $T = 0.05$ in the underdoped ($\delta = 0.05$, black line) and overdoped ($\delta = 0.20$, red line) regimes. From Fig. 9(a) one can clearly see that after pumping there is a primary relaxation with subsequent oscillations at low doping, whereas at larger doping the oscillations are strongly suppressed. The primary relaxation rate and oscillations scale with $tJ^{2/3}$, as can be seen from Fig. 9(b). All
in all, these observations show a good qualitative agreement with the results for the electric field quench in Sec. IV B 1.

2. Dynamics after an electric field quench with fixed excitation energy per hole

In contrast to the case discussed in Sec. IV B 2 where we used a strong quench of the same intensity for all calculations, here we adjust the quench amplitude in order to fix the excitation energy per hole ($\Delta E/\delta = 0.1$). The relaxation time after excitation is again extracted using Eq. (18). The resulting $\tau_{\text{dec}}$ is plotted in Fig. 10 as a function of temperature for several dopings $\delta$. As one can see by comparing Fig. 10 and Fig. 6 from Sec. IV B 2, the qualitative behavior of the relaxation rate for each doping is the same, and hence our conclusions do not depend on the particular excitation process. In other words, since in the underdoped regime ($\delta = 0.05$) the spin-spin correlations are strong below $T < J$, one observes a lowering of $\tau_{\text{dec}}$ by reducing temperature. In this regime, the relaxation is dominated by the interaction with the antiferromagnetic spin background. At the other considered doping values the spin-spin correlations are comparably small and the system relaxes mainly through hole scattering processes.

![Figure 10. Relaxation time $\tau_{\text{dec}}$ vs. temperature $T$ for different doping values after an electric field quench with a constant excitation energy per hole ($\Delta E/\delta = 0.1$). Error bars indicate the uncertainties in the fitting with Eq. (18).](image-url)
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