System Matrix Based Reconstruction for Pulsed Sequences in Magnetic Particle Imaging
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Abstract—Improving resolution and sensitivity will widen possible medical applications of magnetic particle imaging. Pulsed excitation promises such benefits, at the cost of more complex hardware solutions and restrictions on drive field amplitude and frequency. State-of-the-art systems utilize a sinusoidal excitation to drive superparamagnetic nanoparticles into the non-linear part of their magnetization curve, which forms a spectrum with a clear separation of direct feed-through and higher harmonics caused by the particles response. One challenge for rectangular excitation is the discrimination of particle and excitation signals, both broad-band. Another is the drive-field sequence itself, as particles that are not placed at the same spatial position, may react simultaneously and are not separable by their signal phase or shape. To overcome this potential loss of information in spatial encoding for high amplitudes, a superposition of shifting fields and drive-field rotations is proposed in this work. Upon close view, a system matrix approach is capable to maintain resolution, independent of the sequence, if the response to pulsed sequences still encodes information within the phase. Data from an Arbitrary Waveform Magnetic Particle Spectrometer with offsets in two spatial dimensions is measured and calibrated to guarantee device independence. Multiple sequence types and waveforms are compared, based on frequency space image reconstruction from emitted signals, that are derived from measured particle responses. A resolution of 1.0 mT (0.8 mm for a gradient of (-1.25, -1.25, 2.5) T m⁻¹) in x- and y-direction was achieved and a superior sensitivity for pulsed sequences was detected on the basis of reference phantoms.

Index Terms—Biomedical imaging, pulsed excitation, high amplitudes, sequence design, MPI.

I. INTRODUCTION

IN MAGNETIC Particle Imaging (MPI) the spatial distribution of superparamagnetic iron oxide nanoparticles (SPIONs) is determined by a superposition of a static gradient field and one or several oscillating excitation fields [1]. The static gradient field, called selection field, generates a low-field-region (LFR) in its center, that includes a field-free-region (FFR), which could either be a field-free-point (FFP) or field-free-line (FFL), depending on its shape. On the one hand, the oscillating excitation field drives the SPIONs through their magnetization curve, causing higher harmonics due to their nonlinear characteristic. On the other hand, it drives the LFR through the imaging volume and creates a specific trajectory. Most scanner topologies use narrow-band sinusoidal signal shapes to excite the tracer material (see Table II in [2] for an overview). Due to the superposition of the oscillating fields and the selection field, these encoding schemes cause the SPIONs in the LFR to respond at a specific point in time with their maximal amplitude. In frequency domain this results in a spectral fingerprint depending on space, which can be used to reconstruct the image by solving a linear system of equations [1], [3]. Another advantage of narrow-band excitation is the discrimination of the frequency space in the two domains, the narrow-band excitation band and the higher receive band, which contains the harmonics caused by the particles nonlinearity. Due to this discrimination, a separation between the strong feed-through of the excitation field and the by 10⁻⁶ to 10⁻¹⁰ lower particle signal can be achieved, using resonant passive filtering [4]. Current developments show that such encoding schemes can provide sub-millimeter resolution [5], more than 46 volumes per second time resolution [6] and pico-gram sensitivity [7]. Developments in instrumentation now reach for clinical scale [8]–[10] to address specific needs, which are currently only partly addressed by conventional imaging systems. Possible medical applications reach from catheter imaging [11] in digital subtraction angiography, over stent quantification [12], stroke imaging [13]–[15] and many more. Using multi-contrast image reconstruction [16], it is also possible to distinguish between different particle systems [17] or physical parameters in the vicinity of the particle system.
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like temperature [18], viscosity [19], or binding state [20], [21]. With sinusoidal excitation, large single-core particles show a strong relaxation behaviour, which broadens the point spread function (PSF) and reduces the signal response, therefore reducing sensitivity and resolution [22]. Recently, Tay et al. proposed a rectangular excitation and showed that it has the potential to improve the achievable resolution by using large particles in combination with a new reconstruction approach [23]. They showed that the effect of broadening the PSF can be significantly reduced under certain conditions, using rectangular excitation with small amplitudes [23]. In idealized rectangular excitation sequences, a LFR would jump between two resting points in space, causing all particles in between to react simultaneously. Tay et al. proposed a reconstruction scheme, that integrates the receive signal, which in turn encodes the magnetic moment \(m\) of the area between the LFR locations before and after the pulse, as long as \(m\) reaches a steady state within the resting time between pulses. Consequently, this approach requires low field amplitudes (1 to 3 mT), such that the LFR remains within a single voxel and no loss in spatial resolution in the excitation direction is induced. Otherwise, the information of the particle distribution between two LFR positions would be lost. Furthermore, a low excitation frequency is required in order to let the particles fully relax to ensure their steady state [23].

In this paper, multiple sequences based on different excitation waveforms and amplitudes are compared in system matrix phantom reconstructions. A sequence for rectangular excitation shapes is proposed, that uses shifts and rotations simultaneously for better spatial encoding. In this proposed sequence, the rectangular excitation is rotated and shifted orthogonal to the excitation. Similar to a radon sampling scheme, this allows to reconstruct measured data with large amplitudes and an isotropic sampling trajectory in 2D, even if the phase information between the resting points is lost. If particles relax fast enough to follow the slew rate of the drive field, their phases within the signals become distinguishable which allows a system matrix approach to reconstruct images at high resolution. For pulsed sequences, the results show improved sensitivity while the proposed sequence has uniform and high resolution with short acquisition times.

II. Motivation and Concept

All signals and reconstructions are emulated, meaning they are based on measurements of an arbitrary waveform magnetic particle spectrometer (AWMPS) [24]–[26], which are processed to resemble a specific particle response for a defined sequence. By exciting SPIONs, superimposed by a range of different DC-offsets in two spatial dimensions, their response is mapped on a 2D grid. This resembles the response to an overlaying 2D gradient field [27]. This approach has the benefit to deliver reliable results for a first evaluation, without the time consuming process of building an actual system that can produce the required fields on a large scale. Following conditions should be met to reproduce the data:

a) Hardware: A device that is capable of producing arbitrary waveform excitations, superimposed by two orthogonal spatial DC-offsets. See Section III-A for details on the AWMPS, which is used to measure a hybrid system matrix with 1D excitation and 2D offset fields [27]. This raw dataset is later processed to generate the sequence specific particle response.

b) Transfer function correction: To be able to compare the results with other imaging systems, the data needs to be handled in a comparable physical variable, in this case the domain of the magnetic moment \(m\) ((\(m\)) = \(Am^2\)), which is achieved by correcting the received signals with the transfer function (TF) of the system [28]. In this domain, the signal is independent of the receiver and individual properties of a given system, like receive coils or amplification [29]. This allows cross-platform comparison of the SPIONs response to a given excitation.

c) Sequence noise: To avoid correlation of intrinsic measurement noise by reusing a subset of the same dataset within the emulated sequence, the signal needs to be overlaid with dominant, digitally generated noise \(\tilde{n}_{\text{noise}}(t)\).

d) Reconstruction noise: A model to accurately represent receive chain noise of a scaled MPI system, consisting of resonant coils, low noise amplifier (LNA) and analog-to-digital converter (ADC), based on reference measurements from a 40 mm receive coil, named \(\tilde{n}_{\text{noise}}(t)\) [30]. Therefore, calculated images are comparable to those of a small scanner system.

e) Phantoms: In spite of correcting data by a TF, the measured data from the AWMPS has a high signal-to-noise ratio (SNR), due to the close proximity of the receive coils to the tracer and the large sample compared to a voxel volume of a system matrix calibration. While the close proximity is corrected by the TF, a realistic model for scaling the measured iron mass to the emulated voxel grid is needed.

f) Independent system matrices: Two sets of system matrices need to be acquired to avoid inverse crime, when the phantom spectrum stems from the identical dataset as the system matrix used for reconstruction. For each sequence that is investigated in this paper, two independent system matrices on different grids are calculated, which are based on separately measured datasets, to guarantee a realistic reconstruction.

g) Comparability across sequences: In a final condition, the total sequence measurement time is chosen as the common criterion to compare sequences of different design.

Following these criteria, the images reconstructed by this method represent realistic images, achievable by a well designed pulsed MPI system.

III. Methods

Different sequences are generated on various sets of raw data, to compare and identify the effects that excitation waveform, amplitude or sampling trajectory have on the image SNR and resolution. This includes pulsed and sinusoidal excitation, as well as low and high excitation amplitudes. Individual sequences and their sampling trajectories are explained in Section III-C. Instead of depending on a narrow PSF for high resolution, the proposed method in this work uses higher excitation field strengths above 10 mT, as this benefits not only the sensitivity, but also reduces acquisition time in future imaging systems due to the capability of using less averages.
To highlight the advantages and limitations between the different methods, the Cartesian sequence proposed in [23] is compared with the proposed method in this work. For a detailed comparison of the benefits of pulsed excitation, the proposed shift-radial sequence is run with both, rectangular excitation and sinusoidal excitation. A radial sine sequence is also compared with the proposed method in this work. For a detailed study, the process is depicted in Fig. 1 (c).

A. Arbitrary Waveform Magnetic Particle Spectrometer

A non-resonant AWMPs with two transmit coils was built to perform measurements that contain the one-dimensional excitation, superimposed by DC-offsets in two orthogonal spatial dimensions. The main transmit coil combines excitation and DC-offsets in two orthogonal directions. A radial sine sequence is also included, as proposed by Knopp et al. in [31], which does not use the shift orthogonal to the excitation direction. The system matrix reconstruction approach is chosen for all sequences [3]. For an overview of the image reconstruction pipeline in this study, the process is depicted in Fig. 1 (c).

B. Measurements

All measurements in this work are based on a multicore tracer, Perimag (micromod Partikeltechnologie GmbH, Rostock, Germany) with an undiluted iron concentration $c_{\text{meas}}$ of 17 mgFe mL$^{-1}$ (304.4 mmol L$^{-1}$). The delta sample is filled with $V_{\text{meas}} = 20\mu$L of undiluted tracer to guarantee high measurement SNR at low amplitudes. The excitation frequency is chosen to be 14.88 kHz, to ensure steep flanks of the rectangle excitation and avoid slew rate artifacts on the edges while keeping a good reception for induction sensors. This differs from the choice of 2.5 kHz in [23], however the rise time $t_r$ of the pulsed excitation (square wave, $t_r = 3\mu$s) lies in a similar region (2 to 5 µs). On the right side in Fig. 2 these two frequencies are compared, to confirm the quick and identical relaxation behaviour of the used tracer for both frequencies. We note that Perimag is a tracer with low relaxation times, in contrast to the long relaxations times of the tracers used in [23]. Therefore, our frequency choice is only valid for fast relaxing particles and not a general choice for larger core SPIONs. Instead of averaging 25 times [23], datasets in this work are all recorded with 3 averages. Data is acquired sequentially, each $y$-offset is held constant during which a sweep of all $x$-offsets is performed. Frequency and excitation amplitude stay constant until a dataset acquisition is completed. Measurements are background corrected, TF corrected for device independence and arranged by time samples and spatial offsets. The two resulting raw data sets for each sequence type form the basic for the sequence generation process, yielding a low resolution system matrix ($\mathbf{S}_{\text{LR}}$ with 0.67 mT steps in $x$- and $y$-direction) and a high resolution system matrix ($\mathbf{S}_{\text{HR}}$ with 0.5 mT steps in $x$- and $y$-direction), respectively.

C. Sequence Generation

Three sequence types are presented in this paragraph, each based on two independent sets of measured raw data,
to compose \( \hat{S}_{LR} \) and \( \hat{S}_{HR} \) for reconstruction. The parameters for excitation amplitude and waveform depend on the sequence version, as detailed in Table I.

The sequence itself is built from the time series data \( \hat{u}(r,t) \) in a way, that a subset of the dataset, like a virtual FOV, is continuously shifted over the raw dataset by the LFR sequence. If the sequence contains a rotation \( R(\varphi(t)) \), it is applied consecutively with the shifting \( b(t) \), as described by the rigid transformations

\[
T(r,t) = \begin{cases} \begin{bmatrix} R(\varphi(t)) (r + b(t)) \end{bmatrix} & \text{seq. type a) } \\ \begin{bmatrix} R(\varphi(t)) r \end{bmatrix} + b(t) & \text{seq. type b) } \\ \begin{bmatrix} r + b(t) \end{bmatrix} & \text{seq. type c) } \end{cases}
\]

for \( R(\varphi(t)) = \begin{bmatrix} \cos \varphi(t) & -\sin \varphi(t) \\ \sin \varphi(t) & \cos \varphi(t) \end{bmatrix} \), \( b(t) = \begin{bmatrix} b_x(t) \\ b_y(t) \end{bmatrix} \)

where \( \varphi(t) \), \( b_x(t) \) and \( b_y(t) \) are piecewise constant functions for each period. The measurement noise within the transformed measurement voltage \( \hat{u}(T(r,t),t) \) from the AWMPs, would appear identically numerous times within the sequence, which can create reconstruction artifacts. To avoid correlation of measurement noise throughout the sequence, digitally generated noise is added with a higher noise level of

\[
\tilde{u}_{\text{noise}}^s(t) = 10 \sigma_{\text{meas}} \tilde{u}_{n,1/f}(t)
\]

which is crucial to mask the measurement noise floor of the raw dataset. \( \sigma_{\text{meas}} \) is the standard deviation of the measurement background noise and \( \tilde{u}_{n,1/f} \) is the digitally generated noise, that has been fitted to the shape of the measured background noise. The overall shape resembles \( 1/f \) noise, which is typical for integrated circuits in the low frequency region. The addition of the tenfold standard deviation is based on an analysis of the correlation coefficient versus the addition of \( n \cdot \sigma_{\text{meas}} \) with \( n \in \mathbb{R}^+ \), such that the noise in the generated sequence is dominated by uncorrelated noise. In general, \( \hat{u} \) is the unprocessed voltage signal whereas the TF corrected signal \( u = a \ast \hat{u} \) is in the domain of the magnetic moment.

Finally, the voltage signal is Fourier transformed (denoted by hat) and TF corrected, yielding the system function

\[
\hat{s}(r,k) = \frac{\hat{u}(k)}{T} \int_0^T \left( \hat{u}(T(r,t),t) + \tilde{u}_{\text{noise}}^s(t) \right) e^{-2\pi ikr} dt
\]

where \( r \in \mathbb{R}^2 \) is the position and \( k \in \mathbb{N}_0 \) the frequency component. Negative frequency components are omitted, due to the symmetry of Fourier coefficients of real signals. \( T = J_{t_{\text{max}}} \) is the sequence time length, \( J \) the number of appended periods and \( t_{\text{max}} \) the time length of a single period. Each voxel contains a time signal of \( J \) periods.

To visualize the sequence generation process, a magnitude plot is used in Fig. 3, 4 and 5. In this plot, the absolute value of the raw data \( \hat{u}(r,t) \) is summed up over a whole period for each offset value. In other words, the signal intensity is integrated to quantify the system response for discrete, equally spaced measurement values \( \hat{u}_i = \hat{u}(r_i,t) \) as in

\[
\| \hat{u}_i \|_{\ell^p} = \left( \sum_{i=0}^{t_{\text{max}}} |\hat{u}_i|^p \right)^{1/p}
\]

In this work, the \( \ell^1 \)-norm with \( p = 1 \) is selected and referred to as the integrated signal intensity (ISI). Thus, the ISI is represented by bright yellow colors for positions of strong signal response and dark blue colors represent low signal response. It is noted that the ISI-plot is for visualization purposes only and the \( \ell^1 \)-norm is not implemented in the sequence calculation. Within the virtual FOV, the ISI-plot visualizes a moving (and rotating) system response. The final sequence is generated by appending all time signals. Noise addition, fast Fourier transform and TF correction are done equivalently for all sequences.

a) Shift-radial sequence: Proposed in this work is a sequence with the properties of combining a shift, orthogonal to its excitation direction, with a rotation of the excitation itself, referred to as shift-radial sequence. The excitation direction in the raw data is in \( x \)-direction and the shift is in \( y \)-direction. The shift-radial sequence requires twice the
oversampling of raw data along the y-direction with ±40 mT than in x-direction with ±20 mT, to produce the necessary oversampling for the shift (see Fig. 3). A high excitation amplitude of 15 mT is chosen, which corresponds to a wide PSF spanning almost the entire FOV. An LFR sequence controls the virtual FOV shift over the raw data to produce a shifted dataset with a given number of pulses per shift \( J_{PS} \). These are rotated with a given number of shifts per rotation \( J_{SPR} \) with respect to their center. Subsequently, shifts and rotations are interweaved to generate a continuous acquisition of both in the time domain. In this work, \( J_{SPR} = 32 \) with \( J_{PS} = 31 \) are chosen, amounting to \( J = J_{SPR} \cdot (J_{PS} \cdot 2 - 2) = 1920 \) total periods. For each pulse the virtual FOV is shifted one step in y-direction, starting from −35 mT until +35 mT is covered, where the direction inverses without sampling the turning-point nor the start-end-point twice (15 mT amplitude of shifts, virtual FOV of 40 × 40 mT²). This sequence is similar to sequences known from MPI-FFL encoding and Computed Tomography (CT) and restores the lost information caused by large amplitudes [32]. The trajectory is plotted in Fig. 6 (a). For a better understanding of the influence of the excitation waveform, this sequence is generated for both, a sinusoidal and a pulsed rectangular excitation.

b) Radial sequence: The radial sequence is an adaptation of the shift-radial sequence, which solely utilizes a rotation of the raw data, without the virtual FOV shift component. Hence, a square-shaped subset with ±20 mT offsets in x- and y-direction is rotated with a given number of pulses per rotation \( J_{PS} \) around its center, imitating a rotating excitation as proposed in Knopp et al. [31]. The excitation amplitude is the same as the shift-radial sequence with 15 mT, but the waveform depicted in Fig. 4 differs, as the radial sequence is only generated on the base of sinusoidal raw data. The sequence trajectory is shown in Fig 6 (b).

c) Meander sequence: A Cartesian sequence is implemented with a discretization of 31 steps in a resolution of 1 mT per
step in \(x\) - and \(y\)-direction, and is referred to as meander sequence due to its LFR movement. By over-scanning the required square-shaped FOV of \(\pm 20\) mT, with a larger offset of \(\pm 40\) mT, the initial measurement yields enough raw data to move the virtual FOV, as illustrated in Fig. 5. The virtual FOV is moved along the meandering sequence, resulting in a shifted dataset. The measurement data inside the shifted dataset has been moved along the trajectory and was sequentially appended to represent the particle response to the entire sequence. A version of the sequence is generated for each of the two drive field amplitudes, 3 mT and 15 mT (\(\alpha\)). The length of these bars correlates exemplarily drive field excitations at individual time points, which then deflect the LFR from this trajectory. The length of these bars correlates with the excitation amplitude and ticks are drawn in 15 mT increments. One side length equals 40 mT. Type (b) is not exposed to any offsets. Type (c) and (d) have identical FOV boundaries. Image sizes and scales are consistent throughout this work. For demonstration purposes, the density of the trajectories is reduced.

The sequence types differ in the shape of their FOV, depending on the fact if a rotation was applied. Rotating a rectangular dataset necessarily results in a circular sampled area (see Fig. 3 and Fig. 4, far right), whereas for the meander-sequence (Fig. 5) the FOV stays rectangular. To create common ground between different sequence types, the same time length to compare sequence types is chosen, as this reflects the acquisition time. For a generated sequence length of 129 ms at 14.88 kHz, this amounts to 1920 periods for each sequence in this work.

D. Phantoms

The intensity of the signal response of SPIONs scales linearly with the concentration of the tracer [1], [33]. Consequently, the system matrix signal based on the AWMPs needs to be scaled down. One option is to introduce a scaling factor \(\alpha_s\) that scales the phantom concentration vector \(c_p \in [0, 1]^N\) to a realistic value, in order to match the total iron mass within one voxel. \(\alpha_s\) together with a noise addition from a real life receiver system, results in realistic signal spectra. In all undiluted tracer experiments, a targeted tracer concentration of \(c_{\text{target}} = 5\) mgFe mL\(^{-1}\) was used throughout this work. The concentration vector \(c\), which is used to create the phantom spectrum voltage \(\hat{u}_P\) for reconstruction, is expressed by

\[
c = \alpha_s c_p = \frac{V_{\text{target}} c_{\text{target}}}{V_{\text{meas}} c_{\text{meas}}} c_p \tag{4}\n\]

where \(V_{\text{meas}}\) is the volume and \(c_{\text{meas}}\) the concentration of the measured delta sample in the AWMPs. An assumed linear gradient field \(G\), with \(\det G \neq 0\) in T m\(^{-1}\), and a voxel grid vector \(g\) in mT with 3 dimensions, yield the target concentration \(V_{\text{target}}\) in

\[
V_{\text{target}} = \prod_{i=1}^{3} g_i = 64\, \text{nL}, \quad \text{for} \quad G = \begin{pmatrix} -1.25 & 0 & 0 \\ 0 & -1.25 & 0 \\ 0 & 0 & 2.5 \end{pmatrix}, \quad g = \begin{pmatrix} 0.5 \\ 0.5 \\ 1 \end{pmatrix} \tag{5}\n\]
where \( i \) denotes the \( i \)-th entry of the vector. This gradient field results in an exemplary scaling factor of \( \alpha_s = 9.4 \cdot 10^{-4} \), for a volume of 20 \( \mu \)L and a concentration of 17 \( \text{mg Fe/mL} \) as described in Section III-B. Further experiments are performed with a lower phantom concentration \( \epsilon_p \) to create a dilution series for a sensitivity analysis of all sequences types. Due to \( \alpha_s \), the change in \( m \) contributed by a voxel with concentration \( \epsilon_p \) matches the real life magnetic moment change.

A second step involves a noise model to represent realistic MPI receiver noise during reconstruction. Real background noise measurements from a pre-clinical MPI scanner (Bruker, Ettlingen, Germany), utilizing an optimized 42 mm coil [30], are used to select a noise level of \( n' = 70 \cdot 10^{-15} \text{mA}^2 \) for the highest frequency. Using a \( 1/f \) function to model the noise curve results in a higher noise for every frequency compared to the measured reference in [14], guaranteeing a realistic SNR scenario. The TF corrected noise level added during image reconstruction is

\[
\hat{u}'_{\text{noise}} = \frac{n' \zeta}{2\pi T_{\text{f,max}}} T \in \mathbb{C}^K
\]

with \( \zeta \sim \mathcal{CN}(0,1) \) a standard complex normal random variable with zero mean and variance of 1. \( T \in \mathbb{R}_+^K \) contains the period time for each of the \( K \) frequency components and \( T_{\text{f,max}} \) is the period length of the highest frequency in the receiver band. \( \hat{u}'_{\text{noise}} \) will overlay the scaled phantom spectrum \( \hat{u}_p \), as visualized in Fig. 8, during the image reconstruction process. In Fig. 7, four phantoms are shown for original reference.

E. Image Reconstruction

Images are reconstructed using the iterative Kaczmarz method [34], which gives the calculated particle concentration \( c \in \mathbb{R}_+^N \) for \( N \) voxel, solving the linear system of equations

\[
\hat{S} c = \hat{u}_{\text{SNR}}
\]

where \( \hat{u}_{\text{SNR}} \in \mathbb{C}^K \) is a filtered subset of the emulated complex phantom voltage \( \hat{u}_p \) with \( K \) frequency components and \( \hat{S} \in \mathbb{C}^{K \times N} \) is the system matrix in the frequency domain. For reconstruction the chosen least squares problem can be solved

\[
c_{\text{reco}} = \arg\min_{c \in \mathbb{R}_+^N} \| \hat{S} c - \hat{u}_{\text{SNR}} \|_2^2 + \lambda \| c \|_2^2
\]

where \( \| \hat{S} c - \hat{u}_{\text{SNR}} \|_2^2 \) is the data discrepancy term and \( \| c \|_2^2 \) is the penalization term used to dampen large oscillations in the solution. \( c_{\text{reco}} \) is the solution of the concentration distribution, controlled by a relative regularization parameter \( \lambda \in \mathbb{R}_+ \), that blurs the image noise at the cost of spatial resolution. With increasing dilution, the SNR threshold is set higher and both, \( \lambda \) and the number of iterations, increase. Additionally, the SNR selection \( P_{\text{SNR}} \) is subjected to a minimal frequency threshold, acting as a high-pass, to filter out any signal before the first harmonic of the fundamental frequency. A reconstruction diagram is shown in Fig. 8, to visualize necessary steps. Handling noise amplification in images is described in detail in [35]. We note that the solution of (8) in practice leads to better spatial resolutions than the width of the derivative of the particle magnetization curve would predict [36].

As this work contains emulated gradients only, distances in phantoms are best defined in mT. However, to give the reader a better classification of the results, the corresponding dimensions for a gradient as in (5) are given in brackets e.g. 2.0 mT (1.6 mm) in \( x \)- and \( y \)-direction. This same gradient is used for all emulations throughout this work. All phantoms are oriented in \( xy \)-plane. Resulting images are reconstructed with the low resolution system matrix \( \hat{S}_{\text{LR}} \), yielding an image resolution of 61 by 61 pixel, corresponding to a side length of 40.0 mT (24.4 mm). Assuming the gradient field from (5), the fine system matrix \( \hat{S}_{\text{HR}} \), that is used to constitute the phantom spectrum, accounts for an image resolution of 0.5 mT/pixel \( \cdot (1.25 \text{T/m})^{-1} = 0.4 \text{mm/pixel} \). System matrices are denoised to reduce the impact of system matrix noise on the reconstructed image [37].

F. Implementation

Raw data measurements in the AWMPs are controlled by a system software implemented in the open source programming language Julia [38]. It controls the parameter sweep through the chosen \( x \)-offset range and gradually steps up the \( y \)-offset for each excitation combination. The raw data is stored in an extended version of the Magnetic Particle Imaging data format (MDF) [39] and the sequence is afterwards calculated within a custom simulation framework developed in Julia. System matrix reconstructions are based on the MPI reconstruction package developed in [40], accessible under [41].

IV. RESULTS

Results are summarized in two main figures with phantom image reconstructions, one focusing on sensitivity by means of a dilution series (Fig. 9), the other on resolution and FOV shapes (Fig. 10). Reconstruction parameters are individually determined to match the image noise across the different reconstructions.

Fig. 9 shows a dilution series of two phantoms to visually compare the results of different excitation waveforms, amplitudes and sequences, with an undiluted iron concentration of \( \kappa_0 = 5 \text{mg Fe/mL}^{-1} \). The left part of the figure depics a simple two bar phantom (gap in \( x \)-direction), the right part a more intricate vessel phantom with a stenosis in the left branch (see Fig. 7 for originals). For undiluted reconstructions, the shift-radial sequences and the meander sequence with
is excellent. At a dilution of 78 µg FemL
exception of a small region in the center, where resolution
blurring appears towards the edges of the FOV with the
In undiluted reconstructions of the radial sequence, significant
(1:4096, κ)
of the vessel phantom on the right hand side in Fig. 9.
Fine structures are resolved independent of the excitation
high amplitude meander sequence suffers from a low SNR.
Thus, the resolution decreases as sampling becomes sparse.
The radial sequence shows a very fine resolution in the center of the FOV, which deteriorates continuously with increasing radius. As the excitation is rotated without shifting, the center of the FOV is sampled by every pulse, which in turn results in a fine local resolution. This comes with the drawback of losing precision towards the edges of the FOV. A bar-phantom with a 1.0 mT (0.8 mm) gap in y-direction is shown in the center row of Fig. 10, with the associated intensity profile over y in the bottom row. An average of three pixel left and right of the center line is taken to calculate the intensity plot. The reconstruction based on the meander sequence is not able to resolve the two bars in both cases, whereas shift-radial and radial sequences are able to do so. This can be explained by the limitation of Cartesian sequences to be an-isotropic in their nature, as the excitation is oriented solely in one direction. In this work, x is chosen for excitation and therefore a better resolution in x is obtained than in y, as also apparent in the an-isotropic FOV plot in the top row for the meander sequence, independent of using small or large amplitude.
As this rectangle is rotated, only a circle with the diameter of one side length is fully covered. As shown in Fig. 10, the area in between the inner circle with diameter of a side length and a circle with a diameter of a diagonal length, is only occasionally covered by the corner of the rectangular sampling area. Thus, the resolution decreases as sampling becomes sparse.

In Fig. 11 the impact of changing a sequence parameter is shown by comparing shift-radial sequences with different trajectory densities. On the left, the identical system matrix that was used throughout this work for sinusoidal shift-radial reconstructions with $J_{S\text{PR}} = 32$ shifts per rotation was implemented. On the right side, a sequence was generated with $J_{S\text{PR}} = 120$ that has 7200 periods instead of 1920. All other parameters and reconstructions are identical. Results indicate that for a good representation of edges and corners a high density is advantageous.

high excitation amplitude perform very similar, whereas the low amplitude meander sequence suffers from a low SNR. Fine structures are resolved independent of the excitation waveform. This effect becomes more visible with the intricacy of the vessel phantom on the right hand side in Fig. 9. In undiluted reconstructions of the radial sequence, significant blurring appears towards the edges of the FOV with the exception of a small region in the center, where resolution is excellent. At a dilution of 78 µg FemL⁻¹ (1:64, κ₂), the pulsed 3 mT meander sequence starts to lose the ability to resolve any fine structures and for dilutions of 1.2 µg FemL⁻¹ (1:4096, κ₃) it stops to resemble even the rough shape of the original phantom. However, the pulsed 15 mT meander sequence is able to display basic phantom features down to the highest dilution. The shift-radial sequence is able to depict phantom outlines of simple shapes at κ₃ for both, pulsed and sinusoidal excitation. The pulsed excitation for extremely high dilutions of 153 ng FemL⁻¹ (1:32768, κ₄) seems to have a slight advantage over the sinusoidal excitation, being still able to marginally reconstruct a simple phantom whereas the sinusoidal excitation is entirely dominated by system noise. When comparing pulsed sequences with 15 mT amplitude, edges are traced more accurately by the pulsed shift-radial sequence than the meander sequence at dilution κ₃ for the left phantom (row 2 and 3). The sinusoidal radial sequence is able to resolve most structures at κ₂, especially around its center, however it becomes heavily distorted beyond κ₃.

In Fig. 10, the characteristic FOVs of all sequences are visualized using a phantom that extends over the full image width (40 mT). For the meander sequence, the FOV spans to the out-most LFR boundaries (36 × 30 mT²). Shift-radial is confined with full resolution to the radius of its shift amplitude (inner circle, 15 mT), although this extends with $\sqrt{2}$ to a second region of slightly degraded reconstruction ability (dashed, white line). The shift in excitation, which can be described as a pulse line, results in a rectangular shaped sampling area.
Fig. 9. Dilution series emulation for two excitation waveforms and three different sequence types. Iron concentration \( \kappa_0 \) of 5 mgFe mL\(^{-1}\), which is diluted from left to right, for two different phantoms. On the left, the phantom consists of two rectangles with a gap of 2.0 mT (1.6 mm) in x-direction, whereas the right side depicts a vessel phantom with a stenosis towards the left branch (originals in Fig. 7). Reconstruction parameters are individually determined, to yield comparable noise in the image domain. System matrices are denoised and the intensity is normalized to 1 within each image. Highlighted in orange are reconstructions of similar quality, produced by the identical sequence but differing in excitation waveform and dilution. All images span 40 \( \times \) 40 mT\(^2\) (24.4 \( \times \) 24.4 mm\(^2\)), sequence trajectories are shown to scale in Fig. 6.

In a final result in Fig. 12, the effect that phase information from within our measured data has on resolution, is isolated by creating an immobile sequence without any shifted or rotated components in the trajectory. This can be done by setting the shift amplitude and step resolution to zero and the repetitions to 1920 periods, so the time length is identical to all other sequences. The lack of any focus-field movement implies that the LFR is solely moved by the excitation waveform along a single line in \( x \), resulting in a 30 mT FOV line (dashed, white line). Shown in Fig. 12 are reconstructions based on pulsed and sinusoidal data, which are both capable of restoring a simple pattern in the FOV. The elliptic outline of this area is shaped similar to the outline of the ISI plots of raw data in Fig. 3 and 4 for pulsed and sinusoidal data respectively.

V. DISCUSSION

By combining a shifting focus field with a rotating drive field of large amplitude, the proposed shift-radial sequence overcomes previous limitations in amplitude and acquisition time for pulsed rectangular excitations. Shift-radial sequences provide an alternative to Cartesian sampling schemes, due to their ability to resolve 1.0 mT gaps (0.8 mm for a gradient of \((-1.25, -1.25, 2.5)\) Tm\(^{-1}\)) and their spatially isotropic sampling trajectory. Furthermore, pulsed excitation seems to bear a slight advantage in sensitivity compared to sinusoidal excitation for the identical shift-radial sequence, if the two images marked in orange in Fig. 9 are considered reconstructions of the same quality. Note that a factor of 10\(^3\) distinguishes column 3 from 4. The basis of this advantage lies in the simultaneous response of many spatial positions, resulting in a better SNR. The magnitude of this advantage becomes visible at higher dilutions only, and it depends on the phantom or on the medical application. The more homogeneous the distribution of SPIONs (e.g. perfusion imaging), the higher seems the advantage of pulsed excitation in contrast to the accumulation of tracer material in a bulk (e.g. stem cell tracking).

The drive field frequency was chosen to be 14.88 kHz as this is the upper limitation of the amplifier to produce a clean waveform with rise-times around 3 µs. The relaxation behaviour of the used tracer (Perimag, Fig. 2) allows the use of 14.88 kHz in this work, due to its quick relaxation. Two points need to be clarified regarding this choice: First, tracers need to be asserted individually and measurement parameters such as frequency and rise time would need to be adapted for larger particles to match their relaxation. Tay et al. proposed the pulsed excitation scheme for large particles beyond a specific size of about 28 nm [23], [42]...
to circumvent limiting relaxation effects and improve resolution. The so called “relaxation wall” blurs the MPI image, as particles do not follow the Langevin model [22], and the optimum predicted resolution cannot be achieved [43], [44]. One precondition in order to reach optimum resolution for any particle system is to ensure that the particle magnetization is sufficiently saturated to generate a strong signal, which sets an upper limit to the excitation frequency. The second point is that due to the quick relaxation of Perimag and the sigmoid-shaped excitation, which differs from an idealized rectangle, a small time-shift is observable in the raw data, as shown in Fig. 2 on the left. Therefore, the phase information of the signal is distinguishable within the measured raw
data, despite our assumption that all phase information is lost by pulsed excitation. Due to this fact, the following argument needs to be considered: Results in Fig. 9, 10 and 11 show the combined effect of pulsed excitation including phase and the effect of the sequence trajectory for system matrix reconstruction. A separation of individual contributions is not possible with our measurement data. Ultimately, system matrix reconstruction of pulsed sequences with high amplitude combine the benefit in the SNR and profit from any phase information within the particle response. This holds true for meander as well as shift-radial sequences and explains why a meander sequence with 15 mT amplitude performs similar compared to the pulsed shift-radial sequence (Fig. 9, rows 2 and 3) for our measurement data and using system matrix reconstruction. Shift-radial sequences profit from phase information, but they would be capable to restore basic phantom features even without any phase information, similar to a Radon transform [32]. For an ideal rectangular excitation (no phase discrimination) Cartesian meander sequences depend on a small excitation amplitude for achieving high resolution. For this reason a low amplitude (1 mT) was chosen in previous works [23] to guarantee a small sampling kernel and sustain high resolution, with the draw back of a low SNR.

The sole benefit due to phase information for pulsed and sinusoidal raw data can be identified in Fig. 12. Surprisingly, basic phantom features are resolved by the reconstruction based on pulsed raw data, which can only be attributed to phase information as there is no additional information provided by means of a sequence trajectory. Edges of the squares along the white FOV line are slightly better shaped for sinusoidal data, when the intensity profiles along the x-center line are compared. However, the pulsed reconstruction clearly separates all 5 squares, relying only on the small time-shift that is induced in the raw signal, as shown in Fig. 2 on the left. If this holds true for larger particle systems remains to be proven. As a consequence, system matrix reconstruction may be able to sustain basic resolution even for large single-core particles, if the Nyquist criterion is not violated during waveform slopes (rise-time). Resolution improvements of pulsed excitation compared to sinusoidal excitation were neither observed nor expected for the given tracer and measurement parameters. However, the proposed shift-radial imaging sequence and reconstruction method does not make any assumptions on the particle size and thus we predict that it generalizes to different relaxations and larger particles, if individual particle dynamics are heeded and an equilibrium state is reached.

Concerning our implemented methods, the noise added during sequence generation, as well as the noise added during image reconstruction, are overestimated and higher than in a well designed scanner system. While rectangular excitation can be superior for large particles, the results in this work could not assert a clear advantage for standard MPI tracers with a size lower than the relaxation wall. In fact, sinusoidal excitation seems superior at high concentrations, as it is less prone to artifacts at the edges of the FOV. The signal intensity for each spatial position is linked to the derivative of the excitation field at the time the LFR passes [45].

For sinusoidal excitation this leads to an attenuation of the signal at the FOV border, which is lower for pulsed sequences. This attenuation may help avoiding artifacts at the hard cut off at the end of the circular FOV for the presented radial-shift sequences. Sinusoidal drive fields performed equally in almost all regards throughout this study, hence the effort for a pulsed non-resonant scanner may only be reasonable for larger particle systems. Further research on the application of the proposed method to large single-core particles has to be done. Improvements may be limited by peripheral nerve stimulation and the specific absorption rate, reducing the advantage of high drive field amplitudes for in-vivo imaging in large animals or humans. Also, the optimum frequency-amplitude combination for shift-radial and the choice of sequence parameters to trade off resolution and acquisition speed need to be investigated.

Although rectangular excitation patterns did not outperform the sinusoidal ones for medium-sized MPI particles in this work, they certainly have the potential to improve MPI not only for large particles. By allowing to vary the excitation frequency as an adjustable hardware parameter, one can tailor the excitation pattern to the currently used particle system, giving maximum flexibility. Potentially, this allows optimizing the contrast in multi-contrast MPI applications, e.g. for discriminating different particle sizes [17].
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