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Abstract. We consider the case of scattering by several obstacles in \( \mathbb{R}^d \) for \( d \geq 2 \). In this setting the absolutely continuous part of the Laplace operator \( \Delta \) with Dirichlet boundary conditions and the free Laplace operator \( \Delta_0 \) are unitarily equivalent. For suitable functions that decay sufficiently fast we have that the difference \( g(\Delta) - g(\Delta_0) \) is a trace-class operator and its trace is described by the Krein spectral shift function. In this paper we study the contribution to the trace (and hence the Krein spectral shift function) that arises from assembling several obstacles relative to a setting where the obstacles are completely separated. In the case of two obstacles, we consider the Laplace operators \( \Delta_1 \) and \( \Delta_2 \) obtained by imposing Dirichlet boundary conditions only on one of the objects. Our main result in this case states that then \( g(\Delta) - g(\Delta_1) - g(\Delta_2) + g(\Delta_0) \) is a trace-class operator for a much larger class of functions (including functions of polynomial growth) and that this trace may still be computed by a modification of the Birman-Krein formula. In case \( g(x) = x^{\frac{1}{2}} \) the relative trace has a physical meaning as the vacuum energy of the massless scalar field and is expressible as an integral involving boundary layer operators. Such integrals have been derived in the physics literature using non-rigorous path integral derivations and our formula provides both a rigorous justification as well as a generalisation.

1. INTRODUCTION

Let \( d \geq 2 \) and let \( \mathcal{O} \) be an open subset in \( \mathbb{R}^d \) with compact closure and smooth boundary \( \partial\mathcal{O} \). The (finitely many) connected components will be denoted by \( \mathcal{O}_j \) with some index \( j \). We will think of these as obstacles placed in \( \mathbb{R}^d \). Removing these obstacles from \( \mathbb{R}^d \) results in a non-compact open domain \( M = \mathbb{R}^d \setminus \mathcal{O} \) with smooth boundary \( \partial M \), which is the disjoint union of connected components \( \partial\mathcal{O}_j \). We will assume throughout that \( M \) is connected.

The positive Laplace operator \( \Delta \) on \( \mathbb{R}^d \) with Dirichlet boundary conditions at \( \partial\mathcal{O} \) is by definition the self-adjoint operator constructed from the energy quadratic form with Dirichlet boundary conditions

\[
q_D(\phi, \phi) = \langle \nabla \phi, \nabla \phi \rangle_{L^2(\mathbb{R}^d)}, \quad \text{dom}(q_D) = \{ \phi \in H^1(\mathbb{R}^d) \mid \phi|_{\partial\mathcal{O}} = 0 \}. \tag{1}
\]

The Hilbert space \( L^2(\mathbb{R}^d) \) splits into an orthogonal sum \( L^2(\mathbb{R}^d) = L^2(\mathcal{O}) \oplus L^2(M) \) and the Laplace operator leaves each subspace invariant. In fact, the spectrum of the Laplacian on \( L^2(\mathcal{O}) \) is discrete, consisting of eigenvalues of finite multiplicity, whereas the spectrum on \( L^2(M) \) is purely absolutely continuous. The above decomposition is therefore also the decomposition into absolutely continuous and pure point spectral subspaces. In this paper we are interested in the fine spectral properties of the Laplace operator on \( L^2(M) \) but it will be convenient for notational purposes to consider instead the Laplace operator
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on $L^2(\mathbb{R}^d)$ with Dirichlet boundary conditions imposed on $\partial \mathcal{O}$ as defined above. Let us denote by $\Delta_0$ the Laplace operator on $L^2(\mathbb{R}^d)$ without boundary conditions. Scattering theory relates the continuous spectrum of the operator $\Delta$ to that of the operator $\Delta_0$. A full spectral decomposition of $\Delta$ analogous to the Fourier transform in $\mathbb{R}^d$ can be achieved for $\Delta$. The discrete spectrum of $\Delta$ consists of eigenvalues of the interior Dirichlet problem on $\mathcal{O}$ and the continuous spectrum is described by generalised eigenfunctions $E_\lambda(\Phi)$. We now explain the well known spectral decompositions in more detail. A similar description as below is true in the more general black-box formalism in scattering theory as introduced by Sjöstrand and Zworski [33] and follows from the meromorphic continuation of the resolvent and its consequences. The exposition below follows [34] and we refer the reader to this article for the details of the spectral decomposition.

There exists an orthonormal basis $(\phi_j)$ in $L^2(\mathcal{O})$ consisting of eigenfunctions of $\Delta$ and a family of generalised eigenfunctions $E_\lambda(\Phi)$ on $M$ indexed by functions $\Phi \in C^\infty(\mathbb{S}^{d-1})$ such that

$$\Delta \phi_j = \lambda_j^2 \phi_j, \quad \phi_j|_{\partial \mathcal{O}} = 0, \quad \phi_j \in C^\infty(\overline{\mathcal{O}}),$$

$$\Delta E_\lambda(\Phi) = \lambda^2 E_\lambda(\Phi), \quad E_\lambda(\Phi)|_{\partial \mathcal{O}} = 0, \quad E_\lambda(\Phi) \in C^\infty(\overline{M}),$$

with

$$E_\lambda(\Phi) = e^{-i\lambda r} \Phi + \frac{e^{i\lambda r}}{r^{d-1}} e^{-\frac{i}{2}(d-1)\tau} \circ S_\lambda(\Phi) + O(r^{-\frac{d+1}{2}}) \quad (2)$$

as $r \to \infty$ for any $\lambda > 0$. Here $\tau : C^\infty(\mathbb{S}^{d-1}) \to C^\infty(\mathbb{S}^{d-1})$, $\tau \Phi(\theta) = \Phi(-\theta)$ is the antipodal map and the scattering operator $S_\lambda : C^\infty(\mathbb{S}^{d-1}) \to C^\infty(\mathbb{S}^{d-1})$ is implicitly determined by the above asymptotic. The generalised eigenfunctions $E_\lambda(\Phi)$ together with the eigenfunctions $\phi_j$ provide the full spectral resolution of the operator $\Delta$. We define the eigenvalue counting function $N_\mathcal{O}(\lambda)$ of $\mathcal{O}$ by $N_\mathcal{O}(\lambda) = \#\{\lambda_j \mid \lambda_j \leq \lambda\}$. The scattering matrix is a holomorphic function in $\lambda$ on the upper half space and it is of the form $S_\lambda = \text{id} + A_\lambda$, where $A_\lambda$ is a holomorphic family of smoothing operators on $\mathbb{S}^{d-1}$. It can be shown that $A_\lambda$ extends to a continuous family of trace-class operators on the real line and one has the following estimate on the trace norm

$$\|A_\lambda\|_1 = \left\{ \begin{array}{ll} O(\lambda^{d-2}) & \text{for } d \geq 3, \\ O\left(\frac{1}{\log|\lambda|}\right) & \text{for } d = 2 \end{array} \right. \quad (3)$$

for all $|\lambda| < \frac{1}{2}$ in a fixed sector in the logarithmic cover of the complex plane, c.f. [34, Theorem 1.11] or [6, Lemma 2.5] in case $d \geq 3$. In fact $A_\lambda$ extends to a meromorphic family on the entire complex plane in case $d$ is odd. It extends to a meromorphic family on the logarithmic cover of the complex plane in case $d$ is even, and in this case there may be logarithmic terms in the expansion about the point $\lambda = 0$. The behaviour near $\lambda = 0$ is conveniently described by the fact that $A_\lambda$ is Hahn-holomorphic near zero in any fixed sector of the logarithmic cover of the complex plane (see Appendix B).

It follows that the Fredholm determinant $\text{det}(S_\lambda)$ is well defined, holomorphic in $\lambda$ in this sector, and for any choice of branch of the logarithm, we have that

$$\frac{d}{d\lambda} \log \text{det}(S_\lambda) = \text{Tr}(S_\lambda^{-1} \frac{d}{d\lambda} S_\lambda), \quad (4)$$
for \( \lambda \) at which \( \det(S_\lambda) \) is non-zero. Moreover from (3) one obtains, \( \det(S_\lambda) = 1 + O(\lambda) \) for \( |\lambda| < 1 \) and \( \operatorname{Im}(\lambda) > 0 \) if \( d \geq 3 \). In case \( d = 2 \) we have \( \det(S_\lambda) = 1 + O(\frac{1}{\log|\lambda|}) \) for \( |\lambda| < 1 \) and \( \operatorname{Im}(\lambda) > 0 \). Since \( S_\lambda \) is unitary on the positive real axis this allows one to fix a unique branch for the logarithm on the positive real line. Equation (4) is well known for holomorphic families of matrices but can easily be shown to extend to the Fredholm determinant, for example by using Theorem 3.3 and Theorem 6.5 in [32]. The general Birman-Krein formula [4] relates the spectral functions of two operators under the assumption that the difference of certain powers of the resolvent is trace-class. It has been observed by Kato and Jensen [17] that this formalism applies to obstacle scattering. In this context the Birman-Krein formula states that if \( f \) is an even Schwartz function then

\[
\operatorname{Tr} \left( f(\Delta^\frac{3}{2}) - f(\Delta^\frac{3}{2}_0) \right) = -\int_0^\infty f'(\lambda)\xi_O(\lambda)d\lambda,
\]

(5)

where the Krein spectral shift function \( \xi_O(\lambda) \) is given by

\[
\xi_O(\lambda) = \frac{1}{2\pi i} \log \det(S_\lambda) + N_O(\lambda).
\]

(6)

This formula is well known. It is stated for even and compactly supported functions in [17] (see also the textbook [35, Ch. 8] for in case \( d = 3 \)) but has been generalised to the case of conical manifolds without boundary in [6]. A direct proof of the stated formula can be inferred from the Birman-Krein formula as stated and proved in [34]. There has been significant interest in the asymptotics of the scattering phase and the corresponding Weyl law and its error term starting with the work by Majda and Ralston [22] and subsequent papers proving Weyl laws in increasing generality. We mention here the paper by Melrose [25] establishing the Weyl law for the spectral shift function for smooth obstacles in \( \mathbb{R}^d \) in odd dimensions, and Parnovski who establishes the result for manifolds that are conic at infinity [29] and possibly have a compact boundary. The Krein-spectral shift function is related to the \( \zeta \)-regulated determinant of the Dirichlet to Neumann operator \( \mathcal{N}_\lambda \), which is the sum of the interior and the exterior Dirichlet to Neumann operator of the obstacle \( \mathcal{O} \). We have

\[
\xi_O(\lambda) = \lim_{\epsilon \to 0^+} \arg \det \zeta \mathcal{N}_{\lambda+i\epsilon}.
\]

(7)

This was proved in a quite general context by Carron in [5]. A similar formula involving the double layer operator instead of the single layer operator is proved for planar exterior domains by Zelditch in [36], inspired by the work of Balian and Bloch [1] in dimension 3, and also of Eckmann and Pillet [8] in the case of planar domains in dimension 2. It is worth noting that a representation of the scattering matrix that allows to reduce the computation of the spectral shift function to the boundary appears implicitly in their proof of inside-outside duality for planar domains [9]. In a more general framework of boundary triples, formulae that somewhat resemble this one were proved more recently in [12], although this paper does not use the \( \zeta \)-regularised determinant.

1.1. Setting. In the present paper we investigate the contribution to the spectral shift from assembling the objects \( \mathcal{O} \) from individual objects \( \mathcal{O}_j \). If \( \partial\mathcal{O}_j \) are the \( N \) connected components of the boundary we define the following self-adjoint operators on \( L^2(\mathbb{R}^d) \):
\[ \Delta = \text{the Laplace operator with Dirichlet boundary conditions on } \partial \Omega \text{ as defined before.} \]
\[ \Delta_j = \text{the Laplace operator with Dirichlet boundary conditions on } \partial \Omega_j \quad (1 \leq j \leq N). \]
\[ \Delta_0 = \text{the "free" Laplace operator on } \mathbb{R}^d \text{ with domain } H^2(\mathbb{R}^d). \]

We are now interested in the following relative trace
\[ \text{Tr} \left( f(\Delta^2) - f(\Delta^2_0) - \sum_{j=1}^{N} \left( f(\Delta^2_j) - f(\Delta^2_0) \right) \right) \]
\[ = \text{Tr} \left( f(\Delta^2) - \sum_{j=1}^{N} f(\Delta^2_j) + (N - 1) f(\Delta^2_0) \right), \]
which is the trace of the operator
\[ D_f = f(\Delta^2) - f(\Delta^2_0) - \sum_{j=1}^{N} \left( f(\Delta^2_j) - f(\Delta^2_0) \right). \]

If \( f \) is an even Schwartz function the Birman-Krein formula applies and we simply have
\[ \text{Tr} (D_f) = -\int_0^\infty \left( \xi_O(\lambda) - \sum_{j=1}^{N} \xi_O_j(\lambda) \right) f'(\lambda) d\lambda. \]

We therefore define the relative spectral shift function
\[ \xi_{\text{rel}}(\lambda) = \left( \xi_O(\lambda) - \sum_{j=1}^{N} \xi_O_j(\lambda) \right). \]

The contributions of \( N_O \) and \( N_{O_j} \) in the relative spectral shift function cancel and
\[ \xi_{\text{rel}}(\lambda) = \frac{1}{2\pi i} \log \left( \frac{\det S_{\lambda}}{\det(S_{\lambda,1}) \cdots \det(S_{\lambda,N})} \right), \quad (8) \]
where \( S_{j,\lambda} \) are the scattering matrices of \( \Delta_j \), i.e. associated to the objects \( O_j \). This shows that \( \xi_{\text{rel}} \) is a holomorphic function near the positive real axis and that \( \xi'_{\text{rel}} \) has a meromorphic continuation to the logarithmic cover of the complex plane. In particular the restriction of \( \xi_{\text{rel}}(\lambda) \) to \( \mathbb{R} \) is continuous.

Our main results are concerned with the properties of the operators \( f(\Delta^2) - f(\Delta^2_0) \) and \( D_f \) for a class of functions \( f \) that is much larger than the class usually admissible in the Birman-Krein formula. In order to state the main theorems let us first introduce this class of functions.

Assume \( 0 < \epsilon \leq \pi \) and let \( \mathcal{S}_\epsilon \) be the open sector
\[ \mathcal{S}_\epsilon = \{ z \in \mathbb{C} \mid z \neq 0, |\arg(z)| < \epsilon \}. \]
We define the following spaces of functions. The space \( E_\epsilon \) will be defined by

\[
E_\epsilon = \{ f : \mathcal{S}_\epsilon \to \mathbb{C} \mid f \text{ is holomorphic in } \mathcal{S}_\epsilon, \exists \alpha > 0, \forall \epsilon_0 > 0, |f(z)| = O(|z|^{\alpha})e^{\epsilon_0|z|}\}.
\]

Here the bound implied by the “big O” notation is on the entire sector. In particular, functions in \( E_\epsilon \) are of order \( O(|z|^a) \) as \( |z| \to 0 \) for some \( a > 0 \) and bounded by an exponential as \( |z| \to \infty \).

**Definition 1.1.** We define the space \( \mathcal{P}_\epsilon \) as the set of functions in \( E_\epsilon \) whose restriction to \([0, \infty)\) is polynomially bounded and that extend continuously to the boundary of \( \mathcal{S}_\epsilon \) in the logarithmic cover of the complex plane.

**Remark 1.2.** Reference to the logarithmic cover of the complex plane is only needed in case \( \epsilon = \pi \). In this case functions in \( \mathcal{P}_\pi \) are required to have continuous limits from above and below on the negative real axis. We do not however require that these limits coincide.

The space \( \mathcal{P}_\epsilon \) contains in particular \( f(z) = z^a, \ a > 0 \) for any \( 0 < \epsilon \leq \pi \).

When working with the Laplace operator it is often convenient to change variables and use \( \lambda^2 \) as a spectral parameter. For notational brevity we therefore introduce another class of functions as follows.

**Definition 1.3.** The space \( \mathcal{\tilde{P}}_\epsilon \) is defined to be the space of functions \( f \) such that \( f(\lambda) = g(\lambda^2) \) for some \( g \in \mathcal{P}_\epsilon \).

For \( 0 < \epsilon \leq \pi \) we also define the contours \( \Gamma_\epsilon \) in the complex plane as the boundary curves of the sectors \( \mathcal{S}_\epsilon \). In case \( \epsilon = \pi \) the contour is defined as a contour in the logarithmic cover of the complex plane. We also let \( \tilde{\Gamma}_\epsilon \) be the corresponding contour after the change of variables \( z \mapsto z^2 \), i.e. the pre-image in the upper half space under this map of \( \Gamma_\epsilon \). \( \tilde{\Gamma}_\epsilon \) is the boundary curve of \( \mathcal{D}_{\epsilon/2} \), where the sector \( \mathcal{D}_\epsilon \) is defined by

\[
\mathcal{D}_\epsilon := \{ z \in \mathbb{C} \mid \epsilon < \arg(z) < \pi - \epsilon \}.
\]

These sectors and contours are illustrated below.
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1.2. Main results. Our first result is about the behaviour of the integral kernel of 
\( f(\Delta^{1/2}) - f(\Delta^{1/2}_0) \) away from the object \( \mathcal{O} \).

**Theorem 1.4.** Suppose that \( \Omega \subset M \) is an open subset of \( M \) such that \( \text{dist}(\Omega, \mathcal{O}) > 0 \).

Suppose \( f \in \tilde{P}_\epsilon \) for some \( 0 < \epsilon \leq \pi \). Assume that \( a > 0 \) is chosen such that near \( \lambda = 0 \) we have \( |f(\lambda)| = O(|\lambda|^a) \). Let \( p_\Omega \) be the multiplication operator with the indicator function of \( \Omega \). Then, the operator \( p_\Omega \left( f(\Delta^{1/2}) - f(\Delta^{1/2}_0) \right) p_\Omega \) extends to a trace-class operator \( T_f : L^2(\Omega) \to L^2(\Omega) \) with smooth integral kernel \( k_f \in C^\infty(\Omega \times \Omega) \). Moreover,

\[
\text{Tr}(T_f) = \int_{\Omega} k_f(x,x)dx.
\]

For large \( \text{dist}(x, \partial \mathcal{O}) \) we have

\[
|k_f(x,x)| \leq \frac{C_\Omega}{(\text{dist}(x, \partial \mathcal{O}))^{2d-2+a}}
\]

where the constant \( C_\Omega \) depends on \( \Omega \) and \( f \).

It is not hard to see that in general the operator \( f(\Delta^{1/2}) - f(\Delta^{1/2}_0) \) is not trace-class in the case \( \mathcal{O} \neq \emptyset \) and the above trace is dependent on the cut-off \( p_\Omega \). The main result of this paper however is that \( D_f \) is trace-class and a modification of the Birman-Krein formula applies to a rather large class of functions. We prove that \( D_f \) is densely defined and bounded and therefore extends uniquely to the entire space by continuity. We will not distinguish this unique extension notationally from \( D_f \).

**Theorem 1.5.** Suppose that \( f \in \tilde{P}_\epsilon \) for some \( 0 < \epsilon \leq \pi \). Then the operator \( D_f \) is trace-class in \( L^2(\mathbb{R}^d) \) and has integral kernel

\[
\kappa_f \in C^\infty(\overline{\mathcal{O}} \times \overline{\mathcal{O}}) \oplus C^\infty(M \times M) \oplus C^\infty(\overline{\mathcal{O}} \times M) \oplus C^\infty(M \times \overline{\mathcal{O}}).
\]

Moreover, the trace is given by

\[
\text{Tr}(D_f) = \int_{\mathbb{R}^d} \kappa_f(x,x)dx.
\]

**Theorem 1.6.** Let \( \delta = \min_j \delta \text{dist}(\mathcal{O}_j, \mathcal{O}_k) \) be the minimal distance between distinct objects and let \( 0 < \delta' < \delta \). Then there exists a unique function \( \Xi \), holomorphic in the upper half space, such that

(1) \( \Xi' \) has a meromorphic extension to the logarithmic cover of the complex plane, and to the complex plane in case \( d \) is odd.

(2) for any \( \epsilon > 0 \) there exists \( C_{\delta', \epsilon} > 0 \) with

\[
|\Xi'(\lambda)| \leq C_{\delta', \epsilon} e^{-\delta' \text{Im}(\lambda)}, \quad \text{if} \quad \text{Im}(\lambda) \geq \epsilon |\lambda|,
\]

\[
|\Xi(\lambda)| \leq C_{\delta', \epsilon} e^{-\delta' \text{Im}(\lambda)}, \quad \text{if} \quad \text{Im}(\lambda) \geq \epsilon |\lambda|.
\]

(3) for \( \lambda > 0 \) we have

\[
\frac{1}{\pi} \text{Im} \Xi(\lambda) = -\frac{i}{2\pi} (\Xi(\lambda) - \Xi(-\lambda)) = -\xi_{\text{rel}}(\lambda).
\]
(4) if $f \in \tilde{P}_\epsilon$ for some $0 < \epsilon \leq \pi$, then
\[ \text{Tr}(D_f) = \frac{i}{2\pi} \int_{\tilde{\Gamma}_\epsilon} \Xi(\lambda) f'(\lambda) d\lambda. \]

We note here that the right hand side of the Birman-Krein formula is not well defined for these functions since neither $\xi_{rel}(\lambda)$ nor $\xi'_{rel}(\lambda)$ are in $L^1(\mathbb{R}_+)$ in general: it follows from the wave trace expansion of [2] that the cosine transform of $\xi_{rel}(\lambda)$ may have a discontinuity at lengths of non-degenerate simple bouncing ball orbits. This happens for example for two spheres.
The function $\Xi$ can be explicitly given in terms of boundary layer operators. Let $Q_{\lambda}$ be the usual single layer operator on the boundary $\partial \mathcal{O}$ (see Section 2). One can define the "diagonal part" $\tilde{Q}_{\lambda}$ of this operator by restricting the integral kernel to the subset
\[ \bigcup_{j=1}^{N} \partial \mathcal{O}_j \times \partial \mathcal{O}_j \subset \partial \mathcal{O} \times \partial \mathcal{O}, \]
thus excluding pairs of points on different connected components of $\partial \mathcal{O}$ (see Section 3 for more details). We then have

**Theorem 1.7.** The operator $Q_{\lambda} \tilde{Q}_{\lambda}^{-1} - 1$ is trace-class and
\[ \Xi(\lambda) = \log \det \left( Q_{\lambda} \tilde{Q}_{\lambda}^{-1} \right). \]

Since, by (3) of Theorem 1.6, $-\frac{1}{\pi} \Im \Xi(\lambda) = \xi_{rel}(\lambda)$ this theorem also yields a gluing formula for the spectral shift function in the sense that $\xi(\lambda)$ is expressed as the spectral shift function of the individual objects plus a term that is expressed in terms of boundary layer operators.

In particular, for $s \in \mathbb{C}$ with $\Re(s) > 0$ we may choose $\epsilon = \pi$, $g(\lambda) = \lambda^s$ and $f(\lambda) = g(\lambda^2)$ as before. As the branch cut for $g$ was taken to be the negative real axis, $f$ is in general discontinuous along the imaginary axis. Evaluating the contour integral from Theorem 1.6 (4) now gives the formula
\[ \text{Tr} \left( \Delta^s - \sum_{j=1}^{N} \Delta_j^s + (N-1) \Delta_0^s \right) = \frac{2s}{\pi} \sin(\pi s) \int_0^\infty \lambda^{2s-1} \Xi(i\lambda) d\lambda, \quad (10) \]
which for $s = \frac{1}{2}$ specialises to
\[ \text{Tr} \left( \Delta^{\frac{1}{2}} - \sum_{j=1}^{N} \Delta_j^{\frac{1}{2}} + (N-1) \Delta_0^{\frac{1}{2}} \right) = \frac{1}{\pi} \int_0^\infty \Xi(i\lambda) d\lambda. \quad (11) \]

Since the operators $\Delta^{\frac{1}{2}}$ are unbounded it may come as a surprise that the linear combination in the above formula is trace-class.

Our method of proof is to reduce the computations to the boundary using single and double layer operators. Some of the ingredients, namely a polynomial bound of the Dirichlet-to-Neumann operator (Corollary 2.7) and on the inverse of the single layer operator (Corollary 2.8), both in a sector of the complex plane, may be interesting in their own right. Similar estimates for the Dirichlet-to-Neumann map in the complex
plane have been proved in [21] (see also [3]). Recently there has been interest in bounds on the Dirichlet-to-Neumann operator and layer potentials and their inverses on the real line (see e.g. [13]).

1.3. Applications in Physics. The left hand side of (11) has an interpretation in the physics of quantum fields. It is the vacuum energy of the free massless scalar field of the assembled objects relative to the objects being separated. This energy is used to compute Casimir forces between objects and the above formula provides a formula for the forces in terms of the function $\Xi$ which can be constructed out of the scattering matrix. We note that the right hand side of Eq.(11) was used to compute Casimir energies between objects, which was an important development that lead to more efficient numerical algorithms. We would like to refer to [18] and references therein. This approach uses a formalism that relates the Casimir energy to a determinant computed from boundary layer operators. Such determinant formulae result in finite quantities that do not require further regularisation and have been obtained and justified in the physics literature [11, 10, 19, 20, 26, 30]. These justifications and derivations are largely formal and involve cut-offs, regularisation procedures and also ill defined path integrals. Our work therefore make these statements mathematically rigorous and generalises them.

2. Layer potentials

The Green’s function for the Helmholtz equation, i.e. the integral kernel of the resolvent $(\Delta_0 - \lambda^2)^{-1}$ will be denoted by $G_{\lambda,0}$. We have explicitly,

$$G_{\lambda,0}(x, y) = \frac{i}{4} \left( \frac{\lambda}{2\pi|x-y|} \right)^\frac{d-2}{2} H_{\frac{d+1}{2}}^{(1)}(\lambda|x-y|).$$

(12)

Here $H_{\alpha}^{(1)}$ denotes the Hankel function of the first kind of order $\alpha$ (see Appendix A). In particular, in dimension three:

$$G_{\lambda,0}(x, y) = \frac{1}{4\pi} \frac{e^{i\lambda|x-y|}}{|x-y|}.$$  

As usual we identify integral kernels and operators, so that $G_{\lambda,0}$ coincides with the resolvent $(\Delta_0 - \lambda^2)^{-1}$ for $\text{Im}(\lambda) > 0$. Note that in case the dimension $d$ is even the above Hankel function fails to be analytic at zero. In that case one can however write

$$G_{\lambda,0} = \tilde{G}_{\lambda,0} + F_{\lambda} \lambda^{d-2} \log(\lambda),$$

where $\tilde{G}_{\lambda,0}$ is an entire family of operators $H_{\text{comp}}^s(\mathbb{R}^d) \to H_{\text{loc}}^{s+2}(\mathbb{R}^d)$ and $F_{\lambda}$ is an entire family of operators with smooth integral kernel

$$F_{\lambda}(x, y) = \frac{1}{2i}(2\pi)^{-(d-1)} \int_{S^{d-1}} e^{i\lambda\theta(x-y)} d\theta,$$

that is even in $\lambda$, c.f. [24] Ch. 2. Moreover we have that

$$G_{-\lambda,0}(x, y) = \overline{G_{\lambda,0}(x, y)} \quad \text{for} \quad \lambda > 0.$$  

(13)

The single and double layer potential operators are continuous maps

$$\mathcal{S}_{\lambda} : C^\infty(\partial\mathcal{O}) \to C^\infty(\overline{\mathcal{O}}) \oplus C^\infty(\overline{\mathcal{M}}) \subset C^\infty(\mathbb{R}^d \setminus \partial\mathcal{O})$$
Proposition 2.1. The maps
\[ \mathcal{D}_\lambda: C^\infty(\partial \mathcal{O}) \to C^\infty(\overline{\mathcal{O}}) \oplus C^\infty(\overline{\mathcal{M}}) \subset C^\infty(\mathbb{R}^d \setminus \partial \mathcal{O}), \]
given by
\[ S_\lambda f(x) = \int_{\partial \mathcal{O}} G_{\lambda,0}(x,y) f(y)d\sigma(y), \]
\[ \mathcal{D}_\lambda f(x) = \int_{\partial \mathcal{O}} (\partial_{\nu,y} G_{\lambda,0}(x,y)) f(y)d\sigma(y), \]
where \( \partial_{\nu,y} \) denotes the outward normal derivative and \( \sigma \) is the surface measure. We also define \( Q_\lambda : C^\infty(\partial \mathcal{O}) \to C^\infty(\partial \mathcal{O}) \) and \( K_\lambda : C^\infty(\partial \mathcal{O}) \to C^\infty(\partial \mathcal{O}) \) by
\[ Q_\lambda f(x) = \int_{\partial \mathcal{O}} G_{\lambda,0}(x,y) f(y)d\sigma(y), \]
\[ K_\lambda f(x) = \int_{\partial \mathcal{O}} (\partial_{\nu,y} G_{\lambda,0}(x,y)) f(y)d\sigma(y). \]
Let as usual \( \gamma^+ \) denote the exterior restriction map \( C^\infty(\overline{\mathcal{M}}) \to C^\infty(\partial \mathcal{O}) \) and \( \partial_{\nu}^- : C^\infty(\mathcal{M}) \to C^\infty(\partial \mathcal{O}) \) the restriction of the inward pointing normal derivative. Similarly, \( \gamma^- \) denotes the interior restriction map \( C^\infty(\overline{\mathcal{O}}) \to C^\infty(\partial \mathcal{O}) \) and \( \partial_{\nu}^+ : C^\infty(\overline{\mathcal{O}}) \to C^\infty(\partial \mathcal{O}) \) the restriction of the outward pointing normal derivative. If \( w \) is a function in \( C^\infty(\overline{\mathcal{M}}) \) with \( (\Delta - \lambda^2)w = 0 \) such that either
(a) \( \text{Im } \lambda > 0 \) and \( w \in L^2(\mathcal{M}) \), or
(b) \( \lambda \in \mathbb{R} \) and \( w \) satisfies the Sommerfeld radiation condition,
then we have for \( x \in \mathcal{M} \) (for example [35], chapter 9 (1.4) & (7.60)):
\[ w(x) = S_\lambda (\partial_{\nu}^+ w)(x) + D_\lambda (\gamma^+ w)(x). \]
If \( w \in C^\infty(\overline{\mathcal{O}}) \) satisfies \( (\Delta - \lambda^2)w = 0 \) then
\[ w(x) = S_\lambda (\partial_{\nu}^- w)(x) - D_\lambda (\gamma^- w)(x). \]
We have the following well known relations (for example [35], chapter 9 (7.6)):
\[ \gamma^\pm S_\lambda = Q_\lambda, \]
\[ \gamma^\pm D_\lambda = \mp \frac{1}{2} \text{Id} + K_\lambda. \]
The following summarises the mapping properties of the layer potential operators.

**Proposition 2.1.** The maps \( Q_\lambda, S_\lambda, \) and \( K_\lambda \) extend by continuity to larger spaces as follows:

1. If \( s < 0 \) and \( \text{Im } \lambda > 0 \) then \( S_\lambda \) extends to a holomorphic family of maps
   \[ S_\lambda : H^s(\partial \mathcal{O}) \to H^{s+3/2}(\mathbb{R}^d). \]
2. If \( \text{Im } \lambda > 0 \) and \( \text{Re } \lambda \neq 0 \), then
   \[ \|S_\lambda\|_{H^{s}(-\frac{1}{2}(\partial \mathcal{O}) \to L^2(\mathbb{R}^d)} \leq C \frac{\sqrt{1+|\lambda|^2}}{|\text{Re}(\lambda)| \text{Im}(\lambda)|} \]
   \[ s_\lambda \colon H^s(\partial \mathcal{O}) \to H^{s+3/2}_{loc}(\mathbb{R}^d) \]
3. If \( s < 0 \) then \( S_\lambda \) extends to a family of maps \( S_\lambda : H^s(\partial \mathcal{O}) \to H^{s+3/2}_{loc}(\mathbb{R}^d) \) of the form \( S_\lambda = s_\lambda + m_\lambda \lambda^{d-2} \log(\lambda) \), where \( s_\lambda = \tilde{G}_{\lambda,0} \gamma^* \) is an entire family of operators
   \[ s_\lambda : H^s(\partial \mathcal{O}) \to H^{s+3/2}_{loc}(\mathbb{R}^d) \]
   and \( F_\lambda \gamma^* = m_\lambda : H^s(\partial \mathcal{O}) \to C^\infty(\mathbb{R}^d) \) is an entire family of smoothing operators. Moreover, \( m_\lambda = 0 \) in case the dimension \( d \) is odd.
Proposition 2.2. For \( \rho \), the next proposition establishes properties of the single layer operator \( S_\lambda \). The proof follows from the explicit form of the integral kernel. To show (2) recall that \( \lambda \) is well known that \( \rho \) is defined as

(4) The operator \( Q_\lambda \) can be written as \( Q_\lambda = q_\lambda + r_\lambda \lambda d^{-2} \log(\lambda) \), where \( q_\lambda \) is an entire family of pseudodifferential operators of order \(-1\), and \( r_\lambda = \gamma F_\lambda \gamma^* \) is an entire family of smoothing operators. In case \( d \) is odd we have \( r_\lambda = 0 \).

(5) The operator \( K_\lambda \) can be written as \( K_\lambda = k_\lambda + \widetilde{r}_\lambda \lambda d^{-1} \log(\lambda) \), where \( k_\lambda \) is an entire family of pseudodifferential operators of order \( 0 \), and \( \widetilde{r}_\lambda \) is an entire family of smoothing operators. In case \( d \) is odd we have \( \widetilde{r}_\lambda = 0 \).

**Proof.** First note that \( S_\lambda = G_{\lambda,0} \gamma^* \), where \( \gamma : H^{s+\frac{1}{2}}(\mathbb{R}^d) \to H^s(\partial \Omega) \) is the restriction map for \( s > 0 \) and \( \gamma^* : H^{-s}(\partial \Omega) \to H^{-s-\frac{1}{2}}(\mathbb{R}^d) \) is its dual. The first statement (1) then follows from the mapping property of \( G_{\lambda,0} : H^s(\mathbb{R}^d) \to H^{s+2}(\mathbb{R}^d) \) continuously. Statement (3) follows in the same way from the continuity of \( \widetilde{G}_{\lambda,0} : H^s(\mathbb{R}^d) \to H^{s+2}(\mathbb{R}^d) \) which can easily be obtained from the explicit representation of the integral kernel. It is well known that \( Q_\lambda \) and \( K_\lambda \) are pseudodifferential operators and their full symbol depends holomorphically on \( \lambda \). The representations in (4) and (5) then follow from the explicit form of the integral kernel. To show (2) recall that the map \( \gamma^* : H^{-\frac{1}{2}}(\partial \Omega) \to H^{-1}(\mathbb{R}^d) \) is continuous. Thus, the operator norm of \( S_\lambda : H^{-\frac{1}{2}}(\partial \Omega) \to L^2(\mathbb{R}^d) \) is bounded by a constant times the norm of \((1 + \Delta_0)^{\frac{1}{2}}(\Delta_0 - \lambda^2)^{-1}\).

Using the spectral representation of \( \Delta_0 \) one sees the this norm equals \( \sup_{x \in \mathbb{R}} \frac{|\sqrt{1+|x|^2} - \sqrt{1+|\lambda|^2}|}{2|\text{Re}(\lambda)| \text{Im}(\lambda)} \).

Let the function \( \rho \) be defined as

\[
\rho(t) := \begin{cases} 
\frac{t^{d-4}}{\log t} & \text{if } d = 2, 3 \\
\frac{|\log t| + 1}{d} & \text{if } d = 4 \\
\frac{t^d}{d} & \text{if } d \geq 5 \\
1 & \text{for } t > 1.
\end{cases}
\]  

(14)

The next proposition establishes properties of the single layer operator \( S_\lambda \).

**Proposition 2.2.** For \( \epsilon \in (0, \frac{\pi}{2}) \), for all \( \lambda \in \mathcal{D}_\epsilon \) we have the following bounds:

(1) Let \( \Omega \subset \mathbb{R}^d \) be an open set with smooth boundary. Set \( \delta := \text{dist}(\Omega, \partial \Omega) > 0 \) and let \( 0 < \delta' < \text{dist}(\Omega, \partial \Omega) \). Assume that \( \chi \in L^\infty(\mathbb{R}^d) \) has support in \( \Omega \). Let \( s \in \mathbb{R} \), then there exists \( C_{\delta', \epsilon} > 0 \) such that for \( \lambda \in \mathcal{D}_\epsilon \) we have that \( \chi S_\lambda : H^s(\partial \Omega) \to L^2(\mathbb{R}^d) \) is a Hilbert-Schmidt operator whose Hilbert-Schmidt norm is bounded by

\[
\|\chi S_\lambda\|_{\text{HS}(H^s \to L^2)} \leq C_{\delta', \epsilon} \rho(\text{Im } \lambda)^{\frac{1}{2}} e^{-\delta' \text{Im } \lambda}.
\]  

(15)

(2) For \( \lambda \in \mathcal{D}_\epsilon \) we have

\[
\|S_\lambda\|_{H^{-\frac{1}{2}}(\partial \Omega) \to L^2(\mathbb{R}^d)} \leq C_{\delta', \epsilon} \left( \rho(\text{Im } \lambda)^{\frac{1}{2}} + 1 \right).
\]

**Proof.** Let \( k \in \mathbb{N}_0 \) and \( P \) be any an invertible, formally self-adjoint, elliptic differential operator of order \( 2k \) on \( \partial \Omega \) with smooth coefficients, for example \( P = \Delta_{\partial \Omega}^k + 1 \). Since \( \partial \Omega \) is compact, this implies that \( P^{-1} \) maps \( H^s(\partial \Omega) \) to \( H^{s+2k}(\partial \Omega) \). The integral kernel of \( \chi S_\lambda P \) is given by \( \chi(x)P_y G_{\lambda,0}(x, y) \), where \( P_y \) denotes the differential operator \( P \) acting...
on the $y$-variable. Here, $(x, y) \in \Omega \times \partial \Omega$ and the distance between such $x$ and $y$ is bounded below by $\delta$. By Lemma A.1, we have
\[ \|xP_yG_{\lambda,0}\|_{L^2(\Omega \times \partial \Omega)} \leq C'_{\delta',e}\rho(\text{Im } \lambda)^{1/2} e^{-\delta'\text{Im } \lambda}. \]
In particular, we conclude from [31], Proposition A.3.2 that $\chi S_{\lambda}P$ is a Hilbert Schmidt operator $L^2(\partial \Omega) \to L^2(\mathbb{R}^d)$ and its Hilbert Schmidt norm is bounded by
\[ \|\chi S_{\lambda}P\|_{HS(L^2(\partial \Omega) \to L^2(\mathbb{R}^d))} \leq C'_{\delta',e}\rho(\text{Im } \lambda)^{1/2} e^{-\delta'\text{Im } \lambda}. \]
Since $P^{-1} : H^{-2k}(\partial \Omega) \to L^2(\partial \Omega)$ is bounded, we conclude that $\chi S_{\lambda} : H^{-2k}(\partial \Omega) \to L^2(\mathbb{R}^d)$ is Hilbert Schmidt and its corresponding norm is estimated by
\[ \|\chi S_{\lambda}\|_{HS(H^{-2k} \to L^2)} \leq C'_{\delta',e}\rho(\text{Im } \lambda)^{1/2} e^{-\delta'\text{Im } \lambda}. \]
This yields (15) for all $s > -2k$. This proves part (1) and it remains to show (2). By (2) of Prop. 2.1 we only need to check this estimate near zero. We choose a compactly supported positive smooth cutoff function $\chi_1$ which equals one for all points of distance less than 1 from $\Omega$. We show that the operators $\chi_1 S_{\lambda}$ and $(1 - \chi_1) S_{\lambda}$ satisfy the desired bound for $\lambda$ near zero. It follows from (3) of Prop. 2.1 that in case $d \geq 3$ the map $\chi_1 S_{\lambda} : H^{-\frac{3}{2}}(\partial \Omega) \to H^1(\mathbb{R}^d)$ is bounded near zero. In case $d = 2$ we have
\[ \|\chi_1 S_{\lambda}\|_{H^{-\frac{1}{2}}(\partial \Omega) \to H^1(\mathbb{R}^d)} \leq C'_{\delta',e}\rho(\text{Im } \lambda)^{\frac{1}{2}} \text{ near } \lambda = 0. \]
Either way $\|\chi_1 S_{\lambda}\|_{L^2(\partial \Omega) \to L^2(\mathbb{R}^d)} \leq C'_{\delta',e}\rho(\text{Im } \lambda)^{\frac{1}{2}}$ near zero. Either way $\|\chi_1 S_{\lambda}\|_{L^2(\partial \Omega) \to L^2(\mathbb{R}^d)} \leq C'_{\delta',e}\rho(\text{Im } \lambda)^{\frac{1}{2}}$ as a map from $H^{-\frac{1}{2}}(\partial \Omega)$ to $L^2(\mathbb{R}^d)$ from part (1). Thus, $\|(1 - \chi_1) S_{\lambda}\|_{H^{-\frac{1}{2}}(\partial \Omega) \to L^2(\mathbb{R}^d)} \leq C'_{\delta',e}\rho(\text{Im } \lambda)^{\frac{1}{2}}$. \hfill \Box

The layer potential operators can be used to solve the exterior boundary value problem. Let $\text{Im } \lambda \geq 0$ and $f \in C^\infty(\partial \Omega)$. Let $B_{\alpha}^\pm : f \mapsto w$ be the solution operator of the exterior Dirichlet problem
\[ (\Delta - \lambda^2)w = 0, \quad \gamma^+w = f, \]
where $w \in L^2(M)$ in case $\text{Im } \lambda > 0$ and $w$ satisfies the Sommerfeld radiation condition in case $\lambda \in \mathbb{R}$. Similarly, if $\lambda^2$ is not an interior Dirichlet eigenvalue, let $B_{\alpha}^- : f \mapsto w$ be the solution operator of the interior problem. Together they constitute the solution operator of the Dirichlet problem $B_{\lambda} = B_{\alpha}^+ \oplus B_{\alpha}^-$ mapping to $L^2(\mathbb{R}^d) = L^2(\Omega) \oplus L^2(M)$ when $\text{Im } (\lambda) > 0$. Then $B_{\lambda}$ is holomorphic in $\lambda$ on the upper half space. The operator $Q_{\lambda}$ is a pseudodifferential operator of order $-1$ with invertible principal symbol. It therefore is a Fredholm operator of index zero from $H^s(\partial \Omega)$ to $H^{s+1}(\partial \Omega)$. It is invertible away from the Dirichlet eigenvalues of the interior problem. Hence, for all $\text{Im } \lambda > 0$ we have
\[ B_{\lambda} = S_{\lambda}(Q_{\lambda})^{-1}. \]

In case the dimension $d$ is odd we conclude from holomorphic Fredholm theory that $(Q_{\lambda})^{-1}$ is a meromorphic family of Fredholm operators of finite type on the complex plane. This provides a meromorphic continuation of $B_{\lambda}$ to the entire complex plane in this case. The poles of $B_{\lambda}$ are of two kinds, those of $B_{\alpha}^-$ and those of $B_{\alpha}^+$. The former correspond to Dirichlet eigenvalues of $\mathcal{O}$, the latter to scattering resonances of $M$ (see e.g. [35], chapter 9, Section 7).

In case the dimension $d$ is even we may not apply meromorphic Fredholm theory directly to $Q_{\lambda}$ at the point $\lambda = 0$ since the family fails to be holomorphic at that point due to the
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Lemma 2.3. For any \(0 < \epsilon < \pi/2\) and \(s \in \mathbb{R}\) the operator family \(Q^{-1}_\lambda\) is holomorphic in the sector \(\mathcal{D}_\epsilon\) and continuous on its closure as a family of bounded operators \(H^s(\partial \mathcal{O}) \to H^{s+1}(\partial \mathcal{O})\). In particular the family is bounded near zero in the sector. If \(d\) is odd then \(Q^{-1}_\lambda : H^s(\partial \mathcal{O}) \to H^{s+1}(\partial \mathcal{O})\) is a meromorphic family of operators of finite type in the complex plane. If \(d\) is even then \(Q^{-1}_\lambda : H^s(\partial \mathcal{O}) \to H^{s-1}(\partial \mathcal{O})\) is Hahn-meromorphic of finite type on any sector of the logarithmic cover of the complex plane and is Hahn-holomorphic at zero.

Proof. First note that for Im(\(\lambda\)) > 0 the operator \(Q_\lambda\) is a holomorphic family of elliptic pseudodifferential operators of order \(-1\) whose principal symbol is independent of \(\lambda\). It is therefore a holomorphic family of Fredholm operators of index zero from \(H^s(\partial \mathcal{O}) \to H^{s+1}(\partial \mathcal{O})\). Now note that if \(u \in \ker Q_\lambda\), then \(u\) is smooth and \(S_\lambda u\) is a Laplace eigenfunction with eigenvalue \(\lambda^2\) that vanishes at the boundary and has Neumann data \(u\). If \(\lambda\) is in the upper half space then \(\lambda^2\) is not a Dirichlet eigenvalue. Therefore \(u\) cannot be a Dirichlet eigenfunction and we conclude that \(u = 0\). By analytic Fredholm theory \(Q_\lambda\) is invertible in the upper half plane as a map \(H^s(\partial \mathcal{O})\) to \(H^{s+1}(\partial \mathcal{O})\) and the inverse \(Q^{-1}_\lambda\) is holomorphic. In odd dimensions this argument also applies to a neighborhood of zero. We will explain in the rest of the proof how Fredholm theory for Hahn meromorphic operator valued functions can be used to control the general case.

First note by Prop. 2.1 that \(S_\lambda\) and \(Q_\lambda\) are analytic in a larger sector \(\mathcal{D}_{\frac{\pi}{2}}\) and Hahn-meromorphic near zero. For \(d \geq 3\) these families are both Hahn-holomorphic. In dimension two \(S_\lambda\) and \(Q_\lambda\) are of the form \(S_\lambda = s_\lambda + m_\lambda \log \lambda\) and \(Q_\lambda = q_\lambda + r_\lambda \log \lambda\) where \(r_0\) has constant integral kernel, \(\gamma F_0\) (see (4) of Prop. 2.1). If follows from Fredholm theory that \(Q^{-1}_\lambda\) is Hahn-meromorphic of finite type on this sector as an operator family \(H^{s+1}(\partial \mathcal{O}) \to H^s(\partial \mathcal{O})\). We will show that \(Q^{-1}_\lambda\) is Hahn-holomorphic at zero. Let \(A\) be the most singular term in the Hahn-expansion of \((Q_\lambda)^{-1}\), i.e. \(A = \lim_\lambda \lambda (Q_\lambda)^{-1}\) for \(r(\lambda) = \lambda^\alpha (\log(\lambda))^{-\beta}\) such that \(\lim_\lambda r(\lambda) = 0\). Then \(A\) has finite rank and \(\lim_\lambda Q_\lambda A = 0\). Let \(u = Aw\). If \(d \geq 3\) this shows \(Q_0 u = 0\) and therefore \(S_0 u\) solves the Dirichlet problem with zero eigenvalue and Neumann data \(u\). Since \(0\) is not an interior eigenvalue the Neumann data must vanish and therefore \(u = 0\). In case \(d = 2\) the argument is slightly more subtle since \(Q_\lambda\) is not regular at \(\lambda = 0\). In this case \(Q_\lambda u\) is regular at zero and therefore Hahn-holomorphic. Comparing expansion coefficients this implies \(r_0 u = 0\) and thus \(m_0 u = 0\). Consequently, \(S_\lambda u = s_\lambda u\) is Hahn-holomorphic near zero and \(\lim_\lambda S_\lambda u\) exists and solves the interior Dirichlet problem with Neumann data \(u\).

By the same argument as before this implies \(u = 0\). Hence in all dimensions \(Aw = 0\) for all \(w \in H^{s+1}(\partial \mathcal{O})\) and thus \(A = 0\). This means \(Q^{-1}_\lambda\) has no singular terms in its Hahn expansion and is therefore Hahn-holomorphic near zero and hence bounded. \(\square\)

Recall that a (Hahn-) meromorphic family is said to be of finite type if the span of the range of the singular expansion coefficients is finite dimensional at every point.
The exterior and interior Dirichlet to Neumann maps $\mathcal{N}_\lambda^\pm: C^\infty(\partial\mathcal{O}) \to C^\infty(\partial\mathcal{O})$ are defined as
\[ \mathcal{N}_\lambda^\pm = \partial_\nu B_\lambda^\pm \]
and related to the above operators by
\[ \mathcal{N}_\lambda^\pm = Q_\lambda^{-1}\left(\frac{1}{2}\text{Id} \mp K_\lambda\right) \]
(see [35], Ch. 7 (11.35) and Ch. 9 (7.62)) and therefore
\[ \mathcal{N}_\lambda^+ + \mathcal{N}_\lambda^- = Q_\lambda^{-1}. \]
Since the operator family $K_\lambda: H^s(\partial\mathcal{O}) \to H^s(\partial\mathcal{O})$ is continuous near $\lambda = 0$ we immediately obtain the following.

**Corollary 2.4.** For any $0 < \epsilon < \pi/2$ and $s \in \mathbb{R}$ the operator family $\mathcal{N}_\lambda^\pm$ is holomorphic in the sector $\mathcal{D}_\epsilon$ and continuous on its closure as a family of bounded operators $H^s(\partial\mathcal{O}) \to H^{s-1}(\partial\mathcal{O})$. In particular the family is bounded near zero in the sector.

**Lemma 2.5.** For $\lambda \in \mathbb{C}$ satisfying $\text{Re}(\lambda^2) < 0$, there exists a constant $C > 0$ s.t.
\[ \|\mathcal{N}_\lambda^\pm\|_{H^{1/2}(\partial\mathcal{O}) \to H^{-1/2}(\partial\mathcal{O})} \leq C\left(1 + |\lambda^2|\right)^2. \]
The same estimate holds when $\text{Re}(\lambda^2)$ is replaced by $\text{Im}(\lambda^2)$ under the assumption that $\text{Im}(\lambda^2) < 0$.

**Proof.** Let $u \in C^\infty(M, \mathbb{C}) \cap H^1(M, \mathbb{C})$ be a solution of $(\Delta - \lambda^2)u = 0$. Since $\nu^+$ is the outward normal for $M$, the real part of Green’s first identity reads
\[ \int_M |\nabla u|^2 - \text{Re}(\lambda^2)|u|^2\,dx = \text{Re} \int_{\partial M} \bar{u}\partial_\nu^+ u\,dS. \]
Using the dual pairing between $H^{1/2}(\partial\mathcal{O})$ and $H^{-1/2}(\partial\mathcal{O})$ to estimate the right hand side and dropping the first derivatives, we obtain
\[ \|u\|^2_{H^1(M)} \leq (-\text{Re}(\lambda^2))^{-1}\left|\int_{\partial M} \bar{u}\partial_\nu^+ u\,dS\right| \leq (-\text{Re}(\lambda^2))^{-1}\|\gamma^+ u\|_{H^{1/2}}\|\partial_\nu^+ u\|_{H^{-1/2}}. \quad (17) \]
Choose $R > 0$ so large that $\mathcal{O}$ is contained in $B_R(0)$. Choose a cutoff function $\chi \in C^\infty(M)$ such that $\chi(M) \subset [0, 1]$, $\chi|_{B_R(0)} = 1$ and supp$(\chi) \subset B_{2R}(0)$. Setting $\tilde{u} := \chi \cdot u$, this function satisfies the equation $(\Delta + 1)\tilde{u} = \chi(1 + \lambda^2)u + [\Delta, \chi]u$, where $[\Delta, \chi]$ is a differential operator of order one with compact support. We now apply elliptic estimates on bounded domains from [23, Lemma 4.3 and Theorem 4.10 (i)]. We are using case (i) of theorem 4.10 since the homogeneous problem $(\Delta + 1)u = 0$ with Dirichlet boundary conditions has only the trivial solution, as $-1$ is not in the spectrum of $\Delta$ and in particular not an eigenvalue. These provide the first two steps of the following estimate:
\[ \|\partial_\nu^+ \tilde{u}\|_{H^{-1/2}(\partial\mathcal{O})} \leq C_1\|\tilde{u}\|_{H^1(M)} \leq C_2\|((\Delta + 1)\tilde{u})\|_{H^{-1}(M)} + \|\gamma^+ \tilde{u}\|_{H^{1/2}(\partial\mathcal{O})} \]
\[ \leq C_2(\|\chi(1 + \lambda^2)\|_{H^{-1}(M)} + \|\Delta, \chi\|_{H^{-1}(M)} + \|\gamma^+ \tilde{u}\|_{H^{1/2}(\partial\mathcal{O})}) \]
\[ \leq C_3(1 + \lambda^2)\cdot\|\chi u\|_{L^2(M)} + \|u\|_{L^2(M)} + \|\gamma^+ \tilde{u}\|_{H^{1/2}(\partial\mathcal{O})}, \quad (18) \]
for some positive constants $C_1, C_2, C_3$. Since $\partial^+_v(\bar{u})|_{\partial M} = \partial^+_v(u)|_{\partial M}$ and $\gamma^+\bar{u} = \gamma^+u$, combining (17) and (18) implies

$$\|\partial^+_v u\|_{H^{-\frac{1}{2}}(\partial M)} \leq C_3 \frac{|1 + \lambda^2|}{-\operatorname{Re}(\lambda^2)} \|\gamma^+ u\|_{H^{\frac{1}{2}}(\partial \Omega)} + \frac{1}{2} \|\partial^+_v u\|_{H^{-\frac{1}{2}}(\partial \Omega)} + C_3 \|\gamma^+ u\|_{H^{\frac{1}{2}}(\partial \Omega)}.$$

Rearranging this gives

$$\|\mathcal{N}^+_\lambda\|_{H^{1/2}(\partial \Omega) \rightarrow H^{-1/2}(\partial \Omega)} \leq C_3 \frac{|1 + \lambda^2|}{-\operatorname{Re}(\lambda^2)} + 2C_3,$$

yielding the estimate as claimed. Assuming $\operatorname{Im}(\lambda^2) < 0$, (17) holds with $\operatorname{Re}(\lambda^2)$ replaced by $\operatorname{Im}(\lambda^2)$ and we arrive at a corresponding estimate for $\|\mathcal{N}^+_\lambda\|$. The estimate for $\|\mathcal{N}^-\lambda\|$ is proved in the same way.

**Remark 2.6.** The estimate (17) can be improved in the following way. Choosing $\epsilon \in (0,1)$ and $\operatorname{Re}(\lambda^2) < -\epsilon$, then we may use Green’s identity to get an estimate for $\|u\|_{H^1(M)}$:

$$\epsilon \|u\|_{H^1(M)}^2 \leq \int |\nabla u|^2 - \operatorname{Re}(\lambda^2)|u|^2 \, dx \leq \int_{\partial M} \bar{u} \partial^+_v u dS \leq \|\gamma^+ u\|_{H^{1/2}(\partial \Omega)} \|\partial^+_v u\|_{H^{-1/2}(\partial \Omega)}.$$

For $0 < \epsilon < \frac{\pi}{2}$, recall the sector $\mathcal{D}_\epsilon$ in the upper half plane is given by

$$\mathcal{D}_\epsilon := \{ z \in \mathbb{C} \mid \epsilon < \arg(z) < \pi - \epsilon \}.$$

Note that for $\lambda \in \mathcal{D}_\epsilon$, we have the estimate

$$\operatorname{Im}(\lambda) = |\operatorname{Im}(\lambda)| \leq |\lambda| \leq C_\epsilon \operatorname{Im}(\lambda),$$

where $C_\epsilon := \sin(\epsilon)^{-1}$ is independent of $\lambda \in \mathcal{D}_\epsilon$.

The lemma above yields the following uniform estimate:

**Corollary 2.7.** For any $\epsilon > 0$, there exists $C = C(\epsilon) > 0$ such that

$$\|\mathcal{N}^\pm\lambda\|_{H^{1/2}(\partial \Omega) \rightarrow H^{-1/2}(\partial \Omega)} \leq C(1 + |\lambda|^2)$$

for all $\lambda$ in the sector $\mathcal{D}_\epsilon$.

**Proof.** It is enough to prove the statement for $|\lambda| \geq r > 0$, since $\mathcal{N}^\pm\lambda$ are continuous at $\lambda = 0$. Lemma 2.5 now implies the estimate for any $\epsilon > 0$, $r > 0$ and $\lambda$ such that $\pi/4 + \epsilon \leq \arg(\lambda) \leq \pi - \epsilon$. Indeed, the estimate involving $\operatorname{Re}(\lambda^2)$ covers the region where $\pi/4 + \epsilon \leq \arg(\lambda) \leq 3\pi/4 - \epsilon$ whereas the one based on $\operatorname{Im}(\lambda^2)$ is valid for $\pi/2 + \epsilon \leq \arg(\lambda) \leq \pi - \epsilon$. In order to extend the estimate to all of $\mathcal{D}_\epsilon$, we observe that $\overline{\mathcal{N}^\pm\lambda(f)} = \mathcal{N}^\mp\lambda(\overline{f}) = \mathcal{N}^\pm\lambda(\overline{f})$ by construction. Moreover, the map $\lambda \mapsto -\lambda$ maps the sector $3\pi/4 - \epsilon \leq \arg(\lambda) \leq \pi - \epsilon$ bijectively to $\epsilon \leq \arg(\lambda) \leq \pi/4 + \epsilon$. Since we already established the estimate in the former region, this proves the estimate on all of $\mathcal{D}_\epsilon$.

Taking into account (16), we also obtain
Corollary 2.8. For any \( \epsilon > 0 \) we have there exists a constant \( C = C(\epsilon) \) such that

\[
\|Q_\lambda^{-1}\|_{H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)} \leq C(1 + |\lambda|^2).
\]

for all \( \lambda \) in the sector \( \mathcal{D}_\epsilon \).

For \( f \in C_0^\infty(\mathbb{R}^d) \) we have that \( g = (\Delta_0 - \lambda^2)^{-1}f - S_\lambda Q_\lambda^{-1} \gamma(\Delta_0 - \lambda^2)^{-1}f \) satisfies Dirichlet boundary conditions and \( (\Delta - \lambda^2)g = f \) in \( \mathbb{R}^d \setminus \partial \Omega \). This shows that we have the following formula for the difference of resolvents

\[
(\Delta - \lambda^2)^{-1}_\omega - (\Delta_0 - \lambda^2)^{-1}_\omega = -S_\lambda Q_\lambda^{-1} \gamma(\Delta_0 - \lambda^2)^{-1}_\omega - S_\lambda Q_\lambda^{-1} S_\lambda^* 
\]

(19)

as maps from \( C_0^\infty(\mathbb{R}^d) \) to \( C^\infty(\mathcal{O}) \oplus C^\infty(\overline{\mathcal{M}}) \). Here \( S_\lambda^* \) is the adjoint operator to \( S_\lambda \) obtained from the real inner product. We will now use the properties of \( Q_\lambda \) to establish trace-class properties of suitable differences of resolvents.

Theorem 2.9. Let \( \epsilon > 0 \) and also suppose that \( \Omega \) is a smooth open set in \( \mathbb{R}^d \) such that \( \overline{\Omega} \cap \overline{\mathcal{O}} = \emptyset \). Let \( \delta = \text{dist}(\partial \mathcal{O}, \Omega) > 0 \). If \( p \) is the projection onto \( L^2(\Omega) \) in \( L^2(\mathbb{R}^d) \) then the operator

\[
p(\Delta - \lambda^2)^{-1}_\omega - p(\Delta_0 - \lambda^2)^{-1}_\omega
\]

is trace-class for all \( \lambda \in \mathcal{D}_\epsilon \). Moreover for any \( \delta' \in (0, \delta) \), its trace norm is bounded by

\[
\|p(\Delta - \lambda^2)^{-1}_\omega - p(\Delta_0 - \lambda^2)^{-1}_\omega\|_1 \leq C_{\delta', \epsilon} \rho(\text{Im} \lambda) e^{-\delta' \text{Im} \lambda} 
\]

(20)

for all \( \lambda \in \mathcal{D}_\epsilon \), where \( \rho \) is defined by (14). The operator

\[
(\Delta - \lambda^2)^{-1}_\omega - (\Delta_0 - \lambda^2)^{-1}_\omega
\]

has integral kernel \( k_\lambda \) in \( C^\infty(\Omega \times \Omega) \) for all \( \lambda \in \mathcal{D}_\epsilon \). There exist \( C_1, C_2 > 0 \) depending on \( \Omega \) and \( \epsilon \) such that on the diagonal in \( \Omega \times \Omega \), we have

\[
|k_\lambda(x, x)| \leq C_1 \frac{e^{-C_2 \text{dist}(x, \partial \mathcal{O}) \text{Im} \lambda}}{(\text{dist}(x, \partial \mathcal{O}))^{2d-4}},
\]

(21)

for large \( \text{dist}(x, \partial \mathcal{O}) \) for \( d \geq 3 \) and

\[
|k_\lambda(x, x)| \leq C_1 (1 + |\log(\lambda \cdot \text{dist}(x, \partial \mathcal{O}))|)^2 e^{-C_2 \text{dist}(x, \partial \mathcal{O}) \text{Im} \lambda}
\]

(22)

for \( d = 2 \).

Proof of Theorem 2.9. From (19), we have

\[
p(\Delta - \lambda^2)^{-1}_\omega - p(\Delta_0 - \lambda^2)^{-1}_\omega = -pS_\lambda Q_\lambda^{-1} S_\lambda^* p = -pS_\lambda Q_\lambda^{-1} (pS_\lambda)^*.
\]

Choosing \( \chi \) to be the characteristic function of \( \Omega \), \( pS_\lambda \) coincides with \( \chi S_\lambda \). By proposition 2.2, \( pS_\lambda \) is a Hilbert Schmidt operator \( H^s(\partial \mathcal{O}) \to L^2(\mathbb{R}^d) \) for all \( s \in \mathbb{R} \) and consequently, \( (pS_\lambda)^* : L^2(\mathbb{R}^d) \to H^s(\partial \mathcal{O}) \) is Hilbert Schmidt as well. Since \( Q_\lambda^{-1} \) is bounded by Corollary 2.8, we have factorised \( p(\Delta - \lambda^2)^{-1}_\omega - p(\Delta_0 - \lambda^2)^{-1}_\omega \) into a product of two Hilbert Schmidt operators and a bounded operator, which is trace-class by [31], (A.3.4) and (A.3.2). The norm estimates in Proposition 2.2 and Corollary 2.8 then imply the bound (20) on the trace norm.

The kernel of \( -pS_\lambda Q_\lambda^{-1} S_\lambda^* p \) is smooth since \( Q_\lambda^{-1} \) is a pseudodifferential operator of order 1 and \( pS_\lambda \) is smoothing for \( \text{dist}(\Omega, \partial \mathcal{O}) > 0 \). For \( x \in \Omega \) fixed, \( G_{\lambda, 0}(x, \cdot) \in C^\infty(\partial \mathcal{O}) \) and
hence in $H^s(\partial\mathcal{O})$ for all $s \in \mathbb{R}$. Using the dual pairing $\langle \cdot, \cdot \rangle$ between $H^{1/2}$ and $H^{-1/2}$, we have for $x, x' \in \Omega$ in dimensions $d \geq 3$

$$|k_\lambda(x, x')| = |\langle G_{\lambda,0}(x', \cdot), Q^{-1}_\lambda(\overline{G}_{\lambda,0}(x, \cdot)) \rangle|$$

$$\leq \|G_{\lambda,0}(x', \cdot)\|_{H^{1/2}} \cdot \|Q^{-1}_\lambda\|_{H^{1/2}(\partial\mathcal{O})} \cdot \|G_{\lambda,0}(x, \cdot)\|_{H^{-1/2}}$$

(23)

where we have used Corollary A.4 with $0 < q < 1 < \min(\text{dist}(x, \partial\mathcal{O}), \text{dist}(x', \partial\mathcal{O}))$ as well as Corollary 2.8. The constants $C_1, C_2$ depend on $\epsilon$ and $\Omega$. Similarly, for $d = 2$ we have the estimate

$$|k_\lambda(x, x')| \leq C_1(1 + |\log(\lambda \cdot \text{dist}(x, \partial\mathcal{O}))|) \cdot (1 + |\log(\lambda \cdot \text{dist}(x', \partial\mathcal{O}))|) \times \epsilon^{-C_2 \lambda \text{dist}(x, \partial\mathcal{O}) + \text{dist}(x', \partial\mathcal{O})}$$

(24)

$\square$

3. The structure of $Q_\lambda$ in a multi-component setting

The boundary $\partial\mathcal{O}$ consists of $N$ connected components $\partial\mathcal{O}_j$. We therefore have an orthogonal decomposition $L^2(\partial\mathcal{O}) = \bigoplus_{j=1}^N L^2(\partial\mathcal{O}_j)$. Let $p_j : L^2(\partial\mathcal{O}) \rightarrow L^2(\partial\mathcal{O}_j)$ be the corresponding orthogonal projection and $Q_{j,\lambda} := p_j Q_\lambda p_j$. We can then write $Q_\lambda$ as

$$Q_\lambda = \sum_{j=1}^N Q_{j,\lambda} + \sum_{j \neq k} p_j Q_{\lambda} p_k =: \tilde{Q}_\lambda + \mathcal{T}_\lambda.$$  

(25)

Note that $Q_{j,\lambda}$, regarded as a map from $L^2(\partial\mathcal{O}_j) \rightarrow L^2(\partial\mathcal{O}_j)$, does not depend on the other components and equals $Q_\lambda$ for $\mathcal{O} = \mathcal{O}_j$; hence it is invertible. $\tilde{Q}_\lambda$ describes the diagonal part of the operator $Q_\lambda$ with respect to the decomposition $L^2(\partial\mathcal{O}) = \bigoplus_{j=1}^N L^2(\partial\mathcal{O}_j)$ whereas $\mathcal{T}_\lambda$ is the off-diagonal remainder. Let

$$\delta := \min_{j \neq k} \text{dist}(\partial\mathcal{O}_j, \partial\mathcal{O}_k) > 0.$$  

We have the following:

**Proposition 3.1.** For $\epsilon > 0$, $\mathcal{T}_\lambda$ is a holomorphic family of smoothing operators on the sector $\mathfrak{D}_\epsilon$. There exists $C_{\mathfrak{D}, \epsilon} > 0$ such that for $\lambda \in \mathfrak{D}_\epsilon$ with $|\lambda| > 1$ we have

$$\|\mathcal{T}_\lambda\|_{H^{-s} \rightarrow H^{s}} \leq C_{\mathfrak{D}, \epsilon} e^{-\delta'\lambda}, \quad \|d\mathcal{T}_\lambda\|_{H^{-s} \rightarrow H^{s}} \leq C_{\mathfrak{D}, \epsilon} e^{-\delta'\lambda}$$

for any $s \in \mathbb{R}$ and any $\delta'$ with $0 < \delta' < \delta$. If $d$ is odd, we also have that $\mathcal{T}_\lambda : H^{-s}(\partial\mathcal{O}) \rightarrow H^{s}(\partial\mathcal{O})$ is a holomorphic family on the complex plane. If $d$ is even then for any $s \in \mathbb{R}$ the family $\mathcal{T}_\lambda : H^{-s}(\partial\mathcal{O}) \rightarrow H^{s}(\partial\mathcal{O})$ is holomorphic in any sector of the logarithmic cover of the complex plane and Hahn-meromorphic at zero. If $d > 2$ then $\mathcal{T}_\lambda$ is Hahn holomorphic at zero.

**Proof.** The first estimate is a consequence of Lemma A.2 and Corollary A.3, where the precise behaviour of the kernel in various regimes is given. Indeed, as $\text{dist}(\partial\mathcal{O}_j, \partial\mathcal{O}_k) > 0$ for $j \neq k$, these statements yield an estimate for $\|P_x P_y G\|_{L^2(\partial\mathcal{O}_j \times \partial\mathcal{O}_k)}$ which implies the estimate for $\|\mathcal{T}_\lambda\|_{H^{-s} \rightarrow H^{s}}$. Taking into account (38), the kernel estimates can be extended to $dG_{\lambda,0}/d\lambda$ and this gives the second estimate. The holomorphic and meromorphic...
properties of $T_{\delta}$ follow immediately from the corresponding properties of the kernels established in Prop. 2.1, (4) bearing in mind that $T_{\delta}$ consists of off-diagonal contributions of $Q_{\lambda}$. 

As observed before, $Q_{\lambda}$ and $\tilde{Q}_{\lambda}$ are invertible for $\text{Im} \lambda > 0$. For these $\lambda$, it then follows from (25) that

$$Q_{\lambda}^{-1} - \tilde{Q}_{\lambda}^{-1} = -Q_{\lambda}^{-1}T_{\delta}\tilde{Q}_{\lambda}^{-1} = -\tilde{Q}_{\lambda}^{-1}T_{\lambda}Q_{\lambda}^{-1}. \quad (26)$$

Note that the right hand side of this equation is a smoothing operator because $T_{\lambda}$ is smoothing by Proposition 3.1 and $Q_{\lambda}^{-1}, \tilde{Q}_{\lambda}^{-1}$ are pseudodifferential operators of order 1.

**Proposition 3.2.** For $\epsilon > 0$, we have that $Q_{\lambda}\tilde{Q}_{\lambda}^{-1} - 1$ is a holomorphic family of smoothing operators in the sector $D_{\epsilon}$ that is continuous on the closure $\overline{D_{\epsilon}}$. If $\delta' > 0$ is any positive real number smaller than $\delta$, then, for any $s \in \mathbb{R}$ we have

$$||Q_{\lambda}\tilde{Q}_{\lambda}^{-1} - 1||_{H^{\frac{1}{2}} \rightarrow H^s} \leq C_{\delta', \epsilon} e^{-\delta' \text{Im} \lambda}.$$ 

If $d$ is odd then for any $s \in \mathbb{R}$ the family $Q_{\lambda}\tilde{Q}_{\lambda}^{-1} - 1 : H^{-s}(\partial \mathcal{O}) \rightarrow H^s(\partial \mathcal{O})$ is meromorphic of finite type in the complex plane and regular at zero. If $d$ is even then for any $s \in \mathbb{R}$ the family $Q_{\lambda}\tilde{Q}_{\lambda}^{-1} - 1 : H^{-s}(\partial \mathcal{O}) \rightarrow H^s(\partial \mathcal{O})$ is meromorphic of finite type in any sector of the logarithmic cover of the complex plane and Hahn-holomorphic at zero.

**Proof.** First note that $\tilde{Q}_{\lambda}^{-1}$ is Hahn-holomorphic as a family of operators $H^{s+1}(\partial \mathcal{O}) \rightarrow H^s(\partial \mathcal{O})$. This was shown in the proof of Lemma 2.3 using Fredholm theory. If $d \geq 3$ then $T_{\lambda}$ is a Hahn-holomorphic family of operators $H^s(\partial \mathcal{O}) \rightarrow H^r(\partial \mathcal{O})$ for any $r > 0$. In case $d = 2$ the family $T_{\lambda}$ is Hahn-meromorphic with singular term having integral kernel $(\gamma F_0) \log(\lambda)$, where $\gamma F_0$ has constant integral kernel. From the singularity expansion of $Q_{\lambda}$ and $Q_{\lambda}\tilde{Q}_{\lambda}^{-1} = 1$ we see that $F_0 \gamma^* \tilde{Q}_{\lambda}^{-1} = 0$. This shows that also in dimension two $T_{\lambda}$ is a Hahn-holomorphic family of operators $H^s(\partial \mathcal{O}) \rightarrow H^r(\partial \mathcal{O})$ for any $r > 0$. Hence, $T_{\lambda}\tilde{Q}_{\lambda}^{-1}$ is Hahn holomorphic as a family of operators $H^s(\partial \mathcal{O}) \rightarrow H^{-s}(\partial \mathcal{O})$. It is therefore continuous at zero. From (26), we conclude

$$Q_{\lambda}\tilde{Q}_{\lambda}^{-1} - 1 = T_{\lambda}\tilde{Q}_{\lambda}^{-1}.$$ 

This shows now that $Q_{\lambda}\tilde{Q}_{\lambda}^{-1} - 1$ is Hahn-holomorphic on any sector. It is therefore continuous on $\overline{D_{\epsilon}}$. This implies the claimed bounds for $|\lambda| \leq 1$. The bounds for $|\lambda| > 1$ are implied by the estimates of Prop. 3.1 and Cor. 2.8. 

Recall that the Fredholm determinant is defined for operators of the form $1 + T$ where $T$ is trace-class, see e.g. [32]. The previous proposition now implies the following.

**Theorem 3.3.** For $\epsilon > 0$ the Fredholm determinant $\det \left( Q_{\lambda}\tilde{Q}_{\lambda}^{-1} \right)$ is well defined, holomorphic in the sector $D_{\epsilon}$, and continuous on the closure $\overline{D_{\epsilon}}$. Moreover, the function $\Xi(\lambda) = \log \det \left( Q_{\lambda}\tilde{Q}_{\lambda}^{-1} \right)$ satisfies on $D_{\epsilon}$ the bounds

$$|\Xi(\lambda)| \leq C_{\delta', \epsilon} e^{-\delta' \text{Im} \lambda}, \quad |\Xi'(\lambda)| \leq C_{\delta', \epsilon} e^{-\delta' \text{Im} \lambda}$$

for any $\delta'$ with $0 < \delta' < \delta$. 

Proof. First note that the Proposition 3.2 implies that $Q\tilde{Q}_\lambda^{-1} - 1$ is a holomorphic family of trace-class operator on the Hilbert space $H^2(\partial \mathcal{O})$ and its trace-norm is bounded by $C_{\delta', \epsilon} e^{-\delta' \text{Im} \lambda}$. Since it is also a smoothing operator it is trace-class as an operator on $L^2(\partial \mathcal{O})$ and all the eigenvectors for non-zero eigenvalues are smooth. It follows that the trace of $Q\tilde{Q}_\lambda^{-1} - 1$ as an operator on $L^2(\partial \mathcal{O})$ and the Fredholm determinant of $Q\tilde{Q}_\lambda^{-1}$ can also be computed in the Hilbert space $H^\frac{1}{2}(\partial \mathcal{O})$. This implies

$$|\det \left( Q\tilde{Q}_\lambda^{-1} \right) - 1 | \leq C_{\delta', \epsilon} e^{-\delta' \text{Im} \lambda}$$

for sufficiently large $|\lambda|$ and therefore also

$$|\Xi(\lambda)| \leq C_{\delta', \epsilon} e^{-\delta' \text{Im} \lambda}$$

for sufficiently large $|\lambda|$. Now note that boundedness for $\lambda$ in a compact set is implied by the estimate for the $|\Xi(\lambda)|$ for all $\lambda$ by integration. Hence, we get the claimed estimate for $\Xi(\lambda)$ once we have shown the bound for $|\Xi'(\lambda)|$.

Since for every $\lambda$ in the sector $Q\lambda$ is an isomorphism $H^s(\partial \mathcal{O}) \to H^{s+1}(\partial \mathcal{O})$ and the determinant can be computed in $H^s$ for any $s \in \mathbb{R}$ we have $\det Q\lambda \tilde{Q}_\lambda^{-1} = \det \tilde{Q}_\lambda^{-1} Q\lambda$.

We will compute this determinant in $H^{-\frac{1}{2}}(\partial \mathcal{O})$. Since $\tilde{Q}_\lambda^{-1} Q\lambda - 1 = \tilde{Q}_\lambda^{-1} T\lambda$ is a holomorphic family of smoothing operators for $\text{Im}(\lambda) > 0$ we can differentiate the Fredholm determinant (Theorem 3.3 and Theorem 6.5 in [32]) and obtain

$$\Xi'(\lambda) = \text{Tr} \left( \left( \frac{d}{d\lambda} Q\lambda \right) Q\lambda^{-1} - \left( \frac{d}{d\lambda} \tilde{Q}_\lambda \right) \tilde{Q}_\lambda^{-1} \right).$$

We have used

$$\frac{d}{d\lambda} \left( \tilde{Q}_\lambda^{-1} Q\lambda \right) = -\tilde{Q}_\lambda^{-1} \left( \frac{d}{d\lambda} \tilde{Q}_\lambda \right) \tilde{Q}_\lambda^{-1} Q\lambda + \tilde{Q}_\lambda^{-1} \frac{d}{d\lambda} Q\lambda$$

$$= \tilde{Q}_\lambda^{-1} \left( \left( \frac{d}{d\lambda} Q\lambda \right) Q\lambda^{-1} - \left( \frac{d}{d\lambda} \tilde{Q}_\lambda \right) \tilde{Q}_\lambda^{-1} \right) Q\lambda,$$

and therefore

$$\text{Tr} \left( \left( \tilde{Q}_\lambda^{-1} Q\lambda \right)^{-1} \left( \frac{d}{d\lambda} \left( \tilde{Q}_\lambda^{-1} Q\lambda \right) \right) \right) = \text{Tr} \left( \left( \frac{d}{d\lambda} Q\lambda \right) Q\lambda^{-1} - \left( \frac{d}{d\lambda} \tilde{Q}_\lambda \right) \tilde{Q}_\lambda^{-1} \right).$$

In the last step we have again used that the trace may be computed in any Sobolev space. We obtain

$$\left( \frac{d}{d\lambda} Q\lambda \right) Q\lambda^{-1} - \left( \frac{d}{d\lambda} \tilde{Q}_\lambda \right) \tilde{Q}_\lambda^{-1} = \left( \frac{d}{d\lambda} \left( Q\lambda - \tilde{Q}_\lambda \right) \right) Q\lambda^{-1} + \left( \frac{d}{d\lambda} \tilde{Q}_\lambda \right) \left( Q\lambda^{-1} - \tilde{Q}_\lambda^{-1} \right)$$

$$= \left( \frac{d}{d\lambda} T\lambda \right) Q\lambda^{-1} - \left( \frac{d}{d\lambda} \tilde{Q}_\lambda \right) \tilde{Q}_\lambda^{-1} T\lambda Q\lambda^{-1}.\ (27)$$

This is a smoothing operator and we will compute its trace in the Hilbert space $H^\frac{1}{2}$. Now let $P$ be an elliptic invertible pseudodifferential operator of order one on $\partial \mathcal{O}$. Let $f_1(\lambda)$ be the trace-norm of $P \frac{d}{d\lambda} \left( T\lambda \right)$ as a trace-class operator from $H^{-\frac{1}{2}} \to H^{-\frac{1}{2}}$, and
let $f_2(\lambda)$ be the trace-norm of $\PT\lambda$ as a trace-class operator from $H^{-\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}$. Then,

$$\left| \text{Tr} \left( \frac{d}{d\lambda} \PT\lambda \right) \right| \leq \|P^{-1}\|_{H^{-\frac{1}{2}} \rightarrow H^{\frac{1}{2}}} f_1(\lambda) \|Q\lambda^{-1}\|_{H^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}},$$

$$\left| \text{Tr} \left( \frac{d}{d\lambda} \tilde{Q}\lambda \right) \tilde{Q}\lambda^{-1} \PT \lambda \right| \leq \|P^{-1}\|^2_{H^{-\frac{1}{2}} \rightarrow H^{\frac{1}{2}}} \|P\|_{H^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}} f_2(\lambda) \times \|Q\lambda^{-1}\|_{H^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}} \|\tilde{Q}\lambda^{-1}\|_{H^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}} \|\frac{d}{d\lambda} \tilde{Q}\lambda\|_{H^{-\frac{1}{2}} \rightarrow H^{\frac{1}{2}}}.$$ 

Therefore, for some $C > 0$, we have

$$|\Xi'(\lambda)| \leq C \left( f_1(\lambda) \|Q\lambda^{-1}\|_{H^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}} + f_2(\lambda) \|Q\lambda^{-1}\|_{H^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}} \|\tilde{Q}\lambda^{-1}\|_{H^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}} \|\frac{d}{d\lambda} \tilde{Q}\lambda\|_{H^{-\frac{1}{2}} \rightarrow H^{\frac{1}{2}}} \right).$$

For $|\lambda| > 1$ one can use the spectral representation of $G\lambda,0$ to establish the bounds

$$\|G\lambda,0\|_{H^{-1}(\mathbb{R}^d) \rightarrow H^1(\mathbb{R}^d)} \leq C, \quad \|\frac{d}{d\lambda} G\lambda,0\|_{H^{-1}(\mathbb{R}^d) \rightarrow H^1(\mathbb{R}^d)} \leq 2C|\lambda|,$n

for all $\lambda$ in $\mathcal{D}_\epsilon$. Therefore, using $Q\lambda = \gamma G\lambda,0^{\gamma^*}$, we obtain

$$\|Q\lambda\|_{H^{-\frac{1}{2}}(\mathbb{R}^d) \rightarrow H^{\frac{1}{2}}(\mathbb{R}^d)} \leq C', \quad \|\frac{d}{d\lambda} Q\lambda\|_{H^{-\frac{1}{2}}(\mathbb{R}^d) \rightarrow H^{\frac{1}{2}}(\mathbb{R}^d)} \leq 2C'|\lambda|,$n

for $|\lambda| > 1$ with $\lambda$ in $\mathcal{D}_\epsilon$, and the same bounds hold for $\tilde{Q}\lambda$ and its derivative. Now, using Prop. 3.1 we obtain $|f_1(\lambda)| \leq C\delta e^{-\delta|\text{Im}\lambda|}$ and $|f_2(\lambda)| \leq C\delta e^{-\delta|\text{Im}\lambda|}$ for $|\lambda| > 1$. This implies the bound for $|\lambda| > 1$. It now remains to establish that $|\Xi'(\lambda)|$ is bounded for $|\lambda| \leq 1$ in the sector. It will be sufficient to show that the families

$$\left( \frac{d}{d\lambda} \PT\lambda \right) Q\lambda^{-1}, \quad \left( \frac{d}{d\lambda} \tilde{Q}\lambda \right) \tilde{Q}\lambda^{-1} \tilde{T}\lambda Q\lambda^{-1}$$

are Hahn-holomorphic families of trace-class operators on $H^{\frac{1}{2}}(\partial\mathcal{O})$. We know from Lemma 2.3 that $Q^{-1}, \tilde{Q}^{-1}$ are Hahn holomorphic as maps $H^s(\partial\mathcal{O}) \rightarrow H^{s-1}(\partial\mathcal{O})$. If $d \geq 3$ then also, by Prop. 3.1, $\PT\lambda$ and $\frac{d}{d\lambda} \PT\lambda$ are Hahn holomorphic as family of trace-class operators on $H^{-\frac{1}{2}}(\partial\mathcal{O})$. By Prop. 2.1, $\PT\lambda$ is Hahn holomorphic as a family of maps $H^s(\partial\mathcal{O}) \rightarrow H^{s+1}(\partial\mathcal{O})$. It follows then that the above are Hahn holomorphic families of trace-class operators and therefore the trace is continuous at zero. The two dimensional case is slightly more complicated since $\PT\lambda$, $\frac{d}{d\lambda} \PT\lambda$ and $\frac{d}{d\lambda} \tilde{Q}\lambda$ are Hahn-meromorphic. In this case the Hahn-expansion can be used to compute the singular terms of these families. If we split the corresponding Hahn-meromorphic, possibly not holomorphic integral kernel term, $\gamma F_0$ into diagonal and off diagonal kernel terms $\gamma F_0 = \gamma \tilde{F}_0 + W$ then the integral kernels $\gamma \tilde{F}_0$ and $W$ are constant on every connected component of $\partial\mathcal{O}$. This splitting implies $\gamma \tilde{F}_0 \gamma^* Q_0^{-1} = 0$, $\gamma \tilde{F}_0 \gamma^* Q_0^{-1} = 0$, $W \gamma^* \tilde{Q}_0^{-1} = 0$, and $W \gamma^* Q_0^{-1} = 0$. We have modulo Hahn-holomorphic terms

$$\PT\lambda \sim PW \gamma^* \log \lambda, \quad \frac{d}{d\lambda} \PT\lambda \sim PW \gamma^* \frac{1}{\lambda^1}, \quad \frac{d}{d\lambda} \tilde{Q}\lambda \sim \gamma \tilde{F}_0 \gamma^* \frac{1}{\lambda^1}.$$ 

Therefore, in the expressions (28) all singular terms cancel out and the operator families (28) are Hahn holomorphic.
Corollary 3.4. If $d$ is odd then the function $\Xi'$ is meromorphic on the complex plane and zero is not a pole. If $d$ is even then the function $\Xi'$ is meromorphic on the logarithmic cover of the complex plane and Hahn-holomorphic at zero on any sector of the logarithmic cover of the complex plane.

4. The relative setting

We consider the resolvent difference

$$R_{\text{rel}, \lambda} = ((\Delta - \lambda^2)^{-1} - (\Delta_0 - \lambda^2)^{-1}) - \sum_{j=1}^{N} ((\Delta_j - \lambda^2)^{-1} - (\Delta_0 - \lambda^2)^{-1}).$$

Using (19), we conclude $(\Delta_j - \lambda^2)^{-1} - (\Delta_0 - \lambda^2)^{-1} = -S_{\lambda}Q_{j, \lambda}^{-1}S_{\lambda}^{*}$ and hence

$$R_{\text{rel}, \lambda} = -S_{\lambda}Q_{\lambda}^{-1}S_{\lambda}^{*} + S_{\lambda}\tilde{Q}_{\lambda}^{-1}S_{\lambda}^{*}.$$  

We have the following analogue of Theorem 2.9 which however requires no projections in the relative setting.

Theorem 4.1. Let $\epsilon > 0$ and let $\delta' > 0$ be smaller than $\delta = \text{dist}(\partial\mathcal{O}_j, \partial\mathcal{O}_k)$. Then the operator $R_{\text{rel}, \lambda}$ is trace-class for all $\lambda \in \mathcal{D}_{\epsilon}$ and its trace norm can be estimated by

$$\|R_{\text{rel}, \lambda}\|_1 \leq C_{\delta', \epsilon} \rho(\text{Im} \lambda)e^{-\delta' \text{Im}(\lambda)}, \quad \lambda \in \mathcal{D}_{\epsilon}.$$  

Proof. As before, let $P$ be an elliptic invertible pseudodifferential operator of order one on $\partial\mathcal{O}$ and $f_{2}(\lambda)$ be the trace-norm of $PT_{\lambda}$ as a trace-class operator from $H^{-\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}$. Computing the trace norm of $R_{\text{rel}, \lambda}$ we see that

$$\|R_{\text{rel}, \lambda}\|_1 = \|S_{\lambda}(Q_{\lambda}^{-1} - \tilde{Q}_{\lambda}^{-1})S_{\lambda}^{*}\|_1 = \|S_{\lambda}(Q_{\lambda}^{-1}T_{\lambda}\tilde{Q}_{\lambda}^{-1})S_{\lambda}^{*}\|_1 
\leq \|S_{\lambda}Q_{\lambda}^{-1}\|_{H^{\frac{1}{2}} \rightarrow L^2} \|P^{-1}\|_{H^{-\frac{1}{2}} \rightarrow H^{\frac{1}{2}}} \|f_{2}(\lambda)\|_{H^{\frac{1}{2}} \rightarrow H^{-\frac{1}{2}}} \|\tilde{Q}_{\lambda}^{-1}S_{\lambda}^{*}\|_{L^2 \rightarrow \text{H}^{-\frac{1}{2}}} 
\leq C_{\delta', \epsilon}(1 + |\lambda|^2)\rho(\text{Im} \lambda)e^{-\delta' \text{Im}(\lambda)}$$

by Propositions 2.2 and 3.1 and Corollary 2.8.

Theorem 4.2. Let $f \in \tilde{\mathcal{P}}_{\epsilon}$. Then, $D_f$ extends to a trace-class operator and

$$\text{Tr}(D_f) = \frac{i}{\pi} \int_{\Gamma_{\epsilon}} f'(\lambda)\Xi(\lambda)d\lambda.$$

Proof. Let $f(\lambda) = g(\lambda^2)$ with $g \in \mathcal{P}_\epsilon$. Assume without loss of generality that $0 < \epsilon < \pi/8$ so that $g_n$ defined by $g_n(z) = g(z)\exp(-\frac{1}{n}z)$ is an admissible function for the Riesz-Dunford functional calculus for every $n \in \mathbb{N}$ c.f. [14] Lemma 1.4. While this would work in any sector $0 < \epsilon < \pi$, the restriction on $\epsilon$ is so that the corresponding $f_n$ which we define as $f_n(\lambda) = g_n(\lambda^2)$ with corresponding properties in $\mathcal{D}_{\epsilon/2}$ hold. We then have that $f_n(\Delta^{\frac{1}{2}}) = g_n(\Delta)$ is a bounded operator and

$$f_n(\Delta^{\frac{1}{2}}) = g_n(\Delta) = \frac{i}{\pi} \int_{\Gamma_{\epsilon}} \lambda f_n(\lambda)(\Delta - \lambda^2)^{-1}d\lambda.$$
Here, \( \bar{\Gamma}_\epsilon \) is the boundary of \( \mathcal{D}_{\epsilon/2} \) (see figure 1). By standard functional calculus for self-adjoint operators we have for every \( \phi \) in the domain of \( f(\Delta^{1/2}) \) that
\[
\lim_{n \to \infty} f_n(\Delta^{1/2})\phi = f(\Delta^{1/2})\phi.
\]
Therefore,
\[
D_{f_n} = \frac{i}{\pi} \int_{\bar{\Gamma}_\epsilon} \lambda f_n(\lambda) R_{\text{rel}, \lambda} d\lambda.
\]
Since \( g \) is polynomially bounded on the real line the domain of smoothness of the operator \( \Delta \) is contained in the domain of \( f(\Delta^{1/2}) \). In particular the domain of \( f(\Delta^{1/2}) \) contains the space of smooth functions compactly supported in \( \mathbb{R}^d \setminus \partial \mathcal{O} \) and the operator \( f(\Delta^{1/2}) \) has a unique distributional kernel. If \( \phi \in C^\infty_0(\mathbb{R}^d \setminus \partial \mathcal{O}) \) we have \( D_{f_n} \phi \to D_f \phi \) in \( L^2 \). Using the bound \( \|R_{\text{rel}, \lambda}\|_1 \leq C_{\delta', \epsilon} (\text{Im } \lambda)^{\epsilon-\delta'} |\text{Im } \lambda|^\alpha \) and since \( |f(\lambda)| = O(|\lambda|^\alpha) \) for some \( \alpha > 0 \) one estimates easily that \( D_{f_n} \) is a Cauchy sequence converging in the Banach space of trace-class operators to
\[
D_f = \frac{i}{\pi} \int_{\bar{\Gamma}_\epsilon} \lambda f(\lambda) R_{\text{rel}, \lambda} d\lambda. \tag{29}
\]
Therefore \( D_f \) is trace-class and the trace commutes with the integral. We observe
\[
S_{\lambda}^0 S_{\lambda} = \gamma G_{\lambda,0}^2 \gamma^* = \frac{1}{2\lambda} \frac{d}{d\lambda} G_{\lambda,0} \gamma^* = \frac{1}{2\lambda} \frac{d}{d\lambda} Q_{\lambda},
\]
and
\[
\text{Tr} \left( \frac{d}{d\lambda} T_{\lambda} \tilde{Q}_{\lambda}^{-1} \right) = \sum_{j \neq k} \text{Tr} \left( p_j \left( \frac{d}{d\lambda} Q_{\lambda} \right) p_k \tilde{Q}_{\lambda}^{-1} \right) = \sum_{j \neq k} \text{Tr} \left( (p_j Q_{\lambda}) \tilde{Q}_{\lambda}^{-1} p_k \right) = 0,
\]
where we have used that \( \tilde{Q}_{\lambda} \) commutes with \( p_k \). This gives
\[
\text{Tr} (R_{\text{rel}, \lambda}) = \text{Tr} \left( -S_{\lambda}^0 S_{\lambda} Q_{\lambda}^{-1} + S_{\lambda}^0 S_{\lambda} \tilde{Q}_{\lambda}^{-1} \right)
\]
\[
\begin{aligned}
&= -\frac{1}{2\lambda} \text{Tr} \left( \frac{d}{d\lambda} Q_{\lambda} Q_{\lambda}^{-1} - \frac{d}{d\lambda} Q_{\lambda} \tilde{Q}_{\lambda}^{-1} \right) \\
&= -\frac{1}{2\lambda} \text{Tr} \left( \frac{d}{d\lambda} Q_{\lambda} Q_{\lambda}^{-1} - \frac{d}{d\lambda} \tilde{Q}_{\lambda} \tilde{Q}_{\lambda}^{-1} - \frac{d}{d\lambda} T_{\lambda} \tilde{Q}_{\lambda}^{-1} \right) \\
&= -\frac{1}{2\lambda} \text{Tr} \left( \frac{d}{d\lambda} Q_{\lambda} Q_{\lambda}^{-1} - \frac{d}{d\lambda} \tilde{Q}_{\lambda} \tilde{Q}_{\lambda}^{-1} \right) = -\frac{1}{2\lambda} \Xi'(\lambda).
\end{aligned}
\tag{30}
\]
We have used the fact that \( R_{\text{rel}, \lambda} \) is a trace-class operator since each of its components is trace-class to perform the algebraic manipulations. We then have that:
\[
\text{Tr}(D_f) = \frac{i}{\pi} \int_{\bar{\Gamma}_\epsilon} \lambda f(\lambda) \text{Tr} \left( R_{\text{rel}, \lambda} \right) d\lambda = -\frac{i}{2\pi} \int_{\bar{\Gamma}_\epsilon} f(\lambda) \Xi'(\lambda) d\lambda = \frac{i}{2\pi} \int_{\bar{\Gamma}_\epsilon} f'(\lambda) \Xi(\lambda) d\lambda.
\]
\[ \square \]

**Theorem 4.3.** For \( \lambda > 0 \) we have
\[
\frac{1}{\pi} \text{Im } \Xi(\lambda) = -\frac{i}{2\pi} (\Xi(\lambda) - \Xi(-\lambda)) = -\xi_{\text{rel}}(\lambda).
\]
Proof. Recall that $\Xi'$ has a meromorphic extension to the logarithmic cover of the complex plane. In particular we can choose a non-empty interval $(a,b) \subset \mathbb{R}_+$ such that $\Xi'$ is holomorphic near $(a,b)$ and $-(a,b)$. Now assume that $f$ is an arbitrary even function that is compactly supported in $-(a,b) \cup (a,b)$. Let $dm(z) = dx dy$ be the Lebesgue measure on $\mathbb{C}$. By the Helffer-Sjöstrand formula, combined with the substitution $z \mapsto z^2$, we have

$$f(\Delta^{1/2}) = \frac{2}{\pi} \int_{\text{Im}(z)>0} z \frac{\partial \tilde{f}}{\partial z} (\Delta - z^2)^{-1} dm(z),$$

where $\tilde{f}$ is a compactly supported almost analytical extension of $f$ (see [16] Prop 7.2 and [7] p.169/170). This implies that

$$D_f = \frac{2}{\pi} \int_{\text{Im}(z)>0} z \frac{\partial \tilde{f}}{\partial z} R_{\text{rel},x} dm(z),$$

and hence

$$\text{Tr}(D_f) = -\frac{1}{\pi} \int_{\text{Im}(z)>0} \frac{\partial \tilde{f}}{\partial z} \Xi'(z) dm(z).$$

by (30). Using Stokes’ theorem in the form of [15] (p.62/63), we therefore obtain

$$\text{Tr}(D_f) = \frac{i}{2\pi} \int_a^b (\Xi'(x) + \Xi'(-x)) f(x) dx.$$ Comparing this with the Birman-Krein formula gives $\frac{1}{2\pi} (\Xi'(x) + \Xi'(-x)) = \xi_{\text{rel}}'(x)$ for all $x \in (a,b)$. Since both functions are meromorphic this shows that this identity holds everywhere. We conclude that $\frac{1}{2\pi} (\Xi(\lambda) - \Xi(-\lambda)) - \xi_{\text{rel}}(\lambda)$ is constant in the upper half space. We will now use that $\Xi'(\lambda)$ is Hahn-meromorphic with respect to any sufficiently large sector containing the closed upper half space. Since, by Theorem 3.3, $\Xi'(\lambda)$ is bounded in a sector $\mathcal{D}'$ this implies that $\Xi'(\lambda)$ is Hahn holomorphic near zero in the larger sector containing the closed upper half space. In particular $\Xi'(\lambda)$ is bounded and continuous near zero. Thus, by the fundamental theorem of calculus, $\Xi(\lambda)$ is continuous at zero. Therefore, $(\Xi(\lambda) - \Xi(-\lambda)) \to 0$ as $\lambda \to 0$ in the larger sector where this function is defined. On the other hand we also know that $\xi_{\text{rel}}(\lambda)$ as defined by (8) goes to 0 as $\lambda \to 0$ by the orders of the scattering matrices given below (4). Hence, $\frac{1}{2\pi} (\Xi(\lambda) - \Xi(-\lambda)) - \xi_{\text{rel}}(\lambda)$ vanishes everywhere. We have by definition for $\lambda > 0$ that

$$-\Xi'(-\lambda) = \text{Tr} \left( \left( \frac{d}{d\lambda} (Q_{-\lambda} - \tilde{Q}_{-\lambda}) \right) Q^{-1}_{-\lambda} + \left( \frac{d}{d\lambda} \tilde{Q}_{-\lambda} \right) \left( Q^{-1}_{-\lambda} - \tilde{Q}^{-1}_{-\lambda} \right) \right)$$

$$= \text{Tr} \left( (Q^{-1}_{\lambda})^* \left( \frac{d}{d\lambda} (Q_{\lambda} - \tilde{Q}_{\lambda}) \right)^* + (Q^{-1}_{\lambda} - \tilde{Q}^{-1}_{\lambda})^* \left( \frac{d}{d\lambda} \tilde{Q}_{\lambda} \right)^* \right)$$

$$= \text{Tr} \left( \frac{d}{d\lambda} (Q_{\lambda} - \tilde{Q}_{\lambda}) \right) Q^{-1}_{\lambda} + \left( \frac{d}{d\lambda} \tilde{Q}_{\lambda} \right) \left( Q^{-1}_{\lambda} - \tilde{Q}^{-1}_{\lambda} \right) = \Xi'(\lambda)$$

where $Q^{-1}_{\lambda} = (Q_{\lambda}^{-1})^*$ for $\lambda > 0$. Here we have used the fact that we can switch the position of the individual operators under the trace if they are trace-class. This implies $\text{Im}(\Xi'(\lambda)) = -\frac{1}{2}(\Xi'(\lambda) + \Xi'(-\lambda))$. This again shows that $\text{Im}(\Xi(\lambda)) + \frac{1}{2}(\Xi(\lambda) - \Xi(-\lambda))$
is constant on the positive real line. The right hand side vanish at zero by the same argument as before. To finally establish that $\text{Im}(\Xi(\lambda)) = -\frac{1}{2}(\Xi(\lambda) - \Xi(-\lambda))$ it only remains to show that $\Xi(\lambda)$ is real at $\lambda = 0$. This follows immediately from the fact that $Q_\lambda$ and $\bar{Q}_\lambda$ both have purely real kernels on the positive imaginary axis, which implies that $\Xi(\lambda)$ is real valued for all $\lambda$ on the positive imaginary line.

\[ \square \]

5. Proofs of main theorems

Proof of Theorem 1.4. The proof of this theorem is similar to the proof of Theorem 4.2. Assume that $f$ is in $P_\epsilon$ and $f(z) = g(z^2)$ so that $g \in P_\epsilon$. As in the proof of Theorem 4.2 we conclude that the domain of $g(\Delta)$ contains $C^0_\infty(M)$. The operator $g(\Delta)$ therefore has unique distributional integral kernel $k \in \mathcal{D}'(M \times M)$. There exists a sector $\mathcal{S}_{\epsilon_0}$ such that the sequence $(g_n)$ of functions $g_n(z) = g(z)e^{-\frac{1}{2}z}$ is in $\mathcal{E}_{\epsilon_0}$. Since all $g_n$ are admissible for the Riesz-Dunford holomorphic functional calculus, we obtain

$$pg_n(\Delta)p - pg_n(\Delta_0)p = \int_{\Gamma_{\epsilon_0}} g_n(z) (p(\Delta - z)^{-1}p - p(\Delta_0 - z)^{-1}p) \, dz.$$  

By Theorem 2.9 we have

$$\|pg_n(\Delta)p - pg_n(\Delta_0)p\|_1 \leq C\int_{\Gamma_{\epsilon_0}} |g_n(\lambda)| \frac{1}{|\lambda|} e^{-C|\lambda|} \, d\lambda,$$

where we have used that $\rho(\text{Im}(\lambda)) = O(\frac{1}{|\lambda|})$ as $\lambda \to 0$. Note that $g_n$ has positive vanishing order at zero, which makes the integral convergent. We apply this estimate to $g_n$ as well as to $g_n - g_m$ to conclude that $pg_n(\Delta)p - pg_n(\Delta_0)p$ is a sequence of trace-class operators that is Cauchy in the Banach space of trace-class operators. By Borel functional calculus $(pg_n(\Delta)p - pg_n(\Delta_0)p)h$ converges to $(pg(\Delta)p - pg(\Delta_0)p)h$ in $L^2(\Omega)$ for any $h \in C^\infty_0(\Omega)$. We therefore obtain in the limit

$$\|pg(\Delta)p - pg(\Delta_0)p\|_1 \leq C\int_{\Gamma_{\epsilon_0}} |g(\lambda)| \frac{1}{|\lambda|} e^{-C|\lambda|} \, d\lambda.$$  

Again, this integral converges by assumption that $g \in \mathcal{E}_{\epsilon_0}$ has positive vanishing order at zero. Since the operator is Hilbert-Schmidt its integral is in $L^2(\Omega)$. Smoothness of the integral kernel is a direct consequence of elliptic regularity since this also holds with $g(\lambda)$ replaced by $\lambda^k g(\lambda), k \in \mathbb{N}$ and $\Omega$ replaced by a slightly larger open set. This establishes the first part of the Theorem.

The rest follows immediately from the bounds on the kernel in Theorem 2.9. Indeed, in dimensions $d \geq 3$ for large dist($x, \partial \Omega$), we have

$$|k_f(x, x)| \leq C_1 \int_{\Gamma_{\epsilon_0}} |f(\lambda)| \frac{e^{-C_2 \text{Im}(x, \partial \Omega)}}{\text{dist}(x, \partial \Omega)^{2d-4}} |\lambda| d\lambda \leq \frac{C_\Omega}{\text{dist}(x, \partial \Omega)^{2d-2+a}}.$$  

Similarly, for large dist($x, \partial \Omega$) and $d = 2$, we find

$$|k_f(x, x)| \leq C_1 \int_{\Gamma_{\epsilon_0}} |f(\lambda)| e^{-C_2 \text{Im}(x, \partial \Omega)} (1 + |\log(\lambda d(x, \partial \Omega))|)^2 |\lambda| d\lambda \leq \frac{C_\Omega}{\text{dist}(x, \partial \Omega)^{2+a}}.$$
Proof of Theorem 1.6. The first two points of Theorem 1.6 follow directly from Theorem 3.3. The third point follows from Theorem 4.3, and the last is a consequence of Theorem 4.2. The only point that remains to be shown is uniqueness of the function $\Xi$. Suppose there is another function $\tilde{\Xi}$ with the same properties. Then the difference $\Theta = \Xi - \tilde{\Xi}$ is holomorphic in the upper half plane, decays exponentially fast along the positive imaginary line. If $p$ is an even polynomial then $\sqrt{\lambda^2} p(-i\lambda)$ is in the the class $\overline{P}_\epsilon$ with $\epsilon = \pi$. Using the exponential decay of $\Theta'(\lambda)$ in the upper half space, deforming the contour, and taking into account the branch cut at the positive imaginary axis we obtain
\[
\int_{\Gamma_\epsilon} \sqrt{\lambda^2} p(-i\lambda) \Theta'(\lambda) d\lambda = 2 \int_0^\infty \lambda p(\lambda) \Theta'(i\lambda) d\lambda = \int_{-\infty}^\infty p(x) h(x) dx = 0,
\]
where we defined $h(x) = |x| \Theta'(i|x|)$. The decay of $\Theta'(\lambda)$ in the upper half space implies that the Fourier transform $\hat{h}$ of $h$ is real analytic. Vanishing of the above integral for all polynomials $p$ implies that $h$ vanishes to infinite order at zero. We conclude that $\hat{h} = 0$ and hence $\Theta'(\lambda)$ vanishes on the positive imaginary half-line. Since $\Theta'$ is holomorphic in the upper half space and meromorphic on the logarithmic cover of the complex plane it must vanish. Thus, $\Theta$ is constant. The decay now implies $\Theta = 0$ and hence $\Xi = \tilde{\Xi}$. □

Proof of Theorem 1.7. It was shown in the main text, Theorem 3.3, Corollary 3.4 and Theorems 4.3, 4.2, that $\Xi$ has all the claimed properties of Theorem 1.7. □

Proof of Theorem 1.5. Smoothness of the kernel on $M \times M$, $O \times O$, $M \times O$ and $O \times M$ can be concluded from Theorem 1.4, bearing in mind that the theorem also applies when $O$ is replaced by $O_j$ for each $j$. Namely, $f(\Delta_{j}^{\frac{1}{2}}) - f(\Delta_{j}^{\frac{1}{2}})$ has smooth kernel on $M \times M$ and $f(\Delta_{j}^{\frac{1}{2}}) - f(\Delta_{j}^{\frac{1}{2}})$ has smooth kernel on $(\mathbb{R}^d \setminus O_j) \times (\mathbb{R}^d \setminus O_j)$. Since the distributional kernel of $f(\Delta_{j}^{\frac{1}{2}}) - f(\Delta_{j}^{\frac{1}{2}})$ vanishes in $O_{j} \times M$, $M \times O_{j}$ and $O_{j} \times O_{j}$ this implies smoothness of the kernel as claimed on $M \times M$, $O \times O$, $M \times O$ and $O \times M$. The decay estimate of Theorem 1.4 also proves integrability on the diagonal away from the obstacles. One therefore only needs to show that the integral kernel is smooth up to the boundary. We will show that the integral kernel of $D_f$ is smooth up to the boundary in $\overline{M} \times \overline{M}$. The proof for $\overline{M} \times O$, $O \times \overline{M}$, and $O \times O$ is similar. Suppose that $K \subset \overline{M} \times \overline{M}$ is a compact subset and $\kappa_\lambda \in C^\infty(K)$ a smooth $\lambda$-dependent kernel. We consider an estimate of the form
\[
\|\kappa_\lambda\|_{C^k(K)} \leq C_{\epsilon,k,K} |\log(|\lambda|)|^m e^{-\delta' \text{Im}(\lambda)} \text{ for all } \lambda \in \mathcal{O}_\epsilon
\]
for some $m \geq 0$ and $\delta' > 0$. To show smoothness of the integral kernel of $D_f$ in a compact subset $K \subset \overline{M} \times \overline{M}$ it is sufficient to prove that the integral kernel of $R_{\text{rel},\lambda}$ is smooth on $K$ and satisfies (31). Then the integral representation (29) for the integral kernel of $D_f$ converges in $C^\infty(K)$.

Lemma 5.1. Assume that $K$ is a compact subset of either $\overline{M} \times M$ or $M \times \overline{M}$. Then the operator $(\Delta - \lambda^2)^{-1} - (\Delta_0 - \lambda^2)^{-1}$ has an integral kernel that is smooth on $K$ and satisfies the bound (31). If moreover $K$ does not intersect the diagonal then $(\Delta - \lambda^2)^{-1}$ has an integral kernel that is smooth on $K$ and satisfies the bound (31).
Proof. We first observe that \((\Delta_0 - \lambda^2)^{-1}\) has smooth kernel satisfying (31) in case \(K\) does not intersect the diagonal. Here \(m = 1\) in dimension 2 and \(m\) can be chosen 0 when \(d \geq 3\).

We now use a standard argument involving suitable cut-off functions. Momentarily we fix \(x \in M\) and suppose \(\eta, \chi\) are smooth functions that equal one near \(x \in M\) and whose support does not intersect \(\partial M\). Suppose also that \(\chi = 1\) in a neighborhood of \(\text{supp} \eta\), in particular \(\chi \eta = \eta\). Then we have the factorisation

\[
\eta ((\Delta - \lambda^2)^{-1} - (\Delta_0 - \lambda^2)^{-1}) = \eta(\Delta_0 - \lambda^2)^{-1}[(\Delta, \chi)^{-1}((\Delta - \lambda^2)^{-1} - (\Delta_0 - \lambda^2)^{-1})].
\]

Since the support of \(\eta\) and the support of the first order differential operator \([\Delta, \chi]\) have positive distance the term \(\eta((\Delta_0 - \lambda^2)^{-1})[\Delta, \chi]\) has smooth integral kernel satisfying (31). For any \(\chi_1 \in C^\infty(M)\), \(\chi_2 \in C^\infty(M)\), and any \(s \in \mathbb{N}_0\) we have that the cut-off resolvents \(\chi_2(\Delta - \lambda^2)^{-1}\chi_1\) and \(\chi_2(\Delta_0 - \lambda^2)^{-1}\chi_1\) are polynomially bounded in \(\lambda\) as maps \(\mathcal{H}^{-s}(\overline{M}) \rightarrow \mathcal{H}^{-s}(M)\) for \(\lambda \in \mathcal{D}_\delta\) with \(|\lambda| > 1\). Here, for \(s \geq 0\), the space \(\mathcal{H}^{-s}(\overline{M})\) is dual of \(\mathcal{H}^s(M)\), i.e. the space of distributions in \(\mathcal{H}^{-s}(\mathbb{R}^d)\) supported in \(\overline{M}\). Indeed, one computes \(\Delta \chi_2(\Delta - \lambda^2)^{-1}\chi_1 = (\Delta, \chi_2)(\Delta - \lambda^2)^{-1}\chi_1 + \chi_2 \chi_1 + \lambda^2 \chi_2(\Delta - \lambda^2)^{-1}\chi_1\). Using the standard elliptic boundary regularity estimate and the resolvent bound from the fact that \(\Delta\) is self-adjoint, and induction gives

\[
\|\chi_2(\Delta - \lambda^2)^{-1}\chi_1\|_{\mathcal{H}^{s} \rightarrow \mathcal{H}^{s+2}} \leq C_{s, \epsilon, \chi_2, \chi_1} (1 + |\lambda|)^s
\]

for all \(s \in \mathbb{N}_0\) and \(|\lambda| > 1\) in the sector \(\mathcal{D}_\epsilon\). The claimed polynomial bound then follows by duality. For \(|\lambda| \leq 1\) we can use the fact that the cut-off resolvents, as maps from \(\mathcal{H}^{-s}(\overline{M}) \rightarrow \mathcal{H}^{-s}(M)\) admit Hahn-meromorphic expansions near zero. This follows from a standard gluing construction and the Hahn-meromorphic Fredholm theorem (see [34], Appendix B). Absence of eigenvalues at zero, as is the case for the Dirichlet Laplacian on functions, then implies regularity at \(\lambda = 0\) when \(d \geq 3\) ([34], Th. 1.5 and Th 1.6). In case \(d = 2\) there is a possible \(\log(\lambda)\) expansion term with smooth integral kernel (see [34], Th 1.7). Therefore, the factorisation (32) shows that \(\eta ((\Delta - \lambda^2)^{-1} - (\Delta_0 - \lambda^2)^{-1}) \chi_1\) as a family of maps from \(\mathcal{H}^{-s}(M) \rightarrow \mathcal{H}^{s}(M)\) for any \(s > 0\) is bounded by \(C_{\chi_1, \epsilon, s, \eta} \log(|\lambda|)^m e^{-\delta \text{Im}(\lambda)}\) for all \(\lambda \in \mathcal{D}_\epsilon\). In case \(K \subset M \times \overline{M}\) is compact, by Sobolev embedding, the operator \((\Delta - \lambda^2)^{-1} - (\Delta_0 - \lambda^2)^{-1}\) has integral kernel that is smooth on \(K\) and satisfies (31). This shows the first part of the lemma. The second part follows from this since the integral kernel of \((\Delta_0 - \lambda^2)^{-1}\) satisfies the bound (31) away from the diagonal. \(\square\)

Since we can always replace \(\mathcal{O}\) by \(\mathcal{O}_j\) the statement of Lemma 5.1 also holds with the operator \(\Delta\) replaced by \(\Delta_j\). Therefore Lemma 5.1 establishes smoothness of \(D_j\) on \(M \times \overline{M}\) and \(\overline{M} \times M\). It now remains to establish smoothness in a neighbourhood of \(\partial M \times \partial M\) in \(\overline{M} \times \overline{M}\). To do this we fix \(1 \leq j \leq N\) and choose a smooth compactly supported cutoff function \(\eta\) that equals one near \(\partial \mathcal{O}_j\) and vanishes near the other obstacles. We also choose another cutoff function \(\tilde{\eta}\) that is smooth, compactly supported, and equals one near \(\partial \mathcal{O}\). Finally, let \(\chi\) be a compactly supported function equal to one near \(\partial \mathcal{O}_j\), vanishing near the other obstacles, such that \(\chi = 1\) in a neighbourhood of the support of \(\tilde{\eta}\). We also choose \(\chi\) in such a way that it is constant in a neighbourhood of the support of \(\tilde{\eta}\). It suffices to show that \(\eta \mathcal{R}_{\text{rel}, \lambda} \tilde{\eta}\) has smooth kernel satisfying (31). We have
the identity
\[
(\Delta - \lambda^2) \chi ((\Delta - \lambda^2)^{-1} - (\Delta_j - \lambda^2)^{-1}) = [\Delta, \chi] ((\Delta - \lambda^2)^{-1} - (\Delta_j - \lambda^2)^{-1}).
\]
The boundary conditions defining the operator \( \Delta \) and the operator \( \Delta_j \) coincide on \( \partial \mathcal{O}_j \) and therefore \( \chi((\Delta - \lambda^2)^{-1} - (\Delta_j - \lambda^2)^{-1}) \) maps \( L^2(M) \) into the domain of both operators. We obtain
\[
\eta((\Delta - \lambda^2)^{-1} - (\Delta_j - \lambda^2)^{-1}) \tilde{\eta} = \eta \chi ((\Delta - \lambda^2)^{-1} - (\Delta_j - \lambda^2)^{-1}) \tilde{\eta}
\]
where \( \chi \) is a suitably chosen compactly supported cut-off function that equals one in a neighborhood of the support of \( [\Delta, \chi] \) and whose support is disjoint from the support of \( \tilde{\eta} \). The support of \( [\Delta, \chi] \) has positive distance from the support of \( \eta \), and the support of \( \chi \) has positive distance from the support of \( \tilde{\eta} \). By Lemma 5.1 we conclude that the left hand side of (33) has smooth kernel satisfying (31). The other terms in \( R_{\text{rel}, \lambda} \) are of the form
\[
\eta((\Delta_k - \lambda^2)^{-1} - (\Delta_0 - \lambda^2)^{-1}) \tilde{\eta},
\]
where \( k \neq j \). Since \( \eta \) is supported away from \( \partial \mathcal{O}_k \) this also has smooth kernel satisfying (31). Thus, \( \eta R_{\text{rel}, \lambda} \tilde{\eta} \) has smooth kernel satisfying (31). Since \( j \) was arbitrary this shows that \( D_f \) is smooth in \( \overline{M} \times \overline{M} \). The fact that the trace is then given by the integral over the diagonal follows from the fact that the operator is trace-class and has a continuous kernel.

\[\square\]
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Appendix A. Estimates for the resolvent kernel

From the Nist digital library [28] eqs. 10.17.13,14, and 15, we have that
\[
H^{(1)}_{\nu}(z) = \left( \frac{2}{\pi z} \right)^{1/2} e^{i\omega} \left( \sum_{k=0}^{t-1} (\pm i)^k a_k(\nu) \frac{z^k}{k!} + R^+_\nu(\nu, z) \right),
\]
where \( \ell \in \mathbb{N}, \omega = z - \frac{1}{2} \nu \pi - \frac{1}{4} \pi \) and
\[
|R^+_\nu(\nu, z)| \leq 2|a_\ell(\nu)| V_{z, \pm i \infty} (t^{-\ell}) \exp \left( |\nu^2 - \frac{1}{4} z^2 | V_{z, \pm i \infty} (t^{-1}) \right),
\]
where \( V_{z, \pm i \infty} (t^{-\ell}) \) may be estimated in various sectors as follows
\[
V_{z, \pm i \infty} (t^{-\ell}) \leq \begin{cases} |z|^{-\ell}, & 0 \leq \text{ph } z \leq \pi, \\ \chi(\ell)|z|^{-\ell}, & -\frac{1}{2} \pi \leq \text{ph } z \leq 0 \text{ or } \pi \leq \text{ph } z \leq \frac{3}{2} \pi, \\ 2\chi(\ell) |\text{Im } z|^{-\ell}, & -\pi < \text{ph } z < -\frac{1}{2} \pi \text{ or } \frac{3}{2} \pi < \text{ph } z < 2\pi. \end{cases}
\]
Here, \( \chi(\ell) \) is defined by
\[
\chi(x) := \pi^{1/2} \Gamma \left( \frac{1}{2} x + 1 \right) / \Gamma \left( \frac{1}{2} x + \frac{1}{2} \right).
\]
For $z \to 0$, we have the estimate [28] equations 10.7.7 and 2.

\[
H_\nu^{(1)}(z) \sim \begin{cases} 
-\frac{i}{\pi} \Gamma(\nu) \left(\frac{r}{2}\right)^{-\nu} & \text{for } \nu > 0 \\
(2i/\pi) \log r & \text{for } \nu = 0 
\end{cases}
\] (35)

Here $\sim$ means that the quotient of left- and right hand side converges to 1 as $z \to 0$, and $\log$ is the principal branch of the complex logarithm.

Combining (34) and (35), we conclude that for $\nu \geq 0$, there exist positive constants $C$ and $r_0$ such that

for $|z| \leq r_0$ : 
\[
|H_\nu^{(1)}(z)| \leq C \begin{cases} 
|z|^{-\nu} & \text{for } \nu > 0 \\
|\log(z)| & \text{for } \nu = 0 
\end{cases}
\] (36)

for $|z| \geq r_0$ :
\[
|H_\nu^{(1)}(z)| \leq C|z|^{-1/2}e^{-\text{Im} z}
\] (37)

Here, $r_0 > 0$ can be chosen arbitrary small and $C$ depends on $\nu$ and the choice of $r_0$. (37) can be obtained from (34) for any choice of $\ell \in \mathbb{N}$ since negative powers of $|z|$ are bounded above for $|z| \geq r_0$. We will apply these estimates with $\nu = d - 2$, in that case, the logarithm in (36) corresponds precisely to $d = 2$.

Finally, we recall (see [28], (10.6.7)) that derivatives of Hankel functions can be expressed as

\[
d_j^j H_\nu^{(1)}(z) = 2^{-j} \cdot \sum_{l=0}^{j} (-1)^l \binom{j}{l} H_\nu^{(1)}(z - j + 2l).
\] (38)

In the following we assume that $\mathcal{O}$ and $M$ are as in the main body of the text. Recall that the integral kernel of the free resolvent is given by

\[
G_{\lambda,0}(x,y) = \frac{1}{4} \left(\frac{\lambda}{2\pi |x - y|}\right)^{\nu_d} H_\nu^{(1)}(|x - y|)
\] where $\nu_d = \frac{d-2}{2}$. (39)

We will subsequently prove norm and pointwise estimates for $G_{\lambda,0}$ and its derivatives, which are used in the main body of the text.

**Lemma A.1.** Let $\Omega \subset M$ be an open set with $\text{dist}(\Omega, \mathcal{O}) = \delta > 0$ and $\lambda \in \mathcal{D}_\epsilon$. Then, for any $0 < \delta' < \delta$ and any $m \in \mathbb{R}$ there exists $C_{\delta',\epsilon,m} > 0$ such that we have

\[
\|G_{\lambda,0}\|^2_{L^m(\Omega \times \partial\mathcal{O})} \leq C_{\delta',\epsilon,m} \rho(\text{Im} \lambda) e^{-2\delta' \text{Im} \lambda}.
\] (40)

**Proof.** Let us set $\lambda = \theta |\lambda|$ and note that $\text{Im} (\theta) \geq \sin(\epsilon) > 0$. We consider a smooth tubular neighbourhood of the boundary, say $U$ which is such that $\text{dist}(\Omega, U) = \delta_0 > 0$, $\delta' < \delta_0 < \delta$ and $\partial\mathcal{O} \subset U$. Since the kernel $G_{\lambda,0}$ satisfies the Helmholtz equation in both variables away from the diagonal we have $(\Delta x + \Delta y)^k G_{\lambda,0}(x,y) = (2\lambda)^{2k} G_{\lambda,0}(x,y)$. We then change variables so that $r := |x-y| \geq \delta_0$. By homogeneity, all of the integration will be carried out in this variable, with the angular variables only contributing a constant. Substituting $s := \text{Im} \lambda r$, equations (37) and (36) imply for all $k \in \mathbb{N}$ and slightly larger
whereas for \( d \geq 3 \) and \( h(s) := s^{-d+3} \) for \( d \geq 2 \) and \( h(s) := s \log(s) |\lambda|/ \text{Im} \lambda)^2 + s \) in case \( d = 2 \). We have used that \(|\lambda|\) can be bounded by a multiple of \( \text{Im} \lambda \) in the sector. Moreover, we may assume without loss of generality that \( s_0 > 1 \). Note that the second summand in (41) can be bounded by

\[
C_k |\text{Im} \lambda|^{d+4k-4} e^{-2\delta' \text{Im} \lambda},
\]

the constant being independent of \( \lambda \). The first term can be computed and estimated explicitly. A short computation shows that for \( d > 2 \),

\[
\left| \int_{\text{Im} \lambda \delta_0}^{s_0} h(s) ds \right| \leq \begin{cases} C \cdot |\text{Im} \lambda \delta_0|^{4-d} + C' & \text{for } d \neq 4 \\ C \cdot \log(\text{Im} \lambda \delta_0) + C' & \text{for } d = 4 \end{cases}
\]

whereas for \( d = 2 \), we may estimate the integral by

\[
C \cdot (|\text{Im} \lambda \delta_0|^2 \cdot (\log(|\text{Im} \lambda \delta_0)|^2 - \log(|\text{Im} \lambda \delta_0| + \frac{1}{2})) + C \cdot |\text{Im} \lambda \delta_0|^2 + C'.
\]

Here, the constants \( C \) and \( C' \) depend on the dimension. Combining (41) and (44) while adjusting constants proves the lemma. Let \( C'_{\delta', \epsilon, k} \) denote a generic constant depending on \( \delta', \epsilon, k \). As a result for all \( k \in \mathbb{R} \) we can conclude

\[
\|G_{\lambda,0}\|_{H^k(\Omega \times U')}^2 \leq C'_{\delta', \epsilon, k, m} \rho(\text{Im} \lambda)e^{-2\delta' \text{Im} \lambda},
\]

Furthermore, the trace theorem then implies

\[
\|G_{\lambda,0}\|_{H^m(\Omega \times \partial \Omega)}^2 \leq C'_{\delta', \epsilon, m} \rho(\text{Im} \lambda)e^{-2\delta' \text{Im} \lambda},
\]

for all \( m \in \mathbb{R} \), whence the Lemma is proved.

**Lemma A.2.** Let \( x_0 \in \mathbb{R}^d \setminus \overline{\Omega} \). Let \( \text{dist}(x_0, \partial \Omega) \) be abbreviated as \( \delta(x_0) \). For \( \lambda \in \mathcal{D}_\epsilon \), we have whenever \( \delta(x) > 1 \) for any multi-indices \( \alpha, \beta \in \mathbb{N}_0^d \) the estimates

\[
\sup_{y \in \partial \Omega} |\partial_x^\alpha \partial_y^\beta G_{\lambda,0}(x_0, y)| \leq C \cdot \begin{cases} \delta(x_0)^{-(d-2+|\alpha|+|\beta|)} & (d \geq 3) \\ 1 + \log(\delta(x_0)|\lambda|) + \delta(x_0)^{-(|\alpha|+|\beta|)} & (d = 2) \end{cases},
\]

The constant depends on \( \alpha \) and \( \beta \). If \(|\alpha| + |\beta| > 0\), there is indeed no log-contribution for \( d = 2 \). In the case that \( \delta(x_0)|\lambda| > 1 \), we conclude

\[
\sup_{y \in \partial \Omega} |\partial_x^\alpha \partial_y^\beta G_{\lambda,0}(x_0, y)| \leq C|\lambda|^{\alpha + |\beta| + d - 2} e^{-\text{Im} \lambda \delta(x_0)}
\]

for all \( d \). Assuming that \( 1 < \delta(x_0) \), combining the estimates gives for \( x_0 \in \Omega, \Omega \subset \mathbb{R}^d \setminus \overline{\Omega} \):

\[
\sup_{y \in \partial \Omega} |\partial_x^\alpha \partial_y^\beta G_{\lambda,0}(x_0, y)| \leq C_2 e^{-C_1 \delta(x_0) \text{Im} \lambda \delta(x_0)^{-(d-2)}}
\]

where \( C_1, C_2 \) depend on \( \Omega, \alpha, \beta \) and \( \epsilon \).
Proof. We make the change of variables $r := |x_0 - y| > 0$. For $d \geq 3$, we can split the integral kernel into two parts, $|r \lambda| > 1$ and $|r \lambda| < 1$. We do the $|r \lambda| > 1$ estimates only with the $\partial_x$ equations following by symmetry. From (36) and (37), we have that

$$\left| \partial_y^2 G_{\lambda, 0}(x_0, y) \right| \leq \sup_{\delta(x_0) < r < \frac{1}{10}} \frac{1}{r^{d-2+|\beta|}} + \sup_{\frac{1}{10} < r < \infty} C_\beta \frac{|\lambda|^{d-3} e^{-\text{Im} \lambda r}}{r^{d-1}} \left( \frac{1}{r|\beta|} + |\lambda|^{|\beta|} \right)$$

where $C_\beta$ is the maximum over the coefficients after differentiation. By homogeneity we have only included the possible best or worst terms in the absolute value. Whenever $\delta(x_0)|\lambda| > 1$ the first term on the right hand side of (50) is 0. For this case we have that

$$\sup_{\frac{1}{10} < r < \infty} \frac{|\lambda|^{d-3} e^{-\text{Im} \lambda r}}{r^{d-1}} \left( \frac{1}{r|\beta|} + |\lambda|^{|\beta|} \right) \leq C|\lambda|^{|\beta|+d-2} e^{-\text{Im} \lambda \delta(x_0)}.$$  

Whenever $\delta(x_0)|\lambda| \leq 1$, we have that

$$\sup_{\delta(x_0) < r < \frac{1}{10}} \frac{1}{r^{d-2+|\beta|}} \leq (\delta(x_0))^{-(d-2+|\beta|)}$$

and also

$$\sup_{\frac{1}{10} < r < \infty} \frac{|\lambda|^{d-3} e^{-\text{Im} \lambda r}}{r^{d-2}} \left( \frac{1}{r|\beta|} + |\lambda|^{|\beta|} \right) \leq C(\delta(x_0))^{-(d-2+|\beta|)} e^{-\text{Im} \lambda \delta(x_0)}.$$  

The 2d case follows similarly, except for the first term in (50), which is changed due to the $\nu = 0$ behaviour of (36). The last inequality (49) is a consequence of (47) and (48). In (47) $\lambda \delta(x_0)$ lies in a compact set, so it is possible to factor out the exponential term $\exp(-\text{Im} \lambda \delta(x_0))$. In (48), if $|\lambda| \leq 1$ then $C_2 = C \delta(x_0)^{d-2}$ which is bounded as we have assumed $x_0$ lies in a compact set. Thus $C_2 = C \max\{e, \delta(x_0)^{d-2} | x_0 \in \Omega\}$. In (48) if $\lambda > 1$ then it is possible to find $C_1$ depending on $k$ and $d$ so the inequality holds. Thus the last estimate is proved.

Corollary A.3. Let $\Omega$ and $\lambda$ be chosen as above. Let $P_y, P_x$ be differential operators on $\partial \mathcal{O}$ and $\Omega$ of order $k$ and $\ell$, respectively. Assume that $P_x$ has bounded coefficients. For $|\lambda \delta(x_0)| \leq 1$, we have

$$\sup_{y \in \partial \mathcal{O}} |P_x P_y G_{\lambda, 0}(x_0, y)| \leq C \cdot \begin{cases} (\delta(x_0))^{-(d-2)} + (\delta(x_0))^{-(d-2+k+\ell)} & (d \geq 3) \\ 1 + |\log(\delta(x_0) \lambda)| + (\delta(x_0))^{-\ell} & (d = 2) \end{cases}.$$  

If $P_x(1) = 0 = P_y(1)$ (no constant terms), we can improve the estimate by replacing the right hand side by $C(\delta(x_0))^{-(d-1)} + (\delta(x_0))^{-(d+k+\ell-2)}$ for all $d \geq 2$. If $|\lambda \delta(x_0)| \geq 1$, we have

$$\sup_{y \in \partial \mathcal{O}} |P_x P_y G_{\lambda, 0}(x_0, y)| \leq C|\lambda|^{k+\ell+d-2} e^{-\text{Im} \lambda \delta(x_0)}$$

for all $d \geq 2$. Assuming $\delta(x_0) > 1$, we find for all $d$ that

$$\sup_{y \in \partial \mathcal{O}} |P_x P_y G_{\lambda, 0}(x_0, y)| \leq C_2 e^{-C_1 \text{Im} \lambda \delta(x_0)} \cdot (\delta(x_0))^{d-2}.$$  

Here, all constants depend on $P_x, P_y, \Omega$ and $\epsilon$. 

\[ \text{A RELATIVE TRACE FORMULA 29} \]
Proof. Any coordinate derivative \( \partial_y^a \) on \( \partial \mathcal{O} \) can be expressed in terms of the Cartesian derivatives \( \partial y \) on \( \mathbb{R}^d \), with local coefficients in \( c_i^a \in C^\infty(\partial \mathcal{O}) \): \( \partial_y = \sum_i c_i^a \partial_i \). Hence, we have locally in \( y \in \partial \mathcal{O} \) that
\[
(P_y G_{\lambda,0}(x_0, \cdot))(y) = \sum_{|I| \leq k} c_I(y) (\partial^I G_{\lambda,0}(x_0, \cdot))(y)
\]
for \( c_I \) (locally defined) smooth functions on \( \partial \mathcal{O} \). Note that we have contributions with \( |I| < k \) since \( c_i^a \) are in general not constant. \( P_x \) acts in an analogous fashion. Using the estimates from Lemma A.2 and the fact that \( \partial \mathcal{O} \) is compact, we obtain the corollary. For \( |\lambda \delta(x_0)| \leq 1 \), we have only kept the smallest and largest power of \( \delta(x_0) \).

Since integrals over the compact space \( \partial \mathcal{O} \) can easily be estimated in terms of \( L^\infty \)-norms, we also obtain estimates for Sobolev norms. For simplicity, we only state it for the case of a finite distance between \( \partial \mathcal{O} \) and \( \Omega \):

**Corollary A.4.** Let \( \epsilon > 0 \), \( \lambda \in \mathcal{O}_e \) and \( \Omega \) as above such that \( \text{dist}(\partial \mathcal{O}, \Omega) > 1 \). For any \( s \in \mathbb{R}, x_0 \in \Omega \) and \( d > 2 \), we have
\[
\|G_{\lambda,0}(x_0, \cdot)\|_{H^s(\partial \mathcal{O})} \leq C_2 e^{-\epsilon |\lambda \delta(x_0)|} \cdot \delta(x_0)^{d-2}.
\]
Here, \( C_1 \) and \( C_2 \) depend on \( s, \epsilon \) and the choice of \( \Omega \); this estimate is also valid for \( d = 2 \) and \( |\lambda| \geq 1 \). In case \( d = 2 \) and \( |\lambda| < 1 \), we rather have
\[
\|G_{\lambda,0}(x_0, \cdot)\|_{H^s(\partial \mathcal{O})} \leq C_2 (1 + |\log(\delta(x_0)\lambda)|).
\]

**Appendix B. Hahn holomorphic and Hahn meromorphic functions**

The theory of Hahn analytic functions was developed in [27] in a very general setting. This appendix is taken directly from [34]. For the purposes of this paper we restrict our considerations to so-called \( z \)-log\((z)\)-Hahn holomorphic functions and refer to these as Hahn holomorphic. To be more precise, suppose that \( \Gamma \subset \mathbb{R}^2 \) is a subgroup of \( \mathbb{R}^2 \). We endow \( \Gamma \) and \( \mathbb{R}^2 \) with the lexicographical order. Recall that a subset \( A \subset \Gamma \) is called well-ordered if any subset of \( A \) has a smallest element. A formal series
\[
\sum_{(\alpha, \beta) \in \Gamma} a_{\alpha, \beta} z^\alpha (-\log z)^{-\beta}
\]
will be called a Hahn-series if the set of all \( (\alpha, \beta) \in \Gamma \) with \( a_{\alpha, \beta} \neq 0 \) is a well ordered subset of \( \Gamma \).

In the following let \( Z \) be the logarithmic covering surface of the complex plane without the origin. We will use polar coordinates \((r, \varphi)\) as global coordinates to identify \( Z \) as a set with \( \mathbb{R}_+ \times \mathbb{R} \). Adding a single point \( \{0\} \) to \( Z \) we obtain a set \( Z_0 \) and a projection map \( \pi : Z_0 \to \mathbb{C} \) by extending the covering map \( Z \to \mathbb{C} \setminus \{0\} \) by sending \( 0 \in Z_0 \) to \( 0 \in \mathbb{C} \). We endow \( Z \) with the covering topology and \( Z_0 \) with the topology generated by the open sets \( Z \) together with the open discs \( D_\epsilon := \{0\} \cup \{(r, \varphi) \mid 0 \leq r < \epsilon\} \). This means a sequence \( ((r_n, \varphi_n))_n \) converges to zero if and only if \( r_n \to 0 \). The covering map is continuous with respect to this topology. For a point \( z \in Z_0 \) we denote by \(|z|\) its \( r \)-coordinate and by \( \arg(z) \) its \( \varphi \) coordinate. We will think of the positive real axis embedded in \( Z \) as the subset \( \{z \mid \arg(z) = 0\} \). Define the following sectors \( D_\delta^{[\sigma]} = \{z \in Z_0 \mid 0 \leq |z| < \delta, |\varphi| < \sigma\} \).
In the following fix $\sigma > 0$ and a complex Banach space $V$. We say a function $f : D_\delta^{[\sigma]} \to V$ is Hahn holomorphic near 0 in $D_\delta^{[\sigma]}$ if there exists a Hahn series with coefficients in $V$ that converges normally to $f$, i.e. such that

$$f(z) = \sum_{(\alpha, \beta) \in \Gamma} a_{\alpha, \beta} z^\alpha (-\log z)^{-\beta}$$

and

$$\sum_{(\alpha, \beta) \in \Gamma} \|a_{\alpha, \beta}\| z^\alpha (-\log z)^{-\beta} \|_{L^\infty(D_\delta^{[\sigma]})} < \infty$$

and there exists a constant $C > 0$ such that $a_{\alpha, \beta} = 0$ if $-\beta > C\alpha$. This implies also that $a_{\alpha, \beta} = 0$ in case $(\alpha, \beta) < (0, 0)$. As shown in [27], in case $V$ is a Banach algebra the set of Hahn holomorphic functions with values in $V$ is an algebra. A meromorphic function on $D_\delta^{[\sigma]} \setminus \{0\}$ is called Hahn meromorphic with values in a Banach space $V$ if near zero it can be written as a quotient of a Hahn holomorphic function with values in $V$ and a Hahn holomorphic function with values $C$. Note that the algebra of Hahn holomorphic functions with values in $\mathbb{C}$ is an integral domain and Hahn meromorphic functions with values in $\mathbb{C}$ form a field. There exists a well defined injective ring homomorphism from the field of Hahn meromorphic functions into the field of Hahn series. This ring homomorphism associates to each Hahn meromorphic function its Hahn series. The theory is in large parts very similar to the theory of meromorphic functions. In particular the following very useful statement holds: if $V$ is a Banach space and $f : D_\delta^{[\sigma]} \to V$ is Hahn meromorphic and bounded, then $f$ is Hahn holomorphic. The main result of [27] states that the analytic Fredholm theorem holds for this class of functions.
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