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Abstract—In this paper, we study to employ geographic information to address the blockage problem of air-to-ground links between UAV and terrestrial nodes. In particular, a UAV relay is deployed to establish communication links from a ground base station to multiple ground users. To improve communication capacity, we first model the blockage effect caused by buildings according to the three-dimensional (3-D) geographic information. Then, an optimization problem is formulated to maximize the minimum capacity among users by jointly optimizing the 3-D position and power allocation of the UAV relay, under the constraints of link capacity, maximum transmit power, and blockage. To solve this complex non-convex problem, a two-loop optimization framework is developed based on Lagrangian relaxation. The outer-loop aims to obtain proper Lagrangian multipliers to ensure the solution of the Lagrangian problem converge to the tightest upper bound on the original problem. The inner-loop solves the Lagrangian problem by applying the block coordinate descent (BCD) and successive convex approximation (SCA) techniques, where UAV 3-D positioning and power allocation are alternately optimized in each iteration. Simulation results confirm that the proposed solution significantly outperforms three benchmark schemes and achieves a performance close to the upper bound on the UAV relay system.

Index Terms—UAV, relay communications, geographic information, 3-D positioning, power allocation.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have attracted increasing attention for enhancing the performance of wireless communication networks [1]–[6]. Compared to conventional cellular systems, UAV-assisted communications do not rely on fixed terrestrial infrastructures, and can be flexibly deployed over a target area in an on-demand and cost-effective manner. For instance, UAVs may serve as aerial base stations (BSs) or relays to support ground user equipments (UEs), as well as extend communication coverage in hot-spot regions or disaster areas.

Benefiting from their three-dimensional (3-D) mobility, UAVs may adjust their positions or trajectories according to traffic demands to provide satisfactory communication service. As a result, a large number of works have been devoted to UAV-assisted communication systems [7]–[17]. For instance, in [7], two-dimensional (2-D) trajectory, multiuser scheduling and association, and transmit power were jointly designed for a downlink multi-UAV enabled communication system, aiming to maximize the minimum throughput among all ground UEs. In [8], 2-D UAV trajectory and transmit beamforming vector were jointly optimized to minimize the total power consumption for multiuser downlink multiple-input single-output (MISO) UAV communication systems. UAV jittering, UE location uncertainty, wind speed uncertainty, and no-fly zones were taken into account to provide reliable communication services. In [9], UAV positioning, analog beamforming, and power control were jointly optimized for a millimeter-wave full-duplex UAV relay communication system. A secure communication problem was investigated for a UAV-enabled communication system in [10], where UAV trajectory and UE scheduling were jointly designed for maximizing the minimum secrecy rate. In [13], UAV trajectory and transmit power were jointly designed to achieve efficient spectrum sharing for a full-duplex UAV relaying system with underlay device-to-device (D2D) communications. A UAV-enabled energy-efficient Internet of Things (IoT) communication system was considered in [14], where 3-D placement and resource allocation of multiple UAV-mounted BSs were optimized to minimize the transmit power of IoT devices. In [16], 3-D positions of UAVs, UE clustering, and frequency band allocation were optimized to improve the coverage rate as well as to minimize the number of required UAVs for a multiple UAV-BSs assisted communication system.
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To make the problem more tractable, the aforementioned works mostly employ simplified or statistical channel models for UAV-assisted communication systems. For example, pure line-of-sight (LoS) channels are assumed in [7], [8], [10]–[13]. Probabilistic LoS channels are adopted in [14]–[17], where LoS and non-LoS (NLoS) conditions are probabilistically related to the elevation angle of the link between the UAV and ground UE. However, the simplified and statistical channel models are only suitable for average performance analysis, while corresponding solutions may fail to provide satisfactory performance for practical UEs in specific environments. In practice, the terrain conditions, such as buildings and other obstacles, may block air-to-ground signals and greatly deteriorate the propagation environment, especially for urban areas with dense buildings [18]. In such a case, the design and optimization for UAV-assisted communication systems based on pure LoS channels or statistical channels may not be able to guarantee the performance of ground UEs.

To overcome the drawback for using pure LoS channel models or probabilistic LoS channel models, two kinds of information are useful to capture practical propagation conditions, namely radio map and geographic information (or called a 3-D city map). Radio map, which is constructed based on large numbers of real-life channel measurements, can precisely describe the average signal strength for all combinations of UAV-UE/BS locations [19]. Based on radio map, UAV positioning, UE association, and backhaul capacity allocation were jointly optimized to achieve higher capacity in a UAV-aided relay network in [20]. In [21], a joint trajectory design, UE scheduling, and bandwidth allocation optimization were investigated to ensure the fairness among UEs in a UAV-aided relay network. A trajectory design problem for cellular-connected UAV was considered in [22], where radio map was utilized to evaluate the link quality between UAV and BS during the flight. Although radio map is theoretically appealing to provide the most precise channel quality, its practical application in UAV positioning is not easy. On one hand, it is difficult to obtain sufficiently accurate assessments of channel quality for all possible combinations of UAV-UE/BS 3-D positions. One the other hand, even if a radio map is available, it may lead to high memory and computational cost related to data processing. In addition to radio map, geographic information is also helpful for efficient UAV positioning. In fact, with the geographic information available, the LoS/NLoS condition can be inferred directly by evaluating the BS-UAV/UAV-UE link blocked by ground buildings, instead of being modeled as a random event [2]. Note that compared to radio map, geographic information is easier to obtain in reality. For example, geographic information can be derived offline from digital maps [23], such as Google Maps, or constructed online using photogrammetry techniques [24]. Based on geographic information, a local LoS probability model was studied in [25] by employing the map-compression method, and then the UAV trajectory was designed to increase the data throughput in a UAV-aided wireless network. In [26], a geometric analysis method to detect the blockage was proposed, and then a greedy UE scheduling algorithm was performed to avoid the blockage and enhance the spectral efficiency of a multi-UAV communication system. In [27], UAV trajectory was designed for outdoor UE localization based on received signal strength measurements, where geographic information was utilized to distinguish LoS/NLoS environments.

Different from the above mentioned works, the goal of this paper is to model the blockage effect as tractable constraints, and jointly design with UAV 3-D positioning and resource allocation in an optimization manner, to guarantee practical communication performance in an arbitrary local area. Specifically, we consider a downlink multiuser communication system, where a UAV acts as an aerial relay to receive signals from the BS and forward them to ground UEs. Assisted by geographic information, we show that the blocked region for a BS-UAV/UAV-UE link caused by a ground building can be modeled as a polyhedron. Therefore, LoS and NLoS propagation conditions can be distinguished by evaluating whether the UAV is positioned in the blocked region. Considering the blockage effect, an optimization problem is formulated to maximize the minimum communication capacity among ground UEs, and the corresponding solution is developed. The main contributions of this paper are summarized as follows.

1) We propose to deploy a UAV relay to improve the performance of a multiuser communication system. Assisted by geographic information, the blockage effect caused by buildings is derived to guarantee practical performance. To ensure fairness, we formulate an optimization problem to maximize the minimum communication capacity among UEs by jointly designing the positioning and the power allocation at the UAV, where the backhaul link from the ground BS to the UAV relay is also taken into consideration.

2) To solve the formulated non-convex problem which is very difficult to obtain the globally optimal solution, a two-loop optimization framework is developed based on Lagrangian relaxation to obtain a sub-optimal solution. Specifically, the proper Lagrangian multipliers are adaptively updated in the outer-loop to ensure the Lagrangian problem converge to the tightest upper bound on the original problem. The inner-loop partitions the Lagrangian problem into a power allocation sub-problem and a UAV positioning sub-problem, and optimizes them alternately by applying the block coordinate descent (BCD) technique. The optimal power allocation is obtained in closed form, while the UAV positioning sub-problem is solved approximately by utilizing the successive convex approximation (SCA) technique.

3) Simulation results show that the proposed geographic information-aided joint positioning and power allocation scheme can closely approach a performance upper bound on the considered UAV relay system and outperform three benchmark schemes.

The rest of this paper is organized as follows. In Section II, we introduce the system model, and formulate the proposed joint positioning and power allocation problem. In Section III, we transform the original problem into a more tractable Lagrangian problem. In Section IV, we propose a solution for the Lagrangian problem. The overall solution, convergence
analysis, and computational complexity are discussed in Section V. Section VI presents the simulation results. Finally, the paper is concluded in Section VII.

Notation: $a$, $\mathbf{a}$, $\mathbf{A}$, and $\mathcal{A}$ denote a scalar, a vector, a matrix, and a set, respectively. $\mathbb{R}^M$ denotes the space of $M$-dimensional real vector. $(\cdot)^T$, $(\cdot)^*$, and $(\cdot)^H$ denote transpose, conjugate, and conjugate transpose, respectively. $||a||$ represents the Euclidean norm of vector $a$. $\mathcal{A}_2 \setminus \mathcal{A}_1$ represents the elements of $\mathcal{A}_2$ that are not included in $\mathcal{A}_1$, $\mathcal{A}_1 \cup \mathcal{A}_2$ represents the union of $\mathcal{A}_1$ and $\mathcal{A}_2$, $\mathcal{A}_1 \subseteq \mathcal{A}_2$ represents that $\mathcal{A}_1$ is a subset of $\mathcal{A}_2$, $|\mathcal{A}|$ denotes the cardinality of set $\mathcal{A}$. $\emptyset$ denotes empty set. $\mathbf{A}\mathbf{B}$ denotes the vector from point $A$ to point $B$. $\mathbf{A}\mathbf{B} \cdot \mathbf{C}\mathbf{D}$ and $\mathbf{A}\mathbf{B} \times \mathbf{C}\mathbf{D}$ denote the inner product and outer product between vector $\overrightarrow{AB}$ and vector $\overrightarrow{CD}$, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider a downlink communication network with a single BS and $K$ ground UEs indexed by $\mathcal{K} \triangleq \{1, \ldots, K\}$. To improve the communication performance of the system, one UAV is employed as a decode-and-forward (DF) relay. That is to say, the BS transmits signals to the UAV relay, and then the UAV relay forwards the signals to the ground UEs in a half-duplex mode.

We assume that the UAV allocates orthogonal frequency bands to the ground UEs. As a result, the interference among the UEs can be eliminated. In addition, it is assumed that the geographic information, i.e., the building structure, of the considered area is available to the system.

Without loss of generality, we employ a 3-D Cartesian coordinate system. The BS is located at $x_{B} \in \mathbb{R}^3$. It is assumed that each UE $k$ is statically located at areas without buildings and its coordinates are denoted by $x_k \in \mathbb{R}^3, k \in \mathcal{K}$. The coordinates of the UAV are given by $\mathbf{x} = (x_V, y_V, h_V) \in \mathbb{R}^3$. $M$ buildings indexed by $\mathcal{M} \triangleq \{1, \ldots, M\}$ are randomly distributed in the considered area. The BS-UAV and UAV-UE links may be blocked by these buildings. As a result, the position of the UAV relay should be carefully designed to avoid blockage. We suppose that the UAV hovers at an altitude above the tallest building in the considered region, such that no collision will occur.

A. Blockage Modeling

To distinguish different propagation scenarios, the key is to identify whether the communication link is blocked by buildings. For $M$ buildings, $M$ and $MK$ blocked regions are generated with respect to the BS and $K$ UEs, respectively. We index these blocked regions as $\mathcal{I} \triangleq \{1, \ldots, M + MK\}$.

We assume that the shape of all the buildings is cube. We show that giving building and UE/BS locations, the blocked region can be formulated as a polyhedron.

1) Blocked Region for the UE: As shown in Fig. 2, along the UE’s line of sight, only a part of the flank surfaces of each building is visible, while other flank surfaces and the top surface are invisible to the UE. In other words, the region behind the visible flank surfaces of the building is blocked. Therefore, in order to identify the blocked region for a UE with respect to a building, the key steps are a) identifying visible flank surfaces of the building, and b) determining the boundaries of the blocked region.

According to basic geometry, the inner product between the outward normal vector of a surface and the LoS vector from a UE to any point on the surface can be utilized to judge whether the surface is visible. If the inner product is negative, the surface is visible. Otherwise, the surface is invisible [31]. A toy example is shown in Fig. 2(a), where surface $A_1B_1A_2B_2$ and surface $B_2C_2B_2$ are visible to UE $S$. The aerial view in Fig. 2(b) gives a more visualized interpretation for the visible surfaces.

As shown in Figs. 2(c) and (d), the boundaries of the blocked region are composed by two vertical hyperplanes and two (or one) oblique hyperplanes, where each hyperplane is determined by the position of the UE and two adjacent vertices on the flank surface of the building. Since a hyperplane determines two halfspaces, by applying analytic geometry theory, the blocked region can be represented by the intersection of

1One publicly accessible way to extract building structure information is to use an open source geographic database OpenStreetMap, where the contour and height of a building are given by its raw data tagged with geometry and height, respectively [28].
Algorithm 1 Blocked Region

Input: The location of a UE and the vertices of a building.
Output: The blocked region $D_i$.

1: for each flank surface of the building do
2: Calculate the outward normal vector, and select a point on the surface to form an LoS vector with the UE.
3: if the inner product between the two vectors is negative then
4: Set the surface as visible.
5: else
6: Set the surface as invisible.
7: end if
8: end for
9: Record all the edges of the visible surfaces, except for the bottom edges.
10: for each recorded edge do
11: Construct hyperplane determined by the edge and the UE’s position. Denote corresponding outward normal vector as $a_{ij}$ and offset as $b_{ij}$, $j \in J_i$.
12: end for
13: return The blocked region is $D_i = \{x \in \mathbb{R}^3|a_{ij}^T x - b_{ij} \leq 0, \forall j \in J_i\}$. 

A finite number of halfspaces, which is polyhedron [32]. The $i$-th blocked region is 

$$D_i = \{x \in \mathbb{R}^3|a_{ij}^T x - b_{ij} \leq 0, \forall j \in J_i\},$$

where $J_i$ is the set of indexes of hyperplanes for the $i$-th blocked region. $|J_i|$ equals to four or three, corresponding to situations in Figs. 2(c) and (d). $a_{ij} \in \mathbb{R}^3$ is the outward normal vector of hyperplane $j$, which can be obtained by the outer product of any two non-collinear vectors in the plane, pointing to the outside of the blocked region. Constant $b_{ij} \in \mathbb{R}$ determines the offset of hyperplane $j$ from the origin point, which can be obtained by the inner product between $a_{ij}$ and any point in the hyperplane. For example, in Fig. 2(c), the outer boundaries of the blocked region $D_i$ are hyperplane $SA_1A_2$, $SA_2B_2$, $SB_2C_2$, and $SC_2C_1$. The outward normal vector $a_{11} = \frac{SA_1 \times SA_2}{|SA_1 \times SA_2|}$ and the corresponding offset $b_{11} = a_{11}^T \cdot O\overrightarrow{S}$, where $O$ denotes the origin point.

In summary, given the location of the UE and the vertices of a building, the algorithm for obtaining the blocked region is shown in Algorithm 1.

2) Blocked Region for the BS: Depending on the relative height of the BS and the buildings, there are two possible situations for the blocked region. If the BS antenna is deployed higher than a building, BS-UAV link is not blocked by the building for all possible UAV positions. The blocked region is an empty set, i.e., $D_i = \emptyset$. On the other hand, if the BS antenna is lower than a building, the blockage modeling method for the UE in Algorithm 1 can be directly used for the BS.

B. Channel Model

On one hand, accurate state of NLoS components for BS-UAV/UAV-UE links is difficult to predict in practice, unless the UAV is deployed at a given fixed position and channel estimation is performed. On the other hand, the NLoS environment leads to dramatic deterioration of communication performance. Therefore, it is preferred to avoiding all blocked regions ($D_i, i \in I$) to guarantee the overall performance. Let $D = \{x = (x_V, y_V, h_V)|x_V \in [0, x_B], y_V \in [0, y_B], h_V \geq h_{\min}\}$ denote the whole considered region, then the position of the UAV relay should be restricted by

$$x \in D \setminus D_i, \forall i \in I.$$ 

Under constraint (2), the LoS propagation environment is always guaranteed for the BS-UAV and UAV-UE links. In this way, LoS channel models are adopted for UAV positioning design, while NLoS channels are not necessary in the design but required in the simulations. Since the UAV positioning should be optimized in a relatively large timescale, we mainly focus on the large-scale channel characteristics. The distance from the BS to the UAV relay is $||x - x_B||$, and the distance from the UAV relay to UE $k$ is $||x - x_k||$. Then the channel gains of BS-UAV and UAV-UE links are respectively given by

$$g_B = \beta_1 ||x - x_B||^{-\alpha_1},$$

$$g_k = \beta_1 ||x - x_k||^{-\alpha_1},$$

where $\alpha_1$ is the path loss exponent, and $\beta_1$ is the channel gain at reference distance of 1 m.

As a result, we obtain the communication capacities of the BS-UAV link and the UAV-UE link as follows:

$$R_B = W_B \log_2 \left(1 + \frac{P_B \beta_1}{N_0 |W_B||x - x_B||^{\alpha_1}}\right),$$

$$R_k = W_U \log_2 \left(1 + \frac{P_k \beta_1}{N_0 |W_U||x - x_k||^{\alpha_1}}\right),$$

where $W_B$ and $W_U$ denote the channel bandwidths of links from the BS to the UAV and from the UAV to UE $k$, respectively. $P_B$ denotes the transmit power of BS, and $P_k$ is the transmit power of the UAV allocated to UE $k$. $N_0$ is the power spectral density of additive white Gaussian noise.

C. Problem Formulation

To ensure the fairness, we aim to maximize the minimum communication capacity among all the UEs by jointly optimizing the UAV positioning and the power allocation, subject to the blockage effect of buildings, and the backhaul constraint. The problem is formulated as

$$\max_{x, P_B, P_k} \sum_{k \in K} R_k$$

s.t. \begin{align}
R & \leq R_k, \quad \forall k \in K, \quad (7a) \\
KR & \leq R_B, \quad (7b) \\
P_k & \geq 0, \quad \forall k \in K, \quad (7c) \\
\sum_{k \in K} P_k & \leq P_V^{\text{tot}}, \quad (7d) \\
0 & \leq P_B \leq P_B^{\text{tot}}, \quad (7e)
\end{align}

We assume that all UEs are located at areas without buildings. Therefore, the feasible region for UAV positioning is nonempty as there always exists an unblocked region for sufficient high altitude of the UAV relay.
where $R$ denotes the minimum communication capacity among all the UEs. Constraint (2) confines that the UAV has to be deployed to avoid all the blocked regions for the BS-UAV and UAV-UE links. Constraint (7a) indicates that the minimum communication capacity does not exceed the communication capacity of each UAV-UE link. Constraint (7b) ensures that the BS-UAV backhaul link is capable to support all UEs with the minimum communication capacity. Constraints (7c), (7d), and (7e) indicate that the transmit powers are nonnegative and do not exceed a maximum value, where $P_B^{\text{tot}}$ and $P_V^{\text{tot}}$ are the maximum transmit powers of the BS and the UAV relay, respectively.

III. PROBLEM TRANSFORMATION

Due to the non-convex and intractable constraints, the original problem (7) is challenging to solve. In this section, we first transform the blockage constraint into tractable mixed-integer linear constraints. Then, Lagrangian relaxation is introduced to relax the binary variables to continuous variables thus leading to a Lagrangian problem.

A. Transformation of the Blockage Constraint

To make constraint (2) more tractable, we introduce auxiliary binary variable $l_{ij}$ and provide the following theorem.

**Theorem 1:** For each $i \in I$, $x \in D \setminus D_i$ satisfies constraint (8). The definition of $D \setminus D_i$ is given by $D \setminus D_i = \{x \in D| a_i^T x - b_{ij} > 0, \forall j \in J_i\}$. With involving auxiliary binary variable $l_{ij} \in \{0, 1\}, \forall j \in J_i$, we know that $\exists j \in J_i$ such that $a_i^T x - b_{ij} + C l_{ij} > 0$ by setting $l_{ij} = 0$. For other $j \in J_i$, $a_i^T x - b_{ij} + C l_{ij} > 0$ holds by setting $l_{ij} = 1$, for a sufficiently large $C > 0$. Thus, $\forall j \in J_i$, $a_i^T x - b_{ij} + C l_{ij} > 0$ holds, and there exists at least one $l_{ij} = 0$, which makes $\sum_{j \in J_i} l_{ij} \leq |J_i| - 1$ hold.

On the other hand, $l_{ij} \in \{0, 1\}, \forall j \in J_i$ and $\sum_{j \in J_i} l_{ij} \leq |J_i| - 1$ constrains that $\exists j \in J_i, l_{ij} = 0$. Together with $x \in D$ and $a_i^T x - b_{ij} + C l_{ij} > 0, \forall j \in J_i$, the position $x$ is constrained in a region where $x \in D$ and $\exists j \in J_i, a_i^T x - b_{ij} + C l_{ij} = a_i^T x - b_{ij} + 0 > 0$, which is the definition of $D \setminus D_i$.

This completes the proof. $\square$

According to Theorem 1, constraint (2) is equivalent to the following mixed integer linear constraints:

$$\begin{align*}
\sum_{j \in J_i} l_{ij} & \leq |J_i| - 1, \quad \forall i \in I, \quad (10a) \\
\sum_{j \in J_i} l_{ij} & = |J_i| - 1, \quad \forall i \in I, \quad (10b) \\
x & \in \mathcal{D}, \quad (10c)
\end{align*}$$

$$\begin{align*}
\sum_{j \in J_i} l_{ij} & \leq |J_i| - 1, \quad \forall i \in I, \quad (11a) \\
l_{ij} & \in \{0, 1\}, \quad \forall i \in I, \quad (11b) \\
x & \in \mathcal{D}, \quad (11c)
\end{align*}$$

where $C$ is a sufficiently large constant.

B. Lagrangian Relaxation

By replacing constraint (2) with constraints (9)–(12), problem (7) is equivalent to

$$\begin{align*}
\max_{x, P_b, \{P_k\}, \{l_{ij}\}} & \quad R \\
\text{s.t.} & \quad (7a), (7b), (7c), (7d), (7e), (9), (10), (11), (12).
\end{align*}$$

Due to the non-convexity of constraints (7a), (7b) and binary constraint (10), problem (13) is a non-convex and mixed-integer problem, which is difficult to obtain a globally optimal solution. Therefore, we propose to utilize Lagrangian relaxation [33]. First, binary constraint (10) can be equivalently replaced by

$$\begin{align*}
0 \leq l_{ij} \leq 1, & \quad \forall j \in J_i, \quad \forall i \in I, \quad (14) \\
\sum_{j \in J_i} l_{ij} (1 - l_{ij}) \leq 0, & \quad \forall i \in I. \quad (15)
\end{align*}$$

In this way, $l_{ij}$ becomes a continuous optimization variable between 0 and 1. By replacing constraint (10) with constraints (14) and (15), and then dualizing and penalizing constraint (15) into the objective function with Lagrangian multipliers $\lambda_i$ for $i \in I$, we obtain a Lagrangian problem

$$\begin{align*}
\max_{x, P_b, \{P_k\}, \{l_{ij}\}} & \quad R - \sum_{i \in I} \lambda_i \sum_{j \in J_i} l_{ij} (1 - l_{ij}) \\
\text{s.t.} & \quad \lambda_i \geq 0, \quad \forall i \in I, \\
& \quad (7a), (7b), (7c), (7d), (7e), (9), (11), (12), (14).
\end{align*}$$

Comparing Lagrangian problem (16) with original problem (13), we have the following Lemma.

**Lemma 1:** For any given Lagrangian multipliers, the optimal value of Lagrangian problem (16) yields an upper bound on the optimal value of original problem (13).

**Proof:** See Appendix A. $\square$

To decrease the duality gap between Lagrangian problem (16) and original problem (13) and obtain a good feasible solution to original problem (13), we develop a two-loop optimization framework to adaptively determine the values of Lagrangian multipliers as well as the UAV positioning and power allocation.

IV. SOLUTION OF THE LAGRANGIAN PROBLEM

In this section, we introduce the method to solve Lagrangian problem (16) as well as adjusting the Lagrangian multipliers to deduce a good feasible solution to the original problem (13). A two-loop optimization framework is developed, where the inner-loop optimizes the Lagrangian problem (16) for given Lagrangian multipliers, and the outer-loop updates the multipliers to decrease the duality gap. The flowchart of the solution is shown in Fig. 3. Specifically, due to the non-concave objective function and non-convex constraints in (7a) and (7b), Lagrangian problem (16) is not a convex problem and is challenging to obtain a globally optimal solution. Therefore, we develop an iterative algorithm by applying the BCD technique [34], [35]. For given UAV position $x$ and the auxiliary
variables \( \{l_{ij}\} \), we solve the power allocation sub-problem and obtain a closed-form solution. For given transmit powers \( \{P_k\} \) and \( P_B \), we solve the UAV positioning sub-problem approximately by utilizing the SCA technique [36]. These two sub-problems are alternately optimized until a suboptimal solution is obtained, which are discussed in Sections IV-A and IV-B. The method to update Lagrangian multipliers is discussed in Section IV-C.

A. Power Allocation

For the \( T \)-th outer-loop, given Lagrangian multipliers \( \{\lambda_i^{(T)}\} \), we develop an iterative algorithm to solve Lagrangian problem (16). For the \( t \)-th iteration of the inner-loop, given UAV’s position \( x^{(t)} \) and auxiliary variables \( \{l_{ij}^{(t)}\} \), problem (16) is transformed to the following power allocation problem

\[
\max_{P_B, \{P_k\}} \quad R - \sum_{i \in \mathcal{I}} \lambda_i^{(T)} \sum_{j \in \mathcal{J}_i} l_{ij}^{(t)} (1 - l_{ij}^{(t)}) \\
\text{s.t.} \quad R \leq W_U \log_2 \left( 1 + \eta_k^{(t)} P_k \right), \quad \forall k \in \mathcal{K}, \quad (17a) \\
KR \leq W_B \log_2 \left( 1 + \eta_B^{(t)} P_B \right), \quad (17b) \\
(7c), (7d), (7e),
\]

where \( \eta_k^{(t)} = \beta_i / (N_0 W_U \|x^{(t)} - x_k\|^{\alpha_1}) \) and \( \eta_B^{(t)} = \beta_i / (N_0 W_B \|x^{(t)} - x_k\|^{\alpha_1}) \) are intermediate parameters for notational simplicity. The second term in the objective function is a constant which does not impact the optimality.

Problem (17) is a convex problem with respect to \( P_B \) and \( \{P_k\} \) [37], [38]. To maximize the minimum communication capacity with minimal transmit powers, we provide the following theorem.

**Theorem 2:** For given position \( x^{(t)} \) and auxiliary variables \( \{l_{ij}^{(t)}\} \), the optimal power allocation for the BS and UAV relay is given as follows:

\[
\begin{align*}
& P_B^{(t+1)} = P_B^{\text{tot}}, \\
& P_k^{(t+1)} = \frac{W_k}{\eta_k^{(t)}} \left( \left( 1 + \eta_B^{(t)} P_B^{\text{tot}} \right)^{W_k} - 1 \right), \\
& \text{otherwise,} \\
& P_B^{(t+1)} = \frac{W_k}{\eta_k^{(t)}} \left( \left( 1 + \eta_K^{(t)} P_B^{\text{tot}} \right)^{W_k} - 1 \right), \\
& P_k^{(t+1)} = \frac{W_k}{\eta_k^{(t)}} \frac{\eta_B^{(t)}}{\eta_K^{(t)}}, \\
& \quad \text{with } \eta_K^{(t)} = 1/ \sum_{k \in K} \eta_k^{(t)}.
\end{align*}
\]

**Proof:** See Appendix B. □

Hereto, we have obtained the optimal solution for the power allocation sub-problem.

B. UAV Positioning

Given the power allocation \( \{P_k^{(t+1)}\} \) and \( P_B^{(t+1)} \), problem (16) is transformed to the following positioning problem

\[
\max_{x, \{l_{ij}\}} \quad R - \sum_{i \in \mathcal{I}} \lambda_i^{(T)} \sum_{j \in \mathcal{J}_i} l_{ij} (1 - l_{ij}) \\
\text{s.t.} \quad R \leq W_U \log_2 \left( 1 + \zeta_k^{(t)} \|x - x_k\|^{\alpha_1} \right), \quad \forall k \in \mathcal{K}, \\
KR \leq W_B \log_2 \left( 1 + \zeta_B^{(t)} \|x - x_B\|^{\alpha_1} \right) \quad (19)
\]

(9), (11), (12), (14),

where \( \zeta_k^{(t)} = \frac{P_k^{(t+1)}}{N_0 W_U} \) and \( \zeta_B^{(t)} = \frac{P_B^{(t+1)}}{N_0 W_B} \) are intermediate parameters for notational simplicity. Problem (19) is not a concave/convex problem because of the non-concave objective function and the non-convex constraints in (19a) and (19b).

In the following, we employ the SCA technique to obtain a sub-optimal solution.

Considering the objective function, for a given local point \( l_{ij}^{(t)} \) in the \( t \)-th iteration, we have the following lower bound on \( l_{ij}^{(t)} \):

\[
(\hat{l}_{ij})^2 \geq 2 \hat{l}_{ij} l_{ij} - (\hat{l}_{ij})^2. \\
(20)
\]

Considering constraints (19a) and (19b), note that function \( r(z) = \log_2 (1 + 1/e^{\alpha_1}) \) is convex with respect to \( z \) for \( z > 0 \), thus the right-hand-side (RHS) of constraint (19a) and the RHS of constraint (19b) are convex with respect to \( \|x - x_k\| \) and \( \|x - x_B\| \), respectively. For a given local point \( x^{(t)} \) in the \( t \)-th iteration, the RHS of constraint (19a) is lower-bounded by its first-order Taylor expansion at \( \|x^{(t)} - x_k\| \) as

\[
W_U \log_2 \left( 1 + \frac{\zeta_k^{(t)}}{\|x - x_k\|^{\alpha_1}} \right) \geq A_k^{(t)} - B_k^{(t)} \left( \|x - x_k\| - \|x^{(t)} - x_k\| \right) \triangleq R_k^{(t)}, \quad (21)
\]

with

\[
A_k^{(t)} = W_U \log_2 \left( 1 + \frac{\zeta_k^{(t)}}{\|x^{(t)} - x_k\|^{\alpha_1}} \right), \quad (22)
\]

\[
B_k^{(t)} = \frac{W_U \zeta_k^{(t)} \alpha_1}{\|x^{(t)} - x_k\|^{\alpha_1} (\|x^{(t)} - x_k\|^{\alpha_1} + \zeta_k^{(t)}) \ln 2}. \quad (23)
\]
The RHS of constraint (19b) is lower-bounded by its first-order Taylor expansion at \(\|x^{(t)} - x_B\|^2\) as
\[
W_B \log_2 \left(1 + \frac{\zeta_B^{(t)}}{\|x - x_B\|^2}\right) \leq A_B^{(t)} - B_B^{(t)} \|x - x_B\| \leq \Delta R_B^{(t)},
\]
with
\[
A_B^{(t)} = W_B \log_2 \left(1 + \frac{\zeta_B^{(t)}}{\|x^{(t)} - x_B\|^2}\right),
\]
\[
B_B^{(t)} = \frac{W_B \zeta_B^{(t)}}{\|x^{(t)} - x_B\| \left(\|x^{(t)} - x_B\|^2 + \zeta_B^{(t)}\right)}.
\]

As a result, given local points \(x^{(t)}\) in the \(t\)-th iteration, problem (19) is relaxed as
\[
\begin{align*}
\max_{x, \{l_{ij}\}} & \quad R - \sum_{i \in I} \left(\lambda_i^{(t)} \sum_{j \in J_i} \left(l_{ij} - 2 i_{ij} l_{ij} + (l_{ij})^2\right)\right) \\
\text{s.t.} & \quad R \leq R_B^{(t)}, \quad \forall k \in K, \\
& \quad K R \leq B_B^{(t)}, \\
& \quad \|x - x^{(t)}\| \leq \rho^{(t)}, \\
& \quad (9), (11), (12), (14).
\end{align*}
\] (27)

It is easy to verify that problem (27) is a convex problem and can be readily solved by standard convex program solvers, such as CVXPY [38, 39]. The objective function of problem (27) is a lower bound on the objective function of problem (19). Constraints (27a) and (27b) have tighter forms compared to constraints (19a) and (19b). Hence, any feasible solution of problem (27) is also feasible for problem (19). Constraint (27c) is introduced to limit the update of \(x^{(t+1)}\) in a small neighborhood around the local point \(x^{(t)}\). \(\rho^{(t)}\) is the radius of the spherical region and is gradually reduced during the iteration to ensure convergence. A feasible way to update \(\rho^{(t)}\) is
\[
\rho^{(t+1)} = \kappa_1 \rho^{(t)}, \quad \text{where} \quad \kappa_1 < 1 \quad \text{is the stepsize}.
\]

C. Updating Lagrangian Multipliers

To decrease the duality gap between Lagrangian problem (16) and original problem (13), the Lagrangian multipliers need to be adjusted. This is actually a dual problem with respect to Lagrangian multipliers, which can be optimized by the gradient method [40]. For the \(T\)-th outer-loop, we have gotten the converged solution to Lagrangian problem (16) for given \(\lambda_i^{(T)}\) by inner-loop iterations, denoted by \(\bar{x}_i^{(T)}, \{\bar{l}_{ij}^{(T)}\}, \bar{p}_B^{(T)}\) and \(\{\bar{p}_i^{(T)}\}\). Then the multiplier \(\lambda_i\) is updated by using the following formula [33]:
\[
\lambda_i^{(T+1)} = \max \left(0, \lambda_i^{(T)} + \gamma^{(T)} \sum_{j \in J_i} \bar{l}_{ij}^{(T)} (1 - \bar{l}_{ij}^{(T)})\right),
\]
(28)
where \(\gamma^{(T)}\) is the stepsize formulated as
\[
\gamma^{(T)} = \frac{\mu^{(T)} \times (q_L^{(T)} - q_U^{(T)})}{\sum_{i \in I} \left(\sum_{j \in J_i} \bar{l}_{ij}^{(T)} (1 - \bar{l}_{ij}^{(T)})\right)^2},
\]
(29)
where \(q_U^{(T)}\) is the objective value of Lagrangian problem (16) at the \(T\)-th outer-loop, \(q_L^{(T)}\) is the objective value of original problem (13). The denominator is the sum square of the gradients. \(\mu^{(T)}\) is an adaption parameter which is determined by setting \(\mu^{(0)} = 2\) and halving \(\mu^{(T)}\) whenever \(q_L^{(T)}\) fails to decrease in the previous iteration. If the solution to Lagrangian problem (16) is not feasible for original problem (13), which means the BS-UAV link or UAV-UE link is blocked, \(q_L^{(T)}\) is estimated to be zero. Otherwise, \(q_L^{(T)}\) is set to be the corresponding communication capacity by substituting the solution into original problem (13).

It can be seen that (28) results an increase update direction for \(\lambda_i\). In general, large \(\lambda_i\) leads to small violation of constraint (15) [40]. However, it is not effective to initially set \(\lambda_i\) to be a very large value, since the objective will be dominated by the penalty term \(-\sum_{i \in I} \lambda_i \sum_{j \in J_i} l_{ij} (1 - l_{ij})\) and the minimum communication capacity \(R\) will be diminished. In contrast, initializing \(\lambda_i\) with a small value will provide enough degree of freedom for UAV positioning to obtain a good starting point. Then, by gradually increasing the value of \(\lambda_i\) via (28), the upper bound given by Lagrangian problem (16) can be gradually strengthened. Ultimately, constraint (15) is satisfied, which means that the UAV is positioned in a region without any building blockage. In this way, the solution to Lagrangian problem (16) is also feasible for original problem (13), and the gap between the two problems is decreased to zero.

V. OVERALL SOLUTION

In this section, we first provide the overall solution of the joint positioning and power allocation problem for UAV relay systems aided by geographic information. Then, the convergence and computational complexity are analyzed.

A. Overall Solution

The overall solution of the algorithm is summarized in Algorithm 2. In Line 1, we invoke Algorithm 1 to calculate the blocked regions for the BS and K UEs caused by M buildings based on geographic information. Then, in Lines 3-14, we employ the Lagrangian relaxation framework and update the Lagrangian multipliers \(\{\lambda_i\}\) in an iterative way. Lines 5-10 solve Lagrangian problem (16) with given \(\lambda_i^{(T)}\), where the power allocation and UAV positioning are optimized in an alternate manner. The inner-loop terminates, when the increase of the objective value of problem (27) from one iteration to the next falls below a threshold \(\epsilon_1\) or the number of iterations exceeds the maximum value \(L_{T,\text{max}}\). The outer-loop terminates, when the difference between the objective value of problem (16) \(q_L^{(T)}\) and the objective value of problem (13) \(q_L^{(T)}\) falls below a threshold \(\epsilon_T\) or the number of iterations exceeds the maximum value \(L_{T,\text{max}}\).

B. Convergence Analysis

1) Inner-Loop Convergence: As discussed in Section IV, Lagrangian problem (16) is solved iteratively by applying BCD and SCA techniques. We first show that the objective function value of Lagrangian problem (16) converges to a finite
value. We use $q^{lb}_u$ to represent the objective values of approximate positioning problem (27). Denote $P = \{P_B, P_k, \forall k \in K\}$, $Q = \{x, \{l_i\}, \forall i \in I, \forall j \in J_i\}$. On one hand, in Line 6 of Algorithm 2, since the closed-form optimal solution of (17) is obtained for given $Q^{(t)}$, we have

$$q_U(P^{(t)}), Q^{(t)}) \leq q_U(P^{(t+1)}, Q^{(t)}). \tag{30}$$

On the other hand, for given $P^{(t+1)}$ in Line 7 of Algorithm 2, we have

$$q_U(P^{(t+1)}, Q^{(t)}) \leq q_U(P^{(t+1)}, Q^{(t+1)}). \tag{31}$$

which indicates that the objective value of problem (16) is non-decreasing during the iteration. Since the objective value is upper bounded by a finite value, it finally converges to a finite value.

Besides, under small neighborhood constraint (27c), the update of $x^{(t+1)}$ is restricted in a small neighborhood around the local point $x^{(t)}$ with a decreasing radius $\rho^{(t)}$. Therefore, we have

$$\lim_{t \to \infty} \|x^{(t+1)} - x^{(t)}\| \leq \lim_{t \to \infty} \rho^{(t)} = 0. \tag{33}$$

Consequently, the solution of Lagrangian problem (16) converges to a point.

2) Outer-Loop Convergence: The outer-loop is designed to solve a dual problem with respect to the Lagrangian multipliers by using gradient method. The convergence depends on the optimality of the Lagrangian problem (16) solved by the inner-loop iterations. If Lagrangian problem (16) can obtain globally optimal solution for given Lagrangian multipliers $\{\lambda_t\}$, then the gradient method by using the updating formula (28) and the step size (29) can guarantee the convergence of the dual problem [33], [41]. However, Lagrangian problem (16) is non-convex and may not always converge to the globally optimal solution. As a result, gradient directions may not be optimal and the algorithm may not converge [42]. Under this circumstance, initial condition plays an important role. If the algorithm fails to converge under the default initial condition, it will terminate when the number of outer-loop iterations exceeds a maximum value $L_{T,max}$. Then the algorithm can be re-performed with another initialization. According to the simulation results, initially setting a larger altitude facilitates the convergence of the algorithm for non-convergence cases.

Specially, if we initialize the algorithm with an unblocked position (i.e., constraints (9)-(12) are satisfied), fix the values of binary variables $\{l_{ij}\}$, and only optimize $x$, $P_B$, and $\{P_k\}$ via Algorithm 2, then the proposed scheme is guaranteed to converge to a locally feasible solution for original problem (13). Since the penalty term $\sum_{i \in I} \lambda_i \sum_{j \in J_i} l_{ij}(1 - l_{ij}) = 0$ holds for any given $\{\lambda_i\}$, the algorithm will terminate after one outer-loop iteration. From a physical point of view, the fixed values of $\{l_{ij}\}$ confine that the UAV has to be deployed into a locally small unblocked region. The convergence of the proposed solution will be evaluated via simulations in Section VI.

C. Computational Complexity

In the proposed joint UAV positioning and power allocation algorithm, Line 1 in Algorithm 2 needs to calculate $(M + KM)$ blocked regions, which entails a computational complexity of $O(KM)$. The main computational complexity of Lines 5-10 comes from solving positioning sub-problem (27), whose complexity is $O((KM)^{3.5})$ by using the interior point method [32]. Line 12 needs to estimate whether the solution of Lagrangian problem (16) is feasible for the original problem (7), i.e., whether the UAV’s position is out of all the $(M + KM)$ blocked regions, which entails a computational complexity of $O(KM)$. As a result, the overall computational complexity of Algorithm 2 is $O(L_{T,max} L_{t,max} (KM)^{3.5})$.

As we can see, the overall computational complexity comes from involving auxiliary variables $\{l_{ij}\}$ to tackle the $(M + KM)$ blocked regions, i.e., constraint (2). In practice, due to the hardware and power constraints, the coverage area of a single UAV relay is usually small. Thus, the number of blocked regions may not be very large. Even for a typical area of...
interest that may consist of a larger number of structures, the proposed solution can also be used by dividing the target area into multiple sub-regions and employing multiple UAV relays for coverage. With this implementation, the number of blocked regions is reduced. On the other hand, if a single UAV has to be utilized to cover a large area with many structures (although this rarely happens), we may use the following way to decrease the computational complexity. Constraint (2) can be rewritten in equivalent form as \( x \in \mathcal{D} \setminus \left( \bigcup_{i \in \mathcal{I}} \mathcal{D}_i \right) \). Note that if there exist a \( j \in \mathcal{I} \) and a \( k \in \mathcal{I} \) such that \( \mathcal{D}_j \subseteq \mathcal{D}_k \), then we have \( \bigcup_{i \in \mathcal{I}} \mathcal{D}_i = \bigcup_{i \in \mathcal{I}, \forall j \neq k} \mathcal{D}_i \), which means that the \( j \)-th blocked region \( \mathcal{D}_j \) is redundant and can be removed from \( \bigcup_{i \in \mathcal{I}} \mathcal{D}_i \). Therefore, we can first search all the redundant sets through pairwise comparison and remove them from \( \bigcup_{i \in \mathcal{I}} \mathcal{D}_i \). From a physical point of view, a UE is usually blocked by nearby buildings and the blockage of distant ones does not make sense. In this manner, the number of effective blocked regions may be smaller than \( M + KM \), and the number of auxiliary variables \( \{l_{ij}\} \) to be introduced is also decreased. Thus, the overall computational complexity can be reduced.

VI. PERFORMANCE EVALUATION

In this section, we provide simulation results to evaluate the performance of the proposed joint UAV positioning and power allocation scheme for UAV relay systems aided by geographic information.

A. Simulation Setup and Benchmark Schemes

We consider a Manhattan-like dense urban area with size \( 500 \times 500 \) m\(^2\), i.e., \( x_D = 500, y_D = 500 \). The center of each building follows \((100K_x - 50, 100K_y - 50)\), with \( K_x = 1, \ldots, 5, K_y = 1, \ldots, 5 \). The length and width of each building are random variables which follow a uniform distribution in a range which is properly determined to reach the desired 20% building density, i.e., the ratio of built-up land area to the total land area [43]. The heights of the buildings are random variables that follow a Rayleigh distribution with an average height of 23 meters, where the distribution function is interceptive between 3 meters to 50 meters. Thus, the minimum flight altitude of the UAV relay \( h_{\text{min}} \) is set to 50 meters. The coordinates of the BS antenna set are chosen as \( x_B = (0, 0, 25) \). In (9), a sufficiently large constant \( C \) is set to

\[
C = \max_{\forall i \in \mathcal{I}, \forall j \in \mathcal{J}_i} 5 \left( b_{ij} - a_{ij}^T x \right), \quad \text{s.t.} \quad x \in \mathcal{D}.
\]

Auxiliary variable \( l_{ij} \) is initialized as \( l_{ij}^{(0)} = (|\mathcal{J}_i| - 1)/|\mathcal{J}_i| \), \( \forall j \in \mathcal{J}_i, \forall i \in \mathcal{I} \). The position of UAV relay is initialized as \( x^{(0)} = (\bar{x}_B, \bar{y}_B, 500) \). In this way, the initial values are a feasible solution to problem (27). Other adopted simulation parameter settings are summarized in Table I [43], [44], unless specified otherwise. The UEs are randomly generated in the areas without buildings, and each point in the simulation figures is the average performance over 500 UE distributions. If a simulation fails to converge under the default initial condition, it will be re-run under the following new setup. First, an initial position where the UAV is outside the blocked regions is obtained by searching the lowest altitude with setting \( (x_V, y_V) = \left( \frac{x_D}{2}, \frac{y_D}{2} \right) \). Then, the obtained values of binary variables \( \{l_{ij}\} \) are fixed during optimization, and only \( x, P_B \), and \( \{P_k\} \) are optimized by adopting Algorithm 2.

The proposed method is labeled by “LR”. Besides, four benchmark schemes are defined for performance comparison, namely “3D-ES”, “2D-ES”, “CENTER” and “FREE”, respectively.

- **3D-ES**: This scheme performs an exhaustive search over a 3-D lattice with 5 meter spacing. In each lattice, the optimal transmit powers given in Theorem 2 are adopted at the BS and the UAV relay. The candidate coordinates which achieve the maximum communication capacity for the actual channel environment are chosen as the optimal solution for UAV positioning. This scheme serves as a performance upper bound on the minimum communication capacity for the UAV relay system.

- **2D-ES**: This scheme performs an exhaustive search over a 2-D horizontal grid with 5 meter spacing at a fixed altitude \( H \). While other settings are the same as these of “3D-ES” scheme. This scheme is to show the necessity of altitude optimization.

- **CENTER**: This scheme sets the horizontal position of the UAV relay to be the center of the area, i.e., \( (x_V, y_V) = (\bar{x}_B, \bar{y}_B) \) and performs an exhaustive search along the vertical plane to find the lowest altitude where the UAV relay is outside blocked regions. Then the optimal transmit powers given in Theorem 2 are adopted. This scheme is to show the necessity of horizontal position optimization.

- **FREE**: This scheme assumes that geographic information is not available for UAV positioning, and a joint 2-D positioning and power allocation is performed with a fixed altitude \( H \). In other worlds, the blockage effect of buildings, i.e., constraint (2), is not considered in the problem. The problem is solved by applying BCD and SCA techniques, i.e., a similar manner shown in Lines 4-10 in Algorithm 2. The communication capacity is then calculated according to the actual LoS/NLoS channel.

**TABLE I**

| Parameter | Description | Value |
|-----------|-------------|-------|
| \( P_{B}^{\text{max}} \) | Maximum transmit power at the BS | 30 dBm |
| \( P_{k}^{\text{max}} \) | Maximum transmit power at the UAV | 30 dBm |
| \( N_0 \) | Power spectral density of the noise | -174 dBm/Hz |
| \( f_0 \) | Carrier frequency | 5 GHz |
| \( W_G \) | Channel bandwidth of each UAV-UE link | 5 MHz |
| \( W_B \) | Channel bandwidth of the BS-UAV link | \( K \times 5 \) MHz |
| \( \alpha_k \) | Channel gain exponent for LoS path | 2 |
| \( \beta_1 \) | Channel gain at the reference distance of 1 m for LoS path | -46.43 dB |
| \( \lambda^{(0)} \) | Initial value of the Lagrangian multiplier | 1 |
| \( \rho^{(0)} \) | Initial radius of the spherical region in constraint (27c) | 50 |
| \( \kappa_1 \) | Step size for the radius reduction in constraint (27c) | 0.9 |
| \( \epsilon_L \) | Threshold for convergence of inner-loop | 0.01 |
| \( \epsilon_{\text{outer-loop}} \) | Threshold for convergence of outer-loop | 0.01 |
| \( L_{\text{max}} \) | Maximum iteration number for inner-loop | 30 |
| \( L_{T_{\text{max}}} \) | Maximum iteration number for outer-loop | 10 |
The proposed scheme can ensure that the obtained UAV position is out of all the blocked regions. However, the position obtained by other benchmark schemes may be blocked by buildings. NLoS channels are required for such circumstance. Therefore, for performance comparison, the NLoS channel gains of BS-UAV and UAV-UE links are respectively given by

\[ g_B = \beta_2 \| x - x_B \|^{-\alpha_2}, \]

\[ g_k = \beta_2 \| x - x_k \|^{-\alpha_2}, \]

where \( \alpha_2 \) is the path loss exponent, and \( \beta_2 \) is the channel gain at reference distance of 1 m. We set the parameters as \( \alpha_2 = 3.3 \), and \( \beta_2 = -56.43 \) dB. We adopt the LoS channel models in (3) and (4), where an LoS path exists for the BS-UAV and UAV-UE links if the UAV is located out of the blocked regions. Otherwise, NLoS channels in (34) and (35) are employed.

B. Simulation Results

First, we provide a demonstration for the optimization process of the UAV positioning in Fig. 4, where 16 UEs are randomly distributed in the areas without buildings. The star labeled “Start” is the initial position of the UAV, and the star labeled “End” is the final position. Other stars represent the positions during the iteration. Different line types are used to distinguish the steps of outer-loops. It can be observed that the solution converges within three outer iterations. At the beginning of the iteration, with small initial Lagrangian multipliers, the UAV relay moves toward the ideal position without considering the existence of building blockages. As we can see, the UAV tends to decrease its height so as to get close to the ideal position. As the first outer-loop ends, the violation of blockage constraints leads to larger Lagrangian multipliers. Then, in the following outer-loop, the blockage constraints make sense and the UAV has to increase its height as well as adjust its horizontal position to avoid blockages. Finally, the position of the UAV relay is located outside blocked regions.

Fig. 5 demonstrates the convergence of the proposed Algorithm 2 versus the number of outer-loop iterations for different numbers of UEs. Simulation results show that the algorithm converges well for the vast majority of cases under the default initialization given in Section VI-A (100% for 1 UE, 98.8% for 8 UEs, and 93.6% for 32 UEs). As can be observed, the duality gap between the objective value of Lagrangian problem (16) \( q_{U} \) and the objective value of original problem (13) \( q_{B} \) decreases with the iteration and converges within 5 iterations for all settings. The convergence of the outer-loop iteration means that appropriate values of the Lagrangian multipliers are obtained to ensure the UAV relay out of the blocked regions.

In Fig. 6, we evaluate the convergence of the last inner-loop iteration of Algorithm 2 for different numbers of UEs. For comparison, the results of “3D-ES” scheme are taken as upper bounds. It can be observed that the proposed method converges to a value close to the upper bound within 20 iterations for all settings. As the number of UEs increases, the gap increases.
slightly (0.25 Mbps for 1 UE, 1.34 Mbps for 8 UEs, and 1.75 Mbps for 32 UEs). This is because the unblocked region becomes narrow and decentralized with the increasing of the number of UEs, leading to multiple locally optimal locations. Even though, our algorithm achieves more than 94% capacity performance of the upper bound (99.7% for 1 UE, 97.3% for 8 UEs, and 94.1% for 32 UEs). The results confirm that with the optimized Lagrangian multipliers, the inner-loop for Lagrangian problem (16) can not only avoid blocked regions, but also obtain a near-optimal solution for original problem (13).

Fig. 7 compares the minimum communication capacities for different schemes versus the number of UEs. From the results, the performance of the proposed joint positioning and power allocation method aided by geographic information is very close to the performance upper bound given by “3D-ES” scheme, and outperforms all other benchmark schemes. In addition, as the number of UEs increases, the minimum communication capacity decreases. The reason is as follows. On one hand, the maximum transmit power at the BS $P_{\text{tot}}^B$ and at the UAV relay $P_{\text{tot}}^V$ are constant. As $K$ increases, the transmit power that can be potentially allocated to each UE is reduced, and thus leads to lower capacity. On the other hand, as $K$ increases, more blocked regions are involved. The UAV relay tends to be deployed at a higher altitude to avoid blockages, and thus leads to higher path loss and lower capacity. The performance of “2D-ES” deteriorates dramatically as the number of UEs increases. The reason is as follows. On one hand, the fixed altitude $H$ may not be the optimal altitude when the number of UEs is small, and on the other hand, there may not exist any unblocked region when the number of UEs is large. For “CENTER” scheme, the UAV relay has to be deployed at a very high altitude to avoid blockages, and thus leads to higher path loss and lower capacity. Finally, without geographic information, blockage effect cannot be properly considered during optimization, and thus “FREE” scheme fails to guarantee practical communication performance and gets the worst results.

Fig. 8 compares the minimum communication capacities for different schemes versus the maximum transmit powers at the BS ($P_{\text{tot}}^B$), where the number of UEs is 8. As can be observed again, the proposed method achieves a performance close to the upper bound and outperforms all other benchmark schemes. As $P_{\text{tot}}^B$ increases, the minimum communication capacity of the proposed method improves, but with a decreased rate of improvement. The reason is as follows. When $P_{\text{tot}}^B$ is small, the overall capacity is limited by the BS-UA V link. The UAV has to be positioned close to the BS. As $P_{\text{tot}}^B$ increases, the limitation of the BS-UA V link is lightened, and the UAV positioning has more freedom to get a better performance. When $P_{\text{tot}}^B$ is sufficiently large, the capacity of the BS-UA V link does not restrict the system performance, which, however, is limited by the UAV-UE link for fixed $P_{\text{tot}}^V$. Therefore, the capacity does not increase as $P_{\text{tot}}^B$ is larger than a certain threshold.

Fig. 9 compares the minimum communication capacities for different schemes versus the maximum transmit powers at the UAV ($P_{\text{tot}}^V$), where the number of UEs is 8. The proposed method still achieves a performance close to the upper bound and outperforms all the other benchmark schemes. When $P_{\text{tot}}^V$ is small, the communication capacity is limited by the UAV-UE link. As $P_{\text{tot}}^V$ increases, the capacity of UAV-UE
links becomes larger, thus leading to a better performance of the system. Note that the “FREE” scheme gets even worse performance as \( P_{\text{tot}} \) increases from 30 dBm to 35 dBm. The reason is as follows. When \( P_{\text{tot}} \) increases from 30 dBm to 35 dBm, the overall capacity is limited by the BS-UAV link. The UAV has to be positioned close to the BS, where UAV-UE links are more likely to be blocked by buildings. As \( P_{\text{tot}} \) continues to increase, even though the UAV-UE link is still blocked, the signal-to-noise ratio (SNR) of the UE receiver through NLoS link increases, thus leading to better performance. In contrast, the proposed method takes the blockage effect into account during the optimization and always obtains satisfactory performance for different transmit powers. The results show the significance of the geographic information for the UAV relay systems.

Finally, we compare the minimum communication capacity for different schemes versus the density of buildings in Fig. 10, where the number of UEs is 8. The length and width of each building are random variables which follow a uniform distribution in a range which is properly determined to reach the desired building density. As can be observed, the minimum communication capacities for the considered schemes all decrease as the density of building increases. This is because denser buildings lead to more severe blockage effect. The UAV relay has to adjust its horizontal position and increase its altitude to avoid blockages. Even under this scenario, the proposed method still obtains a performance close to the upper bound and outperforms all other benchmark schemes. Besides, the decreasing rate of the capacity obtained by the proposed method is similar to that of “3D-ES” scheme, which suggests that the proposed method can efficiently get satisfying performance with the aid of geographic information for different building density circumstances.

VII. Conclusion

In this paper, we proposed to employ a UAV relay to improve the minimum communication capacity from a ground BS to multiple UEs. Assisted by geographic information, the blockage effect caused by buildings was modeled. A joint optimization problem was formulated for the UAV positioning and power allocation under the constraints of link capacity, maximum transmit power, and blockage, to maximize the minimum communication capacity among all the UEs. To solve this non-convex problem, we proposed to leverage Lagrangian relaxation and performed a two-loop optimization framework. In the outer-loop, the Lagrange multipliers were adaptively updated to ensure the Lagrangian problem converge to the tightest upper bound on the original problem. In the inner-loop, the Lagrangian problem was solved by applying the BCD technique, where UAV positioning and power allocation were alternately solved. Simulation results demonstrated that the proposed joint positioning and power allocation method aided by geographic information can closely approach a performance upper bound and outperforms three benchmark schemes in terms of the minimum communication capacity. The proposed blockage modeling method and the optimization framework have general significance for UAV positioning aided by geographic information.

APPENDIX A

Proof of Lemma 1

By replacing binary constraint (10) with constraints (14) and (15), and subtracting the term \( \sum_{i \in I} \lambda_i \sum_{j \in J} l_{ij}(1 - l_{ij}) \) to the objective function of original problem (13), we obtain

\[
\begin{align*}
\text{maximize} & \quad x \cdot P_h, \{l_{xj}\}, \{l_{ij}\} \\
\text{subject to} & \quad \lambda_i \geq 0, \quad \forall i \in I, \\
& \quad (7a), (7b), (7c), (7d), (7e), \\
& \quad (9), (11), (12), (14), (15).
\end{align*}
\]

It can be seen that problem (36) has the same feasible region as that of original problem (13) as constraints (14) and (15) are equivalent to (10). Note that constraints (14) and (15) together confine the value of any in \( \{l_{ij}\} \) to either 0 or 1. Then, \( \{l_{ij}(1 - l_{ij}) = 0\} \) holds for any feasible solution of problem (36) (which is also feasible for original problem (13)). Therefore, the optimal value of problem (36) for any given Lagrangian multipliers is the same as that of original problem (13).

Further, by removing constraint (15) from problem (36), we obtain Lagrangian problem (16). Since removing constraint (15) expands the feasible region and does not change the objective function, the optimal value of Lagrangian problem (16) for any given Lagrangian multipliers is an upper bound on that of problem (36), and is also an upper bound on that of original problem (13).

This completes the proof.

APPENDIX B

Proof of Theorem 2

First, to maximize the minimum communication capacity \( R \), at least one of the transmit powers at the BS and UAV relay must reach the maximum possible value. The reason is as follows. Assume that the optimal transmit powers at the BS and UAV relay are both smaller than their maximum values,
Thus, the optimal power allocation at the UA V relay is
\[ P_k^* = \left( 1 + \eta_k^{(t)} P_{B}^{tot} \right)^{\frac{W_k}{W_U}} - 1 \]

This completes the proof.
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