MEAN EULER CHARACTERISTIC OF STATIONARY RANDOM CLOSED SETS

JAN RATAJ

Abstract. The translative intersection formula of integral geometry yields an expression for the mean Euler characteristic of a stationary random closed set intersected with a fixed observation window. We formulate this result in the setting of sets with positive reach and using flag measures which yield curvature measures as marginals. As an application, we consider excursion sets of stationary random fields with $C^{1,1}$ realizations, in particular, stationary Gaussian fields, and obtain results which extend those known from the literature.

1. Introduction

Translative and kinematic intersection formulas for random closed sets play an important role in stochastic geometry. We refer to [11], namely Parts II, III, as basic reference source. Since we are interested in (total) curvature measures, in particular, Euler characteristic, of the intersection of a stationary random closed set in $\mathbb{R}^d$ with a fixed observation window $W$, some regularity assumptions are needed. While the basic model considered in [11] is that of the extended convex ring, we will work with sets of locally positive reach (i.e., closed subsets of $\mathbb{R}^d$ with positive reach at any its point) instead. One basic advantage is that sets with $C^2$ (or even $C^{1,1}$) boundaries are included. The basic reference for random closed sets with positive reach is [12].

Let $Z \subset \mathbb{R}^d$ be a stationary random closed set with positive reach. Then, given $0 \leq k \leq d - 1$, the $k$th curvature measure, $C_k(Z, \cdot)$, is a random signed measure and its mean is translation invariant, hence, provided that

$$\mathbb{E} C_k(Z, \cdot)$$

is locally finite, $k = 0, \ldots, d$,

it must be a multiple of the Lebesgue measure:

$$\mathbb{E} C_k(Z, \cdot) = \overline{V}_k(Z) \mathcal{L}^d(\cdot),$$

and $\overline{V}_k(Z)$ is called the $k$th curvature density of $Z$. We define also $\overline{V}_d(Z)$ by $\mathbb{E} \mathcal{L}^d(Z \cap \cdot) = \overline{V}_d(Z) \mathcal{L}^d(\cdot) \ (\mathcal{L}^d$ stands for the Lebesgue measure in $\mathbb{R}^d$).

If $Z$ were moreover isotropic, one could apply the principal kinematic formula ([11, Theorem 6.1]) and obtain for any $W \subset \mathbb{R}^d$ with positive reach

$$\mathbb{E} \chi(Z \cap W) = \sum_{k=0}^d \beta_{d,k} \overline{C}_k(Z) C_{d-k}(W)$$
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with constants

$$\beta_{d,k} = \frac{\Gamma\left(\frac{k+1}{2}\right) \Gamma\left(\frac{d-k+1}{2}\right)}{\Gamma\left(\frac{d+1}{2}\right) \Gamma\left(\frac{d}{2}\right)}$$

(here $C_k(W)$ denotes the total $k$th curvature measure of $W$). If, however, only stationarity is assumed, we have to use the translatable intersection formula instead (see [9] or [10, Ch. 6] for the case of sets with positive reach). But then, the right hand side does not factorize into products of curvatures of the two separate sets, but includes certain mixed functionals of both sets. These mixed functionals can be, however, under certain integrability assumption, represented as product integrals of a given function with respect to so called flag measures of the two sets, see [7] for the case of convex bodies (the case of sets with positive reach follows directly, as shown in Section 2). The $k$th flag measure of $Z$, $\Gamma_k(Z, \cdot)$, is a signed random measure on the product $\mathbb{R}^d \times F^\perp(d, k^*)$, where $k^* := d - 1 - k$ and

$$F^\perp(d, j) := \{(u, U) : u \in S^{d-1}, U \in G(d, j), u \perp U\}$$

is the $j$th flag space (here $S^{d-1}$ denotes the unit sphere and $G(d, k)$ the Grassmannian of $j$-dimensional linear subspaces of $\mathbb{R}^d$). The marginal measure $\Gamma_k(Z, \cdot) \times F^\perp(d, k^*)$ agrees with $C_k(Z, \cdot)$ and again, if $Z$ is stationary, the mean value $E\Gamma_k(Z, \cdot)$ disintegrates, provided it is locally finite, as follows:

$$E \int g(x, u, U) \Gamma_k(Z, d(x, u, U)) = \int_{\mathbb{R}^d} \int_{F^\perp(d, k^*)} g(x, u, U) \Pi_k(Z, d(u, U)) \, dx$$

for any nonnegative measurable function $g$ on $\mathbb{R}^d \times F^\perp(d, k^*)$, with a finite signed measure $\Pi_k(Z, \cdot)$ called $k$th specific flag measure of $Z$. For a compact set $W \subset \mathbb{R}^d$ with positive reach, $\Omega_k(W, \cdot)$ is simply the marginal of $\Gamma_k(W, \cdot)$ on $F^\perp(d, k)$. Further, the marginal measures of $\Pi_k(Z, \cdot)$, $\Omega_k(W, \cdot)$ on the unit sphere $S^{d-1}$ are denoted by $\Omega_{d,k}(Z, \cdot)$, $S_k(W, \cdot)$, and they are called $k$th specific area measure of $Z$, area measure of $W$, respectively.

We say that two sets $X, Y \subset \mathbb{R}^d$ with locally positive reach touch if there exists pairs in the unit normal bundles $(x, u) \in \text{nor } X$, $(x, -u) \in \text{nor } Y$, see Section 2 for details. Note that the intersection $X \cap Y$ has locally positive reach provided that $X, Y$ do not touch; otherwise, the positive reach of the intersection is not guaranteed.

Our first main result follows. The function $F_k(\theta)$ of an angle $\theta \in [0, \pi]$, as well as the continuous function $\varphi_k$ on $F^\perp(d, k^*) \times F^\perp(d, (d - k)^*)$, are introduced in Section 2. By $|\mu|$ we denote the total variation of a signed measure $\mu$.

**Theorem 1.** Let $Z \subset \mathbb{R}^d$ be a stationary random closed set with realizations of locally positive reach and satisfying (I). Let $W \subset \mathbb{R}^d$ be a compact set with positive reach and assume that

$$\Pr[Z \text{ and } W \text{ touch}] = 0,$$

and

$$F_k(\angle(u, v)) \varphi_k(u, U, v, V)$$

is $E|\Omega_k|(Z, \cdot) \otimes |\Omega_{d-k}|(W, \cdot)$-integrable.

Then

$$E\chi(Z \cap W) = V_0(Z) \mathcal{L}^d(W) + V_d(Z) \chi(W) + \sum_{k=1}^{d-1} \int F_k(\angle(u, v)) \varphi_k(u, U, v, V) \Omega_{d-k}(W, d(v, V)) \Pi_k(Z, d(u, U)).$$
A sufficient condition for (5) is that

\[ E \int \int \sin^{3-d} \angle(u, v) |S_k| (Z, du) |S_{d-k}| (W, dv) < \infty. \]

Further, (6) holds whenever \( E|S_k|(Z, \cdot) \) has bounded density w.r.t. uniform distribution on \( S^{d-1} \).

We will apply Theorem 1 to excursion sets of stationary random fields with smooth realizations. If \( \xi \) is a stationary random field in \( \mathbb{R}^d \) which is \( C^{1,1} \) almost surely and if \( \alpha \in \mathbb{R} \) is its regular value (i.e., \( \nabla \xi(x) \neq 0 \) whenever \( \xi(x) = \alpha \) almost surely, then

\[ Z_{\alpha} := \{ x \in \mathbb{R}^d : \xi(x) \geq \alpha \} \]

is a stationary random closed set.

We are mainly (but not only) interested in the case when \( \xi \) is Gaussian with zero mean; then the distribution of \( \xi \) is characterized by its covariance function \( C(x) = E \xi(0) \xi(x) \), \( x \in \mathbb{R}^d \). In order that \( \xi \) be \( C^{1,1} \) almost surely, it is necessary that the second order partial derivatives of \( \xi \) exist in the \( L^2 \) sense (otherwise, the first order derivatives would be non-differentiable almost everywhere and almost surely). This means that the covariance function \( C \) has to be of class \( C^{1} \). We refer to [1, Ch. 2] and [2, Ch. 1] for smoothness of Gaussian random fields.

Our second main result is the form of the specific flag measure of the excursion sets of stationary centred Gaussian random fields. We need the following notation. If \( \Lambda \) is a symmetric \( d \times d \) matrix and \( U \in G(d, k) \) (1 \( \leq k \leq d \)), we denote

\[ \Lambda[U] := \det (\langle \Lambda u_i, u_j \rangle)_{i,j=1}^k, \]

where \( \{u_1, \ldots, u_k\} \) is an orthonormal basis of \( U \) and \( \langle \cdot, \cdot \rangle \) is the standard scalar product in \( \mathbb{R}^d \). (It is easy to see that the determinant does not depend on the choice of the orthonormal basis; see Section 2 for details.)

We will denote by \( \mu_k \) the rotation invariant probability measure on \( F^{\perp}(d, k^*) \) which is given by

\[ \int_{F^{\perp}(d, k^*)} g(u, U) \mu(d(u, U)) = O_{d-1}^{-1} \int_{S^{d-1}} \int_{G^{\perp}(d-1, k^*)} g(u, U) du \mathcal{H}^{d-1}(du). \]

**Theorem 2.** Let \( \xi \) be a stationary Gaussian random field with zero mean and such that \( \xi \) is \( C^{1,1} \) almost surely. Assume further that \( \nabla \xi(0) \) has nondegenerate distribution. Then any \( \alpha \in \mathbb{R} \) is a regular value of \( \xi \) almost surely, and for any \( 0 \leq k \leq d - 1 \), the specific flag measure \( \Pi_k(Z_{\alpha}, \cdot) \) of the excursion set \( Z_{\alpha} = \{ \xi \geq \alpha \} \) is absolutely continuous w.r.t. \( \mu_k \), with density

\[ q_k(u, U) = \frac{\beta_{d,k}^{-1} (2\pi)^{k-d-1}}{O_{d-1} \sigma^{d-k} \det \Lambda} e^{-\frac{\sigma^2}{2} H_{k^*} \left( \frac{\alpha}{\sigma} \right) (u^T \Lambda^{-1} \Lambda^{-1})^{-\frac{1}{2}}} \Lambda[U], \quad (u, U) \in F^{\perp}(d, k^*), \]

where \( \sigma^2 := C(0), \Lambda = \left( \frac{\partial \xi}{\partial x_i}(0) \frac{\partial \xi}{\partial x_j}(0) \right)_{i,j=1}^d \) and \( H_{k^*} \) is the Hermite polynomial of order \( k^* \).
Corollary 3. Under the assumptions of Theorem 2 the excursion set \( Z_\alpha = \{ \xi \geq \alpha \} \) fulfills for any \( 0 \leq k \leq d \) and any compact set \( W \subset \mathbb{R}^d \) with positive reach
\[
\mathbb{E}\chi(Z_\alpha \cap W) = \nabla_0(\alpha)\mathcal{L}^d(W) + \nabla_d(\alpha)\chi(W) + \sum_{k=1}^{d-1} \int \int F_k(\angle(u,v)) \varphi_k(u,U,v,V) \Omega_{d-k}(W,d(v,V)) q_k(u,U) \mu_k(d(u,U)).
\]

We note that rather explicit formulas for \( \mathbb{E}\chi(Z_\alpha \cap W) \) were proved in [2, Ch. 11] under more restrictive conditions on \( \xi \) and for \( W \) being a rectangular parallelepiped. Formulas for random fields with \( C^{1,1} \) realizations in \( \mathbb{R}^2 \) have been obtained recently in [3].

The \( k \)th curvature density can be obtained as the total \( k \)th flag measure:
\[
\nabla_k(Z_\alpha) = \Omega_k(Z_\alpha, F\perp(d,k)) = \int_{F\perp(d,k)} q_k(u,U) \mu_k(d(u,U)).
\]

This quantity is particularly useful for isotropic random fields when it can be inserted in the principal kinematic formula (2). Note that (2) together with the following Corollary yields a formula which agrees with [2, Corollary 11.7.3] in the case when \( W \) is a cube.

Corollary 4. Let \( \xi \) be as in Theorem 2 and assume moreover that \( \xi \) is isotropic. Then, for any \( \alpha \in \mathbb{R} \) and \( 0 \leq k \leq d-1 \), the \( k \)th curvature density of the excursion set \( Z_\alpha \) equals
\[
\nabla_k(Z_\alpha) = \frac{\beta^{-1}_{d,k}}{\alpha^{d-k}} \lambda \left( \frac{\alpha}{\sigma} \right)^{\frac{d-k}{2}} H_k \left( \frac{\alpha}{\sigma} \right)^2.
\]

where \( \lambda := \mathbb{E} \left( \frac{d_k}{d_{2,k}}(0) \right)^2 \).
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2. Preliminaries

Our basic setting is the Euclidean space \( \mathbb{R}^d \) with scalar product \( \langle \cdot, \cdot \rangle \) and norm \( |\cdot| \). We will also use the norm of simple multivectors:
\[
|v_1 \wedge \cdots \wedge v_k|^2 = \left( \det (\langle v_i, v_j \rangle)_{i,j=1}^k \right)^2, \quad v_1, \ldots, v_k \in \mathbb{R}^d.
\]
The symbol \( G(d,k) \) denotes the Grassmannian of \( k \)-dimensional linear subspaces of \( \mathbb{R}^d \). Elements of \( G(d,k) \) can be identified with unit simple multivectors, modulo the sign. Using this convention, we write e.g. for \( U \in G(d,k) \) and \( V \in G(d,l) \)
\[
|U \wedge V|^2 = |u_1 \wedge \cdots \wedge u_k \wedge v_1 \wedge \cdots \wedge v_l|^2,
\]
where \( \{u_1, \ldots, u_k\}, \{v_1, \ldots, v_l\} \) are any orthonormal bases of \( U, V \), respectively (the squared norm is independent of the choice of the orthonormal bases). If \( U, V \in G(d,k) \) are linear subspaces of the same dimension we write
\[
\langle U, V \rangle^2 := |U \wedge V^+|^2 = \left( \det (\langle u_i, v_j \rangle)_{i,j=1}^k \right)^2.
\]
(In fact, \( \langle U, V \rangle \) is a scalar product in the space of \( k \)-vectors.)

If \( L : \mathbb{R}^d \to \mathbb{R}^d \) is a linear mapping and \( U \in G(d,k) \), we denote by \( L_U \) the restriction of \( p_U \circ L \) to \( U \) (\( p_U \) is the orthogonal projection to \( U \)); hence, \( L_U \) is a linear mapping from \( U \) to \( U \). Note that \( L_U \) is selfadjoint whenever \( L \) is. We set
\[
L[U] := \det L_U = \det (\langle Lu_i, u_j \rangle)_{i,j=1}^k,
\]
Thus the sum reduces to
\[ k \sum_{j=1} \lambda_I \langle U, B_I \rangle^2, \]
Applying the substitutions we get
\[ k \text{ subsets of } \Lambda \text{ eigenvectors} \]
where \( \Lambda := \prod_{i \in I} \lambda_i \), \( B_I := \text{Lin} \{ b_i : i \in I \} \) and the summation is taken over all index sets \( I \subset \{1, \ldots, d\} \) of cardinality \( k \).

**Proof.** Let \( (u_1, \ldots, u_k) \) be an orthonormal basis of \( U \). We have
\[
L[U] = \det \left( \langle Lu_i, u_j \rangle \right)_{i,j=1}^k = \det \left( \sum_{i=1}^d \lambda_i \langle u_i, b_l \rangle \langle u_j, b_l \rangle \right)_{i,j=1}^k
\]
\[
= \sum_{\sigma \in \Sigma(k)} (\text{sgn } \sigma) \prod_{i=1}^d \lambda_i \langle u_i, b_l \rangle \langle u_j, b_l \rangle
\]
\[
= \prod_{i_1=1}^d \cdots \prod_{i_k=1}^d \lambda_{i_1} \cdots \lambda_{i_k} \sum_{\sigma \in \Sigma(k)} (\text{sgn } \sigma) \prod_{i=1}^k \langle u_{i_\sigma(i)}, b_{\sigma(i)} \rangle \langle u_{\sigma(i)}, b_{\sigma(i)} \rangle.
\]

If in the multiple sum \( l_i = l_j \) for some \( 1 \leq i \neq j \leq k \), the corresponding terms vanishes (since the corresponding terms for different permutations interchanging \( i \) and \( j \) cancel out). Thus the sum reduces to \( k \)-tuples of different \( l_i \)'s, and we can express it as a sum over subsets of \( k \) elements and over permutations of these subsets:
\[
L[U] = \sum_{|I|=k} \lambda_I \sum_{\sigma \in \Sigma(k)} \sum_{\pi \in \Sigma(k)} (\text{sgn } \sigma) \prod_{i=1}^k \langle u_{i_\sigma(i)}, b_{\sigma(i)} \rangle \langle u_{\sigma(i)}, b_{\sigma(i)} \rangle.
\]
Applying the substitutions \( j = \pi(i), \sigma_1 = \pi^{-1} \) and \( \sigma_2 = \sigma \circ \pi^{-1} \) (with \( \text{sgn } \sigma_2 = \text{sgn } \sigma \text{ sgn } \pi \)), we get
\[
L[U] = \sum_{|I|=k} \lambda_I \sum_{\sigma_1 \in \Sigma(k)} \sum_{\sigma_2 \in \Sigma(k)} (\text{sgn } \sigma_1)(\text{sgn } \sigma_2) \prod_{j=1}^k \langle u_{\sigma_1(j)}, b_{\sigma_2(j)} \rangle \langle u_{\sigma_2(j)}, b_{\sigma_2(j)} \rangle
\]
\[
= \sum_{|I|=k} \lambda_I \left( \det \langle (b_i, u_j) \rangle_{i,j \leq k} \right)^2 = \sum_{|I|=k} \lambda_I \langle U, B_I \rangle^2.
\]

In the sequel, we will use the following constant:
\[
O_k := \mathcal{H}^k(S^k) = \frac{2\pi^{k/2}}{\Gamma\left(\frac{k}{2}\right)},
\]
\( \mathcal{H}^k \) denotes the \( k \)-dimensional Hausdorff measure and \( S^k \) is the unit sphere in \( \mathbb{R}^{k+1} \).
3. A Translative Integral Formula and Flag Measures

We say that a subset \( X \subset \mathbb{R}^d \) has \textit{locally positive reach} if \( X \) is closed and reach \((X, x) > 0 \) at any \( x \in X \). Since the reach function is continuous in \( X \), sets with locally positive reach behave locally as sets with positive reach (introduced by Federer, see [4]) and practically all notions and results known for sets with positive reach can be extended to this setting.

Let a subset \( X \subset \mathbb{R}^d \) with locally positive reach be given. The \textit{unit normal bundle}

\[
\text{nor} X := \{(x, u) : x \in \partial X, u \in S^d \cap \text{Nor}(X, x)\}
\]

is a locally \((d-1)\)-rectifiable subset of \( \mathbb{R}^{2d} \) and at \( \mathcal{H}^{d-1} \)-almost all \( (x, u) \in \text{nor} X \), the \( d-1 \) principal curvatures \( \kappa_1(x, u), \ldots, \kappa_{d-1}(x, u) \in (-\infty, \infty] \) and corresponding principal directions \( b_1(x, u), \ldots, b_{d-1}(x, u) \) are defined so that \((b_1(x, u), \ldots, b_{d-1}(x, u), u)\) is a positively oriented orthonormal basis of \( \mathbb{R}^d \). (See [10] Ch. 4 for details.) We will use the notation for subsets \( I \subset \{0, \ldots, d-1\} \)

\[
K_I(x, u) := \frac{\prod_{i \in I} \kappa_i(x, u)}{\prod_{j=1}^{d-1} \sqrt{1 + \kappa_j^2(x, u)}}, \quad B_I(x, u) := \text{Lin}\{b_i(x, u) : i \in I\}.
\]

(Here and in the sequel, we use the convention \( \frac{1}{\sqrt{1+\infty}} = 0, \frac{\infty}{\sqrt{1+\infty}} = 1 \).) We shall use additionally the upper index \( X \) if necessary. The \( k \)th curvature-direction measure of \( X \) \((k = 1, 2, \ldots, d-1)\) is a signed Radon measure in \( \mathbb{R}^{2d} \) given by

\[
\tilde{C}_k(X, \cdot) = \frac{1}{O_{d-1-k}} \int_{\text{nor} X} \sum_{|I|=d-1-k} K_I \, d\mathcal{H}^{d-1},
\]

where \( \sum_{|I|=j} \) denotes the summation over subsets of \( \{1, \ldots, d-1\} \) of cardinality \( j \) (for \( O_{d-1-k} \), see Preliminaries). The \( k \)th curvature measure \( C_k(X, \cdot) \) and \( k \)th area measure \( S_k(X, \cdot) \) are their marginals:

\[
C_k(X, \cdot) = \tilde{C}_k(\cdot \times \mathbb{R}^d), \quad S_k(X, \cdot) = \tilde{C}_k(\mathbb{R}^d \times \cdot).
\]

For \( k = d \) we set

\[
C_d(X, \cdot) = \mathcal{L}^d(\cdot \cap X).
\]

Let now two sets \( X, Y \subset \mathbb{R}^d \) with locally positive reach be given. We say that \( X \) and \( Y \) \textit{touch} if there exists \((x, u) \in \text{nor} X \) such that \((x, -u) \in \text{nor} Y \). We will assume that

\[
(7) \quad \mathcal{L}^d \{ z \in \mathbb{R}^d : X \text{ and } Y + z \text{ touch} \} = 0.
\]

Note that this is a kind of transversality assumption.

The \textit{mixed curvature measure} of \( X, Y \) and orders \( 1 \leq k, l \leq d-1, d \leq k+l \), is a signed measure on \( \mathbb{R}^{2d} \) defined as

\[
C_{k,l}(X, Y, A) = \int_{\text{nor} X \times \text{nor} Y} 1_A(x, y) F_{k,l}(\angle(u, v)) \sum_{|I|=k^*} \sum_{|J|=l^*} K_{I}^{(X)}(x, u) K_{J}^{(Y)}(y, v)
\]

\[
\times \|B_{I}^{(X)}(x, u) \wedge u \wedge B_{J}^{(Y)}(y, v) \wedge v \|^2 \mathcal{H}^{2d-2}(d(x, u, y, v)),
\]

(recall that \( k^* = d-1-k \)), where

\[
F_{k,l}(\theta) = \frac{1}{O_{2d-k-l-1}} \frac{\theta}{\sin \theta} \frac{\sin((1-t)\theta)}{\sin \theta} \left( \frac{d-1-k}{\sin \theta} \right)^{d-1-k} \left( \frac{d-1-l}{\sin \theta} \right)^{d-1-l} dt
\]
if \( \theta \in (0, \pi) \), \( F_{k,l}(0) := \lim_{\theta \to 0^+} F_{k,l}(\theta) \) and \( F_{k,l}(\pi) := 0 \). (We will write \( F_k(\cdot) \) in place of \( F_{k,d-k}(\cdot) \) for brevity.) In order that \( C_{k,l}(X, Y, \cdot) \) is well-defined, we have to assume that its total variation measure \( |C_{k,l}|(X, Y, \cdot) \) is locally finite.

The following version of the translative intersection formula is a special case of \([10\text{, Theorem 6.10}]\).

**Theorem 6.** Let \( X, Y \subset \mathbb{R}^d \) be closed sets with locally positive reach satisfying (7) and (8), and let \( h \) be a nonnegative measurable function on \( \mathbb{R}^d \times \mathbb{R}^d \) such that \( \text{spt} \, h \cap ((X - Y) \times X) \) is bounded. Then

\[
\int_{\mathbb{R}^d} h(z, x) V_0(X \cap (Y + z), dx) dz = \sum_{k=0}^{d} h(x - y, x) C_{k,d-k}(X, Y, d(x, y)).
\]

Recall that given \( 0 \leq k \leq d - 1 \), the \( k \)-flag space \( F^\perp(d, k) \) is the set of all pairs \( (u, U) \in S^{d-1} \times G(d, k) \) such that \( u \perp U \). The section of \( F^\perp(d, k) \) at \( u \in S^{d-1} \) will be denoted by \( G^u \perp (d - 1, k) \) (it is, in fact, the Grassmannian in \( u^\perp \simeq \mathbb{R}^{d-1} \)). The integration over a Grassmannian \( G(d, k) \) with respect to the invariant probability measure will be denoted simply by \( DU \) (\( U \in G(d, k) \)).

Let \( X \subset \mathbb{R}^d \) have locally positive reach. The \( k \)th flag measure of \( X \) is the Radon signed measure on \( \mathbb{R}^d \times F^\perp(d, k^*) \) given by

\[
(9) \quad \int g(x, u, U) \Gamma_k(X, d(x, u, U))
\]

\[
= \gamma_{d,k} \int_{\text{nor } X} \sum_{|I|=k^*} K_I(x, u) \int_{G^u \perp (d-1, k^*)} g(x, u, U) \langle B_I(x, u) \rangle^2 dU \mathcal{H}^{d-1}(d(x, u)),
\]

where \( \gamma_{d,k} = (d - 1) / (d - k) \). Its marginal distribution on \( F^\perp(d, k^*) \) is denoted by \( \Omega_k(X, \cdot) = \Gamma_k(X, \mathbb{R}^d \times \cdot) \).

By \([7\text{, Proposition 2}]\), there exists a smooth function \( \varphi_k \) on \( F^\perp(d, k^*) \times F^\perp(d, (d - k)^*) \) such that

\[
(10) \quad \int_{F^\perp(d, k^*)} \int_{F^\perp(d, (d-k)^*)} \langle A, U \rangle^2 \varphi_k(u, U, v, V) \langle B, V \rangle^2 dV dU = \frac{1}{\gamma_{d,k} \gamma_{d,d-k}} \| A \wedge u \wedge V \wedge v \|^2
\]

for any \( (u, A) \in F^\perp(d, k^*) \) and \( (v, B) \in F^\perp(d, (d - k)^*) \). We will not state here the explicit form of \( \varphi_k \), see \([7\text{, Eq. (17)}]\); an explicit form of the coefficients was obtained in \([8\text{, Section 5}]\).

As a consequence we obtain

**Proposition 7.** Two sets \( X, Y \subset \mathbb{R}^d \) with locally positive reach satisfy for \( 0 \leq k \leq d - 1 \) and for any bounded Borel function \( g \) with compact support

\[
\int g(x, y) C_{k,d-k}(X, d(x, y)) = \int g(x, y) F_{k,d-k}(\zeta(u, v)) \varphi_k(u, U, v, V) (\Gamma_k(X, \cdot) \otimes \Gamma_{d-k}(Y, \cdot))(d(x, u, y, v, V)),
\]

provided that

\[
(11) \quad |g(x, y)| F_k(\zeta(u, v)) |\varphi_k(u, U, v, V)| \text{ is locally } |\Gamma_k|(X, \cdot) \otimes |\Gamma_{d-k}|(Y, \cdot)-\text{integrable.}
\]

Also, (11) implies that \( |g| \) is satisfied with \( k, d - k \).
The following lemma summarizes some sufficient conditions for the assumptions.

**Lemma 8.** Let \( X, Y \subset \mathbb{R}^d \) have locally positive reach.

1. \( X \) and \( \rho Y \) satisfy (7), (8) and (11) for almost all rotations and/or reflections \( \rho \in O(d) \).
2. \( X \) and \( Y \) satisfy (8) and (11) whenever for at least one of the sets \( X, Y \), its \( k \)th area measure has locally bounded density w.r.t. \( \mathcal{H}^{d-1} \).

**Proof.** For the validity of (7) and (8) under assumptions given in (i), see [10, Proposition 6.13 (iv), Lemma 6.18].

In the proof of [7, Theorem 2] it is shown that

\[
F_{k,d-k}(\angle(u,v))|\phi_k(u,U,v,V)\leq \text{const} \cdot \sin^{3-d}(\angle(u,v)).
\]

Since

\[
\int_{S^{d-1}} \sin^{3-d}(\angle(u,v)) \mathcal{H}^{d-1}(dv)
\]

is a finite constant and \( |\Gamma_k|(X,\cdot), |\Gamma_{d-k}|(Y,\cdot) \) are locally finite, we obtain (11) under (i) and (ii). Using the estimates from [10, Lemma 6.15], we obtain by similar reasoning that (8) holds also under (ii).

\[ \square \]

4. Mean Euler characteristics for stationary random sets

Let \( Z \subset \mathbb{R}^d \) be a stationary random closed set (see [11, Ch. 2]). Since the family of sets with locally positive reach is a Borel subset of the family of closed sets (cf. [12]), we can consider a stationary random closed set \( Z \) whose realizations have locally positive reach.

The \( k \)th curvature measure of \( Z \), \( C_k(Z,\cdot) \), is then a random measure in \( \mathbb{R}^d \). Recall that we assume that \( \mathbb{E}C_k(Z,\cdot) \) is locally finite (see (1)) and the curvature densities are defined by

\[
\mathbb{E}C_k(Z,\cdot) = \nabla k(Z)\mathcal{L}^d(\cdot), \quad k = 1, \ldots, d.
\]

If we consider the \( k \)th flag measure \( \Gamma_k(Z,\cdot) \) of \( Z \), notice that its marginal is \( C_k(Z,\cdot) \). By disintegration of mean of the curvature-direction measure, we obtain that there exists a probability measure \( \mathbb{S}_k(Z,\cdot) \) on \( S^{d-1} \) such that

\[
\mathbb{E} \int h(x,u) C_k(Z,d(x,u)) = \int_{\mathbb{S}^{d-1}} \int_{S^{d-1}} h(x,u) \mathbb{S}_k(Z,du)dx
\]

for any nonnegative measurable function \( h \) on \( \mathbb{R}^{2d} \). Similarly, concerning the specific flag measure of order \( k \), we obtain that there exists a probability measure \( \mathbb{V}_k(Z,\cdot) \) on \( F^d_k \) such that

\[
\mathbb{E} \int g(x,u,U) \Gamma_k(Z,d(x,u,U)) = \int_{F^d_k} \int_{F^d_{k-1}} g(x,u,U) \mathbb{V}_k(Z,du,U)dx
\]

for any nonnegative measurable function \( g \) on \( \mathbb{R}^d \times F^d_{k-1} \). Clearly,

\[
\mathbb{S}_k(Z,\cdot) = \mathbb{V}_k(Z,\cdot) \times G(d,k^*).
\]

We are now in position to prove our first main result.

**Proof of Theorem 7.** Using the stationarity of \( Z \) and Fubini theorem we obtain from (1)

\[
0 = \int_{\mathbb{R}^d} \text{Pr}[Z + x \text{ and } W \text{ touch}] dx = \mathbb{E}\mathcal{L}^d \{ x \in \mathbb{R}^d : Z + x \text{ and } W \text{ touch} \},
\]

hence (7) holds for \( Z, W \) almost surely. Also, Fubini yields that (5) implies that \( Z, W \) satisfy (11) almost surely.
Let $B \subset \mathbb{R}^d$ be a fixed Borel set of unit volume. Theorem 6 with $h(z, x) = 1_B(z)$ yields
\[
\int_B \chi((Z + z) \cap W) \, dz = \sum_{k=0}^d \int 1_B(x - y) C_{k, d-k}(Z, W, d(x, y))
\]
almost surely. Applying Proposition 7, we get almost surely
\[
\int_B \chi((Z + z) \cap W) \, dz
= \int W C_0(Z, B + y) \, dy + \sum_{k=1}^{d-1} \int 1_B(x - y) F_k(\angle(u, v)) \varphi_k(u, V) \Gamma_k(Z, d(x, u, U) \Gamma_{d-k}(W, d(y, v, V)).
\]
Now we use Fubini theorem (its use is justified by (5)), stationarity of $Z$ and (3) and get the desired formula for $E \chi(Z \cap W)$.

Using formula (12), we easily find that (6) guarantees (5). Finally, if $E|S_k|(Z, \cdot)$ has density $f$ on $S^{d-1}$ bounded by a constant $K > 0$ then
\[
E \int \sin^{3-d} \angle(u, v) |S_k|(Z, du) \leq K E \int \sin^{3-d} \angle(u, v) \mathcal{H}^{d-1} du
\]
and since the last integral is a finite constant independent of $v$, (5) follows. □

5. Excursion sets of stationary random fields

Let $\xi : \mathbb{R}^d \to \mathbb{R}$ be a stationary random field and assume that $\xi$ is $C^{1,1}$ smooth almost surely. If $\alpha \in \mathbb{R}$ is a regular value of $\xi$ a.s. (i.e., if the gradient $\nabla \xi(x) \neq 0$ whenever $\xi(x) = \alpha$), the excursion set of $\xi$ at $\alpha$,
\[
Z_\alpha := \{x \in \mathbb{R}^d : \xi(x) \geq \alpha\},
\]
is a stationary random closed set with $C^{1,1}$ boundary (hence, with locally positive reach) almost surely. By the Rademacher theorem, the second order partial derivatives exist almost everywhere; we use the notation $\nabla^2 \xi(x)$ for the Hessian matrix of second order derivatives of $\xi$ at $x$.

We assume in the sequel that
\[
\xi(0) \text{ is absolutely continuous with density } \varphi,
\]
and that
\[
\text{Almost all } \alpha \text{ are regular values of } \xi \text{ almost surely.}
\]

In order to apply the formula from Theorem 11 for $Z_\alpha$, we need to obtain the specific flag measure $\Omega_k(Z_\alpha, \cdot)$. In the smooth case, flag measures can be defined by integration over the boundary instead of the normal bundle; using the area formula for the mapping $(x, u) \mapsto x$ from nor $Z_\alpha$ to $\partial Z_\alpha$ (see [5 §3.2.22]), we obtain from (9)
\[
\int A g(u, U) \Gamma_k(Z_\alpha, d(x, u, U))
= \gamma_{d,k} \int_{A \cap \partial Z_\alpha} \sum_{|I|=k} k_I(x) \int_{G^u(\epsilon)} g(u, U) (U, B_I(x))^2 \, dU \, \mathcal{H}^{d-1}(dx),
\]
where
\[
u(x) := \frac{\nabla \xi(x)}{|
\nabla \xi(x)|}
\]
is the (unique) unit outer normal vector to \( Z_\alpha \) at \( x \in \partial Z_\alpha \), \( k_I(x) = \prod_{i \in I} \kappa_i(x) \) is the product of principal curvatures and \( B_t(x) \) the linear span of the associated principal directions (as in [29], but now functions of solely \( x \)).

**Lemma 9.** Let \( \xi \) be twice differentiable at \( x \in \partial Z_\alpha \). Then for any \( U \in G^{u(x)\perp}(d-1,k^*) \),
\[
\sum_{|I| = k^*} k_I(x) \langle U, B_I(x) \rangle^2 = \frac{(-\nabla^2 \xi(x)) [U]}{|\nabla \xi(x)|^{k^*}}.
\]

**Proof.** Let \( L := -du(x) : u(x)\perp \to u(x)\perp \) be the Weingarten mapping at \( x \in \partial Z_\alpha \). Then, \( Lb = \kappa_i b_i \) for the principal curvatures \( \kappa_i \) and principal directions \( b_i, i = 1, \ldots, d-1 \). Thus, using Lemma [5]
\[
\sum_{|I| = k^*} k_I(x) \langle U, B_I(x) \rangle^2 = L[U].
\]
Note that \( du(x) \) agrees with the orthogonal projection onto \( u(x)\perp \) of \( \frac{d\nabla \xi(x)}{|\nabla \xi(x)|} = \frac{\nabla^2 \xi(x)}{|\nabla \xi(x)|} \cdot \nabla \xi(x)^{k^*} \). Hence, since \( U \subset u\perp \), we have \( L[U] = (-\nabla^2 \xi(x))[U] |\nabla \xi(x)|^{k^*} \), and the assertion follows. \( \square \)

**Proposition 10.** Let \( \xi \) be a stationary random field fulfilling (15) and (16), and let \( \alpha \) be its regular value a.s. Then for any nonnegative measurable function \( g \) on \( \mathbb{P}^d(d,k^*) \) we have
\[
\int g(u, U) \mathbb{I}_k(Z_\alpha, d(u, U))
= \gamma_{d,k} \varphi(\alpha) \mathbb{E}_\alpha \left( |\nabla \xi(0)|^{2+k} \int_{G^{u(0)\perp}(d-1,k^*)} g(u(0), U)(-\nabla^2 \xi(0))[U] \, du \right),
\]
provided that the expectation on the right hand side converges; here \( \mathbb{E}_\alpha \) denotes the conditional expectation under condition \( \xi(0) = \alpha \).

**Proof.** Lemma [9] applied to (17) yields
\[
\int 1_A(x) g(u, U) \Gamma_k(Z_\alpha, d(x, u, U))
= \gamma_{d,k} \int_{A \cap \partial Z_\alpha} |\nabla \xi(x)|^{-k^*} \int_{G^{u(x)\perp}(d-1,k^*)} g(u(x), U)(-\nabla^2 \xi(x))[U] \, du \, \mathcal{H}^{d-1}(dx).
\]
Let \( A \subset \mathbb{R}^d \) be a Borel set of unit volume and \( h \) a bounded measurable real function with bounded support. Since \( x \to \xi(x) \) is locally Lipschitz with Jacobian \( |\nabla \xi(x)| \), the coarea formula (see [3] §3.2.22) gives the following identity almost surely:
\[
\int_{\mathbb{R}} \int_{A \cap \partial Z_\alpha} |\nabla \xi(x)|^{-k^*} \int_{G^{u(x)\perp}(d-1,k^*)} g(u(x), U)(-\nabla^2 \xi(x))[U] \, du \, \mathcal{H}^{d-1}(dx) \varphi(\alpha) \, h(\alpha) \, d\alpha
= \int_A |\nabla \xi(x)|^{2+k} \int_{G^{u(x)\perp}(d-1,k^*)} g(u(x), U)(-\nabla^2 \xi(x))[U] \, du \, \varphi(\xi(x)) \, h(\xi(x)) \, \mathcal{L}^{d}(dx).
\]
Thus, taking expectations and using (3) for the left hand side and the stationarity for the right hand side, we get
\[
\int \int g(u, U) \mathbb{I}_k(Z_\alpha, d(u, U)) \, h(\alpha) \, \varphi(\alpha) \, d\alpha
= \gamma_{d,k} \mathbb{E}[|\nabla \xi(0)|^{2+k} \int_{G^{u(0)\perp}(d-1,k^*)} g(u(0), U)(-\nabla^2 \xi(0))[U] \, du \, \varphi(\xi(0)) \, h(\xi(0))].
\]
The assertion follows now from the definition of conditional expectation. □

**Gaussian random fields.** We will assume now that ξ is a stationary Gaussian random field with zero mean (Eξ(0) = 0). Thus, the distribution of ξ is characterized by its covariance function C(x) = Eξ(0)ξ(x), x ∈ Rd. We will assume that ξ is C1,1-smooth almost surely. This implies that the second order partial derivatives of ξ exist in the L² sense (otherwise, the first order derivatives would be nondifferentiable almost everywhere and almost surely, see [3, Theorem 4]). This means that the covariance function C has to be of class C⁴, but this is not sufficient for the C¹,1 smoothness of paths. See [1][2] for a detailed treatment.

A very important fact about Gaussian random fields is that the partial derivatives of first and second orders ξ_i(x) := ∂ξ/∂x_i(x) and ξ_{jk}(x) := ∂²ξ/∂x_i∂x_j(x), x ∈ Rd, 1 ≤ i, j, k ≤ d, are again Gaussian; moreover, they are even jointly Gaussian together with ξ(x). The partial derivatives have again zero mean and the covariances at 0 are (see [2, Sect. 5.5])

\[ Eξ(0)ξ(0) = 0, \quad Eξ_i(0)ξ_j(0) = −C_{ij}(0), \quad Eξ(0)ξ_{jk}(0) = C_{jk}(0), \quad Eξ_i(0)ξ_{jk}(0) = 0, \quad Eξ_{ij}ξ_{kl} = C_{ijkl}(0), \quad 1 ≤ i, j, k, l ≤ d \]

(again, the lower indices at C denote its partial derivatives). Due to the Gaussianity, this implies that the vectors

\[ (ξ(0), ξ_{jk}(0), 1 ≤ j, k ≤ d) \text{ and } (ξ_i(0), 1 ≤ i ≤ d) \]

are independent. This means that also the conditional distributions of first and second partial derivatives are mutually independent under condition ξ(0) = α, and the conditioning does not influence the first order partial derivatives. Consequently, we can evaluate in the formula in Proposition 11 separately the mean value of (−∇²ξ(0))[U].

**Lemma 11.** Assume that the gradient ∇ξ(0) has nondegenerate distribution. Then, for any U ∈ G(d, k⁹),

\[ E_α(−∇²ξ(0))[U] = σ^{−k} Λ[U]H_{k,∗}(\frac{α}{γ}), \]

where

\[ Λ := \left( E\frac{∂ξ}{∂x_i}(0)\frac{∂ξ}{∂x_j}(0) \right)_{i,j=1}^d \]

and

\[ H_n(t) := n! \sum_{j=0}^{[n/2]} \frac{(-1)^j t^{n−2j}}{J!(n−2j)!2^j}, \quad t ∈ R, \]

is the nth Hermite polynomial. Further, we have

\[ E_α \left| (−∇²ξ(0))[U] \right| ≤ \text{const}(d, k, C) \]

(the constant on the right hand side depends on the covariance function C, but not on U).

**Proof.** Let \{u_1, \ldots, u_{k/2}\} be an orthonormal basis of a subspace U ∈ G(d, k*). Since Λ is symmetric and positive definite by assumption, the matrix Λ_U = (λ_{ij})_{i,j=1}^k with λ_{ij} := ⟨u_i, Λ_u u_j⟩ is symmetric and positive definite as well. Hence, there exists a symmetric matrix Λ_U⁻¹/² such that Λ_U⁻¹/² Λ_U Λ_U⁻¹/² = I. By definition, (−∇²ξ(x))[U] = (−1)^k* det Y for a random matrix Y with zero-mean Gaussian entries

\[ Y_{ij} = \frac{∂²ξ}{∂u_i∂u_j}(0), \quad 1 ≤ i, j ≤ k* \]
Thus, if \( \eta \) and \( \mathbb{E} Y_{ij} = \mathbb{E} Y_{lm} = C_{ijlm}^{(0)}(0) \) (the fourth order partial derivative of \( C \) at 0 in directions \( u_i, u_j, u_l, u_m \)). Consequently, the conditional moments are

\[
\mathbb{E}_a Y_{ij} = \sigma^{-2} \lambda_{ij} \alpha, \quad \text{cov}(Y_{ij}, Y_{lm}) = C_{ijlm}^{(0)}(0) - \sigma^{-2} \lambda_{ij} \lambda_{lm}.
\]

Proceeding as in \cite{2} Proof of Lemma 11.7.1, we consider the transformation

\[
Z := \sigma U^{-1/2} Y \Lambda U^{-1/2}
\]

and find that

\[
\mathbb{E}_a Z_{ij} = \sigma^{-1} \alpha \delta_{ij}, \quad \text{cov}_a(Z_{ij}, Z_{lm}) = \mathcal{E}(i, j, l, m) - \delta_{ij} \delta_{lm}
\]

with a function \( \mathcal{E}(i, j, l, m) \) symmetric in \( i, j, l, m \) (a linear combination of fourth order partial derivatives of \( C \)). Now \cite{2}, Corollary 11.6.3 yields

\[
\mathbb{E}_a \det Z = (-1)^k \Lambda^{1/2} H \Lambda^{1/2}
\]

and using the definition of \( Z \), we obtain the first result.

Note that the coefficients \( \lambda_{ij} \) are bounded in absolute value by the norm of the matrix \( \left( \frac{\partial^2 C}{\partial x_i \partial x_j} (0) \right) \). Hence, all the means and variances of \( Y_{ij} \) are bounded and, consequently, the \( k \)-th absolute moment of all \( Y_{ij} \) is bounded by that of a single Gaussian variable \( Y \) whose mean and variance do not depend on \( U \). By the generalized Hölder inequality,

\[
\mathbb{E}_a \left| (-\nabla^2 \xi(x)) [U] \right| \leq k! \mathbb{E}_a |Y|^k < \infty,
\]

which completes the proof. \( \square \)

As concerns Theorem \cite{2}, we start by proving the first (regularity) statement and the "touching condition" \( \cite{4} \). We will use the following auxiliary lemma.

**Lemma 12.** Let \( B \subset \mathbb{R}^d \) be such that for some \( \alpha, p > 0, \mathcal{H}^p(B) < \infty \) and

\[
\mathcal{H}^p(B \cap B(x, \delta)) \geq \alpha \delta^p, \quad x \in B, 0 < \delta < 1.
\]

Let \( (\eta(x) : x \in B) \) be a random field with values in \( \mathbb{R}^k \) which is a.s. Lipschitz, and assume that there exist \( \beta > 0 \) and \( q > p \) such that

\[
\Pr[|\eta(x)| \leq \delta] \leq \beta \delta^q, \quad x \in B, 0 < \delta < 1.
\]

Then

\[
\Pr[\exists x \in B : \eta(x) = 0] = 0.
\]

**Remark 13.** A set \( B \) with the property above is called Ahlfors lower \( p \)-regular.

**Proof.** By assumption, there exists a random variable \( C > 0 \) such that

\[
|\eta(x) - \eta(y)| \leq C |y - x| \quad \text{a.s.}
\]

Thus, if \( \eta(x) = 0 \) for some \( x \in B \) then \( |\eta(y)| \leq C \delta \) for all \( y \in B \cap B(x, \delta) \) and, hence, for any \( c > 0 \) and \( 0 < \delta < c^{-1} \),

\[
\Pr[(C \leq c) \cap [\exists x \in B : \eta(x) = 0] \leq \Pr [(C \leq c) \cap \mathcal{H}^p \{ y \in B : |\eta(y)| \leq c \delta \} \geq \alpha \delta^p].
\]

Applying the Chebyshev’s inequality and Fubini theorem we get

\[
\Pr[(C \leq c) \cap [\exists x \in B : \eta(x) = 0]] \leq \alpha^{-1} \delta^{-p} \mathcal{H}^p \{ y \in B : |\eta(y)| \leq c \delta \}
\]

\[
= \alpha^{-1} \delta^{-p} \int_B \Pr[|\eta(y)| \leq c \delta] \mathcal{H}^p(dy)
\]

\[
\leq \alpha^{-1} \delta^{-p} \mathcal{H}^p(B) \beta(c \delta)^q.
\]
The last expression tends to zero as \( \delta \to 0 \), hence,
\[
\Pr([C \leq c] \cap \{\exists x \in B : \eta(x) = 0\}) = 0.
\]
Letting \( c \to \infty \), we obtain the result. \( \square \)

**Lemma 14.** Let \( \xi \) be as in Theorem \( 2 \). Then for any \( \alpha \in \mathbb{R} \) and any compact set \( W \subset \mathbb{R}^d \) with positive reach,

(i) \( \alpha \) is a regular value of \( \xi \) almost surely,
(ii) \( \Pr[Z_\alpha \text{ and } W \text{ touch}] = 0 \).

**Proof.** (i) Set \( \eta(x) = (\xi(x) - \alpha, \nabla \xi(x)) \), \( x \in \mathbb{R}^d \). \( \eta \) is a stationary random field and since \( \xi(0) \) and \( \nabla \xi(0) \) are independent, their joint distribution has a bounded density with respect to \( \mathcal{L}^{d+1} \). Thus, \( \eta \) fulfills the assumption of Lemma \( 12 \) with \( q = d + 1 \), and applying this lemma with \( B = [0,1]^d \) and \( p = d \), we obtain that
\[
\Pr[\exists x \in [0,1]^d : \xi(x) = \alpha, \nabla(x) = 0] = 0.
\]
Due to stationarity, this already implies (i).

(ii) Since nor \( W \) is a compact \((d-1)\)-dimensional Lipschitz manifold (see \[10 \] Corollary 4.22), it is Ahlfors lower \((d-1)\)-regular (see \[10 \] Proposition 1.12]). Set \( \eta(x,v) := (\xi(x) - \alpha, u(x) + v) \), \( x \in \text{nor } W \). The random unit vector \( u(x) \) has a bounded density w.r.t. \( \mathcal{H}^{d-1} \) on the unit sphere (cf. the proof of Theorem \( 2 \) below where this density is obtained explicitly) and since \( u(x) \) and \( \xi(x) \) are independent, \( \eta \) fulfills the assumption of Lemma \( 12 \) with \( q = d \). Thus, this lemma gives that
\[
\Pr[\exists(x,v) \in \text{nor } W : \xi(x) = \alpha, u(x) + v = 0] = 0,
\]
which is exactly the assertion (ii). \( \square \)

Now we can prove Theorem \( 2 \) which yields an expression of the density of the flag measure of the excursion set by its density with respect to the invariant measure \( \mu_k \) on \( F^1(d,k^*) \).

**Proof of Theorem \( 2 \).** Since \( (\xi(0), \nabla^2 \xi(0)) \) and \( \nabla \xi(0) \) are independent, the formula from Proposition \( 10 \) can be rewritten using Lemma \( 11 \) as
\[
\int g(u,U) \Omega_k(Z_\alpha,d(u,U))
\]
\[
= \gamma_{d,k} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{\sigma^2}{2\pi}} \mathbb{E} \left( |\nabla \xi(0)|^{2k-d} \int_{G_{\xi(0)} \cap (d-1,k^*)} g(u(0),U) \mathbb{E}(\nabla^2 \xi(0)[U] dU) \right)
\]
\[
= \gamma_{d,k} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{\sigma^2}{2\pi}} \mathbb{E} \left( |\nabla \xi(0)|^{2k-d} \int_{G_{\xi(0)} \cap (d-1,k^*)} g(u(0),U) \Lambda[U] dU \right).
\]
(The convergence of the integral was guaranteed by the inequality in Lemma \( 11 \).) In order to express the mean value, we compute the joint density of \( (|\nabla \xi(0)|, u(0)) \). The probability density function of \( \nabla \xi(0) \) is
\[
f(x) := \frac{1}{(2\pi)^{d/2} \sqrt{\det \Lambda}} \exp \left( -\frac{1}{2} x^T \Lambda^{-1} x \right).
\]
The Lipschitz bijection \( (r,u) \mapsto ru \) from \( (0,\infty) \times S^{d-1} \) onto \( \mathbb{R}^d \setminus \{0\} \) has Jacobian \( r^{d-1} \), hence, by the area formula, the joint density of \( (|\nabla \xi(0)|, u(0)) \) is
\[
F(r,u) = \frac{1}{(2\pi)^{d/2} \sqrt{\det \Lambda}} r^{d-1} \exp \left( -\frac{r^2}{2} u^T \Lambda^{-1} u \right), \quad (r,u) \in (0,\infty) \times S^{d-1}.
\]
A direct computation yields
\[ \int_0^\infty r^{2+k-d} F(r, u) \, dr = \frac{2^{k/2} \Gamma \left( \frac{k}{2} + 1 \right)}{(2\pi)^{d/2} \sqrt{\det \Lambda}} (u^T \Lambda^{-1} u)^{-\frac{k}{2} - 1} \]
and, since (using the Legendre duplication formula for Gamma function)
\[ \Gamma \left( \frac{1}{2} \right) = \sqrt{\pi} \]
we arrive at,
\[ \gamma_{d,k} \beta_{d,k} \, O_{d-1} \Gamma \left( \frac{k}{2} + 1 \right) = \pi^{-\frac{k}{2}}, \]
we arrive at,
\[ \int g(u, U) \Pi_k(Z_\alpha, d(u, U)) = \frac{\beta_{d,k}^{-1} (2\pi)^{d-k}}{O_{d-1} \sigma^{d-k}} e^{-\frac{\alpha^2}{2\sigma^2} H_{k^*} \left( \frac{\alpha}{\sigma} \right)} \times \int_{S^{d-1}} (u^T \Lambda^{-1} u)^{-\frac{k}{2} - 1} \int_{G^{u^+}(d-1,k^*)} g(u, U) \Lambda[U] \, dU \, H^{d-1}(du) \]
which implies the assertion. \( \square \)

Finally, we evaluate the \( k \)th curvature density of \( Z_\alpha \),
\[ \nabla_k(Z_\alpha) = \int q_k \, d\mu_k. \]

Note that for any \( U \in G^{u^+}(d-1,k^*) \), we have by Lemma [3] \( \Lambda[U] = \sum_{|I|=k^*} \lambda_i \langle U, B_I \rangle^2 \),
where \( \lambda_I = \prod_{i \in I} \lambda_i \), \( B_I = \text{Lin}\{b_i : i \in I\} \) and \( \lambda_i, b_i, i = 1, \ldots, d \), are the principal values and corresponding principal directions of \( \Lambda \). Note further that
\[ \langle U, B_I \rangle^2 = |p_{B_I^*} u|^2 \langle U, B_I^* \rangle^2, \]
where \( B_I^* \in G^{u^+}(d-1,k^*) \) is the orthogonal projection of \( B_I \) into \( u^\perp \). Since
\[ \int_{G^{u^+}(d-1,k^*)} \langle U, V \rangle^2 \, dU = \binom{d-1}{k}^{-1}, \quad V \in G^{u^+}(d-1,k^*) \]
(see [2] p. 641), we obtain
\[ \int_{G^{u^+}(d-1,k^*)} \Lambda[U] \, dU = \sum_{|I|=k^*} \lambda_I |p_{B_I^*} u|^2 \int_{G^{u^+}(d-1,k^*)} \langle U, B_I^* \rangle^2 \, dU \]
\[ = \binom{d-1}{k}^{-1} \sum_{|I|=k^*} \lambda_I \sum_{j \notin I} \langle u, b_j \rangle^2 \]
\[ = \sum_{j=1}^d \lambda_{(j)} \langle u, b_j \rangle^2, \]
where
\[ \lambda_{(j)} := \binom{d-1}{k}^{-1} \sum_{|I|=k^*, j \notin I} \lambda_I. \]
Hence we obtain the formula
\[ \nabla_k(Z_\alpha) = \frac{\beta_{d,k}^{-1} (2\pi)^{d-k}}{O_{d-1} \sigma^{d-k}} e^{-\frac{\alpha^2}{2\sigma^2} H_{k^*} \left( \frac{\alpha}{\sigma} \right)} \int_{S^{d-1}} \frac{\sum_{j=1}^d \lambda_{(j)} \langle u, b_j \rangle^2}{(u^T \Lambda^{-1} u)^{\frac{k}{2} + 1}} \, H^{d-1}(du). \]
In the isotropic case, we have
\[ \lambda_i = \lambda := \mathbb{E} \left( \frac{\partial \xi}{\partial x_1}(0) \right)^2 = -\frac{\partial^2 C}{\partial x_1^2}(0), \quad i = 1, \ldots, d, \]
hence, \( \det \Lambda = \lambda^d \), \( \lambda(i) = \lambda^k \), \( j = 1, \ldots, d \), and \( u^T \Lambda^{-1} u = \lambda^{-1} \), and (18) simplifies to the formula given in Corollary 4.
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