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Abstract—We consider the problem of coordinating a collection of switched subsystems under both local and global constraints for safe operation of the system. Although an invariant set can be leveraged to construct a safety-guaranteed controller for this kind of problem, computing an invariant set is not scalable to high-dimensional systems. In this article, we introduce a strategy to obtain an implicit representation of a controlled invariant set for a collection of switched subsystems and construct a safety-guaranteed controller to coordinate the subsystems using the representation. Specifically, we incorporate the invariant set into a model predictive controller to coordinate the subsystems and global constraints on their collective behavior. In order to guarantee safety, we can use an algorithm that keeps the state inside a controlled invariant set [1], [2], [3]. Some previous works [4], [5], [6] have incorporated invariant sets into model predictive control (MPC), resulting in controllers with both safety and recursive feasibility guarantees, which means that actions taken over time by the controller will lead to feasible optimization problems in every time step.

However, these methods of invariant set computation are not scalable; obtaining an explicit form of an invariant set requires a projection from a higher dimensional state space to a lower-dimensional one, which is computationally burdensome. Some recent studies [7], [8] propose scalable algorithms to compute invariant sets for linear systems. However, these algorithms are neither scalable enough for high-dimensional systems nor applicable to switched systems, which have discrete inputs or modes. The method introduced in [9] computes an invariant set for a switched linear system; however, it is also not sufficiently scalable to deal with high-dimensional systems.

In this work, we develop a scalable method to construct a controlled invariant set for a large collection of switched subsystems and synthesize a control algorithm with formal safety guarantees by incorporating the invariant set. We develop an approach to obtain an implicit representation of an invariant set of a high-dimensional system and incorporate that representation into an MPC algorithm to provide guarantees on safety and recursive feasibility. Crucially, this strategy allows us to avoid the heavy computational burden imposed by the projection step so that our approach is applicable to a high-dimensional system.

Our problem is motivated by the application-domain problem of coordinating a collection of hundreds or thousands of thermostatically controlled loads (TCLs) to balance supply and demand on the grid. For safety, the controller should be designed to enforce not only local constraints on each TCL but also network-level safety constraints. Many previous papers [10], [11], [12], [13], [14] have proposed approaches that satisfy the local TCL constraints, but the safety of the distribution network (e.g., voltages maintained within their limits) is not generally considered. Some works [15], [16], [17] deal with network safety by incorporating network-level constraints using optimal power flow approaches, but the recursive feasibility of the optimization problem is not guaranteed. In contrast, our approach explicitly ensures recursive feasibility and, therefore, safety.

The main contributions of our article are threefold. First, we develop a method for finding an implicit representation of an invariant set of a system composed of a large number of heterogeneous subsystems with global constraints on their collective behavior and local constraints including lockout constraints, which require a subsystem to keep its current mode for a certain time duration after a switch. Second, we propose a control algorithm with safety guarantees by incorporating the implicit representation of the invariant set. Third, we apply the proposed approach to the coordination of TCLs for frequency regulation.
while limiting aggregate power consumption to ensure network safety. We use a distribution network model to demonstrate how our controller avoids voltage violations. This article significantly extends our preliminary work [18], which only considered homogeneous subsystems without lockout constraints and did not explicitly model the network. Here, we benchmark our results against several other control approaches, including the approach we proposed in [18] to demonstrate the importance of modeling lockout.

The rest of this article is organized as follows. In Section II, we describe the application-domain problem. In Section III, we detail the abstraction and aggregate system construction. In Section IV, we propose our novel invariant set construction method. In Section V, we propose our safety-guaranteed control algorithm. Numerical simulation results are given in Section VI. Finally, Section VII concludes this article. Proofs are presented in the Appendix.

**Notations:** We write row vectors of ones as 1. The lth element of vector $c$ is denoted as $c_j$. We denote the set of nonnegative integers as $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. Also, $[X]$ refers to the set of the integers $\{1, \ldots, X\}$, and $[X]_0$ denotes $[X] \cup \{0\}$. Floor and ceiling functions are represented by $\lfloor \cdot \rfloor$ and $\lceil \cdot \rceil$, respectively. The indicator function on set $A$ is denoted as $\mathbb{1}_A$. We denote the Minkowski sum by $A \oplus B = \{a + b \mid a \in A, b \in B\}$, and the subtraction $A \ominus B$ is defined as the largest solution to $X \ominus B = A$. Also, $\|\cdot\|$ refers to the infinity norm. The ball with radius $r$ centered at $\theta$ is denoted as $B(\theta, r) := \{x \mid \|x - \theta\| \leq r\}$. The identity function in space $\mathbb{R}^d$ is denoted as $\text{Id}_{\mathbb{R}^d}$.

**II. APPLICATION-DOMAIN PROBLEM SETTING**

We consider a power reference tracking control problem for a collection of TCLs, such as air conditioners, which switch ON/OFF to maintain a temperature within a dead-band, i.e., a small range around a setpoint. Most residential air conditioning systems in the USA are TCLs versus variable speed systems. Each TCL is a switched subsystem, which collectively makes up a system. The control problem is to switch ON/OFF individual TCLs to cause power consumption of the collection to track a signal, e.g., a scaled and shifted frequency regulation signal while ensuring local constraints are satisfied. First, the temperature of each TCL should remain within its dead-band. Second, the ON/OFF mode of each TCL should be maintained for a certain duration after a switch to ensure that the compressor is not damaged; this constraint is called a lockout constraint [14]. There are several approaches that have been developed to handle lockout, e.g., [13]; though to the best of the authors’ knowledge, none ensures recursive feasibility and safety.

Manipulating the aggregate power consumption of TCLs could cause constraint violations in the distribution network, e.g., over/undervoltages and transformer overloading. One way to avoid these violations is to impose minimum and maximum bounds on the aggregate power consumption of the collection of TCLs, i.e., network-level safety constraints. A variety of recent papers have developed approaches to compute bounds on network-safe changes in power consumption/production of distributed energy resources [19], [20], [21], [22]. Assuming that we can compute conservative bounds with one of these methods, controlling TCLs such that their aggregate power consumption remains within these bounds should guarantee network safety. Therefore, the collection of TCLs should commit to providing a regulation capacity (i.e., the range over which it can manipulate its aggregate power consumption) within the network-safe bounds. However, if the TCLs prioritize maintaining temperatures within dead-bands, attempting to track an aggressive signal within those bounds (e.g., a signal that stays at either bound for a long duration) can eventually render the signal untrackable and can cause the TCL aggregate power consumption to violate the bounds.

To clarify this issue, we must first describe our assumed control architecture. There are many possible architectures for network-safe TCL participation in electricity markets, but here, we consider one in which a third-party aggregator coordinates TCLs subject to network-safe power bounds provided by the utility. Fig. 1 shows the interaction of the aggregator, utility, and independent system operator (ISO). Based on the forecast of the network states, the utility uses its network model (which we assume it has) to compute the range of TCL power consumption that can be safely accommodated by the network and sends it to the aggregator. The bounds are used by the aggregator to make an offer for regulation capacity, which is expected to be safe. The ISO commits the aggregator at or below its offered capacity. In real time, the ISO generates a normalized regulation signal (ranging from $-1$ to $1$, with $0$ corresponding to a resource’s scheduled or nominal operating point), and the aggregator 1) scales it by its committed capacity, 2) shifts it by the TCL collection’s nominal load, and 3) controls the modes of TCLs to track it. Some U.S. ISOs have designed mechanisms to constrain regulation signals to reduce the chance of aggressive signals in an effort to support the use of energy-constrained resources, such as energy storage and TCLs [23], [24]. However, many ISOs do not have these mechanisms, and so a TCL collection attempting to track an aggressive signal with a simple tracking controller may violate the network-safe power bounds.

This is even more likely to happen if real-time network states differ from their forecasts and the actual network-safe bounds are tighter than those generated with the forecasts. Fig. 2 provides an example of this situation, where the dashed black lines are the power bounds obtained in advance that are used to determine the committed capacity, and the solid black lines are the actual network-safe power bounds computed in real time. The red reference signal (a scaled and shifted frequency regulation signal from the PJM interconnection [25]) is scaled to the committed power bounds and is impossible to track while ensuring network safety. We assume that network safety takes precedence over tracking performance; specifically, the aggregator should track the regulation signal as closely as possible within the tighter bounds, i.e., the blue signal in Fig. 2. PJM uses a mechanism to constrain the integral of the normalized signal (i.e., the energy
content of the signal), meaning that tracking the red signal is unlikely to cause power bound violations. However, the bound tightening in Fig. 2 makes the blue signal much harder to track; attempting to track it with a simple tracking controller would cause average aggregate power consumption to decrease from nominal, eventually rendering the signal untrackable as TCLs struggle to cool/heat sufficiently. Eventually, many TCLs may need to be on simultaneously violating the network-safe power bound. We will benchmark our approach against a simple tracking controller in Section V.

We next detail the problem formulation. We consider a collection of TCLs that are clustered into multiple groups based on their similarity in terms of thermal/electrical parameters and ambient temperatures, and we treat TCLs in the same group as homogeneous. To do this, the amount of deviations allowed between TCLs in the same group is small enough so that we can construct a bisimilar abstraction for each group; details are given in Section III-B. Our method also allows for sufficiently small process noise and variation in ambient temperature, but our mathematical development assumes no process noise and constant ambient temperature to simplify the exposition of the main results. Considering multiple groups allows us to deal with TCL heterogeneity, which we did not consider in our preliminary work [18].

Let the number of groups of homogeneous TCLs be \( g_{\text{TCL}} \), the total number of TCLs across all groups be \( N_{\text{TCL}} \), and the number of TCLs in group \( i \) be \( N_{\text{TCL}}^{(i)} \); hence, \( \sum_{i=1}^{g_{\text{TCL}}} N_{\text{TCL}}^{(i)} = N_{\text{TCL}} \). The internal temperature of the \( j \)th TCL in group \( i \) at time \( t \) is denoted by \( T_{j}^{(i)}(t) \), and its domain is \([T_{\text{min}}^{(i)}, T_{\text{max}}^{(i)}]\). Also, the ON/OFF mode of each TCL is \( \mu_{j}^{(i)}(t) \), which is 0 if it is not consuming power (OFF), and 1 if it is consuming power (ON). Then, we assume that the internal temperature evolution follows the affine model developed in [26] as follows:

\[
T_{j}^{(i)}(t+1) = a_{j}^{(i)} T_{j}^{(i)}(t) + \left(1 - a_{j}^{(i)}\right) \left(\bar{r}(i) - R(i) p_{a}^{(i)} \mu_{j}^{(i)}(t)\right).
\] (1)

Here, \( a^{(i)} \) is the ambient temperature (e.g., for air conditioners, this would be the outside temperature) of TCLs in group \( i \) and \( \bar{r}^{(i)} \) is \( \exp(-\Delta t/(R(i) C^{(i)}) \), where \( \Delta t \) is the sampling time, \( R(i) \) is the thermal resistance, and \( C^{(i)} \) is the thermal capacitance of every TCL in group \( i \). Parameter \( p_{a}^{(i)} \) is the thermal energy transfer rate, which is positive for a cooling TCL and negative for a heating TCL; since, here, we assume all TCLs are air conditioners, the value is positive. The power consumption of each TCL in group \( i \) when it is in ON mode, denoted as \( p^{(i)} \), equals \( p_{a}^{(i)}/\bar{r}^{(i)} \), where \( \bar{r}^{(i)} \) is the coefficient of performance. Then, the aggregate power consumption of all TCLs, denoted as \( P_{agg}(t) \), equals \( \sum_{i=1}^{g_{\text{TCL}}} \sum_{j=1}^{N_{\text{TCL}}^{(i)}} p_{j}^{(i)}(t) \).

We next define the local constraints. The temperature dead-band of group \( i \) is \([T_{\text{min}}^{(i)}, T_{\text{max}}^{(i)}]\), which leads to the constraint \( T_{j}^{(i)}(t) \in [T_{\text{min}}^{(i)}, T_{\text{max}}^{(i)}] \forall t \in \mathbb{N}_{0}, i \in [g_{\text{TCL}}], j \in [N_{\text{TCL}}^{(i)}] \). (2)

We assume that temperature setpoints and dead-bands are constant over time.

In addition, a lockout constraint on every TCL requires it to remain in the same mode for a specific duration after a switch; imposing this constraint is a key extension from our preliminary work [18]. Suppose that the mode of every TCL in group \( i \) should be kept for \( t_{\text{off}}^{(i)} \) after it is turned off and for \( t_{\text{on}}^{(i)} \) after it is turned on. Then, the number of time steps TCL should be locked after a switch for each mode is computed as

\[
\tau_{\text{off}}^{(i)} = \left[T_{\text{off}}^{(i)}, t_{\text{off}}^{(i)}\right] \quad \tau_{\text{on}}^{(i)} = \left[T_{\text{on}}^{(i)}, t_{\text{on}}^{(i)}\right].
\]

Now, let \( t_{\text{off}}^{(i)}(t) \) be the last step time the \( j \)th TCL in group \( i \) switched its mode to OFF/ON. Then, the input sequence \( \mu_{j}^{(i)}(t) \) should satisfy the following:

\[
\mu_{j}^{(i)}(t) = 0 \quad \text{if} \quad t < t_{\text{off}}^{(i)}(t) + \tau_{\text{off}}^{(i)} \quad \text{and} \quad \mu_{j}^{(i)}(t) = 1 \quad \text{if} \quad t < t_{\text{off}}^{(i)}(t) + \tau_{\text{on}}^{(i)}.
\]

Next, we define the global constraint, which ensures the safety of the distribution network. Specifically, we bound the aggregate power consumption

\[
P_{agg} \leq P_{agg}(t) = \sum_{i=1}^{g_{\text{TCL}}} \sum_{j=1}^{N_{\text{TCL}}^{(i)}} p_{j}^{(i)}(t) \leq P_{agg} \quad \forall t \in \mathbb{N}_{0} \quad (4)
\]

where \( P_{agg} \) and \( P_{agg} \) are the upper and lower power bounds, respectively.

Finally, our goal is to control the modes of the TCLs so that the aggregate power consumption \( P_{agg}(t) \) of all TCLs tracks the reference signal \( r(t) \) as closely as possible while satisfying all constraints. Then, the problem of interest is as follows.

**Problem 1:** Given the system described earlier, synthesize a controller to choose \( \mu_{j}^{(i)}(t) \) for all \( i = 1, \ldots, g_{\text{TCL}} \), \( j = 1, \ldots, N_{\text{TCL}}^{(i)} \), and \( t \in \mathbb{N}_{0} \) that guarantees the satisfaction of constraints (2)–(4) while trying to minimize the performance measure \( |P_{agg}(t) - r(t)| \).

**III. ABSTRACTION AND AGGREGATION OF A COLLECTION OF SWITCHED SUBSYSTEMS**

In this section, we consider an abstract problem where the goal is to coordinate a collection of switched subsystems, clustered into groups based on the similarity of their dynamics, subject to the constraints that are generalized versions of (2)–(4). After we introduce this general problem setup, we explain how to
construct an abstraction with discrete states from the original continuous-state subsystems in each group. This abstraction is then used to model an “aggregate system,” representing the dynamics, which we use to synthesize a safety-guaranteed controller.

Using aggregate dynamics to represent collections of TCLs is not a new idea [10], [11], but works that aim to characterize the relation between the aggregate dynamics and the actual collection are more recent. Soudjani and Abate [27] abstract a TCL as a Markov chain and probabilistically quantify the difference between the dynamics of the underlying collection and its aggregate model. In contrast, our approach provides deterministic bounds using approximate bisimulation relations. Furthermore, their model is different because the mode of each TCL is assumed to be uncontrollable; instead, their input is the temperature setpoint. Nilsson and Ozay [28] used a similar approach to ours to construct abstractions and an aggregate system, but it considers continuous-time subsystems and develops open-loop control signals, whereas we consider discrete-time subsystems and propose an algorithm to compute invariant sets, which can be used to ensure the safety of arbitrary feedback controllers. The abstraction and aggregation methods from our preliminary work [18] are only applicable to collections of homogeneous subsystems, whereas here we consider heterogeneous subsystems. In addition, none of the aforementioned approaches consider lockout constraints, as we do here.

A. Abstract Problem Formulation

First, the transition system formalism is introduced to model discrete-time dynamics. The definitions in this section follow the work in [29].

**Definition 1:** A transition system $T$ is a tuple $(X, U, Y)$, where $X$ is a set of states, $U$ is a set of actions, $X \times U \times X$ is a transition relation, and $Y : X \rightarrow \mathbb{R}^n$ is an output function.

We denote $(x, u, x') \in T$ as $x \xrightarrow{u} x'$ for short.

**Definition 2:** Given a transition system $T = (X, U, Y)$, a safe set $X_{\text{safe}} \subseteq X$, and a set of admissible input constraints $U_{\text{safe}} \subseteq U$, a set $X_{\text{inv}}$ is a controlled invariant set with respect to $(T, X_{\text{safe}}, U_{\text{safe}})$ if $X_{\text{inv}} \subseteq X_{\text{safe}}$, and for all $x \in X_{\text{inv}}$, there exists $u \in U_{\text{safe}}$ such that for all $x'$ with $x \xrightarrow{u} x'$, we have $x' \in X_{\text{inv}}$. The union of all controlled invariant sets with respect to $(T, X_{\text{safe}}, U_{\text{safe}})$ is called the maximal controlled invariant set for $(T, X_{\text{safe}}, U_{\text{safe}})$.

We consider a system that includes multiple groups of homogeneous switched subsystems. Here, the number of groups is $g$, the number of subsystems in group $i$ is $N(i)$, the total number of subsystems across all groups is $N = \sum_{i=1}^{g} N(i)$, and the number of modes is $M$.

For any $i \in [g]$ and $j \in [N(i)]$, let $S^{(i)}_j$ be the $j$th subsystem of group $i$, and $\theta^{(i)}_j(t)$ be its state at time step $t$, where $\Theta^{(i)} \subseteq \mathbb{R}^d$ is a compact domain. The difference equation governing the evolution of $\theta^{(i)}_j(t)$ is

$$S^{(i)}_j : \theta^{(i)}_j(t + 1) = f^{(i)}_j(\theta^{(i)}_j(t), \mu^{(i)}_j(t)), \quad \mu^{(i)}_j : \mathbb{N}_0 \rightarrow [M]$$

where $f^{(i)}_j(t)$ is the mode of $j$th subsystem in group $i$ at time $t$ and is also the control input. For TCLs, $\theta^{(i)}_j$ corresponds to $T^{(i)}_j$ and $f^{(i)}$ corresponds to the affine dynamics in (1). For the rest of this section, we drop the index $j$ for convenience.

The discrete-time dynamics $S^{(i)}_j$ in (5) can be equivalently represented as a transition system

$$S^{(i)}_j = \left( \Theta^{(i)}_j, [M], \rightarrow^{(i)}_j, \text{Id}_{R^d} \right)$$

where $\theta \xrightarrow{\mu^{(i)}_j} \theta'$ if and only if $\theta' = f^{(i)}(\theta, \mu)$.

To formally describe each group of subsystems, we introduce the following definition of a product transition system.

**Definition 3:** Given $N$ identical copies of a transition system $T = (X, U, Y)$, the product transition system is given by $T \times N = (X \times N, U \times N, Y \times N)$, where

$$(x_1, \ldots, x_N) \xrightarrow{u_{11}, \ldots, u_{NN}} (x_{1}', \ldots, x_{N}')$$

if and only if $x_i \xrightarrow{u_i} x_i'$ for all $i \in [N]$, and $Y \times N : (x_1, \ldots, x_N) \rightarrow (Y(x_1), \ldots, Y(x_N))$.

According to the definition before, group $i$ can be represented by the product transition system $S^{(i)} \times N^{(i)}$. Furthermore, the entire system can be represented as the product of those systems, denoted as $S := (S^{(1)} \times N^{(1)}) \times \cdots \times (S^{(g)} \times N^{(g)})$ with the set of states $\Theta := (\Theta^{(1)} \times N^{(1)}) \times \cdots \times (\Theta^{(g)} \times N^{(g)})$.

Now, we introduce the constraints imposed on $S$. First, the state $\theta_j^{(i)}$ of each subsystem in group $i$ should stay in the safe set $\Theta_{\text{safe}}^{(i)}$ which corresponds to (2) in the TCL problem, i.e.,

$$\theta_j^{(i)}(t) \in \Theta_{\text{safe}}^{(i)} \quad \forall j \in [N^{(i)}], t \in \mathbb{N}_0. \quad (7)$$

Second, each subsystem in group $i$ cannot switch again for $\tau_m^{(i)}$ time steps after its mode is switched to $m$ [which corresponds to the lockout constraints (3) in the TCL problem], and so the input sequence $\mu_j^{(i)}(t)$ of each subsystem should satisfy

$$\mu_j^{(i)}(t) = m \quad \text{if} \quad t < \tau_j^{(i),m}(t) + \tau^{(i)}_m \quad \forall m \in [M] \quad (8)$$

where $\tau_j^{(i),m}(t)$ is the last time step, and the subsystem $S_j^{(i)}$ switched its mode to $m$ (i.e., $\mu_j^{(i)}(\tau_j^{(i),m}(t)) = m, \mu_j^{(i)}(\tau_j^{(i),m}(t) - 1) \neq m$). Third and finally, we impose bounds on a linear combination of the number of subsystems in each mode $m$ in each group $i$ [which corresponds to (4) in the TCL problem] as follows:

$$P_m \leq \sum_{i=1}^{g} P_m^{(i)} \sum_{j=1}^{N^{(i)}} 1_m(\mu_j^{(i)}(t)) \leq P_m \quad \forall m \in [M], t \in \mathbb{N}_0 \quad (9)$$

where $p_m^{(i)}$ is a scalar corresponding to subsystems in mode $m$ in group $i$, and $\sum_{j=1}^{N^{(i)}} 1_m(\mu_j^{(i)}(t))$ is the number of subsystems in mode $m$ in group $i$.

In addition, we assume a time-varying cost function $c_t : \mathbb{N}_0^d \rightarrow \mathbb{R}$, which depends on the number of subsystems in each mode in each group. Then, the generalized problem is as follows.

**Problem 2:** Given a collection of subsystems $S_j^{(i)}$ as described earlier, synthesize a controller to choose $\mu_j^{(i)}(t)$ for all $i = 1, \ldots, g$, $j = 1, \ldots, N^{(i)}$, and $t \in \mathbb{N}_0$ that guarantees the
satisfaction of constraints (7)–(9) while trying to minimize a cost function $c_s$.

B. Abstracts

In this section, we introduce the abstraction of each subsystem $S_j^i$. We consider the following notion of closeness to the original subsystem.

**Definition 4**: Two transition systems $T_1 = (X_1, U, \rightarrow, Y_1)$ and $T_2 = (X_2, U, \rightarrow, Y_2)$ are $\epsilon$-approximately bisimilar if there exists a relation $R \subset X_1 \times X_2$ such that the sets $R_{1\rightarrow 2} = \{x_1 : (x_1, x_2) \in R\}$ and $R_{2\rightarrow 1} = \{x_2 : (x_1, x_2) \in R\}$ are nonempty for all $x_1$ and $x_2$, and such that for all $(x_1, x_2) \in R$, all of the following are satisfied.

1) $\|Y_1(x_1) - Y_2(x_2)\| \leq \epsilon$.
2) If $x_1 x_1' \in R$, there exists $x_2 x_2' \in R$ s.t. $(x'_1, x'_2) \in R$.
3) If $x_2 x_2' \in R$, there exists $x_1 x_1' \in R$ s.t. $(x'_1, x'_2) \in R$.

To guarantee the existence of a bisimilar abstraction for the subsystems in each group, the following assumption is made.

**Assumption 1**: For every $i \in [g], m \in [M], f_i^m(\cdot, m)$ is a local contraction, that is, there exists constants $L_m^i \in [0, 1], c_m^i > 0$ such that

$$\|f_i^m(\theta_1, m) - f_i^m(\theta_2, m)\| \leq L_m^i \|\theta_1 - \theta_2\|$$

(10)

for every $\theta_1, \theta_2 \in \Theta_i$ with $\|\theta_1 - \theta_2\| \leq c_m^i$.

This assumption holds for the temperature dynamics in (1).

Now, we construct an abstraction of $S_i^j$ for every $i \in [g]$ by uniformly discretizing $\Theta_i$. For a given grid size $\eta$, the abstraction function $\gamma_\eta : \mathbb{R}^d \rightarrow \mathbb{R}^d$ is defined as

$$\gamma_\eta(\theta) = \eta \left( \frac{\theta}{\eta} \right) + \frac{1}{2}.$$  

(11)

Suppose that the grid size for the abstraction corresponding to group $i$ is $\eta_i^g$, and define the set $\Xi^i := \gamma_\eta_i(\Theta_i^g) = \xi_1^i, \ldots, \xi_{K_i^g}^i$, where $K_i^g$ is the number of elements $\xi_k^i$. Then, an abstraction for $S_i^j$ is

$$S_i^{\eta_i^g} = \left( \Xi^i, [M], \gamma_\eta^i, \text{Id}_{\mathbb{R}^d} \right)$$

(12)

where $\xi \xrightarrow{(\eta_i^g)} \xi'$ if and only if $\gamma_\eta^i(f^i(\xi, \mu)) = \xi'$. This means that the transition relation between the states of $S_i^{\eta_i^g}$ is determined by propagating each grid point $\xi$ with the dynamics and finding the closest grid point $\xi'$ to where it reaches in one time step, as shown in Fig. 3. The abstraction of each subsystem $S_j^i$ is denoted as $S_j^{\eta_i^g}$, and its state is denoted as $\xi_j^i$. For simplicity, we drop the superscript $(i)$ from $\eta_i^g$ when not crucial.

The following lemma, which follows from [28, Prop. 1], states a condition for $S_i^j$ and $S_i^{\eta_i^g}$ to be bisimilar.

**Lemma 1**: If $\epsilon$ and $\eta$ are such that $(1 - L_m^i) \epsilon \geq \eta_i^g/2$ for all $m \in [M]$, then $S_i^j$ and $S_i^{\eta_i^g}$ are $\epsilon$-approximately bisimilar.

If $S_i^j$ and $S_i^{\eta_i^g}$ are $\epsilon$-approximately bisimilar, the states of $S_i^j$ and $S_i^{\eta_i^g}$ remain $\epsilon$-close (i.e., $\|\theta(t) - \xi(t)\| \leq \epsilon$) if the same input sequence is applied to both systems from the initial state $\theta(0)$, which satisfies $|\theta(0) - \xi(0)| \leq \epsilon$.

By Assumption 1, we can show that, for any $0 < \epsilon < \min_{m \in [M]} \frac{\epsilon_m^i}{2}$, there is a small enough $\eta_i^g > 0$ that satisfies the condition in Lemma 1. Moreover, even when small disturbances, parameter variations, or time variations in the state dynamics of subsystems within the same group exist, a single $\epsilon$-approximately bisimilar system for the entire group can be constructed. In particular, for any $m \in [M]$, let $\overline{\eta}_m$ be a constant, which satisfies $1 - L_m^i \epsilon \geq \frac{\eta_i^g}{2} + \overline{\eta}_m$. Then, any time-varying subsystem, whose state evolution function $f_i(\theta, m, t)$ satisfies

$$\|f_i(\theta, m, t) - f_i(\theta, m)\| \leq \overline{\eta}_m \forall \theta \in \Theta_i, m \in [M], t \in [0, t]$$

is also $\epsilon$-approximately bisimilar to $S_i^{\eta_i^g}$. This allows for mild heterogeneity and time variation in the state dynamics of the subsystems within a group as long as the state evolution function of every subsystem in the group satisfies the previous inequality at every time step.

The abstraction of each group $i$ can be represented by the product transition system $S_i^{\eta_i^g} \times X_i$, and the abstraction of the entire system can be represented as the product of those systems, denoted as $S_i^g := S_i^{\eta_i^g} \times X_i$. By Definition 4, it is easy to see that $S_i^g$ and $S_i^{\eta_i^g}$ are $\epsilon$-approximately bisimilar if $S_i^j$ and $S_i^{\eta_i^g}$ are $\epsilon$-approximately bisimilar for all $i \in [g]$. Then, we can show the following theorem.

**Theorem 1**: Assume that $S_i^j$ and $S_i^{\eta_i^g}$ are $\epsilon$-approximately bisimilar and $\delta$ is larger than $\epsilon + \frac{\eta_i^g}{2}$. If the abstracted subsystem $S_j^{\eta_i^g}$ starting at $\xi_0$ stays inside $\gamma_\eta^i(\Theta_i^g \cap B(0, \delta))$ under an input trajectory $\mu_j^i(t)$, then for every $\theta \in \Theta_i$ satisfying $\|\theta(t) - \xi_0\| \leq \epsilon$, the trajectory of $S_j^i$ starting at $\theta(0)$ stays inside the safe set $\Theta_i^{\text{safe}}$ under $\mu_j^i(t)$.

This theorem states that if we can obtain an input sequence for an abstracted subsystem that keeps its state inside a safe set...
shrunken by $\delta > \epsilon + \eta(i)/2$, then the input sequence is also safe for the original subsystem.

Using Theorem 1, we define the safe set for the abstracted subsystem as $\Xi_{\text{safe}}^{(i)} := \gamma_{\text{afe}}(\Theta_{\text{afe}}) \in B(0, \delta)$ and impose the following local constraints on the abstracted subsystems:

$$
\xi_j^{(i)}(t) \in \Xi_{\text{safe}}^{(i)} \quad \forall i \in [g], \quad j \in [N^{(i)}], \quad t \in \mathbb{N}_0. \quad (13)
$$

Fig. 3 illustrates how $S^i_{\text{afe}}$ and its set of safe states $\Xi_{\text{afe}}^{(i)}$ are constructed.

Now our goal is to develop a safe control algorithm for the abstracted subsystems satisfying (13).

C. Aggregate System

We now construct an aggregate system for each group as an alternative representation of $S^i_{\text{afe}} \times N^{(i)}$. An aggregate system is a compact representation that keeps track of the number of subsystems in each possible combination of mode, state, and lockout duration (i.e., the number of time steps it has been locked in its current mode). The input to an aggregate system is the number of subsystems that switch modes, which can be used to determine the modes of the individual subsystems. To construct an aggregate system, we build a graph for each group that captures all possible transitions of the subsystem $S^i_{\text{afe}}$ for all combinations of mode, state, and lockout duration. In particular, we extend the graph construction method from our preliminary work [18] by considering the lockout duration as an additional feature of a node. Then, the graph is used to express how the number of subsystems at each possible combination evolves, which acts as the dynamics of the aggregate system.

We first construct a graph for the state-abstracted subsystem $S^i_{\text{afe}}$, i.e., $G^{(i)} = (V^{(i)}, E^{(i)})$, where $V^{(i)}$ are the vertices and $E^{(i)}$ are the edges. Each node is denoted by $\nu^{(i)}_{m,\tau,k}$ ($m \in [M], \tau \in [T^{(i)}], k \in [K^{(i)}]$); when $S^i_{\text{afe}}$ is at state $\xi^{(i)}_k$ in mode $m$, and with lockout duration $\tau$, we say that $S^i_{\text{afe}}$ “corresponds to” $\nu^{(i)}_{m,\tau,k}$. Edges are defined for any possible autonomous or controlled transition between nodes; specifically, $(\nu^{(i)}_{m_1,\tau_1,k_1}, \nu^{(i)}_{m_2,\tau_2,k_2})$ belongs to $E^{(i)}$ if $\xi^{(i)}_{k_1} \xrightarrow{m_2}{(i),\eta} \xi^{(i)}_{k_2}$ and one of the following holds.

1) $m_1 = m_2$ and $\tau_1 = \tau_2 = 0$ (system is unlocked and its mode remains unchanged).
2) $m_1 = m_2$, $\tau_1 > 0$, and $\tau_2 = \tau_1 + 1$ (system is locked and lockout duration is updated).
3) $m_1 = m_2$, $\tau_1 = \tau^{(i)}_{m_1}$ and $\tau_2 = 0$ (system becomes unlocked).
4) $m_1 \neq m_2$, $\tau_1 = 0$, and $\tau_2 = \min(1, \tau^{(i)}_{m_2})$ (system is unlocked and its mode changes).

Fig. 4 illustrates how $G^{(i)}$ is constructed.

Now, we define the safe nodes of $G^{(i)}$ as the elements of the set

$$
V_{\text{afe}}^{(i)} := \left\{ \nu^{(i)}_{m,\tau,k} : \forall m \in [M], \tau \in [T^{(i)}], k \in \mathbb{T}_{\text{afe}}^{(i)} \right\}
$$

where $\mathbb{T}_{\text{afe}}^{(i)}$ is the set of indices $\{ k \in [K^{(i)}] : \xi^{(i)}_k \in \Xi_{\text{afe}}^{(i)} \}$. To abide by the local constraint for each subsystem (13), every $S^i_{\text{afe}}$ in group $i$ should correspond to an element of $V_{\text{afe}}^{(i)}$.

Then, the aggregate system is constructed with state $x^{(i)} \in \mathbb{N}_0^{D^{(i)}}$ (where $D^{(i)} := K^{(i)} \sum_{m=1}^{M}(T^{(i)}_m + 1)$), whose elements represent the number of subsystems in group $i$ corresponding to the nodes of $G^{(i)}$, and input $u^{(i)} \in \mathbb{N}_0^{D^{(i)}}$ (where $D^{(i)} := K^{(i)}(M - 1)$), whose elements represent the number of subsystems switching mode from each node. Specifically, the element $x^{(i)}_{m,\tau,k}$ of $x^{(i)}$ represents the number of subsystems corresponding to $\nu^{(i)}_{m,\tau,k}$ and the element $u^{(i)}_{m,m',k}$ of $u^{(i)}$ represents the number of unlocked subsystems corresponding to $\nu^{(i)}_{m,0,k}$. Switching mode from $m_1$ to $m_2$. Then, the evolution of each element $x^{(i)}_{m,\tau,k}(t)$ is governed by

$$
x^{(i)}_{m,\tau,k}(t + 1) = \begin{cases} 
\sum_{(\tau',k') \in Z^{(i)}_{m,\tau,k}} x^{(i)}_{m,\tau',k'}(t), & \text{if } \tau \neq 1 \\
\sum_{(m',k') \in Z^{(i)}_{m,0,k}} u^{(i)}_{m,m',k}(t), & \text{if } \tau = 1
\end{cases}
$$

where the set $Z^{(i)}_{m,\tau,k}$ is the set of indices of the predecessors of $\nu^{(i)}_{m,\tau,k}$ defined as $\{ (m',\tau',k') : (m',\tau',k',\nu^{(i)}_{m,\tau,k}) \in E^{(i)} \}$.

Since every element of $x^{(i)}$ evolves as a linear combination of the state and input, the dynamics of $x^{(i)}$ can be written as the linear dynamics

$$
\Gamma^{(i)} : x^{(i)}(t + 1) = A^{(i)}x^{(i)}(t) + B^{(i)}u^{(i)}(t)
$$

where $A^{(i)}$ and $B^{(i)}$ are determined by (14) and depend upon the incidence matrices of $G^{(i)}$. Considering the number of subsystems $N^{(i)}$ in each group and the fact that only unlocked subsystems can switch mode, the state space $X^{(i)}$ and the admissible input space $U^{(i)}(x)$ of $\Gamma^{(i)}$ are as follows:

$$
X^{(i)} = \left\{ x^{(i)} \in \mathbb{N}_0^{D^{(i)}} : \sum_{m=1}^{M} \sum_{\tau=0}^{T^{(i)}_m} \sum_{k=1}^{K^{(i)}} x^{(i)}_{m,\tau,k} = N^{(i)} \right\}
$$

$$
U^{(i)}(x^{(i)}) = \left\{ u^{(i)} \in \mathbb{N}_0^{D^{(i)}} : \right\}
$$
Note that the lockout constraint (8) is never violated if the number of subsystems switching mode at each node is an element in the admissible input set.

The local constraint imposed on $\Gamma^{(i)}_\eta$ is specified by the set $X_{\text{safe}}^{(i)}$, defined as follows:

$$X_{\text{safe}}^{(i)} := \{ x^{(i)} \in X^{(i)} : x_{m, \tau, k}^{(i)} = 0 \}$$

which requires all subsystems to correspond to safe nodes.

We can also construct an alternative representation of $S_\eta$ by combining all $\Gamma^{(i)}_\eta$, defined as $\Gamma_\eta := \bigcap_{i=1}^g \Gamma^{(i)}_\eta$. Accordingly, the state and input of $\Gamma_\eta$ are the concatenation of all $x^{(i)}$ and $u^{(i)}$ respectively, which are written as $x := (x^{(1)})^T, \ldots, (x^{(g)})^T$ and $u := (u^{(1)})^T, \ldots, (u^{(g)})^T$. The state space and the admissible input space are $X := X^{(1)} \times \ldots \times X^{(g)}$ and $U(x) := U^{(i)}(x^{(i)}) \times \ldots \times U^{(g)}(x^{(g)})$, respectively. Then, the system dynamics of $\Gamma_\eta$ can be written as

$$\Gamma_\eta : x(t + 1) = Ax(t) + Bu(t)$$

where the system matrices are $A := \text{diag}(\{ A^{(i)} \}_{i=1}^g)$ and $B := \text{diag}(\{ B^{(i)} \}_{i=1}^g)$. Hence, $\Gamma_\eta$ is a linear system with integer-valued state and admissible input space. Crucially, the dimension of the state or input does not depend on the total number of subsystems $N^{(i)}$. Rather, it increases exponentially with the dimension of the state of each subsystem. Therefore, our method is suitable for systems consisting of a large number of low-dimensional subsystems.

Now, we define the set of safe states of $\Gamma_\eta$ comprising all states satisfying the local and global constraints as follows:

$$X_{\text{safe}} := \{ x \in X : x^{(i)} \in X_{\text{safe}}^{(i)} \forall i \in [g] \},$$

$$P_m \leq \sum_{i=1}^g \sum_{\tau=0}^{t^{(i)}_m} \sum_{k=1}^{K^{(i)}_m} x^{(i)}_{m, \tau, k} \leq P_m \forall m \in [M]$$

where the first line enforces the local constraints on all subsystems, and the second line enforces the global constraint (9); note that $\sum_{\tau=0}^{t^{(i)}_m} \sum_{k=1}^{K^{(i)}_m} x^{(i)}_{m, \tau, k} \leq P_m \forall m \in [M]$.

Our objective is to develop a control algorithm for $\Gamma_\eta$ that keeps the system safe. Our algorithm, which will be introduced in Section V, incorporates a controlled invariant set to guarantee recursive safety and feasibility. However, the large dimension of $\Gamma_\eta$ makes it difficult to use existing invariant set computation tools for linear systems [7], [9], [28]. Therefore, in the next section, we propose a method that obtains an implicit representation of an invariant set of $\Gamma_\eta$, which can be leveraged in the control algorithm.

IV. CONSTRUCTION OF AN INVARIANT SET BY AN IMPLICIT REPRESENTATION

In this section, we show how to construct a controlled invariant set for the aggregate system $\Gamma_\eta$. Leveraging the cycles of the graphs, this method finds an implicit representation of an invariant set of $\Gamma_\eta$ by identifying a set of states that can be kept inside $X_{\text{safe}}$ via periodic inputs. This method is an extension of the method in our preliminary work [18] to accommodate aggregate systems with more than one group.

We first define a safe cycle as a sequence of nodes $\tilde{\nu} = (\tilde{\nu}_1, \ldots, \tilde{\nu}_C) \in (V_{\text{safe}}^{(i)})^C$ with corresponding mode sequence $\tilde{\mu} = (\tilde{\mu}_1, \ldots, \tilde{\mu}_C) \in [M]^C$ that satisfies $\tilde{\nu}_1 \xrightarrow{\tilde{\mu}_{i+1}} \tilde{\nu}_{i+1}$ if $l \neq |C|$ and $\tilde{\nu}_C \xrightarrow{\tilde{\mu}_{i}} \tilde{\nu}_{1}$ if $l = |C|$. Since every node of a safe cycle belongs to $V_{\text{safe}}^{(i)}$, if an abstracted subsystem $S_{j, \eta}^{(i)}$ corresponds to one of these nodes at time $t$, then the subsystem satisfies the local constraint (13) at time $t$. Note that at least one safe cycle should exist in each $G^{(i)}$ for the existence of a controlled invariant set of $\Gamma_\eta$. Fig. 5 shows an example of a safe cycle in $G^{(i)}$.

First, we introduce a strategy that uses a safe cycle to control each abstracted subsystem without the violation of its local constraint (13). Consider an abstracted subsystem $S_{j, \eta}^{(i)}$ that corresponds to a node $\tilde{\nu}_1$ of the safe cycle $C$. If we apply the mode sequence $(\tilde{\mu}_1, \ldots, \tilde{\mu}_C)$ periodically to this subsystem, it visits $(\tilde{\nu}_1, \ldots, \tilde{\nu}_C, \tilde{\nu}_1, \ldots, \tilde{\nu}_1)$ periodically so that it never leaves $V_{\text{safe}}^{(i)}$. This means that if $S_{j, \eta}^{(i)}$ corresponds to a node of a safe cycle, applying the mode sequence of the safe cycle periodically guarantees recursive satisfaction of (13). We call this a circular shift strategy.

Next, we present a condition for recursive satisfaction of the global constraint (9) when every subsystem is controlled by a circular shift strategy. Note that (9) is a linear inequality with respect to the number of subsystems in each mode in each group. Moreover, the total number of subsystems in each mode in each group at each time is periodic since the mode of every subsystem $S_{j, \eta}^{(i)}$ is periodic under a circular shift strategy. This implies that, to ensure global constraint satisfaction, we only need to determine whether the maximum/minimum number of subsystems in each mode in each group within one period satisfies the global constraint. Furthermore, these maximum/minimum values are functions of the nodes each subsystem corresponded to at the initial time step. Therefore, we can characterize an invariant set implicitly by a constraint on the initial number.
of subsystems corresponding to each node that guarantees the recursive satisfaction of the global constraint under a circular shift strategy.

Mathematically, we first select \( n^{(i)} \) safe cycles from \( G^{(i)} \) for all \( i \in \{g\} \); at least one safe cycle should be selected from each group (i.e., \( n^{(i)} > 0 \) for all \( i \in \{g\} \)). The cycles selected from graph \( G^{(i)} \) are denoted as \( C_1^{(i)}, \ldots, C_{n^{(i)}}^{(i)} \) whose nodes are \( \tilde{v}^{(i)}_1 := (\tilde{v}^{(i)}_{1,j}, \ldots, \tilde{v}^{(i)}_{l_{j}^{(i)},j}) \) with corresponding mode sequence \( \tilde{v}^{(i)}_j := (\tilde{v}^{(i)}_{j,1}, \ldots, \tilde{v}^{(i)}_{j,l_{j}^{(i)},j}) \), where \( l_{j}^{(i)} \) is the length of \( C_{n^{(i)}}^{(i)} \).

Next, we define the subsystem assignment of \( C_{n^{(i)}}^{(i)} \) as a vector \( \beta_{j}^{(i)} \in \mathbb{N}_0^{(i)} \) whose \( l \)-th element \( [\beta_{j}^{(i)}]_l \) represents the number of subsystems corresponding to \( v_{j}^{(i)} \). Since the state of every subsystem in group \( i \) corresponds to only one node at a time, the following holds:

\[
\sum_{j=1}^{n^{(i)}} 1^\top \beta_{j}^{(i)} = N^{(i)} \quad \forall i \in \{g\}.
\]  

Next, we consider how the number of subsystems corresponding to each node changes as the subsystems are controlled by a circular shift strategy. We first define the circulant matrix as

\[
\Psi_l := \begin{bmatrix}
0 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{bmatrix} \in \mathbb{R}^{l \times l}.
\]

Then, the number of subsystems at each node of \( C_{n^{(i)}}^{(i)} \) after \( q \)-steps of circular shift from \( \beta_{j}^{(i)} \) is \( (\Psi_l^{(i)})^q \beta_{j}^{(i)} \). Also, the number of subsystems in mode \( m \) corresponding to \( C_{n^{(i)}}^{(i)} \) after \( q \)-steps of circular shift from \( \beta_{j}^{(i)} \) is defined as

\[
H_{m,q}(\beta_{j}^{(i)}) := \sum_{l: l_{j}^{(i)}=m} [(\Psi_l^{(i)})^q \beta_{j}^{(i)}]_l.
\]

Note that \( H_{m,q}(\beta_{j}^{(i)}) \) is periodic with respect to \( q \) with period \( l_{j}^{(i)} \) because of the periodicity of \((\Psi_l^{(i)})^q\).

Then, considering all selected cycles \( C_1^{(i)}, \ldots, C_{n^{(i)}}^{(i)} \) for group \( i \), the number of subsystems in mode \( m \) in group \( i \) after \( q \)-steps of circular shift is \( \sum_{j=1}^{n^{(i)}} H_{m,q}(\beta_{j}^{(i)}) \). Hence, the global constraint (9) holds after \( q \)-steps of circular shift if the following holds:

\[
P_m \leq \sum_{i=1}^{g} \sum_{j=1}^{n^{(i)}} H_{m,q}(\beta_{j}^{(i)}) \leq P_m \quad \forall m \in [M].
\]  

For recursive satisfaction of the global constraint under a circular shift strategy, we need (21) to hold for all \( q \in \mathbb{N}_0 \). Considering the periodicity of each \( H_{m,q} \) with respect to \( q \), recursive satisfaction of (9) is achieved if the following two inequalities hold:

\[
\sum_{i=1}^{g} \sum_{j=1}^{n^{(i)}} \min_{q \in [l_{j}^{(i)}]} H_{m,q}(\beta_{j}^{(i)}) \geq P_m \quad \forall m \in [M].
\]  

\[
\sum_{i=1}^{g} \sum_{j=1}^{n^{(i)}} \max_{q \in [l_{j}^{(i)}]} H_{m,q}(\beta_{j}^{(i)}) \leq P_m \quad \forall m \in [M].
\]

Fig. 6 illustrates one example of subsystem assignment for each cycle that satisfies those inequalities for \( m = 1 \).

Now, a set \( \Omega \) of subsystem assignments for which the circular shift strategy never violates the given constraints can be defined as

\[
\Omega := \{ (\beta_{1}^{(1)}\top, \ldots, \beta_{n^{(g)}}^{(g)}\top) \top \in \mathbb{N}_0^{L} : \text{s.t. (19), (22), (23)} \}
\]

where \( L \) is defined as \( \sum_{i=1}^{g} l_{j}^{(i)} \).

This implies that any state \( x \) of \( \Gamma_n \) corresponding to a subsystem assignment in \( \Omega \) will always stay inside \( X \) using a circular shift strategy. To obtain a set \( \mathcal{X}_{\text{inv}} \) of such \( x \), we use a mapping \( \Phi_{j}^{(i)} \) from subsystem assignment vectors \( \beta_{j}^{(i)} \) to the state of \( \Gamma_n^{(i)} \). Specifically, if \( x^{(i)} = \sum_{j=1}^{n^{(i)}} \Phi_{j}^{(i)}(\beta_{j}^{(i)}) \), its element \( x^{(i)}_{m,\tau,k} \) is

\[
x^{(i)}_{m,\tau,k} = \sum_{j=1}^{n^{(i)}} \Phi_{j}^{(i)}(\beta_{j}^{(i)}) \quad \forall i \in \{g\}.
\]

Then, using this mapping, we can define the projection of \( \Omega \) into the state space \( \mathcal{X} \) of \( \Gamma_n \) as

\[
\mathcal{X}_{\text{inv}} := \left\{ x \in \mathcal{X} : \exists (\beta_{1}^{(1)}\top, \ldots, \beta_{n^{(g)}}^{(g)}\top) \top \in \Omega, \text{s.t. } x^{(i)} = \sum_{j=1}^{n^{(i)}} \Phi_{j}^{(i)}(\beta_{j}^{(i)}) \quad \forall i \in \{g\} \right\}.
\]

Therefore, the following theorem holds.

\[1\] These two inequalities are more conservative than the constraints introduced in our preliminary work [18]; yet, the number of inequalities needed is significantly less.
**Theorem 2:** $X_{\text{inv}}$ is a controlled invariant set of the system $\Gamma_\eta$ under the constraint set $X_{\text{safe}}$.

Note that the definition (26) is not an explicit representation of $X_{\text{inv}}$ since we use additional variables $(\beta_1^{(1)}, \ldots, \beta_n^{(g)})$ in its description. To obtain an explicit representation that only depends on constraints in $x^{(i)}$, one needs to project the implicit representation (26) to the state space $X$. However, because of the large dimension of the set, the computational burden is large, and thus, the projection is usually intractable [30]. Fortunately, to check whether a state $x$ belongs to $X_{\text{inv}}$ or to compute an input $u \in U(x)$ that guarantees invariance, an explicit representation is not necessary. Instead, if we introduce integer variables encoding the minimum/maximum in (22)–(23), $X_{\text{inv}}$ can be represented with linear inequalities in $x^{(i)}$, $\beta_j^{(i)}$, and these integer variables, and these inequalities can be used in our formulation. We also remark that given a nonempty maximal controlled invariant set $\overline{X}_{\text{inv}}$ for the aggregate system $\Gamma_\eta$, according to [28, Th. 5], there exists a set of cycles with large enough lengths that leads to a nonempty invariant set $X_{\text{inv}}$. In practice, we observe that a small set of cycles is sufficient to find a nonempty $X_{\text{inv}}$. But when $X_{\text{inv}}$ is empty, longer cycles can be added within the computational budget as per the work in [28].

**V. IMPLICIT INVARIANT-SET-DRIVEN MPC**

In this section, we propose an MPC-based control algorithm with recursive safety and feasibility, referred to as implicit invariant-set-driven MPC. Suppose the state of $\Gamma_\eta$ is $x(t)$ at time step $t$. Then, this algorithm solves the following program at every time step $t \in \mathbb{N}_0$ for a given horizon length $h$:

$$
\min_{x^{(i)}} \sum_{\tau=0}^{h} \hat{c}_\tau + x^{(i)}(t) \tag{27a}
$$

s.t. $x^{(i)}(t+1) = Ax^{(i)} + Bu^{(i)}$ \quad $\forall \tau \in [h-1]_0$

$$
u^{(i)}(t) \in U(x^{(i)}) \quad \forall \tau \in [h-1]_0 \tag{27b}
$$

$$
x^{(i)}(t) = x(t) \tag{27c}
$$

$$(\beta^{(1)}_j, \ldots, \beta^{(g)}_j) \in \Omega \tag{27d}
$$

The decision variables are $x^{(i)}(t) \in \mathbb{N}_0 \sum_{\tau=0}^{h} D^{(i)}_\tau$ for all $\tau$ in $[h]_0$, $u^{(i)}(t) \in \mathbb{N}_0 \sum_{\tau=0}^{h} D^{(i)}_\tau$ for all $\tau$ in $[h-1]_0$, and $\beta_j^{(i)} \in \mathbb{N}_0$ for all $i \in [g]$, $j \in [h^{(i)}]$. The function $\hat{c}_\tau$ is the cost with respect to the state of $\Gamma$ corresponding to $c_\tau$ in Problem 2. In (27d), $(\beta^{(i)}_j)$ is a vector with the entries of $\beta^{(i)}_j$ corresponding to group $i$. After solving this problem, we select the optimal $u^{(i)}$ as the input $u(t)$, which drives the state to $x(t+1) = x^{(i)}(t+1)$.

To guarantee recursive feasibility and safety, this algorithm uses a similar scheme to those introduced in [4], [5], and [6], in which the state trajectory $x^{(i)}(t)$ within the prediction horizon is confined to the maximal controlled invariant set $\overline{X}_{\text{inv}}$ and the terminal state $x^{(i)}(t)$ belongs to invariant set $X_{\text{inv}}$, as illustrated in Fig. 7. However, unlike previous methods that employ an explicit representation, our algorithm uses the obtained implicit representation to formulate the constraint (27d).

**Theorem 3:** Suppose that $X_{\text{inv}}$ is nonempty and the initial state $x(0)$ belongs to the $h$-step backward reachable set of $X_{\text{inv}}$. Then, the program (27) has a feasible solution at any time step $t \in \mathbb{N}_0$. In addition, the trajectory $x(t)$ generated by the algorithm always belongs to the maximal controlled invariant set $\overline{X}_{\text{inv}}$ of $\Gamma_\eta$ and, therefore, belongs to $X_{\text{safe}}$, for every $t \in \mathbb{N}_0$.

Since the proof of this theorem is similar to the one of [5, Th. III.5, and Th. III.7.], we do not provide it here.

Note that the computational complexity of the algorithm (26) depends on the dimension of the state and input of $\Gamma_\eta$, which exponentially increases as the state dimension of the subsystems increases. Thus, the scalability of the algorithm may be limited if the subsystems are high dimensional.

**Remark 1:** The performance of implicit invariant-set-driven MPC in terms of cost minimization becomes better as the size of $X_{\text{inv}}$ and the length of horizon $h$ increases, and the size of $X_{\text{inv}}$ usually increases when the number of cycles $n^{(i)}$ selected from $G^{(i)}$ is larger. However, more cycles and larger $h$ mean more variables and constraints, requiring more computation time. Thus, $h$ and $n^{(i)}$ should be carefully chosen considering this tradeoff.

To implement the control input, we arbitrarily select $u^{(i)}_{m_1,m_2,k}(t)$ out of $x^{(i)}_{m_1,m_2,k}(t)$ unlocked subsystems in mode $m_1$ and state $k$ (i.e., subsystems corresponding to node $\nu^{(i)}_{m_1,m_2,k}$) and switch their mode to $m_2$. This process is repeated for all $m_2 \in [M] \setminus \{m_1\}$. The state of each subsystem at each time step can be determined from the sequence of states $x(t)$ and inputs $u(t)$ obtained by implicit invariant-set-driven MPC.

By Theorems 1 and 3, this switching control approach guarantees that $S$ always satisfies the constraints (7)–(9). First, the lockout constraint (8) is never violated since the controller only switches unlocked subsystems. Second, the global constraint (9) holds by Theorem 3: the obtained state trajectory $x(t)$ always belongs to $X_{\text{safe}}$. Third, and finally, the local constraint (7) holds because every subsystem $S_j^{(i)}$ corresponds to one of the nodes in $V_{\text{safe}}^{(i)}$, i.e., state $\zeta_j^{(i)}(t)$ always belongs to $\gamma^{(i)}_{T_{\text{safe}}^{(i)}}(\Theta_{\text{safe}}^{(i)} \cap B(0, \delta))$.

![Fig. 7. Illustration of an invariant set $X_{\text{inv}}$ (yellow) and maximal controlled invariant set (green) $\overline{X}_{\text{inv}}$. The state trajectory $x^{(i)}$ obtained from implicit invariant-set-driven MPC stays within $\overline{X}_{\text{inv}}$ and terminates within $X_{\text{inv}}$.](image-url)
and so, by Theorem 1, the state trajectory \( \theta_j^{(i)}(t) \) of each \( S_j^{(i)} \) always belongs to \( \Theta_j^{(i)} \).

VI. SIMULATION RESULTS

In this section, we compare the performance of implicit invariant-set-driven MPC to several benchmark algorithms by solving Problem 1. We assume that two groups of homogeneous TCLs (i.e., \( g = 2 \)) are connected to the 56-bus balanced distribution network in [31]. The uncontrollable load at each node is assumed to be constant with the value of 50% of the nominal power consumption at each node; the other 50% is the nominal power consumption of controllable TCLs. We use a time discretization \( \Delta t \) of the TCL dynamics of 40 s.

For the safety of the network, we try to prevent undervoltages, where the lower bound on voltage is set to 0.95 per unit. From this bound on voltage, the safe upper bound on aggregate power \( T_{agg} \) is obtained using the method proposed in [19]. Note that our preliminary work [18] did not explicitly consider a network model, or show the impact of TCL control on the network, like we do here.

The reference signal \( r(t) \) for aggregate TCLs is obtained by shifting and scaling a PI margin frequency regulation signal [25] from 13:00 to 14:30. We both shift and scale it by the nominal power consumption of the controllable TCLs. The cost function to measure the tracking performance is

\[
c_{t}(x) = \left| \sum_{i=1}^{g} p_i(t) \tau_{i}(t) \sum_{\tau=0}^{K} x_{i}(\tau,k) - r(t) \right| . \tag{28}
\]

We select eight random simple cycles from the graphs of each of the two groups. The parameters for the abstraction are \( \epsilon = 0.8, \eta^{(1)} = 0.066, \eta^{(2)} = 0.055, \) and \( \delta = 0.8033 \). Gurobi is used to solve the optimization problems, and the limitation on the solve time of each iteration of MPC is set to 1000 s; if the solver cannot find an optimal solution in 1000 s, a suboptimal solution is used.

A. Benchmark Algorithms

Three benchmark algorithms are compared with implicit invariant-set-driven MPC.

1) Benchmark 1: This MPC algorithm requires the states to be inside \( X_{safe} \) over the optimization horizon. The problem solved at time \( t \) is

\[
\min \sum_{\tau=0}^{h} \tilde{c}(x^{\tau|t}, r(t + \tau)) \tag{27a}
\]

s.t. (27b), (27c)

\[
x^{\tau|t} \in X_{safe} \quad \forall \tau \in [h]_0,
\]

When this problem is feasible, the obtained solution keeps the state inside \( X_{safe} \). However, this algorithm does not ensure recursive feasibility. Therefore, the state may go outside of the maximal controlled invariant set and the problem may become infeasible.

2) Benchmark 2: Instead of imposing a constraint for safety, this MPC algorithm tracks the reference signal truncated between the aggregate power limits (the blue line in Fig. 2). The truncated reference signal is

\[
\tilde{r}(t) = \begin{cases} 
    r(t), & \text{if } P_{agg} \leq r(t) \leq \overline{P}_{agg} \\
    \frac{P_{agg}}{P_{agg}}, & \text{if } r(t) < \frac{P_{agg}}{P_{agg}} \\
    \frac{P_{agg}}{P_{agg}}, & \text{if } r(t) > \frac{P_{agg}}{P_{agg}}.
\end{cases}
\]

Then, the problem solved at time \( t \) is

\[
\min \sum_{\tau=0}^{h} \tilde{c}(x^{\tau|t}, \tilde{r}(t + \tau)) \tag{27c}
\]

s.t. (27a), (27b), (27c).

Since this problem has fewer constraints, the computational burden of this algorithm is less than that of the others. However, solutions from this algorithm may violate the aggregate power limits if \( \tilde{r} \) is not perfectly tracked.

3) Benchmark 3: The third benchmark is a version of invariant-set-driven MPC introduced in our preliminary work [18], which does not consider lockout constraints.

Note that Benchmarks 1 and 2 use the same aggregate system \( \Gamma_{\eta} \) as implicit invariant-set-driven MPC, while Benchmark 3 leverages an aggregate system introduced in [18], whose state does not include locked durations.

B. Numerical Experiments

1) Experiment 1: We first verify the recursive feasibility of implicit invariant-set-driven MPC in contrast to Benchmark 1. Fig. 8 shows the results of Benchmark 1 and implicit invariant-set-driven MPC. Neither algorithm violates the bounds on aggregate power. Benchmark 1 shows better tracking performance at first. However, to achieve this, the temperatures of many of the TCLs in off-mode increase toward the upper bounds of their dead-bands. Eventually, no input exists that satisfies both the temperature and aggregate power constraints at the next time step. Thus, the problem becomes infeasible around 13.25 h. In contrast, even though, initially, implicit invariant-set-driven
Experiment 2: Benchmark 2 violates the network-safe power bounds and the lower voltage limit while Benchmark 3 and implicit invariant-set-driven MPC never do.

| TABLE I | PERFORMANCE COMPARISON |
|---------|------------------------|
|         | Benchmark 2 | Benchmark 3 | Invset MPC |
| RMSE (kW) | 3.95 x 10^4 | 4.40 x 10^4 | 4.37 x 10^4 |
| % of TCLs violating (3) | 0 | 12.42 | 0 |
| Violation of (4) | Yes | None | None |
| Average Time (s) | 2.18 | 131.46 | 73.37 |

MPC has worse tracking performance, it ensures feasibility at any time step by turning on some TCLs in advance.

2) Experiment 2: In this experiment, we compare Benchmarks 2 and 3 with implicit invariant-set-driven MPC in terms of both tracking performance and constraint satisfaction. The results are shown in Fig. 9 and Table I. Benchmark 2 has the best tracking performance, but the aggregate power exceeds the upper bound around 13.8 and 14.1 h. Benchmark 3 never violates the bounds on aggregate power, but it makes an average of 12% of TCLs violate their lockout constraints at each time step. In contrast, implicit invariant-set-driven MPC never violates the aggregate power or lockout constraints.

The plots at the bottom of Fig. 9 show the voltage at every node in the network for each algorithm. We see that Benchmark 2 leads to an undervoltage violation when the bound on aggregate power is violated. In contrast, Benchmark 3 and implicit invariant-set-driven MPC maintain safe voltages across the network. We note that the particular voltage violation seen in Fig. 9 is small and unlikely to cause a real issue in the network, but other combinations of tracking signals, aggregate power bounds, and networks could lead to more severe violations that our approach would guard against.

The average time expended for each iteration of MPC is presented in Table I. Each iteration of implicit invariant-set-driven MPC takes much longer than that of Benchmark 2. Note that the average value exceeds the sampling time Δt = 40 s. This means that the current implementation of the algorithm cannot be leveraged online. Systems with more heterogeneity, and thus more groups, would also require more computational time. Therefore, reducing the computational burden of our approach is an important topic for future work.

VII. CONCLUSION

In this article, we proposed an invariant set construction method that provides an implicit representation of the safe set of a system of heterogeneous switched subsystems with both local and global safety constraints. This representation is incorporated, via a terminal condition, into our proposed MPC-based control algorithm. Since the computational burden of this algorithm is independent of the number of subsystems, it is scalable to large collections of subsystems. Numerical simulation results demonstrated the safety and recursive feasibility of the approach.

Possible future work includes the development of data-driven abstractions to allow for realistic levels of heterogeneity. From an application-domain standpoint, it would also be valuable to 1) develop approaches that handle time-varying power bounds, temperature setpoints, ambient temperatures, and disturbances; 2) explore the impact of the control approach on TCL wear-and-tear/longevity; 3) explore the impact of network model error on the accuracy of the power bounds; and 4) develop approaches to determine power bounds for multiple aggregators operating on the same network.

APPENDIX

Supplements and Proofs for Section III

The following lemma is used to prove Theorem 1.

Lemma 2: If δ > ε + η(i)/2 holds, γ(Θ(i)) ⊄ B(0, δ) is a subset of Θ(i) ⊄ B(0, ε).

Proof: First, the abstraction function γ satisfies γ(Θ(i)) ⊄ (Θ ⊄ B(0, η(i)/2)) ∀Θ ⊂ Rd from which we obtain

γ(Θ(i)) (Θ(i) ⊄ B(0, δ)) ⊄ (Θ(i) ⊄ B(0, δ)) ⊄ B(0, η(i)/2).

Also, by δ > ε + η(i)/2, we have

(Θ(i) ⊄ B(0, δ)) ⊄ B(0, η(i)/2) ⊄ B(0, ε)

⊂ (Θ(i) ⊄ B(0, δ)) ⊄ B(0, δ) = Θ(i).
Since $\Theta_{safe}^{(i)} \subseteq B(0, \epsilon)$ is the largest set in $X$ that satisfies $X \oplus B(0, \epsilon) = \Theta_{safe}^{(i)}$, the following holds:

$$\gamma_{\eta^{(i)}}(\Theta_{safe}^{(i)} \oplus B(0, \delta)) \subseteq \left( \Theta_{safe}^{(i)} \oplus B(0, \delta) \right) \oplus B\left(0, \frac{\eta^{(i)}}{2}\right) \subseteq \Theta_{safe}^{(i)} \oplus B(0, \epsilon)$$

and the statement has been proven. $\blacksquare$

**Proof.** [Theorem 1]: Let $\delta$ be larger than $\epsilon + \eta^{(i)}/2$. From the statement of the theorem, the following holds:

$$\xi_j^{(i)}(t) \in \gamma_{\eta^{(i)}}(\Theta_{safe}^{(i)} \oplus B(0, \delta)) \quad \forall t \in \mathbb{N}_0$$

(29)

Now assume that the initial state of $S_n^{(i)}$ is $\theta^{(i)}(0) = \theta_0$ and the input is $\mu_j^{(i)}(t)$. By the assumption that $S_n^{(i)}$ and $S_{\eta^{(i)}}$ are $\epsilon$-approximately bisimilar, $\|\theta^{(i)}(t) - \xi_j^{(i)}(t)\|$ is always smaller than or equal to $\epsilon$. Moreover, from Lemma 2 and (29), we have $\xi_j^{(i)}(t) \in \Theta_{safe}^{(i)} \oplus B(0, \epsilon)$. Therefore, $\theta_j^{(i)}$ belongs to $\Theta_{safe}^{(i)} \ominus B(0, \epsilon) = \Theta_{safe}$ for any $t \in \mathbb{N}_0$. $\blacksquare$

**Proofs for Section IV:**

**Proof.** [Theorem 2] We first show that $X_{inv}$ is a subset of $X_{safe}$. Let $x := (x^{(1)})^\top, \ldots, (x^{(g)})^\top)$ be an element of $X_{inv}$. By the definition of $X_{inv}$, there exists a vector $(\beta^{(1)}_1, \ldots, \beta^{(g)}_{n^{(g)}})^\top \in \Omega$ such that $x^{(i)} = \sum_{j=1}^{n^{(i)}} \Psi_j^{(i)}(\beta_j^{(i)})$ for all $i \in [g]$. Then, for any $x \in [K] \setminus \mathcal{X}_{safe}^{(i)}$, we can show

$$x_{m,\tau,k} = \sum_{j=1}^{n^{(i)}} \sum_{l \in \mathcal{X}_{safe}} [\beta_j^{(i)}]_l = 0 \quad \forall \tau \in \mathcal{X}_{safe}^{(i)}$$

(30)

since all the nodes $x_{j,k}^{(i)}$ belong to $\mathcal{X}_{safe}^{(i)}$.

Also, the following equation holds by (25):

$$\tau_{m,\tau,k} = \sum_{j=1}^{n^{(i)}} \sum_{l \in \mathcal{X}_{safe}} [\beta_j^{(i)}]_l = \sum_{j=1}^{n^{(i)}} \sum_{l \in \mathcal{X}_{safe}} \beta_j^{(i)}$$

(31)

Therefore, we obtain the following:

$$p_m^{(i)} \tau_{m,\tau,k} = p_m^{(i)} \sum_{j=1}^{n^{(i)}} \sum_{l \in \mathcal{X}_{safe}} \beta_j^{(i)} = H_m,\tau(\beta_j^{(i)})$$

(31)

From (21) and (31), the following holds:

$$P_m \leq \sum_{i=1}^{g} p_m^{(i)} \sum_{\tau=0}^{\tau_{m,\tau,k}} x_{m,\tau,k} \leq \bar{P}_m \quad \forall \tau \in \mathcal{X}_{safe}^{(i)}$$

(32)

Next, we show the recurrence property of $X_{inv}$. Let $\hat{u}$ be the input corresponding to one-step of circular shift from $(\beta^{(1)}_1, \ldots, \beta^{(g)}_{n^{(g)}})^\top$, and $\tilde{x} := (\tilde{x}^{(1)})^\top, \ldots, (\tilde{x}^{(g)})^\top)$ be the corresponding next state from $x$ under $u$ (i.e., $\tilde{x} = Ax + B\hat{u}$). Then, $\tilde{x}$ equals to $\sum_{j=1}^{n^{(i)}} \Psi_j^{(i)}(\beta_j^{(i)})$ for any $i \in [g]$.

Now, it is sufficient to show that $\tilde{x}$ is an element of $X_{inv}$. First, from $I^{\top} \Psi_j^{(i)} = I^{\top}$, the following is easily shown:

$$\sum_{j=1}^{n^{(i)}} I^{\top} \Psi_j^{(i)} \beta_j^{(i)} = \sum_{j=1}^{n^{(i)}} I^{\top} \beta_j^{(i)} = N^{(i)}$$

(33)

Also, using $H_{m,q^{(i)}}(\Psi_j^{(i)} \beta_j^{(i)}) = H_{m,q^{(i)}}(\beta_j^{(i)})$ for $q^{(i)}$ equal to $q^{(i)} + 1$ (mod $I^{\top}$), we obtain

$$\min_{q^{(i)} \in [I^{\top}]} H_{m,q^{(i)}}(\Psi_j^{(i)} \beta_j^{(i)}) = \min_{q^{(i)} \in [I^{\top}]} H_{m,q^{(i)}}(\beta_j^{(i)})$$

(34)

Hence, from (22), the following holds for any $m \in [M]$:

$$\sum_{i=1}^{g} p_m^{(i)} \sum_{j=1}^{n^{(i)}} \min_{q^{(i)} \in [I^{\top}]} H_{m,q^{(i)}}(\Psi_j^{(i)} \beta_j^{(i)}) \geq \bar{P}_m$$

(35)

Similarly, the following holds for any $m \in [M]$:

$$\sum_{i=1}^{g} p_m^{(i)} \sum_{j=1}^{n^{(i)}} \max_{q^{(i)} \in [I^{\top}]} H_{m,q^{(i)}}(\Psi_j^{(i)} \beta_j^{(i)}) \leq \bar{P}_m$$

(35)

By (33), (34), and (35), $((\Psi_j^{(i)} \beta_j^{(i)} \mid i \in [g])^{(1)}, \ldots, (\Psi_j^{(i)} \beta_j^{(i)} \mid i \in [g])^{(g)})^\top$ belongs to $\Omega$. Therefore, $\tilde{x}$ belongs to $X_{inv}$, which shows the recurrence property of $X_{inv}$.

$\blacksquare$
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