Estimation of Hourly near Surface Air Temperature Across Israel Using an Ensemble Model
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Abstract: Mapping of near-surface air temperature (Ta) at high spatio-temporal resolution is essential for unbiased assessment of human health exposure to temperature extremes, not least given the observed trend of urbanization and global climate change. Data constraints have led previous studies to focus merely on daily Ta metrics, rather than hourly ones, making them insufficient for intra-day assessment of health exposure. In this study, we present a three-stage machine learning-based ensemble model to estimate hourly Ta at a high spatial resolution of 1 × 1 km², incorporating remotely sensed surface skin temperature (Ts) from geostationary satellites, reanalysis synoptic variables, and observations from weather stations, as well as auxiliary geospatial variables, which account for spatio-temporal variability of Ta. The Stage 1 model gap-fills hourly Ts at 4 × 4 km² from the Spinning Enhanced Visible and InfraRed Imager (SEVIRI), which are subsequently fed into the Stage 2 model to estimate hourly Ta at the same spatio-temporal resolution. The Stage 3 model downscales the residuals between estimated and measured Ta to a grid of 1 × 1 km², taking into account additionally the monthly diurnal pattern of Ts derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) data. In each stage, the ensemble model synergizes estimates from the constituent base learners—random forest (RF) and extreme gradient boosting (XGBoost)—by applying a geographically weighted generalized additive model (GAM), which allows the weights of results from individual models to vary over space and time. Demonstrated for Israel for the period 2004–2017, the proposed ensemble model outperformed each of the two base learners. It also attained excellent five-fold cross-validated performance, with overall root mean square error (RMSE) of 0.8 and 0.9 °C, mean absolute error (MAE) of 0.6 and 0.7 °C, and R² of 0.95 and 0.98 in Stage 1 and Stage 2, respectively. The Stage 3 model for downscaling Ta residuals to 1 km MODIS grids achieved overall RMSE of 0.3 °C, MAE of 0.5 °C, and R² of 0.63. The generated hourly 1 × 1 km² Ta thus serves as a foundation for monitoring and assessing human health exposure to temperature extremes at a larger geographical scale, helping to further minimize exposure misclassification in epidemiological studies.
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1. Introduction

The last two decades have witnessed an increase in global mean temperature and episodes of extreme temperatures, which is attributed mainly to altered patterns in atmospheric circulation and in sea surface temperature caused by human-induced climate change [1,2]. As the frequency and magnitude of these extreme events is expected to increase in the future [3,4], their environmental consequences raise serious public health concerns globally, particularly given that exposure to temperature extremes is well associated with mortality and other adverse health effects [5–8].

An exhaustive and timely assessment of human exposure to temperature extremes demands datasets of ambient near-surface air temperature (Ta) with high spatiotemporal resolution. Conventional measurements at 2 m height from scattered weather stations are inadequate for this purpose, as they are incapable of capturing the spatio-temporal variability of temperature within a large area, especially in cities, where the urban heat island effect could considerably modify the local micro-climate [9–11]. Studies based on such sparse and spotty data introduce exposure error/misclassification and likely underestimate the true effect [12].

Although physically based numerical models, such as the Weather Research and Forecasting (WRF) model, can also simulate and project Ta at different spatio-temporal resolutions under current and future scenarios [13], they normally entail high-level expertise, regional knowledge, and resource-intensive computing infrastructure, restricting their applications as a global practice in epidemiological studies.

To address these limitations, previous studies have adopted various interpolation techniques to synergize long-term Ta records obtained from weather station networks and remotely sensed surface skin temperature data (Ts) with broad geographic coverage, the latter of which is becoming increasingly available. These techniques attempt to estimate Ta as a function of Ts by applying linear regression and its variants [14–17], spatio-temporal regression-kriging [18,19], and advanced models based on machine learning algorithms [20–22]. The general functionality of these methods is ascribed to a high positive correlation between Ts and Ta [23,24], which accounts for the majority of the variability shared by both temperatures. The remainder of the variability is addressed by incorporating spatially continuous auxiliary predictors, such as population density and elevation. Despite overall good performance, these models can only provide Ta when Ts is available. Models based on Ts collected at daily intervals can only estimate Ta metrics on a daily basis (minimum, mean, maximum), whereas the ones based on Ts from geostationary satellites are capable of resolving temporal variability of Ta at even sub-hourly intervals, but at the expense of a medium to low spatial resolution. Since there is no one-size-fits-all solution to reconcile the competing demands of spatial and temporal resolution, the selection of Ts that a model is based on determines the spatial and temporal resolution of the output and is subject to the intended purpose of studies.

Our previous work in Israel [14,25] has demonstrated promising performance in estimating daily and sub-daily Ta using linear mixed effects modeling and a machine learning-based approach, respectively. In this study we seek to generate hourly Ta estimation at a high spatial resolution, combining machine learning techniques and an ensemble modeling scheme based on the generalized additive model (GAM) approach [26,27]. The GAM approach adopted here fuses the estimates from two base machine learning algorithms (base learners)—random forest (RF) and extreme gradient boosting (XGBoost), while simultaneously allowing the learners’ weights to vary over space and time, thus accounting for possible differences in performance of the input base learners across space and time. The ensemble model promises significant performance enhancement in comparison to each learner alone and has been recently applied to assess human exposure to air pollution and temperature extremes [22,28–30].
The principal objective of this study is therefore to develop a three-stage GAM-based ensemble model to estimate hourly Ta at a high spatial resolution, and to demonstrate its application across Israel from 2004 to 2017. It is expected to gain insights into how “black-box”-like machine learning algorithms and non-parametric ensemble models synergize to achieve the intended objective. The outcomes of this study will serve as a foundation for an effective monitoring system for human exposure to temperature extremes at a larger geographical scale.

2. Materials and Methods

2.1. Study Area, Climate, and Meteorological Data

Israel has a total population of about 8.9 million inhabitants in 2018 [31], exhibiting a pronounced heterogeneous spatial distribution: The urban agglomerations on the coastal plain accommodate more than half of the state’s population, whereas the Negev desert in the south is sparsely inhabited.

The study area covers the entire land territory of the State of Israel, with a total area of about 21,670 km². Israel’s terrain is characterized by extreme variations in elevation ranging from ~430 m below sea level to 2807 m above sea level (see Figure 1). It has 7 climate zones according to the Köppen classification: The south of the country is hot and dry (Köppen zones BWh, BSh and BWk), the coastal plain and the north of the country are dry-summer subtropical (Csa), and Mount Hermon in the far north is colder (Csb, Dsb, and Csb). Precipitation is unevenly distributed: the rainy cool winter lasts from November to March, while rainfall is rare in the rest of the year [32], and ranges from over 1000 mm/year in the north to less than 50 mm/year in the south.

![Figure 1. Topography of Israel (a) and the location of weather stations of the Israel Meteorological Service (IMS) employed in this study (b,c).](image)

We acquired hourly air temperature (Ta) from 2004 to 2017, observed at 85 weather stations of the Israel Meteorological Service (IMS). However, the number of operating stations could vary from year to year, as shown in Figure 1b,c.
2.2. Remotely Sensed Surface Skin Temperature

The surface skin temperature used in this study was obtained from the Spinning Enhanced Visible and InfraRed Imager (SEVIRI) onboard the Meteosat Second Generation (MSG) satellites. The SEVIRI captures infra-red images every 15 min with a nadir spatial resolution of 3 km, which is geometrically degraded at large off-nadir view angles. The SEVIRI LST data were aggregated to hourly means, and the spatial resolution is about $4 \times 4$ km$^2$ for grid cells in Israel. We referred to the auxiliary water mask dataset from SEVIRI to filter out non-land grid cells.

To derive the multi-annual monthly mean diurnal pattern of $T_s$ at $1 \times 1$ km$^2$, we employed a dataset of sub-daily and gap-free $1 \times 1$ km$^2$ $T_s$, which was obtained based on observations from the Moderate Resolution Imaging Spectroradiometer (MODIS) sensors onboard the Terra and Aqua satellites, using a random forest-based approach detailed in [25]. The dataset covers the daily overpass hours of MODIS from 2004–2017, i.e., at local times (LTs) 10:00–14:00 and 21:00–02:00.

2.3. ERA5 Reanalysis Data

The ERA5 hourly data on single levels used in this study were obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) [33]. ERA5 parameters included in this study are: skin temperature ($skt$), 2 m air temperature ($2t$), boundary layer height ($blh$), wind speed (vector sum of 10 m wind velocity of horizontal eastward and northward components, $wind$), soil temperature layer 1 (0–7 cm, $stl1$), total cloud cover ($tcc$), and total precipitation ($tp$), given their accountability for land surface–atmosphere interactions [34]. The data were downloaded at 0.125$^\circ$ (~10 km) spatial resolution, covering 2004–2017. We further assigned the data to the SEVIRI grid cells (~4 km) using the nearest neighbor resampling.

2.4. Geospatial Variables

We incorporated the following geographical and socio-economical predictors into the model: normalized difference vegetation index (NDVI), population and road density, distance to sea ($dis$), elevation, slope aspect, and surface cover fractions (urban built-up and vegetation). These data, which are available at different spatial resolutions, were resampled and aggregated to the SEVIRI grid cells at $4 \times 4$ km$^2$, and the MODIS grid cells at $1 \times 1$ km$^2$, respectively. We applied R sf package [35] and the ArcGIS 10.6 [36] to pre-process the data. For more details, see Table S1 in the supplementary materials.

2.5. Statistical Methods

We propose a three-stage ensemble model approach based on established machine learning algorithms—Random Forest (RF) [37] and Extreme Gradient Boosting (XGBoost) [38]—to estimate the near-surface air temperature ($Ta$) from the surface skin temperature ($Ts$), as shown in Figure 2.

RF and XGBoost are both decision tree-based learning methods where multiple decision trees are built using a randomly selected subset of data for each tree (bagging) to achieve an ensemble prediction. As RF builds trees independent of each other in a parallel and distributed fashion, the construction of a RF model for large datasets consisting of hundreds of trees can become time- and memory-intensive. In contrast, the sequential trees building together with other systems and algorithmic optimizations implemented in XGBoost make XGBoost extremely memory- and computation-efficient [38].

A common rule of thumb for any data-driven machine learning-based model is to incorporate as much data as possible provided data are properly collected with reasonable acquisition cost [39]; this would imply that it is optimal to train models using the entire data considered in this study. However, due to the limitation of available memory and volume of data considered in each stage, we ran RF and XGBoost using data of different lengths of time in different stages.

Once predictions from RF and XGBoost had been obtained in each stage, an additional geographically weighted GAM was employed to leverage the predicting power of each model in different regions.
Figure 2. Flowchart of the three-stage ensemble model for estimating gridded hourly Ta at 1 × 1 km².

In the first stage we imputed satellite-based SEVIRI Ts values for missing Ts grid cells (obscured by cloud cover, etc.). Then we fed the imputed SEVIRI Ts for each grid cell into the Stage 2 model to predict hourly Ta at 4 × 4 km². In Stage 3, residuals of the predicted Ta, i.e., difference between predicted and measured Ta (at a weather station located within the 4 × 4 km² SEVIRI grid cell), were allocated to the MODIS 1 × 1 km² gridding system (see Figure 2, Stage 3.1). We estimated Ta residuals across the entire country by taking into account the monthly mean diurnal pattern of Ts derived from the multi-annual MODIS observations from 2004–2017. By re-adding Ta residuals estimated hourly at 1 × 1 km² to the 4 × 4 km² Ta from Stage 2, we obtained the hourly Ta estimation at 1 × 1 km².

We performed the machine learning algorithms using the R mlr package [40], which wraps the ranger package [41] for RF, and the xgboost package [42] for XGBoost. The GAM model was run using the mgcv package [26].
2.5.1. Stage 1 Model: Imputation of SEVIRI Ts

The Stage 1 model aims at imputing hourly SEVIRI Ts over the entire study area across the investigating period to account for missing data due to cloud cover. For both RF and XGBoost models, we fed the model with the same set of predictor variables, i.e., hour, day of the year (DoY), spatial coordinates (longitude and latitude), and selected synoptic variables from the ERA5 reanalysis data described in Section 2.3, as well as the geospatial variables in Section 2.4. The target variable is the clear-sky Ts observed by SEVIRI. Once trained, the two models were applied to impute Ts for the entire study area, respectively. Due to the large data volume, we ran the RF and XGBoost models for each month individually. The imputed gap-free Ts are subsequently put into a geographically weighted GAM ensemble model to generate a harmonized estimate of Ts (see Equation (1)):

\[
\text{GAM}(T_{S})_{i,t} \sim \text{te}(X, Y, \text{by} = T_{RF}_{i,t}) + \text{te}(X, Y, \text{by} = T_{XGBoost}_{i,t}) + \epsilon_{i,t}
\]

where \(T_{S,i,t}\) is the observed SEVIRI Ts of grid cell \(i\) at time \(t\); \(te\) are 2-dimensional tensor product smooths of projected X- and Y-coordinates; and \(\epsilon_{i,t}\) is the error term. \(te\) gets multiplied by \(T_{RF}\) and \(T_{XGBoost}\)—Ts estimated from RF and XGBoost, respectively—to account for the contribution of each model to the final Ts estimation, which is a function of space and time.

2.5.2. Stage 2 Model: Imputation of Ta from Ts

The Stage 2 model seeks to obtain a gridded, gap-free, hourly estimate of Ta based on the Ts obtained from the previous stage. We took the hourly observed Ta from the IMS stations as the ground-truth target variable. Each IMS station was assigned to a SEVIRI grid cell that encompasses the station. Where more than one weather station is located within the same SEVIRI grid cell, values from all stations were first averaged and then used for further steps. Similarly, to the Stage 1 model, we first trained the RF and XGBoost models based on data from grid cells with ground-truth measurement. Once calibrated and validated, the trained model is applied to impute Ta for all grid cells, including those without ground-truth measurement.

The Stage 2 model incorporated the following predictor variables: hour, day of year (DoY), month, and spatial coordinates (x- and y-coordinates), as well as the geospatial variables described in Section 2.4. Once obtained, the imputed Ta from the RF and the XGBoost for the period of investigation (2004–2017) are incorporated into GAM to further enhance the accuracy of the modeled Ta. In this stage, the RF, XGBoost, and GAM models are run for each year individually.

2.5.3. Stage 3 Model: Downscaling to 1 km Ta by Estimating Residuals

The Stage 3 model aims to further downscale Ta to 1 × 1 km² spatial resolution by accounting for the variability of Ta within each SEVIRI cell. We first allocated the residuals of Ta, i.e., the difference between Ta estimated from Stage 2 and observed Ta from IMS weather stations, to individual MODIS cells at 1 × 1 km², based on the geographical location of IMS weather stations (Stage 3.1 in Figure 2).

In addition to the predicting variables in the Stage 2 model, we incorporated the monthly mean diurnal patterns of Ts, averaged over 2004–2017 for each MODIS cell, to account for Ta variation among cells. The derivation of the diurnal pattern was based on the MODIS Ts dataset described in Section 2.2. Applying a first-order Fourier curve fitting technique to the monthly mean hourly Ts, we retrieved the monthly mean diurnal pattern of Ts (Stage 3.2 in Figure 2).

RF and XGBoost models were trained and then applied to estimate the residuals of Ta. An ensemble GAM was again invoked in this stage to fine-tune the estimated Ta residuals from both learners across all years. We subtracted the 1 × 1 km² residuals from the 4 × 4 km² Ta estimates obtained in Stage 2 to produce the final hourly Ta at 1 × 1 km².
2.5.4. Tuning of Hyper Parameters and Evaluation of Model Performance

Machine learning algorithms normally demand optimization of hyper-parameters that control the learning process. A carefully optimized model yields robust outputs while minimizing the risk of overfitting. We applied the tuneRanger package [43] and the autoxgboost package [44] to tune the RF and XGBoost models, respectively.

For RF, we tuned the following hyper-parameters: (1) mtry (number of variables available for splitting at each tree node), (2) min.node.size (minimum number of observations in a terminal node), and (3) sample.fraction (fraction of observations available for splitting at each tree node). The number of trees is set at 300.

For XGBoost, we tuned four hyper-parameters: (1) eta, (2) alpha, (3) gamma, and (4) max_depth. In contrast to RF, where trees are independent, XGBoost originates from the gradient boosting decision tree algorithm [38] where new trees are created stepwise to predict residuals or errors of previous trees and then added together to make a final prediction. Therefore, to avoid over-fitting, it incorporates several hyperparameters to account for the learning rate (e.g., eta, gamma, max_depth) and for the regularization (alpha). The results of hyper-parameters tuned in the models of each stage can be found in detail in Tables S2–S5 in the SI.

To evaluate the model performance, we applied the out-of-sample 5-fold cross-validation (CV) (see Figure 3). The observations (predictor features + target variable) fed into the model were partitioned into five random subsets of equal size. Each subset was iteratively used for testing model performance, while the remaining four sub-sets comprised the training set. Mean absolute error (MAE), root mean square error (RMSE), and the coefficient of determination ($R^2$) were calculated between the cross-validated target variable and the ground-truth target variable (Ts in Stage 1, Ta in Stage 2, and residuals of Ta in Stage 3). Meanwhile, we disaggregated the overall performance into spatial and temporal components to assess the model’s capacity to capture the spatio-temporal variability, as employed in [15,45].

Figure 3. Diagram depicting the 5-fold cross-validation (CV) procedure applied in this study to assess model performance.
3. Results

3.1. SEVIRI Data Coverage

The Stage 1 model involves the process of imputing missing values of SEVIRI Ts. As the distribution of missing values could affect the quality of estimation [25], we checked the spatio-temporal pattern of the clear-sky ratio for the multi-annual SEVIRI Ts data from 2004–2017 across Israel, as shown in Figure 4a,b. The monthly variation of the clear-sky ratio is highly consistent with the pattern of precipitation in Israel: The clear-sky ratio remains high (above 80%) in the dry season from June to September, whereas it reaches its minimum value in December through February, when rainfall peaks [32]. With respect to the diurnal pattern, the clear-sky ratio declines from the early morning to afternoon, which coincides with the primary afternoon peak of the convective rainfall, and with the early morning secondary peak in the Mediterranean region [46,47].

![Figure 4](#)

**Figure 4.** Temporal (a) and spatial pattern (b) of the clear-sky ratio (cov = number of clear-sky observations/total number of observations) for SEVIRI Ts data (2004–2017).

3.2. Performance of the Stage 1 Model

3.2.1. Feature Importance of RF and XGBoost Models in Stage 1

Figure 5 shows the relative impurity-based importance of individual features in RF and XGBoost in Stage 1 and the ranking changes between the two models. Feature importance indicates how each feature contributes to outcomes estimation [37]. Features that better account for the variance of the target variable at each tree node split (weighted by the number of samples reaching the node) are given higher values of importance. As the ranking drops, the feature importance decreases exponentially. In both RF and XGBoost, surface skin temperature (skt) and 2 m air temperature (2t) from the ERA5 reanalysis data take on the highest relevance in estimating the SEVIRI Ts. In contrast, temporally invariant features, for example, population and road densities, exhibit low importance in both models.

3.2.2. Overall, Temporal, and Spatial Performance

Figure 6 shows the mean performance (RMSE, MAE, $R^2$) of individual models in Stage 1 based on the 5-fold CV performed for each year. It is apparent that XGBoost outperforms RF by all measures, whereas GAM presents an additional performance increase over XGBoost. In overall terms, the ensemble GAM model attains a cross-validated RMSE of about 0.8 ºC, MAE of less than 0.6 ºC and $R^2$ of 0.95. The two methods differ in their ability to address the diurnal variability: the performance of RF exhibits a pronounced variability with the time of day, with relatively lower performance around noon, whereas such variability vanishes in XGBoost and GAM.
Figure 5. Importance of features incorporated in the Stage 1 models and the relative ranking changes of each feature between random forest (RF) and extreme gradient boosting (XGBoost). The values in brackets denote the relative feature importance averaged over all years for each model with a scaling factor of $10^{-4}$.

Figure 6. The mean Stage 1 model performance (RMSE, MAE, $R^2$) of individual methods based on the 5-fold cross-validation performed for each year: overall and disaggregated by spatial and temporal components. The error band indicates the standard deviation among the years 2004–2017 (for the generalized additive model (GAM), only means are drawn).
In terms of the models’ capacity to account for the spatial variance of Ts, RF demonstrates a modest performance during the daytime, which is ascribed primarily to the performance drop in the transitional seasons (spring from March–April, and autumn from October–November). See Figures S1–S3 in the SI for more details. In the transitional seasons, especially spring, an oppressive, southeasterly hot wind blowing from North Africa, termed “hamsin” (fifty in Arabic), can typically last a few days, resulting in high atmospheric turbidity caused by sand and dust storms, and a drastic temperature increase (sometimes more than 10 °C) within a day [32]. After the events, temperatures fall rapidly back to pre-event values, causing considerable fluctuations and deviations in temperatures during the transitional seasons. This affects particularly the RF algorithm, where the construction of trees is independent, i.e., some trees are more adaptive to the dynamic training data while some fail. In contrast, trees are built sequentially in XGBoost—each tree learns from the previous ones, which makes XGBoost more robust to the variation of data and therefore improves the ensemble performance.

3.2.3. Spatial Pattern of Performance

Figure 7 shows the spatial pattern of multi-annual overall RMSE from RF and XGBoost, as well as the difference between them. Three distinctive features can be observed: (1) In both models, grid cells in proximity to bodies of water are less predictable than those in inland areas; (2) RF exhibits a sharp transition in performance between adjacent grid cells, particularly in southern Israel, whereas this is absent in XGBoost; (3) XGBoost outperforms RF mainly in the semi-arid South, Jordan Rift Valley, and the Golan Heights in the North, while in other parts the difference is negligible. Analyses based on MAE and R² show consistent results (see Figures S4 and S5 in the SI).

![Figure 7. Spatial pattern of multi-annual overall RMSE of RF (a) and XGBoost (b) and their difference ((c) RF-XGBoost).](image)

To analyze spatial clustering of performance, we performed a hot/cold spot analysis by calculating the Getis-Ord Gi* statistic using the spdep package [48]. The Gi* statistic returned a z-score of each grid cell taking into account its 5 × 5 neighborhood: high positive (>1.96) and negative (<−1.96) values indicate significantly hot and cold spots at a confidence interval of 95%, respectively [49,50].

Figure 8 shows the spatio-temporal patterns of the performance difference between pairs of models at three-hour intervals. As GAM approximates XGBoost in model performance, the differences between RF and GAM resemble those between RF and XGBoost, and thus are not shown here. RF outperformed XGBoost in the central plains during the nighttime, while the performance superiority diminishes notably during the daytime (a0–a7). In contrast, XGBoost performs better in the Negev desert of southern Israel and the region north of the Sea of Galilee. Since GAM synergizes the estimates
from both models by incorporating spatial smoothing, it achieves an optimal compromise between the two models: GAM outperforms RF in southern Israel, and XGBoost in central Israel, respectively (b0–b7).

Figure 8. Hot and cold spots of performance difference (disaggregated by hour but shown at 3-h intervals) between pairs of models (RF—XGBoost (a0–a7), and XGBoost—GAM (b0–b7)) in Stage 1 based on Getis-Ord Gi* statistics.

3.2.4. Spatial Pattern of Imputed Ts of the Stage 1 Model

Figure 9 shows the spatio-temporal pattern of multi-annual mean hourly SEVIRI Ts at 2-h intervals, imputed by GAM in Stage 1. The pattern is generally consistent with the long-established climatological records of Ta: (1) Ts decreases northward and with higher altitude, the latter of which accounts for the hot and cold spots in the Jordan Rift Valley (especially around the Dead Sea and Arava Valley) and Golan Heights, respectively; and (2) extremes of Ts increase with distance from the Mediterranean [32].

Figure 9. Spatial pattern of multi-annual mean hourly SEVIRI Ts at 2-h intervals imputed by GAM in Stage 1.
3.3. Performance of the Stage 2 Model

3.3.1. Feature Importance and Model Performance in Stage 2

Like in Stage 1, surface skin temperature (Ts), elevation, and predictor features that indicate time (hour, DoY), are ranked high in both models (see Figure S6 in the SI). This highlights the importance of Ts and topography in accounting for the spatial variability of near-surface air temperature [19,51]. In contrast, the socio-economic variables, such as population and road densities, are consistently ranked low.

Figure 10 shows the performance of each model in Stage 2. Although XGBoost and RF exhibit similar diurnal variation in performance, XGBoost significantly outperforms RF in all indicators. In line with the results from Stage 1, the Stage 2 ensemble GAM model enhances the performance beyond both individual base models—namely RF and XGBoost—and slightly outperforms the superior XGBoost model. The Stage 2 GAM model inherits the better accountability of XGBoost for the temporal variance of Ta, as shown in the third column of Figure 10. Overall, GAM achieves an RMSE of about 0.9 °C, MAE of 0.7 °C and \( R^2 \) of 0.98.

Compared to Stage 1, where GAM is applied to Ts data on a regular grid, the data incorporated into Stage 2 are composed of Ta observations from the sparsely scattered IMS weather stations, which enables a higher degree of freedom in smoothing splines. The variation of GAM performance across weather stations is illustrated in Figure S7 in the SI. The performance differs slightly across stations and does not exhibit pronounced spatial patterns, which is generally an indication of unbiased estimation of GAM over space.

![Figure 10](image-url)

**Figure 10.** The 5-fold cross-validated performance (RMSE, MAE, \( R^2 \)) of individual models in Stage 2: overall and disaggregated by spatial and temporal components. The error band indicates the standard deviation.
3.3.2. Spatio-Temporal Pattern of $T_a$ Estimated from the Stage 2 Models

Figure 11 depicts the spatio-temporal hot/cold clusters using Gi* statistics based on the difference in estimated multi-annual mean $T_a$ between RF and GAM ($a_0$–$a_7$), and between XGBoost and GAM ($b_0$–$b_7$). The pattern of clustering visualizes how GAM spatio-temporally smooths the estimates of RF and XGBoost to achieve better ensemble estimation of $T_a$ (as demonstrated in Figure 10): GAM adjusts the RF estimates downwards in most parts of southern Israel, while increasing its estimates in the coastal plain during the daytime. Meanwhile, GAM lowers nighttime $T_a$ estimates by XGBoost in the Negev dune field near the Gaza strip and the hilly southern part of the Negev on the border to the Egyptian border. Finally, GAM adjusts the daytime $T_a$ estimate by XGBoost upwards in the Negev dune field, as well as in the Judaean Mountains in central Israel. However, Figure 11 and the underlying analysis indicate by no means that GAM better estimates $T_a$ over RF and XGBoost ubiquitously in absolute terms; they rather aim to investigate the origin and reason why GAM outperforms RF and XGBoost.

Figure 12 shows the multi-annual (2004–2017) mean $T_a$ estimated by GAM at 2-h intervals. The estimates range from 11.3 to 31.3 °C with a notable diurnal variation. The daytime and nighttime mean $T_a$ are 21.8 and 18.6 °C, respectively. The Jordan Rift Valley constitutes the hot spot throughout the day because of its low elevation (as low as 430 m below sea level), which is consistent with the spatial pattern of $T_s$ in Stage 1.

Figure 11. Spatio-temporal pattern of hot/cold spots using Gi* statistics based on the differences of estimated $T_a$ between RF and GAM ($a_0$–$a_7$), and between XGBoost and GAM ($b_0$–$b_7$) at different local times (LT).
3.4. Performance of the Stage 3 Model

Figures 15 and 16 present the 5-fold cross-validated RMSE and R² of the ensemble GAM model in Stage 3, respectively. As the figures show, the model also performs well in estimating the hourly residuals of Ta, with overall RMSE of 0.48 °C and R² of 0.63. However, the figures also illustrate clear diurnal and seasonal variation: the best performance appears in the nighttime during hot summer months (June–September), whereas the model performs below average in the transitional season (March and April), and around the noon in the winter months (December and January).

Figure 17 shows the spatial pattern of estimated hourly Ta at 1 × 1 km² at 4 h intervals for three metropolitan areas in Israel—Tel Aviv (central), Haifa (north), and Beer Sheva (south)—on a typical summer day of 11 August 2010. In all three cities, the urban heat island effect is clearly observed, where the urban area is several degrees warmer relative to its natural surroundings. As Tel Aviv and Haifa are located along the Mediterranean coast, the sea breeze from the west during the day could to some extent mitigate the heat flux stored and trapped in the city through convective cooling, resulting even in a slightly increased temperature gradient landwards, as shown in Tel Aviv at LT 16:00. In contrast, Beer Sheva, located in the Negev desert of southern Israel, exhibits a more pronounced urban heat island during the night, because its barren rural area devoid of vegetation [52]. Similarly, Figure 18 shows the spatial pattern of estimated Ta for a typical winter day of 15 Jan 2016.

Figure 12. Multi-annual mean of estimated Ta at 4 km resolution from Stage 2 at two-hour intervals.

We further scrutinized the model’s performance when estimating Ta at certain daytime/nighttime hours of a summer/winter day, in order to illustrate the model’s accountability for short-term variability, rather than merely for long-term means. Figure 13 presents an example for the input data and the outputs achieved for the first two modeling stages for two specific hours (nighttime (LT 0100, a–f) and daytime (LT 1500, g–l)) on a selected summer day. To highlight the model’s capacity to impute missing values, we chose a day with relatively high cloud cover. The Ts and Ta estimated by the ensemble model from both stages do not show any artifacts and clumping, which indicates a sound performance of the model and complements the quantitative cross-validation assessment. Similar results for a winter day are presented in Figure 14, again exhibiting satisfactory performance.
Figure 13. Inputs and outputs of the two-stage model for the nighttime (LT 0100, (a–f)) and daytime (LT 1500, (g–l)) hours of a typical summer day (06-08-2010) contrasting baseline input data (Stage 1: Ts, Ta from ERA5, Ts from SEVIRI with gaps; Stage 2: Ta from IMS weather stations), output from Stage 1 (Ts estimated by GAM), and output from Stage 2 (Ta estimated by GAM).

Figure 14. Inputs and outputs of the two-stage model for the nighttime (LT 0100, (a–f)) and daytime (LT 1300, (g–l)) hours of a typical winter day (15-01-2016) contrasting baseline input data (Stage 1: Ts, Ta from ERA5, Ts from SEVIRI with gaps; Stage 2: Ta from IMS weather stations), output from Stage 1 (Ts estimated by GAM), and output from Stage 2 (Ta estimated by GAM).
3.4. Performance of the Stage 3 Model

Figures 15 and 16 present the 5-fold cross-validated RMSE and $R^2$ of the ensemble GAM model in Stage 3, respectively. As the figures show, the model also performs well in estimating the hourly residuals of $T_a$, with overall RMSE of 0.48 °C and $R^2$ of 0.63. However, the figures also illustrate clear diurnal and seasonal variation: the best performance appears in the nighttime during hot summer months (June–September), whereas the model performs below average in the transitional season (March and April), and around the noon in the winter months (December and January).

![Figure 15](image1.png)

**Figure 15.** The 5-fold cross-validated root mean square error (RMSE) of the Stage 3 GAM model across 2004–2017, averaged by hour (upper panel) and month (right panel).

![Figure 16](image2.png)

**Figure 16.** The 5-fold cross-validated $R^2$ of the Stage 3 GAM model across 2004–2017, averaged by hour (upper panel) and month (right panel).

Figure 17 shows the spatial pattern of estimated hourly $T_a$ at $1 \times 1$ km$^2$ at 4 h intervals for three metropolitan areas in Israel—Tel Aviv (central), Haifa (north), and Beer Sheva (south)—on a typical
summer day of 11 August 2010. In all three cities, the urban heat island effect is clearly observed, where the urban area is several degrees warmer relative to its natural surroundings. As Tel Aviv and Haifa are located along the Mediterranean coast, the sea breeze from the west during the day could to some extent mitigate the heat flux stored and trapped in the city through convective cooling, resulting even in a slightly increased temperature gradient landwards, as shown in Tel Aviv at LT 16:00. In contrast, Beer Sheva, located in the Negev desert of southern Israel, exhibits a more pronounced urban heat island during the night, because its barren rural area devoid of vegetation cools more rapidly than urban surfaces of higher thermal mass [52]. Similarly, Figure 18 shows the spatial pattern of estimated Ta for a typical winter day of 15 January 2016.

Figure 17. The simulated hourly 1 × 1 km² Ta at 4-h intervals for three metropolitan areas in Israel (Tel Aviv, Haifa, and Beer Sheva) on 11 August 2010.

Figure 18. The simulated hourly 1 × 1 km² Ta at 4-h intervals for three metropolitan areas in Israel (Tel Aviv, Haifa, and Beer Sheva) on 15 January 2016.
4. Discussion

The paper presents a three-stage GAM-based ensemble model to estimate hourly near-surface air temperature (Ta) at a high spatial resolution of $1 \times 1$ km$^2$ across Israel from 2004–2017. The model demonstrates an overall satisfactory performance in imputing Ts and estimating Ta, while accounting adequately for their spatial and temporal variation. Compared to models based exclusively on a single method, the ensemble model can improve the results of its constituent models, which is consistent with previous GAM-based studies [28,30].

Despite the overall satisfactory performance of our model, we acknowledge several limitations of the study.

First, the model can only achieve a high temporal resolution by adopting hourly Ts from the geostationary SEVIRI satellite, which has a low spatial resolution. Consequently, grid cells in coastal areas may be classified as bodies of water, despite having substantial land areas. In particular, this affects densely populated urban coastal areas, such as Tel Aviv and Haifa, where the waterfront is quite populous. To minimize the gaps in these regions which comprise a substantial proportion of the population, the Stage 1 model does (exceptionally) impute Ts for the coastal SEVIRI grid cells within dense metropolitan areas. Those cells (involving a total number of 4–5) were manually fed into the trained model to obtain land-like Ts, although they are labeled “water” in the SEVIRI water mask product.

Second, in RF and XGBoost, static socio-economic variables (e.g., road and population densities, urban fraction) which vary in space but not in time, are ranked lowest in terms of feature importance. However, the adoption of these variables is mostly ascribed to their relevance to temperature variability through anthropogenic activities, especially over artificial surfaces, such as residential and industrial areas in cities [10,53]. In general, tree-based algorithms are regarded as insensitive to overfitting [37], and the inclusion of static variables into models may result in a decrease in model performance [54]. However, as shown in the outcomes, XGBoost markedly outperforms RF, implying that the sequential tree-growing in XGBoost may help to gradually filter out the lowly rated static variables to achieve better performance. On the other hand, time series of non-static variables, e.g., temperatures and NDVI, encompass, to some extent, the biophysical information inherent in the static variables, which can also be learned by the model automatically. Therefore, further study is required as to what extent a thorough elimination of static variables in machine learning-based models affects the model performance.

Third, it is widely found through observations and numerical simulation that cities in arid/semi-arid and Mediterranean climate zones, such as Beer Sheva in Israel, sometimes develop a daytime urban oasis effect in terms of both Ts and Ta: i.e., the urban area is cooler relative to the rural hinterland [52,55–57]. This could be ascribed both to the regional natural land cover where a city resides, and to the cooling effect resulting from the irrigation of urban green spaces. The surface energy balance above sparsely vegetated shrub land and desert commonly found outside of Israeli cities typically display a larger Bowen ratio, which favors the partitioning of energy flux to sensible heat and thus results in greater heating rates of rural areas when exposed to solar radiation.

However, the oasis effect is mostly absent in our results, which we attribute to the differences in how physically based models and statistical models address energy balance and anthropogenic heat. In numerical models, the complex urban landscape is normally simplified using parameters such as aspect ratio of street canyon and albedo, to account for the energy budget of an urban canopy layer. In contrast, statistical models like the ones used in this study are based on a set of common rules derived from the data incorporated. In terms of the predicting variables included in the model to account for urban-specific features, it is assumed that grid cells with similar population density, road density, and urban fraction, should behave alike in terms of the temperature dynamics. However, to what extent the rules hold true depends not only on the model’s capability and sensitivity in discerning the nuances inherent in the data. The quantity of data could also influence the results. For any data-driven approach, the rule of thumb seems to be that “the more, the better”. In this sense, an increase of urban
monitoring stations incorporated into the model, which are currently unevenly distributed and are extremely sparse in southern Israel (see Figure 1), may promise better Ta estimation.

In this study, we ran an ensemble model (GAM) based on input data (results from RF and XGBoost) across an extended period of investigation (the base scenario). To check whether the scenario specified for running GAM affects the estimation performance, we conducted an uncertainty analysis in the Stage 2 model through applying GAM to data partitioned by different scenarios. At Y (year), M (month), and H (hour) scenarios, GAM is applied on data of each year, data of same month across all years, and same hour across all years, respectively. At YM (year-month), YH (year-hour), and MH (month-hour) scenarios, data are partitioned jointly by “year and month”, “year and hour”, and “month and hour”, respectively. As shown in Figure 19, the difference in RMSE between scenarios is non-significant, indicating that GAM is insensitive to the scenario of running it and is therefore robust when applied to spatio-temporal data over long periods.

![Figure 19.](image)

**Figure 19.** Mean (circle) and standard deviation (error bar) of RMSE (overall, spatial and temporal) averaged over GAM performance of all weather stations at different data partition scenarios. The difference among scenarios is negligible.

5. Conclusions

In conclusion, the ensemble model proposed in this study realized a seamless mapping of hourly resolved Ta at a high spatial resolution of $1 \times 1$ km$^2$. This study achieves the aim to predict Ta at a high spatio-temporal resolution while simultaneously attaining a satisfactory performance. The Ta data produced in this study underlie effective monitoring and assessment of human health exposure to temperature extremes first on a regional scale, yet with a scale-up potential to a wider geographical area. Since the physical processes determining the temperature variability are accounted for in a modest manner, the machine learning-based model achieves a balanced complexity, computational efficiency, and ease of use. The performance enhancement promised by the ensemble GAM model helps to further minimize exposure misclassification in epidemiological studies.

In future work, the outcomes of this study may subsequently be integrated into modeling schemes, such as image fusion and spatial sharpening [58], to improve the spatial resolution of Ta.
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