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Abstract—In this paper, we formulate and solve the intermittent deployment problem, which yields strategies that couple when heterogeneous robots should sense an environmental process, with where a deployed team should sense in the environment. As a motivation, suppose that a spatiotemporal process is slowly evolving and must be monitored by a multi-robot team, e.g., unmanned aerial vehicles monitoring pasturelands in a precision agriculture context. In such a case, an intermittent deployment strategy is necessary as persistent deployment or monitoring is not cost-efficient for a slowly evolving process. At the same time, the problem of where to sense once deployed must be solved as process observations yield useful feedback for determining effective future deployment and monitoring decisions. In this context, we model the environmental process to be monitored as a spatiotemporal Gaussian process with mutual information as a criterion to measure our understanding of the environment. To make the sensing resource-efficient, we demonstrate how to use matroid constraints to impose a diverse set of homogeneous and heterogeneous constraints. In addition, to reflect the cost-sensitive nature of real-world applications, we apply budgets on the cost of deployed heterogeneous robot teams. To solve the resulting problem, we exploit the theories of submodular optimization and matroids and present a greedy algorithm with bounds on sub-optimality. Finally, Monte Carlo simulations demonstrate the correctness of the proposed method.

I. INTRODUCTION

Multi-robot systems have a natural advantage over a single robot when tasks, especially monitoring, are distributed over space or in time. More robots means large environments can be monitored more effectively, and observations can be made with finer granularity. These advantages have been seen in various established methods for environmental sensing/modeling [1]–[5]. While these methods are certainly effective, we point out that they are all conditioned on the underlying assumption that a robotic team should be continuously deployed for a given task. That is, the majority of multi-robot problems belong to the post-deployment category, meaning we have already made our decision to deploy a multi-robot system for the desired task. Our suggestion in this paper is that in addition to considering the post-deployment problem, we must consider the deployment problem itself since little attention has been given to the concept of deploying multi-robot teams intermittently. Specifically, we want to answer the question “when is it the best time to deploy our robots and once deployed where should they sense?” In particular, we are motivated by problems from the precision agriculture context where a slowly evolving environmental process must be observed, and thus persistent monitoring is not cost-effective.

When our objective is to monitor a slowly evolving environmental process, such as forage in pastureland (Fig. 1), we cannot deploy robots frequently as the difference in environmental information between deployments may be negligible. Instead, enough time must elapse so that sufficient variation in sensing information allows for an appropriate balance with the cost of deploying a robot team. Indeed, we require an intermittent deployment strategy that defines when it is appropriate to deploy a robotic team, or in other words, how often they should be deployed. Such a strategy should account for the cost of using differently composed robot teams and, if necessary, should not exceed a cost budget. At the same time, another problem that couples with the intermittent deployment problem is the sensing location selection problem [10], [11]. We not only need to know when to deploy our robots, but we also need to decide where these robots should sense once deployed. The reason for this coupling is that effective deployment timing yields a high sensing accuracy without excessive cost while selecting informative sensing locations aids in reducing the deployment needs while maintaining a high sensing accuracy. Since these two problems are naturally coupled, we propose to solve them simultaneously.

A motivating application for this work is precision pastureland management [12], [13]. Pasturelands are an integral part of agricultural production. To take full advantage of the forage resource, we should monitor pasturelands in a manner that is both cost-effective and sufficiently informative for practitioners. The scale of pasturelands is usually large,
and the evolution of forage processes is generally very slow. Hence, we argue our above-described deployment and sensing strategy is ideally suited for precision pastureland management, as well as problems with similar characteristics such as ocean monitoring [14] or adversarial surveillance [15].

Related Work: The idea of intermittence appears in certain robotic applications. In [16], the authors demonstrated the convergence of the covariance matrix for Kalman filtering when the observations arrive stochastically. In [17], the robots are required to communicate intermittently but with a pre-defined interval before the actual deployment. In contrast, we require the sensing interval to be determined intrinsically by the environment instead of artificially defined a priori. The work in [18]–[21] considered time window and precedence constraints in task allocation problems. However, our problem is more complex as an environmental process must be observed. Moreover, our motivation is also contrary to the idea of persistent monitoring [2], [3], which is usually not energy efficient (albeit necessary for fast-evolving processes).

Our proposed problem can be considered in the realm of (partially observable) Markov Decision Processes (PO/MDPs) [22]. Under this framework, [23] proposed an optimal stopping method yielding plans for when to observe an MDP. [24], [25] proposed a method for solving the quickest detection/estimation problem with observation uncertainty. Similar work can also be found in [26]. However, as these frameworks require known state transition probabilities and measurement probabilities, their applicability is limited in real-world applications. This paper aims to make the intermittent deployment and sensing problem more general by removing these constraints. Moreover, heterogeneous robot teams and more complex constraints in time are considered in the paper.

Formally, we utilize Gaussian processes [27] to learn and predict the environment, and use a submodular objective function, mutual information [10], to measure the information content we anticipate to gather when deploying robot teams. To reflect the intermittent deployment requirements, we propose to use matroids [28], [29] to impose both homogeneous (all robots) and heterogeneous (robot-specific) constraints. Additionally, both homogeneous and heterogeneous budget constraints are considered to limit the cost of deployed robot teams. In general, our problem becomes a submodular optimization problem under matroid intersection and knapsack constraints. Generally, submodular maximization is hard even without any constraints [30]. Multi-linear extension methods [31] use a continuous greedy method [32] with an approximation bound. However, the running time of these methods is not practical. [33] proposes a modified greedy method which is an interpolation between the traditional greedy method [34] and the continuous greedy method [32]. It requires less running time to solve the submodular maximization problem with matroid intersection and knapsack constraints. In this paper, we will demonstrate how to utilize this method to solve the intermittent deployment problem.

Contributions: In summary, the contributions are as follows:

1) We formalize the intermittent deployment problem for multi-robot systems while considering heterogeneity.
2) We demonstrate how to utilize matroids to model novel homogeneous and heterogeneous constraints for deployment over time.
3) We demonstrate how to solve the problem efficiently and provide optimality and complexity analyses.

II. PRELIMINARIES

A. Combinatorial Optimization

A set function \( f : 2^V \mapsto \mathbb{R} \) is a function that maps every subset \( A \subseteq V \) into a real value \( \mathbb{R} \), and the set \( V \) is usually called the ground set. Related to set functions, we mainly focus on the following properties in this paper.

Definition 1 ([30]). A set function \( f : 2^V \mapsto \mathbb{R} \) is

\begin{itemize}
  \item normalized, if \( f(\emptyset) = 0 \);
  \item non-decreasing, if \( f(A) \leq f(B) \) when \( A \subseteq B \subseteq V \);
  \item submodular, if \( f(A \cup \{e\}) - f(A) \geq f(B \cup \{e\}) - f(B) \) when \( A \subseteq B \subseteq V \) and \( e \in V \setminus B \).
\end{itemize}

From the property of submodularity, we can see that the marginal gain of adding an element \( e \in V \) to a smaller set \( A \) is larger than the marginal gain of a larger set \( B \). To simplify, this property can also be written as \( f(\{e\} \mid A) \geq f(\{e\} \mid B) \).

For this reason, submodular functions can be interpreted as exhibiting diminishing returns. Examples of submodular functions can be found in [29], [30].

Definition 2 ([28]). A matroid \( \mathcal{M} = (V, \mathcal{I}) \) is a set system that contains a finite ground set \( V \) and a collection \( \mathcal{I} \) of subsets of \( V \). These subsets should satisfy the following properties:

1) \( \emptyset \in \mathcal{I} \);
2) If \( A \subseteq B \in \mathcal{I} \), then \( A \in \mathcal{I} \);
3) If \( A, B \in \mathcal{I} \) and \( |B| < |A| \), there exists a \( e \in A \setminus B \) such that \( B \cup \{e\} \in \mathcal{I} \).

A matroid \( \mathcal{M} = (V, \mathcal{I}) \) defines the subsets of the ground set \( V \) that are admissible. Thus, if a solution belongs to a matroid, it is one of the admissible sets. Also, the sets contained in \( \mathcal{I} \) are called independent sets. A generalization of a single matroid is a matroid intersection. That is, \( \mathcal{I} = \{A \subseteq V : A \in \bigcap_{i=1}^p \mathcal{I}_i\} \) is the intersection of \( p \) matroids, i.e., \( \mathcal{M}_i = (V, \mathcal{I}_i), \forall i = 1, \ldots, p \). The cardinality of this matroid intersection is \( |\mathcal{I}| = p \). Note that matroid intersections are not necessarily matroidal [30]. Examples of matroids and their applications can be found in [28]–[30], [35], [36]. The reader is referred to [30] for a comprehensive overview of matroids. A reason of interest for matroids is that it extends the concept of linear independence from linear algebra to set systems and easily represents independence constraints in combinatorial optimization. Important, efficiently greedy algorithms can be used to optimize submodular objective functions with bounded sub-optimality when the constraint is a matroid intersection [34]. Thus, we will exploit these tools to solve our problem with simple greedy algorithms and guarantees on the solution quality.
Definition 3. A knapsack constraint is a linear constraint defined through a cost function $c: 2^V \rightarrow \mathbb{R}$ on the ground set $V$. That is, $X = \{S \subseteq V : \sum_{e \in S} c_e \leq B\}$.

B. Environment Modeling and Sensing

Generally, a Gaussian process $f(x) \sim \mathcal{GP}(m(x), \kappa(x', x'))$ is specified by a mean function $m(x) = \mathbb{E}[f(x)]$ and a covariance kernel $\kappa(x', x') = \mathbb{E} [(f(x') - m(x'))(f(x') - m(x'))]$, where $x', x' \in \mathbb{R}^q$. Given a training set $\mathcal{E} = \{(x^i, z^i) | i = 1, \ldots, n\}$ with $n$ observations with $x^i \in \mathbb{R}^d$ and $z^i \in \mathbb{R}$ as an output, the properties of $f(x)$ can be inferred through $\mathcal{E}$. Specifically, the goal is to predict $f' \in \mathbb{R}$ for the testing input $x' \in \mathbb{R}^q$ using $\mathcal{E}$. This process is equivalent to calculating $p(f' | f, X, z, x')$, which follows a Gaussian distribution $\mathcal{N}(\mu', \Sigma')$ [27] where $X = [(x^1)^\top, \ldots, (x^n)^\top]^\top \in \mathbb{R}^{n \times q}$ and $z = [z^1, \ldots, z^n]^\top \in \mathbb{R}^n$. Also, $\mu' = m' = K_{xx'}(K_{xx} + \sigma^2 \mathbf{I})^{-1}(z - m(X))$ and $\Sigma' = K_{xx'} - K_{xx'}K_{xx}(K_{xx} + \sigma^2 \mathbf{I})^{-1}K_{xx'}$, where $\sigma^2 \in \mathbb{R}$ is the variance of an additive Gaussian noise with zero mean. $K_{xx}$ is the covariance between $x'$ and $X$ defined by $\kappa(x', X)$ and similarly for $K_{xx'}$. A commonly used kernel function is the squared exponential (SE) kernel $\kappa(x', x') = \sigma^2 \exp\left(-\frac{(2\ell^2)^{-1}(x' - x)^2}{\ell^2}\right)$, where $\sigma^2$ and $\ell$ are the variance and length-scale respectively.

If $V$ is the ground set containing all available choices for collecting data for a GP, one criterion for measuring the quality of the collected information contained in dataset $D$ is the mutual information [37] between $D$ and $V \setminus D$. That is, $M(D) = H(D) - H(D | V \setminus D)$, where $H(D) = \frac{1}{2} \log \det (2\pi \mathbf{e} \Sigma(D))$ is the entropy and $\Sigma(D)$ is the covariance of $D$. Mutual information is symmetric, i.e., $M(D) = M(V \setminus D)$. Using the relationship between mutual information and entropy, we get the marginal gain $\log \det K_{xx}$ of element $e$ under current set $D$ as $M(D) - M(\{e\} \cup D) = M(\{e\} | D) - H(\{e\} | V \setminus D) = H(\{e\}) - H(\{e\} | V \setminus (D \cup \{e\}))$.

In this work, we will exploit the metric of mutual information on information collected over space and in time during intermittent deployments. The addition of the time dimension leaves all of the typical properties and evaluation methodologies of mutual information intact, such as in [10]. Thus we omit those details here as it is not our novelty.

III. THE INTERMITTENT DEPLOYMENT PROBLEM

A. General Modeling

Consider a spatiotemporal Gaussian process $f(x) \sim \mathcal{GP}(m(x), \kappa(x', x'))$ evolving over a $P \times Q$ 2D field $\mathcal{P}$ with time indexed by $t$ where $x^t = [x^t, y^t, t]^\top \in \mathbb{R}^3$, $x^t$ is composed of a 2D location $p^t = (x^t, y^t)$ and the corresponding time $t$. Also, $z^t(x^t) \in \mathbb{R}$ is the corresponding measurement. $\mathcal{P} = \{1, \ldots, P \times Q\}$ contains the available locations for sensing the process. The initial training data set is $\mathcal{E} = \{(x^i, z^i) | i = 1, \ldots, n\}$ with $n$ observations, where $X = [(x^1)^\top, \ldots, (x^n)^\top]^\top \in \mathbb{R}^{n \times 3}$ is the input and $z = [z^1, \ldots, z^n]^\top \in \mathbb{R}^n$ is the output. Since $\mathcal{E}$ is only used for training an initial environment model, it can derive either from existing process data (e.g., from similar pastureland deployments) or from manual short-term deployments in the target environment before intermittent deployment begins. For the kernel function, we use a separable spatiotemporal kernel to build a composite covariance function as $\kappa(x^1, x^2) = \kappa_p(p^1, p^2) \cdot \kappa_t(t^1, t^2) + \sigma^2$, where $\kappa_p$ and $\kappa_t$ are the kernels for the $p$ and $t$ dimensions, respectively.

Let us now build the ground set $V$, which contains all possible deployment decisions for a heterogeneous multi-robot team over space and in time. We denote by $T = \{1, \ldots, T\}$ the set of time indices when robots can be deployed. Consider a set of heterogeneous robots $\mathcal{R}$ which are available to deploy over the time horizon $T$. We denote by $\mathcal{R} = \{1, \ldots, R\}$ the set of indices of all robots. Each robot $r \in \mathcal{R}$ has a different sensing capability, i.e., different sensing noise variance $\sigma^2_r$, and different deployment cost $c^r$ with respect to different location index $i \in \mathcal{P}$. Every location index $i$ is associated with a location $(x^i, y^i)$. Also, when considering the heterogeneity of robot $r$ at different time $t$, we can write the above sensing noise variance and cost as $\sigma^2_r(t)$ and $c^r_i(t)$. Now, our ground set per time contains all available choices at time $t$ in the Cartesian product of $\mathcal{P}$ and $\mathcal{R}$ denoted by $\mathcal{V}_t = \{(x^i, y^i, t) : \forall i \in \mathcal{P}, r \in \mathcal{R}\}$. We interpret $(x^i, y^i, t)$ as “location $(x^i, y^i)$ is sensed by robot $r$ at time $t$”. Finally, the ground set of the intermittent deployment problem is $\mathcal{V} = \bigcup_{t \in T} \mathcal{V}_t$. Importantly, the $\mathcal{V}_t$’s are disjoint, i.e., $\mathcal{V}_i \cap \mathcal{V}_j = \emptyset, \forall i, j \in T$. The cardinality of the ground set is $|\mathcal{V}| = P \cdot Q \cdot R \cdot T$. In Table I, we show all elements in the ground set $\mathcal{V}$, where we use $N = P \cdot Q$ for brevity.

| TABLE I |
|-----------------|-----------------|-----------------|
| t = 1           | \ldots          | t = T           |
| $(x^1_1, y^1_1)$| \ldots          | $(x^1_T, y^1_T)$|
| $(x^N_1, y^N_1)$| \ldots          | $(x^N_T, y^N_T)$|
| $(x^1_r, y^1_r)$| \ldots          | $(x^1_{Rt}, y^1_{Rt})$|
| $(x^N_1, y^N_1)$| \ldots          | $(x^N_{Rt}, y^N_{Rt})$|

1For notation clarity, we drop the parameters of the functions in the remainder of this section, i.e., we use $f$ to represent $f(X)$ and use $f', \mu', \Sigma', m'$ to represent $f(x'), \mu(x'), \Sigma(x'), m(x')$.

2It is worth noting that our formulation also applies if the initial process model is poor (high uncertainty). In this case, initial deployment decisions may be poor. However as data is collected and the model improves, deployment decisions will correspondingly improve.
will have different constraints that are unique. In this case, we set a constraint $B$ on the cost used by each robot. 

- $X_1 = \{S \subseteq V : c(S_r) \leq B, \forall r \in R\}$, where $S_r = \{(x_i^r, y_i^r, t) | k = r\}$. In this case, we set a constraint $B$ on the cost used by each robot.

- $X_2 = \{S \subseteq V : c(S(t)) \leq B, \forall t \in T\}$, where $S(t) = \{(x_i^t, y_i^t, k) | k = t\}$. In this case, we set a constraint $B$ on the cost in each time.

- $X_3 = \{S \subseteq V : c(S^i) \leq B, \forall i \in P\}$, where $S^i = \{(x_i^k, y_i^k, t) | k = i\}$. Here, we set a constraint $B$ on the cost used by all robots for sensing the location $(x^i, y^i)$.

2) Homogeneous constraints.

The general form is a matroid $\mathcal{M} = (\mathcal{V}, \mathcal{I})$ with

$$\mathcal{I} = \left\{ S \subseteq \mathcal{V} : \sum_{t \in T} \mathbb{I}(|S \cap \mathcal{V}_t|) \leq L \right\},$$

where $\mathbb{I}(|S \cap \mathcal{V}_t|) = 1$ if $|S \cap \mathcal{V}_t| \geq 1$ and $0$ if $|S \cap \mathcal{V}_t| = 0$. We refer to these constraints as homogeneous as we do not differentiate the behavior of different robots under these constraints. In this case, the general form above can be used in the following ways:

- $\mathcal{I}_{21} = \{S \subseteq \mathcal{V} : |S \cap \mathcal{V}_t| \leq L(t)\}$. In this case, we can model the constraint on the number of deployed robots in each time $t \in T$.

- $\mathcal{I}_{22} = \{S \subseteq \mathcal{V} : \mathbb{I}(|S \cap \mathcal{V}_t|) \leq L(t)\}$. In this case, we can model the constraint on the deployment status in each time $t \in T$. We use the deployment status to indicate if there is at least one deployment at time $t$. $L(t) \in \{0, 1\}$, where $L(t) = 0$ means there is no deployment at $t$ and $L(t) = 1$ means there is at least one deployment at $t$. In this way, the constraint can be used to control intermittency by restricting times when there can be no deployment.

- $\mathcal{I}_{23} = \{S \subseteq \mathcal{V} : \sum_{t \in T} \mathbb{I}(|S \cap \mathcal{V}_t|) \leq L\}$. This is the most general form in this case, as shown in the beginning. We can use this to model the constraint on the non-zero deployments from $t = 1$ to $t = T$. If there is at least one deployment at some time, we call it a non-zero deployment. This constraint is also an intermittence constraint.

3) Heterogeneous constraints.

The general form is a matroid $\mathcal{M} = (\mathcal{V}, \mathcal{I})$ with

$$\mathcal{I} = \left\{ S \subseteq \mathcal{V} : \sum_{t \in T} \mathbb{I}(|S_r \cap \mathcal{V}_t|) \leq L_r, \forall r \in R \right\},$$

where $S_r = \{(x_i^r, y_i^r, t) | k = r\}$. Also, $\mathbb{I}(|S_r \cap \mathcal{V}_t|) = 1$ if $|S_r \cap \mathcal{V}_t| \geq 1$, and $0$ if $|S_r \cap \mathcal{V}_t| = 0$. We refer to these constraints as heterogeneous as different robots will have different constraints that are unique. In this case, this general form can be used in the following ways:

- $\mathcal{I}_{31} = \{S \subseteq \mathcal{V} : |S_r \cap \mathcal{V}_t| \leq L_r(t), \forall r \in R\}$. In this case, we can model the constraint on the number of deployments for robot $r$ in each time $t$.

- $\mathcal{I}_{32} = \{S \subseteq \mathcal{V} : \mathbb{I}(|S \cap \mathcal{V}_t|) \leq L_r(t), \forall r \in R\}$. In this case, we can set a deployment status for robot $r$ in each time $t$. As before, $L_r(t) = 0$ means there is no deployment for robot $r$ at $t$ and $L_r(t) = 1$ means there is at least one deployment for robot $r$ at time $t$. Therefore, this constraint is especially useful for modeling any available/available time window [18] for each robot $r \in R$. Specifically, if the available deployment time for robot $r$ is time $t = 1$ and $t = 2$, we can set $L_r(1) = 1$, $L_r(2) = 1$, and $L_r(t) = 0, \forall t \in T \setminus \{1, 2\}$. Clearly, this constraint can be classified as an intermittence constraint.

- $\mathcal{I}_{33} = \{S \subseteq \mathcal{V} : \sum_{t \in T} \mathbb{I}(|S \cap \mathcal{V}_t|) \leq L_r, \forall r \in R\}$. This is the most general form in this case as shown in the beginning. We can use this to model the constraint on the number of non-zero deployments for robot $r$ from $t = 1$ to $t = T$. This is also an intermittence constraint.

An illustrative example of the intermittent deployment problem is given in Fig. 2.

In the intermittent deployment problem, we desire high-quality predictions of our process, and thus we choose to maximize the mutual information we collect over deployments. We write the matroid intersection constraint as $\mathcal{I} = \{S \subseteq \mathcal{V} : \mathcal{S} \subseteq \mathcal{V} \cap \mathcal{V}_t\}$ where $\mathbb{K}$ represents the set indexing the matroids constraints. Also, we denote by $\mathbb{X} = \{S \subseteq \mathcal{V} : S \cap \mathcal{V}_t \subseteq \mathbb{K}\}$ and $\mathcal{L}$ represents the set indexing the knapsack constraints. Then, the general form of the intermittent deployment problem is now given as:

$$\begin{align*}
\text{maximize} & \quad M(S) \\
\text{subject to} & \quad S \in \mathcal{X}, S \in \mathcal{I},
\end{align*}$$

(1)

Remark 3.1. We have given general forms of various constraints in order to begin a library of models for the intermittent deployment problem that can meet various application requirements. In the simulation section, we will give an example to demonstrate this idea.

IV. SOLUTION METHOD AND ANALYSES

Theorem 1. Both the homogeneous constraints and heterogeneous constraints are matroidal.

The proof is omitted here due to space limitations. The reader is referred to our previous work [29], [36] for applicable proof methodologies.

Theorem 2. Consider the intermittent deployment problem given by (1). If the 2D space is discretized into $P \times Q$ cells, then the cardinality of the solution $|\mathcal{D}|$ should satisfy $|\mathcal{D}| \leq \frac{P \cdot Q \cdot R \cdot T}{2}$ to ensure the non-decreasing property of $M(\mathcal{D})$. If the maximum cardinality of the solution $\mathcal{D}$ is $|\mathcal{D}|$, then the discretization should satisfy $P \cdot Q \geq \frac{2|\mathcal{D}|}{R \cdot T}$ to ensure the non-decreasing property of $M(\mathcal{D})$.

Proof. When the ground set is $\mathcal{V}$, we have from [10] that $M(\mathcal{D})$ is monotonic non-decreasing when $|\mathcal{D}| \in (0, \frac{|\mathcal{V}|}{2}]$ and monotonic non-increasing when $|\mathcal{D}| \in [\frac{|\mathcal{V}|}{2}, |\mathcal{V}|]$. As the 2D space is discretized into $P \times Q$, the cardinality of the ground set $\mathcal{V}$ is $P \cdot Q \cdot R \cdot T$. Therefore, if $P \times Q$ is fixed, then $|\mathcal{D}| \leq \frac{P \cdot Q \cdot R \cdot T}{2}$ can ensure the non-decreasing property of $M(\mathcal{D})$. On the contrary, if $|\mathcal{D}|$ is fixed, i.e., the total number of deployments is fixed, a proper discretization of the 2D space, i.e., $P \cdot Q \geq \frac{2|\mathcal{D}|}{R \cdot T}$, ensures the non-decreasing property. □
We here provide a general greedy method from [33] to demonstrate how to solve the problem when considering \( \rho \) matroid constraints and \( \ell \) knapsack constraints. We contextualize the algorithm to our problem for completeness and also tutorial value.

The Algorithm 1 has two loops: the outer loop and the inner loop to deal with knapsack constraints and matroid constraints, respectively. In each iteration of the outer loop (Line 3-26), the algorithm picks a threshold \( \rho \) as a marginal-to-cost ratio, i.e., \( \frac{m_e}{\sum j: c_j(e)} \forall e \in \mathcal{V} \). Again, \( m_e = M(S \{ e \} | S) \) is the marginal value of \( e \) under the current solution \( S \), and \( e = (x_e^i, y_e^i, t) \) is one element of \( \mathcal{V} \). Also, \( c_j(e) \) is the cost of \( e \in \mathcal{V} \) in \( j \)th knapsack constraint. \( S \) chosen by the outer loop will serve as one candidate for the final solution. The threshold \( \rho \) ensures we do not exceed the budget constraint by discretizing the space of the marginal-to-cost ratio. The inner loop (Line 7-24) also has a threshold \( \tau \) for the marginal value \( m_e \) and decreases in every iteration. This threshold \( \tau \) acts as a lower bound for the marginal value of \( m_e \) in the current settings. Under different \( \tau \)'s, we can add different \( e's \) to the current solution \( S \) when constraints are satisfied (Line 14). The final \( S \) forms one candidate for the problem solution. There might be a case that only the knapsack constraints are not satisfied. We then need to keep track of this case (Line 16-17) when deciding the final problem solution \( D \).

**Theorem 3 ([33]).** Let \( D \) be the greedy solution of the intermittent deployment. Also, denote by \( D^* \) an optimal solution of Algorithm 1, then we have an optimality bound \( M(D) \geq \frac{1}{(1 + \eta)(1 + 2 \eta)} M(D^*) \) with \( \eta \in (0, 1] \).

**Theorem 4.** The computational complexity of Algorithm 1 for solving the intermittent deployment problem is \( O\left(\frac{|\mathcal{V}|^4}{\eta^2} \log^2 \frac{|\mathcal{V}|}{\eta}\right) \).

**Proof.** For computing marginal gains of mutual information, it takes \( O(|\mathcal{V}|^3) \) runs. If we denote each call of calculating the mutual information gain as an oracle call, it takes \( O\left(\frac{|\mathcal{V}|}{\eta^2} \log^2 \frac{|\mathcal{V}|}{\eta}\right) \) calls to get the final solution [33]. Therefore, the computational complexity is \( O\left(\frac{|\mathcal{V}|^4}{\eta^2} \log^2 \frac{|\mathcal{V}|}{\eta}\right) \). \( \square \)

**Algorithm 1 The Intermittent Deployment Problem**

**Input:** The inputs are as follows:
- matroid intersection constraint \( \bigcap_{i=1}^{|\mathcal{P}|} \mathcal{I}_i \), knapsack constraint \( \bigcap_{j=1}^\ell \mathcal{X}_j \); mutual information function \( M(\cdot) \)

**Output:** The deployment set \( D \).

1: \( T \leftarrow \emptyset; \)
2: \( d \leftarrow \max_{e \in \mathcal{V}} M(\{ e \}); \)
3: for \( (\rho = \frac{d}{\eta + \ell}; \rho \leq \frac{2d}{\rho + \ell} |\mathcal{V}|; \rho \leftarrow (1 + \eta)\rho) \) do
4: \( S \leftarrow \emptyset; \)
5: \( M_{\rho} \leftarrow \max_{e \in \mathcal{V}} M(\{ e \}); \)
6: for \( (\tau = M_e; \tau \geq \frac{\rho}{1 + \eta}) \) do
7: \( m_e \leftarrow M(\{ e \} | S); \)
8: if \( m_e \geq \tau \) and \( \frac{m_e}{\sum j: c_j(e)} \geq \rho \) then
9: if \( S \cup \{ e \} \in \mathcal{I} \) then
10: \( m_e \leftarrow M(\{ e \} | S); \)
11: if \( m_e \geq \tau \) and \( \frac{m_e}{\sum j: c_j(e)} \geq \rho \) then
12: if \( c_j(S \cup \{ e \}) \leq B, j = 1, \ldots, \ell \) then
13: \( S \leftarrow S \cup \{ e \}; \)
14: else
15: \( T \leftarrow T \cup \{ e \}; \)
16: \( T \leftarrow T \cup \{ S \}; \)
17: restart with the next \( \rho \);
18: end if
19: end if
20: end if
21: end if
22: end if
23: end for
24: end for
25: \( T \leftarrow T \cup \{ S \}; \)
26: end for
27: \( D \leftarrow \arg \max_{S \in T} M(S). \)

V. SIMULATION RESULTS

In this section, we study a problem to compare the greedy solution with an optimal solution. The optimal solution is
computed by enumerating all combinations of deployments. Consider a \( P \times Q \) 2D space. The intermittent deployment we build here is one instance of our general form. Specifically, we use \( I_{21}, I_{23} \), and the general knapsack constraints. Specifically, we put a constraint \( L(t) \) on the number of deployed robots for \( t \in T \), a constraint \( L \) on the total number of non-zero deployments, and a constraint on the cost of robots used in each time. We denote by \( R \) the number of robots and set \( L(t) = R, \forall t \in T \). Finally, we get the number of combinations/cases that we need to consider when evaluating an optimal solution as \( \binom{T}{1}(R(PQ+1)) + \cdots + \binom{T}{\ell}(R(PQ+1))^L \).

First, since there are \( T \) times available and we can collect samples at a maximum of \( L \) different times, there are \( \binom{T}{\ell}, \forall 1 \leq \ell \leq L \) combinations. Then, if we can deploy robots at \( \ell \) different times, we have \( (R(PQ+1))^L \) combinations as there are \( \binom{R(PQ+1)}{\ell} \) combinations in each of \( \ell \) times. \((PQ+1)\) is the number of combinations for every robot since every robot can be deployed to one of the \( P \times Q \) positions and also can be not deployed. To make the problem tractable when computing an optimal solution, we simulate the problem with \( T \in \{4, \ldots, 8\} \), \( L \in \{2, \ldots, 4\} \), \( R \in \{2, \ldots, 4\} \), \( P \in \{3, \ldots, 5\} \) and \( Q \in \{3, \ldots, 5\} \). For the environmental process, we use the SE kernel for both temporal and spatial kernels. The cost of every robot \( r \) is the multiplicative of the traveling cost with a weight factor \( w_r \), which is a random number generated in \((0, 1)\). In the simulation, we first collect training samples from an Gaussian mixture model (GMM) [38], and then train the GP using these samples. Finally, we make the deployment strategy based on the GP prediction. The 2D space is \( 200 \times 200 \). The GMM is modeled as a linear combination of fixed basis functions and time-varying weights.

In the simulation, we use 5 different basis functions. So, the output the GMM is \( \varphi(x, y, t) = \sum_{i=1}^{5} w_i(t)b_i(x, y) = w(t)b(x, y) \), where \( w_i(t) \in \mathbb{R} \) is a weight and \( b_i(x, y) \in \mathbb{R}^5 \) is the output of a basis function. \( w(t) \in \mathbb{R}^5 \) is the stacked weights at time \( t \) and \( b(x, y) \in \mathbb{R}^5 \) is the stacked basis functions for the location \((x, y)\). The dynamics of weights are \( \dot{w} = Aw + \sigma(t) \), where \( A = -L_5 \times 5 \) and \( \sigma(t) \in \mathbb{R}^5 \) is a Gaussian noise. The initial settings of weights are \((5, 5, 3, 8, 4)\) and the initial locations of these basis functions are \((100, 100), (60, 80), (40, 30), (160, 160), (160, 30)\).

We run simulations 100 times under the settings described above. Fig. 3 shows the optimality ratios of the greedy solution to an optimal solution for different problem sizes. We denote the problem size as \((L \cdot R \cdot P \cdot Q)\). We use two matroid constraints \( I_{21}, I_{23} \) to constrain the time and a general knapsack constraint to constrain the cost, then \( p = 2 \) and \( \ell = 1 \). Also, we set the tunable parameter \( \eta = 0.1 \) in Algorithm 1. Therefore, the optimality ratio of the greedy method is \( \frac{1}{(1+\eta)(1+2(1+\eta))} \approx 18\% \) according to Theorem 3. In Fig. 4, we show the mutual information of the greedy solution for different problem sizes. Since different simulations may have the same problem size, we here use the average of different utilities/mutual information if this case happens. From the result, we can see that as the set \( D \) becomes big, the mutual information become small.

An intuitive example to show the connection between a deployment strategy and a GMM environment can be seen in Fig. 2. Any selected element from the ground set defines a sensing location and time, and all selected elements make the deployment strategy set. We also direct the reader to the attached video for deeper insight.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a new intermittent deployment problem and demonstrated how to use matroid and knapsack constraints to model different instances of the problem. We also illustrated how to utilize a general submodular maximization method to solve our problem. Finally, the effectiveness of the solutions was demonstrated by Monte Carlo simulations. Directions for future work include performing field experiments with intermittent deployments and exploring the reduction of computational complexity.
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