Entanglement phase transition with spin glass criticality
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We define an ensemble of random Clifford quantum circuits whose output state undergoes an entanglement phase transition between two volume-law phases as a function of measurement rate. Our setup maps exactly the output state to the ground space of a spin glass model. We identify the entanglement phases using an order parameter that is accessible on a quantum chip. We locate the transition point and evaluate a critical exponent, revealing spin glass criticality. Our work establishes an exact statistical mechanics theory of an entanglement phase transition.

Generating entanglement between the qubits in a quantum processor is one of the prerequisites for useful quantum computation. If the entanglement entropy of an ensemble of quantum states only scales polynomially with the number of qubits, we can simulate the states on a classical computer in polynomial time [1–3]. In contrast, it is unlikely we can classically simulate quantum algorithms which involve generic states with large amounts of entanglement [3, 4].

In the context of quantum computation, a quantum algorithm is a time sequence of unitary operations on the initial state of a qubit array, followed by a measurement of the output state. While multi-qubit unitary operations increase entanglement on average, decoherence events—often modeled as mid-circuit projective measurements—decrease it. This raises a question: How high a rate of decoherence will eliminate the potential for quantum computational speedup?

Random quantum circuit ensembles with variable mid-circuit measurement rates offer a minimal setup to investigate this question [5–10]. These circuits include randomly chosen one- and two-qubit unitary gates, which generally increase the entanglement entropy. Then, projective measurements simulate decoherence and decrease entanglement. When the rate of measurement is low, the entanglement in the system grows linearly in the system size (a volume law). By contrast, a high rate of measurement prevents entanglement from accumulating in the system, resulting in entanglement which does not grow with system size (an area law). By varying the measurement rate, a variety of random quantum circuit ensembles go through a measurement-induced phase transition.

Researchers model these phase transitions and their criticality using statistical mechanics systems. These include percolation [5, 6, 8, 9, 11–14], quantum Ising models [15], and classical Ising and Potts models [8]. These mappings to statistical mechanics systems only work in specific limits, such as infinite physical Hilbert space dimension [8, 12]. Though this modeling brings theoretical insight into the transition, it is at the expense of experimental relevance of the model.

In this Letter, we introduce a random Clifford quantum circuit ensemble with a finite measurement rate, whose output state maps exactly to the ground state manifold of a classical $p$-spin model. This ensemble of circuits undergoes a volume-to-volume-law entanglement phase transition as a function of measurement rate. We establish a correspondence between the entanglement entropy of the quantum state at the output and the ground-state entropy of the $p$-spin model. Finite-size scaling reveals spin glass criticality of the entanglement transition in the ensemble. We also calculate an order parameter which is accessible in current quantum processors. Our setup allows for experimental realization of a spin glass phase transition on a quantum chip.

We begin by describing the statistical mechanics system that will model our circuit ensemble. We consider a system of $N$ classical Ising spins interacting according to a bipartite graph $G = (V_J, V_x, E)$ which we draw in Fig. 1(a). There are two vertex sets: $V_J$ for interactions, and $V_x$ for spins, with $|V_J| = M$ and $|V_x| = N$. The edge set $E$ connects spins to interactions. Each interaction vertex $a \in V_J$ connects to three spin vertices. The Hamiltonian for a given graph $G$ is:

$$H(G, \vec{\sigma}, \vec{J}) = \frac{1}{2} \sum_{a \in V_J} (1 - J_a \sigma_a \sigma_a \sigma_a),$$

where $a_1, a_2, a_3 \in V_x$ refer to the three spin vertices connected to $a$, $J_a = \pm 1$ are the couplings, and the spins take values $\sigma = \pm 1$. We build each instance of the Hamiltonian by choosing $M$ triplets $(a_1, a_2, a_3)$ uniformly at random, with two restrictions: three distinct spin vertices per triplet and no repeated triplets. We also choose the couplings $J_a$ such that $H(G, \vec{\sigma}, \vec{J}) = 0$ for at least one spin configuration. With these choices, the model (1) is the unfrustrated $p$-spin model for $p = 3$ [16–18].

The ground states of this model have zero energy. Using the mapping $J_a = (-1)^{x_a}$ and $\sigma = (-1)^{y_a}$, finding the ground states is equivalent to solving the system

$$B \vec{x} = \vec{y} \mod 2,$$

$B$ is a $M \times N$ binary matrix, called the biadjacency matrix of the graph $G$, whose rows represent interaction terms and columns represent spins, as shown in Fig 1(a)-(b). If $B_{ij} = 1$, then interaction $i$ involves spin $j$. Otherwise, the entry is zero.

The number of ground states is

$$N_{GS}(B) = 2^{N - \text{rank}(B)},$$

where rank($B$) is the binary rank of $B$ and $N - \text{rank}(B)$ is the number of independent rows of $B$. The ground-state entropy is defined as

$$S_{GS}(B) = \log N_{GS}(B),$$

where we take the natural logarithm for the rest of the Letter.
For a given $B$, any unfrustrated choice of couplings in \( (1) \) gives the same number of ground states, since $\text{rank}(B)$ is independent of the couplings.

We are now ready to introduce our random circuit ensemble, shown schematically in Fig. 1(c). We use $N + M$ qubits to represent a spin system with $N$ spins and $M$ interactions. For each spin participating in an interaction, the corresponding spin qubit toggles the state of an interaction qubit via a controlled NOT (CNOT) gate. SWAP gates allow any spin qubit to toggle any interaction qubit, such that any graph $G$ can be realized in this setup. At the circuit’s output, each interaction qubit stores the parity of the configuration of the three spin qubits that connect to it. Note that because we can implement the circuit described so far using only CNOT gates, this is a classical circuit. Each circuit requires $O(NM)$ gates.

To generate entanglement at the output of the circuits, we initialize the input in a superposition. Each spin qubit is put into the $|+\rangle$ state and each interaction qubit in $|0\rangle$, yielding the input state $|\psi\rangle_{\text{in}} = |+\rangle^N |0\rangle^M$. After applying the gates defined by $B$, the state at the output of the circuit (before any measurements) is

\[
|\psi\rangle_{\text{out}} = \frac{1}{\sqrt{2^{\text{rank}(B)}}} \sum_{\vec{y}} |\vec{y}\rangle \{|\vec{x} : B\vec{x} = \vec{y}\},
\]

where $\{|\vec{x} : B\vec{x} = \vec{y}\}$ is an equal superposition of $N_{\text{GS}}$ solutions to Eq. (2) for a given choice of $B$ and $\vec{y}$. The normalization of Eq. (5) comes from the number of vectors $\{|\vec{y}\rangle\}$ in the sum, which is $2^{\text{rank}(B)}$. To see this, note that the unitary that describes a circuit of CNOT and SWAP gates is a permutation matrix. This means that if we start with a superposition of $2^N$ states at the input, we necessarily end up with a superposition of $2^N$ states at the output. But Eq. (3) dictates that for each $\{|\vec{y}\rangle\}$ we must have $2^{N-\text{rank}(B)}$ configurations, and so there must be $2^{\text{rank}(B)}$ terms in the sum.

If we measure the interaction qubits at the output of the circuit, then the measurement outcome is a parity assignment $\vec{y}_{\text{out}}$. The remaining quantum state over the spin qubits is a superposition of ground states to Hamiltonian (1) for the choice of couplings $\vec{J} = (-1)^{\vec{y}_{\text{out}}}$. Subsequently measuring the spin qubits picks out one ground state $\vec{y} = (-1)^{\vec{y}_{\text{out}}}$.

Now, suppose we measure only a subset $A$ consisting of the first $k \leq M$ interaction qubits and get outcome $\vec{y}_{\text{out}} = (\vec{y}_{\text{out},1}, \ldots, \vec{y}_{\text{out},k})$. The updated state is

\[
|\psi\rangle_{\text{out},A} = \frac{1}{\sqrt{2^{\text{rank}(B)}-\text{rank}(B_A)}} \sum_{\vec{y}_{\text{out}} \in \{\vec{y} : y_i = y_{\text{out}}\}} |\vec{y}\rangle \{|\vec{x} : B\vec{x} = \vec{y}\},
\]

where $\vec{y}_{\text{out}}$ is the vector made from the first $k$ components of $\vec{y}$.

Equation (7) is a Schmidt decomposition between the interaction qubits and the spin qubits, with the normalization being the Schmidt coefficients $\left\{\lambda_i\right\}$. The states $|\vec{y}\rangle$ are orthonormal (each $|\vec{y}\rangle$ is unique with unit length), and so are the normalized vectors $\{|\vec{x} : B\vec{x} = \vec{y}\rangle\}$, since all the components of each state are solutions to Eq. (2) for only one $|\vec{y}\rangle$.

The entanglement entropy between the interaction qubits and the spin qubits in the post-measurement state is

\[
S(|\psi\rangle_{\text{out},A}) = -\sum_{i} \lambda_i^2 \log \lambda_i^2 = \left(\text{rank}(B) - \text{rank}(B_A)\right) \log 2.
\]

In the following, we measure all entropies in units of $\log 2$. We also focus only on instances with sufficiently large $M \geq N$ such that $\text{rank}(B) = N$ with high probability. The entanglement entropy is then

\[
S(|\psi\rangle_{\text{out},A}) = N - \text{rank}(B_A) = S_{\text{GS}}(B_A),
\]

where $S_{\text{GS}}(B_A)$ is the ground-state entropy of the instance of Hamiltonian (1) with interaction graph $G_A$ and its associated matrix $B_A$. Equation (9) is our main result.

Equation (9) establishes an exact correspondence between the entanglement entropy of the post-measurement state in our random quantum circuit ensemble and the ground-state entropy of a spin-glass model. Note that while we can also calculate the entanglement entropy in Eqs. (8) and (9) using the
stabilizer formalism [19–21], our result gives Eq. (9) a physical meaning. The parameter controlling the entropy in both models is $\alpha \equiv |A|/N$. In the spin glass model, $\alpha$ is the number of interactions per spin. In the random quantum circuit model, $\alpha$ is the number of measured interaction qubits to spin qubits (a measurement rate). This differs from other work on random quantum circuits, where the measurement rate refers to the probability of measuring any qubit during each layer of the circuit.

We can go further and obtain an exact expression for the ensemble-averaged entanglement entropy by exploiting the correspondence to the spin glass. The mean ground-state entropy density of the unfrustrated $p$-spin model at a given $\alpha$ is given by [22]

$$s_{\text{GS}}(\alpha) = \max_{0 \leq d \leq 1} \left[ (1 - d) (1 - \log (1 - d)) - \alpha (1 - d^3) \right],$$ (10)

where $s_{\text{GS}}(\alpha) = \langle S_{\text{GS}} \rangle / N$, with $\langle \ldots \rangle$ denoting the ensemble average. This translates to the mean entanglement entropy of our random circuit ensemble via Eq. (9).

The ground space of Hamiltonian (1) exhibits a sharp transition [16, 17] as a function of $\alpha$. The transition occurs at $\alpha_c \approx 0.918$ and coincides with the slowing down of all local relaxation dynamics. The transition causes a non-analyticity of Eq. (10) at $\alpha_c$. This transition is physically the same as the SAT-UNSAT transition in $p$-XORSAT [18, 23], where the probability of finding at least one solution to the model jumps between ground states to Eq. (2) for a given $\alpha$, and averaging over the ensemble of matrices produces the finite-size scaling curves we use to detect the transition.

As $N \to \infty$, $\langle S \rangle / N$ approaches $s_{\text{GS}}(\alpha)$ in Eq. (10). This means the entanglement susceptibility will go from a finite difference to a derivative [22]:

$$\lim_{N \to \infty} \langle \chi_S \rangle = -\frac{ds_{\text{GS}}(\alpha)}{d\alpha},$$ (12)

Equation (12) provides an exact expression for the discontinuous phase transition occurring in the equation for $S_{\text{GS}}(\alpha)$ in the thermodynamic limit.

We then do finite-size scaling with the entanglement susceptibility using the scaling form [24, 25]

$$\langle \chi_S \rangle = f \left( (\alpha - \alpha_c) N^{1/\nu} \right),$$ (13)

with $\nu$ being the scaling dimension of the entanglement susceptibility. We find a value of $\alpha_{c,\text{scaling}} = 0.9175 \pm 0.0006$ and $\nu = 1.8 \pm 0.1$. The value of $\alpha_{c,\text{scaling}}$ agrees with the value in the literature of $\alpha_c \approx 0.9179$. The critical exponent $\nu$ also agrees with numerical [17] and analytical [26] work on the criticality of the SAT-UNSAT transition, while being distinct from the critical exponent of $\nu \approx 1.3$ commonly found in other ensembles of random Clifford circuits [10].

This choice of $\alpha_c$ and $\nu$ collapses the data around the critical point as shown in Fig. 2. The transition sharpens with system size, and becomes discontinuous in the $N \to \infty$ limit, which we mark with the dashed line. We conclude that our ensemble of random quantum circuits has the same criticality as the 3-spin model and associated Boolean satisfiability problems.

We can also derive an order parameter for the entanglement phases in our quantum circuit model via the 3-spin model (1). The order parameter for this model is the overlap $q$ of ground states [17]. It is defined as [27]

$$q = \frac{1}{N} \sum_{i=1}^{N} \langle \sigma_i \rangle^2,$$ (14)

where $\langle \ldots \rangle$ is an average over all the $N_{\text{GS}}$ ground states, and $\sigma_i$ is the spin at a specific site $i$. We square the average because if not the sum over the spins in Eq. (14) is the magnetization, which is on average zero for this ensemble (and spin
glasses in general). We then average $q$ over many instances. The overlap captures the degree to which ground states to a given instance of Eq. (1) are the same.

For small $\alpha$, the overlap is $q = 0$, because ground states are independent. This is true all the way until $\alpha_c$, where ground states then tend to overlap on most sites. The overlap $q$ takes on a finite value, trending to $q = 1$ as $\alpha \to \infty$. We can see this discontinuous jump in Fig. 3, which sharpens with system size. Figure 3 also confirms that the overlap order parameter is accurately approximated using a small sample of the ground states.

The quantum circuits defined so far are a subset of Clifford circuits, meaning the state at any given time is a stabilizer state. Are stabilizer states a necessary condition to observe the spin-glass entanglement criticality? Figure 3 presents evidence that the answer is “no” and that this critical phenomenon is more general. Instead of the initial state $|\psi\rangle_{\text{in}} = |+\rangle^\otimes N |0\rangle^\otimes M$, we input the partially scrambled state $|\tilde{\psi}\rangle_{\text{in}} = |\psi_{\text{scrambled}}\rangle^\otimes N |0\rangle^\otimes M$ into our circuits. That is, instead of putting the spin qubits in an equal superposition of all computational basis states, we put them in a random one. We then follow the same measurement protocol as for the Clifford case and compute $q(\alpha)$ [24]. The red curves in Fig. 3 show that the output state still transitions at $\alpha_c$, at least for small system sizes.

The order parameter $q(\alpha)$ for our Clifford ensemble can be measured on existing quantum hardware. This requires multiple measurements $|\tilde{\epsilon}|$ for a given $|\tilde{\eta}|$. Note that measuring the interaction qubits at the output of the quantum circuit will in general give different vectors $\tilde{\eta}$, requiring many shots (on the order of $2^{\text{rank}(H)}$) to get two measurements results which have the same $\tilde{\eta}$. This, however, is not necessary. Suppose we measure the pair $(x, \tilde{\eta})$. We can then use Gaussian elimination to solve for a reference configuration $\tilde{\epsilon}^\prime$ for a fixed $\tilde{\eta}$, such that $B\tilde{\epsilon}^\prime = \tilde{\eta}$. The reference configuration could be, for example, the configuration $\tilde{\epsilon}^\prime$ whose bit sequence represents the smallest nonzero integer. Then, observe that

$$\tilde{\epsilon} = \tilde{\epsilon} + \tilde{\epsilon}^\prime \rightarrow B\tilde{\epsilon} = B(\tilde{\epsilon} + \tilde{\epsilon}^\prime) = \tilde{\eta} + \tilde{\eta} = \tilde{0} \mod 2 \ (15)$$

This means we can create a pair $(\tilde{\epsilon}, \tilde{0})$ for any measurement of the interaction vector $\tilde{\eta}$ we get. Because we can do Gaussian elimination in polynomial time with the system size, this means we can efficiently transform any measurement output to the $\tilde{\eta} = \tilde{0}$ interaction vector, and then use Eq. (14). This means that we can efficiently measure the order parameter $q(\alpha)$ on a quantum chip.

We note two distinctions between our setup and previous work on entanglement phase transitions in random quantum circuits. First, previous studies required a finite measurement rate throughout their circuits. For depth-$d$ circuits with $n$ qubits, this leads to $O(nd)$ measurements. In contrast, in our ensemble, measurements are only required at the output and are $O(n)$. This makes our setup simpler and may also reduce the effect of readout errors in practice. Second, our circuits only use CNOT gates (excluding the input) to encode the $p$-spin system. The “random” part of our ensemble is in the placement of these gates, as opposed to randomly sampling from the full Clifford gate set like in previous work. Despite these differences, our work captures the salient features of entanglement phase transitions, with the added advantage that the criticality in this case is exactly tractable.

In summary, by starting with a statistical mechanics system and embedding it into an ensemble of random Clifford circuits, we showed how our random quantum circuits display an entanglement phase transition with spin glass criticality. This quantum circuit ensemble is a physically relevant model, with connections to spin glasses and Boolean satisfiability problems. The numerical evidence we presented in-
dicates the presence of the same transition in more general circuit classes. Our work emphasizes the feasibility of detecting this phase transition on both current and future quantum processors. Our hope is to not only use quantum processors to study phase transitions in random quantum circuits, but as experimental platforms for studying spin glass physics.
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Supplemental Materials: Entanglement phase transition with spin glass criticality

I. EXHAUSTIVE ENUMERATION

To do the exhaustive enumeration for the random quantum input states, we begin by defining a random complex unit vector $|\psi\rangle$ of length $2^N$, and its corresponding probability vector $\vec{P}$, with

$$P_{\vec{x}} \equiv |\langle \vec{x} | \psi \rangle|^2,$$

where $|\vec{x}\rangle$ is the basis state $\vec{x}$ for our quantum state, and corresponds to one of the $2^N$ possible ground states we begin with.

For each interaction $a$, we calculate the probability that the state has an even or odd parity for $a$:

$$P_{\text{even}}(a) \equiv \sum_{\vec{x} : B_a \vec{x} = 0} P_{\vec{x}},$$

$$P_{\text{odd}}(a) \equiv \sum_{\vec{x} : B_a \vec{x} = 1} P_{\vec{x}},$$

where $B_a$ is the submatrix of $B$ with only the row defined by interaction $a$. Note the matrix equation indexing both sums uses binary arithmetic.

With $P_{\text{even}}$ and $P_{\text{odd}}$, we flip a biased coin with these probabilities to decide if we eliminate the ground states that are even or odd under interaction $a$. We eliminate the ground states by setting their probabilities to zero. We then renormalize our probability vector using the usual rule in quantum theory:

$$P_{\vec{x}} \leftarrow \frac{P_{\vec{x}}}{P_{\text{even/odd}}}.\quad (18)$$

We then sample $P_{\vec{x}}$ to get our configurations for Eq. (14). We do this for each value of $\alpha \in [0, 2]$, which produces the red curves in Fig. 3.

II. FINITE-SIZE SCALING

To get the critical exponent and threshold from the finite-size scaling, we used the same procedure of Refs. [9, 14, 25]. We will outline the key steps. We start with the scaling form:

$$\chi_S = f \left( (\alpha - \alpha_c) N^{1/\nu} \right).\quad (19)$$

The idea is to have all of the data from Fig. 2 collapse onto a similar curve $f$ for the correct choice of $\alpha_c$ and $\nu$. To do this, we minimize a cost function built from the data and associated error.

The data for this experiment comes in the form $(\alpha, \chi_S(\alpha), e(\alpha))$, where $e(\alpha)$ is the standard error of the mean for the data point. We transform this into:

$$(x_i, y_i, e_i) = \left( [\alpha - \alpha_c] N^{1/\nu}, \chi_S(\alpha), e(\alpha) \right).\quad (20)$$

We sort these triples by their $x$-values for the upcoming computation. Then, our cost function $C(\alpha_c, \nu)$ is:

$$C(\alpha_c, \nu) = \frac{1}{n-2} \sum_{i=2}^{n-1} w \left( x_i, y_i, e_i | x_{i-1}, y_{i-1}, e_{i-1}, x_{i+1}, y_{i+1}, e_{i+1} \right).\quad (21)$$

The quantity in the summation is:

$$w \left( x_i, y_i, e_i | x_{i-1}, y_{i-1}, e_{i-1}, x_{i+1}, y_{i+1}, e_{i+1} \right) = \left( \frac{y_i - \bar{y}}{\Delta (y_i - \bar{y})} \right)^2,$$

$$\bar{y} = \frac{(x_{i+1} - x_i) y_{i-1} - (x_{i-1} - x_i) y_{i+1}}{(x_{i+1} - x_{i-1})},$$

$$\Delta = \frac{y_{i+1} - y_{i-1}}{(x_{i+1} - x_{i-1})}.$$
FIG. 4. The cost function over a range of values of \( \alpha_c \) and \( \nu \). The black dot gives the minimum of the cost function, and the contour in grey is the region of uncertainty, given by \((1 + r) C_{\text{min}}(\alpha_c, \nu)\), with \( r = 0.5 \). Note how the minimum is in a deep basin, indicated by the scale of the colour bar. The optimal \( \alpha_c \) and \( \nu \) in the legend only reflect the resolution of the grid search. We used the range of \( \alpha_c \pm 0.05 \) for the data in Eq. (21) to compute \( C(\alpha_c, \nu) \).

\[
[\Delta (y_i - \bar{y})]^2 = \varepsilon_i^2 + \left( \frac{x_{i+1} - x_i}{x_{i+1} - x_{i-1}} \right)^2 e_{i-1}^2 + \left( \frac{x_{i-1} - x_i}{x_{i+1} - x_{i-1}} \right)^2 e_{i+1}^2.
\]  

(24)

The cost function \( C(\alpha_c, \nu) \) measures how far off each data point \( \bar{y}_i \) is from the linear interpolation \( \bar{y} \) between the previous point \( x_{i-1} \) and the next point \( x_{i+1} \) in the sorted sequence. This is why the \( x \)-values are sorted first, and why we exclude the first and last data points from Eq. (21). The uncertainty in Eq. (24) is a weighted sum of the error of the current point \( i \) as well as the error from the previous and next data points. If there are three identical \( x \)-values in a row, we skip over them in Eq. (21) (because Eqs. (23) and (24) will have a division by zero).

We propose the following to estimate our uncertainty: We plot a contour at the level \((1 + r) C_{\text{min}}(\alpha_c, \nu)\), where \( r \) is how large we look for deviations in the minimum value. For our work, we chose \( r = 0.5 \). Other choices are possible, and will grow or shrink the uncertainty accordingly. However, from Fig. 4 we can see that the minimum for the cost function resides in a deep basin, which suggests the values of \( \alpha_c \) and \( \nu \) we report are close to the true minimum. We take the uncertainty in \( \alpha_c \) to be half the distance between the maximum and minimum values of the horizontal axis along the contour, and the uncertainty in \( \nu \) to be half the distance between the maximum and minimum values of the vertical axis along the contour.

Doing so gives the following values for the critical point and critical exponent:

\[ \alpha_c = 0.9175 \pm 0.0006, \ \nu = 1.8 \pm 0.1. \]

(25)

These results agree with the criticality for the SAT-UNSAT transition in Ref. [17]. The authors showed the exponent \( \nu \) drifts from 1 to 2 as the system size increases (top inset of Fig. 3 in that work). Analytical work [26] on the critical exponents of general satisfiability problems showed that in the \( N \to \infty \) limit, the exponent should be \( \nu \geq 2 \). Our result is consistent with both.

Appendix A of Ref. [6] provides a second technique to find the uncertainty. Using this method (with at least three systems per iteration), we find \( \alpha_c = 0.917 \pm 0.002 \) and \( \nu = 1.9 \pm 0.3 \), which agree with analytical and numerical results on the spin glass transition [17, 26].