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\textbf{ABSTRACT}

Being able to reply with a related, fluent, and informative response is an indispensable requirement for building high-quality conversational agents. In order to generate better responses, some approaches have been proposed, such as feeding extra information by collecting large-scale datasets with human annotations, designing neural conversational models (NCMs) with complex architecture and loss functions, or filtering out untrustworthy samples based on a dialogue attribute, e.g., Relatedness or Genericness. In this paper, we follow the third research branch and present a data filtering method for open-domain dialogues, which identifies untrustworthy samples from training data with a quality measure that linearly combines seven dialogue attributes. The attribute weights are obtained via Bayesian Optimization (BayesOpt) that aims to optimize an objective function for dialogue generation iteratively on the validation set. Then we score training samples with the quality measure, sort them in descending order, and filter out those at the bottom. Furthermore, to accelerate the “filter-train-evaluate” iterations involved in BayesOpt on large-scale datasets, we propose a training framework that integrates maximum likelihood estimation (MLE) and negative training method (NEG). The training method updates parameters of a trained NCMs on two small sets with newly maintained and removed samples, respectively. Specifically, MLE is applied to maximize the log-likelihood of newly maintained samples, while NEG is used to minimize the log-likelihood of newly removed ones. Experimental results on two datasets show that our method can effectively identify untrustworthy samples, and NCMs trained on the filtered datasets achieve better performance.
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Table 1: Examples of untrustworthy samples from two open-domain dialogue datasets: OpenSubtitles (Case 1 and 2) and DailyDialog (Case 3). “c” and “r” represent context and response, respectively. “→” denotes the concatenation of consecutive utterances.

| Case | Context | Response |
|------|---------|----------|
| 1    | c       | A big nail should be put in your head. |
|      | r       | Who are they? (An unrelated response) |
| 2    | c       | We met yesterday. → Oh, you’re Thomas. → Yes. |
|      | r       | We haven’t met. (An inconsistent response) |
| 3    | c\textsubscript{1} | There! You can see a window there. |
|      | c\textsubscript{2} | It’s about an hour. |
|      | r       | You can buy a bus schedule in a news stand. |
|      | c\textsubscript{3} | I see. Thank you. (A generic response) |
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\section{INTRODUCTION}

With the availability of large-scale data, such as posts on social media or forums, scripts of movies or TV series, and datasets from collection or crowdsourcing [8, 16, 23], neural conversational models (NCMs) [44, 45] have developed rapidly and their performance has been improved steadily. Current NCMs are mainly trained on context-response pairs\textsuperscript{*} with maximum likelihood estimation (MLE). However, the generated responses may suffer from some notorious problems, such as being generic, inconsistent, or unrelated to the given contexts. Previous studies tried to solve these issues by feeding extra information, e.g., topics [25], sentence types [36], personas [19], emotions [43, 60], documents [30], multi-modal [46] or knowledge [17, 27, 55, 56, 61], augmenting the model itself [54, 59], or modifying the loss function [18].

In addition to the above mentioned approaches, some researchers pay attention to data filtering methods that remove untrustworthy training samples and further improve the performance of open-domain dialogue generation. Take Table 1 as an example. The response in Case 1 is unrelated to the given context, while the response in Case 2 is inconsistent to the previous utterances. In
Case 3, the response can be used to respond to three different contexts, and is considered as a generic response. When it comes to the question “how to identify untrustworthy samples?”, each work firstly defines a measure based on an individual dialogue attribute, including Coherence [54], Genericness [10], Relatedness and Connectivity [1]. Then samples with low (or high) scores are regarded as untrustworthy ones. However, due to the subjectivity and open-ended nature of human conversations, the quality of dialogue data varies greatly [7]. Moreover, it is hard to evaluate the dialogue quality just grounding on a single metric [28, 29, 32]. In general, a reasonable assessment should contain multiple aspects of attributes [38], such as the fluency and specificity of the response, the topical relatedness and factual consistency between the context and response, etc.

In this paper, we propose a data filtering method to identify untrustworthy samples in training data with the consideration of seven dialogue attributes. Instead of using these attributes in isolation, we gather them together to learn a measure of data quality based on Bayesian Optimization (BayesOpt) [6]. Specifically, the measure is a combination of seven attributes and the weights are learnt via BayesOpt. BayesOpt aims to iteratively find a group of weights that optimizes an objective function on the validation set for dialogue generation. After obtaining the optimal weights and calculating the measure score for each sample, we can filter out data with low scores and use the maintained (filtered) dataset to train an NCM. Nevertheless, simply applying BayesOpt for data filtering on large-scale dialogue datasets is inappropriate, since an iteration of “filter-train-evaluate” based on lots of samples is time-consuming. To accelerate the process, we design a training framework, named Diff-MLE-NEG, which combines maximum likelihood estimation (MLE) and negative training method (NEG) to accelerate the optimization iterations performed on large-scale datasets.

2 DATA FILTERING METHOD

In this section, we introduce our proposed data filtering method for open-domain dialogues in detail. We firstly give a description of the task, and then illustrate the Bayesian Optimization approach used for data filtering as well as the definitions of two important components, i.e., dialogue attributes and the objective function. Finally, we design a training method that combines maximum likelihood optimization (MLE) and negative training method (NEG) to accelerate the optimization iterations performed on large-scale datasets.

2.1 Task Definition

Given a dialogue corpus $X$ with $N$ pairs of context $c$ and response $r$, i.e., $X = \{(c_i, r_i)\}_{i=1}^N$, data filtering aims to remove untrustworthy utterance pairs from the training data, and further improve the performance of NCMs for dialogue generation [1].

To score each sample $(c, r)$ pair, we propose a measure $S$ as a linear combination of several dialogue attributes:

$$S = w^T \varphi(X),$$

where $\varphi(X) \in \mathbb{R}^{nx1}$ is the dialogue attributes further described in Section 2.3 for each training sample, $n$ is the number of attributes, and $w \in \mathbb{R}^{nx1}$ denotes the weights we want to obtain for these attributes. After each sample is scored according to the measure $S$, we consider pairs with low scores as untrustworthy samples and filter them out for the dialogue generation task. We define the objective function $J$ as the automatic evaluation metric for dialogue generation performed on the validation set. Then we convert the dialogue data filtering task into an optimization problem, and our goal is to define $\varphi(X)$ and find the weights $w$ that optimizes $J$.

2.2 Bayesian Optimization for Data Filtering

The defined measure $S$ is agnostic of the objective function $J$, thus we cannot apply gradient-based methods for optimization. Other search methods such as random search or grid search requires exponential traverses regarding the number of parameterization of $w$, which is time-consuming and not suitable for our task.

Inspired by Tsvetkov et al. [50] and Ruder and Plank [37], we use Bayesian Optimization [6] here, which is a framework used to globally optimize any black-box function [41]. Bayesian Optimization can be considered as a sequential approach to performing a regression from high-level model parameters (e.g., hidden state dimension, the number of layers in a neural network, or $w$ in our method) to the loss function or the objective function [50].

In general, given a black-box function $f : \mathbb{X} \rightarrow \mathbb{R}$, Bayesian Optimization tries to find an input $x^* = \arg \min_{x \in \mathbb{X}} f(x)$ that globally minimize $f$. To fulfill this, it requires a prior $p(f)$ over the function and an acquisition function $a_p(f) : \mathbb{X} \rightarrow \mathbb{R}$ that calculates the utility of any evaluation at any $x$. Bayesian Optimization then proceeds in an iterative manner. At iteration step $t$, (1) it obtains the most promising input $x_t \in \arg \max_{x \in \mathbb{X}} a_p(f)(x)$ via numerical optimization; (2) then, it evaluates the surrogate function $y_t = f(x_t) + N(0, \sigma^2)$ on input $x_t$, and adds the resulting data point $(x_t, y_t)$ to the set.
where $\varphi(NIDF)$ to measure word rareness:

$$\varphi(NIDF) = \frac{\text{IDF}(w) - \text{idf}_{\text{min}}}{\text{idf}_{\text{max}} - \text{idf}_{\text{min}}},$$

where $\text{IDF}(w) = \log \frac{N_r}{N_w}$, $N_r$ is the number of responses in the dataset, and $N_w$ is the number of responses that contain word $w$. $\text{idf}_{\text{min}}$ and $\text{idf}_{\text{max}}$ are the minimum and maximum IDFs, taken over all words in the vocabulary. Then, the specificity of a response $r$, $\text{Spec}(r)$, is the mean NIDF of all words in $r$.

Repetitiveness. Specificity cares more about inter-utterance difference, for intra-utterance diversity, we use Rept($r$) [7] to measure the repetitiveness of a response $r$:

$$\text{Rept}(r) = \frac{\sum_{i=1}^{n} I(w_i \in \{w_0, ..., w_{i-1}\})}{|r|},$$

where $I(\cdot)$ is an indicator function that takes the value 1 when $w_i \in \{w_0, ..., w_{i-1}\}$ is true and 0 otherwise. $|r|$ is the length of $r$.

Relatedness. Cosine similarity between the vectors of two utterances, $c^6$ and $r$, has been widely used to capture their topical relatedness [1, 54, 57]:

$$\text{Rel}(c, r) = \cos(v(c), v(r)),$$

where $v(\cdot)$ is the utterance embedding, and is computed as the weighted sum of word embeddings: $v(s) = \frac{1}{|s|} \sum_{w \in s} \text{NIDF}(w) e(w)$ [2], where $e(w)$ and $p(w)$ are the embedding and probability$^7$ of word $w$, respectively.

Continuity. A good open-domain conversational agent should be able to interact with users in more turns, that is, a response is also responsible to encourage the next utterance. Following Cai et al. [7], Cont($r, u$) is introduced as the cosine similarity between vectors of $r$ and the subsequent utterance $u$ with the same calculation as Relatedness.

Coherence. Coherence evaluates whether a response can be considered as an appropriate and natural reply to the context, and it is also described as Connectivity [1]. Coherence between $c$ and $r$ can be either measured as next sentence prediction [49] or conditional language modeling task [32]. With the support of large-scale pre-trained language models, e.g., GPT-2 [35], the latter one could be more reliable to capture the coherence between $c$ and $r$ after we further fine-tune GPT-2 on dialogue datasets. Following Pang et al. [32], Coh($c, r$) is defined as follows (ranging from 0 to 1):

$$\text{Coh}(c, r) = \frac{\text{max}(C_5, P_G(r|c) - C_5)}{C_5},$$

where $P_G$ represents the fine-tuned GPT-2 model, and $P_G(r|c) = \frac{1}{|c|} \sum_{t=1}^{n} \log P_G(r_t|r_{<t}, c)$. Since $P_G(r|c)$ is a negative unbounded number, a lower bound $C_5$ used to normalize Coherence is defined as 5th percentile of the score distribution. Please refer to Pang et al. [32] for more details.

Fluency. Fluency assesses the grammatical correctness and readability of an utterance. Similar to Coherence, the fluency score is computed as:

$$\text{Flu}(r) = \frac{\text{max}(F_5, P_G(r) - F_5)}{F_5},$$

where $P_G(r) = \frac{1}{|r|} \sum_{t=1}^{n} \log P_G(r_t|r_{<t})$, and $F_5$ denotes 5th percentile of the score distribution.

**Consistency.** Factual consistency is also an important attribute for a dialogue, and there should not be logic contradictions. Natural Language Inference (NLI) [5] tries to map a sentence pair to an entailment category including "Entailment", "Neutral", and "Contradiction" (abbreviated as "Contra" below). Besides, it has been used in dialogue systems to measure the logic consistency [32, 48, 53].

---

$^6$For contexts with multiple utterances, we concatenate them into a long string.

$^7$Probability is calculated based on the maximum likelihood estimation on the training data.
We apply the pre-trained model RoBERTa\(^6\) while the undesirable samples are defined as newly removed ones. As we can see in Figure 1, in each iteration of Bayesian Optimization, we leave applying these metrics as \(J\) are computed by Bayesian Optimization based on likelihood estimation (MLE) and negative training method (NEG) \(^{15}\). For the latter one, please refer to Cai et al. \(^{7}\) for more details. For simplicity, we denote these two types of \(J\) as “+ppl” and “-metric”, respectively. Some automatic metrics \(\{28, 29, 32, 47, 49, 58\}\) that correlate more with human judgment have been proposed recently, even to sort training samples properly.

### 2.4 Training Acceleration

As we can see in Figure 1, in each iteration of Bayesian Optimization, we need to repeat filtering, training and evaluation. Since the maintained dataset \(\hat{M}_t\) is still large, training an NCM with it is extremely time-consuming. To accelerate the process, we design a training method, Diff-MLE-NEG, which combines maximum likelihood estimation (MLE) and negative training method (NEG) \(^{15}\) together.

Following He and Glass \(^{15}\), MLE is used to maximize the log-likelihood of desirable samples, while NEG aims to minimize the log-likelihood of undesirable ones. Here the desirable samples are defined as newly maintained ones in iteration \(t\), i.e., \(\hat{M}_t = M_t - M_0\), while the undesirable samples are defined as newly removed ones in iteration \(t\), i.e., \(\hat{R}_t = R_t - R_0\), which is illustrated in Figure 2\(^{10}\). \(M_0\) and \(R_0\) are obtained by randomly removing bottom \(n\%\) samples in \(X\). An NCM is trained to convergence with \(M_0\) at first, and then Diff-MLE-NEG (shown in Algorithm 1) updates the model parameter \(\theta\) on \(\{M_t\}_{t=1}^k\) and \(\{R_t\}_{t=1}^k\) iteratively, where \(k\) is the number of optimization iterations.

![Figure 2: Illustration of the training acceleration process.](Image)

**Figure 2:** Illustration of the training acceleration process. \(M_0\) and \(R_0\) are obtained by randomly removing bottom \(n\%\) samples in \(X\). An NCM is trained on \(M_0\) to convergence, and evaluated on the validation set to get \(J_0\). The maintained sample sets \(\{M_t\}_{t=1}^k\) and removed sample sets \(\{R_t\}_{t=1}^k\) are the outputs of “score-sort-filter” process, where the weights \(w_t\) in measure score \(S\) are computed by Bayesian Optimization based on \(J_{t-1}\). The newly maintained sample sets \(\{\hat{M}_t\}_{t=1}^k\) are the difference sets of \(\{M_t\}_{t=1}^k\) and \(M_0\), respectively. The newly removed sample sets \(\{\hat{R}_t\}_{t=1}^k\) are the difference sets of \(\{R_t\}_{t=1}^k\) and \(R_0\), respectively. \(k\) is the iteration number of Bayesian Optimization.

We aim at answering the following research questions:

\[\text{(RQ1): What is the performance of our approach on automatic and human evaluations? Does our model outperform other comparable methods?}\]

\[\text{(RQ2): Is our method able to identify untrustworthy samples, and even to sort training samples properly?}\]

\[\text{(RQ3): Does our data filtering method improve the generation quality and generate better response?}\]

\[\text{(RQ4): What are the relations among chosen attributes? Are they reasonable to be included in measure } S?\]

---

\(^{6}\)We use RoBERTa released by Huggingface: https://huggingface.co/roberta-large-mnli.

\(^{9}\)Bayesian Optimization needs to minimize \(J\), but most metrics we used for evaluating dialogue generation should be larger when indicating a better response.

\(^{10}\)We use the difference set of \(M_t\) (or \(R_t\)) and \(M_0\) (or \(R_0\)), rather than \(M_t\) (or \(R_t\)) and \(M_{t-1}\) (or \(R_{t-1}\)) (the difference set of two consecutive iterations), to achieve a stable update process.
We employ a 2-layer bidirectional GRU \[9\] as the encoder and a
also compare our method with an entropy-based filtering ap-
What is the difference between using only one attribute and our
Table 2: Statistics of two experimental datasets, OpenSubti-
(size of latent variable for GVT equals to 300. The word embedding is
unidirectional one as the decoder for S2S and CVAE. The hidden
experiments, we apply IDENTITY-BOTH training data for promoting less-safe response generation. In our
proach \[10\], which aims to remove generic utterances from the
• S2S \[3\]: a sequence-to-sequence model with cross-attention
• CVAE \[59\]: a conditional variational auto-encoder model
• TRS \[51\]: the Transformer model, which is an encoder-decoder
• GVT \[22\]: a Transformer model with a global latent variable.
We also compare our method with an entropy-based filtering ap-
approach \[10\], which aims to remove generic utterances from the
training data for promoting less-safe response generation. In our
experiments, we apply IDENTITY-BOTH\[12\] method of Csáky et al.
and denote it as “Ent” to show the results.

3.4 Implementation Details
We employ a 2-layer bidirectional GRU \[9\] as the encoder and a
unidirectional one as the decoder for S2S and CVAE. The hidden
size is set to 300, and the size of latent variable is set to 64 for CVAE.
For TRS and GVT, the hidden size, number of attention heads and
number of hidden layers are set to 300, 2, and 2, respectively. The
size of latent variable for GVT equals to 300. The word embedding is
initialized with the 300-dimensional pre-trained GloVe embeddings
\[34\] for both encoder and decoder. KL annealing and the BOW loss are applied as in Zhao et al. \[59\]. \(k\), the number of Bayesian Optimization iteration, is set to 100. The proportion (\(\%\)) of training samples we need to filter out is 26% and 12% for OpenSubtitles and DailyDialog, respectively.\[13\] In the test time, we use greedy decoding strategy for all models. Each model is trained on two kinds of datasets: the original dataset and the filtered dataset obtained from our data filtering method, keeping other configurations the same. To restrict the NEG training method and avoid the loss being too large, we utilize gradient penalty following Gulrajani et al. \[14\]. All the models are implemented with Pytorch\[14\] and are trained on four Titan Xp GPUs.

3.5 Evaluation Measures
We use both automatic metrics and human judgement for evaluation in our experiments.

Automatic Metrics. We adopt several automatic metrics in existing work to measure the performance of dialogue generation models, including: (1) BLEU \[33\] measures how much a generated response containing n-gram overlaps with the ground-truth response\[15\]. (2) Perplexity \[39\] measures the high-level general quality of the generation model, and usually a relatively lower Perplexity value indicates a more fluent response. (3) Distinct \[18\] measures the degree of diversity. Specifically, we leverage Dist-1/2/3 \[13\] to compute the average of distinct values within each generated response. (4) Embedding-based metrics \[24,40,54\] contain three metrics to compute the word embedding similarity between the generated response and the ground truth \[24\]: 1. Greedy: greedily matching words in two utterances based on the cosine similarities between their embeddings; 2. Average: cosine similarity between the averaged word embeddings in the two utterances; 3. Extrema: cosine similarity between the largest extreme values among the word embeddings in the two utterances\[16\]. Inspired by Xu et al. \[54\], we use Coherence to calculate the cosine distance of two semantic vectors of a context and the generated response\[17\]. We use GloVe vectors pre-trained on Twitter as the word embeddings \[34\].

Human Evaluation. A human evaluation is also conducted to validate the effectiveness of our proposed method. Firstly, we randomly sample 100 contexts from the test set and get the generated responses of NCs trained on either filtered dataset or original dataset. Next, we send pairs of the context and generated response to three professional annotators without orders. Annotators are then required to evaluate among “Win” (response \(r_1\) is better), “Loss” (response \(r_2\) is better) and “Tie” (they are equally good or bad) independently, considering four aspects: Relatedness, Consistency, Fluency and Informativeness. Relatedness evaluates whether the generated responses are relevant on topic with its contexts; Consistency measures whether the generated responses contain factual contradictions with respect to its contexts; Fluency assesses the

\(\text{RQ5}: \text{Where does the improvements of our method come from? What is the difference between using only one attribute and our proposed measure } S?\)

\(\text{RQ6}: \text{How does Bayesian Optimization work in this method?}\)
grammatical correctness and readability of the generated responses; Informativeness indicates whether the generated responses are informative and not generic. The result on each sample is determined by majority voting. Finally, we calculate the percentage of samples where an NCM trained on filtered or original dataset generates the better response and where an NCM performs similarly on filtered and original datasets.

### 4 EXPERIMENTAL RESULTS

In this section, we demonstrate our experimental results on two datasets: OpenSubtitles and DailyDialog, including automatic evaluation results, human evaluation results, and case study on data filtering and dialogue generation.

#### 4.1 Automatic Evaluation Results (RQ1)

We list the results of automatic evaluation on both the OpenSubtitles and DailyDialog datasets in Table 3 and 4, respectively. From the results, we have three main observations.

First, compared with training on original datasets, our data filtering method can not only bring improvements for all the four NCMs on almost all the evaluation metrics (t-test, p-value < 0.05), but also achieve competitive performance across two datasets. This also affirms the generalization ability of our proposed method.

Second, when it comes to the comparison between our method and a comparable data filtering approach (“Ent”) [10], our method can also achieve better performance. The work of Csáky et al. [10] aims to solve the “general response” problem and generate more
Table 5: Results of human evaluation on two datasets: (1) OpenSubtitles and (2) DailyDialog. Tests are conducted pairwise between the responses generated by NCMs that are trained on filtered and original datasets. Agreements to measure the consistency among three annotators are calculated with the Fleiss’ kappa [11].

| Filtered vs. Original | Win | Loss | Tie | Kappa |
|-----------------------|-----|------|-----|-------|
| S2S                   | 43% | 15%  | 42% | 0.514 |
| CVAE                  | 48% | 7%   | 45% | 0.493 |
| TRS                   | 52% | 8%   | 40% | 0.596 |
| GVT                   | 47% | 10%  | 43% | 0.565 |

Table 6: Case study on Data Filtering on two datasets: (1) OpenSubtitles and (2) DailyDialog. “S” is the value calculated by Equation 1 to score each training sample.

| Context | Response | S   |
|---------|----------|-----|
| 1       | Get on with it. | -1.2063 |
| 2       | Does he roll? → Does he talk in his sleep? → I don’t know. | 0.0010 |
| 3       | Well, what do you want me to do? | 0.0748 |
| 4       | What? → The favorite flower for your bouquet. → Oh, well! | 1.6667 |
| 5       | You can get it from the student business office. | -0.6359 |
| 6       | That’s all right. I understand. | -0.4400 |
| 7       | I’m feeling hungry. | 0.7346 |
| 8       | How many rooms are there? | 0.9264 |

Table 7: Case Study on Dialogue Generation with TRS on two datasets: (1) OpenSubtitles and (2) DailyDialog. “-O” and “-F” denote responses generated by a TRS model that is trained on the original datasets and filtered datasets, respectively.

| Context | Response-O | Response-F |
|---------|------------|------------|
| 1       | Where were you? → On the toilet. | I’m not going to get it. | I was just trying to get you. |
| 2       | She’s in shock! Okay? | She’s a good idea. | I’m sorry about that. |
| 3       | They’re changing the guard over. | They’re not going to be a good idea. | Then they’re not going to be here. |
| 4       | I totally need my board. I gotta go find it. | I’m not going to get it. | OK, I’ll see you later. |
| 5       | So, Paula, where are you from? | I’m in the middle of the city. | I’m from Beijing. |
| 6       | Hey man, you wanna buy some weed? | I’m sorry. I don’t know what to do. | I’m sorry. I’m going to buy a new car. |
| 7       | I have a terrible headache. | I’m sorry, Sir. | I’m sorry to hear that. |
| 8       | Excuse me, may I help you? | Yes, I’d like to buy a new one. | Yes, I’d like to book a book. |

diverse responses in open-domain conversations. Therefore, the higher Diversity scores, i.e., Dist-1/2/3 and Intra-1/2/3, further reflect the effectiveness of our proposed method.

Third, we also notice that the absolute improvement of Dist-1/2/3 value on OpenSubtitles is large (e.g., up to 0.12%/0.62%/1.32% based on the TRS model), but for DailyDialog, the improvement is relatively small. We conjecture that OpenSubtitles benefits more from the data filtering method than DailyDialog, as DailyDialog is manually-collected and many samples of it are in high quality, while OpenSubtitles is more complex and contains a larger amount of low-quality samples.

4.2 Human Evaluation Results (RQ1)
We also conduct pairwise human evaluation to confirm the improvement of our method, and the results on two datasets are shown in Table 5.

We observe that training on filtered datasets outperforms training on original datasets for all the four NCMs as the percentage of “Win” is much larger than that of “Loss”. The kappa scores indicate that the annotators came to a moderate agreement in the judgment. Meanwhile, as the DailyDialog dataset contains less low-quality training samples, the percentage of “Tie” is also high, showing that training on original or filtered dataset has similar performance. The human evaluation here is based on the overall sample quality, and we leave the fine-grained comparisons for the future work.

4.3 Case Study on Data Filtering (RQ2)
To better understand whether our method can identify untrustworthy samples, and even sort training samples based on data quality, we conduct some case studies on both OpenSubtitles and DailyDialog datasets.

As shown in Table 6, we can see that cases with repetitive words, unrelated contents, or generic expressions, named as untrustworthy samples in our work, are scored with low S scores. In contrast, informative and related cases are likely to have high S scores. The results here are correlated with human judgement, which indicates the
We conduct some further analyses to validate the effectiveness of correlations of any two attributes inspired by Cai et al. [7]. Table 8 illustrates that these attributes, in general, do not show strong correlations with each other. However, “I’m not going to get it” is irrelevant to the context, especially with a strange “it” that confuses people a lot.

### 4.4 Case Study on Dialogue Generation (RQ3)

The ultimate goal of our work is to improve the open-domain dialogue generation with data filtering method. To further check the performance of NCMs trained on filtered datasets, we show some responses generated by the TRS model on both OpenSubtitles and DailyDialog datasets in Table 7.

“Response-O” and “Response-F” denote responses generated by a TRS model that is trained on original datasets and filtered datasets, respectively. In general, responses under “Response-F” are more informative and related to the corresponding contexts. Take Case 1 as an example. The context contains a question “Where were you?”, and the response is “I was just trying to get you”. The past tenses and contents in these two utterances make them highly coherent with each other. However, “I’m not going to get it” is irrelevant to the context, especially with a strange “it” that confuses people a lot.

## 5 FURTHER ANALYSIS

### 5.1 Correlation among Attributes (RQ4)

Seven dialogue attributes are combined together when we define \( \varphi(X) \) in Section 2.3. To show their relations, we calculate the Kendall \( \tau \) correlations of any two attributes inspired by Cai et al. [7]. Table 8 illustrates the results on OpenSubtitles.

We see that the maximum absolute value of correlations is 0.451 between Specificity and Fluency, and other correlation values are around 0.1. This demonstrates that these attributes, in general, do not show strong correlations with each other. At the same time, it partially validates that dialogue quality is reflected in multiple facets. Besides, the negative correlation of Specificity and Fluency is also consistent with people’s cognition, as a generic response has a higher probability to be fluent.

### 5.2 Single vs. Multiple Attributes (RQ5)

To gain some insights into the effects of seven dialogue attributes on our proposed filtering method, we conduct the ablation study using TRS by only exploiting a single attribute as the measure to score each training sample. Table 9 reports the results on OpenSubtitles.

We observe that data filtering can lead to better performance, even with only one attribute. When applying the measure \( S \) that combines seven attributes, the performance is the best on most of automatic metrics, including Perplexity, Diversity metrics, and Embedding-based metrics representing fluency, diversity, and relatedness, respectively.

### 5.3 \( J \)-value Curves of Optimization (RQ6)

To get some intuitive feelings of the optimization procedure, Figure 3 shows the “metric” value, the sum of 13 open-domain automatic metrics, for model TRS on OpenSubtitles. The red line denotes the hypothesis space exploration of Bayesian Optimization for the “metric” value, while the blue line displays the overall best value on the validation set.

We find that Bayesian Optimization here results in a large explored space (more variance), and the “metric” value keeps increasing as the iteration continues. This plot can not only illustrate the optimization produce, but also implicitly validate the effectiveness of DIFF-MLE-NEG, as Bayesian Optimization can work normally.

## 6 RELATED WORK

Our work is related to two research branches: Data Filtering for Noisy Corpora, and Metrics for Automatic Dialogue Evaluation.

### 6.1 Data Filtering for Noisy Corpora.

To better utilize noisy dialogue corpora, model- and data-based approaches have been proposed. The former one use models to handle noise during the training process. Shang et al. [42] integrated a calibration network into a generation network. The calibration network is trained to measure the quality of the context-response pairs, and the generation network takes the scores produced by the calibration network to weight the training samples, such that the high-quality samples have more impacts on the generation model while the low-quality ones are less influential. The latter one aims to improve the data quality by pre-processing before feeding it into a model. Xu et al. [54] introduced Coherence with cosine similarity to measure the semantic relationship between contexts and responses, and then filtered out pairs with low coherence score. Csáky et al. [10] used entropy to find out the most generic contexts or responses, and then filtered out pairs with high entropy. Akama et al. [1] defined Connectivity (C) and Relatedness (R) with

Bayesian Optimization aims to minimize “metric” value, while here we plot the increase of “metric” value. 

---

**Table 8: Kendall \( \tau \) correlations among dialogue attributes on OpenSubtitles.** This table illustrates that these attributes, in general, do not show strong correlations with each other.

| Opponent                | Kendall | Opponent            | Kendall | Opponent                | Kendall |
|-------------------------|---------|---------------------|---------|-------------------------|---------|
| Specificity vs. Repetitiveness | 0.039   | Specificity vs. Relatedness | -0.044  | Specificity vs. Continuity | -0.057  |
| Specificity vs. Coherence   | -0.333  | Specificity vs. Fluency   | -0.451  | Specificity vs. Consistency | 0.005   |
| Repetitiveness vs. Relatedness | 0.011   | Repetitiveness vs. Continuity | 0.011   | Repetitiveness vs. Coherence | -0.274  |
| Repetitiveness vs. Fluency   | 0.011   | Repetitiveness vs. Consistency | 0.025   | Relatedness vs. Continuity | 0.102   |
| Relatedness vs. Coherence   | 0.104   | Relatedness vs. Fluency   | 0.005   | Relatedness vs. Consistency | 0.090   |
| Continuity vs. Coherence   | 0.047   | Continuity vs. Fluency   | 0.027   | Continuity vs. Consistency | 0.035   |
| Coherence vs. Fluency      | 0.281   | Coherence vs. Consistency | -0.002  | Fluency vs. Consistency   | 0.009   |
Table 9: Ablation Study on OpenSubtitles with TRS. "None" and "S" denote training on original dataset and filtered dataset with our proposed method, respectively. Others lines represent training on the dataset filtered by a single dialogue attribute. Average, Greedy, Extrema, and Coherence are abbreviated as Avg., Gre., Ext., and Coh., respectively. This table shows that data filtering can lead to better performance, even with only one attribute. When applying the measure $S$ that combines seven attributes, the performance is the best on most of automatic metrics.

| Filtered by | BLEU | Perplexity | Dist-1 | Dist-2 | Dist-3 | Intra-1 | Intra-2 | Intra-3 | Avg. | Gre. | Ext. | Coh. |
|-------------|------|------------|--------|--------|--------|---------|---------|---------|------|------|------|------|
| None        | 0.46 | 48.98      | 0.05   | 0.16   | 0.27   | 99.03   | 99.58   | 99.72   | 87.57 | 73.81 | 52.67 | 91.07 |
| Specificity | 0.42 | 51.65      | 0.05   | 0.15   | 0.27   | 98.33   | 99.31   | 98.91   | 87.97 | 73.84 | 50.98 | 91.50 |
| Repetitiveness | 0.61 | 47.24      | 0.09   | 0.34   | 0.63   | 99.26   | 99.76   | 99.86   | 86.00 | 72.30 | 50.47 | 90.28 |
| Relatedness | 0.55 | 47.48      | 0.08   | 0.27   | 0.51   | 92.15   | 94.81   | 97.16   | 86.01 | 72.41 | 51.21 | 90.37 |
| Continuity  | 0.83 | 47.12      | 0.09   | 0.36   | 0.69   | 97.80   | 98.55   | 98.90   | 87.34 | 74.15 | 53.31 | 91.34 |
| Coherence   | 0.65 | 47.07      | 0.11   | 0.46   | 0.93   | 97.79   | 98.91   | 99.35   | 86.58 | 73.29 | 51.92 | 91.37 |
| Fluency     | 0.68 | 47.16      | 0.12   | 0.51   | 1.08   | 98.16   | 98.81   | 99.01   | 85.34 | 73.01 | 52.97 | 89.70 |
| Consistency | 0.71 | 47.18      | 0.11   | 0.47   | 0.93   | 97.77   | 98.69   | 98.92   | 86.33 | 72.79 | 50.90 | 91.20 |

$S$ | 0.80 | 46.06 | 0.17 | 0.78 | 1.70 | 98.57 | 99.61 | 99.76 | 86.00 | 74.40 | 53.57 | 91.55 |

Figure 3: $J$-value curves of Bayesian Optimization on the validation set. The red line denotes the hypothesis space exploration of Bayesian Optimization for the “metric” value, while the blue line displays the overall best value on the validation set. We find that Bayesian Optimization results in a large explored space (more variance), and the “metric” value keeps increasing as the iteration continues.

normalized pointwise mutual information [4] and cosine similarity to remove noisy pairs with low C+R score. Li et al. [20] proposed an iteration-based way to distill data, which operates as: a neural sequence-to-sequence (S2S) model is first trained and used to generate responses to inputs in a dataset. Then a list of the most common responses is constructed, and training samples with outputs that are semantically close to these common responses are removed. As the process iterates, responses that are generic are gradually distilled, and the trained models gradually increase in specificity.

The differences between our method and the above listed ones are: (1) The proposed measure $S$ does not rely on only one or two attributes, it integrates seven dialogue attributes to estimate the quality of dialogue samples. (2) We frame the dialogue data filtering task as an optimization problem, and use Bayesian Optimization to find the optimal weights in the linear combination of $S$.

6.2 Metrics for Automatic Dialogue Evaluation.

The evaluation of open-domain dialogue generation generally consists of both automatic metrics and human judgement. Since human evaluation has high variance, high cost, and is difficult to replicate, some researchers aim to propose automatic metrics that correlate more with human intuition for this task. Dialogue quality is inherently multi-faceted [7, 38, 52], including fluency, coherence, diversity, consistency, etc. Inspired by the automatic evaluation conducted in other fields, referenced automatic metrics are applied [12, 33, 49]. Recently, unreferenced metrics are also proposed to assess different dialogue attributes, such as Distinct [18], Entropy [32], MAUDE [47], USR [29], and FED [28]. The last three ones also rely on pre-trained language models, and have higher correlation with human judgement. However, compared with some simple metrics, these new metrics are not widely used and thoroughly accepted by this community.

Our work does not aim to propose a new automatic metric for open-domain dialogue generation, we only utilize some of them to help define the measure $S$ or objective function $J$. In addition to the options we choose in Section 2.3, other metrics like FED can also be used to compute $S$ or $J$, and we leave this for the future work.

7 CONCLUSION AND FUTURE WORK

In this paper, we present a data filtering method for open-domain dialogues, which aims to identify untrustworthy training samples with a quality measure that linearly combines seven dialogue attributes. The attribute weights are obtained via Bayesian Optimization. Besides, to accelerate the optimization iterations on large-scale datasets, we propose a training method that integrates the maximum likelihood estimation (MLE) and negative training method (NEG). Experimental results on two widely-used datasets show that our method can effectively identify untrustworthy samples, and NCMs trained on the filtered datasets can further generate fluent, related, and informative responses. In the future, we will try to utilize some newly proposed automatic metrics for open-domain dialogue generation, and combine them in the definition of the quality measure and the choice of the objective function.
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