Two-photon sideband transition in a driven quantum Rabi model: Quantitative discussions with derived longitudinal drives and beyond the rotating wave approximation
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In this work, we analytically and numerically study the sideband transition dynamics of the driven quantum Rabi model (QRM). We focus in particular on the conditions when the external transverse drive fields induce first-order sideband transitions. Inducing sideband transitions between two different systems is an essential technique for various physical models, including the QRM. However, despite its importance, a precise analytical study has not been reported yet that successfully explains the sideband transition rates in a driven QRM applicable for all system parameter configurations. In our study, we analytically derive the sideband transition rates based on second-order perturbation theory, not relying on the rotating wave approximation (RWA) [1]. Our formula are valid for all ranges of drive frequencies and system’s parameters. Our analytical derived formula agrees well with the numerical results in a regime of moderate drive amplitudes. Interestingly, we have found a non-trivial longitudinal drive effect derived from the transverse drive Hamiltonian. This accounts for significant corrections to the sideband transition rates that are expected without considering the derived longitudinal effect. Using this approach, one can precisely estimate the sideband transition rates in the QRM not confining themselves within specific parameter regimes. This provides important contributions for understanding experiments described by the driven QRM.

I. INTRODUCTION

The quantum Rabi model (QRM) [2] constitutes the essence of the light-matter interactions at the quantum level. It specifically describes the interaction between a two-level system (qubit) and a single cavity mode. The QRM has been extensively studied both for fundamental interest and for applications in quantum information processing. In addition, the QRM can describe many systems. It was originally formulated to mathematically describe cavity quantum electrodynamics (QED), and study the interaction between a trapped atom and cavity mode. Beyond atomic physics, it can also be extended to any other systems that have an analogy with the cavity-QED, such as quantum-dots in microcavities and various types of qubits that are transversely coupled to superconducting cavities. Moreover, the extended versions of the QRM have been widely investigated [3–5].

The question of how to implement in-situ tuneable state transfer between the qubit and cavity mode (sideband transitions) is an important aspect of studying the QRM. In particular, it is crucial for quantum gate operation using qubits and can be employed for quantum state engineering of the cavity. There are several ways to achieve this. One approach is to suddenly switch the transition frequency of the qubit (ωq). If the qubit is initially far-off resonant from the cavity transition frequency (|ωq − ωc| ≫ 1), then we consider the qubit to be isolated and they are effectively uncoupled. However, if the qubit’s transition frequency jumps from ωq to ωc, then the qubit and cavity become resonant and coherent state transfer begins. Consequently, by shifting the ωq, we can turn the interaction between the qubit and the cavity on and off. The other approach is to parametrically modulate the qubit’s transition frequency. Sideband transitions between the qubit and cavity occur when the modulation frequency ωm satisfies the matching conditions ωm = |ωq ± kωc|, k is integer).

These approaches require that the frequency of the qubit should be tuneable over short time scales. This is technically feasible if one employs superconducting qubits with SQUID loops and on-chip magnetic flux lines. The sudden frequency switch was realized in [6], where the authors create Fock states in a superconducting cavity. Inducing the first-order sideband transitions by flux modulation was proposed in [7] and was experimentally implemented in [8].

In all cases, the systems can be modeled by the QRM. Although these cases successfully demonstrate the state transfer from the qubit to the cavity, introducing tuneability into the qubit’s transition frequency leads to another side-effect: pure dephasing induced by external noise. For example, when the tuneability relies on the magnetic flux through the squid loops, then the magnetic field noise into the loops accounts for the qubit’s pure dephasing.

One can also induce the sideband transitions without any frequency tuneability of the qubit and cavity by applying the external transverse drive at the proper frequencies. This scheme is implementable with a fixed frequency qubit. Therefore, the system is insensitive to the external noise and the qubit’s dephasing rate is only limited by the qubit’s decay rate [9]. For the first-order sideband transition in the QRM, which is typically the most attractive type, the transition is unfortunately dipole forbidden and therefore only a two (or any higher even number) photon drive can induce the transition. This complicates the analytical solution for the transition rates because we cannot capture the transitions simply by first-order perturbation theory.
In this paper, we perform a quantitative study of the first-order sideband transition in the QRM induced by two-photon transverse drive fields. We analytically derive the transition rates based on perturbative calculation up to second order without relying on the rotating wave approximations in the Hamiltonian. We specifically investigate the parameter regimes that are familiar in circuit quantum electrodynamics (QED) experiments. In circuit QED, the frequency matching condition for sideband transitions often requires drive parameters that are beyond the rotating wave approximation (RWA) [10], and therefore one should not rely on the RWA in the analytical derivation of the transition rates. Moreover, under the transverse drive field, the qubit’s frequency should be modulating at the lab frame, which effectively amounts to the longitudinal drive. This effect was typically neglected although it also can induce the sideband transitions.

Whereas a number of studies have examined how the external transverse drive fields affect the qubits or similar systems beyond the RWA [11–15], and there are a few studies have quantitatively discuss the sideband transition rates between the qubits and cavities [10, 16–20], a satisfactory quantitative study beyond the RWA regime and considering the derived longitudinal drive effect has not yet been reported. To our best knowledge, the initial attempt to analytically derive the two-photon sideband transition rates in the QRM given in [16]. In that study, a charge qubit device dispersively coupled to the cavity was modeled by the QRM. However, the analytically derived transition rates are a factor of four smaller than the simulation results. In our work, we found that the RWA significantly distorts the calculated sideband transition rates for some system parameters. We also investigate if the transverse drive field accounts for a derived longitudinal drive effect, which also significantly contributes to the total sideband transition rates. Our analytical predictions of the frequency matching conditions and sideband transition rates are well consistent with the numerical results when we have moderate drive amplitudes. Although our analytical model fails to explain the sideband transition rates as the drive strength becomes comparable to the detuning between the qubit and drive, it nonetheless yields more precise predictions than the model relying on the RWA.

This paper is organized as follows. In Sec. II, we analytically derive the expected matching frequencies and sideband transition rates based on the perturbative theory up to second-order. A description of the numerical simulation performed in this study is given in Sec. A 2. We compare the analytical and numerical calculation results in Sec. III with extensive parameter scanning. We also discuss the validity and limitation of our theory in this section. Finally, we conclude our paper in Sec. IV.

FIG. 1. Descriptions of the first order red and blue sideband transitions in quantum Rabi model (QRM). The arrows indicate the external drives that satisfy the matching conditions for red and blue sideband transitions (red and blue arrow, respectively). A two-photon drive is required because the first order sideband transitions in QRM are dipole forbidden. (a) Single frequency (monochromatic) drive. (b) Two-frequency (bi-chromatic) drive. $|gn\rangle$ and $|en\rangle$ (corresponding to dashed lines) represent the dressed states of the system. The black arrows indicate the frequency shifts induced by the external drive fields and the qubit-cavity bare coupling $g$. The bare states are depicted by solid lines.

II. THEORETICAL DESCRIPTION

In this section, we derive an analytical formula to predict the matching frequencies and sideband transition rates. We investigate two possible schemes for the first order two-photon sideband transitions in the QRM, as shown in Fig. 1. The possible scheme for the first order sideband transitions is described in Fig. 1(a), where the drive field has only a single frequency component $\omega_d$ (monochromatic drive). The downside of this approach is that there is no flexibility in choosing the drive frequency for the given qubit and resonator frequencies. When using two different drive frequencies (i.e., a bi-chromatic drive), we can have more flexibility in choosing the drive frequencies. Fig. 1(b) describes the bi-chromatic drive case. One drive frequency is close to the resonator ($\omega_{d,c}$, which is called a resonator friendly drive in this paper), and the other is close to the qubit ($\omega_{d,q}$, qubit friendly). The solid line and dashed lines refer to the bare and dressed energy states of the QRM, respectively.

A. Schrieffer-Wolff transformation

The transversely driven QRM Hamiltonian reads,

$$\hat{H} = \frac{\omega_d}{2} \hat{\sigma}_z + \omega_c \hat{a}^{\dagger} \hat{a} + g (\hat{a}^{\dagger} + \hat{a}) \hat{\sigma}_x + \hat{H}_{\text{QRM}} + \sum_i \Omega_d^{(i)} \hat{x}_i \cos (\omega_d^{(i)} t).$$

(1)

Here, $\hat{\sigma}_{z,x}$ is the $z$ and $x$ components of the Pauli operators, and $\hat{a}$ is the cavity field operator. $\omega_{q,c}$ are angular
The main purpose of the transformation $\hat{U}$ is to eliminate the $\hat{H}_{\text{drive}}$, the largest off-diagonal element in $\hat{H}'$. We need to choose proper $\beta$ such that $\hat{H}_{\text{drive}} + \hat{H}_1 = 0$. $H_2$ accounts for the qubit’s frequency shifts and modulations. $H_{\text{sb}}$ is related with the sideband transitions. $H_2$ is derived longitudinal coupling between the qubit and cavity. $H_3$ is derived transverse drive. Both $H_2$ and $H_3$ are irrelevant to the sideband transition rates. We neglect the third and higher order terms of $\beta$ in the derivation.

For time-periodical transverse drive, $\beta$ typically takes a form of $\sum \xi(t) e^{i \omega_d t} + \sum \zeta(t) e^{-i \omega_d t}$, and here $\xi(t)$ and $\zeta(t)$ are time-independent values that we need to find to diagonalize the Hamiltonian. Consequently, we can always find the terms corresponding to the qubit’s frequency modulation in $H_2$. It is intriguing to point out that we obtain the longitudinal drive effect although we start with only the transverse drive fields. We call this derived longitudinal drive in this paper. The effect of these derived frequency modulation in sideband transition rates was neglected in many previous works [10, 16–20]. In this study, however, we will prove that these effects significantly contribute to the sideband transition rates.

### B. Monochromatic drive

In this case, we have a drive Hamiltonian $\hat{H}_{\text{drive}} = 2\epsilon_d e^{i \omega_d t} \hat{\sigma}_x$. For this, the proper $\beta$ is given by,

$$\beta = \frac{\epsilon_d}{\Delta} e^{i \omega_d t} + \frac{\epsilon_d}{\Delta} e^{-i \omega_d t}.$$  

(6)
Here, $\Delta$ and $\Sigma$ are $\omega_q - \omega_d$ and $\omega_q + \omega_d$ respectively. With this $\beta$, $\hat{H}_{\text{drive}} + \hat{H}_1 = 0$ satisfies. For $\hat{H}_2$, we obtain,

$$\hat{H}_2 = \hat{\sigma}_z \left[ \frac{\epsilon_d^2}{\Delta} + \frac{\epsilon_c^2}{\Sigma} \right] \left( 1 + 2 \cos(2\omega_d t) \right) - \frac{2\omega_q \epsilon_c^2}{\Delta \Sigma} \cos(2\omega_d t),$$

which explains the qubit frequency shifts $\delta\omega_q$ and modulation with an amplitude $\Omega_m = 2\epsilon_m$, as given below.

$$\delta\omega_q \approx 2\frac{\epsilon_d^2}{\Delta} + \frac{\epsilon_c^2}{\Sigma} \quad \epsilon_m \approx 2\frac{\epsilon_d^2}{\Delta} + \frac{\epsilon_c^2}{\Sigma} - 2\frac{\omega_q \epsilon_c^2}{\Delta \Sigma}. \quad (8)$$

The matching frequency can be found by considering $\delta\omega_q$ and the dispersive shift $\pm\chi$ in the qubit and cavity induced by the bare coupling $g$. We can approximate $\chi$ by $g^2/\Delta q_c + g^2/\Sigma q_c$, where $\Delta q_c = \omega_q - \omega_c$ and $\Sigma q_c = \omega_q + \omega_c$. Then, the matching conditions for blue and red sideband transitions are given by,

$$2\omega_d = \omega_q + \delta\omega_q + \omega_c + 2\chi \quad \text{(blue sideband)},$$

$$2\omega_d = \omega_q + \delta\omega_q - \omega_c + 2\chi \quad \text{(red sideband)}. \quad (9)$$

Eq. 9 is close-form expression of $\omega_d$ because it exists in both the left-hand and right-hand sides.

When $\omega_d$ satisfies each blue and red sideband condition, then the $H_{sb}$ at the qubit and cavity rotating frame is reduced to,

$$\hat{H}_{sb} = \begin{cases} 
- g^2 \left[ \frac{\epsilon_d^2}{\Delta} + \frac{\epsilon_c^2}{\Sigma} \right] \hat{\sigma}_+ \hat{\sigma}_+ + \text{h.c.} \quad \text{(blue sideband).} \\
- g^2 \left[ \frac{\epsilon_d^2}{\Delta} + \frac{\epsilon_c^2}{\Sigma} \right] \hat{\sigma}_- \hat{\sigma}_- + \text{h.c.} \quad \text{(red sideband, } \omega_q > \omega_c). \\
- g^2 \left[ \frac{\epsilon_d^2}{\Delta} + \frac{\epsilon_c^2}{\Sigma} \right] \hat{\sigma}_- \hat{\sigma}_+ + \text{h.c.} \quad \text{(red sideband, } \omega_q < \omega_c). 
\end{cases}$$

(10)

We define $\Omega_{sb}^{(0)}$ by the transition rates corresponding to the coefficients in front of the operators in Eq. 10. In addition to $\Omega_{sb}^{(0)}$, there is additional contribution to the sideband transition rates resulting from the qubit’s frequency modulation at $2\omega_d$ in Eq. 9. If $\omega_d$ satisfies the two-photon sideband transitions, then $2\omega_d$ also automatically satisfies the condition for the first order sideband transitions for both blue and red sideband transitions. This phenomenon is analogous to inducing the first order sideband transition by modulating the flux through the squid loop of the frequency tunable qubits, which was first demonstrated in [8]. We define this contribution $\Omega_{sb}^{(1)}$, which amounts to $2g J_1(2\epsilon_m/\Delta q_c)$, where $J_n(x)$ is the first kind of Bessel function of order $n$. The detail derivation is given in [8]. Finally, we can define $\Omega_{sb} = \Omega_{sb}^{(0)} + \Omega_{sb}^{(1)}$ as the analytically predicted sideband transition rates.

C. Bi-chromatic drive

Now, we consider the drive Hamiltonian given by

$$\hat{H}_{\text{drive}} = 2\epsilon_d \sin(\omega_d t) \hat{\sigma}_z + 2\epsilon_c \cos(\omega_d t) \hat{\sigma}_x. \quad (13)$$

(11)

Here, $\Delta_1, \Delta_2 = \omega_q - \omega_{dq,dc}$ and $\Sigma_1, \Sigma_2, \omega_q + \omega_{dq,dc}$, respectively. The drive induces the frequency shifts $\delta\omega_q$, as given in Eq. 12. It also modulates the qubit frequency with angular speeds of $\omega_{dq} - \omega_{dc}$ and $\omega_{dq} + \omega_{dc}$. The amplitude of this modulation $\epsilon_m$ is also given in Eq. 12.

$$\delta\omega_q \approx 2\frac{\epsilon_d}{\Delta_1} + \frac{\epsilon_c}{\Sigma_1} + \frac{\epsilon_d}{\Delta_2} + \frac{\epsilon_c}{\Sigma_2}, \quad \epsilon_m \approx \frac{\epsilon_d \epsilon_c}{\Delta_1 \Sigma_1} + \frac{\epsilon_d \epsilon_c}{\Delta_2 \Sigma_2} + \frac{\epsilon_d \epsilon_c}{\Sigma_1 \Sigma_2}. \quad (12)$$

Then, the matching conditions are given by,

$$\omega_{dq} + \omega_{dc} = \omega_q + \delta\omega_q + \omega_c + 2\chi \quad \text{(blue sideband)},$$

$$\omega_{dq} - \omega_{dc} = \omega_q + \delta\omega_q - \omega_c + 2\chi \quad \text{(red sideband)}. \quad (13)$$

Eq. 13 is also close-form expression of $\omega_{dq}$ and $\omega_{dc}$.

As in Sec. II B, we reduce $\hat{H}_{sb}$ as below when the above frequency matching condition satisfy.

$$\hat{H}_{sb} = \begin{cases} 
- g \left[ \frac{\epsilon_d}{\Delta_1} + \frac{\epsilon_c}{\Sigma_1} + \frac{\epsilon_d}{\Delta_2} + \frac{\epsilon_c}{\Sigma_2} \right] \hat{\sigma}_+ \hat{\sigma}_+ + \text{h.c.} \quad \text{(blue sideband).} \\
- g \left[ \frac{\epsilon_d}{\Delta_1} + \frac{\epsilon_c}{\Sigma_1} + \frac{\epsilon_d}{\Delta_2} + \frac{\epsilon_c}{\Sigma_2} \right] \hat{\sigma}_- \hat{\sigma}_- + \text{h.c.} \quad \text{(red sideband, } \omega_q > \omega_c). \\
- g \left[ \frac{\epsilon_d}{\Delta_1} + \frac{\epsilon_c}{\Sigma_1} + \frac{\epsilon_d}{\Delta_2} + \frac{\epsilon_c}{\Sigma_2} \right] \hat{\sigma}_- \hat{\sigma}_+ + \text{h.c.} \quad \text{(red sideband, } \omega_q < \omega_c). 
\end{cases}$$

(14)

From the above Eq. 14, we can obtain $\Omega_{sb}^{(0)}$. We should also consider the effect from $\epsilon_m$ as in Sec. II B. $\Omega_{sb}^{(1)}$ in this case takes the same expression as in the monochromatic drive case, $\Omega_{sb}^{(1)} = 2g J_1(2\epsilon_m/\Delta q_c)$. The analytically predicted sideband transition rate is then given by $\Omega_{sb}^{(0)} + \Omega_{sb}^{(1)}$. 


III. BENCHMARKING WITH NUMERICAL SIMULATIONS

A. Overview

To verify the validity of the derived formula, we perform the numerical simulation with several system parameter sets. We define the drive and transition frequencies of the qubit and cavity as \( f_d = \omega_d/2\pi \), \( f_q = \omega_q/2\pi \), and \( f_c = \omega_c/2\pi \), respectively. In the bi-chromatic drive case, we define the qubit and resonator drive frequencies as \( f_{dq} = \omega_{dq}/2\pi \) and \( f_{dc} = \omega_{dc}/2\pi \), respectively. For the QRM parameters, we investigate two cases here: \( f_{q,c} = 6.5, 4.0 \) GHz and \( f_{q,c} = 4.0, 6.5 \) GHz.

In the numerical simulation, we solve the time-dependent master equation of the driven QRM, and we get the time evolution of the qubit and cavity. For monochromatic drive cases, we sweep the \( f_d \) until the resonant sideband transition takes place to find the matching frequencies. The procedure is somewhat complicated for bi-chromatic drive cases. First, we fix \( f_{dc} \) by \( f_c = 500 \) MHz. We parameterize the \( \epsilon_{dq}/2\pi \) and \( \epsilon_{dc}/2\pi \) with a real positive parameter \( \eta \). Both are given by \( \epsilon_{dq}/2\pi = \eta \cdot 25 \) MHz and \( \epsilon_{dc}/2\pi = \eta \cdot 317 \) MHz, respectively. With these conditions, we sweep the \( f_{dq} \) until the resonant sideband transition takes place. More detail of the procedure for the numerical simulation is given in Appendix A.2.

In Fig. 2, we present the simulated time domain dynamics when the two-photon sideband transitions take place. \( g/2\pi \) in both cases is fixed by 200 MHz. Fig. 2(a) shows the results under a monochromatic drive with \( \epsilon_d/2\pi = 300 \) MHz. Fig. 2(b) shows the results under a bi-chromatic drive when \( \epsilon_{dq}/2\pi = 25 \) MHz and \( \epsilon_{dc}/2\pi = \eta = 317 \) MHz, respectively (\( \eta = 1 \)). The definitions of \( \epsilon_d \), \( \epsilon_{dq} \), and \( \epsilon_{dc} \) are the same as in the previous section. We can also confirm that whether the qubit is red or blue detuned to the cavity results in different sideband transition rates. This is already predictable from the analytical formula derived in Sec. II.

B. Monochromatic drives

In this subsection, we deal with only the monochromatic drive cases. The parameters that we use for the simulations are \( f_{q,c} = 6.5, 4.0 \) GHz in Fig. 3(a,b) and \( f_{q,c} = 4.0, 6.5 \) GHz in Fig. 3(c,d). \( g/2\pi \) in both cases is fixed by 200 MHz. The lines in Fig. 3 show the the analytically calculated sideband transition rates. We first obtained the matching frequencies based on Eq. 9, and we use these values when calculating the sideband transition rates. When analytically calculating \( \Omega_{sb} \) here and in the following of this paper, we replace \( \omega_q \) in the formula with \( \omega_q + \delta \omega_q \) for higher accuracy.

In Fig. 3, the sideband transition rates calculated by the full analytical model (solid lines) excellently agree with all the numerical simulation results, whereas the other model fails to explain all parameter cases. Notice-
ably, the derived longitudinal drive \( (\Omega_{sb}^{1}) \) significantly accounts for the total sideband transition rates. All these trends can be also found in the bi-chromatic drive cases in Sec. III C.

As \( \epsilon_{q} \) becomes larger, the accuracy of the analytical model decreases. This happens because the basic assumption for perturbative approach \( (\epsilon_{q}/|\omega_{q} - \omega_{c}| \ll 1) \) in derivation of the analytical model becomes weakened. We can understand the large discrepancy in blue sideband cases in the same manner. The blue sideband transition requires the matching frequency \( f_{q} \) much closer to the \( f_{c} \) than the red sideband transition does. In Fig. 3(d), the numerical results with large drive strengths are more consistent with another analytical model (double-dashed line) rather than full model (solid line). This is an interesting coincidence to point out. The sideband transitions contributed by secondary longitudinal drive is significant in the red sideband cases but not in the blue sideband cases.

C. Bi-chromatic drives

We investigate the bi-chromatic drive cases in this subsection. \( f_{q,c} \) and \( g \) used in the simulations are the same as in Sec. III B. We analytically find the proper \( f_{dq} \) based on the Eq. 12, fixing the \( f_{dc} \) to \( f_{c} - 500 \) MHz. \( \epsilon_{dq} \) and \( \epsilon_{dc} \) are parameterized as described in Sec. A 2. We also analytically calculate the sideband transitions based on the results in Sec III A. Fig. 4 compares the sideband transition rates calculated by the numerical simulation (cross) and analytical calculation (line). The full analytical model (solid lines) explains the simulation results better than other models, except for the one case in Fig. 4(b). In the red sideband cases, we can clearly see the significant effect of the secondary longitudinal drive in the sideband transition rates \( (\Omega_{sb}^{1}) \). This also results in approximately 15% correction to the total sideband transition rates in the blue sideband cases. The effect of the RWA is very conspicuous in Fig. 4(c) but not in other cases. In particular, we can hardly identify the effect of the RWA in Fig. 4(a).

D. From strong to ultrastrong coupling regime

In the previous subsections, we have fixed \( g/2\pi \) by 200 MHz. In this subsection, we perform the simulation with different \( g \) while fixing the drive strengths and the other system parameters. We use \( f_{q} = 4.0 \) GHz and \( f_{c} = 6.5 \) GHz in the simulation. We scan \( g \) from 100 MHz (strong coupling regime) to 500 MHz (ultrastrong coupling regime).

In Fig. 5, we plot the red and blue sideband transition rates with different qubit–cavity coupling strength \( g \). Fig. 5(a,b) describe mono-chromatic drive cases and...
different qubit—cavity coupling strength $g$. We fix $f_q = 4.0$ GHz and $f_c = 6.5$ GHz in the calculation. The lines indicate the analytically calculated sideband transition rates. The cross marks indicate the numerically simulated results based on the $H + \hat{H}_{\text{drive}}$. See the legend in Fig. 3 for the detail information.

(a,b) Monochromatic drive cases. Drive strength is fixed by $\epsilon_d/2\pi = 100$ MHz. (c,d) Monochromatic drive cases. Drive strength is fixed by $f_{dc}$ is fixed by $f_c = 500$ MHz. In all cases, we set $\epsilon_{d}/2\pi = 25$ MHz and $\epsilon_{dc}/2\pi = 317$ MHz. In the case of (a), the fine dashed line (RWA, $\Omega_{sh}^{(0)}$ in the legend) lies on $\pi$-axis, and thus hardly visible in the figure.

Fig. 5(c,d) describe bi-chromatic drive cases. Drive strengths $\epsilon_d$ are fixed by 100 MHz (red) and 300 (blue) MHz, respectively. Similar to the previous results in Fig. 3 and Fig. 4, the full analytical model (solid lines) explains the numerical simulation results better than the other model does when the drive strengths are small enough. As $g$ becomes larger, the discrepancy between the numerical and analytical values also becomes larger. Eventually, the numerical results fall into the other analytical models in (b) and (d). We can also confirm that a significant portion of the $\Omega_{sh}$ is attributed to $\Omega_{sh}^{(1)}$.

IV. CONCLUSION

In this paper, we have analytically and numerically studied the first order sideband transitions that are induced by two-photon drives in a quantum Rabi Hamiltonian. We confirm that the sideband transition rates can be accurately predicted based on the analytical formula when the parameters are in the perturbative regime ($\epsilon_d/|\omega_q - \omega_d|$). We also confirm that the RWA significantly misleads the prediction of the sideband transition rates for some system parameters. We also find that the transverse drive field can induce the secondary longitudinal drive Hamiltonian. In addition, we can confirm its significant contributions to total sideband transition rates. As the drive parameters deviate from the perturbative regime, we observe disagreement between numerical and analytical calculation, and consequently the other models coincidentally provide more accurate predictions. Our study significantly improves the accuracy of the analytical formula from the previous work.
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Appendix A: Method for numerical simulation

1. General method

The dynamics of the system can be described by the equation,

$$\dot{\rho}_{\text{sys}} = -i[\hat{H}_{\text{Rabi}} + \hat{H}_{\text{drive}}, \rho_{\text{sys}}].$$

Here, $\rho_{\text{sys}}$ is a density matrix of the qubit and cavity. We do not take the dissipation into consideration. In the numerical study in this paper, we rigorously benchmark the real experiments. We set the rising and falling in the sideband drive strength as in the real experiments. Specifically, $\epsilon_d(t)$ is defined as a pulse with 10-ns of Gaussian rising and falling time. We can then scan the pulse length and plot the quantum states of the system at the end of each pulses. We do not include the rising and falling times in the definition of the pulse length.

2. Removing micro-oscillation

Fig. 6 provides a step-by-step description of our numerical simulation method. The simulation parameters used in Fig. 6 are $\omega_q, \omega_c, \omega_d, \epsilon_d, g = 2\pi \times (6.5, 4.0, 0.1, 0.2, 5.278)$ GHz. The monochromatic drive frequency $\omega_d$ satisfies the matching condition for the blue sideband transition. Fig. 6a shows the dynamics of the system under the sideband drive pulse with a length of 480 ns. Fig. 6(b) magnifies the area enclosed by the square in Fig. 6(a). One can identify the fast but small
FIG. 6. Time-domain numerical simulation. (a) A direct solution of the master equation when the drive field satisfies the blue sideband transition. Please see the text for a description of the conditions in the simulation. We consider 10 ns Gaussian rising and falling time in the drive amplitude. (b) Zoom in on the black rectangular box in (a). We identify that the fast micro-oscillation and the frequency of this oscillation is the same as the drive frequency. (c) We plot the $P(|e1\rangle - |g0\rangle$ at the end of the pulse with respect to the pulse length without rising and falling times. A clear sinusoidal oscillation is obtained.

oscillation in the quantum state of the system. This oscillation originates from the Hamiltonian’s time dependence. We can remove the time dependence by moving to the rotating frame at $\omega_d$, and removing all the fast rotating components. This is what amounts to the rotating wave approximation (RWA). However, the RWA is only available when the $\epsilon_d$ and $|\omega_q - \omega_d|$ are small enough. These conditions are clearly not satisfied for the two-photon sideband transition with circuit QED parameters. We repeat the simulations by varying the pulse lengths, and we plot the states at the end of the pulses (when the pulse falling finishes). The result is given in Fig. 6(c). We obtain a clear sinusoidal curve without the fast oscillation.

The procedure described above is analogous with the real experiment. This explains why one still can see clear sinusoidal dynamics in the experiment, even with a very strong drive strength. We calculate $P(|e1\rangle - |g0\rangle$ for the blue sideband transitions, and $P(|e0\rangle - |g1\rangle$ for the red sideband transitions in this paper. Here, $P$ refers to the probability to find the system in the states enclosed in the brackets. Once we obtain a sinusoidal oscillation from the simulation, we then determine the sideband transition rate $\Omega_s$ from the period of the oscillation.

FIG. 7. Finding a matching frequency. This plot shows the dynamics of the two-state system (qubit) when we sweep the monochromatic drive frequency around the matching frequency that satisfies the resonant blue sideband transition. Please see the text for a description of the conditions that we used in the simulation.

3. Finding matching frequency

Fig. 7 describes how we found the matching frequencies for sideband transitions. All of the simulation parameters are the same in Fig. 6 except that $\epsilon_d/2\pi$ is 500 MHz. We sweep $\omega_d$ around the predicted matching frequency for blue sideband transition. In this case, the matching frequency is found at $\omega_d/2\pi = 5.474$ GHz. The asymmetric shape is attributed to the fact that the frequency shift of qubit changes while sweeping the drive frequency.

Appendix B: Extended data: Estimation of the matching frequencies

In this section, we present the analytically calculated matching frequencies compared to the numerical simulation results. All of the simulation conditions and parameters are the same in Fig. 3, Fig. 4, and Fig. 7. The lines in Fig. 8, Fig. 9, and Fig. 10 show the analytically calculated matching frequencies based on the formula that we obtained in Sec. II B. The matching frequencies obtained from the numerical simulation are denoted by cross marks. In general, the calculated matching frequencies based on the full drive Hamiltonian are in better agreement with the numerical results. The only exception is Fig. 3(b). In this case, the numerical data deviates from the full analytical model due to the breakdown of the perturbative approach, and eventually gets closer to the RWA model coincidentally.
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(a) $f_q = 6.5$ GHz and $f_c = 4.0$ GHz. (c) $f_q = 4.0$ GHz and $f_c = 6.5$ GHz.
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