Anatomy of a deformed symmetry: Field quantization on curved momentum space
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In certain scenarios of deformed relativistic symmetries relevant for noncommutative field theories particles exhibit a momentum space described by a non-Abelian group manifold. Starting with a formulation of phase space for such particles which allows for a generalization to include group-valued momenta we discuss quantization of the corresponding field theory. Focusing on the particular case of \( \kappa \)-deformed phase space we construct the one-particle Hilbert space and show how curvature in momentum space leads to an ambiguity in the quantization procedure reminiscent of the ambiguities one finds when quantizing fields in curved space-times. The tools gathered in the discussion on quantization allow for a clear definition of the basic deformed field mode operators and two-point function for \( \kappa \)-quantum fields.
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I. INTRODUCTION

A characteristic feature of quantum field theory in curved space-time is that different observers, in general, do not agree on the particle content of the same quantum state of the field, i.e. a “natural” definition of particle does not exist [1]. This is ultimately due to the lack of a unique choice of the notion of time which guides the distinction between positive and negative frequency/energy modes and thus of particle and antiparticle at the quantum level. Such ambiguity is already present when the space is a maximally symmetric one even though in these cases the symmetries available offer some criteria to pick up a particular choice of vacuum state. The familiar Poincaré invariant vacuum in Minkowski space and the Bunch-Davies vacuum in de Sitter space are well known examples of such states.

The main motivation for the present work was the observation that, perhaps not surprisingly, similar issues regarding ambiguities in the definition of frequency/energy arise in a quite different setting, namely, for certain classes of “noncommutative” field theories in which usual commuting space-time coordinates are replaced by generators of a Lie algebra. In such theories, as discussed in detail in the rest of the paper, momentum space will turn into a non-Abelian Lie group and thus into a curved manifold. A natural question is why should one be interested in studying field theories defined on a curved momentum space. One motivation comes from lower dimensional physics. As first pointed out by ’t Hooft [2], the momentum of a particle coupled to three-dimensional gravity as a conical defect is given by an angle leading to lie algebra valued particle coordinates (see [3] and references therein for an extended discussion). In higher dimension we encounter two more contexts in which field theories with curved momentum space play a major role. On one side field theories defined on group manifolds are very useful tools in nonperturbative quantum gravity where they provide a way of generating amplitudes for spin-foam models (see e.g. [4]). On the other hand certain models of noncommutative field theories are associated with momentum spaces given by homogeneous spaces other than the usual \( \mathbb{R}^3 \). In these cases the curvature in momentum space introduces an energy scale which is invariant under the action of deformed relativistic symmetry generators [5–14].

Since the operational interpretation of noncommuting space-time coordinates is not immediate the starting point of our discussion will be a “symmetry based” description of the phase space of a relativistic particle alternative to the usual formulation in terms of cotangent bundle of a configuration space. We will describe how this picture of a classical phase space naturally leads to the definition of a quantum one-particle Hilbert space. However the crucial step that permits the distinction between particle and antiparticle states, i.e. positive and negative energy states, requires the introduction of a complex structure “by hand.” This will be discussed in detail in Sec. III where we also recall how the arbitrariness of this choice is at the root of the ambiguity one encounters in the choice of vacuum state in curved space-times. In Sec. IV we introduce the notion of “curved” momentum space at the level of phase space focusing on a four-dimensional model based on the \( \kappa \)-deformed Poincaré algebra where momentum space is embedded in a Lie group described by a submanifold of de Sitter space. The structure of the momentum space group manifold is described in more detail in the beginning of Sec. V as a preparation for the following discussion on the one-particle quantization from the deformed phase space and the related ambiguities. In Sec. VI we provide a practical construction of the one-particle Hilbert space and field operators obtaining an explicit form of the two-point function and discussing the behavior of quantum fluctuations of deformed field modes. We conclude, in Sec. VII, with a summary of the results and a brief discussion.

* m.arzano@uu.nl
II. FROM PARTICLES TO FIELDS

A. Classical relativistic particle: Phase space and symmetries

In classical mechanics one has two equivalent ways of describing the phase space of a free relativistic particle. The usual approach is simply to take as the configuration space the range space of the coordinates of a particle (Minkowski space, \( \mathbb{R}^{3,1} \)) and define the (unreduced) phase space as the cotangent bundle of this configuration space. The physical phase space will be given by a six-dimensional submanifold of the unreduced phase space whose coordinates parametrize geodesics in Minkowski space. From an abstract mathematical point of view such phase space consists of a symplectic manifold \((\mathcal{M}, \Omega)\), with \(\mathcal{M}\) the cotangent bundle of the configuration space equipped with a closed nondegenerate two-form \(\Omega\) (for more details see e.g. [15]).

For a classical mechanical system which admits a continuous group of symmetries \(G\) the phase space can be alternatively described by a group theoretic construction known as the coadjoint orbit method [16] which emphasizes the deep relation between \(\mathcal{M}\) and \(G\). In this case the phase space can be constructed starting from the algebra \(\mathfrak{g}^*\) dual to the Lie algebra \(\mathfrak{g}\) of the symmetry group \(G\). Since the symmetry group \(G\) has a natural coadjoint action on \(\mathfrak{g}^*\) the phase space manifold \(\mathcal{M}\) will be given by the orbit \(O_Y\) of the coadjoint action of \(G\) on an element \(Y \in \mathfrak{g}^*\). The symplectic structure on \(O_Y\) will be induced by the natural symplectic structure on the dual algebra \(\mathfrak{g}^*\). The latter is defined as follows. Take an element \(Y \in \mathfrak{g}^*\), since \(\mathfrak{g}^*\) is a vector space the tangent space \(T_Y \mathfrak{g}^* = \mathfrak{g}^*\). If we take a smooth function on the dual algebra \(f \in C^\infty(\mathfrak{g}^*)\) then the differential \((df)_Y: T_Y \mathfrak{g}^* \to \mathbb{R}\), i.e. \((df)_Y\), can be seen as an element of the Lie algebra \(\mathfrak{g}\) since \((df)_Y \in (\mathfrak{g}^*)^* \cong \mathfrak{g}\). The Poisson bracket on \(C^\infty(\mathfrak{g}^*)\) is then given in terms of the commutators of \(\mathfrak{g}\) by

\[
\{f, g\}(Y) = \langle Y, [(df)_Y, (dg)_Y] \rangle,
\]

where we used the natural pairing \(\langle Y, \xi \rangle\) of \(\mathfrak{g}\) and \(\mathfrak{g}^*\) as vector spaces. The orbits \(O_Y\) of the coadjoint action of \(G\) on an element \(Y \in \mathfrak{g}^*\) equipped with the symplectic structure above become symplectic manifolds which describe the phase spaces of \(G\)-symmetric mechanical systems.

In our specific context we are interested in the phase space of a relativistic point particle and thus we take the symmetry group \(G\) to be the Poincaré group \(ISO(3, 1) = SO(3, 1) \ltimes \mathbb{R}^{3,1}\). In this case \(\mathfrak{g}^* = \mathfrak{so}^*(3, 1) \cong \mathfrak{so}^*(3, 1) \times (\mathbb{R}^{3,1})^*\) and the coadjoint orbits \(O_{m,s}\) are given by level hypersurfaces of the two Casimir functions \(C_1(p)\) and \(C_2(w)\) on \(\mathfrak{so}^*(3, 1)\). More specifically if we fix a set of coordinates \((p^0, p^i, j^i, k^j)\) on \(\mathfrak{so}^*(3, 1)\) then we take \(p = (p^0, p^i)\) and define the Pauli-Lubanski four vector \(w = (w^0, w^i)\) by

\[
w^0 = p \cdot j, \quad \tilde{w} = p \times k + p^0 j.
\]

The mass and spin labels of the coadjoint orbit \(m\) and \(s\) will be related to the fixed values of the functions \(C_1 = p \cdot p\) and \(C_2 = w \cdot w\). Writing explicitly the Poisson structure on \(O_{m,s}\) for a specific choice of coordinate functions it can be seen [17] that \(O_{m,s} \cong \mathbb{R}^6 \times S^2\) as a Poisson manifold, i.e. a symplectic manifold describing the phase space of a relativistic spinning particle. Notice here that the main advantage of the coadjoint orbit method approach is that it offers the most general formulation of a relativistic particle phase space because it encompasses the case of spinning particle which is normally not straightforward to describe in terms of the cotangent bundle on a configuration space [18].

From here on we will focus on the phase space of a spinless relativistic particle. In this case the Pauli-Lubanski vector vanishes identically and we denote the coadjoint orbit by \(O_{m,0}\). As mentioned above the dual algebra \(\mathfrak{g}^* = \mathfrak{so}^*(3, 1)\) carries a natural Poincaré invariant Poisson structure directly related to the commutators of the Lie algebra \(\mathfrak{g} = \mathfrak{so}(3, 1)\). Indeed every \(\xi \in \mathfrak{g}\) defines a linear coordinate function on \(\mathfrak{g}^*\) given by \(f_\xi\) such that \(f_\xi(Y) = \langle Y, \xi \rangle\). As we pointed out above for any function \(f\) on \(\mathfrak{g}^*\) the one-form \(df\) can be seen as an element of the Lie algebra \(\mathfrak{g}\). In particular if we consider coordinate functions on \(\mathfrak{g}^*\) associated with the generators of the Lie algebra \(\xi_i\) then \(df_{\xi_i} = \xi_i\). Denoting \(h_{\xi_i} = f_{\xi_i}\) it is easy to see that the Poisson brackets induced by the commutators of the Lie algebra \(\mathfrak{g}\) will be given by

\[
\{h_i, h_j\} = c_{ij}^k h_k,
\]

where \(c_{ij}^k\) are the structure constants of \(\mathfrak{g}\). Starting from the coordinate functions \((p^0, p^i, j^i, k^j)\) on \(\mathfrak{so}^*(3, 1)\) one can define a set of canonical coordinates on \(O_{m,0}\) using the spatial momentum coordinates \(p^i\) and defining the position coordinates

\[
q^i = \frac{k^i}{p^0},
\]

with the coordinates satisfying the constraints \(w^i = 0\) and \(p^0)^2 - p^2 = m^2\). Using the general formulas above it is easy to check that the canonical “phase space” coordinates \(\{q^i, p_j\}\) close the usual Poisson brackets

\[
\{q_i, q_j\} = \delta_{ij}, \quad \{q_i, p_j\} = 0, \quad \{p_i, p_j\} = \delta_{ij},
\]

and thus \(O_{m,0} \cong \mathbb{R}^6\) as expected. Describing the phase space in terms of the coadjoint orbit is in some way equivalent to consider a symplectic manifold whose natural coordinates are “Poincaré momenta.” Using coadjoint orbits to describe phase space we have a straightforward connection with the irreducible representations of \(\mathfrak{so}(3, 1)\) since the latter are also labeled by the eigenvalues of the two invariant functions \(C_1\) and \(C_2\). We devote the rest of this section to this connection.
B. Phase space of a classical field

As a preparation for the discussion below it will be useful to make a short digression on the meaning of “positions” and “momenta” when describing the phase space and symmetries of a relativistic particle. Let us denote with \( T \) the group of space-time translation. For ordinary relativistic symmetries this is just \( \mathbb{R}^{3,1} \) seen as a group under addition. The Lie algebra \( \mathfrak{t} \) of translation generators, as a tangent space to the identity element, can be identified with \( \mathbb{R}^{3,1} \) as vector spaces. The (trivial) Lie bracket on \( \mathfrak{t} \) is induced by the addition law of the group \( T = \mathbb{R}^{3,1} \). The dual group \( T^* \) is, by definition, given by equivalence classes of unitary irreducible representations of \( T \) and in the case \( T = \mathbb{R}^{3,1} \) elements of \( T^* \equiv (\mathbb{R}^{3,1})^* \) are given by one-dimensional characters or in physics language “plane waves.” When we write a plane wave like \( e_p \in (\mathbb{R}^{3,1})^* \) we are simply saying that this element of the dual group \((\mathbb{R}^{3,1})^*\) has coordinates given by the four-vector \( p \).

One usually refers to “positions” (as elements of the ambient space on which we build the [unreduced] configuration space) as given by coordinates on Minkowski space, i.e. the translation group \( T = \mathbb{R}^{3,1} \). Indeed, in the usual description, the unreduced phase space of a nonspinning relativistic particle is given by the cotangent bundle of the group of translations \( T \) which is isomorphic [15] to \( T \times \mathfrak{t}^* \). From this point of view “momenta” are just coordinates on the dual Lie algebra \( \mathfrak{t}^* \). Let us point out that one also speaks of momenta when referring to the space-time translation generators, i.e. a basis of the Lie algebra \( \mathfrak{t} \). In this case space-time coordinates correspond to the basis of generators the dual algebra \( \mathfrak{t}^* \). In ordinary relativistic theories we can refer to coordinates and momenta without specifying the objects we are referring to because \( T \) and \( \mathfrak{t} \) can be identified and so can their duals \( T^* \) and \( \mathfrak{t}^* \). Notice how, instead, from the more general point of view of the coadjoint orbit description of phase space it is only correct to say that the dual algebra \( \mathfrak{t}^* \equiv is\mathfrak{o}^*(3, 1) \) provides the ambient space on which both position and momentum are defined. As we will see in Sec. IV the distinction between \( T \), \( T^* \) and their respective Lie algebras will be crucial when momentum space becomes curved. In that context a description of phase space in terms of coadjoint orbits will provide a very clear characterization of the structures that lie at the basis of symmetry deformation.

Going back to our spinless relativistic particle, in the language of coadjoint orbits its “momentum space” will be given by the subspace \( M_m \subset O_{m,0} \) (the “mass-shell”) obtained by considering the restriction to the coadjoint orbits of the Abelian subalgebra \( \mathfrak{t}^* \equiv is\mathfrak{o}^*(3, 1) \) dual to the algebra of translation generators. Since for an ordinary relativistic particle in Minkowski space we can identify \( \mathfrak{t}^* \) with \( T^* \) the momentum space \( M_m \) can be characterized in a coordinate independent way as an orbit of a character (plane wave) under the action of the group \( SO(3, 1) \) (see [19]), i.e.

\[
M_m \equiv \{ \gamma e_p; e_p \in (\mathbb{R}^{3,1})^*; \gamma \in SO(3, 1) \}
\]

which, keeping in mind the discussion above, can be described in terms of the coordinate functions on the dual algebra \( t^* \equiv (\mathbb{R}^{3,1})^* \) by the two-sheeted hyperboloid \((p^0)^2 - \mathbf{p}^2 = m^2 \). From its definition as an orbit of a symmetry group \( M_m \) has a natural structure of a homogeneous space, indeed

\[
M_m \cong SO(3, 1)/SO(3),
\]

with \( SO(3) \) the “isotropy” subgroup of \( SO(3, 1) \) which leaves invariant the point \((m, 0, 0, 0) \). Like any homogeneous space (under some additional assumptions, see Barut [19]), \( M_m \) admits an invariant measure on its space of functions. On the space of complex valued functions on the mass-shell \( C^\infty(M_m) \) we can define the invariant measure \( d\mu_m \) using the following trick [20]: one looks for the volume three-form which satisfies

\[
dV = d(C_1(p)) \wedge d\mu_m,
\]

where \( dV \) is the ordinary volume four-form on \( \mathbb{R}^{3,1} \). The invariant measure on \( C^\infty(M_m) \) can be usefully written as a “δ-measure”

\[
d\mu_m = dV \delta(C_1(p)).
\]

In the same spirit we can think of elements of \( C^\infty(M_m) \) as distributions on \((\mathbb{R}^{3,1})^*\) given by

\[
\hat{\phi}(p) = \delta(C_1(p))\tilde{\phi}(p),
\]

with \( \tilde{\phi}(p) \in C^\infty(\mathbb{R}^{3,1})^* \). A necessary and sufficient condition for a distribution to be of the form above is that

\[
(C_1(p) - m^2)\hat{\phi}(p) = 0. \tag{11}
\]

On the space of functions \( C^\infty(\mathbb{R}^{3,1})^* \) we can introduce a notion of Fourier transform which is just a special (trivial) case of the general Fourier transform of functions on a group (which will be useful later on)

\[
\hat{f}(\Lambda) = (d_\Lambda)^{-1} \int_G d\mu(g)\tilde{f}(g)\hat{\delta}_g(\Lambda), \tag{12}
\]

where \( \Lambda \) is an index of an irreducible representation of \( G \), \( d_\Lambda \) its dimension, and \( \hat{\delta}_g(\Lambda) \) the character of such representation. In our particular case for \( \tilde{\phi}(p) \in C^\infty(\mathbb{R}^{3,1})^* \) and \( \hat{\phi}(p) \in C^\infty(M_m) \) one has the familiar expressions

\[
f(x) = \int_{(\mathbb{R}^{3,1})^*} d\mu(p)\tilde{f}(p)e_p(x), \tag{13}
\]

\[
\phi(x) = \int_{(\mathbb{R}^{3,1})^*} d\mu(p)\delta(C_1(p))\tilde{\phi}(p)e_p(x),
\]

where \( d\mu(p) = \frac{d^9p}{(2\pi)^6} \) and \( e_p(x) = \exp(-ipx) \). Finally noting that under Fourier transform \( \partial_x \phi(x) \rightarrow ip\hat{\phi}(p) \) we have that

\[
\partial_x\phi(x) = 0 \Leftrightarrow (\Box + m^2)\phi(x) = 0. \tag{14}
\]
the Fourier transform maps functions on the mass-shell hyperboloid into the space of solutions of the Klein-Gordon equation \( S \). Notice that we also have \(-\partial_t \phi^*(x) \rightarrow -i p^z \phi^*(p)\) and due to the quadratic nature of the equations above we make the identification \( \tilde{\phi}^* (p) = \tilde{\phi} (-p) \) and \( \phi^*(x) = \phi (x) \), i.e. the solutions of the Klein-Gordon equation are real valued functions. The phase space of a classical field is then given by the symplectic manifold \( (S, \omega) \) with symplectic structure provided by the antisymmetric bilinear form \( \omega \) given by the Wronskian\(^1\) associated to the classical phase space of the theory \([21–24]\).

As we discussed above classical fields are real fields. In classical field theory complex variables are often used as a computational tool with no physical meaning. When we turn to the quantum setting however complex numbers become fundamental. From the point of view of quantum observables the imaginary unit \( i \) is introduced in order to turn differential operators into self-adjoint operators (e.g. momenta as generators of translations). From the point of view of quantum states these are now rays of a complex Hilbert space. Indeed, from a modern perspective, the very concept of quantization of a classical field amounts to the introduction of an appropriate concept of quantization of a classical field amounts to the Hilbert space. Indeed, from a modern perspective, the very view of quantum states these are now rays of a

**III. COMPLEX NUMBERS AND FIELD QUANTIZATION**

As we discussed above classical fields are real fields. In classical field theory complex variables are often used as a computational tool with no physical meaning. When we turn to the quantum setting however complex numbers become fundamental. From the point of view of quantum observables the imaginary unit \( i \) is introduced in order to turn differential operators into self-adjoint operators (e.g. momenta as generators of translations). From the point of view of quantum states these are now rays of a complex Hilbert space. Indeed, from a modern perspective, the very concept of quantization of a classical field amounts to the introduction of an appropriate complex structure \( J \) on the classical phase space of the theory \([21–24]\).

In the section above we discussed how the phase space of a classical field can be described by the space of solutions of the classical equations of motions \( S \). This characterization of phase space will give an intuitive physical interpretation of the role of the complex structure because, as we will see in more detail below, \( J \) provides a direct sum decomposition of the complexification of \( S \), \( S^C \) into “positive and negative energy” subspaces which will represent, respectively, the one-particle Hilbert space of the theory \( \mathcal{H} \) and its complex conjugate \( \mathcal{H}^\ast \) once they are equipped with an appropriate inner product. Of course the choice of \( J \) is not unique but in certain specific cases it will be dictated by further physical inputs. For example for a real scalar field in Minkowski space there exists a unique Poincaré invariant complex structure and it corresponds to the familiar textbook decomposition of the field in positive and negative frequency modes. In more general spacetimes there will be no unique choice of \( J \) and this is at the basis of the well-known phenomenon of particle creation. In this case different observers will decompose the field according to a different notion of positive and negative energy and will define different vacuum states for their quantum field. From a more fundamental point of view such observers are just choosing different complex structures in representing the Hilbert space of their quantum field theory.

Let us try to be more concrete. To introduce a complex structure on \( S \) amounts to defining an automorphism \( J: S \rightarrow S \) such that \( J^2 = -1 \). As we mentioned above, the introduction of \( J \) corresponds to a choice of decomposition of \( S^C \) in positive and negative energy subspaces. Recall that the complexification \( S^C \) of \( S \) is defined by

\[
S^C \equiv S \otimes \mathbb{C}.
\]

The complex linear extension of \( J \) to \( S^C \) is given by

\[
J (\phi \otimes z) = J(\phi) \otimes z.
\]

The introduction of \( J \) gives rise to a natural decomposition of \( S^C \) into two subspaces, \( S^{C+} \) and \( S^{C-} \) spanned, respectively, by the eigenvectors of \( J \) with eigenvalues \( \pm i \), i.e. \( J(\phi^z) = \pm i \phi^\pm \). We can define projectors \( P^\pm : S \rightarrow S^{C\pm} \)

\[
P^\pm = \frac{1}{2} (1 \mp iJ),
\]

with

\[
S^C = S^{C+} \oplus S^{C-}.
\]

The connection with positive and negative energy decomposition is now easily seen. If the background space-time admits a timelike and hypersurface orthogonal Killing vector field \( \mathcal{L}_i \), i.e. it is static, one can decompose any real solution \( \phi \in S \) in normal modes (e.g. plane waves) of positive and negative energy components with respect to \( \mathcal{L}_i \),

\[
\phi = \phi^+ + \phi^-.
\]

Then the map \( J = - (\mathcal{L}_i, \mathcal{L}_i)^{-1/2} \mathcal{L}_i \) is such that

\[
J \phi = i \phi^+ + (-i) \phi^-,
\]

i.e. \( J \) is a complex structure on \( S \) and it provides a decomposition of \( S^C \) in positive and negative energy subspaces.

\[\text{025025-4}\]
Using the expression for the projector above we have

\[ \phi^+(x) = \frac{1}{(2\pi)^{3/2}} \int dk \delta(k^2 - m^2) \theta(k_0) \tilde{\phi}(k) \exp(-ipx) \]

\[ = \frac{1}{(2\pi)^{3/2}} \int \frac{dk}{2\omega_k} \phi^+(k) \exp(i\mathbf{k} \cdot \mathbf{x} - i\omega_k t), \quad (27) \]

with \( \phi^-(x) = \overline{\phi^+(x)} \) and from (15)

\[ (\phi_1^+, \phi_2^+) = -i\omega(\tilde{\phi}_1^1(k) \phi_2^+(k)). \quad (28) \]

This shows how an equivalent description of the one-particle Hilbert space is given by \( \mathcal{H} = (M^*_m; d\mu(k)) \), the space of functions on the positive mass-shell square integrable with respect to the Lorentz invariant measure \( d\mu(k) = \frac{dk}{2\omega_k} \). The inner product defined above extends to a natural inner product on the whole mass-shell \( M^*_m = M^*_m \cup M^*_m \) given by

\[ \omega(\tilde{\phi}_1, \phi_2) = i \int d^4k \delta(k^2 - m^2) \tilde{\phi}_1(k) \phi_2(k), \quad (29) \]

from which it is easy to write the covariant version of (28)

\[ (\phi_1^+, \phi_2^+) = \int d^4k \delta(k^2 - m^2) \phi_1^+(k) \phi_2^+(k). \quad (30) \]

Notice how the \( \delta \)-measure \( d^4k \delta(k^2 - m^2) \) is exactly the invariant measure on the space of functions on the homogenous space \( M_m \cong SO(3,1)/SO(3) \) we introduced in the previous section and that the complex structure, through the projection operator \( P^+ \), singles out a subspace of it, that of functions on the positive energy mass-shell. A basis of one-particle states will be given by monochromatic plane wave solutions \( \epsilon_k \) which we denote by kets \( |k\rangle \in \mathcal{H} \). From (27) we see that the modes associated with such solutions are

\[ \epsilon_k^+(p) = 2\omega_k \delta^3(p - k). \quad (31) \]

It is easily checked that the normalized plane wave solutions above provide an orthogonal basis for \( \mathcal{H} \), indeed

\[ \langle k_1 | k_2 \rangle = \int \frac{dk}{2\omega_k} \epsilon_k^-(k) \epsilon_k^+(k) \]

\[ = 2\omega_{k_1} \delta^3(k_1 - k_2). \quad (32) \]

as expected. In the rest of the paper we will show how the construction above can be extended to the quantization of a classical relativistic particle with a deformed phase space and group-valued momenta.

### IV. BENDING PHASE SPACE

The main point of this and the following section will be to show that when the space \( M_m \) is embedded in a group there will be quite dramatic consequences for field quantization. In particular the introduction of curvature in momentum space leads to an ambiguity in the definition
of the energy of one-particle states in terms of field modes. This is somewhat analogous to what happens for quantum fields in curved space where one does not have a preferred notion of vacuum due to the lack of a unique way of measuring time and energy for different observers. In our case, to each choice of coordinates on (curved) momentum space will correspond a choice of field modes or “linear momentum” of one-particle states.

To start off let us make more clear the notion of “momentum becoming group-valued.” In Sec. II we saw how the ambient space on which the momentum sector of the phase space of a classical relativistic particle is built is the Lie algebra $t^*$ dual to the algebra of translation generators $t$. When we say that the momentum becomes group-valued we mean that the Lie algebra $t^*$ acquires nontrivial Lie brackets, i.e., it becomes non-Abelian (unlike the case of a particle in ordinary Minkowski space). This is to say that the dual group $T^*$ is now a non-Abelian group and thus momenta, as labels of plane waves, will obey a non-Abelian composition rule. Let us first see what consequences this has in general and then discuss a particular four-dimensional example.

First of all according to the discussion in Sec. II and Eq. (1) a nontrivial Lie bracket on $t^*$ will correspond to a nontrivial Poisson-Lie structure on its dual algebra, i.e., coordinate functions $x^\mu$ on $t$ will now have nontrivial Poisson brackets

$$\{\cdot, \cdot\}_{t^*} \neq 0 \rightarrow \{\cdot, \cdot\}_t \neq 0.$$  

The second consequence is that a nontrivial Lie bracket on $t^*$ induces a new structure on $t$, a “nontrivial cocommutator,” i.e., a function $\delta: t \rightarrow t \otimes t$ (which, as we will see in the next section, will give the leading order deviation from the Leibniz rule [coproduct] for a basis of the algebra of polynomials of the translation generators) defined by

$$\delta(Y)(\xi_1, \xi_2) = \{Y, [\xi_1, \xi_2]\}, \quad \{\cdot, \cdot\}_{t^*} \neq 0 \rightarrow \delta(\cdot)_t \neq 0.$$  

(34)

For more details about the interplay between Poisson-Lie structures and Lie-bialgebra structures we refer the reader to [26]. Notice how even when the new structures are introduced the algebra of translation generators $t$ is still Abelian and thus at the Lie algebra level the Poincaré algebra is unchanged. This means that the adjoint orbits of the Poincaré group on its Lie algebra are the same as in the classical case and consequently, under the dual pairing (which at the Lie algebra level does not involve any product or coproduct structures) the coadjoint orbits are the same. This means that the classical phase space is unaffected by the introduction of a nontrivial Lie bracket on $t^*$. For the case of interest to us, the $\kappa$-Poincaré algebra [27], the most important new ingredient is that the dual algebra of translations gets equipped with the following bracket:

$$[P^*_\mu, P^*_\nu] = -\frac{i}{\kappa} (P^*_\mu \delta^0_\nu - P^*_\nu \delta^0_\mu).$$  

(35)

The algebra generated by $P^*_\mu$ is isomorphic to the quotient Lie algebra $b \equiv \mathfrak{so}(4, 1)/\mathfrak{so}(3, 1)$ (see e.g. [28]). The nontrivial cocommutators on $t$ are then given by

$$\delta(\theta^0) = 0, \quad \delta(\theta^i) = \frac{1}{\kappa} \theta^i \wedge \theta^0.$$  

(36)

The Lie algebra structure of $t^* = b$ will correspond to a Poisson structure on $t$ given by

$$\{x_i, x_j\} = 0, \quad \{x_0, x_j\} = \frac{1}{\kappa} x_j.$$  

(37)

Such Poisson brackets bear the same structure of the commutation relations of the so-called $\kappa$-Minkowski noncommutative space-time [29] but we should be careful in identifying such coordinates with positions of a classical relativistic particle. Indeed as discussed in detail in Sec. II when building phase space from the coadjoint orbit position variables should be constructed from the dual algebra. As in the undeformed case we have here a choice of canonical coordinates on the coadjoint orbit given by $\{p_i, x_j\}$ as discussed in Sec. II. In other words the classical phase space of a $\kappa$-particle is built from orbits of the undeformed Poincaré algebra on its dual. Even if the latter has nontrivial Lie brackets the orbits are still orbits on a linear (flat) space and thus there is no ambiguity in the choice of canonical coordinates (for more details on this conclusion drawn from an alternative approach, see [30]).

### V. QUANTUM FIELDS AND VACUUM STRUCTURE: A NEW QUANTIZATION AMBIGUITY

As in the undeformed case plane waves will be the key ingredient in the construction the one-particle Hilbert space of the theory. In the deformed phase space setting, as remarked in the previous section, the translation group $T$ is still an Abelian group and thus we can define the dual group $T^*$ as the set of plane waves (characters). As unitary irreducible representations of $T$ we can denote plane waves as $e_\xi = \exp(\imath x^\mu P^\mu_\xi)$ and as elements of the non-Abelian group $T^* = B$, obtained by exponentiating the Lie algebra $b$ above we write $e_p = \exp(\imath p^\mu P^\mu_\xi)$. What is important to notice is that, unlike the undeformed case, such plane waves will have composition law with respect to $T$ and $T^*$ which are, respectively, Abelian and non-Abelian

$$e_p e_q = e_{p \otimes q} \neq e_q e_p = e_q e_p.$$  

(38)

and

$$e_\xi e_\eta = e_{\xi + \eta} = e_{\eta + \xi} \equiv e_\xi e_\eta.$$  

(39)

Likewise we will have different behaviors under group inversion

$$(e_p)^{-1} = e_{-\otimes p}, \quad (e_\xi)^{-1} = e_{-\xi}.$$  

(40)

The non-Abelian composition rule for the $T^*$ labels can be derived in terms of the Baker-Campbell-Hausdorff formula
using the Lie brackets of $\mathfrak{b}$ (see e.g. [31]). Notice however that the explicit form of such a composition rule will depend on the choice of coordinates on the group manifold $T^* = B$. Some of these coordinate systems will correspond to group decompositions of $B$ which reflect in a splitting of the plane wave $e_p$ in purely spatial and purely temporal components. As an example we will consider the following one-parameter family of decompositions of $B$ parametrized by $0 \leq |\beta| \leq 1$:

$$e_p = e^{-i((1-\beta)/2)p^0 \theta_0} e^{ip^1 \theta_1} e^{-i((1+\beta)/2)p^0 \theta_0} ,$$

(41)

Such parametrization will correspond to the different momentum composition rules

$$p \otimes_{\beta} q = (p^0 + q^0; p^1 e^{i((1-\beta)/2k)p^0} + q^1 e^{-i((1+\beta)/2k)p^0} ),$$

(42)

and “antipodes”

$$\Theta_{\beta} p = (-p^0; -e^{(-\beta/k)p^0} p^i).$$

(43)

The nontrivial behaviors of the deformed plane waves above can be understood in terms of coordinate choices on the group manifold $B$. In order to see that, let us first note that as a group manifold $B$ is represented by a submanifold of de Sitter space. If we describe the latter as a four-dimensional hypersurface embedded in five-dimensional Minkowski space

$$-z_0^2 + z_1^2 + z_2^2 + z_3^2 + z_4^2 = \kappa^2 ,$$

(44)

it can be shown [28] that the momentum space $B$ is given by the submanifold defined by the inequality $z_0 - z_4 > 0$. Each choice of group splitting will correspond to a particular choice of coordinates on $B$ [these are obtained from acting with a matrix representation of the group element on the stability point $(0, \ldots, \kappa) \in \mathbb{R}^{4,1}$ seen as a column vector]. For example to the ordering $\beta = 1$ will correspond to “flat slicing” coordinates $p_\mu$ given by

$$z_0(p_0, p) = \kappa \sinh p_0 / \kappa + \left( \frac{p^2}{2\kappa} \right) e^{p_0 / \kappa},$$

$$z_i(p_0, p) = -p_i e^{p_0 / \kappa},$$

(45)

$$z_4(p_0, p) = -\kappa \cosh p_0 / \kappa + \left( \frac{p^2}{2\kappa} \right) e^{p_0 / \kappa}.$$

With a straightforward but tedious calculation one can easily obtain a general expression for coordinate systems associated to each value of the parameter $\beta$.

$$z_0(p_0, p) = \kappa (\sinh [p_0] \cosh [p_0] + \cosh [p_0] \sinh [p_0]) + \left( \frac{p^2}{2\kappa} \right) (\sinh [p_0] \cosh [p_0] + \cosh [p_0] \cosh [p_0]) - \sinh [p_0] \sinh [p_0] - \cosh [p_0] \cosh [p_0],$$

$$z_i(p_0, p) = -p_i \exp [p_0],$$

$$z_4(p_0, p) = -\kappa (\sinh [p_0] \cosh [p_0] + \cosh [p_0] \sinh [p_0]) + \left( \frac{p^2}{2\kappa} \right) (\sinh [p_0] \cosh [p_0] + \cosh [p_0] \cosh [p_0]) - \sinh [p_0] \sinh [p_0] - \cosh [p_0] \cosh [p_0],$$

(46)

where we used the compact notation $h_{\pm [p_0]} \equiv h_{\pm \frac{1+\beta}{2} p_0}$ for the exponential and hyperbolic functions appearing above.

From a mathematical point of view the different composition laws and choices of coordinates reflect the different choices of bases of the universal enveloping algebra (UEA) $U(\mathfrak{b})$ which we use to label the elements of $B$. Recall here that roughly speaking the UEA of $\mathfrak{b}$, $U(\mathfrak{b})$, is the associative algebra of polynomials of the translation generators (see [34] for a pedagogical introduction). The very important aspect of UEA of Lie algebras is that they can be endowed with an additional “coalgebra” structure which encodes the way their representations extend to tensor product spaces. In particular this rule of extending representations to tensor product spaces is defined by a map $\Delta$: $U(\mathfrak{b}) \rightarrow U(\mathfrak{b}) \otimes U(\mathfrak{b})$ called the “coproduct” which for ordinary UEA is nothing but the analogous to the familiar Leibniz rule for derivatives acting on products of two elements. In mathematical language a UEA equipped with the additional coalgebra structure (and appropriate compatibility axioms) becomes a Hopf algebra. The important thing to note is that the algebra of functions on $C^0(T^*)$ also has a natural Hopf algebra structure. Indeed it turns out that $U(\mathfrak{b})$ is dual as a Hopf algebra to $C^0(T^*)^*$ and a choice of basis in $U(\mathfrak{b})$ will correspond to a choice of basis of coordinate functions on $C^0(T^*)$. To each composition rule related to the different group splittings described above one can associate a specific coproduct for the basis elements given by
\(\Delta(P_0) = P_0 \otimes 1 + 1 \otimes P_0\)
\(\Delta(P_1) = P_1 \otimes e^{i(1-\beta)/2\pi P_0} + e^{-(1+\beta)/2\pi P_0} \otimes P_1\) \hspace{1cm} (47)

and the corresponding antipodes, which reflect the group inversion law of \(B\) on \(U(b)\), given by

\[S(P_0) = -P_0 \quad S(P_1) = -e^{i\beta/P_0} P_1.\] \hspace{1cm} (48)

From these basic ingredients, under certain compatibility requirements for the action of the Lorentz group on the deformed momentum space, one can reconstruct the structure of the whole deformed \(\kappa\)-Poincaré algebra (see [29] for details of the construction and [35] for a condensed review of the \(\kappa\)-Poincaré algebra). Notice that the \(1/\kappa\) term of the antisymmetric part of the different coproducts which reproduces the cocommutator (36) does not depend on the choice of coordinates and thus all the structures at the level of Lie algebra are uniquely defined, which means that there is no ambiguity in describing the phase space of a classical relativistic particle even when the deformations are introduced.

After this digression on the structure of the dual group \(T^* = B\), we turn back to our main task which is the definition of a one-particle Hilbert space from the classical phase space described in the previous section. Now that we have identified the (deformed) space of characters, in analogy with the undeformed case, we will consider the orbits under the action of the Lorentz group. Indeed on elements of \(T^* = B\) one can define a natural action which is induced from the action of the Lorentz group on the five-dimensional Minkowski space, in which the de Sitter hyperboloid is embedded, keeping the \(z_4\) coordinate fixed. This will lead to an action of the usual Lorentz group \(SO(3,1)\) leaving invariant the hyperboloid [33]

\[-z_0^2 + z_1^2 + z_2^2 + z_3^2 = \kappa^2 - \bar{m}^2,\] \hspace{1cm} (49)

which describes the deformed mass-shell given by

\[M^\kappa_m = \{\gamma e_{\rho}^\kappa e_{\rho} \in B, \gamma \in SO(3,1)\}.\] \hspace{1cm} (50)

As for the undeformed mass-shell described in Sec. II, the space \(M^\kappa_m\) as the orbit of a symmetry group will have a natural geometrical interpretation as a homogenous space. The deformed one-particle Hilbert space will be built from the space of functions on such homogenous space \(C^\infty(M^\kappa_m)\). As discussed above a choice of coordinates on \(B\) is associated to a choice of basis of \(U(b)\) and to the hyperboloid above will correspond with an invariant mass Casimir operator \(C_1(P) \in U(b)\). Functions on the mass-shell \(\phi \in C^\infty(M^\kappa_m)\) will thus satisfy the “wave equation”

\[C_1(P)\phi = m^2\phi,\] \hspace{1cm} (51)

where \(m^2 = \bar{m}^2 - \kappa^2\). In particular (51) will hold for plane waves themselves. Notice that for any Lie group \(G\) the space of complex-valued functions square integrable with respect to the inner product defined using the Haar measure \(d\mu(g)\)

\[(f_1, f_2) = \int_G d\mu(g) \bar{f}_1(g) f_2(g)\] \hspace{1cm} (52)

defines a Hilbert space. In our case, as functions on a homogeneous space we can define a natural invariant measure and an inner product on \(C^\infty(M^\kappa_m)\) (see discussion in Sec. II) with the latter given by

\[(\phi_1,\phi_2) = \int_B d\mu(p) \delta(C_1(p)) \bar{\phi}_1(p) \phi_2(p).\] \hspace{1cm} (53)

Here \(\mu(p)\) is the left-invariant Haar measure on \(T^* = B\) [32] which in Cartesian and flat-slicing coordinates reads respectively

\[d\mu = \frac{1}{(2\pi)^d} d\omega d^3z = \frac{e^{3\rho_0/\kappa}}{(2\pi)^n} d\rho_0 d^3p.\] \hspace{1cm} (54)

To define a Hilbert space from \(C^\infty(M^\kappa_m)\) we need to find a criterion which ensures that the inner product (53) is positive definite. As discussed at length in Sec. III this entails the introduction of a complex structure on \(C^\infty(M^\kappa_m)\). Roughly speaking this corresponds to a choice of a “timelike” element of \(P_0 \in U(b)\) such that

\[P_0\phi(p)^\pm = \omega^-(p)\phi(p)^\pm,\] \hspace{1cm} (55)

i.e. the equivalent of an energy coordinate function on the homogenous space \(M^\kappa_m\). The complex structure will be, as usual, given by

\[J = i \frac{P_0}{|P_0|},\] \hspace{1cm} (56)

(properly speaking such element is not in the UEA but in the “enveloping field” [19]) and, as in the undeformed case, can be used to define positive and negative energy projection operators. Now we come to our main point. In order to choose the energy operator \(P_0\) from which we define the complex structure we need to make an explicit choice of basis in the commutative UEA \(U(1)\) with which we decompose the element \(C_1(P)\). In ordinary local quantum field theory (QFT) the requirement of “local action” of a symmetry generator singles out a unique choice of basis of translation generators \(P_0, P_i\) for which \(C_1(P) = P_0^2 - P_i^2\). Indeed in this case a choice of Cartesian coordinates on \(C^\infty(\mathbb{R}^{3,1})\) will correspond to the set of basis elements \(P_0, P_i\) of \(U(\mathbb{R}^{3,1})\) for which

\[\Delta P_\mu = P_\mu \otimes 1 + 1 \otimes P_\mu.\] \hspace{1cm} (57)

Elements of a UEA for which the coproduct has such form are called “primitive.” In everyday language the trivial form of the coproduct above is telling us that primitive elements act according to the Leibniz rule, i.e. additively and thus are “local symmetry generators” (see [36] for a detailed discussion).

In our deformed setting the peculiarity of \(U(b)\) is that now there is no choice of a commuting set of primitive elements.
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elements with which we decompose the Casimir. Indeed since the dual Hopf algebra of $U(b)$ is, loosely speaking, the algebra of functions on the non-Abelian group $B$ the coproduct of $U(b)$ no matter which basis we choose will be noncocommutative, namely $\sigma \circ \Delta \neq \Delta$ [where $\sigma(a \otimes b) = b \otimes a$]. In other words the action of translation generators will be non-Leibniz and nonsymmetric for any choice of basis of $U(b)$. This is the most profound and truly "basis independent" statement in the context of deformed relativistic symmetries. We thus conclude that there is no preferred choice of translation symmetry generators from which we can define an energy coordinate function on $M^n$ and thus no preferred choice of complex structure in constructing the one-particle Hilbert space of a relativistic particle with curved momentum space.

Note that in QFT in curved space one faces an analogous situation: in this case the ambiguity in the definition of the complex structure $J$ comes from the fact that there is no global timelike Killing vector that can be used to define such an object. In the most optimistic cases one has a preferred notion of the time-translation only in certain regions of space-time and this ultimately leads to particle production when one evolves from a region to another. Notice that while for us to allow for a generalization of the quantization formalism to curved momentum space we had to start with a phase space described in terms of coadjoint orbits, in QFT in curved space the starting point is the phase space of the field described as solutions of the equation of motion which is well defined on any global hyperbolic manifold (which can have no global symmetries at all).

VI. FIELD MODES AND VACUUM FLUCTUATIONS

We now give a concrete realization of the deformed one-particle Hilbert space and introduce tools to describe the behavior of deformed field modes. Let us focus on the choice of basis $P_0$, $P_1$ in $U(b)$ related to the flat-slicing coordinates (45), i.e. to the group splitting parameter $\beta = 1$. The wave equation defining the mass-shell is given by the mass Casimir which for such choice of basis reads

$$C_\kappa(P) = \left(2\kappa \sinh\left(\frac{P_0}{2\kappa}\right\right)^2 - P^2)_{cP_0/\kappa}.$$  

(58)

For simplicity we focus on the massless case. For on-shell plane waves $e_p = \{e_p, C_\kappa(P)e_p = 0\}$, and in general of any function on $M_m^n$, the generator $P_0$ will read off the energy coordinate

$$P_0 e_p = \omega_\kappa^+(p)e_p.$$  

(59)

with

$$\omega_\kappa^+(p) = -\kappa \log\left(1 + \frac{|p|}{\kappa}\right).$$  

(60)

We can now use $P_0$ to define the complex structure (56) and the operator $P^+ = 1/2(1 - iJ)$ to project a generic element of $C^\infty(M^n)$ on the positive energy subspace $C^\infty(M^n_+)$.

The inner product on such space given by

$$\langle \phi_1, \phi_2 \rangle_\kappa = \int_{M^n_+} \frac{d\mu(p)}{2\omega_\kappa(p)} \bar{\phi}_1(p)\phi_2(p).$$  

(61)

we omitted the + superscripts for notational clarity, which can be written in covariant form as [6]

$$\langle \phi_1, \phi_2 \rangle_\kappa = \int_B d\mu(p)\delta(C_1(p))\theta(p_0)\bar{\phi}_1(p)\phi_2(p),$$  

(62)

is indeed positive definite and thus turns $C^\infty(M^n_+)$ into our deformed one-particle Hilbert space $H_\kappa$. Using the group Fourier transform discussed in Sec. II we can write the space-time counterpart of $\phi(p) \in C^\infty(M^n_+)$

$$\phi(x) = \int_B d\mu(p)\delta(C_1(p))\theta(p_0)\bar{\phi}(p)e_p(x),$$  

$$= \int_{M^n_+} \frac{d\mu(p)}{2\omega_\kappa(p)} \phi(p)e_p(x),$$  

(63)

which shows how, due to the group nature of the plane waves $e_p(x)$, the fields $\phi(x)$ form a noncommutative algebra and thus the Fourier transformed version of elements of $H_\kappa$ describes the one-particle Hilbert space of a noncommutative quantum field theory.

For a practical description of the states $H_\kappa$ we can introduce a normalized basis of delta functions which correspond to the "modes" of the on-shell plane waves $e_p$

$$e_p(k) = 2\omega_\kappa(k)\delta^3(p \otimes (\Theta k)),$$

(64)

where $\otimes$ and $\Theta$ denote, respectively, the (non-Abelian) composition and antipode for spatial momenta which can be read off (42) and (43) and are explicitly given by

$$p \otimes q = p + e^{-p/\kappa}q, \quad \Theta p = -e^{p/\kappa}p.$$  

(65)

Introducing a bra-ket notation $e_p \equiv |p\rangle$ we have for the inner product of one-particle states [6]

$$\langle k_1 | k_2 \rangle_\kappa = \langle \epsilon_{k_1} \epsilon_{k_2} \rangle_\kappa = 2\omega_\kappa(k_1)\delta^3(k_1 \otimes (\Theta k_2)).$$  

(66)

Of course the same construction above can be repeated for any other choice of the group splitting parameter $\beta$. In this case the Hilbert space $H_\beta^+$ will be spanned by basis vectors $|k\rangle_\beta$ bearing a different relation between energy and linear momentum through $\omega_\kappa^+(k)$ and a different composition rule for the eigenvalues of the deformed

Recall that the Dirac delta for functions on a group $G$ is such that

$$\int_g d\mu(g)\delta(g)f(g) = f(e), \quad \int_g d\mu(g)\delta(gh^{-1})f(g) = f(h),$$

where $g, h \in G$, and $e$ is the unit element which in the notation used in the preceding sections reads

$$\int_B d\mu(p)\delta(p)f(p) = f(0), \quad \int_B d\mu(p)\delta(p \otimes (\Theta q))f(p) = f(q).$$
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translation generators $P^\beta_\mu$. Notice also that unlike the case of quantum fields in curved space the different Hilbert space constructions share the same vacuum state.

Within the context of one-particle quantization we can proceed a step further and study the basic observables of the theory in order to get some insight on the vacuum structure and quantum fluctuations of the theory. One-particle observables will be given by the quantized counterparts of classical observables, i.e. functions on phase space. The latter can be written in terms of the symplectic structure as $\mathcal{O}_\phi \equiv \omega(\phi, \cdot)$ with $\phi \in C^\infty(M^*_H)$. Quantization of such observable gives the most general expression of the field operator $\hat{\mathcal{O}}_\phi \equiv \hat{\Psi}(\phi)$ which for specific choices of $\phi$ reduces to the familiar field operator (see [21] for a nice discussion). The one-particle creation and annihilation operator will be obtained upon quantization of the following functions on phase space:

$$a(\phi)(\cdot) \equiv \frac{1}{2}(\omega(J\phi, \cdot) - i\omega(\phi, \cdot)) = \langle \phi, \cdot \rangle,$$

$$a^\dagger(\phi)(\cdot) \equiv \frac{1}{2}(\omega(J\phi, \cdot) + i\omega(\phi, \cdot)) = \langle \cdot, \phi \rangle. \quad (67)$$

In terms of the delta function basis written above we denote the quantized counterparts of such functions by

$$a(\xi_k) \equiv a(k), \quad a^\dagger(\xi_k) \equiv a^\dagger(k), \quad \text{so that} \quad \quad (69)$$

$$a(\phi) = \int \frac{d\mu(k)}{2\omega_\kappa(k)} \phi(k)a(k), \quad (70)$$

$$a^\dagger(\phi) = \int \frac{d\mu(k)}{2\omega_\kappa(k)} \phi(\theta k)a^\dagger(k), \quad (71)$$

where the antipode in the last expression comes from the reality condition on the classical phase space element $\phi \in C^\infty(M^*_H)$. The “generalized” field operator can be written in terms of such creation and annihilation operators\(^5\) as

\[ \hat{\phi}(\phi) = i(a(\phi) - a^\dagger(\phi)), \quad (72) \]

and from $\hat{\Psi}(\phi)$ we can write down the field mode operator or the quantum equivalent of the classical oscillator coordinate. Indeed using the expansions (70) and (71)

$$\hat{\Psi}(\phi) = i \int \frac{d\mu(k)}{2\omega_\kappa(k)} \phi(k)a(k) + \mathcal{J}_\phi(k)a^\dagger(\theta k)), \quad (73)$$

with $\mathcal{J}_\phi(k)$ defined by $d\mu(\theta k) = \mathcal{J}_\phi(k)d\mu(k)$. We have for the Schroedinger picture field mode operator

$$\hat{\phi}_\kappa(k) = \frac{1}{2\omega_\kappa(k)}(a(k) + \mathcal{J}_\phi(k)a^\dagger(\theta k)). \quad (74)$$

We can evolve $\hat{\phi}_\kappa(k)$ in time using the translation generator $P_0$ obtaining the field mode operator in the Heisenberg representation

$$\hat{\phi}(k, t) = \frac{1}{2\omega_\kappa(k)}(a(k) \exp(-i\omega_\kappa(k)t)

+ \mathcal{J}_\phi(k)a^\dagger(\theta k) \exp(i\omega_\kappa(k)t)). \quad (75)$$

We can now take the expectation value of the product of two mode-field operators above in the vacuum state $|0\rangle$ such that $a^\dagger(k)|0\rangle = |k\rangle$ and $a(k)|0\rangle = 0 \quad \forall \, k$. Thus we obtain the deformed equivalent of the spatial Fourier transform of the two-point function

$$G_\phi(k_1, t; k_2, s) \equiv \langle 0|\hat{\phi}(k_1, t)\hat{\phi}(k_2, s)|0\rangle

= \frac{\delta^3(k_1) \cdot \mathcal{J}_\phi(k_1)}{2\omega_\kappa(k_1)} \exp(-(i\omega_\kappa(k_1)(t-s))). \quad (76)$$

This provides us with the fundamental building block for $\kappa$-deformed field theory and for all the applications in which the two-mode point function plays a fundamental role.

As an immediate application of the formalism introduced we can calculate the vacuum fluctuations of the field modes $\hat{\phi}_\kappa(k)$ which will be given by

$$\delta\hat{\phi}_\kappa(k) = \langle 0|\hat{\phi}_\kappa(k)\hat{\phi}_\kappa^\dagger(k)|0\rangle^{1/2} - \frac{\mathcal{J}_\phi(k)}{2\omega_\kappa(k)}, \quad (77)$$

For the illustrative case of $\beta = 1$ we have that $\mathcal{J}_\phi(k) = \exp(-3\omega_\kappa(k)/\kappa)$ and thus

$$\delta\hat{\phi}(k) \rightarrow 0, \quad |k| \rightarrow \kappa, \quad (78)$$

i.e. quantum fluctuations freeze when the modulus of the linear momentum of the field mode approaches the value of the deformation parameter $\kappa$. Notice how this result heavily relies on the definition of linear modes for the field one is choosing. From this point of view the study of mode fluctuations seems to be a good candidate to establish, via some physical requirement, whether or not a “preferred” notion of field mode exists in the quantization procedure.
we outlined. This question will be addressed in future work.

VII. SUMMARY

We presented a detailed account of the quantization of a relativistic particle with momentum space given by a group manifold. This was done starting from a description of the phase space of the particle as a coadjoint orbit of the relativistic symmetry group. The reason for adopting this formulation was twofold: on one side it is naturally connected with the description of the corresponding classical and quantum field theory spaces of states; on the other hand, it allows for generalizations to models of relativistic particles with group-valued momenta for which a notion of configuration space is less straightforward. We discussed how, in general, at the phase space level “curving” momentum space boils down to the introduction of a nontrivial Lie bracket on the dual Lie algebra of translations. In particular we considered the “group” momentum space associated with $\kappa$-deformations of the Poincaré algebra which is obtained by exponentiating the $\kappa$-Minkowski Lie brackets and which, as a manifold, is given by a submanifold of de Sitter space. Our analysis shows that, at least at the kinematical level, there is no effect of such deformations on the classical phase space of a single relativistic particle, a result which confirms what is suggested in [30]. Effects of the deformation do indeed appear, and quite dramatically, at the quantum level. We recalled how a necessary step in the construction of a quantum Hilbert space from a classical field’s phase space is the introduction of a complex structure which defines the notion of positive and negative energy states. We showed that, for a deformed field theory related to a relativistic particle with curved momentum space, this step is nontrivial since it involves a choice of basis in the algebra of polynomials of the generators of deformed translations. As for field quantization in curved space-time, in a deformed setting one does not have a criterion to pick a preferred notion of energy (and linear momentum). This is in contrast with ordinary local quantum field theory in which such a criterion exists and consists of picking a basis of translation generators which act according to the Leibniz rule on tensor product states, i.e., whose momenta combine according to usual addition. Even though our discussion was limited to the example of $\kappa$-deformed momentum space, the conclusion we reach applies to any field theory with group-valued momenta and, in particular, to the “quantum double” of the Lorentz group, a deformation of the Poincaré algebra relevant for relativistic particles coupled to three-dimensional gravity [42].

The tools introduced in the discussion of the quantization of the $\kappa$-deformed field theory were used in the last section to provide a concrete realization of a $\kappa$-one-particle Hilbert space. We defined the basic field observable of the theory and were able to explicitly derive the quantized mode operators. These were used to write down the deformed two-point function in the linear momentum representation and the vacuum fluctuations of the modes, which, as expected, exhibit a nontrivial behavior when their modulus gets closer to the (UV) deformation scale $\kappa$. This further step in understanding the quantum properties of $\kappa$-deformed field theories finally opens the window to what we think are most promising applications of these models, namely, their use for investigating trans-Planckian issues [43–45] in semiclassical gravity from cosmology to black hole radiance.
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