When Accuracy Meets Privacy: Two-Stage Federated Transfer Learning Framework in Classification of Medical Images on Limited Data: A COVID-19 Case Study
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ABSTRACT

COVID-19 pandemic has spread rapidly and caused a shortage of global medical resources. The efficiency of COVID-19 diagnosis has become highly significant. As deep learning and convolutional neural network (CNN) has been widely utilized and been verified in analyzing medical images, it has become a powerful tool for computer-assisted diagnosis. However, there are two most significant challenges in medical image classification with the help of deep learning and neural networks, one of them is the difficulty of acquiring enough samples, which may lead to model overfitting. Privacy concerns mainly bring the other challenge since medical-related records are often deemed patients’ private information and protected by laws such as GDPR and HIPPA. Federated learning can ensure the model training is decentralized on different devices and no data is shared among them, which guarantees privacy. However, with data located on different devices, the accessible data of each device could be limited. Since transfer learning has been verified in dealing with limited data with good performance, therefore, in this paper. We made a trial to implement federated learning and transfer learning techniques using CNNs to classify COVID-19 using lung CT scans. We also explored the impact of dataset distribution at the client-side in federated learning and the number of training epochs a model is trained. Finally, we obtained very high performance with federated learning, demonstrating our success in leveraging accuracy and privacy.
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1 Introduction

Caused by severe acute respiratory syndrome coronavirus-2, coronavirus disease 2019 (COVID-19) has become an ongoing pandemic after it was found at the end of the year 2019, due to the fast spread and infection rate of the COVID-19 epidemic, the World Health Organization (WHO) designated it a pandemic [1]. It will be critical to find tools, processes, and resources to rapidly identify individuals infected.

According to several previous researches [2, 3, 4, 5, 6, 7], computed tomography (CT) offers a high diagnostic and prognostic value for COVID-19, CT scans of individuals with COVID-19 often revealed bilateral lung lesions comprised of ground-glass opacity [8] and in some cases, abnormalities and changes were observed [9]. Since CT scans are a popular diagnostic technique that is simple and quick to get without incurring the significant expense, incorporating CT imaging into the development of a sensitive diagnostic tool may expedite the diagnosis process while also serving as a complement to RT-PCR [10, 8, 11]. However, utilizing CT imaging to forecast a patient’s individualized prognosis may identify prospective high-risk individuals who are more likely to develop seriously and need immediate medical attention. Researchers have realized that developing effective methods to assist diagnosis has become critical to their success.

As a key machine learning method, deep learning has evolved in recent years and has achieved astonishing success in the field of medical image processing [12, 13, 14]. Because of the superior capability of convolutional neural networks (CNNs) in medical image classification, researchers have begun to concentrate their attention on the application of CNNs in order to address an increasing number of medical image processing issues using deep learning, and some previous researches have demonstrated the great capability of CNNs being implemented in computer-assisted diagnosis [15, 16, 17, 18, 19, 20, 21]. Some previous researches have also achieved exciting results in COVID-19 classification [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32], however, since medical records of patients have always been deemed as privacy and protected by laws such as GDPR in the European Union (EU) and HIPPA in the US, collecting data needed for building high-quality classifiers such as CT scans becomes extremely difficult. In some other researches [33, 34, 35, 36, 37, 38, 39, 40], the authors built their covid detection or classification techniques utilizing federated learning. Federated learning is a decentralized computation approach for training a neural network [41, 42, 43, 44], which is able to address privacy concerns in training neural networks. In federated learning, rather than gathering data and keeping data in one place for centralized training, participating clients can process their own data and communicate model updates to the server, where the server collects and combines weights from clients to create a global model [41, 42, 43, 44]. Although federated learning can be used to handle privacy concerns, since data are distributed and located in clients’ devices, the data size that can be accessed by each client may be limited, which may compromise the overall model performance. Transfer learning is designed to address the issue caused by limited data, which transfers knowledge learned from source task to target task.
In this paper, the datasets used are obtained from the COVID-19 Radiography Database [60, 61] and Chest X-Ray Images (Pneumonia) [62]. From these two public databases, we obtained 10192 healthy CT scans, 4273 CT scans of bacterial or viral pneumonia that are not caused by covid, and 3616 covid CT scans, as are shown in Table 1, Figure 1 and Figure 2.

### 2 Our Contributions

We proposed a novel two-step federated transfer learning approach on classifying lung CT scans, with the first step classifying Pneumonia from Healthy and the second step differentiating Covid Pneumonia from Non-Covid Pneumonia, the achieved accuracy over limited data is worth being focused on.

We took the privacy concerns into consideration by performing model training in a decentralized way with a federated learning technique. Since federated learning requires data to remain on participated edges devices, combining federated learning and transfer learning further address the issue of limited data.

We thoroughly evaluated the model performance of centralized transfer learning and federated transfer learning by measuring sensitivity, specificity, as well as ROC curves, and AUC values and showed that our proposed approach has excellent capability to leverage between accuracy and privacy.

### 3 Theory and Methodology

#### 3.1 Deep Learning, CNNs and Transfer Learning

Deep learning techniques, such as convolutional neural networks (CNNs) [63], are used to generate predictions about future data. Convolutional neural networks (CNNs) contain several different layers such as convolutional layers, pooling layers, and fully connected layers [64, 65], each layer consists of many individual units known as neurons, which is a simulation of neurons in the human brain nervous system [66, 67]. Figure 3 shows a simple example architecture of CNNs; in CNNs, each neuron takes input and performs weights calculation, and passes calculation results to other neurons through activation function [65, 68]. To construct a decent classifier, CNNs are trained on previously collected data [69, 70, 71, 72], although a large amount of high-quality data is an essential factor in achieving better model training and testing performance, due to collecting and labeling data being always resource-consuming, the entire model training process could become less efficient until transfer learning [47, 45] can handle this issue. According to [47, 45, 18], transfer learning attempts to learn knowledge source tasks and apply it to a target task, in contrast to the conventional model training process, which attempts to learn each new task from scratch [47, 45, 18]. In this paper, we will utilize deep learning and transfer learning techniques to assist us in the classification task.

#### 3.2 Federated Learning

As a distributed machine learning technique, federated learning allows machine learning models to be trained using decentralized data stored on devices such as mobile phones and computers [41, 42, 43, 44], which solves the fundamental issues of privacy, ownership, and localization of data.

A neural model may be trained using federated learning, and weights from a large number of clients trained on their local datasets are aggregated by the server and integrated to build an accurate global model [41, 42, 43, 44].

In paper [41], the authors proposed FederatedAveraging, a method that is utilized on the server in order to aggregate clients’ local updated weights and generate weights for a global model. According to [41, 44], current global model weights are sent to a
As is shown in Algorithm 1, training round \( t \) starts from the same weights obtained from the server, which means all clients start from the same weights obtained from the server, which has either been randomly initialized or pre-trained on other data, depending on the configuration.

### 3.3 Two-Stage Federated Transfer Learning Framework

The two-stage transfer learning method was first proposed by the authors in [18], which achieved very high performance in classifying lung nodules. We further proposed our two-stage federated transfer learning framework, which highly references and is based on the algorithms proposed by the authors in [41, 44], as is shown in the following algorithm 1. In the first stage, CT scans are classified into Healthy and Pneumonia, while in the second stage, we further classify Pneumonia into Covid Pneumonia and Non-Covid Pneumonia. At the beginning of the framework, we first conducted stage one model training in a federated format, and weights are saved as a loadable file for transfer learning use in stage two.

As is shown in Algorithm 1, training round \( t \) is the number of global federated training rounds given by the user, and federated averaging \( \tau \) is the number of local training epochs of each client before sending local weights to the GlobalServer, for the federated averaged weights calculation in each training round. \( w(t) \) is the federated averaged weights obtained from calculation at the end of training round \( t \). Before the first training round, at \( t = 0 \), we initialize \( w(0) \) to vector containing random values for stage one, and for stage two, we initialize \( w(0) \) to the pre-trained weights obtained from stage one. At the beginning of each training round at GlobalServer, then federated averaged weights from previous training round \( w(t-1) \) is sent to all clients, each client \( i \) start local training on local data \( D_i \) based on the received weights in Procedure TrainClient. At training round \( t \), after finishing local training for \( \tau \) epochs, each client sends their weights \( w_i(\tau, t) \) to GlobalServer for federated averaged weights calculation. As is discussed in [41, 44], we also take the size of each client’s local dataset into consideration and performed a weighted average for the calculation of federated averaged weights \( w(t) \). If the currently running task is stage one, after all training rounds end, \( w(t_0) \) is saved as a loadable file to be used in stage two. Please note that for this two-stage federated transfer learning approach, the stage one must be run prior to the stage two in order to generate pre-trained weights for transfer learning in stage two.

### 4 Experiments and Results

#### 4.1 Dataset Preparation

As the proposed federated transfer learning framework contains two stages, two different datasets with overlapped data need to be prepared. To create the dataset for stage one, we combined the aforementioned 3616 covid CT scans and 4273 CT scans of non-covid bacterial or viral pneumonia into a new category named Pneumonia, which contains 7889 CT scans in total, and the other category is Healthy consists of 10192 CT scans. As for stage two, the 3616 covid CT scans are in the category named Covid Pneumonia and the other category Non-Covid Pneumonia contains 4273 CT scans of pneumonia that are not caused by covid, as is shown in Table 2, all CT scans are pre-processed into grayscale and resized to 28 by 28 pixels when creating datasets, in order to be utilized by LeNet model [63].

#### 4.2 CNN model: LeNet

In this paper, we utilize LeNet as the model to first classify CT scans into Healthy and Pneumonia in stage one, then classify Pneumonia into Covid Pneumonia and Non-Covid Pneumonia in stage two. LeNet is one of the most classic CNN architecture developed by Yann LeCun [63], which was used to classify data from the MNIST dataset [63]. The LeNet architecture we used contains two convolutional layers, two max-pooling layers, and two fully connected layers, with softmax [73] being used in the output layer.

#### 4.3 Experiment Results Analysis

In this paper, we conducted our experiments in simulation on a single computer with a GTX 1070 Ti GPU, tensorflow [74] and keras [75] were utilized to construct the CNN model during our experiments. We utilized 80% of the dataset as the training set and the remaining 20% as the testing set, which is shown in Table 3.

Before performing our proposed federated transfer learning, we first implement two-stage centralized transfer learning as is discussed in [18]. Centralized learning is the traditional training format where the dataset is located in only one device, and the model is trained on all data points. The results of the centralized learning format will be used as a baseline to be compared with
Algorithm 1: Two-Stage Federated Transfer Learning

1. **Input:** Total Training Round $t_e$, Federated Averaging Interval $\tau_c$, Number of Clients $N$, Stage Indicator $S$, Data $D$ with size $|D|$; Learning Rate $\eta$, Batch Size $b$.

2. **Variable:** Training Round Counter $t$, Local Training Epoch Counter $\tau$, Clients Index $i$;

3. **Loss Function:** $l$;

4. **Output:** $w(t)$.

5. **Procedure GlobalServer:**
   - if $S \leftarrow \text{stage\_one}$ then
     - Initialize $w(0)$ as a vector that contains random values;
   - else
     - if $S \leftarrow \text{stage\_two}$ then
       - Initialize $w(0)$ to pre-trained weights from stage\_one;
     - end
   - end
   - for $t \leftarrow 1, 2, \ldots, t_e$ do
     - Send $w(t-1)$ to all clients;
     - for $i \leftarrow 1, 2, \ldots, N$ do
       - $w^i_{\tau_c}(t) \leftarrow \text{TrainClient}(w(t-1), i)$;
     - end
     - $w(t) \leftarrow \frac{\sum_{i=1}^N |D_i| w^i_{\tau_c}(t)}{|D|}$; \(\triangleright\) calculate federated averaged weights in the end of this training round
   - end
   - if $S \leftarrow \text{stage\_one}$ then
     - Save the final federated averaged weights $w(t_e)$ as loadable file;
   - end

6. **Procedure TrainClient($w(t), i$):**
   - Receive $w(t)$ from GlobalServer;
   - $w^i_0(t+1) \leftarrow w(t)$; \(\triangleright\) set the initial local model weights of $t+1$ training round to the received federated averaged weights
   - Initialize $\tau \leftarrow 1$;
   - for $\tau \leftarrow 1, 2, \ldots, \tau_c$ do
     - $w^i_{\tau_c}(t+1) \leftarrow \text{Optimizer}(w^i_{\tau_c}(t+1), \eta, l, D_i, b)$ \(\triangleright\) update weights based on weights from previous epoch, learning rate, loss function, local dataset and batch size using the choosed optimizer, such as gradient decent, SGD, Adam
   - end
   - Send $w^i_{\tau_c}(t+1)$ to GlobalServer;

Note: This algorithm references and is based on algorithms proposed in [41, 44]

our proposed two-stage federated transfer learning framework. As for the model training configuration, to begin with, we train our model for stage one, the training epoch is set to 20, the batch size is set to 32, and the learning rate is set to 0.001, for stage two, since the previous weights from stage one are transferred, we reduce the training epochs to 10, while the batch size and learning rate remain unchanged.

After training models in the centralized setting, we then start the training model using the proposed federated transfer learning framework. In federated learning, weights of all clients are sent to GlobalServer for federated averaging [41] in each training round after being trained at the client side for certain local training epochs, then take the effect of federated averaging interval into consideration. As is shown in Algorithm 1, in our proposed framework, the federated averaging interval is controlling the number of epochs a local model is trained at the client-side; in our experiments, we create five clients, and we trained our models with the federated averaging interval being set from 1 to 10, in order to explore how it relates to the performance. Data distribution at each client may also become a key factor for overall performance; therefore, in our experiments, we explore the influences of data distribution by training model in two scenarios as is shown in Table 4: (1) distributing data in training set to each client evenly, with 20% of data for each client, which is marked as balanced and (2) distributing data to each client unevenly, with the five clients having access to 30%, 25%, 20%, 15%, 10% of data respectively, which is marked as unbalanced. Please note that in the federated model training process, the number of training rounds is set to 20 in stage one and 10 in stage two, the learning rate is set to 0.001, the batch size is set to 32 in both stages, which corresponds to the parameters in the aforementioned centralized training.

To evaluate the performance, we tested our models on the testing set. Due to data imbalance of different categories, traditional accuracy may be biased based on the size of the dataset, and we then decide to utilize the ROC curve and AUC value for a more robust model performance evaluation. ROC curves of models trained with balanced data distribution are shown in Figure 4, Figure 5, Figure 6 and Figure 7, and ROC curves of models trained with unbalanced data distribution are shown in Figure 8, Figure 9, Figure 10 and Figure 11. All AUC values are recorded, and we have also calculated precision, sensitivity, as well as specificity. When calculating AUC, precision, and sensitivity, we consider Pneumonia as positive and Healthy as negative in stage one, while in stage two, Covid Pneumonia is considered as positive and Non-Covid Pneumonia is considered as negative. Precision is calculated using the following Equation 1,

$$
\text{Precision} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalsePositive}}
$$

(1)

while sensitivity is calculated as is shown in Equation 2,

$$
\text{Sensitivity} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalseNegative}}
$$

(2)

and the following Equation 3 calculates specificity.

$$
\text{Specificity} = \frac{\text{TrueNegative}}{\text{TrueNegative} + \text{FalsePositive}}
$$

(3)

The recorded confusion matrix values are shown in Table 5, and AUC, precision, sensitivity and specificity are shown in Table 6. Please note that rounding has been applied to values in Table 6 in order to keep four decimals, resulting in identical values shown in Table 6, which may not be equal to each other before rounding.

The results of experiments show that our proposed two-stage federated transfer learning framework has achieved excellent
performance in both stages. By comparing balanced and unbalanced data distribution at the client-side, we can see that dataset distribution at the client-side may not affect the overall model performance in the current two-stage classification task. Additionally, we observed that the models achieved very high classification performance in stage two even with the federated averaging interval set to 1. However, the results of stage one classification showed that the increase of federated averaging interval might help the model achieve better performance, which could be observed from the sensitivity values. However, the performance may not always be positively correlated with the federated averaging interval, as too many local training epochs could result in overfitting.

5 Conclusion and Discussion

In this paper, we proposed the two-stage federated transfer learning framework to address privacy concerns while achieving high accuracy. We also explored the relationship between the performance and the number of epochs local models are trained. Experiments were conducted in both centralized setting and federated setting for comparison, and the results of our experiments showed that the performance of the proposed framework are surprisingly good.

In our current work, due to hardware limitations, the simulation experiments of our proposed framework were only run on
the LeNet model. Future endeavors may be focusing on running the proposed framework on other much more complicated CNNs, such as AlexNet [69], VGG [76], and ResNet [77]. In the future, we may further explore the time or other resources consumed when increasing the number of local training epochs at the client-side and focus on achieving high accuracy in a resource-constrained environment.

Please note that our research is not aimed to replace the diagnosis from doctors. We are only trying to provide a way to leverage privacy and accuracy as well as reduce the possible negative impact caused by limited data availability by utilizing both federated learning and transfer learning.
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Table 5: Confusion Matrix Values of All Models

| Stage   | Training Setting | Data Dist. | Fed. Averaging Interval | TP   | TN   | FP   | FN   |
|---------|------------------|------------|-------------------------|------|------|------|------|
| stage one | centralized     | N/A        | N/A                     | 1423 | 1925 | 159  | 110  |
| stage two | centralized     | N/A        | N/A                     | 700  | 858  | 7    | 13   |
| stage one | federated      | balanced   | 1                       | 1260 | 1964 | 120  | 273  |
|          |                 |            | 2                       | 1316 | 2005 | 79   | 217  |
|          |                 |            | 3                       | 1381 | 1980 | 104  | 152  |
|          |                 |            | 4                       | 1359 | 2005 | 79   | 174  |
|          |                 |            | 5                       | 1377 | 2010 | 74   | 156  |
|          |                 |            | 6                       | 1436 | 1959 | 125  | 97   |
|          |                 |            | 7                       | 1383 | 2006 | 78   | 150  |
|          |                 |            | 8                       | 1402 | 1992 | 92   | 131  |
|          |                 |            | 9                       | 1388 | 1978 | 106  | 145  |
|          |                 |            | 10                      | 1412 | 1976 | 108  | 121  |
| stage two | federated      | balanced   | 1                       | 698  | 850  | 15   | 15   |
|          |                 |            | 2                       | 701  | 857  | 8    | 12   |
|          |                 |            | 3                       | 699  | 857  | 8    | 14   |
|          |                 |            | 4                       | 696  | 859  | 6    | 17   |
|          |                 |            | 5                       | 697  | 861  | 4    | 16   |
|          |                 |            | 6                       | 703  | 853  | 12   | 10   |
|          |                 |            | 7                       | 698  | 857  | 8    | 15   |
|          |                 |            | 8                       | 700  | 858  | 7    | 13   |
|          |                 |            | 9                       | 700  | 854  | 11   | 13   |
|          |                 |            | 10                      | 700  | 861  | 4    | 13   |
| stage one | federated      | unbalanced | 1                       | 1287 | 1972 | 112  | 246  |
|          |                 |            | 2                       | 1335 | 2002 | 82   | 198  |
|          |                 |            | 3                       | 1409 | 1989 | 95   | 124  |
|          |                 |            | 4                       | 1397 | 1978 | 106  | 136  |
|          |                 |            | 5                       | 1393 | 1989 | 95   | 140  |
|          |                 |            | 6                       | 1385 | 1974 | 110  | 148  |
|          |                 |            | 7                       | 1400 | 1980 | 104  | 133  |
|          |                 |            | 8                       | 1425 | 1981 | 103  | 108  |
|          |                 |            | 9                       | 1413 | 1976 | 108  | 120  |
|          |                 |            | 10                      | 1419 | 1986 | 98   | 114  |
| stage two | federated      | unbalanced | 1                       | 689  | 857  | 8    | 24   |
|          |                 |            | 2                       | 697  | 857  | 8    | 16   |
|          |                 |            | 3                       | 704  | 861  | 4    | 9    |
|          |                 |            | 4                       | 699  | 859  | 6    | 14   |
|          |                 |            | 5                       | 698  | 858  | 7    | 15   |
|          |                 |            | 6                       | 697  | 861  | 4    | 16   |
|          |                 |            | 7                       | 695  | 859  | 6    | 18   |
|          |                 |            | 8                       | 697  | 860  | 5    | 16   |
|          |                 |            | 9                       | 702  | 859  | 6    | 11   |
|          |                 |            | 10                      | 702  | 858  | 7    | 11   |
Table 6: AUC, Pre. (Precision), Sen. (Sensitivity) and Spe. (Specificity) Values of All Models

| Stage     | Training Setting | Data Dist. | Fed. Averaging Interval | AUC   | Pre.   | Sen.   | Spe.   |
|-----------|------------------|------------|-------------------------|-------|--------|--------|--------|
| stage one | centralized      | N/A        | N/A                     | 0.9801| 0.8995 | 0.9282 | 0.9237 |
| stage two | centralized      | N/A        | N/A                     | 0.9992| 0.9901 | 0.9818 | 0.9919 |
|           |                  |            |                         | 0.9626| 0.9130 | 0.8219 | 0.9424 |
|           |                  |            |                         | 0.9761| 0.9434 | 0.8584 | 0.9621 |
|           |                  |            |                         | 0.9790| 0.9300 | 0.9008 | 0.9501 |
|           |                  |            |                         | 0.9812| 0.9451 | 0.8865 | 0.9621 |
|           |                  |            |                         | 0.9829| 0.9490 | 0.8982 | 0.9645 |
|           |                  |            |                         | 0.9807| 0.9199 | 0.9367 | 0.9400 |
|           |                  |            |                         | 0.9836| 0.9466 | 0.9022 | 0.9626 |
|           |                  |            |                         | 0.9818| 0.9384 | 0.9145 | 0.9559 |
|           |                  |            |                         | 0.9793| 0.9290 | 0.9054 | 0.9491 |
|           |                  |            |                         | 0.9820| 0.9289 | 0.9211 | 0.9482 |
| stage one | federated        | balanced   |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
| stage two | federated        | balanced   |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
| stage one | federated        | unbalanced |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
| stage two | federated        | unbalanced |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |
|           |                  |            |                         |       |        |        |        |