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Abstract—As an increasingly popular task in multimedia information retrieval, video moment retrieval (VMR) aims to localize the target moment from an untrimmed video according to a given language query. Most previous methods depend heavily on numerous manual annotations (i.e., moment boundaries), which are extremely expensive to acquire in practice. In addition, due to the domain gap between different datasets, directly applying these pre-trained models to an unseen domain leads to a significant performance drop. In this paper, we focus on a novel task: cross-domain VMR, where fully-annotated datasets are available in one domain ("source domain"), but the domain of interest ("target domain") only contains unannotated datasets. As far as we know, we present the first study on cross-domain VMR. To address this challenge, we propose a novel Multi-Modal Cross-Domain Alignment (MMCDA) network to transfer the annotation knowledge from the source domain to the target domain. However, due to the domain discrepancy between the source and target domains and the semantic gap between videos and queries, directly applying trained models to the target domain generally leads to a performance drop. To solve this problem, we develop three novel modules: (i) a domain alignment module is designed to align the feature distributions between different domains of each modality; (ii) a cross-modal alignment module aims to map both video and query features into a joint embedding space and to align the feature distributions between different modalities in the target domain; and (iii) a specific alignment module tries to obtain the fine-grained similarity between a specific frame and the given query for optimal localization. By jointly training these three modules, our MMCDA can learn domain-invariant and semantic-aligned cross-modal representations. Extensive experiments on three challenging benchmarks (ActivityNet Captions, Charades-STA and TACoS) illustrate that our cross-domain method MMCDA outperforms all state-of-the-art single-domain methods. Impressively, MMCDA raises the performance by more than 7% in representative cases, which demonstrates its effectiveness.

Index Terms—Video moment retrieval, cross-domain learning, unsupervised domain adaption.

I. INTRODUCTION

A S AN important yet challenging multimedia task, video moment retrieval (VMR) [1], [2], [3] has received increasing attention due to its wide potential applications, such as human-computer interaction [4] and video understanding [5], [6], [7], [8], [9]. Given a sentence query, VMR aims to ground the most relevant moment from an untrimmed video. As shown in Fig. 1(a), most of the contents in the video are irrelevant to the query while only a short moment matches it. A well-designed model requires grounding accurate start and end timestamps of the target moment. In practice, VMR is an extremely challenging task because the desired model should (i) cover various moment lengths in multiple scenarios; (ii) bridge the semantic gap between different modalities (video and query); (iii) understand the semantic details of different modalities to extract modal-invariant features for optimal retrieval. Most previous VMR methods [10], [11], [12], [13], [14], [15], [16], [17] refer to a fully-supervised setting where all moment-query pairs and moment boundaries are annotated in detail. For instance, some of them [18], [19], [20], [21], [22], [23], [24] utilize a scan-and-ranking framework that first pre-defines a set of candidate segment proposals and then calculates their matching degree with query semantics for ranking and localization; others [25], [26], [27], [28], [29] directly predict the moment boundary by a regression strategy. Although these respectable methods have achieved decent progress, they are data-hungry, relying on numerous manual annotations (moment boundaries), which limits their applications. For example, more than 300,000 unannotated videos (with 80,000 hours of video length) are uploaded to YouTube every day. Obviously, it is not feasible to manually annotate such large-scale video data. To alleviate the reliance to a certain extent, some weakly-supervised methods [30], [31], [32], [33], [34], [35], [36], [37], [38] are proposed to only utilize coarse video-level annotations for training. Unfortunately, this still requires us to understand each video and to provide the corresponding video-level annotation, which is significantly time-consuming and labor-intensive. Although the above supervised methods have achieved great progress in some cases, they are all trained in a supervised learning manner based on manually annotated datasets, which is always expensive to collect in practice. In most multimedia applications, we always collect a few fully-annotated datasets and a massive number of unannotated datasets. Hence, we pose a brand-new task: can...
we transfer the annotation knowledge from the fully-annotated source dataset to the unannotated target dataset? We demonstrate this new task “cross-domain video moment retrieval” (cross-domain VMR) as shown in Fig. 1(d). To the best of our knowledge, there is no such task proposed in previous works for VMR. Different from previous VMR works under the single-domain setting as shown in Fig. 1(b), our cross-domain model first gains the annotation knowledge from the source domain, and then transfers the knowledge into the target domain as shown in Fig. 1(d). Due to the domain discrepancy and semantic gap as shown in Fig. 1(c), if previous single-domain VMR methods are directly employed to the unannotated target dataset, they will suffer from a performance drop. Therefore, cross-domain VMR is a significant and challenging task.

Although many single-modal domain adaptation works [39], [40], [41], [42], [43] have been proposed, they can only learn the feature representation of one modality. As a significant multimedia task, the VMR task requires the alignment knowledge of two modalities. Therefore, previous single-modal domain adaptation methods cannot be directly used for the VMR task due to the inability to preserve the relations between two modalities at the same time. Recently, some multi-modal domain adaptation methods have been proposed for some specific multimedia tasks, e.g., action recognition [44] and emotion recognition [45]. Someone might have a question: if we can introduce these methods to our cross-domain VMR task? Unfortunately, there is a large gap between VMR and other multimedia tasks. Directly introducing these works into VMR meets limitations of the more complex multi-modal scenarios and the larger domain gap in VMR datasets. Different from previous multi-modal domain adaptation tasks that focus on matching visual and textual information for a classification-based task, our proposed cross-domain VMR is more challenging and needs to transfer the query-related moment knowledge across different datasets in a more complicated retrieval task.

To solve this task, we propose a Multi-Modal Cross-Domain Alignment (MMCDA) network to learn domain-invariant and semantic-aligned cross-modal representations. As shown in Fig. 2, MMCDA contains three main parts: (i) two shared multi-modal feature encoders to extract discriminative modalspecific features, (ii) a cross-modal attention part to learn domain-agnostic video-query interaction, (iii) a multi-modal cross-domain alignment part to close the domain discrepancy and the semantic gap via three carefully-designed alignment modules: domain alignment, cross-modal alignment, and specific alignment.

To alleviate the domain discrepancy, we first design a brand-new domain alignment module to minimize the maximum mean discrepancy (MMD) distance between different domains. Moreover, an intra-sample distribution function and an inter-sample distribution function are proposed to align the feature distributions of the source and target domains. Based on this domain alignment module, we can obtain the domain-invariant representation for each modality. However, only aligning different domains is not enough due to the existence of the semantic gap between videos and queries in the unannotated target domain. To bridge such a semantic gap, we further develop a cross-modal alignment module. In particular, we first project these multi-modal features into a joint embedding space, which aims to maximize the similarity between the video and corresponding query and to minimize the similarity between the video and non-matching query, versa vice. Then, we align the feature distributions of different modalities based on the intra-sample distribution function and the inter-sample distribution function. Considering that some specific frames near a moment boundary might be assigned to another moment incorrectly, we also propose a specific alignment module to improve the retrieval accuracy. Particularly, we enhance the characteristics of the specific frame by maximizing its probability belonging to the corresponding query. By integrating the aforementioned three alignment modules, our MMCDA is able to achieve significant performance on the target domain without any annotations.

Our main contributions are summarized as follows:

- We present a novel task: cross-domain VMR, which aims to transfer the annotation knowledge from the source domain to the target domain. To our best knowledge, our proposed MMCDA is the first attempt to make VMR adaptive to different domains rather than a single domain in previous VMR methods.
- Three alignments modules (domain alignment, cross-modal alignment, and specific alignment) are designed in MMCDA to learn domain-invariant and semantic-aligned cross-modal representations.
- Experimental results on three popular datasets (ActivityNet Captions, Charades-STA and TACoS) show the effectiveness of MMCDA. To our surprise, it significantly outperforms state-of-the-art single-domain VMR methods in representative cases. Extensive ablation studies illustrate the functions of each module.
Fig. 2. A brief framework of our proposed MMCDA for the cross-domain VMR task. MMCDA contains three parts: the shared feature encoders to extract the video and query features in each domain, the cross-modal attention to capture the video-query relations, and the multi-modal cross-domain alignment to close the domain discrepancy and the semantic gap. MMCDA aims to transfer the alignment knowledge from the source domain to the target domain. Best viewed in color.

II. RELATED WORKS

Fully-supervised video moment retrieval: Most of the existing methods are fully supervised [46], requiring all annotated moment-query pairs and labeled moment boundaries. With adequate annotations, these methods try to align multi-modal features to predict the moment boundary from an untrimmed video according to a given query. Based on a two-stage multi-modal matching strategy, many works [18], [19], [20], [21], [22], [23], [24] first sample candidate moment proposals, and subsequently integrate a given query with moment representations by a matrix operation. For example, by introducing a multi-level model, Xu et al. [20] integrates visual and textual features earlier and further re-generates queries as an auxiliary task. To enhance the video representation understanding, Chen et al. [47] captures the evolving fine-grained frame-by-word interactions between videos and queries. Although these methods achieve good performances, they are severely proposal-dependent and time-consuming. Without using proposals, the latest methods [25], [26], [27], [28], [29] integrate the query representation with those video moments individually, and then calculate their matching scores. By using a two-phase cross-modal interaction, Sun et al. [48] leverage multi-agent reinforcement learning to reason each moment boundary. To sufficiently understand cross-modal semantic, Hu et al. [49] propose a deep cross-modal semantic alignment network for moment localization.

Weakly-supervised video moment retrieval: The aforementioned fully-supervised methods are annotation-dependent. In order to alleviate the dependence to a certain extent, several weakly-supervised VMR methods [32], [33], [34], [36] are under a weakly-supervised setting, which only utilizes coarse video-level annotations to obtain accurate retrieval. For a weakly-supervised VMR task, Duan et al. [33] decompose it into two sub-tasks: event captioning and query localization. Duan et al. [33] first assume that each caption describes only one temporal moment, and then design a cycle network to train the model. As the pioneering work for weakly-supervised VMR, Mithun et al. [34] learn a joint representation between the video and the query by proposing a text-guided-attention network and utilizing an attention weight. To improve the exploration and exploitation, Lin et al. [36] choose the top-K proposals and measure the semantic similarity between the video and the query. By proposing Semantic Completion Network, Lin et al. [36] treat the masked query as input and predict the masked words from the video features.

Unsupervised domain adaptation: Unsupervised domain adaptation (UDA) aims to transfer the knowledge from the label-rich source domain to the unlabelled target domain, which is called domain shift [50]. This shift usually encounters some challenges: (i) the collected data are from diverse resources [51]; (ii) the training data in the target domain is limited [52]; (iii) the source and target domains have different modalities [53]. A general solution is to align the feature distribution between the two domains. Many UDA methods align the feature distribution by minimizing the disagreement of data distribution in different domains [54], or learning an adversarial domain-classifier to find domain-invariant features [55]. For example, for the activity recognition task, Song et al. [56] establish the cross-modal domain alignment via self-supervised contrastive framework to learn the joint clip-level and video-level representation alignment for video-based UDA. Considering that video data is usually associated with multi-modal information (RGB and optical flow), Kim et al. [57] propose a unified framework for video domain adaptation, which simultaneously regularizes cross-modal and cross-domain feature representations. As for the text-video retrieval task, Chen et al. [58] propose a new benchmark and investigate the UDA task for text-video retrieval in this setting. Based on standard backpropagation training, Ganin et al. [59] present a network that allows large-scale training by massive annotated data in the source domain and a large number of unannotated data in the target domain. By introducing adversarial learning to model domain shift between different
domains, Long et al. [60] design a deep domain adaptation hashing network for binary representation generation. Long et al. [61] propose a conditional adversarial domain adaptation network, which conditions the adversarial adaptation methods on discriminative information conveyed when predicting classification results. However, these methods cannot apply to our cross-domain VMR task because (i) most UDA methods only align the unimodal features, while we need to align the multi-modal features (both queries and videos); (ii) many UDA methods aim to tackle classification-based tasks (e.g., activity recognition [62], object detection [63] and text-video retrieval [58]) rather than our complicated retrieval task. Thus, cross-domain VMR is more challenging than general UDA tasks.

III. PROPOSED MMCDA NETWORK

Firstly, we carefully formulate our novel problem and introduce our proposed MMCDA. Then, we present our framework (feature encoder, cross-modal attention, and multi-modal cross-domain alignment). In the multi-modal cross-domain alignment, we highlight three well-designed alignment modules: domain alignment, cross-modal alignment, and specific alignment. Finally, we demonstrate our training and inference phases in detail.

A. Problem Formulation

In our cross-domain VMR task, we collect a fully-annotated source dataset as:

\[
X_s = \left\{ \{V_i^s\}_{i=1}^{I_s}, \{Q_j^s\}_{j=1}^{J_s}, \{(s_j, e_j)\}_{j=1}^{J_s} \right\},
\]

where \(V_i^s\) is the \(i\)-th untrimmed video; \(Q_j^s\) and \((s_j, e_j)\) are the \(j\)-th sentence query and moment boundary, respectively; \((s_j, e_j)\) is the start and end timestamps of the \(j\)-th query, which corresponds to the \(j\)-th query semantically.

Also, we are given an unannotated target dataset:

\[
X_t = \left\{ \{V_k^t\}_{k=1}^{N_t}, \{Q_l^t\}_{l=1}^{N_t}, \{(\cdot, \cdot)^t\}_{l=1}^{N_t} \right\},
\]

where \((\cdot, \cdot)^t\) means that the target moment boundary is not available. \(I^s/J^s\) and \(J^s/J^t\) are the numbers of source/target videos and source/target queries, respectively. To predict the target moment boundary \((\cdot, \cdot)^t\), we propose MMCDA to transfer the annotation knowledge from the source domain into the target domain.

As shown in Fig. 2, our MMCDA contains three main parts: feature encoder, cross-modal attention, and multi-modal cross-domain alignment. The feature encoder aims to extract the discriminative features (\(V_i^s/V_k^t\) and \(Q_j^s/Q_l^t\)) with modal-specific information. The cross-modal attention tries to learn the domain-agnostic video-query interaction by integrating both query-to-video and video-to-query information as the bidirectional attention (\(V_j^s/V_j^t\)). The multi-modal cross-domain alignment aims to learn domain-invariant and semantic-aligned cross-modal representations through three alignment modules: domain alignment, cross-modal alignment, and specific alignment.

B. Feature Encoder

**Video encoding:** Given a video input, following [24], we first utilize a pre-trained C3D model [64] to extract the frame-wise features. Then, we leverage a multi-head self-attention module [65] to obtain the semantic dependencies in the long video context. To incorporate the contextual information, we further exploit a bi-directional GRU (Bi-GRU) network [66]. In the source domain, we denote the encoded video representation as \(V_i^s = \{v_1^s, v_2^s, \ldots, v_{T_i^s}^s\}^\top \in \mathbb{R}^{T_i^s \times d}\), where \(T_i^s\) is the frame number of the \(i\)-th source video, \(d\) is the embedding dimension. Similarly, we leverage the same video encoder for the target domain. The extracted features can be represented as \(V_k^t = \{v_1^t, v_2^t, \ldots, v_{T_k^t}^t\}^\top \in \mathbb{R}^{T_k^t \times d}\), where \(T_k^t\) is the frame number of the \(k\)-th target video.

**Query encoding:** Given a query as input, a Glove embedding [67] is employed to obtain the word-wise features. Similar to the video encoding, we feed these word features into another Bi-GRU network and a multi-head self-attention module to further integrate the sequential query representations. In the source domain, we denote the encoded query representation as \(Q_l^s = \{q_1^s, q_2^s, \ldots, q_{N_l^s}^s\}^\top \in \mathbb{R}^{N_l^s \times d}\), where \(N_l^s\) is the word number of the \(j\)-th source query, \(d\) is the embedding dimension. Similarly, in the target domain, we use the same query encoder to obtain the query representation \(Q_l^t = \{q_1^t, q_2^t, \ldots, q_{N_l^t}^t\}^\top \in \mathbb{R}^{N_l^t \times d}\), where \(N_l^t\) is the word number of the \(l\)-th target query.

C. Cross-Modal Attention

After encoding both videos and queries, we learn domain-agnostic video-query interactions through two attention mechanisms, shown in Fig. 2.

Firstly, we compute two cosine similarity matrices: (i) \(C^s(V_j^s, Q_l^s) \in \mathbb{R}^{I_s \times N_t}\) between \(V_j^s\) and \(Q_l^s\) in the source domain; (ii) \(C^t(V_k^t, Q_l^t) \in \mathbb{R}^{N_t \times N_t}\) between \(V_k^t\) and \(Q_l^t\) in the target domain:

\[
C_{i,j}^s = \frac{||v_i^s q_j^s||_2}{||v_i^s||_2 ||q_j^s||_2}, \quad C_{k,l}^t = \frac{||v_k^t q_l^t||_2}{||v_k^t||_2 ||q_l^t||_2}, \quad (1)
\]

where \(q_j^s/q_l^t\) is the corresponding query semantically-matching video \(V_j^s/V_k^t\), \((i,j)\) and \((k,l)\) are the coordinates of \(C^s\) and \(C^t\); \(v_i^s/v_k^t\) and \(q_j^s/q_l^t\) are the frames and words in source and target domains, respectively. Specifically, \(C_{i,j}^s/C_{k,l}^t\) denote the row-wise and column-wise normalizations of \(C^s(C^t)\) by the Softmax function, respectively.

Then, in the source domain, we design the bidirectional attention module as follows:

\[
X_i^s = C_{i,j}^s Q_l^s, \quad Y_i^s = C_{i,k}^s C_{i,j}^s V_i^s.
\]

Similarly, in the target domain, the bidirectional attention module is as follows:

\[
X_k^t = C_{k,j}^t Q_l^t, \quad Y_k^t = C_{k,l}^t C_{k,j}^t V_k^t.
\]

where \(X_i^s \in \mathbb{R}^{T_i^s \times d}\) and \(X_k^t \in \mathbb{R}^{T_k^t \times d}\) are the video-to-query attention weights; \(Y_i^s \in \mathbb{R}^{T_i^s \times d}\) and \(Y_k^t \in \mathbb{R}^{T_k^t \times d}\) are the query-to-video attention weights.
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Finally, we compose the fused frame-wise feature sequence with the output of the bidirectional attention:

\[
\{V^t_j\}_j = \text{Bi-GRU} \left( \{V^t_i; X^t_i; V^t_i \odot X^t_i; V^t_i \odot Y^t_n\} \right),
\]

\[
\{V^t_j\}_k = \text{Bi-GRU} \left( \{V^t_k; X^t_k; V^t_k \odot X^t_k; V^t_k \odot Y^t_n\} \right),
\]

where \( \{V^t_j\}_i \in \mathbb{R}^{|T^i| \times d}; \{V^t_j\}_k \in \mathbb{R}^{|T^k| \times d}; \odot \) is the element-wise multiplication operation.

**D. Multi-Modal Cross-Domain Alignment**

So far, we encode videos and queries \((V^s_i, Q^s_j, V^t_k, Q^t_l)\) in both domains, and obtain the fused features \((V^s_j, V^t_j)\) by cross-modal interactions. However, when we transfer the localization model trained on the source domain into the target domain, we still meet the following challenges: (i) how to close the domain discrepancy of the same modality between different domains; (ii) how to close the semantic gaps of the video and query in each domain; (iii) how to learn more representative frame-wise features to perform more accurate localization. As shown in Fig. 2, we address the above three challenges by proposing three alignment modules: (i) a domain alignment (DA) module to align the feature distributions between different domains of each modality; (ii) a cross-modal alignment (MA) module to map both video and query features into a joint embedding space and to align the feature distributions between different modalities in the target domain; (iii) a specific alignment (SA) module to enhance the characteristics of a specific frame by maximizing its probability belonging to the corresponding query.

**Domain alignment:** In our cross-domain VMR task, for each modality (video or query), the domain discrepancy is mainly due to the gap of feature distributions across different domains. To alleviate the domain discrepancy, we propose a domain alignment module for relieving the divergence of domain statistics. The basic idea is that the moment calculated on different domains are the same if the distributions of source and target domains are identical. To alleviate the domain discrepancy, we aim to shift the feature distributions in different domains as close as possible for each modality. In our task, the feature distribution consists of two folds: intra- and inter-sample distributions.2 Therefore, we propose two domain alignment loss functions \(L_{DV}\) and \(L_{DQ}\) as follows:

\[
L_{DV} = \sum_{V^s_j; V^t_k} \text{MMD} \left( \mu(V^s_i), \mu(V^t_i) \right) + \text{MMD} \left( \sigma(V^s_i), \sigma(V^t_i) \right),
\]

\[
L_{DQ} = \sum_{Q^s_j; Q^t_l} \text{MMD} \left( \mu(Q^s_j), \mu(Q^t_l) \right) + \text{MMD} \left( \sigma(Q^s_j), \sigma(Q^t_l) \right),
\]

where \(L_{DV}\) is the video-based domain alignment loss; \(L_{DQ}\) is the query-based domain alignment loss; \(\mu(\cdot)\) and \(\sigma(\cdot)\) are the intra-sample distribution function and the inter-sample distribution function respectively, which are defined by:

\[
\mu(V^s_i) = \frac{1}{T^s} \sum_{i=1}^{T^s} v^s_i, \quad \sigma(V^s_i) = \sqrt{\frac{1}{T^s} \sum_{i=1}^{T^s} (\mu(V^s_i) - \sum_{i=1}^{T^s} \mu(V^s_i)) ^2},
\]

\[
\mu(Q^s_j) = \frac{1}{N^s} \sum_{j=1}^{N^s} q^s_j, \quad \sigma(Q^s_j) = \sqrt{\frac{1}{N^s} \sum_{j=1}^{N^s} (\mu(Q^s_j) - \sum_{j=1}^{N^s} \mu(Q^s_j)) ^2},
\]

\[
\mu(V^t_k) = \frac{1}{T^t} \sum_{k=1}^{T^t} v^t_k, \quad \sigma(V^t_k) = \sqrt{\frac{1}{T^t} \sum_{k=1}^{T^t} (\mu(V^t_k) - \sum_{k=1}^{T^t} \mu(V^t_k)) ^2},
\]

\[
\mu(Q^t_l) = \frac{1}{N^t} \sum_{l=1}^{N^t} q^t_l, \quad \sigma(Q^t_l) = \sqrt{\frac{1}{N^t} \sum_{l=1}^{N^t} (\mu(Q^t_l) - \sum_{l=1}^{N^t} \mu(Q^t_l)) ^2},
\]

where \(\mu(V^s_i)\) (or \(\mu(V^t_k)\)) means the intra-video distribution, which is learned by averaging these frame features in the i-th source video (or the k-th target video); \(\sigma(V^s_i)\) (or \(\sigma(V^t_i)\)) means the inter-video distribution, which is obtained by computing the standard deviation of different video features in the source domain (or the target domain). Similarly, \(\mu(Q^s_j)\) (or \(\mu(Q^t_l)\)) means the intra-query distribution; \(\sigma(Q^s_j)\) (or \(\sigma(Q^t_l)\)) means the inter-query distribution. In \(L_{DV}\) and \(L_{DQ}\), \(MMD(\cdot)\) is a function to restrict two sets of variables \((U, W)\) matching with each other:

\[
MMD(U, W) = \frac{1}{N^u^2} \sum_{j=1}^{N^u} \sum_{i=1}^{N^u} \phi(u_i, u_j) + \frac{1}{N^w^2} \sum_{j=1}^{N^w} \sum_{i=1}^{N^w} \phi(w_i, w_j)
\]

\[
+ \frac{1}{N^u N^w} \sum_{i=1}^{N^u} \sum_{j=1}^{N^w} \phi(u_i, w_j),
\]

where \(\phi(\cdot, \cdot)\) means the Gaussian kernel; \(u_i\) (resp. \(w_j\)) is the i-th (resp. j-th) sample from the set \(U\) (resp. \(W\)); \(N_u\) and \(N_w\) are the sample numbers of \(U\) and \(W\), respectively. The total domain alignment loss function is as follows:

\[
L_{DA} = L_{DV} + L_{DQ}.
\]

2 A sample means a video or a query.
Thus, by reducing the distance between two distributions based on (3), we align the feature distributions of the same modal in different domains.

Cross-modal alignment: Besides alleviating the domain discrepancy, we also need to bridge the semantic gap between videos and queries in the target domain, which is the key to the standard VMR task. Thus, we develop a cross-modal alignment module by mapping videos and queries into a joint embedding space and aligning the feature distributions of different modalities.

On the one hand, we introduce two projection matrices $P_V \in \mathbb{R}^{d \times d}$ and $P_Q \in \mathbb{R}^{d \times d}$ to project the video and query features into their joint embedding spaces as $\{V^t\}_k = \{V^t\}_k P_V$ and $\{Q^t\}_l = Q^t P_Q$, respectively. Based on the joint embedding, the cross-modal consistent loss is formulated as:

$$
L_{M1} = L_{\text{triplet}} \left( \left\{ Q^t \right\}_l, \left\{ V^t \right\}_{l+}, \left\{ V^t \right\}_{l-}, m^t \right) + L_{\text{triplet}} \left( \left\{ V^t \right\}_k, \left\{ Q^t \right\}_{k+}, \left\{ Q^t \right\}_{k-}, m^t \right),
$$

where $m^t$ is a margin in the target domain, the triplet $\langle \{V^t\}_l, \{V^t\}_{l+}, \{V^t\}_{l-} \rangle$ are matching video $\{V^t\}_l$ and non-matching video $\{V^t\}_{l+}$ and query $\{Q^t\}_l$, similarly, triplet $\langle \{V^t\}_k, \{Q^t\}_{k+}, \{Q^t\}_{k-} \rangle$ are video $\{V^t\}_k$ with matching query $\{Q^t\}_k$ and non-matching query $\{Q^t\}_{k-}$; $L_{\text{triplet}}$ is a triplet loss defined as follows:

$$
L_{\text{triplet}}(A, P, N, m) = \sum_{A, P} \sum_{N} \max(m + \|C(A, P)\|_2 - \|C(A, N)\|_2),
$$

where $\| \cdot \|_2$ means L2-norm, $A$ is an anchor input, $P$ is a positive input matching $A, N$ is a negative input that does not match $A, m$ is a margin between positive pair $\langle A, P \rangle$ and negative pair $\langle A, N \rangle$. All these matching/non-matching samples are selected by pairwise ranking and the hardest negative mining strategies [68]. By minimizing (5), the similarity between a video feature and the corresponding query feature is maximized, and the similarity between all other non-matching ones is minimized, which aligns the textual semantics and the matching visual semantics in the target domain.

On the other hand, we align the feature distributions of videos and queries. Based on the in-sample distribution function $\mu(\cdot)$ and the inter-sample distribution function $\sigma(\cdot)$, we develop the following cross-modal feature distribution loss:

$$
L_{M2} = \sum_{V^t_k, Q^t_l} ||\mu(V^t_k) - \mu(Q^t_l)||_2^2 + ||\sigma(V^t) - \sigma(Q^t)||_2^2.
$$

Based on (7), we can make the feature distributions of queries and matching videos as close as possible.

Combining (5) and (7), we can bridge the semantic gap between videos and queries by the following cross-modal alignment loss:

$$
L_{MA} = L_{M1} + L_{M2}.
$$

Specific alignment: Due to the lack of annotations in the target domain, the learned frame-wise representations might be not optimally discriminative. To avoid some frames near the target moment boundary being localized in incorrect boundaries, we develop a specific alignment module to learn more fine-grained and representative features of each specific frame by correlating to the most relevant query information. Given a set of specific frame features $\{v^c_i\}_{i=1}^{N_f}$ and a set of query features $\{Q^c_i\}_{i=1}^{N_f}$, we first calculate their cosine similarity $C^c(v^c_i, Q^c_l)$ as follows:

$$
C^c(v^c_i, Q^c_l) = \frac{\|v^c_i^T Q^c_l\|_2}{\|v^c_i\|_2 \|Q^c_l\|_2}.
$$

To obtain the probability that $v^c_i$ corresponds to $Q^c_l$, we regularize the similarity by the Softmax function:

$$
s^c_{cl} = \text{Softmax} \left( C^c(v^c_i, Q^c_l) \right).
$$

Then, we choose the query with the greatest probability as the correct query corresponding to $v^c_i$. Finally, we employ the specific alignment loss as follows:

$$
L_{SA} = - \sum_{c} \log \left( \max_{i=1}^{N_f} (s^c_{cl}) \right).
$$

By minimizing (11), we can maximize the similarity between the specific frame $v^c_i$ and the corresponding query $Q^c_l$. In this way, we can enhance the characteristics of the specific frame by maximizing its probability belonging to the corresponding query.

E. Training and Testing

Pre-training for source domain: Since we have adequate annotations in the source domain, we first train our MMCDA network in the source domain under a fully-supervised setting. Given $V^s_0$ and $Q^s$, we introduce two projection matrices $P^s_v \in \mathbb{R}^{d \times T_s^*}$ and $P^s_q \in \mathbb{R}^{d \times N_s^*}$ to project the video and query features into the joint semantic representation. On the joint representation, the projection for the video feature is derived as $V^s_p = P^s_v V^s_0$ and the projection for the query feature is derived as $Q^s_p = P^s_q Q^s$. Similar to the joint embedding in the cross-domain alignment (5), we utilize the pairwise ranking loss with the hardest negative samples as follows:

$$
L_{SL} = L_{\text{triplet}} \left( \left\{ Q^s_p \right\}_j, \left\{ V^s_p \right\}_{j+}, \left\{ V^s_p \right\}_{j-}, m^s \right) + L_{\text{triplet}} \left( \left\{ V^s_p \right\}_i, \left\{ Q^s_p \right\}_{i+}, \left\{ Q^s_p \right\}_{i-}, m^s \right),
$$

where $m^s$ is the certain margin in the source domain. (12) maximizes the similarity between an embedded video feature and the corresponding query feature, and minimizes similarity to all other non-matching ones. In (12), the first term ensures that given a query input, the matching video should have a larger similarity than the non-matching videos. As for its second term, when we have a video input, the matching query inputs should have a larger similarity than the non-matching query inputs.

Main training: For the target domain, we do not have the annotated temporal boundaries of each moment-query pair. To transfer the annotation knowledge from the source domain into the target domain, we combine different alignment modules ((4), (8), (11), and (12)) into a multi-task loss function (i.e., the final...
loss function $L_{\text{final}}$) as follows:

$$L_{\text{final}} = L_{\text{SL}} + \gamma_1 L_{\text{DA}} + \gamma_2 L_{\text{MA}} + \gamma_3 L_{\text{SA}},$$

(13)

where $\gamma_1$, $\gamma_2$, and $\gamma_3$ are parameters to balance the importance between different modules.

Note that our training procedure is divided into two stages shown in Fig. 3. At the first stage, we only use $L_{\text{SL}}$ for pre-training in the source domain. At the second stage, we leverage the final objective function $L_{\text{final}}$ for main training in the source and target domains. The procedure not only effectively gains the annotation knowledge from the source domain, but also transfers the knowledge to the target domain. We can learn the domain-invariant representation [69] by the domain alignment (4) and obtain the semantic aligned cross-modal representations by the cross-modal alignment (8) and the semantic alignment (11). Thus, based on (13), we can learn domain-invariant and semantic aligned cross-modal representations to improve the generalization of our network.

\textbf{Inference:} During the inference, we first feed each video-query pair of the target domain into our model to extract its domain-invariant video/query features. After obtaining both representative video and query features, we follow [34], [70] to compute the cosine similarities between frame-wise video features and the query feature to determine whether each frame is semantic-related to the query. Finally, we locate the frame with the highest similarity score as the basic predicted moment, and add the left/right frames into the moment if the ratio of their scores to the frame score of the closest moment boundary is less than a certain threshold. In our all experiments, this inference threshold is set to 0.8 in ActivityNet Captions, TACoS and 0.9 in Charades-STA. We repeat this step to construct the moment until no frame can be added.

\section{IV. Experimental Results}

\subsection{A. Datasets and Evaluation Metrics}

We conduct experiments on three challenging benchmark datasets: TACoS [71], Charades-STA [72], and ActivityNet Captions [73], summarized in Table I.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
Dataset & Domain & # Videos & # Annotations & L(video) & L(query) & L(moment) & S(moment) \\
\hline
ActivityNet Captions & Open & 14,956 & 54,956 & 117.61s & 14.78 & 36.18s & 40.18s \\
Charades-STA & Indoors & 6,672 & 16,128 & 30.59s & 7.22 & 8.23s & 5.9s \\
TACoS & Cooking & 127 & 18,818 & 287.46s & 10.05 & 5.45s & 7.56s \\
\hline
\end{tabular}
\end{table}

\textbf{TACoS:} TACoS [71] contains 127 videos, and the average video length is about 7 minutes. These videos are mainly about cooking scenarios, thus lacking diversity. The cooking activities appear in the same kitchen scene with some slightly varied cooking objects. For a fair comparison, we follow the same splitting protocol as [72].

\textbf{Charades-STA:} Introduced for the video moment retrieval task, Charades-STA [72], [74] is mainly about daily indoor activities with 9,848 videos and 16,128 video-query pairs. Videos in the Charades dataset are mainly about indoor everyday activities. The average video length is about 0.5 minutes. The annotations are generated by query decomposition and keywords matching with a manual check. As the original Charades dataset has only temporal activity localization and video-level paragraph description annotations, labels for video moment retrieval are added in Charades-STA later.

\textbf{ActivityNet Captions:} ActivityNet Captions [73] is a large-scale dataset from open activities including 20,000 untrimmed videos with 100,000 queries from YouTube. These videos in the ActivityNet Captions dataset are open-domain and much longer with an average duration of about 2 minutes and queries are about 13.5 words.

Note that in our experiments, we use one dataset as the source domain and the rest datasets as the target domain. We abbreviate “TACoS,” “Charades-STA,” and “ActivityNet Captions” as “T,” “C,” and “A” respectively. “A \rightarrow T” means that we transfer the annotation knowledge from the ActivityNet Captions dataset (source domain) to the TACoS dataset (target domain). We consider six transfer tasks: A \rightarrow T, C \rightarrow T, A \rightarrow C, T \rightarrow C, T \rightarrow A, and C \rightarrow A. Meanwhile, we design three fully-supervised single-domain tasks: A \rightarrow A, C \rightarrow C, and T \rightarrow T. In each single-domain task, our MMCDA, we only perform pre-training (rather than main training) on a dataset and testing on the same dataset.

Following [75], we use the metric “R@m, IoU = m” for evaluation. “R@m, IoU = m” calculates the ratio of at least one of top-\(m\) selected moments having an intersection over union (IoU) larger than \(m\). The larger metric means the better performance. In our experiments, we use \(m \in \{1,5\}\) for all datasets, \(m \in \{0.3,0.5,0.7\}\) for ActivityNet Captions and Charades-STA, \(m \in \{0.1,0.3,0.5\}\) for TACoS.

\subsection{B. Implementation Details}

For video encoding, following [23], we resize every frame into 112 \(\times\) 112 pixels shape to encode videos, and then utilize...
a pre-trained C3D model [64] to extract frame-wise features for TACoS, ActivityNet Captions, and Charades-STA datasets. The length of each video is set to 200 in TACoS and ActivityNet Captions and 64 in Charades-STA. For query encoding, each word is embedded in a 300-dimensional vector with the Glove embedding [67]. The hidden state dimension of the Bi-GRU network is set to 512. The hyperparameters $\gamma_1$, $\gamma_2$, $\gamma_3$ are set to 1.0, 0.5, 0.2 respectively according to empirical study. Besides, the batch size, $m_s$, and $m_t$ are set to 128, 0.2, and 0.2, respectively. We train our whole MMCDA model for 100 epochs with batch size of 16 and early stopping strategy. Parameter optimization is performed by Adam optimizer with learning rate $4 \times 10^{-4}$ for ActivityNet Captions and Charades-STA and $3 \times 10^{-4}$ for TACoS, and linear decay of learning rate and gradient clipping of 1.0.

### C. Baseline Comparison

To evaluate the effectiveness of our proposed MMCDA, we compare it to several state-of-the-art VMR models, which are divided into two categories by the viewpoints of fully-supervised (FS) and weakly-supervised (WS) models. (i) FS models: 2D-TAN [76], ABLR [77], ACRN [78], ACL-K [22], CBP [79], CLEAR [49], CMIN [29], CSMGAN [24], CTRL [72], GDP [80], SAP [21], SCDM [81], MABAN [48], MCN [83], TGN [47], VSLNet [75]. (ii) WS models: CTF [32], LoGAN [31], RTBPN [30], SCN [36], TGA [34], MARN [37], VGN [38], VLNet [35].

Following [44], [84], we directly cite the results of compared VMR methods from corresponding works, which are trained and tested on the same datasets in FS or WS settings. Similarly, “CD” means “cross-domain”. Note that no weakly-supervised method reports its results on TACoS. The best results are bold.

### D. Does Our Domain Adaption Strategy Work?

To fairly compare with these single-domain baseline models, we serve our proposed MMCDA as a plug-and-play module for several state-of-the-art models (2D-TAN [76], CSMGAN [24], and CBLN [15]) for investigating its effectiveness. Specifically, we develop the following three settings in Table II:

1. **Baseline (BL):** we directly report the performance of these baseline models. This is under a single-domain setting, where their training and testing are on the same source dataset.
2. **Source Only (SO):** we only use the annotated source dataset to train a baseline model, and directly test the trained model on another unannotated target dataset. This is under a simple cross-domain setting.
3. **Ours:** we add our multi-modal cross-domain alignment loss ($\gamma_1 L_{DA} + \gamma_2 L_{MA} + \gamma_3 L_{SA}$) to 2D-TAN, CSMGAN, and CBLN, which can make them adaptive to our transfer tasks. This is under our cross-domain setting.

From Table II, we conclude the following observations:

- Directly testing the trained SO model on the target dataset will severely degenerate the retrieval performance, since there are a large domain discrepancy between two datasets and a huge semantic gap between videos and queries in the target dataset.
- Our domain adaption strategy is effective for these single-domain models, outperforming these baselines and their SO variants by a large margin.

It shows that our multi-modal cross-domain alignment can bring large improvement on single-domain methods.

### E. Performance Comparison and Analysis

**Comparison on TACoS:** As shown in Table III, we compare our cross-domain MMCDA with the state-of-the-art fully-supervised and weakly-supervised methods on the TACoS dataset, where MMCDA reaches the highest results in terms of all metrics. Particularly, compared with the best fully-supervised model CLEAR, MMCDA(A $\rightarrow$ T) achieves 1.42% absolute improvements in “R@1, IoU=0.5”. The main reason is that in this dataset, the cooking activities appear in the same kitchen scene with some slightly varied cooking objects. Thus, these baseline models are difficult to localize such fine-grained activities correctly. Different from these single-domain models, MMCDA(A $\rightarrow$ T) and MMCDA(C $\rightarrow$ T) can learn these fine-grained activity representations from ActivityNet Captions.

---

**Table II**

| Model | Setting | T-A | A-C | C-T |
|-------|---------|-----|-----|-----|
|       |         | R@1 | R@1 | R@1 | R@1 | R@1 | R@1 |
| 2D-TAN [76] | BL | 37.29 | 37.29 | 37.29 | 37.29 | 37.29 | 37.29 |
| | SO | 32.88 | 32.88 | 32.88 | 32.88 | 32.88 | 32.88 |
| | Ours | 41.47 | 41.47 | 41.47 | 41.47 | 41.47 | 41.47 |
| CSMGAN [24] | BL | 35.20 | 35.20 | 35.20 | 35.20 | 35.20 | 35.20 |
| | SO | 30.07 | 30.07 | 30.07 | 30.07 | 30.07 | 30.07 |
| | Ours | 39.41 | 39.41 | 39.41 | 39.41 | 39.41 | 39.41 |
| CBLN [15] | BL | 35.20 | 35.20 | 35.20 | 35.20 | 35.20 | 35.20 |
| | SO | 33.06 | 33.06 | 33.06 | 33.06 | 33.06 | 33.06 |
| | Ours | 43.72 | 43.72 | 43.72 | 43.72 | 43.72 | 43.72 |
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and Charades-STA datasets, respectively. Besides, MMCDA(A → T) and MMCDA(C → T) also outperform MABAN(T → T) with a clear margin, which shows the effectiveness of our multi-modal cross-domain alignment module in the VMR task.

Comparison on Charades-STA: We also compare our cross-domain MMCDA(A → C) with fully-supervised and weakly-supervised models on the Charades-STA dataset in Table IV, where MMCDA achieves a new state-of-the-art performance on most metrics. Compared with the best fully-supervised method MABAN, our MMCDA(A → C) obtains 10.29% and 18.14% improvements in the strict metrics “R@1, IoU=0.3” and “R@1, IoU=0.7,” respectively. Compared with the weakly-supervised approach LoGAN, our MMCDA(A → C) brings 23.46% and 23.71% improvements in “R@1, IoU=0.5” and “R@5, IoU=0.5,” respectively. It verifies the benefits of transferring the annotation knowledge from the source domain to the target domain. (iii) For different cross-domain VMR tasks (same target dataset and different source datasets), MMCDA performs differently. For example, MMCDA performs better in the A → C task than in the T → C task. One possible reason is that the ActivityNet Captions dataset contains multiple and sufficient scenarios that are able to generalize MMCDA to other datasets. In the contrast, the TACoS dataset only contains cooking videos (monotonous and simple) with a small number of videos, which may limit the generalization ability of our MMCDA.

F. Ablation Study

In this section, we will perform in-depth ablation studies to evaluate the effectiveness of each component in our MMCDA on different transfer tasks.

Main ablation study: To systematically evaluate the effectiveness of each module of our proposed MMCDA, we first conduct an main ablation study on all six transfer tasks. Table VI shows the corresponding results. In the main ablation study, we design the following ablation models: 1) MMCDA(w/o 3 DA): we remove the domain adaptation strategy (with loss SL), which is only used as a baseline approach. Secondly, we focus on the cross-domain setting in this paper. The better performance on our cross-domain setting shows the effectiveness of our MMCDA network. (ii) Although our MMCDA is under the cross-domain setting, it can significantly outperform fully-supervised and weakly-supervised VMR methods. It is because MMCDA can effectively transfer the annotation knowledge from the source domain to the target domain. (iii) For different cross-domain VMR tasks (same target dataset and different source datasets), MMCDA performs differently. For example, MMCDA performs better in the A → C task than in the T → C task. One possible reason is that the ActivityNet Captions dataset contains multiple and sufficient scenarios that are able to generalize MMCDA to other datasets. In the contrast, the TACoS dataset only contains cooking videos (monotonous and simple) with a small number of videos, which may limit the generalization ability of our MMCDA.

F. Ablation Study

In this section, we will perform in-depth ablation studies to evaluate the effectiveness of each component in our MMCDA on different transfer tasks.

Main ablation study: To systematically evaluate the effectiveness of each module of our proposed MMCDA, we first conduct an main ablation study on all six transfer tasks. Table VI shows the corresponding results. In the main ablation study, we design the following ablation models: 1) MMCDA(w/o 3 DA): we remove the domain alignment module (E4) from MMCDA;
2) MMCDA(w/o MA): we remove the cross-modal alignment module ( (8)) from MMCDA; 3) MMCDA(w/o SA): we remove the specific alignment module ( (11)) from MMCDA; 4) MMCDA(full): our full MMCDA model.

From the Table VI, we can observe that MMCDA(full) outperforms other ablation models in all the tasks, which shows the effectiveness of each module. Especially, compared with MMCDA(w/o DA), MMCDA(full) brings 9.11% improvement in “R@5, IoU=0.5” on the A → T transfer task; compared with MMCDA(w/o MA), MMCDA(full) raises the performance around 7.51% in “R@5, IoU=0.3”; compared with MMCDA(w/o SA), MMCDA(full) obtains the performance improvement about 5.41% in “R@5, IoU=0.1”. It is because the domain alignment module is able to close the domain discrepancy between different datasets for transferring the annotation knowledge; the cross-modal alignment module can reduce the semantic gaps between videos and queries in each dataset for matching a given query and the corresponding video; the specific alignment module aims to learn more fine-grained and representative frame-wise features for more accurate localization.

Based on the above results, we can obtain the following conclusions: 1) Compared with each model, the full model perform the best on all the datasets, which illustrates the effectiveness of each alignment module of our MMCDA. 2) Almost all ablation models outperform all state-of-the-art methods, which shows that our MMCDA can effectively handle the cross-domain video moment retrieval task. Meanwhile, it also illustrates that the excellent performance of our MMCDA does not rely on one specific key alignment module, and our full model is robust to address this cross-domain task. 3) We can observe that both MMCDA(w/o SA) and MMCDA(w/o MA) outperforms MMCDA(w/o DA). It is because the domain alignment is the key of the cross-domain VMR task to transfer the knowledge from source domain to target domain.

Training process of different ablation models: Following [36], we conduct six experiments to analyze the training process of different ablation models on each transfer task. Fig. 4 shows the results, where “mIoU” is the evaluation metric. We can obtain the following representative observations: (i) On each epoch, MMCDA(full) outperforms ablation models, which further demonstrates the effectiveness of each module. (ii) MMCDA(full) performs better in the A → C task than in the C → A task. It is because ActivityNet Captions (20,000 videos) contains more annotated videos (annotation knowledge) than Charades-STA (9,848 videos). (iii) For each transfer task, MMCDA(full) converges faster than ablation models, which shows that the full model is more efficient on time-consuming.

Analysis on domain alignment and cross-modal alignment: As shown in Table VII, we also conduct ablation study within the domain alignment and cross-modal alignment examine the effectiveness of each loss function. For the domain alignment, the video-based domain alignment loss $L_{DV}$ and the query-based domain alignment loss $L_{DQ}$ bring significant improvement in all metrics on both tasks. Especially, $L_{DV}$ brings 8.36% improvement in “R@1, IoU = 0.5” on the A → C transfer task, and raises the performance around 7.97% in “R@5, IoU = 0.3” on the C → A transfer task. Besides, $L_{DQ}$ obtains the performance improvement about 6.43% in “R@5, IoU = 0.5” on the A → C transfer task, and brings 7.40% improvement in “R@5, IoU = 0.3” on the C → A transfer task. As for the cross-modal alignment, the cross-modal consistent loss $L_{M1}$ and the cross-modal feature distribution loss $L_{M2}$ also effectively improve the grounding accuracy. For example, on the A → C transfer task, $L_{M1}$ raises the performance around 4.24% and 4.84% in “R@1, IoU = 0.3” and “R@5, IoU = 0.5” respectively, while it achieves the performance improvement about 4.32% and 6.10% in “R@1, IoU = 0.5” and “R@5, IoU = 0.3” respectively on the C → A transfer task. Moreover, $L_{M2}$ brings 2.42% improvement in “R@1, IoU = 0.5” on the A → C transfer task, and brings 5.62% improvement in “R@5, IoU = 0.3” on the C → A transfer task.

Analysis on hyperparameters: As shown in Table VIII, we analyze the impact of three hyperparameters: $\gamma_1$, $\gamma_2$, and $\gamma_3$. It can be observed that, with the increase of $\gamma_1$, $\gamma_2$ and $\gamma_3$, their performance follows a general trend, i.e., rises at
first and then starts to decline. It is because when these three hyperparameters are relatively small, our MMCDA pays more attention to the fully-supervised learning during the pre-training phase in the source domain, and it can obtain more annotation knowledge from the source domain. As the increase of these hyperparameters, MMCDA adds the attention to the multi-modal cross-domain alignment module during the main training phase, which helps MMCDA transfer the annotation knowledge from the source domain to the target domain. However, when these hyperparameters are too large, MMCDA may have difficulty in obtaining the annotation knowledge, which will lead the performance drop. Therefore, in our paper, we set $\gamma_1 = 1.0$, $\gamma_2 = 0.5$ and $\gamma_3 = 0.2$, where our MMCDA can obtain the best performance.

Analysis on the multi-modal encoders: As shown in Table IX, we investigate different variants of multi-modal encoders on all the tasks. In the $A \rightarrow T$ task, for the video encoder, we can observe that Bi-GRU brings the improvement of 1.19%, 1.76%, 1.90%, 2.34%, 1.48% and 0.44% in all metrics, which demonstrates that Bi-GRU can extract the sequential information among these consecutive frames. Also, the self-attention module improves performance (2.16%, 1.04%, 0.88%, 1.28%, 2.59% and 1.38%) to the full model. The performance boost is due to its ability to capture the intra-video contexts. As for...
TABLE IX
ABLATION STUDY ON THE VIDEO AND QUERY ENCODERS FOR ALL THE TASKS

| Module   | Changes | A→C | A←T | C→A | T←A |
|----------|---------|-----|-----|-----|-----|
| Video    | w/ Bi-GRU | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 |
| Encoder  | w/ Self-attention | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 |
| w/o Self-attention | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 | R0.1 |

the query encoder, we could find that if we remove the Bi-GRU module, the full model will decrease the performance of 2.30%, 2.08%, 1.60%, 1.64%, 1.74% and 1.09% in all metrics, which presents the effectiveness of Bi-GRU in incorporating the contextual textual information. Moreover, the self-attention module improves the accuracy of 2.30%, 2.51%, 2.02%, 1.64%, 2.98% and 1.89% since it can obtain the semantic dependencies in the long query.

Analysis on intra- and inter-sample distribution functions: To evaluate the power of our newly proposed distribution functions (intra-sample function \(\mu(\cdot)\) and inter-sample function \(\sigma(\cdot)\)) we conduct an ablation study on all the tasks. Since only three losses \(L_{DV}, L_{DQ}\) and \(L_{M1}\) contains \(\mu(\cdot)\) and \(\sigma(\cdot)\), we analyze the performance of \(\mu(\cdot)\) and \(\sigma(\cdot)\) on these three losses. As shown in Table X, both \(\mu(\cdot)\) and \(\sigma(\cdot)\) improve the performance by large margins. Particularly, on the A→C task, \(\mu(\cdot)\) and \(\sigma(\cdot)\) of \(L_{DV}\) achieve the performance improvement by 2.27% and 2.42% in terms of “R@1, IoU = 0.3” respectively. As for the C→A task, \(\mu(\cdot)\) and \(\sigma(\cdot)\) of \(L_{M1}\) improve the retrieval performance by 2.39% and 2.03% “R@1, IoU = 0.7” respectively. The significant performance shows the effectiveness of \(\mu(\cdot)\) and \(\sigma(\cdot)\) on the domain alignment and cross-modal alignment.

G. Do Other Multi-Modal Cross-Domain Methods Work Well?

Someone might ask if other multi-modal cross-domain methods can also work well. To evaluate the performance of different multi-modal cross-domain methods in the VMR task, we compare our MMCDA with multiple multi-modal cross-domain methods (xMUDA [87], MM-SADA [44], and PMC [88]) on different tasks. Table XI reports experimental results.

Since these state-of-the-art multi-modal cross-domain methods cannot be directly used for the VMR task, we first add our pre-training loss \(L_{SL}\) to learn the annotation knowledge. Then, we use these methods to find some possible moment-query pairs in the target domain. Finally, we utilize our inference to obtain the target moment boundary for these methods.

From Table XI, for the A→C and C→A tasks, we can notice that our MMCDA outperforms other methods by a large margin. Especially, compared with the best baseline method CRMA,
TABLE XI

| Model          | A→C | C→A | A→T | T→A | A→C | C→A | A→T | T→A |
|----------------|-----|-----|-----|-----|-----|-----|-----|-----|
| MMCDA [47]     | 66.33 | 46.28 | 66.10 | 48.02 | 38.45 | 25.72 | 36.45 | 17.26 | 30.17 | 23.10 | 40.32 | 29.33 |
| MM-SADA [44]   | 67.56 | 48.05 | 67.30 | 48.86 | 37.97 | 25.43 | 36.08 | 18.25 | 31.50 | 23.38 | 44.81 | 30.15 |
| PMC [88]       | 68.91 | 48.36 | 68.27 | 49.87 | 39.72 | 28.05 | 38.24 | 17.83 | 30.81 | 25.96 | 45.86 | 29.74 |
| CrossCLR [89]  | 69.07 | 48.61 | 68.54 | 50.04 | 40.13 | 26.64 | 38.52 | 18.15 | 32.96 | 26.11 | 45.25 | 30.82 |
| CFND [87]      | 69.12 | 49.50 | 68.71 | 50.23 | 41.06 | 25.65 | 37.82 | 18.01 | 33.42 | 24.53 | 45.84 | 31.53 |
| CRMA [46]      | 69.35 | 50.88 | 68.84 | 50.59 | 40.83 | 27.08 | 38.94 | 18.23 | 33.86 | 24.72 | 46.30 | 31.95 |

Note: In [85], [86], these authors do not name their models, for convenience, we name their designed “cross-domain fake news detection using multi-modal data” framework as “CFND” and “Cross-modal retrieval and model adaptation” as “CRMA.”

**Fig. 5.** T-SNE visualization on multi-modal cross-domain features on the A → C task. (a) and (b) are the visualization of cross-modal alignment for individual domains, and each domain contains the features from videos and queries. Similarly, in (c) and (d), for each modality, we visualize the domain alignment, where the features from both source and target domains are utilized. In (e), we integrate all the features from two domains and two modalities based on both cross-modal alignment and domain alignment. Best viewed in color and each color means a kind of feature.

**Fig. 6.** Visualization of domain gap on different transfer tasks for each modality during training epochs (left: visual domain gap, right: textual domain gap). Note that we use regularized loss function values as the metric of the domain gap, where larger loss value means the larger domain gap. "loss value = 1" means the largest domain gap and "loss value = 0" means the smallest domain gap. Best viewed in color.

MMCDA raises the performance around 2.23%, 3.92%, 1.41% and 2.09% in all metrics. The significant improvement further shows the effectiveness of MMCDA.

**H. visualization on Multi-Modal Cross-Domain Alignment**

Since multi-modal cross-domain alignment is an important module, we provide the T-SNE visualization to analyze the semantic alignment between visual and textual representations. As shown in Fig. 5, after performing each alignment module, the corresponding features across modalities/domains are clearly clustered tighter, which illustrates the effectiveness of our each alignment loss.

**Fig. 7.** Qualitative results sampled from the TACoS dataset (top: A → T, bottom: TACoS).

In Fig. 6, the faster convergence curve indicates that our method is better able to reduce the domain gap of the two datasets in the transfer task. For example, in the A → C and C → A tasks, their corresponding curves converge within 12 epochs (for the visual domain gap) and 10 epochs (for the textual domain gap). It is because our MMCDA can effectively and efficiently transfer the annotation knowledge from the source dataset to the target dataset by our domain alignment module, which close the domain gap between the ActivityNet Captions and Charades-STA datasets. When we use the TACoS dataset as the source dataset, the curves in the T → C and T → A tasks often converge slowly. The main reason is that the TACoS dataset contains significantly little annotation knowledge, which limits the performance on the target datasets. On the contrary, when we utilize the TACoS dataset as the target dataset, our MMCDA can obtain enough annotation knowledge by the domain alignment, which speeds the curve convergence.

**I. Qualitative Analysis**

To qualitatively investigate the effectiveness of our MMCDA, we report some representative examples from three datasets on six transfer tasks as shown in Figs. 7–9, where the ground truth and the fully-supervised method 2D-TAN are two baselines.
A, bottom: T

Fig. 8. Qualitative results sampled from the Charades-STA dataset (top: A → C, bottom: T → C).

Fig. 9. Qualitative results sampled from the ActivityNet Captions dataset (top: C → A, bottom: T → A).

Obviously, our MMCDA localizes more accurately than 2D-TAN, which verifies the effectiveness of MMCDA.

For our designed ablation models, we can find the following interesting points: (i) MMCDA(full) achieves more precise localization than each ablation model, which shows the effectiveness of each alignment module. (ii) Compared with MMCDA(w/o. DA), MMCDA(full) achieves significant improvement because MMCDA(full) leverages the domain alignment to alleviate the domain discrepancy between source and target domains. (iii) Compared with MMCDA(w/o. MA), MMCDA(full) obtains satisfactory improvement, since MMCDA(full) utilizes the cross-modal alignment to bridge the semantic gaps between videos and queries in the target domain. (iv) Compared with MMCDA(w/o. SA), MMCDA(full) also gains better performance. One possible reason is that MMCDA(full) employs the specific alignment to obtain a more accurate moment boundary.

V. CONCLUSION

In this paper, we make the first attempt for the cross-domain video moment retrieval task. Thanks to our well-designed three alignment modules that align data distribution, video-query features, and context semantics across the source and target domains, our proposed MMCDA can easily adapt to unseen domain data without manual annotations. Extensive experiments demonstrate that MMCDA despite being cross-domain significantly outperforms state-of-the-art single-domain methods. In the future, we will apply MMCDA to other tasks/datasets [16], [90] to further improve its generalization. Meanwhile, exploring different ways to align source/target domains to improve the model is also our aimed work.
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