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ABSTRACT

The dominant, state-of-the-art collaborative filtering (CF) methods today mainly comprise neural models. In these models, deep neural networks, e.g., multi-layered perceptrons (MLP), are often used to model nonlinear relationships between user and item representations. As opposed to shallow models (e.g., factorization-based models), deep models generally provide a greater extent of expressiveness, albeit at the expense of impaired/restricted information flow. Consequently, the performance of most neural CF models plateaus at 3–4 layers, with performance stagnating or even degrading when increasing the model depth. As such, the question of how to train really deep networks in the context of CF remains unclear. To this end, this paper proposes a new technique that enables training neural CF models all the way up to 20 layers and beyond. Our proposed approach utilizes a new hierarchical self-attention mechanism that learns introspective intra-feature similarity across all the hidden layers of a standard MLP model. All in all, our proposed architecture, SA-NCF (Self-Attentive Neural Collaborative Filtering) is a densely connected self-matching model that can be trained up to 24 layers without plateau-ing, achieving wide performance margins against its competitors. On several popular benchmark datasets, our proposed architecture achieves up to an absolute improvement of 23% – 58% and 1.3x to 2.8x fold improvement in terms of nDCG@10 and Hit Ratio (HR@10) scores over several strong neural CF baselines.
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1 INTRODUCTION

Recommender systems play a significant role in personalizing the web. These systems not only ameliorate the prevalent issue of consumer overchoice, but also enhance the overall experience for many consumers. As such, these systems are a central component to many e-commerce and content streaming websites today. Given its ubiquity and importance in many real-world applications, the design of highly effective recommender systems remains an interesting and impactful research problem. At its core, collaborative filtering (CF) techniques [35] often drive the recommendation process, learning from historical user-item interactions in order to make future recommendations. Many machine learning techniques have been explored across the past decade, many revolving around the key notion of factorizing the interaction matrix [17, 24, 28].

Recently, the usage of neural networks (or deep learning) for CF has garnered considerable attention [7, 14, 16, 39, 51]. A common argument against shallow factorization models is that they are inherently linear models which may be weak against data with complex underlying structure. On the other hand, stacked nonlinear transforms, i.e., multi-layered perceptrons (MLPs) may have more expressive power. Moreover, MLPs are not only known to be able to universally approximate any function [19] but also model a hierarchical feature representation of the input data. Therefore, many recent works have argued in the favor of deep networks for the CF problem, with the most common strategy being to augment shallow models with a deep/nonlinear component [7, 16].

Unfortunately, going deep is not without weaknesses. For example, difficulty in feature propagation, i.e., restricted information/gradient flow are known problems of deep networks. This is made evident by many empirical works that report a lack of improvement (or worse, a degradation) of performance going beyond three hidden layers [4, 13, 16]. As such, existing deep neural CF models are technically really not that ‘deep’ and the question of how to train ‘really deep’ networks in the context of recommender systems is still largely unclear.

This paper proposes a conceptually simple but highly effective model architecture for CF. Our approach augments a standard MLP network with a hierarchical self-attention mechanism which enables it to scale (performance-wise) up till twenty layers and beyond. While a standard MLP plateaus at three to four layers, our model can reap significant benefits as we continue to increase the model depth. As a result, our model achieves a substantial performance gain of up to 23% to 58% absolute points over typical neural CF architectures. Conversely, many competitors hover at merely slightly
more than half the performance of our model, suggesting that this is no easy feat at all. Overall, it is not uncommon for our proposed model to approximately double (on average, 1.8x) its performance relative to a standard MLP model, a testament to the effectiveness of this new paradigm.

Our proposed Self-Attentive Neural Collaborative Filtering (SA-NCF) model operates via three intuitive steps. Firstly, it models intra-relationships between all hidden layers of the core MLP, matching all intermediate hidden layers with all other hidden layers. Secondly, based on the matching scores of all hidden layers, we compute a self-attention matrix which is then used to learn an overall self-attentive representation, i.e., a weighted sum of all layers of the network. Lastly, this representation is then propagated and used for prediction.

There are several key intuitions behind the design of SA-NCF. Firstly, our model creates a pathway from one hidden layer to all other hidden layers. This aids in alleviating the problem of restricted information flow and is in similar spirit to residual strategies [10]. Additionally, by providing an alternative pathway for all hidden layers to reach the prediction layer, our network alters its hidden representations accordingly and encourages globally-aware feature representations. Secondly, the hidden state can be thought of as an intermediate joint user-item representation. As such, self-matching (i.e., introspective reasoning) can create richer feature representations as this enables a greater extent of interactions between user-item pairs. To the best of our knowledge, these ideas (e.g., self-matching) have never been explored within the context of collaborative filtering and recommender systems. Moreover, self-attention was primarily designed within the context of sequence encoding in NLP [37, 45]. As such, the notion of exploring the usage of self-attention across feature hierarchies is also new. All in all, the prime contributions of this paper are summarized as follows:

- We propose a new neural architecture for the collaborative filtering with implicit feedback (or personalized ranking) problem. Our proposed model, which we call the Self-Attentive Neural Collaborative Filtering (SA-NCF), incorporates novel self-attentive hidden layers for the enablement of training really deep (≥ 20 layered) neural networks for the recommendation problem.
- We conduct extensive experiments on six benchmark datasets from Yelp, Yahoo Music and Amazon Reviews. Experimental results show that our proposed SA-NCF outperforms a myriad of strong neural CF baselines by a wide margin. When compared with a vanilla MLP, our proposed method is capable of approximately doubling (1.8x fold on average) the performance on two ranking metrics. Performance gains are also reasonably wide, ranging from 23% to 58% in absolute percentage points and 1.3x to 2.8x in terms of relative performance as compared to a wide range of strong neural baselines.
- We conduct qualitative studies and provide some analysis pertaining to the inner workings of our proposed approach.

2 BACKGROUND

This section aims to provide a background to our work, touching on key works that are relevant to ours.

2.1 Implicit Collaborative Filtering

This paper tackles the problem of collaborative filtering with implicit feedback [3, 22]. The task is often formulated as a learning-to-rank problem and commonly known as personalized ranking or one-class CF [30]. In this formulation, user-item interactions are binary in nature (i.e., 1 if observed and 0 if otherwise) as opposed to explicit CF where item ratings (e.g., 1-5 stars) are typically the subject of interest. In this formulation, Bayesian Personalized Ranking (BPR) [33] is a well-known pairwise learning algorithm proposed for implicit CF and have seen widespread adoption in many related domains [8, 12, 29, 49]. Early work in recommender systems and collaborative filtering have typically focused on factorization of user-item interactions [17, 24, 25, 28, 32, 34].

2.2 Neural Networks for Recommendation

Today, the state-of-the-art models for recommendation mainly comprises neural models [7, 14, 16, 51].

2.2.1 Neural Models for CF. He et al. [16] cast the well-established matrix factorization algorithm into an overall neural framework, combining the shallow inner-product based learner with a series of stacked nonlinear transformations. More notably, the authors show that their proposed Neural Collaborative Filtering (NCF) framework can outperform many traditional approaches. All in all, the combination of shallow and deep components have been a central motif in many recent works such as Neural Factorization Machines [13], DeepFM [9] and Wide & Deep [7]. JRL [52] passes the inner product into a MLP for representation learning. The recently proposed Convolutional NCF [14] exploits outer products and 2D convolution layers for learning joint representations of user-item pairs. NeuRec [51] applies a MLP layer on the user-item interaction vector for representation learning. Notably, many of the above mentioned neural models are really not that deep, e.g., NCF, Wide & Deep and JRL uses only three-layered MLPs while Convolutional NCF uses 6-layered 2D Convolution layers. On that note and to the best of our knowledge, there is no neural CF method that goes really deep, i.e., to the tune of at least ten or twenty layers.

2.2.2 Other Neural Recommender Systems. The list of successful neural approaches goes on, along with many specialized neural architectures that were designed to take advantage of various task settings such as sequential and/or review-driven recommender systems. In the context of sequential recommendation, many popular neural architectures such as Recurrent Neural Networks [18, 47] and Convolutional Neural Networks [38] and Memory Networks [6] have been successfully adapted. Review-based recommender systems are generally based on convolutional text encoders [5, 36]. Today, it is easy to see that CF methods have defaulted to neural approaches, owing not only to ease of implementation but also far superior performance. A comprehensive review of neural recommender systems can be found at [50].

2.3 Neural Attention Models

The key intuition behind neural attention is to learn to pay attention to only the most important parts of the target. This has been used across a plethora of applications mainly revolving around sentences
in natural language processing [2] and images in computer vision [26].

2.3.1 Standard Vanilla Attention for Recommendation. The role of attention has been also prominent in the context of recommender systems. He et al. [15] proposed a Neural Attentive Item Similarity (NAIS) model, which uses attention mechanism for learning item-item similarity. Tay et al. [39] proposed a memory-based attention module that encourages a flexible translation based metric learning scheme. Wang et al. [46] proposed a tree-based embedding that uses an attention network for explainable recommendation. Note that the above mentioned models utilize a concept of standard vanilla attention, in which a parameterized context vector is used to learn to attend.

2.3.2 Co-Attentive and Self-Attentive Models. Our work is concerned with a new concept known as self-attention. Self-attention, most commonly associated with the seminal work of Vaswani et al. [45] was incepted for the purpose of compositional learning of textual sequences. Self-attention can be loosely interpreted as a form of self-targetted co-attention. Different from the standard vanilla attention, co-attention is mainly concerned with the co-learning attentions of two sequences whereby the attention weights of one sequence is conditioned on the other sequence (and vice versa). Co-attention was first incepted in the fields of multi-modal question answering [26] and machine comprehension [48] and is commonly used to learn joint representations of two sequences.

Owing to its not-so-straightforward applicability to recommender systems, it has only started to gain exposure. Namely, a recent work by Hu et al. [21] applies co-attention of meta-paths for top-N recommendation. However, its applicability to textual-based recommender systems remain comfortable, and have been proposed in both review-based [43] and tweet-based [40] recommender systems.

A defining characteristic of co-attentive/self-attentive models is that it enables a greater ease of modeling the global view of the sequence. This is achieved by self-matching, i.e., modeling all elements with all other elements. In the context of NLP, this has been commonly used to imbue the attention mechanism with knowledge of long-range dependencies and have shown great promise in potpourri of text-based applications [31, 37, 41, 42, 44, 45]. In this work, we utilize self-attention to model dependencies and intra-relationships between the hidden layers of a MLP model. To the best of our knowledge, self-attention has primarily been used mainly for sequence modeling. As such, the use of self-attentive MLP layers is novel and has never been attempted before. Moreover, the usage of self-attention in the context of recommender systems is far from straightforward, substantially contributing to the overall novelty of our approach.

3 OUR PROPOSED MODEL

In this section, we introduce our self-attentive neural collaborative filtering framework. Figure 1 illustrates a brief high-level overview of the proposed architecture. Our model accepts three inputs - a user (denoted as p), an item (denoted as q) and another corrupt (negatively sampled) item (denoted as q′). On a whole, our model comprises a single encoder which encodes (p,q) and (p, q′) individually. For the sake of brevity and since both positive and negative sides of the network behaves identically, this section describes the representation learning process of a single user-item pair.

3.1 Embedding Layer

We begin by describing the encoding process of a single user-item pair. The inputs are represented as indices which map onto a user (or item) embedding matrix. The user embedding matrix is parameterized by \( E_P \in \mathbb{R}^{d \times |N_P|} \) and the item embedding matrix by \( E_Q \in \mathbb{R}^{d \times |N_Q|} \) where \( N_P, N_Q \) are the set of all user and items respectively. A look-up layer converts each user-item pair into their respective embeddings. Let \( p \in \mathbb{R}^d \) be the user embedding and \( q \in \mathbb{R}^d \) be the item embedding and \( d \) be the embedding size.

3.2 Hidden Layers

Next, we pass the concatenation\(^2\) of \( p,q \) into a \( \ell \) layered multi-layer perceptron (MLP). A MLP comprises multiple hidden layers, with each layer performing a nonlinear transformation over the output of the previous. Formally, this operation is defined as:

\[
H_k(x) = \text{ReLU}(W_k x + b_k)
\]

where \( W_k \in \mathbb{R}^{n_{k-1} \times n_k} \) and \( b_k \in \mathbb{R}^{d_k} \). \( d_k \) is the specified dimension of layer \( n_k \) and \( n_{(k-1)} \) is the output dimension of the \( (k-1) \)th layer. For simplicity we set the MLP layers to be \( n = 2d \) which is also equal to the input representation size (concatenation of \( p \) and \( q \)). Moreover, while many works adopt a tower structure, i.e., \( n_k = (n_{k-1}/2) \), we use a fix size \( n_k = n_{k-1} \) for all layers up till layer \( \ell \) where the output is projected to a scalar prediction score.

3.3 Self-Attentive Network

Given a \( \ell \) layered MLP, we would have obtained \( \ell \) intermediate hidden outputs. This layer applies self-attention across all \( \ell \) intermediate states.

3.3.1 Self-Attention Matrix. Firstly, we compute an affinity score between all hidden layers. Let \( h_i, \forall i = 1, 2 \cdots \ell \) denote the hidden states of the previously constructed MLP model, the affinity score between hidden states \( i, j \) is computed as the inner product between them:

\[
S_{ij} = h_i^\top h_j
\]

where \( S \in \mathbb{R}^{\ell \times \ell} \). Intuitively, matrix \( S \) computes intra-feature relationships between all layers of the MLP and is dubbed as the self-attention matrix. Note that this requires all layers of the MLP to be of equal dimensions which is precisely why we do not use the tower structure. Additionally, when \( i = j \), we include a zero mask to pretend a high matching score between identical vectors.

3.3.2 Self-Attentive Representation. Next, we normalize the attention matrix as follows:

\[
g_i = \sum_{j=1}^{\ell} \frac{\exp(S_{ij})}{\sum_{k=1}^{\ell} \exp(S_{ik})} h_j
\]

where \( g_i \) is the local self-attentive representation of \( h_i \). Intuitively, this operation selects and pools across all feature hierarchies, choosing the most informative layers in the MLP to represent each hidden

\(^2\)We also tried concatenating the Hadamard product together with the input vector, i.e., \( [p; q, p \odot q] \). However, results were mostly comparable.
layer, e.g., $g_i$ is a pooled representation across all MLP layers to represent $h_i$. In order to learn a single final self-attentive representation, we sum over all local self-attention representations.

$$h_s = \sum_{i=1}^{\ell} g_i$$  \hspace{1cm} (4)

Note that self-attention differs from simply applying regular attention over hidden states as it involves explicit self-matching (i.e., $S_{ij} = h_i^\top h_j$) in order to guide the attention.

### 3.4 Prediction Layer and Optimization

In order to compute the prediction score between $p$ and $q$, we concatenate the self-attentive representation with the final layer of the MLP. Next, we pass this concatenated vector into a single linear layer.

$$F(p, q) = W_f([h_s; h_\ell]) + b_f$$  \hspace{1cm} (5)

where $y \in \mathbb{R}$ and $W_f \in \mathbb{R}^{2d \times 1}$, $b_f \in \mathbb{R}$. In order to train our model, we utilize the BPR (Bayesian Personalized Ranking) [33] loss function.

$$L(\theta) = \sum_{(p, q) \in \Delta} \sum_{(p, q') \notin \Delta} - \log \sigma(F(p, q) - F(p, q')) + \lambda ||\theta||_2$$  \hspace{1cm} (6)

where $F()$ is the scoring function of our self-attentive NCF model, $\theta$ are the model parameters, $\sigma$ is the sigmoid function and $\lambda$ is the L2 regularization weight.

### 3.5 Discussion

We delve into several possible explanations to why our model works. There are four key intuitions.

- Each hidden layer is being matched (via the inner product) with every other hidden layer. As such, this effectively connects the entire MLP in a dense fashion, not only shortening the pathway from shallow layers to the prediction layers but also providing a skip-connector from each other layer to every other layer. We hypothesize that this enables our model to scale to a large number of hidden layers, while being able to leverage on this depth to improve performance.

- By attending over feature hierarchies, we also enable a dynamic selection of the most important features for prediction.

- Each hidden layer can be interpreted as a partial joint user-item representation. As such, self-matching enables richer and larger extents of matching interfaces between user-item pairs.

- Since the self-attention mechanism is parameterless (with memory efficiency as a bonus), the network provides an inductive bias such that the hidden representations learn to alter themselves (collectively) in order to generate the most effective/efficient self-attentive representation. This can be interpreted as self/introspective reasoning across layers, where all feature layers come to a consensus pertaining to the hidden representations they create. Our qualitative experiments also depict that the quality of representations are indeed very unlike a standard MLP model.
4 EXPERIMENTS

In order to ascertain the effectiveness of our proposed architecture, we perform a series of quantitative and qualitative experiments. The key research questions (RQs) that our experiments are designed to answer are as follows:

(1) **RQ1** - Does our self-attentive NCF framework achieve state-of-the-art performance? Does it outperform other strong competitor baselines?

(2) **RQ2** - What is the effect of the key hyperparameters such as model depth (number of layers) on performance? How deep can self-attentive NCF go?

(3) **RQ3** - What can we understand from the attention maps produced by our self-attentive model? How are representations in SA-NCF different from a regular MLP?

4.1 Datasets

In total, we evaluate our models on six public benchmark datasets. This section describes the data sources and methods to obtain these public datasets. Table 1 reports the overall statistics of datasets used.

- **Yelp Dataset Challenge** - Yelp is a crowdsourced platform for local businesses such as restaurants, bars, salons etc. We use the dataset from the 2018 edition of the Yelp dataset challenge. For this large dataset, we use a 20-core setting, i.e., retaining only users whom have at least more than 20 reviews.

- **Yahoo Music** - This is a dataset obtained from Yahoo Music Services which models a user’s preferences for music. This dataset can be obtained via Yahoo! Webscope. We do not perform any filtering on this dataset.

- **Amazon Reviews** - [11, 27] Amazon is an ecommerce platform and is widely used for product recommendation tasks. We use four subsets of the Amazon review corpus, namely Movies & TV, CDs & Vinyl, Gourmet Food and Video Games.

| Dataset          | # User | # Item | # Interaction | Density (%) |
|------------------|--------|--------|---------------|-------------|
| Yelp 2018        | 2040   | 18447  | 999749        | 2.45 x 10^-3|
| Yahoo Music      | 1540   | 1000   | 334903        | 2.17 x 10^-1|
| Movies & TV      | 123960 | 50023  | 1449613       | 2.34 x 10^-4|
| CDs & Vinyl      | 75258  | 64393  | 947076        | 1.94 x 10^-4|
| Gourmet Food     | 14681  | 8678   | 121892        | 9.56 x 10^-4|
| Video Games      | 24304  | 10640  | 183174        | 7.08 x 10^-4|

Table 1: Statistics of datasets used in our experiments.

4.2 Compared Methods

This section describes the baselines used for comparisons in our experiments.

- **Matrix Factorization (MF)** is a well-known shallow baseline for CF which scores each user item pair using the dot product \(\sigma(p^Tq)\).

- **Factorization Machines (FM)** [32] is another well-known baseline for CF. In this baseline, we pass the concatenation of user and item embedding into the FM model.

- **Collaborative Metric Learning (CML)** [20] is a strong competitive shallow baseline for implicit CF. It models the relationship between \(p\) and \(q\) using the L2 distance, i.e., \(|p-q|_{\ell_2}\).

- **Multi-layered Perceptron (MLP)** is the standard deep neural network model with ReLU activations. \(p\) and \(q\) are concatenated and passed into the neural model. The number of MLP layers are tuned and reported at fixed intervals as described in subsequent sections. Each layer of the MLP is represented as \(f_{\ell}(x) = ReLU(W_{\ell}x)_{\ell-1} + b_{\ell}\). We compare with two settings of MLP. The first is denoted as MLP (Tower) and has a similar structure to [16]. The second considers hidden layers of equal dimensions up till the final prediction layer, e.g., \(\ell_2 \rightarrow \ell_2 \rightarrow \cdots \rightarrow \ell_2 \rightarrow 1\).

- **Joint Representation Learning (JRL)** [52] passes the inner product between \(p\) and \(q\) into a tower-structured multi-layered perceptron. This deep model remains identical to the MLP model except for two major differences. Firstly, \(p \odot q\) is passed into the first layer of the MLP instead of \([p; q]\). Secondly, eLU activations are used as opposed to ReLU units, following the original paper. We use a 3-layered tower JRL model.

- **Neural Matrix Factorization (NeuMF)** [16] is a strong deep neural baseline that combines the inner product of \(p\) and \(q\) together with a side MLP network. The scoring function of NeuMF is denoted as \(\sigma(h^T[p \odot q; MLP([p; q])])\). Following the original work, we use the proposed tower structure and reference the original source code\(^5\) in our implementation.

- **Convolutional NCF (ConvNCF)** [14] is a recent work that exploits the outer product between user and item embeddings for representation learning. It uses multiple stacked 2D convolutional layers for learning features from the outer product matrix. For ConvNCF model, we use the released sourcecode\(^6\) by the authors and adapted it to our experimental framework and overall settings. The original ConvNCF uses six CNN layers. We tune this as a hyperparameter from [3, 6].

For fair comparison, all models optimize the BPR (Bayesian personalized ranking) loss.

4.3 Experimental Setup

This section reports our evaluation protocol and implementation details.

4.3.1 Evaluation Protocol. We adopt the leave-one-out evaluation setting used in many works [16, 39]. For each user, the last item is withheld as the testing sample while the penultimate is used as the development set. For each test sample, we evaluate the ranking metrics nDCG@10 and hit ratio (HR@10) by ranking the ground truth against 100 random negative samples that the user has not interacted with before. We train all models for a maximum of 500 epochs with early stopping, i.e., premature stopping if nDCG@10 decreases.
Table 2: Experimental results (nDCG@10 and HR@10) on six benchmark datasets. Best result is in boldface and second best is underlined. SA-NCF achieves state-of-the-art performance, outperforming many strong neural CF baselines by a wide margin. The last section shows the absolute (+%) and relative improvement (×) of SA-NCF compared to the best performing baseline.
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score on the development set does not improve after 25 epochs. On most datasets, most models converge before 100 epochs. However, this is not a concern since we save the model only when the development score is topped. Models are evaluated on the development set at fixed intervals of 5 epochs. The final reported score is chosen from the best performing model on the development set.

4.3.2 Implementation Details. We implement our models in Tensorflow [1]. We optimize all models with the Adam Optimizer [23] with a learning rate of 0.001. The batch size is fixed at 512 and the L2 regularization is tuned amongst \{10^{-4}, 10^{-6}, 10^{-8}\} across the board. We tuned the dropout keep rate in the range of \(p_d = \{0.8, 0.9, 1.0\}\) but found that in most cases, no dropout \((p_d = 1.0)\) performed the best. All model parameters are initialized with the default xavier initializer. We fix the embedding dimension of all models to 64 for fair comparison. Similarly, the number of negative samples is set to 2 across the board. All models learn their parameters from scratch and no pretraining is done. This is observed the effect and relative effectiveness of the raw model architectures. We scale the loss function by dividing the batch size since we found it to be slightly more effective than the self-attention mechanism has only two hidden layers to thicken. Furthermore, the implementation of this work, i.e., a conceptually simple and efficient way to enable training deep neural CF models that do not plateau easily. Moreover, we can observe that, in most cases, a larger number of layers correlates to a much better performance. Finally, on most datasets, we also observe that \(\ell=24\) is the most optimal setting, achieving a huge margin over many competitor baselines.

When varying model depth, SA-NCF is also consistently superior to the MLP model. We observe that, across all datasets, the MLP model does not benefit from increasing the number of layers. A surprising and notable observation is the fact that SA-NCF \((\ell=3)\) actually outperforms MLP \((\ell=3)\) by quite a bit (easily \(+10\)%) even though the self-attention mechanism has only two hidden layers to work with. Nevertheless, this shows the overall power of this new paradigm, empirically proving that SA-NCF does not necessarily need to go deep to benefit from the self-attention mechanism.

Additionally, a plethora of baselines are provided for reference. We make several observations. Firstly, we find that MF-BPR and FMs are an extremely tough baselines to beat. CML, on the other hand, remains almost close to perfect \((e.g., 0.994)\). Thirdly, we find that the superior performance of SA-NCF generally applies universally across all datasets, regardless of size or density.

We also observe that increasing the depth of the SA-NCF model brings notable differences in performance. This ties down to the primary claim of this work, i.e., a conceptually simple and efficient way to enable training deep neural CF models that do not plateau easily. Furthermore, we can observe that, in most cases, a larger number of layers correlates to a much better performance. Finally, on most datasets, we also observe that \(\ell=24\) is the most optimal setting, achieving a huge margin over many competitor baselines.

When varying model depth, SA-NCF is also consistently superior to the MLP model. We observe that, across all datasets, the MLP model does not benefit from increasing the number of layers. A surprising and notable observation is the fact that SA-NCF \((\ell=3)\) actually outperforms MLP \((\ell=3)\) by quite a bit (easily \(+10\)%) even though the self-attention mechanism has only two hidden layers to work with. Nevertheless, this shows the overall power of this new paradigm, empirically proving that SA-NCF does not necessarily need to go deep to benefit from the self-attention mechanism.

Additionally, a plethora of baselines are provided for reference. We make several observations. Firstly, we find that MF-BPR and FMs are an extremely tough baselines to beat. CML, on the other hand, remains almost close to perfect \((e.g., 0.994)\). Thirdly, we find that the superior performance of SA-NCF generally applies universally across all datasets, regardless of size or density.

We also observe that increasing the depth of the SA-NCF model brings notable differences in performance. This ties down to the primary claim of this work, i.e., a conceptually simple and efficient way to enable training deep neural CF models that do not plateau easily. Furthermore, we can observe that, in most cases, a larger number of layers correlates to a much better performance. Finally, on most datasets, we also observe that \(\ell=24\) is the most optimal setting, achieving a huge margin over many competitor baselines.

When varying model depth, SA-NCF is also consistently superior to the MLP model. We observe that, across all datasets, the MLP model does not benefit from increasing the number of layers. A surprising and notable observation is the fact that SA-NCF \((\ell=3)\) actually outperforms MLP \((\ell=3)\) by quite a bit (easily \(+10\)%) even though the self-attention mechanism has only two hidden layers to work with. Nevertheless, this shows the overall power of this new paradigm, empirically proving that SA-NCF does not necessarily need to go deep to benefit from the self-attention mechanism.

Additionally, a plethora of baselines are provided for reference. We make several observations. Firstly, we find that MF-BPR and FMs are an extremely tough baselines to beat. CML, on the other hand, remains almost close to perfect \((e.g., 0.994)\). Thirdly, we find that the superior performance of SA-NCF generally applies universally across all datasets, regardless of size or density.

We also observe that increasing the depth of the SA-NCF model brings notable differences in performance. This ties down to the primary claim of this work, i.e., a conceptually simple and efficient way to enable training deep neural CF models that do not plateau easily. Furthermore, we can observe that, in most cases, a larger number of layers correlates to a much better performance. Finally, on most datasets, we also observe that \(\ell=24\) is the most optimal setting, achieving a huge margin over many competitor baselines.

When varying model depth, SA-NCF is also consistently superior to the MLP model. We observe that, across all datasets, the MLP model does not benefit from increasing the number of layers. A surprising and notable observation is the fact that SA-NCF \((\ell=3)\) actually outperforms MLP \((\ell=3)\) by quite a bit (easily \(+10\)%) even though the self-attention mechanism has only two hidden layers to work with. Nevertheless, this shows the overall power of this new paradigm, empirically proving that SA-NCF does not necessarily need to go deep to benefit from the self-attention mechanism.
4.5 Model Efficiency and Parameter Size

Table 3 reports the runtime and parameter size of all models on the Yelp dataset challenge. Firstly, we note that SA-NCF does not incur any significant cost over the MLP model with a larger number of hidden layers. At \( \ell = 3 \), SA-NCF takes approximately 1.4 times of a MLP of equal number of layers. This is understandable given that the self-attention can be seen as a kind of overhead cost. However, at \( \ell = 12 \) and \( \ell = 20 \), the runtimes are almost identical, with only a 1–2 seconds difference. As such, the cost of self-attention becomes negligible\(^6\) with deeper networks, which is overall complementary to its initial purpose/design.

In terms of parameter size, the parameter cost of MLP and SA-NCF are almost identical because the self-attention does not incur any parameter cost. Moreover, in neural CF models, majority of the parameter cost often comes from the user and item embeddings. As such, ramping up the layers of the neural CF model often incur negligible costs in the overall scheme of things. Finally, we note that NeuMF has the highest parameter costs, largely due to utilizing dual embedding spaces. On the other hand, CML and MF-BPR only contain parameters from the user-item embedding. Expectedly, CML and MF-BPR are the most efficient models, since they only use relatively simple matching functions such as the dot product and L2 distance.

| Model          | Time / Epoch (s) | # Param   |
|----------------|------------------|-----------|
| MF-BPR         | 16               | 2.59M     |
| FM             | 39               | 2.59M     |
| CML            | 13               | 2.59M     |
| MLP (tower)    | 33               | 2.62M     |
| JRL (tower)    | 33               | 2.59M     |
| NeuMF          | 70               | 5.21M     |
| ConvNCF        | 55               | 2.61M     |
| MLP (\( \ell = 3/12/20 \)) | 41/66/84 | 2.62M/2.77M/2.91M |
| SA-NCF (\( \ell = 3/12/20 \)) | 59/67/86 | 2.62M/2.77M/2.91M |

Table 3: Runtime (time/epoch) and model parameter size on Yelp 2018 dataset with batch size 512, embedding size 64 and 2 negative samples. Benchmarked on a TitanXP GPU.

\(^6\)Note that the dot product of all hidden layers in our self-attention is efficiently handled by a simple matrix multiplication operation of two tensors. GPUs make this process extremely fast.

4.6 Effect of Model Depth

In this section, we study the effect of model depth on performance. Figure 2 charts the effect of \( \ell \) against HR@10 (left) and nDCG@10 (right) on Yelp 2018 dataset. On both metrics, we observe the while MLP plateaus and achieves rather identical scores from layers 3 all the way up till 24, SA-NCF is capable of overcoming this limit. More concretely, it scales it performance with the number of layers, hitting the best scores at \( \ell = 24 \).

5 MODEL ANALYSIS AND DISCUSSION

In this section, we delve into an in-depth model analysis, aiming to further understand behaviour of our model. Moreover, our goals is to extract network behaviour that can possibly help us to understand how SA-NCF learns and generalizes by observing how hidden representations change within the network. Note that this is fundamentally very different from trying to make recommendations explainable to end users.

5.1 Self-Attention Visualisation

Figure 3 shows the visualisation of the self-attention matrix on the Yelp dataset. We trained a SA-NCF model with 20 layers\(^7\). Several observations can be made. Firstly, we observe that different user-item pairs have different self-attention activations. This is intuitive given that a different joint representation would invoke different self-matching patterns. Secondly, we observe that the strongest activations are often from adjacent layers. However, it is good to note that there are also reasonably strong activation from far away layers, i.e., (1, 11), (1, 12) in the right example. Finally, we note that all in all, that hidden layers in general (far or near) have relatively high similarity with other layers, made evident by the relatively high intensity scores across the self-attention matrix. This is relative to the extracted inner products between a standard MLP model which we will discuss in the following section.

\(^7\)Note that this corresponds to only 19 self-matching layers, since the last layer is the prediction layer.
We trained SA-NCF with weight. Each value represents the attention weight between two hidden layers (x and y axis) of the network.

5.2 Effect of Self-Attention on Hidden Representations

In order to study the effect of our self-attention on the hidden representations, we extracted all hidden layers from a 20 layered standard MLP model. Following which, we computed the inner product between all hidden layers of the MLP model. This is to enable comparison and vividly observe the impacts of the self-attention. Figure 4 shows the result of this process.

![Figure 3: Visualisation of the normalized Self-Attention Matrix of SA-NCF (ℓ = 20) with two unique user-item pairs on Yelp Dataset. Higher intensity denotes a higher attention weight. Each value represents the attention weight between two hidden layers (x and y axis) of the network.](image)

![Figure 4: Visualisation of the normalized inner product similarity between hidden layers of a standard MLP model with ℓ = 20.](image)

Firstly, we observe a stark contrast with the inner product similarity between layers in our SA-NCF model. This can be easily noticed by comparing Figure 3 with Figure 4. In the MLP model, it is intuitive that the strongest activations are almost solely focused on consecutive layers. While there is still some similarity between far-away layers, they are remarkably less prominent as compared to that of SA-NCF. As such, we would be able to deduce that the self-attention mechanism of NCF contributes to altering the representation learning process of the MLP model, forcing all layers to come to a global ‘agreement’ while maintaining a feed-forward architecture.

5.3 Layer Importance Analysis

Our self-attention mechanism allows us to inspect layer importance. We trained SA-NCF with ℓ = 6. After which, we extracted the self-attention matrix of all training samples. Intuitively, the self-attention matrix allows us to inspect how much a layer contributes to the overall self-attentive representation. This provides a brief idea about how important that layer actually is. More specifically, by taking the argmax of the row-summed self-attention weights, we are able to determine, for a given user-item sample which layer has the highest importance. To the best of our knowledge, this is the first attempt study to understand how MLPs learn in the context of neural CF and recommendation.

Figure 5 illustrates the layer importance with respect to training epochs. Note that layer importance is defined by the number of training samples (user-item pairs) that regard a particular layer as the most important. At this point, we make a very interesting observation - the behaviour of layer importance is approximately identical even across different datasets and domains, hinting at the possibility that SA-NCF (and in general MLPs) learn to generalize in the same way regardless of domain/dataset.

In general, the importance of the final layer always declines. This is understandable given that the final layer is also passed to the prediction layer, defeating the purpose of attentively selecting it. The first layer always starts off at a significantly higher position, but gives way for the center-most layer (in this case, layer 3). Towards the end of training, layer 3 converges to roughly equal importance as layer 1. We also observed that, for other values of ℓ (mostly higher), a common trend is that layer ℓ/2 is always the second most important layer. Notably, for ℓ = 10, we observe that the layers are often ranked in this order [1, 5, 7, 3, 6, 2, 8, 4, 9], which is surprisingly similar to the pattern [1, 3, 2, 4, 5] in Figure 5. This suggests that there is a universal pattern that SA-NCF/MLP might follow within the context of CF regardless of dataset/domain. All in all, understanding how MLPs encode and generalize from interaction data is indeed an interesting line of work which is beyond the scope of this paper.

![Figure 5: Layer importance analysis on of SA-NCF (ℓ = 6) two datasets.](image)

6 CONCLUSION

We proposed Self-Attentive Neural Collaborative Filtering, a new way to train MLPs up to twenty layers and beyond without plateauing. SA-NCF achieves highly competitive results, outperforming many neural baselines by a wide margin. We train a deep SA-NCF of 24 layers, achieving perfect HR@10 scores on 4 out of 6 datasets. SA-NCF outperforms all existing methods by almost two fold on all datasets, along with a 23% – 58% improvement.

---

Note that all six datasets exhibit similar patterns but we only show two due to the lack of space.
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