Feedback is Needed for Retakes: An Explainable Poor Image Notification Framework for the Visually Impaired
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Abstract—We propose a simple yet effective image captioning framework that can determine the quality of an image and notify the user of the reasons for any flaws in the image. Our framework first determines the quality of images and then generates captions using only those images that are determined to be of high quality. The user is notified by the flaws feature to retake if image quality is low, and this cycle is repeated until the input image is deemed to be of high quality. As a component of the framework, we trained and evaluated a low-quality image detection model that simultaneously learns difficulty in recognizing images and individual flaws, and we demonstrated that our proposal can explain the reasons for flaws with a sufficient score. We also evaluated a dataset with low-quality images removed by our framework and found improved values for all four common metrics (e.g., BLEU-4, METEOR, ROUGE-L, CIDEr), confirming an improvement in generalization performance under poor conditions by using models with improved long short-term memory (LSTM) or self-attention-based AoANet [16] models.

With the above background, the VizWiz-Captions public dataset [15] was released to support the visually impaired, and several studies are using it [16]–[19]. This dataset contains a variety of images taken under poor conditions by visually impaired individuals. Additionally, based on the VizWiz-Captions dataset, VizWiz-QualityIssues provided dataset [20], a six-point quantification score on the “unrecognizable” and reasons for a total of eight poor image conditions (e.g., blurring). In recent years, several frameworks [18], [21] have been proposed improve the detection of objects and characters in images — using the VizWiz-Captions dataset — and to generate better image captions. These frameworks have improved the captioning performance under poor conditions by using models with improved long short-term memory (LSTM) [22] or self-attention-based AoANet [16] models.

Although previous studies have reported a certain degree of success in captioning images under poor conditions, we believe there are limits to the improvement. It is inherently difficult to generate useful captions when low-quality images are input into the system; in such cases, the system typically generates inaccurate captions. When it is clear from the generated caption that the picture was taken unsuccessfully (e.g., “black screen” for a dark picture in which no objects can be recognized), the user can take action (e.g., retaking the picture). In contrast, an inaccurate caption may cause the user...
to make a wrong decision. Since the previous frameworks have forced to perform prediction even for extremely low quality images, a mechanism needs to notify the user that a correct prediction cannot be made.

In the original paper aided by the VizWiz-QualityIssues dataset [20], an attempt was made to remove these poor images in advance. Their ResNet152-based [23] model achieved $F_1 = 71.2\%$ in poor image detection, and it was expected that excluding those low-quality images would improve image captioning performance. However, no numerical improvement was observed in their experiments. We believe this result was due to the limited detection ability of those images.

To assist the visually impaired in the use of image captioning technology, we propose a simple yet effective framework — the poor image notification framework (PINF) (as shown in Fig. 1) — which detects images taken under unfavorable conditions and prompts the user to retake the picture and tells them why the previous image was deemed poor. Our PINF applied multi-task learning [24], which can improve prediction performance by learning related tasks simultaneously. This allows for more efficient detection of poor images and also provides the user with reasons for undesirable shooting conditions, which is important when building a real-world system. The proposed framework will give users a better chance of obtaining appropriate captions because they will know what to watch out for and when to re-photograph.

The contributions of this study are summarized as follows:

- **We proposed PINF**, a highly practical support system for the visually impaired based on image captioning technology. Our framework provides the user with a reason for the need for a retake — a more detailed description of the situation.

- **Our PINF** effectively utilizes multi-task learning and achieves a practical level score of area under the curve (AUC) $= 0.924$ for poor image detection and mean squared error (MSE) $= 0.720$ in flaw severity predictions on a scale of 0 to 5 with a single model.

- We confirmed that excluding the poor images detected by our framework improves the caption generation performance (approximately improved by 3, 1, 2, and 2 points in BLEU-4 [25], METEOR [26], ROUGE-L [27], and CIDEr [28]), respectively.

II. PROPOSED FRAMEWORK

We describe our proposed framework — PINF — which encourages users to retake images taken under poor conditions and notifies users regarding the reasons for image flaws.

A. Overview of the Proposed Framework

Fig. 1 shows our PINF for assisting the visually impaired. The framework notifies the user of the reasons for any flaws in an image, and encourages them when inappropriate to retake the picture, and determines whether the input image is suitable for caption generation. Our PINF is based on an image quality prediction (IQP) model, which is composed of an image encoder. The image encoder can use any image recognition model, such as convolutional neural networks (CNNs) [29] or vision transformers (ViTs) [30]. The final layer consists of a fully coupled layer with 7 outputs, and the following two objectives are estimated simultaneously in this layer: (1) whether the photo was taken under poor conditions and needs to be retaken (1 output) and (2) reasons for image flaws (6 output for each flaw). PINF repeats quality prediction until the image is judged to be of high quality and passes it to the image captioning model. This cycle finally allows the user to obtain a reliable caption.

We introduced the idea of the multi-task learning [24] technique, where multiple related tasks learn simultaneously, into our framework. Based on this technique, our proposal is expected to improve the ability of each task by learning the need to retake images and the reasons for flaws. Our framework has the practical advantage of low execution cost to the user, as it only requires one inference at runtime to generate both results for the user.

B. Image Quality Prediction (IQP) Model

In the image encoder of the IQP model, we consider three models — ResNet50 [23], EfficientNetB4 [31], and ViT-Base [30] — which have been widely successful in the field of computer vision. The network has $1 + 6 = 7$ outputs for recognition difficulty “unrecognizable” and each flaw (framing, blur, dark, bright, obscured, rotation). We determined the final model based on performance comparison between these three models. Please note that our PINF is a framework for assisting the visually impaired and is not limited to the settings of both the image encoder and fully connected network.

C. Dataset Containing Flaw Information for Images

We used the VizWiz-QualityIssues dataset [20] of images taken by visually impaired people with labels for image quality. Each image in the dataset has an “unrecognizable” label representing the overall image recognition difficulty and a total of eight image flaw labels (blur, bright, dark, obscured, rotation, framing, others, none), each labeled with a grade from 0 (none) to 5. We excluded “others” labels where the reason for the flaw was not clear, and “none” labels where there was no flaw. Only the training (23,431 samples) and validation (7,750 samples) data are publicly available; the correct answer labels for the test data are not available. Thus, we randomly split the validation data in half, using one half as validation data and the other as test data. The author who presented the dataset [20] defined a poor image as one with an “unrecognizable” label value of 2 or more, so we set the detection target to 2 or more as well.

III. EXPERIMENTS

To validate the effectiveness of our PINF, this section describes two types of experiments: one on the detectability of poor images and the other on the enhancement of captioning performance by excluding such images.
TABLE I

| Image encoders in the IQP model | Single-task | Multi-task |
|-------------------------------|-------------|------------|
|                               | Precision   | Recall     | AUC-ROC | AUC-PR | Precision   | Recall     | AUC-ROC | AUC-PR |
| ResNet50 [23]                 | 0.743       | 0.660      | 0.919   | 0.793  | 0.694       | 0.704      | 0.914   | 0.783  |
| EfficientNetB4 [31]           | 0.664       | 0.752      | 0.918   | 0.787  | 0.696       | 0.759      | 0.928   | 0.809  |
| ViT-Base [30]                 | 0.658       | 0.737      | 0.917   | 0.777  | 0.636       | 0.754      | 0.909   | 0.773  |

A. Evaluation of Capability to Exclude Poor Images

We evaluated the ability of our framework to detect low-quality images. The IQP model is trained with “unrecognizable” label and six flaw labels.

We used the following metrics to evaluate the detection of poor images by each model: precision, recall, area under the compute receiver operating characteristic (AUC-ROC), and area under the precision-recall curve (AUC-PR). To demonstrate the effectiveness of our proposal, we compared our framework with a single-task learning setting in which the “unrecognizable” label is trained and evaluated with simultaneous training for six flaws. In the evaluation of the degree of six flaws in formation, we evaluated the estimation performance with MSE and correlation (Corr.) with the ground truth (GT) label in each flaw.

B. Evaluation of Caption Generation Capability after Exclusion of Poor Images

We evaluated the caption generation capability with the proposed framework by excluding poor images. For the caption generation model, we employed ClipCap [32] with Microsoft Common Objects in Context (MSCOCO) [33] pre-trained weights, a publicly available state-of-the-art caption generation model. MSCOCO’s pre-trained model was used to measure captioning performance in general settings of image caption generation. We used the following four common metrics to evaluate image caption generation capability:

- **BLEU-4** [25] (4-gram bilingual evaluation understudy). This metric is a precision-based metric, which accounts for precise matching of n-grams in the generated and ground truth references.
- **METEOR** [26] (metric for evaluation of translation with explicit ordering). This metric first creates an alignment between the two sentences by comparing exact tokens, stemmed tokens, and paraphrases.
- **ROUGE-L** [27] (longest common subsequence version of recall oriented understudy for gisting evaluation). This metric, similar to BLEU, has different n-grams-based versions and computes recall for the generated sentences and the reference sentences.
- **CIDEr** [28] (consensus-based image description evaluation). This metric is a human-consensus-based evaluation metric, which was developed specifically for evaluating image captioning methods but has also been used in video description tasks.

We adopted these metrics because they have been used in many previous studies and we believe they are sufficiently practical for the evaluation of our framework.

C. Implementation Details

A regression model was used to predict image quality and MSE was used as the error function. We trained our model using the Adam [34] optimizer with a learning rate of 0.00001. The model was trained using early stopping, which terminates training when the minimum value for the validation data is not updated three consecutive times. The batch size and number of epochs were set to 128 and 100, respectively.

IV. RESULTS

A. Detection of Poor Images

Table I shows a comparison of the detectability of poor images. The single-task setting uses only the “unrecognizable” label, while our multi-task setting uses that label along with six types of flaws information. The test precision and recall scores were calculated based on the decision threshold when the precision × recall score reached its maximum in the validation data. These results show that the performance differences by model and training strategy are not large, but the best scores are provided by the single-task ResNet and multi-task EfficientNet. Here, we should note that multi-task models have a capability in estimating the degree of flaws simultaneously. Fig. 2 shows the AUC-ROC and AUC-PR for the test data when trained with multi-task learning using the EfficientNetB4 encoder.

Table II shows the statistics of the flaws and their estimation results. The statistics include the mean and S.D. of the ground
truth. For all flaw information, the MSE score is below the S.D. of each data and the correlation with GT is also at a favorable level.

B. Effects of Caption GenerationCapability on the Exclusion of Poor Images

Table III summarizes the caption generation capability of the VizWiz-Captions dataset with and without the exclusion of poor images. The VizWiz-Captions dataset is the entire test data, and the qualified VizWiz-Captions dataset excluded poor images via our PINF.

By applying PINF, 610 of the 3,875 cases of total test data in the VizWiz-Captions dataset were detected and excluded as poor images, resulting in the Qualified VizWiz-Captions dataset of 3,265 images. With the poor image exclusion, our PINF with the EfficientNetB4 encoder with multi-task learning performed better than the VizWiz-Captions dataset on all four metrics commonly used in image captioning generation tasks.

C. Concrete Examples

Figs. 3 and 4 show examples of successfully detected poor images failed predictions (over-detection and under-detection) and tables IV and V show their prediction results and correct scores. It can be seen that for most items in most examples in both figures, the predicted residuals are kept at a constant level. While the results of the present study are reasonable overall, there are scattered cases in which the high quality indicated by GT (GT = 1) is unconvincing, as in the example in Fig. 4a.

V. DISCUSSION

Table I shows that all of the models performed well in detecting poor images. The multitask learning employed in this study is not necessarily more accurate than single-task learning; it depends on the model. The single-task ResNet encoder scored as well as the multi-task EfficientNetB4; nevertheless, we believe that the ability to simultaneously estimate the reasons for image flaws in a single model is a major advantage of multi-task learning. In fact, as shown in Table II, the predicted residuals for scores are significantly smaller than the S.D. of each item in the estimation of the “unrecognizable” label and six types of flaws, and positive correlations with GT labels were also observed, suggesting that the accuracy is sufficient for practical use.

Remarkably, Table III confirms that the exclusion of poor images by the proposed PINF improved the actual image captioning performance in all the evaluation metrics. This highlights the proposed framework’s contribution and its potential to support the visually impaired.

In our problem setting, over-detection of poor images is not so bad, although it encourages retakes and increases labor. In contrast, lack of detection can cause the user great inconvenience, so it is desirable to minimize the number of cases shown in Fig. 4a as much as possible. However,
Quality issues are too severe to recognize visual content.

(a) GT = 5, Pred. = 4.84

The dark screen of a cell phone is highlighted by white glare.

(b) GT = 3, Pred. = 2.35

A cardboard looking object with a red and white color pattern on it.

(c) GT = 2, Pred. = 2.87

A gray puffy fabric is on top of a red fabric.

(d) GT = 4, Pred. = 3.48

Even in this example, our PINF can provide adequate flaw scores, so the user knows that this image may be inappropriate for analysis, and the presentation of the reasons for image flaws is an important clue for the user when retaking pictures.

VI. CONCLUSION

We have proposed a new framework that can effectively assist image captioning technology for the visually impaired. The proposed PINF can accurately detect poor images that need to be retaken and provide reasons why; moreover, evaluation experiments have confirmed the effectiveness of the PINF framework. Today, state-of-the-art image captioning technology is capable of highly accurate caption generation for good images. To support the visually impaired, feedback on retakes is important because it provides the captioning system with only images appropriate for analysis, and the presentation of the reasons for image flaws is an important clue for the user when retaking pictures.
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