Residence time and collision statistics for exponential flights: the rod problem revisited
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Many random transport phenomena, such as radiation propagation, chemical/biological species migration, or electron motion, can be described in terms of particles performing exponential flights. For such processes, we sketch a general approach (based on the Feynman-Kac formalism) that is amenable to explicit expressions for the moments of the number of collisions and the residence time that the walker spends in a given volume as a function of the particle equilibrium distribution. We then illustrate the proposed method in the case of the so-called rod problem (a 1d system), and discuss the relevance of the obtained results in the context of Monte Carlo estimators.

I. INTRODUCTION

The so-called Pearson random walk describes the evolution of particles starting from a point-source and performing straight-line displacements until collision events, where either the direction of propagation changes at random with probability $p$ (scattering), or the trajectory is terminated (absorption) [1, 2]. When the traversed medium is homogeneous, so that the scattering centers are uniform, the inter-collision distances (flights) are exponentially distributed. Exponential flights are key to understanding the dynamics of many transport processes, encompassing areas as diverse as radiation transfer, electron motion in semiconductors, gas dynamics, and search strategies [3–8]. In most such applications, one is typically interested in assessing the particle density of exponential flights, in turn, is intimately connected to the statistical properties of the collisions $n_V$ falling in the region $V$, and the residence time $t_V$ spent within $V$ [8–11]. Even under simplifying hypotheses, namely, that scattering and absorption probabilities do not depend on particle energy, so that we can safely define an average speed $v$ (one-speed approximation), and that scattering is isotropic, the interplay between $\Psi_V$, $n_V$ and $t_V$ turns out to be a deceivingly simple problem, and has attracted a renewed interest in recent years [9–15]. For instance, when the typical size $R$ of the volume $V$ is much larger than the mean free path $\lambda_t$ between collisions, namely, $R \gg \lambda_t$ (the so-called diffusion limit), the normalized distribution of collision number $P(n_V)$ and the normalized probability density of residence times $Q(t_V)$ converge to each other [10], as illustrated in Fig. 1 (left). This is in general not true when $R$ is comparable to $\lambda_t$, i.e., when finite speed effects and boundaries come into play, and particles spend only a limited number of collisions in $V$ before wandering away, as shown in Fig. 1 (right).

Aside from its theoretical interest for understanding the dynamics of exponential flights in bounded geometries, the study of $P(n_V)$ and $Q(t_V)$ is also motivated by their prominence in Monte Carlo methods. In view of the intrinsic stochastic nature of exponential flights, one is naturally led to resort to Monte Carlo simulation, which can guide the development of analytical solutions, and, in most realistic applications, provide the answers that are not accessible by analysis alone [16, 17]. In plain Monte Carlo methods, the volume-averaged particle density $\Psi_V$ for one-speed transport can be estimated by simulating particle trajectories in the phase space and either counting the collisions $n_V$ in $V$, or measuring the length $\ell_V$ of particle tracks within $V$. In the former case, we have $\Psi_V^{\text{coll}} = V^{-1} \sum_{i \in V} 1 = n_V \lambda_t / V$, whereas in the latter $\Psi_V^{\text{track}} = V^{-1} \sum_{i \in V} \ell_i = \ell_V / V$ [17]. As speed is assumedly constant, we can equivalently compute $\Psi_V^{\text{track}}$ by measuring the residence time $t_V = t_V / v$ that particles spend in $V$. It is well known that the two estimators described above are unbiased with respect to $\Psi_V$, which amounts to saying that $\bar{\Psi}_V^{\text{coll}} \rightarrow \Psi_V$ and $\bar{\Psi}_V^{\text{track}} \rightarrow \Psi_V$, where $\bar{\cdot}$ denotes averaging with respect to particle trajec-

FIG. 1: The normalized distributions of collision number $P(n_V)$ (dots) and residence times $Q(t_V)$ (solid line) in a volume $V$ for 1d exponential flights. Left. $R = 10$ and $\lambda_t = 1$. Right. $R = 1$ and $\lambda_t = 1$.
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FIG. 2: Mean first-passage time and collision number for leakage boundary conditions and $p = 1$. The two surfaces coincide.

tories, and the limit is attained for an infinite number of realizations \[17\]. This in particular implies that the two estimators are related by $\bar{n}_V = n_V/\tau_t$, where $\tau_t = \lambda_s/\nu$ is the average flight time. Such a property non-trivially holds for any kind of boundaries imposed on $V$ and stems from the memoryless (Markovian) nature of the underlying exponential flight process \[16, 17\]. Fig. 1 suggests that $t_V$ and $n_V$, while preserving the same average, will generally have different higher order moments, and in particular different variances. Hence, there might be an advantage in using either estimator for determining the desired particle density $\Psi_V$.

In the following, we address the issue of characterizing the distribution of collisions $n_V$ and residence times $t_V$ in a volume $V$ for exponential flights. This paper is structured as follows. In Sec. II, we will first recall some preliminary background, and sketch a general approach for the moments of the distributions, based on the Feynman-Kac formalism. Then, in Sec. III we will exemplify the proposed methodology by explicitly evaluating those moments for a 1d domain, the so-called rod problem. Perspectives are finally discussed in Sec. IV.

II. METHODOLOGY

The trajectory $\mathbf{z}_t = \{\mathbf{r}_t, \omega_t\}$ of exponential flights in the phase space is defined by the stochastic evolution of position and direction, starting from the point-source $\mathbf{z}_0 = \{\mathbf{r}_0, \omega_0\}$ at time $t = 0$. Due to the exponential nature of the displacement lengths, the stochastic process $\mathbf{z}_t$ is Markovian. In other words, knowledge of the pair position-direction at a given time enables to determine the system evolution \[37\]. For the sake of simplicity, we assume that scattering is isotropic. The propagator $\Psi(\mathbf{r}, \omega, t|\mathbf{r}_0, \omega_0)$ defines the probability density for the walker being at a point $\{\mathbf{r}, \omega\}$ in the phase space, at a time $t$, having started from the initial condition. The propagator of exponential flights satisfies a probability balance, the forward Chapman-Kolmogorov equation

$$\frac{\partial}{\partial t} \Psi(\mathbf{r}, \omega, t|\mathbf{r}_0, \omega_0) = \mathcal{L} \Psi(\mathbf{r}, \omega, t|\mathbf{r}_0, \omega_0), \tag{1}$$

where $\mathcal{L}$ is the forward transport operator

$$\mathcal{L} = -\mathbf{v} \cdot \nabla_x + \frac{1}{\tau_s} \int d\omega - \frac{1}{\tau_t}. \tag{2}$$

Here we have set $\mathbf{v} = \omega v$, $\tau_s = \lambda_s/\nu$, $\lambda_s$ being the scattering mean free path, and the integral over directions is normalized to $\Omega_d = 2\pi d/\Gamma(d/2)$, i.e., the surface of the unit sphere. We introduce then the collision density

$$\Psi(\mathbf{r}, \omega|\mathbf{r}_0, \omega_0) = \frac{1}{\tau_t} \int_0^{+\infty} \Psi(\mathbf{r}, \omega, t|\mathbf{r}_0, \omega_0) dt, \tag{3}$$

which intuitively represents the equilibrium distribution of the particle ensemble. Remark that the propagator $\Psi(\mathbf{r}, \omega, t|\mathbf{r}_0, \omega_0)$ depends on the boundary conditions imposed on $\partial V$. The absence of boundary conditions corresponds to defining a fictitious (‘transparent’) volume $V$, where particles can indefinitely cross $\partial V$ back and forth. On the contrary, the use of leakage boundary conditions leads to the formulation of first-passage problems \[18–21\], where the walker is lost upon crossing $\partial V$.

The collision number $n_V$ and the sojourn time $t_V$ of the walker inside $V$ depend on the realizations of the trajectories $\mathbf{z}_t$, and as such are random quantities, whose behavior can be fully characterized in terms of their respective moments

$$\langle n_V^m \rangle(\mathbf{r}_0, \omega_0) = \sum_{n_V=1}^{+\infty} n_V^m \mathcal{P}(n_V|\mathbf{r}_0, \omega_0),$$

$$\langle t_V^m \rangle(\mathbf{r}_0, \omega_0) = \int_0^{+\infty} t_V^m \mathcal{Q}(t_V|\mathbf{r}_0, \omega_0) dt_V. \tag{4}$$

FIG. 3: Second moment of first-passage time (dark surface) and collision number (light surface) for leakage boundary conditions and $p = 1$. 
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Remark that $P(n_V|z_0, \omega_0)$ and $Q(t_V|z_0, \omega_0)$ depend on the initial conditions. Knowledge of all moments suffices to describe the associated distributions. In the following, we derive explicit expressions that allow evaluating the moments $\langle n_V^n \rangle (t_V, \omega_0)$ and $\langle t_V^m \rangle (t_V, \omega_0)$ in terms of the equilibrium distribution $\Psi(r, \omega|z_0, \omega_0)$.

A. Residence times

In a series of seminal works based on Feynman path-integral formalism, Kac \[22, 25\] has worked out a general method for deriving the residence time distribution when the underlying stochastic process is a Brownian motion $W_t$, and later showed that his results hold more generally for Markov processes \[38\]. For a review (focused on Brownian motion), see, e.g., \[21\]. When a trajectory $z_t$ is observed up to a time $t$, the associated residence time $t_V(t) \leq t$ in $V$ is formally

$$t_V(t) = \int_0^t \chi[z(t')] dt',$$  (5)

$\chi[z]$ being the marker function of the domain $V$, which is equal to 1 when $z \in V$, and vanishes elsewhere. When $V$ has leakage boundary conditions, $t_V(t)$ for an infinite observation time corresponds to the first-passage time to the boundary $\partial V$. More generally, the definition in Eq. (5) allows for multiple exits and re-entry crossings of $\partial V$. The key ingredient of Kac approach is the stochastic integral $F(t, s|z_0) = \langle e^{-s t_V(t)} \rangle$, where the expectation is taken with respect to the propagator $\Psi(t, t'|z_0)$, i.e., the probability density of performing a trajectory from $z_0$ at $t' = 0$ to $z$ at time $t' = t$, namely,

$$\langle e^{-s t_V(t)} \rangle = \int \Psi(t, t'|z_0)e^{-s t_V(t')} dz.$$

The existence and well-posedness of Eq. (6) is discussed in, e.g., \[22, 25\]. By slightly adapting the treatment in \[23\], it can be shown that $F(t, s|z_0)$ satisfies the equation

$$\frac{\partial}{\partial t} F(t, s|z_0) = \mathcal{L}^* F(t, s|z_0) - s\chi[z_0] F(t, s|z_0),$$

where $\mathcal{L}^*$ is the backward transport operator

$$\mathcal{L}^* = v_0 \cdot \nabla_v + \frac{1}{\tau_0} \int d\omega_0 - \frac{1}{\tau_1}.$$  (8)

Kac has shown that $F(t, s|z_0)$ can be interpreted as the Laplace transform (the transformed variable being $s$) of $Q(t_V|z_0)$. The standard approach would therefore imply first solving Eq. (7) for $F(t, s|z_0)$, and obtaining then $Q(t_V|z_0)$ by performing an inverse Laplace transform. Eqs. (7) and (6) are known as the Feynman-Kac formulae \[27\]. Once $F(t, s|z_0)$ is known, the moments of residence time can be obtained from

$$\langle t_V^n \rangle (z_0, t) = (-1)^n \frac{\partial^n}{\partial s^n} F(t, s|z_0)|_{s=0}.$$  (9)

Eqs. (7) and (6) yield the recursion property

$$\frac{\partial}{\partial t} \langle t_V^n \rangle (z_0, t) = \mathcal{L}^* \langle t_V^n \rangle (z_0, t) + m\chi[z_0] \langle t_V^{n-1} \rangle (z_0, t),$$

with the conditions $\langle t_V^n \rangle (z_0, 0) = 0$ and $\langle t_V^n \rangle (z_0, t) = 1$. In most applications, the observation time is assumed to be infinite, i.e., $t \rightarrow +\infty$, which leads to the simplified equation

$$\mathcal{L}^* \langle t_V^n \rangle (z_0) = -m\chi[z_0] \langle t_V^{n-1} \rangle (z_0),$$  (11)

where $t_V(z_0) = \lim_{t \rightarrow +\infty} t_V(z_0, t)$. Eq. (11) is proposed in \[8\] to generalize a result by \[11\] and derive an elegant recursion formula for the moments of residence (and first-passage) times of exponential fights averaged over initial
\begin{equation}
\langle t_m^V \rangle (z_0) = m! \int d z_m \int_0^{+\infty} d t_m \ldots \int_0^{t_2} d t_1 \Psi(z_m, t_m - t_{m-1}|z_{m-1}) \ast \ldots \ast \Psi(z_1, t_1|z_0),
\end{equation}

where the convolution products read

\begin{equation}
\Psi(z_{i+1}, t_{i+1} - t_i|z_i) \ast \Psi(z_i, t_i - t_{i-1}|z_{i-1}) = \int d z_i \Psi(z_{i+1}, t_{i+1} - t_i|z_i) \Psi(z_i, t_i - t_{i-1}|z_{i-1}).
\end{equation}

Finally, by interchanging the order of integration in time, and extending the integration limit to infinity for each convolution product [29], we have the formula for the moments of the residence time, namely,

\begin{equation}
\frac{\langle t_m^V \rangle (z_0)}{\tau_t^m} = m! \int d z_m \Psi(z_m|z_{m-1}) \ast \ldots \ast \Psi(z_1|z_0),
\end{equation}

where

\begin{equation}
\Psi(z_{i+1}|z_i) = \frac{1}{\tau_t} \int_0^{+\infty} \Psi(z_{i+1}, t|z_i) d t.
\end{equation}

is the collision density. Eq. (14) thus allows expressing the moments of the residence time as a function of the particle equilibrium distribution.

B. Collision number

In a previous work [10], we have explicitly derived the moments of the collision number \( n_V \) for a broad class of renewal processes, when the point-source emits isotropically. For exponential flights, it is sufficient to remark that the process \( r_n \), i.e., the direction-averaged position of the walker, is Markovian at each collision event. The probability of performing \( n_V \) collisions in the volume \( V \) is related to the propagator by

\begin{equation}
P(n_V|r_0) = \int d r \Psi(r, n_V|r_0) - \int d r \Psi(r, n_V + 1|r_0).
\end{equation}

We introduce the direction-averaged collision density

\begin{equation}
\Psi(r|z_0) = \sum_{n=1}^{+\infty} \Psi(r, n|z_0).
\end{equation}

The derivation of the moments \( \langle n_V^m \rangle (r_0) \) closely follows that of \( \langle t_V^m \rangle (z_0) \) [10]. Here we just recall that the moments of \( n_V \) are given by

\begin{equation}
\langle n_V^m \rangle (r_0) = \frac{1}{p} \sum_{k=1}^{m} s_{m,k} \rho_k C_k(r_0),
\end{equation}

conditions. In the context of Brownian motion, the relevance of Eq. (11) is discussed at length in [28].
For the average collision number, from Eq. (22) we have in particular

\[
\langle n_v^1 \rangle (r_0, \omega_0) = \int dr' \left[ \chi(r') + p \int dr \Psi(r|r') \right] \pi(r'|r_0, \omega_0).
\]

By remarking that

\[
\chi(r)\pi(r|r_0, \omega_0) + p \int dr' \Psi(r|r')\pi(r'|r_0, \omega_0) = \Psi(r|r_0, \omega_0),
\]

we therefore get

\[
\langle n_v^1 \rangle (r_0, \omega_0) = \int dr \Psi(r|r_0, \omega_0).
\]

Observe that for the mean residence time we have

\[
\frac{\langle t_v^1 \rangle (r_0, \omega_0)}{\tau_t} = \int dr \int d\omega \Psi(r, \omega|r_0, \omega_0),
\]

Since \( \Psi(r|r_0, \omega_0) = \int d\omega \Psi(r, \omega|r_0, \omega_0) \), it finally follows the (rescaled) equality between the average residence time and the average collision number, namely, \( \langle n_v^1 \rangle (r_0, \omega_0) = \langle t_v^1 \rangle (r_0, \omega_0)/\tau_t. \)

### III. THE ROD PROBLEM

The approach presented in the previous Section allows explicitly evaluating the moments \( \langle n_v^m \rangle (r_0, \omega_0) \) are the Stirling numbers of second kind \[31\], and

\[
\langle n_v^m \rangle (r_0, \omega_0) = \left\{ \begin{array}{ll}
\sum_{i=0}^{m} \dfrac{(-1)^i}{i!} (k - i)^m & \text{for } k \geq m, \\
0 & \text{for } k < m.
\end{array} \right.
\]
Two relevant examples will be considered here: i) leakage boundary conditions (a first-passage problem) without absorption, and ii) transparent boundaries with absorption. In the former case, leakages at $x = \pm R$ impose $\Psi(-R, \omega_f|x_0, \omega_f) = 0$, $\Psi(R, \omega_b|x_0, \omega_f) = 0$, $\Psi(R, \omega_b|x_0, \omega_b) = 0$, and $\Psi(-R, \omega_f|x_0, \omega_b) = 0$, which corresponds to an infinite homogeneous medium surrounded by vacuum. The source is therefore $x_0 \in V$. In the latter, boundary conditions are imposed at infinity, which corresponds to an infinite homogeneous medium, the boundaries of $V$ being transparent and not affecting particle trajectories. One-dimensional exponential flights are recurrent walks (i.e., they almost surely re-visit their initial position) [9, 10], so that it is necessary to impose leakages and/or set $p < 1$ in order to prevent $\langle n^V_r(x_0, \omega_0) \rangle$ and $\langle t^V_r(x_0, \omega_0) \rangle$ from diverging.

For the case of purely scattering media, i.e., $p = 1$, and leakage boundaries, the rod problem equations (27) and (28) are straightforwardly solved by direct integra-
hence the surface $\Sigma$ (of divergence, as expected from 1) $\lambda$ is due to setting $|x_0| \leq R$. Observe that when $R$ is large we have $\langle t_V^1 \rangle(x_0) \simeq \langle n_V^1 \rangle(x_0)$. When $R \to +\infty$, the moments diverge, as expected from 1d exponential flights being recurrent walks. Observe that the first and second moment of the first-passage time satisfy the recursion property derived in [8], namely

$$\langle t_V^m \rangle(x_0) = \frac{\langle t_V^{m-1} \rangle(x_0) \Sigma}{m \{ \langle t_V^1 \rangle(x_0) \}_\Sigma}$$

for $m \geq 1$, where $\{ \cdot \}_\Sigma$ and $\{ \cdot \}_V$ denote averaging $x_0$ over the surface $\Sigma$ (of $V$) or the volume $V$, respectively. Here $d = 1$ and $m = 2$, and it is easy to verify that

$$\{ \langle t_V^1 \rangle(x_0) \}_\Sigma = R$$
$$\{ \langle t_V^2 \rangle(x_0) \}_V = R + \frac{1}{3} R^2$$
$$\{ \langle t_V^2 \rangle(x_0) \}_\Sigma = 2 \left( R^2 + \frac{1}{3} R^3 \right),$$

hence $\{ \langle t_V^1 \rangle(x_0) \}_V = \{ \langle t_V^2 \rangle(x_0) \}_\Sigma / 2 \{ \langle t_V^1 \rangle(x_0) \}_\Sigma$. Remark that we have an overall factor $1/2$ with respect to the surface averages in $\Sigma$, because trajectories are here allowed starting from $\Sigma$ in the outward direction, whereas in $\Sigma$ they are not. In Fig. 2 we display the mean collision number $\langle n_V^1 \rangle(x_0)$ and the mean first-passage time $\langle t_V^1 \rangle(x_0)$ for leakage boundary conditions. The two surfaces, as a function of $x_0$ and $R$, coincide, as expected from the considerations exposed above. This goes along with the collision and track length Monte Carlo estimators being unbiased with respect to each other. The second moments $\langle n_V^2 \rangle(x_0)$ and $\langle t_V^2 \rangle(x_0)$ are displayed in Fig. 3. It is immediately apparent that $\langle n_V^2 \rangle(x_0) \geq \langle t_V^2 \rangle(x_0)$ (actually, equality is attained only for $R \gg 1$): this means that for this example the use of a track length estimator is to be preferred, as it would lead to a smaller variance. All analytical results have been validated by comparison with Monte Carlo simulations.

For $p < 1$ and transparent boundaries, the solutions of the rod problem [22] and [23] are given by combinations of exponential functions, rather than linear polynomials. In this case, the expressions for the moments are rather cumbersome and will not be reported here. Instead, we plot the moments as a function of the initial condition $x_0$, the domain size $R$ and the scattering rate $\tau$. In Fig. 4 we display the mean collision number $\langle n_V^1 \rangle(x_0)$ and the mean residence time $\langle t_V^1 \rangle(x_0)$ for transparent boundaries and $p = 0.5$. The two surfaces, as a function of $x_0$ and $R$, coincide, and this relation holds for any value of $p$. The second moments $\langle n_V^2 \rangle(x_0)$ and $\langle t_V^2 \rangle(x_0)$ are displayed in Figs. 5 ($p = 0.9$), 6 ($p = 0.5$), and 7 ($p = 0.1$). In this case, it is not possible to establish a simple inequality between the two surfaces, independent of $p$. As the scattering rate varies, the surfaces change and there exist a value of $p$ for which $\langle n_V^2 \rangle(x_0)$ is smaller than $\langle t_V^2 \rangle(x_0)$. This means that in presence of absorption the collision estimator may lead to a smaller variance. In Fig. 8 we display the difference $\langle n_V^2 \rangle(x_0) - \langle t_V^2 \rangle(x_0)$ when $x_0 = 0$, for various values of $p$: when $R$ is large, $\langle t_V^2 \rangle(x_0)$ becomes larger than $\langle n_V^2 \rangle(x_0)$, and this behavior is enhanced for small values of $p$, i.e., large absorption rates. When $R$
is large, the dependence on the angular variable $\omega$ gets progressively weaker, so that the integrals [20] and [14] coincide. Under this assumptions, calculations show that $\langle n_V^2 \rangle(x_0) \approx 1/(1 - p)$, and $\langle n_V^2 \rangle(x_0) \approx (1 + p)/(1 - p)^2$, independent of the initial condition. Then, from the equality of the Kac convolution integrals, the difference $\langle n_V^2 \rangle(x_0) - \langle t_V^2 \rangle(x_0)$ for large $R$ converges to the limit $1/(p - 1)$, which implies a smaller variance for the collision estimator. We have also verified that $\langle t_V^2 \rangle(x_0)$ and $\langle n_V^2 \rangle(x_0)$ satisfy the surface- and volume-averaged recursion property in [8], which generalizes Eq. (52) to residence times. Again, all analytical results have been validated by comparison with Monte Carlo simulations.

IV. CONCLUSIONS

Motivated by their relevance for stochastic transport phenomena as well as for Monte Carlo methods, in this paper we have examined the moments of collision number $n_V$ and residence time $t_V$ of exponential flights in a volume $V$. We have presented a general approach that - based on the Kac moments formula - allows explicitly evaluating such quantities in terms of repeated convolutions of the particle equilibrium distribution. To exemplify the proposed formalism, we have in particular analyzed a 1d system, the so-called rod problem, where closed form expressions can be found. We have therefore explicitly computed the moments of $n_V$ and $t_V$ for various boundary conditions, focusing in particular on the first and second moment. Finally, the relevance of these findings in the context of Monte Carlo collision and track length estimators has been discussed. Results show that the averages of $n_V$ and $t_V$ coincide, whereas the second moments (hence the variances) depend on boundary and initial conditions, and on the scattering probability. Residence time has in general a smaller variance, but the opposite is true when absorption dominates over scattering.

By virtue of the increasing power of Monte Carlo methods in solving realistic three-dimensional transport problems, one might argue that such a simple system as the rod problem has a limited interest. On the contrary, we are persuaded that this analysis is useful, in that it allows focusing on the essential features of the physical system at hand. Indeed, on one hand it sheds light at the deep connections between sojourn times and collision number for exponential flights, and on the other hand it gives some hints on the behavior of the intrinsic variance of Monte Carlo collision and track length estimators. Extending the proposed approach to higher-dimensional and more complex systems is highly desirable, and investigations to this aim are ongoing.
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