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Abstract—The adaptive traffic signal control (ATSC) problem can be modeled as a multiagent cooperative game among urban intersections, where intersections cooperate to optimize their common goal, i.e., the city’s traffic conditions. The large scale of intersections in a real traffic scenario yield marked challenges for an algorithm to find an optimal joint control strategy by controlling multiple intersections at the same time. Recently, reinforcement learning (RL) has achieved marked successes in managing sequential decision making problems, which motivates us to apply RL in the traffic control problem. In particular, independent reinforcement learning (IRL) is typically used to solve a multiagent task, where IRL agents learn cooperation strategies independently according to specific rules, such as the ‘optimistic’ or ‘lenient’ principle, and treat other agents as part of the environment. Considering the large scale of intersections in an urban traffic environment, we use IRL to solve a complex traffic cooperative control problem in this study. One of the largest challenges of this problem is that the observation information of intersection is typically partially observable, which limits the learning performance of IRL algorithms. To mitigate this challenge, we model the traffic control problem as a partially observable weak cooperative traffic model (PO-WCTM) to optimize the overall traffic situation of a group of intersections. Different from a traditional IRL task that averages the returns of all agents in fully cooperative games, the learning goal of each intersection in PO-WCTM is to reduce the cooperative difficulty of learning, which is also consistent with the traffic environment hypothesis. To determine the optimal cooperative strategy of PO-WCTM, we also propose an IRL algorithm called Cooperative Important Lenient Double DQN (CIL-DDQN), which extends Double DQN (DDQN) algorithm using two mechanisms: the forgetful experience mechanism and the lenient weight training mechanism. The former mechanism decreases the importance of experiences stored in the experience reply buffer, which deals with the problem of experience failure caused by the strategy change of other agents. The latter mechanism increases the weight experiences with high estimation and ‘leniently’ trains the DDQN neural network, which improves the probability of the selection of cooperative joint strategies. Experimental results show that, in two real traffic scenarios and one simulated traffic scenario, CIL-DDQN outperforms other methods in almost all performance indicators of the traffic control problem.

Index Terms—Multiagent learning, Independent reinforcement learning, Cooperative Markov game, Traffic signal control.

I. INTRODUCTION

TRAFFIC congestion plagues many cities around the world, producing heavy pressure on existing urban transport infrastructure. Using traffic signals to control vehicle waiting time is one of the most effective ways to relieve congestion. Traditional traffic methods [1-5], which select the phase from the predefined signal combination based on expert knowledge, have certain limitations, and cannot adjust traffic based on real-time traffic conditions. Due to the nature of the interaction between the agent and the environment in reinforcement learning (RL), RL can be naturally applied to the traffic signal control environment. Many RL studies [6-8] have reported the advantages of RL in traffic control scenarios. In a real urban traffic environment, there may be thousands of intersections that must cooperate to optimize transportation. An action taken by one intersection affects its local traffic pressure and affects the road conditions at other intersections. The state transition function and reward function of the traffic environment depend on the phase selection of all intersections, making the traffic environment dynamic and unstable. Therefore, how to apply RL in such a complex environment has become a challenge. Specifically, the urban traffic control problem, which aims to minimize the average travel time of vehicles through multiple intersections, can be defined as a multiagent cooperative problem. The direct application of single-agent RL algorithms to the multiagent environment may create new problems, such as the non-stationary problem [9-10], which often leads to non-cooperation or even fail to convergence for an RL algorithm in learning a joint optimal policy of a multiagent reinforcement learning (MARL) environment.

To solve the non-stationary problem, a natural way is to use a centralized training framework that can learn the estimation of an joint action in the global state. Thus, most existing MARL algorithms use centralized training with a distributed execution mechanism to learn the optimal joint strategy [11-13]. By considering global state information, these methods effectively mitigate the problems of a non-stationary environment and solve the multiagent cooperative problem somewhat accurately. However, in real urban traffic environments, the scale of the road network is often massive. Centralized learning is difficult to scale because the joint action space grows exponentially as the number of agents increases linearly. In contrast, independent reinforcement learning (IRL) is more flexible and suitable for traffic control because it is not constrained by the number of agents, where each intersection can be controlled by a local RL agent. Besides, it is often
unrealistic to collect the global state information and feed them to the agent in a traffic environment. Usually, the state information of the agent in the traffic environment is the partial observability and/or the communication constrained. Independent RL learners treat other agents as part of the environment and train their networks independently using a predetermined principle (e.g., the ‘optimistic’ principle [14]). They update the evaluation of action only if the new evaluation is greater than the previous one (or if they prefer the new evaluation) by identifying and discarding experience (HDQN [15] and LDQN [16]) or trajectories (IGASIL [17] and NUI-DDQN [18]).

However, the importance of experience (or trajectories) is difficult to identify, especially in games where the optimal policy of the game is much more difficult to explore than suboptimal policies. The aforementioned methods make strong assumptions about the environment, i.e., games are required to be fully cooperative and small in scale. Thus, these methods cannot be directly applied to urban traffic scenarios for two reasons. First, traffic conditions in different areas of a city are often different, which makes it unnecessary to model the traffic control problem as a fully cooperative problem. Our experimental results show that it actually could be counterproductive to define traffic as a fully cooperative problem. Second, intersections that are adjacent to a given intersection have a greater impact on congestion at that intersection than at a distant intersection. The state and action information of those adjacent intersections is also typically observable in the intersection. That information is thus useful when optimizing traffic conditions and should not only be treated as environmental components.

In this study, we first modeled the urban traffic control problem as a modified cooperative Markov game, which we refer to as the partially observable weakly cooperative traffic model (PO-WCTM). Unlike the average return of all agents used in fully cooperative Markov games in existing IRL studies [15] [16] [18], the learning goal of each agent (intersection) in PO-WCTM is defined as the average return within its local scope, i.e., the average return of intersections of the agent and its neighbors, so that the intersection can pay more attention to the traffic conditions in its vicinity. Besides, the observable state information of each intersection is also defined as information within its local scope, which is in line with the assumption of real traffic environment. This design is also convenient for the MARL algorithm during development and training. Conversely, collecting and processing the global state will increase the time delay and cost of the system, which may affect training performance. Based on PO-WCTM, we thus propose an IRL method called the Cooperative Important Lenient Double DQN (CIL-DDQN) method. Specifically, CIL-DDQN adds two cooperative mechanisms to the Double DQN (DDQN) [19] method: the optimistic weight training mechanism and the forgetful experience mechanism. The first mechanism improves the leniency mechanism used in LDQN [16] to weight the empirical importance according to the TD error of sampled data during the training process. By regulating ‘leniency’, which is a parameter that decreases as the training time increases to adjust the degree of ‘optimism’, during the negative update, the new loss function makes the agent prefer optimistic experience training, increasing the possibility of reaching the cooperative joint strategy. The forgetful experience mechanism is proposed to mitigate the limitation of the partially observable experience that is stored in the experience replicate memory (ERM). The data stored in the early stage cannot reflect the current situation of training if strategies of other agents are changed. The forgetful experience mechanism decreases the importance of experiences stored in ERM as their storage time increases. Based on the two experience weight allocation mechanisms, the training performance of CIL-DDQN is markedly improved.

The performance of the proposed algorithm is evaluated with two real traffic datasets and one synthetic dataset. Experimental results show that CIL-DDQN outperforms other traffic control methods (e.g., MA2C [20] and Colight [17]) in almost all criteria, including queue length, intersection delay, vehicle speed, trip completion flow, and trip delay, which are commonly used to evaluate traffic conditions.

The reminder of this paper is organized as follows. A literature review is presented in Section II. Section III introduces relevant background on RL and notations used in traffic control scenarios. The proposed PO-WCTM model and problem statement are introduced in Section IV followed by the proposed independent reinforcement learning method CIL-DDQN in Section V. The model and algorithm are evaluated in Section VI and the paper is concluded in Section VII.

II. RELATED WORK

Early research on traditional traffic signal control methods [2–5] mostly relied on the expert strategy, which simplifies the traffic conditions. The performance of previous traffic detection equipment limits the collection of traffic data, and affects the effect of traditional traffic control methods. With the development of the machine learning theory, deep reinforcement learning (DRL) has become a new trend in adaptive signal traffic control. To reduce potential congestion, adaptive methods adjust signal timing according to real-time traffic dynamically. RL is defined to find the optimum strategy of an unknown environment with sequential decision making problems by trial and error. According to the intersections scale, traffic control studies based on RL can be divided into two categories: single-intersection control and multiple-intersections control.

Single-intersection control. Wiering et al. [21] first used tabular Q-learning to the single-intersection control problem. With the development of detection facilities, the number of detectable features of traffic state information (e.g., vehicle position, speed, length of road queue) increased, which exceeded the capability of tabular Q-learning. With the development of deep learning and reinforcement learning, new methods that these two processes into DRL have been used to estimate Q. Li et al. [22] considered traffic-like information as the state input and estimated the Q function using a deep neural network (DNN) by DQN [23]. Because traffic states are sequential, and there is a causal relationship between them, Choe et al. [24] analyzed the sequence’s state information through a recurrent
LSTM network with deep recursive Q learning. In addition to designing different networks, some researchers have applied DQN enhancement mechanisms to traffic. Liang et al. [1] integrated optimization factors including dueling DQN [25], DDQN [19], priority experience replay, and a convolutional neural network to map the state to reward.

**Multiple-intersections control.** There are also studies that investigated controlling multiple-intersections within a given area of a city. Zhu et al. [8] proposed a joint tree in the probability graph model to simplify the calculation of joint action probabilistic reasoning. Wei et al. [7] used a graph attention mechanism to express the effect of other intersections explicitly on the target intersection, to communicate between intersections. Those studies used a centralized training network to estimate the return of a joint policy of all intersections. Centralized methods can help to avoid the non-stationary problem and achieve good performance in multiagent learning environments; however, they are strongly affected by the number of learning agents. Independent learners control intersections can be expanded and trained. Nishi et al. [9] combined a graph convolutional network with a traffic road network. Intersections in the road network were regarded as nodes of the adjacency matrix, and an oriented graph of traffic flow was constructed to describe traffic conditions in detail and accurately. Chu et al. [20] proposed a scalable algorithm called MA2C, which stabilizes the independent A2C algorithm by adding neighbor information and neighbor strategy in the state, which is equivalent to local communication between the target intersection and the neighbor intersection. However, this algorithm only increased the coordination between intersections from the perspective of traffic models.

Most existing methods extend the single-agent RL methods directly to a traffic environment. Because the agent strategy in a multiagent environment is non-stationary where agents are faced with changing target decision issues, these algorithms cannot learn good cooperation strategies in a complex road network environment.

### III. Notation and Background

This section briefly describes some basic notations of traffic signal control problems and MARL.

**A. Notation of Traffic Control Problem**

Incoming lane: The lane where vehicles can enter the intersection is the incoming lane of the intersection. There are 12 incoming lanes at the intersection in Fig.1(a). $L_i$ represents the set of incoming lanes of intersection $i$. There are four incoming directions at the intersection: West (W), East (E), North (N), and South (S).

Signal phase: The combination of traffic signals in each incoming lane describes a phase. A green signal allows cars to pass. A red signal prohibits cars from passing. Traffic signals can indicate three traffic movements: Left (L), Through (T), and Right (R). Usually, a right-turn vehicle moves through the intersection regardless of the signal. Fig.1(b) shows eight non-conflicting signal phases.

![Fig. 1. Definitions of incoming lane and signal phases](image)

**Neighbors of intersection** An urban traffic system consists of multiple connected intersections, where the relationship between intersections can be defined as a graph $G(N,E)$ according to their geographical location, in which $i \in N$ is each intersection and $ij \in E$ represents the road between two intersections $i, j \in N$. We denote $N_i = \{ j \in N | ij \in E \}$ as the neighbors of intersection $i$.

**B. RL and MARL**

**Partially Observable Markov Game:** We consider the standard MARL setting, in which the interaction of agents and environment is modeled as a Markov game, where multiple agents make choices sequentially. Formally, a Markov game is defined by a tuple $G = \langle N, S, O, A, P, R, \gamma \rangle$. $N$ is the set of $N$ agents, i.e., $|N| = N$. $S$ is the set of states and $O = \langle O_1, ..., O_N \rangle$ is the observation set, where $O_i$ is the observation set of agent $i$. $A = \langle A_1, ..., A_N \rangle$ is the set of the joint actions, where $A_i$ is the set of the action for agent $i$. $P : S \times A \times S \rightarrow [0, 1]$ is the transition function returning the probability of transitioning from a state $s$ to $s'$ given a joint action $\langle a_1, ..., a_N \rangle$. $R = \langle r_1, ..., r_N \rangle$ is the reward function, where $r_i : S \times A \rightarrow \mathbb{R}$ specifies the reward for agent $i$ given the state and the joint action. $\gamma$ is the discount factor. A Markov game is a team game if every player gets the same reward. Thus, team games are fully cooperative settings, where players have a shared objective.

The policy $\pi_i$ of agent $i$ represents a mapping from the observation space to a probability distribution over actions: $\pi_i : O_i \rightarrow \Delta(A_i)$, while $\pi = \langle \pi_1, ..., \pi_N \rangle$ refers to a joint policy of all agents, and $\pi_{-i}$ is the joint policies excluding agent $i$. Given a joint policy $\pi$ the return (or expected sum of future rewards) for each agent $i$ starting from a state $s$ can be defined by the state-value function, which is also known as Q value function, where $r_{i,t}$ refers to the reward received by agent $i$ at time $t$: $Q_{i,\pi}(s, a) = \mathbb{E}_\pi [\sum_{k=0}^{\infty} \gamma^k r_{i,t+k+1} | s_t = s, a_t = a]$.

For a Markov game, a joint policy $\pi^*$ is a Nash equilibrium (NE) if and only if no agent can improve it’s gain through unilaterally deviating from $\pi^*$. From a group perspective, NE is often sub-optimal. In contrast, Pareto-optimality defines a joint policy $\hat{\pi}$ from which no agent can deviate without making
at least one other agent worse. A NE joint policy $\bar{z}^*$ is Pareto-optimal if it is not Pareto-dominated by any other NE. In the cooperative multiagent learning literature, especially for a team game, convergence to Pareto optimal NE is the most commonly accepted goal to pursue, considering that multiple players cooperate to maximize their goals [16][20].

**Deep Q-Learning and DDQN**: The combination of deep neural networks and RL completes the direct mapping of the state to the Q function. Deep Q-learning represents the action-value function with a deep neural network parameterized by $\theta$. Deep Q-Networks (DQNs) [23] use a replay memory to store the experience $\langle s, a, r, s' \rangle$, where $s'$ is observed after taking the action $a$ in state $s$ and receiving reward $r$. $\theta$ is learnt by sampling batches of $b$ experiences from the replay memory and minimising the squared TD error:

$$L_{DQN}(\theta) = \frac{1}{b} \sum_{i=1}^{b} [(y_i - Q(s, a; \theta))^2]$$  

where learning target $y = r + \gamma \max_a Q(s', a; \theta^-)$. $\theta^-$ are the parameters of a target network that are periodically copied from $\theta$ and kept constant for a number of iterations.

DQN is affected by an overestimation bias due to the maximization step in Eq[1] which can harm learning. DDQN [19] addresses this overestimation by decoupling the selection of the action from its evaluation during the maximization performed for the bootstrap target using a refined loss $L_{DDQN}(\theta)$, whose learning target is replaced by

$$y = r + \gamma Q(s', \arg\max_a Q (s', a; \theta); \theta^-)$$

**Lenient Deep Q-Network(LDQN) [10]**: The agent’s early exploration of the action’s rewards is typically worse. The lenient agent forgiving the punishment caused by teammates at the beginning of training, which increases the possibility of cooperation between independent learners [27], i.e., agents that treat other agents as part of the environment and make decisions based on their local observations, actions and rewards only. Each state-action pair explored by the agent has a corresponding temperature value, and the initial temperature is the highest. When the same state-action pair is accessed again, the corresponding temperature of the state-action pair decreases. The leniency function is as follows:

$$l(s_t, a_t) = 1 - e^{-K \times T_i(\phi(s), a)}$$

where $K$ is a leniency moderation factor, and $\phi(s)$ is a hash-key to encode the state. The leniency is directly proportional to the temperature drop of the state-action pair. Therefore, as the number of training steps and frequent access to the same state-action pair increase, the lenient agent will strictly deal with low return data. The experience replay memory (ERM) stores the amount of leniency and transitions experienced by the agent. According to the leniency value of the sampling data, the data is partially discarded when Q is updated. Given TD-error $\delta = Y_t - Q_t(s_t, a_t; \theta)$, the Q update function is as follows:

$$Q(s_t, a_t) = \begin{cases} 
Q(s_t, a_t) + \alpha \delta & \delta > 0 \vee x \geq l(s_t, a_t) \\
Q(s_t, a_t) - \alpha \delta & \delta \leq 0 \vee x \leq l(s_t, a_t)
\end{cases}$$

where $x \sim U(0, 1)$ is uniformly distributed.

**IV. MARL MODEL OF TRAFFIC SIGNAL CONTROL**

This study investigates the control of a group of intersections in a city to optimize the overall traffic state of the city. Considering that traffic conditions of multiple intersections of a city typically affect each other, directly applying single RL methods to a multi-intersection environment may yield poor performance, which will be shown described later. Also, the influence of different intersections could be different. For example, congestion at an intersection is more likely to be affected by its adjacent intersections rather than other intersections that are farther away. Traffic conditions in different areas of a city are frequently often different, which makes it unnecessary to model the traffic signal control problem as a fully cooperative problem. Defining a traffic problem as a fully cooperative problem may be counterproductive.

Thus, we model the urban traffic problem as a modified cooperative Markov game, which we call the partially observable weakly cooperative traffic model (PO-WCTM). Unlike the average return of all agents used in fully cooperative Markov games in existing IRL studies, the learning goal of PO-WCTM is defined as the average return of intersections of the target intersection and its neighbors, so that intersections can pay more attention to the traffic conditions within its vicinity. In addition, the observable state information of each intersection is also defined as information within its local scope, which is in line with the assumption of a real traffic environment. Considering the computation cost of global state collection and process that may affect training performance, the proposed design is more convenient with the MARL algorithm in terms of realization and training. We will introduce the definition of the three key elements of PO-WCTM: observations, actions, and rewards.

**A. Observations**

An IRL agent cannot observe the entire environment but rather part information of the environment $o$ [28]. We define the local observation of an intersection as its current phase and the total number of approaching vehicles along each incoming lane:

$$o_{i,t} = (phase_{i,t}, wave_{i}[l]_{l \in L_i})$$

where $phase_{i,t}$ is the current phase of intersection $i$, $l \in L_i$ is the incoming lane of intersection $i$ and $wave[l]$ measures the total number of approaching vehicle alone incoming lane $l$ of intersection $i$.

**B. Actions**

For each intersection, we define the local action as a possible phase, i.e., red-green combinations of traffic lights, see Figure 1(b). We thus consider four red-green combinations of traffic lights: go straight in the north-south direction (NT-ST), go straight in the east-west direction (ST-WT), turn left in the north-south direction (SL-NL), and turn left in the east-west direction (WL-EL).
C. Rewards

In a fully cooperative multiagent problem, the reward received by each agent is the global reward, i.e., all agents share the same reward, and finding the global optimal strategy is the common goal of all agents. However, it is inappropriate for multiple intersections in an urban traffic scenario to pursue the global optimal return due to the Spatio-Temporal characteristic of urban traffic scenario [29], where the traffic situation is the global reward, i.e., all agents receive the same reward. Rewards of intersections far away can interfere with learning, local observations and messages from its connected neighbors. Rewards of intersections far away can interfere with learning, which yields poor results and can hinder convergence during learning. In this study, we define the reward of intersection $i$ as the total length of waiting vehicles on each incoming lane $l \in L_i \cup N_i$ of agent $i$ as well as its neighbors $N_i$:

$$r_{t,i} = -\sum_{l \in L_i \cup N_i} \text{wait}_t[l] / (1 + |N_i|)$$

where $i \cup N_i$ is the set of intersection $i$ and its connected neighbors, $1 + |N_i|$ is the size of the set, and $\text{wait}_t[l]$ measures the number of waiting vehicles alone incoming lane $l$ of intersection $i$. Specifically, the reward of agent $i$ is the average value of waiting vehicles on incoming lanes of all intersections in the set $i \cup N_i$. Because the agent considers the fewest waiting vehicles in the lane, the reward is set to a negative value.

V. Cooperative Important Lenient Double DQN

This section introduces the proposed CIL-DDQN algorithm in this study, where multiple intersections in an urban traffic scenario are considered cooperatively to optimize the overall traffic situation of the city by independent reinforcement learning. Specifically, we modeled each intersection as a CIL-DDQN agent, which treats other agents as part of the environment and makes decisions based on their local observations, actions, and rewards as defined in the previous section. Different from centralized training methods, cooperative independent learners in the MARL literature must overcome a rich taxonomy of learning pathologies to converge upon an optimal joint-policy, such as non-stationary and alteration-exploration problems [13][26]. The former problem is caused by dynamic changes in multiautonomous strategies, which results in the loss of Markov assumption from the individual perspective of an agent. The later problem is caused by the exploration-exploitation trade-off required by RL, in which the probability of the global exploration of all agents approaches 1 as the number of agents increases, resulting in agents converging upon a sub-optimal joint policy because exploration can lead to penalties. To address these problems, independent learners can use the rate of excellent experience (the ‘optimistic’ principle in HDQN [15]), the impact of bad experiences can be reduced earlier by the agent may not fully conform to the situation that the agent is currently facing, which may decrease training performance. In this study, experience stored in ERM of CIL-DDQN is weighted according to its storage time to reduce the importance of earlier experience. Specifically, the experience stored in ERM at time $t$ is defined by $(i_t, a_t, r_t, o_{t+1}, e_t)$, where $e_t$ indicates the importance of this experience for training. Importance $e$ of each experience stored in ERM is initialized by 1 and decreased by a decay rate $d_e$ when an episode is terminated.

A. Forgetful experience mechanism

ERM is an indispensable key to the success of a single-agent RL algorithm. Single-agent RL algorithms cannot typically solve independent learners cooperative problems due to sample inefficiency, which is caused by obsolete experiences stored inside ERM that become inefficient because the policies of other agents change. Due to environment instability, independent learners must evaluate the ‘importance’ of experiences stored in ERM. With agents updates, the environment also changes and the importance of experience stored at the beginning of training is different from that at the latter stage of training; randomly sampled data no longer reflects the situation of the agent during training. Thus, stored data will gradually become obsolete as the number of iterations increases. Data collected earlier by the agent may not fully conform to the situation that the agent is currently facing, which may decrease training performance. In this study, experience stored in ERM of CIL-DDQN is weighted according to its storage time to reduce the importance of earlier experience. Specifically, the experience stored in ERM at time $t$ is defined by $(i_t, a_t, r_t, o_{t+1}, e_t)$, where $e_t$ indicates the importance of this experience for training. Importance $e$ of each experience stored in ERM is initialized by 1 and decreased by a decay rate $d_e$ when an episode is terminated.

B. Lenient weight training mechanism

When a target moves in a multiagent environment, we regulate the optimistic degree of independent learners to achieve coordination among agents by comprehensively considering the key ideas in HDQN [15] and LDQN [16]. CIL-DDQN relaxed the restriction of LDQN on the association of lenient with each state action, using a gradually decreased lenient setting which is similar to decreasing $\epsilon$ in the $\epsilon$-greedy strategy used in exploration. Then, CIL-DDQN uses two learning rates ($\alpha_a$ and $\alpha_b$) to describe the increase and decrease of $Q_i$-values, respectively, which is similar to HDQN. The loss function for the training of agent $i$ is:

$$\text{LOSS} = \frac{1}{|B|} \sum_{x \in B} \delta_x^2$$

where $B \in D_t$ is a mini-batch randomly sampled from ERM of agent $i$, and $\delta_x$ is the refined TD-error of the experience $x$ as follows:

$$\delta_x = \begin{cases} 
\epsilon_x \delta_x & \delta_x > 0 \\
(1 - l_t) \epsilon_x \delta_x & \delta_x \leq 0
\end{cases}$$

where $l_t$ is the valuable of lenient at time $t$, $\delta_x = r_x + \gamma Q(o'_x, \text{argmax}_{a'} Q(o'_x, a'; \theta')) - Q(o_x, a_x; \theta_t)$ is the TD-error of $x$ calculated by the DDQN schedule.

At the beginning of the exploration, penalties are ignored because most selected actions are poor choices. Nevertheless, this may lead to an overestimation of actions, especially in stochastic domains where rewards are noisy. As training times increase, the algorithm must also ensure that it can converge to a stable strategy. Thus, agents are initially lenient (or optimistic), and the degree of leniency decreases as the training times increase. The importance $\epsilon_x$ of data $x$ mitigates...
Algorithm 1 CIL-DDQN for agent $i$

1: Initialize evaluation network and target network with parameters $\theta_i$ and $\theta_i^- = \theta_i$;
2: Initialize ERM $D_i$, parameter $l$, $\tau$ and $\epsilon$.
3: for episode = 1,...,$M$ do
4:  for $t \leq T$ and not terminal do
5:   Observe $o_i$ and selects an action $a_i$ by $\theta_i$ with $\epsilon$-greedy strategy.
6:   Observe its reward $r_i$ and next observation $o'_i$ after all agents execute their actions.
7:   Store transition $(o_i, a_i, r_i, o'_i, e_i = 1)$ in $D_i$.
8:   Update evaluate network $\theta_i$ with a randomly sampled mini-batch from $D_i$ by Eq.7
9:   Update the target networks: $\theta_i^- = \tau \theta_i + (1 - \tau) \theta_i^-$. 
10: Update $l$ and $\epsilon$ by the decay rate $d_l$ and $d_\epsilon$ respectively.
11: end for
12: Update $e_i$ for all experience in $D_i$ by $e_i \leftarrow d_e e_i$.
13: end for

C. Algorithm Analysis

Performance Analysis: To explain why CIL-DDQN can learn Pareto-optimal NE, we use a simple two-step cooperative matrix game to illustrate it in detail. The game is a recognized game to analyze cooperative RL algorithms proposed in Qmix [30]. At each time step, the two agents make a decision among two actions A and B. At the first step, Agent 1 chooses which of the two matrix games to play in the next time step. For the first time step, the actions of Agent 2 have no effect. In the second step, both agents choose an action and receive a global reward according to the payoff matrices depicted in Figure 2(a). To make it easy to understand, we transform the game into an equivalent matrix game by combining the actions of each agent in their two steps. Figure 2(b) shows the payoff matrices of the equivalent matrix game, where each element of the matrix is the payoff of the two agents when they choose the joint action.

Assuming that the experiences of the two independent learners are gained in the limit of full exploration ($\epsilon = 1$). Full exploration ensures that agents are guaranteed to eventually explore all available game states. To demonstrate, we formulated an independent DDQN (IDDQN) algorithm, by extending the idea of independent Q learning (IQL) [31] on DDQN. For a two-IDDQN agents setting, where all experiences are trained with equal weight, the estimated state-action value of the two IDDQN agents should be the averages in the direction of row and column respectively. Figure 3(a) shows theoretically estimated state-action values $Q_i(a)$, $a \in \{AA, AB, BA, BB\}$ of agents $i \in \{1, 2\}$ in each state. From the figure, we can see that if the two IDDQN agents use greedy policy to interact with the environment, then the joint action of the two agents will be (AB, AB), which is a non-Pareto-optimal NE. The proposed CIL-DDQN treat different experiences differently, where experiences with returns less than average are given lower weights. Figure 3(b) shows the theoretically estimated state-action values when ignores experience with less than average returns, where the joint greedy action of the two agents are Pareto-optimal NE. We also train CIL-DDQN on this task for 5000 episodes and examine the final learned value functions. The full details of the architecture and hyper-parameters used are shown in section VI-B. Figure 3(c) shows the learned values for the CIL-DDQN agents at each state in the two-step game, demonstrate that the CIL-DDQN is feasible in finding the Pareto-optimal NEs.

Space and Time Complexity: For the algorithm complexity, there are natural advantages for IRL methods, for the reason that information of other agents are not considered. CIL-DDQN is build based on DDQN, using fully connected neural network, and add some linear operations. Compared with the DDQN, CIL-DDQN only adds a one-dimensional feature for each experience that needs to be stored in ERM, so the CIL-DDQN will not significantly increase the space complexity. In terms of the time complexity, CIL-DDQN trains its network based on the refined TD-error (Eq.8), where an error judgment is added before calculating the normal DDQN error. Besides, the algorithm has an update operation to refresh the importance value of experiences stored in the ERM. Similarly, it does not significantly increase the computational
Fig. 3. (a) Estimated values of the two IDDQN agent in the two-step game; (b) Estimated values of two lenient agents; (c) The learned Q values for the two CIL-DDQN agents. Values marked by red in each table are the greedy values of each agent.

complexity compared with DDQN.

VI. EXPERIMENT

We implemented the proposed PO-WCTM model and the CIL-DDQN algorithm using the Cityflow [32] simulator, a commonly used microscopic traffic simulator, in a synthetic traffic grid and two real-world traffic networks in Jinan and Hangzhou city. We first tested CIL-DDQN and other methods (MA2C [20] and Colight [21]). We also tested IDDQN (independent learners with DDQN) and LDQN [16] for ablation of CIL-DDQN, and two traditional traffic methods, (Fixedtime [2] and SOTL [3]), as in the MA2C paper, for completeness. Experimental results show that CIL-DDQN outperforms the other methods in all metrics. Finally, we tested the proposed PO-WCTM model in three reward setting: local reward (i.e., the reward setting in PO-WCTM), global reward (i.e., the average reward of all agents), and discount reward (i.e., the weighted average of rewards of all agents according to their mutual distances, which is similar with MA2C [20]). Both CIL-DDQN and IDDQN were applied to all three traffic networks. Results show that PO-WCTM is more suitable to model cooperation problems in an urban traffic environment. All source code in this study is available on GitHub.

A. Traffic scenarios setting

We now investigate three traffic signal control scenarios[2] a 4 × 4 synthetic traffic grid and two real-world traffic networks from Jinan city (12 intersections) and Hangzhou city (16 intersections) in China, using the traffic simulator Cityflow [32]. The two real-world traffic networks are imported from OpenStreetMap [3], as shown in Figure 4(a) and Figure 4(b). All three grids above are homogeneous, and all agents have the same action space, which is a set of four pre-defined signal phases. In all scenarios, each episode simulates peak-hour traffic, and a 10s control interval is used to prevent traffic lights from switching too frequently, based on RL control latency and driver response delay. Thus, one MDP step corresponds to 10s in the simulation, and the horizon is 360 steps.

Vehicle data of the three traffic scenarios contain detailed vehicle information in the road network within an hour, including the starting position, departure time, and driving route of each vehicle. In the synthetic scenario, the number of vehicles generated in each lane is sampled by Gaussian distribution. All vehicles enter the road network from one of an edge node and pass through various intersections before leaving the network. The turning ratio of those generated vehicles during driving is set as 10% left turn, 60% straight ahead, and 30% right turn. For the two real-world scenarios, vehicle data was gathered by cameras at each intersection in the real traffic environment and was used to create statistics of vehicle IDs and their driving routes. Detailed statistics of the vehicle data in each scenario are summarized in Table I. From the table, we can see the Jinan scenario has the fewest intersections, the Hangzhou scenario has the smallest traffic flow, and the synthetic scenario has the highest traffic flow and the most intersections. Intuitively, the higher the traffic flow, the more important the cooperation between intersections. The proposed synthetic scenario is thus designed to test the performance of the proposed method in a complex traffic environment.

| Dataset | intersections | Arrive rate(vehicles/300s) | Mean | Std | Max | Min |
|---------|-------------|------------------------|------|-----|-----|-----|
| D-Jinan | 12          | 324.58                 | 98.33| 572 | 256 |
| D-Hangzhou | 16         | 401.54                | 99.19| 353 | 212 |
| D-Synthetic | 16       | 935.92                | 17.47| 960 | 896 |

The proposed model aims to minimize traffic congestion across the entire network, which reduces the cumulative delay of all vehicles. Thus, we evaluate the performance of the proposed model using the following three metrics: (1) throughput: the number of vehicles that complete their journey in the road network during an episode, (i.e. the number of vehicles arriving at their intended destination); (2) travel time: the average travel time of all vehicles in the road network, which is the most common metric used to evaluate traffic signal control methods in the transportation field; (3) queue length: the average length of queued vehicles in each lane of each intersection during an episode. Specifically, these metrics

https://github.com/zcchenvy/CIL-DDQN
Public datasets are available at https://traffic-signal-control.github.io
https://www.openstreetmap.org
are defined as follows:

\[
\begin{align*}
    m_{\text{throughout}} &= |N_v| 
    \sum_{v \in N_{in}} (T_{i}^{\text{out}} - T_{i}^{\text{in}}) \\
    m_{\text{trav-time}} &= \frac{1}{|N_v|} \sum_{v \in N_{in}} T_{i}^{\text{out}} \\
    m_{\text{queue-length}} &= \frac{1}{|N_v|} \sum_{v \in N_{in}} \sum_{l \in L_i} \frac{\text{wait}_{i,l}}{|L_i|}
\end{align*}
\]

where \(T_{i}^{\text{in}}\) and \(T_{i}^{\text{out}}\) are the arriving and leaving time of vehicle \(v\), respectively, \(N_v = \{v|0 < T_{i}^{\text{in}} < T_{i}^{\text{out}} < 3600\}\) is the vehicle set that arrives at their intended destination within time interval \([0, 3600]\), \(N_{in}\) is the vehicle set that incoming the traffic network, and \(|N|\) is the number of intersections.

B. Training setting

Unless otherwise stated, all networks use the same architecture and hyper-parameters. We perform evaluations using a DDQN architecture \(^9\) as a basis for the algorithm. The Q networks of LDQN, IDDQN, and CIL-DDQN consist of 2 fully connected layers with 200 neurons, and an output neuron for each action. To compare results fairly, we ran the Fixedtime, SOTL, MA2C and Colight algorithms with the source code released by the authors and used identical parameters. Other parameters are summarized in Table II.

C. Performance comparison with state-of-the-art methods

Figure 5 shows the training curves of all MARL methods mentioned above in the Jinan (a), Hangzhou (b), and synthetic (c) traffic networks. The lines in each picture of Figure 5 indicate the average cumulative reward during all the training episodes of each method. Figure 5 shows that CIL-DDQN outperforms all other methods with regard to learning effectiveness in all three scenarios. Among the other methods, the most advanced RL traffic method Colight achieves the fastest convergence and produces good results in the two real-world scenarios but does not perform well in the synthetic scenario. Besides, IDDQN yields the same results as CIL-DDQN in the Hangzhou scenario and outperforms the other methods except CIL-DDQN in the other two scenarios. LDQN performs the worst among examined methods. In the synthetic and Jinan scenarios, the higher traffic flow increases the coordination demand between intersections and thus increases the training difficulty. CIL-DDQN performs markedly better than the other RL algorithms. In the Hangzhou scenario, the lower traffic

---

\(^9\)MA2C: https://github.com/cts198859/deeprl-signal-control  
Fixedtime, SOTL and Colight: https://github.com/wingsweihua/colight
flow makes the intersections almost act independently from each other; thus, the single-agent algorithm IDDQN achieves the best performance of all the algorithms except for CIL-DDQN. In the other two scenarios, CIL-DDQN achieves better stability and convergence compared to IDDQN. These results show that CIL-DDQN can effectively regulate the relationship between various intersections with different levels of traffic.

Table III shows the results of the execution performance comparison with trained MARL policies. We also show the average number of waiting vehicles within an hour for each trained RL method in the Jinan (a), Hangzhou (b), and synthetic (c) traffic network (see Figure 6) for completeness. Because the LDQN algorithm failed to converge, we did not include it in the figure. Table III and Figure 6 show that the proposed method outperforms other methods in all metrics.

D. Validation of PO-WCTM model

To verify the rationality of the PO-WCTM model, we tested the proposed WCTM model with three reward settings (local, global, and discount) with CIL-DDQN and IDDQN in all three traffic scenarios. The local reward setting is the average length of waiting vehicles on each incoming lane of an agent as well as its neighbors. The global reward setting is the average length of waiting vehicles of all agents. The discount reward setting is the average length of waiting vehicles of all agents weighted by distance between agents, as in MA2C [20]. Table IV shows the final results of all reward settings with the metric \( m_{\text{real-time}} \) (Eq.9). Figure 7 and Figure 8 show the learning process of the two algorithms in the Jinan scenario with different reward settings. Experimental results show that the coordination of local intersections can promote the coordination of all intersections across the whole road network, which demonstrates the validity of PO-WCTM.

| Metrics          | SOTL    | Fixedtime | Colight | MA2C | LDQN   | IDDQN   | CIL-DDQN (ours) |
|------------------|---------|-----------|---------|------|--------|---------|----------------|
| Jinan Travel time(s) | 1459.08 | 811.92   | 294.36  | 432.66 | 569.27 | 331.96 | 255.10         |
| Queu length(veh)  | 13.24   | 7.80     | 1.27    | 3.00  | 4.23   | 1.76    | 0.84           |
| Throughput(veh/h) | 1508    | 3475     | 5725    | 5117  | 4410   | 5500    | 5864           |
| Hangzhou Travel time(s) | 1209.33 | 705.31   | 284.07  | 321.41 | 514.68 | 265.74 | 263.69         |
| Queue length(veh) | 4.19    | 2.22     | 0.18    | 0.34  | 1.10   | 0.11    | 0.10           |
| Throughput(veh/h) | 1076    | 2000     | 2782    | 2700  | 2374   | 2795    | 2795           |
| Synthetic Travel time(s) | 1461.85 | 869.88   | 563.49  | 487.93 | 711.51 | 360.77 | 250.37         |
| Queue length(veh) | 11.04   | 9.75     | 5.80    | 5.04  | 6.09   | 3.68    | 2.10           |
| Throughput(veh/h) | 2306    | 5022     | 6908    | 7630  | 5463   | 9107    | 10251          |

![Fig. 7. Average cumulative rewards during all the training episodes of IDDQN under different reward settings in the Jinan scenario](image7)

![Fig. 8. Average cumulative rewards during all the training episodes of CIL-DDQN under different reward settings in the Jinan scenario](image8)

![Fig. 9. Average cumulative rewards during all the training episodes of CIL-DDQN under different settings of \( d_e \) in the Jinan scenario](image9)

E. Parameter study

In this section, we analyze the robustness of the two key parameters in CIL-DDQN, i.e., the importance decay rate \( d_e \) and the leniency decay rate \( d_l \), corresponding to the two mechanisms of CIL-DDQN. Figure 9 and Figure 10 show the learning process of the proposed method with different settings of \( d_e \) and \( d_l \) in the Jinan scenario. Experimental results show that, except for some slight oscillations in \( d_e = 0.97 \), the performance of the proposed method achieve the optimal return almost under all the different parameter settings, which indicates that our method is robust in the two parameters.
VII. CONCLUSION

To address the problem of global cooperation in the domain of traffic signal control, this paper proposed PO-WCTM, a partially observable weak cooperative traffic model that considers the network relationships of traffic intersections. Based on PO-WCTM, we proposed CIL-DDQN, an multiagent cooperative method extended by LDQN and HDQN, to learn the cooperative control policies to optimize the overall throughput of cars through multiple intersections. We evaluated the proposed method in one synthetic and two real-world traffic scenarios, and compared its performance with the other state-of-the-art methods. Experimental results verified the effectiveness of the proposed model and algorithm, where each agent computes its iterative control policies to optimize the overall throughput of vehicles. We evaluated the proposed method extended by LDQN and HDQN, to learn the cooperative control policies to optimize the overall throughput of cars through multiple intersections. Experimental results verified the effectiveness of the proposed model and algorithm, where each agent computes its cooperative control policies to optimize the overall throughput of cars through multiple intersections.

In the future, we plan to design algorithms that can optimally split the traffic network into regions and test the proposed algorithm with data from real traffic flow in very large traffic networks (e.g., a whole city). Another important direction of future research is defining the state design of agents in traffic signal control problems, by analyzing the weights of information about neighbors and designing a framework of neural networks to extract effective traffic characteristics.
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