Predicting response time variability from task and resting-state functional connectivity in the aging brain
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Abstract

Aging is associated with declines in a host of cognitive functions, including attentional control, inhibitory control, episodic memory, processing speed, and executive functioning. Theoretical models attribute the age-related decline in cognitive functioning to deficits in goal maintenance and attentional inhibition. Despite these well-documented declines in executive control resources, older adults endorse fewer episodes of mind-wandering when assessed using task-embedded thought probes. Furthermore, previous work on the neural basis of mind-wandering has mostly focused on young adults with studies predominantly focusing on the activity and connectivity of a select few canonical networks. However, whole-brain functional networks associated with mind-wandering in aging have not yet been characterized. In this study, using response time variability—the trial-to-trial fluctuations in behavioral responses—as an indirect marker of mind-wandering or an “out-of-the-zone” attentional state representing suboptimal behavioral performance, we show that brain-based predictive models of response time variability can be derived from whole-brain task functional connectivity. In contrast, models derived from resting-state functional connectivity alone did not predict individual response time variability. Finally, we show that despite successful within-sample prediction of response time variability, our models did not generalize to predict response time variability in independent cohorts of older adults with resting-state connectivity.
Overall, our findings provide evidence for the utility of task-based functional connectivity in predicting individual response time variability in aging. Future research is needed to derive more robust and generalizable models.
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1. Introduction

Humans spend a considerable amount of time engaged in thoughts involving spontaneous shifts of attention away from their external environment to their inner thoughts (Kane et al., 2007; Killingsworth and Gilbert, 2010). This phenomenon, colloquially known as mind-wandering, has been studied in the literature under various titles, including task-unrelated thoughts, off-task thoughts, self-generated thoughts, zoning-out, and tuning-out (Esterman et al., 2013; Seli et al., 2018). Mind-wandering has important consequences for exogenous processing, with previous studies implicating off-task thinking in performance on tasks of reading comprehension (Unsworth and McMillan, 2013), working memory (Kane et al., 2007), episodic memory (Maillet and Rajah, 2016; Risko et al., 2012), as well as activities of daily living, like driving performance (Galéra et al., 2012; He et al., 2011).

Given the ubiquitous downstream effects of these task-unrelated thoughts on cognitive performance, there has been an increasing interest in examining the developmental evolution of mind-wandering in the context of cognitive aging. Older adults show notable declines on tasks of cognitive functioning, including on tasks assessing attentional control, inhibitory control, episodic memory, processing speed, and executive functioning (Craik and Salthouse, 2011; Glisky, 2007; Park et al., 2002; Tucker-Drob et al., 2009). These ubiquitous declines in controlled processing have largely been attributed to deficits in goal maintenance and attentional inhibition (Hasher and Zacks, 1988; Braver and West, 2008), thus suggesting that mind-wandering, involving the inability to suppress internally-focused thoughts, may be amplified with increasing age.

However, contrary to the anticipated positive relationship between mind-wandering and increasing age, there is unequivocal support for mind-wandering, as assessed through quasi-randomly presented thought probes during cognitive tasks, to decrease with increasing age (see Maillet and Schacter, 2016 for a review). Older adults endorse fewer episodes of off-task thinking when probed during experimental tasks (Fountain-Zaragoza et al., 2018; Jackson and Balota, 2012; McVay et al., 2013), in everyday life as assessed using experience sampling techniques (Maillet et al., 2018), and on trait measures of mind-wandering (Seli et al., 2017). Additionally, individuals with Alzheimer’s disease endorse even fewer episodes of mind-wandering (Gyurkovics et al., 2018), evincing support for the further decline in off-task thinking with advancing age and deteriorating cognitive resources. This perplexing developmental trajectory of mind-wandering has catapulted several explanations for these age-related declines in mind-wandering. Some theoretical models propose an attenuation of age-related reductions in mind-wandering endorsement after controlling for older adults’
increased motivation and interest of these laboratory-based tasks (Jackson and Balota, 2012; Krawietz et al., 2012; Shake et al., 2016). Other models posit declining executive control abilities to constrain resources directed to internally-focused thoughts, thereby decreasing off-task thinking during demanding cognitive tasks (Smallwood and Schooler, 2006). Age-related declines in mind-wandering have also been attributed to older adults’ need to perform well on lab-based cognitive tasks (Soubelet and Salthouse, 2011) and poorer meta-cognition (Maillet and Schacter, 2016), thus questioning the veridicality of thought probes in measuring mind-wandering with increasing age.

Although there is some evidence that these endorsements of mind-wandering may indeed reflect older adults’ mind-wandering propensity (Frank et al., 2015), there has also been an increasing interest in identifying and developing more objective indicators of mind-wandering. Response time variability, or the trial-to-trial variance in reaction time, is one such identified marker. Increased individual variability in reaction time has been associated with self-reports of mind-wandering episodes (Bastian and Sackur, 2013; Henríquez et al., 2016; Jubera-Garcia et al., 2020; Kucyi et al., 2016; Maillet et al., 2020) as well as other lapses in attention (Cheyne et al., 2009; Schooler et al., 2014). Using the metronome response task, Seli et al. (2013) reported higher variability in response times preceding off-task thought probes compared with variability prior to on-task thought reports. Moreover, there is evidence from neuroimaging studies supporting the involvement of the frontoparietal, dorsal attention, and ventral attention networks during off-task processing (Christoff et al., 2016; Esterman et al., 2013; Golchert et al., 2017; Hasenkamp et al., 2012; Kucyi, 2018; Smallwood et al., 2016; Turnbull et al., 2019; Yamashita et al., 2021), suggesting that mind-wandering is a controlled, regulatory process requiring goal-directed neural processing. Indeed, mindfulness meditation training, which involves the cultivation of sustained attention, has been shown to notably reduce both self-reported and behaviorally measured mind wandering, like response time variability (Mrazek et al., 2012; Whitmoyer et al., 2020). Thus, with the re-direction of executive control resources to off-task thinking, less consistent (more variable) responding could be an important online behavioral correlate of mind-wandering.

Additionally, behavioral response variability has been employed to characterize distinct states of attentional fluctuation (Esterman et al., 2014, 2013; Yamashita et al., 2021). Consistent responding denotes an optimal “in-the-zone” state, whereas high response time variability is reflective of an “out-of-the-zone” state (Esterman et al., 2013; Esterman and Rothlein, 2019). Functional magnetic resonance imaging (fMRI) studies comparing optimal to suboptimal states highlight the contribution of activity in the default-mode network (Esterman et al., 2013; Fortenbaugh et al., 2018; Kucyi et al., 2016), including nodes in the precuneus, the anterior cingulate cortex, and the temporoparietal junction (Christoff et al., 2009; Mason et al., 2007; Wang et al., 2009) in supporting consistent responding. In contrast, activity in the dorsal attention network, known traditionally to subserve externally focused attention, was present during erratic responding (Esterman et al., 2013; Kucyi et al., 2017).

Altogether, response time variability is an important metric that has been characterized to reflect fluctuations in attentional states and may be an important marker of mind-wandering.
especially in older adults. Although, the vast majority of findings from fMRI investigations of response time variability and thought probes as markers of mind-wandering to date have largely been based on data from young adults, there have been a handful of studies examining neural correlates of mind-wandering in older adults. Mind-wandering episodes have been linked with reduced communication between temporal and prefrontal regions of the default mode network (Martinon et al., 2019) and a reduced engagement of the medial and lateral prefrontal cortex as well as the left superior temporal gyrus (Maillot et al., 2019) in older adults. Other work has shown that mind-wandering frequency in older adults is associated with changes in connectivity within the default mode network. Specifically, these include an increased connectivity between regions of the lateral and medial temporal lobes and a decreased connectivity between the temporal pole and the dorsomedial prefrontal cortex (O’Callaghan et al., 2015). One common limitation is that previous fMRI studies were guided by a priori assumptions that involved focusing on specific brain regions or networks. Additionally, most previous studies typically employed classical univariate analysis based on general linear model or group-level inferences. One prominent drawback of these methods is the lack of proper characterization of brain function at the individual level (Dubois and Adolphs, 2016).

More recently, network neuroscience methods have been complimented by advances in machine learning, allowing us to gain unprecedented insight into the neural mechanisms underlying cognitive functioning. One such approach is connectome-based predictive modeling (CPM; Shen et al., 2017). CPM is a novel whole-brain, data-driven technique that allows for the derivation of brain-based predictive models from individualized functional connectivity patterns. Moreover, CPM allows for the identification of whole-brain functional connections that are associated with target cognitive function. Using whole brain, task-based, or resting state functional connectivity, several recent studies have demonstrated the utility of the CPM technique in identifying individual differences in brain functional architecture. These have allowed for the construction of brain-based models capable of predicting fluid intelligence (Finn et al., 2015), processing speed (Gao et al., 2020), attention (Rosenberg et al., 2016), reading ability (Jangraw et al., 2018), working memory (Avery et al., 2020; Manglani et al., 2021), loneliness (Feng et al., 2019), mind-wandering (Kucyi et al., 2021), or even diseased states such as Alzheimer’s disease (Lin et al., 2018) and attention deficit hyperactivity disorder (ADHD; Barron et al., 2020). A recent fMRI study demonstrated the utility of CPM to build generalizable models of mind-wandering, as measured using an experience sampling method, in healthy young adults and adults with ADHD (Kucyi et al., 2021).

Here, leveraging the CPM framework, we examined whether response time variability can be predicted from whole-brain functional connectivity in a cross-sectional sample of cognitively normal older adults. Response time variability was quantified using the reaction time coefficient of variation (RT_CV) calculated as the standard deviation of reaction time/mean reaction time. Using data from publicly available datasets, we first investigated whether functional connectivity during an intrascanner Go/NoGo task and resting-state fMRI could predict response time variability. We also explored the utility of our model in predicting individual response time variability in two independent cohorts of healthy older adults. We hypothesized that task-based, whole-brain models of functional connectivity
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would explain significant individual differences in response time variability in older adults with nodes of the default mode network, dorsal attention network, and the ventral attention network showing the highest contributions.

2. Materials and methods

2.1. Datasets overview

We analyzed functional MRI and behavioral data in 407 cognitively normal older adults between the ages of 65–85 years from three independent cohorts. These datasets were from the publicly available Human Connectome Project in Aging (Bookheimer et al., 2019; Harms et al., 2018) (HCP-Aging) and Cambridge Centre for Ageing Neuroscience (Cam-CAN; Shafto et al., 2014; Taylor et al., 2017) databases. The third dataset, Studying Cognitive and Neural Aging (SCAN; Fountain-Zaragoza et al., 2021), was acquired by our group here at The Ohio State University, Columbus, OH. In the present study, the HCP-Aging was used as the primary dataset for model derivation and internal validation. Cam-CAN and SCAN served as the validation datasets used to assess the generalizability of the derived models.

2.2. Participants

2.2.1. HCP-Aging—HCP-Aging is an ongoing multisite study designed to acquire normative neuroimaging and behavioral data for examining changes in brain organization during typical aging. The dataset used in the current study was drawn from the first release (Lifespan HCP Release 1.0) and comprised of 689 cognitively healthy older adults (36–105 years). Participants were excluded from the HCP-Aging study if they had been diagnosed and treated for major neuropsychiatric and neurological disorders. Those with impaired cognitive abilities were also excluded. In the current study, we began by restricting our analysis to participants who are unrelated, aged 65–85 years, right-handed, and with fMRI and behavioral data available (n = 189). We then excluded participants with outlier performance (see Datasets description: Cognitive tasks) during cognitive task (n = 8). Of the remaining participants, those with excessive head motion during fMRI (n = 35, described below in Head Motion Control) and incidental finding (n = 1) were also excluded. Data for 145 participants (73 women, mean age = 73.8 years, SD = 5.8) met inclusion criteria and were analyzed further. All HCP-Aging participating sites obtained Institutional Review Board approval. Participants gave written informed consent at study enrollment.

2.2.2. Cam-CAN—Cam-CAN is a cross-sectional, population-based study established with the purpose of acquiring cognitive and multimodal neuroimaging data to investigate the neural mechanisms underlying successful cognitive aging. This dataset has been described elsewhere (Shafto et al., 2014; Taylor et al., 2017). We analyzed data from 168 right-handed cognitively normal adults aged 65 to 85 years. We excluded participants with missing cognitive data (n = 8). We also excluded an additional 58 participants due to excessive head motion during fMRI (see Head Motion Control). Two additional participants were excluded due to error in generating their connectivity matrices. These exclusions resulted in a final sample that consisted of 100 individuals (40 women, mean age = 73.12 years, SD = 5.8).
The Cam-CAN study was approved by the Cambridgeshire 2 Research Ethics Committee. Each participant gave written informed consent before participating in the study.

2.2.3. SCAN—SCAN was a cross-sectional study designed to characterize the neuromarker of sustained attention in healthy aging. We recruited 50, healthy, right-handed older adults between the ages of 65 and 85 years from the greater Columbus, Ohio area. All participants had normal or corrected-to-normal visual acuity, no contraindication to MR environment, and reported no history of learning disability, psychiatric disorder, neurological disorder or terminal illness. Participants were not using medication that could significantly alter brain activity. No participant scored less than 26 on the Montreal Cognitive Assessment (Nasreddine et al., 2005) (MoCA), indicating no evidence of mild cognitive impairment or dementia. Participants attended two experimental sessions separated by 7–14 days. Of the 50 participants recruited, we excluded participants due to incidental findings during MRI (n = 2) and MRI data acquisition error (n = 1). The resulting analytic sample comprised of 47 participants (25 women, mean age = 70.2, SD = 4.5). The study was approved by The Ohio State University Institutional Review Board. Each participant gave written informed consent at study enrollment and received monetary compensation for their time.

2.3. Datasets description: cognitive tasks

The target dependent variable for prediction was the reaction time coefficient of variability (RT_CV). Individual rate of mind-wandering can be indirectly quantified using the RT_CV, which is calculated as the standard deviation of reaction time (RT) divided by mean RT (RT standard deviation/RT mean). Higher RT_CV score in the context of reaction time data is considered to be reflective of higher rate of mind-wandering or a suboptimal attentional state (Bastian and Sackur, 2013; Hu et al., 2012).

2.3.1. HCP-Aging—Participants performed a Go/NoGo task known as the Conditioned Approach Response Inhibition Task (CARIT; Somerville et al., 2018) inside the MRI. During task performance, participants were instructed to rapidly press a button (“Go”) in response to seeing all shapes except for a circle and a square (“NoGo”). Go stimuli were six different previously unseen shapes including hexagon, octagon, parallelogram, pentagon, trapezoid, and plaque. Each stimulus was presented for 600 ms, followed by a jittered inter-trial interval of fixation, ranging from 1 s to 4.5 s. The allowable stimulus response time was 800 ms (including 600 ms during stimulus presentation and the first 200 ms of fixation). Data was acquired over a single 4-minute task run consisting of 68 Go and 24 NoGo trials. We obtained the correct responses on the Go trials (Hits) for each participant and identified participants with outlier behavior as those with less than 50% Hits rate (n = 8). Individual reaction time data on correct Go trials was used to compute a RT_CV score for each participant.

2.3.2. Cam-CAN—Participants performed a Choice Reaction Time outside of the scanner. During the task, participants viewed an onscreen image of a hand with four blank circles above each finger. Responses were recorded with a 4-button response box on which the participants were asked to place four fingers in their right hand on each of
the four buttons. During each trial, any of the four blank circles above each finger could turn black, and participants must press the corresponding button as quickly as possible. For example, when the index finger circle turns black on the image, participants press with their index finger as quickly as possible. The circle turns blank again after each response. The allowable stimulus response time was 3 s. Pseudo-random inter-trial intervals with the following details were used: minimum 1.8 s, mean 3.7 s, median 3.9 s, and maximum 6.8 s. Participants completed a total of 67 trials. The reaction time from stimulus onset to button press was averaged across all four fingers for all correct trials. The CamCAN dataset provides already calculated RT_CV scores.

2.3.3. SCAN—Participants performed a Go/NoGo task outside of the scanner. Task and imaging data acquisition were conducted on separate days. In this task, participants pressed a key in response to frequently presented non-targets (or Go trials) and withheld their responses on NoGo trials that were preceded by an auditory tone. Each trial began with a fixation cross for 750 ms, followed by the stimulus presented for 750 ms with a maximum response window of 1500 ms. The task consisted of 6 blocks with each block consisting of 54 Go trials, 6 NoGo trials, and 3 self-report mind-wandering probes presented pseudo-randomly after 15–20 trials (data not analyzed here). The entire task lasted approximately 35 min. We computed RT_CV score for each participant using reaction time data on correct Go trials.

2.4. Datasets description: MRI data

2.4.1. HCP-Aging—Neuroimaging data was acquired with a Siemens 3 Tesla Prisma system with a 32-channel head coil. Anatomical T1-weighted images were acquired via a multiecho magnetization-prepared gradient-echo sequence (MPRAGE; repetition time (TR) = 2500 ms; echo time (TE) = 1.8 ms; voxel size = 0.8 × 0.8 × 0.8 mm; 208 sagittal slices; flip angle = 8°). Task and resting-state fMRI images were acquired using a 2D multiband gradient-recalled echo echo-planar imaging (EPI) sequence (TR = 800 ms, TE = 37 ms; 72 axial slices; voxel size = 2.0 × 2.0 × 2.0 mm; flip angle = 52°; multiband factor = 8). A total of 300 volumes were acquired during a single run of task-fMRI that lasted 4 min 11 s. Two sessions of eyes-open resting state fMRI (REST1 and REST2) were performed in a single day or across two days depending on site-specific constraints. Each resting state session consisted of two, separate 6 min 5 s runs, with opposite phase-encoding direction (i.e. REST1 Anterior-Posterior, REST1 Posterior-Anterior, REST2 Anterior-Posterior and REST2 Posterior-Anterior, hereafter collectively referred to as four resting-state scans). A total of 488 volumes were acquired for each of the four resting-state scans. Additionally, a pair of opposite phase-encoding spin-echo fieldmaps (anterior-to-posterior and posterior-to-anterior; TR = 8000 ms, TE = 66 ms, flip angle = 90°) were acquired separately for task and resting-state and were used to correct functional images for signal distortion.

2.4.2. Cam-CAN—Structural and functional MRI data were acquired at the Medical Research Council Cognition and Brain Science Unit in Cambridge UK using a 3 Tesla Siemens TIM Trio scanner with a 32-channel head-coil. 3D T1-weighted structural images were acquired using a T1-weighted sequence using MPRAGE sequence with the following protocol parameters: TR = 2250 ms; TE = 2.98 ms; voxel size = 1.0 × 1.0 × 1.0 mm; 192
sagittal slices, flip angle = 9°, GRAPPA acceleration factor = 2. Eyes-closed resting-state fMRI data was acquired using a gradient-echo EPI sequence with the following parameters: TR = 1970 ms, TE = 30 ms; 32 axial slices; voxel size = 3.0 × 3.0 × 3.7 mm; flip angle = 78°; acquisition time=8 min 40 s, total number of volumes = 261). Phase-encoded gradient echo fieldmaps (TR = 400 ms, TE = 5.19/7.65 ms, flip angle = 60°) were acquired and used for distortion correction.

2.4.3. SCAN—MRI data acquisition was performed at the Center for Cognitive and Behavioral Brain Imaging at The Ohio State University, using a 3 Tesla Siemens Magnetom Prisma MRI scanner with a 32-channel head coil. Structural T1-weighted images were acquired using a MPRAGE sequence (TR = 1900 ms; TE=4.44 ms; voxel size = 1.0 × 1.0 × 1.0 mm; 176 sagittal slices, flip angle=12°). Eyes-open resting-state images were acquired using a whole-brain multiband EPI sequence (TR = 1000 ms, TE = 28 ms; 45 axial slices; voxel size = 3.0 × 3.0 × 3.0 mm; flip angle = 50°; multiband factor = 3, total number of volumes = 480). Fieldmaps were also acquired (TR = 512 ms, TE = 5.19/7.65 ms, flip angle = 60°) to correct the EPI images for signal distortion.

2.5. Preprocessing of MRI data

MRI NIfTI files were first organized according to the Brain Imaging Data Structure (BIDS) format (Gorgolewski et al., 2016) and validated with the BIDS validator v.1.5.6 (https://bids-standard.github.io/bids-validator/). Preprocessing of structural and functional MRI data was similar in all three datasets and was performed using fMRIprep v1.5.0rc1, a Nipype based tool (Esteban et al., 2019). Each T1-weighted image was corrected for bias field with N4BiasFieldCorrection v2.1.0 (Tustison et al., 2010). The T1w was then skull stripped using antsBrainExtraction.sh v2.1.0. Next, brain-extracted T1-weighted image was normalized to MNI space through nonlinear registration with antsRegistration tool (Avants et al., 2008). Brain tissue segmentation of cerebrospinal fluid (CSF), white matter, and gray matter was performed on the brain-extracted T1-weighted using FAST (Zhang et al., 2001). Functional data preprocessing involved the following steps: functional MRI data was corrected for susceptibility distortions using 3dQwarp (Cox and Hyde, 1997), co-registered to corresponding T1w configured with boundary-based registration with nine degrees-of-freedom (Greve and Fischl, 2009) and motion corrected using FSL MCFLIRT v5.0.9 (Jenkinson et al., 2012). Slice-timing correction was not performed on the HCP or the SCAN datasets. This step is considered to be unnecessary for datasets acquired using multiband pulse sequences with a short Time-to-Repetition as all slices in a volume are acquired much closer together (Glasser et al., 2013; Smith et al., 2013). However, due to the relatively long Time-to-Repetition used for the CamCAN data acquisition, we additionally performed slice-time correction (Sladky et al., 2011) in this dataset using 3dTshift from AFNI (Cox and Hyde, 1997). Motion correcting transformations, functional-to-T1w transformation, and T1w-to-MNI-template warp were concatenated and applied in a single step with antsApplyTransforms (ANTS v2.1.0) using Lanczos interpolation. Physiological noise regressors were extracted based on CompCor procedure (Behzadi et al., 2007). Several confounding timeseries, including framewise displacement (FD) and global signal (Power et al., 2014), were calculated based on the functional data using the implementation of Nipype and used during nuisance regression (see Nuisance removal and filtering).
Many internal operations of fMRIPrep use Nilearn (Abraham et al., 2014), principally within the blood-oxygen-level-dependent (BOLD)-processing workflow. Additional details of the pipeline can be found here: https://fmriprep.readthedocs.io/en/latest/workflows.html. Following implementation of this pipeline, we obtained preprocessed functional data for each participant in their native BOLD space.

2.6. Nuisance removal and filtering

Preprocessed BOLD images were denoised using the `signal.clean` function within Nilearn (Abraham et al., 2014), which allowed for removal of several sources of spurious variance orthogonal to the temporal filters (Lindquist et al., 2019). For HCP-Aging, functional volumes acquired during the 8-s countdown period of task-fMRI were discarded. The first 10 volumes of the resting-state data in all three datasets were also excluded to minimize magnetization equilibrium effects. Next, we created confound files for each scan for each participant with the following regressors: six rigid body motion parameters, six temporal derivatives and their squares (Friston et al., 1996), mean white matter, mean CSF, single timepoint regressor for outlier timeframes – defined in the current study as volumes with FD value ≥0.9 mm (Lemieux et al., 2007; Siegel et al., 2014), and mean global signal as prior work has shown that global signal regression strengthens the association between functional connectivity and behavior (Li et al., 2019). These confounds were regressed out of each preprocessed data. Temporal filtering was performed with a high-pass filter of 0.01 Hz to remove the effects of slow fluctuating noise such as scanner drift. Finally, spatial smoothing of functional data was performed using a Gaussian-smoothing kernel of 6-mm full width half maximum (FWHM).

2.7. Whole-brain parcellation and functional network construction

We next constructed whole brain functional connectivity matrices for each participant in the HCP-Aging dataset. Functional network nodes were defined based on the Shen 268-node functional parcellation scheme covering the cortical, subcortical, and cerebellar regions (Shen et al., 2013). First, we obtained subject and scan specific atlases by transforming the Shen atlas from its original standard space to each subject’s native functional MRI space. The derived subject and scan specific atlases were used to parcellate the brain into 268 non-overlapping regions. Functional connectivity was defined as the Fisher z-transformed Pearson correlation coefficients between the mean timeseries of all pairs of the parcellated regions (i.e., nodes). As prior research has provided empirical support for task-based model performance to decrease following regression of task-evoked activations (Greene et al., 2020), our task-based functional connectivity matrices were constructed based on raw timeseries with no regression of task-evoked activations. Ultimately, we obtained a symmetric matrix representing the task fMRI functional connectivity (“task-FC”) for each subject. We repeated the above steps for each of the resting state scans, resulting in four resting state functional connectivity (“rest-FC”) matrices for each subject. Rest-FC from all four runs were then averaged to derive a single rest-FC per participant. The above-described procedures resulted in a task-FC and rest-FC for each participant in HCP-Aging dataset and were used in constructing predictive models independently. Finally, we used the above-described pipeline to construct a rest-FC matrix for each participant in the Cam-CAN and SCAN datasets.
2.8. Connectome-based predictive modeling

We adopted CPM with a leave-one-out cross validation approach in \( n = 145 \) participants to determine whether whole-brain functional connectivity could predict individual mind-wandering. CPM analysis procedures involve three main stages including features extraction, model building, and prediction. During feature extraction, for each participant, we correlated each of the 35,778 edges (or functional connections between nodes) in the connectivity matrix with their observed RT_CV score using Spearman’s partial correlation with each participant’s mean FD value entered as a covariate. The resulting correlation coefficients, across participants, were thresholded at \( p < .01 \) (Beaty et al., 2018; Rosenberg et al., 2016; Shen et al., 2017). We then extracted sets of surviving edges that are positively (i.e., positive \( r \) values) or negatively (i.e., negative \( r \) values) associated with RT_CV scores. The weights of the positive edges and negative edges were averaged to obtain a positive-feature network and negative-feature network, respectively. In the current study, we defined the positive-feature network as the high response time variability network and the negative-feature network as the low response time variability network. The high response time variability network represents functional edges that are stronger in people with high trial-to-trial variability in response time, whereas the low response time variability network includes edges that are stronger in those with low variability in response time. A combined response time variability network was also computed as the difference between strengths in the high and low response time variability networks.

For model building, we used robust regression to fit single-subject summary network strength values from the high, low, and combined networks with RT_CV scores separately to build three predictive models namely the high response time variability, low response time variability and the combined models. At the prediction stage, we used the regression coefficients obtained in the trained models to predict RT_CV for the left-out participant. The entire process was repeated iteratively 145 times until each participant had served as the test participant. Predictive power was assessed via the Spearman’s rank correlation between observed and predicted RT_CV scores. This approach has been widely used in CPM and machine learning literature.

Statistical significance of prediction accuracy was assessed with permutation testing (Dosenbach et al., 2010). This involved repeating the entire CPM analysis 1000 times during which observed RT_CV scores were randomly shuffled across participants while preserving the structure of each functional connectivity matrix. For instance, functional connectivity matrix for subject 001 was paired with participant 002’s RT_CV score. The resulting nonparametric \( p \) value from this null distribution, calculated as \( p = (1 + \text{number of null prediction correlation values} \geq \text{true prediction correlation value})/1001 \), allowed to determine whether model performance was significantly better than expected by chance. The entire CPM analysis was performed in MATLAB (The MathWorks, Inc.; version r2019b).

2.9. Anatomical distribution of predictive edges

To gain insight into the spatial distribution of relevant predictive edges (or connections) identified in the feature extraction stage of CPM, we defined consensus whole-brain network masks containing the edges that appeared in each iteration of leave-one-out cross validation.
across all subjects (Rosenberg et al., 2016). Focusing on the models derived from task-FC, we constructed two separate masks to include edges that correlate positively (high response time variability network) or negatively (low response time variability network) with RT_CV. These masks were used to assess model generalizability between task and resting-state brain states and across datasets.

Next, to visualize the edges in each respective mask, all 268 nodes from the Shen atlas were grouped according to nine canonical brain networks that comprised seven networks from the Yeo’s 7-network cortical parcellation scheme (Yeo et al., 2011) and two networks from the Shen parcellation scheme (Greene et al., 2018; Noble et al., 2017; Shen et al., 2013). Specifically, each node in the cortical region of the Shen atlas was assigned to the networks in the Yeo atlas based on their Dice similarity (Dice, 1945). As the Yeo atlas lacks full brain coverage, the original network assignment of the nodes in the subcortical and cerebellar networks of the Shen atlas was retained. The final nine networks included the visual, somatomotor, dorsal attention, ventral attention, limbic, frontoparietal, default mode, subcortical, and cerebellar networks. We next computed the number of connections between and within each pair of canonical networks. Crucially, we normalized the edge counts within each network and between each possible pair of networks to account for network sizes (Greene et al., 2018). This allowed us to explicitly characterize the contribution of each network and subsequently determine the networks that were overrepresented in our predictive models. Edges were visualized using BrainNet viewer toolbox (Xia et al., 2013) and Chord (https://pypi.org/project/chord/) in Python 3.

2.10. Cross-condition and external validation of predictive models

Trained models and consensus masks were applied to calculate network summary strength for each subject in the testing set. Network strength scores were then fitted with observed RT_CV scores to obtain predicted RT_CV scores. Performance was evaluated as the Spearman correlation between predicted and observed RT_CV scores with head motion added as a covariate. For cross-condition prediction analysis (Greene et al., 2018; Jiang et al., 2020), models generated from task-FC in n − 1 subjects were applied to the rest-FC matrix in the left out participant to predict trial-to-trial response time variability. In the cross-datasets’ application, models generated from task-FC were applied to resting state functional connectivity data in the CamCAN and SCAN datasets, separately.

2.11. Head motion control

Head motion during fMRI was quantified using mean FD. Following data preprocessing, participants (or runs in the case of HCP-Aging resting state scans) with mean FD values greater than 0.15 mm were excluded from further analyses. We also examined potential associations between RT_CV and head motion. Crucially, RT_CV was significantly associated with mean FD during task-fMRI (r = .22, p = .008), but not during resting-state fMRI (average FD across four runs: r = .15, p = .079). There was a significant association between RT_CV and head motion during resting-state in the CamCAN dataset (r = 0.23, p = .019). Although there was no significant association between head motion and RT_CV in the SCAN dataset (r = .02, p = .903), we chose to control for possible effects of head motion in all our analyses by including mean FD as a covariate. Specifically, for model
derivation analysis, we included mean FD as a covariate at the edge selection stage of CPM as described above. For model application analysis, we calculated the Spearman’s partial correlation between predicted and observed RT_CV scores while controlling for mean FD.

2.12. Control analysis

We performed validation analyses to assess the potential influence of several variables on our main results. (1) Covariates: We repeated CPM analysis by entering age, sex, and study sites independently as a covariate in addition to mean FD at the edge selection stage of CPM analysis. (2) Functional parcellation scheme: To validate our results with an alternative functional atlas and to ensure full coverage of the cortical, subcortical, and cerebellar regions, we used an atlas (McNabb et al., 2018) obtained by merging the cortical and subcortical regions of the human Brainnetome atlas (Fan et al., 2016) with a probabilistic atlas of the human cerebellum (Diedrichsen et al., 2009). We subsequently derived a whole-brain atlas with 272 regions and reran the entire CPM analysis using the 272 \times 272 matrices constructed with this atlas. (3) K-fold: Recent work suggests that the leave-one-out cross validation approach may lead to unstable and biased estimates (Varoquaux et al., 2017). To test if our main results are robust to the choice of cross-validation method used, we repeated the CPM analysis procedures described above using a repeated k-fold cross-validation approach (k = 2, 5, 10). For example, in the 2-fold (i.e., split-half) cross-validation, data was randomly split into 2 approximately equal subsets (i.e., 72 and 73), with one subset used as training set while the other was held out as the testing set. The 2-fold cross-validation was then repeated 1000 times to allow random assignment of participants into folds to avoid bias in fold assignment. In line with a previous CPM study (Goldfarb et al., 2020), we calculated model predictive power as the average Spearman’s correlation across all 1000 iterations. A null distribution predicting randomly shuffled RT_CV scores was also performed 1000 times. The correlation values from the models predicting true RT_CV scores were compared to those from the null distribution to compute effect sizes.

2.13. Statistical analyses

Tests of normality were performed to determine the distribution of RT_CV scores in each cohort. Pearson correlation was used to determine if there was a relationship between RT_CV scores and other variables such as head motion, age, sex, and study sites. These statistical tests were performed using Pingouin v0.3.8 (https://pingouin-stats.org/; Vallat, 2018) in Python 3. A p < .05 was considered significant and p-values are noted as reported by the statistical package used.

2.14. Correction for multiple comparisons

Multiple comparisons were corrected for where necessary by using the false discovery rate (FDR). Because the models (i.e., high, low, and combined) derived using the CPM approach are not independent, we opted to adjust only the permuted p values from the task-FC combined and rest-FC combined models by controlling the FDR at 5% using the Benjamin-Hochberg procedure (Benjamini and Hochberg, 1995). Note that the combined model consolidates information from both the high and low RT_CV models within each of the two respective brain states (i.e., task and rest). FDR correction was performed using the
p.adjust function in R. A FDR corrected $p < .05$ was set as the significant threshold for multiple comparisons.

3. Results

3.1. Predicting mind-wandering from whole-brain functional connectivity

Using the leave-one-subject-out cross-validation approach, we found that connectome-based models trained solely on whole-brain functional connectivity during task fMRI, but not resting state fMRI, can predict response time variability in healthy older adults. Specifically, using task-FC, the CPM based on high response time variability model ($\rho = .25, p_{perm} = .028$, Fig. 1A), low response time variability model ($\rho = .22, p_{perm} = .043$, Fig. 1A), and overall combined model ($\rho = 0.25, p_{perm} = .021, p_{FDR} = .042$, Fig. 1A) successfully predicted individual response time variability. We observed that the task-FC trained model utilized 268 functional connections, with 134 functional connections each in the high and low response time variability networks. However, we did not see significant associations between observed RT.CV scores and predicted RT.CV scores using resting-state CPM models for the high response time variability model ($\rho = .11, p_{perm} = .202$, Fig. 1B), the low response time variability model ($\rho = .08, p_{perm} = .283$, 1B), or the combined model ($\rho = .09, p_{perm} = .214, p_{FDR} = .214$, Fig. 1B).

3.2. Assessing cross-condition model generalizability

After establishing that response time variability can be predicted from individual functional connectivity during task fMRI, we next sought to investigate whether the task-FC derived models generalize across brain state in the same cohort. To prevent circularity, we applied models trained on task-FC matrices in $n – 1$ participants (i.e., 144 participants) to predict individual response time variability from rest-FC matrix in the left-out participant. We repeated this process until each participant has been held out as the test participant. This analysis revealed that task-FC trained models did not significantly predict response time variability from rest-FC data for high response time variability ($\rho = .10, p = .392$), low response time variability ($\rho = .15, p = .078$), and combined ($\rho = .15, p = .072$) models after covarying out mean FD during resting-state fMRI (Fig. 2).

3.3. Neuroanatomy of predictive edges

Having shown that task-FC models successfully predict response time variability, we next explored the spatial distribution of brain connections that contributed most to predictive power. Because slightly different edges were selected in each leave-one-out cross validation, we restricted our analysis to those that were repeatedly selected across all iterations. Consistent with previous CPM studies, these edges were widely distributed across the brain (Fig. 3A and B).

We began by summarizing all connections by canonical networks (Shen et al., 2013; Thomas Yeo et al., 2011) (Fig. 3C and D). We next calculated within-network and between-network connections normalized by network size to allow for network-level visualization. In the high response time variability network, we identified the overrepresented networks as those with a value $>1$ (Fig. 4A and B, left panel). These overrepresented networks...
include the somatomotor, ventral attention, subcortical, cerebellar, and the default mode networks. Furthermore, we found that in the high response time variability model, within-network connectivity of the subcortical network was the most utilized relative to connectivity within other brain networks (Fig. 3E). Additionally, we observed an overrepresentation of some network pairs that included the somatomotor—visual, somatomotor—dorsal attention, cerebellar—ventral attention, somatomotor—default mode, cerebellar—somatomotor, frontoparietal—ventral attention, and default mode—ventral attention networks (Fig. 4A).

In the same vein, we assessed the spatial distribution of connections in the low response time variability network i.e., those functional connections that were stronger during low trial-to-trial variability in response time. The frontoparietal, dorsal attention, limbic, and ventral attention networks were the most overrepresented networks in the low response time variability network. Moreover, connectivity between the dorsal attention—frontoparietal, dorsal attention—ventral attention, ventral attention—somatomotor, visual—frontoparietal, limbic—visual, limbic—ventral attention, and the limbic—dorsal attention networks contributed the most to the low response time variability network (Fig. 4B). Furthermore, we found an overrepresentation of intra-connectivity of the default mode, dorsal attention, and ventral attention networks (Fig. 3E), indicating that connections within these networks exhibited negative correlations with RT_CV.

### 3.4. Assessing model generalizability in independent datasets

Having established a robust within-sample prediction for task-FC derived models, we next aimed to investigate whether those models derived in HCP-Aging cohort would generalize to predict individual response time variability in two independent samples of n = 100 (Cam-CAN data) and n = 47 (SCAN data) healthy older adults. Resting-state data is available in majority of publicly available datasets thus allowing for assessment of model generalizations in large samples. To this end, we obtained individual RT_CV scores and analyzed resting-state fMRI data in both cohorts using data analysis pipelines identical to those used in the HCP-Aging dataset, and subsequently constructed individual resting state functional connectivity matrix. We next applied our task-FC derived response time variability models to the rest-FC and RT_CV scores in both datasets, separately. We found that despite the successful in-sample application within the HCP-Aging cohort, our models did not generalize to predict response time variability in either the CamCAN cohort (high response time variability model: \( \rho = .07, p = .48 \); low response time variability model: \( \rho = -.11, p = .29 \); combined model: \( \rho = -.06, p = .59 \), Fig. 5A) or in the SCAN cohort (high response time variability model: \( \rho = .01, p = .96 \); low response time variability model: \( \rho = .16, p = .27 \); combined model: \( \rho = .11, p = .48 \), Fig. 5B).

### 3.5. Influence of known confounding variables on model performance

Lastly, we performed several control analyses to examine if the models that significantly predicted response time variability (i.e., task-FC derived models) in the HCP-Aging dataset are robust to known confounding variables such as age, sex, study sites, choice of cross-validation method, and choice of parcellation scheme. To this end, we included head motion jointly with each of the variables as covariates at the edge selection stage of CPM LOOCV.
analysis. Focusing on the combined model (i.e., model built by subtracting the network strength of the low RT_CV model from the network strength of the high RT_CV model), we found robust, but relatively low model performance when controlling for the potential effect of sex and age (marginally significant). Predictions remained largely unchanged after controlling for the potential effect of study sites (Supplementary Table 1). In line with a recent CPM study (Goldfarb et al., 2020), we determined the robustness of model performance in the repeated k-fold (k = 2, 5, and 10) cross-validation analysis using Cohen’s d effect size. Crucially, we found that the combined models robustly predict true RT_CV scores better than null values as demonstrated by large-to-moderate effect size (Supplementary Table 2). Finally, we found that model performance did not generalize to an alternative functional parcellation scheme (Supplementary Fig. 1).

4. Discussion

In this study, we developed a predictive model of response time variability in healthy older adults, using whole-brain functional connectivity, and tested the model’s ability to predict response time variability in two independent healthy elderly cohorts. First, we were able to demonstrate that individual response time variability, assessed using RT_CV, can be reliably predicted from task-based, whole-brain functional connectivity, but not from resting-state connectivity. The task-based predictive model was robust to the effect of sex, study sites, cross-validation method, and age (marginally significant); however, the model was not robust to an alternative functional parcellation scheme. Second, our analysis provided support for the differential involvement of key canonical networks, namely the somatomotor network, dorsal attention network, ventral attention network, visual network, frontoparietal network and the default mode network in high and low response time variability networks. Finally, despite within-sample prediction using task connectivity, our models did not generalize to predict individual response time variability using resting-state fMRI data either within the derivation sample or in the two independent healthy elderly cohorts. We discuss our results in detail below.

This work, to our knowledge, is the first study to utilize a machine learning approach and whole-brain functional connectivity to predict individual response time variability as an avenue to study brain correlates of mind-wandering in healthy older adults. Our results are consistent with the emerging literature demonstrating that machine learning approaches, particularly the CPM framework, can be utilized to predict individual cognitive outcomes from functional connectivity (Avery et al., 2020; Feng et al., 2019; Finn et al., 2015; Gao et al., 2020; Jangraw et al., 2018; Kucyi et al., 2021; Rosenberg et al., 2016). The finding that rest-FC variance solely did not predict RT_CV is consistent with prior CPM work demonstrating that predictive utility is suboptimal when brain-based models of individual cognitive measures are trained on resting-state functional connectivity (Greene et al., 2018; Jiang et al., 2020; Tomasi and Volkow, 2020). It also suggests that task functional connectivity captures more connections relevant for the prediction of response time variability than resting-state functional connectivity.

Our supplementary analyses tested for the robustness of our predictive models against key confounds known to impact brain-behavior relationships. Our results suggested that the
task-based combined model, providing an estimate of the fit between observed scores and the relative strengths of the high vs. low RT\_CV networks, was robust after controlling for variance associated with age, sex, and study sites. The effect sizes from repeated $k$-fold cross-validation analysis also revealed that, despite the relatively low mean correlations, the combined models robustly predict RT\_CV better than null models as demonstrated by the moderate-to-large effect size differences. In contrast, however, we observed a significant drop in the fit between observed and predicted scores from the combined model using an alternate functional parcellation scheme. The choice of brain parcellation scheme in machine learning pipelines has recently been garnering attention with variations of parcellation schemes demonstrating a sizeable impact on the reliability and prediction accuracy of machine learning algorithms (Dadi et al., 2019). Regions of interest (ROIs), which serve as nodes to extract timeseries data, can be defined based on coordinates from existing literature; these functional parcellations were the basis of the Shen atlas and McNabb atlas employed in the current study. ROIs can additionally be defined based on anatomy, like the AAL (Tzourio-Mazoyer et al., 2002) or using data-driven approaches, such as k-means clustering or Independent Component Analysis (Beckmann and Smith, 2004). Dadi et al. (2019), comparing these approaches, found that connectomes built using functional parcellations outperformed those built using anatomical atlases with 150 brain parcellations being an optimal dimensionality for prediction accuracy. Thus, coarser parcellation resolutions may improve performance and yield more reliable biomarkers for network analyses (Abraham et al., 2017) or age prediction tasks (Liem et al., 2017). In our study, although the two parcellation schemes used were functionally defined, the number of brain regions was approximately 270. It is thus likely that the varied and specialized functional parcellations across the two atlases contributed to our lack of generalization across the two brain parcellation schemes. Future studies could benefit from adopting a more optimal approach that involves averaging across models trained on connectivity matrices from different parcellation schemes since determining the optimal atlas among the possible alternatives may not be feasible (Khosla et al., 2019).

Consistent with previous studies using the CPM framework, we demonstrate that the critical edges in our response time variability models were widespread across multiple brain networks. We begin by discussing the key findings in the high response time variability model. Emerging evidence suggests that along with the default mode network, mind-wandering is supported by other brain networks such as the frontoparietal and the dorsal attention networks (Christoff et al., 2009; Golchert et al., 2017; Hasenkamp et al., 2012; Smallwood et al., 2012). In line with these studies, we demonstrate that the high response time variability model, potentially indexing off-task thinking or fluctuations in attentional state, utilized large-scale networks that included the somatomotor, ventral attention, cerebellar, visual, and default mode networks. Specifically, our findings revealed that relative to the other brain networks, connectivity within the visual, ventral, and subcortical networks were the most represented in the high response time variability model. Our finding that the within-network connectivity in the visual network contributed substantially to the high response time variability model may be related to a previous finding that implicated certain networks, including the visual network in a brain state that associates with suboptimal task performance and increased reaction time variability.
(Yamashita et al., 2021). Another recent study suggests that the visual network is sensitive to perturbations from mind-wandering (Zuberer et al., 2021). Likewise, previous studies have highlighted the importance of the nodes within the subcortical network in greater reaction time variability (Bellgrove et al., 2004) and mind-wandering (Christoff et al., 2016). Furthermore, we established that although the connectivity within the somatomotor network was not utilized for high reaction time variability prediction, this network had the highest overall representation when considering its interactions with other networks. This finding suggests that its role in predicting high reaction time variability may be more reflected in its interaction with other networks. Additionally, we observed that the inter-connectivity of the default mode network with the somatomotor and ventral attention networks were highly overrepresented. This pattern of result is consistent with previous research highlighting that the default mode network couples with other prominent brain networks during mind-wandering (Godwin et al., 2017).

The low response time variability model, characterizing functional connections that were stronger during consistent responding, had high representation of nodes from the frontoparietal, dorsal attention, limbic, and the ventral attention networks. We also found that the strongest inter-network representation was between the frontoparietal and dorsal attention networks, with both networks represented in the top networks utilized by the low response time variability model when considering their mean overall contributions. Broadly, these findings are not surprising given existing evidence demonstrating that the frontoparietal network couples with the dorsal attention network in support of externally focused cognition (Spreng et al., 2010), which may reflect reduced variability in response time. Moreover, the high intra-network connectivity of the dorsal attention network within the low response time variability model may be related to evidence suggesting that the dorsal attention network directs attention externally to the task at hand (Corbetta et al., 2008), which may help explain why the connectivity within this network is only represented in the low response time variability model. Additionally, we found comparable contribution of the ventral attention network to the high and low response time variability models, which leads us to speculate that the functional contribution of this network to response time variability is not homogenous. Future research is needed to elucidate the potential functional heterogeneity within this brain network during response time variability.

The finding that our models did not generalize to predict response time variability from resting-state connectivity in two independent datasets of healthy, older adults is particularly striking given that previous studies have demonstrated the utility of the CPM framework to build generalizable models of various cognitive outcomes in novel datasets (Avery et al., 2020; Beaty et al., 2018; Gao et al., 2019; Jiang et al., 2018; Kucyi et al., 2021; Rosenberg et al., 2020). For example, a recent fMRI study in younger adults operationalized mind-wandering as stimulus-independent, task-unrelated thoughts (SITUT) and showed that the CPM methodology can be used to build generalizable models of mind-wandering in healthy young adults and ADHD adults (Kucyi et al., 2021). A major difference between the current findings and those from Kucyi et al. (2021) is that many of the intra-network and inter-network connectivity that contributed strongly to the SITUT models were not utilized to the same extent by our models. Nonetheless, we observed some similarities between the top network pairs utilized by the high response time variability model in the current
study and the high SITUT model (i.e., the model with positive correlation with SITUT) from Kucyi et al. (2021). These include connectivity between the frontoparietal—ventral attention, ventral attention—default mode, subcortical—frontoparietal, and somatomotor—dorsal attention networks. Despite both models having some top network pairs in common, the network pairs with the greatest contribution to each model were different. Relatedly, the low response time variability and low SITUT models utilized different top network for prediction. On the one hand, these largely discrepant observations align with prior report of independent neural correlates of response time variability and self-reports of mind-wandering (Kucyi et al., 2016). On the other hand, the similarities observed between the high response time variability and high SITUT models may suggest an association between increased response time variability and increased self-reports of mind-wandering episodes in older adults (Bastian and Sackur, 2013; Henríquez et al., 2016; Jubera-García et al., 2020; Kucyi et al., 2016; Maillet et al., 2020).

The inability of our model to generalize to independent cohorts may be related to inherent methodological differences, such as the variation between task and resting-state connectivity, between the derivation and validation datasets. Although there is evidence that functional connectivity at rest reflects reliable fingerprints of individual differences (Finn et al., 2015; Miranda-Dominguez et al., 2014), it is plausible that resting-state connectivity in both derivation and validation datasets did not sufficiently capture variance in intrinsic connectivity necessary for predicting response time variability. Another possible explanation is the effect of varying degree of difficulty across the tasks performed by participants in the derivation and both validation datasets. According to the executive-resource hypothesis, task-related and task-unrelated thoughts compete for limited executive resources, implying that when the primary task is difficult, there is reduced or no resources available for mind-wandering to occur, and consequently result in a decrease in response time variability. This pattern is reversed when the primary task is easy as mind-wandering tends to utilize unused executive resources available (Smallwood and Schooler, 2006). Empirical support for this hypothesis comes from prior studies that showed relationship between task difficulty and mind-wandering (Baird et al., 2012; Konishi et al., 2015; Smallwood et al., 2011; Thomson et al., 2013). Although all three datasets employed in the current study included variants of Go/No-Go tasks, it is plausible that the three tasks taxed executive control resources differentially. As such, our models derived based on the HCP data, did not fully capture nuances in response time variability patterns.

Although the current study provides novel contribution to the understanding of brain networks implicated in response time variability in healthy aging, several limitations should be noted. First, the task duration in the derivation dataset was relatively shorter than those used in the majority of previous behavioral studies that assessed mind-wandering objectively with RT_CV during Go/NoGo task performance (Carriere et al., 2010; Hu et al., 2012). A longer task time could allow the capture of more robust response time variability during ongoing task. Second, although we controlled for the potential effect of known confounds such as sex, age, head motion, and study sites on model performance, we did not control for potential effect of individual differences in cortical thickness. Prior work has shown that task-unrelated thought associates with individual differences in cortical thickness of the medial prefrontal and anterior cingulate cortices (Bernhardt et al., 2014). Third, our
models were derived based on an objective marker that has shown promise as an indirect measure of mind-wandering. Future studies that combine self-report, behavioral measures, and neurocognitive measures (Martinon et al., 2019; Smallwood and Schooler, 2015) may allow for the development of a more robust and generalizable models of mind-wandering in aging. Fourth, the finding that our model performance generalizes poorly to an alternative atlas suggests an influence of the choice of parcellation scheme. There is a clear and urgent need to better understand the impact of parcellation pipelines on prediction accuracy in older adults and clinical populations. Finally, considering the inability of our model to generalize to independent datasets of older adults, future studies leveraging a design that addresses these limitations could potentially result in an improved predictive model that generalizes to predict response time variability and mind-wandering in multiple validation datasets.

Despite these limitations, the present study demonstrates that within a population of healthy older adults, response time variability—an indirect marker of mind-wandering—can be reliably predicted from whole-brain task-based functional connectivity. However, resting-state functional connectivity alone did not explain the significant variance. Our results also provide support for evidence that the default mode network, along with other networks such as frontoparietal, dorsal attention, visual, somatomotor and ventral attention, contributes to individual variability in response time. Collectively, these findings provide new insights into the neural mechanisms underlying an indirect marker of mind-wandering and further underscore the importance of individual differences and a whole-brain approach in fMRI studies of mind-wandering. Future research with task-based fMRI datasets of RT_CV is necessary to further assess the generalizability of our model.
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Fig. 1.
Predictive model performance showing cross-validated prediction of individual variability in response time from whole-brain A) Task functional connectivity, and B) Resting-state functional connectivity. Scatterplot represents Spearman correlation between the observed RT_CV and the predicted RT_CV scores. Histogram shows distribution of correlation values obtained by randomly shuffling connectivity matrices and respective RT_CV scores 1000 times to determine model significance. RT_CV: Reaction time coefficient of variation; $r_s$: Spearman correlation; $p_{1000}$: $p$ value obtained after 1000 iterations permutation.
Fig. 2.
Cross-condition model performance. Models trained on task fMRI functional connectivity were applied to resting-state functional connectivity in the same sample to predict response time variability. Head motion was added as a covariate. RT.CV: Reaction time coefficient of variation, $r_s$: Spearman correlation.
Fig. 3.
Anatomical distribution of predictive edges from models trained on task functional connectivity. A) Predictive edges (n = 134) in the high RT_CV model. B) Predictive edges (n = 134) in the low RT_CV model. Each node in the brain-based figure is colored based on nine canonical networks. To aid visualization, predictive edges in C) high and D) low RT_CV models were further grouped according to their canonical network and visualized using chord plots. E) Normalized contribution of edges within each network in the low RT_CV and high RT_CV models. CBL: cerebellar network; DAN: dorsal attention network; DMN: default mode network; FP: frontoparietal network; LIM: limbic network; SOM: somatomotor network; SC: subcortical, VAN: ventral attention network; VIS: visual attention network; RT_CV: Reaction time coefficient of variation.
Fig. 4.
Relative contribution of each canonical network to model performance. The predictive edge counts were normalized between and within each possible pair of networks to account for network sizes (see Anatomical Distribution of Predictive Edges). Overrepresented networks were identified as those with values > 1. Representation of each network in the A) High RT_CV, and B) Low RT_CV. CBL: cerebellar network; DAN: dorsal attention network, DMN: default mode network, FP: frontoparietal network, LIM: limbic network; SOM: somatomotor network; SC: subcortical, VAN: ventral attention network; VIS: visual attention network; RT_CV: Reaction time coefficient of variation.
Fig. 5.
Summary of model performance in two independent datasets. Model trained on task
functional connectivity in the HCP-Aging cohort was applied to predict individual response
time variability in the A) CamCAN and B) SCAN cohorts. RT_CV: Reaction time
coefficient of variation.