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Abstract

Smooth parametrization consists in a subdivision of the mathematical objects under consideration into simple pieces, and then parametric representation of each piece, while keeping control of high order derivatives. The main goal of the present paper is to provide a short overview of some results and open problems on smooth parametrization and its applications in several apparently rather separated domains: Smooth Dynamics, Diophantine Geometry, Approximation Theory, and Computational Geometry.

The structure of the results, open problems, and conjectures in each of these domains shows in many cases a remarkable similarity, which we try to stress. Sometimes this similarity can be easily explained, sometimes the reasons remain somewhat obscure, and it motivates some natural questions discussed in the paper. We present also some new results, stressing interconnection between various types and various applications of smooth parametrization.
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1 Introduction

“Parametrization” is a change of variables which simplifies understanding of a mathematical structure under investigation. The most important example in the realm of Algebraic and Analytic Geometry is provided by Resolution of Singularities, in its various versions ([36, 8] and references therein). In many problems of Dynamics, Analysis, Diophantine and Computational Geometry it is important to keep control of high order derivatives while performing a change of variables. Parametrizations of this type, which we call “smooth parametrizations”, is the main topic of the present paper.

The main example is provided by the “$C^k$-parametrization theorem” ([31, 63, 75, 76]). This can be considered as a high order quantitative version of the well known result on the existence of a triangulation of semi-algebraic sets, with the number of simplices bounded in terms of the degree (see [36]). In a $C^k$-version we just require in addition, that each simplex be an image of the standard one, under the parametrization mapping $\psi$, with all the derivatives of $\psi$ up to the order $k$ uniformly bounded. We shall consider below also “Mild parametrizations” ([44, 38, 39, 59, 68, 69]), where all the derivatives up to infinity are controlled, and “Analytic parametrizations” ([77, 81]) where the norm of an analytic extension into the complex domain is controlled.

Today smooth parametrizations are “traditionally” applied in Dynamics and in Diophantine Geometry (Section 5.1 and 5.2 below). Important applications in Computational Geometry have been proposed ([34, 72, 73, 74] and Section 5.3 below). Also in Approximation Theory (especially in study of Polynomial Inequalities on algebraic sets) importance of parametrizations was well recognized ([2, 3, 4, 83] and Section 5.4 below).

One can trace a certain similarity in the structure of the results, open problems, and conjectures in each of these domains of applications of smooth parametrization. The main goal of the present paper is to provide a short overview of the current results and open problems in smooth parametrization and its different applications, stressing their similarity (sometimes striking). We do not try to present a comprehensive review of either of the domains, and the references are kept to a minimum (still exceeding an average in similar texts, because of an attempt to cover several fields).

Some new results are also presented, in Sections 4.5, 5.3, and 5.4.

The author would like to thank D. Burguet, G. Comte, O. Friedland, Y.
Ishii, G. Jones, G. Liao, P. Milman, B. Mourrain, J. Pila, R. Pierzchava, M. Thomas, A. Wilkie for useful discussions, and for explaining him some topics presented below. Special thanks belong to RIMS Institute, Kyoto, and to the organizers of the conference there in July 2013 on semi-algebraic techniques in Dynamics, which inspired a good part of this paper.

2 What sets can we parametrize?

In this paper we discuss parametrization of semi-algebraic sets, sets definable in $\mathbb{O}$-minimal structures, and functions with a bounded number of zeroes.

2.1 Semi-algebraic sets

Semi-algebraic sets in $\mathbb{R}^n$ are defined by a finite number of real polynomial equations and inequalities, and set-theoretic operations. See, for example, [7, 84]. Assume we are given a semi-algebraic set $A \subset \mathbb{R}^n$. A diagram $D(A)$ of the set $A$, is the collection of the “discrete” data of $A$, i.e. the degrees and the number of the equations and inequalities, and the set-theoretic formula defining $A$. So $D(A)$ does not depend on specific values of the coefficients of the polynomials involved.

2.2 $\mathbb{O}$-minimal structures

We do not give here a formal definition of $\mathbb{O}$-minimal structures (see [27, 70] and references therein). This notion was developed in Model Theory, and turned out to be very useful in Analysis, Differential Equations and Diophantine Geometry. Informally, $\mathbb{O}$-minimal structure $\mathcal{S}$ over $\mathbb{R}$ consists of collections $\mathcal{S}_n$ of subsets in $\mathbb{R}^n$, $n \geq 1$, closed under set-theoretic operations, products and projections. It is required that each $S \in \mathcal{S}_1$ is a finite union of intervals, closed or open. For $X \subset \mathbb{R}^n$ we say that $X$ is definable in $\mathcal{S}$ if $X \in \mathcal{S}_n$. Usually semi-algebraic sets are assumed to belong to $\mathcal{S}$.

One important example of an $\mathbb{O}$-minimal structure is provided by globally subanalytic sets. This structure is denoted $\mathbb{R}_{\mathcal{A}}$. Real semi-analytic sets are obtained from real analytic ones in the same way as semi-algebraic sets are constructed from algebraic ones. But this class is not closed under proper projections, so the images under such projections are added. See [8].
Another example is the structure $\mathbb{R}_{exp}$, where exponential functions are added to polynomials. Here $S_n$ is the collection of subsets in $\mathbb{R}^n$ of the form $X = \pi(f^{-1}(0))$, with $\pi : \mathbb{R}^m \to \mathbb{R}^n$ the projection on the first $n$ coordinates, and $f$ an exponential polynomial in $x_1, \ldots, x_m$, i.e. polynomial in $x_1, \ldots, x_m, e^{x_1}, \ldots, e^{x_1}$. Note that $\mathbb{R}_{exp}$ contains sets such as $\{(x, e^{-\frac{1}{x}}), x > 0\}$, which are not subanalytic at the origin. A deep fact is that $\mathbb{R}_{exp}$ is an $o$-minimal structure ([70]).

The finiteness assumption guarantees that a kind of “real Bezout theorem” is valid in any $o$-minimal structure $S$: if an intersection of definable sets consists of isolated points, then their number is finite.

3 Main types of smooth parametrization

To simplify the presentation we give here all the main definitions for real semi-algebraic sets. Later we extend this setting to $o$-minimal structures, and (in Section 4.5 below) to much less rigid assumptions of “zero counting”.

**Definition 3.1** A parametrization of $A$ is a subdivision of $A$ into semi-algebraic pieces $A_j$ together with algebraic mappings (“charts”) $\psi_j : I^n_j \to A_j$, where $I^n_j$ is the cube $[-1,1]^n$ in $\mathbb{R}^n$. We assume additionally that $\psi_j$ are onto and homeomorphic on the interiors of $I^n_j$ and $A_j$.

In some applications it is enough to assume that the images of the charts cover $A$, and not to require a subdivision.

Now, three main types of smooth parametrization - the $C^k$-one, the $C^\infty$ mild parametrization, and the analytic parametrization - differ between them in the requirements imposed on the charts.

3.1 $C^k$-parametrization

**Definition 3.2** A $C^k$-mapping $\psi : I^n \to A$ is called a $C^k$-chart, if its $C^k$-norm $\|\psi(x) - \psi(0)\|_{C^k}$ is bounded by 1. A parametrization of $A$ is called a $C^k$-one, if all the mappings $\psi_j : I^n_j \to A_j$ are $C^k$-charts.

The following result (in a weaker form) was originally obtained in [75, 76]. M. Gromov obtained a full version in [31]. Today detailed proofs are available in [17, 63].
Theorem 3.1 For any natural $k$ and for any compact semi-algebraic set $A$ inside the cube $I^n$ in $\mathbb{R}^n$, there exists a $C^k$-parametrization of $A$, with the number of $C^k$-charts, depending only on $k$ and on the diagram $D(A)$ of $A$.

One feature of this result is that the number of charts depends only on the differentiability order $k$ and on the “combinatorial” characteristics of $A$: the degrees of the polynomials involved and the set-theoretic formula. In the applications in Dynamics, for which this result was initially intended, this requirement cannot be relaxed. Any dependence of the number of charts on the specific values of the coefficients of the arising polynomials would completely destroy the proof.

In some other applications the “uniformity” requirement can be relaxed. However, in the presentation below we always stress the parameters controlling the number of charts in each specific version of smooth parametrization.

Theorem 3.1 was extended to $o$-minimal structures in [63]:

**Theorem 3.2** ([63], Theorem 2.3) Let $S$ be an $o$-minimal structure. For each $k \in \mathbb{N}$ and each bounded $X$ definable in $S$ there exists a $C^k$-parametrization of $X$.

This basic result shows that much less than semi-algebraicity is required for a validity of $C^k$-parametrization. However, in general we do not have a notion of a “degree” (or of a “diagram”, or of any other kind of a “combinatorial complexity” of a set) in $o$-minimal structures. So the problem of uniform bounds on the size of zero-dimensional definable sets can be studied only in specific cases (compare, however, Section 2 of [63]).

A related result on $o$-minimal stratifications was obtained in [29].

Very recently, a version of $C^k$ parametrization theorem was obtained in [22] for $p$-adic definable sets, and more broadly, in a non-archimedean, definable context. In particular, piecewise approximation by Taylor polynomials was extended in [22] to this setting. This result was applied in [22] to bounding the number of rational points of a given height on the transcendental part of $p$-adic subanalytic sets.
3.2 Mild parametrization

Mild parametrization has been introduced in [60] and further studied in [62, 21, 68, 69, 38, 39] and other publications. The following definitions are slightly modified versions of Definitions 2.1, 2.3, and 2.4 from [62]:

**Definition 3.3** A $C^\infty$-mapping $\psi : I^n \to \mathbb{R}^n$ is called an $(A,C)$-mild chart, if for each multi-index $\alpha \in \mathbb{N}^n$ we have

$$\max_{x \in I^n} \| \partial^\alpha \psi (x) \| \leq \alpha! (A |\alpha|^C |\alpha|).$$

**Definition 3.4** An $(A,C,N)$-mild parametrization of a set $V \subset I^n$ is a collection of $N$ $(A,C)$-mild charts, whose images are contained in $V$ and cover it.

Mild parametrizations form an important tool in study of density of rational and algebraic points on analytic varieties. In Section 5.2 we present shortly some recent results in this direction.

In [62] it is conjectured that mild parametrization exists for sets and functions definable in algebraic-exponential $o$-minimal structure. Some special cases of this conjecture are proved in [62]. Some other cases are presented in the papers cited above.

However, in [68] an example was presented of an $o$-minimal structure, not allowing for mild parametrization.

It was shown in [62] that mild parametrization exists for globally subanalytic sets - this follows from “resolution of singularities” for such sets, obtained in [8]. However, the uniformity of the number of charts in mild parametrization of semi-algebraic sets seems to be an open (and important) question. Analytic parametrization, considered in the next section, is automatically mild, but it is known (see [81] and Section 4.2 below) that the required number of analytic charts depends on the coefficients of the polynomials involved. In particular, for $A$ being the part of the hyperbola $xy = \epsilon^2$ inside the box $I^2$, we need at least $C \log(\frac{1}{\epsilon})$ analytic charts. How many mild charts do we need here?
3.3 Analytic parametrization

Definition 3.5 An “analytic $K$-chart” (or, shortly, an “a-$K$-chart”) is a real analytic mapping $\psi : I^n \to \mathbb{R}^m$, such that $\psi$ is extendible, as a complex analytic mapping, to the concentric complex polydisk $\Delta^3_n = \{(z_1, \ldots, z_n) \in \mathbb{C}^n, |z_i| \leq 3, i = 1, \ldots, n\}$, and the norm of $\psi(z) - \psi(0)$ is bounded in $\Delta^3_n$ by $K$. An “analytic 1-chart” will be called shortly an a-chart.

A parametrization of $A \subset \mathbb{R}^n$ is called an analytic one, if all its charts $\psi_j$ are a-charts.

Theorem 3.3 For any globally subanalytic set $A$ there exists an analytic parametrization of $A$ with a finite number of charts. In particular, this is true for bounded semi-algebraic sets $A$ in $\mathbb{R}^n$.

Proof: This follows from the uniformization theorem of [8]: $A$ can be analytically parametrized by a finite number of compact nonsingular analytic varieties. The last can be covered by finite number of analytic coordinate charts, which, in turn, can be subdivided into a-charts. □

An essentially new feature of analytic parametrization is that already for semi-algebraic sets $A$ we cannot expect the number of a-charts to be bounded in terms of the diagram $D(A)$

So, for analytic parametrization (as well as for $C^k$ and mild ones) there are three questions, natural from the point of view of applications: How far can we go beyond semi-algebraic sets? How many charts do we need? What level of uniformity for the number $N$ of charts can we expect?

The proof of Theorem 3.3 stress the importance in this context of understanding of the complexity of the uniformization of globally subanalytic sets. There are two recent papers [9, 30] where some results in this direction are presented.

Another approach, for semi-algebraic sets $A$ in $\mathbb{R}^2$, was suggested in [81]: to get back a uniform bound on $N$ depending only on $D(A)$, we exclude from covering a few boxes in $A$ of size $\delta > 0$, this $\delta$ being an additional parameter of the problem. As its is clear from the proof in two-dimensional case, provided in Section 4.4 below, the excluded boxes have to cover “complex singularities” of $A$. 
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Definition 3.6 Let $\delta > 0$. An analytic $\delta$-parametrization of a set $A \subset I^n$ is an analytic parametrization of the set $A \setminus \bigcup_{j=1}^{N} W_j$, where $W_j$ are open boxes of size at most $2\delta$.

Theorem 3.4 ([82], Theorem 3.1) Let $A \subset I^2$ be a compact semi-algebraic set, and let $\delta > 0$. There exist an analytic $\delta$-parametrization of of $A$ with the following properties:

1. The number $N$ of the removed boxes is bounded by a constant $C_1$.
2. The number of charts is bounded by $C_2 \log(\frac{1}{\delta})$.
3. Each chart is algebraic, and its degree is bounded by $C_3$.

The constants $C_1, C_2, C_3$ depend only on the diagram $D(A)$.

It was shown in [75, 76, 77] that omitting from the covering of $A$ these $\delta$ boxes is allowed in Dynamical applications, as far as the bounds are logarithmic in $\delta$. Indeed, we can put $\delta$ to be “exponentially small”. Presumably, this trick can work also in other applications.

Notice that analytic parametrization is automatically mild. Indeed, the bounds on the derivatives of the a-chart, given by the Cauchy formula are the following: for $\psi : I^n \to \mathbb{R}^m$ an a-$K$-chart we have for each partial derivative of the multi-order $\alpha = (\alpha_1, \ldots, \alpha_n)$ the bound $|\frac{d^\alpha \psi}{dz^\alpha}| \leq \frac{CK}{2^{|\alpha|}}$, which is stronger than that of (3.1).

On the other hand, since analytic parametrization is also mild, the example of [68] shows that there are o-minimal structures without analytic parametrization. A natural question here is whether a $\delta$-parametrization exists in Thomas’ example? Notice also, that the existence of analytic parametrization in a certain real structure is closely related to counting complex zeroes (compare Section 4.5 below).

Extending the result of Theorem 3.4, (and Theorem 4.1 below) to higher dimensions seems to be a difficult problem. One of the reasons is that the geometry of complex singularities of $A$ in dimensions higher than 2 may be fairly complicated. Notice that we cannot expect in general analytic parametrization outside of a finite number of $\delta$-boxes, with only $\log \frac{1}{\delta}$ of a-charts: consider hyperbolic cylinder $xy = \epsilon^2$ in $I^3 \subset \mathbb{R}^3$. For $1 >> \delta >> \epsilon$, whatever number of $\delta$-boxes we delete, a part of the $z$-axis will remain uncovered, and near this part we need an order of $\log \frac{1}{\delta} >> \log \frac{1}{\epsilon}$ a-charts. Presumably, an approach of [76], which settles in higher dimensions a similar difficulty, can be used also in the analytic case.
4 About proofs in $C^k$ and analytic cases

We present here some steps in the proof of the $C^k$ and analytic parametrization theorems in two-dimensional case, i.e. for semi-algebraic sets in $\mathbb{R}^2$. Our goal is to illustrate the similarities and the differences between these two cases, and to stress the role of “zeros counting”. Notice that the one-dimensional case of the parametrization result is immediate: a closed semi-algebraic set in $[-1,1] \subset \mathbb{R}$ is a finite union of closed intervals; each of these intervals can be linearly parametrized by the unit interval.

4.1 $C^k$-parametrization in dimension 2

Let $A$ be a compact semi-algebraic set inside the cube $I^2$. After a simple subdivision with certain vertical, horizontal, and diagonal straight lines, we may assume that $A_j$ has either the form $\{(x,y) \in I^2 = [-1,1]^2, \, g_1(x) \leq y \leq g_2(x)\}$, where $0 \leq g_1(x) < g_2(x) \leq 1$ are two regular algebraic functions on $I = [-1,1]$, satisfying $|g_i'()| \leq 1$, $i = 1,2$, or a symmetric with respect to the coordinates $x,y$ form. Some $g_i$ may be constant. If, in addition, we had all the derivatives of $g_1$ and $g_2$ up to the order $k$ bounded by 1, we could parametrize $A$ using the following $C^k$-chart $\psi : I^2 \to A$:

$$\psi(t_1,t_2) = (t_1, t_2g_2(t_1) + (1-t_2)g_1(t_1)).$$

(4.1)

Therefore, it is enough to prove that each regular algebraic function $g(x)$ on $I$ can be parametrized by a partition of the interval and by subsequent changes of the independent variable in such a way that all its derivatives up to $k$ become small. We prove this fact in the next section.

4.2 $C^k$-parametrization of algebraic functions

Definition 4.1 A $C^k$-parametrization of an algebraic function $g(x)$ on $I = [-1,1]$ is a partition of $I$ into subsegments $\Delta_j$ together with the collection of $C^k$-charts $\psi_j : I \to \Delta_j$ such that $g \circ \psi_j : I \to \mathbb{R}$ are also $C^k$-charts.

We shall prove the following result:

Proposition 4.1 Let $g(x)$ be a regular algebraic function of degree $d$ on $I$ satisfying $0 \leq g(x) \leq 1$ and $|g'(x)| \leq 1$, $x \in I$. Then there exists a
$C^k$-parametrization of $g$ with the number of the partition intervals bounded through $d$.

**Proof:** We mark in $I$ all the zeroes of all the derivatives of $g$ up to order $k + 1$, subdivide $I$ by all the marked points and linearly reparametrize each of the subdivision intervals by $I$. So we may assume that all the derivatives of $g$ up to order $k$ preserve their sign and are monotone on $I$.

We continue by induction on the number of the consecutive derivatives of $g$ which are already “small”. By assumptions of the proposition, the first derivative $g'$ already satisfies $|g'(x)| \leq 1$, $x \in I$. So let us assume that all the consecutive derivatives $g^{(i)}$ of $g$ up to order $l - 1$, $1 \leq l - 1 < k$ satisfy $|g^{(i)}(x)| \leq 1$, $x \in I$, and consider the next derivative $g^{(l)}(x)$. By the construction, $g^{(l)}(x)$ does not change sign and is monotone on $I$. We can assume, for example, that it is positive and monotonously decreasing.

**Lemma 4.1** The $l$-th derivative of $g$, $g^{(l)}(x)$ satisfies on $[0,1]$ the inequality $g^{(l)}(x) \leq \frac{1}{x}$.

**Proof:** Otherwise, if for a certain $x_0 \in [0,1]$, $g^{(l)}(x_0) > \frac{1}{x_0}$, then, by monotonicity, we have $g^{(l)}(x) > \frac{1}{x_0}$ for each $x \leq x_0$. Integrating the last inequality on the interval $[0,x_0]$ we get $g^{(l-1)}(x_0) - g^{(l-1)}(0) > 1$, which contradicts the induction assumptions.

Now we perform a nonlinear change of variables which finally ”kills” the $l$-th derivative of $g$: put $h(t) = t^2$, $t \in [0,1]$ and consider the composition $\hat{g}(t) = g(h(t))$.

**Lemma 4.2** All the consecutive derivatives $\hat{g}^{(i)}$ of $\hat{g}$ up to order $l$ satisfy $|\hat{g}^{(i)}(x)| \leq C$, $x \in [0,1]$, with the constant $C$ depending only on $l$.

**Proof:** Write an expression for the $i$-th derivative of the composition $g(h(t))$, using the chain rule. We see that for $i < l$ all the terms in the resulting expression are uniformly bounded, and hence this derivative does not exceed $C(l)$. For the $l$-th derivative of this composition we have

$$\frac{d^l(g(h(t)))}{dt^l} = g^{(l)}(h(t)) \cdot (2t)^l + R(t),$$

(4.2)
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where $R(t)$ contains only the derivatives of $g$ up to the order $l - 1$, and hence $R(t)$ is uniformly bounded. For the first term in (4.2), by Lemma 4.1 we have $g^{(l)}(h(t)) \leq \frac{1}{h(t)} = \frac{1}{t^2}$. Since $l \geq 2$, the first term in (4.2) does not exceed $2^l$. This completes the proof of Lemma 4.2.

To complete the proof of Proposition 4.1 we notice that the change of variables applied has a fixed degree 2. Hence, after each its application we get a new algebraic function of the degree at most twice larger than of the original one. Now we repeat, if necessary, a subdivision of the interval $I$, in order to remove possible sign changes of the derivatives, and apply the next induction step. After $k$ steps we "kill" all the derivatives of $g$ up to order $k$, while the total number of the subdivision intervals $\Delta_j$ remains bounded by the degree of $g$. By construction, the degree of the parametrizing mappings is bounded by $2^k$. □

4.3 An example: parametrization of $H = \{xy + \epsilon^2 = 0\}$

Consider the component of $H$, over the negative $x$-axis. First of all, we subdivide this component into two symmetric pieces by the point $(-\epsilon, \epsilon)$. Consider the piece with $-1 \leq x \leq -\epsilon$. The second piece is parametrized in a symmetric way. So we have to $C^2$-parametrize the algebraic function $g(x) = \frac{-\epsilon^2}{x}$ on the interval $[-1, -\epsilon]$. We see immediately, that all the derivatives of $g(x)$ are positive over the interval $[-1, -\epsilon]$. So the step of subdivision in the proof of Proposition 4.1 above is not necessary.

Hence, the nonlinear change of variables we have to apply, takes the form $x = h(t) = -t^2 - \epsilon$, $t \in [\sqrt{1-\epsilon}, 0]$. The first derivative of $g(x)$ is bounded by one, and the same is true for the first derivative $\dot{g}(t) = g(h(t))h'(t)$ of $\dot{g}(t) = g(h(t))$. For the second derivative we have $\ddot{g}(t) = g''(h(t))(h'(t))^2 + g'(h(t))h''(t)$, and according to the above computation,

$$|\ddot{g}(t)| \leq 2 + 2g'(h(t)) \leq 4.$$ 

So it is enough to subdivide the interval $[\sqrt{1-\epsilon}, 0]$ into two equal pieces and to rescale them linearly by $I$ in order to reduce the bound to 1.

Explicitly, we have $\hat{g}_c(t) = \frac{t^2}{\sqrt{1-\epsilon}}$, and a simple direct calculation confirms the above estimate.
4.4 Analytic $\delta$-parametrization in dimension 2

The proof goes basically in the same lines as the proof of Theorem 3.1 given above: it is reduced to a parametrization of an algebraic function $g(x)$ of one variable.

**Definition 4.2** Let $\delta > 0$ and a real algebraic function $g(x)$ on $I = [-1, 1]$ be given. An analytic $\delta$-parametrization of $g(x)$ consists of the following objects:

1. A finite number of open subintervals $U_i$ of $I$, $i = 1, ..., N$, with the length of each $U_i$ at most $2\delta$.

2. A partition of $I \setminus \cup_{i=1}^N U_i$ into subsegments $\Delta_j$, $j = 1, ..., M$, together with the collection of a-charts $\psi_j : I \rightarrow \Delta_j$ such that $g \circ \psi_j : I \rightarrow \mathbb{R}$ are also a-charts.

We have the following result:

**Theorem 4.1** ([81], Theorem 3.4) There are constants $C_1(d)$ and $C_2(d)$ such that for each real algebraic function $g(x)$ of degree $d$ on $I$ satisfying $0 \leq g(x) \leq 1$, $x \in I$, and for each $\delta > 0$, there is an analytic $\delta$-parametrization of $g$ with the number $N$ of the removed intervals bounded by $C_1(d)$, and the number $M$ of the partition intervals bounded by $C_2(d) \log \frac{1}{\delta}$. All the a-charts in this parametrization are affine.

**Proof:** Consider a complete analytic continuation $\hat{g}(z)$ of the algebraic function $g(x)$ from $I$ to the complex plane $\mathbb{C}$. In general, $\hat{g}(z)$ is a multivalued analytic function (with at most $d$ branches) outside of its singular set $\Sigma = \{z_1, ..., z_m\} \subset \mathbb{C}$, $m \leq d(d-1)$.

Now, in contrast to the $C^k$ case, in analytic parametrization we have to avoid complex singularities of $\hat{g}$: if an a-chart comes “too close” to a singularity, it must, in fact, cover it, which contradicts the definition of a-charts. Consequently, the size of the images of a-charts decreases as the distance to the nearest singularity. This implies a necessity of the number of the partition elements of order $C'(d) \log \frac{1}{\delta}$.

More accurately, let $\delta > 0$ and let the points $z_1, ..., z_m \in \mathbb{C}$ be given. Denote by $x_1, ..., x_m$ the projections of the points $z_1, ..., z_m$ to the real line, and denote by $U^i_\delta$, $i = 1, ..., m$ the open $2\delta$-intervals centered at $x_i$. 


Lemma 4.3  For any $\delta > 0$ and the points $z_1, \ldots, z_m \in \mathbb{C}$ the complement $I \setminus \bigcup_{i=1}^{m} U^i_{\delta}$ can be covered by not more that $2(m+1)\log_2\left(\frac{1}{\delta}\right)$ intervals $\Delta_j$ with the following property: the distance of the central point $c_j$ of $\Delta_j$ to each of $z_1, \ldots, z_m$ is not smaller than three times the length $|\Delta_j|$ of the interval $\Delta_j$.

Proof: The complement $I \setminus \bigcup_{i=1}^{m} U^i_{\delta}$ consists of at most $m+1$ intervals $J_r$, $r = 1, \ldots, s \leq m+1$. For each interval $J_r$, in order to subdivide it into the required subintervals $\Delta_j$, we proceed as follows: we take the interval of the length $\frac{\delta}{4}$ from the left of $J_r$, next to it we take the interval of the length $\frac{\delta}{2}$, next to it the interval of the length $\delta$, then $2\delta$, and so on, until we cover the central point of $J_r$. Then we repeat the same construction from the right.

Clearly, we need $m \log \frac{1}{\delta}$ subintervals. The details are given in [81]. □

For each interval $\Delta_j$ consider now the open disk $D^j$ of radius $3|\Delta_j|$ centered at the central point $c_j$ of $\Delta_j$. The function $\hat{g}$ is regular on $D^j$ and by assumptions it is bounded by 1 on $\Delta_j$. To prove Theorem 4.1 it remains to apply the following “Bernstein inequality for algebraic functions” ([65, 81]):

Proposition 4.2 Let $\hat{g}$ be an algebraic function of degree $d$, univalued and regular in the disk $D_{3R}$ and bounded in absolute value by 1 on the real interval $[-R, R]$. Then $\hat{g}$ is bounded in absolute value by $C(d)$ on the disk $D_{2R}$.

Thus for an affine mapping $\psi : D_1 \to D^j$ the composition $g \circ \psi$ is a $C(d)$-chart. A further subdivision provides the required number of $a$-charts. This completes the proof of Theorem 4.1. □

4.5 Smooth parametrization and zero counting

While in this paper we mostly consider smooth parametrization of semi-algebraic sets, and, to some extent, of sets definable in a certain $o$-minimal structure, it is pretty clear from the proofs in Sections 4.1 and 4.4 that in fact much less is required (at least, in dimensions one and two): uniform bounds on zeroes of the considered functions and their derivatives. This fact is used, in particular, in some recent bounds on the density of rational points on analytic curves (compare [?, 21]). For $C^{k+1}$ functions on $[-1, 1]$ we get

Theorem 4.2 Let $f(x)$ be a $C^{k+1}$ function defined for $x \in [-1, 1]$ satisfying the condition $\max_{x \in [-1, 1]} |f'(x)| \leq 1$. Assume that the number of zeroes of each of $f, f', \ldots, f^{(k+1)}$ in $[-1, 1]$ does not exceed $N$. Then there exists a $C^k$-parametrization of $f$ with the number of charts, depending only on $N$. 
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Proof: It is identical to the proof of Proposition 4.1. We notice that the algebraicity assumption on \( g \) in this proposition was used only in order to provide an upper bound on the number of zeroes of \( g \) and its derivatives. □

However, for analytic parametrization of real analytic functions \( f \) we need a certain bound on complex zeroes of \( f \). The following definition ([83]) slightly extends the classical notion of “valency” of \( f \) (compare [35] and references therein):

**Definition 4.3** A function \( f \) regular in a domain \( \Omega \subset \mathbb{C} \) is called \( p \)-valent in \( \Omega \) if for any \( c \in \mathbb{C} \) the number of solutions of the equation \( f(x) = c \) in \( \Omega \) does not exceed \( p \). The function \( f \) is called \((s, p)\)-valent in \( \Omega \) if for any polynomial \( P(x) \) of degree at most \( s \) the number of solutions of the equation \( f(x) = P(x) \) in \( \Omega \) does not exceed \( p \).

For \( s = 0 \) we obtain the usual \( p \)-valent functions. Easy examples (see [83]) show that an \((s, p)\)-valent function may be not \((s + 1, p)\)-valent.

Algebraic functions and solutions of linear ODE’s with polynomial coefficients are \((s, p)\)-valent for each \( s \) and an appropriate \( p = p(s) \), away from their singularities. But the class of \((s, p)\)-valent functions is much wider and much “less rigid” than those. In particular, it was shown in [5] that functions whose Taylor coefficients satisfy a linear Poincaré-type recurrence relation, are \((s, p)\)-valent, for each \( s \) and \( p = p(s) \).

We shall consider a class \( S(n, p_1, p_2) \) of meromorphic functions \( f \) in a complex disk \( D_3 \), real on the real line, with at most \( n \) poles \( z_1, \ldots, z_n \in D_3 \), which are \( p_1 \)-valent, and also \((p_1, p_2)\)-valent in \( D_3 \setminus \{z_1, \ldots, z_n\} \).

**Theorem 4.3** There exist constants \( C_1(n, p_1, p_2) \) and \( C_2(n, p_1, p_2) \) such that for each function \( f \in S(n, p_1, p_2) \) satisfying \( 0 \leq f(x) \leq 1 \), \( x \in I \), and for each \( \delta > 0 \), there exists an analytic \( \delta \)-parametrization of \( f \) with the number \( N \) of the removed intervals bounded by \( C_1(n, p_1, p_2) \) and the number \( M \) of the partition intervals bounded by \( C_2(n, p_1, p_2) \log_2(\frac{1}{\delta}) \). All the \( a \)-charts in this parametrization are affine.

Proof: It is identical to the proof of Theorem 4.1. We notice that the algebraicity assumption on \( g \) in this theorem was used only in order to justify application of the Bernstein inequality (Proposition 4.2 above). However, in [83] Bernstein inequality was extended to the functions in \( S(n, p_1, p_2) \). □
5 Applications of smooth parametrization

In this section we outline shortly some by now “traditional” applications of smooth parametrization in Dynamics and in Diophantine Geometry. We suggest also a new possible field of applications: Polynomial Approximation, in its more theoretical aspects (Remez-type inequalities), and in more applied ones (Computational Geometry). Let us just mention some other important applications of smooth parametrization, in particular, in [14, 18, 32], in directions which we do not discuss in this paper.

5.1 Smooth Dynamics

Let \( f : X \to X \) be a continuous mapping of a compact metric space \( X \). For \( n = 0, 1, \ldots \) define a metric \( d(f, n) \) on \( X \) as

\[
d(f, n)(x, y) = \max_{i=0,1,\ldots,n} d(f^{\circ i}(x), f^{\circ i}(y)),
\]

where \( d \) is the original metric on \( X \) and \( f^{\circ i} = f \circ f \circ \cdots \circ f \) denotes the \( i \)-th iteration of \( f \).

For \( \epsilon > 0 \) let \( M(f, n, \epsilon) \) denote the minimal number of \( \epsilon \)-balls in \( d(f, n) \)-metric, covering \( X \). Notice that the \( \epsilon \)-ball \( B^\epsilon \) centered at \( x \in X \) in \( d(f, n) \)-metric consists of all \( y \in X \) such that \( d(f^{\circ i}(x), f^{\circ i}(y)) \leq \epsilon, \ i = 0, 1, \ldots, n \). So, the orbits of \( x \) and \( y \) till \( n \) must remain in a distance at most \( \epsilon \).

We expect an exponential in \( n \) growth of the covering number \( M(f, n, \epsilon) \), so we define the \((n, \epsilon)\)-entropy \( h(f, n, \epsilon) \) of \( f \) as the rate of this growth:

\[
h(f, n, \epsilon) = n^{-1} \log_2 M(f, n, \epsilon).
\]

Finally, the topological entropy \( h(f) \) is defined as

\[
h(f) = \lim_{\epsilon \to 0} \lim_{n \to \infty} h(f, n, \epsilon).
\]

Computation of the topological entropy \( h(f) \) and investigation of its behavior is usually difficult because of the complicated geometry of the \( \epsilon \)-balls \( B^\epsilon \) and of the irregular character of the two limit processes involved.

However, the \((n, \epsilon)\)-entropy \( h(f, n, \epsilon) \) of \( f \) should be considered as a “computable” quantity, although the complexity of the required computations
grows exponentially in \( n \). Thus, it is important to estimate the “remainder term” \( r(f, n, \epsilon) = h(f) - h(f, n, \epsilon) \).

Let us assume now that \( f : M \to M \) is a smooth mapping of a compact smooth manifold \( M \). One can show that in this case \( r(f, n, \epsilon) \) is bounded by the “local volume growth” \( LV(f, \epsilon) \) (or, better, a “local complexity growth” \( LC(f, \epsilon) \), in the spirit of Gromov’s definition in [31]). The first is the maximal exponential rate of the growth under iterations of \( f \) of the volume of the part of submanifolds inside the \( \epsilon \)-balls \( B^n_\epsilon \) in \( d(f, n) \)-metric. Local complexity growth is defined in a similar way.

Our goal is to show that regularity assumptions on \( f \) imply upper bound on \( LC(f, \epsilon) \): for \( f \) in \( C^k \) we expect \( \lim_{\epsilon \to 0} LC(f, \epsilon) \leq \frac{m}{k} \log L(f) \). Here \( L(f) \) is the largest “Lyapunov exponent” of \( f \). (One cannot get better bounds: easy examples show that already for a linear \( f \) there are \( m \)-dimensional \( C^k \)-submanifolds whose local volume growth under iterations of \( f \) is \( \frac{m}{k} \log L(f) \)).

One of the main difficulties in the analysis of the local complexity growth in iterations of a non-linear \( f \) is that the geometric complexity of the \( \epsilon \)-balls \( B^n_\epsilon \) in \( d(f, n) \)-metric grows exponentially with \( n \). Another difficulty, which prevents a straightforward application of the \( C^k \)-regularity, is that the \( C^k \)-norm \( \| f_{\epsilon}^n \| \) of the iterations of \( f \) grows with \( n \) as \( L(f)^n \). In contrast, for a linear \( f \) this growth is only of the order \( L(f)^n \), and in this case one can easily show, that the local volume growth under iterations of \( f \) for \( m \)-dimensional \( C^k \)-submanifolds is at most \( \frac{m}{k} \log L(f) \).

Applying \( C^k \)-parametrization on each iteration simplifies the geometry, preserving control of higher derivatives, thus settling the first difficulty. Then working with “blocks” \( f^{\circ q} \) instead of \( f \), and rescaling with respect to \( \epsilon \to 0 \) “kills” higher derivatives, resolving the second difficulty. So we obtain the following result:

**Theorem 5.1** ([75]) Let \( f : M \to M \) be a \( C^k \) mapping. Then \( \lim_{\epsilon \to 0} LC(f, \epsilon) \leq \frac{m}{k} \log L(f) \). In particular, for \( f \in C^\infty \) we have \( \lim_{\epsilon \to 0} LC(f, \epsilon) = 0 \).

This result has many important consequences for smooth dynamics (see [19, 20, 25, 33, 40, 41, 42, 46, 49, 50, 75] and references therein). In particular, it confirms, for \( C^\infty \)-mappings, the so called “Entropy conjecture”, which asks for a lower bound for \( h(f) \) through the spectral radius of \( f_* \) acting on the homology of \( M \). It also implies upper semicontinuity of the topological entropy \( h(f) \) and existence of invariant measures with maximal
metric entropy ([50]). In smooth and holomorphic dynamics Theorem 5.1 is mostly used as a “black box”. However, in some applications, especially, in rational dynamics, entering the proof and its modification is required (compare [25]). In particular, this may concern specifying the kind of smooth parametrization used.

The result of Theorem 5.1 leaves many important questions open. Arguably, the most prominent is the validity of the Entropy conjecture for $f$ in the class $C^{1+\epsilon}$ - see [41] and references therein. There are important problems in smooth Dynamics, which require a sharpening of the bounds on the complexity growth, obtained in Theorem 5.1. In particular, this concerns the explicit bound of $C(f, \epsilon)$ for $C^\infty$ or analytic $f$, closely related explicit bounds of the semi-continuity modulus of the topological entropy in $C^\infty$ and analytic families, the problem of estimating the topological entropy in finite accuracy computations (compare [37, 45, 51]), as well as the problem of bounding entropy for rational maps with singularities ([25, 33]).

Replacing $C^k$-parametrization with analytic one answers some of these questions. One of the main results of [77], obtained on the base of a low-dimensional analytic parametrization, is the following:

**Theorem 5.2** Let $f : M \to M$ be a real analytic diffeomorphism of a compact real analytic surface $M$. Then

\[ r(f, n, \epsilon) \leq C(f, \epsilon) \leq C \frac{\log \log \frac{1}{\epsilon}}{\log \frac{1}{\epsilon}}. \]

Similar bounds can be obtained for the semi-continuity modulus of the topological entropy.

On the base of these low-dimensional results we’ve proposed in [77] the following conjecture:

**Conjecture 1** For real analytic mappings $f : M \to M$ of compact real analytic manifolds $M$ of any dimension always $C(f, \epsilon) \leq C \frac{\log \log \frac{1}{\epsilon}}{\log \frac{1}{\epsilon}}$.

Very recently Conjecture 1 was proved in [20], with only $C^k$-parametrization techniques, combined with an accurate control of the growth with $k$ of the $k$-th order derivatives. Moreover, this result has been obtained also for $f$ quasi-analytic. Earlier a uniform upper bound for $C(f, \epsilon)$ for analytic maps was obtained in [40].
There is a strong similarity between these results and certain results in bounding rational points: see the next section.

Presumably, extending analytic parametrization to higher dimensions will provide another proof of Conjecture 1. We expect that it will be useful in many other dynamical problems, in particular, in Computational Dynamics, where we want to numerically calculate iterations of nonlinear maps with a prescribed accuracy, and with a minimal computational effort. Dynamical partitions are well known to be an efficient tool in such computations (compare “Taylor models”, as used in [51, 71]). One can hope that \( C^k \) and analytic parametrization can be used in the same lines, improving “resolution” of the computations.

5.2 Diophantine Geometry

In the origin of many exciting recent developments in Diophantine Geometry, in particular, those involving smooth parametrization, was a remarkable paper by E. Bombieri and J. Pila [10]. In this paper elementary, but highly delicate techniques in Calculus and Algebraic Geometry were used to give upper bounds for the number of integer points on the graphs of functions \( y = f(x) \) under various smoothness and convexity hypotheses.

We state here two of the basic “preliminary” results of [10] on the images of smooth mappings, and one of arithmetic conclusions, in order to illustrate the way in which smooth parametrization enters the bounds on density of rational points. Then we mention very shortly some other results in this line, mainly in order to stress an apparent similarity of the results and open problems in density of rational points, and in other fields which use smooth parametrization.

Let \( n, m \in \mathbb{N} \) be fixed. Assume that \( \phi = (\phi_1, \ldots, \phi_m) : I^n \to \mathbb{R}^m \) is a \( C^\infty \) mapping, and for each \( k \in \mathbb{N} \) let \( M_k(\psi) \) denote the norm \( ||\phi||_{C^k} \). Let \( z^1, \ldots, z^m \in I^n \) be any \( m \) points. The first basic lemma of [10] bounds from above the generalized Vandermonde determinant \( \Delta \) of \( \phi \), where \( \Delta = \det(\phi_i(z^j)), \ i, j = 1, \ldots, m \). (In this and two further statements our presentation follows [58, 43]).

Let \( D_s(l) = \binom{s+l}{s} \) (respectively, \( L_s(l) = \binom{s+l-1}{s-1} \)) be the dimension of the space of polynomials (respectively, of homogeneous polynomials) of degree \( l \) in \( s \) variables \( x = (x_1, \ldots, x_s) \in \mathbb{R}^s \). We shall use the degree of differen-
tiability \( k = k(n, m) \) of \( \psi \), where \( k \) is uniquely defined by the requirement
\( D_n(k) \leq m < D_n(k+1) \).

Finally, define \( e(n, m) \) by \( e = \sum_{l=0}^{k} L_n(l) \cdot l + (k+1)[m - D_n(k)] \).

**Lemma 5.1** \( \) Let \( B^n_r \) ba a ball of radius \( r < 1 \) in \( \mathbb{R}^n \). Then for each \( z^1, \ldots, z^m \in I^n \cap B^n_r \) and for \( \Delta = \text{det}(\phi_i(z^j)) \), \( i, j = 1, \ldots, m \), we have
\[
|\Delta| \leq m! [D_n(k)M_k(\psi)]^m r^e \tag{5.1}
\]

**Proof:** Apply Taylor approximation of order \( k \) of \( \phi \) and use linear dependence between the monomials in \( n \) variables \( x = (x_1, \ldots, x_n) \) of degree at most \( k \). \( \square \)

For \( \Omega \) a bounded subset in \( \mathbb{R}^m \) and \( t \in \mathbb{R} \) let \( t\Omega(Z) \) be the set of integer points in the \( t \)-dilation \( t\Omega \) of \( \Omega \). We denote by \( \Omega(t, Z) \) the set of points \( y \in \Omega \) such that \( ty \in t\Omega(Z) \).

**Proposition 5.1** \( \) Let \( \phi = (\phi_1, \ldots, \phi_m) : I^n \to \mathbb{R}^m \) be as above, and let \( \Omega \subset \mathbb{R}^m \) be the image of \( \psi \). Then for each \( d \in \mathbb{N} \) there are constants \( C(\psi, d) \) and \( e(\psi, d) \), such that \( e(\psi, d) \to 0 \) as \( d \to \infty \), with the following property: for each \( t \) the set \( \Omega(t, Z) \) is contained in the union of at most \( C(\psi, d)t^{e(\psi, d)} \) algebraic hypersurfaces of degree less than or equal to \( d \).

**Proof:** For each multi-index \( \alpha = (\alpha_1, \ldots, \alpha_m) \) with \( |\alpha| \leq d \) consider the monomial \( \eta_\alpha(y) = y^{\alpha} = y_1^{\alpha_1} \cdots y_m^{\alpha_m} \) on \( \mathbb{R}^m \). We denote by \( \tau = D_m(d) \) the number of these monomials, and fix a certain ordering \( \alpha^i, \ i = 1, \ldots, \tau \), of the multi-indices \( \alpha \). The mapping \( V_d = (\eta_{\alpha^1}, \ldots, \eta_{\alpha^\tau}) : \mathbb{R}^m \to \mathbb{R}^\tau \) is called the Veronese mapping of degree \( d \).

Let \( W = \{w^1, \ldots, w^s\} \in \Omega \) be a finite subset. We form the Vandermonde matrix \( A = (\eta_{\alpha^i}(w_j)), \ i = 1, \ldots, \tau, \ j = 1, \ldots, s \). It is well known that \( W \) is contained in an algebraic hypersurface of degree less than or equal to \( d \) if and only if the rank of \( A \) is less than \( \tau \) (see, for example, [10], Lemma 1, or [16], Proposition 2.2).

Now the idea is to apply Lemma 5.1 to the smooth mapping \( \psi = V_d \circ \phi : I^n \to \mathbb{R}^\tau \). So we put \( \tilde{k} = k(n, \tau) \), and \( \tilde{e} = e(n, \tau) \), as it was defined in Lemma 5.1. Notice that in fact \( \tilde{k} \) and \( \tilde{e} \) depend only on \( n, m, d \).
Let us fix $\tilde{r}$ such that $\tau![D_n(\tilde{k})M_\tilde{k}(\psi)]^\tau \tilde{r}^\epsilon < t^{-\kappa}$, where $\kappa = \sum_{l=0}^L L_n(l) \cdot l$. Thus $\tilde{r} = C_1 t^{-\frac{\epsilon}{\kappa}}$. We cover $I^n$ by balls $B_j$ of radius $\tilde{r}$. We need $C_2(\frac{1}{\tau})^n = C_3 t^{-\frac{\epsilon}{\kappa}} = C(\psi, d) t^{e(\psi, d)}$ such balls, with $C(\psi, d) = C_3$, $e(\psi, d) = \frac{\epsilon n}{\kappa}$.

Let for some $j$ a finite set $W = \{w^1, \ldots, w^s\}$ be contained in $\Omega(\tau, \mathbb{Z}) \cap \phi(B_j)$. Denote by $z^1, \ldots, z^s \in I^n$ certain preimages of $w^1, \ldots, w^s$ under $\phi$. By Lemma 5.1 each minor of order $\tau$ of $A = (\eta_{\alpha_i}(w_j))$ is smaller than $\tau![D_n(\tilde{k})M_\tilde{k}(\psi)]^\tau \tilde{r}^\epsilon$, which is strictly less than $t^{-\kappa}$, by the choice of $\tilde{r}$.

Now if $W = \{w^1, \ldots, w^s\}$ is also contained in $\Omega(t, \mathbb{Z})$, then the entries of $A$ are integers divided by $t$. Therefore the determinant $\Delta$ of each of the minor of order $\tau$ of $A$ is an integer divided by $t^\kappa$. Therefore, if $|\Delta|$ is strictly smaller than $t^{-\kappa}$, it is zero. We conclude that each finite set $W = \{w^1, \ldots, w^s\}$ contained in $\Omega(t, \mathbb{Z}) \cap \phi(B_j)$, is contained in an algebraic hypersurface of degree less than or equal to $d$.

This fact, together with the estimate above on the number of the covering balls, proves that $\Omega(t, \mathbb{Z})$ is contained in the union of at most $C(\psi, d) t^{e(\psi, d)}$ algebraic hypersurfaces of degree less than or equal to $d$. An accurate evaluation of the constants (see [58], Section 4) shows that $e(\psi, d) \to 0$ as $d \to \infty$. This completes the proof. □

To finally bound the number of points in $\Omega(t, \mathbb{Z})$ (and not only the number of algebraic hypersurfaces to which these points belong) an additional tool is used: a kind of “Bezout theorem”, i.e. an upper bound on the possible number of intersection points of $\Omega$ with an algebraic hypersurface of degree $d$ (see [56, 57]). In many specific cases such a bound is available. One of the results obtained in this way in [58], concerns rational points on a compact subanalytic surface $\Omega \subset \mathbb{R}^n$. Notice that such surface may contain finite or infinite number of algebraic curves, and it is natural to count rational points on the complement $\Omega^{\text{trans}}$ of these curves.

**Theorem 5.3** ([58], Theorem 1.3) For each $\epsilon > 0$ there is a constant $C(\Omega, \epsilon)$ such that for each $t$ the set $\Omega^{\text{trans}}(t, \mathbb{Z})$ contains at most $C(\Omega, \epsilon)t^\epsilon$ points.

We do not attempt to present here more specific results from this exciting field of recent research. They can be found in original papers [10],[56]-[62],[63] and many other. See also a recent review in [66].

Let us only stress that typically a proof consists of three parts: a certain smooth parametrization is used, to provide conditions for applicability.
of Lemma 5.1. According to the specific setting, this part may require application of some of smooth parametrization results presented above. In some other cases, algebraic resolution of singularities or analytic uniformization is used, or the required smooth parametrization is explicitly constructed for the specific situation considered.

Next, Proposition 5.1 (in one or another form) is applied. It provides a bound on the number of algebraic hypersurfaces of degree less than or equal to $d$, which contain all the rational points under question.

Finally, an upper bound is produced on the possible number of intersection points in $\Omega$ with an algebraic hypersurface of degree $d$. Also here various tools can be applied (compare [56, 57]).

A lot of open questions have been discussed in the recent literature. One can expect that progress in the first and the third parts of the approach may provide answers to some of these questions. Let us complete this section with a brief discussion of one of these questions, namely, the Wilkie conjecture concerning rational points on exponential-algebraic varieties.

**Conjecture 2** ([63]) Suppose $Y$ is definable in $\mathbb{R}_{\exp}$. Then the number of rational points of the height $T$ in $Y^{\text{trans}}$ is at most $c(Y)(\log T)^{C(Y)}$.

A very accurate result for rational on the graph of the Riemann zeta-function was obtained in [44]:

**Theorem 5.4** There is a positive effective absolute constant $C$ such that for any integer $D \geq 3$ the number of rational $z$ with $2 < z < 3$ of denominator at most $D$ such that $\zeta(z)$ is rational also of denominator at most $D$ is at most $C(\log D)^{\log \log D}$.

The proof is based on an analytic version of the approach of [10], and on an accurate estimate of the number of zeroes of a polynomial $P(z, w)$ of degree $d$ in each of the variables, restricted to the graph of $w = \zeta(z)$. Inside the disk $D_R$ this number does not exceed $C_1d(d + R \log R)$ ([44], Proposition 1). Notice, that similar results for general analytic functions, with the quadratic dependence of the number of zeroes on the degree $d$ of $P$ (but, in general, with gaps in the degrees) were obtained in [23].

Some other specific cases in the direction of Wilkie’s conjecture were settled in [62, 21, 38, 39]. It would be interesting to compare Theorem 5.4
and Wilkie’s conjecture with Conjecture 1 (by now proved in [20]) in Section 5.1 above, concerning local entropy growth in Analytic Dynamics. Both the formulations and the methods applied in [62, 38, 39] on one side, and in [20, 77] on the other, look pretty similar (compare, in particular, “mild” and “ultradifferentiable” functions). This similarity suggests also the following question: Conjecture 1 was proved in [20] not only for analytic, but also for quasi-analytic mappings. Can we hope for similar results in the case of Wilkie’s conjecture?

Let us mention a recent paper [67], devoted to the “dynamical Mordell-Lang conjecture” which provides interesting connections between Analytic Dynamics, o-minimal structures, and Arithmetics.

5.3 Polynomial Approximation of Semi-Algebraic Sets

Piecewise-polynomial representation/approximation of geometric objects is one of the main tools in Computational Geometry and Computer Assisted Design (see, for example, [48, 52] and references therein). Subdivision and parametrization are the most common tools in these domains. In many cases special requirements are imposed, in particular, topological consistence (compare [1, 26, 47]), or an optimal fitting to certain computational requirements (see [72, 73, 74]) and references therein.

We believe that control of high order derivatives in many cases may improve performance of subdivision and parametrization methods, to the extent that justifies additional computational efforts. In particular, this concerns representation of algebraic varieties and semi-algebraic sets, implicitly given by their equations and inequalities. Conventional accuracy estimates in such approximations include bounds on the high order derivatives, or on the surface curvature. As an algebraic surface degenerates to a singular one, the curvature blows up. Consequently, the same happens with the complexity of the approximation: to keep the required accuracy, we need more and more patches at near-singular (high curvature) areas. This indeed happens in any conventional “triangulation” algorithm. Moreover, since an accurate detection of near-singular domains is a complicated problem by itself, mostly certain “default” curvature bounds are assumed. As a result, on one hand, many more than necessary patches are used in smooth areas, while, on the other hand, severe distortions are produced near singularities.
Smooth parametrization, considered in the present paper, settles (in principle) exactly this problem: a semi-algebraic set $A$ inside the unit cube, is subdivided into the parts $A_j$, each being covered by a standard “chart” with uniform bound on the high order derivatives. In the case of $C^k$-parametrization the number of the parts $A_j$ depends only on the diagram $D(A)$ and on $k$. The curvature, which certainly may blow up as non-singular components of $A$ degenerate to singular ones, does not affect at all the complexity of a $C^k$-parametrization. In [34] some initial results were obtained, concerning application of $C^k$-parametrization in polynomial approximation of implicit algebraic varieties. Based on a certain setting of singularities analysis, suggested in [80], we also suggest in [34] a combined method based on “of line” parametrization of certain model surfaces, with their online fitting to actual data.

Below we provide explicit and uniform bounds on the complexity of a polynomial $\varepsilon$-approximation of $A$ (see Definition 5.2 below), depending only on the diagram $D(A)$, in two different ways: using either $C^k$-parametrization, or analytic one (only in dimension 2). The first bound has a form $K(\sigma, D(A))(\frac{1}{\varepsilon})^\sigma$, for each $\sigma > 0$. Another bound has a form $K_2(D(A))(\log(\frac{1}{\varepsilon}))^3$.

Let $A$ be a semi-algebraic set inside the unit cube $I_n \subset \mathbb{R}^n$, and let $D(A)$ be its diagram.

**Definition 5.1** A parametric polynomial $(d, \varepsilon)$-approximation $\Phi$ of $A$ (or simply a $(d, \varepsilon)$-approximation) is a collection of polynomial mappings $\phi_j : I_n^j \to \mathbb{R}^n$, $j = 1, \ldots, N$, (with all the components of $\phi_j$ of degree $d$), satisfying the following condition:

There exists a parametrization of $A$, in sense of Definition 3.1, i.e. a subdivision of $A$ into semi-algebraic pieces $A_j$ together with algebraic mappings $\psi_j : I_n^j \to A_j$, $j = 1, \ldots, N$, such that $\psi_j$ are onto and homeomorphic on the interiors of $I_n^j$ and $A_j$, and such that $\max_{x \in I_n^j} ||\phi_j(x) - \psi_j(x)|| \leq \varepsilon$ for each $j = 1, \ldots, N$. Here the norm $||.||$ denotes the Euclidean norm in $\mathbb{R}^n$.

Next we want to compare “complexities” of different $(d, \varepsilon)$-approximations of $A$. There are many ways to define such complexity (depending on the application in mind - compare [78] and references therein). We choose one of options suggested in [78], which naturally appears in many analytic-geometric problems, like the structure of critical sets and values, zero counting, etc:
**Definition 5.2**  A complexity $C(\Phi)$ of a $(d, \epsilon)$-approximation $\Phi$ of $A$ is equal to the sum $\sum_{j=1}^{N} d^{n_j}$. An $\epsilon$-complexity $C(\epsilon, A)$ of $A$ is the minimum of $C(\Phi)$ over all $d$ and all the $(d, \epsilon)$-approximations $\Phi$ of $A$.

**Theorem 5.5**  Let $A$ be a semi-algebraic set inside the unit cube $I^n \subset \mathbb{R}^n$, and let $D(A)$ be its diagram. Then for each $\sigma > 0$ there is a constant $K(\sigma, D(A))$ such that for each $\epsilon > 0$ we have

$$C(\epsilon, A) \leq K(\sigma, D(A))\left(\frac{1}{\epsilon}\right)^\sigma. \quad (5.2)$$

**Proof:**  Let $\sigma > 0$ be given. Put $k = \left\lfloor \frac{n}{\sigma} \right\rfloor + 1$. Applying $C^k$-parametrization theorem (Theorem 3.1 above) we find a $C^k$-parametrization of $A$, with the $C^k$-charts $\psi_j : I^{n_j} \to A_j$, $j = 1, \ldots, M$, where $M = M(\sigma, D(A))$, depends only on $k = \left\lfloor \frac{n}{\sigma} \right\rfloor + 1$ and on the diagram $D(A)$ of $A$. Next we subdivide each $I^{n_j}$ into sub-cubes $\tilde{I}^{n_j}$ of the diameter $r$. Here $r = C_1 \epsilon^{\frac{1}{k}}$ is chosen in such a way that the remainder term in the Taylor formula of degree $d = k - 1$ for each $\psi_j$ is less than $\epsilon$. Defining $\phi_{ji}$ on the sub-cubes $\tilde{I}^{n_j}$ as the corresponding Taylor polynomial mappings, we get $\max_{x \in I^{n_j}} ||\phi_{ji}(x) - \psi_{ji}(x)|| \leq \epsilon$.

Therefore $\Phi$, consisting of all the polynomials mappings $\psi_{ji} : \tilde{I}^{n_j} \to \mathbb{R}^n$, is a $(d, \epsilon)$-approximation of $A$. The number $N$ of the polynomial pieces in $\Phi$ is at most $M(\frac{1}{\epsilon})^n = M(\frac{1}{\epsilon})^n \leq M(\frac{1}{\epsilon})^\sigma$. Hence $C(\Phi)$ does not exceed $Nd^n \leq K(\sigma, D(A))\left(\frac{1}{\epsilon}\right)^\sigma$, with $K(\sigma, D(A)) = M(\frac{1}{\epsilon})^n = M(\frac{1}{\epsilon})^n$. This completes the proof. \(\Box\).

**Theorem 5.6**  Let $A$ be a semi-algebraic set inside the unit cube $I^2 \subset \mathbb{R}^2$, and let $D(A)$ be its diagram. Then for each $\epsilon > 0$ we have

$$C(\epsilon, A) \leq K_2(D(A))(\log \frac{1}{\epsilon})^3. \quad (5.3)$$

**Proof:**  By the Analytic parametrization theorem (Theorem 3.4) we can remove from $I^2$ not more than $N(D(A))$ boxes of size $\epsilon$ and analytically parametrize the remaining part of $A$ with $a$-charts $\psi_j : I^{n_j} \to A_j$, $j = 1, \ldots, M$ where $M = M(D(A))\log \frac{1}{\epsilon}$. Next we choose the degree $d$ of the Taylor polynomials $\phi_j$ of $\psi_j$: by Cauchy formula the polynomial approximation of degree $d$ of any $a$-chart $\psi_j$, provided by a $d$-truncation of its Taylor series, has an accuracy $2^{-d}$ on $I^{n_j}$. So if we fix $d = \left\lfloor \log \frac{1}{\epsilon} \right\rfloor + 1$ we get
max_{x \in I^n_j} ||\phi_j(x) - \psi_j(x)|| \leq \epsilon \text{ for each } j = 1, \ldots, M. \text{ For the removed parts of } A \text{ (each of a size at most } \epsilon) \text{ we use } C^1\text{-parametrization, and polynomial approximations of degree zero. The error still cannot exceed } \epsilon. \text{ For the constructed } (d, \epsilon)\text{-approximation } \Phi \text{ of } A \text{ we have the complexity } C(\Phi) \text{ equal, according to Definition 5.2, to the sum } \sum_{j=1}^{M} d^n_j. \text{ By the estimates above, this sum does not exceed}

\[ M(D(A)) \log \frac{1}{\epsilon}(\log \frac{1}{\epsilon} + 1)^2 + N(D(A)) \leq K_2(D(A))(\log \frac{1}{\epsilon})^3. \]

The second term on the left counts the contribution of the removed } \epsilon\text{-boxes. This completes the proof of Theorem 5.6.} \hfill \Box

Asymptotically, as the allowed error } \epsilon \text{ tends to zero, the "analytic" bound is much better than the } C^k \text{ one. We conjecture, that it is optimal. However, for some choices of } \sigma \text{ and for specific values of } \epsilon, \text{ the } C^k \text{ bound may turn to be better. An accurate comparison of the bounds of Theorems 5.5 and 5.6 below is an important open problem. Notice, that exactly the same dichotomy appears also in bounding rational points: } C^k\text{-parametrization leads to } \sigma\text{-power bound, for each } \sigma > 0, \text{ while mild parametrization provides logarithmic bound. This problem is related also to the comparison of two approaches to bounding a local entropy of analytic maps (which both provide logarithmic bound - see Section 5.1 above): the } C^k \text{ with } k \to \infty \text{ approach of [20], and analytic approach of [77].}

**Conjecture 3** Let } A \text{ be a semi-algebraic set inside the unit cube } I^n \subset \mathbb{R}^n, \text{ and let } D(A) \text{ be its diagram. Then for each } \epsilon > 0 \text{ we have}

\[ C(\epsilon, A) \leq K_n(D(A))(\log_2 \frac{1}{\epsilon})^{n + s(D(A))}. \quad (5.4) \]

Let us stress that while we consider the results above as really promising, they are still far from any real application. The author is not aware of any computer implementation of high-order smooth parametrization algorithms.

### 5.4 Remez-type inequalities on Algebraic Curves

In this section we briefly discuss robustness of polynomial approximation on algebraic curves. This is an important question in Approximation Theory,
and its connection with a sort of analytic parametrization is well known (see [2]-[4], [53, 54, 55, 83] and references therein). One of the main tools here is provided by “Remez-type” or “norming” inequalities, which compare maximum of a polynomial on the unit interval \( I = [-1, 1] \) with its maximum on a given subset \( Z \subset I \).

The classical Remez inequality ([64]) is as follows:

**Theorem 5.7** Let \( P(x) \) be a real polynomial of degree \( d \). Then for any measurable \( Z \subset [-1, 1] \)

\[
\max_{[-1,1]}|P(x)| \leq T_d\left(\frac{4-\mu}{\mu}\right)\max_Z|P(x)|, \tag{5.5}
\]

where \( \mu = \mu_1(Z) \) is the Lebesgue measure of \( Z \) and \( T_d(x) = \cos(d \arccos(x)) \) is the \( d \)-th Chebyshev polynomial.

Inequalities of the form (5.5) are known also for sets \( Z \) of measure zero, for discrete or finite \( Z \) (see [16, 82, 83] and references therein). Similar inequalities have been studied for restrictions of polynomials to semi-algebraic (subanalytic) sets ([2]-[4], [11, 11, 13, 15, 23, 24, 53, 83]). However, in contrast with Theorem 5.7, already on algebraic curves we cannot hope to get a uniform bound, depending only on the degree and on the geometry (measure) of \( Z \). It is important to stress that this question is directly related to counting zeroes of the restrictions of polynomials to analytic curves. Specifically, see [23, 15] and a discussion after Theorem 5.4 above.

Let a non-singular real algebraic curve \( Y \subset I^2 \) be given by the equation \( P(x,y) = 0 \), with \( P \) a real polynomial of degree \( d \), and let \( Z \subset Y \). We consider restrictions to \( Y \) of polynomials \( Q(x,y) \) of degree \( d_1 \).

**Definition 5.3** The Lebesgue (or Remez, or Norming) constant \( R_{d_1,Y}(Z) \) is the minimal constant \( K \) in the inequality

\[
\max_{(x,y)\in Y}|Q(x,y)| \leq K\max_{(x,y)\in Z}|Q(x,y)|, \tag{5.6}
\]

valid for polynomials \( Q(x,y) \) of degree \( d_1 \).

Let us consider the following example. Our curve \( Y \) is the part of the hyperbola \( Y_\epsilon = \{ xy = \epsilon^2 \} \) inside the square \( I_1^2 = [0, 1] \times [0, 1] \subset \mathbb{R}^2 \). Put \( Z_\epsilon \) be
the half-branch of \( Y \) with \( \epsilon \leq x \leq 1 \), and consider a polynomial \( Q(x, y) = y \) on \( Y_\epsilon \). We have \( \max_{Z_\epsilon} |Q(x, y)| = \epsilon \), while \( \max_{Y_\epsilon} |Q(x, y)| = 1 \). Therefore the Remez constant \( R_{1,Y_\epsilon}(Z_\epsilon) \) for \( Z_\epsilon \) on \( Y_\epsilon \) is at least \( \frac{1}{\epsilon} \). But the length of \( Z_\epsilon \) is exactly one half of the length of \( Y_\epsilon \). Hence the Remez type inequality on \( Y_\epsilon \) cannot be uniform (in contrast with the classical case): it depends not only on the degrees of the polynomials \( P \) and \( Q \) involved, but also on the value of the coefficient \( \epsilon \).

Analytic parametrization can be used in Remez type inequalities as follows: assume that the images of the a-charts provide a “uniformly overlapping” covering of \( Y \), and that on these images a uniform Remez type inequality, with the Remez constant, say, equal to \( 2 \) is satisfied (compare [83], Section 5. We call such parametrization a “Remez” one). Both these conditions can be satisfied with a relatively small modification of the constructions used in Section 4.4 above. Then in order to get a global Remez type inequality on \( Y \) we can extend it along the chains of the a-charts (compare [83], Theorem 5.2.) The expected upper bound for the Remez constant on \( Y \) will be \( 2^N \), where \( N \) is the number of the charts.

In the example of the hyperbola \( Y_\epsilon \) we know that the number of covering charts is of order \( N = \log \frac{1}{\epsilon} ([81]) \), so the expected bound \( 2^N = \frac{1}{\epsilon} \) is sharp.

The following theorem extends this observation from the hyperbola \( Y_\epsilon \) to any regular real algebraic curve \( Y \subset I_1^2 \):

**Theorem 5.8** Let a non-singular real algebraic curve \( Y \subset I_1^2 \) be given by the equation \( P(x, y) = 0 \), with \( P \) a real polynomial of degree \( d \), with the norm \( ||P|| = \max_{I_1^2} |P| \) equal to 1. Put \( \rho = \min_{(x, y) \in Y} ||\text{grad}P(x, y)|| > 0 \). Then there exists a Remez analytic parametrization of \( Y \) with at most \( N = C(d) \log \frac{1}{\rho} \) a-charts.

**Proof:** We provide a sketch of the proof. Using the assumption on the gradient of \( P \) and applying a “quantitative Implicit Function theorem” (see, for example, [79]) we can find for each point \( (x, y) \) on \( Y \) a coordinate chart centered at this point, which is, in fact, an a-chart, and which covers a \( 2\delta = c_1(d)\rho \)-neighborhood of \( (x, y) \) on \( Y \). Next, we apply to the curve \( Y \subset I_1^2 \) an analytic parametrization Theorem 3.4, and cover \( Y \) except its intersection with at most \( N_1(d) \) \( \delta \)-cubes \( Q_j \) in \( I_1^2 \). The number of a-charts as at most \( N_2(d) \log \frac{1}{\delta} = N_2(d) \log \frac{1}{c_1(d)\rho} \). Finally, we cover \( Y \) inside each \( Q_j \) with exactly one coordinate chart, as constructed above. \( \Box \).
The connection between the analytic parametrization of $Y$ and the bound on the Remez constant $R_{d_1,Y}(Z)$ for subsets $Z$ of $Y$ was outlined above: we can extend the Remez bound along the chains of a-charts. Accordingly, as the coefficients of the polynomial $P$ defining $Y$ vary, we can expect the Remez constant to behave as $2^N = (\frac{1}{\rho})^{C(d)}$, where $\rho$ is the minimum of the norm of the gradient of $P$ on $Y$. We plan to present detailed results in this direction separately.

An interplay between real and complex geometry is an essential part of the real analytic parametrization, and real Remez-type inequalities. Interestingly, there are similar effects in Dynamics - compare [46]. Are there direct connections?

Let us conclude this section with an informal conjecture that results similar to Theorem 5.8 are valid also in higher dimensions.

### 5.5 Signal Sampling and Motion Planning

In Algebraic signal sampling some difficult and practically very important problems lead to a necessity to process in a robust way some highly degenerated algebraic singularities. In particular, this happens in Fourier reconstruction of “spike trains”, i.e. of linear combinations of $\delta$-functions $F(x) = \sum_{j=1}^{d} a_j \delta(x - x_j)$. Here the amplitudes $a_j$ and the positions $x_j$ are unknown, and have to be found from the Fourier samples of $F$. This problem becomes notoriously difficult, as the nodes “almost collide”, especially in the presence of a realistic noise. The Algebraic Geometry of the nodes collision singularity turns out to be very complicated - compare [6] and references therein. We believe that application of smooth parametrization to the corresponding near-singular varieties may significantly improve the reconstruction accuracy and resolution.

Motion Planning in Robotics presents another plausible application of smooth parametrizations. Also here Algebraic Geometry provides an adequate description of the problem, and near-singularities cannot be avoided (compare [28] and references therein). A natural requirements is that the higher derivatives of the motion (acceleration, jerk) remain bounded. Once more, smooth parametrization may provide a required control.
References

[1] L. Alberti, B. Mourrain, J.-P. Tecourt, Isotopic triangulation of a real algebraic surface, J. Symbolic Comput., 44 (2009), no. 9, 1291-1310.

[2] M. Baran; W. Pleśniak, Bernstein and van der Corput-Shaake type inequalities on semialgebraic curves. Studia Math. 125, n. 1, 1997, 83-96.

[3] M. Baran, M.; W. Pleśniak, Polynomial inequalities on algebraic sets, Stud. Math. 141, No. 3 (2000), 209-219.

[4] M. Baran; W. Pleśniak, Characterization of compact subsets of algebraic varieties in terms of Bernstein type inequalities, Stud. Math. 141, No. 3 (2000), 221-234.

[5] D. Batenkov, Y. Yomdin, Taylor Domination, Turán lemma, and Poincaré-Perron Sequences, submitted, arXiv:1301.6033.

[6] D. Batenkov, Y. Yomdin, Geometry and Singularities of the Prony Mapping, to appear, arXiv:1301.1336.

[7] R. Benedetti, J. J. Risler, Real algebraic and semi-algebraic sets. Actualites Mathematiques, Hermann, Paris, (1990).

[8] E. Bierstone, P. Milman, Semianalytic and Subanalytic sets, IHES Publ. Math. 67 (1988), 5-42.

[9] E. Bierstone, D. Grigoriev, J. Wlodarczyk, Effective Hironaka resolution and its complexity, Asian J. Math. 15 (2011), no. 2, 193-228.

[10] E. Bombieri, J. Pila, The number of integral points on arcs and ovals, Duke Math. J. 59, No. 2 (1989), 337-357.

[11] L. Bos; N. Levenberg; P. Milman; B.A. Taylor, Tangential Markov inequalities characterize algebraic submanifolds of $C^n$. Indiana Univ. Math. J. 44, (1995), 115-137.

[12] L. Bos; N. Levenberg; P. Milman; B.A. Taylor, Tangential Markov inequalities on real algebraic varieties, Indiana Univ. Math. J. 47 (1998), no. 4, 1257-1272.
[13] L. P. Bos, A. Brudnyi, N. Levenberg, On polynomial inequalities on exponential curves in \( \mathbb{C}^n \), Constr. Approx. 31 (2010), no. 1, 139-147.

[14] J. Bourgain, M. Goldstein, W. Schlag, Anderson localization for Schrodinger operators on \( \mathbb{Z}^2 \) with quasi-periodic potential, Acta Math. 188 (2002), 41-86.

[15] A. Brudnyi, On local behavior of holomorphic functions along complex submanifolds of \( \mathbb{C}^N \), Inventiones Math. 173 (2) (2008), 315-363.

[16] A. Brudnyi, Y. Yomdin, Norming Sets and related Remez-type Inequalities, preprint, 2013. arXiv:1312.6050.

[17] D. Burguet, A proof of Yomdin-Gromov’s Algebraic Lemma, Israel J. Math. 168 (2008), 291-316.

[18] D. Burguet, Quantitative Morse-Sard theorem via algebraic lemma, C. R. Math. Acad. Sci. Paris 349 (2011), no. 7-8, 441-443.

[19] D. Burguet, Existence of measures of maximal entropy for \( C^r \) interval maps. Proc. Amer. Math. Soc. 142 (2014), no. 3, 957-968.

[20] D. Burguet, G. Liao, J. Yang, Asymptotic h-expansiveness rate of \( C^\infty \) maps. preprint, 2014.

[21] L. Butler, Some cases of Wilkie’s conjecture, Bull. Lond. Math. Soc. 44 (2012), no. 4, 642-660.

[22] R. Cluckers, G. Comte, F. Loeser, Non-Archimedean Yomdin-Gromov parametrization and points of bounded height, preprint, arXiv:1404.1952v1.

[23] D. Coman, E. A. Poletsky, Transcendence measures and algebraic growth of entire functions, Invent. Math, 170 (2007), 103-145.

[24] D. Coman, E. A. Poletsky, Polynomial estimates, exponential curves and Diophantine approximation. Mathematical Research Letters 17, (2010), 1125-1136.
[25] H. De Thelin, G. Vigny, Entropy of meromorphic maps and dynamics of birational maps, Mem. Soc. Math. Fr. (N.S.) No. 122 (2010), vi+98 pp.

[26] D. N. Diatta, B. Mourrain, O. Ruatta, On the isotopic meshing of an algebraic implicit surface. J. Symbolic Comput. 47 (2012), no. 8, 903-925.

[27] L. Van den Dries, Tame Topology and O-Minimal Structures, London Math. Soc. Lecture Notes Ser. 248, Cambridge Univ. Press, Cambridge, 1998.

[28] Y. Elihai, Y. Yomdin, Flexible high order discretization of geometric data for global motion planning, Theoretical Computer Science A 157, Elsevier Science B.V., (1996), 53-77.

[29] A. Fisher, O-minimal, $\Lambda^m$-regular stratification, Annals of Pure and Applied Logic 147 (2007) 101112.

[30] D. Grigoriev, P. D. Milman, Nash resolution for binomial varieties as Euclidean division. A priori termination bound, polynomial complexity in essential dimension 2, Adv. Math. 231 (2012), no. 6, 3389-3428.

[31] M. Gromov, Entropy, homology and semialgebraic geometry (after Y. Yomdin), Séminaire Bourbaki, Vol. 1985/86.

[32] M. Gromov, Spectral geometry of semi-algebraic sets. Ann. Inst. Fourier (Grenoble) 42, n. 1-2, (1992), 249-274.

[33] V. Guedj, Entropie topologique des applications méromorphes, Ergod. Th. and Dynam. Sys. 25 (2005), 1847-1855.

[34] D. Haviv, Y. Yomdin, Uniform approximation of near-singular surfaces, Theoret. Comput. Sci. 392 (2008), no. 1-3, 92-100.

[35] W. K. Hayman, Multivalent Functions, second edition, Cambridge University Press, 1994.

[36] H. Hironaka, Triangulations of algebraic sets, Proc. of Symposia in Pure Math. Amer. Math. Soc. 29 (1975), 165-185.
[37] Y. Ishii, D. Sands, On some conjectures concerning the entropy of Lozi maps, preprint, May 2013.

[38] G. O. Jones, M. E. M. Thomas, The density of algebraic points on certain Pfaffian surfaces, Quart. J. Math. 63, (2012), 637-651.

[39] G. O. Jones, D. J. Miller, M. E. M. Thomas, Mildness and the density of rational points on certain transcendental curves. Notre Dame J. Form. Log. 52 (2011), no. 1, 67-74.

[40] G. Liao, Entropy of analytic maps, preprint, 2012.

[41] G. Liao, M. Viana, J. Yang, The entropy conjecture for diffeomorphisms away from tangencies. J. Eur. Math. Soc. (JEMS) 15 (2013), no. 6, 2043-2060.

[42] C. McMullen, Entropy on Riemann surfaces and the Jacobians of finite covers, Comment. Math. Helv. 88 (2013), no. 4, 953-964.

[43] O. Marmon, A generalization of the Bombieri-Pila determinant method, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 377 (2010), Issledovaniya po Teorii Chisel. 10, 63–77, 242; translation in J. Math. Sci. (N. Y.) 171 (2010), no. 6, 736-744.

[44] D. Masser, Rational values of the Riemann zeta function, J. of Number Theory 131 (2011), 2037-2046.

[45] J. Milnor, Is entropy effectively computable?, in a site “Open Problems in Dynamics and Ergodic Theory”, http://iml.univ-mrs.fr/ kolyada/opds/.

[46] A. Moncet, Real versus complex volumes on real algebraic surfaces, Int. Math. Res. Not. IMRN 2012, no. 16, 3723-3762.

[47] B. Mourrain, J. Wintz, A subdivision method for arrangement computation of semi-algebraic curves. Nonlinear computational geometry, 165187, IMA Vol. Math. Appl., 151, Springer, New York, 2010.

[48] K. L. Narayan, Computer Aided Design and Manufacturing, New Delhi, Prentice Hall of India, 2008.
[49] S. Newhouse, Entropy and volume, Ergodic Theory Dynam. Systems 8* (1988), Charles Conley Memorial Issue, 283-299.

[50] S. Newhouse, Continuity properties of entropy. Ann. of Math. (2) 129 (1989), no. 2, 215-235.

[51] S. Newhouse, M. Berz, J. Grote, K. Makino, On the estimation of topological entropy on surfaces, Geometric and probabilistic structures in dynamics, 243270, Contemp. Math., 469, Amer. Math. Soc., Providence, RI, 2008.

[52] Nonlinear Computational Geometry, I. Z. Emeris, Th. Theobald, F. Sottile, Editors, IMA Vol. Math. Appl., 151, Springer, New York, 2010.

[53] R. Pierzchala, Remez-type inequality on sets with cusps, preprint, 2012.

[54] R. Pierzchala, Markov’s inequality in the o-minimal structure of convergent generalized power series, Adv. Geom. 12 (2012), no. 4, 647-664.

[55] R. Pierzchala, UPC condition in polynomially bounded o-minimal structures, J. Approx. Theory 132 (2005), no. 1, 25-33.

[56] J. Pila, Geometric postulation of a smooth function and the number of rational points, Duke Math. J. 63 (1991), 449-463.

[57] J. Pila, Geometric and arithmetic postulation of the exponential function, J. Austr. Math. Soc. Ser. A 54 (1993), 111-127.

[58] J. Pila, Integer Points on the Dilation of a subanalytic Surface, Quart. J. Math. Vol. 55 Part 2 (2004), 207-223.

[59] J. Pila, Rational Points on a subanalytic Surface, Annales De l’Institut Fourier, Grenoble 55 (2005), no. 5, 1501-1516.

[60] J. Pila, Mild parametrization and the rational points on a Pfaff curve, Commentarii Mathematici Universitatis Sancti Pauli 55 (2006), 1-8.

[61] J. Pila, On the algebraic points of a definable set, Selecta Math. N. S. 15 (2009), 151-170.
[62] J. Pila, Counting rational points on a certain exponential-algebraic surface, *Annales De l’Institut Fourier, Grenoble* 60 (2010), no. 2, 489-514.

[63] J. Pila, A. J. Wilkie, The rational points of a definable set, *Duke Math. J.* 133, No. 3 (2006), 591-616.

[64] E. J. Remez, Sur une proprieté des polynomes de Tchebycheff, *Comm. Inst. Sci. Kharkov* 13 (1936) 93-95.

[65] N. Roytvarf; Y. Yomdin, Bernstein Classes. *Annales De l’Institut Fourier, Grenoble* 47 (1997), 3, 825-858.

[66] T. Scanlon, Counting special points: Logic, Diophantine Geometry, and Transcendence Theory, *Bull. AMS* 49, No. 1 (2012), 51-71.

[67] T. Scanlon, A Euclidean Skolem-Mahler-Lech-Chabauty method. *Math. Res. Lett.* 18 (2011), no. 5, 833-842.

[68] M. E. M. Thomas, An o-minimal structure without mild parameterization, *Ann. Pure Appl. Logic* 162 (2011), no. 6, 409-418.

[69] M. E. M. Thomas, Convergence results for function spaces over o-minimal structures, *J. Log. Anal.* 4 (2012), Paper 1, 14 pp.

[70] A. J. Wilkie, Model completeness results for expansions of the ordered field of real numbers by restricted Pfaffian functions and the exponential function, *J. Amer. Math. Soc.* 9 (1996), 1051-1094.

[71] A. Wittig, M. Berz, J. Grote, K. Makino, S. Newhouse, Rigorous and accurate enclosure of invariant manifolds on surfaces. *Regul. Chaotic Dyn.* 15 (2010), no. 2-3, 107-126.

[72] G. Xu, B. Mourrain, R. Duvigneau, A. Galligo, Parameterization of computational domain in isogeometric analysis: methods and comparison. *Comput. Methods Appl. Mech. Engrg.* 200 (2011), no. 23-24, 2021-2031.

[73] G. Xu, B. Mourrain, R. Duvigneau, A. Galligo, Analysis-suitable volume parameterization of multi-block computational domain in isogeometric applications. *Comput.-Aided Des.* 45 (2013), no. 2, 395404.

33
[74] G. Xu, B. Mourrain, R. Duvigneau, A. Galligo, Optimal analysis-aware parameterization of computational domain in 3D isogeometric analysis. Comput.-Aided Des. 45 (2013), no. 4, 812-821.

[75] Y. Yomdin, Volume growth and entropy. Israel J. Math. 57, (1987), n. 3, 285-300.

[76] Y. Yomdin, $C^k$-resolution of semialgebraic sets and mappings. Israel J. Math. 57, n. 3, (1987), 301–317.

[77] Y. Yomdin, Local complexity growth for iterations of real analytic mappings and semi-continuity moduli of the entropy. Erg. Theory and Dynamical Systems, 11, (1991), 583-602.

[78] Y. Yomdin, Semialgebraic complexity of functions. J. Complexity 21 (2005), no. 1, 111-148.

[79] Y. Yomdin, Some quantitative results in singularity theory. Ann. Polon. Math. 87 (2005), 277-299.

[80] Y. Yomdin, Generic singularities of surfaces, Singularity theory, World Sci. Publ., Hackensack, NJ (2007) 357-375.

[81] Y. Yomdin, Analytic reparametrization of semialgebraic sets, J. of Complexity, 24, 1 (2008), 54-76.

[82] Y. Yomdin, Remez-Type Inequality for Discrete Sets, Israel J. of Mathematics, 186 (2011), 45-60.

[83] Y. Yomdin, Generalized Remez Inequality for $(s,p)$-Valent Functions, preprint, 2013. arXiv:1102.2580.

[84] Y. Yomdin, G. Comte, Tame geometry with application in smooth analysis, Lecture Notes in Mathematics, 1834. Springer-Verlag, Berlin, 2004. viii+186 pp.