Preferences for climate change-related fiscal policies in European countries: drivers and seasonal effects
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Abstract
We investigate drivers of preferences for policies of climate change mitigation using the European Social Survey. We find that the share of individuals who agree on (bonus/malus) potentially balanced budget policies that tax fossil fuels and subsidize renewable energies is much less than those who agree only on subsidizing renewable energies. Low levels of education and income are significantly and negatively correlated with the probability of being part of the group of tax-and-subsidy advocates. We also find evidence of a strong seasonal effect, with a significantly higher share of support for the tax-and-subsidy policy being present when interviews are conducted during the hottest months of the year. We discuss the implications of our findings in terms of politically feasible climate change policies.
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1 Introduction
Climate warming and, more generally, environmental challenges have gradually become the most urgent concerns shared at the global level in the last decade. This concern is reflected in the UN Sustainable Development Goals (SDGs), in which environmental sustainability impacts 7 out of 17 goals (goals 6, 7, 11, 12, 13, 14 and 15). SDGs acknowledge that the target cannot be reached with “two hands” only (market mechanisms and enlightened institutions acting as benevolent planners) since citizens’ and corporations’ preferences for responsible (environmentally
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sustainable) consumption and production (SDG goal 12) play a crucial role in the perspective of a Partnership for the Goals (SDG goal 17).

Consistent with this theoretical and institutional framework, in several countries, national governments are trying to use fiscal policies to strengthen market agents’ incentives to switch from high-carbon to low-carbon production and consumption. Climate change-related fiscal policies use several instruments (tax allowances, tax deductions, subsidies) that generally aim to increase (reduce) tax pressure on activities with a high (low) carbon footprint. By modelling these two choices, it is possible in principle to design budget-balanced policies, including both tax and subsidy measures, or otherwise stressing more than one of the two aspects (i.e., only subsidies), with obvious consequences in terms of government expenditure.

The importance of the above described “multiple hand” approach involving the active participation of citizens and corporations and the political consensus needed for implementing fiscal policies for climate change mitigation motivate the importance of an enhanced focus of economic research on climate change preferences and, more specifically, on preferences for climate change policies.

In our paper, we aim to contribute to this literature by focusing on the specific issue of preferences for climate change policies, thereby providing a contribution from an original specific angle to a literature that focuses more in general on climate change preferences (e.g., beliefs about climate change, opinions about the anthropogenic causes of it, willingness to pay to mitigate it). More specifically, we focus on the ample and detailed information provided in the European Social Survey about the respondents’ two separate opinions regarding taxing fossil fuels and subsidizing renewable energy sources. Our first descriptive goal is to see the distribution of consensus for the softer bonus-only approach (only subsidies on renewable sources) against consensus for the harder bonus/malus approach (both taxes on fossil fuels and subsidies on renewable sources) across countries, the month of the interview, gender, age, income, education and political orientation. In the second part of the paper, we develop an econometric model to identify drivers that significantly affect such preferences. In the final part of our work, we discuss our findings and draw policy implications regarding the most effective fiscal policies to address climate change given the observed preference structure.

The paper is divided into eight sections. In the second section, we provide a short survey of the literature on climate change preferences. In the third section, we outline our research hypotheses. In the fourth section, we provide a theoretical underpinnings of the research hypotheses. In the fifth section we describe our data. In the sixth section, we present our descriptive and econometric findings with their robustness checks, while in the seventh section, we discuss their policy implications. In the eighth section, we conclude the paper.

2 The literature on climate change preferences

Climate change preferences include an articulated set of opinions and beliefs, starting from those regarding the existence of climate change and its anthropogenic causes. Individuals are generally asked whether their moral and social norms induce
them to act to change their lifestyles regarding environmental sustainability. In this case, the individual’s decision to act depends, beyond the supporting moral and social norms, on personal efficacy (the belief of one’s own ability to change one’s behaviour) and outcome efficiency (the belief that the individual change can contribute to having a positive impact on the problem) (European Social Survey (ESS), 2018), as well as obvious economic incentives.

Within this broader field of climate change preferences, preferences for climate change policies concern a more specific issue related to the best way to address the challenge from the policymaker’s perspective. They include, among others, opinions about banning fossil fuels, taxing them and subsidizing renewables, which are decisions that obviously have an effect on household budgets.

Regarding the first considered point (beliefs on climate change), the AXA/IPSOS (2012) survey reports a very high average level of beliefs regarding both climate change and its anthropogenic causes in almost all countries, except for the US, where the share of climate change skeptics is higher. Ziegler (2017) finds that conservative political orientation is negatively correlated with the willingness to pay for environmental sustainability in both Germany and the US. However, the same political orientation discriminates against climate change beliefs only in the US and not in Germany, where both right- and left-wing respondents have similar opinions about climate change beliefs (Tjernström & Tietenberg, 2008; Dunlap & McCright, 2008; McCright & Dunlap, 2011; Unsworth & Fielding, 2014). Campbell and Kay (2014) isolate two factors regarding the effects of ideological orientation on climate change aversion. The first is the defence of status quo and system functioning, and the second is aversion towards policies needed to tackle climate change.

Allo and Loureiro (2014) provide a meta-analysis on the role of behavioural norms in climate change preferences and highlight the importance of time preferences and social capital. Tjernström and Tietenberg (2008) find that government trustworthiness affects attitudes and willingness to pay. Douenne and Fabre (2020) investigate climate change preferences in France after the Yellow Vest crisis and find a very low consensus for a carbon tax despite strong climate change awareness. Other studies concentrate on gender differences in environmental preferences and find that women express significantly stronger concerns about environmental sustainability compared to men (e.g., Blocker & Eckberg, 1997; Davidson & Freudenburg, 1996; Greenbaum, 1995; Klineberg et al., 1998; Marshall, 2004). Andor et al. (2018) find that older people are less likely to support the subsidization of renewables than are younger people.

In this literature, there is evidence of a reduced number of studies on policy preferences that aim to reduce climate change. Among them, Brannlund and Person (2012) show that Swedes tend to dislike the term ‘tax’ and demonstrate a preference for instruments that have a positive effect on environmentally friendly technology and climate awareness in an internet-based choice experiment where they are asked to choose between two alternative hypothetical policy instruments. A similar study is conducted by Bannon et al. (2007) on the preferences of Americans for policies reducing greenhouse gas emissions.

Another crucial focus of this literature concerns the demographic, attitudinal and contextual role in the analysis of public preferences towards government efforts to
reduce climate change. Berk and Fovell (1999) examine the willingness to pay to tackle climate change for a sample of Los Angeles residents by varying several climate change scenarios that differ in ways that are consistent with the existing variations in climate. Many similar studies have been conducted over the years (Aronson & Blake, 2001; Bord et al., 2000; O’Connor et al., 1999, 2002; Kempton, 1991; Leiserowitz, 2006; Zahran et al., 2006).

The original focus of our paper within this literature is the attention to tax and subsidy fiscal policies addressing climate change. These policies are becoming increasingly centre stage and are supported by sound theoretical background. A well-known contribution by Acemoglu et al. (2012) indicates that “directed technical change” is essential to achieving the goal of sustainable growth and that taxes and subsidies are crucial to redirecting corporate incentives towards this goal. The approach also shows that delays in taking the new development path make future adjustments more costly. Such policies are also important to winning over resistance to adaptation to climate change, which has been shown to be cognitively difficult to accept due to conservatism and risk aversion (Tam & McDaniels, 2013). In the same direction, Speck (2017) provides a political economy analysis of the potential of environmental tax reforms by focusing on the interaction between economics and political factors and considering climate and energy policies and demographic changes.

In the analysis of the drivers of tax and subsidies climate change policies, we refer not only to traditional sociodemographic factors but also to variables that are currently unexplored in the literature, such as the climate conditions at the time of the interview. In the section that follows, we explain our research hypotheses that lead to the econometric analysis that follows.

The cross-country tax and subsidy focus made available by the European Social Survey is extremely important for several reasons. In almost all countries, environmentally harmful subsidies still exist, and most countries are trying to eliminate such subsidies and articulate policies that support the transition to renewable energies financed by taxes (and not subsidies) on fossil fuels. Hence, based on data provided by the ESS database, we can determine three positions with respect to climate change policies. The weakest is being against taxes and subsidies, while the intermediate is being in favour of subsidies on renewables but not on taxes on fossil fuels. The third is in favour of both taxing fossil fuels and subsidizing renewable energy; therefore, this position may suggest support for balanced budget policies that tackle climate change. Even though the ESS data do not explicitly ask opinions about the existing subsidies to fossil fuels (i.e., environmentally harmful subsidies), it is evident that the strongest critical position present in them is that which favours the tax-and-subsidy policy.

1 According to Coady et al. (2019), subsidies for fossil fuels at the world level were projected at $5.2 trillion in 2017, corresponding to 6.5% of the world GDP.
3 Our research hypotheses

To our knowledge, only a minimum part of the above described literature has explicitly focused on preferences for climate change policies, while none of the abovementioned works make contributions regarding the specific issue of potentially balanced budget policies that tax fossil fuels and subsidize renewables. We therefore wonder whether their findings on the more general issue of climate change preferences translate into similar results for this specific object of research.

For this purpose, we formulate the following research hypotheses.

The existence of a literature on the relatively higher female sensitivity for environmental sustainability (Torgler et al., 2008; Zelezny et al., 2000) leads us to expect that such sensitivity also translates into a higher propensity for the tax-and-subsidy group (bonus/malus policy). We test whether this is the case and hypothesize as follows:

\( H1: \) Women are significantly more likely to opt for the (bonus/malus) tax-and-subsidy policy than are men.

The recent rise of the Fridays for Future protest among the younger generations around the world and the relatively longer time horizon of younger individuals who are likely to suffer for a longer time from the negative future consequences of climate change lead us to expect that these individuals will be relatively more in favour of bonus/malus policies that aim to tackle climate change, net of the impact of their economic condition (Whitehead, 1991; Carlsson & Johansson-Stenman, 2000). We also consider, however, that by controlling for income, we can only partially account for the offsetting factor of the relatively worse economic conditions of younger individuals. In addition, even controlling for income and wealth, life cycle considerations can lead to a relatively higher propensity to save (and therefore lower propensity to pay taxes for fossil fuels) among the younger generations. Thus, we hypothesize as follows:

\( H2: \) Younger people are significantly more likely to opt for the bonus/malus policy than are older people.

There is vast evidence on the role of education in social capital, civic sensibility and willingness to pay for public goods (Helliwell & Putnam, 1999). Additionally, educated individuals are more likely to take preventive measures to avoid problems that are not immediately visible, such as taking insurance to avoid natural disasters (Atreya et al., 2015) or taking prevention against illnesses with no pain, such as diabetes and hypertension (Pandit et al., 2009), compared to their counterparts. We therefore assume that such evidence should translate into a similar higher willingness to agree to tax-and-subsidy policies aimed at defending the public good of environmental sustainability. Thus, we hypothesize as follows:

\( H3: \) More-educated individuals are significantly more likely to opt for the (bonus/malus) tax-and-subsidy policy than are less-educated individuals.

The theoretical and empirical research on the willingness to pay for environmental sustainability mentioned in Sect. 2 clearly shows that a right-wing political orientation is negatively correlated with such a willingness, at least in some
countries (Ziegler, 2017). We wonder whether this effect is also present for the climate change policy preferences measured by the ESS and whether the effect persists or disappears once we control for beliefs on climate change and its anthropogenic causes. Thus, we hypothesize as follows:

**H4**: Right-wing respondents are significantly less likely to opt for the bonus/malus (tax-and-subsidy policy) compared to left-wing respondents.

It is reasonable to believe the willingness to pay for environmental sustainability and the favour for policies that may also imply higher taxes should depend on the income of the respondents. Consider here, however, that we do not know whether the ESS respondents understand from the tax question whether the tax is directly placed on them (i.e., through higher costs of purchase/usage of non-hybrid or nonelectric cars) or on production sectors. We can reasonably assume, however, that the respondents are somewhat aware that, in the second case, the effect of taxing fossil fuels may also fall upon them in all cases of non-monopolistic suppliers along the product chain of a given good depending on fossil fuels. Thus, we hypothesize as follows:

**H5**: Individuals with higher post-tax income are significantly more likely to opt for the bonus/malus policy compared to their counterparts.

It is intuitive to believe that human beings are more willing to pay to avoid a negative event when they see that event coming closer or being more likely to occur. The insurance literature finds support for this hypothesis and shows that microinsurance demand is higher after a flood event (Turner et al., 2014). In the same way, the danger and consequences of climate change are more evident in the hottest months of the year. We therefore expect that seasonality effects in the month of the interview matter, and we hypothesize as follows:

**H6**: Individuals interviewed in the hottest months of the year are significantly more likely to opt for (bonus/malus) tax-and-subsidy policy compared to those interviewed at other times of the year.

### 4 Theoretical framework of our research hypotheses

Our research hypotheses have common theoretical underpinnings.

The very simple theoretical framework behind them is a model where the utility function of the respondent has the following two arguments:

\[
U(E[EnvQual], C)
\]

that is, the environmental preference (\(EnvQual\))—based on the perceived benefit (harm) of environmental quality (degradation) on one’s own life plus the other-regarding preference for contribution to the environmental public good—and the rest of consumption goods (\(C\)). We also reasonably assume the following hierarchy of policy effects on environmental quality, where the tax-and-subsidy policy performs better than the subsidy-only policy, which is in turn better than the no-tax-no-subsidy policy.
By assuming that environmental quality is not an inferior good, the demand for environmental quality is increasing in the income level (hence, given the assumed hierarchy of policy effects, higher income respondents are relatively more likely to opt for the tax-and-subsidy solution than the subsidy-only solution compared to their counterparts). Second, we conveniently assume that respondents with a lower level of education have a reduced perception of the negative effects of environmental degradation on their utility (as well as a lower social capital and willingness to pay for the public good). Third, it is easy to check that in an intertemporal version of our utility function, younger individuals have a higher perception of the negative effect of environmental harm compared to older individuals due to their longer time horizons.

Additionally, hotter temperatures create a priming effect (Bimonte et al., 2020) and make the environmental problem more salient, which, consequently, makes the preference for environmental quality more salient.

Hence, most if not all our research hypotheses can be formulated consistently with this simple and standard theoretical framework.

5 The database

The source for our empirical analysis is the European Social Survey (ESS). The ESS collects information on social preferences, political preferences, beliefs and sociodemographic variables from a large sample of respondents at the cross-country level (a detailed description of the ESS climate preference and opinion variables is provided in Appendix 1). More specifically, we focus our attention on the 8th wave, which was implemented between January 2016 and December 2017, since this is the only wave that collected preferences on climate change and climate change policies. The wave includes representative samples from the following 23 countries: Austria, Belgium, the Czech Republic, Estonia, Finland, France, Germany, Hungary, Iceland, Ireland, Israel, Italy, Lithuania, Netherlands, Norway, Poland, Portugal, the Russian Federation, Slovenia, Spain, Sweden, Switzerland, and the United Kingdom. The sample size varies according to the econometric specification considered, ranging from a minimum value of 25,248 (due to missing observations) to a maximum value of 32,172. As explained in the ESS methodological note (ESS, 2018), high-quality translation, rigorous design processes and guidelines regarding data collection all work together to ensure the quality of the database and the reliability of cross-national comparisons.

5.1 Descriptive findings

Consensus for climate change is quite strong among the ESS respondents (approximately 90%), even though only 55.39% of them declare that the climate is “definitely” changing, while 35.5% declare that it is “probably” changing (Table 1). Only 2.2% of the respondents declare that climate is “definitely not changing”. The country with the highest combined share of consensus for climate change (“definitely” or
| Variable                                      | Obs  | Density | Variable                                      | Obs  | Density |
|-----------------------------------------------|------|---------|-----------------------------------------------|------|---------|
| Household’s total net income decile           | 36.445 |         | In favor of the only-subsidy policy           | 43.377 | 0.471   |
| 1                                             | 0.109 |         | In favor of the tax-and-subsidy policy        | 43.377 | 0.278   |
| 2                                             | 0.110 |         |                                               |       |         |
| 3                                             | 0.113 |         | Age class                                     |       | 44.387  |
| 4                                             | 0.110 |         | 0–19                                          |       | 0.052   |
| 5                                             | 0.108 |         | 20–29                                         |       | 0.130   |
| 6                                             | 0.105 |         | 30–39                                         |       | 0.153   |
| 7                                             | 0.107 |         | 40–49                                         |       | 0.165   |
| 8                                             | 0.101 |         | 50–59                                         |       | 0.171   |
| 9                                             | 0.073 |         | 60–69                                         |       | 0.169   |
| 10                                            | 0.068 |         | 70–79                                         |       | 0.105   |
|                                                |       |         | 80–89                                         |       | 0.043   |
|                                                |       |         | 90+                                           |       | 0.008   |
| Country                                       | 44.387 |         | Placement on the left right scale (0 = extreme left) | 38.583 | 0.037   |
| Austria                                       | 0.045 |         |                                               |       | 0.021   |
| Belgium                                       | 0.039 |         |                                               |       | 0.054   |
| Switzerland                                   | 0.034 |         |                                               |       | 0.097   |
| Czech Republic                                | 0.051 |         |                                               |       | 0.097   |
| Germany                                       | 0.064 |         |                                               |       | 0.321   |
| Estonia                                       | 0.045 |         |                                               |       | 0.106   |
| Spain                                         | 0.044 |         |                                               |       | 0.110   |
| Finland                                       | 0.043 |         |                                               |       | 0.084   |
| France                                        | 0.046 |         |                                               |       | 0.025   |
| United Kingdom                                | 0.044 |         |                                               |       | 0.041   |
| Hungary                                       | 0.036 |         |                                               |       | 0.084   |
| Ireland                                       | 0.062 |         |                                               |       | 0.025   |
| Israel                                        | 0.057 |         |                                               |       | 0.041   |
| Variable               | Obs  | Density | Variable               | Obs  | Density |
|------------------------|------|---------|------------------------|------|---------|
| Iceland                | 0.019|         | Italy                  | 0.059|         |
| Lithuania              | 0.047|         | Netherlands            | 0.037|         |
| Norway                 | 0.034|         | Education status       |      | 44.170  |
| Poland                 | 0.038|         | No or unfinished       |      | 0       |
| Portugal               | 0.028|         | Primary                |      | 0.087   |
| Russian Federation     | 0.054|         | Lower Secondary        |      | 0.167   |
| Sweden                 | 0.034|         | Upper secondary        |      | 0.161   |
| Slovenia               | 0.029|         | Post-secondary, non tertiary | 0.197|
|                        |      |         | First level tertiary   |      | 0.142   |
|                        |      |         | Second level tertiary  |      | 0.107   |
|                        |      |         | Upper tertiary         |      | 0.136   |
| Month of the interview | 44.365|        | January                | 0.107|         |
|                        |      |         | February               | 0.071|         |
|                        |      |         | March                  | 0.041|         |
|                        |      |         | April                  | 0.028|         |
|                        |      |         | May                    | 0.016|         |
|                        |      |         | June                   | 0.029|         |
|                        |      |         | July                   | 0.005|         |
|                        |      |         | August                 | 0.005|         |
|                        |      |         | September              | 0.115|         |
|                        |      |         | October                | 0.216|         |
|                        |      |         | Male                   |      | 44.378  |
|                        |      |         | November               | 0.244|         |
|                        |      |         | December               | 0.117|         |
| Variable                        | Obs  | Density | Variable                        | Obs  | Density |
|--------------------------------|------|---------|---------------------------------|------|---------|
| Climate is changing            | 43.289 |         | Climate change: human or natural | 41.885 |         |
| Definitely changing            | 0.553  |         | Only natural                    | 0.018  |         |
| Probably changing              | 0.355  |         | Mainly natural                  | 0.069  |         |
| Probably not changing          | 0.042  |         | Natural and Human               | 0.456  |         |
| Definitely not changing        | 0.022  |         | Mainly human                    | 0.384  |         |

Density measures the average value of the (0/1) dummy variable picking up the given modality of the categorical variable.
The share of individuals who believe that climate change is not relevantly caused by human activity is very small (1.78% believe it is entirely a natural process, while 6.54% believe it is mainly a natural process). The country with the highest combined consensus (excluding answers where climate change is “entirely” or “mainly” a natural process) is Germany (94.8%), while the lowest consensus (82.7%) is found in Lithuania.

Despite the widespread awareness of the climate change problem and of its anthropogenic causes, there does not seem to be widespread consensus for potentially balanced budget policies that tax fossil fuels and subsidize renewables to tackle it. Only a minority of the respondents (28%) are in favour of the tax-and-subsidy option in the overall sample, while a larger share, i.e., close to a majority (47%), is in favour of the subsidy-only policy. All the rest of the respondents are against taxing fossil fuels and subsidizing renewables, with the exception of a 5 per thousand share of the sample who are in favour of the tax but not of the subsidy. None of them, however, is present in the econometric estimates that follow for missing data on the key variables used in our empirical analysis. We can therefore conveniently assume, based on our sample data, that the only three statistically relevant positions on climate change policies are those in favour of the tax-and-subsidy (bonus/malus) policy, those in favour of the subsidy-only policy only and those against both taxes and subsidies.

The descriptive findings on the tax-and-subsidy group according to educational status highlight a strong positive relationship between education and the tax-and-subsidy option. The difference between the respondents with only a primary school or upper-tertiary school education is quite strong (more than 20%), but even the share of the respondents with an upper-tertiary education (the education class with the highest consensus for that policy) is below an absolute majority (approximately 40%) (Fig. 1a, b).

Income distribution also seems to play a relevant role since the share of the respondents favourable to both subsidies on renewables and taxes on fossil fuels...
increases as we move to the upper part of the income distribution. More specifically, 42% of the respondents from the highest domestic income decile belong to the tax-and-subsidy group versus 22% of the respondents from the lowest decile (Fig. 2a, b).

The descriptive findings on political orientation show that the highest consensus for the tax-and-subsidy (bonus/malus) policy is for left-wing and centre-left wing respondents (with a maximum of approximately 40%), while the consensus drops to 20% for extreme right-wing respondents (Fig. 3a, b).

In regard to the distribution of policy preferences across the countries, the tax-and-subsidy group represents the majority only in Sweden (approximately 54%), while it is at its lowest level (14%) in Poland, even though the Polish respondents are not among those who deny more climate change or its anthropogenic causes among the 23 country respondents (Fig. 4a, b).

The seasonal effect is strong and remarkable, with the share of those favourable to the tax-and-subsidy policy peaking in August, followed by a subsequent decline (Fig. 5a, b). The descriptive evidence on the tentative drivers of preferences for climate change policies will be checked in the econometric analysis that follows, where the effect of each variable considered in our research hypothesis will be evaluated after controlling for the concurring effect of all remaining relevant drivers.
5.2 Econometric specification and findings

To test our research hypotheses, we estimate the following specification:

\[
\text{TaxAndSubsidy}_i = \alpha_0 + \alpha_1 \text{Male}_i + \sum_{g} \beta_g \text{DAgeClass}_{g,i} + \sum_{j} \delta_j \text{DIncomeDecile}_{j,i} \\
+ \sum_{m} \eta_m \text{DLeftRightScale}_{m,i} + \sum_{l} \zeta_l \text{DEducationStatus}_{l,i} + \sum_{o} \lambda_o \text{DInterviewMonth}_{o,i} \\
+ \sum_{p} \xi_p \text{DClimateIsChanging}_{p,i} + \sum_{q} \rho_q \text{DClimateChangeHumanOrNatural}_{q,i} \\
+ \sum_{r} \varphi_r \text{DAgeClass}_{r,i} \times \text{HighEduc} + \sum_{s} \psi_s \text{DCountry}_{s,i} + \epsilon_i
\]

(2)
where the controls include a (0/1) dummy for male gender and dummies for age classes. We also include income dummies that correspond to deciles of the domestic income distribution dummies, and we measure self-assessed political orientation as placement on a 0–10 left–right political scale (the extreme left 0 class being the omitted benchmark). \(^2\) Dummies for education status are built according to the ISCED\(^3\) classification (less than lower secondary, lower secondary, lower-tier upper secondary, upper-tier upper secondary, advanced vocational, subdegree, lower tertiary education, higher tertiary education), with education positions not harmonizable in the ISCED classification being the omitted benchmark.

Other controls include the month interview dummies, which include three “summer” (0/1) dummies (June, July and August). Controls regarding climate change are also added to the estimate. More specifically, the first control (D\(_{\text{ClimateIsChanging}}\)) concerns peoples’ beliefs about climate change, with dummies taking a value of one for those respondents who say that the climate is probably changing or probably not changing, with beliefs about the climate definitely changing being the omitted benchmark. The second control (D\(_{\text{ClimateChangeHumanOrNatural}}\)) introduces dummies that measure whether the respondents believe that climate change is caused by a natural process or by humans (mainly natural, equally between natural and human, mainly human and entirely human), with the opinion that climate change is caused entirely by a natural process being the omitted benchmark. Interaction between the last age group (from 50 years of age onwards) and a high level of education is also added to the estimate to test whether the education of the younger generations, with their stronger concern on sustainability, has a differential effect on our dependent variable.

The specification finally includes dummies for each country of origin (Germany, Sweden, Netherlands, Spain, Italy, France, Switzerland, Belgium, Israel, Czech Republic, United Kingdom, Norway, Finland, Lithuania, Iceland, Ireland, Poland, Ireland, Hungary, Portugal, Slovenia, Estonia), with Austria being the omitted benchmark. The model is estimated with country-clustered standard errors.

We start by estimating a simplified specification that includes only sociodemographic factors (Table 2, column 1). We find somewhat surprisingly that gender and age do not affect climate change policy preferences, with the only exception being the first age cohort since respondents who are less than 20 years old are more likely to be part of the tax-and-subsidy group (vis-à-vis the alternative of being only in favour of the subsidy or against both). Income is shown to be important, as all respondents above the seventh decile are more likely to be in favour of the tax-and-subsidy (bonus/malus) option, and the coefficient magnitude increases as we move to higher income deciles. Political orientation is also important; individuals who

\(^2\) The ESS survey asks respondents to report their household’s total income, after tax and compulsory deductions, from all sources. Respondents should provide an estimate if they do not know the exact value of their income. After-tax income deciles are calculated at the country level and therefore measure the relative income within a given country.

\(^3\) ISCED refers to the International Standard Classification of Education, which was created by UNESCO to harmonize the education levels of different countries into common categories (those corresponding to the education dummies introduced in our estimate). For details, see http://uis.unesco.org/en/topic/international-standard-classification-education-ised
| Variables                | (1)   | (2)   | (3)   | (4)   | (5)   | (6)   | (7)   | (8)   |
|--------------------------|-------|-------|-------|-------|-------|-------|-------|-------|
| Male                     | −0.014| −0.003| −0.004| −0.001| 0.003 | 0.008 | 0.007 | 0.010 |
|                          | (0.024)| (0.023)| (0.024)| (0.024)| (0.021)| (0.022)| (0.022)| (0.022)|
| Age class                |       |       |       |       |       |       |       |       |
| 0–19                     | 0.442***| 0.332***| 0.349***| 0.357***| 0.364***| 0.288**| 0.314**| 0.322**|
|                          | (0.112)| (0.127)| (0.128)| (0.129)| (0.128)| (0.144)| (0.146)| (0.146)|
| 20–29                    | 0.204* | 0.122 | 0.130 | 0.120 | 0.150 | 0.097 | 0.111 | 0.099 |
|                          | (0.114)| (0.126)| (0.126)| (0.127)| (0.126)| (0.142)| (0.142)| (0.142)|
| 30–39                    | 0.182* | 0.115 | 0.126 | 0.113 | 0.125 | 0.086 | 0.105 | 0.089 |
|                          | (0.109)| (0.129)| (0.128)| (0.129)| (0.126)| (0.146)| (0.147)| (0.147)|
| 40–49                    | 0.128 | 0.066 | 0.079 | 0.067 | 0.058 | 0.024 | 0.045 | 0.031 |
|                          | (0.116)| (0.131)| (0.131)| (0.131)| (0.134)| (0.151)| (0.151)| (0.152)|
| 50–59                    | 0.090 | 0.046 | 0.051 | 0.046 | 0.029 | 0.010 | 0.021 | 0.018 |
|                          | (0.106)| (0.123)| (0.123)| (0.121)| (0.126)| (0.144)| (0.145)| (0.142)|
| 60–69                    | 0.083 | 0.045 | 0.046 | 0.064 | 0.038 | 0.024 | 0.028 | 0.043 |
|                          | (0.115)| (0.129)| (0.129)| (0.132)| (0.131)| (0.146)| (0.146)| (0.153)|
| 70–79                    | 0.100 | 0.081 | 0.080 | 0.125 | 0.051 | 0.048 | 0.050 | 0.100 |
|                          | (0.108)| (0.123)| (0.124)| (0.131)| (0.124)| (0.142)| (0.142)| (0.149)|
| 80–89                    | 0.129 | 0.121 | 0.119 | 0.149 | 0.090 | 0.097 | 0.097 | 0.145 |
|                          | (0.119)| (0.133)| (0.134)| (0.130)| (0.139)| (0.157)| (0.157)| (0.154)|
| Household income decile  |       |       |       |       |       |       |       |       |
| 2                        | −0.016| −0.025| −0.021| −0.021| −0.009| −0.017| −0.013| −0.012|
|                          | (0.025)| (0.027)| (0.027)| (0.027)| (0.024)| (0.025)| (0.025)| (0.025)|
| 3                        | 0.059 | 0.060 | 0.065 | 0.065 | 0.043 | 0.047 | 0.053 | 0.054 |
|                          | (0.043)| (0.039)| (0.041)| (0.041)| (0.044)| (0.040)| (0.042)| (0.042)|
| 4                        | 0.037 | 0.038 | 0.045 | 0.046 | 0.021 | 0.027 | 0.037 | 0.039 |
Table 2 (continued)

|     | (1)      | (2)      | (3)      | (4)      | (5)      | (6)      | (7)      | (8)      |
|-----|----------|----------|----------|----------|----------|----------|----------|----------|
| 0.036 | 0.039 | 0.041 | 0.042 | 0.033 | 0.035 | 0.037 | 0.038 |
| 5   | 0.051 | 0.047 | 0.056 | 0.057 | 0.038 | 0.039 | 0.051 | 0.052 |
| 0.046 | 0.047 | 0.050 | 0.050 | 0.038 | 0.040 | 0.042 | 0.042 |
| 6   | 0.101* | 0.086 | 0.096* | 0.099* | 0.078 | 0.072 | 0.087 | 0.089 |
| 0.053 | 0.052 | 0.055 | 0.055 | 0.051 | 0.053 | 0.056 | 0.056 |
| 7   | 0.121** | 0.113** | 0.123** | 0.126** | 0.091* | 0.091* | 0.106** | 0.108** |
| 0.053 | 0.051 | 0.055 | 0.055 | 0.049 | 0.049 | 0.053 | 0.053 |
| 8   | 0.147*** | 0.132*** | 0.144*** | 0.145*** | 0.104*** | 0.097** | 0.114*** | 0.115** |
| 0.048 | 0.048 | 0.052 | 0.051 | 0.039 | 0.041 | 0.045 | 0.045 |
| 9   | 0.223*** | 0.192*** | 0.206*** | 0.205*** | 0.186*** | 0.166*** | 0.186*** | 0.185*** |
| 0.056 | 0.056 | 0.062 | 0.062 | 0.049 | 0.051 | 0.056 | 0.057 |
| 10  | 0.268*** | 0.243*** | 0.258*** | 0.256*** | 0.233*** | 0.218*** | 0.239*** | 0.236*** |
| 0.056 | 0.057 | 0.064 | 0.064 | 0.050 | 0.051 | 0.059 | 0.059 |

Left–right scale political orientation (0 = extreme left)

|     | (1)      | (2)      | (3)      | (4)      | (5)      | (6)      | (7)      | (8)      |
|-----|----------|----------|----------|----------|----------|----------|----------|----------|
| 0.204*** | 0.201*** | 0.202*** | 0.201*** | 0.204*** | 0.210*** | 0.210*** | 0.209*** |
| 0.052 | 0.064 | 0.065 | 0.065 | 0.056 | 0.061 | 0.062 | 0.062 |
| 0.090* | 0.101** | 0.102** | 0.102** | 0.059 | 0.074 | 0.074 | 0.075 |
| 0.052 | 0.051 | 0.050 | 0.051 | 0.060 | 0.061 | 0.060 | 0.061 |
| 0.096* | 0.108** | 0.110** | 0.109** | 0.048 | 0.065 | 0.065 | 0.065 |
| 0.052 | 0.051 | 0.051 | 0.051 | 0.061 | 0.062 | 0.062 | 0.062 |
| 0.024 | 0.006 | 0.007 | 0.007 | 0.063 | 0.032 | 0.032 | 0.032 |
| 0.058 | 0.061 | 0.061 | 0.061 | 0.066 | 0.070 | 0.070 | 0.070 |
| 0.247*** | −0.191*** | −0.189*** | −0.190*** | −0.248*** | −0.197*** | −0.195*** | −0.196*** |
| 0.061 | 0.060 | 0.060 | 0.060 | 0.066 | 0.067 | 0.067 | 0.067 |
|    | (1)  | (2)  | (3)  | (4)  | (5)  | (6)  | (7)  | (8)  |
|----|------|------|------|------|------|------|------|------|
| 6  | −0.209*** | −0.146** | −0.145** | −0.147** | −0.218*** | −0.158** | −0.158** | −0.160*** |
|    | (0.067) | (0.066) | (0.066) | (0.074) | (0.072) | (0.072) | (0.072) |      |
| 7  | −0.263*** | −0.178** | −0.176** | −0.177** | −0.261*** | −0.186** | −0.184** | −0.185*** |
|    | (0.070) | (0.070) | (0.070) | (0.081) | (0.081) | (0.081) | (0.081) |      |
| 8  | −0.294*** | −0.210*** | −0.210*** | −0.210*** | −0.277*** | −0.204** | −0.205** | −0.203*** |
|    | (0.078) | (0.073) | (0.074) | (0.086) | (0.080) | (0.080) | (0.080) |      |
| 9  | −0.309*** | −0.221*  | −0.220*  | −0.218*  | −0.269** | −0.199 | −0.198 | −0.197  |
|    | (0.113) | (0.119) | (0.119) | (0.120) | (0.126) | (0.126) | (0.126) |      |
| 10 | −0.302*** | −0.244*** | −0.242*** | −0.242*** | −0.292*** | −0.247*** | −0.245*** | −0.245*** |
|    | (0.094) | (0.090) | (0.090) | (0.093) | (0.090) | (0.089) | (0.089) |      |

**Education status**

|                  | (1)  | (2)  | (3)  | (4)  | (5)  | (6)  | (7)  | (8)  |
|------------------|------|------|------|------|------|------|------|------|
| Lower secondary  | 0.093* | 0.065 | 0.065 | 0.076 | 0.055 | 0.039 | 0.039 | 0.053 |
|                  | (0.052) | (0.051) | (0.050) | (0.051) | (0.051) | (0.049) | (0.048) | (0.049) |
| Upper secondary  | 0.086 | 0.053 | 0.052 | 0.068 | 0.033 | 0.009 | 0.008 | 0.028 |
|                  | (0.052) | (0.054) | (0.053) | (0.055) | (0.047) | (0.047) | (0.046) | (0.048) |
| Post-secondary   | 0.261*** | 0.215*** | 0.214*** | 0.234*** | 0.200*** | 0.164*** | 0.161*** | 0.186*** |
|                  | (0.052) | (0.048) | (0.047) | (0.050) | (0.044) | (0.040) | (0.039) | (0.040) |
| First level tertiary | 0.260*** | 0.207*** | 0.204*** | 0.252*** | 0.190*** | 0.150*** | 0.146*** | 0.202*** |
|                  | (0.057) | (0.054) | (0.052) | (0.062) | (0.055) | (0.050) | (0.048) | (0.055) |
| Second level tertiary | 0.484*** | 0.431*** | 0.428*** | 0.471*** | 0.408*** | 0.372*** | 0.367*** | 0.418*** |
|                  | (0.071) | (0.064) | (0.061) | (0.066) | (0.068) | (0.061) | (0.058) | (0.062) |
| Upper tertiary   | 0.584*** | 0.522*** | 0.517*** | 0.563*** | 0.523*** | 0.474*** | 0.467*** | 0.521*** |
|                  | (0.065) | (0.055) | (0.053) | (0.060) | (0.059) | (0.047) | (0.045) | (0.050) |

**Interview month**
### Table 2 (continued)

|                     | (1)     | (2)     | (3)     | (4)     | (5)     | (6)     | (7)     | (8)     |
|---------------------|---------|---------|---------|---------|---------|---------|---------|---------|
| **June**            |         |         |         |         |         |         |         |         |
|                     | 0.441***| 0.529***| 0.532***| 0.531***| 0.441***| 0.516***| 0.521***| 0.521***|
|                     | (0.058) | (0.055) | (0.055)| (0.057) | (0.074) | (0.073) | (0.073) | (0.073) |
| **July**            |         |         |         |         |         |         |         |         |
|                     | 0.404***| 0.542***| 0.545***| 0.545***| 0.438***| 0.551***| 0.556***| 0.557***|
|                     | (0.057) | (0.055) | (0.055)| (0.056) | (0.073) | (0.072) | (0.072) | (0.072) |
| **August**          |         |         |         |         |         |         |         |         |
|                     | 0.126***| 0.111***| 0.110***| 0.112***| 0.172***| 0.149***| 0.148***| 0.151***|
|                     | (0.024) | (0.035) | (0.036)| (0.036) | (0.023) | (0.033) | (0.033) | (0.033) |
| **Climate change human or natural** |         |         |         |         |         |         |         |         |
| Mainly natural      |         |         |         |         |         |         |         |         |
|                     | 0.252***| 0.250***| 0.250***|         | 0.194** | 0.189** | 0.188** |         |
|                     | (0.076) | (0.075) | (0.075)|         | (0.090) | (0.090) | (0.090) |         |
| Natural and human   |         |         |         |         |         |         |         |         |
|                     | 0.386***| 0.384***| 0.385***|         | 0.271***| 0.267***| 0.266***|         |
|                     | (0.069) | (0.069) | (0.069)|         | (0.081) | (0.081) | (0.081) |         |
| Manly human         |         |         |         |         |         |         |         |         |
|                     | 0.600***| 0.598***| 0.597***|         | 0.446***| 0.441***| 0.439***|         |
|                     | (0.075) | (0.075) | (0.075)|         | (0.089) | (0.089) | (0.088) |         |
| Only human          |         |         |         |         |         |         |         |         |
|                     | 0.646***| 0.645***| 0.644***|         | 0.496***| 0.494***| 0.492***|         |
|                     | (0.069) | (0.070) | (0.069)|         | (0.084) | (0.084) | (0.084) |         |
| **Climate is changing** |         |         |         |         |         |         |         |         |
| Probably changing   |         |         |         |         |         |         |         |         |
|                     | − 0.274***| − 0.273***| − 0.272***| − 0.237***| − 0.235***| − 0.235***|         |         |
|                     | (0.027) | (0.027) | (0.027)| (0.031) | (0.031) | (0.031) |         |         |
| Probably not changing |         |         |         |         |         |         |         |         |
|                     | − 0.454***| − 0.457***| − 0.457***| − 0.354***| − 0.358***| − 0.358***|         |         |
|                     | (0.077) | (0.075) | (0.075)| (0.093) | (0.089) | (0.089) |         |         |
| Household size      |         |         |         |         |         |         |         |         |
|                     | − 0.010 | − 0.010 | − 0.010| − 0.014 | − 0.014 |         |         |         |
|                     | (0.013) | (0.013) | (0.013)| (0.013) | (0.013) |         |         |         |

*Interaction between age class and high education*
|                          | (1)       | (2)       | (3)       | (4)       | (5)       | (6)       | (7)       | (8)       |
|--------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Age class 50–59 x high education | − 0.009 (0.048) | − 0.019 (0.045) |          |          |          |          |          |          |
| Age class 60–69 x high education | − 0.060 (0.059) | − 0.057 (0.056) |          |          |          |          |          |          |
| Age class 70–79 x high education | − 0.141** (0.071) | − 0.156** (0.066) |          |          |          |          |          |          |
| Age class 80–89 x high education | − 0.109 (0.073) | − 0.172*** (0.069) |          |          |          |          |          |          |
| Constant                  | − 0.816*** (0.148) | − 1.142*** (0.174) | − 1.134*** (0.173) | − 1.157*** (0.174) | − 0.584*** (0.162) | − 0.845*** (0.196) | − 0.834*** (0.193) | − 0.861*** (0.194) |
| Observations              | 32,172    | 30,744    | 30,715    | 30,715    | 26,152    | 25,269    | 25,248    | 25,248    |
| R-squared                 | 0.080     | 0.097     | 0.098     | 0.098     | 0.069     | 0.081     | 0.082     | 0.082     |

(2): augmented for climate change preferences and beliefs. (3): augmented for household size. (4): augmented for the interaction between age above 49 and high education. (5)–(6)–(7)–(8): same as before, but excluding the no-tax-no-subsidy group from the sample. Sample survival indicates the marginal effects of the covariates on the survival across waves. Clustered (for country) standard errors in parentheses

***p < 0.01, **p < 0.05, *p < 0.1
locate themselves from the centre to the far right of the political spectrum have negative and significant coefficients and are therefore less likely to be in favour of the tax-and-subsidy policy, with respect to the extreme left being the omitted benchmark (with coefficients becoming more negative as we move towards the extreme right). Education is also shown to matter, as individuals with an upper-tier upper secondary education are significantly more likely to be in favour of the tax-and-subsidy policy compared to their counterparts. Here, again, the coefficients become larger as we move towards higher education levels. What we measure here is the net effect of education, as its gross impact includes an indirect effect on the dependent variable through higher income (individuals with a higher education also have a higher income due to the well-known return to schooling effects). The month of the interview matters as well (consistent with research hypothesis H06), since the respondents are more likely to declare that they are in favour of the tax-and-subsidy policy when they are interviewed in the hottest months of the year (June, July, and August, with a lower magnitude). We interpret our findings by arguing that administering the survey in the hottest months creates a priming effect that makes the environmental problem more salient. In this respect, our findings contribute originally to the literature on priming environmental goals (Halali et al., 2017; Tate et al., 2014) since, unlike the empirical analyses where priming is induced with an explicit treatment, we can interpret our findings by arguing that hot temperatures activate a priming mechanism that is not intentionally and artificially created by the experimenter. Our findings also relate to the more general longstanding literature on the priming effects of temperature on cognition and behaviour (see, among others, Bimonte et al., 2020).

Country effects show that the lowest consensus on the tax-and-subsidy policy is found in some Eastern countries, with Estonia, the Russian Federation and Poland having the highest negative coefficients and therefore being much less in favour of such policy vis-à-vis the omitted benchmarks of Austria and the Nordic countries, who have higher positive values (Table 3). These findings do not reject the hypothesis set forth in the literature that Nordic countries have, ceteris paribus, higher care for the environment and historically higher levels of social capital (see, among others, Rothsteing and Stolle, 2003), with social capital being correlated with willingness to pay for environmental sustainability. Hence, we can infer that the impact of the country variables in the estimates, net of the seasonal effect captured by our month dummies, is related to social capital or other cultural factors not captured by other regressors in the estimate. We find further support for this claim by calculating the average country values of interpersonal trust (ESS question: “People have to be trusted”) and care for the environment (ESS question: “It important to care for nature and environment”). The estimates of the two variables are both significant, and Nordic countries have higher values for both variables. We also show that once these two variables are introduced into the estimate, the Nordic country effects either disappear or fall considerably (Table 4).

We estimate a second specification that is augmented with climate change preferences and beliefs. As expected, support for the tax-and-subsidy policy grows with the strength of beliefs in climate change and in its anthropogenic cause (Table 2, column 2). The introduction of these two variables slightly reduces the magnitude
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Table 3: The country Effects on Tax and Subsidy Group

| Variables       | (1)     | (2)     | (3)     | (4)     | (5)     | (6)     | (7)     | (8)     |
|-----------------|---------|---------|---------|---------|---------|---------|---------|---------|
| Country         |         |         |         |         |         |         |         |         |
| Belgium         | −0.163*** | −0.187*** | −0.178*** | −0.177*** | −0.089*** | −0.102*** | −0.091*** | −0.090*** |
|                 | (0.018)  | (0.017)  | (0.020)  | (0.020)  | (0.019)  | (0.018)  | (0.020)  | (0.021)  |
| Switzerland     | 0.393*** | 0.391*** | 0.398*** | 0.399*** | 0.451*** | 0.456*** | 0.465*** | 0.466*** |
|                 | (0.007)  | (0.008)  | (0.010)  | (0.010)  | (0.008)  | (0.008)  | (0.010)  | (0.010)  |
| Czech Republic  | −0.208*** | −0.087*** | −0.085*** | −0.083**  | 0.009    | 0.112*** | 0.113*** | 0.117**  |
|                 | (0.009)  | (0.013)  | (0.013)  | (0.013)  | (0.010)  | (0.014)  | (0.014)  | (0.014)  |
| Germany         | 0.023*   | 0.018    | 0.023*   | 0.026**  | 0.069*** | 0.070*** | 0.076*** | 0.079*** |
|                 | (0.012)  | (0.011)  | (0.012)  | (0.012)  | (0.013)  | (0.012)  | (0.012)  | (0.012)  |
| Estonia         | −0.506*** | −0.413*** | −0.408*** | −0.406**  | −0.443*** | −0.358*** | −0.350*** | −0.348**  |
|                 | (0.018)  | (0.019)  | (0.020)  | (0.020)  | (0.020)  | (0.021)  | (0.021)  | (0.022)  |
| Spain           | −0.321*** | −0.399*** | −0.389*** | −0.385**  | −0.282*** | −0.344*** | −0.331*** | −0.327**  |
|                 | (0.016)  | (0.019)  | (0.024)  | (0.024)  | (0.015)  | (0.018)  | (0.022)  | (0.022)  |
| Finland         | 0.316*** | 0.365*** | 0.369*** | 0.370*** | 0.375*** | 0.423*** | 0.429*** | 0.430**  |
|                 | (0.019)  | (0.020)  | (0.021)  | (0.021)  | (0.021)  | (0.021)  | (0.022)  | (0.022)  |
| France          | −0.257*** | −0.281*** | −0.278**  | −0.276**  | −0.202*** | −0.220*** | −0.215*** | −0.214**  |
|                 | (0.011)  | (0.012)  | (0.013)  | (0.013)  | (0.012)  | (0.013)  | (0.013)  | (0.014)  |
| United Kingdom  | −0.056*** | −0.033**  | −0.029*   | −0.025    | 0.101*** | 0.105*** | 0.110**  | 0.114**  |
|                 | (0.014)  | (0.015)  | (0.016)  | (0.017)  | (0.014)  | (0.015)  | (0.015)  | (0.016)  |
| Hungary         | −0.447*** | −0.490*** | −0.488**  | −0.488**  | −0.474*** | −0.505*** | −0.503*** | −0.504**  |
|                 | (0.056)  | (0.053)  | (0.054)  | (0.055)  | (0.071)  | (0.071)  | (0.071)  | (0.071)  |
| Ireland         | −0.073*** | −0.050*** | −0.043**  | −0.044**  | 0.057*** | 0.074*** | 0.084**  | 0.083**  |
|                 | (0.013)  | (0.015)  | (0.018)  | (0.018)  | (0.014)  | (0.015)  | (0.017)  | (0.017)  |
| Israel          | −0.300*** | −0.240*** | −0.222*** | −0.221*** | −0.148*** | −0.099*** | −0.074*** | −0.072**  |
|                 | (0.014)  | (0.015)  | (0.023)  | (0.024)  | (0.016)  | (0.016)  | (0.025)  | (0.025)  |
| Iceland         | 0.131*** | 0.080*** | 0.091*** | 0.093*** | 0.294*** | 0.250*** | 0.264*** | 0.267*** |
The Table reports country coefficients from the corresponding estimates of Table 2. Austria is the omitted benchmark. (2): augmented for climate change preferences and beliefs. (3): augmented for household size. (4): augmented for the interaction between Age above 49 and high education. (5)–(6)–(7)–(8): same as before, but excluding the no-tax-no-subsidy group from the sample. Sample survival indicates the marginal effects of the covariates on the survival across waves. Clustered (for country) standard errors in parentheses.

***p < 0.01, **p < 0.05, *p < 0.1

|                | (1)       | (2)       | (3)       | (4)       | (5)       | (6)       | (7)       | (8)       |
|----------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| (0.014)        | (0.014)   | (0.017)   | (0.018)   | (0.015)   | (0.016)   | (0.018)   | (0.018)   |
| Italy          | −0.179*** | −0.206*** | −0.195*** | −0.192*** | −0.089*** | −0.103*** | −0.091*** | −0.088*** |
| (0.018)        | (0.019)   | (0.023)   | (0.023)   | (0.023)   | (0.020)   | (0.020)   | (0.024)   | (0.024)   |
| Lithuania      | −0.351*** | −0.293*** | −0.288*** | −0.290*** | −0.216*** | −0.182*** | −0.176*** | −0.178*** |
| (0.018)        | (0.018)   | (0.018)   | (0.017)   | (0.017)   | (0.020)   | (0.019)   | (0.019)   | (0.019)   |
| Netherlands    | 0.195***  | 0.188***  | 0.193***  | 0.196***  | 0.204***  | 0.206***  | 0.211***  | 0.215***  |
| (0.014)        | (0.013)   | (0.014)   | (0.014)   | (0.014)   | (0.015)   | (0.015)   | (0.015)   | (0.015)   |
| Norway         | 0.369***  | 0.456***  | 0.464***  | 0.465***  | 0.401***  | 0.479***  | 0.485***  | 0.490***  |
| (0.013)        | (0.014)   | (0.014)   | (0.014)   | (0.015)   | (0.016)   | (0.016)   | (0.016)   | (0.016)   |
| Poland         | −0.583*** | −0.504*** | −0.493*** | −0.492*** | −0.566*** | −0.490*** | −0.476*** | −0.475*** |
| (0.021)        | (0.022)   | (0.025)   | (0.025)   | (0.022)   | (0.023)   | (0.026)   | (0.026)   | (0.026)   |
| Portugal       | −0.174*** | −0.240*** | −0.233*** | −0.230*** | −0.051**  | −0.102*** | −0.095*** | −0.091*** |
| (0.020)        | (0.024)   | (0.026)   | (0.026)   | (0.020)   | (0.023)   | (0.025)   | (0.025)   | (0.025)   |
| Russian Fed    | −0.542*** | −0.423*** | −0.419*** | −0.419*** | −0.333*** | −0.249*** | −0.243*** | −0.243*** |
| (0.020)        | (0.020)   | (0.020)   | (0.020)   | (0.020)   | (0.021)   | (0.022)   | (0.022)   | (0.022)   |
| Sweden         | 0.572***  | 0.576***  | 0.581***  | 0.584***  | 0.615***  | 0.627***  | 0.634***  | 0.637***  |
| (0.017)        | (0.016)   | (0.017)   | (0.017)   | (0.017)   | (0.017)   | (0.017)   | (0.017)   | (0.017)   |
| Slovenia       | −0.052*** | −0.046*** | −0.033*   | −0.034*   | −0.083*** | −0.068*** | −0.051**  | −0.051**  |
| (0.012)        | (0.013)   | (0.020)   | (0.020)   | (0.020)   | (0.013)   | (0.015)   | (0.022)   | (0.022)   |
| Observations   | 32,172    | 30,744    | 30,715    | 30,715    | 26,152    | 25,269    | 25,248    | 25,248    |
| R-squared      | 0.080     | 0.097     | 0.098     | 0.098     | 0.069     | 0.081     | 0.082     | 0.082     |
of the other significant variables discussed above but not their significance. This is reasonable since in this specification, we measure the net (and not gross) effects of age, education, political orientation and month of the interview after controlling for preferences and beliefs.

A problem with the ESS is the absence of variables measuring wealth that are highly likely to affect our dependent variable. In the specification of column 3, we introduce one proxy to avoid this omitted variable bias, i.e., the number of members in the household. When introducing this proxy in our estimate, we find that while the number of household members is not significant, the R-squared appears to be greater.

We also introduce into the specification the interactions between the age deciles above 50 and a high (above secondary) level of education; we argue that education systems have become much more sensitive and oriented towards sustainability in recent times. Hence, the effect of education on policies against climate change is likely to be stronger for younger respondents than for older respondents. Our findings support this hypothesis since the interaction variable is positive and significant (Table 2, column 4).

In Tables A1–A8 and Figures A1–A8 in the ESM Appendix, we calculate the economic significance of our main drivers in the fully augmented specifications (columns 4 and 8). In terms of economic significance, individuals in the highest income decile have an 8% higher likelihood of being in favour of the tax-and-subsidy policy than the omitted benchmark of respondents in the first income decile. The effects of education and month of the interview are much larger. More specifically, respondents with the highest (upper tertiary) education level have an 18% higher probability
of being in favour of the tax-and-subsidy policy vis-à-vis the omitted benchmark of individuals without a formal degree. The magnitude of the season of the year effect is remarkable since interviews held in June or July have an approximately 17% increased likelihood of being in favour of the tax-and-subsidy policy, with respect to the average of interviews run in all other months of the year except June, July and August.

5.3 Robustness checks

In columns 5–8 of Table 2, we re-estimate the four specifications of columns 1–4 while eliminating the group of individuals who are against both the tax and the subsidy, thereby leaving in the sample only the tax-and-subsidy group and the subsidy-only group. Our main findings are unchanged.

We perform a further robustness check by estimating our specifications in subsamples of European regions (western, northern, southern and eastern countries) (Tables A9–A12). Some of our results are extremely robust in subsample estimates, while others are not. The month of the interview effect is strong and significant in all four estimates, and the same occurs for education and for beliefs on climate change and its anthropogenic causes. However, unlike our estimate for the overall sample, political orientation does not make a difference in eastern and southern countries, while income deciles do not make a difference in eastern countries.

To check the correlation between the month of the interview and the average temperature, we calculated the average temperature in the country of the i-th respondent on the day of the interview. We find confirmation that the highest averages are in June (71.2° Fahrenheit) and July (71.5° Fahrenheit), followed by August (61.7° Fahrenheit). This is consistent with the magnitude of the coefficients being higher in the first two months.

In the first estimate (Table 2), we only measure participation in the first (tax-and-subsidy) group without clarifying how the selected regressors discriminate between the choice of the other two (subsidy-only and neither-tax-nor-subsidy) groups. For instance, we know from the estimate that a lower level of education increases the probability of being in the first group but not how it discriminates between the second and the third groups.

Therefore, to answer this second question, we propose a second simultaneous estimate where participation in the first and second groups is tested simultaneously (Tables A13–A14).

For instance, when looking at the hot months, we find that they are positive with respect to belonging to the first group and negative with respect to belonging to the second group. This means that in the hottest months, there is a significant shift of

---

Note that in some subsamples where there are no countries with interviews in one or more of the three summer months, those summer months are excluded from the estimate.
respondents from the neither tax-nor-subsidy group to the tax-and-subsidy group, coupled by a significant shift from the tax-only group to the neither tax-nor-subsidy group.

The simultaneous equation estimate does not contradict the results from the single equation estimate in Table 2; rather, it enriches them with further information about transitions from and in the three groups.

We further estimate a transition model where the probability of being in favour of the tax-and-subsidy policy and that of being in favour of the subsidy-only policy are jointly estimated in a two equation system. Again, our main findings remain unchanged (see Tables A13–A14).

6 Discussion of our findings and policy implications

The econometric findings presented in the previous section have several policy implications if the observed econometric significance effects hide causality links.

The significant and robust role of education on preferences concerning policies for climate change mitigation in our estimates suggests that investment in education, even when it does not involve specific formation on climate change at all school levels, can play a crucial role. Consider that the elderly respondents in the ESS survey are less likely than younger respondents to have received robust information on climate change during their school years. However, the stronger effect of education on climate change policies in the younger generation confirms that a stronger focus on environmental issues has a positive effect on such preferences.

The income effect provides evidence in support of the lesson learned through the Yellow Vest crisis. “Just transition” 5 is fundamental since low-income classes are much less willing to pay for climate change policies compared to their counterparts. The obvious solution is progressive tax/subsidy schemes, such as those enacted by the Italian government after the French experience with higher taxes only on diesel engines only above a given power (considered a proxy of income).

The seasonal effect indicates that consensus on decisions about climate change policies is stronger in the hottest months. It also makes sense of the absence of a linear relationship throughout the entire average temperature range. It is only an extremely warm climate that increases the awareness and focuses on climate change and not the increase or decrease in temperature around colder months. What is also likely to happen is a reinforcement effect through communication. High summer temperatures are more likely to produce events and increase worries in the media about climate change, thereby making public opinion more sensitive to these issues.

5 The concept of “just transition” implies that the costs of transformation of the economic system towards environmental sustainability must be born in proportion to everyone’s income capacity in order to avoid posing an unsustainable burden on the low and middle classes. For details about the concept and the political economy of “just transition”, see Heffron and McCauley (2017) and Newell and Mulvaney (2013).
during these months. This finding suggests a nudging strategy of concentrating environmental policy decisions in the hotter months of the year to increase political consensus around policy measures, to reduce the likelihood of hostile press campaigns around the decision times and to avoid potential negative effects on government polls.

The counterintuitive findings on age and gender suggest that governments aiming to promote balanced budget tax-and-subsidy policies should not rely on higher consensus from women and young people.

More generally, our estimates suggest that the much lower (and, in general, minority) consensus on tax-and-subsidy policies should lead governments to carefully evaluate the social costs of environmental policies and help them to understand why carbon pricing policies combined with border adjustment mechanisms, strongly supported by the literature to create proper incentives for cological transition, are difficult to implement. Even the removal of environmentally harmful subsidies should take into account these findings and explore alternative ways, such as zero-cost conversions of environmentally harmful subsidies, to achieve an economic benefit linked to the adoption of new environmentally sustainable practices for beneficiaries.

7 Conclusions

Green fiscal policies play a crucial role in environmental transition, and their political implementation crucially depends on patterns of preferences for climate change policies. We investigate the drivers of such preferences using information provided by the European Social Survey. We formulate research hypotheses based on the literature and find that support for the tax-and-subsidy policy is higher for those who are more educated, those who are richer and those whose interviews are conducted in the hottest months of the year, while gender and education do not matter. Respondents with a right-wing political orientation are less likely to support these policies than are left-wing respondents, but only in the northern and western regions.

Our findings therefore suggest not only the importance of “just transition” policies graduating the burden in proportion of income but also that willingness to pay for such a transition also depends on education (and increasingly so given that more recent education programs include more about environmental sustainability), while weather contingencies increase respondents’ sensitivity to the climate change problem.

A caveat for the policy implications from our findings is that the presence of a majority of voters in favour of tax-and-subsidy options does not imply that these policies are politically viable. As is well known, balanced budget policies that have

---

6 The combination of carbon pricing coupled with a border adjustment tax to avoid “carbon leakage” has gained increasing consensus among economists and scientists. In the U.S., approximately 4000 academicians and policymakers, including 28 Nobel Laureate economists, 4 former chairs of the Federal Reserve and 15 former chairs of the Council of Economic Advisers have signed a common document asking for the implementation of the two measures (https://www.econstatement.org/). Border adjustment is expected to be activated in EU by January 2023 as a source of external funding for the Next Generation EU.
a strong negative impact on small groups (because of the tax) and generate a small benefit on the majority have substantial distributive effects, and they can be hard to implement because of the strong opposition of concentrated and homogeneous groups of stakeholders and the substantial lack of perception of the benefit from the majority. The identification of compensation mechanisms for the losers may be a necessary condition for the implementation of such policies, even when the majority of voters are in favour of them.

**Appendix 1: Description of climate preference and opinion variables in the European Social Survey**

1. Variable “inctxff”: Favour increase taxes on fossil fuels to reduce climate change

   **Question:**
   To what extent are you in favour or against the following policies in [country] to reduce climate change? Increasing taxes on fossil fuels, such as oil, gas and coal.

   | Values | Categories                  |
   |--------|-----------------------------|
   | 1      | Strongly in favour          |
   | 2      | Somewhat in favour          |
   | 3      | Neither in favour nor against |
   | 4      | Somewhat against            |
   | 5      | Strongly against            |
   | 7      | Refusal                     |
   | 8      | Don’t know                  |
   | 9      | No answer                   |

2. Variable “sbsrnen”: Favour subsidise renewable energy to reduce climate change

   **Question:**
   To what extent are you in favour or against the following policies in [country] to reduce climate change? Using public money to subsidise renewable energy such as wind and solar power.

   | Values | Categories                  |
   |--------|-----------------------------|
   | 1      | Strongly in favour          |
   | 2      | Somewhat in favour          |
   | 3      | Neither in favour nor against |
   | 4      | Somewhat against            |
   | 5      | Strongly against            |
   | 7      | Refusal                     |
3. Variable “ccnthum”: Climate change caused by natural processes, human activity, or both

**Question:**
*Do you think that climate change is caused by natural processes, human activity, or both?*

| Values | Categories                                      |
|--------|------------------------------------------------|
| 1      | Entirely by natural processes                  |
| 2      | Mainly by natural processes                   |
| 3      | About equally by natural processes and human activity |
| 4      | Mainly by human activity                      |
| 5      | Entirely by human activity                    |
| 55     | I don’t think climate change is happening      |
| 66     | Not applicable                                |
| 77     | Refusal                                       |
| 88     | Don’t know                                    |
| 99     | No answer                                      |

4. Variable “clmchng”: Do you think world’s climate is changing

**Question:**
*You may have heard the idea that the world’s climate is changing due to increases in temperature over the past 100 years. What is your personal opinion on this? Do you think the world’s climate is changing?*

| Values | Categories                  |
|--------|----------------------------|
| 1      | Definitely changing        |
| 2      | Probably changing          |
| 3      | Probably not changing      |
| 4      | Definitely not changing    |
| 7      | Refusal                    |
| 8      | Don’t know                 |
| 9      | No answer                  |

Construction of the variables for our estimates
Variable

Tax and Subsidy

“Inctxff” = 1, 2; “sbsrnen” = 1, 2

Only Subsidy

“Inctxff” = 3, 4, 5; “sbsrnen” = 1, 2

Climate Change: Human or Natural

Same construction of “ccnthum”

(Excluding categories with values greater than 5)

Climate is changing

Same construction of “clmchng”

(Excluding categories with values greater than 4)
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