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Abstract

We present a combination of the recently developed double incremental expansion of potential energy surfaces with the well-established adaptive density-guided approach to grid construction. This unique methodology is based on the use of an incremental expansion for potential energy surfaces, known as $n$-mode expansion, an incremental many-body representation of the electronic energy, and an efficient vibrational density-guided approach to automated determination of grid dimensions and granularity. The reliability of the method is validated calculating potential energy surfaces and obtaining fundamental excitation energies for three moderate-size chain-like molecular systems. The results are compared to other approaches, which utilize static grid construction for supersystem and fragmentation calculation setups. The use of our methodology leads to considerable computational savings for potential energy surface construction and a major reduction in the number of required single point calculations can be achieved, while maintaining a high level of accuracy in the resulting potential energy surfaces. Additional investigations indicate that our method can be applied to covalently bound and strongly interacting molecular systems, even though these cases are known as being very unfavorable for fragmentation schemes. We therefore conclude that the presented methodology is a robust and flexible approach to potential energy surface construction, which introduces considerable computational savings without compromising the accuracy of vibrational spectra calculations.
1 Introduction

Vibrational spectroscopies are valuable and well-established techniques in studies of molecular reactivity and dynamics. These methods can provide vast information on different structural aspects and associated properties. The information, however, is not direct, but rather extracted from measured vibrational frequencies and intensities. This raises an issue of experimental signal assignment, which can be a non-trivial task and typically requires theoretical assistance. Many important molecular properties depend on quantum-mechanical interactions on the atomic level. In these cases, a fully quantum chemical description is desirable, but is often extremely complicated due to a very high computational cost. The task becomes even more involved, if the target properties have to be calculated for a number of molecular geometries as, for example, in calculations of potential energy surfaces (PESs). The PES, however, is the cornerstone for providing detailed information on vibrational motion, reactivity, and photochemical properties.

The very high computational cost of quantum chemical PES calculations is caused by a strongly unfavorable scaling with respect to the system size. This is due to i) scaling of single point (SP) electronic structure calculations and ii) an increasing dimensionality of the PES and, as the result, a growing number of SPs to be computed. Many fundamentally different approximations have been developed to address the first issue leading to so-called linear-scaling (with the system size) generation of computational methods [1–4].

The second issue is often alleviated with well-known direct dynamics approaches, which calculate SPs on the fly, or by using adaptive schemes for choosing grid points (for example, see Refs. [5–7]). However, these techniques alone are far from enough to achieve a linear-scaling behavior in the overall PES construction.

The PES is an $M$-dimensional object with the number of vibrational modes $M = 3N_{\text{nucl}} - 6$ and $N_{\text{nucl}}$ being the number of nuclei and scales linearly with $N_{\text{nucl}}$. The computational cost of PES construction, however, scales exponentially because of the necessity to calculate
couplings between all vibrational modes. As the result, electronic structure computations of fully-coupled PESs are feasible for only a few atoms. It is, therefore, a common strategy to restrict these mode–mode couplings using the \( n \)-mode expansion \([8–12]\), which is also known as High Dimensional Model Representation (HDMR) \([13]\) or cluster expansion \([14]\). The use of this approach leads to a polynomial scaling in the PES construction and allows for all-mode anharmonic PES calculations of moderate-sized molecules (about 15–20 atoms). A further reduction of the computational cost is possible by combining the \( n \)-mode expansion with screening techniques \([11,15,20]\), by calculating higher order couplings in an approximate manner \([11,21,27]\) or using a reduced vibrational space for larger systems \([15,28,29]\). Because PESs are usually constructed from a grid of SPs, another strategy to reduce the computational cost is to ensure that the grid of SPs is optimal, i.e., that they consist of as few points as possible and correctly describe the shape of the PES. The adaptive density-guided approach (ADGA) \([5]\) fulfills these purposes and allows for routine and automatic grid construction. It does not require any prior knowledge of the molecular system from the user and, therefore, has a number of advantages over the often used static grid approach. The ADGA has proven to be a valuable tool for PES construction and received a number of extensions such as the possibility to use arbitrary fit-basis functions for the analytical representation of the PES \([30]\) and more sophisticated algorithms for grid boundary extension \([30]\). It was also applied in conjunction with multiresolution procedures of PES construction \([31]\), derivative information \([25]\), and Gaussian process regression (GPR) algorithms \([27]\).

The recently reported double incremental expansion \([32]\) exploits ideas of restricting direct mode–mode couplings \([8–12]\) together with fragmentation of a molecule into subsystems. Therefore, it addresses both above-mentioned scaling problems and significantly reduces the computational cost. This methodology offers a possibility for robust and accurate calculations of the PES for larger molecular systems, when being combined with localized vibrational coordinates. Ultimately linear-scaling in the computational cost of construct-
ing the full PES is achieved, when introducing an additional approximate transformation step effecting a limited part of the high-dimensional PES. However, the double incremental expansion has a large drawback, as it was initially developed to be used with the static grid approach, where equidistant grids of SPs need to be pre-defined by the user. Its combination with the ADGA allows for a further significant reduction in the overall computational cost and, most importantly, for a full automatization of PES calculations. In this work, we aim to fill this gap and present a joined methodology, which incorporates the strengths of both computational approaches. Additionally, we further investigate the double incremental expansion by studying the convergence for high orders of truncation and show that it can be used in cases where fragmentation schemes are usually quite unfavorable.

We briefly introduce the single and double incremental expansions in Sec. 2 as well as the ADGA. We provide computational details in Sec. 3 for the results given in Sec. 4 where we discuss our novel methodology in comparison to other approaches and in application to a chain-like molecular system. A conclusion to the results and associated discussions is given in Sec. 5.

2 Theory

First, we briefly sketch the incremental n-mode and many-body expansions in Secs. 2.1 and 2.2, respectively. Their combination resulting in a double incremental expansion is described in Sec. 2.3 where additionally, the role of semi-local coordinates and the neighbor coupling approximation is outlined. For more rigorous derivations and extensive discussions on these topics, the interested reader is referred to the original works on double incremental expansions [32] and flexible adaptation of local coordinates of nuclei (FALCON) [33]. Finally, a description of the ADGA using the double incremental expansion
in PES construction is given in Sec. 2.4.

2.1 n-Mode Expansion

The idea of the n-mode expansion \([8–12]\) lies in representing the total PES \(V(q)\), which depends on a set of \(M = 3N_{\text{nuc}} - 6(5)\) vibrational coordinates \(q = \{q_1, q_2, \ldots, q_M\}\), in a series such that

\[
V(q) = V^0 + \sum_{i=1}^{M} [V^{m_i} - V^0] + \sum_{j > i}^{M} \{[V^{m_i,m_j} - V^0] - [V^{m_i} - V^0] - [V^{m_j} - V^0]\} + \cdots, \tag{1}
\]

where lower-dimension cut-potentials are, e.g., given by

\[
V^0 \equiv V(0, \ldots, 0), \tag{2}
\]
\[
V^{m_i} \equiv V(0, \ldots, 0, q_{m_i}, 0, \ldots, 0), \tag{3}
\]
\[
V^{m_i,m_j} \equiv V(0, \ldots, 0, q_{m_i}, 0, \ldots, 0, q_{m_j}, 0, \ldots, 0) \tag{4}
\]

and depend on zero, one, and two coordinates, respectively. The constant \(V^0\) is a reference point, which is usually chosen to be the absolute minima of the PES, but is not required to be so. Note that the equality in Eq. (1) holds only if the order of expansion \(n\) is equal to the number of vibrational modes \(M\), whereas truncation of this expression at lower orders leads to an approximate treatment of \(V(q)\). In the latter case, only mode couplings up to a particular order are allowed, i.e., only interactions between pairs of modes or triples of modes, etc. For example, truncation of the \(n\)-mode PES expansion at the first order leads to the expression

\[
V(q) \approx V^{(1)}(q) = V^0 + \sum_{i=1}^{M} [V^{m_i} - V^0], \tag{5}
\]

where \(V^{(1)}(q)\) is an approximate 1M PES, which depends on the same number of vibrational coordinates \(M\), as the exact PES \(V(q)\). More generally, truncation at order \(n\)
would lead to an \( nM \) PES denoted as \( V^{(n)}(\mathbf{q}) \) and would provide an exact description of the PES if the condition \( n = M \) is satisfied.

A more concise form of Eq. (1) can be derived by introducing bar-potentials,

\[
\bar{V}^0 \equiv V^0, \\
\bar{V}^{m_i} \equiv V^{m_i} - \bar{V}^0, \\
\bar{V}^{m_i m_j} \equiv V^{m_i m_j} - \bar{V}^{m_i} - \bar{V}^{m_j} + \bar{V}^0,
\]

which are generated from the cut-potentials of Eqs. (2)–(4) by subtraction of all lower-order bar potentials. The expression for the \( n \)-mode expanded PES thereby reads

\[
V(\mathbf{q}) = \bar{V}^0 + \sum_{i=1}^{M} \bar{V}^{m_i} + \sum_{j>i=1}^{M} \bar{V}^{m_i m_j} + \cdots. \tag{9}
\]

Following the description in Ref. [32], we introduce mode combinations (MCs) \( \mathbf{m}_k \), as sets containing \( k \) coordinate indices. For example, a general MC of order two can be written as \( \mathbf{m}_2 = \{m_i, m_j\} \). Using this set, the corresponding cut-potential \( V^{m_i m_j} \) from Eq. (4) can be abbreviated as \( V^{m2} \). Combining all MCs from an \( n \)-mode expansion into a larger set, we define the mode combination range (MCR). Thus, the MCR for a PES depending on two coordinates \( V(q_1, q_2) \) and expanded to the second order would be equal to \( \{\{\}, \{1\}, \{2\}, \{1, 2\}\} \), where \( \{\} \) denotes an empty set. It is required that the MCR is closed on forming subsets. This condition is satisfied if all subsets of each \( \mathbf{m}_k \in \text{MCR} \) are also included in the MCR. It is thereby possible to introduce a general expression for the bar-potentials of Eqs (6)–(8) as

\[
\bar{V}^{m_k} = V^{m_k} - \sum_{m_{k'} \subset m_k, m_{k'} \in \text{MCR}} \bar{V}^{m_{k'}} \tag{10},
\]

where the sum runs over all subsets of \( \mathbf{m}_k \), which are included into an MCR that is closed on forming subsets. Finally, the \( n \)-mode expansion of Eq. (9) can be written in a shorter and more practical form,

\[
V(\mathbf{q}) = \sum_{\mathbf{m}_k \in \text{MCR}} \bar{V}^{m_k} = \sum_{\mathbf{m}_k \in \text{MCR}} \sum_{m_{k'} \subset m_k, m_{k'} \in \text{MCR}} (-1)^{k-k'} V^{m_{k'}}. \tag{11}
\]
This expression is exact, if \( k \) runs over all values up to the number of vibrational modes \( M \), whereas an approximate \( nM \) PES \( V^{(n)}(q) \) is constructed if the series is truncated at the order \( n \). In the latter case, \( k \) takes on all values up to \( n \). Note that this final expression, as seen in Eq. (11), is simply a reformulation of the well-known \( n \)-mode expansion in terms of MCs. However, it provides the necessary flexibility for defining double incremental expanded PESs, as will be shown in Sec. 2.3.

### 2.2 Many-Body Expansion

Similar to the \( n \)-mode expansion, as described in Sec. 2.1, we can derive a many-body expansion for the total energy \( E \), understood as an eigenvalue of the electronic Hamiltonian for a molecular system. To this end, we consider our molecule as being composed of \( N_{\text{frag}} \) fragments. The molecular structure of fragment \( i \) is described by a composite variable \( z_i \), which represents the complete nuclear conformation of the fragment. Hence, the total energy \( E \) can be written as a function of these variables such that \( E = E(z_1, z_2, \ldots, z_{N_{\text{frag}}}) \).

Analogous to Eq. (1), the many-body expansion of the total energy can be written as

\[
E(z) = E_0 + \sum_{i=1}^{N_{\text{frag}}} [E_{f_i} - E_0] + \sum_{j>i=1}^{N_{\text{frag}}} \left\{ [E_{f_i f_j} - E_0] - [E_{f_i} - E_0] - [E_{f_j} - E_0] \right\} + \cdots ,
\]

where cut-functions are defined by the expressions,

\[
E_0 \equiv E(0, \ldots, 0),
\]

\[
E_{f_i} \equiv E(0, \ldots, 0, z_{f_i}, 0, \ldots, 0),
\]

\[
E_{f_i f_j} \equiv E(0, \ldots, 0, z_{f_i}, 0, \ldots, 0, z_{f_j}, 0, \ldots, 0).
\]

Here, \( E(z_1, z_2, \ldots, z_{N_{\text{frag}}}) \) should be understood as the total energy of the entire molecular system, whereas cut-functions \( E_{f_i} \) and \( E_{f_i f_j} \) are total energies of a single fragment \( i \) and...
of two collective fragments $i$ and $j$, respectively. We set $E_0$ to be equal to zero similar to the case of $V^0$. The equality in Eq. (12) holds only if the order of expansion $l$ is equal to the number of fragments $N_{\text{frag}}$. Similar to the case of the $n$-mode expansion for PESs, we define an approximate energy $E^{(l)}(z)$, which result from the truncation of Eq (12) at order $l$ and define this level of approximation as $lF$. By defining fragment combinations (FCs) $f_j$ as sets containing indices $f_i$ and introducing fragment combination ranges (FCR) for FCs explicitly included in a many-body expansion, we can recast Eq. (12) as

$$E(z) = \sum_{f_j \in \text{FCR}} E_{f_j} = \sum_{f_j \in \text{FCR}} \sum_{f_j' \subseteq f_j, f_j' \in \text{FCR}} (-1)^{j-j'} E_{f_j'}.$$  

This equation is analogous to Eq. (11). Note, however, that in this case we use subscripts instead of superscripts, while bar-functions are defined using underbars.

The total energy of a molecular system can, thereafter in the many-body expansion, be given as a sum over FC contributions,

$$E(z) = \sum_{f_j \in \text{FCR}} p_{f_j} E_{f_j}.$$  

The coefficients $p_{f_j}$ thereby serve the purpose of weights for the corresponding energy terms $E_{f_j}$ in the overall expansion. As was shown in Ref. [32], these weights can be equal to zero for some energy contributions, especially if additional approximations are invoked. For example, if a chain-like molecular system A–B–C–D is considered, the strongest interaction would probably be observed between neighboring fragments, e.g., A and B, B and C, etc. Therefore, it is often sufficient to include only those FCs, which are composed of neighboring fragments into the FCR. The corresponding FCR that is closed on forming subsets and includes fragment interactions of up to second order, can be written as

$$\text{FCR}^{2F,\text{NB}} = \{\{\}, \{A\}, \{B\}, \{C\}, \{D\}, \{A, B\}, \{B, C\}, \{C, D\}\},$$

where FCs such as $\{A, C\}$, $\{A, D\}$, etc. are excluded from the FCR, as they are not composed of neighboring fragments. In this expression, we use superscript NB to show
that only neighboring interactions are considered. This results in energy contributions $E_\text{f}'$ for FCs $\{A\}$ and $\{D\}$ cancel completely ($p_{\{A\}} = 0$ and $p_{\{D\}} = 0$; for more detail, see Ref. [32]) leading to the effective FCR,

$$\text{FCR}^{2\text{F,NB},\text{eff}} = \{\{B\}, \{C\}, \{A, B\}, \{B, C\}, \{C, D\}\}.$$ (19)

The use of effective FCRs results in the same value of the total energy $E(z)$, but at a decreased computational cost compared to the use of a complete FCR. In the case of an arbitrary long chain-like molecular system $F_1-F_2-\cdots-F_N$, within the neighbor coupling approximation, coefficients $p_{f_j}^{\text{F,NB}}$ can be determined as the following [32],

$$p_{f_j}^{\text{F,NB}} = \begin{cases} 
1, & \forall j = l, \\
-1, & \forall j = (l - 1) \land f_j \text{ connected} \land f_j \cap \{1, N\} = \emptyset, \\
0, & \text{else.}
\end{cases}$$ (20)

Here, $j$ is the order of FC $f_j$ and $l$ is the highest order of an FC in the FCR. Accordingly, all FCs $f_j$, for which the order deviates from the highest truncation level $l$ by more than one, cancel completely and can be omitted in the many-body expansion. FCs with the order $j$ being equal to $(l - 1)$ contribute to the FCR only if they are composed of directly connected fragments such as $F_i-F_{i+1}-F_{i+2}$ and do not include terminal fragments $F_1$ and $F_N$. Finally, contributions of all neighboring FCs with $j = l$ should always be included into the FCR.

The computational savings that can be expected from the use of these effective FCRs can easily be estimated. To this end, we consider a chain-like molecular system composed of $N_{\text{frag}}$ chemically equivalent non-covalently bonded fragments of $N_{\text{nuc}}$ nuclei. Assuming that the electronic structure method has a formal scaling of $O(N_{\text{nuc}}^s)$, we can estimate the cost of SP calculations for FCs composed of one and two fragments, as being proportional to $N_{\text{nuc}}^s$ and $(2N_{\text{nuc}})^s$, respectively. The computational cost of the approximate energy
\( E^{(l)}(z) \) calculated using the complete FCR can be estimated by

\[
\sum_{i=1}^{l} \binom{N_{\text{frag}}}{i} (iN_{\text{nuc}})^s.
\]

(21)

Here, the sum runs over all FC orders up to the highest truncation order \( l \), whereas the binomial coefficient \( \binom{N_{\text{frag}}}{i} \) is equal to the number of FCs of order \( i \) in the complete FCR. Using Eq. (20) we can construct an effective FCR and omit low-order FCs. This leads to the computational cost of \( E^{(l)}(z) \) being proportional to

\[
(N_{\text{frag}} - l)[(l - 1)N_{\text{nuc}}]^s + (N_{\text{frag}} - l + 1)(lN_{\text{nuc}})^s.
\]

(22)

Therefore, the computational savings of using an effective FCR compared to a complete FCR might be considerable for long chain-like molecular structures, especially if high order truncation levels in the many-body expansion are needed. For example, for \( N_{\text{frag}} = 10 \), \( N_{\text{nuc}} = 5 \), and \( s = 3 \), the use of an effective FCR results in SP calculations of \( E^{(2)}(z) \), \( E^{(3)}(z) \), and \( E^{(4)}(z) \) that are about 4.6, 13.3, and 28.0 times faster, respectively, compared to SP calculations employing a complete FCR. The leading terms in Eqs. (21) and (22), however, stay unchanged as they depend on the highest-order FCs.

### 2.3 Double Incremental Expansion

In order to combine Eqs. (11) and (16) and obtain a double incremental expansion of the PES, we first need to consider a cut-potential \( V^{m_k} \) for a mode combination \( m_k \). Its relation to the total energy of a molecular system can trivially be established by the expression,

\[
V^{m_k} = E^{m_k} - E(r_0) = \Delta E^{m_k},
\]

(23)

where \( E(r_0) \) is the total energy of the reference molecular structure and \( E^{m_k} \) is the total energy obtained for the coordinates \( z(\{q\}^{m_k}, \{0\}^{m_{\text{m}}} m_k) \). The set of coordinates \( \{q\}^{m_k}, \{0\}^{m_{\text{m}}} m_k \) contains only those non-zero contributions \( q_i \), which are included into
the MC $\mathbf{m}_k$, while all remaining coordinates are equal to zero. A coordinate transformation between $\mathbf{z}$ and $\mathbf{q}$ is given in Ref. [32] as

$$\mathbf{z} = \mathbf{r}_0 + \mathbf{M}^{1/2} \mathbf{L} \mathbf{q}. \quad (24)$$

$r_0$ is a matrix containing rectilinear coordinates of a reference configuration, $\mathbf{L}$ is an orthogonal transformation matrix, and $\mathbf{M}$ is a diagonal $3N_{\text{nuc}} \times 3N_{\text{nuc}}$ matrix composed of diagonal sub-matrices of the form $m_i \mathbf{1}$, where $m_i$ is a nuclear mass and $\mathbf{1}$ is the $3 \times 3$ identity matrix. Incremental expansion of terms $E^{m_k}$ and $E(r_0)$ in Eq. (23) results in

$$V^{m_k} = \sum_{f_j \in \text{FCR}} \left[ E^{m_k}_{f_j} - E(r_0,f_j) \right] = \sum_{f_j \in \text{FCR}} \Delta E^{m_k}_{f_j}. \quad (25)$$

Here, $r_0,f_j$ is the reference structure of the FC $f_j$. The resulting bar-function $\Delta E^{m_k}_{f_j}$ can then be re-written in terms of cut-functions similar to Eq. (16) such that

$$\Delta E^{m_k}_{f_j} = \sum_{f_{j'} \subseteq f_j \text{ and } f_{j'} \in \text{FCR}} (-1)^{j-j'} \Delta E^{m_k}_{f_{j'}}. \quad (26)$$

where the FCR is assumed to be closed on forming subsets. Finally, combining this expression with Eqs. (11) and (25), we obtain a double incremental expansion for the PES,

$$V^{(n,l)}(\mathbf{q}) = \sum_{m_k \in \text{MCR}} \sum_{m_{k'} \subseteq m_k} (-1)^{k-k'} \sum_{f_j \in \text{FCR}} \sum_{f_{j'} \subseteq f_j \text{ and } f_{j'} \in \text{FCR}} (-1)^{j-j'} \Delta E^{m_{k'}}_{f_{j'}}. \quad (27)$$

The approximate $n$MIF PES $V^{(n,l)}(\mathbf{q})$ is only equivalent to the exact PES $V(\mathbf{q})$ if truncation orders $n$ and $l$ are equal to the number of modes $M$ and the number of molecular fragments $N_{\text{frag}}$, respectively.

Large computational savings can be obtained if the PES construction based on a double incremental expansion is combined with the use of strictly localized vibrational coordinates. This is due to the fact that only mode combinations, in which all modes move the atoms in a certain fragment or FC have a non-zero contribution to the PES energy surface of this fragment or FC. This means all other terms can be omitted in the double
incremental expansion, which leads to major computational savings (for more discussion on this topic, see Ref. [32]). In this work, we apply purely vibrational semi-local FALCON coordinates [33] obtained by subspace diagonalization of the mass-weighted Hessian matrix of the entire molecular system. The resulting coordinates have a well-defined spatial character and can be divided into two types: i) coordinates that are strictly localized at a particular fragment and ii) coordinates that span multiple fragments. Following the notation used in Refs. [32–34], we will denote these as intra-fragment (INTRA) and inter-connecting (IC) coordinates, respectively. Note that the approach in which the double incremental expansion is combined with the use of FALCON coordinates is generally referred to as DIF.

2.4 Adaptive Density-Guided Approach

The DIF methodology, as introduced in the previous section, is in this work combined with the ADGA [5] for construction of SP grids with which to represent the PES. The ADGA is an iterative procedure that can determine grid granularity and dimensions without any specialized prior knowledge of the molecular system under investigation. This represents a clear advantage over static grid approaches, where the grid is predefined with individual SPs equidistantly placed. Note that all SPs, as determined to be important in the local sampling of the PES in the ADGA, are calculated via external electronic structure programs. A linear fit to the resulting grid is carried out, in order to obtain an analytic representation of the individual bar potentials, which can then be combined into the PES.

The grid points are generated via displacements from the reference point structure in the ADGA, based on the relation given in Eq. [21], i.e., Cartesian coordinates at a displaced
structure are given as
\[ z_{i,mk} = r_0 + \sum_{m \in m_k} d_{imk}^m. \] (28)

This means that displacements along each vibrational mode \( m \in m_k \) is carried out, in order to obtain the particular nuclear arrangement \( z_{i,mk} \) for each SP \( ^m i m_k \). Displacements along rectilinear vibrational coordinates, as the FALCON coordinates, can be defined as
\[ d_{imk}^m = M^{-\frac{1}{2}} l_m \eta_{imk}^m \Lambda_m. \] (29)

The column vector \( l_m \) should be understood as the \( m \)th column of the transformation matrix \( L \). The fractional displacements \( \eta_{imk}^m \in [-1, 1] \) belong to the set of rational numbers, while the scale factor \( \Lambda_m \) is given in terms of the harmonic oscillator (HO) quantum number \( v \) and harmonic angular frequency \( \omega_m \) as
\[ \Lambda_m = N_{\text{IBP}} \sqrt{\frac{2\hbar}{\omega_m} \left( v + \frac{1}{2} \right)}. \] (30)

The initial boundary points for each mode are placed at fractional positions \( \eta_1^m = -\frac{1}{N_{\text{IBP}}} \) and \( \eta_2^m = \frac{1}{N_{\text{IBP}}} \). This means that the first two SPs for each mode are always situated at positions that correspond to the classical turning points for an HO. The interval defined between these two points is sometimes referred to, as the initially spanned space.

The ADGA is guided by means of vibrational self-consistent field (VSCF) calculations, in order to obtain the one-mode average vibrational density,
\[ \rho_{\text{ave}}(q_{m_i}) = \frac{1}{N_{\text{modal}}^{m_i}} \sum_{s_i = 1}^{N_{\text{modal}}^{m_i}} |\varphi_{s_i}^{m_i}(q_{m_i})|^2, \] (31)
where \( \varphi_{s_i}^{m_i}(q_{m_i}) \) are orthonormal one-mode wave functions, usually denoted modals, while \( N_{\text{modal}}^{m_i} \) is the number of modals to be determined for each vibrational mode \( q_{m_i} \) and \( s_i \) defines which modal is occupied. The average vibrational density is part of the energy-like quantity, which in the one-mode case reads,
\[ \Omega_{\text{ave}}^{m_i} = \int_{l_{m_i}} \rho_{\text{ave}}(q_{m_i}) V_{\text{iter}}^{m_i}(q_{m_i}) dq_{m_i}. \] (32)
$\Omega_{\text{iter}}^m$ is evaluated by the ADGA in each iteration (iter) and for each interval $I_m$, defined by consecutive pairs of SPs in the grid. $V_{\text{iter}}^m(q_m)$ is the one-mode potential in the iteration iter. This is done to investigate if substantial changes are found between the previous and current iterations [30]. If a substantial relative change is found in $\Omega_{\text{iter}}^m$ between iterations in the ADGA, then the corresponding interval is subdivided by the inclusion of a new SP, unless the absolute change is small. Furthermore, if a significant amount of the average vibrational density is found outside of the current grid, then the grid is extended. These three aspects of the ADGA are controlled via convergence criteria with associated thresholds $\epsilon_{\text{rel}}$, $\epsilon_{\text{abs}}$ and $\epsilon_{\rho}$, which are further detailed in Refs. [5, 30]. This process is continued until convergence is established for all intervals defined for one-mode MC grids, whereafter the process continues analogously for two-mode MC grids and so forth, until convergence at the desired mode combination level is reached. Note that the average vibrational density is only calculated for the non-coupled (1M) PES in the ADGA and a direct product of these are used for higher-dimensional cases, i.e., to generate $\rho_{\text{iter}}^{\text{ave},m_k}$, which are used in the ADGA procedures for the higher-dimensional PES cuts $\bar{V}_{\text{iter}}^m$ [35], where we have omitted the coordinate dependence for clarity. Moreover, grid boundaries remain fixed for higher-order MC grids, after their determination for the corresponding one-mode MC grids.

### 2.5 Combining the ADGA and Double Incremental Expansion

An algorithm for the combined DIF-ADGA methodology is presented in Alg. 1. Its distinct difference from the standard ADGA lies in the necessity to construct and later combine fragment PESs. Similar to the standard ADGA, we start the iterative procedure from the lowest order PES ($k = 1$) and proceed to higher orders upon convergence. For any particular FC $f_j$, we consider only those MCs $m_k$, which are composed exclusively of modes moving the respective fragments. For each such combination of FC $f_j$ and MCs
$m_k$, a set of displaced molecular geometries and the corresponding energies $\Delta E_{f_j}^{m_k}$ are determined. These energies are summed up over all MCs $m_{k'}$ as

$$V_{f_j}^{m_k} = \sum_{m_{k'} \leq m_k} (-1)^{k-k'} \Delta E_{f_j}^{m_{k'}}$$

(33)

and fitted to obtain an analytical representation of the bar-potential $\bar{V}_{f_j}^{m_k}$. This is repeated for all FCs $f_j$ and MCs $m_k$. The resulting fitted bar-potentials are then combined for all FCs such that

$$\bar{V}_{iter}^{m_k} = \sum_{f_j \in \text{FCR}} \sum_{f_j' \leq f_j} (-1)^{j-j'} \bar{V}_{f_j}^{m_k}.$$  

(34)

If the condition $k = 1$ is satisfied, these bar-functions are further combined into the 1M PES $V^{(1,l)}$ and used to obtain the average vibrational densities $\rho_{iter}^{\text{ave},m_k}$ via VSCF calculations and determine the correct one-mode boundaries. For $k > 1$, the averaged vibrational density is constructed as a direct product of one-mode densities, while one-mode grid boundaries are used to determine also the multi-dimensional grid boundaries.

The convergence of the ADGA is determined with respect to the densities $\rho_{iter}^{\text{ave},m_k}$ and potentials $\bar{V}_{iter}^{m_k}$ on intervals $I^{m_k}$, all three referring to the full system as opposed to subsystems. If some $\bar{V}_{iter}^{m_k}$ is not converged, new displaced structures and new SPs are calculated. The procedure is repeated until convergence for all $n$ levels is achieved. The resulting $\bar{V}_{iter}^{m_k}$ potentials are then combined to form the total nMIF molecular PES $V^{(n,l)}$. 
Algorithm 1: Sketch of the DIF-ADGA for constructing an $nM$ surface.

1. for MC levels $k = 1, 2, \ldots, n$ do
2.     for ADGA iterations do
3.         for FCs $f_j \in \text{FCR}$ do
4.             for those MCs $m_k \in \text{MCR}$, which modes all move atoms in $f_j$ do
5.                 Generate SPs
6.                     1. Obtain Cartesian coordinates [Eqs. (28) and (29)]
7.                     2. Calculate energy $\Delta E_{f_j}^{m_k}$
8.                     3. Generate $\vec{V}_{f_j, t}^{m_k}$ SPs [Eq. (33)]
9.                 Fit to grid of SPs $\vec{V}_{f_j, t}^{m_k}$
10.    for FCs $f_j \in \text{FCR}$ do
11.        for FCs $f_j', \ f_j' \subseteq f_j$ do
12.            Combine $\vec{V}_{f_j'}^{m_k}$ into $\vec{V}_{\text{iter}}^{m_k}$ [Eq. (34)]
13.    if $k = 1$ then
14.        Combine $\vec{V}_{\text{iter}}^{m_k}$ into $V_{\text{iter}}^{(1,l)}$
15.        Calculate $\rho_{\text{iter}, m_k}^{\text{ave}}$ by running VSCF on $V_{\text{iter}}^{(1,l)}$
16.    for MCs $m_k \in \text{MCR}$ do
17.        Evaluate integrals $\int_{I_{m_k}^{\text{iter}}} \rho_{\text{iter}, m_k}^{\text{ave}} \vec{V}_{\text{iter}}^{m_k} d\mathbf{q}^{m_k}$ and $\int_{I_{m_k}^{\text{iter}}} \rho_{\text{iter}, m_k}^{\text{ave}} d\mathbf{q}^{m_k}$ on supersystem grid intervals $I_{m_k}^{\text{iter}}$
18.        Check convergence for all $I_{m_k}^{\text{iter}}$ intervals
19.    if Not converged then
20.       Define new displacements for next iteration
21. Combine all converged $V^{m_k}$ into the final full $nM/l$ molecular PES $V^{(n,l)}$
3 Computational Details

To validate the DIF-ADGA methodology, fundamental frequencies of the dicyclopropyl ketone, tetraphenyl, and hexaphenyl molecules were calculated. The molecular structure of dicyclopropyl ketone was optimized with the ORCA program \[36\] using the method of Hartree–Fock with three corrections (HF-3c) \[37\]. Structures of tetraphenyl and hexaphenyl were provided by the authors of Refs. \[32,34\]. Vibrational FALCON coordinates \[33\] similar to those reported in Refs. \[32,34\] were generated for all three molecules with the Molecular Interactions Dynamics And Simulation Chemistry Program Package (Mi- dasCpp) \[38\]. The procedure was carried out in such a way that INTRA coordinates are localized at the carbonyl and the two cyclopropyl groups for the case of dicyclopropyl ketone and localized at each phenyl ring for tetraphenyl and hexaphenyl. The HF-3c approach was employed in calculations of the reduced Hessian matrices used in setting up the FALCON coordinates. The resulting coordinates were used for PES construction at the HF-3c level of theory with i) a static grid approach \[39\], ii) a static grid approach employing DIF \[32\], iii) the ADGA to grid construction \[5,30\], and iv) the DIF-ADGA to grid construction. The static grids were constructed using 20 SPs for each one-mode MC grid and 10×10 SPs for each two-mode MC grid with equidistant grid points. The static grid boundaries were set to match the turning points for an HO of quantum number \(v = 10\). In ADGA and DIF-ADGA calculations, a convergence threshold of \(\epsilon_{\text{abs}} = 1.0 \times 10^{-6}\) a.u. was applied for changes in the integrated density times potential values, as seen in Eq. (32). Other convergence criteria (see Refs. \[5,30\]) were set to their default values, \(\epsilon_{\text{rel}} = 1.0 \times 10^{-2}\) and \(\epsilon_{\rho} = 1.0 \times 10^{-3}\). Standard non-fragmented ADGA calculations were employed with the utilities of gradient guided basis set determination and dynamic extension of grid boundaries \[30\]. In these calculations, the initial HO turning point was defined by the quantum number \(v = 2\). Several different quantum numbers \(v\) were tested for the DIF-ADGA and discussed in Sec. S1 in the Supporting
Information (SI). The value of \( v = 8 \) was found optimal for DIF-ADGA calculations and was used throughout this work. Fragmentation of molecular structures in the DIF and DIF-ADGA was carried out in full analogy to the coordinate localization procedure and reported in Refs. [32,34]. Note that the dangling bonds were capped with hydrogen atoms in the fragmentation scheme, as outlined further in Ref. [32]. The neighbor coupling approximation was invoked when generating the FCR for all three molecules. For a detailed description of FCRs used for these test systems, see Fig. S2, and Tab. S1 in the SI. The \( n \)-mode expansion and the many-body expansion were both truncated at the second order thereby determining the maximum sizes for the MCR and FCR. The resulting PESs will, therefore, be referred to as \( nM \) Static or ADGA and \( nM/F \) DIF-Static or DIF-ADGA. Analytical representation of the PESs were obtained from the linear fit using up to 12th order polynomial fit-basis functions. The fitted PESs were used in VSCF calculations [40–43] to determine fundamental excitation energies, for which 80 B-splines (per mode) of order 10 were employed as the primitive basis for representing the vibrational wave function [35]. This number of B-splines was found sufficient to obtain converged results for fundamental excitation energies.

The computational time required for PES evaluations was estimated using HF-3c, the Kohn–Sham Density Functional Theory (KS-DFT), and the second-order Møller–Plesset perturbation theory (MP2). In the case of KS-DFT, the BP86 exchange–correlation functional [44,45] was employed. KS-DFT and MP2 approaches were used in conjunction with the resolution-of-the-identity approximation, the Ahlrichs split valence basis set of double-\( \zeta \) quality with one set of polarization functions (SVP) [46,47], and the auxiliary Coulomb fitting SV/J basis set [48,49]. All PES computations were carried out in parallel with each SP executed on a single core using nodes Intel Xeon X5650 @ 2.7 GHz/49Gb with 12 cores in total. The KS-DFT and MP2 approaches were used to calculate small regions of PESs for the tetraphenyl and hexaphenyl molecules as well as for their FCs. The SP computational cost for each molecule and FC was computed by taking an average
of corresponding 100 SP run times. For HF-3c, SP times (averaged over entire PESs) were provided by authors of Ref. [31]. The times required for the total HF-3c, KS-DFT, and MP2 PES evaluations were then computed by multiplying these average SP costs by numbers of SPs obtained in HF-3c PES calculations and, in case of DIF computations, summing up over all FCs.

Calculations of the fundamental excitation energies of the \((3E,5E,7E,9E,11E,13E,15E,17E)\)-icosa-1,3,5,7,9,11,13,15,17,19-decaene molecule, in the following referred to as icosadecaene, were carried out in order to further investigate the convergence of the many-body expansion. The fundamental frequencies were determined via VSCF calculations based on PESs constructed by the ADGA or DIF-ADGA using the same computational setup as described above. Two different types of fragmentations and FALCON procedures were used. First, we considered \(-\text{CH} = \text{CH} −\) units as separate fragments and local FALCON coordinates at these, thus, dividing the entire molecular system into 10 subsystems. Secondly, we combined pairs of such neighboring units and generated a different set of FALCON coordinates for the resulting 5 subsystems. 1MIF PESs with \(f = 1, 2, \ldots, 9\) were constructed via the DIF-ADGA for the former case, while 1MIF PESs with \(f = 1, 2, \ldots, 4\) were constructed for the latter case. The effective FCRs are explicitly given in Fig. S2 and Tab. S2 of the SI.

4 Results

In this section, we first validate the DIF-ADGA and compare it with other methods of grid construction in Sec. 4.1. Secondly, in Sec. 4.2 the convergence of the double incremental expansion is investigated with respect to the truncation order \(l\) in the associated many-body expansion.
4.1 Validation of the DIF-ADGA

To validate our newly proposed methodology, we performed computations using four different schemes for PES construction, namely the non-fragmented static grid construction approach and the ADGA as well as the fragmentation-based DIF-Static and DIF-ADGA algorithm. The results of these calculations for 2M and 2M2F PESs are presented in Fig. [1]. As one can see from Fig. [1] (left), the static grid approach and ADGA perform very similar with root-mean square deviations (RMSDs) of about 0.4 cm\(^{-1}\) for all three molecules in non-fragmented cases. Interestingly, the largest deviations are found for the total set of vibrational modes and for INTRA vibrations. Fragmentation errors in fundamental excitations from the DIF-Static are system dependent and are equal to about 16.4 cm\(^{-1}\), 0.7 cm\(^{-1}\), and 0.9 cm\(^{-1}\) for the dicyclopropyl ketone, tetraphenyl, and hexaphenyl molecule, respectively. These results are in very good agreement with those previously reported in Refs. [32, 34]. In these works, the RMSDs in fundamental excitations caused by fragmentation were found to be 20.15, 0.56, 0.75 cm\(^{-1}\), respectively. We, hence, reproduced the RMSD values for the tetraphenyl and hexaphenyl molecule from the previous studies. The small deviations for tetra- and hexaphenyl are due to slightly different setups of the static grid, while the larger difference between the obtained RMSDs calculated for dicyclopropyl ketone can be explained by the use of different electronic structure methods: The authors of Ref. [34] applied MP2 in both FALCON coordinate optimization and SP calculations, while we used the HF-3c approach for these purposes. The resulting coordinates and PES landscapes calculated in this work and in Ref. [34], therefore, differ to some extent. DIF-ADGA fragmentation errors were found to be very similar to those from DIF-Static with differences in RMSDs of about 0.1 cm\(^{-1}\) in all cases. Therefore, the DIF-Static scheme and the DIF-ADGA lead to essentially the same results. Very large DIF-ADGA and DIF-Static RMSDs compared to the full molecule are found for dicyclopropyl ketone and can probably be explained by comparably small sizes of molecular fragments and
strong interactions between them. In these cases, almost eight times larger deviations are observed for IC modes than for INTRA vibrations. The latter are, therefore, less affected by the fragmentation. Larger molecular fragments in tetraphenyl and hexaphenyl, and a rather weak interaction between them results in much smaller DIF-ADGA and DIF-Static RMSDs for the total set of vibrational modes and a small difference in RMSDs of IC and INTRA vibrations. Thus, the accuracy of DIF-based schemes is, as expected, strongly dependent on sizes and types of chosen molecular fragments. One might expect that fragmentation errors will always be very large, if the interactions are strong. However, as will be shown in Sec. 4.2 results of very high accuracy can be achieved even in very unfavorable cases for fragmentation by including higher-order FCs in the FCR.

As can be seen from Fig. 1 (right), PES construction using the ADGA always requires less SPs than the static grid approach. Almost twice the number of SPs is needed for the dicyclopentyl ketone PES, when using the static grid approach instead of the ADGA, with the current settings. An even larger reduction of SPs is observed for tetraphenyl and hexaphenyl. For these two molecules, the numbers of SPs used in the ADGA are 3.5 and 4.8 times smaller than for the static grid approach. In both the static grid approach and ADGA calculations, the total number of SPs is largely dominated by contributions from INTRA modes, while the smallest number of SPs is required for IC modes. This can be explained by the fact that the number of IC modes is smaller or equal to \((N-1)6\), where \(N\) is the number of fragments, and, therefore, is always much smaller than the total number of vibrational modes \([32]\). The use of the fragmentation-based DIF-Static approach leads to an increase in the number of SPs compared to the standard non-fragmented ADGA scheme for all three molecules. For the cases of tetraphenyl and hexaphenyl, the number of SPs used in the DIF-Static is also larger than those obtained with the static grid. This is due to the fact that multiple FCs need to be calculated, while using the DIF-Static approach (see Tab. S1 in the SI). Also, because each IC mode spans more than one fragment, displacements along them should be computed for each FC that includes
Figure 1: Results of 2M PESs generations for dicyclopropyl ketone, tetraphenyl, and hexaphenyl (from top to bottom, respectively). RMSDs of VSCF fundamental frequencies from supersystem ADGA are shown on the left, while numbers of SPs used for PES generations are on the right. Red bars show RMSDs and SPs for the entire set of vibrational modes, whereas blue and green bars represent values calculated for IC and INTRA modes, respectively. SPs calculated for IC–INTRA coupling potentials are shown in yellow.
these fragments. The latter can also be seen from the greatly increased numbers of SPs for IC modes and IC–INTRA couplings in Fig. 1 (right). It should, however, be noted that due to fragmentation the resulting SPs are less expensive than those calculated with the non-fragmented static grid approach and ADGA.

As can be seen from Fig. 1 (right), the DIF-ADGA reduces the number of SPs required for PES construction for all three molecules compared to the DIF-Static scheme. This reduction is rather modest for the dicyclopentyl ketone molecule and reaches only about 18% of the total number of SPs. For tetraphenyl and hexaphenyl, computational savings are much larger and the number of SPs calculated with DIF-ADGA are 2.3 and 2.8 times smaller than those required for DIF-Static PESs.

To further assess computational savings of the DIF-ADGA compared to DIF-Static, we estimated the time required for HF-3c, RI-BP86, and RI-MP2 PES constructions, as described in Sec. 3. For this, we assumed the same number of SP calculations for the use of RI-BP86 and RI-MP2 that was required for the HF-3c PES. Note, however, that the use of different electronic structure methods with the ADGA leads to a different number of SP required for a PES generation. The provided timings are, therefore, rather crude estimates. We further note that the presented timings refer to the total accumulated costs of all single-point calculations required in the PES constructions conducted on a single core, where overheads such as the VSCF calculations required in the ADGA and fittings are not included. These, however, are typically only very small fractions of the total cost. In practice, the computations are of course done in parallel. The final estimates are shown in Fig. 2. As one can see from Fig. 2 (top), it requires about 620 and 90 days to calculate 2M PES of the hexaphenyl and tetraphenyl molecules, respectively, while applying the static grid approach and the HF-3c electronic structure method (on a single core). The use of the ADGA drastically decreases the computation cost by 3–5 times for both molecules. Even larger computational savings can be reached for hexaphenyl with the
DIF-Static approach, whereas for the smaller tetraphenyl molecule computational costs of the supersystem ADGA and DIF-Static are comparable in magnitude. The difference between hexaphenyl and tetraphenyl demonstrates that as the systems become larger, the advantage of the DIF approach increases. This is true for both the static grid and ADGA cases. The DIF-ADGA allows for 2–3 times less expensive PES computations compared to the DIF-Static approach. Recalling that DIF-static and DIF-ADGA provided similar accuracy this reduction is clearly very attractive.

Very similar trends are obtained for RI-BP86 and RI-MP2, as can be seen from the middle and bottom graphs in Fig. 2 respectively. The overall computational times are much higher, but similar reductions as before are obtained with both DIF and the ADGA. The DIF-ADGA is still the fastest approach by a significant factor. As expected the overall gain obtained from replacing the supersystem static grid approach with the DIF-ADGA increases as we move towards larger molecules. Thus, the DIF-ADGA computation for tetraphenyl is 12 times faster than the supersystem static grid PES construction, whereas the respective factor for the hexaphenyl molecule is equal to 41.

The above-presented computational savings demonstrate an advantage of the DIF-ADGA over the DIF-Static approach. Thus, for the hexaphenyl and tetraphenyl molecules the use of DIF-ADGA led to PES calculations, which are faster by a factor of 2–3 than those with DIF-Static. These factors, however, depend on the size and granularity of static grids and ADGA settings applied. Finer static grids and looser ADGA convergence criteria would show higher computational savings than those demonstrated in this work. Although we consider the applied static grids and ADGA convergence criteria reasonable, we cannot claim that both methods converge to the very same point as systematic studies on convergence of grids for this set of molecules were not conducted. However, considering how the computational cost of different approaches varies with the size of the molecule is likely more independent of the grid quality. We therefore compare numbers of SPs and
Figure 2: Estimates for the accumulated time of all SPs required for PES constructions using the HF-3c (top), RI-BP86 (middle), and RI-MP2 (bottom) electronic structure methods. Results are shown for the hexaphenyl (red) and tetraphenyl (blue) molecules.
computational times for tetraphenyl against results for hexaphenyl obtained with the RI-MP2 electronic structure method and same grid quality. In the ideal case of linear scaling in the total computational cost, calculations of hexaphenyl are expected to take about 1.5 longer than those for tetraphenyl, based on counting vibrational degrees of freedom in the two computations. The supersystem RI-MP2 static grid calculations are far from linear scaling and show a factor of 5.9 for the accumulated time of all hexaphenyl electronic structure computations relative to the tetraphenyl computations, while the number of SPs for hexaphenyl is about 2.3 times larger for tetraphenyl. These factors decrease considerably for ADGA calculations and approach 4.2 and 1.6 for the computational cost and the number of SP, respectively. Therefore, nearly-linear scaling behavior can be seen for the number of SPs, as has similarly been reported in a systematic scaling study for conjugated hydrocarbons in Ref. [43]. DIF-Static and the DIF-ADGA show a further decrease in the total accumulated electronic structure computational cost (giving hexaphenyl/tetraphenyl factors of 2.2 for DIF-Static and 1.8 for DIF-ADGA), even if slightly larger fractions for the numbers of SPs are obtained due to the fragmentation (2.3 and 1.8, respectively). Thus, even if computational timings are subject to noise and overhead, the observed close to linear scaling in both the overall computational cost of the DIF-ADGA and the numbers of SPs is encouraging with respect to future work on constructing PESs for large molecular systems.

We, therefore, conclude that the DIF-ADGA is a valuable and robust methodology for PES constructions. It demonstrates considerable computational savings compared to other approaches applied and allows for a completely automated grid construction, while maintaining a high accuracy of the resulting PES. The computational savings are also expected to increase with the level of electronic structure theory. The only modest increase in the number of SPs when using DIF-ADGA instead of supersystem approaches is, however, only possible when the neighbor coupling approximation is invoked. Calculations of high-order non-neighbor FCs within the DIF-ADGA would require the lower-order FCs
to be included into the FCR as well and, therefore, would lead to a larger increase in the number of SPs (see Sec. 2.2). In fact, the standard many-body expansion scales polynomially with respect to the order of expansion, whereas the use of the neighbor coupling approximation can lead to the linear scaling behavior (see Ref. [32]).

4.2 Convergence of Many-Body Expansions

As was discussed in Sec. 2.2, the many-body expansion of Eq. (12) provides the exact value for the energy $E(z)$, if the truncation order $l$ is equal to the number of variables $N_{\text{frag}}$, while the case of $l < N_{\text{frag}}$ leads to an approximate treatment of $E(z)$. Calculating higher-order couplings, one can reach a desirable level of accuracy and establish an optimal trade-off between efficiency and computational cost. It is, however, not clear a priori how many terms need to be considered and what accuracy can be expected for a chosen truncation level. This problem is especially severe in the case of the double incremental expansions of PESs, where the exact PES is unknown and the computational cost of the next $l+1$ term might be prohibitively high. Moreover, in practical calculations the quality of approximate PESs can vary considerably depending on many different aspects such as the type and size of fragments, strength of interactions between them, etc. This has already been demonstrated in Sec. 4.1 using the dicyclopropyl ketone, tetraphenyl, and hexaphenyl molecules as examples. Thus, negligibly small fragmentation errors, i.e., below $1 \text{ cm}^{-1}$, were achieved for the latter two molecules already at the very low truncation order $l = 2$, while the very same truncation order led to rather large RMSDs in the case of the first molecule. Therefore, a deeper insight into the convergence of double incremental expansions for molecular systems featuring different chemical properties and fragmentation patterns is necessary and can give some indication on how to effectively construct FCRs and run these calculations.

We have carried out DIF-ADGA calculations for the icosadecaene molecule using different
sizes of molecular fragments and different truncation orders $l$ from one to $N - 1$, where $N$ is the number of fragments. Note that the neighbor coupling approximation was employed in all PES calculations. The resulting $1M1F$ PESs were used in subsequent VSCF calculations of fundamental excitation energies and compared to excitation energies obtained based on the non-fragmented ADGA PES. RMSD values from supemolecular results are shown in Fig. 3. The icosadecaene molecule was chosen for these computations as it features double bond conjugation and for that reason was expected to be very unfavorable in fragmentation schemes. We anticipated that high truncation orders $l$ would be necessary to converge the resulting PES. However, as can be seen from Fig. 3 the calculated $1M1F$ PESs converge rather quickly. The $1M1F$ PES introduces a very large RMSD of about 272 cm$^{-1}$ for the total set of vibrational modes due to a complete neglect of interactions between fragments. However, at higher truncation orders the RMSD decreases considerably and reaches about 18 cm$^{-1}$ and 3.0 cm$^{-1}$ for $l = 2$ and 3, respectively. Accuracy of 0.8 cm$^{-1}$ is essentially achieved for the $1M4F$ PES, while only negligible differences below 0.25 cm$^{-1}$ from the supersystem ADGA PES are found for higher orders of truncation, i.e., $l > 4$. At low fragmentation orders, the RMSD values calculated for IC modes are much larger than those for the total set of modes and for INTRA vibrations. At the lowest truncation level $l = 1$, the RMSD of IC vibrations is about 405 cm$^{-1}$. However, this also quickly decreases with $l$ and drops below 0.6 cm$^{-1}$ for the $1M4F$ PES. It is interesting to note that the RMSDs of IC vibrations are much larger than those for INTRA modes at low orders of truncation $l < 3$ only, whereas the opposite behavior is observed for $l \geq 3$.

This can probably be explained by the fact that although IC modes can span the entire molecule, in most cases they have large contributions at only 3–4 different fragments at once. Therefore, including FCs of order three leads to the convergence of many IC cut-potentials and considerably decreases their RMSDs compared to those for INTRA modes.

To further explore the convergence of the double incremental expansion, we carried
Figure 3: RMSDs of fundamental excitations in icosadecaene obtained with DIF-ADGA and supersystem ADGA. The molecule is fragmented into $-\text{CH}=-\text{CH}-$ units. The large plot presents values calculated using 1M/F PESs with the truncation order $l=1–9$, while smaller plot shows enlarged area of $l=5–9$. Red, blue, and green colors present values obtained for the entire set of modes (IC and INTRA) as well as for IC and INTRA modes, respectively. All values are given in cm$^{-1}$.

out calculations for the icosadecaene molecule using twice as large molecular fragments $-\text{CH}=-\text{CH}_2-$ than previously. Note that these calculations were conducted using a different set of FALCON coordinates optimized for these new fragments. Therefore, the 1M4F PES with small molecular fragments $-\text{CH}=-\text{CH}-$ is not equivalent to the 1M2F PESs employing fragmentation of the total molecule into $-(\text{CH}=\text{CH})_2-$ units. The results of these computations are shown in Fig. 3. As expected, a very large RMSD value of about 168 cm$^{-1}$ is obtained for the total set of vibrational modes in the case of $l = 1$. Higher truncation levels exhibit decreasing RMSDs with errors of around 1.8 cm$^{-1}$ and 0.1 cm$^{-1}$ for $l = 2$ and 3, respectively. Therefore, the use of larger molecular fragments, indeed, results in a much faster convergence of the double incremental expansion
in terms of the truncation order $l$. It is, however, interesting to note that the error of the 1M4F PES employing $-\text{CH}=\text{CH}-$ fragments is equal to 0.8 cm$^{-1}$ (see Fig. 3) and that this is about half of that obtained for the 1M2F PES with larger molecular fragments. These different RMSDs can probably be explained by the fact that in the latter case FCs $\text{H}-(\text{CH} \equiv \text{CH})_2-\text{H}$ and $\text{H}-(\text{CH} = \text{CH})_4-\text{H}$ are calculated, whereas in the former case, the FCs of order $l-1$ are, hence of the type $\text{H}-(\text{CH}=\text{CH})_3-\text{H}$, c.f., Eq. (20). Accordingly, the use of small molecular fragments $-\text{CH}=\text{CH}-$ and the truncation order $l=4$ in calculations of the 1M4F PESs results in computations of FCs composed of some larger molecular units than for the 1M2F PES with larger initial subsystems. This leads to a better description of the supersystem PES and the smaller RMSDs obtained using the 1M4F PES. Similar to the previous calculations, as depicted in Fig. 3, the RMSDs for IC modes are larger than those for INTRA vibrations for small truncation orders $l < 3$, whereas this situation is opposite for $l \geq 3$.

As shown above, the use of the truncation order $3 \leq l \leq 4$ in the many-body expansion is sufficient to obtain accuracy within 1 cm$^{-1}$ for the resulting fundamental excitation energies of the icosadecaene molecule. The fast convergence of icosadecaene 1M$l$F PESs with respect to $l$ is rather surprising, when taking into account that the fragments are of a relatively modest size and only include 6–10 atoms, while having strong inter-fragment interactions. It can, therefore, be assumed that even small truncation orders $l$ might be sufficient for more favourable fragmentation cases. This, in fact, was already observed for tetraphenyl and hexaphenyl in Sec. 4.1.

5 Conclusions and Outlook

In this work, we presented the DIF-ADGA for PES construction. This methodology combines the cost-effective double incremental expansion of PESs with an automatic grid
Figure 4: RMSDs of fundamental excitations in icosadecaene obtained with DIF-ADGA and supersystem ADGA. The molecule is fragmented into \(-(\text{CH}=-\text{CH})_2-\) units. Large plot presents values calculated using 1M/F PESs with the truncation order \(l=1-4\), while smaller plot shows enlarged area of \(l=2-4\). Red, blue, and green colors present values obtained for the entire set of modes (IC and INTRA) as well as for IC and INTRA modes, respectively. All values are given in \(\text{cm}^{-1}\).

construction procedure, which allows for robust and fully-automated PES construction with a considerably reduced computational cost compared to a static grid approach. We described the DIF-ADGA implementation and thoroughly tested the method. To that end, we compared the DIF-ADGA to other fragmented and non-fragmented computational methods by calculating fundamental excitation energies for a small set of chain-like molecular systems such as dicyclopentyl ketone, tetraphenyl, and hexaphenyl. For all three molecules under investigation, noticeable computational savings compared to a static grid approach were observed, while maintaining the same level of accuracy of the resulting PESs. The most impressive results were obtained for the tetraphenyl and hexaphenyl molecules, where less than half SPs were calculated with the DIF-ADGA.
compared to DIF-Static. We also showed that the use of the neighbor coupling approximation within the DIF-ADGA results in only two to three times larger number of SPs than in the standard non-fragmented ADGA. This is especially remarkable, when taking into account that the DIF-ADGA SPs are considerably less expensive than those calculated for the non-fragmented molecular system. For the hexaphenyl and tetraphenyl molecules, estimates of the total computational time for PES construction were shown to be reduced by factors of 2–3 and 7–41, when using the DIF-ADGA compared to the DIF-Static approach and supersystem static grid approach, respectively.

To further investigate the double incremental expansion of PESs and their convergence at high orders of truncation in the many-body expansion, we also carried out test calculations for the long chain-like molecule of icosadecaene using differently sized fragments and truncation orders. Although this molecule features double bond conjugation, surprisingly fast convergence in the double incremental expansion with the truncation order was observed. Thus, deviations below 1 cm$^{-1}$ were obtained already at truncation of forth order in the expansion (1M4F PES), while using rather small fragments $-\text{CH}=$CH$-$. For larger fragments $-(\text{CH}=$CH$)_2-$, similar accuracy was achieved already for the third order expansion (1M3F PES). This proves that even for very unfavorable cases for fragmentation a fast convergence of the expansion can be obtained with the DIF-ADGA.

Therefore, we consider the DIF-ADGA to be a powerful tool for fully automatized and cost-efficient PES construction suitable for highly accurate vibrational spectra calculations. This encourages us to further develop this methodology and to apply it in the context of larger and more diverse molecular systems. This, however, requires a number of methodological issues to be solved. A further reduction of the computational cost can be achieved by using either smart screening algorithms, which omit mode-coupling cut-potentials with minor contributions to the total PES, or by implementing machine learning algorithms to predict higher order surfaces. The former approach is currently
under development, whereas the latter strategy was recently probed for a set of small-sized molecules in the context of the standard ADGA and led to very high accuracy of the resulting PESs for a much smaller computational cost \[27\]. Even larger computational savings can be reached by introducing the so-called double incremental expansion in FALCON coordinates with auxiliary coordinate transformation (DIFACT). This theoretical method employs an approximate procedure for representing IC vibrational modes in terms of auxiliary coordinates that are purely local at molecular fragments and has been successfully applied in Ref. \[32\]. The use of DIFACT resulted in a linear-scaling computational cost with respect to the system size. However, the additional approximation led to small errors in the PES compared to DIF. Integration of DIFACT and the ADGA would allow for PES calculations of much larger molecular systems than presently accessible. All above-mentioned techniques are currently under our active development and their combination with the ADGA will soon be available in MidasCpp.
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