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Abstract. We introduce the notion of order-preserving multi-homogeneous mapping which allows to study Perron-Frobenius type theorems and nonnegative tensors in unified fashion. We prove a weak and strong Perron-Frobenius theorem for these maps and provide a Collatz-Wielandt principle for the maximal eigenvalue. Additionally, we propose a generalization of the power method for the computation of the maximal eigenvector and analyse its convergence. We show that the general theory provides new results and strengthens existing results for various spectral problems for nonnegative tensors.

1 Introduction

The classical Perron-Frobenius theory addresses properties such as existence, uniqueness and maximality of eigenvectors and eigenvalues of matrices with non-negative entries. Two important generalizations of this theory arise in the study of eigenvectors of order-preserving homogeneous maps defined on cones [49, 41, 24, 40, 5, 6, 57, 31, 7, 53, 11, 50, 39, 51, 1, 34, 33, 25, 42], and in multilinear algebra where spectral problems for tensors with nonnegative coefficients are considered [9, 45, 54, 14, 13, 44, 30, 19, 21, 48, 46, 64, 16, 63, 62, 20, 26, 61, 60]. Examples include $\ell^p$-eigenvectors, (rectangular) $\ell^{p,q}$-singular vectors and $\ell^{p_1,...,p_d}$-singular vectors of nonnegative tensors (in particular, the $\ell^{p,q}$-singular vector problem for nonnegative matrices is a special case of the latter problem). A first connection between these fields has been established in [20] where, in order to apply the results of [49, 50], the authors prove the equivalence between a class of spectral problems involving nonnegative tensors and a class of nonlinear eigenvalue problems involving order-preserving homogeneous mappings on the nonnegative orthant $\mathbb{R}^n_+$. Their approach has been successfully extended to other spectral problems related to nonnegative tensors, see for instance [26, 46, 60]. However, there are ranges of choices for $p, q$ and $p_1,\ldots,p_d$ where this approach can not be used but conclusions about Perron-Frobenius theory, such as existence and uniqueness of a positive eigenvector, still hold.

Motivated by this observation, we propose a higher-order formulation of the eigenvalue problem for homogeneous mappings on $\mathcal{K}_+ = \mathbb{R}^{p_1}_+ \times \ldots \times \mathbb{R}^{p_d}_+$. More
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**Figure 1.** The Perron-Frobenius theorem was originally developed for nonnegative matrices and then generalized on the one side for order-preserving homogeneous mappings and on the other side for nonnegative tensors. The study of order-preserving multi-homogeneous mappings unifies these theories.

Precisely, we consider multi-homogeneous order-preserving mappings and prove conditions for existence, uniqueness, maximality and convergence of an algorithm for the computation of positive eigenvectors. The \( \ell^p \)-eigenvectors of squared nonnegative tensors \([45, 54, 14, 20, 61, 60]\), the \( \ell^{p,q} \)-singular vectors of nonnegative matrices \([9, 26, 4]\), the \( \ell^{p,q} \)-singular vectors of rectangular nonnegative tensors \([16, 46, 64]\) and the \( \ell^{p_1,\ldots,p_d} \)-singular vectors of nonnegative tensors \([45, 20, 26, 19, 21, 2]\) are all particular cases of our formulation. These problems all have a common structure that is discussed in the last section of this paper. Moreover, the eigenvector problem of an order-preserving homogeneous map \([49, 50, 41]\) on the cone \( \mathbb{R}_n^+ \) is also a special case of the class considered here.

We show that many of these spectral problems can be reformulated as fixed point problems involving strictly contractive maps defined on the interior of \( \mathcal{K}_+ \), endowed with a weighted Thompson \([57]\) or Hilbert metric \([5, 55]\). While the contractive case has been exploited for order-preserving \( p \)-homogeneous maps (with \( p \in (0,1) \)) defined on cones \([11, 39]\), we are not aware of such observation in the nonnegative tensor community. Indeed, a drawback of the method proposed in \([20]\) is that contractive information is often lost when the higher-order spectral problem is transformed into a first order problem. The approach proposed here exploits this structure. In particular, our results improve results in \([9, 26, 20, 46, 61, 60]\). Additionally, the reformulation of spectral problems for nonnegative tensors as fixed point problems allows in the contractive case to formulate a generalized power method with a linear convergence rate. This result is either novel or has been proved under more restrictive assumptions in the literature. We study in detail the spectral properties of multi-homogeneous order-preserving mappings which are non-expansive but not contractive. In this case, when applied to nonnegative tensor problems, our results imply various known results of the literature with often similar or weaker assumptions \([9, 26, 20, 46, 61, 60, 35, 65]\). Typically, when our assumptions are more restrictive, it is because the specific structure of a particular problem is used and such results do not hold for other problems involving nonnegative tensors. Finally, we note that both in the contractive and the non-expansive case, some of the presented results are not known even in particular cases (e.g. a Collatz-Wielandt principle for \( \ell^{p,q} \)-singular vectors of rectangular nonnegative tensors, convergence rate for the generalized power method, etc.).
Generalizing the Perron-Frobenius theorem to multi-homogeneous mappings is a delicate task. Indeed, due to the degrees of freedom induced by higher-order spectral problems, most of the usual assumptions of the Perron-Frobenius theory have to be reformulated carefully as their straightforward generalizations are either too restrictive or the arguments in the proofs that requires them do not work for multi-homogeneous mappings. Furthermore, known relationships between these assumptions in the homogeneous case, do not hold anymore in the higher-order case. On the other hand, as already discussed above, we note that for a vast class of higher-order problems, identifying \( \mathcal{K}_+ \) with \( \mathbb{R}_+^{n_1+\cdots+n_d} \) prevent the application of existing nonlinear Perron-Frobenius theorems as the mapping is expansive with respect to both the Thompson metric and the Hilbert projective metric on \( \mathbb{R}_+^{n_1+\cdots+n_d} \). However, it is non-expansive or even contractive with respect to their weighted counter-parts defined on \( \mathcal{K}_+ \) provided that the weights are chosen in a suitable manner. These differences and technical difficulties are discussed and illustrated through particular examples all along this text.

The paper is organized as follows: At the beginning of each section, we state and discuss the main results presented therein. Their proofs are given within the section as they require to establish some intermediate results first. Each section deals with one aspect of the Perron-Frobenius theory besides the last one which is devoted to existing nonlinear Perron-Frobenius theorems as the mapping is expansive with respect to their weighted Hilbert and Thompson metrics and prove a contraction principle. In Section 3, we discuss conditions for the existence of nonnegative and positive eigenvectors and prove a weak form of the Perron-Frobenius theorem. Section 4 is concerned with a generalization of the Collatz-Wielandt principle. In particular, we discuss the maximality of eigenvalues associated with nonnegative and positive eigenvectors. Moreover, we give a condition for the uniqueness of a positive eigenvector. We discuss a generalization of the power method for the computation of positive eigenvectors and analyse its convergence in Section 5. Finally, in Section 6 we show how our theory can be applied to the study of spectral problems involving nonnegative tensors and compare our results with those of the existing literature.

1.1 Notation and preliminaries For the sake of clarity and in order to avoid ambiguities, we fix here the main notation used throughout this paper.

For \( n \in \mathbb{N} \), define \([n] = \{1, \ldots, n\}, \mathbb{R}^n_+ = \{z \in \mathbb{R}^n | z_i \geq 0, \forall i \in [n]\}, \mathbb{R}^n_{+,0} = \mathbb{R}^n_+ \setminus \{0\}, \mathbb{R}_+^n = \{z \in \mathbb{R}^n | z_i > 0, \forall i \in [n]\}, \Delta_+^n = \{z \in \mathbb{R}_+^n | \sum_{i=1}^n z_i = 1\} \). For \( p \in [1, \infty] \), we write \( \|z\|_p \) to denote the usual \( p \)-norm of \( z \in \mathbb{C}^n \). Moreover, for \( p \in (1, \infty) \) we write \( p' \) to denote the Hölder conjugate of \( p \), i.e. \( p' = \frac{p}{p-1} \). Let \( \psi_p : \mathbb{R}^n \to \mathbb{R}^n, \quad \psi_p(z) = (|z_1|^{p-1}\text{sign}(z_1), \ldots, |z_n|^{p-1}\text{sign}(z_n)) \), where \( \text{sign}(t) = t/|t| \) if \( t \neq 0 \) and \( \text{sign}(0) = 0 \). We write \( |z| \) to denote the component-wise absolute value of \( z \), i.e. \( |z| = (|z_1|, \ldots, |z_n|) \). On \( \mathbb{R}^n_+ \) we consider the partial ordering induced by \( \mathbb{R}^n_+ \), i.e. for every \( y, z \in \mathbb{R}^n_+ \) we write \( z \leq y \), \( z \preceq y \) and \( z < y \) if, and only if \( y - z \in \mathbb{R}^n_+ \), \( y - z \in \mathbb{R}^n_+ \setminus \{0\} \) and \( y - z \in \mathbb{R}^n_{++} \), respectively. We write \( I \in \mathbb{R}^{n \times n} \) and \( 1 \in \mathbb{R}^n \) to denote the identity matrix and the vector of all ones respectively. We write \( \rho(A) \) for the spectral radius of a matrix \( A \in \mathbb{R}^{n \times n} \). We recall that a matrix \( A \in \mathbb{R}_+^{n \times n} \) is irreducible if \((I + A)^{n-1} \in \mathbb{R}_+^{n \times n} \) and primitive if
there exists $\nu \in \mathbb{N}$ such that $A^\nu \in \mathbb{R}^{n \times n}$ where $\mathbb{R}^{n \times n}$ denote the sets of matrices with nonnegative, respectively positive, entries.

For $\alpha \in \mathbb{R}^n_+$ and $B \in \mathbb{R}^{n \times n}$ (or $\alpha \in \mathbb{R}^n$ and $B \in \mathbb{R}^{n \times n}$), define $\alpha^B \in \mathbb{R}^n_+$ as

$$\alpha^B = \left( \prod_{k=1}^n \alpha_k^{B_{1,k}}, \ldots, \prod_{k=1}^n \alpha_k^{B_{n,k}} \right).$$

A direct computation shows that for every $\alpha, \beta \in \mathbb{R}^n_+$ and every $B, C \in \mathbb{R}^{n \times n}$, following identities hold

$$(1.1) \quad \alpha^B \circ \alpha^C = \alpha^{B+C}, \quad (\alpha^C)^B = \alpha^{BC} \quad \text{and} \quad (\alpha \circ \beta)^B = \alpha^B \circ \beta^B,$$

where $\circ$ denotes the entrywise product, i.e. $\alpha \circ \beta = (\alpha_1 \beta_1, \ldots, \alpha_n \beta_n)$. Moreover, if $a \in \mathbb{R}^n_+$ and $\lambda > 0$, then

$$\prod_{i=1}^n (\alpha_i^B)^{a_i} = \prod_{i=1}^n \alpha_i^{(B^a)_i} \quad \text{and} \quad (\lambda^{a_1}, \ldots, \lambda^{a_n})^B = (\lambda^{(Ba)_1}, \ldots, \lambda^{(Ba)_n}).$$

Now, for $d \in \mathbb{N}$ and $n_1, \ldots, n_d \in \mathbb{N}$, define $V = \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_d}$, $K_+ = \mathbb{R}^{n_1}_+ \times \ldots \times \mathbb{R}^{n_d}_+$, $K_{+,0} = \mathbb{R}^{n_1}_+ \times \ldots \times \mathbb{R}^{n_d}_{+,0}$ and $K_{+,+} = \mathbb{R}^{n_1}_{+,+} \times \ldots \times \mathbb{R}^{n_d}_{+,+}$. We use bold letters without index to denote elements of $V$, bold letters with index $i \in [d]$ denote vectors in $\mathbb{R}^{n_i}$, whereas components of $x_i$ are written in normal font. Namely

$$x = (x_1, \ldots, x_d) \in V, \quad x_i = (x_{i,1}, \ldots, x_{i,n_i}) \in \mathbb{R}^{n_i} \quad \text{and} \quad x_{i,j}, \in \mathbb{R}.$$

For $i \in [d]$, let $\| \cdot \|_{\gamma_i}$ be a norm on $\mathbb{R}^{n_i}$. We consider

$$S^\| \cdot \|_{\gamma} = \{ x \in K_+ \mid \|x_i\|_{\gamma_i} = 1, \forall i \in [d] \}, \quad S^\| \cdot \|_{\gamma} = S^\| \cdot \|_{\gamma} \cap K_{+,+},$$

and, for $\phi \in K_{+,+}$,

$$S^\phi = \{ x \in K_+ \mid \langle x_i, \phi_i \rangle = 1, \forall i \in [d] \}, \quad S^\phi = S^\phi \cap K_{+,+}.$$

The norm $\| \cdot \|_{\gamma_i}$ is said to be monotonic if $\|x_i\|_{\gamma_i} \leq \|y_i\|_{\gamma_i}$ whenever $0 \leq x_i \leq y_i$. Although not always needed, we assume that all the norms considered in the following are monotonic. Likewise $\mathbb{R}^n_+$, $K_+$ induces a partial ordering on $V$. We write $x \leq_{K} u$, $u \leq_{K} u$, $x \leq_{K} u \leq_{K} u$ if and only if $u - x \in K_+$, $u - x \in K_+ \setminus \{0\}$ and $u - x \in K_{+,+}$ respectively.

We consider the index sets $I, J$ defined as

$$I = \bigcup_{k=1}^d \{ \{k\} \times [n_k] \} \quad \text{and} \quad J = [n_1] \times \ldots \times [n_d],$$

and the product $\otimes: \mathbb{R}^d \times V \to V$ defined as

$$\alpha \otimes x = (\alpha_1 x_1, \ldots, \alpha_d x_d).$$

For $F: V \to V$ we use the same notation as for vectors, i.e. $F = (F_1, \ldots, F_d)$ and $F_i = (F_{i,1}, \ldots, F_{i,n_i})$ with $F_i: V \to \mathbb{R}^{n_i}$ and $F_{i,j}: V \to \mathbb{R}$. For $k \in \mathbb{N}$, we denote the iterates of $F$ as $F^k$, where $F^0(x) = x$ and $F^k(x) = F(F^{k-1}(x))$. If $F$ is differentiable at $v \in V$, we write $D_k F_i(v) \in \mathbb{R}^{n_i \times n_k}$ to denote the Jacobian matrix of the map $x_k \mapsto F_i(x)$ at $x = v$. Similarly, if $f: V \to \mathbb{R}$, we write $\nabla_f(x)$ to denote the gradient of $x_i \mapsto f(x)$.

Both of the following notions are fundamental in our study, namely the concepts of order-preserving and multi-homogeneous maps.
Definition 1.1. Let $U, U' \subset V$ and $F : U \to U'$. We say that $F$ is order-preserving if, for every $x, y \in U$ such that $x \leq_k y$, we have $F(x) \leq_k F(y)$.

Definition 1.2. Let $U, U' \subset V$ and $F : U \to U'$. $F$ is said to be (positively) multi-homogeneous if there exists a matrix $A \in \mathbb{R}^{d \times d}$ such that for every $x \in U$ and every $\alpha \in \mathbb{R}^{d_+}$, we have $F(\alpha \otimes x) = \alpha^A \otimes F(x)$. We call $A$ the homogeneity matrix of $F$, and denote it as $A(F)$.

Inspired by the assumptions arising in the Perron-Frobenius theory for order-preserving homogeneous mappings [41], we introduce the following set.

Definition 1.3. Let $\mathcal{H}^d$ be the set of mappings $F : \mathcal{K}_+ \to \mathcal{K}_+$ such that:

1. $F$ is continuous and order-preserving,
2. $F$ is multi-homogeneous,
3. $F(1) \in \mathcal{K}_{++}$ and $A(F)$ has at least one nonzero entry per row.

Finally, inspired by the spectral theory for nonnegative tensors, we introduce the following notion of eigenvector.

Definition 1.4. Let $F : V \to V$ be continuous and multi-homogeneous, $x \in V$ is called an eigenvector of $F$, if $x_i \neq 0$ for all $i \in [d]$ and there exists $\lambda \in \mathbb{R}^d$ such that $F(x) = \lambda x$.

Note that if $F \in \mathcal{H}^1$, i.e. $d = 1$, then $F$ is $p$-homogeneous with $p = A(F)$ and $x \in \mathcal{K}_+ = \mathbb{R}^{d_+}$ is an eigenvector of $F$ if $x \neq 0$ and there exists $\lambda \in \mathbb{R}_+$ such that $F(x) = \lambda x$. Observe also that if $F \in \mathcal{H}^d$, then $F$ is multi-homogeneous, and for every eigenvector $x$ of $F$ and every $\alpha \in \mathbb{R}^{d_+}$, $\alpha \otimes x$ is also an eigenvector of $F$. Indeed, if $F(x) = \lambda x$, then $F(\alpha \otimes x) = (\alpha^{A^{-1}} \otimes \lambda) \otimes (\alpha \otimes x)$ with $A = A(F)$. Thus, the associated eigenvalue may not be scaling invariant. For this reason we say that two eigenvectors $y, x \in \mathcal{K}_{++}$ are equivalent, if there exists $\alpha \in \mathbb{R}^{d_+}$ such that $x = \alpha \otimes y$.

The properties of a multi-homogeneous map $F \in \mathcal{H}^d$ are governed by those of its homogeneity matrix. In particular, as $A(F)$ is nonnegative, the linear Perron-Frobenius theorem, which is recalled here for the convenience of the reader, will be a useful tool in the following. While this result can be found in most of the modern textbooks on matrices such as [32], we refer to [52],[22],[17],[59] for the original works of Perron, Frobenius, Collatz and Wielandt respectively.

Theorem 1. Let $n \geq 2$ and $M \in \mathbb{R}^{n \times n}$ be an irreducible nonnegative matrix. Then:

(i) $M$ has an eigenvector $u \in \mathbb{R}^{n_+}$, i.e. $Mu = \lambda u$.

(ii) It holds $\lambda = \rho(M)$ and the Collatz-Wielandt min-max characterization

$$\min_{x \in \mathbb{R}^{n_+}} \max_{i=1,...,n} \frac{(Mx)_i}{x_i} = \lambda = \max_{x \in \mathbb{R}^{n_+} \setminus \{0\}} \min_{i=1,...,n} \frac{(Mx)_i}{x_i}.$$

Moreover, $u$ is the unique nonnegative eigenvector of $M$.

(iii) If additionally $M$ is primitive, the sequence $(x^k)_{k=0}^{\infty} \subset \mathbb{R}^{n_+}$ defined as

$$x^0 \in \mathbb{R}^{n_+} \quad \text{and} \quad x^{k+1} = \frac{Mx^k}{\|Mx^k\|_2} \quad \forall k \in \mathbb{N},$$

satisfies $\lim_{k \to \infty} x^k = u$.
Multi-homogeneous maps and contraction principle

We start by discussing properties of mappings in $H^d$. This discussion provides intuition on the richness of the class of maps $H^d$ and is helpful to determine whether a mapping belongs to $H^d$ or not. More precisely, we recall a known characterization of order-preserving maps in Theorem 2.2. Then, in Lemma 2.3, we prove a generalization of Euler’s theorem for homogeneous maps. We will need this result in order to derive a condition for the uniqueness of the positive eigenvector of a map in $H^d$. In Theorem 2.5, we recall a result on continuous extensions of homogeneous order-preserving maps which are defined in the interior of the cone. This result will be useful to obtain a sufficient condition for the existence of a positive eigenvector of a mapping in $H^d$. Finally, in Lemma 2.6, we describe some operations that leave $H^d$ invariant.

In a second step, we consider a particular instance of a spectral problem involving multi-homogeneous maps, namely the $\ell_{p,q}$-singular values of a nonnegative matrix. Through this example, we emphasize differences between the classical notion of eigenvectors for nonlinear maps and the definition proposed here, as well as techniques commonly used for the computation of the projective norm of nonnegative matrices and tensors. Moreover, it is a first illustration of how multi-homogeneous mappings appear naturally in the study of higher-order spectral problems. We then briefly discuss how one can homogenize nonhomogeneous mappings in order to apply our theory.

In Section 2.3, we recall the definitions of the Hilbert projective metric and the Thompson metric. We introduce two weighted versions of these metrics extended to $K^{++}$ that will be crucial for the proofs in the following. In Lemma 2.11, we compute the Lipschitz constant of a mapping $F \in H^d$ with respect to the introduced weighted metrics. We show that the Lipschitz constant is minimized by a certain choice of the weights. The optimal Lipschitz constant is the spectral radius of the homogeneity matrix of $F$. This is the key observation for the following main result of this section.

**Theorem 2.1.** Let $F \in H^d$ and $A = \mathcal{A}(F)$. If $\rho(A) < 1$, then there exists $b \in \mathbb{R}^d_{++}$ with $A^T b \leq rb$ for some $r \in [\rho(A), 1)$ and there exists a unique $u \in \mathbb{S}^{|| \cdot ||_{\gamma}}$ such that $F(u) = \lambda \otimes u$ for some $\lambda \in \mathbb{R}^d_{++}$. For $x^0 \in \mathbb{S}^{|| \cdot ||_{\gamma}}$, let

$$x^k = \left( \frac{F_1(x^{k-1})}{\|F_1(x^{k-1})\|_{\gamma_1}}, \ldots, \frac{F_d(x^{k-1})}{\|F_d(x^{k-1})\|_{\gamma_d}} \right) \quad \forall k \in \mathbb{N},$$

then

$$\lim_{j \to \infty} x^j = u \quad \text{and} \quad \mu_b(u, x^k) \leq \frac{r^k}{1 - r} \mu_b(x^1, x^0) \quad \forall k \in \mathbb{N},$$

where $\mu_b : K^{++} \times K^{++} \to \mathbb{R}_+$ is the weighted Hilbert metric defined as

$$\mu_b(x, y) = \sum_{k=1}^d b_i \ln \left( \max_{j_i \in [n_i]} \frac{x_{i,j_i}}{y_{i,j_i}} \vphantom{\max_{l_i \in [n_i]}} \right) \left( \max_{l_i \in [n_i]} \frac{y_{i,l_i}}{x_{i,l_i}} \vphantom{\max_{j_i \in [n_i]}} \right) \quad \forall x, y \in K^{++}.$$

In particular, if $A$ has a positive left-eigenvector $c \in \mathbb{R}^d_{++}$, then one can choose $b = c$ so that $r = \rho(A)$. 


Finally, we discuss an example of a mapping which is expansive with respect to the Thompson and Hilbert metrics on $\mathbb{R}^2_{++}$ but is a contraction on $\mathcal{K}_{++} = \mathbb{R}^2_{++} \times \mathbb{R}^2_{++}$ with respect to the metric of Theorem 2.1.

2.1 Multi-homogeneous maps and their eigenvectors First of all we recall a known theorem that characterizes the property of being order-preserving.

Theorem 2.2 (Theorem 1.3.1, [41]). Let $U \subset \mathcal{K}_+$ be an open convex set. If $F: U \to \mathcal{K}_+$ is locally Lipschitz, then $DF(x)$ exists for Lebesgue almost all $x \in U$, and $F$ is order-preserving if and only if $DF(x)\mathcal{K}_+ \subset \mathcal{K}_+$ for all $x \in U$ for which $DF(x)$ exists.

The following lemma can be seen as a generalization of the well-known Euler theorem for homogeneous mappings.

Lemma 2.3. Let $U \subset V$ be open and such that $\alpha \otimes x = (\alpha_1 x_1, \ldots, \alpha_d x_d) \in U$ for all $\alpha \in \mathbb{R}^d_{++}$ and $x \in U$. Let $a \in \mathbb{R}^d$ and $f: U \to \mathbb{R}$, a differentiable map. The following are equivalent:

1. It holds $f(\alpha \otimes x) = f(x) \prod_{k=1}^{d} \alpha_k a_k$ for every $\alpha \in \mathbb{R}^d_{++}$, $x \in U$.
2. It holds $(\nabla_i f(x), x_i) = a_i f(x)$ for every $i \in [d]$, $x \in U$.

Moreover, if $f$ satisfies (1) or (2), then:

3. It holds $\nabla_i f(\alpha \otimes x) = \nabla_i f(x) \prod_{k=1}^{d} \alpha_k^{-1} a_k$ for every $i \in [d], \alpha \in \mathbb{R}^d_{++}, x \in U$.

Proof. Let $x \in U$ and consider $g_x, h_x: \mathbb{R}^d_{++} \to \mathbb{R}$ defined as

$$g_x(\alpha) = f(\alpha \otimes x) - f(x) \prod_{k=1}^{d} \alpha_k a_k \quad \text{and} \quad h_x(\alpha) = f(\alpha \otimes x) \prod_{k=1}^{d} \alpha_k^{-1} a_k - f(x).$$

If (1) holds, then $g_x$ is constant and (2) follows from $\nabla g_x(1) = 0$. If (2) holds, then $\nabla h_x(\alpha) = 0$ for every $\alpha$ and (1) follows from $h_x(\alpha) = h_x(1) = 0$. To show the last part, let $(i, j) \in \mathcal{J}$ and consider $e^{(i,j)} \in \mathcal{K}_+$, the vector such that $(e^{(i,j)})_{i,k} = 1$ if $(k, l_k) = (i, j)$ and $(e^{(i,j)})_{k,l_k} = 0$ else. Then, for every small enough $h$, it holds

$$f(\alpha \otimes x + he^{(i,j)}) - f(\alpha \otimes x) \left(\frac{\alpha_i^{-1} \prod_{k=1}^{d} \alpha_k^{a_k} f(x) - f(x)}{\alpha_i^{-1} h}\right) = \left(\prod_{k=1}^{d} \alpha_k a_k\right).$$

Letting $h \to 0$ concludes the proof. \hfill \Box

Before discussing continuous extensions of order-preserving, multi-homogeneous maps defined in the interior of the cone, we show in the following lemma that for any $F \in \mathcal{H}^d$, it holds $F(\mathcal{K}_{++}) \subset \mathcal{K}_{++}$ and $A(F)$ is nonnegative.

Lemma 2.4. Let $F \in \mathcal{H}^d$, then $F(\mathcal{K}_{++}) \subset \mathcal{K}_{++}$ and $A(F) \in \mathbb{R}^{d \times d}_{++}$. Moreover, if $F$ is differentiable at some point $x \in \mathcal{K}_{++}$, then for every $i, j \in [d]$, we have $A(F)_{i,j} > 0$ if and only if $D_j F_i(x)$ has at least one nonzero entry per row.

Proof. Let $y \in \mathcal{K}_{++}$, there exists $\alpha \in \mathbb{R}^d_{++}$ such that $\alpha \otimes 1 \preceq \mathcal{K} y$ and thus $0 < \mathcal{K} \alpha^A \otimes F(1) \preceq \mathcal{K} F(y)$ as $F(1) \in \mathcal{K}_{++}$ for $F \in \mathcal{H}^d$. Now, let $A = A(F)$ and
fix $i, j \in [d]$. Let $\theta : \mathbb{R}^+ \to \mathbb{R}^d_+$ be defined as $\theta_l(t) = 1$ if $l \neq j$ and $\theta_j(t) = 1 + t$. Then, we have $1 \leq \text{K} \theta(t) \otimes 1$ for every $t > 0$. As $F$ is order-preserving, it follows

$$F_i(1) \leq \text{K} F_i(\theta(t) \otimes 1) = (1 + t)^{A_{i,j}} F_i(1) \quad \forall t > 0.$$ 

Hence, $1 \leq (1 + t)^{A_{i,j}}$ for every $t > 0$ which implies $A_{i,j} \geq 0$. Finally, Lemma 2.3 implies that $D_j F_i(x) x_j = A_{i,j} F_i(x)$. The discussion above shows that $F(x) \in \text{K}_{++}$ if $x \in \text{K}$. It follows that $A_{i,j} > 0$ if and only if $D_j F_i(x) \in \mathbb{R}^{n_i \times n_j}$ has at least one nonzero entry per row.

There exist order-preserving multi-homogeneous mappings which are naturally defined on $\text{K}_{++}$ rather than on $\text{K}$. This frequently happens in the case $d = 1$ when considering the log-exp transform of a topical map (see e.g. [23]). We also face such a situation when deriving the dual condition for the existence of a positive eigenvector in Corollary 3.18. It is then useful to know whether the considered mapping can be continuously extended to a map in $\mathcal{H}^d$. In the case $d = 1$, such an extension has been proved to exist in Theorem 3.10 [10] and Theorem 5.1.2 [41]. As the proof of this result can be easily generalized for $d > 1$ (with the help of Lemma 2.11), we omit it here.

**Theorem 2.5.** Let $F : \text{K}_{++} \to \text{K}_{++}$ be order-preserving and multi-homogeneous. If $\mathcal{A}(F)$ has at least one positive entry per row and there exists $b \in \mathbb{R}^d_+$ such that $\mathcal{A}(F)Tb \leq b$, then there exists $T \in \mathcal{H}^d$ such that $F = T|_{\text{K}_{++}}$ and $\mathcal{A}(T) = \mathcal{A}(F)$.

We describe operations under which $\mathcal{H}^d$ is closed in the following straightforward lemma.

**Lemma 2.6.** Let $F, G \in \mathcal{H}^d$, $A = \mathcal{A}(F)$ and $B = \mathcal{A}(G)$. Moreover, let $D \in \mathbb{R}^{d \times d}$ with $D \geq A, B$ and $\xi_1, \ldots, \xi_d : K_+ \to \mathbb{R}_+$ be continuous, order-preserving, homogeneous maps such that $\xi_i(\text{K}_{+, 0}) \subset \mathbb{R}_+$ for every $i \in [d]$. Define $N : K_+ \to \mathbb{R}^d$ as $N(x) = (\xi_1(x), \ldots, \xi_d(x))$. Finally, let $H^{(1)}, H^{(2)}, H^{(3)} : K_+ \to K_+$ with

$$H^{(1)}(x) = F(G(x)), \quad H^{(2)}(x) = F(x) \circ G(x)$$

and

$$H^{(3)}(x) = N(x)^{D-A} \otimes F(x) + N(x)^{D-B} \otimes G(x).$$

Then $H^{(1)}, H^{(2)}, H^{(3)} \in \mathcal{H}^d$ with homogeneity matrices $AB$, $A + B$, $D$ respectively.

In particular, it follows that for every $F \in \mathcal{H}^d$, we have $\mathcal{A}(F^k) = \mathcal{A}(F)^k$.

**2.2 First motivating examples** In this section, we make observations on the properties of maps in $\mathcal{H}^d$ by analysing simple examples. The first one is the well-known matrix $\ell^{p,q}$-singular value problem [9] which we recast in terms of multi-homogeneous mappings.

**Example 2.7** (Matrix $\ell^{p,q}$-singular value problem). Let $M \in \mathbb{R}^{m \times n}_+$ and $p, q \in (1, \infty)$. The $\ell^{p,q}$-singular vectors of $M$ are the critical points of the Rayleigh quotient associated to the $(p, q)$-norm of $M$. More precisely, let $R : \mathbb{R}^m \setminus \{0\} \times \mathbb{R}^n \setminus \{0\} \to \mathbb{R}$ be defined as

$$R(x, y) = \frac{x^T M y}{\|x\|_p \|y\|_q} \quad \text{and} \quad \|M\|_{p,q} = \max_{x,y \neq 0} R(x, y),$$

where $\ell^p$ and $\ell^q$ denote the $p$- and $q$-norms on $\mathbb{R}^d$, respectively.
then \(\|My\|_{p'} \leq \|M\|_{p,q}\|y\|_q\) for every \(y \in \mathbb{R}^n\) and \((x, y)\) is an \(t_p\)-singular vector of \(M\) if \(VR(x, y) = 0\). Note that, as \(R(x, y) \leq R(|x|, |y|)\) for every \(x, y\), the maximum above is attained in \(K_+ = \mathbb{R}^m_+ \times \mathbb{R}^n_+\). So, define \(F: K_+ \to K_+\) as

\[
F(x, y) = (\psi_p(My), \psi_p(M^T x)) \quad \forall(x, y) \in K_+.
\]

Then, the eigenvectors of \(F\) correspond to the critical points of \(R\) in the product of spheres \(S^m_+ \times S^n_+ = \{(x, y) \in K_+ | \|x\|_p = \|y\|_q = 1\}\). Assume that \((x, y) \in S^m_+ \times S^n_+\) satisfies \(\nabla R(x, y) = 0\), then

\[
F(x, y) = (\lambda_1 x, \lambda_2 y) \quad \text{with} \quad (\lambda_1, \lambda_2) = (R(x, y)^{p'-1}, R(x, y)^{q'-1}),
\]

i.e. the critical points of \(R\) in \(S^m_+ \times S^n_+\) are eigenvectors of \(F\). Conversely, if \((x, y) \in S^m_+ \times S^n_+\) satisfies \(F(x, y) = (\lambda_1 x, \lambda_2 y)\), then

\[
\lambda_1^{p'-1} = \lambda_1^{p'-1}\|x\|_p = \langle x, \lambda_1^{p'-1} \psi_p(x) \rangle = \langle x, My \rangle = R(x, y) = \langle y, M^T x \rangle = \lambda_2^{q'-1},
\]

that is the eigenvectors of \(F\) in \(S^m_+ \times S^n_+\) are critical points of \(R\).

Note that \(F\) is order-preserving because \((x, y) \leq_K (\tilde{x}, \tilde{y})\) implies \(M^T x \leq M^T \tilde{x}\) and \(My \leq M \tilde{y}\), as \(M\) has nonnegative entries. Moreover, \(F\) is \(t_p\)-homogeneous as for every \(\alpha, \beta > 0\) and \((x, y) \in K_+\) we have

\[
F(\alpha x, \beta y) = (F_1(\alpha x, \beta y), F_2(\alpha x, \beta y)) = (\alpha^{\beta p'' - 1} F_1(x, y), \alpha^{q'' - 1} \beta^{\beta p'} F_2(x, y))
\]

\[
= (\alpha, \beta)^d \otimes F(x, y) \quad \text{with} \quad A = \begin{pmatrix} 0 & p'' - 1 \\ q'-1 & 0 \end{pmatrix} = A(F).
\]

Finally, for \(F\) to be in \(H^2\), we have to ensure \(F(1) \in K_{++}\). This is the case when \(M\) has at least one nonzero entry per row and per column. When the latter assumption is not fulfilled, one can introduce a decoupled problem as follows: Let \(\tilde{F}: \mathbb{R}^m_+ \to \mathbb{R}^m_+\) with \(\tilde{F}(x) = F_1(1, F_2(x, 1))\), then, for \(\lambda \in \mathbb{R}^2_+\) and \((x, y) \in K_{++}\), we have

\[
F(x, y) = (\lambda_1 x, \lambda_2 y) \quad \iff \quad \begin{cases} \tilde{F}(x) = \lambda_2^{q'-1} \lambda_1 x \\ \lambda_2 y = F_2(x, 1) \end{cases}
\]

This is possible because \(A_{1,1} = A_{2,2} = 0\). This transformation can be useful as there are matrices \(M\) for which \(F \notin H^d\) and \(\tilde{F} \in H^d\). For example, when \(m = n = 2, M_{1,1} = M_{2,1} = 1\) and \(M_{1,2} = M_{2,2} = 0\), then \(F(K_{++}) \notin K_{++}\) while \(\tilde{F}(\mathbb{R}^m_+, 0) \subset \mathbb{R}^m_+\).

We use the following remark to emphasize three relevant observations made in Example 2.7.

**Remark 2.8.** (a) When looking at the necessary condition for the critical points of a Rayleigh quotient, we obtain an equation of the form \(G(x) = \lambda \otimes \Psi(x)\). E.g. for the \(t_p\)-singular vectors of a matrix \(M\), we have \(G(x_1, x_2) = (Mx_2, M^T x_1)\) and \(\Psi(x_1, x_2) = (\psi_p(x_1), \psi_p(x_2))\). When \(G \in H^d\) and \(\Psi\) is an invertible map such that \(\Psi^{-1} \in H^d\), we can then recast the necessary condition into a spectral problem for \(F \in H^d\) with \(F(x) = \Psi^{-1}(G(x))\). Such approach is widely used for the computation of projective norms of nonnegative matrices and tensors (see for instance [9, 45, 20, 26, 14, 40]).

(b) To establish the correspondence between the eigenvectors of \(F\) defined in (2.1) and the \(t_p\)-singular vectors of \(M\), we have shown that if \((x_1, x_2) \in S^m_+ \times S^n_+\) satisfies \(F(x_1, x_2) = (\lambda_1 x_1, \lambda_2 x_2)\), then \(\lambda_1^{p'-1} = \lambda_2^{q'-1}\). In order to prove this implication, we
used a technique that is common in the study of spectral problems of nonnegative tensors, especially to prove existence of a positive eigenvector (see [26, 20, 46]). This technique can be formulated for maps in $\mathcal{H}^d$ as follows: Let $G \in \mathcal{H}^d$ and suppose that there exists $a \in \mathbb{R}^{d,+}$ and $R: \mathcal{K}_{+,0} \to \mathbb{R}_+$ such that

$$
\langle G(x_i), x_i \rangle = a_i R(x) \quad \forall i \in [d], \ x \in \mathcal{K}_{+,0}.
$$

Then, for every $\Psi: \mathcal{K}_{+,0} \to \mathcal{K}_{+,0}$ and $(\lambda, x) \in \mathbb{R}_+^d \times \mathcal{K}_{+,0}$ we have

$$
\begin{align*}
\left\{ \begin{array}{l}
G(x) = \lambda \otimes \Psi(x) \\
\langle x_i, \Psi(x) \rangle = 1 \quad \forall i \in [d]
\end{array} \right. \implies \frac{\lambda_i}{a_i} = R(x) \quad \forall i \in [d].
\end{align*}
$$

Indeed, if the system of equations in (2.3) is satisfied, then

$$
\lambda_i = \langle x_i, \lambda_i \Psi_i(x) \rangle = \langle x_i, G_i(x) \rangle = a_i R(x) \quad \forall i \in [d].
$$

(c) The decoupling technique in (2.2) is known, especially for computing projective norms of matrices and tensors (see for instance [9, 4, 26, 29]). This principle can be formulated for maps in $\mathcal{H}^d$.

Indeed, if the system of equations in (2.3) is satisfied, then

$$
\lambda_i = \langle x_i, \lambda_i \Psi_i(x) \rangle = \langle x_i, G_i(x) \rangle = a_i R(x) \quad \forall i \in [d].
$$

Another important example problem which can be analyzed with the Perron-Frobenius theory for multi-homogeneous mappings is the eigenvalue problem for a class of polynomial maps with nonnegative coefficients. This problem was considered for instance in [20] and [36]. It is discussed in the following Example 2.10 where it is pointed out that this problem is a special case of the eigenvalue problem of a sum of continuous, order-preserving, multi-homogeneous mappings which is described in Remark 2.9.

Remark 2.9 (Sums of mappings). Let $F^{(1)}, \ldots, F^{(\nu)}: \mathcal{K}_+ \to \mathcal{K}_+$ be continuous, multi-homogeneous and order-preserving with $A^{(i)} = \mathcal{A}(F^{(i)})$ for every $i \in [\nu]$. Let $A \in \mathbb{R}^{d \times d}$ with $A \geq A^{(i)}$ for all $i \in [\nu]$ and $A1 \in \mathbb{R}^{d,+}$. Define $N: \mathcal{K}_+ \to \mathbb{R}_+^d$ and $G, H: \mathcal{K}_+ \to \mathcal{K}_+$ as $N(x) = (\|x_1\|_{\gamma_1}, \ldots, \|x_d\|_{\gamma_d})$, $H(x) = \sum_{k=1}^{\nu} F^{(k)}(x)$ and $G(x) = \sum_{k=1}^{\nu} N(x)^{A-A^{(i)}} \otimes F^{(k)}(x)$.

Then, from Lemma 2.6, we know that if $H(1) \in \mathcal{K}_+$, then $G \in \mathcal{H}^d$ with $\mathcal{A}(G) = A$. Moreover, for every $x \in \mathbb{S}_+^{d \|\gamma\}$ we have $G(x) = H(x)$. In particular, we have

$$
G(x) = \lambda \otimes x \iff H(x) = \lambda \otimes x \quad \forall x \in \mathbb{S}_+^{d \|\gamma}.
This shows that the eigenvectors of the non-homogeneous map $H$ on $\mathbb{S}^n_+$ coincide with those of $G \in \mathcal{H}^d$. We will see that a natural choice for $A$ is to set the entries to be as small as possible. Indeed, Theorem 2.1 indicates that one should minimize the spectral radius of $A$.

**Example 2.10.** Let $H : \mathbb{R}^2 \to \mathbb{R}^2$ be given by

$$H(s, t) = \left( \sum_{k=1}^{N} c_k s^{\alpha_k} t^{\beta_k}; \sum_{k=1}^{\tilde{N}} \tilde{c}_k s^{\tilde{\alpha}_k} t^{\tilde{\beta}_k} \right)$$

then $H$ can be written as the sum

$$H(s, t) = \sum_{k=1}^{N} F(k)(s, t) + \sum_{k=1}^{\tilde{N}} \tilde{F}(k)(s, t)$$

where $F(k)(s, t) = (c_k s^{\alpha_k} t^{\beta_k}, 0)$ and $\tilde{F}(k)(s, t) = (0, \tilde{c}_k s^{\tilde{\alpha}_k} t^{\tilde{\beta}_k})$. Moreover, if $\alpha_i, \beta_i, \tilde{\alpha}_j, \tilde{\beta}_j > 0$ for every $i, j$ and there exists $k_1 \in [N], k_2 \in [\tilde{N}]$ such that $c_{k_1}, \tilde{c}_{k_2} > 0$, then for any $\delta > 0$ such that

$$\delta \geq \max_{k \in [N]} \alpha_k \beta_k \quad \text{and} \quad \delta \geq \max_{k \in [\tilde{N}]} \tilde{\alpha}_k \tilde{\beta}_k,$$

it holds $G \in \mathcal{H}^1$ where

$$G(s, t) = \sum_{k=1}^{N} \| (s, t) \|^2 \frac{\delta - \alpha_k \beta_k}{\delta} F(k)(s, t) + \sum_{k=1}^{\tilde{N}} \| (s, t) \|^2 \frac{\delta - \tilde{\alpha}_k \tilde{\beta}_k}{\delta} \tilde{F}(k)(s, t),$$

2.3 Weighted Hilbert and Thompson metric and contraction principle

A natural metric for the study of positive eigenvectors of mappings in $\mathcal{H}^1$ is the Hilbert semi-metric $\mu : \mathbb{R}^n_+ \times \mathbb{R}^n_+ \to \mathbb{R}_+$ defined as follows:

$$\mu(z, v) = \ln \left( \frac{\eta_+(z/v)}{\eta_-(z/v)} \right) \quad \forall z, v \in \mathbb{R}^n_+,$$

where $\eta_+ (\cdot / \cdot), \eta_- (\cdot / \cdot) : \mathbb{R}^n_+ \times \mathbb{R}^n_+ \to \mathbb{R}_+$ are defined as

$$\eta_+(z/v) = \max_{j \in [n]} \frac{z_j}{v_j} \quad \text{and} \quad \eta_-(z/v) = \min_{j \in [n]} \frac{z_j}{v_j}.$$ 

The Thompson metric $\overline{\mu} : \mathbb{R}^n_+ \times \mathbb{R}^n_+ \to \mathbb{R}_+$ is defined as:

$$\overline{\mu}(z, v) = \ln \left( \max \left\{ \eta_+(z/v), \eta_+(v/z) \right\} \right) = \| \ln(v) - \ln(z) \|_{\infty} \quad \forall z, v \in \mathbb{R}^n_+.$$ 

These metrics were introduced in [5, 55] and [57] respectively. It is known that $(\mathcal{K}_+, \overline{\mu})$ is a complete metric space as well as $(\mathbb{S}^n_+, \mu)$, for any fixed $\Phi \in \mathbb{R}^n_+$. Moreover, the topologies of $(\mathcal{K}_+, \overline{\mu})$ and $(\mathbb{S}^n_+, \mu)$ coincide with the norm topology and, for every $x, y \in \mathcal{K}_+$, if we set $z(t) = tx + (1-t)y$, then

$$\mu(x, y) = \mu(x, z(t)) + \mu(z(t), y) \quad \forall t \in [0, 1].$$

A key property of these metrics is the following (see Chapter 2 of [41]): Suppose that $F : \mathbb{R}^n_+ \to \mathbb{R}^n_+$ is continuous, order-preserving and $p$-homogeneous with $p > 0$, then

$$\mu(F(x), F(y)) \leq p \mu(x, y) \quad \text{and} \quad \overline{\mu}(F(x), F(y)) \leq p \overline{\mu}(x, y)$$

for every $x, y \in \mathcal{K}_+$. 

Based on these observations, we build a metric space appropriate for maps in $\mathcal{H}^{d}$ with $d > 1$. We define $\mathfrak{m}(\cdot/\cdot), \mathcal{m}(\cdot/\cdot) : \mathcal{K}_{++} \times \mathcal{K}_{++} \rightarrow \mathbb{R}^{d}_{++}$ as

$$\mathfrak{m}(x/y) = (\mathfrak{m}_1(x/y), \ldots, \mathfrak{m}_d(x/y)) = \left( \max_{j_1 \in [n_1]} \frac{x_{1,j_1}}{y_{1,j_1}}, \ldots, \max_{j_d \in [n_d]} \frac{x_{d,j_d}}{y_{d,j_d}} \right)$$

and

$$\mathcal{m}(x/y) = (\mathcal{m}_1(x/y), \ldots, \mathcal{m}_d(x/y)) = \left( \min_{j_1 \in [n_1]} \frac{x_{1,j_1}}{y_{1,j_1}}, \ldots, \min_{j_d \in [n_d]} \frac{x_{d,j_d}}{y_{d,j_d}} \right).$$

for every $x, y \in \mathcal{K}_{++}$. Note that for every $\leq_{\mathcal{K}} x \leq_{\mathcal{K}} y$ $\mathfrak{m}(x/y) \leq_{\mathcal{K}} \mathfrak{m}(y/x) \quad \forall x, y \in \mathcal{K}_{++}.$

For $b \in \mathbb{R}^{d}_{++}$, let $\mu_{b}, \overline{\mu}_{b} : \mathcal{K}_{++} \times \mathcal{K}_{++} \rightarrow \mathbb{R}_{+}$ be respectively the weighted Hilbert and Thompson metrics defined as

$$\mu_{b}(x, y) = \sum_{i=1}^{d} b_i \ln \left( \frac{\mathfrak{m}_i(x/y)}{\mathcal{m}_i(x/y)} \right) = \ln \left( \prod_{i=1}^{d} \frac{\mathfrak{m}_i(x/y)^{b_i}}{\mathcal{m}_i(x/y)^{b_i}} \right)$$

and

$$\overline{\mu}_{b}(x, y) = \sum_{i=1}^{d} b_i \ln \left( \max \left\{ \mathfrak{m}_i(x/y), \mathcal{m}_i(x/y) \right\} \right)$$

Note that for every $\phi \in \mathcal{K}_{++}$, $\mu_{b}$ is the weighted product metric on $S^{\phi}_{++}$ induced by the product of the metric spaces $(S^{\phi}_{++}, b_i \mu)$ for $i \in [d]$. Hence, $(S^{\phi}_{++}, \mu_{b})$ is a complete metric space and its topology coincides with the topology of $(\mathbb{R}^{d}_{++}, \| \cdot \|_2)$, where $N = n_1 + \ldots + n_d$. Similarly, we know that $(S^{||\cdot||_{\mathcal{K}}}_{++}, \mu_{b})$ and $(\mathcal{K}_{++}, \overline{\mu}_{b})$ are complete metric spaces and $(\mathcal{K}_{++}, \overline{\mu}_{b})$ has the same topology as $(\mathbb{R}^{d}_{++}, \| \cdot \|_2)$. The subsequent lemma is a generalization of (2.6). It motivates the use of $\mu_{b}$ and $\overline{\mu}_{b}$ in the study of eigenvectors of $F \in \mathcal{H}^{d}$.

**Lemma 2.11.** Let $F \in \mathcal{H}^{d}$, $A = A(F)$ and $b \in \mathbb{R}^{d}_{++}$. Set

$$C = \max_{i \in [d]} \left( \frac{(A^T b)_i}{b_i} \right),$$

then, for every $x, y \in \mathcal{K}_{++}$ it holds

$$\mu_{b}(F(x), F(y)) \leq C \mu_{b}(x, y) \quad \text{and} \quad \overline{\mu}_{b}(F(x), F(y)) \leq C \overline{\mu}_{b}(x, y).$$

**Proof.** For any $x, y \in \mathcal{K}_{++}$, we have

$$m(x/y)^A \otimes F(y) \leq_{\mathcal{K}} F(x) \leq_{\mathcal{K}} m(x/y)^A \otimes F(y).$$

It follows that for every $(j_1, \ldots, j_d) \in J$ it holds

$$\prod_{i=1}^{d} m_i(x/y)^{A^T b_i} \leq \prod_{i=1}^{d} \left( \frac{F_{i,j_i}(x)}{F_{i,j_i}(y)} \right)^{b_i} \leq \prod_{i=1}^{d} m_i(x/y)^{A^T b_i}.$$ 

and

$$\mu_{b}(F(x), F(y)) = \sum_{i=1}^{d} b_i \ln \left( \frac{\mathfrak{m}_i(F(x)/F(y))}{\mathcal{m}_i(F(x)/F(y))} \right) \leq \sum_{i=1}^{d} (A^T b)_i \ln \left( \frac{\mathfrak{m}_i(x/y)}{\mathcal{m}_i(x/y)} \right)$$

$$= \sum_{i=1}^{d} \frac{(A^T b)_i}{b_i} \ln \left( \frac{\mathfrak{m}_i(x/y)}{\mathcal{m}_i(x/y)} \right) \leq C \mu_{b}(x, y).$$
Furthermore, Equation (2.7) implies that
\[ \mathfrak{m}_b(F(x), F(y)) \leq \ln \left( \prod_{i=1}^{d} \max \left\{ \prod_{k=1}^{d} \mathfrak{m}_k(x/y)^{A_i} \cdot \prod_{k=1}^{d} \mathfrak{m}_k(y/x)^{A_i} \right\}^{b_i} \right) \]

\[ \leq \ln \left( \prod_{k=1}^{d} \max \left\{ \mathfrak{m}_k(x/y), \mathfrak{m}_k(y/x) \right\}^{(A^T)^k} \right) \leq C \mathfrak{m}_b(x, y). \square \]

**Remark 2.12.** Note that the Collatz-Wielandt principle in Theorem 1 is useful to get bounds on the possible Lipschitz constant \( C \) in Lemma 2.11. Moreover, for any \( A \in \mathbb{R}^{d \times d}_+ \), if \( \rho(A) < 1 \), there exists \( r \in [\rho(A), 1) \) and \( b \in \mathbb{R}^d_+ \), such that \( A^T b \leq r b \).

Indeed, if \( A^T \) has a positive eigenvector \( c \in \mathbb{R}^d_+ \), then we can choose \( b = c \) so that \( r = \rho(A) \). Otherwise, if \( A \) has no positive eigenvector, define \( A(t) = A + t(11^T) \) for \( t \in \mathbb{R}_+ \). As \( A < A(t) \) for any \( t > 0 \), by continuity, there exists \( t_0 > 0 \) such that \( 0 \leq \rho(A(t_0)) < 1 \). Theorem 1 implies the existence of \( b \in \mathbb{R}^d_+ \) such that \( A(t_0)^T b = r b \) with \( r = \rho(A(t_0)) \). It follows that \( A^T b < A(t_0)^T b = r b \).

We are now ready to prove Theorem 2.1 which is a combination of Lemma 2.11 and Remark 2.12.

**Proof of Theorem 2.1.** As \( \rho(A) < 1 \) by assumption, Remark 2.12 implies the existence of \( r \in [\rho(A), 1) \) and \( b \in \mathbb{R}^d_+ \) such that \( A^T b \leq r b \). By Lemma 2.11, we have
\[ \mu_b(F(x), F(y)) \leq r \mu_b(x, y) \quad \forall x, y \in \mathcal{K}_{++}. \]

Now, let \( G: \mathbb{S}^{d} \rightarrow \mathbb{S}^{d} \) be defined as
\[ G(x) = \left( \frac{F_1(x)}{\|F_1(x)\|_{\gamma_1}}, \ldots, \frac{F_d(x)}{\|F_d(x)\|_{\gamma_d}} \right). \]

Then we have
\[ \mu_b(G(x), G(y)) = \mu_b(F(x), F(y)) \leq r \mu_b(x, y) \quad \forall x, y \in \mathcal{K}_{++}. \]

This shows that \( G \) is a strict contraction on the complete metric space \((\mathbb{S}_+^{d}, \mu_b)\). The result is then a direct consequence of the Banach fixed point theorem (see e.g. Theorem 3.1 in [38]). \( \square \)

We give an example of a map which is expansive with respect to the Hilbert and Thompson metrics on \( \mathbb{R}^{n_1+\ldots+n_d} \) but satisfies all the assumptions of Theorem 2.1. This example motivates the study of multi-homogeneous maps and illustrates that several arguments involving homogeneous maps do not hold anymore in the multi-homogeneous framework.

**Example 2.13.** Let \( \mathcal{K}_{++} = \mathbb{R}^2_+ \times \mathbb{R}^2_+ \) and \( F: \mathcal{K}_{++} \rightarrow \mathcal{K}_{++} \) be defined as
\[ F((a, b), (u, v)) = \left( \min\{u, v\}, \sqrt{v}, \max\{a, b\} \right). \]

Clearly, \( F \) is not homogeneous when \( \mathcal{K}_{++} \) is identified with \( \mathbb{R}^4_+ \). It is nevertheless subhomogeneous of degree \( \sqrt{2} \), i.e. \( \lambda \sqrt{2} F(z) \leq F(\lambda z) \) for \( \lambda \in (0, 1) \) and \( z \in \mathbb{R}^4_+ \). It turns out that \( F \) is expansive with respect to both the Hilbert and the Thompson metric on \( \mathbb{R}^4_+ \). However, we have \( F \in \mathcal{H}^2 \), where
\[ \mathcal{A}(F) = A = \begin{pmatrix} 0 & \sqrt{2} \\ 2^{-1} & 0 \end{pmatrix} \quad \text{and} \quad A^T \begin{pmatrix} 2^{-3/4} \\ 1 \end{pmatrix} = 2^{-1/4} \begin{pmatrix} 2^{-3/4} \\ 1 \end{pmatrix}. \]
Proposition 2.14. Let $F : \mathcal{K}_+ \rightarrow \mathcal{K}_+$ be continuous, order-preserving and multi-
homogeneous. Let $A = A(F)$ and suppose that $A^T 1 > 0$ and $A_{i, i} = 0$ for some
$i \in [d]$. Define $\tilde{F} \in \mathcal{H}^{d-1}$ and $\bar{A} = \mathcal{A}(\tilde{F})$ as in Remark 2.8 (c). Then, there exists
$\bar{b} \in \mathbb{R}^{d-1}_{++}$ such that $\bar{A}^T \bar{b} \leq \bar{b}$ or $\bar{A}^T \bar{b} < \bar{b}$, if and only if there exists $b \in \mathbb{R}^d_{++}$ such
that $A^T b \leq b$ or $A^T b < b$, respectively.

Proof. First of all, note that for every $b \in \mathbb{R}^{d-1}_{++}$ and $\tilde{b} = (b_1, \ldots, b_{i-1}, b_{i+1}, \ldots, b_d)$,
$A_{i, i} = 0$ and Equation (2.4) imply that, for $l \in [d] \setminus \{i\}$, we have

$$ (A^T b)_l = (A^T \tilde{b})_l + (A^T)_{i, l} (b_i - (A^T b)_i). $$

Now, suppose that $A^T b \leq rb$ for some $r \in (0, 1]$. Then, $b_i - (A^T b)_i \geq 0$ and

$$ r\tilde{b}_l = r b_l \geq (A^T \tilde{b})_l + A_{i, l} (b_i - (A^T b)_i) \geq (A^T b)_l, \quad l \in [d] \setminus \{i\}. $$

Now, let $\tilde{b} \in \mathbb{R}^{d-1}_{++}$ be such that $\tilde{A}^T \tilde{b} \leq \tilde{b}$, and, for $t > 0$, set

$$ b(t) = (\tilde{b}_1, \ldots, \tilde{b}_{i-1}, t, \tilde{b}_{i+1}, \ldots, \tilde{b}_d) \in \mathbb{R}^{d}_{++}. $$

We have $\delta_t = (A^T b(t))_i = (A^T b(0))_i > 0$ and

$$ (A^T b(t))_k = (\tilde{A}^T \tilde{b})_k + A^T_{k, i} (t - \delta_t) $$

for every $k \in [d] \setminus \{i\}$ and $t > 0$. It follows that

$$ \max_{k \in [d]} \frac{(A^T b(t))_k}{(b(t))_k} = \max \left\{ \frac{\delta_t}{t}, \max_{k \in [d] \setminus \{i\}} \frac{(\tilde{A}^T \tilde{b})_k + A^T_{k, i} (t - \delta_t)}{\tilde{b}_k} \right\} \leq \max \left\{ \frac{\delta_t}{t}, \max_{k \in [d] \setminus \{i\}} \frac{(\tilde{A}^T \tilde{b})_k}{\tilde{b}_k} + (t - \delta_t) \max_{k \in [d] \setminus \{i\}} A^T_{k, i} \right\}. $$

Hence, with $t = \delta_t$, we have $b(\delta_t) \in \mathbb{R}^{d}_{++}$ and

$$ \max_{k \in [d]} \frac{(A^T b(\delta_t))_k}{(b(\delta_t))_k} \leq \max \left\{ 1, \max_{k \in [d] \setminus \{i\}} \frac{(\tilde{A}^T \tilde{b})_k}{\tilde{b}_k} \right\} = 1. $$

Finally, suppose that $\tilde{A}^T \tilde{b} < \tilde{b}$. There exists $\varepsilon$ with

$$ 0 < \varepsilon < \min_{k \in [d] \setminus \{i\}, A_{i, k} > 0} \frac{\tilde{b}_k - (\tilde{A}^T \tilde{b})_k}{A_{i, k}}. $$

and, from (2.9), it follows that

$$ \max_{k \in [d]} \frac{(A^T b(\delta_t + \varepsilon))_k}{(b(\delta_t + \varepsilon))_k} = \max \left\{ \frac{\delta_t}{\delta_t + \varepsilon}, \max_{k \in [d] \setminus \{i\}} \frac{(\tilde{A}^T \tilde{b})_k + \varepsilon A^T_{k, i}}{\tilde{b}_k} \right\} < 1. \quad \square $$
3 Existence of Eigenvectors

It follows from Theorem 2.1 that any mapping \( F \in \mathcal{H}^d \) with \( \rho(\mathcal{A}(F)) < 1 \) has an eigenvector \( x \in \mathcal{K}_{++} \) which is strictly positive, i.e. \( x \in \mathcal{K}_{++} \). For mappings which are not strict contractions, it is well known that, even when \( d = 1 \) and \( F \) is linear, this result is not always true. The aim of this section is to provide sufficient conditions that ensure the existence of a nonnegative, respectively strictly positive eigenvector in the non-expansive case, that is \( \rho(\mathcal{A}(F)) = 1 \).

In a first step, we propose and discuss the following notion of (strong) irreducibility for mappings in \( \mathcal{H}^d \):

**Definition 3.1.** Let \( F : \mathcal{K}_+ \to \mathcal{K}_+ \) be continuous, multi-homogeneous and order-preserving. Then we say \( F \) is irreducible, if for any \( x \in \mathcal{K}_{++} \), there exists \( m \in \mathbb{N} \) such that \( H^m(x) \subset \mathcal{K}_{++} \), where \( H(x) = x + F(x) \).

This definition is inspired from the following characterization of irreducible non-negative matrices (see for instance [32]):

\[
M \in \mathbb{R}^{n \times n}_+ \text{ is irreducible} \iff (I + M)^{-1} \in \mathbb{R}^{n \times n}_+.
\]

In Proposition 3.8, we prove characterizations of irreducibility for mappings that are order-preserving and multi-homogeneous. Some of these characterizations are useful for detecting irreducibility of a map in practice, some others instead are useful for theoretical purposes. Indeed, as in the classical Perron-Frobenius theory, irreducibility is desirable as it implies that any nonnegative eigenvector is positive (see Corollary 3.9). Combining this result with the Brouwer fixed point theorem, we get the following:

**Theorem 3.2.** If \( F \in \mathcal{H}^d \) is irreducible and \( F(\mathcal{K}_{++,0}) \subset \mathcal{K}_{++,0} \), then there exists \( \lambda \in \mathbb{R}^d_+ \) and \( u \in \mathbb{S}_+^{\|\cdot\|} = \{(x_1, \ldots, x_d) | x_i, x_j \in \mathbb{R}^n \text{ and } \|x_i\|_i = 1, \forall i \in [d]\} \) such that \( F(u) = \lambda \otimes u \).

As discussed in Example 3.11 and Lemma 3.12, the assumption \( F(\mathcal{K}_{++,0}) \subset \mathcal{K}_{++,0} \), which is necessary for applying the Brouwer fixed point theorem, is not implied by the irreducibility of \( F \) when \( d > 1 \). While the assumptions on \( F \) in Theorem 3.2 are quite restrictive in terms of irreducibility, this result has the advantage to hold regardless of the magnitude of \( \rho(\mathcal{A}(F)) \).

In the second part of this section, we use the so-called continuity of the spectral radius of nonexpansive maps to prove a weak form of the Perron-Frobenius theorem. More precisely, we adapt the notion of Bonsall spectral radius [8] and cone spectral radius [47] to maps \( F \in \mathcal{H}^d \) for which there exists \( b \in \mathbb{R}^d_+ \) such that \( \mathcal{A}(F)^T b = b \) and prove that such \( F \) always has a nonnegative eigenvector corresponding to this notion of spectral radius. To this end, we consider a sequence of mappings \( (F(\delta_k))_{k=1}^\infty \subset \mathcal{H}^d \) that converges uniformly towards \( F \) as \( k \to \infty \) and such that \( F(\delta_k) \) satisfies the assumptions of Theorem 3.2 for every \( k \in \mathbb{N} \). This is formalized in the following theorem:

**Theorem 3.3.** Let \( F \in \mathcal{H}^d \) and \( A = \mathcal{A}(F) \). If there exists \( b \in \Delta^d_+ \) such that \( A^T b = b \), then there exists \( u \in \mathbb{S}_+^{\|\cdot\|} \) and \( \lambda \in \mathbb{R}^d_+ \) such that \( F(u) = \lambda \otimes u \) and

\[
\sup_{x \in \mathcal{K}_{++,0}} \limsup_{m \to \infty} \prod_{i=1}^d \|F_i^m(x)\|_{\gamma_i}^{b_i/m} \leq \prod_{i=1}^d \lambda_i^{b_i} = \lim_{m \to \infty} \sup_{x \in \mathbb{S}_+^{\|\cdot\|}} \prod_{i=1}^d \|F_i^m(x)\|_{\gamma_i}^{b_i/m}. \tag{3.2}
\]
Moreover, it holds

\[
\prod_{i=1}^{d} \lambda_i^b = \lim_{m \to \infty} \left( \prod_{i=1}^{d} \|F^m(x)\|_{\gamma_i^b} \right)^{1/m} \quad \forall x \in \mathcal{K}_{++},
\]

and, for every \( y \in \mathbb{S}_+^d \|\| \), and \( \theta \in \mathbb{R}_+^d \) such that \( \theta \otimes y \leq_{\mathcal{K}} F(y) \), it holds

\[
\prod_{i=1}^{d} \theta_i^b \leq \prod_{i=1}^{d} \lambda_i^b.
\]

Finally, if \( F \) is irreducible, then \( u \in \mathcal{K}_{++} \).

Theorem 3.3 is insightful in many aspects that want to we discuss here. First, note that (3.2) is the generalization of a known result (see Theorem 2.3 in [47]), namely that the cone spectral radius (LHS) equals the Bonsall spectral radius (RHS). As a consequence of (3.3), we have that whenever \( F \) satisfies the assumptions of Theorem 3.3 and \( F \) has a positive eigenvector \( v \in \mathbb{S}_+^d \|\| \) such that \( F(v) = \xi \otimes v \) for some \( \xi \in \mathbb{R}_+^d \), then \( \prod_{i=1}^{d} \xi_i^b = \prod_{i=1}^{d} \lambda_i^b \). Equation (3.4) can be seen as a maximality principle in the following sense: if \( w \in \mathbb{S}_+^d \|\| \) is a nonnegative eigenvector, i.e. there exists \( \beta \in \mathbb{R}_+^d \) such that \( F(w) = \beta \otimes w \), then \( \prod_{i=1}^{d} \beta_i^b \leq \prod_{i=1}^{d} \lambda_i^b \). Finally, combining the existence result (of \( u \)) with the fact every nonnegative eigenvector of an irreducible map is positive, we get a second condition for the existence of a positive eigenvector of \( F \in \mathcal{H}^d \) when \( F \) is irreducible which, instead of requiring \( F(\mathcal{K}_{++}) \subset \mathcal{K}_{++} \) as in Theorem 3.2, requires the existence of \( b \in \mathbb{R}_+^d \) such that \( A(F)^T b = b \).

The last part of this section is devoted to the derivation of a sufficient condition for the existence of a positive eigenvector for mappings that are nonexpansive in the sense of Theorem 3.3. To this end, we propose another notion of irreducibility adapted from a graph approach proposed in [24]. In the case \( d = 1 \), this notion can be seen as a generalization of the fact that a nonnegative matrix is irreducible if and only if the associated adjacency graph is strongly connected. For the definition of this graph, we consider, for all \( (i,j) \in \mathcal{I} \), the map \( u^{(i,j)} : \mathbb{R}_+ \to \mathcal{K}_{++} \) defined as

\[
(u^{(i,j)}(t))_{k,l} = \begin{cases} t & \text{if } (k,l) = (i,j) \\ 1 & \text{otherwise,} \end{cases} \quad \forall (k,l) \in \mathcal{I} = \bigcup_{\nu=1}^{d} (\{\nu\} \times [n_{\nu}]).
\]

Then, the (asymptotic) graph associated with \( F \in \mathcal{H}^d \) is given by the following:

**Definition 3.4.** For \( F \in \mathcal{H}^d \), the directed graph \( \mathcal{G}(F) = (\mathcal{I}, \mathcal{E}) \), is defined as follows: There is an edge from \((k,l_k)\) to \((i,j_i)\), i.e. \( ((k,l_k),(i,j_i)) \in \mathcal{E} \), if

\[
\lim_{t \to \infty} F_{k,l_k}(u^{(i,j_i)}(t)) = \infty.
\]

Our following existence result is a nontrivial generalization of Theorem 2 in [24]. In the case \( d = 1 \), our proof reduces to that of (the equivalent) Theorem 6.2.3 in [41] which assumes that the graph of \( F \) is strongly connected. However, as discussed below, when \( d > 1 \), our assumption is less restrictive than requiring \( \mathcal{G}(F) \) to be strongly connected. Moreover, as noted in Corollary 6.2.4 [41] for the case \( d = 1 \), a dual version of this result can be easily obtained by considering a graph that analyses the behaviour of \( F \) around 0:
Definition 3.5. For \( F \in \mathcal{H}^d \), the directed graph \( \mathcal{G}^-(F) = (\mathcal{I}, \mathcal{E}^-) \), is defined as follows: There is an edge from \((k, l_k)\) to \((i, j_i)\), i.e. \(((k, l_k), (i, j_i)) \in \mathcal{E}^-\), if

\[
\lim_{t \to 0} F_{k,l_k}(u^{(i,j_i)}(t)) = 0.
\]

We have the following theorem:

Theorem 3.6. Let \( F \in \mathcal{H}^d \) be such that there exists \( b \in \mathbb{R}^d_+ \) with \( A(F)^T b = b \). Let \( G \in \{ \mathcal{G}(F), \mathcal{G}^-(F) \} \). If for every \((v, l_v) \in \mathcal{I}\) and \((j_1, \ldots, j_d) \in [n_1] \times \ldots \times [n_d] \) there exists \( i_v \in [d] \) such that there is a path from \((i_v, j_{i_v})\) to \((v, l_v)\) in \( \mathcal{G}\), then \( F \) has an eigenvector in \( S_n^d \).

While the assumption in the above theorem is equivalent to requiring that \( \mathcal{G} \) is strongly connected when \( d = 1 \), this is not the case anymore when \( d > 1 \) as shown by Example 3.16. Indeed, if \( \mathcal{G} \) is strongly connected, then \( \mathcal{G} \) satisfies the assumption of Theorem 3.6 but the converse is not true anymore for \( d > 1 \). Moreover, Example 3.19 shows that the connectivity of \( \mathcal{G}(F) \) and \( \mathcal{G}^-(F) \), and the irreducibility of \( F \) can not be compared in the sense that there are mappings that satisfy exactly one of these assumptions and none of the other two.

3.1 Irreducible maps and Brouwer fixed point theorem

We start by a small observation: For \( \alpha > 0 \), let \( F^{(\alpha)} \in \mathcal{H}^1 \) with \( F_j^{(\alpha)}(x) = (Mx)^j_\alpha \) for every \( j \in [n_1] \), where \( M \in \mathbb{R}^n_{+} \times n_1 \) and \( M1 \in \mathbb{R}^d_+ \). Then, note that \( F^{(1)} \) is irreducible in the sense of Definition 3.1 if, and only if, \( M \) is irreducible in the sense of Equation (3.1). Moreover, we observe that, with respect to Definition 3.1, \( F^{(1)} \) is irreducible if and only if \( F^{(\alpha)} \) is irreducible for any \( \alpha > 0 \). A similar observation holds for the \( \theta^{p,q} \)-singular value problem of a nonnegative matrix (see Example 2.7) where the irreducibility of \( F \) defined as in (2.1) does not depend on \( p, q \in (1, \infty) \). This can be even extended to \( \theta^{p_1, \ldots, p_d} \)-singular values problems of nonnegative tensors, where the irreducibility of the induced mapping \( F \in \mathcal{H}^d \) does, as a matter of fact, not depend on the choice of \( p_1, \ldots, p_d \in (1, \infty) \). We formulate this observation for order-preserving, multi-homogeneous mappings and prove several characterizations and properties of irreducibility. First, we need the following:

Lemma 3.7. Let \( F, G : \mathcal{K}_d \to \mathcal{K}_d \) be continuous, multi-homogeneous and order-preserving. Set \( H(x) = x + F(x) \) and \( E(x) = x + G(x) \). Then:

(a) For every \( k \in \mathbb{N} \), \( x \in \mathcal{K}_{d_1} \) and \( \alpha \in \mathbb{R}^d_+ \), there exists \( \beta, \delta \in \mathbb{R}^d_+ \) such that

\[
\delta \otimes H^k(x) \leq K H^k(\alpha \otimes x) \leq K \beta \otimes H^k(x).
\]

(b) If for every \( x \in \mathcal{K}_{d_1} \) there exists \( \alpha \in \mathbb{R}^d_+ \) with \( \alpha \otimes F(x) \leq K G(x) \), then for every \( k \in \mathbb{N} \) and every \( z \in \mathcal{K}_{d_1} \), there exists \( \delta \in \mathbb{R}^d_+ \) such that \( \delta \leq 1 \) and \( \delta \otimes H^k(z) \leq K E^k(z) \).

Proof. Let \( A = A(F) \).

(a) Define \( \theta^-, \theta^+: \mathbb{R}^d_+ \times \mathbb{R}^d_+ \to \mathbb{R}^d_+ \) as \( \theta^-_i(a, b) = \min\{a_i, b_i\} \) and \( \theta^+_i(a, b) = \max\{a_i, b_i\} \) for every \( i \in [d] \). Then, we have

\[
\delta^{(k)} \otimes H^k(x) \leq K H^k(\alpha \otimes x) \leq K \beta^{(k)} \otimes H^k(x)
\]

with \( \delta^{(1)} = \theta^-(\alpha, \alpha^A) \), \( \beta^{(1)} = \theta^+\langle\alpha, \alpha^A\rangle \),

\[
\delta^{(k+1)} = \theta^-\left(\delta^{(k)}, (\delta^{(k)})^A\right) \quad \text{and} \quad \beta^{(k+1)} = \theta^+\left(\beta^{(k)}, (\beta^{(k)})^A\right)
\]
for every $k \in \mathbb{N}$. As $\alpha \in \mathbb{R}_{++}^d$, we have $\delta^{(k)}, \beta^{(k)} \in \mathbb{R}_{++}^d$ which proves the claim.

(b) Let $z \in \mathcal{K}_{+,0}$ and $\alpha^{(1)} \in (0,1]^d$ be such that $\alpha^{(1)} \otimes F(z) \leq_K G(z)$. Then,

$$\alpha^{(1)} \otimes H(z) \leq_K x + \alpha^{(1)} \otimes F(z) \leq_K E(z).$$

There exists $0 < \beta^{(1)} \leq \alpha^{(1)}$ such that, for $u = \alpha^{(1)} \otimes H(z)$, we have

$$(\beta^{(1)} \circ (\alpha^{(1)})^A) \otimes F(H(z)) = \beta^{(1)} \otimes F(u) \leq_K G(u) \leq_K G(E(z)).$$

Let $\alpha^{(2)} = \beta^{(1)} \circ (\alpha^{(1)})^A$, then $0 < \alpha^{(2)} \leq \alpha^{(1)}$ and

$$\alpha^{(2)} \otimes H^2(z) \leq_K \alpha^{(1)} \otimes H(z) + \alpha^{(2)} \otimes F(H(z)) \leq_K E^2(z).$$

This argument can be repeated for $k \geq 2$ by letting $u = \alpha^{(k)} \otimes H^k(z)$ and $\alpha^{(k+1)} = \beta^{(k)} \circ (\alpha^{(k)})^A$ showing the existence of a sequence $(\alpha^{(k)})_{k=1}^\infty \subset \mathbb{R}_{++}^d$ with the desired property.

\end{proof}

The following proposition generalizes some well-known characterizations of irreducibility for matrices (see [3]) to order-preserving, multi-homogeneous mappings. Characterization (2) can be found in the setting of rectangular tensors in Theorem 5.1 [60]. Characterization (4) is inspired by a similar result in [20]. We recall that $\mathcal{I} = \bigcup_{k=1}^d \{ (k \times \eta_k) \}$ and $\mathcal{J} = \eta_1 \times \ldots \times \eta_d$.

Proposition 3.8. Let $H: \mathcal{K}_+ \rightarrow \mathcal{K}_+$ be continuous, multi-homogeneous and order-preserving. Let $H(x) = x + F(x)$. The following statements are equivalent:

1. $F$ is irreducible.
2. There exists $m \in \mathbb{N}$ with $H^m(\{e^j \mid j \in \mathcal{J}\}) \subset \mathcal{K}_{++}$, where, for $j \in \mathcal{J}$ and $(k,l_k) \in \mathcal{I}$, $(e^j)_{k,l_k} = 1$ if $l_k = j_k$ and $(e^j)_{k,l_k} = 0$ else.
3. The map $x \mapsto \gamma_p(F(x))$ is irreducible, where $\gamma_p: \mathcal{K}_{+,0} \rightarrow \mathcal{K}_{+,0}$ is defined for $p \in \mathbb{R}_{++}^d$ as $\gamma_p(x)_{k,l_k} = x_{k,l_k}^{p_k}$ for every $(k,l_k) \in \mathcal{I}$.
4. $Q(F(z)) \nsubseteq Q(z)$ for every $z \in \mathcal{K}_{+,0} \setminus \mathcal{K}_{++}$, where, for every $x \in \mathcal{K}_{+,0}$, $Q(x) = \{ j \in \mathcal{J} \mid x_{i,j} = 0, \forall i \in [d] \}$.

Proof. (1) $\iff$ (2) Since $H(\mathcal{K}_{+,+}) \subset \mathcal{K}_{++}$, $H^\nu(x) \in \mathcal{K}_{++}$ implies $H^\kappa(x) \in \mathcal{K}_{++}$ for every $k \geq \nu$. It follows directly that (1) implies (2). Now, assume that $F$ is not irreducible and let $x \in \mathcal{K}_{+,0}$ be such that $H^k(x) \in \mathcal{K}_{+,0} \setminus \mathcal{K}_{++}$ for every $k$. There exists $\alpha \in \mathbb{R}_{++}^d$ and $j \in \mathcal{J}$ such that $\alpha \otimes e^j \leq_K x$. By Lemma 3.7, (a) we know that for every $k \in \mathbb{N}$, there exists $\delta^{(k)} \in \mathbb{R}_{++}^d$ with

$$\delta^{(k)} \otimes H^k(e^j) \leq_K H^k(\alpha \otimes e^j) \leq_K H^k(x).$$

Since $H^k(x) \in \mathcal{K}_{+,0} \setminus \mathcal{K}_{++}$, we have $H^k(e^j) \in \mathcal{K}_{+,0} \setminus \mathcal{K}_{++}$ for every $k$ and thus there exists $m \in \mathbb{N}$ such that $H^m(\{e^j \mid j \in \mathcal{J}\}) \subset \mathcal{K}_{++}$.

(1) $\iff$ (3) Let $G(x) = \gamma_p(F(x))$. Then $G$ is order-preserving and multi-homogeneous (with $A(G) = \text{diag}(p,A)$). Let $x \in \mathcal{K}_{+,0}$ and $(k,l_k) \in \mathcal{I}$, we have $F_{k,l_k}(x) > 0$ if and only if $F_{k,l_k}(x)^{p_k} > 0$. It follows that

$$\alpha \otimes F(x) \leq_K \gamma_p(F(x)) \leq_K \beta \otimes F(x)$$

with $\alpha_i = 1$ if $j_i = i$ and $\beta_i = 0$ otherwise. Now, let $\alpha_i = \min_{j_i \in \mathcal{I}_x} F_{i,j_i}(x)^{p_i - 1}$, $\beta_i = \max_{j_i \in \mathcal{I}_x} F_{i,j_i}(x)^{p_i - 1}$ if $\mathcal{I}_x \neq \emptyset$. The claim follows now from Lemma 3.7, (b).

(1) $\iff$ (4) Note that for $x, y \in \mathcal{K}_{+,0}$, if $Q(x) = Q(y)$, then there exists $\alpha, \beta \in \mathbb{R}_{++}^d$ such that $\alpha \otimes F(x) \leq_K d \implies \alpha \leq_K d$ and $\beta \otimes F(x) \leq_K d \implies \beta \leq_K d$. Therefore, $\alpha \otimes F(x) \leq_K d$ and $\beta \otimes F(x) \leq_K d$ imply $\alpha \leq_K d$, $\beta \leq_K d$, and $\alpha \otimes F(x) = \beta \otimes F(x)$.
such that $\alpha \otimes y \leq_K x \leq_K \beta \otimes y$ which implies that $Q(F(x)) = Q(F(y))$. Suppose that there exists $x \in K_{+,0}$ with $\emptyset \neq Q(x) \subset Q(F(x))$. Then we have

$$Q(H(x)) = Q(x) \cap Q(F(x)) = Q(x).$$

Using induction, if $Q(H^k(x)) = Q(x)$ for some $k \in \mathbb{N}$, then

$$Q(H^{k+1}(x)) = Q(H^k(x)) \cap Q(F(H^k(x))) = Q(x) \cap Q(F(x)) = Q(x).$$

Since this is true for any $k \in \mathbb{N}$, we have $Q(H^k(x)) \neq \emptyset$ for every $k$ and thus, $F$ can not be irreducible. Now, suppose that $Q(x) \not\subseteq Q(F(x))$ for every $x \in K_{+,0} \setminus K_{++,0}$. We show that there exists $m \in \mathbb{N}$ such that $H^m(K_{+,0}) \subset K_{++,0}$. Let $x \in K_{+,0}$, if $Q(H(x)) = Q(x) \neq \emptyset$, then $Q(F(x)) \supset Q(x)$, a contradiction to our assumption. Hence, $Q(H(x)) \subset Q(x)$. It follows that $Q(H^{k+1}(x)) \subset Q(H^k(x))$ for every $k \in \mathbb{N}$ with $Q(H^k(x)) \neq \emptyset$. In particular, $Q(H^{\lfloor T\rfloor}(x)) = \emptyset$, i.e. $H^{\lfloor T\rfloor}(x) \in K_{++,0}$. \hfill \Box

Note that, if $F$ is irreducible, then the index $m$ in Proposition 3.8, (2) can be chosen to be $m = \max_{j \in J} m_j$ where $m_j \in \mathbb{N}$ is the smallest integer such that $H^m(e^{\delta_j}) \subseteq K_{++,0}$. Moreover, if $H^m(e^{\delta_j}) \subseteq K_{++,0}$, then $H^m(K_{+,0}) \subset K_{++,0}$. Indeed, if $x \in K_{+,0}$, then there exist $\delta \in \mathbb{R}^d_+$ and $j \in J$ such that $\delta \otimes e^{\delta_j} \leq_K x$ and by Lemma 3.7, (a) we know that there exists $\alpha \in \mathbb{R}^d_+$ such that

$$0 <_K \alpha \otimes H^m(e^{\delta_j}) \leq_K H^m(\delta \otimes e^{\delta_j}) \leq_K H^m(x).$$

**Corollary 3.9.** Let $F: K_+ \to K_+$ be continuous, multi-homogeneous and order-preserving. If $F$ is irreducible, then for every $(\lambda, x) \in \mathbb{R}^d_+ \times K_{+,0}$ satisfying $F(x) = \lambda \otimes x$, we have $(\lambda, x) \in \mathbb{R}^d_+ \times K_{++,0}$.

**Proof.** Let $Q$ be as in Proposition 3.8, (4). If $x \in K_{+,0} \setminus K_{++,0}$, then we have the contradiction $Q(F(x)) = Q(\lambda \otimes x) \supset Q(x) \neq \emptyset$. \hfill \Box

A first existence result for irreducible maps $F$ is stated in the next theorem and comes as a consequence of the following lemma which can be proved by applying the Brouwer fixed point theorem to the map

$$F'(z) = (\langle \phi_1, F(z_1) \rangle^{-1}, \ldots, \langle \phi_d, F(z_d) \rangle^{-1}) \otimes F(z).$$

**Lemma 3.10.** Let $F: K_+ \to K_+$ be continuous, multi-homogeneous and order-preserving. If $F(K_{+,0}) \subset K_{+,0}$, then, for every $\phi \in K_{++,0}$, $F$ has an eigenvector $x \in S^d_+$.

We are now ready to prove Theorem 3.2.

**Proof of Theorem 3.2.** Let $\phi \in K_{++,0}$. Since $F(K_{+,0}) \subset K_{+,0}$, Lemma 3.10 implies that $F$ has an eigenvector $u \in S^d_+$. Let $u = (\|u_1\|^{-1}, \ldots, \|u_d\|^{-1}) \otimes \bar{u}$ and $\lambda \in \mathbb{R}^d_+$ be such that $F(u) = \lambda \otimes u$. As $F(u) \in K_{+,0}$, we have $\lambda \in \mathbb{R}^d_+$ and Corollary 3.9 implies that $(\lambda, u) \in \mathbb{R}^d_+ \times S^d_+$ since $F$ is irreducible. \hfill \Box

Note that $G, H: \mathbb{R}^d_+ \to \mathbb{R}^d_+$ with $G(z) = (\langle z_1, 1 \rangle, 0, \ldots, 0)$ and $H(z) = z_1 1$, satisfy $G(\mathbb{R}^d_{+,0}) \subset \mathbb{R}^d_{+,0}$, $G(\mathbb{R}^d_{+,+}) \not\subset \mathbb{R}^d_{++,0}$, $H(\mathbb{R}^d_{++,0}) \subset \mathbb{R}^d_{++,0}$ and $H(\mathbb{R}^d_{+,0}) \not\subset \mathbb{R}^d_{+,0}$. Thus, it is not true in general that if $F(K_{+,0}) \subset K_{+,0}$ then $F \in H^d$ and vice-versa. Moreover, the following example shows that, when $d > 1$, if $F \in H^d$ is irreducible, then it is not necessarily true that $F(K_{+,0}) \subset K_{+,0}$. 

Example 3.11. Let $d = 2$, $n_1 = n_2 = 2$ and $F \in \mathcal{H}^d$ with
\[
F \left( \left( \begin{array}{c} a \\ b \\ s \\ t \end{array} \right) \right) = \left( \begin{array}{c} at + (a + b)s \\ at \\ as + (a + b)t \end{array} \right)
\]
Then, with $H(x) = x + F(x)$, we have $H^2(\mathcal{K}_{++}) \subset \mathcal{K}_{++}$. However, note that $F((0,1),(1,0)) = ((1,0),(0,0)) \notin \mathcal{K}_{++}$.

Nevertheless, one can prove the following.

Lemma 3.12. Let $F : \mathcal{K}_+ \to \mathcal{K}_+$ be continuous, multi-homogeneous and order-preserving.

1. If $F$ is irreducible, then $F(\mathcal{K}_{++}) \subset \mathcal{K}_{++}$.
2. If $F$ is irreducible and $d = 1$, then $F(\mathcal{K}_{+,0}) \subset \mathcal{K}_{+,0}$.

Proof. For every $x \in \mathcal{K}_+$, let $H(x) = x + F(x)$.

1. Suppose that there exists $x \in \mathcal{K}_{+,0}$ and $(i, l_i) \in \mathcal{I}$ with $F_{i,l_i}(x) = 0$. Let $\hat{x} \in \mathcal{K}_{+,0}$ be defined as $\hat{x}_{k,j_k} = x_{k,j_k}$ for every $(k,j_k) \in \mathcal{I} \setminus \{(i, l_i)\}$ and $\hat{x}_{i,l_i} = 0$. Then, $\hat{x} \leq x$ and so $\hat{x}_{i,l_i} = 0$. It follows from Proposition 3.8, (4) (with $\mathbf{z} = \hat{x}$) that $F$ cannot be irreducible.

2. Suppose by contradiction that $F(x) = 0$ for some vector $x \in \mathcal{K}_{+,0} = \mathbb{R}^n_{+,0}$. Then, $H(x) = x + F(x) = x$ and therefore $H^k(x) = x$ for every $k \in \mathbb{N}$. Since $F$ is irreducible, there exists $m$ such that $F^m(x) \in \mathcal{K}_{++}$. It follows that $x \in \mathcal{K}_{++,0}$, but then $F(\mathcal{K}_{++}) \not\subset \mathcal{K}_{++}$ which is a contradiction to (1).

3.2 Weak Perron-Frobenius theorem As discussed at the beginning of this section, we consider the notions of Bonsall spectral radius and cone spectral radius for mappings $F \in \mathcal{H}^d$ such that there exists $b > 0$ with $A(F)^T b = b$. These notions will be particularly useful to show the existence of a nonnegative eigenvector when one can not apply directly the Brouwer fixed point theorem, that is when $F(\mathcal{K}_{+,0}) \not\subset \mathcal{K}_{+,0}$.

Let $x \in \mathcal{K}_+, F \in \mathcal{H}^d$, $A = A(F)$, $b \in \Delta^d_+ = \{c \in \mathbb{R}^d_+ \mid \sum_{i=1}^d c_i = 1\}$ and assume that $A^T b = b$. Define
\[
\|x\|_b = \prod_{i=1}^d \|x_i\|_{\gamma_i}^{b_i} \quad \text{and} \quad \|F\|_b = \sup_{x \in \mathbb{S}^d_+} \|F(x)\|_b.
\]
Then, for every $\alpha \in \mathbb{R}^d_+$ and $x \in \mathcal{K}_{+,0}$, it holds
\[
\|F(\alpha \otimes x)\|_b = \|\alpha^A \otimes F(x)\|_b = \|F(x)\|_b \prod_{i=1}^d \alpha_i^{\gamma_i} = \|F(x)\|_b \prod_{i=1}^d \alpha_i^{\gamma_i} = \|F(x)\|_b \prod_{i=1}^d \alpha_i^{\gamma_i}.
\]
Hence, with $\beta = (\|x_1\|_{\gamma_1}^{-1}, \ldots, \|x_d\|_{\gamma_d}^{-1})$, we have
\[
\|F(x)\|_b = \|F(\beta \otimes x)\|_b \leq \|F\|_b \|x\|_b \quad \forall x \in \mathcal{K}_{+,0}.
\]
Now, consider
\[
r_b(F) = \sup_{x \in \mathcal{K}_{+,0}} \limsup_{m \to \infty} \|F^m(x)\|^{1/m}_b \quad \text{and} \quad \hat{r}_b(F) = \lim_{m \to \infty} \|F^m\|^{1/m}_b.
\]
In the case $d = 1$, $\hat{r}_b$ is known as Bonsall spectral radius [8] and $r_b$ is known as cone spectral radius [47]. Note that for every $\lambda > 0$, we have
\[
r_b(\lambda F) = \lambda r_b(F) \quad \text{and} \quad \hat{r}_b(\lambda F) = \lambda \hat{r}_b(F).
\]
Moreover, if \( M \in \mathbb{R}^{n \times n} \) and \( F(x) = Mx \), then the Gelfand formula \([27]\) implies that \( \rho(M) = r_1(F) \). The proof of Theorem 5.31 \([41]\), a special case of Theorem 2.2 \([47]\), can be easily adapted to obtain the following:

**Theorem 3.13.** Let \( F \in \mathcal{H}^d \), \( A = \mathcal{A}(F) \) and \( b \in \Delta^d_\ast \) with \( A^Tb = b \), then

\[
0 \leq r_b(F) = \hat{\mathcal{b}}(F) < \infty.
\]

In the following proposition we extend the second part of Theorem 2.2 \([47]\) to the multi-homogeneous case. In particular, this result tells us that the eigenvalue associated with a positive eigenvector corresponds to the notions of spectral radius presented in this section. Moreover, we use this proposition for the proof of the Collatz-Wielandt formula in Section 4.1.

**Proposition 3.14.** Let \( F \in \mathcal{H}^d \), \( A = \mathcal{A}(F) \) and \( b \in \Delta^d_\ast \) with \( A^Tb = b \). Then,

\[
r_b(F) = \lim_{m \to \infty} \|F^m(x)\|_b^1/m \quad \forall x \in \mathcal{K}_\ast.
\]

Moreover, for every \( y \in \mathbb{S}^{d_{\ast}}\gamma_\ast \) and \( \theta \in \mathbb{R}^d_\ast \) with \( \theta \otimes y \leq_\mathcal{K} F(y) \), we have

\[
(3.6) \quad \prod_{i=1}^d \theta_i y_i \leq r_b(F).
\]

**Proof.** Let \( x \in \mathcal{K}_\ast \), there exists \( s \in \mathbb{R}^d_\ast \) such that for every \( y \in \mathbb{S}^{d_{\ast}}\gamma_\ast \), it holds \( y \leq_\mathcal{K} s \otimes x \). For \( k \in \mathbb{N} \) and \( y \in \mathbb{S}^{d_{\ast}}\gamma_\ast \) we have

\[
\|F^k(y)\|_b \leq \|F^k(s \otimes x)\|_b = \|s^{A^k} \otimes F^k(x)\|_b = \|F^k(x)\|_b \prod_{i=1}^d s_i y_i.
\]

Taking the supremum over \( y \in \mathbb{S}^{d_{\ast}}\gamma_\ast \), we get

\[
\|F^k\|_b \left( \prod_{i=1}^d s_i^{-b_i} \right) \leq \|F^k(x)\|_b \leq \|F^k\|_b \|x\|_b \quad \forall k \in \mathbb{N}.
\]

Theorem 3.13 implies \( \lim_{k \to \infty} \|F^k\|_b^{1/k} = r_b(F) \) and thus,

\[
r_b(F) = \lim_{k \to \infty} \|F^k(x)\|_b^{1/k}.
\]

Now, if \( \theta \otimes y \leq_\mathcal{K} F(y) \), then for all \( k \in \mathbb{N} \)

\[
\|F^k(y)\|_b \geq \|y\|_b \prod_{i=1}^d \left( \sum_{j=0}^{k-1} (A^j b_i) \right) = \|y\|_b \prod_{i=1}^d \theta_i^{b_i}.
\]

It follows that

\[
\prod_{i=1}^d \theta_i^{b_i} = \lim_{k \to \infty} \left( \|y\|_b \prod_{i=1}^d \theta_i^{b_i} \right)^{1/k} \leq \limsup_{k \to \infty} \|F^k(y)\|_b^{1/k} \leq r_b(F). \quad \square
\]

The last tool we need to prove our weak Perron-Frobenius Theorem 3.3, is the next result which is a generalization of Theorem 5.4.1 \([41]\). We prove the existence of an eigenvector corresponding to the spectral radius for a class of mappings in \( \mathcal{H}^d \). Although being of own interest, this theorem will also be helpful in Section 3.3 for the proof of the existence of a positive eigenvector in the case when \( F \in \mathcal{H}^d \) is
We prove (2): Let $0 < \eta < \varepsilon$. It follows that there exists $C > 0$ such that for every $0 < \eta < \varepsilon$, we have $\|F(\varepsilon)\|_2 < r$, it holds

\[
F(\varepsilon)(x) = F(x) + \delta(\|x_1\|_\gamma, \ldots, \|x_d\|_\gamma)^A \otimes 1,
\]

where $1$ is the vector of all ones. Then, the following statements hold:

1. For every $\delta > 0$, we have $F(\delta) \in \mathcal{H}^d$ and $A = A(F(\delta))$. Moreover, there exists $(\lambda(\delta), x(\delta)) \in \mathbb{R}_+^d \times \mathbb{S}_+^d$ such that

\[
F(\delta)(x(\delta)) = \lambda(\delta) \otimes x(\delta) \quad \text{and} \quad \prod_{i=1}^{d}(\lambda_i(\delta))^{b_i} = r_b(F(\delta)).
\]

2. If $0 < \eta < \varepsilon$, then $r_b(F(\eta)) < r_b(F(\varepsilon))$ and hence, there exists $r \geq 0$ such that $\lim_{\delta \to 0} r_b(F(\delta)) = r$.

3. There exists $(F(\delta_k))_{k=1}^{\infty} \subset \{F(\delta)\}_{\delta > 0}$ such that $\lim_{k \to \infty} F(\delta_k) = F$ and the corresponding sequence $(\lambda(\delta_k), x(\delta_k))_{k=1}^{\infty}$ obtained from (1), converges to a maximal eigenpair of $F$. That is, there exists $(\lambda, x) \in \mathbb{R}_+^d \times \mathbb{S}_+^d$ such that $\lim_{k \to \infty}(\lambda(\delta_k), x(\delta_k)) = (\lambda, x),

\[
F(x) = \lambda \otimes x \quad \text{and} \quad r_b(F) = \prod_{i=1}^{d}\lambda_i = r.
\]

Proof. Let $\delta > 0$, then $F(\delta) \in \mathcal{H}^d$ and $A = A(F(\delta))$ follow from Lemma 2.6. Note that $F(\delta)(K_{++}) \subset K_{++}$ and thus $F(\delta)$ is irreducible. Theorem 3.2 implies the existence of $(\lambda(\delta), x(\delta)) \in \mathbb{R}_+^d \times \mathbb{S}_+^{d/2}$ such that $F(\delta)(x(\delta)) = \lambda(\delta) \otimes x(\delta)$. By Proposition 3.14, we know $\prod_{i=1}^{d}(\lambda_i(\delta))^{b_i} = r_b(F(\delta))$.

We prove (2): Let $0 < \eta < \varepsilon$. As $F(\eta)(x(\eta)) = \lambda(\eta) \otimes x(\eta)$, we have

\[
F(\varepsilon)(x(\eta)) = F(x(\eta)) + \varepsilon 1 = F(\eta)(x(\eta)) + (\varepsilon - \eta)1 = \lambda(\eta) \otimes x(\eta) + (\varepsilon - \eta)1.
\]

There exist $\zeta > 0$ and $\xi > 0$ such that

\[
\zeta x(\eta) \leq (\varepsilon - \eta)1 \quad \text{and} \quad r_b(F(\eta)) + \xi < \prod_{i=1}^{d}(\lambda_i(\eta) + \zeta)^{b_i}.
\]

We have $(\lambda(\eta) + \zeta 1) \otimes x(\eta) \leq K F(\varepsilon)(x(\eta))$ and thus, with Proposition 3.14, we get

\[
r_b(F(\eta)) + \xi < \prod_{i=1}^{d}(\lambda(\eta) + \zeta)^{b_i} \leq r_b(F(\varepsilon)).
\]

It follows that $r_b(F(\eta)) < r_b(F(\varepsilon))$ for every $0 < \eta < \varepsilon$ and $\lim_{\delta \to 0} r_b(F(\delta)) = r$ exists. Finally, we prove (3). There exists $C > 0$ such that $y \leq C1$ for every $y \in \mathbb{S}_+^{d/2}$. It follows that for every $0 < \varepsilon \leq 1$, it holds

\[
0 \leq F(\varepsilon)(x(\varepsilon)) \leq F^{(1)}(x(\varepsilon)) \leq F^{(1)}(C1),
\]
and thus \( \{ \lambda^\varepsilon \mid 0 < \varepsilon \leq 1 \} \) is bounded in \( \mathbb{R}^d_+ \). Clearly, the set \( \{ x^\varepsilon \mid 0 < \varepsilon \leq 1 \} \subset S^{||\cdot||_\gamma}_+ \) is bounded in \( K_+ \). Hence, there exists \( (\varepsilon_k)_{k=1}^\infty \subset \mathbb{R}_+ \) with \( \varepsilon_k \to 0 \), \( x^{(\varepsilon_k)} \to x \) and \( \lambda^{(\varepsilon_k)} \to \lambda \) as \( k \to \infty \). Note that

\[
 r = \lim_{k \to \infty} \prod_{i=1}^d (\lambda_i^{(\varepsilon_k)})^{b_i} = \prod_{i=1}^d \lambda_i^{b_i}.
\]

Since \( F^{(\varepsilon_k)}(x^{(\varepsilon_k)}) = \lambda^{(\varepsilon_k)} \otimes x^{(\varepsilon_k)} \), we have

\[
 F(x^{(\varepsilon_k)}) = F^{(\varepsilon_k)}(x^{(\varepsilon_k)}) - \varepsilon_k 1 = \lambda^{(\varepsilon_k)} \otimes x^{(\varepsilon_k)} - \varepsilon_k 1.
\]

So, by continuity of \( F \), we get

\[
 F(x) = \lim_{k \to \infty} F(x^{(\varepsilon_k)}) = \lim_{k \to \infty} \lambda^{(\varepsilon_k)} \otimes x^{(\varepsilon_k)} - \varepsilon_k 1 = \lambda \otimes x.
\]

On the one hand, by definition, we have

\[
 r_b(F) \geq \limsup_{m \to \infty} \| F^m(x) \|_{b}^{1/m} = \limsup_{m \to \infty} \left( \| \sum_{j=0}^{m-1} A^j \otimes x \|_{b} \right)^{1/m} = \prod_{i=1}^d \lambda_i^{b_i}.
\]

On the other hand, with Proposition 3.14, we have \( \lambda \otimes x = F(x) \leq_{K} F^{(\varepsilon_k)}(x) \), and thus

\[
 r_b(F) \leq r_b(F^{(\varepsilon_k)}) = \prod_{i=1}^d (\lambda_i^{(\varepsilon_k)})^{b_i} \quad \forall k \in \mathbb{N}.
\]

Letting \( k \to \infty \), we finally get \( r_b(F) \leq \prod_{i=1}^d \lambda_i^{b_i} \). \( \square \)

The proof of Theorem 3.3 is now a collection of the results above.

**Proof of Theorem 3.3.** From Theorem 3.15, we know that there exists \( (\lambda, \mathbf{u}) \in \mathbb{R}^d_+ \times S^{|\cdot|_\gamma}_+ \) such that \( F(\mathbf{u}) = \lambda \otimes \mathbf{u} \) and \( \prod_{i=1}^d \lambda_i^{b_i} = r_b(F) \). Equation (3.2) follows from Theorem 3.13, (3.3) and (3.4) follow from Proposition 3.14 and if \( F \) is irreducible, then Corollary 3.9 implies that \( (\lambda, \mathbf{u}) \in \mathbb{R}^d_+ \times S^{|\cdot|_\gamma}_+ \). \( \square \)

### 3.3 Further notions of irreducibility

There are mappings \( F \in \mathcal{H}^d \) that have a positive eigenvector although they are not irreducible in the sense of Definition 3.1. We propose an additional notion of irreducibility adapted from [24] where a graph is associated to positive, homogeneous order-preserving maps. When \( d = 1 \), the graph of Definition 3.4 coincides with the one proposed in [24] and our existence Theorem 3.17 coincides with Theorem 2 [24] where the graph is required to be strongly connected. The following is an example of a graph associated to a map \( F \in \mathcal{H}^2 \) such that \( G(F) \) is not strongly connected but satisfies the connectivity assumption of Theorem 3.17.

**Example 3.16.** Let \( d = 2, n_1 = n_2 = 2 \) and \( F \in \mathcal{H}^d \) with

\[
 F(((a,b),(s,t))) = \left((a,b), (\max\{a,t\}^{1/2}, \max\{b,s\}^{1/2})\right)
\]

Then, \( F((1,1)) = (1,1) \) and \( G(F) \) is given by

```
  a
  /
 b
  /
  /
 s  t
```
The proof of the next theorem relies on the following construction which is a generalization of the technique proposed in Section 3.2 of [24]: Let \( F \in \mathcal{H}^d \), \( b \in \mathbb{R}^{d+} \), \( G(F) = (\mathcal{I}, \mathcal{E}) \) and, for \( r > 0 \), define

\[
\Psi(r) = \sup \left\{ t \geq 0 \mid \min_{a \in \mathcal{J}} F_{i,j}(u^{(k,l_k)}(t))^{b_k} \prod_{s=1}^{d} F_{s,as}(u^{(k,l_k)}(t))^{b_s} \leq r \right\}.
\]

Note that, by definition of \( G(F) \), \( \Psi(r) < \infty \) for any \( r > 0 \) and \( \Psi \) is an increasing function. Moreover, note that \( \Psi \) has the following property: Let \((j_1, \ldots, j_d) \in \mathcal{J}, i \in [d], (k, l_k) \in \mathcal{I} \) and \( t > 0 \), if \(((i, j_i), (k, l_k)) \in \mathcal{E}\) then

\[
\prod_{s=1}^{d} F_{s,j_s}(u^{(k,l_k)}(t))^{b_s} \leq r \implies t \leq \Psi(r).
\]

In the case \( d = 1 \), the proof of Theorem 6.2.3 [41] relies on the following idea: if \( F \in \mathcal{H}^1 \) is homogeneous, \( G(F) \) is strongly connected and its maximal nonnegative eigenvector \( x \in \mathbb{R}^{r_1} \setminus \{0\} \) (given by Theorem 3.14) has a zero entry, then one gets the contradiction \( x = 0 \). Following the same idea, for a non-expansive map \( F \in \mathcal{H}^d \) with \( d \geq 1 \), we give a condition on \( G(F) \) so that, if its maximal eigenvector \( x \in \mathcal{K} \) has a zero entry, then \( x_i = 0 \) for some \( i \in [d] \) contradicting \( x \in \mathcal{K} \).

**Theorem 3.17.** Let \( F \in \mathcal{H}^d \), \( A = A(F) \) and \( b \in \Delta^{d+} \) with \( A^Tb = b \). Suppose that for every \((\nu, l_\nu) \in \mathcal{I} \) and \((j_1, \ldots, j_d) \in \mathcal{J} \), there exists \( i_\nu \in [d] \) such that there is a path from \((i_\nu, j_{i_\nu}) \) to \((\nu, l_\nu) \) in \( G(F) \). Then \( F \) has an eigenvector in \( S^{\|\|\|}_+ \).

**Proof.** By Theorem 3.15, there exists \( ((\lambda^{(s)})_k, x^{(s)}) \to \infty \subset \mathbb{R}^d_+ \times S^{\|\|\|}_+ \) such that

\[
\lim_{k \to \infty} (\lambda^{(s)}, x^{(s)}) = (\lambda, x^*) \quad \text{and} \quad F(x^*) = \lambda \otimes x^* \in S^{\|\|\|}_+.
\]

Since \( \lambda^{(s)} \to \lambda \), there exists a constant \( M_0 > 0 \) such that

\[
\prod_{s=1}^{d} (\lambda^{(s)})^s \leq M_0 \quad \forall k \in \mathbb{N}.
\]

Suppose by contradiction that \( x^* \in S^{\|\|\|}_+ \setminus S^{\|\|\|}_+ \). By taking a subsequence if necessary, we may assume that there exists \( j = (j_1, \ldots, j_d) \in \mathcal{J} \) and \( \omega \in [d] \) such that

\[
\min_{t_s \in [n_s]} x^{(s)}_{s,t_s} = x^{(s)}_{s,j_s} \quad \forall s \in [d], k \in \mathbb{N} \quad \text{and} \quad \lim_{k \to \infty} x^{(s)}_{\omega,j_\omega} = x^*_{\omega,j_\omega} = 0.
\]

In particular, as \( x^{(s)} \in S^{\|\|\|}_+ \), there exists \( C \) such that \( x^{(s)}_{s,t_s} \leq C \) for every \((s, t_s) \in \mathcal{I} \) and \( k \in \mathbb{N} \). Thus,

\[
0 \leq \lim_{k \to \infty} \prod_{s=1}^{d} x^{(s)}_{s,j_s}^{b_s} \leq C_1 \lim_{k \to \infty} \prod_{s=1}^{d} x^*_{s,j_s}^{b_s} = 0.
\]

Since \( x^* \in S^{\|\|\|}_+ \), there exists \( l = (l_1, \ldots, l_d) \in \mathcal{J} \) with \( x^*_{s,l_s} > 0 \) for all \( s \in [d] \). Thus,

\[
\lim_{k \to \infty} \prod_{s=1}^{d} x^{(s)}_{s,t_s}^{b_s} = \prod_{s=1}^{d} x^*_{s,l_s}^{b_s} > 0.
\]
Let \( \nu \in [d] \), by assumption on \( \mathcal{G}(F) \), there exists \( i_\nu \in [d] \) and a path \((i_\nu, j_\nu) = (m_1, \xi_{m_1}) \to (m_2, \xi_{m_2}) \to \ldots \to (m_{N_\nu}, \xi_{m_{N_\nu}}) = (\nu, i_\nu) \) in \( \mathcal{G}(F) \) with \( N_\nu \leq n_1 + \ldots + n_d \). Define \( i(1), i(2), \ldots, i(N_\nu) \in \mathcal{J} \) as

\[
i_s(a) = \begin{cases} 
\xi_{m_s} & \text{if } s = m_a, \\
j_s & \text{otherwise.}
\end{cases} \quad \forall s \in [d], \ a \in [N_\nu].
\]

Fix \( k \in \mathbb{N} \) and let \( t = x^{(e_k)}_{m_2, \xi_{m_2}}/x^{(e_k)}_{m_2, d_2} \) and \( \alpha = ((x^{(e_k)}_{1,j_1})^{-1}, \ldots, (x^{(e_k)}_{d,j_d})^{-1}) \). We have

\[
u \leq \mathcal{K} \, \alpha \otimes x^{(e_k)}
\]

\[
\prod_{s=1}^{d} F_{s,i_s(1)}(u^{(m_2, \xi_{m_2})}(t))^{b_s} \leq \prod_{s=1}^{d} F_{s,i_s(1)}(\alpha \otimes x^{(e_k)})^{b_s}
\]

\[
= \left( \prod_{s=1}^{d} (x^{(e_k)}_{s,j_s})^{b_s} \right)^{-1} \prod_{s=1}^{d} F_{s,i_s(1)}(x^{(e_k)})^{b_s} \leq M_0.
\]

where \( M_0 > 0 \) satisfies (3.8). Hence, by (3.7), \( t = x^{(e_k)}_{m_2, \xi_{m_2}}/x^{(e_k)}_{m_2, d_2} \leq \Psi(M_0) \) and

\[
\prod_{s=1}^{d} (x^{(e_k)}_{s,j_s})^{b_s} \leq M_1 \prod_{s=1}^{d} (x^{(e_k)}_{s,j_s})^{b_s} \quad \text{with} \quad M_1 = \Psi(M_0)^{b_{m_2}}.
\]

Applying this procedure again to \((m_3, \xi_{m_3})\), we get the existence of a constant \( M_2 > 0 \) independent of \( k \), such that

\[
\prod_{s=1}^{d} (x^{(e_k)}_{s,j_s(3)})^{b_s} \leq M_2 \prod_{s=1}^{d} (x^{(e_k)}_{s,j_s})^{b_s}.
\]

Indeed, let \( t = x^{(e_k)}_{m_3, \xi_{m_3}}/x^{(e_k)}_{m_3, d_3} \), then \( u^{(m_3, \xi_{m_3})}(t) \leq \mathcal{K} \, \alpha \otimes x^{(e_k)} \) and

\[
\prod_{s=1}^{d} F_{s,i_s(2)}(u^{(m_3, \xi_{m_3})}(t))^{b_s} \leq \prod_{s=1}^{d} F_{s,i_s(2)}(\alpha \otimes x^{(e_k)})^{b_s}
\]

\[
= \left( \prod_{s=1}^{d} (x^{(e_k)}_{s,j_s})^{b_s} \right)^{-1} \prod_{s=1}^{d} F_{s,i_s(2)}(x^{(e_k)})^{b_s} \leq M_0 M_1.
\]

Hence, with \( M_2 = \Psi(M_0 M_1)^{b_{m_3}} \), we get the desired inequality. Repeating this process at most \( N_\nu \) times, we obtain a constant \( C_\nu > 0 \) independent of \( k \), such that

\[
(x^{(e_k)}_{\nu,j_\nu})^{b_\nu} \prod_{s=1}^{d} (x^{(e_k)}_{s,j_s})^{b_s} \leq \prod_{s=1}^{d} (x^{(e_k)}_{s,i_s(N_\nu)})^{b_s} \leq C_\nu \prod_{s=1}^{d} (x^{(e_k)}_{s,j_s})^{b_s} \quad \forall k \in \mathbb{N}.
\]

Take the product over \( \nu \in [d] \) in (3.11) and divide by \( \prod_{s=1}^{d} (x^{(e_k)}_{s,j_s})^{(d-1)b_s} \) to obtain

\[
\prod_{\nu=1}^{d} (x^{(e_k)}_{\nu,j_\nu})^{b_\nu} \leq C \prod_{s=1}^{d} (x^{(e_k)}_{s,j_s})^{b_s} \quad \forall k \in \mathbb{N},
\]

where \( C = \prod_{\nu=1}^{d} C_\nu \). Finally, using (3.9) and (3.10) we get a contradiction. \( \square \)

As noted in Corollary 6.2.4 [41], there exists a dual version of Theorem 3.17 that follows by considering the map \( \tau: \mathbb{R}^n_{++} \to \mathbb{R}^n_{++} \) defined as \( \tau(z_{+}^{-1}, \ldots, z_{n}^{-1}) \).

More precisely, let \( F \in \mathcal{H}^d \) and define \( \hat{F}: \mathcal{K}_{++} \to \mathcal{K}_{++} \) as \( \hat{F}(x) = \tau(F(\tau(x))) \)
for every $x \in K_{++}$. Then, $\tau$ is a bijection between the positive eigenvectors of $F$ and $\tilde{F}$. Moreover, by Theorem 2.5, $\tilde{F}$ can be continuously extended on $K_{++}$ so that $\tilde{F} \in H$. By noting that $G(\tilde{F}) = G^{-}(F)$, the following corollary follows from Theorem 3.17 applied to $\tilde{F}$.

**Corollary 3.18.** Let $F \in H$, $A = A(F)$ and $b \in \Delta^d_{++}$ with $A^Tb = b$. Suppose that, for every $(\nu, l_\nu) \in I$ and $(j_1, \ldots, j_d) \in J$ there exists $i_\nu \in [d]$ such that there is a path from $(i_\nu, j_{i_\nu})$ to $(\nu, l_\nu)$ in $G^{-}(F)$. Then $F$ has an eigenvector in $S_{++}^\parallel b$.

Note that $G(F)$ and $G^{-}(F)$ can be very different. In fact, consider again the map $F \in H$ of Example 3.16. Then, $G^{-}(F)$ contains only two self-loops. On the other hand, if we substitute the max’s with min’s in the definition of $G$, we obtain a map $F' \in H$ with $G(F') = G(F)$ and $G(F') = G^{-}(F)$. Moreover, as shown by the next example, there is no obvious relationship between irreducibility and the connectivity of $G(F)$ and $G^{-}(F)$.

**Example 3.19.** Let $d = 1$, $n_1 = 3$ and let $F, G \in H$ be defined as

$$F(a, b, c) = \left( \min \{b, c\} + a, \max \{a, b\} + c, b + c \right) \quad \text{and} \quad G(a, b, c) = (abc)^{1/3}1.$$

Then, $F$ is irreducible because $F^2(K_{++,0}) \subset K_{++}$, but $G(F)$ and $G^{-}(F)$ are not strongly connected. On the other hand, $G$ is not irreducible while $G(G)$ and $G^{-}(G)$ are fully connected.

Theorem 3.6 is now a direct consequence of Theorem 3.17 and Corollary 3.18.

### 4 Collatz-Wielandt Principle, Maximal and Uniqueness of Positive Eigenvectors

Recall that for a matrix $M \in \mathbb{R}^{n \times n}$, the Collatz-Wielandt principle reads:

$$\inf_{z \in \mathbb{R}_{++}^n} \max_{j \in [n]} \frac{(Mz)_j}{z_j} = \rho(M) = \max_{z \in \mathbb{R}_{++}^n \setminus \{0\}} \min_{j \in [n]} \frac{(Mz)_j}{z_j}. \tag{4.1}$$

A generalization of this characterization is already known for maps in $H^1$, see Theorem 5.6.1 [41] or Theorem 1 [25] for an even more general result. We start this section by proving a similar principle for mappings in $H^d$. To this end, for $b \in \mathbb{R}^{d}_{++}$, we consider the functions $\tilde{c}\tilde{w}_b: H \times K_{++,0} \to \mathbb{R}_{+}$ and $\tilde{c}\tilde{w}_b: H \times K_{++} \to \mathbb{R}_{+}$ defined as

$$\tilde{c}\tilde{w}_b(F, u) = \prod_{i=1}^d \left( \max_{j_i \in [n_i]} \frac{F_{i,j_i}(u)}{u_{i,j_i}} \right)^{b_i} \quad \text{and} \quad \tilde{c}\tilde{w}_b(F, x) = \prod_{i=1}^d \left( \min_{j_i \in [n_i]} \frac{F_{i,j_i}(x)}{x_{i,j_i}} \right)^{b_i}.$$

In particular, if $d = 1$ and $F(x) = Mx$ is positive, i.e. $F(1) > 0$, then the characterization (4.1) of $\rho(M)$ can be rewritten as follows:

$$\inf_{z \in \mathbb{R}_{++}^n} \tilde{c}\tilde{w}_1(F, z) = r_1(F) = \max_{z \in \mathbb{R}_{++}^n \setminus \{0\}} \tilde{c}\tilde{w}_1(F, z),$$

where $r_b$, defined in Section 3.2, satisfies

$$r_b(F) = \lim_{k \to \infty} \prod_{i=1}^d \frac{\|F^k_i(x)\|^{b_i}}{b_i} \quad \forall x \in K_{++},$$

for any $F \in H$ such that $A(F)^Tb = b$. While, in the particular case $F(x) = Mx$ and more generally when $F \in H^1$ and $A(F) = 1$, the scaling of eigenvectors does not
influence the associated eigenvalue, we know that for mappings in $\mathcal{H}^d$ with $d > 1$ this property may not hold anymore. Thus, we formulate our Collatz-Wielandt principle on the unit sphere instead of the whole cone. However, as discussed below, using the multi-homogeneity, these characterizations can be easily extended on the whole cone. Our first Collatz-Wielandt principle is formulated in the following:

**Theorem 4.1.** Let $F ∈ \mathcal{H}^d$, $A = A(F)$ and $b ∈ \Delta^d_{++}$. If $A^T b = b$, then

$$
(4.2) \quad \inf_{x ∈ S^d_{++}} \hat{cw}_b(F, x) = r_b(F) = \max_{x ∈ S^d_{++}} \hat{cw}_b(F, x).
$$

While Theorem 2.1 proves the existence and the uniqueness of a positive eigenvector for mappings $F ∈ \mathcal{H}^d$ such that $ρ(A(F)) < 1$, proving a Collatz-Wielandt principle for such mappings requires additional effort. This is why we also need the following theorem which generalizes Theorem 21 in [26], where the Collatz-Wielandt principle is proved in the context of the $ℓ^p_1, ..., ℓ^p_d$ singular values problem of nonnegative tensors.

**Theorem 4.2.** Let $F ∈ \mathcal{H}^d$ and $A = A(F)$. If $ρ(A) < 1$, then there exist $λ ∈ R^d_{++}$ and $u ∈ S^d_{++}$ such that $F(u) = λ ⊗ u$. Moreover, there exists $b ∈ R^d_{++}$ such that $A^T b ≤ b$ and for every such $b$, it holds

$$
(4.3) \quad \min_{x ∈ S^d_{++}} \hat{cw}_b(F, x) = \prod_{i=1}^d λ_i^b = \max_{x ∈ S^d_{++}} \hat{cw}_b(F, x).
$$

The restriction in (4.2) and (4.3) that $x$ has to belong to the product of unit spheres can be overcome by noticing that

$$
\hat{cw}_b(F, z) = \left( \prod_{i=1}^d \left\| z_i \right\|_i^{(A(F))^T b_i - b_i} \right) \hat{cw}_b(F, (\left\| z_1 \right\|_1^{-1}, ..., \left\| z_d \right\|_d^{-1}) ⊗ z), \quad \forall z ∈ K_{+0}.
$$

Let $F ∈ \mathcal{H}^d$ and suppose that there exists $b ∈ \Delta^d_{++}$ such that $A(F)^T b ≤ b$. For simplicity in the following discussion, we define $R$ to be either $r_b(F)$ if $ρ(A(F)) = 1$ or $\prod_{i=1}^d λ_i^b$ if $ρ(A(F)) < 1$, where $λ ∈ R^d_{++}$ is the eigenvalue associated to the unique positive eigenvector of $F$ (see Theorem 2.1). On top of being helpful to obtain bounds on $R$, the Collatz-Wielandt principles in (4.2) and (4.3) imply the maximality of $R$. Indeed, if $(θ, x) ∈ R^d_+ × K_{+0}$ satisfies $F(x) = θ ⊗ x$, then

$$
\prod_{i=1}^d θ_i^b = \hat{cw}_b(F, x) ≤ R.
$$

In particular, this shows that the eigenvalue $λ ∈ R^d_{++}$ associated to a positive eigenvector $u ∈ S^d_{++}$ of $F$ is always maximal, because

$$
\prod_{i=1}^d λ_i^b = \hat{cw}_b(F, u) ≤ R ≤ \hat{cw}_b(F, u) = \prod_{i=1}^d λ_i^b.
$$

Suppose that the map $F$ is the restriction of a map $\tilde{F}$ defined on the whole vector space $V = R^{n_1} × ... × R^{n_d}$. For example, let $M ∈ R^{n_1 × n_2}$ be such that $M 1 ∈ R^+_{++}$ and define $\tilde{F}: R^n → R^n$ as $\tilde{F}(x) = Mx$. Then $\tilde{F}|_{R^n_+} ∈ Η^1$ and $\tilde{F}$ has a nonnegative eigenvector $x ∈ R^n_+ \setminus \{0\}$ such that $\tilde{F}(x) = λx$ and $λ = ρ(M)$. In particular, if $(θ, y) ∈ R × (R^n \setminus \{0\})$ is any eigenpair of $M$, then $|θ| ≤ λ$. A similar observation
for the \( \ell^p \times \cdots \ell^p \)-singular value problem of a nonnegative tensor has been proved in Corollary 4.3 [20]. In Corollary 4.5, we adapt this technique for a wider class of mappings in \( \mathcal{H}^d \). Another remarkable observation for linear maps that can be generalized to maps in \( \mathcal{H}^d \) is the following: Suppose that \( M \) is irreducible and \( M y = \theta y \) for some \( \theta \geq 0 \) and \( y \in \mathbb{R}^n_+ \). This fact is known for mappings in \( \mathcal{H}^1 \) (see for example Theorem 6.1.7 in [41]) and we extend it to the case \( d \geq 1 \):

**Theorem 4.3.** Let \( F \in \mathcal{H}^d \) and \( A = \mathcal{A}(F) \). Suppose that there exists \( b \in \Delta^d_{++} \), \( \lambda \in \mathbb{R}^d_+ \) and \( u \in S^{d\|\gamma\}}_{++} \) such that \( A^T b = \rho(A)b \) and \( F(u) = \lambda \otimes u \). If \( \rho(A) \leq 1 \), \( F \) is differentiable at \( u \) and there exist \( i \in [d] \) and \( r \in \mathbb{N} \) such that

\[
(4.4) \quad \forall w \in K_+ \setminus \{0\}, \quad \text{if} \quad x = \sum_{k=1}^{r} DF(u)^k w, \quad \text{then} \quad x_i \in \mathbb{R}^n_+.
\]

Then, for every \( (\theta, v) \in \mathbb{R}^d_+ \times (S^{d\|\gamma\}}_{++} \setminus K_{++}) \) with \( F(v) = \theta \otimes v \), we have

\[
\prod_{j=1}^d \theta_j^{b_j} < \prod_{j=1}^d \lambda_j^{b_j}.
\]

We note that, when \( d = 1 \) the assumption (4.4) on \( DF(u) \) is equivalent to \( DF(u) \) being irreducible. However, as noted in Example 4.6, the equivalence does not hold anymore for \( d > 1 \), namely if \( DF(u) \) is irreducible, then (4.4) is satisfied but the converse might not be true. Nevertheless, we prove in Proposition 4.7 that if \( DF(u) \) satisfies (4.4) and \( \mathcal{A}(F) \) is irreducible, then \( DF(u) \) is irreducible.

The second part of this section is concerned with deriving a sufficient condition for the uniqueness of eigenvectors in \( S^{d\|\gamma\}}_{++} \). We know already from Theorem 2.1 that when \( F \in \mathcal{H}^d \) is such that \( \rho(\mathcal{A}(F)) < 1 \), then \( F \) has a unique eigenvector in \( S^{d\|\gamma\}}_{++} \). This is, however, not true anymore when \( \rho(\mathcal{A}(F)) = 1 \), as illustrated by Example 4.8 where an irreducible map \( F \in \mathcal{H}^1 \) with a continuum of eigenvectors is given. Such sufficient condition is known for mappings \( F \in \mathcal{H}^1 \) with \( \rho(\mathcal{A}(F)) = 1 \) and it requires that the Jacobian \( DF(u) \) of \( F \) at an eigenvector \( u \in S^{d\|\gamma\}}_{++} \) satisfies

\[
\dim(\ker(\xi I - DF(u))) = 1, \quad \xi = \rho(DF(u)) \quad \text{(see for instance Theorem 2.5 [49] or Theorem 6.4.6 [41])}.
\]

The same condition can be derived for maps in \( \mathcal{H}^d \).

**Theorem 4.4.** Let \( \phi \in K_{++} \), \( F \in \mathcal{H}^d \) and \( A = \mathcal{A}(F) \). Suppose that \( A \) is irreducible, \( \rho(A) = 1 \), there exist \( \lambda \in \mathbb{R}^d_+ \) and \( u \in S^{d\|\gamma\}}_{++} \) such that \( F(u) = \lambda \otimes u \) and \( F \) is differentiable at \( u \). Let \( L \in \mathbb{R}^{[d] \times [d]}_+ \) be defined as

\[
L(i,j), (k,l) = \frac{1}{\lambda_i} \frac{\partial F_{i,j}(u)}{\partial x_{k,l}} \quad \forall (i,j), (k,l) \in \mathcal{I}.
\]

Then, it holds \( \rho(L) = 1 \). Moreover, if \( \dim(\ker(I - L)) = 1 \), then \( u \) is the unique eigenvector of \( F \) in \( S^{d\|\gamma\}}_{++} \).

If \( DF(u) \) in Theorem 4.4 is irreducible, then \( L \) is also irreducible because \( L \) has the same zero pattern as \( DF(u) \). Hence, the reducibility of \( DF(u) \) implies that \( \dim(\ker(I - L)) = 1 \). It is, however, not always true that every nonnegative matrix \( M \) such that \( \dim(\ker(\rho(M)I - M)) = 1 \) is irreducible as shown by Example 4.11. Moreover, we note that when \( d = 1 \), the assumption (4.5) is equivalent to that discussed in the previous paragraph because in this case \( L \) is just a rescaling of
$DF(u)$. As a final observation, we note that if $F \in \mathcal{H}^d$ satisfies the assumptions of Theorem 4.3 and $\mathcal{A}(F)$ is irreducible, then, by Proposition 4.7 we know that $DF(u)$ is irreducible and thus $F$ also satisfies the assumptions of Theorem 4.4.

### 4.1 Collatz-Wielandt principle and maximality of positive eigenvectors

Before starting the proofs of Theorem 4.1 and 4.2, we note that for $F \in \mathcal{H}^d$, $b \in \mathbb{R}^d_+$, and $x \in K_{++}$, it holds $\overline{cw}_b(F,x) = \overline{cw}_b(F,x)$ if and only if $x$ is an eigenvector of $F$. Indeed, the following identity holds

$$
\mu_b(F(x), x) = \ln \left( \frac{\overline{cw}_b(F,x)}{\overline{cw}_b(F,x)} \right) \quad \forall x \in K_{++}.
$$

The proof of Theorem 4.1 is similar to that of Theorem 5.6.1 [41] for the case $d = 1$.

**Proof of Theorem 4.1.** First we show that $r_b(F) = \inf x \in S^{\|\cdot\|_\gamma}_{++} \overline{cw}_b(F,x)$. So, let $x \in S^{\|\cdot\|_\gamma}_{++}$, then, for every $k \in \mathbb{N}$, we have

$$
F^k(x) \leq_k \mathcal{M}(F(x)/x) \sum_{j=0}^{k-1} A^j \otimes x
$$

It follows from Proposition 3.14 that

$$
r_b(F) = \lim_{k \to \infty} \|F^k(x)\|_b^{1/k} \leq \lim_{k \to \infty} \prod_{i=1}^d \mathcal{M}(F(x)/x) \left( \| \sum_{j=0}^{k-1} A^j b \|_i \right) = \overline{cw}_b(F,x).
$$

To show equality, assume first that $F$ has an eigenvector $u \in S^{\|\cdot\|_\gamma}_{++}$. Then $\overline{cw}_b(F,u) = r_b(F)$ and we are done. Now, suppose that $F$ does not have an eigenvector in $S^{\|\cdot\|_\gamma}_{++}$, let $F(\delta_k)$ and $(\lambda(\delta_k), x(\delta_k)) \in \mathbb{R}^d_+ \times S^{\|\cdot\|_\gamma}_{++}$ be as in Theorem 3.15. Note that $\overline{cw}_b(F,x) \leq \overline{cw}_b(F(\delta_k),x)$ as $F(x) \leq_k F(\delta_k)(x)$ for every $k \in \mathbb{N}$ and $x \in K_{++}$. It follows that

$$
r_b(F) = \lim_{k \to \infty} r_b(F(\delta_k)) = \lim_{k \to \infty} \inf x \in S^{\|\cdot\|_\gamma}_{++} \overline{cw}_b(F(\delta_k),x) \geq \inf x \in S^{\|\cdot\|_\gamma}_{++} \overline{cw}_b(F,x).
$$

Now, we prove $r_b(F) = \max y \in S^{\|\cdot\|_\gamma}_{++} \overline{cw}_b(F,y)$. To this end, let $y \in S^{\|\cdot\|_\gamma}_{++}$, if there exists $(i,j) \in I$ such that $y_{i,j} > 0$ and $F_{i,j}(y) = 0$, then $\overline{cw}_b(F,y) = 0 \leq r_b(F)$. If this is not the case, then $\theta \in \mathbb{R}^d_+$ defined as

$$
\theta_i = \min_{j \in [n_i], y_{i,j} > 0} \frac{F_{i,j}(y)}{y_{i,j}}, \quad \forall i \in [d],
$$

satisfies $\theta \otimes y \leq F(y)$. Hence, by Proposition 3.14, we get

$$
\overline{cw}_b(F,y) = \prod_{i=1}^d \theta_i \leq r_b(F).
$$

To conclude, note that, by Theorem 3.15, we know that there exists $(\lambda, u) \in \mathbb{R}^d_+ \times S^{\|\cdot\|_\gamma}_{++}$ such that $r_b(F) = \prod_{i=1}^d \lambda_i^{b_i} = \overline{cw}_b(F,u)$.

The proof of Theorem 4.2, is inspired by the one of Theorem 21 in [26].

**Proof of Theorem 4.2.** As $\rho(A) < 1$, Theorem 2.1 implies the existence of $(\lambda, u) \in \mathbb{R}^d_+ \times S^{\|\cdot\|_\gamma}_{++}$ such that $F(u) = \lambda \otimes u$. Moreover, the existence of $b \in \mathbb{R}^d_+$ such that $A^T b \leq b$ follows from Remark 2.12. Set $R = \prod_{i=1}^d \lambda_i^{b_i}$, then we have $\overline{cw}_b(F,u) = \overline{cw}_b(F,u) = R$. To prove the right-hand side of (4.3), it suffices to prove that for
every \( y \in \mathbb{S}^d_{++} \), we have \( \tilde{c}_\omega_b(F, y) \leq R \). So, let \( y \in \mathbb{S}^d_{++} \), if there exists \((i, j_i) \in I\) such that \( y_{i,j} > 0 \) and \( F_{i,j}(y) = 0 \), then the inequality is clear. Thus, we may assume without loss of generality that \( F_{i,j}(y) > 0 \) for every \((i, j_i) \in I\) such that \( y_{i,j} > 0 \). Let \( \theta \in \mathbb{R}^d_{++} \) be defined as
\[
\theta_i = \min_{j \in [n_i], \ y_{i,j} > 0} \frac{u_{i,j}}{y_{i,j}} \quad \forall i \in [d],
\]
then \( \theta \leq 1 \) because \( \theta_i = \|\theta_i y_i\|_{\gamma_i} \leq \|u_i\|_{\gamma_i} = 1 \) for all \( i \in [d] \). Let \( \Theta = \theta^{-1} \), then \( \Theta \geq 1 \) and \( y \leq \Theta \otimes \theta \). Thus, for \( s = b - A^T \theta \in \mathbb{R}^d_{++} \), we have
\[
\prod_{i=1}^d \Theta_i^{-s_i} \leq 1.
\]
Now, note that \( F(\Theta \otimes \theta) = (\lambda \circ \Theta^+) \otimes \theta \) and thus
\[
\tilde{c}_\omega_b(F, y) \leq \prod_{i=1}^d \left( \min_{j \in [n_i], \ y_{i,j} > 0} \frac{F_{i,j}(\Theta \otimes \theta)}{y_{i,j}} \right)^{b_i} = \prod_{i=1}^d \Theta_i^{-s_i} \lambda_i^{b_i} \leq R.
\]
The right-hand side of (4.3) can be proved in a similar way. Indeed, if \( y \in \mathbb{S}^d_{++} \), then \( \prod_{i=1}^d m_i(y/\theta) \gamma_i \geq 1 \) and
\[
\tilde{c}_\omega_b(F, u) \geq \prod_{i=1}^d M_i(F(m(y/\theta) \otimes \theta))/\gamma_i = \prod_{i=1}^d m_i(y/\theta)^{s_i} \lambda_i^{b_i} \geq R. \quad \square
\]
It is known (see e.g. [32]) that if \( M \in \mathbb{R}^{n \times n} \) and \( (\lambda, \theta) \in \mathbb{R}_{++} \times \mathbb{R}_{++} \) satisfies \( M \theta = \lambda \theta \), then \( \lambda = \rho(M) \), i.e. if \( \theta \in \mathbb{R}^n \) is an eigenvalue of \( M \), then \( |\theta| \leq \lambda \). The next corollary can be seen as a generalization of this fact. To this end, we assume that \( F \in \mathcal{H}^d \) is the restriction of a map \( \tilde{F} : V \to V \) where \( V = \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_d} \). Similarly, suppose that \( \| \cdot \|_{\gamma_i} \) is well defined and monotonic on \( \mathbb{R}^{m_i} \), i.e.
\[
\forall x_i, y_i \in \mathbb{R}^{m_i} \text{ if } 0 \leq x_i \leq y_i \text{ then } \|x_i\|_{\gamma_i} \leq \|y_i\|_{\gamma_i}.
\]
Theorem 1 in [37] implies that (4.6) holds if and only if \( \|x_i\|_{\gamma_i} = \|y_i\|_{\gamma_i} \), where the absolute value is taken component-wise.

Corollary 4.5. Let \( \tilde{F} : V \to V \) be such that \( F = \tilde{F}|_{\mathbb{K}^n} \in \mathcal{H}^d \) and
\[
|\tilde{F}(\theta)| \leq \theta \quad \forall \theta \in V.
\]
Moreover, suppose that \( F \) satisfies the assumptions of either Theorem 4.1 or Theorem 4.2 and let \( b \in \mathbb{R}^d_{++} \) be given by these assumptions. Then, for every \((\theta, \theta) \in \mathbb{R}^d \times V \) such that \( \tilde{F}(\theta) = \theta \otimes \theta \) and \( \|v_i\|_{\gamma_i} = 1 \) for all \( i \in [d] \), we have
\[
\prod_{i=1}^d |\theta_i|^{b_i} \leq \inf_{x \in \mathbb{S}^d_{++}} \tilde{c}_\omega_b(F, x)
\]
Proof. Set \( x = |v| \), then \( x \in \mathbb{S}^d_{++} \) and
\[
|\theta| \otimes x = |\theta \otimes \theta| = |\tilde{F}(\theta)| \leq \tilde{F}(x) = F(x).
\]
Hence, with Theorem 4.1 or 4.2, we get
\[
\prod_{i=1}^d |\theta_i|^{b_i} \leq \tilde{c}_\omega_b(F, x) \leq \inf_{z \in \mathbb{S}^d_{++}} \tilde{c}_\omega_b(F, z). \quad \square
As noted in Corollary 4.3 [20], this principle also holds for complex eigenvalues.

Now we prove Theorem 4.3 which gives a sufficient condition that the eigenvalue associated with a positive eigenvector is strictly larger than those associated with any nonnegative eigenvector not being positive. This condition, as well as the proof of the theorem, is inspired by Theorem 6.1.7 in [41], where the result is proved for homogeneous, order-preserving maps on solid closed cones in a finite dimensional space that are semi-differentiable at their positive eigenvector.

Proof of Theorem 4.3. Let \( \| \cdot \| \) be any norm on \( \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_d} \) and \( \lambda \in \mathbb{R}^d_{++} \) be such that \( F(u) = \lambda \otimes u \). We first prove the statement for \( \lambda = 1 \), then we show how to transfer the proof to the case \( \lambda \neq 1 \). By the chain rule, we have \( DF(u)^k = DF^k(u) \) for every \( k \in \mathbb{N} \). For the sake of contradiction assume that there exists \( (\theta, v) \in \mathbb{R}^d_+ \times (\mathbb{S}_+^d \setminus \mathcal{K}_{++}) \) with \( F(v) = \theta \otimes v \) and \( \prod_{l=1}^d \theta^{b_l} = 1 \). Let \( \alpha \in \mathbb{R}^d_+ \) be defined as

\[
\alpha_k = \min_{l_k \in \{a_k\}, \; \nu_k, l_k > 0} \frac{u_k l_k}{\nu_k d_k} \quad \forall k \in [d],
\]

then \( 0 \leq \alpha \leq \mathbb{K} \). Hence

\[
- \left( \sum_{k=1}^{\tau} DF(u)^k (\alpha \otimes v - u) \right) \in \mathbb{R}^{n_1}_+.
\]

For \( t \in (0, 1] \), define \( y(t) = (1 - t)u + t \alpha \otimes v \leq \mathbb{K} u \), and note that

\[
F^k(y(t)) = F^k(u) + t DF(u)^k (\alpha \otimes v - u) + t \| \alpha \otimes v - u \| \varepsilon_k(t(\alpha \otimes v - u))
\]

where \( \lim_{\|w\| \to 0} \varepsilon_k(w) = 0 \). If follows that, with \( z = \alpha \otimes v - u \), we have

\[
\sum_{k=1}^{\tau} \left( F^k(u) - F^k(y(t)) \right) = t \left( - \sum_{k=1}^{\tau} DF(u)^k z - \|z\| \sum_{k=1}^{\tau} \varepsilon_k(tz) \right).
\]

Since \( \lim_{t \to 0} \sum_{k=1}^{\tau} \varepsilon_k(tz) = 0 \) and \( - \sum_{k=1}^{\tau} (DF(u)^k z)_i \in \mathbb{R}^{n_1}_+ \), there exists \( s \in (0, 1] \) such that for every \( t \in (0, s] \), it holds

\[
\sum_{k=1}^{\tau} \left( F^k(u) - F^k(y(t)) \right) \in \mathbb{R}^{n_1}_+.
\]

For all \( t \in (0, 1] \), we have \( \alpha \otimes v \leq \mathbb{K} y(t) \) and thus

\[
\sum_{k=1}^{\tau} \left( F^k(y(t)) - F^k(\alpha \otimes v) \right) \in \mathcal{K}_+.
\]

It follows with \( \lambda = 1 \) and \( F(u) = u \) that

\[
\sum_{k=1}^{\tau} F^k(\alpha \otimes v) \leq \mathbb{K} \tau u \quad \text{and} \quad \sum_{k=1}^{\tau} F^k(\alpha \otimes v) < \tau u_i.
\]

So, for every \((j_1, \ldots, j_d) \in \mathcal{J} \), we have

\[
\tau \prod_{l=1}^d u^{b_l}_{j_l} > \prod_{l=1}^d \left( \sum_{k=1}^{\tau} F_{l,j_l}(\alpha \otimes v) \right)^{b_l} = \prod_{l=1}^d u^{b_l}_{j_l} \left( \sum_{k=1}^{\tau} (\alpha^k)_l \left( \theta \sum_{s=0}^{k-1} A^s \right)_l \right)^{b_l}.
\]
Using the inequality relating arithmetic and geometric mean, for $l \in [d]$ we get
\[ \sum_{k=1}^{\tau} (\alpha A^k)_l (\theta \sum_{s=0}^{k-1} A^s)_l \geq \tau \prod_{k=1}^{\tau} ( (\alpha A^k)_l (\theta \sum_{s=0}^{k-1} A^s)_l )^{1/\tau}. \]
It follows that
\[ \frac{d}{\tau} \left( \sum_{k=1}^{\tau} (\alpha A^k)_l (\theta \sum_{s=0}^{k-1} A^s)_l \right)^{b_l} \geq \tau \prod_{k=1}^{\tau} \left( (\alpha A^k)_l (\theta \sum_{s=0}^{k-1} A^s)_l \right)^{b_l/\tau} \]
\[ = \tau \prod_{k=1}^{\tau} \left( \prod_{l=1}^{d} \alpha_l^{b_l} \right)^{\frac{\alpha(A)^k}{\tau} \sum_{s=0}^{k-1} \rho(A)^s} \]
\[ \geq \tau \prod_{l=1}^{d} \alpha_l^{b_l} \]
where we have used that $\alpha \leq 1$ because $u, v \in S^\|\cdot\|_\gamma$. Thus, we get
\[ \prod_{l=1}^{d} u_l^{b_l} \geq \prod_{l=1}^{d} (v_l \alpha_l)^{b_l} \quad \forall (j_1, \ldots, j_d) \in J, \]
a contradiction to (4.7).

Now, suppose that $F(u) = \lambda \otimes u$ with $\lambda \neq 1$, then $F' \in H^d$ defined as $F'(x) = \lambda^{-1} \otimes F(x)$ satisfies all the assumptions in the statement and is such that $F'(u) = u$. Moreover, if $(\theta, v) \in \mathbb{R}_+^d \times (S^\|\cdot\|_\gamma \setminus K_{++})$ satisfies $F(v) = \theta \otimes v$, then $F'(v) = (\lambda^{-1} \circ \theta) \otimes v$ and thus
\[ \prod_{l=1}^{d} \left( \frac{\theta_l}{\lambda_l} \right)^{b_l} < 1 \quad \implies \quad \prod_{j=1}^{d} \theta_j^{b_j} < \prod_{j=1}^{d} \lambda_j^{b_j} = r(F). \]

Note that, if in Theorem 4.3 the matrix $DF(u)$ is irreducible, then there exists $\tau \in \mathbb{N}$ such that $(I + DF(u))^T$ has positive entries and (4.4) is satisfied. However, except when $d = 1$, the converse is not true in general as shown by the next example.

**Example 4.6.** Let $d = 2$, $n_1 = n_2 = 2$ and $F \in H^d$ with
\[ F(x_1, x_2) = \left( \begin{array}{c} ((x_{1,1} x_{1,2})^{1/2} x_{2,1})^{1/2} \\ ((x_{1,1} x_{1,2})^{1/2} x_{2,2})^{1/2} \\ (x_{2,1} x_{2,2})^{1/2} \end{array} \right). \]
Then, $F(1) = 1$ and all the assumptions of Theorem 4.3 are satisfied, however $DF(1)$ is not irreducible.

Nevertheless, as proved in the next proposition, if $F$ satisfies the assumptions of Theorem 4.3 and $A(F)$ is irreducible, then $DF(u)$ is irreducible. We also prove a similar result for the notion of primitivity which will be used to analyse the convergence of the power method.

**Proposition 4.7.** Let $F \in H^d$, $x \in K_{++}$ and suppose that $F$ is differentiable at $x$.

1. If $DF(x)$ is irreducible, then $A(F)$ is irreducible. Conversely, if $A(F)$ is irreducible and there exist $l \in [d]$ and $\xi \in \mathbb{N}$ such that
\[ \forall w \in K_+ \setminus \{0\}, \quad \text{if} \quad x = \sum_{k=1}^{\tau} DF(u)^k w \quad \text{then} \quad x_l \in \mathbb{R}_+^{n_l}, \]

then $DF(x)$ is irreducible.
If $DF(x)$ is primitive, then $A(F)$ is primitive. Conversely, if $A(F)$ is primitive and there exist $l \in [d]$ and $\xi \in \mathbb{N}$ such that

$$\forall \mathbf{w} \in \mathcal{K}_+ \setminus \{0\}, \text{ if } \mathbf{x} = DF(u)^{\xi}\mathbf{w} \text{ then } \mathbf{x}_l \in \mathbb{R}_{++}^n,$$

then $DF(x)$ is primitive.

Proof. Let $A = A(F)$ and $L = DF(x)$.

(1) Suppose that $L$ is irreducible. Let $(s, j_s), (i, j_i) \in \mathcal{I}$, be such that $L(i, j_i), (s, j_s) > 0$. From Lemma 2.3, we know that $(\nabla_s F_{i,j_i}(x), x_s) = A_{i,s} F_{i,j_i}(x)$ and $A_{i,s} > 0$ by Lemma 2.4. This means that

$$\forall(i, j_i), (s, j_s) \in \mathcal{I}, \quad L(i, j_i), (s, j_s) > 0, \quad \implies \quad A_{i,s} > 0.$$ 

Now, let $G(L) = (\mathcal{I}, E(L))$ and $G(A) = ([d], E(A))$ be the graphs associated with the matrices $L$ and $A$ respectively. Since $L$ is irreducible, $G(L)$ is strongly connected. In particular, for every $i, j \in [d]$ there exists a path from $(i, 1)$ to $(j, 1)$ in $G(L)$. By the above discussion, this path induces naturally a path from $i$ to $j$ in $G(A)$. This implies that $G(A)$ also is strongly connected and therefore $A$ is irreducible.

For the second part, we introduce some mappings that allow an easier understanding of the behaviour of the blocks $D_j F_i(x)$ in $DF(x)$. Let $N = |\mathcal{I}| = \sum_{l=1}^d n_l$ and, for $i, j \in [d]$, consider the mappings $B_{i,j} : \mathbb{R}^{N \times N} \rightarrow \mathbb{R}^{n_i \times n_j}$ such that

$$M = \begin{pmatrix} B_{1,1}(M) & \cdots & B_{1,d}(M) \\ \vdots & \ddots & \vdots \\ B_{d,1}(M) & \cdots & B_{d,d}(M) \end{pmatrix}, \quad \forall M \in \mathbb{R}^{N \times N}.$$ 

That is $M$ can be written as a block matrix with $d^2$ blocks given by $B_{i,j}(M)$ for $i, j \in [d]$. In particular, $B_{i,j}(DF(x)) = D_j F_i(x)$ for every $i, j \in [d]$. We describe $A(F)$ with $B : \mathbb{R}_{++}^{N \times N} \rightarrow \{0, 1\}^{d \times d}$ defined for $i, j \in [d]$ as

$$(B(M))_{i,j} = \begin{cases} 1 & \text{if } B_{i,j}(M) \text{ has at least one zero entry per row}, \\ 0 & \text{else}. \end{cases}$$ 

Then, there are $\beta, \bar{\beta} > 0$ such that $\beta A(F) \leq B(DF(x)) \leq \bar{\beta} A(F)$ by Lemma 2.4, i.e. $B(DF(x))$ and $A(F)$ have the same zero pattern. Note that for every $\bar{M}, \tilde{M} \in \mathbb{R}^{N \times N}_{++}$, there exist $\alpha, \bar{\alpha} > 0$ such that

$$B(\bar{M} \tilde{M}) \geq \alpha B(\bar{M})B(\tilde{M}) \quad \text{and} \quad B(\bar{M} + \tilde{M}) \geq \bar{\alpha} (B(\bar{M}) + B(\tilde{M})).$$ 

Let $M \in \mathbb{R}^{N \times N}_{++}$, we claim that:

(a) If there exists $s \in [d]$ such that $B_{s,j}(M) \in \mathbb{R}^{n_s \times n_j}_{++}$ for every $j \in [d]$ and $B(M)$ is primitive, then $M$ is primitive.

(b) If there exists $s \in [d]$ such that $B_{s,i}(M) \in \mathbb{R}^{n_s \times n_i}_{++}$ for every $i \in [d]$ and $B(M)$ is irreducible, then $M$ is irreducible.

(a) If $B_{s,j}(M) > 0$ for every $j \in [d]$, then $B_{s,j}(M^k) > 0$ for every $k \in \mathbb{N}$ and $j \in [d]$. Now, as $B(M)$ is primitive, there exists $\tau \in \mathbb{N}$ such that $B(M)^\tau \in \mathbb{R}^{d \times d}_{++}$. It follows that $B(M^\tau) \in \mathbb{R}^{d \times d}_{++}$. Thus, we have

$$B_{i,j}(M^{\tau+1}) \geq B_{i,s}(M^\tau)B_{s,j}(M) \in \mathbb{R}^{n_i \times n_j}_{++} \quad \forall i, j \in [d],$$

i.e. $M$ is primitive.

(b) If $B(M)$ is irreducible, there exists $\tau \in \mathbb{N}$ such that $P = \sum_{k=1}^\tau B(M)^k \in \mathbb{R}^{d \times d}_{++}$. Let $\bar{M} = \sum_{k=1}^\tau M^k$, then $B_{s,j}(\bar{M}) \geq B_{s,j}(M)$ for every $j \in [d]$ and there exists
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that \( \tilde{\alpha} > \) is irreducible and there exists \( \lambda \) with eigenvalue \( t,j \) Then, there exists \( (L) \) that \( \tilde{\alpha} > \) irreducible and there exists \( \alpha > 0 \) such that \( B(\tilde{L}) \geq \alpha A \) and thus \( B(\tilde{L}) \) is also irreducible. It follows from (b) that \( \tilde{L} \) is irreducible. Now, as \( \tilde{L} \) is irreducible, there exists \( \sigma \in \mathbb{N} \) such that \( \sum_{k=1}^{\sigma} \tilde{L}^k \in \mathbb{R}_{+}^{N \times N} \). The irreducibility of \( \tilde{L} \) finally follows from the fact that there exists \( \beta > 0 \) such that \( \sum_{k=1}^{\sigma} \tilde{L}^k \geq \beta \sum_{k=1}^{\sigma} \tilde{L}^k \).

(2) Suppose that \( \tilde{L} \) is primitive. Then, there exists \( \tau > 0 \) such that \( L^\tau \in \mathbb{R}_{+}^{N \times N} \). We prove by induction, that if \( (i,j), (s,j) \in \mathcal{I} \) are such that \( (L^k)_{(i,j),(s,j)} > 0 \) then \( (A^k)_{i,s} > 0 \). The case \( k = 1 \) is given by (4.10). So, suppose that the relation true for some \( k \geq 1 \) and let \( (i,j), (s,j) \in \mathcal{I} \) be such that \( (L^{k+1})_{(i,j),(s,j)} > 0 \). Then, there exists \( (t,j) \in \mathcal{I} \) such that \( (L^k)_{(i,j),(t,j)} > 0 \) and \( L_{(t,j),(s,j)} > 0 \). The induction assumption and (4.10) imply that \( (A^k)_{i,t} > 0 \) and \( A_{s,t} > 0 \). Hence \( (A^{k+1})_{i,s} > 0 \) which proves our claim. In particular, it follows that \( A^\tau \in \mathbb{R}_{+}^{d \times d} \) and therefore \( A \) is primitive.

Finally, assume that \( \tilde{L} \) satisfies (4.9) and \( A \) is primitive. Then, we have that \( B_{i,j}(L^\xi) \in \mathbb{R}_{+}^{N \times N} \) for every \( j \in [d] \). Thus (a) implies that \( L^\xi \) is primitive. It follows that there exists \( \tau > 0 \) such that \( L^{k \tau} \in \mathbb{R}_{+}^{N \times N} \) and thus \( L \) itself is primitive. \( \square \)

4.2 Uniqueness of the positive eigenvector We derive a sufficient condition in order to ensure uniqueness of an eigenvector in \( \mathbb{S}_{+} \). The following example shows that the irreducibility notions of Definition 3.1 and the assumption of Theorem 3.17 are sufficient for existence of a positive eigenvector but do not guarantee uniqueness.

Example 4.8. Let \( \varepsilon \in (0, 1) \), \( d = 1 \), \( n_1 = 3 \) and \( F \in \mathcal{H}^d \) with

\[ F(a, b, c) = \left( \max(a, b, c), \max(\varepsilon a, b), \max(\varepsilon b, c) \right) \]

then, \( (1, b, c) \) is a positive eigenvector of \( F \) for every \( b, c \in [\varepsilon, 1] \). Moreover, \( F \) is irreducible and \( \mathcal{G}(F) \) is strongly connected.

The proof of the following theorem can be done as in Theorem 6.4.1 [41] (that deals with the case \( d = 1 \)) by noting that for every \( b \in \mathbb{R}_{++}^d \) and \( x, y \in \mathcal{K}_{++} \), Equation (2.5) implies

\[ \mu_b(x, tx + (1-t)y) + \mu_b(tx + (1-t)y, y) = \mu_b(y, x) \quad \forall t \in [0, 1]. \]

Theorem 4.9. Let \( \phi \in \mathcal{K}_{++} \), \( b \in \mathbb{R}_{++}^d \) and \( G: \mathbb{S}_{++}^d \rightarrow \mathbb{S}_{++}^d \) be such that

\[ \mu_b(G(x), G(y)) \leq \mu_b(x, y) \quad \forall x, y \in \mathbb{S}_{++}^d. \]

If there exist \( u, w \in \mathbb{S}_{++}^d \), \( u \neq w \) such that \( G(u) = u \), \( G(w) = w \) and \( G \) is differentiable at \( u \), then there exists \( v \in \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_d}, v \neq 0 \) such that \( \langle v, \phi \rangle = 0 \) and \( DG(u)v = v \).

The next lemma shows that when \( u \) is a fixed point of \( F \in \mathcal{H}^d \), i.e. an eigenvector with eigenvalue \( \lambda = 1 \), and \( F \) is differentiable at \( u \), then one can find \( b \in \mathbb{R}_{++}^d \) such that \( b \otimes u \) is an eigenvector of \( DF(u) \).
Lemma 4.10. Let $\phi \in \mathcal{K}_{++}$, $F \in \mathcal{H}^d$, $A = \mathcal{A}(F)$. If there exists $u \in \mathbb{S}_+^\phi$ with $F(u) = u$, $F$ is differentiable at $u$ and $b \in \mathbb{R}_{++}^d$ satisfies $A\delta b = \delta b$, then

$$DF(u)\delta u = \delta u \quad \text{with} \quad \delta u = \delta b \otimes u.$$ 

Moreover, the mapping $G: \mathcal{K}_{++} \to \mathcal{K}_{++}$ defined as

$$G(x) = \left(\frac{F_1(x)}{\langle F_1(x), \phi_1 \rangle}, \ldots, \frac{F_d(x)}{\langle F_d(x), \phi_d \rangle}\right)$$

is differentiable at $u$ and

$$DG(u)z = DF(u)z - \left(\langle DF_1(u)z, \phi_1 \rangle, \ldots, \langle DF_d(u)z, \phi_d \rangle\right) \otimes u$$

for every $z \in V$.

Proof. By Lemma 2.3, for all $k, i \in [d]$, we have $D_i F_k(u) u_i = A_{k,i} u_k$. Hence,

$$DF_i(u)(\alpha \otimes u) = \sum_{k=1}^d A_{i,k} F_k(u) u_k = \sum_{k=1}^d A_{i,k} u_k = (A\alpha)_i u_i$$

holds every $\alpha \in \mathbb{R}_{++}^d$, which implies that $DF(u)\delta u = (A\delta b) \otimes u = \delta u$.

Now, if $F$ is differentiable at $x \in \mathcal{K}_{++}$, then

$$D_k G_i(x) = \frac{\langle F_i(x), \phi_i \rangle}{\langle F_i(x), \phi_i \rangle^2} D_k F_i(x) - \frac{\langle F_i(x)\phi_i^T D_k F_i(x), \phi_i \rangle}{\langle F_i(x), \phi_i \rangle^2} \quad \forall k, i \in [d].$$

In particular, if $x = u \in \mathbb{S}_+^\phi$ and $F(u) = u$, then

$$D_k G_i(u) = D_k F_i(u) - u_i \phi_i^T D_k F_i(u).$$

We prove Theorem 4.4 which extends Theorem 6.4.6 in [41] to the case $d \geq 1$.

Proof of Theorem 4.4. Let $\tilde{b}, b \in \Delta_{++}^d$ be such that $A\delta b = \delta b$ and $A^T b = b$. These vectors always exist because $A$ is assumed to be irreducible. Suppose by contradiction that there exists $w \in \mathbb{S}_+^\phi \setminus \{u\}$ and $\tilde{\lambda} \in \mathbb{R}_{++}^d$ such that $F(w) = \tilde{\lambda} \otimes w$. Let $\tilde{F} \in \mathcal{H}^d$ be defined as $\tilde{F}(x) = \lambda^{-T} \otimes F(x)$ for every $x \in \mathcal{K}_{++}$. Then, we have $\tilde{F}(u) = w$, $L = DF(u)$ and $\tilde{F}(w) = (\lambda^{-T} \otimes \tilde{\lambda}) \otimes w$. Lemma 4.10 implies that $\tilde{u} = \tilde{b} \otimes u \in \mathcal{K}_{++}$ satisfies $L\tilde{u} = \tilde{u}$. Theorem 2.2 implies that $L$ is a nonexpansive matrix because $\tilde{F}$ is order-preserving. Hence, Proposition 3.14 and $L\tilde{u} = \tilde{u}$ imply that $\rho(L) = 1$. Let $G$ be defined as in Lemma 4.10, then $G$ is non-expansive by Lemma 2.11. Thus, Theorem 4.9 implies the existence of $v \in \mathbb{R}_+ \times \ldots \times \mathbb{R}_+^d$, $v \neq 0$ such that $\langle v, \phi \rangle = 0$ and

$$Lv - \alpha \otimes u = v \quad \text{where} \quad \alpha = \left(\langle Lv, \phi_1 \rangle, \ldots, \langle Lv, \phi_d \rangle\right).$$

First, suppose that $\langle b, \alpha \rangle = 0$. Then for any $\varphi \in \mathcal{K}_{++}$ with $\langle u_i, \varphi \rangle = 1$ for all $i \in [d]$, we have

$$\sum_{i=1}^d \langle (Lv)_i, b_i \varphi_i \rangle = \sum_{i=1}^d \langle v_i, b_i \varphi_i \rangle + \sum_{i=1}^d \alpha_i b_i \langle u_i, \varphi_i \rangle = \sum_{i=1}^d \langle v_i, b_i \varphi_i \rangle.$$

Let $(i, j_i) \in \mathcal{I}$ and define $\hat{e}^{(i,j_i)} \in \mathbb{R}_{++}^d$ as

$$(\hat{e}^{(i,j_i)})_i = \begin{cases} 0 & \text{if } j_i = i, \\ 1 & \text{else} \end{cases} \quad \forall i \in [n].$$
Furthermore, consider \( \varphi^{(i,j)} \in K_{+0} \) defined as
\[
\varphi^{(i,j)} = \left( \frac{1}{(1, u_1)}, \ldots, \frac{1}{(1, u_{n-1})}, \frac{1 - \tilde{e}^{(i,j)}}{(1 - \tilde{a}^{(i,j)}, u_i)}, \frac{1}{(1, u_{i+1})}, \ldots, \frac{1}{(1, u_d)} \right).
\]

Plugging \( \varphi^{(i,j)} \) into Equation (4.14) for every \((i, j) \in \mathcal{I}\) implies the existence of \(M \in \mathbb{R}^{N \times N}\), with \(N = n_1 + \ldots + nd\), such that \(MLv = Mv\), \(M_{(i,j),(k,l)} > 0\) for every \((i, j), (k, l) \in \mathcal{I}\) with \((i, j) \neq (k, l)\) and \(M_{(i,j),(i,j)} = 0\) for every \((i, j) \in \mathcal{I}\). In particular, \(M\) is invertible and thus \(Lv = v\). Hence, by assumption, there exists \(\beta \in \mathbb{R} \setminus \{0\}\) such that \(v = \beta \tilde{u}\). We obtain the contradiction
\[
0 = \langle v, \phi \rangle = \beta^{-1} \langle v, \phi \rangle = \sum_{i=1}^{d} \tilde{b}_i \langle u_i, \phi_i \rangle = \sum_{i=1}^{d} \tilde{b}_i = 1.
\]

Now, suppose that \(\langle b, \alpha \rangle \neq 0\) and let \(\|\cdot\|\) be any monotonic norm on \(\mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{nd}\). Note that \(A\alpha \neq 0\) because it would imply the contradiction
\[
0 = \langle A\alpha, b \rangle = \langle \alpha, A^T b \rangle = \langle \alpha, b \rangle.
\]

Let \(\nu \in \mathbb{N}\), with (4.13) and (4.12) we get
\[
(4.15) \quad L^{\nu+1}v - v = \sum_{k=0}^{\nu} L^k(Lv - v) = \sum_{k=0}^{\nu} L^k(\alpha \otimes u) = \sum_{k=0}^{\nu} (A^k \alpha) \otimes u.
\]

On the one hand, as \(\tilde{u} > 0\), there is \(t > 0\) with \(-t \tilde{u} \leq_L v \leq_L t \tilde{u}\). It follows that \(0 \leq_L L^{\nu+1}v + t \tilde{u} \leq 2t \tilde{u}\) because \(-t \tilde{u} \leq_L L^{\nu+1}v \leq_L t \tilde{u}\). Thus,
\[
(4.16) \quad \|L^{\nu+1}v\| \leq \|L^{\nu+1}v + t \tilde{u}\| + \|t \tilde{u}\| \leq 3t\|u\| \quad \forall \nu \in \mathbb{N}.
\]

On the other hand, as \(A\) is irreducible, we know from Theorem 1.1 [58] that
\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{s=0}^{k} A^s = \frac{bb^T}{\langle b, b \rangle}.
\]

It follows that
\[
(4.17) \quad \lim_{\nu \to \infty} \|\sum_{k=0}^{\nu} (A^k \alpha) \otimes u\| = \infty.
\]

We finally obtain a contradiction by combining (4.15), (4.16) and (4.17). □

We note that already in the case \(d = 1\), the assumption on the Jacobian \(DF(u)\) of \(F\) in Theorem 4.4 is less restrictive than requiring \(DF(u)\) to be irreducible. Indeed, there exists some \(M \in \mathbb{R}^{n \times n}_+\) such that \(\dim(\ker(\rho(M)I - M)) = 1\) but \(M\) is not irreducible as shown by the following example:

**Example 4.11.** Let \(M \in \mathbb{R}^{3 \times 3}_+\) be defined as
\[
M = \begin{pmatrix} 2 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix}.
\]

Then the eigenvectors of \(M\) are \((1, 1, 1)^T, (0, 1, 0)^T, (0, 0, 1)^T\) with respective eigenvalues \(\rho(M) = 2, 1\) and \(1\). In particular, \(\dim(\ker(2I - M)) = 1\) and \(M\) can not be irreducible as it has a nonnegative eigenvector.
5 Convergence of the power method

In this section, we propose a general power method type algorithm for the computation of the unique positive eigenvector of order-preserving multi-homogeneous mappings, that is we extend (iii) of Theorem 1 to maps in \( \mathcal{H}^d \).

Let \( F \in \mathcal{H}^d \) and \( x^0 \in S_++^\gamma \). Consider the sequence \( (x^k)^\infty_{k=0} \subset S_++^\gamma \) defined as

\[
(5.1) \quad x^k = \left( \frac{F_1(x^{k-1})}{\|F_1(x^{k-1})\|_1}, \ldots, \frac{F_d(x^{k-1})}{\|F_d(x^{k-1})\|_1} \right) \quad \forall k \in \mathbb{N}.
\]

This is a natural generalization of the iteration process of the well-known power method. We analyse the convergence of this sequence towards the positive eigenvector of \( F \), when it exists and is unique. The contractive case, i.e. \( \rho(A(F)) < 1 \), is easier to study as the (linear) convergence of \( (x^k)^\infty_{k=0} \) to a positive eigenvector follows directly from Theorem 2.1. The nonexpansive case, i.e. \( \rho(A(F)) = 1 \), requires more effort. Again we generalize the corresponding results in the case \( d = 1 \) (see Theorem 2.3 [49] and Corollary 5.6.8 [41]).

**Theorem 5.1.** Let \( F \in \mathcal{H}^d \), \( x^0 \in S_++^\gamma \) and \( A = A(F) \). Suppose that \( \rho(A) = 1 \) and there exist \( (\lambda, u) \in \mathbb{R}_{++}^d \times S_+^\gamma \) such that \( F(u) = \lambda \otimes u \). If \( F \) is differentiable at \( u \) and \( DF(u) \) is primitive, then \( u \) is the unique eigenvector of \( F \) in \( S_++^\gamma \) and the sequence \( (x^k)^\infty_{k=0} \subset S_++^\gamma \) defined in (5.1) satisfies \( \lim_{k \to \infty} x^k = u \).

Note that if \( F \) satisfies the assumptions of Theorem 5.1, then Proposition 4.7 implies that \( F \) satisfies the assumptions of Theorem 4.4 which ensure the uniqueness of a positive eigenvector. Unfortunately, we could not derive a convergence rate in the nonexpansive case. However, we believe that similar techniques as in Corollary 5.2 [20] and Theorem 36 [26] could be used to prove an asymptotic linear convergence rate. Nevertheless, we note that the Collatz-Wielandt principle of Section 4 can be used to obtain a stopping criterion for the power method as it has been used for tensor spectral problems (see e.g. [9, 48, 16, 26]). The following proposition generalizes Proposition 28 in [26].

**Proposition 5.2.** Let \( F \in \mathcal{H}^d \) and \( x^0 \in S_++^\gamma \). Suppose that \( F \) satisfies either the assumptions of Theorem 2.1 or those of Theorem 5.1. Then, there exists \( b \in \mathbb{R}_{++}^d \) and \( (\lambda, u) \in \mathbb{R}_+^d \times S_+^\gamma \) such that \( F(u) = \lambda \otimes u \) and \( A^T b \leq b \). Moreover, the sequences \( (\tilde{\alpha}(k))^\infty_{k=1}, (\check{\alpha}(k))^\infty_{k=1} \subset \mathbb{R}_{++} \) defined as

\[
\tilde{\alpha}(k) = \prod_{i=1}^d \left( \max_{j_i \in [n_i]} \frac{F_{i,j_i}(x^k)}{(x^k)_{i,j_i}} \right)^{b_i} \quad \text{and} \quad \check{\alpha}(k) = \prod_{i=1}^d \left( \min_{j_i \in [n_i]} \frac{F_{i,j_i}(x^k)}{(x^k)_{i,j_i}} \right)^{b_i},
\]

satisfy

\[
\tilde{\alpha}(k) \leq \check{\alpha}(k+1) \leq \prod_{i=1}^d \lambda_i^{b_i} \leq \tilde{\alpha}(k+1) \leq \check{\alpha}(k) \quad \forall k \in \mathbb{N},
\]

and for every \( \varepsilon > 0 \), \( k \in \mathbb{N} \), if \( (\tilde{\alpha}(k) - \check{\alpha}(k)) < \varepsilon \) then

\[
\left| \frac{\tilde{\alpha}(k) - \check{\alpha}(k)}{2} - \prod_{i=1}^d \lambda_i^{b_i} \right| < \frac{\varepsilon}{2}.
\]
5.1 Convergence analysis First, we need the subsequent lemma which can be proved in the same way as Lemma 6.5.7 [41] dealing with the case \( d = 1 \).

**Lemma 5.3.** Let \( F \in \mathcal{H}^d \) and \( u \in K_{++} \) with \( F(u) = u \). If \( F \) is differentiable at \( u \) and there exists \( \nu \in \mathbb{N} \) such that \( DF(u)^\nu > 0 \), i.e. \( DF(u) \) is primitive, then

\[
F^\nu(u) < F^\nu(x) \quad \forall x \in K_{++} \quad \text{with} \quad u \preceq_K x.
\]

We also need the following:

**Lemma 5.4.** Let \( F \in \mathcal{H}^d, \ A = A(F), \ b \in \Delta^d_++ \) with \( A^T b = b, \ x \in K_{++} \) and \( u \in K_{++} \) with \( F(u) = u \). For every \( k \in \mathbb{N} \), set

\[
\alpha_k = \prod_{i=1}^d m_i \left( F^k(x)/u \right)^{b_i} \quad \text{and} \quad \beta_k = \prod_{i=1}^d m_i \left( F^k(x)/u \right)^{b_i},
\]

then

\[
\alpha_k \leq \alpha_{k+1} \leq \beta_{k+1} \leq \beta_k \quad \forall k \in \mathbb{N}.
\]

**Proof.** We have

\[
\alpha_{k+1} \geq \prod_{i=1}^d m_i \left( F \left( m(F^k(x)/u) \otimes u \right)/u \right)^{b_i} = \alpha_k.
\]

Similarly, \( \beta_{k+1} \leq \beta_k \) for all \( k \). To conclude, note that \( \alpha_k \leq \beta_k \) for every \( k \in \mathbb{N} \). \( \Box \)

Finally, we recall known results of fixed point theory: For \( x \in K_{++} \) and \( F \in \mathcal{H}^d \), the orbit and \( \omega \)-limit set of \( x \) under \( F \) are respectively defined by

\[
O(F, x) = \{ F^k(x) \mid k \in \mathbb{N} \}
\]

and

\[
\omega(F, x) = \left\{ y \in K_{++} \mid \lim_{l \to \infty} F^{k_l}(x) = y \text{ for some } (k_l)_{l=1}^\infty \subset \mathbb{N} \text{ with } \lim_{l \to \infty} k_l = \infty \right\},
\]

i.e. \( \omega(F, x) \) is the set of accumulation points of \( O(F, x) \). For \( F \in \mathcal{H}^d \), Theorem 3.1.7 and Lemmas 3.1.2, 3.1.3 and 3.1.6 in [41] imply the following:

(I) If \( F \) is non-expansive with respect to the weighted Thompson metric \( \overline{p}_b \) on \( K_{++} \) and there exists \( u \in K_{++} \) such that \( \left( F^k(u) \right)_{k=1}^\infty \subset K_{++} \) has a bounded subsequence, then \( O(F, x) \) is bounded for each \( x \in K_{++} \).

(II) If \( x \in K_{++} \) is such that \( O(F, x) \) has a compact closure, then \( \omega(F, x) \) is a non-empty compact set and \( F(\omega(F, x)) \subset \omega(F, x) \).

(III) If \( x \in K_{++} \) is such that \( O(F, x) \) has a compact closure and \( |\omega(F, x)| = p \), then there exists \( z \in K_{++} \) such that \( \lim_{k \to \infty} F^{pk}(x) = z \) and \( \omega(F, x) = O(F, z) \).

(IV) If \( F \) is non-expansive with respect to \( \overline{p}_b \), then for all \( x \in K_{++} \) and \( y \in \omega(F, x) \), we have that \( \omega(F, y) = \omega(F, x) \).

Property (I) is also known as Calka’s Theorem [12]. We are now ready to prove Theorem 5.1 which turns out to be a special case of Corollary 6.5.8 in [41] when \( d = 1 \).

**Proof of Theorem 5.1.** By Proposition 4.7 (2), we know that \( A \) is primitive. Hence, by Theorem 4.4, \( u \) is the unique positive eigenvector of \( F \). Furthermore, there exist \( b, \hat{b} \in \Delta^d_{++} \) and \( \nu \in \mathbb{N} \) such that \( A^T b = b, \ Ab = \hat{b} \) and \( DF(u)^\nu > 0 \). Now, let \( \lambda \in \mathbb{R}^d_+ \) with \( F(u) = \lambda \otimes u \) and \( \hat{F} \in \mathcal{H}^d \) defined as \( \hat{F}(x) = \lambda^{-1} \otimes F(x) \).

Then \( A(\hat{F}) = A, \ u \) is the unique eigenvector of \( \hat{F}, \ \hat{F} \) is differentiable at \( u \) and
$D\hat{F}(u)^{\nu} > 0$. We show that for every $x \in K_{++}$, there exists $\xi \in \mathbb{R}_{++}^{d}$ such that $\omega(\hat{F}, x) = \{\xi \otimes u\}$. Let $x \in \mathbb{S}_{++}^{d}$, then the sequences $(\alpha_k)_{k=1}^{\infty}, (\beta_k)_{k=1}^{\infty} \subset \mathbb{R}_{++}$ defined in Lemma 5.4 converge towards some $\alpha, \beta > 0$. In particular, it holds

\begin{align}
(5.2) \quad \alpha &= \prod_{l=1}^{d} m_l(z/u)^{b_l} \quad \text{and} \quad \beta = \prod_{l=1}^{d} m_l(z/u)^{b_l} \quad \forall z \in \omega(\hat{F}, x),
\end{align}

By Lemma 2.11, we know that $\hat{F}$ is non-expansive with respect to the weighted Thompson metric $\overline{\mathcal{P}}_{b}$ on $K_{++}$. Since $\hat{F}(u) = u$, we have $\hat{F}^{k}(u) = u$ for every $k \in \mathbb{N}$ and thus (I) implies that $\mathcal{O}(\hat{F}, x)$ is bounded. Now, let $\nu \in \mathbb{N}$ be such that $DF(u)^{\nu} > 0$. It follows from (II), that $\hat{F}^{\nu}(\omega(\hat{F}, x)) \subset \omega(\hat{F}, x)$ and thus $\hat{F}^{\nu}(z) \in \omega(\hat{F}, x)$ for every $z \in \omega(\hat{F}, x)$. Suppose by contradiction that there exists $z \in \omega(\hat{F}, x)$ such that $z \neq \alpha \otimes u$ for every $\alpha \in \mathbb{R}_{++}^{d}$. Then $m(z/u) \otimes u \leq \mathcal{K} z$ and, with Lemma 5.3, we get

$$m(z/u)^{A^{\nu}} \otimes \hat{F}^{\nu}(u) = \hat{F}^{\nu}(m(z/u) \otimes u) <_{\mathcal{K}} \hat{F}^{\nu}(z).$$

Thus, with (5.2) and $\hat{F}^{\nu}(u) = u$, we obtain the contradiction

$$\alpha = \prod_{l=1}^{d} m_l(z/u)^{b_l} m_l\left(\hat{F}^{\nu}(u)/u\right)^{b_l} \leq \prod_{l=1}^{d} m_l\left(\hat{F}^{\nu}(z)/u\right)^{b_l} = \alpha.$$ 

Hence, there exists $\xi \in \mathbb{R}_{++}^{d}$ such that $y = \xi \otimes u$ and (IV) implies that $\omega(\hat{F}, x) = \omega(\hat{F}, \xi \otimes u)$. As $A$ is primitive, we know from Theorem 1.1 [58] that

$$\lim_{k \to \infty} A^{k} = B \quad \text{where} \quad B = \overline{\langle b, b \rangle}.$$

In particular, we have

$$\lim_{k \to \infty} \hat{F}^{k}(\xi \otimes u) = \lim_{k \to \infty} \xi^{A^{k}} \otimes \hat{F}^{k}(u) = \lim_{k \to \infty} \xi^{A^{k}} \otimes u = \xi^{B} \otimes u.$$

Hence, we have $\omega(\hat{F}, x) = \omega(\hat{F}, \xi \otimes u) = \{\xi^{B} \otimes u\}$. So, $\lim_{k \to \infty} \hat{F}^{k}(x) = \xi^{B} \otimes u$ follows from (III). To conclude the proof, note that

$$\frac{\hat{F}_{i}(y)}{\|\hat{F}_{i}(y)\|_{\gamma_{i}}} = \frac{F_{i}(y)}{\|F_{i}(y)\|_{\gamma_{i}}} \quad \forall y \in K_{++}, i \in [d],$$

thus $\lim_{k \to \infty} x^{k} = u$. 

Finally, to prove Proposition 5.2, we need the following lemma which generalizes Proposition 28 in [26].

**Lemma 5.5.** Let $F \in \mathcal{H}^{d}$ and $(\lambda, u) \in \mathbb{R}_{++}^{d} \times \mathbb{S}_{++}^{d}$ be such that $F(u) = \lambda \otimes u$. Let $b \in \mathcal{A}_{++}^{d}$ with $A^{t}b \leq b$, define $\tilde{G} : \mathbb{S}_{++}^{d} \rightarrow \mathbb{S}_{++}^{d}$ as

$$\tilde{G}(x) = \left(\frac{F_{1}(z)}{\|F_{1}(z)\|_{\gamma_{1}}}, \ldots, \frac{F_{d}(z)}{\|F_{d}(z)\|_{\gamma_{d}}}\right) \quad \forall z \in \mathbb{S}_{++}^{d},$$

and let $\tilde{w}_{b}, \tilde{w}_{b}$ be defined as in Section 4. Then, for every $x \in \mathbb{S}_{++}^{d}$, we have

$$\tilde{w}_{b}(F, x) \leq \tilde{w}_{b}(F, \tilde{G}(x)) \leq \prod_{i=1}^{d} \lambda_{b} \leq \tilde{w}_{b}(F, \tilde{G}(x)) \leq \tilde{w}_{b}(F, x).$$
Proof. Let $x \in S^d_{++}$, then $m(\tilde{G}(x)/x) \leq 1 \leq \mathcal{M}(\tilde{G}(x)/x)$ because $\tilde{G}(x) \in S^d_{++}$. Thus, with $s = b - A^T \mathcal{M}(\tilde{G}(x)/x) \in \mathbb{R}^d$, we have

$$
\prod_{i=1}^d \mathcal{M}_i(\tilde{G}(x)/x)^{-s_i} \leq 1 \leq \prod_{i=1}^d m_i(\tilde{G}(x)/x)^{-s_i}.
$$

It follows that

$$
\tilde{c}_w(F, \tilde{G}(x)) = \prod_{i=1}^d \|F(x)\|_{\gamma_i}^s \cdot m_i(F^2(x)/F(x))^{b_i}
$$

$$
\geq \prod_{i=1}^d \|F(x)\|_{\gamma_i}^s \cdot m_i(F(m(F(x)/x) \otimes x)/F(x))^{b_i}
$$

$$
= \prod_{i=1}^d \|F(x)\|_{\gamma_i}^s \cdot m_i(F(x)/x) \cdot m_i(F(x)/x)^{b_i}
$$

$$
= \prod_{i=1}^d m_i(\tilde{G}(x)/x)^{-s_i} \cdot m_i(F(x)/x)^{b_i} \geq \tilde{c}_w_b(F, x).
$$

The inequality $\tilde{c}_w(F, \tilde{G}(x)) \leq \tilde{c}_w_b(F, x)$ can be proved in the same way by exchanging the roles of $m(\cdot/\cdot)$ and $\mathcal{M}(\cdot/\cdot)$ and swapping the inequalities. Finally, Theorems 4.1 and 4.2 conclude the proof. 

We can now conclude this section by proving Proposition 5.2.

**Proof of Proposition 5.2.** The monotonicity of $(\tilde{\alpha}(k))_{k=1}^\infty$ and $(\tilde{\alpha}(k))_{k=1}^\infty$ follow directly from Lemma 5.5 as the sequence $(x^k)_{k=1}^\infty$ defined in (5.1) is such that $x^{k+1} = \tilde{G}(x^k)$ for every $k \in \mathbb{N}$, where $\tilde{G}$ is defined as in Lemma 5.5, and

$$
\tilde{\alpha}(k) = \tilde{c}_w_b(F, x^k) \quad \text{and} \quad \tilde{\alpha}(k) = \tilde{c}_w_b(F, x^k) \quad \forall k \in \mathbb{N}.
$$

The fact that $\lim_{k \to \infty} \tilde{\alpha}(k) = \lim_{k \to \infty} \tilde{\alpha}(k) = \prod_{i=1}^d \lambda_i^{b_i}$ follows from the continuity of the functions $\tilde{c}_w_b(F, \cdot)$, $\tilde{c}_w_b(F, \cdot)$ in $S^d_{++}$ and the fact that $\lim_{k \to \infty} x^k = u$ by Theorems 5.1 and 2.1. Finally, suppose that $\varepsilon > 0$ and $k \in \mathbb{N}$ satisfy $\tilde{\alpha}(k) \leq \varepsilon$, then subtracting $(\tilde{\alpha}(k) + \tilde{\alpha}(k))/2$ from $\tilde{\alpha}(k) \leq \prod_{i=1}^d \lambda_i^{b_i} \leq \tilde{\alpha}(k)$ we get

$$
-\frac{\varepsilon}{2} < \frac{\tilde{\alpha}(k) + \tilde{\alpha}(k)}{2} \leq \left( \prod_{i=1}^d \lambda_i^{b_i} - \frac{\tilde{\alpha}(k) + \tilde{\alpha}(k)}{2} \right) \leq \frac{\tilde{\alpha}(k) + \tilde{\alpha}(k)}{2} < \frac{\varepsilon}{2}.
$$

6 **Applications to nonnegative tensors**

As an application of our results, we consider various spectral problems involving nonnegative tensors, namely the $\ell^p,q$-singular values of a nonnegative matrix [9, 4, 28, 56], the $\ell^p$-eigenvectors of nonnegative square tensors [45, 54, 14, 13, 44, 30, 19, 21, 48], the $\ell^p,q$-singular vectors of nonnegative rectangular tensors [46, 64, 16, 63, 62] and the $\ell^{p_1,\ldots,p_m}$-singular vectors of nonnegative square tensors [45, 20, 26, 19, 21, 2]. We recall that, without suitable assumptions on $p, q, p_1, \ldots, p_d$ and the entries of the corresponding tensor (such as nonnegativity), computing the maximal eigenvalue or the maximal singular value is in general NP-hard [30, 56].

In a first step, we review these problems and show how one can rewrite them as eigenvector problems of multi-homogeneous maps. We apply the results derived...
in this paper to prove Theorem 6.2, a Perron-Frobenius theorem for nonnegative tensors. It turns out that our general result implies and extends existing results for the above problems. Moreover, the unified point of view allows to better identify the common structure of those problems.

There are mainly two types of assumptions in Theorem 6.2: conditions on the pattern of nonzero entries in the tensor (irreducibility assumptions) and conditions on \( p, q, p_1, ..., p_d \) (homogeneity assumptions). In the second part of this section, we discuss these assumptions in detail. We observe that for each of the problems, the homogeneity assumptions of Theorem 6.2 are less (or equally) restrictive than the existing ones. Then, we relate the various irreducibility assumptions of Theorem 6.2 with the established notions of irreducibility for nonnegative tensors (e.g. strict nonnegativity, weak irreducibility, strong irreducibility). In every case, these assumptions coincide or are weaker than the existing definitions of irreducibility. Finally, we compare the assumptions of Theorem 6.2 with the corresponding existing ones. In the few cases where our conditions are more restrictive, we point out how our results can be improved.

6.1 Eigenvalues and eigenvectors of nonnegative tensors Let \((t_{j_1, ..., j_m}) \in \mathbb{R}_{+}^{n_1 \times \cdots \times n_m}\) be a nonnegative tensor of order \( m \) and \( T: \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_m} \to \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_m}\) be defined as

\[
T_{i,j_1}(x_1, ..., x_m) = \sum_{j_1 \in [n_1], j_m \in [n_m]} t_{j_1, ..., j_m} x_{1,j_1} \cdots x_{i-1,j_{i-1}} x_{i+1,j_{i+1}} \cdots x_{m,j_m},
\]

for every \( i \in [m], j_i \in [n_i] \), and let \( \tau: \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_m} \to \mathbb{R} \) be the associated multi-linear form

\[
\tau(x_1, ..., x_m) = \sum_{j_1, ..., j_m} t_{j_1, ..., j_m} x_{1,j_1} \cdots x_{m,j_m}.
\]

Note that \( T(x) = \nabla \tau(x) \). Recall that, for \( p \in (1, \infty) \), \( \psi_p: \mathbb{R}^n \to \mathbb{R} \) is defined as

\[
\psi_p(z) = (\text{sign}(z_1)|z_1|^{p-1}, \ldots, \text{sign}(z_n)|z_n|^{p-1}),
\]

so that \( \nabla||z||_p = ||z||_p^{1-p} \psi_p(z) \) and \( \psi_{p'}(\psi_p(z)) = z \), where \( p' = p/(p-1) \) denotes the Hölder conjugate of \( p \).

We recall three popular spectral problems involving \((t_{j_1, ..., j_m})\), namely the \( \ell^p \)-eigenvalues, the (rectangular) \( \ell^{p,q} \)-singular values and the \( \ell^{p_1, \ldots, p_d} \)-singular values problems. We refer to Example 2.7 for a detailed presentation of the \( \ell^{p,q} \)-singular values of nonnegative matrices. Then, we show that these problems are all special cases of a more general class of spectral problem for tensors. In the following, we consider nonnegative tensors only, i.e. \( t_{j_1, ..., j_m} \geq 0 \) for all \( j_1, ..., j_m \). However, while our results are mainly concerned with nonnegative singular vectors and nonnegative eigenvectors, we recall their general definitions in order to define the spectral radius of a nonnegative tensor as the supremum in absolute value among all the eigenvalues or singular values.

**\( \ell^p \)-eigenvalues of nonnegative tensors** [45, 54]. Suppose that \( n = n_1 = \cdots = n_m \) and consider the following problem: Find \((\lambda, x) \in \mathbb{R} \times \mathbb{R}^n\), such that

\[
(6.1) \quad T_1(x, \ldots, x) = \lambda \psi_p(x) \quad \text{and} \quad ||x||_p = 1,
\]

where \( p \in (1, \infty) \). In particular, when \( m = p = 2 \), we recover the classical eigenvalue problem for matrices. When \( m > p > 2 \), the solutions of this equation are called
H-eigenpairs and when \( m > 2 = p \) they are called \( \mathbb{Z} \)-eigenpairs (see e.g. [54]). If we compose both sides of (6.1) by \( \psi_{p'} \) we obtain the following spectral problem for a homogeneous mapping: Find \( (\lambda, x) \) such that \( |x|_p = 1 \) and
\[
F(x) = \psi_{p'}(T_1(x, \ldots, x)) = \text{sign}(\lambda)|\lambda|^{p'-1}x.
\]
where \( F|_{\mathbb{R}^2} \in \mathcal{H}^1 \) if \( F(1) > 0 \) and \( \mathcal{A}(F) = (m - 1)(p' - 1) \). Note that when \( (t_{j_1, \ldots, j_m}) \) is super-symmetric, i.e. its entries are invariant under any permutation of the indices, then its \( \ell^p \)-eigenvectors coincide with the critical points of the real valued function
\[
x \mapsto \frac{\tau(x, \ldots, x)}{|x|_p^m}.
\]
In particular, as the tensor is nonnegative, the maximum of this function is attained in \( \mathbb{R}^n \) and the corresponding (global) maximizer is an \( \ell^p \)-eigenvector associated with the maximal eigenvalue.

\( \ell^{p,q} \)-singular vectors of rectangular nonnegative tensors [46, 16]. Suppose that \( n = n_1 = \ldots = n_s \) and \( \overline{n} = n_{s+1} = \ldots = n_m \) for some \( s \in [m - 1] \). Let \( p, q \in (1, \infty) \), then the nonnegative \( \ell^{p,q} \)-singular pairs of the rectangular tensor \( (t_{j_1, \ldots, j_m}) \) are the solutions \( (\lambda, (x, y)) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^\overline{n} \) of
\[
\begin{align*}
T_1(x_1, \ldots, x_s, y_1, \ldots, y_{m-s}) &= \lambda \psi_p(x) \\
T_{s+1}(x_1, \ldots, x_s, y_1, \ldots, y_{m-s}) &= \lambda \psi_q(y)
\end{align*}
\]
\( (6.2) \)
and \( |x|_p = |y|_q = 1 \).

In the particular case \( m = 2 \), we recover the \( \ell^{p,q} \)-singular value problem for nonnegative matrices (see Example 2.7). In the same way as above, (6.2) can be rewritten as follows: Find \( (\lambda, (x, y)) \) such that \( |x|_p = |y|_q = 1 \) and
\[
\begin{align*}
G_1(x, y) &= \psi_{p'}(T_1(x, \ldots, x, y, \ldots, y)) = \text{sign}(\lambda)|\lambda|^{p'-1}x \\
G_2(x, y) &= \psi_{q'}(T_{s+1}(x, \ldots, x, y, \ldots, y)) = \text{sign}(\lambda)|\lambda|^{q'-1}y
\end{align*}
\]
where \( G|_{\mathbb{R}^n \times \mathbb{R}^{\overline{n}}} \in \mathcal{H}^2 \) if \( G(1, 1) > 0 \) and
\[
\mathcal{A}(G) = \begin{pmatrix} p' - 1 & 0 & 0 \\ 0 & q' - 1 & s - 1 \end{pmatrix} \begin{pmatrix} s - 1 & m - s \\ m - s & m - s - 1 \end{pmatrix}.
\]
Again, we note that the critical points of the function
\[
(x, y) \mapsto \frac{\tau(x_1, \ldots, x_s, y_1, \ldots, y_{m-s})}{|x|_p^{s} |y|_q^{m-s}}
\]
satisfy a \( \ell^{p,q} \)-singular vector problem which is the same as (6.2) when \( (t_{j_1, \ldots, j_m}) \) is partially super-symmetric, i.e. the entries of \( (t_{j_1, \ldots, j_m}) \) are invariant under permutations of the first \( s \) indices and permutations of the \( m - s \) last indices (see [19]). The function (6.3) attains its maximum in \( \mathbb{R}^n \times \mathbb{R}^\overline{n} \) at an \( \ell^{p,q} \)-singular vector associated to the maximal singular value.

\( \ell^{p_1, \ldots, p_m} \)-singular vectors of nonnegative tensors [45]. Let \( p_1, \ldots, p_m \in (1, \infty) \). The \( \ell^{p_1, \ldots, p_m} \)-singular vectors of \( T \) are the solutions \( (\lambda, (x_1, \ldots, x_m)) \in \mathbb{R} \times \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_m} \) of
\[
T_i(x_1, \ldots, x_m) = \lambda \psi_{p_i}(x_i) \quad \text{and} \quad |x_i|_{p_i} = 1 \quad \forall i \in [m].
\]
(6.4)
The particular case \( m = 2 \) reduces to the \( \ell^{p_1, p_2} \)-singular value problem for nonnegative matrices. This problem is equivalent to find \( (\lambda, (x_1, \ldots, x_m)) \) such that
\[\|x_i\|_{p_i} = 1\] for all \(i \in [m]\) and
\[H_i(x_1, \ldots, x_m) = \psi_{p_i}(T_i(x_1, \ldots, x_m)) = \lambda^{p_i-1}x_i \quad \forall i \in [m],\]
where \(H|_{\mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_m}} \in \mathcal{H}^m\) if \(H(1, \ldots, 1) > 0\), and
\[\mathcal{A}(H) = \text{diag}(p'_1 - 1, \ldots, p_m' - 1)(1^T - I).\]

Finally, we note that the solutions of (6.4) coincide with the critical points of
\[(x_1, \ldots, x_m) \mapsto \frac{\tau(x_1, \ldots, x_m)}{\|x_1\|_{p_1} \cdots \|x_m\|_{p_m}}.\]

This is true regardless of the symmetry of the tensor, as noted in [26]. Furthermore, the (global) maximum of this function induces the so-called (tensor) projective norm on \(\mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_m}\) [18]. This maximum is attained in \(\mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_m}\) and the maximizer is the \(p'_1 \cdots p'_m\)-singular vector of \(T\) associated with its maximal singular value.

**A unifying formulation.** Let us observe that our results apply to a wider class of spectral problems associated with nonnegative tenors. Consider the function
\[(x_1, \ldots, x_d) \mapsto \frac{\tau(x_1, \ldots, x_d)}{\|x_1\|_{p_1} \|x_2\|_{p_2} \cdots \|x_d\|_{p_d}},\]
where \(\nu = (\nu_1, \ldots, \nu_d) \in \mathbb{N}^d\) satisfies \(\sum_{i=1}^d \nu_i = m\) and \(p_1, \ldots, p_d \in (1, \infty)\). The critical point condition for (6.6) is then of the form
\[\psi_{p_i}(T_i(x_1, \ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_d)) = \lambda^{p_i-1}x_i \quad \forall i = 1, \ldots, d,\]
where \(s_1 = 1\) and \(s_{k+1} = s_k + \nu_k\) for \(k \in [d-1]\). Note that, as the tensor is assumed to be nonnegative, the maximum of the function in (6.6) is attained at some vectors with nonnegative components and the corresponding maximizer is the solution of a problem of the same form as (6.7) associated with the eigenvalue \(\lambda\) of largest magnitude.

Now, define the mapping \(R = (R_1, \ldots, R_d)\) as follows:
\[R_i(x_1, \ldots, x_d) = \psi_{p_i}(T_i(x_1, \ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_d)) \quad \forall i \in [d].\]

Then, \(R \in \mathcal{H}^d\) if \(R(1) = R(1, \ldots, 1) > 0\) and
\[\mathcal{A}(R) = \text{diag}(p'_1 - 1, \ldots, p'_d - 1)(\nu^T - I).\]

This formulation unifies the three problems presented above, indeed they correspond to \(d = 1\), \(d = 2\) and \(d = m\) respectively. To establish the correspondence between the eigenvectors of the multi-homogeneous map \(R\) and the solutions of (6.7) we use a similar argument as in Equation (2.3). Indeed, if \(x = (x_1, \ldots, x_d)\) and \(\lambda \in \mathbb{R}^d_+\) satisfy \(\|x_i\|_{p_i} = 1\) and \(R_i(x) = \lambda_i x_i\) for every \(i \in [d]\), then
\[\lambda_i = \langle \psi_{p_i}(\lambda_i x_i), x_i \rangle^{p_i-1} = \langle \psi_{p_i}(R_i(x)), x_i \rangle^{p_i-1} = \tau(x)^{p_i-1}.\]

Thus, with \(\lambda = \tau(x)\), we have \(\lambda = (\lambda^{p_1-1}, \ldots, \lambda^{p_d-1})\). In particular, this shows that \(x\) solves (6.7). Clearly, if \(x\) satisfies (6.7), then it is an eigenvector of \(R\) in the sense of Definition 1.4. We refer to \((\lambda, x)\) as an eigenpair of \(R\).

We formulate our Perron-Frobenius theorem for nonnegative tensors for the map \(R\) defined above. To this end, rename \(n_1, \ldots, n_m\) so that \(R: V \to V\) with \(V = \mathbb{R}^{n_1} \times \ldots \times \mathbb{R}^{n_d}\). Let \(S^R = \{v \in V \mid \|v_i\|_{p_i} = 1, i \in [d]\}\), \(S^R_+ = \{x \in S^R \mid x \geq 0\}\) and
\[ S^{R++}_1 = \text{int}(S^R_1). \]

Consider \( K^{R}_++ = \mathbb{R}^{n_1}_+ \times \cdots \times \mathbb{R}^{n_d}_+ \setminus \{0\} \) and \( K^{R}_+ = \text{int}(K^{R}_++) \).

Let \( r(R) \) be the spectral radius of \( R \) defined as

\[ r(R) = \sup \{ |\lambda| \mid \exists x \in S^R \text{ such that } (\lambda, x) \text{ is an eigenpair of } R \}. \]

Note that \( r(R) \) equals the classical definition of spectral radius of a matrix when \( m = 2, d = 1 \) and \( p_1 = p_2 = 2 \) and coincides with the classical definition of maximal singular value of \( t_{j_1,j_2} \) if \( m = d = p_1 = p_2 = 2 \). We recall that, for \( b \in \mathbb{R}^{d}_+ \), the weighted Hilbert product metric \( \mu_b : \mathbb{R}^{d}_+ \times \mathbb{R}^{d}_+ \to \mathbb{R}_+ \) is defined as

\[ \mu_b(x, y) = \sum_{i=1}^{d} b_i \ln \left( \frac{\max_{j, l \in [n_i]} \frac{x_{i,j}}{y_{i,l}}}{\max_{j, l \in [n_i]} \frac{y_{i,l}}{x_{i,j}}} \right). \]

We note that, as \( A = A(R) \) is irreducible, there exists \( b \in \mathbb{R}^{d}_+ \) such that \( A^T b = \rho(A) b \) and it holds (see Lemma 2.11)

\[ \mu_b(R(x), R(y)) \leq \rho(A) \mu_b(x, y) \quad \forall x, y \in K^{R}_+. \]

Namely, \( \rho(A) \) is a Lipschitz constant for \( R \) with respect to the Hilbert product metric \( \mu_b \). In particular, it is worthwhile noting that if \( p_1, \ldots, p_d \) are large enough, then \( \rho(A) < 1 \) and thus \( R \) is a strict contraction with respect to \( \mu_b \).

Remark 6.1. In some cases, there exists \( i \in [d] \) such that \( \nu_i = 1 \), implying that \( R_i(x) \) does not depend on \( x_i \in \mathbb{R}^{n_i}_+ \). In particular, if \( (\lambda, x) \in \mathbb{R}^{d}_+ \times S^R_+ \) is an eigenpair of \( R \), then \( R_i(x) = \lambda^{\nu_i-1} x_i \) and, as discussed in Remark 2.8 (b), there is a bijection between the eigenpairs of \( R \) associated with positive eigenvalues and the eigenpairs of the self-mapping \( \bar{R} \) defined on \( \mathbb{R}^{n_1}_+ \times \cdots \times \mathbb{R}^{n_{\nu_i-1}}_+ \times \mathbb{R}^{n_{\nu_i+1}}_+ \times \cdots \times \mathbb{R}^{n_d}_+ \) as \( \bar{R}_k(z) = R_k(\ldots, z_{i-1}, R_i(\ldots, z_{i-1}, 1, z_{i+1}, \ldots), z_{i+1}, \ldots) \) for every \( k \in [d] \setminus \{i\} \).

This fact is known for the \([p_1, ..., p_d]_\text{max} \) singular value problem [9, 26]. Theorem 6.2 also holds for \( R \) under less restrictive assumptions on \( T \) than those stated for \( R \). However, for the sake of brevity, we do not discuss these cases in the theorem.

In the following section we collect the main properties that follow by applying the results developed so far in this work to the multi-homogeneous map \( R \), defined above. The overall set of results gives rise to a comprehensive and general formulation of the Perron-Frobenius theorem for nonnegative tensors. It contains four main parts: first we discuss the case where \( R \) is a contraction with respect to \( \mu_b \), i.e. \( \rho(A) < 1 \). Then, we discuss the case where \( R \) is non-expansive, i.e. \( \rho(A) = 1 \). Moreover, we give characterizations of the spectral radius of \( R \) similar to the Gelfand formula, the notion of Bonsall spectral radius and the notion of cone spectral radius. In a third step, we provide a Collatz-Wielandt principle for \( r(R) \), which holds for both the contractive and the non-expansive cases (i.e. \( \rho(A) \leq 1 \)). Finally, as it is standard in the Perron-Frobenius theory for nonnegative tensors, we show that if \( R \) is (strongly) irreducible, then all its eigenvectors must be positive.

6.2 The Perron-Frobenius theorem for nonnegative tensors

Theorem 6.2. Let \( R \) be as in (6.8) and assume that \( R(1) > 0 \). Let \( A = A(R) \), \( x^0 \in S^R_+ \), and define \((x^k)_{k=0}^\infty \subset S^R_+ \) as

\[ x^k = \left( \frac{R_1(x^{k-1})}{\|R_1(x^{k-1})\|_{p_1}}, \ldots, \frac{R_d(x^{k-1})}{\|R_d(x^{k-1})\|_{p_d}} \right) \quad \forall k \in \mathbb{N}. \]

Then, there exists a unique \( b \in \mathbb{R}^{d}_+ \) such that \( A^T b = \rho(A) b \) and \( \sum_{i=1}^{d} b_i = 1 \). Furthermore, the following properties hold:
6.2.1 **Contractive case:** If \( \rho(A) < 1 \), then there exist unique \( u \in S^R_+ \) and \( \lambda > 0 \) such that \((\lambda, u)\) is an eigenpair of \( R \). Moreover, \( \lambda = r(R) \), \( \lim_{k \to \infty} x^k = u \) and

\[
(6.12) \quad \mu_{tb}(x^k, u) \leq \left( \frac{\mu_{tb}(x^1, x^0)}{1 - \rho(A)} \right) \rho(A)^k \quad \forall k \in \mathbb{N}.
\]

6.2.2 **Non-expansive case:** If \( \rho(A) = 1 \), there exists a \( u \in S^R_+ \) such that \((r(R), u)\) is an eigenpair of \( R \) and for every \( y \in S^R_+ \) it holds

\[
(6.13) \quad r(R) = \lim_{k \to \infty} \left( \prod_{i=1}^{d} \| R_i^k(y) \|_{p_i} \right)^{\frac{1}{k}} = \sup_{x \in K_{++}, y} \limsup_{k \to \infty} \left( \prod_{i=1}^{d} \| R_i^k(x) \|_{p_i} \right)^{\frac{1}{k}} = \lim_{k \to \infty} \left( \sup_{x \in S^R_+} \prod_{i=1}^{d} \| R_i^k(x) \|_{p_i} \right)^{\frac{1}{k}}
\]

where \( \gamma = \left( \sum_{i=1}^{d} b_i p_i \right)^{-1} \sum_{i=1}^{d} b_i p_i^+ > 1 \).

Moreover, if \( DR(1) \) is irreducible, then \( u \) is positive, i.e. \( u \in S^R_+ \), and it is the unique positive eigenvector of \( R \). If additionally, \( DR(1) \) is primitive, then the power method converges towards \( u \), that is \( \lim_{k \to \infty} x^k = u \).

6.2.3 **Collatz-Wielandt principle:** If \( \rho(A) \leq 1 \), then

\[
\inf_{x \in S^R_+} \tilde{c}w(x) = r(R) = \max_{y \in S^R_+} \tilde{c}w(y)
\]

where

\[
\tilde{c}w(x) = \prod_{i=1}^{d} \left( \max_{j_i \in [n_i]} \frac{R_{i,j_i}(x)}{x_{i,j_i}} \right)^{(\gamma - 1)b_i} \quad \forall x \in S^R_+
\]

and

\[
\tilde{c}w(y) = \prod_{i=1}^{d} \left( \min_{j_i \in [n_i], y_{i,j_i} > 0} \frac{R_{i,j_i}(y)}{y_{i,j_i}} \right)^{(\gamma - 1)b_i} \quad \forall y \in S^R_+
\]

Moreover, for every \( k \in \mathbb{N} \), it holds

\[
\tilde{c}w(x^k) \leq \tilde{c}w(x^{k+1}) \leq r(R) \leq \tilde{c}w(x^{k+1}) \leq \tilde{c}w(x^k)
\]

and for every \( \varepsilon > 0 \) and \( k \in \mathbb{N} \), if \( \tilde{c}w(x^k) - \tilde{c}w(x^k) < \varepsilon \), then

\[
\left| \frac{\tilde{c}w(x^k) + \tilde{c}w(x^k)}{2} - r(R) \right| \leq \frac{\varepsilon}{2}.
\]

Also, if \( \lim_{k \to \infty} x^k = u \), then

\[
\lim_{k \to \infty} \tilde{c}w(x^k) = \lim_{k \to \infty} \tilde{c}w(x^k) = r(R)
\]

Finally, if \( DR(1) \) is irreducible, then for every eigenpair \((\theta, w) \in \mathbb{R}_+ \times S^R_+ \) such that \( w \not\in S^R_+ \), it holds \( \theta < r(R) \).
6.2.4 Irreducible tensors: Define $\overline{R}(x) = x + R(x)$ for every $x \in \mathcal{K}_+^R$. If 
\begin{equation}
\forall y \in S^R_+, \exists \kappa \in \mathbb{N} \quad \text{such that} \quad \overline{R}^\kappa(y) > 0,
\end{equation}
where $\overline{R}^{k+1}(y) = \overline{R}(R^k(y))$ for every $k \geq 1$, then every nonnegative eigenvector of $R$ is positive. In particular, if $u \in S^R_{++}$ is the unique positive eigenvector of $R$, then it is the unique eigenvector of $R$ in $S^R_R$.

**Proof.** First of all, note that $A$ is primitive except for the case $m = d = 2$, where $A$ is only irreducible. In particular, $A$ has a left-eigenvector $b \in \mathbb{R}^{d+}$ such that $Ab = \rho(A)b$ and $b_1 + \ldots + b_d = 1$. Furthermore, we have $p'_i > 1$ for every $i \in [d]$. It follows that 
\[ \gamma' = \sum_{i=1}^d b_ip'_i \geq \left( \min_{s \in [d]} p'_s \right) \sum_{i=1}^d b_i = \min_{s \in [d]} p'_s > 1, \]
and thus $\gamma = \gamma'/(\gamma' - 1) > 1$. We proceed in the proof by following the same structure as in the statement:

**Contractive case:** Theorem 2.1 implies the existence and uniqueness of $(\lambda, u) \in \mathbb{R}^d_+ \times S^R_+$ such that $R(u) = \lambda \otimes u$. We show that $(r(R), u)$ is an eigenpair of $R$, i.e. $\lambda = (r(R))^{\gamma'-1}, \ldots, r(R))^{\gamma'-1})$. Note that, as the tensor $(t_{j_1, \ldots, j_d})$ has nonnegative entries, by the triangle inequality it holds $|R(x)| \leq R(|x|)$ for all $x \in V$, where the absolute value is taken component-wise. Thus, we can apply Corollary 4.5 which ensures that if $(\theta, z) \in \mathbb{R}^d \times S^R$ is such that $R(z) = \theta \otimes z$, then $\prod_{i=1}^d |\theta_i|^{b_i} \leq \prod_{i=1}^d \lambda_i^{b_i}$. From (6.10), we know that there exists $\theta > 0$ and $\lambda > 0$ such that $|\theta_i| = \theta^{\gamma'-1}$ and $\lambda_i = \lambda^{\gamma'-1}$ for every $i \in [d]$. It follows that we have $|\theta|^{\gamma'-1} \leq \lambda^{\gamma'-1}$ which implies that $|\theta| \leq \lambda$ and thus $\lambda = r(R)$. The linear convergence of $(x^k)_{k=1}^\infty$ follows from Theorem 2.1 as well.

**Non-contractive case:** By Theorem 3.3, we know that there exists $(\lambda, u) \in \mathbb{R}^d_+ \times S^R_+$ such that $R(u) = \lambda \otimes u$ and $\prod_{i=1}^d \lambda_i^{b_i} = r_b(R)$. Thus, the same argument as above implies that $(r(R), u)$ is an eigenpair of $R$. In particular, we have $r_b(R) = r(R)$ and therefore the characterizations of $r(R)$ follow from Theorem 3.3. Now, note that $R$ is differentiable everywhere on the positive orthant and, for every $x > 0$, there exist $\alpha, \alpha' > 0$ such that 
\begin{equation}
\alpha DR(x) \leq DR(1) \leq \alpha' DR(x),
\end{equation}
i.e. $DR$ has the same zero pattern everywhere in the interior of the cone. This pattern does not depend on the choice of $p_1, \ldots, p_d \in (1, \infty)$. Furthermore, $DR(1)$ is an adjacency matrix of the unweighted graph $G(R)$ of Definition 3.4. In particular, if $DF(1)$ is irreducible, then positivity and uniqueness of $u$ follow from Theorems 3.17 and 4.4. Now, suppose that $DF(1)$ is primitive, then $\lim_{k \to \infty} x^k = u$ follows from Theorem 5.1.

**Collatz-Wielandt principle:** Since $r(R) = r_b(R)^{\gamma'-1}$, the min-max characterizations follow from Theorems 4.1 and 4.2. The properties of $(\hat{c}(x^k))_{k=1}^\infty$ and $(\hat{c}(u(x^k)))_{k=1}^\infty$ follow from Proposition 5.2. If $DF(1)$ is irreducible and $(\theta, w) \in \mathbb{R}_+ \times (S^R_+ \setminus S^R_{++})$ is an eigenpair of $R$, then $\theta < r(R)$ follows by (6.15) and Theorem 4.3.

**Irreducible tensors:** It follows directly from Corollary 3.9. \qed
Before relating the results of Theorem 6.2 with the literature, we note that when \( R \) is defined as in (6.8), \( r(R) \) can be efficiently approximated even when \( R(1) > 0, \rho(A(R)) = 1 \) but \( DR(1) \) is not primitive, i.e. the assumptions of Theorem 6.2 for the convergence of the power method are not satisfied. The idea is to approximate \( r(R) \) by a strictly monotonically decreasing sequence \( (r_l)_{l=1}^{\infty} \) where \( r_l \) is the spectral radius of a multi-homogeneous map \( R^{(l)} \in H^d \) with primitive Jacobian \( DR^{(l)}(1) \). In particular, \( r_l \) can be computed efficiently using the power method. A similar idea has been studied in Theorem 4.1 [65] in the context of \( \ell^p \)-eigenvectors, i.e. \( d = 1 \) in the definition of \( R \), and in Theorem 5.4.1 [41] for homogeneous order-preserving mappings on cones. We exclude the case \( m = d = 2 \) (\( \ell^p \)-singular vectors of matrices) in the following proposition because our argument does not apply for this setting. This is indirectly due to the fact that \( A(R) \) is primitive if and only if \( m \) and \( d \) are not both equal to 2. However, as discussed in Remark 6.1, the nonnegative \( \ell^p \)-singular vectors of a matrix \( M \in \mathbb{R}^{m \times n} \) associated with positive singular values are in bijection with the eigenvectors (associated with positive eigenvalues) of \( \tilde{H} : \mathbb{R}^n_+ \to \mathbb{R}^n_+ \) given by \( \tilde{H}(x) = \psi_p(M \psi_q(M^T x)) \) and the proof of the following proposition applies to \( \tilde{H} \) as well.

**Proposition 6.3.** Let \( R \) be defined as in (6.8) and \( A = A(R) \). Suppose that \( R(1) > 0, \rho(A) = 1 \) and that \( m \) and \( d \) are not both equal to 2. Let \( b \in \mathbb{R}^d_+ \) and \( \gamma > 1 \) be as in Theorem 6.2. Let \( (\delta_l)_{l=1}^{\infty} \subset \mathbb{R}^d_+ \) be a sequence such that \( 0 < \delta_{l+1} < \delta_l \) for every \( l \in \mathbb{N} \) and \( \lim_{l \to \infty} \delta_l = 0 \). For every \( l \in \mathbb{N} \), define \( G^{(l)} : \mathbb{S}^d_+ \to \mathbb{S}^d_+ \) as

\[
G^{(l)}(x) = \left( \frac{R_1(x) + \delta_l 1}{\|R_1(x) + \delta_l 1\|_p}, \ldots, \frac{R_d(x) + \delta_l 1}{\|R_d(x) + \delta_l 1\|_p} \right),
\]

and, for every \( x \in \mathbb{S}^d_+ \), let \( G^{(l),0}(x) = x \) and \( G^{(l),k+1}(x) = G^{(l)}(G^{(l),k}(x)), k \in \mathbb{N} \). Then, for every \( l \in \mathbb{N} \), there exists \( x^{(l)} \in \mathbb{S}^d_+ \) such that \( \lim_{k \to \infty} G^{(l),k}(x) = x^{(l)} \) for any \( x \in \mathbb{S}^d_+ \). Moreover, if

\[
r_l = \prod_{i=1}^{d} \left( \frac{R_{i,1}(x^{(l)}) + \delta_l}{x_{i,1}^{(l)}} \right)^{b_i} \quad \forall l \in \mathbb{N},
\]

then \( r_l > r_{l+1} > r(R) \) for all \( l \in \mathbb{N} \) and \( \lim_{l \to \infty} r_l = r(R) \).

**Proof.** For every \( l \in \mathbb{N} \), define \( R^{(l)} \in H^d \) as

\[
R^{(l)}(x) = R(x) + \delta_l (\|x_1\|_p, \ldots, \|x_d\|_p) A 1.
\]

Then, from Theorem 3.15, we know that \( R^{(l)} \) has a positive eigenvector \( x^{(l)} \in \mathbb{S}^d_+ \), \( r_b(R) = \lim_{l \to \infty} r_{b}(R^{(l)}) \) and \( r_{b}(R^{(l)}) > r_{b}(R^{(l+1)}) > r_{b}(R) \) for every \( l \in \mathbb{N} \). Moreover, \( R^{(l)} \) is differentiable and \( (DR^{(l)}(x^{(l)}))^2 \) > 0 because \( \{m,d\} \neq \{2\} \). It follows that \( DR^{(l)}(x^{(l)}) \) is primitive and thus Theorem 5.1 implies that \( \lim_{k \to \infty} G^{(l),k}(x) = x^{(l)} \) for any \( x \in \mathbb{S}^d_+ \). Now, let \( \lambda^{(l)} \in \mathbb{R}^d_+ \) be such that \( R^{(l)}(x^{(l)}) = \lambda^{(l)} \otimes x^{(l)} \). Then, from Theorem 4.1, it follows that

\[
r_{b}(R^{(l)}) = \prod_{i=1}^{d} (\lambda^{(l)}_i)^{b_i} = \prod_{i=1}^{d} \left( \frac{R_{i,1}(x^{(l)})}{x_{i,1}^{(l)}} \right)^{b_i} = \prod_{i=1}^{d} \left( \frac{R_{i,1}(x^{(l)}) + \delta_l}{x_{i,1}^{(l)}} \right)^{b_i} = r_l^{1/(\gamma-1)}.
\]

Finally, a similar argument as in the proof of Theorem 6.2 shows that \( r_{b}(R) = r(R)^{1/(\gamma-1)} \) which concludes the proof. □
6.3 Embedding and comparison with the literature

We survey the Perron-Frobenius theorems of the literature which are analogues to Theorem 6.2 and compare the assumptions. In particular, we note that a major contribution of Theorem 6.2 is the contractive case as it seems not to have been distinguished from the non-contractive case yet. We reuse the notation of Section 6.1. For better readability, we sometimes postpone the references to the end of the paragraph.

Homogeneity assumptions: Let us start by discussing the homogeneity assumptions, that is \( \rho(A) = 1 \) and \( \rho(A) \leq 1 \) and \( \rho(A) < 1 \) where

\[
A = A(p_1, \ldots, p_d, \nu) = \text{diag}(p'_1 - 1, \ldots, p'_d - 1)(\nu^T 1 - I) \in \mathbb{R}_+^{d \times d}.
\]

We observe that these conditions induce restrictions on \( p_1, \ldots, p_d \) which are often weaker than those of the literature. Indeed, besides the case \( m = d \geq 2 \), the usual condition assumed in the literature is \( p_1, \ldots, p_d \geq m \). In terms of the homogeneity matrix \( A \), this means \( A^T 1 \leq 1 \). In particular, when \( d = 1 \), we have \( p_1 \geq m \) if and only if \( \rho(A) = A \leq 1 \). There is however a noticeable difference when \( d > 1 \). Indeed, \( A^T 1 \leq 1 \) implies \( \rho(A) = \rho(A^T) \leq 1 \) as

\[
\min_{i \in [d]} \frac{(A^T b)_i}{b_i} \leq \rho(A) \leq \max_{i \in [d]} \frac{(A^T b)_i}{b_i} \quad \forall b \in \mathbb{R}_+^d.
\]

The converse is not true in general. Unfortunately, we are not aware of a simple closed form expression for \( \rho(A) \) in terms of \( p_1, \ldots, p_d \) besides the particular cases \( d = 1 \) and \( m = d = 2 \). However, as observed above, (6.16) can be used to estimate \( \rho(A) \). Moreover, note that \( g_\nu: (1, \infty)^d \to \mathbb{R}_+^+ \) defined as \( g_\nu(p) = \rho(A(p_1, \ldots, p_d, \nu)) \) has the following properties (see Corollary 3.29 in [3]):

\[
g_\nu(p) > g_\nu(q) \quad \forall p, q \in (1, \infty)^d \quad \text{such that} \quad p \leq q,
\]

and for any \( c_1, \ldots, c_d: \mathbb{R} \to (1, \infty)^d \) with \( \lim_{t \to \infty} c_i(t) = \infty \) for all \( i \in [d] \), it holds

\[
\lim_{t \to \infty} g_\nu(c_1(t), \ldots, c_d(t)) = 0.
\]

In other words, \( \rho(A) \) is strictly decreasing with respect to \( p_1, \ldots, p_d \) and \( \rho(A) \to 0 \) as \( p_1, \ldots, p_d \to \infty \). As a consequence, we note that whenever \( p_1, \ldots, p_d \geq m \) and \( p_i > m \) for some \( i \in [d] \), then \( \rho(A) < 1 \). Now, in the case \( m = d = 2 \) (i.e. for the \( \ell^p \)-singular values of matrices), we have \( \rho(A) = \sqrt{(p'_1 - 1)(p'_2 - 1)} \) and the existing conditions on \( p_1, p_2 \) are equivalent to \( \rho(A) \leq 1 \). If \( m = d > 2 \), then [26] uses a transformation as in Remark 6.1, to obtain a condition of the form \( \mathcal{A}(\bar{R})^T 1 \leq 1 \) where \( \mathcal{A}(\bar{R}) \in \mathbb{R}_+^{(d-1) \times (d-1)} \) is defined as in Equation (2.4) (p. 10). Nevertheless, as proved in Lemma 2.14, it holds \( \rho(A) \leq 1 \) or \( \rho(A) < 1 \) if and only if \( \rho(\mathcal{A}(\bar{R})) \leq 1 \) or \( \rho(\mathcal{A}(\bar{R})) < 1 \) respectively. Thus, the assumptions \( \mathcal{A}(\bar{R})^T 1 \leq 1 \) and \( \mathcal{A}(\bar{R})^T 1 \leq 1 \) imply \( \rho(A) \leq 1 \) and \( \rho(A) < 1 \) respectively. To summarize, the assumption \( A^T 1 \leq 1 \) is equivalent to \( p_1, \ldots, p_d \geq m \) and \( \rho(A) \leq 1 \) with equality if and only if \( p_1 = \ldots = p_d = m \). This means in particular that for almost every choice of \( p_1, \ldots, p_d \) which satisfies the usual assumptions in the literature, \( R \) is contractive.

Irreducibility assumptions: We discuss the assumptions: \( R(1) > 0 \), \( DR(1) \) irreducible, \( DR(1) \) primitive and the (strong) irreducibility assumption in (6.14). First, we note that these conditions are all independent of the choice of \( p_1, \ldots, p_d \in (1, \infty) \). We refer to Proposition 3.8 for further (computable) characterizations of strong irreducibility. Let us start with the matrix case.
When $m = 2$ and $d = 1$, the assumption $R(1) > 0$ means that $M = (t_{j_1, j_2}) \in \mathbb{R}_{+}^{n_1 \times n_1}$ must have at least one nonzero entry per row. It is clear that $DR(1)$ is irreducible or primitive if and only if $M$ is irreducible or primitive respectively. Furthermore, it is well known that the irreducibility of $DR(1) \in \mathbb{R}_{+}^{n_1 \times n_1}$ is equivalent to (6.14). However, when $m = 2$ and $d = 2$, the situation is different. Indeed, $R(1) > 0$ implies that $M$ must have at least one nonzero entry per row and per column. Moreover, in this case, $DR(1) \in \mathbb{R}_{+}^{(n_1 + n_2) \times (n_1 + n_2)}$ has the same zero pattern as the matrix

$$P = \begin{pmatrix} 0 & M \\ M^T & 0 \end{pmatrix}.$$  

While it has been shown in Lemma 3.1 [20] that $DR(1)$ is irreducible if and only if (6.14) is satisfied, it is important to note that these assumptions are not equivalent to the classical notion of irreducibility for $M \in \mathbb{R}_{+}^{n_1 \times n_2}$ when $n_1 = n_2$. In particular, $DR(1)$ is irreducible if and only if $MM^T$ and $M^TM$ are irreducible and $DR(1)$ is never primitive. However, we note that the map $\hat{R}(x) = \psi_p(M^T\psi_q(Mx))$ (see Remarks 6.1 and 2.7) is such that $D\hat{R}(1)$ is primitive if and only if $M^TM$ is irreducible by Lemma 3 [9]. Indeed $D\hat{R}(1)$ is, in that case, irreducible, self-adjoint and positive semidefinite. Moreover, $R(1) > 0$ if $M^TM$ has at least one positive entry per column which is less restrictive than $R(1) > 0$ (see Example 2.7).

Now, we assume that $m \geq 3$, i.e. $(t_{j_1, \ldots, j_m})$ is no longer a matrix. In the tensor community, the assumptions $DR(1)$ irreducible and primitive, are known as weak irreducibility and weak primitivity, respectively. These notions have been introduced in [20] for general polynomial maps. The assumption in the last part of Theorem 6.2 is equivalent to the definition of strongly irreducible tensors for the cases $m = d$ and $d = 1$. However, a slightly different definition of strongly irreducible tensors has been introduced in [16] for the case $d = 2$. The latter definition is more restrictive than (6.14). Indeed, Theorem 5.1 [64] and Lemma 2 [16] imply that whenever $(t_{j_1, \ldots, j_m})$ is irreducible in the sense of [16], then $R$ satisfies (6.14) and $R(K_{+, o}) \subset K_{+, o}$. On the other hand, the tensor of Example 3.11 satisfies (6.14) but $R(K_{+, o}) \not\subset K_{+, o}$.

It is known that strong irreducibility implies weak irreducibility and that weak irreducibility implies $R(1) > 0$ (see Section 3 of [35] for the case $d = 1$ and Section 3 and 4 of [20] for the case $d \geq 2$). However, as noted in [20] Section 5, weak primitivity does not imply in general strong irreducibility. Finally, we note that the condition $R(1) > 0$ is very weak. In particular, any tensor $(t_{j_1, \ldots, j_m}) \in \mathbb{R}_{+}^{n_1 \times \ldots \times n_m}$ such that $t_{i_1, \ldots, i} > 0$ for $i = 1, \ldots, N = \min_j n_j$ satisfies this requirement. We note further that this assumption can be relaxed if $A^T 1 = 1$, or equivalently $p_1 = \ldots = p_d = m$. Indeed, in this case the eigenvectors of $R$ are in bijection with those of $Q(x) = x + R(x)$ and all arguments in the proof of Theorem 6.2 apply to $Q$ as well with $d = 1$ because $Q(\alpha x) = \alpha Q(x)$ for any $\alpha > 0$.

**Existence, maximality, uniqueness of positive eigenvectors:** In the Perron-Frobenius theory for nonnegative tensors, usual assumptions for the existence, maximality and uniqueness of a positive eigenvectors are $A^T 1 \leq 1$ (or $A(\hat{R})^T 1 \leq 1$) and weak irreducibility of the tensor (i.e. irreducibility of $DR(1)$). These conditions are similar to the non-expansive case of Theorem 6.2, however as noted above, the homogeneity assumption of Theorem 6.2 ($\rho(A) \leq 1$) is less restrictive. Moreover, we have observed that whenever $A^T 1 \leq 1$ (or $A(\hat{R})^T 1 \leq 1$), then $\rho(A) < 1$.
and therefore the irreducibility assumptions in the contractive case of Theorem 6.2 are less restrictive than the usual ones in this setting. Finally, we note that strong irreducibility is the common assumption to ensure that $R$ has no nonnegative eigenvector. Hence, our results are equivalent except for the case $d = 2, m \geq 3$ where, as discussed above, our requirements are less restrictive. We refer to Theorem 1 in [9] and Theorem 1 [26] for the $\ell^q$-singular vector problem of matrices, to Theorems 4.1 [20] for the $\ell^p$-eigenvector problem of tensors, to Theorems 2.1 and 4.1 in [46] for the $\ell^p$-singular vectors of rectangular tensors and to Theorem 1 in [26] for the $\ell^p$-singular vector problem of tensors.

**Existence of a maximal nonnegative eigenvector:** If $m = d$, i.e. $\nu_i = 1$ for all $i \in [d]$, then the existence of a nonnegative eigenvector corresponding to the spectral radius $r(R)$ follows from the fact that $r(R) = \|(t_{j_1}, \ldots, j_m)\|_{p_1, \ldots, p_m}$ where $\|(t_{j_1}, \ldots, j_m)\|_{p_1, \ldots, p_m}$ is the projective norm of $(t_{j_1}, \ldots, j_m)$ defined as the maximum of the function in (6.5) over $\mathbb{R}^{n_1} \setminus \{0\} \times \ldots \times \mathbb{R}^{n_d} \setminus \{0\}$ (see [18]). The nonnegativity of $(t_{j_1}, \ldots, j_m)$ implies that the maximum is attained in the compact set $S^R_{+} \times \ldots \times S^R_{+}$ and the corresponding maximizer is a singular vector. We refer to Section 2 in [45] and Lemma 13 in [26] for further discussion.

If $m \neq d$, the same argument still holds if $(t_{j_1}, \ldots, j_m)$ is symmetric with respect to the $\nu_1$ first indices, $\nu_2$ next indices, and so on. In these cases, the maximizer of (6.6) in $S^R_{+}$ is an eigenvector of $R$ corresponding to $r(R)$. In particular, we note that this argument holds for every nonnegative tensor $(t_{j_1}, \ldots, j_m)$ while our assumptions require $R(1) > 0$ and $\rho(A) \leq 1$. We refer to [19] for a rigorous definition of partial symmetry and to Lemma 3.1 [43], Theorem 3.11 [14] and Theorem 5 [62] for existence results using this property. For the cases where this continuity argument does not work, the assumptions in the literature are $A^T 1 \leq 1$ and $t_{j_1, \ldots, j_m} \geq 0$. Thus requiring $R(1) > 0$ is more restrictive, however as discussed above this is still a weak assumption. Weak Perron-Frobenius theorems which are not based on this continuity argument can be found in Theorem 2.3 [61] for the $\ell^p$-eigenvector problem and Theorem 4.2 in [46] for the $\ell^p$-singular vector problem with $m > 2$.

**Characterizations of the spectral radius:** The Collatz-Wielandt principle is known for the cases $d = 1$ and $d = m$ under the assumption that $R$ has a positive eigenvector and $A^T 1 \leq 1$. Thus, the assumption in Theorem 6.2 for the Collatz-Wielandt principle is less restrictive because it only requires that $R(1) > 0$ and $\rho(A) \leq 1$. To our knowledge, $p = q = m$ and $(t_{j_1, \ldots, j_m})$ strongly irreducible is the only case for which a Collatz-Wielandt principle for (rectangular) $\ell^p$-singular vectors has been proved. Regarding the characterizations of the spectral radius in (6.13), we are only aware of a brief discussion involving the Gelfand formula in Section 2 of [15] for the $\ell^p$-eigenvector problem with $p = m$. Therefore, the characterizations of $r(R)$ in (6.13) seems to be mostly new. Collatz-Wielandt principles can be found in Theorem 2.3 [61] for the $\ell^p$-eigenvector problem, in Theorem 4.2 in [46] and Theorem 4.6 [60] for the $\ell^p$-singular vectors with $m > 2$, and in Theorem 1 [26] for the $\ell^{p_1, \ldots, p_d}$-singular vector problem.

**Convergence of the power method:** If $d = 1$, then the usual assumptions for the convergence of the sequence defined in (6.11) towards the unique positive $\ell^p$-eigenvector are either $\rho(A) < 1$ and $DR(1)$ primitive (see Corollary 5.1 in [20]) or $\rho(A) = 1$ and $DR(1)$ irreducible (see Theorem 5.4 in [35]). The contractive case of Theorem 6.2 is therefore improving [20] in terms of irreducibility as it only requires $R(1) > 0$. If
\[ \rho(A) = 1, \] then, as discussed above, the \( \ell^p \)-eigenvectors of \( T \) are the eigenvectors of \( Q(x) = x + R(x) \) and \( DQ(1) \) is irreducible. Hence, up to this transformation, our assumptions are equivalent to the existing literature also in this case. An asymptotic convergence rate for the power method was proved in Corollary 5.2 [20] under the assumptions \( \rho(A) \leq 1 \) and \( DR(1) \) primitive. Thus, for the case \( \rho(A) < 1 \), the convergence rate (6.12) improves this result in terms of irreducibility assumptions and because it is nonasymptotic. A linear convergence rate for the case \( \rho(A) = 1 \) was proved under the assumption that \( DR(1) \) is primitive in Theorem 4.1 [35].

In the setting of \( \ell^{p,q} \)-singular vectors of nonnegative rectangular tensors, i.e. \( d = 2 \) and \( m > 2 \), the power method has been proved to converge if \( p = q = m \) and \( DR(1) \) is irreducible (see Theorem 3.1 [65]). Hence, our results for \( \rho(A) \leq 1 \) and \( \rho(A) = 1 \), provide novel convergence guarantees for all the cases where \( p \) and \( q \) are not both equal to \( m \). Furthermore, as noted above, if \( p = q = m \) then \( \bar{A}^T \textbf{1} = \textbf{1} \) and the assumption on \( DR(1) \) for the convergence of the power method in Theorem 6.2 can be relaxed from primitivity to irreducibility. We refer to Theorem 4 [63], for a linear convergence rate in the case \( p_1 = p_2 = m \) and under a more restrictive assumption on \( T \) than (strong) irreducibility.

If \( m = d \), then the usual assumptions for the convergence of the sequence in (6.11) towards the unique positive \( \ell^{p_1,\ldots,p_d} \)-singular vector are \( A(\bar{R})^T \textbf{1} \leq \textbf{1} \) and \( \bar{D} \bar{R}(1) \) irreducible (see Theorem 2 in [26]). Clearly, our assumption in the contractive case of Theorem 6.2 are less restrictive. For the non-expansive case, i.e. \( \rho(A(\bar{R})) = 1 \), our irreducibility assumptions are more restrictive as we require \( DR(1) \) to be primitive. However, we note that by using Lemma 19 [26] instead of Lemma 5.3 in the proof of Theorem 5.1, one can show that the power method converges whenever \( DR(1) \) is irreducible and \( \rho(A(\bar{R})) = 1 \). In Theorem 2 [26], an asymptotic convergence rate is proved under the assumption that \( D\bar{R}(1) \) is irreducible and \( A(\bar{R})^T \textbf{1} \leq \textbf{1} \). The nonasymptotic convergence rate (6.12) does not hold when \( p_1 = \ldots = p_d = m \) however, as discussed, it holds for all the cases where \( A(\bar{R})^T \textbf{1} \leq \textbf{1} \).
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