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Abstract

This paper studies online algorithms augmented with \textit{multiple} machine-learned predictions. We give a generic algorithmic framework for online covering problems with multiple predictions that obtains an online solution that is competitive against the performance of the best solution obtained from the predictions. Our algorithm incorporates the use of predictions in the classic potential-based analysis of online algorithms. We apply our algorithmic framework to solve classical problems such as online set cover, (weighted) caching, and online facility location in the multiple predictions setting.

1. Introduction

In many real world computational tasks, parts of the input are not known in advance and are revealed piecemeal over time. However, the algorithm is constrained to take decisions before the entire input is revealed, thereby optimizing for an unknown future. For instance, when an online retailer has to decide the locations of warehouses to serve clients, it does so without precisely knowing how the clientele will grow over time. Similarly, in an operating system, the cache scheduler has to decide which pages to evict from the cache without knowing future requests for page access. These kinds of scenarios are traditionally captured by the field of online algorithms, where the algorithm makes irrevocable decisions without knowing the future. The performance of an online algorithm is measured by its \textit{competitive ratio} which is defined as the maximum ratio across all inputs between the cost of the online algorithm and that of an optimal solution (see, e.g., (Borodin & El-Yaniv, 1998)). While this is a robust guarantee that holds for \textit{all} inputs, the robustness comes at the cost of making online algorithms excessively cautious thereby resulting in strong lower bounds and also affecting their real world performance.

To overcome the pessimistic behavior of online algorithms, there has been a growing trend in recent years to incorporate machine-learned predictions about the future. This exploits the fact that in many real world settings, modern ML methods can predict future behavior to a high degree of accuracy. Formalized by Lykouris and Vassilvitskii (Lykouris & Vassilvitskii, 2018; 2021) for the caching problem, the online algorithms with prediction framework allows online algorithms to access predicted future input values, but does not give any guarantee on the accuracy of such predictions. (This reflects the fact that ML predictions, say generated by a neural network, are usually without worst-case guarantees, and can occasionally be completely wrong.) The goal is to design online algorithms whose competitive ratio gracefully interpolates between offline algorithms if the predictions are accurate – a property called \textit{consistency} – and online algorithms irrespective of predictions – a property called \textit{robustness} (these terms were coined by Kumar, Purohit, and Svitkina (Kumar et al., 2018)).

Online algorithms with predictions have been extensively studied in the last few years for a broad range of problems such as variants of ski rental (Kumar et al., 2018; Khanafer et al., 2013; Gollapudi & Panigrahi, 2019; Wei & Zhang, 2020; Anand et al., 2020; Wang et al., 2020), set cover (Bamas et al., 2020b), scheduling (Kumar et al., 2018; Wei & Zhang, 2020; Bamas et al., 2020a; Lattanzi et al., 2020; Mitzenmacher, 2020; Lee et al., 2021; Azar et al., 2021), caching (Lykouris & Vassilvitskii, 2018; Wei, 2020; Jiang et al., 2020; Bansal et al., 2020), matching and secretary problems (Lavastida et al., 2021; Dütting et al., 2021; Antoniadis et al., 2020b; Jiang et al., 2021b), metric optimization (Antoniadis et al., 2020a; Azar et al., 2022; Fotakis et al., 2021; Jiang et al., 2021a; Almanza et al., 2021), data structures (Mitzenmacher, 2018), statistical estimation (Hsu et al., 2019; Indyk et al., 2019; Eden et al., 2021), online search (Anand et al., 2021), and so on.

In this paper, we focus on online algorithms with \textit{multiple} machine-learned predictions. In many situations, different ML models and techniques end up with distinct predictions about the future, and the online algorithm has to decide which prediction to use among them. Indeed, this is also true of human experts providing inputs about expectations...
of the future, or other statistical tools for predictions such as surveys, polls, etc. Online algorithms with multiple predictions were introduced by Gollapudi and Panigrahi (Gollapudi & Panigrahi, 2019) for the ski rental problem, and has since been studied for multi-shop ski rental (Wang et al., 2020) and facility location (Almanza et al., 2021). Furthermore, (Bhaskara et al., 2020) considers multiple hints for regret minimization in Online Linear Optimization. In our current paper, instead of focusing on a single problem, we extend the powerful paradigm of online covering problems to incorporate multiple predictions. As a consequence, we obtain online algorithms with multiple predictions for a broad range of classical problems such as set cover, caching, and facility location as corollaries of the general technique that we develop in this paper.

**The Online Covering Framework.** Online covering is a powerful framework for capturing a broad range of problems in combinatorial optimization. In each online step, a new linear constraint \( a \cdot x \geq b \) is presented to the algorithm, where \( x \) is the vector of variables, \( a \) is a vector of non-negative coefficients, and \( b \) is a scalar. The algorithm needs to satisfy the new constraint, and is only allowed to increase the values of the variables to do so. The goal is to minimize an objective function \( c \cdot x \), where \( c \) is the vector of costs that is known offline. This formulation captures a broad variety of problems including set cover, (weighted) caching, revenue maximization, network design, ski rental, TCP acknowledgment, etc. Alon et al. (Alon et al., 2009) proposed a multiplicative weights update (MWU) technique for this problem and used it to solve the online set cover problem. This was quickly adapted to other online covering problems including weighted caching (Bansal et al., 2007), network design (Alon et al., 2006), allocation problems for revenue maximization (Buchbinder et al., 2007), etc. (The reader is referred to the survey (Buchbinder & Naor, 2009b) for more examples.) All these algorithms share a generic method for obtaining a fractional solution to the online covering problem, which was formalized by Buchbinder and Naor (Buchbinder & Naor, 2009a) and later further refined by Gupta and Nagarajan (Gupta & Nagarajan, 2014). Since then, the online covering problem has been generalized to many settings such as convex (non-linear) objectives (Azar et al., 2016) and mixed covering and packing problems (Azar et al., 2013).

**Comparison with Prior Work on Online Covering with ML Prediction.** Bamas, Maggiore, and Svensson (Bamas et al., 2020b) were the first to consider the online covering framework in the context of ML predictions. In a beautiful work, they gave the first general-purpose tool for online algorithms with predictions, and showed that this can be used to solve several classical problems like set cover and dynamic TCP acknowledgment. In their setting, a solution is presented as advice to the online algorithm at the outset, and the algorithm incorporates this suggestion in its online decision making.

In our current paper, we give a general scheme for the online covering framework with multiple predictions. In particular:

- Since we are in the multiple predictions setting, we allow \( k > 1 \) suggestions instead of just a single suggestion, and benchmark our algorithm’s performance against the best suggested solution. (Of course, the best suggestion is not known to the algorithm.)
- In contrast to Bamas et al. (Bamas et al., 2020b), we do not make the assumption that the entire suggested solution is given up front. Instead, in each online step, each of the \( k \) suggestions gives a feasible way of satisfying the new constraint. Note that this is more general than giving the suggested solution(s) up front, since the entire solution(s) can be presented in each online step as a feasible way of satisfying the new constraint.
- In terms of the analysis, we extend the potential method from online algorithms (in contrast, Bamas et al. (Bamas et al., 2020b) use the primal dual framework). The potential method has been used recently for many classic problems in online algorithms such as weighted paging (Bansal et al., 2010), \( k \)-server (Buchbinder et al., 2019), metric allocation (Bansal & Coester, 2021), online set cover (Buchbinder et al., 2019), etc. In fact, it can also be used to reprove the main results of Bamas et al. (Bamas et al., 2020b) in the single prediction setting. In this paper, we extend this powerful tool to incorporate multiple ML predictions.
- Finally, we show that our techniques extend to a generalization of the online covering framework to include box-type constraints. This extension allows the framework to handle more problems such as online facility location that are not directly captured by the online covering framework.

**Comparison with Online Learning.** The reader will notice the similarity of our problem to the classical experts’ framework from online learning (see, e.g., the survey (Shalev-Shwartz, 2012)). In the experts’ framework, each of \( k \) experts provides a suggestion in each online step, and the algorithm has to choose (play) one of these \( k \) options. After the algorithm has made its choice, the cost (loss) of each suggestion is revealed before the next online step. The goal of the algorithm is to be competitive with the best expert in terms of total loss. In contrast,

- Since we are solving a combinatorial problem, the (incremental) cost of any given step for an expert or
the algorithm depends on their pre-existing solution from previous steps (therefore, in particular, even after following an expert’s choice, the algorithm might suffer a larger incremental cost than the expert). This is unlike online learning where the cost in a particular step is independent of previous choices.

- In online learning, the algorithm is benchmarked against the best static expert in hindsight, i.e., the best solution whose choices match that of the same expert across all the steps. Indeed, it can be easily shown that no algorithm can be competitive against a dynamic expert, namely a solution that chooses the best suggestion in each online step even if those choices come from different experts. Observe that such a dynamic expert can in general perform much better than each of the suggestions, e.g., when the suggestions differ from each other but at each time, at least one of them suggests a good solution. But, in our problem, since the choices made by experts correspond to solutions of a combinatorial problem, we can actually show that our algorithm is competitive even against a dynamic expert. Namely, the $k$ suggestions in every step are not indexed by specific experts, and the algorithm is competitive against any composite solution that chooses any one of the $k$ suggestions in each step.

- In online learning, the goal is to obtain regret bounds that show that the online algorithm approaches the best (static) expert’s performance up to additive terms. Such additive guarantees are easily ruled out for our problem, even for a static expert. As is typically the case in online algorithms, our performance guarantees are in the form of (multiplicative) competitive ratios rather than (additive) regret bounds.

Our Contributions. Our first contribution is to formalize the online covering problem with multiple predictions (Section 2). Recall that in each online step, along with a new constraint, the algorithm receives $k$ feasible suggestions for satisfying the constraint. Using these suggestions, we design an algorithm for obtaining a fractional solution to the online covering problem—that we call the OCP algorithm (Section 3). To compare this algorithm to the best suggested solution, we define a benchmark DYNAMIC that captures the minimum cost (fractional) solution that is consistent with at least one of the suggestions in each online step.

- Our main technical result shows that the cost of the solution produced by the OCP algorithm is at most $O(\log k)$ times that of the DYNAMIC solution.

It is noteworthy that unlike in the classical online covering problem (without predictions), the competitive ratio is independent of the problem size, and only depends on the number of suggestions $k$. As the number of suggestions increases, the competitive ratio degrades because the suggestions have higher entropy (i.e., are less specific). As two extreme examples, consider $k = 1$, in which case it is trivial for an algorithm to exactly match the DYNAMIC benchmark simply by following the suggestion in each step. In contrast, when $k$ is very large, the set of suggested solutions can essentially include all possible solutions, and therefore, the suggestions are useless.

The analysis of the OCP algorithm makes careful use of potential functions that might be of independent interest. But, while the analysis of the OCP algorithm is somewhat intricate, we note that the algorithm itself is extremely simple.

- We show that the competitive ratio of $O(\log k)$ obtained by the OCP algorithm is tight. We give a lower bound of $\Omega(\log k)$ by only using binary (0/1) coefficients and unit cost for each variable, which implies that the lower bound holds even for the special case of the unweighted set cover problem.

- Using standard techniques, we observe that the OCP algorithm can be robustified, i.e., along with being $O(\log k)$-competitive against the best suggested solution, the algorithm can be made $O(\alpha)$-competitive against the optimal solution where $\alpha$ is the competitive ratio of the best online algorithm (without predictions).

We then use the OCP algorithm to solve two classic problems—online set cover (Section 4) and caching (Section 5)—in the multiple predictions setting.

- We generalize the online covering framework by introducing box-type constraints (Section 6). We show that our techniques and results from online covering extend to this more general setting.

We then use this more general formulation for solving the classical online facility location problem (Section 7).

2. The Online Covering Framework

2.1. Problem Statement

We define the online covering problem (OCP) as follows. There are $n$ non-negative variables $\{x_i : i \in [n]\}$ where each $x_i \in [0, 1]$. Initially, $x_i = 0$ for all $i \in [n]$. A linear objective function $c(x) := \sum_{i=1}^{n} c_i x_i$ is also given offline. In each online step, a new covering constraint is presented, the $j$-th constraint being given by $\sum_{i} a_{ij} x_i \geq 1$ where $a_{ij} \geq 0$ for all $i \in [n]$.\(^1\) The algorithm is only allowed to \(^1\)A more general definition allows constraints of the form $\sum_{i=1}^{n} a_{ij} x_i \geq b_j$ for any $b_j > 0$, but restricting $b_j$ to 1 is without loss of generality since we can divide throughout by $b_j$ without changing the constraint.
increase the values of the variables, and has to satisfy the new constraint when it is presented. (We denote the total number of constraints by \( m \).) The goal is to minimize the objective function \( c(x) \). We write this succinctly below:

\[
\min_{x \in \{0,1\}^n \cup \{n\}} \left\{ \sum_{i=1}^n c_i x_i : \sum_{i=1}^n a_{ij} x_i \geq 1 \ \forall j \in [m] \right\}.
\]

This framework captures a large class of algorithmic problems such as (fractional) set cover, caching, etc. that have been extensively studied in the online algorithms literature. Our goal will be to obtain a generic algorithm for OCP with multiple suggestions. When the \( j \)-th constraint is presented online, the algorithm also receives \( k \) suggestions of how the constraint can be satisfied. We denote the \( s \)-th suggestion for the \( j \)-th constraint by variables \( x_i(j, s) \); they satisfy \( \sum_{i=1}^n a_{ij} x_i(j, s) \geq 1 \), i.e., all suggestions are feasible.

To formally define the best suggestion, we say that a solution \( \{ x_i : i \in [n] \} \) is supported by the suggestions \( \{ x_i(j, s) : i \in [n], j \in [m] \} \) if \( x_i \geq x_i(j) \) for all \( j \in [m] \). Using this definition, we consider below two natural notions of the best suggestion that we respectively call the experts setting and the multiple predictions setting.

**The Experts Setting.** In the experts setting, there are \( k \) experts, and the \( s \)-th suggestion for each constraint comes from the same fixed expert \( s \in [k] \) (say some fixed ML algorithm or a human expert). The online algorithm is required to be competitive with the best among these \( k \) experts\(^2\). To formalize this, we define the benchmark:

\[
\text{STATIC} = \min_{s \in [k]} \sum_{i=1}^n c_i \cdot \max_{j \in [m]} x_i(j, s).
\]

Note that \( \{ \max_{j \in [m]} x_i(j, s) : i \in [n] \} \) is the minimal solution that is supported by the suggestions of expert \( s \); hence, we define the cost of the solution proposed by expert \( s \) to be the cost of this solution.

**The Multiple Predictions Setting.** In the multiple predictions setting, we view the set of \( k \) suggestions in each step as a bag of \( k \) predictions (without indexing them specifically to individual predictors or experts) and the goal is to obtain a solution that can be benchmarked against the best of these suggestions in each step. Formally, our benchmark is the minimum-cost solution that is supported by at least one suggestion in each online step:

\[
\text{DYNAMIC} = \min_{\hat{x} \in \mathcal{X}} \sum_{i=1}^n c_i \cdot \hat{x}_i,
\]

where \( \mathcal{X} = \{ \hat{x} : \forall i \in [n], \forall j \in [m], \exists s \in [k], \hat{x}_i \geq x_i(j, s) \} \).

Note that every solution that is supported in the experts setting is also supported in the multiple predictions setting. This implies that \( \text{STATIC} \geq \text{DYNAMIC} \), and therefore, the competitive ratios that we obtain in the multiple predictions setting also hold in the experts setting. Conversely, the lower bounds on the competitive ratio that we obtain in the experts setting also hold in the multiple predictions setting.

### 2.2. Our Results

We obtain an algorithm for OCP with the following guarantee in the multiple predictions setting (and therefore also in the experts setting by the discussion above):

**Theorem 2.1.** There is an algorithm for the online covering problem with \( k \) suggestions that has a competitive ratio of \( O(\log k) \), even against the DYNAMIC benchmark.

Note that this competitive ratio is independent of the size of the problem instance, and only depends on the number of suggestions. In contrast, in the classical online setting, the competitive ratio (necessarily) depends on the size of the problem instance.

Next, we show that the competitive ratio in Theorem 2.1 is tight by showing a matching lower bound. This lower bound holds even in the experts setting (hence, by the discussion above, it automatically extends to the multiple predictions setting):

**Theorem 2.2.** The competitive ratio of any algorithm for the online covering problem with \( k \) suggestions is \( \Omega(\log k) \), even against the STATIC benchmark.

We noted earlier that it is desirable for online algorithms to have robustness guarantees, i.e., that the algorithm does not fare much worse than the best online algorithm (without predictions) even if the predictions are completely inaccurate. Our next result is the robust version of Theorem 2.1:

**Theorem 2.3.** Suppose a class of online covering problems have an online algorithm (without predictions) whose competitive ratio is \( \alpha \). Then, there is an algorithm for this class of online covering problems with \( k \) suggestions that produces an online solution whose cost is at most \( O(\min\{\log k \cdot \text{DYNAMIC}, \alpha \cdot \text{OPT}\}) \).

We will prove Theorem 2.1 in the next section. The proofs of Theorem 2.2 and Theorem 2.3 are given in Section 3.2 and Section 3.1 respectively. Subsequently, we apply the algorithmic framework developed in Theorem 2.1 to obtain tight competitive ratios for specific instantiations of OCP, namely the set cover problem (Section 4) and the caching problem (Section 5). Finally, we extend our OCP result to include box-type constraints (Section 6) and apply it to the online facility location problem (Section 7).
3. Online Covering Algorithm

Recall that in the online covering problem, the new constraint that arrives in the \( j \)-th online step is \( \sum_{i=1}^n a_{ij} x_i \geq 1 \) and the algorithm receives \( k \) suggestions where the \( s \)-th suggestion is denoted \( x_i(j, s) \). If the current solution of the algorithm given by the variables \( x_i \) is feasible, i.e., \( \sum_{i=1}^n a_{ij} x_i \geq 1 \), then the algorithm does not need to do anything. Otherwise, the algorithm needs to increase these variables until they satisfy the constraint. Next, we describe the rules governing the increase of variables.

Intuitively, the rate of the increase of a variable \( x_i \) should depend on three things. First, it should depend on the cost of this variable in the objective, namely the value of \( c_i \); the higher the cost, the slower we should increase this variable.

Second, it should depend on the contribution of variable \( x_i \) in satisfying the new constraint, namely the value of \( a_{ij} \); the higher this coefficient, the faster should we increase the variable. Finally, the third factor is how strongly \( x_i \) has been suggested. To encode this mathematically, we first make the assumption that every suggestion is tight, i.e.,

\[
\sum_{i=1}^n a_{ij} x_i(j, s) = 1 \quad \text{for every suggestion } s \in [k]. \tag{1}
\]

This assumption is without loss of generality because, if not, we can decrease the variables \( x_i(j, s) \) in an arbitrary manner until the constraint becomes tight. (Note that this change can only decrease the cost of the benchmark solutions DYNAMIC and STATIC; hence, any competitive ratio bounds obtained after this transformation also hold for the original set of suggestions.)

Having made all the suggestions tight, we now encode how strongly a variable has been suggested by using its average suggested value \( \frac{1}{n} \cdot \sum_{i=1}^n x_i(j, s) \). Our algorithm (see Algorithm 1) increases all variables \( x_i \) satisfying \( x_i < \frac{1}{2} \) simultaneously at rates governed by these parameters; precisely, we use

\[
\frac{dx_i}{dt} = \frac{a_{ij}}{c_i} (x_i + \delta \cdot x_{ij}), \quad \text{where } \delta = \frac{1}{k}, \quad x_{ij} = \sum_{s=1}^k x_i(j, s).
\]

The algorithm continues to increase the variables until \( \sum_{i=1}^n a_{ij} x_i \geq \frac{3}{2} \); along the way, any variable \( x_i \) that reaches \( \frac{1}{2} \) is dropped from the set of increasing variables. To satisfy the \( j \)-th constraint, we note that the variables \( 2x_i \) are feasible for the constraint. (Note that since all variables \( x_i \leq \frac{1}{2} \) before the scaling, every variable can be doubled without violating \( x_i \leq 1 \).) Since this last step of multiplying every variable by 2 only increases the cost of the algorithm by a factor of 2, we ignore this last scaling step in the rest of the analysis.

Next, we show that the algorithm is valid, i.e., that there is always a variable \( x_i \) that can be increased inside the while loop. If not, then we have \( \sum_{i=1}^n a_{ij} x_i < \frac{1}{2} \) but \( x_i \geq \frac{1}{2} \) for all variables \( x_i, \ i \in [n] \). This implies that \( \sum_{i=1}^n a_{ij} < 1 \), which is a contradiction because the constraint \( \sum_{i=1}^n a_{ij} x_i \geq 1 \) is then unsatisfiable by any setting of variables \( x_i \leq 1 \). (In particular, this would mean that there cannot be any feasible suggestion for this constraint.)

Now, we are ready to bound the competitive ratio of Algorithm 1 with respect to the DYNAMIC benchmark. First, we bound the rate of increase of algorithm’s cost:

**Lemma 3.1.** The rate of increase of cost in Algorithm 1 is at most \( \frac{3}{2} \).

**Proof.** The rate of increase of cost is given by:

\[
\frac{\sum_{i=1}^n c_i \cdot \frac{dx_i}{dt}}{dt} = \sum_{i=1}^n a_{ij} (x_i + \delta \cdot x_{ij})
\]

\[
= \sum_{i=1}^n a_{ij} x_i + \frac{1}{k} \cdot \sum_{i=1}^n \sum_{s=1}^k a_{ij} x_i(j, s)
\]

\[
< \frac{1}{2} + \frac{1}{k} \cdot \sum_{i=1}^n \left( \sum_{s=1}^k a_{ij} x_i(j, s) \right) = \frac{3}{2},
\]

where we used \( \sum_{i=1}^n a_{ij} x_i < \frac{1}{2} \) from the condition on the while loop, and \( \sum_{i=1}^n a_{ij} x_i(j, s) = 1 \) for all \( s \in [k] \) from Equation (1).

We now define a carefully crafted non-negative potential function \( \phi \). We will show that the potential decreases at constant rate when Algorithm 1 increases the variables \( x_i \) (Lemma 3.4). By Lemma 3.1, this implies that the potential can pay for the cost of Algorithm 1 up to a constant. We
will also show that the potential \( \phi \) is at most \( O(\log k) \) times the DYNAMIC benchmark (Lemma 3.3). Combined, these yield Theorem 2.1.

Let \( x_i^{\text{DYN}} \) denote the value of variable \( x_i \) in the DYNAMIC benchmark. The potential function for a variable \( x_i \) is then defined as follows:

\[
\phi_i = c_i \cdot x_i^{\text{DYN}} \cdot \ln \left( \frac{1 + \delta}{x_i + \delta x_i^{\text{DYN}}} \right), \quad \text{where} \quad \delta = \frac{1}{k}.
\]

and the overall potential is:

\[
\phi = \sum_{i : x_i^{\text{DYN}} \geq x_i} \phi_i.
\]

The intuition behind only including those variables that have \( x_i^{\text{DYN}} \geq x_i \) in the potential function is that the potential stores the excess cost paid by the DYNAMIC benchmark for these variables so that it can be used later to pay for increase in the algorithm’s variables.

First, we verify that the potential function is always non-negative.

**Lemma 3.2.** For any values \( x_i, x_i^{\text{DYN}} \) of the variables, the potential function \( \phi \) is non-negative.

*Proof.* Note that \( \phi \) only includes variables \( x_i \) such that \( x_i^{\text{DYN}} \geq x_i \). For such variables,

\[
\phi_i = c_i \cdot x_i^{\text{DYN}} \cdot \ln \left( \frac{1 + \delta}{x_i + \delta x_i^{\text{DYN}}} \right) = c_i \cdot x_i^{\text{DYN}} \cdot \ln \frac{1 + \delta}{x_i^{\text{DYN}} + \delta} \geq 0.
\]

Next, we bound the potential as a function of the variables \( x_i^{\text{DYN}} \) in the DYNAMIC benchmark:

**Lemma 3.3.** The potential \( \phi_i \) for variable \( x_i \) is at most \( c_i x_i^{\text{DYN}} \cdot \ln \left( 1 + \frac{1}{k} \right) = c_i x_i^{\text{DYN}} \cdot O(\log k) \). As a consequence, the overall potential \( \phi \leq O(\log k) \cdot \sum_{i=1}^{n} c_i x_i^{\text{DYN}} \).

*Proof.* We have

\[
\phi_i = c_i x_i^{\text{DYN}} \cdot \ln \left( \frac{1 + \delta}{x_i + \delta x_i^{\text{DYN}}} \right) \leq c_i x_i^{\text{DYN}} \cdot \ln \left( \frac{1 + \frac{1}{\delta}}{x_i^{\text{DYN}} + \frac{1}{\delta}} \right) = c_i x_i^{\text{DYN}} \cdot O(\log k).
\]

Finally, we bound the rate of decrease of potential \( \phi \) with increase in the variables \( x_i \) in Algorithm 1. Our goal is to show that up to constant factors, the decrease in potential \( \phi \) can pay for the increase in cost of the solution of Algorithm 1.

**Lemma 3.4.** The rate of decrease of the potential \( \phi \) with increase in the variables \( x_i \) in Algorithm 1 is at least \( \frac{1}{2} \).

*Proof.* Recall that \( \phi_i = c_i \cdot x_i^{\text{DYN}} \cdot \ln \left( \frac{1 + \delta}{x_i + \delta x_i^{\text{DYN}}} \right) \). Therefore,

\[
\frac{d\phi_i}{dx_i} = -c_i \cdot x_i^{\text{DYN}} \cdot \frac{1 + \delta}{x_i + \delta x_i^{\text{DYN}}}.
\]

Recall that in Algorithm 1, the rate of increase of variables \( x_i \) is given by \( \frac{dx_i}{dt} = \sum_{j=1}^{k} \frac{a_{ij}}{c_i} (x_i + \delta \cdot x_{ij}) \). For such variables, \( \delta \geq \frac{1}{k} \) and \( x_{ij} = \sum_{s=1}^{k} x_i(j, s) \). Thus, we have:

\[
\frac{d\phi_i}{dt} = \frac{d\phi_i}{dx_i} \cdot \frac{dx_i}{dt} = -c_i \cdot x_i^{\text{DYN}} \cdot \frac{1 + \delta}{x_i + \delta x_i^{\text{DYN}}} \cdot \frac{a_{ij}}{c_i} (x_i + \delta \cdot x_{ij}) = -a_{ij} \cdot x_i^{\text{DYN}} \cdot \frac{x_i + \delta x_{ij}}{x_i + \delta x_i^{\text{DYN}}}.
\]

Now, we have two cases:

- If \( x_{ij} \geq x_i^{\text{DYN}} \), then

\[
\frac{d\phi_i}{dt} = -a_{ij} \cdot x_i^{\text{DYN}} \cdot \frac{x_i + \delta x_{ij}}{x_i + \delta x_i^{\text{DYN}}} \leq - a_{ij} \cdot x_i^{\text{DYN}} \cdot \frac{1 + \delta}{x_i + \delta x_i^{\text{DYN}}} = -a_{ij} x_i^{\text{DYN}}.
\]

- If \( x_{ij} < x_i^{\text{DYN}} \), then

\[
\frac{d\phi_i}{dt} = -a_{ij} \cdot x_i^{\text{DYN}} \cdot \frac{x_i + \delta \cdot x_{ij}}{x_i + \delta x_i^{\text{DYN}}} = - a_{ij} \cdot x_{ij} \cdot \frac{x_i^{\text{DYN}}}{x_i + \delta x_i^{\text{DYN}}} < -a_{ij} x_{ij}.
\]

We know that at least one of the suggestions in the \( j \)-th step is supported by the DYNAMIC benchmark. Let \( s(j) \in [k] \) be such a supported suggestion. Then,

\[
x_{ij} = \sum_{s=1}^{k} x_i(j, s) \geq x_i(j, s(j)), \quad \text{and}
\]

\[
x_i^{\text{DYN}} \geq x_i(j, s(j)) \quad \text{since} \quad s(j) \text{ is supported by DYNAMIC}.
\]

Therefore, in both cases (Equation (2) and Equation (3)) above, we get

\[
\frac{d\phi_i}{dt} \leq -a_{ij} x_i(j, s(j)).
\]

Let us denote \( I_j = \{ i \mid x_i(j, s(j)) \geq x_i \} \). Then, the total decrease in potential is given by:

\[
\frac{d\phi}{dt} = \sum_{i : x_i^{\text{DYN}} \geq x_i} \frac{d\phi_i}{dt} \leq - \sum_{i \in I_j} a_{ij} x_i(j, s(j)).
\]
By feasibility of the \( s(j) \)-th suggestion for the \( j \)-th constraint, we have \( \sum_{i=1}^{n} a_{ij} x_i(s(j)) \geq 1 \). Therefore,

\[
\sum_{i \in I_j} a_{ij} x_i(j, s(j)) + \sum_{i \notin I_j} a_{ij} x_i(j, s(j)) \geq 1
\]

i.e., \( \sum_{i \in I_j} a_{ij} x_i(j, s(j)) + \sum_{i \notin I_j} a_{ij} x_i > 1 \), since \( x_i > x_i(j, j(s)) \) for \( i \notin I_j \). Thus,

\[
\sum_{i \in I_j} a_{ij} x_i(j, s(j)) + \sum_{i \notin I_j} a_{ij} x_i > 1
\]

i.e., \( \sum_{i \in I_j} a_{ij} x_i(j, s(j)) > \frac{1}{2} \), since \( \sum_{i=1}^{n} a_{ij} x_i < \frac{1}{2} \) in Algorithm 1. The lemma follows by Equation (4).

\[\square\]

**Theorem 2.1** now follows from the above lemmas using standard arguments as follows:

**Proof of Theorem 2.1.** Initially, let \( x_i = 0 \) for all \( i \in [n] \) but let \( x_i^{\text{dyn}} \) be their final value. Then, by Lemma 3.3, the potential \( \phi \) is at most \( O(\log k) \) times the cost of DYNAMIC. Now, as Algorithm 1 increases the values of the variables \( x_i \), it incurs cost at rate at most \( \frac{1}{2} \) (by Lemma 3.1) and the potential \( \phi \) decreases at rate at least \( \frac{1}{2} \) (by Lemma 3.4). Since \( \phi \) is always non-negative (by Lemma 3.2), it follows that the total cost of the algorithm is at most 3 times the potential \( \phi \) at the beginning, i.e., at most \( O(\log k) \) times the DYNAMIC benchmark. This completes the proof of Theorem 2.1.

\[\square\]

**3.1. Robust Algorithm for the Online Covering Problem**

Now, we prove the robust version of Theorem 2.1, namely Theorem 2.3.

**Proof of Theorem 2.3.** We run a meta algorithm with two sets of suggestions corresponding to two solutions. The first solution is obtained by using Algorithm 1 with \( k \) suggestions. By Theorem 2.1 this solution has cost at most \( O(\log k) \cdot \text{DYNAMIC} \). The second solution is produced by the online algorithm that achieves a competitive ratio of \( \alpha \) in the statement of Theorem 2.3. Using Algorithm 1 again for the meta algorithm, Theorem 2.3 now follows by invoking Theorem 2.1.

\[\square\]

As one particular application of Theorem 2.3, we note that for general OCP, the best competitive ratio is due to the following result of Gupta and Nagarajan (Gupta & Nagarajan, 2014) (see also Buchbinder and Naor (Buchbinder & Naor, 2009a)):

**Theorem 3.5** (Gupta and Nagarajan (Gupta & Nagarajan, 2014)). There is an algorithm for the online covering problem that has a competitive ratio of \( O(\log d) \), where \( d \) is the maximum number of variables with non-zero coefficients in any constraint.

This automatically implies the following corollary of Theorem 2.3:

**Theorem 3.6.** There is an algorithm for the fractional online covering problem that produces an online solution whose cost is at most \( O(\min\{\log k \cdot \text{DYNAMIC}, \ln d \cdot \text{OPT}\}) \) in the multiple predictions setting with \( k \) predictions, where \( d \) is the maximum number of non-zero coefficients in any constraints of the online covering problem instance.

For specific problems that can be modeled as OCP, it might be possible to obtain a better competitive ratio than \( O(\log d) \) by using the structure of those instances. In that case, the competitive ratio in the multiple predictions setting also improves accordingly by Theorem 2.3.

**3.2. Lower Bound for the Online Covering Problem**

Here we show that the competitive ratio obtained in Theorem 2.1 is tight, i.e., we prove Theorem 2.2. We will restrict ourselves to instances of OCP where \( a_{ij} \in \{0, 1\} \) and \( c_i = 1 \) for all \( i, j \); this is called the online (fractional) set cover problem. (We will discuss the set cover problem in more detail in the next section.) Moreover, our lower bound will hold even in the experts model, i.e., against the static benchmark. Since the dynamic benchmark is always at most the static benchmark, it follows that the lower bound also holds for the dynamic benchmark.

**Proof of Theorem 2.2.** We index the \( k \) experts \( \{1, 2, \ldots, k\} \) using a uniform random permutation. We will construct an instance of OCP, where the cost of the optimal solution is \( T \). The instance has \( k \) rounds, where in each round there are \( T \) constraints. We index the \( j \)-th constraint of the \( i \)-th round, \( i \in [k], j \in [T] \). There are \( kT \) variables that are also indexed as \( (i, j) \) for \( i \in [k], j \in [T] \). Constraint \((i, j)\) is satisfied by each of the variables \((i', j')\) for \( i' \geq i \) (i.e., \( a_{i,j} = 1 \)). Constraint \((i, j)\) is satisfied by each of the variables \((i', j')\) for \( i' \leq i \) when constraint \((i, j)\) is presented (in round \( i \), expert \( i' \) for every \( i' \geq i \) sets variable \((i', j)\) to 1 to satisfy it. (The suggestions of experts \( i'' \geq i \) are immaterial in this round, and they can set any arbitrary variable satisfying constraint \((i, j)\) to 1.)

The optimal solution is to follow expert \( k \), i.e., the variables \((k, j)\) for all \( j \in [T] \) should be set to 1; this has cost \( T \). After round \( i \), the cumulative expected cost of any deterministic algorithm across the variables \((i, 1), (i, 2), \ldots, (i, T)\) is at least \( \frac{T}{2} \). Across all \( i \in [k] \), this adds up to a total expected cost \( kT \cdot \left(1 + \frac{1}{2} + \ldots + \frac{1}{k}\right) = \Omega(T \log k) \). The theorem then follows by Yao’s minimax principle (Yao, 1977).
4. Online Set Cover

In the (weighted) set cover problem, we are given a collection of subsets $S$ of a ground set $U$, where set $S \in S$ has weight $w_S$. The goal is to select a collection of sets $T \subseteq S$ of minimum weight $\sum_{T \in T} w_T$ that cover all the elements in $U$, i.e., that satisfies $\bigcup_{T \in T} T = U$. In the online version of this problem (see (Alon et al., 2009)), the set of elements in $U$ is not known in advance. In each online step, a new element $u \in U$ is revealed, and the sets in $S$ that contain $u$ are identified. If $u$ is not covered by the sets in the current solution $T$, then the algorithm must augment $T$ by adding some set containing $u$ to it.

In the fractional version, sets can be selected to fractions in $[0, 1]$, i.e., a solution is given by variables $x_S \in [0, 1]$ for all $S \in S$. The constraint is that the total fraction of all sets containing each element $u$ must be at least 1, i.e., $\sum_{S \in S} \cdot x_S \geq 1$ for every element $u \in U$. The cost of the solution is given by $\sum_{S \in S} w_S x_S$. Clearly, this is a special case of the online covering problem in the previous section where each variable $x_S$ represents a set and each constraint $\sum_{S \in S} x_S \geq 1$ is for an element, where $a_{ij} = 1$ if and only if element $j$ is in set $i$, else $a_{ij} = 0$.

The frequency of an element is the number of sets containing it. Let us denote the maximum frequency of any element by $d$. Note that this coincides with the maximum number of non-zero coefficients in any constraint. The following theorem is an immediate corollary of Theorem 3.6:

**Theorem 4.1.** There is an algorithm for the fractional online set cover problem that produces an online solution whose cost is at most $O(\min\{\ln k \cdot DYNAMIC, \ln d \cdot OPT\})$ in the multiple predictions setting with $k$ predictions.

It is interesting to note that when the suggestions are good in the sense that $DYNAMIC = OPT$, the competitive ratio of $O(\log k)$ in the above theorem is independent of the size of the problem instance. In contrast, for the classical fractional online set cover problem, there is a well-known lower bound of $\Omega(\log d)$ on the competitive ratio. We also note that the competitive ratio in Theorem 4.1 is tight since as we noted earlier, the lower bound instance constructed in Theorem 2.2 is actually an instance of the set cover problem.

Theorem 4.1 obtains a fractional solution to the set cover problem that can be rounded online to obtain an integer solution using standard techniques. Details of the integral case are given in Appendix A.

5. (Weighted) Caching

The caching problem is among the most well-studied online problems (see, e.g., (Slator & Tarjan, 1985; Fiat et al., 1991; McGeoch & Sleator, 1991; Achlioptas et al., 2000; Young, 1991; Blum et al., 1999), and the textbook (Borodin & El-Yaniv, 1998)). In this problem, there is a set of $n$ pages and a cache that can hold any $h$ pages at a time.\(^3\) In every online step $j$, a page $p_j$ is requested; if this page is not in the cache, then it has to be brought into the cache (called fetching) by evicting an existing page from the cache. In the weighted version (see, e.g., (Chrobak et al., 1991; Young, 1994; Bansal et al., 2007)), the cost of fetching a page $p$ into the cache is given by its non-negative weight $w_p$. (In the unweighted version, $w_p = 1$ for all pages.) The goal of a caching algorithm is to minimize the total cost of fetching pages while serving all requests.

The (weighted) caching problem can be formulated as online covering problem by defining variables $x_{p}(r) \in \{0, 1\}$ to indicate whether page $p$ is evicted between its $r$-th and $(r + 1)$-st requests. Let $r(p, j)$ denote the number of times page $p$ is requested up to (and including) the $j$-th request. For any online step $j$, let $B(j) = \{p: r(p, j) \geq 1\}$ denote the set of pages that have been requested up to (and including) the $j$-th request. The covering program formulation is as follows:

$$\begin{align*}
\min \sum_{p} \sum_{r} w_{p} \cdot x_{p}(r) \text{ subject to } \sum_{p \in B(j), p \neq p_j} x_{p}(r(p, j)) &\geq |B(j)| - h, \forall j \geq 1 \\
x_{p}(r) &\in \{0, 1\}, \forall p, \forall r \geq 1
\end{align*}$$

In the fractional version of the problem, we replace the constraints $x_{p}(r) \in \{0, 1\}$ with the constraints $x_{p}(r) \in [0, 1]$. Clearly, this fits the definition of the online covering problem.\(^4\) Moreover, for the fractional weighted caching problem, Bansal, Buchbinder, and Naor gave an online algorithm with a competitive ratio of $O(\log h)$:

**Theorem 5.1 (Bansal et al., 2007).** There is an online algorithm for the fractional weighted caching problem with a competitive ratio of $O(\log h)$.

Note that the competitive ratio of $O(\log h)$ is better than that given by Theorem 3.5 since the cache size $h$ is typically much smaller than the total number of pages. Now, we apply Theorem 2.3 to get the following result for fractional weighted caching with $k$ predictions:

**Theorem 5.2.** There is an algorithm for the fractional weighted caching problem that produces an online solution whose cost is at most $O(\min\{\ln k \cdot DYNAMIC, \ln h \cdot OPT\})$ in the multiple predictions setting with $k$ predictions.

As for set cover, the fractional solution for weighted caching can also be rounded online to obtain an integer solution (see Appendix A).

---

\(^3\)The usual notation for cache size is $k$, but we have changed it to $h$ since we are using $k$ to denote the number of suggestions.

\(^4\)Strictly speaking, we need to scale the first set of coefficients by $|B(j)| - h$, but as we mentioned earlier, this is equivalent since scaling the coefficients has no bearing on the competitive ratio of our algorithm.
6. Online Covering with Box Constraints

In this section, we generalize the online covering framework in Section 2 by allowing additional box-type constraints of the form \( x_{ij} \leq y_i \). The new linear program is given by:

\[
\begin{align*}
\text{Minimize} & \quad \sum_{i=1}^{n} c_i y_i + \sum_{i=1}^{n} \sum_{j=1}^{m} d_{ij} x_{ij} \\
\text{subject to} & \quad x_{ij} \leq y_i \quad \forall i, j \\
& \quad \sum_{i=1}^{n} a_{ij} x_{ij} \geq 1 \quad \forall j \\
& \quad y_i \in [0, 1] \quad \forall i
\end{align*}
\]

The box constraints \( x_{ij} \leq y_i \) do not have coefficients and hence are known offline. As in OCP, the cost coefficients \( c_i \) are known offline. In each online step, a new covering constraint \( \sum_{i=1}^{n} a_{ij} x_{ij} \geq 1 \) is revealed to the algorithm, and the corresponding costs of coefficients \( d_{ij} \) are also revealed.

We first note that this is a generalization of the online covering problem. To see this, set \( d_{ij} = 0 \). Then, we get:

\[
\min_{y_i \in [0,1], x_{ij} \in [n]} \left\{ \sum_{i=1}^{n} c_i y_i : \sum_{i=1}^{n} a_{ij} y_i \geq 1 \forall j \in [m] \right\},
\]

which is precisely the online covering problem.

The more general version captures problems like facility location (shown in the next section) that are not directly modeled by OCP. We denote the \( s \)-th suggestion for the \( j \)-th constraint by variables \( y_i(j,s) \) and \( x_{ij}(s) \); they satisfy \( \sum_{i=1}^{n} a_{ij} x_{ij}(s) \geq 1 \), i.e., all suggestions are feasible.

For this more general problem, we obtain the following theorem that is an analog of Theorem 2.3.

\textbf{Theorem 6.1.} Suppose a class of online covering problems with box constraints has an online algorithm (without predictions) whose competitive ratio is \( \alpha \). Then, there is an algorithm for this class of online covering problems with \( k \) suggestions that produces an online solution whose cost is at most \( O(\min\{\log k \cdot \text{OPT}, \log k \cdot \text{OPT}\}) \).

The proof of this theorem (Appendix B) is similar to OCP.

7. Online Facility Location

We apply the online covering with box constraints framework to the online FACILITY LOCATION problem. An instance of FACILITY LOCATION is given by a set of potential facility locations \( \mathcal{F} \), a set \( \mathcal{R} \) of client locations and a metric space \( d(\cdot, \cdot) \) defined on these points. Further, each location \( f_i \in \mathcal{F} \) has a facility opening cost \( o_i \). A solution opens a subset \( \mathcal{F}' \subseteq \mathcal{F} \) of facilities, and assigns each client \( r_j \) to the closest open facility \( f_{ij} \in \mathcal{F}' \). The connection cost of this client is \( d(r_j, f_{ij}) \) and the goal is to minimize the sum of the connection costs of all the clients and the facility opening costs of the facilities in \( \mathcal{F}' \).

In the online FACILITY LOCATION problem, clients arrive over time and the solution needs to assign each arriving client to an open facility (possibly after opening a new facility). This problem was first studied by (Meyerson, 2001) who gave a competitive ratio of \( O(\log n) \) for \( n \) clients. This was later improved by (Fotakis, 2008) to \( O\left(\frac{\log n}{\log \log n}\right) \). Since then, many variants of the problem have been studied (see survey (Fotakis, 2011)). We will encode this problem in the online covering (with box constraints) framework. We have a variable \( y_i \) for each facility location \( f_i \in \mathcal{F} \), which denotes the extent to which facility \( f_i \) is open, and a variable \( x_{ij} \) for each client \( r_j \) and facility \( f_i \), denoting the extent to which \( r_j \) is assigned to \( f_i \). Note that this is a special case of the online covering problem with box constraints, where \( c_i = o_i \) for all \( i \), and \( a_{ij} = 1 \) for all \( i, j \). As a corollary of Theorem 6.1, we get the following result:

\textbf{Theorem 7.1.} There is an algorithm for the fractional online FACILITY LOCATION problem that produces an online solution with cost \( O(\min\{\frac{\log n}{\log \log n} \cdot \text{OPT}, \log k \cdot \text{OPT}\}) \) in the multiple predictions setting with \( k \) predictions.

We also note that the \( O(\log k) \) bound in Theorem 7.1 cannot be improved further (except lower order terms) since we can simulate an instance of the online facility location problem without predictions by giving all prior client locations as suggested facility locations for \( k = n \). Furthermore, a lower bound of \( \Omega\left(\frac{\log n}{\log \log n}\right) \) is known (due to Fotakis (Fotakis, 2008)) for online facility location, and this construction easily extends to the fractional version of the problem.

8. Conclusion

This paper presented a general recipe for the design of online algorithms with multiple ML predictions for covering problems, and applied it to set cover, (weighted) caching, and facility location. It would be interesting to extend this framework to packing problems such as online budgeted allocation, and to more general settings for mixed packing and covering LPs and non-linear (convex) objectives.
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A. Integral Solutions via Online Rounding

In this section, we combine the fractional solutions produced by the algorithms described earlier with existing online rounding techniques to obtain integral solutions for problems. In general, we state the following meta theorem:

**Theorem A.1.** Suppose there is an online rounding algorithm for a class of online covering problems (with box constraints) such that the cost of (output) integral solution is at most \( \beta \) times the cost of the (input) fractional solution. Moreover, suppose there is an online algorithm (without predictions) for this class of online covering problems that produces integral solutions and has a competitive ratio of \( \alpha \). Then, there is an algorithm for this class of online covering problems with \( k \) suggestions that produces an online integral solution whose cost is at most \( O(\min\{\beta \ln k \cdot \text{DYNAMIC}, \alpha \cdot \text{OPT}\}) \).

We now consider some specific instantiations of this meta theorem for specific integral covering problems.

A.1. Integral Set Cover

We consider the integral set cover problem, i.e., where the variables \( x_i \) are required to be integral, i.e., in \( \{0, 1\} \) rather than in \([0, 1]\). The following well-known result on rounding fractional set cover solutions online:

**Theorem A.2** (Alon et al. (Alon et al., 2009)). Given any feasible solution to the fractional online set cover problem, there is an online algorithm for finding a feasible solution to the integral online set cover problem whose cost is at most \( O(\log m) \) times that of the fractional solution, where \( m \) is the number of elements.

By applying this theorem on the fractional solution produced by Theorem 4.1, we get a competitive ratio of \( O(\log m \log k) \) for the integral online set cover problem with \( k \) predictions against the DYNAMIC benchmark:

**Theorem A.3.** There is an algorithm for the integral online set cover problem that produces an online solution whose cost is at most \( O(\min\{\ln m \ln k \cdot \text{DYNAMIC}, \ln m \ln d \cdot \text{OPT}\}) \) in the multiple predictions setting with \( k \) predictions.

It is well-known that the competitive ratio of the integral online set cover problem (without predictions) is at least \( \tilde{\Omega}(\log m \log d) \) (Alon et al., 2009). In the degenerate case of \( k = d \), any instance of online set cover can be generated in the \( k \) predictions settings where the benchmark solution DYNAMIC will be the optimal solution, since all the sets containing an element can be provided as suggestions in each online step. As a consequence, the competitive ratio in Theorem A.3 is tight (up to lower order terms).

A.2. Integral (Weighted) Caching

Next, we consider the integral weighted caching problem, i.e., where the variables \( x_p(r) \) have to be in \( \{0, 1\} \) rather than \([0, 1]\). We use the following known result about online rounding of fractional weighted caching solutions:

**Theorem A.4** (Bansal, Buchbinder, and Naor (Bansal et al., 2007)). Given any feasible online solution to the fractional weighted caching problem, there is an online algorithm for finding a feasible online solution to the integral weighted caching problem whose cost is at most \( O(1) \) times that of the fractional solution.

By applying this theorem on the fractional solution produced by Theorem 5.2, we get a competitive ratio of \( O(\log k) \) for the integral weighted caching problem with \( k \) predictions against the DYNAMIC benchmark:

**Theorem A.5.** There is an online algorithm for the integral weighted caching problem that produces an online solution whose cost is at most \( O(\min\{\ln k \cdot \text{DYNAMIC}, \ln h \cdot \text{OPT}\}) \) in the multiple predictions setting with \( k \) predictions.

B. Details for Online Covering with Box Constraints

In this section, we give details of the online covering problem with box constraints, and prove Theorem 6.1.

B.1. Online Algorithm

Our algorithm for OCP with box constraints is given in Algorithm 2. As earlier, for all \( i \), we simultaneously raise \( x_{ij} \) (and possibly \( y_j \) as well) at the rate specified by the algorithm. As in the case of OCP, we raise these variables only till the constraint is satisfied up to a factor of \( \frac{1}{2} \), and any individual variable does not cross \( \frac{1}{2} \). This allows us to double all variable

---

5The notations \( \tilde{\Omega}(\cdot) \) and \( \tilde{O}(\cdot) \) hide lower order terms.
We now describe the potential function, which has a similar structure as OCP. Therefore, the rate of change of the objective function is given by:

\[
\frac{\partial \phi}{\partial t} = \frac{a_{ij}}{d_{ij} + a_{ij}} \cdot (x_{ij} + \delta \cdot \Gamma_{ij}).
\]

The next lemma is the analogue of Lemma 3.2, and shows that the potential \( \phi \) is always non-negative.

**Algorithm 2** Algorithm for Online Facility Location

On arrival of a new constraint \( \sum_{i=1}^{n} a_{ij} x_{ij} = 1 \):

1. **Initialize** \( x_{ij} = 0 \), \( \forall j \).
2. Set \( \Gamma_{ij} := \sum_{s=1}^{k} x_{ij}(s) \), \( \forall j \) and \( \delta = \frac{1}{k} \).
3. **while** \( \sum_{j} x_{ij} < \frac{1}{2} \):
   - **for all** \( i \) such that \( x_{ij} < \frac{1}{2} \):
     - If \( x_{ij} < y_i \):
       - Increase \( x_{ij} \) at the rate \( \frac{\partial x_{ij}}{\partial t} = \left( \frac{a_{ij}}{d_{ij}} \right) \cdot (x_{ij} + \delta \cdot \Gamma_{ij}) \)
     - Else
       - Increase both variables \( x_{ij}, y_i \) at the same rate
         \( \frac{\partial y_i}{\partial t} = \frac{\partial x_{ij}}{\partial t} = \left( \frac{a_{ij}}{d_{ij} + c_i} \right) \cdot (x_{ij} + \delta \cdot \Gamma_{ij}) \)

**B.2. Analysis**

In this section, we analyze Algorithm 2. We first bound the rate of increase of the cost of the algorithm.

**Lemma B.1.** The rate of increase of the cost for Algorithm 2 is at most \( \frac{3}{2} \).

**Proof.** Consider Algorithm 2 when the constraint \( \sum_{i=1}^{n} a_{ij} x_{ij} = 1 \) arrives. For any \( i \), we claim:

\[
d_{ij} \cdot \frac{\partial x_{ij}}{\partial t} + c_i \cdot \frac{\partial y_i}{\partial t} = a_{ij} (x_{ij} + \delta \cdot \Gamma_{ij}).
\]

To show this, there are two cases to consider:

- **\( x_{ij} < y_i \):** In this case, \( \frac{\partial y_i}{\partial t} = 0 \), and \( d_{ij} \cdot \frac{\partial x_{ij}}{\partial t} = a_{ij} (x_{ij} + \delta \cdot \Gamma_{ij}) \) and so (8) holds.

- **\( x_{ij} = y_i \):** In this case, \( \frac{\partial y_i}{\partial t} = \frac{\partial x_{ij}}{\partial t} = \frac{a_{ij}}{d_{ij} + c_i} \cdot (x_{ij} + \delta \cdot \Gamma_{ij}) \), i.e., \( c_i \cdot \frac{\partial y_i}{\partial t} + d_{ij} \cdot \frac{\partial x_{ij}}{\partial t} = a_{ij} (x_{ij} + \delta \cdot \Gamma_{ij}) \), and so (8) holds.

Therefore, the rate of change of the objective function is given by:

\[
\sum_{i} \left( d_{ij} \cdot \frac{\partial x_{ij}}{\partial t} + c_i \cdot \frac{\partial y_i}{\partial t} \right) = \sum_{i} a_{ij} (x_{ij} + \delta \cdot \Gamma_{ij}) = \sum_{i} a_{ij} x_{ij} + \sum_{s=1}^{k} a_{ij} x_{ij}(s) \leq \frac{1}{2} + 1 = \frac{3}{2}.
\]

We now describe the potential function, which has a similar structure as OCP. Let \( x_{ij}^{\text{DYN}}, y_i^{\text{DYN}} \) denote the values of the variables \( x_{ij}, y_i \) respectively in the benchmark solution DYNAMIC. The potential function for a variable \( x_{ij} \) is then defined as follows:

\[
\phi_{ij} = d_{ij} \cdot x_{ij}^{\text{DYN}} \cdot \ln \left( 1 + \delta x_{ij}^{\text{DYN}} / x_{ij} + \delta x_{ij}^{\text{DYN}} \right), \text{ where } \delta = \frac{1}{k},
\]

and the potential for the variable \( y_i \) is given by:

\[
\psi_i = c_i \cdot y_i^{\text{DYN}} \cdot \ln \left( 1 + \delta y_i^{\text{DYN}} / y_i + \delta y_i^{\text{DYN}} \right).
\]

The overall potential is

\[
\phi = \sum_{i,j:x_{ij}^{\text{DYN}} \geq x_{ij}} \phi_{ij} + \sum_{i:y_i^{\text{DYN}} \geq y_i} \psi_i.
\]

The rest of the proof proceeds along the same lines as that for the online covering problem. But we give the details for the sake of completeness.

The next lemma is the analogue of Lemma 3.2, and shows that the potential \( \phi \) is always non-negative.
Online Algorithms with Multiple Predictions

Lemma B.2. For any values of the variables $x_{ij}, y_i, x_{ij}^{\text{DYN}}, y_i^{\text{DYN}}$, the potential function $\phi$ is non-negative.

Proof. We show that each of the quantities $\phi_{ij}, \psi_i$ in the expression for $\phi$ is non-negative. Consider a pair $i, j$ for which $x_{ij}^{\text{DYN}} \geq x_{ij}$. Then

$$\phi_{ij} = d_{ij} \cdot x_{ij}^{\text{DYN}} \cdot \ln \left( \frac{1 + \delta}{x_{ij} + \delta x_{ij}^{\text{DYN}}} \right) = d_{ij} \cdot x_{ij}^{\text{DYN}} \cdot \ln \frac{1 + \delta}{x_{ij}^{\text{DYN}}} \geq 0.$$  

Similarly, $\psi_i \geq 0$ if $y_i^{\text{DYN}} \geq y_i$. This shows that $\phi \geq 0$. \hfill $\Box$

Now we bound the potential against the benchmark solution DYNAMIC. The proof of this lemma is very similar to that of Lemma 3.3.

Lemma B.3. The following bounds hold: $\phi_{ij} \leq d_{ij} \cdot x_{ij}^{\text{DYN}} \cdot \ln(1 + \frac{1}{\delta}) = d_{ij} x_{ij}^{\text{DYN}} \cdot O(\log k)$ and $\psi_i \leq c_i \cdot y_i^{\text{DYN}} \cdot \ln(1 + \frac{1}{\delta}) = c_i y_i^{\text{DYN}} \cdot O(\log k)$. As a consequence, the overall potential $\phi \leq O(\log k) \cdot \left( \sum_i \sum_j d_{ij} x_{ij}^{\text{DYN}} + \sum_i c_i y_i^{\text{DYN}} \right)$.

Proof. We have

$$\phi_{ij} = d_{ij} x_{ij}^{\text{DYN}} \cdot \ln \left( \frac{1 + \delta}{x_{ij} + \delta x_{ij}^{\text{DYN}}} \right) \leq d_{ij} x_{ij}^{\text{DYN}} \cdot \ln \frac{1 + \delta}{x_{ij}^{\text{DYN}}} = d_{ij} x_{ij}^{\text{DYN}} \cdot \ln \left( 1 + \frac{1}{\delta} \right) = d_{ij} x_{ij}^{\text{DYN}} \cdot O(\log k).$$

The bound for $\psi_i$ also follows similarly. \hfill $\Box$

Finally, we bound the rate of decrease of potential $\phi$ with increase in the variables in Algorithm 2.

Lemma B.4. The rate of decrease of the potential $\phi$ in Algorithm 2 is at least $\frac{1}{2}$.

Proof. It is easy to check that

$$\frac{\partial \phi_{ij}}{\partial x_{ij}} = -\frac{d_{ij} x_{ij}^{\text{DYN}}}{x_{ij} + \delta x_{ij}^{\text{DYN}}} \cdot \frac{\partial \psi_i}{\partial y_i} = -\frac{c_i y_i^{\text{DYN}}}{y_i + \delta y_i^{\text{DYN}}}. \quad (9)$$

Consider the step when the $j$-th constraint arrives. We claim that for any index $i \in [n]$,

$$\frac{\partial (\phi_{ij} + \psi_i)}{\partial t} \leq -a_{ij} x_{ij}^{\text{DYN}} \cdot \frac{x_{ij} + \delta \Gamma_{ij}}{x_{ij} + \delta x_{ij}^{\text{DYN}}}. \quad (10)$$

To prove this, we consider two cases:

• $x_{ij} < y_i$: In this case, $\frac{\partial x_{ij}}{\partial t} = \frac{a_{ij}}{d_{ij}} \cdot (x_{ij} + \delta \Gamma_{ij})$, $\frac{\partial y_i}{\partial t} = 0$. Combining this with (9), we see that

$$\frac{\partial (\phi_{ij} + \psi_i)}{\partial t} = \frac{\partial \phi_{ij}}{\partial x_{ij}} \cdot \frac{\partial x_{ij}}{\partial t} + \frac{\partial \psi_i}{\partial y_i} \frac{\partial y_i}{\partial t} = -\frac{a_{ij} x_{ij}^{\text{DYN}}}{x_{ij} + \delta x_{ij}^{\text{DYN}}} \cdot \frac{x_{ij} + \delta \Gamma_{ij}}{x_{ij} + \delta x_{ij}^{\text{DYN}}}. \quad (10)$$

• $x_{ij} = y_i$: In this case, $\frac{\partial x_{ij}}{\partial t} = \frac{\partial y_i}{\partial t} = \frac{a_{ij}}{d_{ij} + c_i} \cdot (x_{ij} + \frac{\Gamma_{ij}}{k})$. Using (9) again and the fact that $y_i = x_{ij}$, we see that

$$\frac{\partial (\phi_{ij} + \psi_i)}{\partial t} = \frac{\partial \phi_{ij}}{\partial x_{ij}} \cdot \frac{\partial x_{ij}}{\partial t} + \frac{\partial \psi_i}{\partial y_i} \frac{\partial y_i}{\partial t} = -\frac{a_{ij}}{c_i + d_{ij}} \left( \frac{d_{ij} x_{ij}^{\text{DYN}}}{x_{ij} + \delta x_{ij}^{\text{DYN}}} + \frac{c_i y_i^{\text{DYN}}}{x_{ij} + \delta y_i^{\text{DYN}}} \right) \cdot (x_{ij} + \delta \Gamma_{ij}).$$

Since $y_i^{\text{DYN}} \geq x_{ij}^{\text{DYN}}, \frac{y_i^{\text{DYN}}}{x_{ij} + \delta y_i^{\text{DYN}}} \geq \frac{x_{ij}^{\text{DYN}}}{x_{ij} + \delta x_{ij}^{\text{DYN}}}$. Therefore, the RHS above is at most $-a_{ij} x_{ij}^{\text{DYN}} \cdot \frac{x_{ij} + \delta \Gamma_{ij}}{x_{ij} + \delta x_{ij}^{\text{DYN}}}$.

Thus, we have shown that inequality (10) always holds. Now, we have two cases:

• $\Gamma_{ij} \geq x_{ij}^{\text{DYN}}$: Inequality (10) implies that

$$\frac{\partial (\phi_{ij} + \psi_i)}{\partial t} \leq -a_{ij} x_{ij}^{\text{DYN}}.$$
\[ \frac{d(\phi_{ij} + \psi_i)}{dt} \leq -a_{ij}x^\text{DYN}_{ij} \cdot x_{ij} + \delta \cdot \Gamma_{ij} = -a_{ij} \Gamma_{ij} \cdot \frac{x^\text{DYN}_{ij}}{x_{ij}} \leq -a_{ij} \Gamma_{ij}. \]

We know that at least one of the suggestions in the \( i \)-th step is supported by the DYNAMIC benchmark. Let \( s(j) \in [k] \) be the index of such a supported suggestion. Then,

\[ \Gamma_{ij} = \sum_{s=1}^{k} x_{ij}(s) \geq x_{ij}(s(j)), \quad \text{and} \]

\[ x^\text{DYN}_{ij} \geq x_{ij}(s(j)) \text{ since } s(j) \text{ is supported by DYNAMIC}. \]

Therefore, in both cases above, we get

\[ \frac{\partial (\phi_{ij} + \psi_i)}{\partial t} \leq -a_{ij} \cdot x_{ij}(s(j)). \]

Let \( I \) denote the index set \( \{ i \in [n] : x^\text{DYN}_{ij} \geq x_{ij} \} \) (here \( j \) is fixed). We claim that the total decrease in potential satisfies:

\[ \frac{\partial \phi}{\partial t} \leq -\sum_{i \in I} a_{ij} \cdot x_{ij}(s(j)). \quad (11) \]

To see this, let \( I' \) denote the index set \( \{ i : y^\text{DYN}_i \geq y_i \} \). Then the term in \( \phi \) corresponding to step \( j \) is \( \phi_j := \sum_{i \in I} \phi_{ij} + \sum_{i \in I'} \psi_i \). First consider an index \( i \in I \) for which \( x_{ij} < y_i \). In this case, we know that \( \frac{\partial \phi_i}{\partial t} = 0 \), and so irrespective of whether \( i \) belongs to \( I' \) or not, the rate of change of the terms in \( \phi_j \) corresponding to \( i \) is

\[ \frac{\partial (\phi_{ij} + \psi_i)}{\partial t} \leq -a_{ij} \cdot x_{ij}(s(j)). \]

Now consider an index \( i \in I \) for which \( x_{ij} = y_i \). Since \( y^\text{DYN}_i \geq x^\text{DYN}_{ij} \), it follows that \( y^\text{DYN}_i \geq y_i \) and so \( i \in I' \) as well. Therefore, the rate of change of the terms in \( \phi_j \) corresponding to \( i \) is equal to

\[ \frac{\partial (\phi_{ij} + \psi_i)}{\partial t} \leq -a_{ij} \cdot x_{ij}(s(j)). \]

Finally, consider an index \( i \in I' \setminus I \). It is easy to verify that \( \frac{\partial \psi_i}{\partial t} \leq 0 \). Thus, inequality (11) follows.

The rest of the argument proceeds as in the proof of Lemma 3.4. By feasibility of the \( s(j) \)-th suggestion in step \( j \), we have:

\[ \sum_{j} \sum_{i \in I} a_{ij} x_{ij}(s(j)) \geq 1 \]

i.e., \( \sum_{i \in I} a_{ij} x_{ij}(s(j)) + \sum_{i \notin I} a_{ij} x_{ij}(s(j)) \geq 1 \)

i.e., \( \sum_{i \in I} a_{ij} x_{ij}(s(j)) + \sum_{i \notin I} a_{ij} x_{ij} > 1 \) \quad (since \( i \notin I \), we have \( x_{ij} > x^\text{DYN}_{ij} \geq x_{ij}(s(j)) \))

i.e., \( \sum_{i \in I} a_{ij} x_{ij}(s(j)) + \sum_{i = 1}^{n} a_{ij} x_{ij} > 1 \)

i.e., \( \sum_{i \in I} a_{ij} x_{ij}(s(j)) > \frac{1}{2} \) \quad (since \( \sum_{i = 1}^{n} x_{ij} < \frac{1}{2} \) in Algorithm 2).

The desired result now follows from (11).

We now combine these lemmas to obtain the following result:
Theorem B.5. There is an algorithm for the online covering problem with box constraints that produces an online solution whose cost is at most $O(\log k \cdot \text{DYNAMIC})$ in the multiple predictions setting with $k$ predictions.

Proof. Initially, let $x_{ij} = y_i = 0$ for all $i,j$ but let $x_{ij}^{\text{DYN}}, y_i^{\text{DYN}}$ be their final value. Then, by Lemma B.3, the potential $\phi$ is at most $O(\log k)$ times the cost of DYNAMIC. Now, as Algorithm 2 increases the values of the variables $x_{ij}, y_i$, it incurs cost at rate at most $\frac{3}{2}$ (by Lemma B.1) and the potential $\phi$ decreases at rate at least $\frac{1}{2}$ (by Lemma B.4). Since $\phi$ is always non-negative (by Lemma B.2), it follows that the total cost of the algorithm is at most $3$ times the potential $\phi$ at the beginning, i.e., at most $O(\log k)$ times the DYNAMIC benchmark.

Finally, we robustify the solution produced by Algorithm 2 using the same ideas as in Theorem 2.3. Namely, we run Algorithm 2 to produce one solution and an online algorithm without prediction to obtain another solution. Then, these two solutions are fed into a meta algorithm running Algorithm 2 to obtain the final solution. This obtains Theorem 6.1, which we stated in Section 6.