Many-body dynamical localization in the kicked Bose-Hubbard chain
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We provide evidence that a clean kicked Bose-Hubbard model exhibits a many-body dynamically localized phase. This phase shows ergodicity breaking up to the largest sizes we were able to consider. We argue that this property persists in the limit of large size. The Floquet states violate eigenstate thermalization and then the asymptotic value of local observables depends on the initial state and is not thermal. This implies that the system does not generically heat up to infinite temperature, for almost all the initial states. Differently from many-body localization here the entanglement entropy linearly increases in time. This increase corresponds to space-delocalized Floquet states which are nevertheless localized across specific subsectors of the Hilbert space: In this way the system is prevented from randomly exploring all the Hilbert space and does not thermalize.

I. INTRODUCTION

Although the relation between classical chaos and thermalization in many-body systems is a very well established subject, its quantum counterpart is still mysterious in many respects. There is a strong evidence that in thermalizing quantum systems the eigenstates are locally thermal (Eigenstate Thermalization Hypothesis – ETH) but it is not possible to predict \textit{a priori} if this thermalization occurs. The physical process behind thermalization is different from the classical case (no more chaotic and ergodic trajectories in phase space but locally thermal eigenstates), indeed classically thermalizing systems can behave in a regular and non-ergodic way in the quantum regime. An important example is many-body localization (MBL) where disorder makes a quantum chaotic and thermalizing system to become integrable and space-localized [5].

In this work we focus on periodically-driven systems which have attracted a lot of attention in last years (see Ref. [6] for a review). In particular, many efforts have been devoted to understand the effect of quantum mechanics on energy absorption from the external driving [7–14]. In this context, an ergodic “thermalizing” behaviour coincides with an indefinite heating up: Because of the absence of energy conservation, thermalization can occur only at \(T = \infty\). From a classical perspective, efficient energy absorption occurs when the driving is resonant with some natural frequencies of the system and chaos develops around resonances [15–17]. Trajectories diffuse in the chaotic part of the phase space and this gives rise to energy absorption. Moving to the quantum case, thermalization and energy absorption occur when the eigenstates of the stroboscopic dynamics (the Floquet states) obey ETH: They are random delocalized states, locally equivalent to the \(T = \infty\) thermal ensemble [18, 19], and the level-spacing distribution of the corresponding eigenvalues (the Floquet quasienergies) is of the circular-orthogonal-ensemble form [19]. In this context, an important question is understanding when the quantum-classical correspondence disappears and quantum interference breaks chaos and energy absorption.

The simplest example of this sort is the phenomenon of dynamical localization [20, 21]. It occurs in the dynamics of a periodically-kicked single-degree-of-freedom system, the so-called kicked rotor. Classically this non-integrable model can show a fully-chaotic behaviour where it absorbs energy from the driving diffusively in time and without a bound. Going to the quantum regime, interference deeply affects the energy dynamics: After a transient the energy absorption is arrested (this is the reason for the name dynamical localization). A question arisen in the last years is if it is possible to see dynamical localization in the thermodynamic limit, in homogeneous systems where there is no MBL. Research in this sense has been performed on the many-body version of the quantum kicked rotor [22]. There, persistence of dynamical localization was observed for a finite number of rotors, but this phenomenon always seemed to disappear in the thermodynamic limit. There are two examples of existence of dynamical localization in the thermodynamic limit (many-body dynamical localization – MBDL) for non-integrable models, \(i\) in a system which at high energies tends to an integrable model [23] and \(ii\) in a kicked Lieb-Liniger gas, for initial states with small energy [24].

Refs. [23, 24] are important steps towards the understanding of many-body dynamical localization, however there are many important aspects of this phenomenon that need to be clarified. It is not clear if the many-body dynamical localization occurs for any initial state. It should be understood that, if many-body dynamical localization is a phase affecting all the spectrum, where the Floquet states violate ETH, all of them are locally nonthermal and then there is no thermalization, despite the initial conditions. It would be of great importance to characterize this form of ergodicity breaking from other already known forms, as MBL.

Here we address these questions by discussing the dynamics of a clean periodically-kicked Bose-Hubbard
model which shows clear signatures of dynamical localization in the large-size limit. The system is non-linear and apparently non-integrable because there is not any known extensive set of commuting local integrals of motion. Nevertheless there is a phase where the dynamics is not chaotic and the system does not heat up to $T = \infty$, and this property appears to persist in the large-size limit. In this regime the overlap with the initial state keeps values of order one and shows finite-size revivals at times linearly scaling with the system size. This behaviour is in sharp contrast with the ergodic case where there is a very fast decrease to values exponentially small in the system size and no revival. We remark that these dynamical behaviours are observed for different initial conditions, also with a finite initial-energy density: We check that what we find is a phase affecting all the spectrum where all the Floquet states break eigenstate thermalization. We find also that increasing the kicking strength there is a transition to ETH; this transition involves the properties of all the Floquet states, so it is a true eigenstate phase transition [25].

This many-body dynamically localized (MBDL) phase is different from MBL. We show this by looking at the properties of entanglement, in particular of the half-chain entanglement entropy. This quantity increases logarithmically in time in the MBL regime, while we see that it increases linearly in time in the dynamically-localized case, as it occurs in clean quantum integrable systems [26–29]. Entanglement properties are very different also between dynamically-localized and ergodic phases. The difference is in the distribution of the Floquet-states entanglement entropies and in the way their average and fluctuations scale with the system size. In the end, we compare our quantum results with those obtained from a classical truncated-Wigner analysis, showing that many-body dynamical localization disappears as soon as quantum coherence is broken, substituted by a chaotic and apparently non-integrable because there is not any known extensive set of commuting local integrals of motion. Nevertheless there is a phase where the dynamics is not chaotic and the system does not heat up to $T = \infty$, and this property appears to persist in the large-size limit. In this regime the overlap with the initial state keeps values of order one and shows finite-size revivals at times linearly scaling with the system size. This behaviour is in sharp contrast with the ergodic case where there is a very fast decrease to values exponentially small in the system size and no revival. We remark that these dynamical behaviours are observed for different initial conditions, also with a finite initial-energy density: We check that what we find is a phase affecting all the spectrum where all the Floquet states break eigenstate thermalization. We find also that increasing the kicking strength there is a transition to ETH; this transition involves the properties of all the Floquet states, so it is a true eigenstate phase transition [25].

This many-body dynamically localized (MBDL) phase is different from MBL. We show this by looking at the properties of entanglement, in particular of the half-chain entanglement entropy. This quantity increases logarithmically in time in the MBL regime, while we see that it increases linearly in time in the dynamically-localized case, as it occurs in clean quantum integrable systems [26–29]. Entanglement properties are very different also between dynamically-localized and ergodic phases. The difference is in the distribution of the Floquet-states entanglement entropies and in the way their average and fluctuations scale with the system size. In the end, we compare our quantum results with those obtained from a classical truncated-Wigner analysis, showing that many-body dynamical localization disappears as soon as quantum coherence is broken, substituted by a chaotic and apparently non-integrable because there is not any known extensive set of commuting local integrals of motion. Nevertheless there is a phase where the dynamics is not chaotic and the system does not heat up to $T = \infty$, and this property appears to persist in the large-size limit. In this regime the overlap with the initial state keeps values of order one and shows finite-size revivals at times linearly scaling with the system size. This behaviour is in sharp contrast with the ergodic case where there is a very fast decrease to values exponentially small in the system size and no revival. We remark that these dynamical behaviours are observed for different initial conditions, also with a finite initial-energy density: We check that what we find is a phase affecting all the spectrum where all the Floquet states break eigenstate thermalization. We find also that increasing the kicking strength there is a transition to ETH; this transition involves the properties of all the Floquet states, so it is a true eigenstate phase transition [25].
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in time with different truncations of the Hilbert space. Here we do not need any truncation. In our analysis we will restrict to the case \( \nu = 1 \) (one boson per site, on average) and we will give to the basis of the simultaneous eigenstates of all the \( \hat{n}_j \) operators (\( \forall j \)) the name “Fock basis” (we will denote it as \( \{ |\mathbf{n}\rangle \} \)). It is immediate to see that this is also the basis of the eigenstates of the undriven part of the Hamiltonian \( \hat{V} \).

Throughout the work we will consider periodic boundary conditions (unless otherwise specified), so the system has the translation and the inversion symmetries. Therefore, choosing initial states invariant under these symmetry operations, the dynamics restricts to the Hilbert subspace \( \mathcal{H}_S \) fully symmetric under these symmetry operations. This fact restricts the dimension of the interesting Hilbert subspace, so we can perform full exact diagonalizations for system sizes up to \( L = 11 \) (we can also go beyond using appropriate truncation schemes as we explain later). In particular, the fully-symmetric subspace has a value of the dimension smaller than the full Hilbert space dimension of a factor \( \sim 2L \) (see Appendix A for more details). If we do not specify otherwise, numerical results in the figures are obtained through full exact diagonalization.

### B. Numerical methods

For larger system sizes we can study the dynamics by resorting to other numerical methods and approximations. The most versatile of such methods is the Krylov method (implemented in EXPOKIT [40]) which allows to directly compute the time evolution of a state. Similarly, we have also used the tDMRG [41] algorithm (implemented through the ITensor Library [42]). This method is particularly suited to study the dynamics from a translationally-invariant product state when there is a regime of many-body dynamical localization and the entanglement entropy increases linearly but with a small rate (we will better discuss this point in Sec. III C). Finally, for exact diagonalization and Krylov technique deep in the localized regime, we can exploit the fact that a Fock state will evolve in time to states that are a linear combination of only relatively few other Fock states. In particular, given two Fock states \( |\mathbf{n}\rangle \) and \( |\mathbf{n}'\rangle \), we define the distance \( \Delta(\mathbf{n}, \mathbf{n}') = \min_{\sigma} \left| \sum_j n_j - n'_{\sigma(j)} \right| / 2 \), with \( \sigma \) denoting a generic permutation of the \( L \) sites. So to study the dynamics starting from a Fock state \( |\mathbf{n}_0\rangle \), we either compute the time evolution or infinite-time averages (see Sec. II C) working in the Hilbert space spanned by the set of \( |\mathbf{n}\rangle \) s.t. \( \Delta(\mathbf{n}_0, \mathbf{n}) \leq \Delta_T \). For the purpose of understanding how reliable this approximation is we define the projector \( \Pi_S \) on the border of the truncation \( \mathcal{B} = \text{Span} \{ |\mathbf{n}\rangle \text{ s.t. } \Delta(\mathbf{n}_0, \mathbf{n}) = \Delta_T \} \) and we use its expectation value as an estimate of the error due to the Hilbert space truncation.

### C. Dynamics, quantities and observables

In order to numerically analyze if this system is thermalizing or not, we consider the evolution of the undriven (interacting) part of the Hamiltonian \( \hat{V} \) (see Eq. (1)). We define \( |\psi(0)\rangle \) as the initial state of the dynamics and we study the unitary dynamics with Hamiltonian Eq. (1). We focus on discrete stroboscopic times \( m\tau^- \) (just before each kick). Here the state is given by

\[
|\psi(m\tau^-)\rangle = \left[ \hat{U}(\tau^-, 0^-) \right]^m |\psi(0)\rangle
\]

where \( \hat{U}(\tau^-, 0^-) \) is the time-evolution operator over one period expressed as

\[
\hat{U}(\tau^-, 0^-) = e^{-i\hat{V}\tau_-} e^{-i\hat{K}}
\]

in terms of the components of the Hamiltonian Eq. (1). We define the stroboscopic expectation of the operator \( \hat{V} \) as

\[
\tilde{V}(t) \equiv \langle \psi(t) | \hat{V} | \psi(t) \rangle \quad \text{with} \quad t = m\tau^-
\]

and we define also the infinite-time stroboscopic average of this quantity as

\[
\overline{V} \equiv \lim_{T \to \infty} \frac{1}{T} \sum_{m=0}^{T} \tilde{V}(m\tau^-).
\]

With these ingredients, we can define a quantity showing if the system thermalizes at infinite time or not. For that purpose, we start from a suggestion of Ref. [19, 43], and consider the following quantity

\[
\epsilon \equiv \frac{V(0) - V(0)}{V_{T=\infty} - V(0)}.
\]

Here we have defined \( V(0) \equiv \langle \psi(0) | \hat{V} | \psi(0) \rangle \) as the initial expectation of \( \hat{V} \), \( V_{T=\infty} = \frac{1}{\dim \mathcal{H}_S} \text{Tr}_S(\hat{V}) \) as the thermal expectation at \( T = \infty \) [44] From one side \( \epsilon = 1 \) corresponds to \( T = \infty \) thermalization \( \langle V = V_{T=\infty} \rangle \); from the other there is MBDL if \( \epsilon \) tends to a value smaller than one as the system size is increased (\( \overline{V} < V_{T=\infty} \) going towards large values of \( L \)). In the paper we will use also the stroboscopic instantaneous version of Eq. (6) defined as

\[
\epsilon(t) \equiv \frac{V(t) - V(0)}{V_{T=\infty} - V(0)} \quad \text{with} \quad t = m\tau^-.
\]

When the size is too large and we have to resort to Krylov or tDMRG (see Sec. II B), we must approximate the infinite-time average of Eq. (5) with a long (but finite) time average. On the opposite, when \( L \leq 10 \) we can use exact diagonalization and apply Floquet theory to compute the exact value of this quantity. Floquet theory [45, 46] states that there exists a basis of solutions of the Schrödinger equation which are periodic
up to a phase factor. They are obtained as the eigenvectors of the time-evolution operator over one period Eq. (3), \( \hat{U}(\tau, 0^-) |\phi_n\rangle = e^{-i\tau \mu_n} |\phi_n\rangle \). The eigenvectors \( |\phi_n\rangle \) are the Floquet states and the factors \( \mu_n \) in the phases are the corresponding quasienergies. We can expand the time-evolved state Eq. (2) in the Floquet basis as \( |\psi(m\tau^-)\rangle = \sum_{\alpha} R_\alpha e^{-im\tau \mu_\alpha} |\phi_\alpha\rangle \) (\( R_\alpha \equiv \langle \phi_\alpha | \psi(0) \rangle \)) and substitute this expansion in Eq. (5). Assuming that there are no degeneracies in the Floquet spectrum (as it is the case when both \( U \) and \( J \) are nonvanishing and we have restricted to the fully-symmetric subspace), performing the infinite time-average kills all the oscillating off-diagonal terms \[19\] and we get the Floquet-diagonal-ensemble average \[7\]

\[
\mathcal{V} = \sum_{\alpha} |R_\alpha|^2 V_\alpha \quad \text{with} \quad V_\alpha \equiv \langle \phi_\alpha | \hat{V} |\phi_\alpha\rangle. \quad \text{(8)}
\]

The Floquet states and the expectations \( V_\alpha \) will play an important role in our subsequent analysis. It will be relevant to study their localization properties in the basis of the eigenstates of the undriven part of the Hamiltonian, in order to do that we will consider the Inverse participation ratio \[47\] of a Floquet state in this basis, defined as

\[
\text{IPR}_\alpha = \sum_n |\langle n | \phi_\alpha \rangle|^4. \quad \text{(9)}
\]

Another important quantity we will study is the half-chain entanglement entropy \[48\], in order to explore the entanglement properties of the Floquet states and of the time-evolved state. Given a state \( |\psi\rangle \) and a bipartition of the system in two subsystems, \( A \) and \( B \), each \( L/2 \)-sites long, the half-chain entanglement entropy is defined as

\[
S_{L/2} = -\text{Tr}[\hat{\rho}_A \log \hat{\rho}_A] \quad \text{with} \quad \hat{\rho}_A = \text{Tr}_B |\psi\rangle \langle \psi| \quad \text{(10)}
\]

We will have to perform averages over the Floquet spectrum; we define

\[
\langle (\cdots) \rangle \equiv \frac{1}{\dim \mathcal{H}_s} \sum_{\alpha=1}^{\dim \mathcal{H}_s} (\cdots)_\alpha \quad \text{(11)}
\]

as the average over the Floquet states and

\[
\text{std}(\cdots) = \left[\langle (\cdots)^2 \rangle - \langle (\cdots) \rangle^2 \right]^{1/2} \quad \text{(12)}
\]

as the corresponding standard deviation.

### III. EVIDENCES FOR MANY-BODY DYNAMICAL LOCALIZATION

#### A. Energy dynamics

In this section we are going to show to the reader all the numerical evidences supporting the existence of many-body dynamical localization. The first quantity we focus on is \( \epsilon \) defined in Eq. (6). First of all, let us take as initial state the uniform tensor product \( |\psi(0)\rangle = |n_1 = 1\rangle \otimes |n_2 = 1\rangle \otimes \cdots \otimes |n_{L} = 1\rangle \) and study the dependence of \( \epsilon \) on \( L \) in the upper panel of Fig. 1. When \( J \) is small enough \( (J \lesssim 0.05) \), \( \epsilon \) reaches a value much smaller than 1, therefore very far from the thermal \( T = \infty \) value. Moreover, for \( L \leq 15 \) this is an infinite-time average (with a truncation for \( L > 10 \)), so it is really a dynamical localization and not a prethermal behaviour. Although for \( L > 10 \) the averages are over a finite (but long) time, it would be very strange that a prethermal behaviour started setting from a certain size on, at least we are not aware that this phenomenon has ever been observed in the literature. We are corroborated in this conviction by the behaviour of \( \epsilon(t) \) versus \( t \) in the MBDL case (see central and lower panels of Fig. 1). We see oscillations around an average value that decrease in amplitude until a finite-size revival sets in, at a time which increases with the system size (we discuss more about finite-size revivals in Sec. III B). After that, oscillations of \( \epsilon(t) \) go on around a non-thermal average value much smaller than one (in Fig. 1 we mark this average by a black dashed line). This behaviour of \( \epsilon(t) \) is exactly the same observed for the stroboscopic dynamics of local observables in driven integrable systems \[7\] where thermalization is never attained. In Appendix D we consider a different initial state and we see the same behaviour of \( \epsilon \) versus \( L \); this fact strongly suggests that what we see is not a low-energy phenomenon but a property involving all the spectrum.

This picture is corroborated by the analysis of the distributions of \( V_\alpha \), defined in Eq. (8). First of all, let us show to the reader the behaviour of the distributions of \( V_\alpha \) in a thermalizing case and in a case showing dynamical localization (see Fig. 2). In the former case (upper panel) we have what we expect from eigenstate thermalization: a smooth distribution which gets narrower and narrower around the \( T = \infty \) value as the system size is increased. In the latter case, we find something very different. We have broad distributions which stay broad as the system size is increased (later we will clarify what do the spikes mean).

A more quantitative analysis is possible considering the scaling with \( L \) of the quantity

\[
\delta \equiv |\langle \mathcal{V} \rangle - \exp(\log \mathcal{V})| \quad \text{(13)}
\]

We expect to see a very different scaling in case of thermalization and in case of dynamical localization. In the former case there should be ETH and all the Floquet states should behave locally as the \( T = \infty \) density matrix (typicality), up to fluctuations vanishing in the thermodynamic limit. Therefore, the \( V_\alpha \)-distribution should become more and more narrow as the system size increases: In the thermodynamic limit \( L \to \infty \), the mean of \( V_\alpha \) must equal the exponential of the mean of \( \log V_\alpha \) and then \( \delta \) should scale to 0. On the opposite, in the case of dynamical localization, the distributions stay very broad: if we see that \( \delta \) does not scale to 0 with the increasing system
FIG. 1. (Upper panel) $\epsilon$ versus $L$. For $J \leq 0.06$, notice the convergence to a value much smaller than the thermal value at $T = \infty$, $\epsilon_{T=\infty} = 1$. Data up to $L = 10$ are obtained through exact diagonalization in the full Hilbert space. The truncation distance $\Delta_T$ employed beyond $L = 10$ is indicated in the legend. For points computed using an Hilbert space truncation, the error bar denotes the average value of the expectation of the projector $\Pi_B$. For $\Delta_T = 3$ and $L > 15$ and $\Delta_T = 4$ and $L > 12$, we have employed Krylov method. When we use this method, we average $\bar{V}$ over the first 2000 kicks. (Central and lower panel) $\epsilon(t)$ versus $t$ in two MBDL cases treated with the Krylov method, as elucidate above. We take $J = 0.01$ in the central panel and $J = 0.025$ in the lower one.

size but tends to a finite value, we can be sure that there is dynamical localization in the large-$L$ limit. We study this scaling in Fig. 3 and the results are remarkable. For $J \gtrsim 0.15$ we can see that for $L$ above a certain threshold, $\delta$ starts decreasing down to 0 with $L$ in a clear way: If this behaviour persists for larger $L$, it leads to ETH and thermalization in the thermodynamic limit. The bending downwards from $L = 12$ onward but unfortunately our numerics cannot bring us further. These results are consistent with those in the upper panel of Fig. 1, where we see convergence in $L$ of $\epsilon$ to a value smaller than one for $J \leq 0.06$. We remark that the system sizes we can access to are not large enough to clearly find where is the transition point (and if the transition persists for larger sizes). We can only find a crossover regime between $J = 0.06$ and $J = 0.1$. Nevertheless, our aim is studying the behaviour of the system in the MBDL and thermalizing phase and not pinpoint the precise value of the transition. So, the main message of Fig. 3 is that the behaviour of $\delta$ versus $L$ is qualitatively and quantitatively different in the two phases.

B. Overlap

Another piece of evidence comes from the behaviour in time of the overlap with the initial state $|\langle \psi(0) | \psi(t) \rangle|^2$. There is a strong difference between the dynamically-localized case (upper panel of Fig. 4) and the thermalizing case (lower panel of Fig. 4). In the former case there is a very clear and strong finite-size revival at a time linearly increasing with the system size. (The revival time

FIG. 2. Upper panel, distribution of $V_\alpha/L$ for a thermalizing case ($J = 0.5$). Lower panel, distribution of $V_\alpha/L$ for a dynamically localized case ($J = 0.01$).
is the time of the second maximum and we plot it versus $L$ in the main panel of Fig. 5). This revival is observed also in the dynamics of $\epsilon(t)$ (see examples in Fig. 1) and is strictly reminiscent of similar revivals observed in driven integrable systems. Moreover, the overlap stays near to 1, marking the fact that the state of the system is localized in the Hilbert space and does not move so much from its initial value. In the thermalizing case, in contrast, the overlap decays to a value exponentially small in the system size and never rises up. Although system sizes are not very large and no definitive conclusion is possible, the time-averaged overlap shows a behaviour consistent with an exponential decay with the system size (inset of Fig. 5): The system is very delocalized in the Hilbert space (whose dimension is exponentially large in the system size). This difference of behaviour is strongly reminiscent of the Loschmidt echo which Peres found to show similarly different properties in time in integrable and chaotic few-degree-of-freedom cases [49] (our definition of the overlap is not very different from the Loschmidt echo). In Appendix D we show that, with a different initial state, the overlap behaves in the same way in each case, remarking the robustness of the many-body dynamical localization to the initial state.

C. Entanglement entropy

Our numerical evidences show the existence of a non-thermal behaviour which persists as the system size is increased and is very different from the thermalizing one. In what is this phenomenon different from many-body localization (MBL)? In order to address this question we discuss in the following the behaviour of the entanglement entropy Eq. (10). A smoking gun of the many-body localization is just the behaviour of this entropy. In the time domain it increases logarithmically [50–53], at variance with clean-integrable [27–29] and thermal [54] systems where the entanglement entropy increases linearly in time (up to an extensive saturation value). Looking at the single eigenstates, the entanglement entropy in MBL obeys area law with strong fluctuations (see for instance [55]) while in the thermalizing case it obeys volume law [56] and the fluctuations are small, because all the eigenstates of the dynamics are locally thermal.

All these findings are true for autonomous spin chains, but they have also been extended to driven spin chains [18, 43, 57, 58], to autonomous systems with a finite-dimensional local Hilbert space (as clock models [59]) and to the static Bose-Hubbard chain with disorder, from a theoretical [60–63] and an experimental [37] point of view.

We first study the difference between MBDL and thermalization by considering the half-chain entanglement entropy of the Floquet states. For each $|\phi_\alpha\rangle$ the corresponding entanglement entropy $S^\alpha_L/2$ is obtained through Eq. (10). First of all we consider the qualitative appearance of the distributions as we can see in Fig. 6. Here we can clearly see that the distribution of the fully thermalizing case ($J = 0.5$) is very peaked around the $T = \infty$
value (as appropriate for ETH) while the one for the dynamically localized case ($J = 0.01$) is very broad.

It is indeed important to do a scaling to clearly distinguish the two conditions. We first consider the scaling of $\langle S_{L/2} \rangle$, the average of the distribution (Fig. 7) [67]. We consider two values of $J$ deep in the MBDL phase ($J = 0.01$ and $J = 0.02$), two values deep in the thermalizing phase ($J = 0.5, J = 1.0$) and one still thermalizing as suggested by Fig. 3 but with a smaller value of $J$ ($J = 0.15$). We see a linear scaling with the system size, both deep in the thermalizing phase and in the MBDL phases. So, on average the Floquet states obey volume law in both conditions. We compare these results with the entanglement entropy of a fully random state averaged over $N_{\text{real}} > 500$ randomness realizations, in the same spirit of the Page’s analysis [36]. We see that the results of the deeply thermalizing cases are essentially equal to the fully random case. Therefore, thermalization coincides with the Floquet states being fully random objects, in agreement with the assumptions of ETH. Also the case $J = 0.15$, after an interval of slower increase, bends towards the fully-random situation. In the dynamically localized case the linear increase is clearly different from the thermal one because it has a smaller angular coefficient and there is not the slight parity effect which appears there [39]. The linear increase in dynamical localization is very clear and the difference from the thermalizing case very patent, but the sizes we can access are limited and we cannot exclude that for some $L > 11$ the curves start bending towards the thermal case, as it happens for $J = 0.15$.

In order to better perceive the difference between the two phases, we have to consider the scaling of $\text{std}(S_{L/2})/L$, the standard deviation of $S_{L/2}^\alpha$ divided by $L$. We need this normalization because we want to consider the relative fluctuations with respect to an average which linearly scales with $L$. We perform this scaling in Fig. 8 and we see a difference between the two phases as strong as the one observed in Fig. 3. Deep in the thermal phase the relative fluctuations scale to 0 with increasing $L$ (and the scaling is clearly exponential), and this scaling closely mirrors the one of the standard deviation evaluated over a fully random state distribution. This is still in agreement with ETH and typicality. On the opposite, in the dynamically-localized case they attain a finite value. So, the entanglement distributions are different in the two cases also going towards the large-size limit.

Now we move to study the difference between MBDL and MBL by studying the behaviour in time of the half-chain entanglement entropy $S_{L/2}(t)$ for $t = n\tau^-$ (we put $|\psi(n\tau^-)|$ in Eq. (10)). In the MBDL case we see that it increases linearly in time until it saturates to an asymp-
FIG. 8. Floquet-state standard deviation $\text{std}(S_{L/2})/L$ versus $L$ for different values of $J$. Notice the exponentially-fast convergence to 0 deep in the thermalizing phase ($J = 0.5, 1$) which is very similar to the behaviour obtained with fully random states (the random-state standard deviation is evaluated with the same number of realizations as in Fig. 7). On the opposite, in the MBDL cases ($J = 0.01, 0.02$) there is convergence to a finite value.

![Graph showing Floquet-state standard deviation std(S_{L/2})/L versus L](image)

FIG. 9. Rescaled half-chain entropy $S_{L/2}(t)/L$ as a function of $t/(\tau L)$ in a clean dynamically localized case ($J = 0.01$). The entropy increases linearly up to a time $\sim t_{\text{rev}}/2$. Calculations performed using tDMRG and open boundary conditions.

![Graph showing rescaled half-chain entropy S_{L/2}(t)/L versus t/(\tau L)](image)

FIG. 10. (Main figure) When a strong enough disorder is added, the half-chain entropy $S_{L/2}(t)$ increases much more slowly, in a way compatible with a logarithmic growth, as characteristic of the MBL phase. (Inset) In the MBL phase, also the energy absorption is hindered; we see that $\epsilon(t)$ [Eq. (7)] attains a condition where it oscillates around a value much smaller than 1. The errorbars both in $S_{L/2}(t)$ and $\epsilon(t)$ are evaluated as root mean square fluctuations over the $N_{\text{rand}}$ disorder realizations. (Other numerical parameters $L = 20$, $N_{\text{real}} = 20$ for the blue $W = 3$ curves and $N_{\text{real}} = 50$ for the red $W = 5$ ones. Calculations performed using tDMRG and open boundary conditions.)

![Graph showing half-chain entropy S_{L/2}(t) and energy absorption \epsilon(t) versus time t/\tau](image)

IV. FLOQUET STATES AND LOCALIZATION IN THE HILBERT SPACE

![Graph showing half-chain entropy S_{L/2}(t) and energy absorption \epsilon(t) versus time t/\tau](image)

Here we look closer at the Floquet states and their localization properties in the Hilbert space. We have already shown in Sec. III that the expectation value of $\hat{V}$ over the Floquet states $|\phi_\alpha\rangle$ is characterized by a very large distribution in the MBDL phase. Here, instead we study what are the consequences of MBDL on the structure of each Floquet state. In particular, we will...
show that the Floquet states are confined in subsectors of the Hilbert space quasi-degenerate in the undriven energy $\hat{V}$ (localization across quasi-degenerate multiplet subspaces). At the same time, Floquet states are largely delocalized inside these Hilbert space subsectors.

In order to disentangle the localization across quasi-degenerate subspaces from other properties of a Floquet state, we define the undriven-energy fluctuation

$$
\delta V_\alpha \equiv \left( \langle \phi_\alpha \left| \hat{V}^2 \right| \phi_\alpha \rangle - \langle \phi_\alpha \left| \hat{V} \right| \phi_\alpha \rangle^2 \right)^{1/2}.
$$

We focus on the two limiting cases, deep in the MBDL and thermalizing phase. The distributions of $\delta V_\alpha$ are reported in Fig. 11. In both cases the distributions appear to be rather peaked, however the typical $\delta V_\alpha$ in the thermalizing phase is much larger than the typical $\delta V_\alpha$ in the MBDL phase. The difference in the structure of the Floquet states is graphically well captured in the MBDL phase. The difference in the structure of the Floquet states of the two-chains system might be expected that this further interaction, if anything, will spread the Floquet states even more in energy, so when we have interaction $\langle \delta V^2 \rangle_{2L} \gtrsim 2\langle \delta V^2 \rangle_L$. In the MBDL phase, this interaction seems not to spread the Floquet states further, thus $\langle \delta V^2 \rangle_{2L} \approx 2\langle \delta V^2 \rangle_{L}$ and we have a linear behaviour. For what concerns the thermalizing phase, the linear scaling of $\delta V^2$ can instead be understood by assuming (as we checked in the lower panel of Fig. 12) that it can be computed directly in the $T = \infty$ ensemble $\delta V_\alpha^2 \approx \langle V^2 \rangle_{T=\infty} - \langle V \rangle_{T=\infty}^2$. This last quantity, as customary with fluctuations in thermal ensembles, scales proportionally to $L$.

In conclusion, there is a regime where Floquet states are very narrow in energy and this corresponds to many-body dynamical localization. In the MBDL phase the Floquet states are localized across quasi-degenerate energy subspaces, at variance with the thermalizing phase, where $\langle \delta V^2 \rangle$ is two orders of magnitude bigger. Let us focus on the MBDL regime, in order to better understand here the localization properties of the Floquet states. We claim that they are localized across energy multiplet subspaces but at the same time they are substantially delocalized inside these subspaces. Delocalization can occur inside the degenerate eigenspaces of $\hat{V}$ which are highly dimensional objects (given a string of occupation $n$, each of its permutations will yield the same value of $V$).

These eigenspaces are of course altered by the presence of the driving and, in order to discuss the question in a rigorous way, we need to estimate their dimension. For that purpose, we start introducing the energy distribution of a Floquet state $|\phi_\alpha\rangle$. We define this distribution as the set of coefficients $p^v_\alpha = \langle \phi_\alpha | \Pi_v | \phi_\alpha \rangle$, with $\Pi_v$ being the projector on the eigenspace of $\hat{V}$ with eigenvalue $v$. For each Floquet state $|\phi_\alpha\rangle$ we define the minimum possible IPR achievable by a normalized state $|\psi\rangle$ which shares the same energy distribution of $|\phi_\alpha\rangle$ ($p^v_\alpha$ for $v \in \text{the eigenvalues of } V$). We dub this last quantity IPR$_{\text{deloc}}$. 

![FIG. 11. Distribution of $\delta V_\alpha$ for different values of $J$ and $L = 10$. Notice that the in the ergodic case the distribution is peaked at a value much greater than in the MBDL case.](image-url)
which is more explicitly given by

\[
\text{IPR}_{\text{deloc}}^\alpha = \sum_{\nu} \frac{p_{\nu}^\alpha}{\dim \left[ \text{Ker} \left( \hat{V} - v \mathbf{1} \right) \right]}.
\]

(16)

where the symbol \( \text{Ker} \) means the kernel of the operator in the argument. The IPR, defined in Eq. (9) attains the value \( \text{IPR}_{\text{deloc}}^\alpha \) if the state \( |\phi_\alpha\rangle \) is maximally delocalized in the subspace available to it, once the distribution \( p_{\nu}^\alpha \)

is fixed. Therefore, according to the general properties of IPR, \( \text{IPR}_{\text{deloc}}^\alpha \) is an estimate for the inverse of the effective dimension of the Hilbert space available to \( |\phi_\alpha\rangle \).

(Deep in the MBDL phase, \( \text{IPR}_{\text{deloc}}^\alpha \) essentially coincides with the inverse dimension of the eigenspace of \( \hat{V} \) where \( |\phi_\alpha\rangle \) is located and for which \( p_{\nu}^\alpha \simeq 1 \).

So, in order to understand the delocalization properties of each Floquet state \( |\phi_\alpha\rangle \) we have to take the inverse of the effective Hilbert space dimension (estimated as \( \text{IPR}_{\text{deloc}}^\alpha \)) and compare it with the IPR, \( \alpha \). Usually the comparison is done with the dimension of the full Hilbert space, but here there is the constraint of localization across the quasi-degenerate energy subspaces and we have to use the effective dimension. In Fig. 14 we report the joint distribution of IPR, \( \alpha \) and \( \text{IPR}_{\text{deloc}}^\alpha \) in the MBDL phase. We note that IPR distributions are quite broad. In particular, there are many Floquet states with small IPR that would seem to be delocalized. Furthermore, there seems to be a correlation between \( \text{IPR}_{\text{deloc}}^\alpha \) and the IPR, \( \alpha \) (smaller values of \( \text{IPR}_{\text{deloc}}^\alpha \) allow smaller values of IPR, \( \alpha \)), suggesting that Floquet states are mainly delocalized in the Hilbert space region available to them.

In order to obtain a more quantitative understanding of this delocalization, we focus on a set of Floquet states taken from a narrow \( V_\alpha \) window (corresponding to one of the quasi-degenerate subspaces of \( \hat{V} \) introduced above), so that we can expect them to have similar energy constraints. We study how both the IPR and the \( \text{IPR}_{\text{deloc}} \) decrease as the system size is increased. In fact, if the states are delocalized, we would expect a scaling \( \text{IPR} \sim \text{IPR}_{\text{deloc}} \), while if they are perfectly localized we might expect that the IPR will not scale at all as \( \text{IPR}_{\text{deloc}} \) will decrease. To perform this study, we have restricted ourselves to states with few excitations, which we can study up to \( L = 14 \) employing a truncation scheme with \( \Delta_T = 3 \). Namely we will focus on two sets, selected requiring that \( V_\alpha \simeq 1 \) and \( V_\alpha \simeq 2 \) respectively (highlighted in Fig. 14). We show in Fig. 15 that, within a given set, the logarithmic average of the IPR of these states scales as a power law with the logarithmic average of \( \text{IPR}_{\text{deloc}} \). More precisely, it appears that the scaling behavior is compatible with

\[
\langle \log (\text{IPR}) \rangle = \gamma + \beta \langle \log (\text{IPR}_{\text{deloc}}) \rangle
\]

where \( 0 < \beta < 1 \) and the angular brackets denote the average over the set. A positive scaling exponent \( \beta \) signals that Floquet states are indeed delocalized in the portion of Hilbert they can access (roughly, the \( \hat{V} \) degenerate eigenspace they participate in).

Delocalization inside the \( \hat{V} \) eigenspaces signals that excitations, while being localized in energy space, are delocalized in physical space and can travel along the chain. So, from one side there is energy localization connected to dynamical localization and from the other side there is spatial delocalization due to mixing of the Fock states inside the same \( \hat{V} \) multiplet eigenspace. This is again in stark contrast both with thermalizing systems and MBL ones. Delocalization in space provides a framework for explaining the linear increase of the entanglement en-
oscillating around its stationary value. On the opposite.

First few kicks, but then it stops growing in time, while the energy absorbed reaches its asymptotic value after the act diagonalization. In the exact quantum dynamics the uniform state obtained both through the TWA and experimentally. We report in Fig. 16 the time evolution from the transient quantum coherence in the evolution of the system.

Because this commutator is actually

\[ [\hat{J}, \hat{\phi}_n] = i \hbar \delta_n \]

we find is a genuine quantum effect without any classical counterpart. Indeed, in clean integrable cases, this linear increase is intimately connected to the delocalization in space and to the ballistic propagation of excitations [28].

From the other side, localization in energy space explains why the dynamics does not explore all the Hilbert space, ergodicity is broken and the energy absorption is hindered.

V. COMPARISON WITH TRUNCATED WIGNER APPROXIMATION

Before concluding we would like to show a crucial point, that the many-body dynamical localization we are witnessing is a true quantum effect with no classical counterpart, exactly as the other forms of dynamical localization described in the literature [20–22]. In order to do that, we will show that dynamical localization disappears when the truncated Wigner approximation (TWA) is used to break quantum coherence. This approximation has been described in great detail in Ref. [65] and the underlying idea is to work in classical phase space employing Wigner quasi-distributions and Weyl symbols of operators. We are going to explain all the technical details in Appendix C, here we just remark that this approximation amounts to put to zero the commutator between the operator \( \hat{n}_j \) and the operator \( \hat{\phi}_j \) defined as \( \hat{a}_j = \sqrt{n} e^{i\phi_j} \). Because this commutator is actually \(-i\), this is a classical approximation and amounts to break (after a small transient) quantum coherence in the evolution of the system. We report in Fig. 16 the time evolution from the uniform state obtained both through the TWA and exact diagonalization. In the exact quantum dynamics the energy absorbed reaches its asymptotic value after the first few kicks, but then it stops growing in time, while oscillating around its stationary value. On the opposite site, the TWA dynamics is completely different. Also here, in the first few kicks the system absorbs the same amount of energy as in the quantum dynamics. However at longer times, the energy starts growing diffusively, i.e.

\[ V(t)/L = Dt + \text{const.} \]

until at much greater times it will eventually reach the \( T = \infty \) thermal value.

To be sure that the dynamics is diffusive also at very small \( J \), we have fitted \( V(t) \) linearly for various \( J \) and \( L \) in the interval \( 10^4 < t/\tau < 3 \cdot 10^4 \) (technical details on how to estimate the error are reported in Appendix C). We have thus estimated \( D \) for various \( J \) and \( L \) (Fig. 17). For \( L \geq 5 \), \( D \) exhibits only a weak dependence on \( L \). Instead, for what concerns the \( J \) dependence, \( D \) roughly scales as a power law and most importantly always remains positive, signalling a thermal behaviour of the system.

In conclusion the many-body dynamical localization we find is a genuine quantum effect without any classical counterpart. Classically the system always heats up to infinite temperature (as appropriate for a non-linear non-conservative many-body Hamiltonian system [16]).
VI. CONCLUSIONS AND PERSPECTIVES

We have found clear evidences that a kicked Bose-Hubbard model can show dynamical localization in the limit of large size (many-body dynamical localization). In this MBL phase the local observables of the system do not thermalize to $T = \infty$, also in the limit of large system size. We have seen this fact studying the evolution of the static interacting part of the Hamiltonian $\hat{V}$. The MBL phase involves all the spectrum and all the Floquet states violate ETH. We have shown this property by studying the distribution of the Floquet expectations of $\hat{V}$. In the MBL phase the distribution remained broad, marking the absence of ETH and the related local equivalence of the Floquet states (typicality).

In the MBL phase the overlap with the initial state is very close to one and shows finite-size revivals at a time linearly scaling with the system size. On the opposite, in the ETH phase it decays to values exponentially small in the system size and does not show revivals. In the former case, the overlap behaviour corresponds to localization in the Hilbert space, while in the second to complete delocalization.

Looking at the entanglement entropy distribution of the Floquet states, we have seen that the average obeys a volume law both in the MBL case and in the ETH case. On the opposite, the fluctuations over the distribution are linear in the system size in the former regular case, while they decay to zero exponentially fast in the latter thermalizing one (consistently with the ETH typicality). In the MBDL phase this gives rise to a time behaviour of the entanglement entropy of the following form. It increases linearly in time saturating to a value showing a volume-law scaling, much smaller than the thermal one. This linear increase in time is very similar to integrable systems but very different from MBL, where the increase in time is logarithmic.

Further insight can be gained by looking at the localization properties of the Floquet states. In the MBDL phase these states are delocalized inside the $\hat{V}$ quasi-degenerate multiplet subspaces hybridized by the driving. So, there is delocalization in sectors of the Hilbert space. This allows to interpret from one side the overlap near to one (the dynamics is localized to a subregion of the Hilbert space), and from the other side the linear increase in time of the entanglement entropy. This behaviour is indeed consistent with the ballistic propagation of excitations delocalized in space, which corresponds to delocalization inside the multiplet subspaces. Being the dynamics localized across the quasi-degenerate subspaces of $\hat{V}$ allows also to understand why the increase of $V(t)$ is hindered.

We have compared with the classical case (studied through TWA) and we have seen that classically the system always thermalizes to $T = \infty$. Ergodicity breaking is indeed a purely quantum phenomenon, as appropriate for dynamical localization.

We think it would be important to reach a better understanding of the MBDL phase and of the fact that there the dynamics is very similar to integrable cases, in terms of local observables and behaviour of the entanglement entropy. Probably, it is possible to construct an extensive set of integrals of motion (as done in [66]) and this is a possible theme of future research. Another direction is the study of how long-range hopping can alter the regularity/ergodicity properties of the dynamics. From an
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and, of course, also their compositions.

These symmetries are represented in the Hilbert space
of the system through two operators $\hat{T}$ and $\hat{P}$ respec-
tively. Since $[\hat{T}, \hat{P}] = 0$, we can work in a basis of
eigenstates of both operators. Their eigenvalues will be
respectively
- $T = \exp i2\pi k/L$, where $k$, the total momentum, is
an integer in the interval $[-(L-1)/2, (L-1)/2]$ for
odd $L$;
- $P = \pm 1$.

The restriction on the possible eigenvalue is due to the
constraint $T^L = P^2 = 1$.

Since the transformations under study are symmetries
of the Hamiltonian at every time, it will also be that
$[\hat{U}_F, \hat{T}] = [\hat{U}_F, \hat{P}] = 0$. Thus every Floquet states can be
chosen to be also an eigenstate of $\hat{T}$ and $\hat{P}$. Since we are
mainly interested in the dynamics starting from the uni-
form state, we will concern ourselves with the $k = 0$ and
$P = +1$ sector, which is the Hilbert space symmetrized
w.r.t. translations and parity. In this appendix we aim
to explain the obvious observations and lengthy case sub-
division which we implemented in the code to construct
first of all the symmetrized Hilbert space and then to
calculate the hopping matrix elements in this basis.

First of all, we can notice that given any occupation
string $\mathbf{n}$, we can associate to it an element in the sym-
metrized Hilbert space

$$|\tilde{\mathbf{n}}\rangle = \frac{1}{\sqrt{p(n)t(n)}} \sum_{a=0}^{p(n)-1} \sum_{b=0}^{t(n)-1} T^a \hat{P}^b |\mathbf{n}\rangle$$ \hspace{1cm} (A1)

where $p(n)$ and $t(n)$ denotes the periodicity of the string
$\mathbf{n}$ w.r.t translations and parity respectively. In the fol-
lowing derivations it will be sometime useful to re-express

$$|\tilde{\mathbf{n}}\rangle = \sqrt{\frac{p(n)t(n)}{2L}} \sum_{a=0}^{L-1} \sum_{b=0}^{1} T^a \hat{P}^b |\mathbf{n}\rangle$$ \hspace{1cm} (A2)

Using this observation it is very simple to implement an
algorithm which build the symmetrized Hilbert space,
while saving in the memory, for each state $|\tilde{\mathbf{n}}\rangle$:

- one occupation string $\mathbf{n}$ which can generate the
state through Eq. (A1),
- the translation period $t(n)$,
- the parity period $p(n)$.

we will refer to the dimension of the symmetrized space
as $\dim \mathcal{H}_S \simeq \dim \mathcal{H}/2L$.

In order to calculate the matrix elements of $\tilde{V}$, we
can easily notice that it will be diagonal also in the $|\tilde{\mathbf{n}}\rangle$
basis and $\tilde{V} |\tilde{\mathbf{n}}\rangle = V(\mathbf{n}) |\tilde{\mathbf{n}}\rangle$, with $\mathbf{n}$ being any of the occu-
pation string which generates $|\tilde{\mathbf{n}}\rangle$.

For what concerns the matrix elements of $\tilde{K}$ in this ba-
sis, it is a bit more cumbersome to work them out. One
approach could be to store in memory also the unsym-
metrized Hilbert space and the operator $\tilde{K}$ represented
in the unsymmetrized basis. Defining then the matrix $\Pi$
of dimension $\dim \mathcal{H}_S \times \dim \mathcal{H}_S$, with elements

$$\Pi_{\tilde{\mathbf{n}}, \tilde{\mathbf{n}}'} = \langle \tilde{\mathbf{n}} | \tilde{\mathbf{n}}' \rangle = \left\{ \begin{array}{ll} \frac{1}{\sqrt{p(n)t(n)}} & \text{if } \mathbf{n} \text{ is a particular configuration of } |\tilde{\mathbf{n}}\rangle \\ 0 & \text{otherwise} \end{array} \right.$$ \hspace{1cm} (A3)

the matrix represented in the symmetrized basis is then
given by

$$\tilde{K} = \Pi K \Pi^\dagger$$ \hspace{1cm} (A4)

**Appendix B: Two-states hybridization**

In this section we study what happens at values of $J$
intermediate between the deep MBDL phase and the er-
godic one. In particular, we choose the value of $J = 0.05$
which in Fig. 2 appears to be the larger one consistent
with dynamical localization. The joint distribution of $V_\alpha$
and $\delta V_\alpha$ is reported in Fig. 18. A very simple two-
states-hybridization model which allows to explain the
fact that Floquet states are distributed along arcs. In-
deed, the Floquet states $|\phi_\alpha\rangle$ along the arcs can be
interpreted as an hybridization between two states $|\psi_{1,2}\rangle$
which are eigenstates of $\tilde{V}$, $\tilde{V} |\psi_{1,2}\rangle = V_{1,2} |\psi_{1,2}\rangle$. In fact,
if $|\phi_\alpha\rangle = \gamma |\psi_1\rangle + \beta |\psi_2\rangle$, it is easy to show that

$$\langle \delta V \rangle_{\phi_\alpha} = V_1 + (V_2 - V_1) \sqrt{\gamma^2 (1 - |\gamma|^2)}.$$ \hspace{1cm} (B1)
This simple model describes the arcs quite well, as we show in Fig. 19. This sequence of arcs might be microscopically explained by the activation of inelastic scattering processes where two sites with occupations $n = 2$ and $n = 3$ end up having occupation numbers $n = 5$ and $n = 0$.

Appendix C: The truncated Wigner approximation for the kicked Bose-Hubbard model

In this appendix we describe the application of the TWA \[65\] to our kicked Bose-Hubbard model. A convenient semi-classical phase space for the bosonic modes on each site is given through coherent states

$$|\psi\rangle = \exp(\psi \cdot \hat{a}^\dagger) |0\rangle$$

where $\hat{a}^\dagger = (\hat{a}_1^\dagger, \hat{a}_2^\dagger, \ldots, \hat{a}_L^\dagger)$ and $\psi \in \mathbb{C}^L$. It is thus possible to define the Wigner quasi-distribution in $\psi$ space associated to a density matrix $\hat{\rho}$ as

$$W(\psi) = \frac{1}{2^L} \int d\eta d\eta^* \langle \psi - \frac{\eta}{2} | \hat{\rho} | \psi + \frac{\eta}{2} \rangle e^{-|\eta|^2/\hbar} e^{i/\hbar (\eta^* \psi - \eta \psi^*)},$$

through the Wigner quasi-distribution it is indeed possible to compute the expectation value of an operator $\hat{O}$ on a given state, simply by

$$\text{Tr} \left( \hat{\rho} \hat{O} \right) = \int d\psi d\psi^* W(\psi) O_W(\psi)$$

where $O_W$ is the Weyl symbol of $\hat{O}$ defined as

$$O_W(\psi) = \frac{1}{2^L} \int d\eta d\eta^* \langle \psi - \frac{\eta}{2} | \hat{O} | \psi + \frac{\eta}{2} \rangle e^{-|\eta|^2/\hbar} e^{i/\hbar (\eta^* \psi - \eta \psi^*)}.$$

The way of computing the averages justifies the interpretation of $W$ as a distribution function in real space \[67\]. The TWA amounts to initialize the system in the quantum Wigner distribution corresponding to the given initial state and make evolve the variables $\psi$ in the phase space with a classical effective Hamiltonian which is the lowest order in an expansion in $\hbar$ \[65\]. More precisely, the expectations of the observables in this approximation scheme are computed as

$$\langle \hat{O}(t) \rangle = \int d\psi_0 W(\psi_0) O_W(\psi_0(t) | \psi(0) = \psi_0)$$

where $\psi(t)$ satisfies the equation (denoting with $H_W$ the Weyl symbol of the Hamiltonian)

$$i \frac{d}{dt} \psi_j = \frac{\partial}{\partial \psi_j} H_W(t).$$

For reader’s convenience we report in Table I the Weyl symbols useful to construct $H_W(t)$ in our case.

### Table I. Weyl symbols of the most relevant operators for the kicked Bose-Hubbard model

| Operator $|\hat{O}\rangle$ | Weyl symbol $O_W(\psi)$ |
|-------------------------|--------------------------|
| $\hat{a}_j$             | $\psi_j$                 |
| $\hat{a}_j^\dagger$     | $\psi_j^*$               |
| $\hat{n}_j$             | $(|\psi_j|^2 - 1/2) \psi_j^2$ |
| $\hat{\sigma}_j$       | $(|\psi_j|^2 - 2|\psi_j|^2 + 1/2) \psi_j^2$ |
| $\hat{A}_j\hat{B}_{j'}$| $A_j B_{j'}$ if $j \neq j'$ $A_W(\psi) B_W(\psi)$ |
Since the on-site repulsion term and the hopping term are never present at the same time in the Hamiltonian, it is straightforward to integrate Eq. (C6). Between two subsequent kicks we have (up to a global phase)

\[
\psi_j ((m+1)\tau^-) = \psi_j (m\tau^+) \exp \left( iU\tau \psi_j |\psi_j (m\tau^+) \right)^2 \tag{C7}
\]

while the evolution given by the kick can be expressed in terms of a propagator \( G(j-j') \) which can be easily obtained exploiting translation invariance and applying the Fourier transform to the variables \( \psi_j \)

\[
\psi_j (m\tau^+) = \sum G(j-j') \psi_{j'} (m\tau^-) \quad \text{with}
\]

\[
G(j-j') = \frac{1}{L} \sum_k e^{2\pi i k (j-j')} e^{2\pi i j \cos \frac{2\pi k}{L}} \tag{C8}
\]

Quite nicely, in the limit \( L \to \infty \) we can express the propagator as

\[
G(j-j') = (-i)^{j-j'} J_n (2J), \tag{C9}
\]

where \( J_n (2J) \) are the cylindrical Bessel functions of order \( n \geq 0 \).

For what concerns the Wigner distribution of the uniform state, it is simply given by the product \( W(\psi) = \prod_j W_\nu (\psi_j) \) where \( W_\nu (\psi_j) \) is the Wigner function of the \( \nu \)-th number eigenstate of a bosonic mode and can be expressed in terms of Laguerre polynomial \( L_n \) as (see for example [68])

\[
W_\nu (\psi) = \frac{2}{\pi} (-1)^n L_n (4|\psi|^2) \exp (-2|\psi|^2). \tag{C10}
\]

The numerical implementation of the method depicted above is quite straightforward via Monte Carlo, apart from one point. If the Wigner function were a positive function, we could generate a random \( \psi \) with a probability distribution given by \( W(\psi) \), then evolve \( \psi \) in time, while keeping trace of the observables of interest \( O_W (\psi(t)) \). The average over the various \( \psi \) would then correspond exactly to the expression C5. The subtle question is how to deal with the non-positive definite Wigner function in Eq. (C10). Fixing the number of samples, the approach that minimizes the error is the following. We can rewrite Eq. (C5) as follows

\[
\langle \hat{O}(t) \rangle = Z_\nu \int d\psi_0 \frac{|W(\psi_0)|}{Z_\nu} \text{sign} (W(\psi_0)) O_W (\psi_0 (t)|\psi_0 = \psi_0) \tag{C11}
\]

where \( Z_\nu = \left[ \int d^2 \psi |W_\nu (\psi)| \right]^L \) is just a normalization factor. We will thus employ \( |W(\psi_0)| / Z_\nu \) as a probability measure, while sampling the factor on the right. Finally we can evaluate \( Z_\nu \) by straightforward numerical integration.

In order to generate a random \( \psi \) according to the above probability, we employ a Markov-chain Monte Carlo [69] to determine each \( |\psi_j| \). In order to do so, we start the Markov chain with \( |\psi| = 0 \). Then at each step of the chain we select randomly a \( j \), \( 1 \leq j < L \) and a \( \delta \psi \) uniformly distributed in the interval \([-\Delta, \Delta]\) with \( \Delta = O(1) \). So we propose the substitution \( |\psi_j| \to |\psi_j| + \delta \psi \). If \( |\psi_j| + \delta \psi < 0 \) the proposal is immediately rejected, otherwise the acceptance probability is calculated

\[
P_{\text{acc}} = \frac{|W_\nu (|\psi_j| + \delta \psi) | \psi_j | + \delta \psi \rangle |}{|W_\nu (|\psi_j|) | \psi_j \rangle |}. \tag{C12}
\]

The move is then accepted with probability \( P_{\text{acc}} \), where it is intended that if \( P_{\text{acc}} > 1 \) the move is always accepted. Applying the detailed balance principle, it is straightforward to show that the described Markov chain generates the desired distribution \( \prod_j |\psi_j \rangle W (|\psi_j\rangle) \). Finally, before calculating the time evolution starting from \( \psi \), we multiply each \( |\psi_j\rangle \) by a random phase.

When we evaluate the diffusion coefficient \( D \) (see Fig. 17) we must correctly estimate the error. In order to do that, we must take into account the correlation between the energy at time \( t \) with the energies at nearby times. For this reason we have employed a jackknife resampling technique [70]. So, we remove one Montecarlo (say the \( j \)-th one) sample and we fit the means of the remaining data linearly, obtaining in this way an estimate \( D_j \) for the diffusion constant. This procedure is repeated varying \( j \) over all the \( N \) samples. The jackknife estimate on the error of \( D \) is then given by

\[
\delta D = \sqrt{N^{-1} \sum_j D_j^2 - \left( \frac{1}{N} \sum_j D_j \right)^2}. \tag{C13}
\]

This procedure is important since the error evaluated directly from the fitting procedure would be some order of magnitudes smaller.

**Appendix D: An excited initial state**

Here we consider as initial state

\[
|\psi_0 (0)\rangle = \frac{1}{\sqrt{2}} \left( |2\rangle \otimes |0\rangle \otimes |2\rangle \otimes \cdots \otimes |0\rangle + |0\rangle \otimes |2\rangle \otimes |0\rangle \otimes \cdots \otimes |2\rangle \right). \tag{D1}
\]
We take $L$ even so that this is a state with filling factor $\nu = 1$. This state has a finite initial excitation-energy density with respect to the ground initial state with all $n_j = 1$. Nevertheless, if we initialize the dynamics with this excited state, we see the same evidences of a transition from thermalization to MBDL as we saw for the uniform state. In particular, Fig. 20 is the equivalent of Fig. 1, Fig. 21 the equivalent of Fig. 5, and Fig. 22 the equivalent of the upper panel of Fig. 4.

FIG. 20. $\epsilon$ versus $L$ for the initial state $|\psi_{02}(0)\rangle$.
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