A Data Driven Method for Multi-step Prediction of Ship Roll Motion in High Sea States
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Ship’s roll motion in high sea state has large amplitude and nonlinear dynamics, and its prediction is significant for the operability, safety and survivability. This paper presents a novel data-driven methodology to provide multi-step prediction of the ship’s roll motion in high sea states. A hybrid neural network is proposed that combines long short-term memory (LSTM) and convolutional neural network (CNN) in parallel. The motivation is to extract the nonlinear dynamics characteristics and the hydrodynamic memory information through the advantage of CNN and LSTM, respectively. For the feature selection, the time histories of motion states and wave heights are selected to involve sufficient information. Taken a scaled KCS as the study object, the ship motions in sea state 7 irregular long crested waves are simulated and used for the validation. The results show that at least one period of roll motion can be accurately predicted by using the proposed method. Compared with the single LSTM and CNN method, the proposed method has better performance in the prediction of the amplitude of roll angles. Besides, the comparison results also demonstrate that selecting motion states and wave heights as feature space improves the prediction accuracy, verifying the effectiveness of the proposed method.
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1 Introduction

When a ship encounters high sea states, severe motion can be induced by the wave-dominated environmental disturbances, significantly affecting operability, safety and survivability. The prediction of ship roll motion is critical to motion compensation, which may prevent cargo crash during cargo transfer and improve the aircrafts landing safety on carrier and firing accuracy of shipboard weapons systems (Huang et al. 2018). This prediction information is also helpful to ship captain or autopilot to make proper decisions. However, due to the highly complex interaction of the ship hull with the incoming waves as well as the stochastic character of ocean waves, the accurate prediction of the roll motion in high sea state is still a challenge.

Prediction approaches for ship roll motion can be broadly classified into mechanism method and data-driven method. Mechanism modeling requires an in-depth analysis of the physical mechanism and generally establishes a mathematical model consisting of the damping moment, the restoring moment, the added moment of inertia and the wave disturbance moment. To obtain the model parameters, several methods have been investigated, including model test methods (Diez et al., 2018), empirical methods (Inoue et al., 1981; Newman, 2018; Yasukawa and Yoshimura, 2015), numerical methods and system identification methods (Hou and Zou, 2015; Jiang et al., 2021). Nevertheless, the ship roll motion in high sea states has large amplitude and belongs to typical nonlinear motion. In this case, wave disturbance moments are highly coupled with other moments caused by the ship motion. As a result, the complex expression of hydrodynamic coefficient in the mechanism model requires huge amount of calculation, and fixed hydrodynamic coefficient of the ship under high sea state is difficult to adapt to the complex and changeable ocean environment. Therefore, the conventional hydrodynamic component model is unsuitable for accurate prediction of roll motions in high sea state (Bassler, 2013).

The data-driven modeling method extracts dynamic characteristics from the historical data of states. The classic time series modeling methods optimize the model structure from the priori model set and then identify weight parameters, such as auto regressive (AR) model and auto regressive moving average (ARMA) model (Jiang et al., 2020; Yumori, 1981). Despite their high efficiency, their forecasting of ship roll motion is not effective in rough sea states since the presence of nonlinearities. To express the nonlinear features of ship roll motions, machine learning methods have been investigated, which can map the input features to a high-dimensional space. Yin et al. (2013) combined radial basis function with sliding windows for ship roll motion predictions under moderate sea states. Huang et al. (2018) proposed a structural wavelet neural network for high accurate prediction of roll motion under regular waves. These studies mainly considered the current states as the feature variables.

It is worth noting that the ship roll motion in waves has a significant memory effect (Chung and Bernitsas, 1997; Liu et al., 2020), that is, the hydrodynamic forces are not only related to the current states, but also to the
time history of these states. For this issue, recurrent-type neural networks are suitable to be applied, which have shown good performance in extracting the time correlation in time series (Sutskever et al., 2014). Among them, the long short-term memory (LSTM) neural networks overcome the shortcomings of recurrent neural networks (RNN) that are prone to gradient disappearance, and improve the learning ability of long sequences by adding gating units (Hochreiter and Schmidhuber, 1997). Liu et al. (2020) determines the optimal vector space of LSTM by Impulse Response Function and Auto-correlation Function, predicting the roll motion in one step. Tang et al. (2021) adopted a LSTM to predict the time series of ship motion, where the dataset under moderate sea states was simulated by wave energy spectrum and strip theory. Wei et al. (2021) decomposed the sequence of roll motion in moderate sea state with the adaptive empirical wavelet transform method for LSTM model, achieving accurate multi-step prediction of roll motions. In general, LSTM shows good performance in predicting ship rolling motion. The hybrid model is also employed to get more accurate future roll motion. The coupled CNN and LSTM (Zhang et al., 2019) was adopted to tackle the multidimension data from USV sensor so as to predict the one step of roll motion of USV under low sea state. However, the above studies mainly focus on low and moderate sea states, and further research is still needed for the prediction of roll motion in high sea states with large roll angles.

For data-driven approaches, datasets play a key role in model training. But available datasets under high sea state are scarce due to the high cost and navigational safety risks. Numerical techniques based on computational fluid dynamics (CFD) provide an effective method to get relatively realistic simulation of ship motion in high sea state (Diez et al., 2018; Jiao et al., 2019; Serani et al., 2021; Wang et al., 2017). Based on the CFD simulation data, several studies investigated the modeling of roll motion under high sea states.

Besides, with the development of real-time wave measurement techniques based on visual techniques (Bergamasco et al., 2021; Cang et al., 2019) and wave radar techniques (Lyzenga et al., 2015; Wang et al., 2007), the acquisition of wave height is becoming possible and drawn the modelers’ attention. Based on the CFD simulation data, several studies investigated the data-driven modeling of roll motion with wave as input in high sea states. Del Águila Ferrandis et al. (2021) performed one-step prediction of DTMB class ship motion under 7th sea state using RNN, Gate Recurrent Unit (GRU) and LSTM based on the CFD simulation dataset, with wave height as the input feature. Xu et al. (2021) predicted the ship's roll and heave motions under simulated irregular beam waves of sea state 7 based on LSTM method, which also utilized only the wave height information at a position in front of the ship. As can be seen, wave height was chosen as the input feature in both studies, which is expected to provide direct information about wave impacts. However, only one step of prediction was tested in these studies, and further research on multi-step prediction is still required.

Until recently, few studies have focused on multi-step prediction of ship roll motion in high sea states. D’Agostino et al. (2021) investigated short-term prediction of ship multi-degree-of-freedom motions in high sea
states based on CFD simulations, focusing on comparing the capabilities of RNN, GRU and LSTM. However, the impact of the feature variables on multi-step prediction still needs to be explored. Inspired by the latest studies, this study focuses on the multi-step prediction of ship roll motion in high sea states, and comprehensively investigates the effects of the feature variables.

This paper presents a novel data-driven modeling method for multi-step predicting the ship roll motion in high sea states. A neural network framework named ConvLSTMPNet is proposed to extract the nonlinear dynamics characteristics and the hydrodynamic memory information from wave heights and roll motion state, in which LSTM and CNN are called in parallel as feature extraction modules. Taking the KCS ship model as the research object, the CFD method is utilized to generate the motion data in sea state 7 irregular long-peaked waves with different wave directions. A comparative study on the selection of feature space is conducted, considering the effects of time history of motion states and wave height. In addition, in order to verify the performance of ConvLSTMPNet on multi-steps roll prediction, single LSTM and single CNN model the is adopted as baseline models.

2 Problem description

The purpose of this study is to accurately predict the ship roll motion in high sea states over a period of time, which helps captain or autopilot obtain trends over a future horizon and make the proper decisions to enhance operability and safety. In general, the ship roll motion in high sea states has large amplitudes and nonlinear dynamics. In this condition, the damping moment, restoring moment, added moment of inertia and wave disturbance moment have interaction effects, making the assumption of the conventional mechanism models invalid and thus unable to provide accurate predictions. Meanwhile, the interactions among the above-mentioned moments induce stronger nonlinearities. To construct hydrodynamic memory effects of ship roll motion in high sea state, a time series problem is considered and a multi-step prediction model will be developed by a data-driven approach.

Multi-step forecasting models predict a horizon of future values by all available inputs through a sequence-to-sequence architecture. It can be viewed as a modification of the one-step-head forecasting problem. In this study, the multi-step forecasting model of ship roll motion takes the form:

\[
\left( y_{t+1}, y_{t+2}, \ldots, y_{t+p} \right) = f \left( y_{t-d+1}, y_{t-d+2}, \ldots, y_t, X_t \right)
\]

where \( \left( y_{t+1}, y_{t+2}, \ldots, y_{t+p} \right) \) is a discrete forecast horizon of roll angle, \( \left( y_{t-d+1}, y_{t-d+2}, \ldots, y_t \right) \) are the observations of the roll angle over a look-back window \( d \) and \( X_t = \left( x_{t-d+1}, x_{t-d+2}, \ldots, x_t \right) \) are the exogenous inputs over a look-
back window \( d \). The \( f(\cdot) \) is the nonlinear function to be learned. Thus, the forecasting modeling can be described as a supervised learning problem. The key issues of the modeling method are how to determine the feature variables and how to design the modeling architecture to extract the information of nonlinear dynamics and hydrodynamic memory effects, thereby achieving accurate multi-step predictions.

3 Methodology

3.1 Overview of the methodology

The data-driven methodology mainly includes the design of the learning algorithm and the selection of the feature variables. In addition, due to the specificity of the high sea state conditions, the data scarcity of the training set also needs to be considered.

In terms of learning algorithms, to better extract the nonlinear dynamics and hydrodynamic memory effects of roll motions, a hybrid neural network is proposed that combines long short-term memory (LSTM) and convolutional neural network (CNN) in parallel, exploiting the CNN’s ability to extract the multi-variable coupling relationships and the LSTM’s ability to extract sequential correlation. As regards the feature variables, both the roll motion states and the wave heights are investigated. To address the data scarcity of the training set, the numerical computation through CFD method is used to provide high-fidelity dataset.

The overall procedure of the methodology is displayed in Fig. 1. Firstly, to address the data scarcity, the CFD method generates the ship motion data in high sea state with different wave directions. Secondly, the sliding window method is adopted to obtain the dataset suitable for the supervised learning. Then, the proposed ConvLSTMPNet combined by CNN and LSTM network in parallel is used to extract nonlinear dynamics and hydrodynamic memory effect information, and the multi-steps roll prediction is interpreted by the fully connected layers.
3.2 Multi-step forecasting model: ConvLSTMPNet

To express the hydrodynamic memory effects, a multi-step forecasting model for roll motion requires a sequence-to-sequence architecture. Therefore, it is important to extract sequential correlation efficiently. In addition, the forecasting model for roll motions involves multiple variables as inputs, such as the time history of the roll angle and wave heights. Thus, it is also important to fuse the information from feature variables. Considering that LSTM and CNN have advantages in the above problems respectively, a parallel net of one-dimension CNN (Conv1D) and LSTM is designed, named ConvLSTMPNet.

A graphical illustration of the proposed model is shown in Fig. 2. The LSTM layer is used to learn the sequential correlation and the Conv1D layer is utilized to extract the local spatial-temporal information. They tackle the same inputs simultaneously. The outputs $C_t$ and $L_t$ of Conv1D and LSTM are connected end-to-end as inputs to the fully connected layer. Finally, the fully connected layer provides multi-step prediction results of the roll motions. The flow of information is presented in Eq. (2)-(5):

$$C_t = g_1(W^c, [y_{t-d+1}, y_{t-d+2}, \ldots, y_t, X_t])$$  \hspace{1cm} (2)

$$h_m = g_2(W^h, [y_n, x_n, h_{m-1}])$$  \hspace{1cm} (3)

$$L_t = [h_1, h_2, \ldots, h_d]$$  \hspace{1cm} (4)

$$Y_t = (y_{t+1}, y_{t+2}, \ldots, y_{t+p}) = g_3(W^y, [C_t, L_t])$$  \hspace{1cm} (5)
where $W^c$, $W^h$ and $W^f$ represents the weights of Conv1D, LSTM, and the fully connected layers, $g_1(\cdot)$, $g_2(\cdot)$, and $g_3(\cdot)$ represents nonlinear functions, $m = 1, 2, ..., d$; $n = t - d + 1, t - d + 2, ..., t$. The hidden state sequence $[h_1, h_2, ..., h_t]$ is treated as the temporal information in LSTM layer.

![Architecture of the ConvLSTMPNet](image)

Fig. 2 Architecture of the ConvLSTMPNet

Specifically, LSTM is a variate RNN where the gate cell is introduced to solve the problem of gradient vanishing and gradient explosion in RNN (Hochreiter and Schmidhuber, 1997), as shown in Fig. 3. The forget gate $f_t$ decides what to forget from the previous memory cell $c_{t-1}$. The input gate $i_t$ controls what to read out of the candidate memory cell $\tilde{c}_t$, derived by state pair $[x_t, h_{t-1}]$, and $h_{t-1}$ is the previous hidden state. The output gate $o_t$ determines the value to be transferred into next training. Therefore, the attribute of transferring the previous hidden state into next cycle and above gates can help it better capture the long-term dependencies of roll time series.
The corresponding formulas of LSTM are given in Eq. (6) to Eq. (11):

\[ f_t = \sigma(W^{f,h}h_{t-1} + W^{f,x}x_t + b_f) \]  
\[ i_t = \sigma(W^{i,h}h_{t-1} + W^{i,x}x_t + b_i) \]  
\[ o_t = \sigma(W^{o,h}h_{t-1} + W^{o,x}x_t + b_o) \]  
\[ \tilde{c}_t = \tanh(W^{c,h}h_{t-1} + W^{c,x}x_t + b_c) \]  
\[ c_t = f_t \odot c_{t-1} + i_t \odot \tilde{c}_t \]  
\[ h_t = o_t \odot \tanh(c_t) \]  

where \( W^{f,h}, W^{f,x}, W^{i,h}, W^{i,x}, W^{o,h}, W^{o,x}, b_f, b_i, b_o \) represent the weight matrices and bias of forget gate, input gate and output gate, respectively. In addition, \( W^{c,h} \) and \( b_c \) denote the weight matrix and bias of the candidate cell state respectively; \( \sigma \) and \( \odot \) are logistic sigmoid function and elementwise multiplication, respectively.

In ConvLSTMPNet, as shown in Fig. 2, the entire hidden state sequences of LSTM are used as the output to provide more temporal information to the fully connected layer, which is specifically designed for multi-step prediction.

A typical Convolution neural network (CNN) contains convolutional layers, pooling layers and fully connected layers. The convolutional layers can extract features from input sequences. The convolution kernel of convolution layer features the parameter sharing, thus reducing the number of weights to be trained and the complexity of the network. The pooling layers can distill the extracted features and pay attention on the most salient elements. The fully connected layers can interpret the internal representation to implement task of regression or classification. Another important benefit of CNN is the support of multiple one-dimensional (1D)
inputs as a separate channel to extract key information, i.e., the Conv1D layer. One-dimension convolution operation is expressed in the following equation:

$$c(t) = (x \ast w)(t) = \sum_{a} x(t + a)w(a)$$  \hspace{1cm} (12)$$

where $x$ is the input features; $t$ denotes the time; $w$ represent weights; $a$ is the position of convolution kernel, and $c$ is the feature map output after convolution operation $\ast$.

![Diagram showing the extraction of spatiotemporal information through 1D convolution](image)

**Fig. 4** The extraction of spatiotemporal information through 1D convolution

The CNN part in the ConvLSTMNet is shown in Fig. 4. The 1D sliding convolution kernels move vertically to extract key spatiotemporal representation in local time span from past time series of roll and wave elevation. Moreover, different convolution kernels can extract feature from different perspectives to obtain higher-dimensional features. It is noted that no pooling layers are adopt due to small data size compared to image data.

Finally, the spatiotemporal and the time dependency information from CNN and LSTM will be flatten and concatenated into one vector, then the multi-step prediction of roll motion can be interpreted by the fully connected layers.

### 3.3 Feature selection

The selection of feature variables is critical to the accuracy of roll motion prediction, because proper feature variables can enhance the upper bound of the forecast model performance. Generally, two types of variables have been selected as features for the prediction of roll motions: motion states (Tang et al., 2021; Wei et al., 2021; Liu et al., 2020) and wave elevations (Del Águila Ferrandis et al., 2021; Xu et al., 2021). The relevant studies have demonstrated that both the roll motion states and wave elevation can provide some information for the prediction of roll motions. Compared with one-step ahead predicting, multi-step prediction has higher requirements for extracting sufficient information to guarantee the accuracy over a period of time.
Theoretically, if the data of motion states and wave heights involve different information, then the appropriate combination of these features can provide greater potential for forecasting modeling. However, few studies have investigated this problem. In this study, the time history of roll motion angle and the wave heights around ships are selected as feature variables. In Section 5.4, a comparative exploration of the feature selection is provided.

3.4 The generation of the numerical dataset

Datasets play a key role in model training and evaluation. However, available datasets under high sea state are scarce due to the high cost and navigational safety risks. In this study, a numerical technique based on computational fluid dynamics (CFD) is applied to obtain relatively high-fidelity data on ship motion in high sea states.

The datasets are generated by a Volume-of-Fluid (VOF) URANS solver in STAR-CCM+, which can resolve the viscous effects and nonlinear effects of ship motions. Specifically, the VOF method is used to model the free surface and imposes the velocity and pressure fields of superposition of the individual regular waves as the initial conditions in the domain to simulate the long crest irregular waves. Moreover, the quality of mesh is important for accurately simulating irregular wave, so the adaptive mesh method is adopted to generate mesh of free surface adaptively. The overset mesh method which contains background domain and ship domain, and Dynamic Fluid Body Interaction (DFBI) model is used to simulate realistic ship motions, where pitch, heave and roll motions are collected.

Irregular long crested waves are simulated for the environmental disturbance. Assuming that waves is stationary, homogeneous and ergodic random process, the elevation of irregular wave is represented through superposition of component regular wave as Eq. (13):

$$\zeta(t) = \sum_{i=1}^{n} a_i \cos(\omega_i t + \epsilon_i)$$

where the $\zeta$ denotes wave elevation, $\omega_i$ is frequency of $i$th component wave, $\epsilon_i$ is random phases between $-\pi$ and $\pi$, and the component wave amplitude $a_i$ for a given frequency is obtained from the following equation:

$$\frac{1}{2} a_i^2 \equiv S(\omega) \Delta \omega_i$$

(14)

$$S_{pm}(\omega) = \frac{5}{16} (H_s^2 \omega_p^4) \omega^5 \exp\left(-\frac{5}{4} \frac{\omega}{\omega_p}\right)$$

(15)

where $S_{pm}(\omega)$ is Pierson-Moskowitz (PM) spectrum, $H_s$ is significant wave elevation and $\omega_p = (2\pi / T_p)$ represents the angular peak frequency.
4 Data Preparation and Validation

4.1 Data Generation

The KCS ship is taken as the study object. Considering the computational cost, the scale KCS ship model is adopted. The dimensions of the full scale and model scale KCS are given in TABLE 1 and the geometry of KCS is showed in Fig. 5. The extreme sea condition is selected as sea state 7. The Superposition of Wave method in VOF module is adopted to generate irregular long crest wave following PM spectrum with 240 linear regular component waves at equal frequency interval. Referring to the World Regulation of the State Oceanic Administration (TABLE 2), the specific wave parameters for the scale model in sea state 7 are set as follows: the significant wave height $H_s = 0.2215m$ (corresponding 7m in full scale) and the peak wave period $T_p = 2.16s$ (corresponding 12.13s in full scale).

Fig. 5 KCS hull model in STAR-CCM+

| Dimensions                      | Full Scale | Model Scale |
|---------------------------------|------------|-------------|
| Scale                           | 1          | 31.599      |
| Length between the perpendiculars(m) | 230        | 7.2786      |
| Beam at waterline(m)            | 32.2       | 1.0190      |
| Draft(m)                        | 19         | 0.6013      |
| Displacement (m³)               | 10.8       | 0.3418      |
| Longitudinal center of gravity from the afl(m) | 52030 | 1.6490 |
| Inertia moment of x axis / Beam at waterline | 111.6 | 3.532 |
| Inertia moment of z axis / Length between the perpendiculars | 0.4 | 0.40 |
| Design speed (m/s, full scale: kn) | 24         | 2.196       |
| Froude number                   | 0.26       | 0.26        |

TABLE 2 Classifications of wave level

| Sea state | Significant wave elevation |
|-----------|---------------------------|
| 1         | <0.1                      |
| 2         | 0.1–0.5                   |
| 3         | 0.5–1.25                  |
| 4         | 1.25–2.5                  |
| 5         | 2.5–4.0                   |
| 6         | 4.0–6.0                   |
| 7         | 6.0–9.0                   |
| 8         | 9.0–14.0                  |
| 9         | >14.0                     |

Numerical datasets are constructed for three conditions with corresponding wave directions of 150°, 120°, and 90°, called Dataset #1, Dataset #2, Dataset #3, respectively. It is noted that the wave direction at 90° corresponds to the port beam wave, 0° to the following wave and 180° to the head wave. The total number of grid points is around 1,470,000. The ship motions are calculated over 80s for each case. The time step is set to 0.005s
to satisfy the Courant-Friedrichs-Lewy condition. The time series of roll angle and the wave height around the hull at three points are collected for training. In the CFD numerical tank, three wave gauges is arranged around the hull to monitor the free surface elevation as shown in Fig. 6 (a). Gauge 1 is 0.2 times of ship length away from the bow, and Gauge 2 and 3 are 1.5 times of ship width from the hull to detect the encounters wave around the ship. The snapshot of simulation is shown in Fig. 6 (b).

The roll motion response exhibits different characteristics when the hull encounters waves from different directions (as shown in Fig. 7). Specifically, a) when the ship encounters 90° beam wave, the amplitude of roll angles is the largest, up to 30°. b) when the ship encounters the oblique waves of 120° and 150°, the roll angles stand in [-20°,15°] and [-10°, 8°], respectively. However, the nonlinear characteristics of the roll motion under oblique waves are more significant than those under beam waves. Theoretically, when the ship encounters beam wave, the encounter frequency is equal to the wave frequency. In the conditions of 120° and 150° oblique waves, the encounter frequency is larger than the wave frequency, leading to a higher frequency response than that of beam waves. Therefore, the theoretical analyzes are consistent with the simulation results.

(a) The location of wave gauge near the hull.

(b) From top to bottom, the wave heading angles are 150°, 120° and 90°, respectively

Fig. 6 Snapshots of simulation.
Fig. 7 Three simulated datasets in sea state 7

(a) Dataset #1: the wave heading angles of 150°

(b) Dataset #2: the wave heading angles of 120°

(c) Dataset #3: the wave heading angles of 90°
4.2 Validation of numerical datasets

The validation of the input irregular wave refers to the literature (Diez et al. 2018). The irregular wave generated by CFD is validated versus theoretical benchmark values from the spectrum. In Fig. 8, the CFD spectrum are compared to the nominal spectrum. In addition, the wave energy spectrum moments \( m_0, m_1, \) and \( m_2 \) are applied as additional variables to evaluate the accuracy of the CFD wave energy spectrum, as Eqs. (16-17):

\[
m_k = \int_0^\infty \omega^k S(\omega) d\omega \quad k = 0, 1, 2
\]

(16)

\[
E = m_k^{(\text{CFD})} - m_k^{(t)}
\]

(17)

where superscripts CFD represents simulation value and \( t \) represents theoretical values, \( E \) indicates the error associated with the CFD wave energy spectrum moments.

The wave energy spectral moments for CFD and theoretical are presented in TABLE 3. The average errors \( E \) are small with an average of 0.026%. The results demonstrate that the CFD wave energy spectrum achieves good agreement with theoretical values, verifying the effectiveness of input irregular waves generated from CFD method.

**TABLE 3 Wave energy spectrum moments of CFD and theoretical results**

| Analysis | N.wave | Comp. per run | Tot. run time/ \( T_p \) | \( m_0 \) | \( m_1 \) | \( m_2 \) |
|----------|--------|---------------|--------------------------|--------|--------|--------|
| CFD vs Theory | | | | Value | E% | Value | E% | Value | E% |
| Inputwave | 240 | 37 | | 0.003055 | -0.00061% | 0.01149 | 0.0048% | 0.049561 | 0.0715% |

Fig. 8 Wave energy spectra of CFD results versus nominal results

To test the availability of numerical results for the interaction between ships and waves, the simulated KCS motions in regular waves are compared with the experiment data from 2015 Tokyo Workshop (T2015 Workshop). Fig. 9 shows the comparison results for the wave length-ship length ratio \( \lambda / L = 1.15, 1.37 \), the wave height-ship
length ratio $H / L = 1/60$ and Froude number $Fr = 0.26$. The available data on heave, pitch and wave elevation are compared and the simulated results make a great agreement with experimental data.

![Plot](image)

(a) $\lambda / L = 1.15$  
(b) $\lambda / L = 1.37$

Fig. 9 Validation case 2: Response of KCS under regular wave

5 Study Case: multi-step prediction of the roll motion in sea state 7

5.1 Data processing

For multi-step prediction of ship roll motions, the dataset is divided into a training set and a validation set with a ratio of 8:2. The data are normalized in the interval (0, 1) to improve the convergence of the model. Furthermore, the structure of the training data for each time step is translated into a sliding window form, such as $[x_{t-d+1}, y_{t-d+1}, \ldots, x_t, y_t, \ldots, y_{t+p}]$ (as shown in Fig. 10). The green boxes represent the input sequence, and the pink boxes represent the output sequence that needs to be predicted.

![Sliding window](image)

Fig. 10 Sliding window method

5.2 Model setting

To optimize the hyperparameters of the proposed algorithm, the cross-validation on a rolling basis is conducted. The specific mode is shown in the Fig. 11. The original data for training is divided into k blocks. At first turn, several blocks of data are used for training and one block is used for testing. Then the current test block is concatenated as part of the training data for the next round. This process continues multiple times until the data
is fully utilized. Finally, the average mean square error is used to evaluate the performance of the hyperparameter set.

![Diagram](image)

**Fig. 11 Cross-validation on a rolling basis for time series prediction**

The ConvLSTMPNet architecture contains a LSTM layer and two Conv1D layers. The number of convolution filters and neural units of hidden layer in LSTM and CNN are investigated by the cross-validation on a rolling basis. The hyperparameter candidates of the convolution filter are set to [32, 64, 128] with fixed kernel size of 3, and the neural units of the hidden layer in the LSTM are set to [32, 64, 100, 128]. The parameters of three fully connected layers in ConvLSTMPNet are fixed which are 100, 50 and the same number of units as the steps desired to be predicted. Based on the method of cross-validation on a rolling basis, the relatively optimal parameters of above three models are obtained and listed in TABLE 4 and Fig. 12. Then these parameters are used to conduct following case study in Section 5.4 and 5.5.
Specifically, the ConvLSTMPNet architecture contains one LSTM with 64 units in the hidden layer and two Conv1D layers with 32 and 64 filters, with a kernel size of 3. The outputs of CNN and LSTM are concentrated together as the input for the three fully connected layers to generate the final prediction. In the three fully connected layers, the first and second layers have 100, 50 units, respectively, and the third layer has the same number of units as the steps desired to be predicted. Theoretically, the ConvLSTMPNet synthesizes the advantages of the two models. To evaluate its performance, LSTM and CNN are selected as the comparison model. The LSTM model has 100 units in its hidden layer, as same as the setting of fully connected layers in ConvLSTMPNet model. For CNN model, two Conv1D layers with 64 filters and kernel sizes of 3, the flatten results are transferred into the fully connected layers which has the same setting as the ConvLSTMPNet model to predict the roll motions. The length of the lag time is set to be equal to the length of the time to be predicted. The batch size is set to 50 and the above model is optimized by Adam optimizer.

5.3 Model Evaluation

For the evaluation of the model, it should be mentioned that the main objective to be achieved is prediction, rather than explanation. This is because the data-driven method has the advantage of mapping nonlinear features through supervised learning, but somehow lacks explainability. Therefore, the results are mainly analyzed and evaluated from the perspective of the prediction effects by the index of RMSE and the visualization of the prediction performance. Mean Square Error (MSE) is taken as the loss function for training, and Root Mean Square Error (RMSE) is taken to evaluate the performance of the predictive model. The formulas are given in Eq. (18) and Eq. (19), where \( n \) is the total number of samples, \( y_i \) denotes the real value and \( \hat{y}_i \) denotes the predict value.

\[
MSE = \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n}
\]  
(18)

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n}}
\]  
(19)
5.4 Study Case I: Evaluating the feature space for the multi-step prediction of roll motions

Theoretically, the roll motion is dependent to the time history of the motion states due to the hydrodynamic memory effect. On the other hand, the wave elevation around the ship has been proven to be effective for roll motion prediction because it directly reflects the wave effects. However, the impact of these variables on the prediction performance remains to be studied to figure out how to extract the maximum information. Therefore, this study case considers both the time history of motion states and wave elevation as the feature space, and progressively investigates the impact of the following three scenarios on multi-step prediction: (1) only roll angle, (2) only wave elevation, and (3) both roll angle and wave elevation. The lengths of the time to be predicted are chosen to be 10 and 20 steps which corresponds to covering at least one period of roll motion (around 11s for full scale). The learning method applied here is the conventional LSTM algorithm, described in Section 5.2.

The average RMSEs of 10- and 20-step predictions are listed in TABLE 5. Figs. 13-14 show the prediction results under different feature space. Fig. 13 presents the assessment of the predictive accuracy for each time step under different feature spaces, represented by RMSE. Fig. 14 shows the comparison results between the predicted and actual values for roll motion under different input features space, where the black line indicates actual value, and the dashed line denotes predicted values under different feature variables. The left column shows the prediction results for 10 steps, and the right column shows the prediction results for 20 steps.

| Timesteps | 10 steps | 20 steps |
|-----------|---------|---------|
| Dataset #1 | Roll angle | Wave elevation | Roll angle & Wave elevation | Roll angle | Wave elevation | Roll angle & Wave elevation |
| Dataset #2 | 3.47372 | 3.58599 | 2.69369 | 5.15763 | 4.15442 | 3.43608 |
| Dataset #3 | 3.03476 | 4.95515 | 1.20959 | 4.45659 | 2.79653 | 1.46759 |

TABLE 5 Average RMSE of 10 steps and 20 steps roll prediction

![Fig. 13 The RMSE of each step in multi-step prediction](image)
Fig. 14 The comparison results with different feature variables under dataset #1, #2 and #3

From Fig. 14, the roll and wave elevation can provide some valid information for predicting the roll motions, respectively. However, in the case of roll motion as the feature space, underestimation of large amplitude occurs due to the lack of external wave disturbance. Overall, it can be seen from Fig. 13 that when the roll motion states are used as the feature variable, the prediction error increases with the number of steps. Whereas, when wave heights are used as the feature variable, the error decreases with increasing number of steps. This result indicates that the information contained in the roll motion state may be limited compared to the wave height, while wave height requires more steps as input to reflect the effect of waves on roll motions. The results in Fig. 13, Fig. 14 and Table 5 indicate that the feature space containing wave elevation and roll motion states can provide more sufficient information than using only one of them. With the development of the wave radar technology, it is recommended to use both wave elevation and roll motion state as feature variables to enhance the prediction of roll motions in extreme sea conditions.
5.5 Study Case II: Multi-steps roll motion prediction based on ConvLSTMPNet, CNN and LSTM

The effects of the learning algorithm are investigated in this section under the premise of selecting both the time history of motion states and wave elevation information as the feature space. As seen in Study Case 1, the 20-step prediction in oblique waves (for dataset #1 and #2) still has room for improvement as the more complicate coupling between the ship roll motion and the waves. To enhance the extraction efficiency of multidimensional information, the proposed ConvLSTMPNet is applied and evaluated by comparing it with LSTM and CNN described in Section 5.2.

The average RMSEs of the dataset #1 and #2 are listed in TABLE 6 and the RMSE of each step in the multi-steps prediction is shown in Fig. 15. It can be found that ConvLSTMPNet has the best performance, with the lowest average RMSE of 0.80294 and 3.22126 under dataset #1, # 2, respectively. Additionally, for each step of the 20-step prediction, ConvLSTMPNet obtains the highest predictive accuracy. In contrast, the performance of LSTM is slightly worse than that of the proposed hybrid model, but better than that of CNN.

TABLE 6 Average RMSE of CNN, LSTM and ConvLSTMPNet

| Dataset | #1       | #2       |
|---------|----------|----------|
| Model   | CNN      | LSTM     | ConvLSTMPNet | CNN      | LSTM     | ConvLSTMPNet |
| Average RMSE | 1.05856  | 0.92316  | **0.80294**  | 3.4442   | 3.43608  | **3.22126**  |
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Fig. 15 The RMSE of each step in multi-steps prediction: (a) dataset #1; (b) dataset #2
Fig. 16 The prediction results with CNN, LSTM and ConvLSTMPNet for dataset #2

In Fig. 16, four points are selected at intervals for dataset #2 and each of the 20-step prediction are conducted, which is 2s for the scaled model and 11s for the full scale. The results demonstrate that at least one period of roll motion can be accurately predicted by using the proposed method. Compared with the single LSTM and CNN method, the proposed method has better performance in the prediction of the amplitude of roll angles. From the perspective of architectural composition, the ConvLSTMPNet architecture combines the advantages of LSTM and CNN in parallel to extract time memory effects and nonlinear coupling interaction between incident wave and ship motion, resulting in more accurate multi-step prediction results. In summary, the results demonstrate the effectiveness of the proposed method for the multi-step prediction of roll motion in high sea states.

6 Conclusion and future work

In this paper, a data-driven methodology is proposed for multi-step prediction of ship roll motion in high sea states. A hybrid neural network ConvLSTMPNet which combines the LSTM and Conv1D in parallel is exploited to extract the nonlinear dynamics characteristics and the hydrodynamic memory information from wave and roll motion states, so as to obtain accurate multi-step predictions. The numerical solutions of KCS in sea state 7 irregular long-peaked waves with different wave directions are generated as datasets by CFD method. The comparative study of feature selection demonstrates the superiority of selecting both motion states and wave heights as the feature space. The proposed method can accurately predict at least one period of roll motion in high sea state. The accurate prediction of roll motion can benefit the operation and safety of marine vessels and support the development of decision-making technologies for autonomous ships.
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