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Abstract
We propose a novel robust optimization approach to analyze and optimize the expected performance of supply chain networks. We model uncertainty in the demand at the sink nodes via polyhedral sets which are inspired from the limit laws of probability. We characterize the uncertainty sets by variability parameters which control the degree of conservatism of the model, and thus the level of probabilistic protection. At each level, and following the steps of the traditional robust optimization approach, we obtain worst case values which directly depend on the values of the variability parameters. We go beyond the traditional robust approach and treat the variability parameters as random variables. This allows us to devise a methodology to approximate and optimize the expected behavior via averaging the worst case values over the possible realizations of the variability parameters. Unlike stochastic analysis and optimization, our approach replaces the high-dimensional problem of evaluating expectations with a low-dimensional approximation that is inspired by probabilistic limit laws. We illustrate our approach by finding optimal base-stock and affine policies for fairly complex supply chain networks. Our computations suggest that our methodology (a) generates optimal base-stock levels that match the optimal solutions obtained via stochastic optimization within no more than 4 iterations, (b) yields optimal affine policies which often times exhibit better results compared to optimal base-stock policies, and (c) provides optimal policies that consistently outperform the solutions obtained via the traditional robust optimization approach.
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1 Introduction

Supply chain management has received significant attention both in industry and academia. Understanding and optimizing the performance of supply chain networks is particularly challenging given the uncertainty around the demand. Suppose that we are interested in modeling a measure of the system’s performance $C(\pi, \omega)$, where $\pi$ denotes a given ordering policy and $\omega$ represents the vector of uncertain demand. To evaluate and optimize the performance under demand uncertainty, two main avenues have been suggested in the literature: stochastic analysis and optimization describing the uncertainty probabilistically and robust optimization describing the uncertainty deterministically.

**Stochastic approach:** The traditional stochastic approach relies on the modeling power of probability theory. Specifically, the demand at each time period is treated as a random variable governed by some posited probability distribution. The most common problem is to assess the expected performance and evaluate

$$\overline{C}(\pi) = E_\omega [C(\pi, \omega)]. \tag{1}$$

Finding the optimal policy under the probabilistic assumptions gives rise to the following stochastic optimization problem

$$\overline{C} = \min_{\pi \in \Pi} \overline{C}(\pi) = \min_{\pi \in \Pi} E_\omega [C(\pi, \omega)], \tag{2}$$

where $\Pi$ denotes a set of ordering policies. The performance evaluation problem in Eq. (1) and the stochastic optimization problem in Eq. (2) may yield closed-form expressions and analytical solutions for rather simple supply chain systems and under simplifying distributional assumptions over the uncertain demand. For instance, the optimal order quantity for a single period installation that minimizes the expected total cost can be easily expressed as a quantile of the distribution associated with the uncertain demand. However, the more complex the system dynamics, the more challenging it is to derive closed-form expressions. The advances of computing power and memory over the past decades have sprung a wealth of computational techniques to solve such complex problems.

Taking a stochastic programming approach is challenging, given the need to generate scenarios that account for the complex interactions among random variables and the computational difficulties to solve stochastic programs with binary and integer decisions or generally non-linear functions. Simulation optimization has attempted to take advantage of the availability of computational resources and the power of simulation for evaluating functions. For a comprehensive overview of commonly used simulation optimization techniques, we refer the reader to the survey by Fu et al. [27]. Fu [25], Glasserman and Tayyur [28], Fu and Healy [26] and Kapiscinsky and Tayyur [30] have developed various gradient-based algorithms to study inventory systems. These methods work practically whenever the input variables are continuous and their success depends on the quality of the gradient estimator.
Stochastic optimization is a powerful tool when an accurate probabilistic description of the demand uncertainty is given. However, in many cases, this information is not available. Given this challenge, the field of robust optimization was born in the mid 1990s (see [10,11,23,24]) as an alternative approach for analyzing and optimizing systems under uncertainty.

**Robust optimization approach:** While stochastic optimization views uncertainty probabilistically, the field of robust optimization considers a deterministic model for demand uncertainty by assuming that the uncertain variables lie within some set, referred to as the “uncertainty set”. It then seeks to deterministically immunize the solution against all possible realizations of the uncertain variables satisfying the uncertainty set via a min–max approach (i.e., worst case) as follows

\[
\min_{\pi \in \Pi} \max_{\omega \in \mathcal{U}} C(\pi, \omega),
\]

where \( \mathcal{U} \) denotes the demand uncertainty set. The tractability of the robust optimization problem depends on the choice of the uncertainty set. For example, Ben-Tal and Nemirovski [10,11], El-Ghaoui and Lebret [23] and El-Ghaoui et al. [24] proposed linear optimization models with ellipsoidal uncertainty sets, whose robust counterparts correspond to conic quadratic optimization problems. Bertsimas and Sim [15,16] proposed constructing polyhedral uncertainty sets that can model linear variables, and whose robust counterparts correspond to linear optimization problems. Furthermore, Bertsimas and Brown [14] and Bertsimas et al. [20] provide guidelines for constructing uncertainty sets from the historical realizations of the random variables using a data-driven approach. For a review of robust optimization, we refer the reader to Ben-Tal et al. [13] and Bertsimas et al. [19]. The robust framework allows the system designer to adapt the analysis to their risk preferences. By parameterizing different classes of uncertainty sets, one can control the size of the uncertainty set, which provides a notion of a “budget of uncertainty” (see [16]). This, in fact, allows the design to control the corresponding level of probabilistic protection, thus choosing the tradeoff between robustness and performance. In this setting, the problem is formulated as

\[
\min_{\pi \in \Pi} \max_{\omega \in \mathcal{U}(\Gamma)} C(\pi, \omega),
\]

where the variability parameter \( \Gamma \) reflects the degree of conservatism in the model. A growing body of research has applied the robust optimization paradigm to study supply chain networks. Bertsimas and Thiele [17] and Bienstock and Özbay [21] studied the performance of base-stock policies, and Ben-Tal et al. [12], Kuhn et al. [31], and Bertsimas et al. [18] investigated polices that are affine in prior demands under a robust optimization lens.

In a recent series of work, Bandi and Bertsimas [3–7] modeled performance analysis problems in a variety of areas as robust optimization problems. In the same spirit, Bandi et al. [8,9] presented a novel approach for modeling the primitives of queueing systems by polyhedral uncertainty sets inspired from the probabilistic limit laws and provided exact characterizations for the steady-state and transient performance
analysis of queueing networks. The robust approach generates parametrized solutions (functions of the variability parameter) that matched the conclusions obtained via probabilistic analyses for simple systems and furnished tractable extensions to more complex systems. Capturing the choice of values for the variability parameters to reflect the average performance is however challenging.

**Contributions:** We propose a novel framework which takes advantage of the power of robust optimization in providing tractable solutions to approximate and optimize the expected performance of supply chain networks. To model the demand uncertainty, we construct polyhedral sets that are inspired by the limit laws of probability and introduce a variability parameter that controls the size of these sets, and thus the level of probabilistic protection. At each level, we obtain worst case values which directly depend on the values of the variability parameter. We then treat the variability parameter as a random variable and portray the expected behavior by averaging the worst case values over the possible realizations of the variability parameter. This approach

(a) reduces the dimensionality of the system’s uncertainty,
(b) eliminates generating scenarios to describe the states of randomness,
(c) does not require simulation replications to evaluate the performance, and
(d) demonstrates the use of robust optimization to evaluate and optimize expected performance.

In this paper, we demonstrate the merits of our approach in computing optimal base-stock levels. Note that Bandi et al. [9] have applied this framework to analyze the transient performance of multi-server queues and feedforward queueing networks, and obtained approximations that are comparable to simulated results for both light and heavy-tailed arrival and service times.

## 2 Proposed framework

We consider a supply chain network in which inventories are reviewed periodically and unfulfilled orders are backlogged. For the remainder of this paper, we assume zero lead times and fixed costs throughout the network, no demand seasonality and that the demand realizations are light-tailed in nature (i.e., the demand variance is finite). We consider a $T$-period time horizon and, within each period, events occur in the following order: (1) the ordering decision is made at the beginning of the period, (2) demands for the period then occur and are filled or backlogged depending on the available inventory, (3) the stock availability is updated for the next period. We view the dynamics of the system from an echelon perspective. Specifically, each echelon is comprised a set of installations that receive stock from a source installation $n$, including all the links or edges between them (see Fig. 1).

This definition was first introduced by Clark and Scarf [22] for a supply network in series, however it can be generalized for more complex networks. In the special case of a network with installations in series, and assuming that the items transit from installation $n$ to installation $n - 1$, then the sets $\mathcal{E}_n = \{1, 2, \ldots, n - 1, n\}$, $\mathcal{S}_n = \{1\}$ and $\mathcal{L}_n = \{\ell_{n+1,n}\}$, where $\ell_{n+1,n}$ is the link between installation $n + 1$ and $n$. To describe the system dynamics, we define the following notation.
For this nine-installation network with 4 sink nodes, we consider nine echelons defined as follows. For instance $\mathcal{E}_1 = \{1, 5, 6, 8, 9\}$ and $\mathcal{S}_1 = \{5, 8, 9\}$

$\mathcal{N}$ Set of all installations within the supply chain,
$\mathcal{S}$ Set of all installations with external demand (sink nodes),
$\mathcal{L}$ Set of all links (edges) within the inventory network,
$\mathcal{E}_n$ Set of installations belonging to echelon $n$,
$\mathcal{S}_n$ Set of sink installations at the $n$th echelon. Note that $\mathcal{S}_n \subseteq \mathcal{S}$,
$\mathcal{L}_n$ Set of all links (or edges) supplying stock to the $n$th echelon.
$x^t_n$ Stock available at the beginning of period $t$ and echelon $n$,
$u^t_n$ Total stock ordered at the beginning of period $t$ at echelon $n$,
$o^t_\ell$ Stock ordered and moved along link $\ell \in \mathcal{L}$ at the beginning of period $t$,
$\omega^t_k$ Demand observed at sink $k \in \mathcal{S}$ throughout time period $t$.

For all $n \in \mathcal{N}$ and $t = 0, \ldots, T - 1$,

$$x^{t+1}_n = x^t_n + u^t_n - \sum_{k \in \mathcal{S}_n} \omega^t_k = x^0_n + \sum_{\tau=0}^{t} u^\tau_n - \sum_{k \in \mathcal{S}_n} \sum_{\tau=0}^{t} \omega^\tau_k,$$  \hspace{1cm} (5)

$x^0_n$ denotes the initially available stock at echelon $n$, and the ordering quantity at each echelon is simply the sum of all stock ordered from the edges feeding into the $n$th echelon, i.e.,

$$u^\tau_n = \sum_{\ell \in \mathcal{L}_n} o^\tau_\ell.$$  \hspace{1cm} (6)

Note that the ordering quantities $x^t_n = x^t_n(\pi, \omega)$, and therefore the amount of available stock $u^t_n = u^t_n(\pi, \omega)$, are functions of the ordering policy $\pi$ and the demand vector. For a single-installation system, the available stock level at the beginning of time $t + 1$ is a function of the sum of the demand realizations at that installation over the time horizon

$$x^{t+1} = x^t + u^t - \omega^t = x^0 + \sum_{\tau=0}^{t} u^\tau - \sum_{\tau=0}^{t} \omega^\tau.$$  \hspace{1cm} (7)

The high-dimensional nature of modeling the demand uncertainty probabilistically and the complex dependence of the system on the random variables highlight the difficulty of analyzing and optimizing the expected total cost across the supply chain network. Instead of taking a probabilistic approach, we propose a framework that builds upon the robust optimization framework to approximate the expected system behavior. Specifically, we
(a) model uncertainty via sets whose size is controlled by a variability parameter,
(b) treat variability parameters as random variables following some distribution,
(c) approximate the expected behavior by averaging the worst case values, and
(d) leverage robust optimization to optimize the system’s average performance.

We next present a synopsis of our approach.

2.1 Demand uncertainty

At installation \( k \), we denote the demand mean by \( \mu_k \) and the demand standard deviation by \( \sigma_k \), which could be inferred from historical data. Instead of describing the uncertainty in the demand using stochastic processes, we leverage the partial sums in Eq. (5) and propose polyhedral uncertainty sets inspired by the limit laws of probability. Given that we are interested in modeling the amount of holding stock \( (x_t^n)^+ = \max(0, x_t^n) \) and the backorder quantity \( (x_t^n)^- = -\min(0, x_t^n) \), we wish to upper and lower bound the partial sums in Eq. (5). We therefore propose to constrain the absolute value of the partial sums and introduce a single variability parameter \( \Gamma \). Note that one can define variability parameters for each echelon; however, in this effort, we propose to constrain the absolute value of the partial sums and introduce a single variability parameter \( \Gamma \) and show in Sect. 2.3 that this choice results in a good accuracy and tractability relative to stochastic solutions.

Assumption 1 We assume that the demand at the sink nodes satisfies.

(a) For inventory systems with a single sink node, the demand realizations \( \omega = (\omega^0, \ldots, \omega^T) \) belong to the parametrized uncertainty set

\[
\mathcal{U}(\Gamma) = \left\{ \left( \omega^0, \ldots, \omega^T \right) \left| \frac{1}{\sigma \sqrt{T}} \sum_{t=0}^{T-1} (\omega^t - t \cdot \mu) \leq \Gamma, \quad \forall t = 1, \ldots, T + 1 \right. \right\},
\]

where \( \Gamma \geq 0 \) is a parameter that controls the degree of conservatism, \( \mu \) and \( \sigma \) respectively denote the mean and the standard deviation of the demand realizations at the sink node.

(b) For inventory systems with multiple sink nodes, the demand realizations \( \omega = (\omega^0_k, \ldots, \omega^T_k)_{k \in S} \) belong to the parametrized uncertainty set

\[
\mathcal{U}(\Gamma) = \left\{ \left( \omega^0_k, \ldots, \omega^T_k \right)_{k \in S} \left| \frac{1}{\sqrt{|S_n|}} \sum_{k \in S_n} \frac{\sum_{\tau=0}^{T-1} \omega^\tau_k - t \cdot \mu_k}{\sigma_k \sqrt{T}} \leq \Gamma, \quad \forall n \in N, \ t = 1, \ldots, T + 1 \right. \right\},
\]

where \( \Gamma \geq 0 \) is a parameter that controls the degree of conservatism, \( \mu_k \) and \( \sigma_k \) respectively denote the mean and the standard deviation of the demand at the sink node \( k \).
2.2 Performance analysis

For a given ordering policy \( \pi \), analyzing the expected performance \( L(\pi) \) entails understanding the dependence of the system on the demand uncertainty. Suppose that \( L(\pi, \omega) \) is governed by a distribution \( F \) which can be derived from the joint distribution over the random variables \( \omega \). Instead, inline with Bandi et al. [9], we approximate the expected value via averaging the worst case values, i.e.,

\[
\overline{C}(\pi) \approx \mathbb{E}_{\Gamma} [\hat{C}(\pi, \Gamma)] \tag{8}
\]

where \( \Gamma \) is a random variable following some probability density and \( \hat{C}(\pi, \Gamma) \) is the worst case inventory cost defined as

\[
\hat{C}(\pi, \Gamma) = \max_{\omega \in \mathcal{U}(\Gamma)} C(\pi, \omega). \tag{9}
\]

To motivate our selection for the density of \( \Gamma \) in the remainder of this manuscript, we analyze the Lindley-type recursion of the shortfall in a multi-period single-installation system operating under a base-stock policy \( \pi \). Assuming orders are placed at the beginning of each time period to restore the inventory to a target level \( S \), with a maximum order capacity of \( \kappa \) per period, the shortfall at time \( t+1 \) is written recursively as

\[
L_{t+1} = S - x_t^{t+1} = \max (S - x_t^t + \kappa - \omega^t, \omega^t) = \max (L_t + \omega^t - \kappa, \omega^t) \\
= \omega^t + \max_{0 \leq \tau \leq t-1} \left\{ \sum_{i=\tau}^{t-1} (\omega^i - \kappa), 0 \right\} = \omega^t + M_t, \tag{10}
\]

where \( x_t^t \) is the amount of stock available at the beginning of period \( t \) and the ordering quantity at the beginning of time period \( t \) can be expressed as min \((\kappa, S - x_t^t)\). A standard property of the Lindley recursion implies \( M_t \) is the maximum of the random walk \( \Delta_t \). Note that \( M_t \) is well approximated by a reflected Brownian motion with drift \((\mu - \kappa)\) and variance \( \sigma^2 \), implying

\[
\mathbb{P} \left( L_{t+1} \leq \ell | \omega^t \right) = \mathbb{P} \left( M_t \leq \ell - \omega^t \right) \approx 2 \cdot \Phi \left( \frac{\ell - \omega^t - (\mu - \kappa) t}{\sigma \sqrt{t}} \right) - 1. \tag{11}
\]

By following the approach in Bandi et al. [9] for transient queueing applications, we consider the worst case shortfall conditioned on \( \omega^t \) as follows

\[
\hat{L}_{t+1}(\Gamma) = \omega^t + \max_{\omega \in \mathcal{U}(\Gamma)} \max_{\tau} \left\{ \sum_{i=\tau}^{t-1} (\omega^i - \kappa), 0 \right\} = \omega^t + \Gamma \cdot \sigma \sqrt{t} + (\mu - \kappa) t. \tag{12}
\]
Given Eq. (12), we can rewrite the conditional probability in Eq. (11) as

$$
\mathbb{P} \left( L_{t+1} \leq \hat{L}_{t+1} (\Gamma) \mid \omega^t \right) = 2 \cdot \Phi \left( \frac{\Gamma \cdot \sigma \sqrt{t}}{\sigma \sqrt{t}} \right) - 1 = 2 \cdot \Phi (\Gamma) - 1.
$$

As a result, we approximate the density of \( \Gamma \) by a half-normal. In the remainder of the paper, we show that, while our approximation of the density of \( \Gamma \) stems from a simple example, the half-normal density yields solutions that are comparable to the ones obtained via stochastic assumptions.

**Note:** For complex supply chain networks, the worst case cost may not be determined analytically. Therefore, we propose to approximate the expected value in Eq. (8) by discretizing the space of values that \( \Gamma \) can take on, giving rise to the following approximation

$$
\mathbb{E}_\Gamma \left[ \hat{C} (\pi, \Gamma) \right] \approx \sum_{i \in \mathcal{I}} f_i \cdot \hat{C} (\pi, \Gamma_i),
$$

where \((\Gamma_i)_{i \in \mathcal{I}}\) denotes the values of \( \Gamma \) in the discretization \( \mathcal{I} \), \( f_i \) denotes the corresponding density, and \( \hat{C} (\pi, \Gamma_i) \) denotes the worst case performance given the demand \( \omega \in \mathcal{U} (\Gamma_i) \). To find the weights \( f_i, i \in \mathcal{I} \), one could use methods for numerical integration, such as the Gaussian–Hermite quadrature (see [1]).

### 2.3 Performance optimization

A major consideration in the study of inventory systems consists of determining optimal policies that minimize the average cost of moving inventory across the supply chain network. We consider three types of costs: the holding cost per unit of inventory held at echelon \( n \) denoted by \( h_n \), the backorder penalty cost per unit of negative inventory at echelon \( n \) denoted by \( p_n \), and the variable cost per unity of order moved along edge \( \ell \in \mathcal{L} \) denoted by \( c_{\ell} \). The total cost incurred in period \( t \) across the inventory network accounts for the holding cost at each echelon and the penalty cost associated with a shortage at each echelon, i.e.,

$$
C_t (\pi, \omega) = \sum_{\ell \in \mathcal{L}} c_{\ell} \cdot o^t_{\ell} + \sum_{n \in \mathcal{N}} \left[ h_n \cdot (x^+_n)^+ + p_n \cdot (x^-_n)^- \right],
$$

where the terms \((x^+_n)^+ = \max (0, x^+_n)\) and \((x^-_n)^- = -\min (0, x^-_n)\) denote the holding and the backordered stock, respectively. Note that the amount of stock ordered \( u^t_n = u_n (\pi, \omega) \) and the amount of stock available \( x^t_n = x_n (\pi, \omega) \) depend on the policy \( \pi \) and the demand realizations.

To obtain an optimal ordering policy from a set of available ordering policies \( \Pi \), the traditional approach solves the following stochastic optimization problem

$$
\overline{C} = \min_{\pi \in \Pi} \mathbb{E}_{\omega} [C (\pi, \omega)].
$$
where $C(\pi, \omega)$ denotes the overall cost summed over all time periods. Instead of taking stochastic approach, we leverage the worst case values and cast the problem of finding an optimal policy as

$$\min_{\pi \in \Pi} \mathbb{E}_\Gamma \left[ \hat{C}(\pi, \Gamma) \right] \approx \min_{\pi \in \Pi} \sum_{i \in I} f_i \cdot \hat{C}(\pi, \Gamma_i)$$

where $\hat{C}(\pi, \Gamma_i)$ denotes the worst case total cost of moving inventory through the entire time horizon, given the demand $\omega \in \mathcal{U}(\Gamma_i)$. The above optimization problem can be cast as a robust optimization problem with the following reformulation

$$\left\{ \begin{array}{l} \min_{\pi \in \Pi} \sum_{i \in I} f_i \cdot q_i \\ \text{s.t. } q_i \geq C(\pi, \omega) \quad \forall \omega \in \mathcal{U}(\Gamma_i), \text{ and } \Gamma_i : i \in I \end{array} \right\}.$$  \hspace{1cm} (15)

We note that, in the traditional robust optimization setting, the designer selects a particular value of $\Gamma$ reflecting their risk preference and solves the resulting problem

$$\min_{\pi \in \Pi} \max_{\omega \in \mathcal{U}(\Gamma)} C(\pi, \omega) = \left\{ \begin{array}{l} \min_{\pi \in \Pi} q \\ \text{s.t. } q \geq C(\pi, \omega) \quad \forall \omega \in \mathcal{U}(\Gamma) \end{array} \right\}.$$  \hspace{1cm} (16)

Both formulations in Eqs. (15) and (16) belong to the same class of problems. Our proposed approach in Eq. (15) therefore conserves the desirable tractability of the robust optimization approach, while exploring different levels of protection against uncertainty.

**Note:** The size of the robust optimization problem in Eq. (15) depends on the level of discretization over the space of possible values that $\Gamma$ can take on. Quadrature methods help numerically approximate the value of a definite integral with few possible evaluations. Using such methods ensures a good level of precision while keeping control over the size of the discretization set $I$.

We propose a variant of the generic algorithm developed by Bienstock and Özbay [21] to iteratively solve Eq. (15) for the optimal inventory policy. The algorithm maintains a working list $\hat{U}_i$ of demand patterns $\hat{\omega}^i = \{(\hat{\omega}_k^0)^i, \ldots (\hat{\omega}_k^T)^i\}_{k \in S}$ that satisfy the uncertainty set $\mathcal{U}(\Gamma_i)$, for all $i \in I$. At every iteration, we increment the list while computing an upper bound $U$ and a lower bound $L$ on the value of the problem in Eq. (15). The algorithm is stopped whenever the difference between the upper and lower bounds becomes small enough. This algorithm is inspired by the Bender’s decomposition method, commonly used in the stochastic optimization literature (see [29]).
Algorithm (Optimizing the Ordering Policy)

**Input:** Accuracy level $\epsilon$. Available ordering policies $\Pi$.

**Output:** Optimal policy $\pi^*$ for the inventory network.

**Step 0.** Initialize lower bound $LB = 0$, upper bound $UB = +\infty$, and $\hat{U}_i = \emptyset$, for all $\Gamma_i : i \in I$.

**Step 1.** Solve the decision maker’s problem (DM) and and let $\pi^*$ to be its optimal solution.

$$LB = \min_{\pi \in \Pi} \sum_{i \in I} \left[ f_i \cdot \max_{\omega \in \hat{U}_i} \{ C(\pi, \omega) \} \right],$$  \hfill (17)

**Step 2.** For each $i \in I$, solve the adversarial problem (AP) and let $\hat{\omega}^i$ be its optimal solution.

$$UB_i = \max_{\omega \in \mathcal{U}(\Gamma_i)} C(\pi^*, \omega),$$  \hfill (18)

**Step 3.** Set the upper bound $UB = \sum_{i \in I} f_i \cdot UB_i$.

**Step 4.** If $U - L < \epsilon$, exit. Else, add the vector $\hat{\omega}^i$ to $\hat{U}_i$ for all $i \in I$ and go to Step 1.

Note that, at a given iteration of the algorithm, the set $\hat{U}_i$ is finite as it is incrementally populated by the vectors of demand realizations $\hat{\omega}^i$. As a result, the size of the set $\hat{U}_i$ is equal to the number of iterations run thus far, compared to the exponential size of the uncertainty set $\mathcal{U}(\Gamma_i)$. The size of problem (DM) in Eq. (17) grows with the number of iterations. However, if convergence occurs within a few number of iterations (as shown in Sect. 3), the size of problem (DM) is kept small. On the other hand, the size of problem (AP) in Eq. (18) is a function of the size of the inventory network. Bienstock and Özbay [21] present an approximation that uses simple combinatorial arguments which proves more efficient than solving the integer optimization problem. Since the size of $I$ need not be large to obtain good approximations, the number of problems (AP) that we would need to solve is relatively small. In the stochastic programming framework, Bender’s decomposition is used to reduce the large deterministic equivalent to a number of smaller problems that can be solved independently. In our case, the usefulness of the decomposition algorithm lies in reducing the combinatorial complexity of the problem in Eq. (15). We next apply our framework to study generalized inventory networks with base-stock and affinely adaptive ordering policies.

### 3 Optimizing base-stock policies

The analysis and optimization of $(s, S)$ inventory policies has received considerable attention since the 1950s. The seminal work of Arrow et al. [2] introduced the multistage periodic review inventory model, where the inventory is reviewed once every...
period and a decision is made to place an order, if a replenishment is necessary. The 
\((s, S)\) inventory policy establishes a lower (minimum) stock point \(s\) and an upper 
(maximum) stock point \(S\). When the inventory level on hand drops below \(s\), an order 
is placed “up to \(S\”).

### 3.1 Problem formulation

We define \(s_n\) and \(S_n\) to be the lower (minimum) and the upper (maximum) stock points, respectively, at echelon \(n\). In vector form, we refer to the base-stock levels as \((s, S)\) across the network’s echelons. Given a set of echelon base-stock levels \((s_n, S_n)\), the ordering quantity at each time period \(t\) at echelon \(n\) is given by

\[
\begin{align*}
    u_n^t &= u_n^t(s, S, \omega) = S_n - x_n^t \text{ if } x_n^t \leq s_n, \text{ and } 0 \text{ otherwise,}
\end{align*}
\]

where \(x_n^t\) denotes the stock available at the beginning of time \(t\) at echelon \(n\).

Finding the optimal base-stock levels in our framework calls for solving a robust 
optimization problem of the form of Eq. (15) via decomposition as presented in Sect. 2 
by solving iteratively (a) the adversarial problems (AP), and (b) the decision maker’s 
problem (DM).

**Adversarial problems:** In our setting, problem (AP) consists of solving for the 
worst case cost given the parameterized uncertainty set \(\mathcal{U}(\Gamma_i)\) and retrieve the optimal 
solution \(\hat{\omega}_i\) that drives the worst case value. For a given \(\Gamma_i\), problem (AP) in Eq. (18) 
can be re-written as

\[
\begin{align*}
    \max_{\omega \in \mathcal{U}(\Gamma_i)} & \quad \sum_{t=0}^{T} \sum_{\ell \in \mathcal{L}} c_\ell \cdot o_\ell^t + \sum_{t=0}^{T} \sum_{n \in \mathcal{N}} \left[ h_n \cdot (x_n^t)^+ + p_n \cdot (x_n^t)^- + K_n \cdot 1_{u_n^t > 0} \right] \\
\text{s.t.} & \quad x_n^{t+1} = x_n^t + u_n^t - \sum_{k \in S_n} \omega_k^t, \quad \forall t, n, \\
& \quad u_n^t = \sum_{\ell \in \mathcal{L}_n} o_\ell^t, \quad \forall t, n, \\
& \quad u_n^t = S_n - x_n^t \text{ if } x_n^t \leq s_n, \text{ and } 0 \text{ otherwise} \quad \forall t, n.
\end{align*}
\]

Note that problem (AP) is a non-concave maximization problem and the optimal 
solution \(\hat{\omega}_i\) may not occur at a corner point of the uncertainty set \(\mathcal{U}(\Gamma_i)\). Furthermore, the structure of the ordering policy involves non-convex ordering constraints. 
By introducing auxiliary variables, we can formulate problem (AP) as a mixed integer 
optimization problem (MIO) which can be solved relatively efficiently using available 
optimization solvers.

**Decision Maker’s problem:** At each iteration of the algorithm, problem (DM) 
consists of finding the best base-stock policy, given a finite collection of demand 
realizations stored thus far. Specifically, for each index \(i \in \mathcal{I}\), we populate the set \(\hat{\mathcal{U}}_i\) 
with the optimal solutions \(\hat{\omega}_i\) that we obtain from solving the \(i\)th adversarial problem 
(AP) at each iteration of the algorithm. Mathematically, we formulate problem (DM) 
in Eq. (17) as
\[
\begin{align*}
\min_{(s, S)} & \quad \sum_{i \in \mathcal{I}} f_i \cdot q_i \\
\text{s.t.} & \quad q_i \geq C\left(s, S, \hat{\omega}^i\right), \quad \forall \hat{\omega}^i \in \hat{\mathcal{U}}^i, i \in \mathcal{I}
\end{align*}
\]

(20)

### 3.2 Computational results

We investigate the performance of our framework relative to simulation and examine the effect of the system’s parameters, i.e., time horizon, demand distribution and variability, and network size on the accuracy of our solutions. We consider five network topologies (see Fig. 1).

**Instance (1):** single installation ($|\mathcal{N}| = |\mathcal{S}| = 1$) with normal/lognormal distributed demand, mean $\mu = 100$, and standard deviation $\sigma = 30$.

**Instance (2):** three-installation network with a single sink node ($|\mathcal{N}| = 3, |\mathcal{S}| = 1$) with gamma/uniform distributed demand, mean $\mu_3 = 100$, and standard deviation $\sigma_3 = 30$ (unless otherwise specified).

**Instance (3):** three-installation network with two sink nodes ($|\mathcal{N}| = 3, |\mathcal{S}| = 2$) with demand mean $(\mu_2, \mu_3) = (100, 50)$, standard deviation $(\sigma_2, \sigma_3) = (30, 25)$, and two possible distributional inputs: (a) gamma distributed demand at both sinks, and (b) normal demand at sink 2 and lognormal demand at sink 3.

**Instance (4):** five-installation network with three sink nodes ($|\mathcal{N}| = 5, |\mathcal{S}| = 3$) with demand mean $(\mu_3, \mu_4, \mu_5) = (100, 50, 120)$, standard deviation $(\sigma_3, \sigma_4, \sigma_5) = (30, 25, 40)$, and two possible distributional inputs: (a) lognormal distributed demand at all sinks, and (b) normal, gamma and uniform distributed demand at sinks 3, 4, and 5, respectively.

**Instance (5):** nine-installation network ($|\mathcal{N}| = 9, |\mathcal{S}| = 4$) with the following demand mean $(\mu_5, \mu_7, \mu_8, \mu_9) = (100, 50, 120, 80)$ and standard deviation $(\sigma_5, \sigma_7, \sigma_8, \sigma_9) = (30, 25, 40, 80)$, and two possible distributional inputs: (a) uniform distributed demand at all sinks, and (b) normal, lognormal, gamma and uniform distributed demand at sinks 5, 7, 8, and 9, respectively (Fig. 2).

**Impact of time horizon**

We consider an instance with a single installation and assume that the fixed cost is zero. In this case, it is well-known that an order-up-to policy is optimal. This is a special case

![Fig. 2 Network topologies](https://example.com/fig2.png)
of the \((s, S)\) policy where \(s = S\), i.e., an order up to \(S\) is placed when the inventory position drops below \(S\). For some given value of \(S\), we (a) simulate the average total cost over \(T\) time periods using 10,000 simulation replications of normally distributed demand and report the simulated cost, and (b) approximate the average cost using our framework by applying Eq. (13) and report the approximated cost.

Figure 3 compares the simulated values to our approximations for various values of \(S\) for a single installation for (a) \(T = 1\), (b) \(T = 12\), and (c) \(T = 24\). Our approximation is closer to simulated values for larger time periods. This is expected given that our uncertainty set in Assumption 1(a) and our approximation of the choice of distribution for the variability parameter \(\Gamma\) rely on the accuracy of the central limit theorem. Furthermore, Fig. 3 shows that both simulation and approximation point to similar values of \(S\) that minimize the average cost. It is around the optimal order-up-to policy that our approximation yields results that are closest to simulation. The percent errors relative to the optimal simulated values are 19.2%, 6.5% and 4.4% for \(T = 1\), \(T = 12\) and \(T = 24\), respectively.

**Impact of demand variability**

We next compute the optimal base-stock policy \((\tilde{s}, \tilde{S})\) under our approach. We also evaluate the optimal policies \((\hat{s}, \hat{S})\) obtained via the traditional robust optimization approach [using Eq. (16)] for different values of \(\Gamma\). To evaluate the performance of policies \((\tilde{s}, \tilde{S})\) and \((\hat{s}, \hat{S})\) against policy \((\bar{s}, \bar{S})\), we compute the quantities depicted in Table 1.

![Fig. 3](image_url)

**Table 1** Solutions and associated costs of interest

| Framework                  | Optimal policy | Average cost          |
|----------------------------|----------------|-----------------------|
| Our base-stock approach    | \((\tilde{s}, \tilde{S})\) | \(\bar{C} = E_\omega[C(\tilde{s}, \tilde{S}, \omega)]\) |
| Robust base-stock approach†| \((\hat{s}, \hat{S})\)   | \(\hat{C} = E_\omega[C(\hat{s}, \hat{S}, \omega)]\) |
| Stochastic approach        | \((s, S)\)            | \(\bar{C} = E_\omega[C(s, S, \omega)]\) |

†Computed as a function of a given value of \(\Gamma\)
Percent errors associated with implementing the solutions given by our approximation and the robust optimization approach ($\Gamma = 2$ and $\Gamma = 3$) relative to the optimal stochastic solution. Errors are depicted for Instance (2) with demand mean $\mu = 100$, $T = 8$, while varying the demand standard deviation in the range of $[10, 100]$. Clockwise from the top left panel, we compare the performance to the stochastic instance with the demand at the sink node following a normal, lognormal distribution, gamma, and uniform distributions, respectively.

We report the relative errors with respect to the stochastic optimal cost as

$$\frac{\tilde{C} - C}{C} \times 100 \quad \text{and} \quad \frac{\hat{C} - C}{C} \times 100.$$ 

Note that the stochastic solution is computed via a sample-average approximation approach. To illustrate our results, we consider the example of Instance (2) with time horizon $T = 8$, demand mean $\mu = 100$. Figure 4 compares the percent relative errors obtained using our framework and the robust approach ($\Gamma = 2$ and $\Gamma = 3$) versus stochastic optimization for optimizing base-stock policies. Our approximation compares well with the stochastic solutions. The errors are generally negligible for lower values of $\sigma$ and tend to increase slightly for larger values of $\sigma$, though not exceeding 10%. The robust approach for $\Gamma = 2$ and $\Gamma = 3$ yield larger errors for all considered instances. Note that the effect of variability is more visible for lognormal and gamma distributed demand (see Fig. 4).

**Impact of network size**

Table 2 compares the performance of our approach in optimizing base-stock policies for Instances (2)–(5). The solution percent errors generally lie within 5%, suggesting that our approach yields solutions that perform well compared to the stochastic optimal solution for a variety of networks and demand distributions.
### Table 2  Errors (%) relative to the stochastic solution

| Instance | Demand | Base-stock solution percent error† |
|----------|--------|-----------------------------------|
|          |        | $T = 6$ | $T = 9$ | $T = 12$ |
| (2)      | G      | 2.28    | 2.83    | 2.05      |
|          | U      | 2.33    | 2.43    | 1.86      |
| (3)      | G      | 2.64    | 3.23    | 2.42      |
|          | N, L   | 3.44    | 9.38    | 2.16      |
| (4)      | L      | 2.79    | 3.37    | 4.72      |
|          | N, G, U| 2.41    | 2.94    | 4.32      |
| (5)      | U      | 2.07    | 1.77    | 1.43      |
|          | N, L, G, U | 2.05 | 1.81    | 1.33      |

† Convergence within 2% gap between the lower and upper bounds MIO gap of 2% and 120s time limit allowed for each MIO problem
‡ N, L, G, and U stand for normal, lognormal, gamma and uniform

### Fig. 5  Evolution of the lower (solid line) and upper (dotted line) bounds through the iterative algorithm.

(a)–(c) Correspond to Instance (4) with an $(s, S)$ policy and variable cost for $T = 6$, $T = 9$ and $T = 12$, respectively

### Table 3  Number of iterations and runtime (in s)

| Instance | $T = 6$ |        | $T = 9$ |        | $T = 12$ |        |
|----------|---------|--------|---------|--------|---------|--------|
|          | Iterations | Runtime | Iterations | Runtime | Iterations | Runtime |
| (2)      | 4       | 7.0    | 2       | 18.3   | 4       | 489.7  |
| (3)      | 3       | 7.2    | 3       | 75.5   | 3       | 448.9  |
| (4)      | 4       | 27.2   | 3       | 269.1  | 3       | 1112.7 |
| (5)      | 3       | 87.8   | 3       | 1185.7 | 3       | 1527.2 |

† Convergence to within 2% gap between the lower and upper bound

### Computational performance

Similarly to the observations made by Bienstock and Özbay [21], the iterative algorithm converges to good solutions within a few iterations. Figure 5 shows that, for instance (4) with time horizons ranging from $T = 6$ to $T = 12$, the algorithm converges to the solution within 4 iterations (Table 3).
4 Concluding remarks

In this paper, we presented a novel framework inspired by the robust optimization framework to analyze and optimize the expected performance of supply chain networks under uncertainty. Inspired by the probabilistic limit laws, we proposed to model randomness via polyhedral uncertainty sets whose size is controlled by a variability parameter. While the traditional robust approach fixes the value of the variability parameter, we treated it as a random variable. Consequently, we devised a methodology that leverages the robust optimization approach and approximates the expected performance via averaging the worst case values. We demonstrated the applicability of our methodology to study and optimize base-stock for complex supply chain networks. Our computations suggest that our approach obtained base-stock levels whose expected performance matches that of optimal base-stock levels obtained via stochastic optimization.
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