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Abstract

Without any specific way for imbalance data classification, artificial intelligence algorithm cannot recognize data from minority classes easily. In general, modifying the existing algorithm by assuming that the training data is imbalanced, is the only way to handle imbalance data. However, for a normal data handling, this way mostly produces a deficient result. In this research, we propose a class expert generative adversarial network (CE-GAN) as the solution for imbalance data classification. CE-GAN is a modification in deep learning algorithm architecture that does not have an assumption that the training data is imbalance data. Moreover, CE-GAN is designed to identify more detail about the character of each class before classification step. CE-GAN has been proved in this research to give a good performance for imbalance data classification.
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1. Introduction

Classification of imbalance data is one of a classic problem in the artificial intelligence area, especially for classification in machine learning. Imbalance data has been proved can decrease the performance of machine learning algorithm\textsuperscript{1}, where imbalance data means the total of data from each class is significantly different. The example of imbalance data can be seen in the works from Cenggoro et al.\textsuperscript{2,3}. The data from those researches shows that classes of an urban area is up to 62.45\% from the total area, while the class of an open area is only 0.02\% from the total area. Usually, machine learning algorithm cannot learn this kind of data, especially for minority classes because the information is covered by majority classes data. There are some researches in deep learning area that is trying to prevent classification in imbalance data\textsuperscript{4,5}. However, these researches still use algorithm that assumes the training dataset is imbalance. This assumption can decrease the performance of the algorithm if it is used for balance training dataset.

2. Related Works

Several works have been done to solve imbalance data problem in deep learning. Huang et al.\textsuperscript{4} handled imbalance data by integrating sampling process into Convolutional Neural Network (CNN)\textsuperscript{6}. The sampling process was done by dividing the data into several clusters, then a pair of data based on the determined condition was retrieved. These pairs of data were then inputted to the CNN. After this, the process was then repeated again from clustering until the model reaches the convergences. Yan et al.\textsuperscript{7} and Khan et al.\textsuperscript{5} handled imbalance data by modifying a CNN technique. Yan et al. modified it by combining bootstrapping and CNN while Khan et al. designed a cost function that is tailored to CNN characteristics to solve the same problem. In addition, there are several researches that explained how to handle imbalance data, even though their main focus was not specifically to deal with imbalance data. Wei et al.\textsuperscript{8} handled an imbalance data in object recognition by designing an image-cutting technique that is used as an additional training
data. George\textsuperscript{9} and Mostajabi et al.\textsuperscript{10} used cost-sensitive to handle imbalance data in scene-parsing. The technique that was used in these researches is designed only for the dataset that used in each research. Thus, it would be difficult to implement the technique for different dataset.

3. Proposed Method

3.1. Class Experts

Class Experts (CE) is a concept proposed by Cenggoro to overcome imbalance problem in deep learning\textsuperscript{11}. This concept utilizes a paradigm of arranging neural network layers in parallel, which each layer has been pretrained to recognize characteristic of a single class in the training data. These layers are pretrained with autoencoder-style algorithm. Cenggoro specifically use Variational Autoencoder in his work\textsuperscript{11}. After the pretraining, the weights are transferred to main neural network model and trained supervised like a normal classification task. Fig. 1 depicted the main model with parallel layers grouped as Class Experts Layer, which each module in this layer is pretrained using single-class dataset.

3.2. Class Experts Generative Adversarial Network

Different from the work of Cenggoro\textsuperscript{11}, we propose the use of Generative Adversarial Network (GAN)\textsuperscript{12} for pretraining algorithm instead of autoencoder-style algorithm. In contrast to autoencoder-style algorithm, GAN has more theoretical benefit to encode single-class characteristics useful for classification task. The most noticeable benefit of GAN for classification task is that it incorporates the use of discriminative model in its process. When trained with only single class, the GAN discriminative model can be viewed as a classifier that is able to tell whether input data is from the assigned class or not. In other words, this discriminative model encode distribution \( p(y|x) \), where \( y \) is the decision whether the input data \( x \) is from class \( i \) or not. This is contrast to autoencoder-style algorithm that encodes distribution \( p(x) \). Therefore, the weights of GAN discriminative model are more natural to be transferred to the main classifier model, which optimize distribution \( p(y|x) \), where \( y \) is the label to determine the class of input data \( x \) in multi-class setting. Fig. 2 illustrates the process of GAN pretrained weights transfer to main CNN model in the proposed algorithm. After the weight transfer, we can choose whether to keep the weight frozen or not during the finetuning phase. To the rest of this paper, we will call the proposed algorithm with frozen weights as frozen class expert generative adversarial network (FCE-GAN). For the counterpart with trainable weights, it will be called as class expert generative adversarial network (CE-GAN).

4. Experiment Setting

4.1. Data Preparation

The data used in this research is sliced from CelebA dataset\textsuperscript{13}. Specifically, only first five classes of CelebA dataset used in this research: 5 O’Clock Shadow, Arched Eyebrows, Attractive, Bags Under Eyes, ands Bald. The limitation of dataset used is necessary for the conciseness of balancing effect analysis in this research. The whole sliced dataset is then divided into training, validation, and testing sub-dataset, with the ratio of 6:2:2. The distribution of training sub-dataset is visualized in Fig. 3. From this figure, we can see that the training dataset is imbalance, with Attractive as the majority class and Bald as the most minority class.

4.2. Models in Comparison

In this research, performance of four models are compared: two proposed algorithms (CE-GAN CNN and FCE-GAN CNN) and two other algorithms from previous researches. The other two compared algorithm are Bootstrapping CNN\textsuperscript{7} and CosenCNN\textsuperscript{5}, which are CNN models designed to tackle imbalance problems. In addition, we also display the result from pure baseline CNN, which is explained in sub-chapter 4.3.
4.3. Model Configuration

The CNN used in all compared algorithms are based on a same CNN architecture, which is called as baseline CNN architecture in this paper. The objective of using this baseline CNN is to guarantee that the performance comparison is not affected by the different CNN capability used by each compared algorithm. The architecture used for the baseline CNN is taken from the discriminative CNN used in the GAN model, which is described in table 2. Layer 1 to 6 of the discriminative architecture is based on the reverse of layer 1 to 6 of the generative CNN architecture employed in the GAN model with a little adjustment so that discriminative CNN has same kernel size for all its convolution layer. The generative CNN architecture is described in table 1. The architecture of generative CNN is designed specifically to generate image with the size of 218x178, same as the original images size, from a randomly generated input vector with size of 1x100.

For a better performance, we employ several batch normalizations within the discriminative CNN architecture, noted as BN in table 1 and 2. Batch normalization has been proved to increase deep learning model performance.
We also use rectified linear unit (ReLU) activation functions for our CNN. ReLU has been proved to be able to boost the performance of CNN with deep layers\textsuperscript{15}.

The optimization method used for all compared models is Adam\textsuperscript{16}, which is already proven to be able to optimize deep learning model faster. The learning rate used is 0.001, as suggested by Kingma & Ba\textsuperscript{16}. To determine the number of consecutive layers used as class experts in the proposed models, a pre-experiment is run to see the validation accuracy of different number of layer in CE for CE GAN CNN in 5\textsuperscript{th} iteration. The result of this pre-experiment is tabularized in table 3. From this table, layer 3, 4, 5, and 6 give the best results when used in CE of the CE GAN CNN. Therefore, this CE architecture configuration is used for performance comparison of proposed models with other algorithms.

The optimization method used for all compared models is Adam\textsuperscript{16}, which is already proven to be able to optimize deep learning model faster. The learning rate used is 0.001, as suggested by Kingma & Ba\textsuperscript{16}. To determine the number of consecutive layers used as class experts in the proposed models, a pre-experiment is run to see the validation accuracy of different number of layer in CE for CE-GAN CNN in 5th iteration. The result of this pre-experiment is tabularized in table 3. From this table, layer 3, 4, 5, and 6 give the best results when used in CE of the CE-GAN CNN. Therefore, this CE architecture configuration is used for performance comparison of proposed models with other algorithms.

4.4. Analyzing Results

The metrics used to assess performance of all compared algorithms are classification accuracy and precision. Classification accuracy used to assess overall algorithm performance. Equation 1 shows the calculation of classification accuracy.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(1)

Where:

- TP = True Positive, the number of data that are correctly classified as a particular class
- TN = True Negative, the number of data that are correctly not classified as a particular class
- FP = False Positive, the number of data that are mistakenly classified as a particular class
- FN = False Negative, the number of data that are mistakenly not classified as a particular class
Table 1: Generator CNN Architecture

| #Layer | Layer Type         | Layer Description                          |
|--------|--------------------|---------------------------------------------|
| 1      | Deconvolution+BN+ReLU | Size $= 5\times 4\times 192$  
           |                                           | Stride $= 1$                              |
|        |                    | Padding Zero $= \text{No}$               |
|        |                    | Input Size $= 1\times 100\times 1$       |
|        |                    | Output Size $= 5\times 4\times 192$      |
| 2      | Deconvolution+BN+ReLU | Size $= 4\times 4\times 192$  
           |                                           | Stride $= 5$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 25\times 20\times 192$    |
| 3      | Deconvolution+BN+ReLU | Size $= 3\times 3\times 192$  
           |                                           | Stride $= 1$                              |
|        |                    | Padding Zero $= \text{No}$              |
|        |                    | Output Size $= 27\times 22\times 192$    |
| 4      | Deconvolution+BN+ReLU | Size $= 4\times 4\times 96$  
           |                                           | Stride $= 2$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 108\times 88\times 96$    |
| 5      | Deconvolution+BN+ReLU | Size $= 4\times 4\times 48$  
           |                                           | Stride $= 2$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 7\times 6\times 48$       |
| 6      | Deconvolution+BN+ReLU | Size $= 4\times 4\times 24$  
           |                                           | Stride $= 2$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 4\times 3\times 24$       |
| 7      | Deconvolution      | Size $= 4\times 4\times 3$  
           |                                           | Stride $= 1$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 218\times 178\times 3$    |

Table 2: Discriminator CNN Architecture

| #Layer | Layer Type         | Layer Description                          |
|--------|--------------------|---------------------------------------------|
| 1      | Convolution+ReLU   | Size $= 4\times 4\times 24$  
           |                                           | Stride $= 2$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Input Size $= 218\times 178\times 3$       |
|        |                    | Output Size $= 109\times 89\times 24$      |
| 2      | Convolution+BN+ReLU | Size $= 4\times 4\times 48$  
           |                                           | Stride $= 2$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 55\times 45\times 48$       |
| 3      | Convolution+BN+ReLU | Size $= 4\times 4\times 96$  
           |                                           | Stride $= 2$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 28\times 23\times 96$       |
| 4      | Convolution+BN+ReLU | Size $= 4\times 4\times 192$  
           |                                           | Stride $= 2$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 14\times 12\times 192$      |
| 5      | Convolution+BN+ReLU | Size $= 4\times 4\times 192$  
           |                                           | Stride $= 2$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 7\times 6\times 192$       |
| 6      | Convolution+BN+ReLU | Size $= 4\times 4\times 24$  
           |                                           | Stride $= 2$                              |
|        |                    | Padding Zero $= \text{Yes}$              |
|        |                    | Output Size $= 4\times 3\times 192$       |
| 7      | Convolution        | Size $= 4\times 4\times 3$  
           |                                           | Stride $= 1$                              |
|        |                    | Padding Zero $= \text{No}$              |
|        |                    | Output Size $= 3\times 2\times 1$         |
| 8      | Fully Connected + ReLU | #Neuron $= 200$  
           |                                           | Output Size $= 200\times 1$              |
| 9      | Fully Connected + Sigmoid | #Neuron $= 5$  
           |                                           | Output Size $= 5\times 1$                |

Table 3: Pre-Experiment Result on Determining Number of Layers Used as CE.

| Layers Used as CE | Validation Accuracy |
|-------------------|---------------------|
| 6                 | 75.59 %             |
| 5 and 6           | 75.59 %             |
| 4, 5, and 6       | 74.92 %             |
| 3, 4, 5, and 6    | **76.27 %**         |
| 2, 3, 4, 5, and 6 | 73.22 %             |

To assess the balancing effect of all compared algorithms, we consider the use of classification precision metric. Classification precision can be calculated using equation 2. By using precision, we can see the performance of each
algorithm in terms of correctly classify minority class (TP), without being shadowed by the sheer number of negative examples from minority class.

\[ \text{Precision} = \frac{TP}{TP + FP} \]  

5. Experiment Results and Analysis

The performance of all GAN pretrained models can bee seen by looking at the sample of generated images by the model in figure 4. We can see that the models generally able to catch unique features for each classes. For instance, all generated images in class 5 o’clock shadow, arched eyebrows, bags under eyes, and bald indeed has 5 o’clock shadow, arched eyebrow, bags under eyes, and baldness. While it would be difficult to see if model for subjective class such as attractive is able to catch desirable feature, we can still see that the model is able to generate reasonable face. It is important to make sure that the model can catch unique features of each class, as the idea of CE is to transfer these features to the classification model.
Table 4 shows classification accuracy performance of all compared algorithms. We can see that the best overall accuracy is achieved by CE-GAN CNN. The best classification accuracy of each class also performed by CE-GAN CNN, with the only exception for class Bags Under Eyes, which only 0.45% less than the best accuracy achieved by baseline CNN.

As previously discussed, it is necessary to see the performance of all compared algorithms using classification precision metric to analyze their balancing effect. These precision results are tabulated in table 5. We can see from this table that CE-GAN CNN has the best balancing effect among all compared algorithms. This can be seen from the fact that only CE-GAN CNN can increase all the precision of minority classes from baseline CNN. Not only that, CE-GAN CNN also able to increase the most majority class precision by 1.57%. Meanwhile, the other approach proposed in this paper, FCE-GAN, is not performing as expected. While it only differs from CE-GAN CNN in keeping the transferred weights fixed, the precision performance of FCE-GAN CNN is significantly lower than CE-GAN CNN. Its balancing effect even lower than CNN with bootstrapping, which can increase two of four minority classes precision.

### Table 4: Compared Algorithms Classification Accuracy Performance.

| Algorithm                  | 5 O’Clock Shadow | Arched Eyebrows | Attractive | Bags Under Eyes | Overall Accuracy |
|----------------------------|------------------|-----------------|------------|----------------|------------------|
| CNN with Bootstrapping     | 84.85            | 67.14           | 71.26      | 73.80          | 95.97            |
| CosenCNN                   | 86.43            | 67.95           | 72.60      | 75.39          | 97.13            |
| Baseline CNN               | 92.04            | 78.95           | 81.23      | 85.03          | 98.40            |
| CE-GAN CNN                 | **92.71**        | **78.98**       | **82.09**  | 84.58          | **98.56**        |
| FCE-GAN CNN                | 88.35            | 68.86           | 78.73      | 81.52          | 97.48            |

### Table 5: Compared Algorithms Classification Precision Performance.

| Algorithm                  | 5 O’Clock Shadow | Arched Eyebrows | Attractive | Bags Under Eyes | Overall Precision |
|----------------------------|------------------|-----------------|------------|----------------|------------------|
| CNN with Bootstrapping     | **82.30**        | 38.89           | 71.05      | 8.53           | 69.74            |
| CosenCNN                   | 9.18             | 48.52           | **89.81**  | 26.55          | 0.00             |
| Baseline CNN               | 50.10            | 73.44           | 84.08      | 73.40          | 69.50            |
| CE-GAN CNN                 | 65.20            | **76.00**       | 85.65      | **77.35**      | **77.78**        |
| FCE-GAN CNN                | 56.82            | 35.63           | 86.62      | 53.45          | 65.72            |

### 6. Conclusion

In this paper, we demonstrate the benefits of using CE paradigm and GAN pretraining in countering imbalance data problem in CNN. The utilization of CE is able not only to give a better balancing precision, but also to increase the overall accuracy of standard CNN. The balancing effect of given by CE is also better than other compared algorithm in this paper. However, to achieve these benefits, the transferred weights from pretrained GAN model need to be allowed to change as the main CNN model learn supervisedly.

We might notice that the type of GAN employed in this research is the original GAN. There has been several type of GANs that modify the original GAN and successfully improve its performance. Therefore, it would be interesting to see the effect of using CE concept with other type of GANs.
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