Quantum electrodynamics of ultra-intense laser-matter interactions
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Intense laser-matter interactions are at the center of interest in research and technology since the development of high power lasers. They have been widely used for fundamental studies in atomic, molecular, and optical physics, and they are at the core of attosecond physics and ultrafast opto-electronics. Although the majority of these studies have been successfully described using classical electromagnetic fields, recent investigations based on fully quantized approaches have shown that intense laser-atom interactions can be used for the generation of controllable high-photon-number entangled coherent states and coherent state superposition. In this tutorial, we provide a comprehensive fully quantized description of intense laser-atom interactions. We elaborate on the processes of high-harmonic generation, above-threshold-ionization, and we discuss new phenomena that cannot be revealed within the context of semi-classical theories. We provide the description for conditioning the light field on different electronic processes, and their consequences for quantum state engineering of light. Finally, we discuss the extension of the approach to more complex materials, and the impact to quantum technologies for a new photonic platform composed by the symbiosis of attosecond physics and quantum information science.
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I. INTRODUCTION

A. Quantum optics and super intense laser atom interaction physics

There were two instances that gave rise to the birth of quantum optics: the invention of the laser (and earlier maser) (cf. [1] and references therein), and the formulation of the quantum theory of optical coherence by Roy Glauber and George Sudarshan (cf. [2–4]). At the time of its infancy, and also much later, quantum optics was considered to be “an applied Quantum Electrodynamics (QED)” (see for instance [5]). From the perspective of atomic-molecular and optical (AMO) physics, QED concerns itself with very advanced, and precise perturbation theory calculations of various quantities relevant for spectroscopic measurements (cf. [6–8]). Quantum optics, on the other hand, focused for many years on single or few body phenomena, trying to understand non-perturbative aspects of atom-light interaction (for a recent overview see [9]).

One of the areas of quantum optics that aimed at exploring non-perturbative effects was the so-called strong laser fields physics, sometimes termed as super intense laser atom interaction physics (SILAP). The history of this area is well illustrated in the collection of essays on the relevant subjects in the Handbook [10]. At the beginning there was light, but then there were photons. The lasers were strong, but not strong enough, so they were mainly used to generate multi-photon resonant, and then non-resonant processes such as absorption, ionization or very sophisticated high order perturbation theory.

With the advent of stronger and stronger lasers, came the revolution. The multiphoton processes became non-accessible to even very high-order perturbation theory. The key strong-field non-perturbative processes are depicted in Fig. 1, which includes above-threshold ionization (ATI), also termed strong field ionization; high-harmonic generation (HHG), where the photoelectron laser driven recombination leads to the emission of a high energy photon; and non-sequential double ionization (NSDI), in-which the photoelectron laser-driven recombination leads to the ionization of a second electron. The history of these events is well described in the recent review on the Strong Field Approximation (SFA) [11], and in several reviews on the subject, which started with the observations of non-perturbative plateaus in ATI [12–14], together with non-perturbative plateaus and cutoff in HHG [15–17], or multi-electron ionization, in particular NSDI (cf. [18–22]). Nowadays, this physics extends from atomic targets [17], to molecules (cf. [23–26]), atomic clusters (cf. [27–29]), solids (cf. [30]), 2D (topological) materials (cf. [31,32]), and much more. The theoretical methods of this era forgot about QED, and describe the strong laser fields entirely classically. Independently of the process of interest, various theoretical approaches may be used, but all of them assume only the classical nature of the driving laser fields and neglect their quantum fluctuations\(^1\).

B. SILAP - theoretical approaches

Below we list the most important theory approaches to the three most relevant processes of SILAP, each of which is pictorially represented in Fig. 1:

- **High Harmonic Generation - simple atoms.** For simple atoms, that is, for instance, hydrogen or noble gases, the single atom response may be calculated using the time-dependent Schrödinger equation in the single active electron (SAE) approximation; it works usually perfectly. Going beyond SAE is rarely necessary, but may be achieved using the Time-Dependent Hartree-Fock (TDHF) approach [35, 36], the Time-Dependent Density Functional method [37, 38], or quantum chemistry methods such as the Time-Dependent

\(^1\) Classical random fluctuation of the laser fields, such as the phase or amplitude fluctuations, obviously, were already considered both in multiphoton physics and in SILAP [10, 33, 34].
FIG. 1. Depiction of the key quasi-classical strong field processes, along with the quantum states of light and matter. (a) High harmonic generation (HHG), (b) above-threshold ionization (ATI), (c) high-order above-threshold ionization (HATI), (d) non-sequential double ionization (NSDI). The states of the driving field mode before and after interaction are given by $|\alpha_L\rangle$ and $|\alpha_L + \chi_L\rangle$, respectively. High-order harmonic modes, due to HHG, are given by $|\chi_q\rangle$. The initial and final electronic states are given by $|g_\alpha\rangle$ and $|v_\alpha\rangle$.

configuration-interaction method [39, 40]. Unfortunately, the full description of the HHG process, requires also taking into account propagation effects (cf. [17]). That makes often the use of the Time-Dependent Schrödinger Equation (TDSE) too demanding, leaving as the reasonable alternative the SFA [11]. The SFA, combined with propagation codes solving classical Maxwell equations, gives usually very satisfactory results. Of course, there are more approaches one can use at the single atom level: i) for longer pulses one can use the Floquet or $R$-matrix theory (cf. [41]); ii) for short, intense pulses the ultimate description belongs to the TDSE; iii) in some regimes of parameters, even more “brutal” than the SFA, classical (truncated Wigner) methods can be useful (cf. [42–44]).

- **High Harmonic Generation - complex targets.** For more complex atoms (with non-negligible electronic correlations) or molecules, the SFA seems to be the only method, although Floquet methods and $R$-matrix work reasonable well for long laser pulses. The situation changes when we go to solids and truly many body systems. In the weakly correlated cases one can apply the semiconductor Bloch equations [30, 45], or a little more flexible Wannier-Bloch approach [46]. But, in the case of strongly correlated systems, more sophisticated approaches must be used: from Density Functional Theory (DFT), through exact diagonalization for small systems (cf. [47–49]), to more advanced mean field theories like the generalized Time-Dependent Pairing Theory (TDPT) (cf. [50]), Dynamical Mean Field Theory (DMFT) [51–53], or slave bosons theories [54] in a time dependent version.

- **Above Threshold ionization - simple atoms.** For single targets, the same methods as mentioned above can be used [55, 56]. While propagation effects are not relevant here as the output in this case are photoelectrons, ponderomotive effects and averaging over the spatial intensity profile of the laser pulse are, however, extremely relevant.

- **Above Threshold ionization - complex targets.** Obviously, this is particularly challenging, even if the multielectron effects play no role. The high energy parts of ATI spectra come from rescattering processes which are possible, but technically hard, to describe with the SFA [57–61]. Again, the ponderomotive effect and averaging over spatial intensity profile of the laser pulse should be taken into account [62].

- **Sequential and non-sequential double ionization.** For simple two electron systems (Helium [63–66]), 1D two-electron models [67–70], or quasi-3D models [71, 72]), one can use the TDSE approach in various “flavours”. The quasi-3D approach can be even generalized to 3-electron systems [73]. Otherwise, we can only apply approximate methods, such as the SFA, see e.g. Ref. [74].

C. SILAP and QED

All of these approaches are amazingly impressive and have led to a tremendous amount of important results, but all of them neglect the genuine QED nature of light. Recently, this orthodox paradigm seem to be more and more often questioned. For instance, some of the early papers with “QED” flavour, treated laser field in a QED manner to develop a frequency domain theory for HHG, ATI and NSDI, which later they used to describe X-ray pulse in assisted HHG/NSDI [75–78].
More recently, a new line of research was initiated by P. Tzallas and his collaborators, combining quantum optics methods with SILAP. In their two pioneering papers, they observed quantum optical signatures in strong-field laser physics by looking at the infrared photon counting in HHG [79]. In the subsequent paper [80], high-order harmonics were measured by the photon statistics of the infrared driving-field exiting the atomic medium. These ideas stimulated other groups to look on QED aspects of SILAP in a more detailed way. I. Kaminer with his collaborators discussed the quantum-optical nature of HHG [81] (see also [82]). They present a fully-quantum theory of extreme nonlinear optics, predicting quantum effects that alter both the spectrum and photon statistics of HHG. In particular, they predict the emission of shifted frequency combs and identify spectral features arising from the breakdown of the dipole approximation for the emission. Each frequency component of HHG can be bunched and squeezed, and each emitted photon is a superposition of all frequencies in the spectrum, i.e. each photon is a comb. G. Paulus et al. looked at the photon counting of extreme ultraviolet high harmonics using a superconducting nanowire single-photon detector [83]. In a series of papers, S. Varro’s group studied the quantum optical aspects of HHG [84], developing quantum optical models [85], and a quantum-optical description of photon statistics and cross correlation [86].

Our approach followed the earlier ideas of the Crete group, and focused on the experiments in which quantum electrodynamical properties of the driving laser field were observed upon a) conditioning on HHG, and b) coherent diminution of the amplitudes of the light field, allowing for the final reconstruction of the Wigner function of the laser mode using quantum tomography. Our results, and their possible implications for applications in quantum information (QI) and quantum technologies (QT), were described in a series of papers [87–92]. The culmination of this approach was the observation of a massive optical Schrödinger “cat” state of the fundamental laser mode, conditioned on the HHG process.

D. Motivation and goals of this paper

The main motivation and goals of the present manuscript are:

- We will provide a full detailed theoretical quantum electrodynamical (QED) formulation of the quantum optics of intense laser-atom interactions. In particular, we describe the processes of High Harmonic Generation (HHG) and Above Threshold Ionization (ATI), and characterize their back-action on the coherent state of the driving laser field. Furthermore, we show how quantum operations (conditioning measurements) on HHG and ATI can lead to coherent state superpositions with controllable quantum features. Such Schrödinger “cat” or “kitten” states offer, in principle, fascinating possibilities for applications in QTs.

- We will discuss what are the experimental conditions needed to control the quantum features of the light state after HHG and ATI. In particular, we show how it is possible to switch the quantum character of the generated Schrödinger optical “cat” states to “kitten” states, and how new observables, e.g. the photon number, inherit information about the quantum nature of the laser-matter interaction processes. Finally, we show the conditions under which the generation of high-photon number optical “cat” states is possible.

All of this material will be presented in a didactic form. We believe that our tutorial will contribute to the more complete understanding of the strong-field matter processes from a full quantum electrodynamical viewpoint, and to the development of new methods that naturally lead to the creation of massive superpositions and massive entangled states, such as high photon number coherent state superpositions with controllable quantum features. Generating, certifying, and applying such states could greatly advance quantum technology.

We attempt, toutes proportions gardées, to shape our tutorial inspired by the best of the best: C. Cohen-Tannoudji’s books [93, 94], or the reference paper on quantum optics of dielectric media [95]. Therefore, we first formulate a complete QED theory, including: general description of dynamics, starting from the minimal coupling $p \cdot A$ ("velocity gauge") Hamiltonian, and discussing cutoff issues. We then discuss carefully going to the $d \cdot E$ ("length gauge") description, considering also the divergent role of the $x^2$ term, and introducing the dipole approximation for one atom.

We formulate the problem by assuming as initial state the coherent state of the modes, contributing to the fundamental laser pulse, and vacuum otherwise. We employ various unitary transformations by going to the interaction picture with respect to the free-field Hamiltonian, shifting away the initial coherent state of the driving laser, and finally moving to the interaction picture with respect to the semi-classical Hamiltonian. We pay a lot of attention to the conditioning idea and its “advantages”: conditioning is here the basic, natural tool that allows generation of quantum correlated states.

The presentation is therefore quite technical, but we hope it will be indeed useful for newcomers to the area: it will allow them to understand the basics of the theory and the known results, and, more importantly, the essence of the future challenges and questions to be studied and tackled.

The plan of this tutorial is thus as follows

- Section I is an introduction, discussing the state of the art, motivations and objectives.

- Section II contains the preliminaries, and in particular provides a brief introduction to QED.
II. PRELIMINARIES

A. Electromagnetic field operator and Hamiltonian

To derive the microscopic response of the matter to the optical field, and the respective change of the electromagnetic (EM) field quantities, we consider the following Hamiltonian \[ H = H_f + H_{A+f}, \] (1)
where the free field Hamiltonian \( H_f \) consists of the transverse part of the electromagnetic field

\[ H_f = \frac{1}{2} \int d^3r \left\{ \frac{1}{\epsilon_0} \Pi^2(r) + \frac{1}{\mu_0} |\nabla \times A(r)|^2 \right\}. \] (2)

The dynamical field variables are given by the vector potential \( A(r) \), and the canonical conjugate field momentum \( \Pi(r) = \epsilon_0 \partial_r A(r, t) \), with the corresponding commutation relation given by \( [A_m(r), \Pi_n(r')] = i\hbar \delta_{mn} \delta(r-r') \), where \( \delta_{mn} \delta(r-r') \) is the transverse \( \delta \)-function (see Appendix A for details). We will use the common procedure of expressing the dynamical variables in a plane wave expansion

\[ A(r) = \sum_{\mu} \int d^3k \left[ \frac{\hbar}{2\epsilon_0 c k(2\pi)^3} g(k) \epsilon_{k\mu} a^\dagger_{k\mu} e^{i k \cdot r} + \text{h.c.} \right], \] (3)

where \( \epsilon_{k\mu} \) is the polarization vector for the field mode \( k = (k_x, k_y, k_z)^T \) in the polarization mode \( \mu \). We introduced here a regularizing factor \( g(k) \), describing the cut-off of the matter-field coupling at high frequencies/high

momenta (see Remark 1 below). The bosonic creation and annihilation operators \( a_{k\mu}^{\dagger} \) obey the commutation relation

\[ [a_{k\mu}, a^\dagger_{k'\nu}] = \delta_{\mu\nu} \delta(k-k'). \] (4)

Note that we have used the Coulomb gauge \( \nabla \cdot A = 0 \) in which \( \epsilon_{k\mu} \perp k \). The canonical conjugate momentum field is given by

\[ \Pi(r) = -i \sum_{\mu} \int d^3k \frac{\hbar \epsilon_0 c k}{2(2\pi)^3} g(k) \epsilon_{k\mu} a_{k\mu} e^{ik \cdot r} + \text{h.c.}, \] (5)

such that we can express the free field Hamiltonian (2) in the form

\[ H_f = \sum_{\mu} \int d^3k \hbar \omega_k \left( a_{k\mu}^{\dagger} a_{k\mu} + \frac{1}{2} \right), \] (6)

with frequency \( \omega_k = c |k| \) of mode \( k \).

B. Coherent states of light and their superposition

From a classical perspective, the EM field generated by a laser source is often described as a wave with a well-defined amplitude and phase. However, in the quantum theory of radiation the amplitude and the phase are conjugate variables, and can therefore not be determined with arbitrary accuracy in the same experiment. The state for which the product of the variances of those two quantities reaches the lower limit, and therefore provides the optimal description of the classical field, are given by coherent states of light

\[ |\alpha\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle, \] (7)

which is a coherent superposition of Fock states \( |n\rangle \), with \( \alpha \in \mathbb{C} \) the coherent state amplitude. Coherent states of light are said to be classical states of light, and their properties can be described by classical EM theory.

In order to provide physical intuition on how coherent states are generated, we consider the most basic example of a light source which is that of a classical charge described by the current \( J(r, t) \in \mathbb{R}^3 \) [97]. The charge current couples to the EM field via the vector potential, given by the operator \( A(r) \) in (3). The Schrödinger equation describing the dynamics of the state of the EM field is

\[ i\hbar \frac{d}{dt} |\phi(t)\rangle = \int d^3r J(r, t) \cdot A(r, t) |\phi(t)\rangle, \] (8)
with the solution given by

$$\phi(t) = T \exp \left\{ -i \frac{\mathbf{p}_0}{\hbar} \int_{t_0}^{t} dt' \int d^3 r \mathbf{J}(r, t') \cdot \mathbf{A}(r, t') \right\} \phi(t_0)$$

$$= \prod_{k \mu} e^{i \phi_{k \mu}} \exp \left[ \alpha_{k \mu}(t)t_{k \mu} - \alpha_{k \mu}^*(t)t_{k \mu}^* \right] \phi(t_0),$$  

(9)

with the initial state of the EM field \(\phi(t_0)\). Thus, the coupling of the charge current to the EM field induces a shift of the initial state via the displacement operator

$$D(\alpha_{k \mu}) = \exp \left[ \alpha_{k \mu}^d t_{k \mu}^d - \alpha_{k \mu} t_{k \mu} \right].$$  

(10)

This operator shifts each mode of the initial state by a quantity \(\alpha_{k \mu}(t)\) given by

$$\alpha_{k \mu}(t) = \frac{i}{\hbar} \bar{g}(k) \int_{t_0}^{t} dt' \int d^3 r \mathbf{J}(r, t) \cdot \epsilon_{k \mu} e^{-i \omega_k t + i k \cdot r},$$

(11)

which corresponds to the Fourier transform of the classical charge current. Thus, up to a global phase, we can define the coherent state of light in the mode \(k \mu\) when the displacement operator is acting on the initial vacuum state

$$|\alpha_{k \mu}\rangle = \exp \left[ \alpha_{k \mu}(t)t_{k \mu} - \alpha_{k \mu}^*(t)t_{k \mu}^* \right] |0_{k \mu}\rangle,$$

(12)

which are eigenstates of the annihilation operator \(a_{k \mu} |\alpha_{k \mu}\rangle = \alpha_{k \mu} |\alpha_{k \mu}\rangle\). Hence, the oscillation of a classical charge current generates states of light that satisfy the lower bound in the uncertainty relation between the field amplitude and phase. Furthermore, this uncertainty keeps saturated during their free-field evolution, that is, these states do not decohere when they freely propagate.

For the reasons stated before, coherent states are said to be classical states, since their properties can be recovered by the classical EM theory. However, despite the fact that coherent states are classical states of light, the superposition of two different coherent states can exhibit genuine quantum features without a classical counterpart [98]. The generic form of a coherent state superposition (CSS) in a single field mode reads

$$|\phi\rangle = \sum_i a_i |\alpha_i\rangle.$$  

(13)

One of the most well-known examples of CSS are the so-called Schrödinger cat states [98], which consist of the superposition of two macroscopically distinguishable coherent states. The superposition of coherent states can lead to highly non-classical features which can be witnessed in different ways, e.g., by means of negativities in their Wigner function representation [99, 100]. Furthermore, these states can be combined with linear optical elements such as beam splitters [101] to generate entangled coherent states [102], which are useful in many different applications of quantum information science [103] such as quantum communications [104], quantum computation [105, 106] and quantum metrology [107].

In the context of the present paper, we are mainly interested in generating non-classical field states in the fundamental driving laser mode, and therefore compute the backaction on this mode due to the interaction with a gas medium. To measure the change of the driving laser mode, we will consider the photon number probability distribution of coherent states and their superposition. The probability distribution of finding \(n\) photons in a coherent state with amplitude \(\alpha\) is Poissonian

$$P(n) = |\langle n |\alpha\rangle|^2 = e^{-|\alpha|^2} \frac{|\alpha|^{2n}}{n!},$$

(14)

where the mean \(\langle n \rangle = \langle |\alpha|^2 a^d a |\alpha\rangle = |\alpha|^2\) and the variance \((\Delta n)^2 = |\alpha|^2\) are equal. A photon distribution is shown in Fig. 2(a) for \(\alpha = 7.95\) (red dashed curve) and 8.73 (black solid curve). Both distributions show a maximum peak at the mean photon value of the distribution, \(\langle n \rangle \approx 63.2\) and \(\langle n \rangle \approx 76.2\), respectively. On the other hand, for the coherent state superposition presented in (13) the photon number probability distribution is given by

$$P(n) = \left| \sum_i a_i e^{-|\alpha_i|^2/2} \frac{(\alpha_i)^n}{\sqrt{n!}} \right|^2,$$

(15)

which is not a Poissonian distribution anymore due to the interference between the different coherent states \(|\alpha_i\rangle\). In Fig. 2(b), we show the obtained probability distribution of a superposition of three coherent states of the form \(|\phi\rangle = a_1 |7\rangle + a_2 |9\rangle + a_3 |10\rangle\), when considering different relative phases of the corresponding probability amplitudes \(a_i\). In particular, the mean photon number of
the two distributions that are shown coincide with the ones considered for the coherent states in Fig. 2(a). Yet, the distributions are very different as in for the coherent state superposition, and we observe a multipole structure. The main differences between the black solid line and the red dashed curve in (b) lies in the relative phase of the $|9\rangle$ Fock state as it differs in $\pi$ from one case to the other. Depending on this relative phase, we either get a multipole probability distribution, or a situation where two of the peaks are very close to each other and are indistinguishable.

III. INTENSE LASER-MATTER INTERACTION

A. Minimal coupling Hamiltonian - the velocity gauge

The primary goal of the present tutorial is to describe the dynamics of many particles in gas phase in strong laser fields, taking into account the full quantum electrodynamic nature of the intense driving laser field. We shall consider $N$ atoms/molecules located at $R_\alpha$, $\alpha = 1, \ldots, N$ in the single active electron (SAE) approximation. The Hamiltonian $H_{A+f}$ in (1) describes the coupling of the collection of charges in the SAE approximation with the EM field. It is given by the minimal-coupling Hamiltonian describing the interaction of an electron of mass $m$ and charge $q = -e$ with the EM field [93, 94, 96]

$$H_{A+f} = \sum_\alpha \left[ \frac{p_\alpha - qA(r_\alpha)}{2m} \right]^2 + V_{at}(r_\alpha, R_\alpha), \quad (16)$$

where $p_\alpha = m\dot{r}_\alpha + qA(r_\alpha)$ is the canonical conjugate momentum of the electron with coordinate $r_\alpha$, which obey $[r_i, p_{\alpha j}] = i\hbar\delta_{\alpha i}\delta_{ij}$, and $V_{at}(r_\alpha, R_\alpha)$ is the effective potential felt by the single active electron (see Remark 2 below).

The total Hamiltonian is then of the following form

$$H = \frac{1}{2} \int d^3r \left\{ \frac{1}{\epsilon_0} \Pi^2(r) + \frac{1}{\mu_0} |\nabla \times A(r)|^2 \right\} + \sum_\alpha \left[ \left[ p_\alpha + eA(R_\alpha) \right]^2 \right] + V_{at}(r_\alpha, R_\alpha), \quad (17)$$

and will be used for the transformation to the length gauge. Furthermore, at this point we present some remarks that need to be taken into account in the present description:

Remark 1. Note that we are considering here a non-relativistic theory of electrons interacting with the quantum EM field. Moreover, we consider the dipole approximation. Obviously, the considered model is ultraviolet divergent. This divergence has no physical meaning, and is related partially to the incorrect treatment of large wave-vectors in the dipole approximation. It cannot be removed by a satisfactory renormalization procedure, which leads to non-physical run-away solutions [108, 109]. Instead, we introduce a form factor tempering the coupling for high frequencies, just as the $e^{ikr}$ term does. Following [110, 111], we take the form factor

$$g(k) = \frac{\Gamma}{\sqrt{k^2 + \mu^2}}, \quad (18)$$

where the cut-off parameter $\Gamma$ is much larger than the laser frequency, and is of the order of $\Gamma \approx d^{-1}$, where $d$ is equal to the characteristic amplitude of the electronic oscillations. With such a choice, the atomic lifetime remains finite, while the frequency (Lamb) shift is linearly divergent as $\Gamma \to \infty$.

Remark 2. The effective potential $V_{at}(r_\alpha, R_\alpha)$ felt by the single active electron in a given atom/molecule centered at $R_\alpha$, and for neutral atoms, has a long range tail corresponding to the Coulomb interaction between the charges, related to the parallel component of the electric field. For any specific atom/molecule, with exception of atomic hydrogen, it has to be calculated carefully using advanced Hartree-Fock methods [112, 113].

B. Transformation to the length gauge

In the following we are interested in localized systems, e.g., atoms or molecules, which are located at a position $R_\alpha$. Moreover, for the moment we only consider systems within the SAE approximation. Since we are dealing with localized atomic or molecular systems, in which a single active bound electron is driven by the intense laser field, we further use that the induced polarization is due to the displacement of electrons with charge $e$, and we can define the polarization via

$$\nabla \cdot P(r) = e \sum_\alpha \delta(r - r_\alpha). \quad (19)$$

To describe the interaction of intense laser fields with matter, we transform the Hamiltonian (17) into a more convenient form, in which the dipole moment of the electrons

$$d = \sum_\alpha q_\alpha r_\alpha = -e \sum_\alpha r_\alpha \quad (20)$$

is coupled to the electric field $E(r)$. We will therefore first obtain a multipolar-coupling Hamiltonian by performing a unitary transformation followed by the dipole approximation.

1. Power-Zienau-Woolley transformation

The unitary transformation which turns the minimal-coupling Hamiltonian (17) into the multipolar-coupling
is given by the Power-Zienau-Woolley (PZW) transformation [93, 94, 96]

\[ T \equiv \exp \left\{ \frac{i}{\hbar} \int d^3 r \mathbf{P}(r) \cdot \mathbf{A}(r) \right\}, \quad (21) \]

where the atomic polarization \( \mathbf{P}(r) \) given by

\[ \mathbf{P}(r) = -e \sum_{\alpha} \int_0^1 ds (r_\alpha - \mathbf{R}_\alpha) \times \delta (\mathbf{r} - \mathbf{R}_\alpha - s (r_\alpha - \mathbf{R}_\alpha)), \quad (22) \]

solves (19). The PZW transformation obviously leaves both the vector potential \( \mathbf{A}(r) = T \mathbf{A}(r) T^\dagger = \mathbf{A}(r) \) and the electron coordinates \( r_\alpha = T r_\alpha T^\dagger = r_\alpha \) invariant. However, the canonical conjugate field momentum \( \mathbf{p}_\alpha \) transform according to

\[ \mathbf{p}'_\alpha = T \mathbf{p}_\alpha T^\dagger = \mathbf{p}_\alpha + e \mathbf{A}(r_\alpha) \]

\[ = -e \int_0^1 ds s (r_\alpha - \mathbf{R}_\alpha) \times \left\{ \nabla \times \mathbf{A}(\mathbf{R}_\alpha + s (r_\alpha - \mathbf{R}_\alpha)) \right\}, \quad (24) \]

where \( \mathbf{P}_\perp(r) \) is the transverse part of the polarization \( \mathbf{P}(r) \). We can now express the minimal-coupling Hamiltonian (17) in terms of the new dynamical variables from (23), (24), and we obtain the multipolar-coupling Hamiltonian \( H' = THT^\dagger \) (see Appendix B). In this multipolar Hamiltonian we will only consider the term in which the transverse displacement field \( \Pi'(r) = -[\epsilon_0 \mathbf{E}_\perp(r) + \mathbf{P}_\perp(r)] \) is coupled to the atomic polarization \( \mathbf{P}(r) \). The terms describing the interaction of the paramagnetic magnetization with the magnetic induction field \( \mathbf{B}(r) = \nabla \times \mathbf{A}(r) \), and the diamagnetic energy of the system, which is quadratic in the magnetic induction field, respectively, will be neglected in the following when performing the dipole approximation.

2. Dipole approximation

Since we are considering electrons which are bound by the Coulomb potential \( V_C \) to the atomic core at position \( \mathbf{R}_\alpha \), we can expand the field variables in powers of \( r_\alpha - \mathbf{R}_\alpha \). Within the electric dipole approximation, we only keep the zeroth-order term, such that the vector potential \( \mathbf{A}(\mathbf{R}_\alpha) \) and the canonical conjugate momentum field \( \Pi(\mathbf{R}_\alpha) \) are evaluated at the atomic position \( \mathbf{R}_\alpha \). Therefore, the interaction Hamiltonian \( H'_{\text{int}} \) in the multipolar form simplifies significantly. Since the vector potential loses its spatial dependence in the electric dipole approximation, the last two terms in (B5) vanish due to \( \nabla r_\alpha \times \mathbf{A}(\mathbf{R}_\alpha) = 0 \). Furthermore, the canonical momentum field is evaluated at the atomic position \( \mathbf{R}_\alpha \), and we have

\[ H'_{\text{int}} = -\mathbf{d} \cdot \mathbf{E}_\perp = e \sum_{\alpha} \mathbf{r}_\alpha \cdot \mathbf{E}_\perp(\mathbf{R}_\alpha), \quad (25) \]

where \( \mathbf{d} = -e \sum_{\alpha} \mathbf{r}_\alpha \) is the electric dipole moment for global neutral systems. Now, the total Hamiltonian after the unitary PZW transformation within the dipole approximation has the following form

\[ H' = \sum_{\mu} \int d^3 k \hbar \omega_k \left( a_{k\mu}^\dagger a_{k\mu} + \frac{1}{2} \right) \]

\[ + \sum_{\alpha} \frac{\mathbf{P}_\alpha^2}{2m} + V_{\text{at}}(\mathbf{r}_\alpha, \mathbf{R}_\alpha) \quad (26) \]

\[ + e \sum_{\alpha} \mathbf{r}_\alpha \cdot \mathbf{E}_\perp(\mathbf{R}_\alpha) + \frac{1}{2 \epsilon_0} \int d^3 r \mathbf{P}_\perp^2(r). \]

3. Renormalization of polarization self-energy

The last term of (26) is, in our non-relativistic theory, and within the dipole approximation, strictly speaking infinite. If we use the large momentum cutoff, it becomes regularized, but gives rise to non-physical quadratic contribution to the electronic potential. We thus “renormalize” this term as above, including it into the effective potential \( V_{\text{at}}(\mathbf{r}_\alpha, \mathbf{R}_\alpha) \). The final Hamiltonian in the dipole approximation (sometimes known as length gauge) reads

\[ H_{\text{dip}} = \sum_{\mu} \int d^3 k \hbar \omega_k \left( a_{k\mu}^\dagger a_{k\mu} + \frac{1}{2} \right) \quad (27) \]

\[ + \sum_{\alpha} \left[ \frac{\mathbf{P}_\alpha^2}{2m} + \tilde{V}_{\text{at}}(\mathbf{r}_\alpha, \mathbf{R}_\alpha) + e \mathbf{r}_\alpha \cdot \mathbf{E}_\perp(\mathbf{R}_\alpha) \right]. \]

This Hamiltonian will provide the starting point for the further discussion.

C. Dynamical evolution

In this section we obtain the dynamical evolution of the EM field. We therefore solve the time-dependent Schrödinger equation (TDSE) [87, 89]

\[ i \hbar \frac{d}{dt} |\psi(t)\rangle = H_{\text{dip}} |\psi(t)\rangle, \quad (28) \]

with the Hamiltonian of (27). To describe intense laser-matter interactions, we assume that the electrons are initially in the ground state \( |\alpha_{\text{kin}}\rangle \), and that the EM field is in a coherent state, describing the laser pulse, characterized by a coherent state \( |\alpha_{\text{kin}}\rangle \). The spectral profile, and wavevector of the laser pulse are centered around \( \omega_L \) and \( k_L \), respectively, and the field is in the polarization mode \( \mu \). All higher frequency modes (i.e. in particular
solves the following Schrödinger equation

$$i\hbar \frac{d}{dt} |\psi(t)\rangle = \sum_{\alpha} \left[ \frac{p_\alpha^2}{2m_\alpha} + \tilde{V}_\alpha(r_\alpha, R_\alpha) + e r_\alpha \cdot E_{cl}(t, R_\alpha) \right] |\psi(t)\rangle,$$

where the time-dependent electric field operator is now given by

$$E_{cl}(t, R_\alpha) = \sum_{\mu} \int d^3k \tilde{g}(k) \epsilon_{k\mu} \left[ a_{k\mu} e^{-i\omega_k t + i\mathbf{k} \cdot \mathbf{R}_\alpha} - a_{k\mu}^* e^{i\omega_k t - i\mathbf{k} \cdot \mathbf{R}_\alpha} \right].$$

To separate the contribution of the classical electric field from the quantum corrections associated to it, we perform a unitary transformation that shifts the initial coherent state of the field, $|\alpha_{k_0}\rangle$, to the vacuum state. This is performed by applying the displacement operators $D^\dagger(\alpha_k) = D(-\alpha_k)$, such that the new state $|\tilde{\psi}(t)\rangle = \bigotimes_{k,\mu} D^\dagger(\alpha_{k_\mu}, \mu) D(\alpha_{k_\mu}, \mu) |\psi(t)\rangle$ obeys the Schrödinger equation

$$i\hbar \frac{d}{dt} |\tilde{\psi}(t)\rangle = \sum_{\alpha} \left[ \frac{p_\alpha^2}{2m_\alpha} + \tilde{V}_\alpha(r_\alpha, R_\alpha) + e \tilde{r}_\alpha \cdot \tilde{E}_{cl}(t, R_\alpha) \right] |\tilde{\psi}(t)\rangle,$$

with the new initial condition given by

$$|\tilde{\psi}(t_0)\rangle = D^\dagger(\alpha_{k_L}) |\psi(t_0)\rangle = \bigotimes_{\alpha} |g_{\alpha}\rangle \bigotimes_{k,\mu} |0_{k_\mu}\rangle \bigotimes_{k \gg k_L} |0_{k_\mu}\rangle.$$

The classical part of the electric field is given by

$$E_{cl}(t, R_\alpha) = \sum_{\mu} \int d^3k \tilde{g}(k) \epsilon_{k\mu} \left[ a_{k\mu} e^{-i\omega_k t + i\mathbf{k} \cdot \mathbf{R}_\alpha} - a_{k\mu}^* e^{i\omega_k t - i\mathbf{k} \cdot \mathbf{R}_\alpha} \right],$$

where $\tilde{g}(k) = g(k)\sqrt{\hbar c k/(2\pi e \hbar)}$ with $g(k)$ from (18), and the quantum part $E_Q(t)$ is given by Eq. (31). The dependence of the amplitude $a_{k_\mu}(k)$ of mode $\{k, \mu\}$ on the field momentum takes into account the spectral distribution of the driving laser field as shown in Fig. 3 (b). By virtue of the separation of the classical and quantum part of the electric field, the semi-classical strong field Hamiltonian appears in (32), i.e.

$$H_{sc}(t) = \sum_{\alpha} \left[ \frac{P_\alpha^4}{2m_\alpha} + \tilde{V}(r_\alpha, R_\alpha) + e r_\alpha \cdot E_{cl}(t, R_\alpha) \right].$$

We therefore transform the atomic variables into the interaction picture with respect to the semi-classical Hamiltonian $H_{sc}(t)$ by applying the unitary transformation $U_{sc}(t) = T \exp \left[ -i \int_0^t H_{sc}(t') dt' \right]$, with the time-ordering operator $T$, such that the state $|\Psi(t)\rangle = U_{sc}(t) |\tilde{\psi}(t)\rangle$ solves the Schrödinger equation

$$i\hbar \frac{d}{dt} |\Psi(t)\rangle = e \sum_{\alpha} r_\alpha(t) \cdot E_{Q}(t, R_\alpha) |\Psi(t)\rangle.$$

We want to emphasize that the coherent state amplitude $\alpha_{k_\mu}$ of the driving laser source are a function of the field momentum $k$ and polarization $\mu$, encoding the information of the spectral characteristics of the driving laser. For each frequency mode $\omega_{k_L}$, with given polarization $\mu$, the respective amplitude and phase varies. This allows to consider arbitrary driving field configurations including different frequency or spatial modes, and to include complex polarization states [98]. The magnitude of each mode $|\alpha_{k_\mu}|$ is proportional to the frequency spectrum of the considered EM driving field, and is centered around the driving laser frequency $\omega_{k_L}$. In Fig. 3 we illustrate the magnitude $|\alpha_{k_\mu}|$ of the spectral decomposition for a driving laser with a sinusoidal squared envelope with $n_{cyc} = 5$ cycles of duration. The spectral amplitude is given by $\alpha_{k_\mu} \propto \int dt\epsilon_{k_\mu} \cdot \mathbf{A}(t)e^{-i\omega_{k_L} t}$. We shall now solve the TDSE (28) by transforming into the interaction picture with respect to the free-field Hamiltonian $H_f$ such that $|\tilde{\psi}(t)\rangle = \exp[iH_f t/\hbar] |\psi(t)\rangle$ solves the following Schrödinger equation

$$i\hbar \frac{d}{dt} |\psi(t)\rangle = \bigotimes_{\alpha} |g_{\alpha}\rangle \bigotimes_{k,\mu \gg k_L} |0_{k_\mu}\rangle \bigotimes_{k_\mu \approx k_L} |\alpha_{k_\mu}\rangle.$$
where \( r_\alpha(t) = U^\dagger_{\alpha}(t) r_\alpha U_{\alpha}(t) \) is the dipole moment operator in the interaction picture with respect to the semi-classical Hamiltonian. Note that this expression is still exact and no approximations have been performed so far (based on the approximate Hamiltonian in (27)). To describe the different processes in strong field physics, such as high-harmonic generation (HHG) or above-threshold ionization (ATI), we will use the Schrödinger equation of Eq. (36) as the starting point for the respective discussions, and approximations compatible with the strong field processes will be applied from here on. This will serve as the origin for the light engineering protocols in intense laser-matter interactions, which will be introduced in the subsequent sections.

IV. QUANTUM STATE ENGINEERING USING INTENSE LASER FIELDS

The description of the dynamical evolution of the total system, formed by many electrons, with the EM field has, thus far, been exact under the Hamiltonian within the dipole approximation. This interaction will entangle the electronic and EM field states [90], and many different processes can occur (see Introduction). To engineer the total evolution on certain electronic states, such as the ground state or a continuum state, which corresponds to the process of HHG and ATI, respectively. The conditional evolution of the EM field modes then allows to apply approximations based on assumptions in agreement with intense laser-matter interaction.

For instance, it was shown that the EM field state is in an entangled state between all the field modes [88, 90], which then further allows us to perform a second stage of conditioning by measuring particular field modes leading to a quantum operation acting on the remaining modes [90]. This will, for instance, generate high photon number optical cat states in the IR [87, 89] or in the XUV regime [88]. Those measurements provide access to the non-classical character of the entangled state.

In the following we will introduce these aspects with the prospect to engineer the quantum state of the EM field.

A. Conditioning on electronic ground state: HHG

To describe the process of high harmonic generation in atomic systems, we consider only those cases in which the electron is found in its ground state, leading to the emission of radiation of high-order harmonics of the driving frequency. We therefore project the TDSE (36) on the electronic ground state of all atoms \( \otimes_\alpha |g_\alpha\rangle \), such that

\[
\frac{i\hbar}{\partial t} \langle \phi(t) \rangle = \sum_\alpha \langle r_\alpha(t) \rangle \cdot E_Q(t, R_\alpha) \langle \phi(t) \rangle.
\]

where we have defined the EM field state conditioned on the electronic ground state \( |\phi(t)\rangle = \langle g...g|\Psi(t)\rangle \). To simplify the right-hand side we introduce the identity in the spirit of the SFA by neglecting excited electronic bound states

\[
I = \otimes_\alpha \left( |g_\alpha\rangle \langle g_\alpha| + \int d^3v_\alpha \langle v_\alpha|v_\alpha\rangle \right),
\]

where we have denoted the continuum states as \( |v_\alpha\rangle \) corresponding to an electron with kinetic momentum \( mv \). We then obtain

\[
\frac{i\hbar}{\partial t} \langle \phi(t) \rangle = \sum_\alpha \langle r_\alpha(t) \rangle \cdot E_Q(t, R_\alpha) \langle \phi(t) \rangle + \sum_\alpha \int d^3v_\alpha \langle g_\alpha| r_\alpha(t) \cdot E_Q(t, R_\alpha) \rangle \times |\phi_\alpha(v_\alpha, t)\rangle,
\]

where \( \langle r_\alpha(t) \rangle = \langle g \mid r_\alpha \mid g \rangle \) is the time-dependent dipole moment expectation value in the electronic ground state, and we have defined the state of the EM field with one electron conditioned on a continuum state \( |\phi_\alpha(v_\alpha, t)\rangle = \langle v_\alpha, g...g|\Psi(t)\rangle \). For the process of HHG we neglect the second term corresponding to the projection of the total state onto an electronic continuum state, which are hardly occupied at the end of the pulse since the electron recombines to its ground state during the process of HHG. However, note that this approximation neglects the continuum population at all times, and not only at the end of the pulse, though this contribution is assumed to be small compared to the ground state amplitude [114]. We can thus proceed and solve

\[
\frac{i\hbar}{\partial t} \langle \phi(t) \rangle = \sum_\alpha \langle r_\alpha(t) \rangle \cdot E_Q(t, R_\alpha) \langle \phi(t) \rangle.
\]

Since the field operator is linear in the creation and annihilation operator we can solve the TDSE exactly and obtain for the propagator

\[
U(t, t_0) = \mathcal{T} \exp \left\{ \frac{-ie}{\hbar} \int_{t_0}^{t} dt' \sum_\alpha \langle r_\alpha(t') \rangle \cdot E_Q(t', R_\alpha) \right\}
\]

\[
= \prod_{k\mu} D(\chi_{k\mu}(t)) e^{i\varphi_{k\mu}(t)},
\]

which is equivalent to a multimode displacement operator, where

\[
\varphi_{k\mu}(t) = \frac{e^2}{\hbar^2} \tilde{g}^2(k) \sum_{\alpha, \alpha'} \int_{t_0}^{t_1} dt_1 \int_{t_0}^{t_2} dt_2 \epsilon_{k\mu} \cdot \langle r_\alpha(t_1) \rangle \times \epsilon_{k\mu} \cdot \langle r_{\alpha'}(t_2) \rangle \sin[\omega_k(t_1 - t_2)].
\]
Thus, the initial state of the field, up to a phase factor, after the interaction is given by
\[ |\phi(t)\rangle = \prod_{k,\mu} D|\chi_{k,\mu}(t)\rangle |\phi(t_0)\rangle \]
\[ = D|\chi(t)\rangle |\phi(t_0)\rangle , \tag{43} \]
where \(D|\chi(t)\rangle\) is a shorthand notation for the product of all displacement operators \(D|\chi_{k,\mu}(t)\rangle\) on the field modes, each of which shifts the initial state of the respective mode by an amplitude
\[ \chi_{k,\mu}(t) = -e \sum_{\alpha} \tilde{g}(k)e^{-ikR_{\alpha}} \int_{t_0}^{t} d\tau \epsilon_{k\mu} \cdot (\mathbf{r}_\alpha(\tau)) e^{i\omega_k \tau} . \tag{44} \]

To obtain the field state in the original laboratory frame, we have to undo the transformations in (30) and (32)
\[ |\Phi(t)\rangle = \prod_{k,\mu \in k_{L,\mu}} D(\alpha_{k,\mu})e^{-\frac{i}{\hbar}H_{H}t} |\phi(t)\rangle , \tag{45} \]
and we obtain
\[ |\Phi(t)\rangle = \bigotimes_{k,\mu \geq k_{L,\mu}} e^{i\varphi_{k,\mu}(t)} \left( |\alpha_{k,\mu} + \chi_{k,\mu}(t)\rangle e^{-i\omega_k t} \right) \bigotimes_{k,\mu \gg k_{L,\mu}} |\chi_{k,\mu}(t)e^{-i\omega_k t}\rangle , \tag{46} \]

where
\[ \varphi_{k,\mu}(t) = \text{Im} \left[ \alpha_{k,\mu}^* \chi_{k,\mu}(t) \right] . \tag{48} \]

To obtain the spectrum of the scattered light, i.e. the HHG spectrum, we note that in our treatment the interatomic correlations of the dipole moment are neglected [90, 115], and that the spectrum is solely governed by the coherent part due to the classical charge current of the dipole moment expectation value (see physical explanation of the generation of coherent states from classical charge currents in section II B). The coherent contribution to the HHG spectrum is proportional to (see Appendix C)
\[ S(\omega_{k,\mu}) \propto \lim_{t \to \infty} |\chi_{k,\mu}(t)|^2 = \tilde{g}(k)^2 N^2 |\epsilon_{k,\mu} \cdot (d(\omega_k))|^2 . \tag{49} \]

We observe that the HHG spectrum is proportional to the Fourier components of the time-dependent dipole moment expectation value, which is in agreement with the results obtained when neglecting the correlations of the dipole moment operator [115]. In Fig. 4 we show the HHG spectrum given by Eq. (49), for a linearly polarized driving field with a sinusoidal squared envelope and \(n_{\text{cycle}} = 10\) cycles. We observe the usual features of a HHG spectrum from linearly polarized, single color driving fields, namely that the peaks of the spectrum are located at the odd harmonics of the fundamental driving frequency, and that the spectrum exhibits a plateau structure that lasts until the cutoff region, here located around the 21st harmonic order. This cutoff frequency corresponds to the maximum kinetic energy that can be gained by the electron when accelerating in the continuum.

### B. Conditioning on harmonic field modes

Thus far, we have presented the first step of conditioning, in which the post-selection was performed on the electronic degree of freedom, i.e. the electronic ground state, corresponding to the process of HHG. In the next conditioning step for quantum state engineering of light, we perform measurements on the EM field itself. In particular, we perform a conditioning measurement on the harmonic field modes, leading to optical cat states in the fundamental driving laser mode.

As a consequence of the non-linear interaction with the electron, the fundamental and harmonic modes get shifted by a quantity \(\chi_{k,\mu}\), which depends on the time-dependent dipole moment of the electron and correlates the shift obtained in each of the modes. In fact, the mode that gets excited during the HHG process which takes into account all these correlations, is given by the corresponding number states \(|n\rangle\). Thus, the HHG process corresponds to the case in which these wavepacket modes get excited, i.e. whenever \(n \neq 0\). This allows
us to introduce a set of positive-operator valued measure (POVM) [116] considering these two events [90]
\[ A_\hbar = \{ \Pi_0, \Pi_\hbar \neq 0 \} \tag{50} \]
where \( \Pi_0 = \langle 0 | 0 \rangle \) considers the case where no harmonic radiation is emitted, and \( \Pi_\hbar \neq 0 = \sum_{n \neq 0} | n \rangle \langle n | \) considers the case where the wavepacket mode is excited, i.e. harmonic radiation is generated. Note that, by definition \( \Pi_0 + \Pi_\hbar \neq 0 = 1 \). Having in mind that the \( | 0 \rangle \) state coincides with the state of the field prior to the interaction, i.e. the quantum state of the field modes in Eq. (29), the conditioning on the case where harmonics are generated can be written as \( \Pi_\hbar \neq 0 = 1 - \Pi_0 \). Applying this operation to the state in (46), we get
\[ \hat{\Phi}(t) = \bigotimes_{k, \mu \geq k_L, \mu} e^{i\varphi_{k, \mu}(t)} | \alpha_{k, \mu} + \chi_{k, \mu}(t) e^{-i\omega_k t} \rangle \]
\[ \bigotimes_{k, \mu > k_L, \mu} \chi_{k, \mu}(t) e^{-i\omega_k t} \]
\[ - \bigotimes_{k, \mu \geq k_L, \mu} \xi_{IR} e^{i\varphi_{k, \mu}(t)} | \alpha_{k, \mu} e^{-i\omega_k t} \rangle \]
\[ \bigotimes_{k, \mu > k_L, \mu} \xi_{HH} | 0_{k, \mu} \rangle \tag{51} \]
where \( \xi_{IR} \) and \( \xi_{HH} \) are the overlaps between the initial state and the state we condition on, and are given by
\[ \xi_{IR} = \prod_{k, \mu \geq k_L, \mu} \langle \alpha_{k, \mu} e^{-i\omega_k t} | \alpha_{k, \mu} + \chi_{k, \mu}(t) e^{-i\omega_k t} \rangle \tag{52} \]
\[ \xi_{HH} = \prod_{k, \mu > k_L, \mu} \langle 0_{k, \mu} | \chi_{k, \mu}(t) e^{-i\omega_k t} \rangle \tag{53} \]
The final state obtained in Eq. (51) is an entangled state, heralded by the emission of harmonic radiation, between all the field modes that get excited during the HHG process, and thus includes all the harmonic modes up to the cutoff frequency given by the harmonic spectrum. The harmonic cutoff depends on the driving laser field parameters, and the atomic species used for the HHG process [117]. Furthermore, the amount of entanglement in the obtained state depends on the shift \( \chi_{k, \mu} \) [88], which can be controlled by means of the gas density in the interaction region [89]. In [87, 89], the states in Eq. (51) were used to generate a coherent state superposition in the driving laser mode. The implemented scheme introduced a measurement where the radiation obtained in the harmonic modes was anticorrelated with the depletion obtained in the fundamental modes (see experimental section V for further details). In the present analysis, this measurement corresponds to a projective operation onto the harmonic modes, i.e.
\[ \hat{\Phi}_{k, \mu} = \prod_{k, \mu > k_L, \mu} \langle \chi_{k, \mu} | \hat{\Phi}(t) \rangle \]
such that the state of the fundamental mode is given by
\[ \hat{\Phi}_{k, \mu} = \bigotimes_{k, \mu \geq k_L, \mu} | \alpha_{k, \mu} + \chi_{k, \mu}(t) e^{-i\omega_k t} \rangle \]
\[ - \bigotimes_{k, \mu \geq k_L, \mu} \xi_{HH} (| \alpha_{k, \mu} e^{-i\omega_k t} \rangle \tag{54} \]
which represents a coherent state superposition between two amplitude shifted coherent states. Similarly, one can instead perform the projective operation over the driving field mode, and all the harmonic modes except the one in mode \((k, \mu)\). This operation allows one to obtain coherent state superpositions that belong to the XUV region [88]
\[ \hat{\Phi}_{k, \mu} = | \xi_{k, \mu} e^{-i\omega_k t} \rangle - \xi_{k, \mu} \prod_{k', \mu' \neq k, \mu} \xi_{k', \mu'} \langle 0_{k, \mu} \rangle \tag{55} \]
where \( \xi_{k', \mu'} = \langle \alpha_{k', \mu'} e^{-i\omega_k t} | \alpha_{k', \mu'} + \chi_{k', \mu'}(t) e^{-i\omega_k t} \rangle \) if \( k', \mu' \approx k_L, \mu \), and equal to \( \langle 0_{k', \mu'} | \chi_{k', \mu'}(t) e^{-i\omega_k t} \rangle \) otherwise.

C. Conditioning on electronic continuum states: ATI

1. Optical field state conditioned on ATI

In the following we are interested in describing the process of above-threshold ionization (ATI) in which the electron is found in the continuum after the end of the pulse. We therefore project the TDSE (36) on the electronic state where one electron is found in a continuum state \( | v_\alpha \rangle \), and the other atoms are in the ground state
\[ i \hbar \frac{d}{dt} \langle \phi_\alpha(v_\alpha, t) \rangle = e \sum_{\alpha'} E_{Q}(t, R_{\alpha'}) \cdot \langle v_\alpha g...g | r_{\alpha'}(t) | \Psi(t) \rangle \tag{56} \]
where we have defined \( \langle \phi_\alpha(v_\alpha, t) \rangle = \langle v_\alpha g...g | \Psi(t) \rangle \). We again use the identity (38) to obtain
\[ i \hbar \frac{d}{dt} \langle \phi_\alpha(v_\alpha, t) \rangle = e \sum_{\alpha'} E_{Q}(t, R_{\alpha'}) \cdot \langle v_\alpha | r_{\alpha}(t) | g \rangle \langle \phi(t) \rangle \]
\[ + e \sum_{\alpha' \neq \alpha} E_{Q}(t, R_{\alpha'}) \cdot \left[ (r_{\alpha'}(t)) \langle \phi_\alpha(v_\alpha, t) \rangle \right. \]
\[ + \left. \int d^3 v_{\alpha'} \langle g | r_{\alpha'}(t) | v_{\alpha'} \rangle \langle \phi_{\alpha', \alpha'}(v_{\alpha'}, v_{\alpha'}, t) \rangle \right] \tag{57} \]
Here, we have defined the field state conditioned on ionization of two atoms \( \langle \phi_{\alpha, \alpha'}(v_\alpha, v_{\alpha'}, t) \rangle = \langle v_\alpha v_{\alpha'} g...g | \Psi(t) \rangle \). In the following, we only take into account the single atom response such that we can neglect all terms in which \( \alpha' \neq \alpha \), i.e. we neglect the
last two terms in (57). Note that if one would include the sum over $\alpha'$ of the remaining $N-1$ atoms give rise to a strongly correlated many-body system, and should be considered when many-body phenomena are investigated. We are first interested in the process of direct ATI such that we will neglect the contributions from scattering events at the ionic potential after ionization. The time-dependent continuum-continuum (C-C) transition matrix elements $\langle v_a | r_{\alpha}(t) | v'_a \rangle$ of the electronic degrees of freedom can be written as (see Appendix D 3)

$$\langle v|r(t)|v'\rangle \simeq \int d^3v'' \int d^3v''' b^*_v(v'', t) \times b_v(v''' , t) \langle v'''|r|v''\rangle ,$$

where (see Appendix D 1)

$$b_v(v', t) = \exp \left\{ -\frac{i}{\hbar} S(v', t , t_0) \right\} \delta(v - v'),$$

is the amplitude of a continuum state with momentum $v'$ when initially having momentum $v$, and where we have defined the action

$$S(v', t , t_0) = \int_{t_0}^{t} dt' \left[ \frac{1}{2m} (mv' - e A(t) + \frac{e}{c} A(t'))^2 + I_p \right] .$$

The transition matrix element in (58) is given by

$$e \langle v'''|r|v''\rangle = i e \hbar \nabla_{v''} \delta(v''' - v'') - \hbar g(v''' , v''),$$

where the first and second term contribute to direct and re-scattering ATI, respectively. In the following we only consider the first term which is the contribution not influenced by the scattering center, and neglect the re-scattering transition matrix element $g(v''' , v'')$. It therefore remains to solve

$$i\hbar \frac{d}{dt} |\phi_0(v_a, t)\rangle = eE_Q(t, R_a) \cdot \Delta r_{\alpha}(t, v_a) |\phi_0(v_a, t)\rangle + eE_Q(t, R_a) \cdot \langle v_a | r_{\alpha}(t) | g \rangle |\phi(t)\rangle ,$$

with the total displacement of the electron in terms of the canonical momentum $p_\alpha = m v_\alpha - \frac{e}{c} A(t)$, given by

$$\Delta r_{\alpha}(t, v_a) = \frac{1}{m} \int_{t_0}^{t} dt' \left[ p_\alpha + \frac{e}{c} A(t') \right] .$$

The right-hand side of (62) is decomposed into two terms. The first term is the homogeneous part of the differential equation in which the electric field operator is coupled to the total displacement of the electron during its propagation in the continuum $\Delta r_{\alpha}(t, v_a)$. This takes into account the backaction of the electron's motion in the continuum over the EM field. In the second term, the electric field is coupled to the transition matrix element from the ground to the continuum state, which takes into account the effect of ionization. The solution of (62) is given by

$$|\phi_{\alpha}(v_a, t)\rangle = \frac{-ie}{\hbar} \int_{t_0}^{t} dt' \left[ \int_{t_0}^{t} dt'' E_Q(t', R_a) \Delta r_{\alpha}(t', v_a) \right] \times E_Q(t_1, R_a) \langle v_a | r_{\alpha}(t_1) | g \rangle |\phi(t_1)\rangle ,$$

where we have used the initial condition that the electron is initially in the ground state, i.e. $|\phi_0(v_a, t_0)\rangle = \langle v_a | g \rangle |\Psi(t_0)\rangle = 0$. However, the homogeneous part of the differential equation (64) adds an important contribution to the total solution, namely, the displacement of the field due to the electron's propagation in the continuum. The exponential term in (64) can be solved analytically since it is linear in the field operators, and give rise to a multimode displacement operator

$$\mathcal{T} \exp \left\{ -\frac{ie}{\hbar} \int_{t_1}^{t} dt' \Delta r_{\alpha}(t', v_a) \cdot E_Q(t', R_a) \right\} = \prod_{k, \mu} D[\delta(t, t_1, \omega_k, v_a)] e^{ie \kappa_{k, \mu}(t_1, v_a)}$$

where $D[\delta(t, t_1, \omega_k, v_a)]$ is a shorthand notation for the product over all the modes of the phase $\varphi_{k, \mu}$ and the displacement operators $D[\delta_{\alpha}(t, t_1, \omega_k, v_a)]$ for which we have

$$\delta_{\alpha}(t, t_1, \omega_k, v_a) = -\frac{e}{\hbar} \hat{g}(k) e^{-ik \cdot R_a} \epsilon_{k, \mu} \cdot \Delta \tilde{r}_{\alpha}(t, t_1, \omega_k, v_a)$$

$$\varphi_{k, \mu}(t, t_1, v_a) = \frac{e^2}{\hbar^2} \hat{g}^2(k) \int_{t_1}^{t} d\tau \int_{t_1}^{\tau} d\tau' e^{i \kappa_{k, \mu}(\tau, v_a)} \cdot \Delta \tilde{r}_{\alpha}(\tau_1, \tau_2, v_a) \sin[\omega_k(\tau_1 - \tau_2)],$$

with the Fourier transform of the electron displacement

$$\Delta \tilde{r}_{\alpha}(t, t_1, \omega_k, v_a) = \int_{t_1}^{t} dt' e^{i \omega_k t'} \Delta r_{\alpha}(t', v_a).$$

Finally, the state of the EM field conditioned on ATI is given by

$$|\phi_{\alpha}(v_a, t)\rangle = \frac{-ie}{\hbar} \int_{t_0}^{t} dt' \left[ \int_{t_0}^{t} dt'' E_Q(t', R_a) \cdot \langle v_a | r_{\alpha}(t) | g \rangle \right] \times D[\delta(t_1, v_a)]$$

$$\times D[\chi(t_1)] |\phi(t_0)\rangle .$$

The time-dependent transition matrix element from the ground to the continuum state is given by (see Appendix D 2)

$$\langle v_a | r_{\alpha}(t_1) | g \rangle \simeq \langle p_\alpha + e/c A(t_1) | r_{\alpha} | g \rangle$$

$$\times \exp \left\{ \frac{i}{\hbar} \int_{t_0}^{t_1} dt' \left[ \frac{1}{2m} \left( p_\alpha + \frac{e}{c} A(t') \right)^2 + I_p \right] \right\} .$$

(70)
The state of the EM field (69), conditioned on ATI, has an illustrative interpretation in terms of the backaction on the field due to the electron dynamics. The initial state of the field \(|\phi(t_0)\rangle\) is displaced by the oscillation of the electron in the ground state via \(D[\chi_{\mu}]\) acting until the ionization time \(t_1\), when the electron transitions from the ground to the continuum state. The transition matrix element \(\langle \nu_1 | r_\alpha(t_1) | g \rangle\), which includes the phase of the semi-classical action, induces a change of the phase due to its coupling to the electric field operator at the ionization time \(t_1\). Once the electron is ionized, it propagates in the continuum under the influence of the field. The backaction on the EM field due to the electron's dynamics in the continuum is reflected in the displacement \(D[\delta_{\alpha}(t_1, t_1, \omega_k, \nu_\alpha)]\). This shift of the individual EM field modes is proportional to the respective Fourier component of the electron displacement in the continuum (68). In the latter contribution, in contrast to the bound state oscillation, the electron does not only oscillate, but also has a drift since it can appear in the continuum with a non-vanishing momentum \(p\). In Fig. 5 we show the behaviour of the absolute value of the displacement for different modes of the EM field \(|\chi_{\nu}]\) at the end of the pulse \(t = T\), for varying the ionization time \(t_1\).

We can see that the largest contribution to the shift on the initial field states is due to the electron displacement in the continuum via \(\delta(T, t_1, \omega_k, p)\) (see Fig. 5 (b) and (c)), as would be expected for the process of ATI. The contribution from the bound state oscillation prior to ionization is, at least, two orders of magnitude smaller than the continuum contribution (see Fig. 5 (a)). Moreover, we observe that the bound state oscillation prior ionization \(\chi_{\nu, p}(t_1)\) increases for later ionization times (increasing ionization time \(t_1\)), while the contribution from the continuum propagation \(\delta(T, t_1, \omega_k, p)\) decreases. This is consistent with the fact that, for later ionization times, the more time the electron is bound, so the bigger the contribution coming from \(\chi_{\nu, p}(t_1)\), and accordingly the electron spends less time propagating in the continuum, leading to a smaller \(\delta(T, t_1, \omega_k, p)\). In Fig. 5 (b) and (c), we show the contribution from the continuum displacement \(\delta(T, t_1, \omega_k, p)\) for two different canonical momenta \(p \in \{0, 2U_p\}\). We observe that for large canonical momentum, the shift is in general larger, and shows pronounced oscillations.

In Fig. (6) (a) and (b) we show, respectively, the behaviour of the real and imaginary parts of the backaction on the field due to the continuum propagation of the electron \(\delta_\alpha(T, t_1, \omega_k, p)\) for the fundamental mode for positive (blue solid curve) and negative (orange dashed curve) values of the initial canonical momentum. The real part shows similar behaviour in both cases with a phase difference of \(\pi\) between the oscillations. The imaginary part shows the same phase difference of \(\pi\), but is positive (negative) for positive (negative) initial momenta \(p\). The different sign of the initial electron momentum dictates the propagation direction of the electron in the continuum. Since the sign of the displacement amplitude \(\delta_\alpha(T, t_1, \omega_k, p)\) determines the in or out of phase shift of the fundamental mode in phase space, will lead to an increased or decreased coherent state amplitude, respectively. This interference then either leads to an enhancement or depletion of the fundamental driving laser amplitude (see discussion below). Note that the influence of the positive and negative momentum depends on the carrier-envelope-phase (CEP) of the driving laser field. A \(\pi\) phase change in the CEP leads to the same effect as interchanging the positive and negative electron momentum \([118]\).

However, so far we have only considered a conditioning on a single final electron momentum. In order to obtain the EM field state when including all possible final momenta of the electron, we integrate (69) over \(v_\alpha\) and obtain the corresponding mixed state density matrix

\[
\rho_{\text{ATI}}(t) = \int \frac{d^3v_\alpha}{(2\pi)^3} |\phi_\alpha(v_\alpha, t)\rangle \langle \phi_\alpha(v_\alpha, t)|. \tag{71}
\]

The states in (69) (pure state for single final electron momentum), and (71) (mixed state for all possible final electron momenta) are the final state of the EM field in intense laser-atom interaction conditioned on the process of ATI. All relevant quantities of the optical field can be obtained from here on.

2. Field observables

To obtain further insights into the dynamical behavior of the optical field during the process of ATI we compute

![Fig. 5. Behaviour of the shifts \(|\chi(t_1)|\) (in (a)) and \(|\delta(T, t_1, \omega_k, p)|\) (b) \(p = 0\) and (c) \(p = 2U_p\) over ionization time \(t_1\). The different curves in each of the plots represent the contribution to different harmonic modes \((n_{\text{harm}})\). In particular, the blue solid curve corresponds to the fundamental mode \(n = 1\), the orange dashed curve to the second harmonic \(n = 2\) and the green dash-dotted curve to the third harmonic \(n = 3\). In general, the displacement from \(|\chi(t_1)|\) is, at least, two orders of magnitude smaller than the one coming from \(|\delta(T, t_1, \omega_k, p)|\), which furthermore gets enhanced for increasing values of the canonical momentum \(p\).]
the corresponding photon number distribution of the fundamental mode which drives the ionization process. We shall consider the case where the ionization is conditioned on a particular electron momentum such that we can use the pure state (69), and evaluate the action of the first displacement operation

\[ |\phi_{ATI}(t, p)\rangle = \frac{-ie}{\hbar} \int_{t_0}^{t} dt' D[\delta(t, t_1, v_a)] E_Q(t', R_0) \cdot \langle v_a | r_a(t') | g \rangle \otimes \bigotimes_{k, \mu = k_L, \mu} |\chi_{k, \mu}(t')\rangle \otimes |\chi_{k, \mu}(t')\rangle. \]  

(72)

To compute the observables of the EM field we first need to transform back into the original laboratory frame

\[ |\Phi_{ATI}(t, p)\rangle = e^{-ihf_{\mu} t} D(\alpha_{k_L}) |\phi_{ATI}(t, p)\rangle. \]  

(73)

In the following, we are interested in the backaction on the driving field due to the process of ATI. In Fig. 5 we have seen, that the oscillation of the electron in the continuum gives rise to non-negligible contributions to the shift in the harmonic modes. Thus, in order to eliminate possible contribution from HHG, we project on the final electron momentum \( p \), and on zero harmonic photons \( |\{0\}_H\rangle \), is then given by (see Appendix E for details)

\[ |\Phi_{ATI}(t, p)\rangle = \langle\{0\}_H|\Phi_{ATI}(t, p)\rangle. \]  

(74)

We shall first compute the photon number distribution of the driving field (see Appendix E)

\[ P_{n_{kL}}(t, p) = \left|\langle n_{kL} |\Phi_{ATI}(t, p)\rangle\right|^2. \]  

(75)

Having calculated the photon number distribution \( P_{n_{kL}}(t, p) \), we further compute the photon number expectation value in the fundamental mode

\[ \langle n_{kL}(t, p)\rangle = \sum_{n_{kL}} n_{kL} P_{n_{kL}}(t, p). \]  

(76)

In Fig. 7, we show the mean photon number from Eq. (76), for values of the canonical momentum ranging from \(-1U_p\) to \(1U_p\), i.e. within the regime where we can neglect the rescattering effects [119]. On the other hand, in Fig. 8 we show the photon number probability distribution for different values of the canonical momentum. In both cases, we used \( \alpha = 7\pi \), in agreement with the form considered for the vector potential (see Appendix G for more details about the numerical implementation).

The main feature that we can observe in these plots is the different behaviour that is obtained for the conditioning over positive and negative momentum. As we see in Fig. 7, for negative values of the canonical momentum we find that the actual mean photon number of the input field gets reduced, in contrast to positive momenta which can increase the mean value of the photon number in the fundamental mode.

Since the shift of the amplitude in the fundamental mode is mostly determined by the displacement due to the electrons propagation in the continuum via \( \delta(T, t_1, \omega_k, p) \) (see Fig. 5), the different behavior for positive and negative momenta crucially depends on the
According to Fig. 5, more peaks are expected as the value get a dominant peak. Even though in this case, and active (upper row) and negative (lower row) values of the canonical momentum. Specifically, we used (a) $p = 0.1U_p$, (b) $p = 0.3U_p$, (c) $p = 0.7U_p$, (d) $p = -0.1U_p$, (e) $p = -0.3U_p$ and (f) $p = -0.7U_p$. We consider a field with a sinusoidal squared envelope with $\omega = 0.057$ a.u., 5 cycles of duration and field amplitude $E_0 = 0.053$ a.u. The vertical grey dashed line shows the location of the maximum photon number probability for the initial coherent state used in the numerical analysis, i.e., $\alpha = \lambda t$.

The phase of $\delta(T, t_1, \omega_k, p)$ (see Fig.6). Thus, the depletion (enhancement) of the average photon number in the driving laser mode is due to the phase of the displacement for the continuum propagation for negative (positive) initial electron momenta. The opposite sign comes from the opposite propagation direction of the electron for opposite electron momenta. The opposite sign comes from the opposite sign of the displacement for the initial coherent state used in the numerical analysis, i.e., $\alpha = \lambda t$.

This is reflected in the multi-peak structure of the photon number distribution in Fig. 8, which witness that the fundamental mode is in a coherent state superposition when the interaction is conditioned on the ATI processes (see (72)). This is reflected in the multi-peak structure of the photon number probability distribution which can be seen in Fig. 8 (compare to section II B). However, specially for large momenta as in Figs. 8 (c) and (f) with canonical momentum $p = 0.7U_p$ and $p = -0.7U_p$ respectively, we get a dominant peak. Even though in this case, and according to Fig. 5, more peaks are expected as the value of $\delta(T, t_1, \omega_k, p)$ has more pronounced oscillations, the conditioning measurement over the harmonic modes we considered selects some specific values of $\delta(T, t_1, \omega_k, p)$, leading to a Poissonian-like behaviour for the final probability.

### D. Rescattering in ATI

We are now interested in incorporating the rescattering events in the ATI description given in the previous subsection. For that purpose, we start from (57), and consider only a single atom within the single active electron approximation (we therefore drop the index $\alpha$)

$$i\hbar \frac{d}{dt} |\psi(v, t)\rangle = cE_Q(t, R) \cdot (v | r(t) | \Psi(t)\rangle, \quad (77)$$

which after introducing the SFA version of the identity (38) leads to

$$i\hbar \frac{d}{dt} |\phi(v, t)\rangle = cE_Q(t, R) \cdot (v | r(t) | g) |\phi(t)\rangle$$

$$+ cE_Q(t, R) \cdot \int d^3v' \langle v | r(t) | g \rangle |\phi(v', t)\rangle. \quad (78)$$

In the direct ionization analysis we neglected the effect of the rescattering transition terms, i.e. the $g(v, v')$ term in (61). The reason for this is that we treat them as a first order perturbation term [11]. However, in order to describe the re-scattering process, these terms need to be taken into account, such that our differential equation now reads

$$i\hbar \frac{d}{dt} |\phi(v, t)\rangle = cE_Q(t, R) \cdot (v | r(t) | g) |\phi(t)\rangle$$

$$+ cE_Q(t, R) \cdot \Delta r(v, t) |\phi(v, t)\rangle$$

$$- \frac{\hbar}{c} \int d^3v' \exp \left[ -\frac{i}{\hbar} S(v, t, t_0) \right] E_Q(t, R) \cdot g(v, v') \times |\phi(v, t)\rangle. \quad (79)$$

We now perform a perturbative expansion of the quantum optical state when conditioned to ATI up to first order in perturbation theory, such that we include now the effect of the rescattering terms

$$|\phi(v, t)\rangle \approx |\phi^{(0)}(v, t)\rangle + |\phi^{(1)}(v, t)\rangle. \quad (80)$$

Introducing these terms into the Schrödinger equation (79) we get for the first order perturbation theory term
tron propagates in the continuum until it is measured. Again during this process, the field gets displaced by $\delta(t_1, t_2, \omega_k, \mathbf{p}')$, a quantity that depends on the electron’s displacement from $t_1$ to $t_2$; finally, at time $t_2$, the electron re-scatters with the core potential, which in principle is applicable for high photon number light states.

The expression above gives the complete quantum electrodynamics of the re-scattering process: first the electron gets ionized at $t_1$, which has associated a displacement in the photonic quadratures; afterwards, the electron propagates in the continuum until $t_2$, acquiring the usual semiclassical phase while the electromagnetic field gets displaced by $\delta(t_2, t_1, \omega_k, \mathbf{p}')$, a quantity that depends on the electron’s displacement from $t_1$ to $t_2$; finally, at time $t_2$, the electron re-scatters with the core potential such that its velocity changes from $\mathbf{p}'$ to $\mathbf{p}$, and it propagates in the continuum until it is measured. Again during this last process, the field gets displaced by $\delta(t, t_2, \omega_k, \mathbf{p})$, i.e. a quantity that depends on the electron’s displacement since the rescattering takes place at time $t_2$ until it is finally measured at time $t$. From here, and analogously to the direct ionization case, we can introduce the single-mode approximations and then proceed to compute the quantum optical observables, which leads to expressions where the rescattering terms add incoherently to the ones we already obtained in direct ATI. While for values of $p < 2U_p$ we expect these terms not to play a very important role similarly to what happens in the semiclassical analysis [119], the same cannot be said for the regime $2U_p < p < 10U_p$, and will be part of future investigations.

V. EXPERIMENTAL APPROACH FOR QUANTUM STATE ENGINEERING

In this section we provide an approach where the aforementioned theoretical findings can be experimentally investigated. Specifically, we describe the operation principles of an experimental scheme that allows: a) generation of the non-classical light states by implementing conditioning approaches on the field modes after the interaction, b) the control of the quantum features of the generated non-classical light states, and c) the characterization of the quantum states of light.

A. General description

A schematic diagram of the experimental configuration is shown in Fig. 9, with the scheme divided in four units. Unit 1 concerns the laser beam delivery (LBD). It is used to control the properties of the driving laser field towards the laser-atom interaction region. It contains the laser beam steering, polarization control, beam shaping, pulse characterization and focusing optics. Unit 2 is the target area (TA) where the intense femtosecond (fs) infrared (IR) laser pulse interacts with the gas target leading to the generation of ions (that we omit from our present discussion), ATI photoelectrons and high harmonic photons emitted towards the extreme ultraviolet (XUV) spectral region. The atomic gas medium is placed at the focus of the IR beam, and the photon/electron detectors are used to measure the interaction products. Unit 3 (A–C) contains an optical arrangement for IR photon number attenuation, and a photon (electron) correlation approach is used to condition the field modes exiting the medium on the HHG (ATI) processes. Unit 4 deals with the quantum state characterization of the field, which can be achieved using the quantum tomography (QT) approach [120, 121]. It is noted that the degree of the IR attenuation in Unit 3 is associated with the limitations of the QT approach to characterize the optical field states [122], which is typically in the range of a few-photons, and does not originate from the conditioning approach itself, which in principle is applicable for high photon number light states.

B. Experimental procedure

In a typical intense laser-atom interaction experiment [123, and references therein], a linearly polarized IR fs laser pulse of $\langle N_0 \rangle \sim 10^{14}$ photons per pulse is delivered by the Unit 1. The pulse is focused with an intensity $I_{IR} \sim 10^{14}$ W/cm$^2$ into an atomic ensemble of atomic density typically in the range of $10^{18}$ atoms/cm$^3$ placed in Unit 2 (see Fig. 10). The photon number and the spectrum of the generated harmonics can be measured by means of calibrated XUV photodiodes and/or XUV–spectrometers, respectively. The charged ions (not shown in Fig. 10) and the ATI photoelectrons, can be measured by means of time–of–flight (TOF) spectrometers. The two TOF spectrometers (shown in the upper and lower part Fig. 10) can be used for measuring the ATI spectra, and discriminating between the electrons with positive and negative momenta. This arrangement is central in case of using few–cycle laser pulses, and has been extensively used as a diagnostic of the CEP pulse to pulse stability of laser systems delivering few–cycle laser pulses [124]. As an example, in Fig. 11 we show the calculated HHG and ATI spectra produced by the interaction of Xenon atoms with a multi– and few–cycle fs IR ($\lambda_0 \approx 800$ nm) laser pulse. The quantities $S_{XUV}$ and $S_{ATI}^{\text{pos}, \text{neg}}$ correspond to the current resulted by the integrated, over
FIG. 9. Schematic illustration of the operation principle of the experimental approach. Unit 1: Laser beam deliver system (LBD). Unit 2: Target area (TA). The intense laser-atom interaction is shown in the context of the electron recollision picture. The ATI photoelectrons are emitted in the direction of the polarization of the driving IR field while the generated high harmonic copropagate with the IR field. Unit 3: IR attenuation and conditioning (A–C) on HHG and/or ATI processes. $|\alpha_L\rangle$ is the initial coherent state of the driving field, and $|\alpha_L + \chi_L\rangle$, $|\alpha + \chi\rangle$ are the states of the IR field after the interaction and attenuation, respectively. $|\chi_{q}\rangle$ correspond to the coherent states of the harmonic modes. $|\phi_{c}^{(IR)}\rangle$ and $|\chi_{c}^{(q)}\rangle$ are the field states conditioned on HHG or ATI processes, for the IR and high–harmonic field states, respectively, which correspond to a coherent state superposition. We note that the detailed expressions of the light states are given in Section IV. Unit 4: A typical scheme of the QT method for the characterization of the state $|\phi_{c}\rangle$, with the state $|\alpha_{r}\rangle$ of the local oscillator reference field, with a controllable phase shift $\phi$. BS is a beam splitter, PD are identical IR photodiodes used from the balanced detector, and $i_{\phi}$ is the $\phi$ dependent output photocurrent difference used for the measurement of the electric field operator and the light state characterization via the reconstruction of the Wigner function.

FIG. 10. A more detailed scheme of Unit 2. L₁ is an IR focusing lens. The arrangement with the TOF spectrometers can be used for measuring the ATI spectra associated to positive and negative electron momenta. HS is a harmonic separator which transmits the IR field and reflects the high harmonics towards the XUV detectors. Al is a thin Aluminum metal filter which transmits the harmonics with $q \geq 11$ (harmonics in the plateau and cut-off region of the spectrum), and blocks any residual part of the IR beam reflected by the HS. The lens L₂ is used to collimate the IR beam after the interaction. With $S_{ATI}^{(pos, neg)}$ and $S_{XUV}$ we denote the integrated, over a defined region of the spectra (shown in grey shaded in Fig. 11), harmonic intensity and ATI photoelectron signals, respectively. We note that, in case of using multi-cycle driving laser fields, the use of two TOF spectrometers is not needed as the positive and negative electron ATI spectra are almost identical, i.e. $S_{ATI}^{(pos)} \approx S_{ATI}^{(neg)}$.

After the harmonic separator (HS), the IR beam enters in Unit 3 (Fig. 12). Here, the beam passes through an amplitude attenuation optical arrangement consisting of neutral density filters (F), a beam splitter (BS), and a spatial filter (aperture) placed in the IR beam path. In this way, the mean photon number of the IR beam after the aperture (A) (i.e. before entering the unit 4) can be reduced down to the level of a few photons per pulse. Separating some portion of the IR beam via the BS is necessary for implementing the conditioning procedure, which will be explained in more detail below. The photodiode PD(IR) is used to record the IR photon number signal $S_{IR}$ which is reflected by the BS. The $S_{XUV}$, $S_{ATI}^{(pos, neg)}$, $S_{IR}$, as well as the photon number signal of the driving laser field $S_{IR0}$ entering in Unit 2, need to be simultaneously recorded for each laser shot in order to condition the outgoing field modes on the HHG and ATI processes. The $S_{IR0}$ is used to trace the energy of the driving laser field and selects (in case that is needed) only the shots with the highest possible energy stability, typically in the level of $\lesssim 1\%$. It is noted that the electronic noise needs to be subtracted from all signals.
The quantum operations described in Section IV can be implemented by means of the Quantum Spectrometer (QS) approach [80, 125]. The QS is a shot–to–shot photon correlation–based method which provides the probability of absorbing photons from a driving laser field towards the generation of the intense laser–atom interaction products, such as HHG photons and ATI electrons. Its operation principle relies on the shot–to–shot correlation between the interaction products, and the energy conservation, i.e. when the signal of the interaction products increases, the IR signal $S_{IR}$ decreases. The method has been described in Refs. [80, 87, 91, 125], and was used for the generation of optical Schrödinger “cat” and “kitten” states [87, 89] by conditioning the IR field state on the HHG process.

Here, as an example, we briefly discuss the QS method using the HHG process. After the light–matter interaction taking place in Unit 2, the IR and XUV photon number are respectively, $N_{IR}$ and $N_{XUV}$. The $N_{IR}$ is smaller than the photon number of the IR field before the interaction ($N_0$) due to IR photon losses associated with all processes taking place in the interaction region. The IR and XUV photon number reaching the PD$_R$ detector in Unit 3 and the XUV detector in Unit 2 is $n_{IR}$ and $n_{XUV}$, respectively. These are related with $N_{XUV}$ and $N_{IR}$ through the equations $n_{XUV} = N_{XUV}/A_{XUV}$ and $n_{IR} = N_{IR}/B_{IR}$, where $A_{XUV}$ and $B_{IR}$ are the attenuation factors corresponding to the XUV and IR photon losses introduced by the optical elements in the beam paths. The $n_{IR}$, $n_{XUV}$ and $n_0$ (where $n_0$ is the photon number of the attenuated IR field reaching the detector PD$_0$ in Unit 2) signals are recorded for each laser shot by a high dynamic range boxcar integrator resulting in the photocurrent outputs $S_{IR}$, $S_{XUV}$ and $S_{R0}$. The $S_{R0}$ is used in order to collect the laser shots which provide energy stability typically in the level of $\lesssim 1\%$. Then, and after balancing the mean value of the $S_{XUV}$ on the mean value of the $S_{IR}$, we create the joint distribution $(S_{XUV}, S_{IR})$ shown in Fig.13a. The distribution is a kind of multi–dimensional map which contains the information of all processes occurring during the laser–atom interaction, and provides access to the correlated XUV–IR signals. Also, using that the generation of $N_q$ photons of the $q$th harmonic corresponds to $qA N_q$ IR photons losses (where $A$ is the XUV absorption factor in the HHG medium), it can be used to extract information about the probabilities of absorbing IR photons towards harmonic generation. However, the number of points at which the IR photon losses are correlated with the generated harmonic photons is a small portion compared the total number of points in the distribution. To reveal these points, we take advantage of the energy conservation, and we collect only those lying along the anti–correlation diagonal of the joint distribution. These points provide the probability of absorbing IR photons ($P_{IR}$) towards the harmonic emission. The $P_{IR}$ depicts a multi-peak
structure corresponding to the generated high harmonic orders (Fig. 13 (b)), with the spacing between the peaks to be \( P_{IR} \approx (\Delta q) A N_q = 2 A N_q \), with \( \Delta q = 2 \) the distance between two harmonic peaks in the HHG spectrum. The minimum value of the width \( (w_{\text{ant}}) \) of the anti-correlation diagonal, which defines the resolution of the QS, can be experimentally obtained by the accuracy to find the peak of the joint distribution which is \( w_{\text{ant}} = W_f/\sqrt{\xi} \), where \( W_f \) is the percentage of the width of the joint distribution relative to its mean value and \( k \) is the number of points in the distribution. Here, it is important to note that the power of the QS to resolve the multi-peak structure of \( P_{IR} \) and to condition the IR state on the HHG process, is associated with the dynamic range of the detection system, the number of IR photons absorbed towards the harmonic emission (associated with the conversion efficiency of the HHG process), with the number of accumulated shots and the number of XUV–IR correlated points. Due to this multi-parameter dependence of the resolution, there is large space for further improvement of the QS method.

Additionally, by selecting the points along the anti-correlation diagonal, we condition the IR field state exiting the medium on the HHG process. This is because we select only those shots that are relevant to the harmonic emission, and we remove the unwanted background associated with all residual processes, e.g. electronic excitation or ionization. This action corresponds to the application of the \( \Pi_{\Delta \neq 0} = 1 - \Pi_{\Delta} \) operator onto the field state given by Eq. (51), and its projection onto the harmonic field modes (see Section IV B, Eq. (54)) [88, 90]. This results in the creation of an IR field coherent state superposition which is given by Eq. (54).

Hereafter, for the sake of simplicity, we express the conditioned light states by considering only a single mode for the IR input field (we further omit the oscillation term \( e^{-i\omega t} \)). In this case Eq. (54) reads

\[
\left| \phi_c^{(IR)} \right\rangle_{\text{HHG}} = \left| \alpha + \chi \right\rangle - \xi_{(IR)} \left| \alpha \right\rangle,
\]

which is a genuine optical Schrödinger “cat” state in the IR spectral range. The approach can likewise be used for creating an optical Schrödinger “cat” state in the XUV spectral range [88]. This can be achieved if the \( S_{XUV} \) contains the integrated signal of all high-harmonic orders except one, let say the \( q \)th. In this case Eq. (55) reads

\[
\left| \chi^{(q)}_c \right\rangle_{\text{HHG}} = \left| \chi_q \right\rangle - \xi_q \left| 0_q \right\rangle,
\]

which is a coherent state superposition in the spectral range of the \( q \)th harmonic. In a similar way, the method can be applied to the ATI process using the photoelectron signal \( S_{\text{ATI}}^{\text{pos, neg}} \). After selecting only the shots that are relevant to the ATI photoelectron emission from the joint distribution \( (S_{\text{ATI}}^{\text{pos, neg}}, S_{IR}) \), we condition the IR field state on the ATI process. In the case that the signal \( S_{\text{ATI}}^{\text{pos, neg}} \) is integrated over all possible outgoing momenta, the resulting IR state is a mixed state of coherent state superpositions given by Eq. (71), and is therefore written as

\[
\rho_c^{(ATI)} = \int dp \, C(p) \left| \Phi^{k_x, k_p}_{ATI}(t, p) \right\rangle \left\langle \Phi^{k_x, k_p}_{ATI}(t, p) \right|.
\]

In case of using a multi-cycle fundamental driving field, where the ATI spectrum consists of well defined photoelectron peaks (Fig. 11 (b)), we can approximate the state by

\[
\rho_c^{(ATI)} = \sum_{p_i} C(p_i) \left| \Phi^{k_x, k_{p_i}}_{ATI}(t, p_i) \right\rangle \left\langle \Phi^{k_x, k_{p_i}}_{ATI}(t, p_i) \right|.
\]

We note that in Eqs. (82)–(85), the factors \( \xi_{(IR)}, \xi_q \) and \( C(p) \), are complex, and reflect the coupling of the initial coherent state with the shifted one. Their absolute values are in the range \( 0 < |\xi_{(IR)}|, |\xi_q|, |C(p)| < 1 \) and they depend on \( \chi, \chi_q \) and \( p \), respectively.

Additionally, the approach can be used for creating entangled coherent state superpositions between different driving frequency modes [88, 90]. This can be achieved, for instance, by generating high-harmonics using a multi-mode driving field. Such experiments are
typically performed using a two–frequency (ω₁ − ω₂) field (in the visible–infrared spectral range), usually consisting of the fundamental and its second harmonic [126–128]. In this case, the state of the field before the interaction is |α₁⟩|α₂⟩, which after the interaction and attenuation becomes |α₁ + χ₁⟩|α₂ + χ₂⟩. Following the correlation measurement based procedure used to obtain Eq. (82), the state conditioned on HHG is given by

\[ \phi_c^{(ω₁, ω₂)} \]_{HHG} = |α₁ + χ₁⟩|α₂ + χ₂⟩ - ξ(ω₁, ω₂)|α₁⟩|α₂⟩, \tag{86} \]

which is an entangled coherent state in the visible–infrared spectral range. The degree of entanglement for different shifts χ₁, χ₂ of the two driving field modes has been discussed in [88] in terms of an entanglement witness based on the purity of the reduced density matrix.

2. Control of the optical quantum state

The control of the quantum features of the light states shown in Eqs. (82)–(85), relies on the control of \( χ, χ_q \) and \( p \). This can be achieved by changing the density of atoms in the interaction region, the intensity of the employed laser field, the field polarization, the CEP in case of using a few-cycle laser system or the measured interaction products used by the QS. Evidently, there is a large number of combinations that can be used as “knobs” for controlling the quantum features of the coherent state superposition. A representative example which shows the power of the approach on controlling the features of the coherent state superposition can be given using Eq. (82). It can be shown that, when the shift of the coherent state \( χ \) is reduced, the overlap between the initial coherent state and the shifted one gets higher i.e. the value of \( |ξ| \) increases, and in the extreme case where \( |ξ| \rightarrow 1 \) the coherent state superposition takes the form \( \phi_c^{(IR)} \approx D(α)|1⟩ \), which is an optical “kitten” state [87, 89]. This has been confirmed experimentally [89] by reducing the gas density in the TA of Unit 2. On the other hand, when the shift of the coherent state \( χ \) is increased (which can be done by increasing the gas density), the overlap between the initial coherent state and the shifted one decreases, i.e. the value of \( |ξ| \) is reduced, and in the extreme case where \( |ξ| \rightarrow 0 \) the coherent state superposition takes the form \( \phi_c^{(IR)} \approx |α + χ⟩ \), which is a regular coherent state.

Finally, it is noted that the combination of the aforementioned control “knobs”, together with optical arrangements consisting of passive linear optical elements (such as phase shifters, beam splitters, fibers etc.), can provide an enormous high number of combinations [129, and references therein] for the generation of large optical cat states, and massively entangled states with controllable quantum features. We note that the beam splitters and the phase shifters are considered as one of the most important optical elements in quantum state engineering and hence, a brief description of their action on a field state, is required.

3. Linear optical elements and cat states from HHG

**Phase shifter:** A phase shifter introduces a phase shift \( φ \) in the field state. This can be achieved by exploiting the refractive index of the materials introduced in the beam path, or via optical arrangements such as a delay stage. The unitary operator which describes the action of a phase shifter on a field state is \( U(φ) = \exp[iφbc^†b] \).

In the case the light field before the phase shifter is in a coherent state \( |β⟩ \) the state of the outgoing field is

\[ U(φ)|β⟩ = |βe^{iφ}⟩ \] \tag{87} \]

Obviously, if the incoming field is in an optical cat state, e.g. \( |γ⟩ + ξ|β⟩ \), the state of the output field will be \( |γe^{iφ}⟩ + ξ|βe^{iφ}⟩ \).

**Beam splitter:** The beam splitter is an optical element which mixes two incoming spatial field modes into two outgoing spatial modes, and is characterized by its transmission \( T \) and reflection \( R = 1 − T \) coefficients. These coefficients depend on the frequency, and usually on the polarization of the light field. Considering that \( b \ (b^†) \) and \( c \ (c^†) \) are the annihilation (creation) operators of the two incoming spatial modes onto the BS, the unitary operator which describes the action of the beam splitter on the field state is \( B(θ) = \exp[θ(bc^† − b^†c)] \), with \( θ = \arctan(√T) \).

**Coherent states on a beam splitter:** Considering that the incoming field modes are the coherent states \( |β⟩ \), and \( |γ⟩ \), the outgoing state from the beam splitter is

\[ B(θ)|β⟩|γ⟩ = |β cos (θ) + γ sin (θ)⟩_t \]
\[ \quad \otimes |−γ cos (θ) + β sin (θ)⟩_r, \tag{88} \]

with each of the state in the product state corresponds to one of the outgoing modes of the beam splitter. The subscripts \( t \) and \( r \) denote the transmitted and reflected parts, respectively. Here, it is important to note, that in quantum optics, when only one field mode (lets say \( |β⟩ \)) enters the beam splitter, the input of the other mode is described by the vacuum state \( |0⟩ \). In this case, it is evident from (88) that the output field state is \( |β cos (θ)⟩_t \ | −γ sin (θ)⟩_r \).

**Optical cat states on a beam splitter:** Considering that the incoming field modes are an optical cat state \( |γ⟩ + ξ|β⟩ \), and the vacuum state \( |0⟩ \), the outgoing state from the beam splitter reads

\[ B(θ)(|γ⟩ + ξ|β⟩)|0⟩ = |γ cos (θ)⟩_t \ | −γ sin (θ)⟩_r + \]
\[ ξ|β cos (θ)⟩_t \ | −β sin (θ)⟩_r, \tag{89} \]

which, for a nonzero transmissivity of the beam splitter, takes the form of an entangled coherent state between
the two spatial modes, and is of the form

$$\left| \psi \right> = \frac{1}{\sqrt{N}} \left( \left| \gamma_r \right>_r \left| \gamma_t \right>_t + \xi \left| \beta_r \right>_r \left| \beta_t \right>_t \right),$$  \hspace{1cm} (90)

where $N$ is the normalization factor. The entanglement properties of this state is particularly interesting if the distance between the coherent states appearing in each of the terms in the superposition is large enough, and the states $\left| \gamma_{r,t} \right>$ and $\left| \beta_{r,t} \right>$ are almost orthonormal. However, within the HHG approach the generation of the coherent state superpositions involves more than two coherent states [92, 130, 131]. We can go even further with the entanglement by using a multi–beam splitter arrangement and schemes consisting of multiple HHG and QS arrangements [92]. For example, let us assume that we use the arrangement shown in Fig. 14, where a single mode IR driving IR field. $\left| \alpha_{1,2} \right>$ are the coherent states after the beam splitter BS1. $\left| \alpha_2 e^{i\varphi} \right>$ is the state of the field after the phase shifter which introduces a phase $\varphi$ in $\left| \alpha_2 \right>$. HHG and QS are the HHG areas and the QS arrangements. $\left| \psi_f \right>$ is the final state after the last beam splitter (BS2). $\left| \phi_{1/2}^{(1/2)} \right>$ are the optical cat states created after conditioning on HHG. The state $\left| \psi_f \right>$ can be controlled by the variables $\chi_1$, $\chi_2$, and $\varphi$.

\[ \theta = \pi/4, \] the output field state $\left| \psi_f \right>$ reads

$$\left| \psi_f \right> = \frac{1}{\sqrt{2}} \left[ \alpha_1 (1 + e^{i\varphi}) + \chi_1 + \chi_2 e^{i\varphi} \right]_t$$

$$\otimes \frac{1}{\sqrt{2}} \left[ -\alpha_1 (1 - e^{i\varphi}) + \chi_1 + \chi_2 e^{i\varphi} \right]_r$$

$$+ \xi_2 \left[ \alpha_1 (1 + e^{i\varphi}) + \chi_1 \right]_t$$

$$\otimes \frac{1}{\sqrt{2}} \left[ -\alpha_1 (1 - e^{i\varphi}) + \chi_1 \right]_r$$

$$+ \xi_1 \left[ \alpha_1 (1 + e^{i\varphi}) + \chi_2 e^{i\varphi} \right]_t$$

$$\otimes \frac{1}{\sqrt{2}} \left[ -\alpha_1 (1 - e^{i\varphi}) + \chi_2 e^{i\varphi} \right]_r$$

$$+ \xi_1 \xi_2 \left[ \alpha_1 (1 + e^{i\varphi}) \right]_t$$

$$\otimes \frac{1}{\sqrt{2}} \left[ -\alpha_1 (1 - e^{i\varphi}) \right]_r.$$  \hspace{1cm} (92)

The above expression is an entangled coherent state which can be controlled by the variables $\chi_1$, $\chi_2$ (and consequently $\xi_1$, $\xi_2$), and $\varphi$. We note that, by performing measurements over one of the modes, one can generate coherent state superpositions involving more than two coherent states.

\[ 4. \hspace{1cm} \text{Optical quantum state characterization} \]

The characterization of optical light state is a large chapter in quantum optics and is practically impossible to address it completely in a single section of a manuscript. For this reason, here we focus in one of the most commonly used methods named quantum tomography (QT) [120, 121], which relies on the use of a homodyne detection technique [132] (Unit 4 in Fig. 9).

According to classical electrodynamics, the mode of $E_{in}$ can be decomposed into two quadrature components $x$ and $p$ oscillating with a $\pi/2$ phase difference.
This is because \( E_{in}(t) = i(\alpha e^{i\varphi} e^{-i\omega t} - E_0 e^{-i\varphi} e^{i\omega t}) = i(\alpha e^{-i\omega t} - \alpha^* e^{i\omega t}) = \sin(\omega t)2X - \cos(\omega t)2P, \) where \( \alpha = E_0 e^{i\varphi} = X + iP, \) with \( X = \text{Re}\{\alpha\} = \frac{1}{2}(\alpha + \alpha^*), \) \( P = \text{Im}\{\alpha\} = \frac{1}{2i}(\alpha - \alpha^*), \) and \( E_0 \) is the field amplitude.

Following the canonical quantization procedure, the electric field operator \( \hat{E}_{in}(t) = iE_0(\alpha e^{-i\omega t} - \alpha^* e^{i\omega t}) \) reads

\[
\hat{E}_{in}(t) = \sqrt{2}E_0(\sin(\omega t)\hat{x} - \cos(\omega t)\hat{p}),
\]

where \( \hat{x} = (\hat{a} + \hat{a}^\dagger)/\sqrt{2} \) and \( \hat{p} = (\hat{a} - \hat{a}^\dagger)/\sqrt{2} \) are the non-commuting quadrature field operators, and \( \hat{a}, \hat{a}^\dagger \) are the photon annihilation and creation operators, respectively. The operators \( \hat{x} \) and \( \hat{p} \) are the analogues to the position and momentum operators of a particle in a harmonic potential, and satisfy the commutation and uncertainty relations \( [\hat{x}, \hat{p}] = i \) and \( \Delta x\Delta p \geq \frac{1}{2} \).

In Unit 4 of Fig. 9, \( E_{in} \) is the field of the state to be characterized. The \( E_{in} \) is spatiotemporally overlapped on a beam splitter (BS) with a field of a local oscillator (\( E_0 \)) coming from the 2\textsuperscript{nd} branch of the interferometer which introduces a controllable delay \( \Delta \tau \) (phase shift \( \varphi \)) between the \( E_0 \) and \( E_{in} \) fields. An important requirement for the applicability of the method is that the photon number of the local oscillator field should be much larger than that of the photon number of \( E_{in} \) to be characterized (for details see ref. [133]). The fields after the BS are detected by a balanced differential photodetection system consisting of two identical photodiodes (PD), which provides at each value of \( \varphi \) the photocurrent difference \( i_\varphi \). Setting the delay stage around \( \Delta \tau \approx 0 \), the characterization of the quantum state of light can be achieved by recording for each shot the value of \( i_\varphi \) as a function of \( \varphi \).

The beauty of the homodyne detection scheme [132] is that it provides access to the measurement of the values of the field quadrature. The values of the photocurrent difference \( i_\varphi \) are directly proportional to the measurement of the electric field operator i.e.,

\[
\hat{E}_{in}(\varphi) \propto \hat{x}_\varphi = \cos(\varphi)\hat{x} + \sin(\varphi)\hat{p}.
\]

The unknown proportionality factor between the measured photocurrent and the quadrature values in Eqs. (94) can be obtained by using the condition that the variance of the vacuum state is 1/2, as for the vacuum state \( \langle \hat{x}_\varphi \rangle = 0 \), and \( \langle \Delta \hat{x}_\varphi \rangle^2 = 1/2 \). In other words, the homodyne data are scaled according to the measured vacuum state quadrature noise. Experimentally, that is all that someone has to do in order to characterize the light state. This is because repeated measurements of \( \hat{x}_\varphi \) at each \( \varphi \) provide the probability distribution \( P_\varphi(x_\varphi) = \langle x_\varphi | \hat{\rho} | x_\varphi \rangle \) of its eigenvalues \( x_\varphi \), where \( \hat{\rho} = |\varphi\rangle\langle\varphi| \) is the density operator of the light state to be characterized and \( |x_\varphi \rangle \) the eigenstate with eigenvalue \( x_\varphi \). The density matrix \( \hat{\rho} \), which provides complete information about the light state, can be obtained in the Fock basis by calculating the matrix elements \( \rho_{nm} \) using an iterative Maximum–Likelihood procedure beautifully described in ref. [134].

Having these values, the mean photon number of the light state can be obtained by the diagonal elements \( \rho_{nn} \) of the density matrix \( \hat{\rho} \), and the relation \( \langle n \rangle = \sum n \rho_{nn} \).

One of the most complete and commonly used ways to visualize the quantum character of a light states is via the quasi–probability distribution in phase space \((x,p)\), namely, the Wigner function \( W(x,p) \), which has been extensively addressed over the years by an enormous number of research articles and books (see for instance refs. [132, 135–138]). What is important to be mentioned here is that: a) the marginal distributions \( P(x) = \langle x|\hat{\rho}|x \rangle = \int_{-\infty}^{\infty} dp W(x,p) \) and \( P(p) = \langle p|\hat{\rho}|p \rangle = \int_{-\infty}^{\infty} dx W(x,p) \) yield the position and momentum distributions, respectively, and b) if we introduce a phase shift \( \varphi \), the \( x \) and \( p \) components rotate by \( \varphi \) in phase–space via the operator \( \hat{U}(\varphi) \) shown in Eq. (87). Taking this into account, the equation which connects the \( P_\varphi(x_\varphi) \) with \( W(x,p) \) for each \( \varphi \) is

\[
P_\varphi(x_\varphi) = \langle x|\hat{U}(\varphi)\hat{\rho}\hat{U}^\dagger(\varphi)|x \rangle = \int_{-\infty}^{+\infty} dp \int_{-\infty}^{+\infty} dx W(x,p) \cos \varphi - p_\varphi \sin \varphi, x_\varphi \sin \varphi + p_\varphi \cos \varphi,
\]

(95)

where \( x_\varphi = x \cos \varphi + p \sin \varphi \) and \( p_\varphi = -x \sin \varphi + p \cos \varphi \). The above equation is called Radon transform and has been extensively studied in the theory of tomographic imaging [139], while the inverse Radon transform, implemented via the standard filtered back-projection algorithm, is the key tool in quantum state tomography and quantum state reconstruction [120, 137, and references therein]. Hence, the Wigner function can be reconstructed by applying the algorithm directly to the quadrature values \( x_{\varphi,k} \), using the formula \( W(x,p) \approx \frac{1}{2\pi N} \sum_{k=1}^{N} K(x \cdot \cos(\varphi_k) + p \cdot \sin(\varphi_k) - x_{\varphi,k}) [120] \), where \( N \) is the number of the recorded quadrature–phase pairs \( (x_{\varphi,k}, \varphi_k) \). In the previous expression, \( k \) is the index of each value and \( K(z) = \frac{1}{2} \int_{-\infty}^{\infty} d\xi |\xi| \text{exp}(i\xi z) \) is called the integration kernel with \( z = x \cdot \cos(\varphi_k) + p \cdot \sin(\varphi_k) - x_{\varphi,k} \). The numerical implementation of the integration kernel requires the replacement of the infinite integration limits with a finite cutoff \( k_c \). In order to reduce the numerical artifacts (rapid oscillations) and allow the details of the Wigner function to be resolved, the value of \( k_c \) is typically set to be around \( k_c \sim 4 \). Alternatively, the \( W(x,p) \) can be also obtained using the density matrix formalism [134, 140].

In the following, we provide three characteristic examples of the homodyne traces, and their corresponding Wigner functions as have been calculated for an optical coherent, “cat”, and “kitten” states. These cases have been experimentally measured in [87, 89] by means of the arrangement shown in Fig. 9. In Fig. 15 we show the calculated homodyne trace (left panel) and the Wigner function (right panel) of a coherent state. This corresponds to the case where the HHG process is switched off. The calculation has been performed using a coherent state \( |\alpha\rangle \) of amplitude \(|\alpha| = 2 \). In this case, \( \hat{\rho} = |\alpha\rangle \langle \alpha| \) and therefore the mean value \( \langle \hat{x}_\varphi \rangle = \langle \alpha \rangle \langle \hat{x}_\varphi | \alpha \rangle \) exhibits an oscillation with \( \langle \hat{x}_\varphi \rangle = |\alpha \rangle \cos \varphi \). Furthermore, the \( P_\varphi \) defined in Eq. (95) and the quantum fluctuation (which
In the above equation we have used the transformation \( x = \text{Re}[\beta - \alpha] \) and \( p \equiv \text{Im}[\beta - \alpha] \) (where \( \beta \) is a variable) which centers the Wigner function at the origin as for \( \beta = \alpha, x = 0 \) and \( p = 0 \). This is a convenient way for plotting a Wigner function, as well as writing its expression in a more compact form.

The situation changes dramatically when the HHG process and the QS are switched on. In Fig. 16 we show the calculated homodyne traces (left panels) and the corresponding Wigner functions (right panels) of an optical “cat” (Figs. 16 (a) and (b)) and a “kitten” (Figs. 16 (c) and (d)) state created when we introduce the conditioning on HHG. In Figs. 16 (a) and (b), the calculation has been performed using the optical “cat” state \( |\phi_c\rangle = |\alpha + \chi\rangle - \xi_{(IR)} |\alpha\rangle \) shown in Eq. (82) with \( |\alpha| = 2 \), and \( |\chi| = 0.8 \). In Figs. 16 (c) and (d), the value of \( |\chi| \) has been reduced to 0.1. In both cases, \( \hat{\rho} = |\phi_c\rangle \langle \phi_c| \) and the mean value \( \langle \hat{x}_c \rangle = \langle \phi_c | \hat{x}_c | \phi_c \rangle \) exhibits an oscillation with \( \langle \hat{x}_c \rangle = \sqrt{n} \cos \phi \). On the other hand, and contrary to what we saw in the case of a coherent state, \( P_c \) changes along the cycle and depicts a minimum around the center of the quantum fluctuation which is larger than the vacuum state. All these characteristic features are shown in the equation of Wigner function which reads,

\[
W(\beta) = \frac{2}{\pi N} \left[ e^{-2|\beta - \alpha|^2} + e^{-|\chi|^2} e^{-2|\beta - \alpha|^2} \right. \\
\left. - (e^{2(\beta - \alpha)} + e^{2(\beta - \alpha)^*}) e^{-|\chi|^2} e^{-2|\beta - \alpha|^2} \right]
\]

where \( N = 1 - e^{-|\chi|^2} \) is the normalization factor for Eq. (82). The Wigner function depicts the features of a genuine optical “cat” (“kitten” for \( \chi = 0.1 \)) state as it has a ring-like shape with a minimum around the center, and shows pronounced non-classical signatures by means of its negative values.

**VI. DISCUSSION**

The interaction of intense laser fields with matter leads to a highly non-linear electronic response, and simultaneously influences the electromagnetic field by generating radiation in the previously unpopulated field modes, and leads to a backaction on the fundamental mode which drives the process. Furthermore, the interaction induces correlations among the modes participating in the process. With the full quantum electrodynamical description of intense laser matter interaction introduced in this tutorial, we were able to explicitly show how the two most common processes of high-harmonic generation and above-threshold ionization, influence the quantum state of the electromagnetic field modes. Utilizing conditioning procedures on the different processes allowed us to perform quantum state engineering protocols for generating non-classical optical field states with novel properties, such as high photon number, extending towards extreme wavelength regime and using ultrashort light pulses.

The fully quantized descriptions of HHG and ATI process allow to obtain further insights into the dynamics of intense laser matter interaction, from a novel perspective by taking into account the quantum nature of the electromagnetic field. This allows to answer the questions of the non-classical properties of the electromagnetic field, and to investigate the backaction of the interaction on the
driving laser field in intense laser-matter interaction. In particular, we uncovered dynamical changes of the electromagnetic field which could not be addressed by the previous semi-classical theory.

We introduced the quantum electrodynamical description of the process of HHG and ATI, considering the natural continuum of electromagnetic field modes. Considering a conditioning procedure on the emission of harmonic radiation leads to entangled coherent states, and coherent state superposition with non-classical signatures.

We obtained the quantum state of the electromagnetic field for the conditioning procedure on ATI, which allowed to obtain the backaction on the fundamental mode. We emphasize that the backaction on the EM field due to the electron dynamics in the ATI process can be decomposed in 3 steps. First, the bound electron wavefunction oscillates in the field, leading to a shift of the EM field modes itself. In the second step, the electron transitions from the ground state to the continuum, which influences the EM field state due to the coupling of the dipole transition matrix element with the electric field operator. In the last step, after ionization, the electron is driven by the field leading to a shift of the EM field state due to the charge current associated with the electron’s motion in the continuum.

With the ability to compute the EM field state conditioned on ATI, we obtain field observables of the driving laser mode (photon number distribution and its mean value) to understand the underlying dynamics, and the backaction associated to the process. Interestingly, the direction of the electron propagation (determined by the initial electron momentum after ionization) determines if the shift of the field state amplitude is in or out of phase, leading to an enhancement or depletion of the fundamental mode, respectively.

This quantum electrodynamical description, together with the conditioning procedures introduced in theory and experiment, gives rise to the opportunity of generating non-classical field states. The applicability and use of those states towards a novel platform for quantum information science will be outlined in the next section.

VII. OUTLOOK

This paper provides a tutorial to a new emerging interdisciplinary area of science, in which ultrafast laser physics and attoscience merge with quantum optics and quantum information science. In this sense it serves as an invitation to researchers to join the efforts in this area, and for this reason we devote special attention to the discussion of the outlook and possible future investigations. We decided to organize this section using the different levels: operational (concerning “day-to-day” generalization and continuations of the research discussed in this tutorial), tactical (connecting the present state-of-art status to future merge with quantum technologies, focused on detection, characterization and applications of massive superposition and entangled states generated with the present framework), and strategic (relating to long term goals and aims - the development of the new interdisciplinary platform for quantum technologies that merges quantum information, attoscience and quantum optics).

A. Outlook - Operational level

Typically, the operational plan describes the day to day running of the operation, in our case the new area of science. The operational plan charts out “small steps” or milestones to achieve the higher level (tactical) goals within a realistic time-frame. The present paper sets the QED framework for attoscience, and focuses on some applications related to conditional measurements of HHG and ATI in atomic media that lead to the generation of the massive Schrödinger cat states (massive superposition and entanglement states). There is an obvious ocean of possible generalizations, and applications of the present theory that indeed can be achieved on a “day-today” basis. Here we list a few:

- Even in the presently investigated schemes, there is plenty of place for further studies, such as for instance the role of the CEP, and there is a whole plethora of possibilities associated with using more complex polarization states (elliptic, time-dependent elliptic, locally chiral, etc.), combining polarization with two-colour fields and structuring polarization in space (cf. [141–149]). This might lead to creation of novel types of topological Schrödinger cats, very different from those discussed so far in the literature (cf. [150]).

- The same QED theory, and conditioning methods, can be applied to multielectron processes in atoms (ionization in general, NSDI by the interplay between Electron Impact Ionization (EII) and Resonant Excitation with Subsequent Ionization (RESI)). These can be at least analysed using the SFA approach.

- The present framework can be extended to more complex targets such as molecules, where e.g. chirality can lead to otherwise symmetry-forbidden electronic responses, like electronic motion perpendicular to the polarization plane [151], and electronic orbital angular momentum in ionization with linearly polarized light [152], thus expanding the spectrum of possible conditioning setups.

- A completely new avenue is to apply the present framework to solid state and condensed matter systems. In the first place, this could be done for weakly correlated systems that can be described by semiconductor Bloch equations [30, 45], or a little more flexible with the Wannier-Bloch approach.
The next step would be to apply the present framework to imaging of topological, chiral and/or strongly correlated systems, such as topological insulators [31, 32] or high $T_c$ superconductors (cf. [50]).

B. Outlook - Tactical level

In order to seek for the creation of a new feasible platform for quantum technologies, one needs clearly to relate “what we have” to the basic aspects of quantum information science: detection, characterisation, and finally, applications of generated quantum correlations and quantum entanglement. At this stage, experiments generate in a simplified view the massive superposition of the fundamental laser mode [87], or massively entangled states of several modes [88, 90].

The next directions of research should then focus on:

- Detection and characterization methods of massive Schrödinger cat states. This is a formidable challenge [153], which for large cats is extremely demanding [122].

- These kind of states are in the first place useful for quantum metrology in general [154–156], and on photonic platforms [157–159] in particular, and perhaps in quantum communications. It will thus be important to design concrete protocols for their applications.

C. Outlook - Strategic level

On the strategic level we aim at developing a novel quantum technology platform combining attoscience, quantum optics and quantum information. Each of these areas are already at a step where proof-of-principle experiments have been developed. The point is to create the new platform that is totally and intrinsically interdisciplinary. The research presented here, focused in theory and experiments on conditioning, is only a part of this general vision aimed at realising a universal and firmly established tool to offer completely unknown solutions and developments, i.e. a set of stable and reproducible methods to generate massive entangled states and massive quantum superposition. Most, if not all of these methods, involve quantum electrodynamics of ultra–intense laser–matter interactions, i.e. the framework described in the present tutorial. Here is the more complete list of the future research lines, related to these strategic objectives, aims and goals

- **Objective 1**: Generation, characterization and concrete applications in QT of entangled/quantum correlated states using conditioning methods.

- **Objective 2**: Generation, characterization and concrete applications in QT of entangled/quantum correlated states in strong–field physics and attosecond science driven by quantum light; this includes driving by strongly squeezed light, light with orbital angular momentum (cf. [160]), effects on photoelectron orbital angular momentum [161], and more.

- **Objective 3**: Generation, characterization and concrete applications in QT of entangled/quantum correlated states in Zerfall processes, such as single [162–164] or double ionization (cf. [165]).

- **Objective 4**: Studying quantitative and measurable effects of decoherence in attoscience, by studying reduced density matrices of Zerfall–products in ionization processes (cf. [166–168]).

The results of the present tutorial set up the basis for a road map toward this novel platform of attoscience, quantum optics and quantum information science for quantum technologies.
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Appendix A: Field commutation relations

The commutation relation between the canonical field variables \( A(r) \) and \( \Pi(r) \) defined respectively in Eqs. (3) and (5) is given by

\[
[A_m(r), \Pi_n(r')] = i\hbar \delta_{mn}^{\perp}(r-r'), \tag{A1}
\]

with the transverse \( \delta \)-function

\[
\delta_{mn}^{\perp}(r-r') = \frac{1}{(2\pi)^3} \int d^3k \left[ \delta_{mn} - \frac{k_mk_n}{k^2} \right] e^{i\mathbf{k}\cdot(r-r')}. \tag{A2}
\]

These canonical conjugate field variables are related to the field operators, \( \mathbf{B} = \nabla \times \mathbf{A} \), and \( \mathbf{E}^{\perp} = -\mathbf{\Pi}/\epsilon_0 \), of the magnetic field and the transverse part of electric field, respectively. The free-field Hamiltonian \( H_f \) can then be expressed in terms of the physical operators

\[
H_f = \frac{1}{2} \int d^3r \left[ \epsilon_0 \mathbf{E}^2(r) + \frac{1}{\mu_0} \mathbf{B}^2(r) \right], \tag{A3}
\]

which has the same form as the energy of the classical electromagnetic field, and it is required that the observables obey the commutation relation

\[
[E_m(r), B_n(r')] = -\epsilon_{mnl} \frac{i\hbar}{\epsilon_0} \frac{\partial}{\partial x_l} \delta(r-r'). \tag{A4}
\]

Appendix B: Interaction Hamiltonian

The minimal-coupling Hamiltonian given in Eq. (17) can be written in terms of the transformed dynamical variables from (23), (24), to obtain the multipolar-coupling Hamiltonian

\[
H' = \frac{1}{2} \int d^3r \left\{ \frac{1}{\epsilon_0} |\Pi'(r) + \mathbf{P}_{\perp}(r)|^2 + \frac{1}{\mu_0} |\nabla \times \mathbf{A}(r)|^2 \right\} + \sum_{\alpha} \left[ \frac{1}{2m} \left( \mathbf{p}'_{\alpha} - e \int_0^1 ds \mathbf{s}(\mathbf{r}_\alpha - \mathbf{R}_\alpha) \times [\nabla \times \mathbf{A}(\mathbf{R}_\alpha + s(\mathbf{r}_\alpha - \mathbf{R}_\alpha))] \right)^2 + V_{at}(\mathbf{r}_\alpha, \mathbf{R}_\alpha) \right], \tag{B1}
\]

where, as mentioned in Section III, \( V_{at}(\mathbf{r}_\alpha, \mathbf{R}_\alpha) \) is the effective potential felt by the single active electron, and \( \Pi' \) and \( \mathbf{p}' \) are given by Eqs. (23) and (24) respectively.

Using the mode expansion of the dynamical field variables of the transverse part of the electromagnetic field, the total Hamiltonian can be decomposed in the following way

\[
H' = H'_f + H'_{at} + H'_{int}, \tag{B2}
\]

where the free-field Hamiltonian \( H'_f \) has the same form as (2) but in terms of the new mode operators

\[
H'_f = \frac{1}{2} \int d^3r \left\{ \frac{1}{\epsilon_0} \Pi'^2(r) + \frac{1}{\mu_0} |\nabla \times \mathbf{A}(r)|^2 \right\} = \sum_{\mu} \int d^3k \hbar \omega_k \left( a^{\dagger}_{k\mu}a_{k\mu} + \frac{1}{2} \right). \tag{B3}
\]
We have separated the purely electronic (atomic or molecular) Hamiltonian

$$H'_{\text{el}} = \sum_{\alpha} \left[ \frac{p_{\alpha}^2}{2m_\alpha} + V_{\text{el}}(r_{\alpha}, R_{\alpha}) + \frac{1}{2\epsilon_0} \int d^3r |\mathbf{p}_{\perp}(r)|^2 \right] = \sum_{\alpha} \left[ \frac{p_{\alpha}^2}{2m_\alpha} + \tilde{V}_{\text{el}}(r_{\alpha}, R_{\alpha}) \right],$$

where $\tilde{V}_{\text{el}}(r_{\alpha}, R_{\alpha})$ is the final effective potential for single active electrons that includes effects of polarization. Finally, the interaction Hamiltonian reads

$$H'_{\text{int}} = -\frac{e}{\epsilon_0} \sum_{\alpha} \int_0^1 ds (r_{\alpha} - R_{\alpha}) \cdot \Pi'(R_{\alpha} + s(r_{\alpha} - R_{\alpha}))$$

$$+ \frac{e}{2m} \sum_{\alpha} \int_0^1 ds \left( \left[ (r_{\alpha} - R_{\alpha}) \times p_{\alpha}' \right] [\nabla \times A(R_{\alpha} + s(r_{\alpha} - R_{\alpha}))] + \text{h.c.} \right)$$

$$+ \frac{e^2}{2m} \sum_{\alpha} \left\{ \int_0^1 ds (r_{\alpha} - R_{\alpha}) \times [\nabla \times A(R_{\alpha} + s(r_{\alpha} - R_{\alpha}))]^2 \right\}.$$

The first term is the most relevant in our analysis since it couples the transverse displacement field $\Pi'(r) = -[\epsilon_0 \mathbf{E}_\perp(r) + \mathbf{p}_{\perp}(r)]$ with the atomic polarization $\mathbf{P}(r)$. The second and third term describe the interaction of the paramagnetic magnetization with the magnetic induction field $\mathbf{B}(r) = \nabla \times \mathbf{A}(r)$, and the diamagnetic energy of the system which is quadratic in the magnetic induction field, respectively.

**Appendix C: HHG spectrum**

The coherent contribution to the HHG spectrum is proportional to

$$S(\omega_{k,\mu}) \propto \lim_{t \to \infty} |\chi_{k,\mu}(t)|^2$$

$$= \tilde{g}(k)^2 N |\epsilon_{k,\mu} \cdot \langle \mathbf{d}(\omega_k) \rangle|^2 + \tilde{g}(k)^2 \sum_{\alpha \neq \alpha'} e^{-ik(R_{\alpha} - R_{\alpha'})} \epsilon_{k,\mu} \cdot \langle \mathbf{d}_{\alpha}(\omega_k) \rangle \epsilon_{k,\mu} \cdot \langle \mathbf{d}_{\alpha'}(\omega_k) \rangle^*, \quad (C1)$$

where we have assumed that each of the $N$ atoms contributes equally to the HHG spectrum such that

$$\sum_{\alpha = \alpha'} |\epsilon_{k,\mu} \cdot \langle \mathbf{d}_{\alpha}(\omega_k) \rangle|^2 = N |\epsilon_{k,\mu} \cdot \langle \mathbf{d}(\omega_k) \rangle|^2. \quad (C2)$$

Following the same assumptions that lead to the dipole approximation, i.e. $k \cdot R_{\alpha} \ll 1$, and again assuming that all $N$ atoms equally contribute to the HHG process, the second term in (C1) is given by

$$\tilde{g}(k)^2 \sum_{\alpha \neq \alpha'} e^{-ik(R_{\alpha} - R_{\alpha'})} \epsilon_{k,\mu} \cdot \langle \mathbf{d}_{\alpha}(\omega_k) \rangle \epsilon_{k,\mu} \cdot \langle \mathbf{d}_{\alpha'}(\omega_k) \rangle^* = \tilde{g}(k)^2 (N^2 - N) |\epsilon_{k,\mu} \cdot \langle \mathbf{d}(\omega_k) \rangle|^2, \quad (C3)$$

such that the spectrum is given by

$$S(\omega_{k,\mu}) \propto \lim_{t \to \infty} |\chi_{k,\mu}(t)|^2 = \tilde{g}(k)^2 N^2 |\epsilon_{k,\mu} \cdot \langle \mathbf{d}(\omega_k) \rangle|^2. \quad (C4)$$

**Appendix D: Derivation of electronic transition matrix elements**

In the main part of the manuscript we need the time-dependent dipole transition matrix elements between the ground state $|g\rangle$ and a continuum state $|\nu\rangle$, or between two different continuum states, see for instance (70) or (58), respectively. To obtain the transition matrix elements we use that $\mathbf{r}(t) = U_{sc}(t)\mathbf{r}U_{sc}(t)^*$, and we will further use that the action of the propagator on the electronic state is known from the semi-classical theory [114]

$$|\psi_{g/\nu}(t)\rangle = U_{sc}(t) |g/\nu\rangle = e^{i\frac{p_{\nu}}{\hbar}} \left( a_{g/\nu}(t) |g\rangle + \int d^3v' b_{g/\nu}(v', t) |\nu\rangle \right), \quad (D1)$$

which are the solutions of the time-dependent Schrödinger equation with the ground state $|g\rangle$ or the continuum state $|\nu\rangle$ as the initial condition, respectively.
1. Electron ground and continuum state population amplitudes

The amplitudes (D1) of the ground and continuum states obey the following coupled differential equations

\[
\frac{d}{dt} a_{g/\nu}(t) = \frac{i}{\hbar} \int d^3v' E_{cl}(t) \cdot \mathbf{d}^*(v') b_{g/\nu}(v', t)
\]  
(D2)

\[
\frac{d}{dt} b_{g/\nu}(v', t) = -\frac{i}{\hbar} \left( \frac{v'^2}{2m} + I_p \right) b_{g/\nu}(v', t) + \frac{i}{\hbar} E_{cl}(t) \cdot \mathbf{d}(v') a_{g/\nu}(t) + e E_{cl}(t) \cdot \nabla v' b_{g/\nu}(v', t) + \int d^3v'' b_{g/\nu}(v'', t) g(v', v''),
\]  
(D3)

where \( \mathbf{d}(v') = -e(v'|\mathbf{r}|g) \). However, to solve this coupled differential equations we shall perform the following approximation by neglecting re-scattering events and only consider the contribution from direct electrons, i.e. we neglect the continuum-continuum transitions in (D3) (term with \( g(v', v'') \)). We can therefore solve the differential equation for the continuum amplitude with the initial condition, \( b_{\nu}(v', t_0) = 0 \) and \( a_{\nu}(t_0) = 1 \), i.e. initial ground state population

\[
\frac{d}{dt} b_{\nu}(v', t) = -\frac{i}{\hbar} \left( \frac{v'^2}{2m} + I_p \right) b_{\nu}(v', t) + \frac{i}{\hbar} E_{cl}(t) \cdot \mathbf{d}(v') a_{\nu}(t) + e E_{cl}(t) \cdot \nabla v' b_{\nu}(v', t),
\]  
(D4)

with the solution given by

\[
b_{\nu}(p', t) = \frac{i}{\hbar} \int_{t_0}^t dt' E_{cl}(t') \cdot \mathbf{d} \left( p' + \frac{e}{c} A_{cl}(t') \right) \exp \left\{ -\frac{i}{\hbar} S(p', t, t') \right\} a_{\nu}(t'),
\]  
(D5)

where we have substituted the canonical momentum \( p' = m v' - \frac{e}{c} A(t) \), such that the gauge invariant kinetic momentum \( m \dot{r}(t) = p + \frac{e}{c} A(t) \) appears in the expression. With this, we denote by \( S(p, t, t') \) the semiclassical action given by

\[
S(p, t, t') = \int_{t_0}^t dt'' \left[ \frac{1}{2m} \left( p' + \frac{e}{c} A_{cl}(t'') \right)^2 + I_p \right].
\]  
(D6)

This can now be inserted into the differential equation for the ground state amplitude (D2) and we obtain

\[
\frac{d}{dt} a_{\nu}(t) = -\int_{t_0}^t dt' \gamma(t, t') a_{\nu}(t'),
\]  
(D7)

where

\[
\gamma(t, t') = \frac{1}{\hbar^2} \int d^3p E_{cl}(t) \cdot \mathbf{d}^*(p + \frac{e}{c} A_{cl}(t)) E_{cl}(t') \cdot \mathbf{d} \left( p + \frac{e}{c} A_{cl}(t') \right) \exp \left\{ -\frac{i}{\hbar} S(p, t, t') \right\}.
\]  
(D8)

We now assume that the rate of change of \( a_{\nu}(t) \) is slow compared to the field, such that we can replace \( a_{\nu}(t') \) by \( a_{\nu}(t_0) \) in the integrand, and the solution is given by

\[
a_{\nu}(t) = \exp \left\{ -\int_{t_0}^t dt' W(t') \right\} a_{\nu}(t_0) = \exp \left\{ -\int_{t_0}^t dt' W(t') \right\},
\]  
(D9)

with the ionization rate given by

\[
W(t) = \int_{t_0}^t dt' \gamma(t, t').
\]  
(D10)

We further need the amplitudes with the continuum state as the initial condition \( b_{\nu}(v', t_0) = \delta(v - v') \) and \( a_{\nu}(t_0) = 0 \). The corresponding solution of (D4) for \( b_{\nu}(v', t) \) is given by

\[
b_{\nu}(v', t) = \frac{i}{\hbar} \int_{t_0}^t dt' E_{cl}(t') \cdot \mathbf{d} \left( p' + \frac{e}{c} A_{cl}(t') \right) \exp \left\{ -\frac{i}{\hbar} S(p', t, t') \right\} a_{\nu}(t') + \exp \left\{ -\frac{i}{\hbar} S(p', t, t_0) \right\} \delta(v - v'),
\]  
(D11)
where the last term takes into account the initial condition \( b_\omega(v', t_0) = \delta(v - v') \). Under the same assumptions for the solution of the differential equation of \( a_\omega(t) \) in (D2), we find that for \( a_\omega(t_0) = 0 \)

\[
\begin{align*}
  a_\omega(t) &= \frac{i}{\hbar} \int dt' E_{cl}(t') \cdot d^*(v') \exp \left\{ -\frac{i}{\hbar} S(p', t', t_0) \right\} \exp \left\{ - \int_{t'}^t d\tau W(\tau) \right\} \delta(v - v') \\
  &= \frac{i}{\hbar} \int_{t_0}^t dt' E_{cl}(t') \cdot d^*(v) \exp \left\{ -\frac{i}{\hbar} S(p, t', t_0) \right\} \exp \left\{ - \int_{t'}^t d\tau W(\tau) \right\}.
\end{align*}
\] (D12)

We shall assume that the probability of recombination to the ground state is small when the electron is initially in the continuum. This means we approximate \( a_\omega(t) \approx 0 \), which simplifies the amplitude of the continuum population

\[
  b_\omega(p', t) = \exp \left\{ -\frac{i}{\hbar} S(p', t, t_0) \right\} \delta(p - p').
\] (D13)

We further assume that the depletion of the ground state can be neglected such that \( a_g(t) \approx 1 \) and accordingly the continuum population (D5) reads

\[
  b_g(p', t) = \frac{i}{\hbar} \int_{t_0}^t dt' E_{cl}(t') \cdot d \left[ \left( p'(t) + \frac{e}{c} A_{cl}(t') \right) \exp \left\{ -\frac{i}{\hbar} S(p, t, t') \right\} \right].
\] (D14)

We have expressed both amplitudes in terms of the gauge invariant kinetic momentum \( p = v - \frac{e}{c} A(t) \).

2. **Bound-continuum transition matrix element**

In (70) we need the time-dependent transition matrix element between the ground state \( |g\rangle \) and the continuum state \( v_\alpha \) for the process of ATI. We can use (D1), and have

\[
  \langle v | r(t) | g \rangle = \langle \psi_\omega(t) | r | \psi_g(t) \rangle \simeq \int d^3v' b_\omega^*(v', t) \langle v' | r | g \rangle,
\] (D15)

where we have used that \( a_\omega(t) \approx 0 \) and \( a_g(t) \approx 1 \). And we have further neglected C-C transition matrix elements. Inserting (D13) we have

\[
  \langle v | r_\alpha(t) | g \rangle \simeq \exp \left\{ \frac{i}{\hbar} S(p, t, t_0) \right\} \langle p + e/cA(t) | r | g \rangle.
\] (D16)

3. **Continuum-Continuum transition matrix element**

For the time-dependent transition matrix element between the two continuum states in (58) we have

\[
  \langle v | r(t) | v' \rangle = \langle \psi_\omega(t) | r | \psi_\omega(t) \rangle \simeq \int d^3v'' \int d^3v''' b_\omega^*(v'', t) b_\omega(v'''', t) \langle v'' | r | v''' \rangle,
\] (D17)

where we have again used that \( a_\omega(t) \approx 0 \) and \( a_g(t) \approx 1 \).

**Appendix E: Field observables for direct ATI**

The pure state of the EM field conditioned on ATI (69) is given by

\[
  | \phi_{ATI}(t, p) \rangle = \frac{-ie}{\hbar} \int_{t_0}^t dt' \prod_{k, \mu} e^{i\chi_{k, \mu}(t', t_0)} D[\delta_\alpha(t, t', \omega_k, v_\alpha)] |E_Q(t', R_\alpha) \cdot (v_\alpha | r_\alpha(t') | g) \rangle
\]

\[
  \otimes_{k, \mu \geq k_L, \mu} |\chi_{k, \mu}(t')\rangle \otimes_{k, \mu \gg k_L, \mu} |\chi_{k, \mu}(t')\rangle.
\] (E1)
We can now use that

$$\prod_{k,\mu} e^{i\varphi_{k\mu}(t,t',v_\alpha)} D[\delta_\alpha(t,t',\omega_k,v_\alpha)] E_Q(t',R_\alpha) = [E_Q(t',R_\alpha) - E_\delta(t',R_\alpha)] \prod_{k,\mu} e^{i\varphi_{k\mu}(t,t',v_\alpha)} D[\delta_\alpha(t,t',\omega_k,v_\alpha)],$$  

(E2)

where

$$E_\delta(t',R_\alpha) = i \sum_\mu \int d^3k \bar{g}(k) \epsilon_{k\mu} [\delta_\alpha(t,t',\omega_k,v_\alpha)e^{-i\omega_k t + ik \cdot R_\alpha} - \text{c.c.}]$$  

(E3)

such that the state of the field now reads

$$|\phi_{\text{ATI}}(t,p)\rangle = -\frac{i\varepsilon}{\hbar} \int_{t_0}^t dt' [E_Q(t' - t, R_\alpha) - E_\delta(t', R_\alpha)] \cdot \langle \nu_\alpha | r_\alpha(t') | g \rangle \left[ \bigotimes_{k,\mu \geq k_{L\mu}} e^{i[\varphi_{k\mu}(t,t',v_\alpha) + \varphi_{k\mu}^{\chi_\alpha}(t,t')]} \left[ (\alpha_{kL} + \chi_{k\mu}(t')) + \delta_\alpha(t,t',\omega_k,v_\alpha) \right] e^{-i\omega_k t} \right] \left[ \bigotimes_{k,\mu > k_{L\mu}} e^{i[\varphi_{k\mu}(t,t',v_\alpha) + \varphi_{k\mu}^{\chi_\alpha}(t,t')]} \left[ \chi_{k\mu}(t') + \delta_\alpha(t,t',\omega_k,v_\alpha) \right] e^{-i\omega_k t} \right],$$  

(E4)

where

$$\varphi_{k\mu}^{\chi_\alpha}(t,t') = \text{Im} \left[ \delta_\alpha(t,t',\omega_k,v_\alpha) \chi_{k\mu}(t') \right].$$  

(E5)

We can now do the transformation back to the original laboratory frame

$$|\Phi_{\text{ATI}}(t,p)\rangle = e^{-iH_{\text{L}}t} D(\alpha_{kL}) |\phi_{\text{ATI}}(t,p)\rangle,$$  

(E6)

and we find that

$$|\Phi_{\text{ATI}}(t,p)\rangle = -\frac{i\varepsilon}{\hbar} \int_{t_0}^t dt' [E_Q(t' - t, R_\alpha) - E_\delta(t', R_\alpha)] \cdot \langle \nu_\alpha | r_\alpha(t') | g \rangle \left[ \bigotimes_{k,\mu \geq k_{L\mu}} e^{i[\varphi_{k\mu}(t,t',v_\alpha) + \varphi_{k\mu}^{\chi_\alpha}(t,t')]} \left[ (\alpha_{kL} + \chi_{k\mu}(t')) + \delta_\alpha(t,t',\omega_k,v_\alpha) \right] e^{-i\omega_k t} \right] \left[ \bigotimes_{k,\mu > k_{L\mu}} e^{i[\varphi_{k\mu}(t,t',v_\alpha) + \varphi_{k\mu}^{\chi_\alpha}(t,t')]} \left[ \chi_{k\mu}(t') + \delta_\alpha(t,t',\omega_k,v_\alpha) \right] e^{-i\omega_k t} \right],$$  

(E7)

where

$$\varphi_{k\mu}^{\chi_\alpha}(t,t') = \text{Im} \left\{ \alpha_{kL} \left[ \delta_\alpha(t,t',\omega_k,v_\alpha) + \chi_{k\mu}(t') \right] \right\}. $$  

(E8)

We have further used that

$$e^{-iH_{\text{L}}t} E_Q(t',R_\alpha)e^{iH_{\text{L}}t} = E_Q(t' - t, R_\alpha) = i \sum_\mu \int d^3k \bar{g}(k) \epsilon_{k\mu} \left[ \alpha_{k\mu} e^{-i\omega_k (t' - t) + ik \cdot R_\alpha} - \text{h.c.} \right].$$  

(E9)

This state (E7) is the field state conditioned on ATI with a single electron momentum in the laboratory frame. We shall now project this state on the harmonic vacuum $|\{0\}_{HH}\rangle$ in order to obtain the state of the driving field mode in the situation where no harmonic radiation is generated. We thus find that

$$|\Phi_{\text{ATI}}^{kL}(t,p)\rangle = \langle \{0\}_{HH} | \Phi_{\text{ATI}}(t,p) \rangle$$

$$= -\frac{i\varepsilon}{\hbar} \int_{t_0}^t dt' \left[ E_Q(t' - t, R_\alpha) + i \sum_\mu \int d^3k \Theta(k_{HH}) \bar{g}(k) \epsilon_{k\mu} e^{-i\omega_k t' + ik \cdot R_\alpha} \left[ \alpha_{k\mu}(t') + \delta_\alpha(t,t',\omega_k,v_\alpha) \right] \right]$$

$$- E_\delta(t',R_\alpha) - E_{cl}(t',R_\alpha) \cdot \langle \nu_\alpha | r_\alpha(t') | g \rangle \prod_{k,\mu \geq k_{L\mu}} e^{i[\varphi_{k\mu}(t,t',v_\alpha) + \varphi_{k\mu}^{\chi_\alpha}(t,t')]} \left[ (\alpha_{kL} + \chi_{k\mu}(t') + \delta_\alpha(t,t',\omega_k,v_\alpha)) \right]^2$$

$$\bigotimes_{k,\mu > k_{L\mu}} e^{i[\varphi_{k\mu}(t,t',v_\alpha) + \varphi_{k\mu}^{\chi_\alpha}(t,t')]} \left[ \alpha_{k\mu}(t') + \delta_\alpha(t,t',\omega_k,v_\alpha) \right] e^{-i\omega_k t'},$$

(E10)
where $\Theta(k_{HH})$ is the step function taking into account only the contributions with field momentum $k_{HH} \gg k_L$. Having in mind that the action of the electric field operator over a generic coherent state $|\beta_k\rangle$ can be written as
$$E_{Q,k}(t, R_\alpha) |\beta_k\rangle = E_{\beta,k}(t, R_\alpha) |\beta_k\rangle - i\hat{g}(k)\epsilon_{k,\mu} D(\beta_k) |1_k\rangle,$$
we can then write
$$E_{Q,k,L}(t'-t, R_\alpha) \left[ \alpha_{k_L} + \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) \right] e^{-i\omega_k t'}$$
$$= \left( E_{cL}(t', R_\alpha) + E_{dL}(t', R_\alpha) + E_{\Lambda}(t', R_\alpha) \right) \left[ \alpha_{k_L} + \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) \right] e^{-i\omega_k t'}$$
$$- i\hat{g}(k)|\alpha_{k_L} + \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) \rangle e^{-i\omega_k t'} |1_k\rangle,$$
where $\Theta(k_{HH})$ is a Heaviside function that takes into account contributions for which $k_{HH} \gg k_L$, $\Pi(k_L)$ is a rectangular function that is one whenever $k \approx k_L$, and zero otherwise. We have further defined
$$\theta_{k,\mu}(t, t', p, \alpha) = \phi_{k,\mu}(t, t', v_\alpha) + \text{Im} \left( \delta_{\alpha}(t, t', \omega_k, v_\alpha) \chi_{k,\mu}(t') \right) \bigg| + \text{Im} \left\{ \alpha_{k_L} \left[ \delta_{\alpha}(t, t', \omega_k, v_\alpha) + \chi_{k,\mu}(t') \right] \right\},$$
which is the BCH phase that appears together with other phases arising from applying the commutation relation between two displacement operators. Finally, we have defined
$$C_{HH}(p,t,t') = \prod_{k,\mu \geq k,\mu} \left[ e^{\sqrt{2} \left( \sqrt{v_{k,\mu}}(t',t',v_{\nu}) + \text{Im} \left\{ \delta_{\alpha}(t, t', \omega_k, v_\alpha) \chi_{k,\mu}(t') \right\} \right)} e^{-\frac{1}{4} \left| \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) \right|^{2}} \right],$$
which is a weight function that arises as a consequence of the conditioning onto the vacuum state of the harmonics modes. We have also defined
$$E_{\chi}(t', R_\alpha) = \iota \sum_{\mu} \int d^3k \hat{g}(k) \epsilon_{k,\mu} \left[ \chi_{k,\mu}(t') e^{-i\omega_k t' - ik \cdot R_\alpha} - \chi_{k,\mu}(t') e^{i\omega_k t' - ik \cdot R_\alpha} \right].$$
Finally, we project the previous expression with respect to the a Fock state basis $|n\rangle$ to get the photon number probability amplitude for the direct term. Note that, in order to get expressions that can be analyzed computationally, we consider a single fundamental mode, corresponding to the central frequency of the employed electric field
$$\left| \dot{\Phi}_{ATI}(t, p) \right> = \left\{ \{0\}_{HH} | \Phi_{ATI}(t, p) \right\}$$
$$= -\frac{i e}{\hbar} \int_{t_0}^{t} dt' \left[ E_{\chi}(t', R_\alpha) + \int d^3k \Theta(k_{HH}) \hat{g}(k) \epsilon_{k,\mu} \chi_{k,\mu}(t') e^{-i\omega_k t' + ik \cdot R_\alpha} \right]$$
$$\cdot \langle \alpha_{k_L} + \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) | g \rangle C_{HH}(p, t, t') e^{-\frac{1}{4} \left| \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) \right|^{2}}$$
$$\times \left\{ \left[ \alpha_{k_L} + \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) \right] e^{-i\omega_k t'} \right\} \right)$$
$$- \frac{e}{\hbar} \int d^3k \Pi(k_L) \hat{g}(k) \int_{t_0}^{t} dt' \epsilon_{kL,\mu} \cdot \langle \alpha_{k_L} + \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) | g \rangle C_{HH}(p, t, t') e^{-\frac{1}{4} \left| \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) \right|^{2}}$$
$$\times \left\{ \left[ \alpha_{k_L} + \chi_{k,\mu}(t') + \delta_{\alpha}(t, t', \omega_k, v_\alpha) \right] e^{-i\omega_k t'} \right\} \right)^n$$
$$\left( \frac{\sqrt{n!}}{\sqrt{n - 1}!} \right)^n - \left( \frac{\sqrt{n!}}{\sqrt{n - 1}!} \right)^n$$
$$\left. \left( \frac{\sqrt{n!}}{\sqrt{n - 1}!} \right)^n \right],$$
(E11)
such that, up to a normalization factor, the photon number probability distribution for the $k_{L,m}$ mode is given by

$$P_{nk_{L}}(t,p) = \left| \langle n | {\hat{q}}^{k_{L}}_{ATI}(t,p) \rangle \right|^2.$$  

(E18)

**Appendix F: Perturbation theory for rescattering in ATI**

From the perturbation theory analysis considered in the main part of the manuscript (80) for the introduction of the rescattering part of the state, we get the following set of equations for each of the perturbation orders

$$i\hbar \frac{d}{dt} \phi^{(0)}(v,t) = eE_Q(t,R) \cdot (v|\mathbf{r}(t)|g) \phi(t) + eE_Q(t,R) \cdot \Delta \mathbf{r}(t,v_a) \phi^{(0)}(v,t)$$

$$i\hbar \frac{d}{dt} \phi^{(1)}(v,t) = eE_Q(t,R) \Delta \mathbf{r}(t,v) \phi^{(1)}(v,t) - \frac{\hbar}{e} \int d^3v' \exp \left[ \frac{i}{\hbar} S(v',t,t_0) \right] E_Q(t,R) \cdot g(v,v') \times \exp \left[ -\frac{i}{\hbar} S(v',t',t_0) \right] \phi^{(0)}(v',t).$$  

(F1)

Here, we define $\Delta \mathbf{r}(t,v)$ as in Eq. (63), so that the first equation describes the dynamics of the zeroth order perturbation term which characterizes direct ionization phenomena, and which has been previously discussed. On the other hand, the second term describes the rescattering dynamics, i.e., electrons that, once ionized, and can then re-scatter at the potential of the parent ion. Similarly to what we had in the direct ionization term, the solution to this differential equation is given as the superposition of an homogeneous term similar to that in Eq. (64), plus an inhomogeneous term of the form

$$\phi^{(1)}(v,t) = -i \int_{t_0}^t dt_2 \int d^3v' \prod_{k,\mu} e^{i\varepsilon_{k\mu}(t,t_2,v_2)} D(\delta(t,t_2,\omega_k,v)) \exp \left[ \frac{i}{\hbar} S(v,t,t_0) \right]$$

$$\times E_Q(t_2,R) \cdot g(v,v') \exp \left[ -\frac{i}{\hbar} S(t_2,t_0,v') \right] \phi^{(0)}(v',t_2).$$  

(F2)

However, since the electron is initially in the ground state so that $\phi^{(1)}(v,t_0) = 0$ which implies that the homogeneous solution does not participate in the final solution. Then, the rescattering part of the state is entirely described by Eq. (F2).

**Appendix G: Description of the numerical implementation**

In the following we describe the numerical procedure used to obtain the field observables in the main part of the manuscript (see Section IV C2). The analysis is implemented in Python, and the codes can be found in [169].

Our numerical implementation consists of the following steps:

1. Once the vector potential $\mathbf{A}(t)$ of the pulse under consideration is defined, we compute the expectation value of the time-dependent dipole moment $\langle \mathbf{d}(t) \rangle$ under the SFA framework.

2. Given a time interval $[t_0, T]$, where $t_0$ and $T$ corresponds to the beginning and end of the pulse respectively, we compute $\chi(t)$ and $C_{HH}(p,T,t)$ given by Eq. (E15). We use a step size of $\Delta t = 1.0$. For the displacement via $\delta(t,t_0,\omega_k,p)$ we compute the analytic exact expression for a $\sin^2$ envelope pulse.

3. Finally, we use an interpolating scheme such that we can have a numerical function for $\chi(t)$ and $C_{HH}(p,T,t)$, which can adapt to the time integrals that need to be done for computing the photon-number probability distribution. Furthermore, along this section we will work with atomic units (a.u.), such that $\hbar = 1, e^2 = 1, m = 1$ and $\epsilon_0 = 4\pi$.

1. **SFA expressions for the time-dependent dipole**

The expectation value of the time-dependent dipole moment is defined as

$$\langle \mathbf{d}(t) \rangle = \langle \psi(t) | \mathbf{d} | \psi(t) \rangle,$$  

(G1)
where $|\psi(t)\rangle$ is the wavefunction of a single electron in the intense laser field. To obtain the wavefunction we introduce the SFA approximations [114], namely (i) the contribution of all bound states except the ground state are neglected; (ii) the depletion of the ground state can be neglected; and (iii) in the continuum, the electron can be treated as a free particle, that is, we can neglect the interaction with the binding potential. Thus, we can write the semiclassical quantum state describing the electron as

$$|\psi(t)\rangle = e^{iHt} |g\rangle + \int d^3p \ b(p,t) |p + A(t)\rangle ,$$

(G2)

where the probability amplitude of finding the electron in the continuum state $|p + A(t)\rangle$ is given by

$$b(p,t) = i \int_{t_0}^{t} dt' E(t') \cdot d(p + A(t')) \exp\left\{-i \int_{t'}^{t} d\tau \left[ (p + A(\tau))^2 + I_p \right]\right\} ,$$

(G3)

where $d(p + A(t)) = \langle p + A(t) |\ d |g\rangle$ is the transition dipole moment between the ground and the continuum state. Introducing these expressions in (G1), and neglecting the contributions from the continuum-continuum transitions, we get the SFA expression for the dipole moment expectation value

$$\langle d(t)\rangle = i \int d^3p \int_{t_0}^{t} dt' d^*(p + A(t)) E(t') \cdot d(p + A(t')) \exp\left\{-i \int_{t'}^{t} d\tau \left[ (p + A(\tau))^2 + I_p \right]\right\} + \text{c.c.}$$

(G4)

For the numerical analysis, we considered a linearly polarized field with vector potential given by

$$A(t) = \epsilon_z \frac{E_0}{\omega} \sin^2\left(\frac{\omega}{2n_{\text{cyc}}}\right) \sin(\omega t),$$

(G5)

where $n_{\text{cyc}}$ is the total number of cycles of the pulse with a $\sin^2$ envelope, $\epsilon_z$ is a unitary vector along the $z$ axis describing the polarization of the state. In all numerical analysis, we use $\omega = 0.057$ a.u., and $E_0 = 0.053$ a.u. On the other hand, we consider the ground state wavefunction of the electron to be described by

$$\langle x |g\rangle = \sqrt{\frac{\lambda^3}{\pi}} e^{-\lambda x},$$

(G6)

such that the dipole transition matrix element connecting the continuum state with the ground state is given by

$$d(p + A(t)) = \langle p + A(t) |\ d |g\rangle = -i \sqrt{\frac{\lambda^3}{\pi}} \frac{(p + A(t))}{(2\pi)^{3/2}} \frac{32\pi\lambda}{\lambda^2 + (p + A(t))^2}.$$ 

(G7)

More particularly, for a 1s state of an hydrogen atom we set $I_p = 0.5$ a.u., and $\lambda = 1$. In Fig. 17 we show in (a) the dipole moment expectation value (G4) obtained, and in (b) the corresponding vector potential with $n_{\text{cyc}} = 5$. In order to perform the two integrals, we have first discretized the one for the momentum (which we perform in 1D), and used the quad function from the SciPy package [170].

2. Calculation and interpolation of the quantum optical displacements

With the dipole moment obtained in the previous subsection within the SFA approach, we can now compute the photonic displacement given by $\xi(t)$, which is defined as

$$\chi(t) \propto \int_{t_0}^{t} dt' e^{i\omega t'} \langle d(t')\rangle .$$

(G8)

We further compute

$$C_{HH}(p,T,t') = \prod_{k,\mu} \left[ e^{\frac{i}{2} \left[ \varphi_{k\mu}(T,T',\nu_{+}) + \text{Im} \left[ \delta_{k\mu}(T,T',\omega_k,\nu_{0}) \chi_{\mu\mu}(t') \right] \right]} e^{-\frac{1}{2} \left[ \varphi_{k\mu}(T,T',\nu_{0}) + \delta_{k\mu}(T,T',\omega_k,\nu_{0}) \right]^2} \right] ,$$

(G9)

where $\delta(p,T,t',\omega_k)$ is obtained analytically. In particular, the computation of $C_{HH}(p,T,t')$ involves the calculation of the BCH phase $\varphi_{k\mu}(T,T',\nu_{0})$ from (E5). For this, we consider a discrete set of harmonic modes consisting of the 2nd up to the 21st harmonic, and perform an interpolation for each of the BCH phase factors. In principle we could
FIG. 17. (a) Dipole moment expectation value obtained from the numerical calculations under the SFA approach. (b) Vector potential used to obtain the dipole moment shown in (a). The pulse shown has \( n_{\text{cyc}} = 5 \) cycles.

consider more harmonic orders, but their amplitude \( |\delta(t, t', \omega_k, v)| \) rapidly decrease for increasing harmonic orders, and therefore their contributions are negligible. Since the effect of \( \chi_{\kappa, \mu} \) can be neglected in comparison to that introduced by \( \delta(t, t', \omega_k, v) \), we neglect their effect in the previous conditioning operation. Finally, once the \( C_{\text{HH}}(p, T, t') \) has been obtained for each value of the ionization time \( t' \), we proceed to use an interpolation scheme to compute the photon number probability distribution.

In both cases, similarly to what we did before, we perform this integral with the \texttt{quad} function, and is followed by performing an interpolation using the \texttt{interp1d} function provided by \texttt{SciPy}. The reason behind this is that, after the interpolation, we get two functions that exactly behave as \( \chi(t) \) and \( C_{\text{HH}}(p, T, t') \) within the \([t_0, T]\) interval. Thus, by doing this we avoid the nested integrals that appear within the definition of the photon-number probability distribution. This provides a huge numerical speed up. In particular, for doing the interpolation, we used the \texttt{cubic} option which considers polynomials of zeroth to third order, and that better fits the oscillating behaviour of both functions. The results of the interpolation are shown with the dashed orange curves in Fig. 18.

For computing the dipole moment expectation value, we defined the time step to be equal to \( \Delta t = 1.0 \). In Fig. 18, we show the behaviour of \( \chi(t) \) and \( \delta(p, T, t') \) (with \( p = 0.1U_p \)) defined by the integral (solid black line), and after the interpolation (cyan dashed line). For the interpolation plot, we considered a time step \( \Delta t = 0.01 \).

3. Further considerations

As written in the main part of the manuscript, the photon number probability distribution is computed in the original reference frame, i.e. after undoing the displacement operation \( D(\alpha) \). The usual regime of intense laser field physics has coherent states amplitudes of the driving laser in the order of \( |\alpha| \sim 10^6 \). Such high photon numbers can only be hardly implemented in the numerical analysis due to the numerical accuracy. Thus, in order to avoid this problem, we artificially reduce the value of \( \alpha \) and multiply the \( g(k) \) by an extra factor \( \lambda < 1 \) to account for this reduction in the computed values of \( \delta(p, t, t') \) and \( \xi(t) \).

On the other hand, the specific value of \( \alpha \) that we used in our numerical analysis is \( \alpha = 7i \). This value is obtained from the definition of the vector potential, which is proportional to

\[
\hat{A}(t) \propto f(t) [\hat{a} e^{i\omega t} + \hat{a}^* e^{-i\omega t}].
\]  

(G10)

Note that in the last expression we have introduced the envelope function via \( f(t) \), which appears as a consequence of the multimode nature of our quantum optical description. If we now compute the average value of the vector
potential operator with respect to the selected coherent state, we get
\[ \langle A(t) \rangle = \langle 7i | \hat{A}(t) | 7i \rangle \propto 14f(t) \sin(\omega t), \] (G11)
which has the form of the vector potential we used in the previous part of our numerical analysis. Note that one can similarly get the same phase by looking at the real and imaginary part of \( \alpha_{k,\mu} \) in Fig. 3 of the main text.