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Abstract
With the rapid development of intelligent algorithm and image processing technology, the limitations of traditional image processing methods are more and more obvious. Based on this, this paper studies a new pattern of sparse representation optimization of image Gaussian mixture feature based on convolution neural network, and designs a sparse representation system model of vehicle detection image based on convolution neural network. The vehicle image data are collected from many aspects, and the convolution neural network is used for comprehensive analysis and evaluation. The model can extract the feature information of the vehicle detection image better by making the scheme of the real-time vehicle detection image and according to the image features and convolution neural network algorithm. The results show that the Gaussian mixture feature sparse representation optimization model based on convolution neural network has the advantages of high feasibility, high data accuracy and high response speed, which can enhance the processing efficiency of vehicle detection image and improve the utilization of local environmental information in the image.

Keywords Convolutional neural network · Image processing · High speed hybrid · Data mining · Sparse feature

1 Introduction
At present, the traditional “many to many” cluster point information collection is the main way of vehicle image information in China (Yufeng and Wei 2018). Since the beginning of the twenty-first century, the rapid development of a variety of information technologies in China has also led to the transformation of obtaining source data from vehicle images. The emergence of modern vehicle navigation methods, such as intelligent path planning, efficient map navigation, and the combination of software and hardware, has provided opportunities for promoting “intelligent travel” on a large scale. High efficiency has become an important feature of intelligent vehicle navigation in China (Han Gaining and Weiping 2018). At present, the existing image analysis system provides a large number of data information extraction schemes, but in the process of image processing, it is difficult to select a targeted sparse representation scheme according to its image local feature information to achieve the optimal analysis effect (Chen et al. 2018). Xiang T and others found that the information extraction problem of vehicle detection image also takes the basic scheme formulation, traffic light network monitoring points and road condition features as the main dividing line, and the image sparse representation result is very poor to the traditional image decomposition quality (Xiang and Wang 2018). Pan and other scholars have optimized the thinning process according to the image principle of three-dimensional space, and proposed that we should pay attention to the development of three-dimensional basic structure or image decomposition algorithm based on Gaussian mixture, strengthen the development and construction of path planning and language tips based on three-dimensional space, and enhance the cognition and attention of intelligent navigation. The training of algorithm engineers should be improved (Pan et al. 2018).
According to the theory of multi factor relationship in collaboration, Miao Q and other scholars proposed a new multi relationship recommendation algorithm, and analyzed the relationship degree between traditional path planning scheme and path planning scheme with three-dimensional spatial information. The experiment shows that the ability of heterogeneous information acquisition of weak relationship recommendation algorithm is better than that of classical recommendation algorithm (Miao and Cebon 2017). Yuan Ling combined with sparse matrix and other related theories to improve particle swarm optimization algorithm, constructed particle swarm optimization algorithm based on image features, and explained the theoretical basis and practical significance of these changes in algorithm performance with game theory. Experiments show that the improved algorithm has better image information extraction performance (Ling et al. 2018). Jing Z proposed a hierarchical image processing scheme design and information integration method. Through the research and analysis of different types of image information, it is found that the algorithm can improve the overall convenience of real information of traffic image (Jing et al. 2017). Wang et al. proposed a new vehicle detection image information analysis system based on hyperchaotic mapping, and verified the effectiveness of the system through practice, which is suitable for solving the problem of traffic congestion (Wang et al. 2018). Yadollah rasekhipour uses the transformed chaotic sequence to scramble the position of the original road image processing method. This innovative training system has good overall coordination effect (Rasekhipour et al. 2016). Xianju Fei proposed a new hyperchaotic neural network image processing algorithm to generate real-time spatial position data stream in vehicle navigation. The results show that compared with other related algorithms, the algorithm has the advantages of strong stability and anti-interference, and is suitable for vehicle navigation in complex road conditions (Fei and Tian 2018). Xinyu Zhang proposed a panoramic vehicle image analysis algorithm. The results show that the algorithm can effectively reduce the road condition error of the driver in the vehicle driving, improve the accuracy of the navigation system, and improve the driver’s travel experience (Zhang et al. 2019). Hulin Kuang proposed an image processing algorithm based on Fourier function, and the results show that the algorithm can effectively reduce the occurrence rate of excessive position deviation events in the process of vehicle navigation (Kuang et al. 2016). Sun et al. proposed an automatic generation method of intelligent road navigation scheme based on genetic algorithm and particle swarm optimization algorithm. Experiments show that the algorithm can effectively improve the practicability of image information processing (Sun et al. 2019). By simulating the “posture trend diagram” in the vehicle image, Xu Chen realizes the position reference evaluation basis in the vehicle image, and improves the real-time update efficiency of the traditional vehicle image processing scheme (Chen et al. 2019). To sum up, it can be seen that most of the current vehicle navigation and path planning modes do not involve the intelligent image processing algorithm based on the image information of reference objects around the road conditions, and there is no research on the real-time image acquisition of road conditions and the construction of relevant models for Intelligent Vehicles (Luke et al. 2018). In this context, taking vehicle detection image as the research object, this paper proposes a sparse representation optimization method of image Gaussian mixture based on convolutional neural network, which is mainly divided into three parts. The first part introduces the research status of common vehicle navigation schemes and factors influencing travel experience at home and abroad (Li et al. 2018). In the second part, the sparse representation system of image Gaussian mixture based on convolutional neural network is constructed, and the Gaussian random factor method is used to construct the evaluation index system of image sparse representation (A K L, A S Q, B H Y. 2020). In the third part, the evaluation indexes of the image processing and sparsity representation model are tested and the conclusion is drawn.

2 Application of convolution neural network in sparse representation of image features

A typical neural network structure is a feedforward network with three or more layers without feedback and interconnection (the typical three-layer neural network structure is shown in Fig. 1). The first and last layers are called input layer and output layer respectively, and the middle layers are hidden layer (also called middle layer).

In the neural network, the neurons in each layer are fully connected, while the neurons in each layer are not connected. The neural network algorithm used in the sparse representation of image is an intelligent algorithm with “human biological characteristics” based on the overall structure of human neurons and the brain’s direct two-way regulation and automatic processing of neurons. When we carry out random processing, mutual coupling analysis of bidirectional image information classification and vector processing analysis of multiple coupling combinations for a single neuron structure with multiple neuron structure (synapse) characteristics, we can achieve the optimization of multiple software types and reusable framework processing of software development (Chen et al. 2020). If the image type with high modularity requirement is found from
the total objects to be processed, the probability of being selected for secondary or multiple analysis is high. On the contrary, the probability of the object with low image feature significance being selected for secondary or multiple reusable frame processing is low. The new generation of targets with the characteristics of unified image processing generated by multiple comparative analysis not only inherits the local information of the last round of intelligent filtering, but also is better than the previous generation (Sheng et al. 2019). In this way, after several two-way information interaction cycles, the sparse representation individuals of image mixed features in line with the reusable framework are finally generated, that is, modular unified processing, local optimization and feature extraction are carried out for a certain type of image.

3 Sparse representation model of multi-dimensional image Gaussian mixture features based on convolutional neural network

3.1 Basic idea of sparse representation of image Gaussian mixture features based on convolutional neural network

With the development of artificial intelligence technology, in the aspect of image data processing, the analysis algorithm based on convolution neural network has become a research hotspot and development trend in the fields of information mining and analysis of data association degree. Generally speaking, it is a process in which data are classified into one group according to the similarity or contribution degree of the target task, and the relevant data information or the difference of contribution degree are classified into different groups. “Convolutional neural network is also a basic method of self-learning and updating at the data level. In this paper, the observation object is multi data, and the observation index is the management degree between and within multi data (Ha et al. 2019; Jian et al. 2018; A F S, D T K A 2018). The sparse representation process of different data types is shown in Fig. 2.

3.2 Establishment process of multiple gray convolution neural network based on data mining

By checking many factors of multiple data, we can judge whether there are closely related factors in multiple data. In this way, we can not only use the comprehensive average index of these closely related factors or one of them to represent multiple such factors, It can also make the information carried by the multi data that need to be processed not be seriously distorted. Firstly, we assume that there are $n$ data objects (local information of image) to be processed, which are called implementation objects, and each observation object has $m$ feature data (feature information of image), the sequence can be obtained as follows:
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Among them, the absolute correlation degree $e_{ij}$ between $X_i$ and $X_j$ can be calculated, and the calculation formula is:

$$
e = \left| \frac{X_m + X_{m+1}}{X_m - X_{m-1}} \right|$$  \hspace{1cm} (4)

The upper triangular matrix is obtained:

$$F = \begin{bmatrix}
 e_{11} & e_{12} & \cdots & e_{1m} \\
 e_{22} & \cdots & \cdots & e_{2m} \\
 \vdots & \vdots & \ddots & \vdots \\
 e_{mm} & \cdots & \cdots & e_{mm}
\end{bmatrix}$$  \hspace{1cm} (5)

Among them, $e_{ii} = 1; i = 1,2,\cdots,m$. We call $F$ matrix the incidence matrix of characteristic variables. Take the critical value $r \in [0,1]$, the general requirement is $r > 0.5$. When $e_{ij} \geq r(i \neq j)$, $X_i$ and $X_j$ are regarded as the same characteristics. In this process, the following results can be obtained from the simulation analysis of data types of different dimensions. The analysis process is shown in Fig. 3.

Next, different data are correlated. We divide the values of analysis indexes of $n$ data objects into $s$ gray groups, which we call $j$ index subclass. The convolution network function of $k$ subclass of $j$ index is denoted as $f_k^j(\cdot)$. For the convolution neural network image, the discriminant function $H_k^j(x)$ in the sparse representation analysis model of Gaussian mixture feature is as follows:

$$H_k^j(x) = \frac{x + x_k^j(1)}{x_k^j(2) - x_k^j(1)} x \in \left[ x_k^j(1), x_k^j(2) \right]$$  \hspace{1cm} (6)

where $x_k^j(1)$ and $x_k^j(2)$ are network nodes, $x$ is data type, so the simulation process of sparse representation of Gaussian mixture features of different image types is shown in Fig. 4.

Correspondingly, if the function $H_k^j(x)$ has no first and second turning points $x_k^j(1), x_k^j(2)$, then $H_k^j(x)$ is called the convolution network function of lower bound measure, denoted as $H_k^j[\cdot, \cdot, x_k^j(3), x_k^j(4)]$. In this system, the corresponding lower bound measure function $f_k^j(x)$ is:

$$f_k^j(x) = \frac{x_k^j(4) - x}{x_k^j(4) - x_k^j(3)} x \in [x_k^j(3), x_k^j(4)]$$  \hspace{1cm} (7)

In addition, if the second and third turning points of the lower limit measure function $f_k^j(\cdot)$ do not coincide, $f_k^j(\cdot)$ is called the moderate measure function. The process of simulation analysis using the moderate measure function is shown in Fig. 5.

The moderate measure function corresponding to this model is shown in formula 9. If $f_k^j(\cdot)$ has no third and fourth turning points, $f_k^j(\cdot)$ is called the upper limit measure function, denoted as $f_k^j[\cdot, \cdot, \cdot, x_k^j(4)]$. The expression of the whitening weight function of the upper limit measure is shown in formula 10. The output trend of the typical approximate images of the lower limit measure function, the moderate measure function and the upper limit measure function in this model is shown in Fig. 6.

$$Q_k^j(x) = f_k^j(x) = \frac{x_k^j(4) - x}{x_k^j(4) - x_k^j(2)} x \in [x_k^j(2), x_k^j(4)]$$  \hspace{1cm} (8)

$$W_k^j(x) = f_k^j(x) = \frac{x - x_k^j(1)}{x_k^j(2) - x_k^j(1)} x \in [x_k^j(1), x_k^j(2)]$$  \hspace{1cm} (9)

### 3.3 Data processing of sparse representation optimization model of Gaussian mixture feature based on convolution neural network

In this model, in order to better determine the specific meaning of the judgment index corresponding to the image data in the process of gray linear analysis, by determining the convolution variable weight linear coefficient, we can better improve the accuracy of image data mining. Therefore, the weighted linear coefficient $\sigma_k^i$ can be expressed as:

$$\sigma_k^i = \sum_{j=1}^{m} f_k^j(x_{ij}) \cdot \eta_j^k$$  \hspace{1cm} (10)

Specifically, there are:
The above formula is called linear coefficient of multi-layer convolutional neural network, and its corresponding linear coefficient matrix is:

\[ \Sigma = \langle \sigma_i^t \rangle = \begin{bmatrix} \sigma_1^1 & \sigma_2^1 & \cdots & \sigma_i^1 \\ \sigma_1^2 & \sigma_2^2 & \cdots & \sigma_i^2 \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_1^n & \sigma_2^n & \cdots & \sigma_i^n \end{bmatrix} \] (12)

In order to realize the data mining of convolutional neural network linear analysis process, it is necessary to translate the information of target data into language information that can be recognized by computer through certain patterns (Wang et al. 2019). Then, through the computer database information and the preset multi data multi gray linear judgment program, some data information is deeply mined and analyzed, so as to realize the quadratic linear processing of the data after the first linear analysis (You et al. 2017; Geng and Wang 2020; Zheng et al. 2020). Therefore, the simulation results of Gaussian mixture feature sparse representation of image data are shown in Fig. 7.

Finally, some low-frequency or meaningless image data information is deleted or removed purposefully, and the process is stored through a specific mode, so as to facilitate the data restoration required by the later error handling operation, thus forming a special data information record, which realizes the conversion of data information into computer storage information. Its storage function can be expressed as \( T(x) \).
where $g_{j}$ is the storage coefficient, and its sparse representation can be expressed as $T_0(x)$, which can be expressed as:

$$T_0(x) = \sum_{j=1}^{m} f_j(x) \frac{x_j}{C_0 x / C_1} \quad (13)$$

where $g_{j}$ is the storage coefficient and $H(x)$ is the discriminant function.

Choosing different gray linear methods will make the data in the cluster have different correlation degree. Convolution neural network analysis model is to search and filter unknown data objects (newly acquired image information) through data mining of multi-target data (Özyurt et al. 2019; Kilicarslan et al. 2020; Ilyas et al. 2020). The screening function is $P(x)$, and the expression is:

$$P(x) = \sum_{j=1}^{m} \left(x_j - \bar{x}\right) \frac{1}{\eta_j x / C_1} \quad (15)$$

where $\eta_j$ is the storage coefficient.

When it is necessary to classify different types of data indicators (such as the related assessment data indicators of a certain geographical location), the convolution neural network evaluation model based on trigonometric function is adopted, and its evaluation model $Z(x)$ can be expressed as:

$$Z(x) = \frac{1}{\eta_j \sum_{j=1}^{m} (x_j - \bar{x})} \quad (16)$$

where $\eta_j$ is the storage coefficient and $\bar{x}$ is the average number of image decomposition information.

At present, the most commonly used method is to achieve accurate linear analysis through big data database statistics and data comparison between the same image types. The well-known information comparison and judgment of image feature recognition information and sparse representation pattern also use the above method, and the comparison simulation results are shown in Fig. 8.

### 4 Result analysis and discussion

#### 4.1 Experimental design process and data results

When we evaluate the signal sparsity of vehicle detection image, we need to evaluate it from many aspects. According to the driver’s needs, we propose 15 indicators to evaluate the quality of sparse representation of Gaussian mixture features. Through the observation results of 15 relevant data of image Gaussian mixture features, the

$$Z(x) = \frac{1}{\eta_j \sum_{j=1}^{m} (x_j - \bar{x})} \quad (17)$$

In the optimal case, convolution neural network analysis model can achieve a certain degree of similarity between a variety of data recognition. However, there are still some problems in the process of data mining and image processing algorithm. In order to improve the recognition degree of image data information (feature information) and a variety of data (image color channel, salient features, etc.) by multiple gray linear analysis model, the expression of association degree $R(x)$ is:

$$R(x) = \frac{\eta_j}{\sum_{j=1}^{m} \left(x_j - \bar{x}\right)} \quad (18)$$

At present, the most commonly used method is to achieve accurate linear analysis through big data database statistics and data comparison between the same image types. The well-known information comparison and judgment of image feature recognition information and sparse representation pattern also use the above method, and the comparison simulation results are shown in Fig. 8.
above indicators are properly classified and sparsely characterized. By deleting some unnecessary (i.e., less influential) indicators, the characterization standard becomes simplified, so as to achieve the quantitative representation of the above data indicators, which is more convincing (El-Sawy et al. 2017). Through the analysis of 9 different vehicle detection images, the experimental results are shown in Table 1.

The experimental results are obtained by solving the relevant data values of the characteristic variables of the above 15 data indexes as shown in Fig. 9.

According to the incidence matrix in formula 4, the data index incidence matrix as shown in Table 2 is obtained.

4.2 Experimental results analysis of sparse representation of image Gaussian mixture features based on convolutional neural network

From Table 1 and Table 2, we can know that some or some of the above 15 data indicators for evaluating the quality of the algorithm do have correlation or confusion. From the data matrix in Table 3, we can know that the correlation degree between the first index and the 11th index is 0.9, and through the nine related test indexes of the navigation scheme, it further proves that the multi data multi analysis model can achieve the deep mining of data in the process of processing the related image processing data. The correlation degree between the 10th index and the 15th index is 0.92, which is very close to 1. It also shows that there is a strong correlation between the two indexes, which can explain the internal relationship between image Gaussian mixture feature and image sparse representation optimization. In addition, we can see from Table 3 that the correlation between the second and third indicators is 0.07, which is very small and even negligible. This is also in line with our life experience. It once again shows the application accuracy of the convolutional neural network in the sparse representation algorithm of Gaussian mixture features of images.

Table 1 Scores for each indicator corresponding to 9 samples

|   | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  |
|---|----|----|----|----|----|----|----|----|----|
| X1| 6  | 9  | 7  | 5  | 6  | 7  | 9  | 9  | 9  |
| X2| 2  | 5  | 3  | 8  | 8  | 7  | 8  | 9  | 7  |
| X3| 5  | 8  | 6  | 5  | 8  | 6  | 8  | 8  | 8  |
| X4| 8  | 10 | 9  | 6  | 4  | 8  | 8  | 9  | 8  |
| X5| 7  | 9  | 8  | 5  | 4  | 7  | 8  | 9  | 8  |
| X6| 8  | 9  | 9  | 9  | 9  | 10 | 8  | 8  | 8  |
| X7| 8  | 10 | 7  | 2  | 2  | 5  | 8  | 8  | 5  |
| X8| 3  | 5  | 4  | 8  | 8  | 9  | 10 | 10 | 9  |
| X9| 8  | 9  | 9  | 4  | 5  | 6  | 8  | 9  | 8  |
| X10|9  | 9  | 9  | 5  | 5  | 5  | 10 | 10 | 9  |
| X11|7  | 10 | 8  | 6  | 8  | 7  | 9  | 9  | 9  |
| X12|7  | 8  | 8  | 8  | 8  | 8  | 8  | 9  | 8  |
| X13|5  | 8  | 6  | 7  | 8  | 6  | 9  | 9  | 8  |
| X14|7  | 8  | 8  | 6  | 7  | 6  | 8  | 9  | 8  |
| X15|10 | 10 | 10 | 5  | 7  | 6  | 10 | 10 | 10 |
Table 2: Relevance of 15 data out of 9 samples after correlation matrix operation

|       | X1 | X2 | X3 | X4 | X5 | X6 | X7 | X8 | X9 | X10 | X11 | X12 | X13 | X14 | X15 |
|-------|----|----|----|----|----|----|----|----|----|-----|-----|-----|-----|-----|-----|
| X1    | 1  | .66| .88| .52| .58| .77| .51| .66| .51| .9  | .88 | .8  | .67 | .51 |
| X2    | 1  | .07| .51| .53| .59| .5  | .99| .51| .51| .63 | .62 | .77 | .55 | .51 |
| X3    | 1  | .56| .7  | .51| .72| .51| .51| .51| .51| .8  | .78 | .9  | .63 | .51 |
| X4    | 1  | .56| .53| .58| .51| .69| .62| .52| .52| .51 | .54 | .54 | .5  | .6  |
| X5    | 1  | .07| .51| .53| .53| .52| .61| .61| .55| .75 | .52 |
| X6    | 1  | .51| .59| .05| .52| .84| .86| .66| .81 | .51 |
| X7    | 1  | .5 | .7  | .83| .51| .51| .51| .51| .89 |
| X8    | 1  | .51| .51| .63| .62| .77| .55| .51 |
| X9    | 1  | .81| .52| .52| .51| .53| .76 |
| X10   | 1  | .51| .51| .51| .52| .92 |
| X11   | 1  | .97| .74| .71| .51 |
| X12   | 1  | .73| .72| .51 |
| X13   | 1  | .6 | .51 |
| X14   | 1  | .52 |
| X15   | 1  |     |

Table 3: The partial correlation between different data indicators

| Related indicators                                      | Degree of association |
|---------------------------------------------------------|-----------------------|
| The first indicator and the eleventh indicator           | 0.90                  |
| Item 10 and Item 15                                      | 0.92                  |
| The second and third indicators                          | 0.07                  |

5 Summary of experimental results analysis

The innovation of this paper is to combine image Gaussian mixture feature sparse representation method and neural network algorithm to form an adaptive image sparse representation feature model with adaptive capabilities, which is used for adaptive sparse hybrid representation of different image data centers. On this basis, it can make full use of the information source of each image data in the database and the characteristic information required by different image types to achieve the overall approach and unified management of the image data information database, and then use the neural network correlation factor to quantify describe the similarity between the comparison columns (different types of image data flow demand data) and the reference column (the Gaussian mixture data column through preliminary screening) and the degree of agreement between the expected index (the upper limit of the image sparse representation method), and the quantified index is used to complete the comparison. The formulation of image types can efficiently realize the formulation of optimization schemes for different image types through different sparse representation methods.

In the process of constructing a convolutional neural network-based image sparse representation and learning analysis model, this research adopts a neural network optimization algorithm based on local search for optimal solutions, combined with a machine learning model, and selects 4 sparse representations that are mixed with the image to optimize efficiency related characteristic parameters.

It can be seen from the experimental results that in the process of processing the experimental data, a highly efficient and intelligent data analysis method is adopted. This model can realize the sparse representation data of different images and the data of different types of image representation methods. For unified management, according to the actual needs of local differences and sparse representation of data, algorithms are used for intelligent optimization and analysis processing to achieve high-precision utilization of data and remote dynamic maintenance. After that, the eigenvalues of the signals collected by the wireless nano data processing equipment and the structural characteristics of different images in the sparse representation process are used according to the different feature description values such as the vector difference and matrix difference shown by the machine. The intelligent optimization processing and in-depth information mining process of learning model and neural network algorithm realizes the classification of different image Gaussian mixture feature sparse representation methods in the data analysis link.

Finally, through the neural network algorithm in the process of image sparse representation, a series of data analysis processes are classified according to the difference of information, so as to achieve a high degree of similarity of different data, and according to the sparse representation
of different images with different requirements, it can realize the fitting analysis and simulation of similar or identical data, and then complete the high-efficiency and high-precision classification of the sparse representation optimization link of the image Gaussian mixture feature.

6 Conclusion

In the aspect of sparse representation optimization of Gaussian mixture features of image, due to the large amount of data and heavy burden of data analysis, there are some problems in the aspect of Gaussian mixture features representation of image, such as insufficient accuracy and high error rate of navigation scheme. Based on this, this paper proposes a sparse representation system of image Gaussian mixture features based on convolutional neural network. Firstly, a sparse representation of image Gaussian mixture features based on convolution neural network is proposed for real-time sensing of road condition feature parameters. Secondly, the hierarchical framework and index relationship of sparse representation of image features are clearly defined. Finally, 15 indexes are selected to experiment on 9 different images. The experimental results show that this algorithm can realize the recognition and mining of the internal information and external correlation degree between different data, and can effectively solve the problems of low accuracy, sparse features and poor representation in traditional image processing. However, this algorithm only analyzes the influence and correlation degree from the aspect of image local analysis, and does not take other potential factors of image feature sparse representation into consideration. Therefore, the comprehensive analysis of this index evaluation system and the influence degree of other factors need to be further studied.
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