Rarefied Poiseuille Flow in a Circular Tube
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Abstract. An isothermal rarefied gas flow through a long circular tube due to longitudinal pressure gradient (a three-dimensional Poiseuille problem) was studied using the linearized Bhatnagar-Gross-Krook model kinetic equation over the whole range of the Knudsen numbers covering both free molecular and hydrodynamic regimes. The solution of the model kinetic equation with the diffuse boundary condition is obtained by the collocation method. This approach is based on the Chebyshev polynomials and rational Chebyshev functions. Choosing the zeros of Chebyshev polynomials in the multivariate range of integration for the collocation points, we reduce this problem to a set of algebraic equations. Based on the proposed approach, we have calculated the mass and the heat fluxes through the tube. The obtained results have also been compared with other studies. The developed approach may also be applied to a more general class of problems of rarefied gas flows in micro- and nanotubes.

1 Introduction

In a recent work [1] a newly developed version of the collocation method by the Chebyshev polynomials [2, 3] and rational Chebyshev functions [4, 5] was used to solve the diffusion equation with initial-boundary conditions over a long time domain. In this work, we develop that method for the case of rarefied gas flow in a cylindrical tube. The investigation of rarefied gas flows in micro and nanotubes is based on kinetic theory of gases. The simplest approach to an inter-atomic force law is to use Bhatnagar-Gross-Krook (BGK) model [6] where the collision process is replaced by a statistical distribution with the velocity of the scattered atom is independent of the velocity of the incident atom [7]. Under the assumption that the gas is subjected to only small perturbations, the BGK equation can be linearized and cast into the form of a linear integro-differential equation. For a circular cross section, the dimension of the problem can be reduced by passing to polar coordinates in physical space. To simplify the gas wall interaction, it is assumed that scattering is diffuse. As a result, we obtain a three-dimensional kinetic equation with homogeneous boundary condition. A solution of the homogeneous boundary value problem was constructed in [8-11]. In [9] the problem of a rarefied gas flow in a cylindrical tube was solved using a discrete-ordinates method. In [10] the same problem was solved using a classical spectral approach based on the Legendre polynomials. In the earlier works [8] and [11] results were obtained by the integro-moment method and method approximations, respectively.

To find an alternative approach for a solving of model kinetic equations in three-dimensional Poiseuille problem, which might be applied to a more general class of problems, we developed in this work a Chebyshev collocation method, which converts the three-dimensional kinetic equation to a matrix equation corresponding to a system of linear algebraic equations. The aim of the present paper is to calculate based proposed approach the gas flow through a cylindrical tube over the whole range of the Knudsen number.

2 Mathematical formulation of the problem

Let us consider steady motion of a monoatomic rarefied gas through a long cylindrical channel with radius $R'$. We assume that the channel length is much larger than $R'$. A constant pressure gradient is assumed to be maintained along the channel axis. As a boundary condition at the channel wall, we will use the Maxwell model of diffuse reflection. We will consider the flow of gas in the vicinity of the middle of the channel. To do this, we introduce a Cartesian coordinate system $Oxyz$, whose $Oz$ axis is assumed to be directed along the channel axis. As the size scale, we will use the radius of the cylinder. It is assumed that the presser change is small as follows:

$$G_p = \frac{1}{p_0} \frac{dp}{dz}, \quad |G_p| \ll 1. \quad (1)$$

Here $p_0$ is the pressure at the point that is selected as the origin, $z = z' / R'$. Taking into account (1), the state of a rarefied gas at the point $(r, C)$ we will determined by the distribution function $f(r, C)$ of gas molecules by coordinates and velocities.
The dimensionless radius vector of gas molecules, $C = \beta^{1/2} \cdot$ is the dimensionless molecular velocity, $\beta = m / (k_B T_0)$, $m$ is the mass of gas molecules, $k_B$ is the Boltzmann constant, $T_0$ and $n_0$ are the temperature and the concentration of gas molecules at the point that is selected as the origin and $h(r, C)$ is the perturbation function. In a configuration space and a space of velocities, we will use the cylindrical coordinates $(\rho, \varphi, z)$: $x = \rho \cos \varphi$, $y = \rho \sin \varphi$, $z$; $(C_\perp, \psi, C_r)$.

In order to find the distribution of gas molecules by coordinates and velocities, we make use of the linearized BGK kinetic model of Boltzmann equation, which in the cylindrical coordinate system has the form [4, 9]

$$
\left( \frac{\partial Z}{\partial \rho} \cos \varphi - \frac{\partial Z}{\partial \varphi} + \frac{Z}{\rho} \right) C_{\perp} + \text{Kn}^{-1} \cdot Z'(\rho, C_{\perp}, \psi) + 1 = \frac{1}{\pi \text{Kn}} \int_{-\infty}^{\infty} \int_{0}^{\infty} \exp(-C_{\perp}^2) Z'(\rho, \psi, C') \rho \sin \varphi \, d\rho \, d\varphi \, , (2)
$$

where $\text{Kn} = l_e / R'$ is the Knudsen number, $l_e = n_e \beta^{-1/2} / \rho$ is the mean free path and $n_e$ is dynamic viscosity of the gas. Entering the notation $\zeta = \cos \varphi$, we rewrite the equation (2) for finding the function $Z'(\rho, C_{\perp}, \psi) = Z(\rho, C_{\perp}, \zeta)$ in the form

$$
\left( \frac{\partial Z}{\partial \rho} + 1 \cdot \frac{Z(1 - \zeta^2)}{\rho} \right) C_{\perp} + \text{Kn}^{-1} \cdot Z(\rho, C_{\perp}, \zeta) + 1 = \frac{2}{\text{Kn} \pi} \int_{-\infty}^{\infty} C_{\perp} \exp(-C_{\perp}^2) \int_{-\infty}^{\infty} Z(\rho, C_{\perp}^2, \zeta') \sqrt{1 - \zeta'^2} \, d\zeta' \, dC_{\perp} \cdot (3)
$$

The boundary conditions for $Z(\rho, C_{\perp}, \zeta)$ is specified as

$$
Z(\rho, C_{\perp}, \zeta) = 0, \quad \zeta < 0 \cdot (4)
$$

Taking into account the statistical meaning of the distribution function, we find the dimensionless $z$-components of the mass flow rate and the heat flow vector in the duct [12, 13]

$$
U_{\perp}(\rho) = \frac{G_{\perp}}{\pi} \int_{0}^{\infty} \exp(-C_{\perp}^2) C_{\perp} \int_{-1}^{1} \frac{Z(\rho, C_{\perp}, \zeta)}{\sqrt{1 - \zeta^2}} \, d\zeta \, dC_{\perp}, \quad (5)
$$

$$
q_{\perp}(\rho) = \frac{G_{\perp}}{\pi} \int_{0}^{\infty} \exp(-C_{\perp}^2) C_{\perp} \int_{-1}^{1} \frac{Z(\rho, C_{\perp}, \zeta)}{\sqrt{1 - \zeta^2}} \, d\zeta \, dC_{\perp} - U_{\perp}(\rho) \cdot (6)
$$

Respectively the dimensionless mass and heat fluxes through the channel cross section are determined according to [14]

$$
J_{U} = \frac{4}{1} \int_{0}^{1} U_{\perp}(\rho) \rho \, d\rho, \quad J_{Q} = \frac{4}{1} \int_{0}^{1} q_{\perp}(\rho) \rho \, d\rho \cdot (6)
$$

To find the numerical solution of the boundary problem (3) and (4) we use the Chebyshev polynomials [2, 3] and the rational Chebyshev functions [4, 5],

### 3 Solution to the problem

The function $Z(\rho, C_{\perp}, \zeta)$ defined on $[0, 1] \times [-1, 1] \times [0, \infty)$ may be expanded in the Chebyshev polynomials $\{T_{j}(\rho)\}$, $\{T_{j}(\zeta)\}$ and the rational Chebyshev functions $\{R_{j}(C_{\perp})\}$ as

$$
Z(\rho, C_{\perp}, \zeta) = \sum_{j=0}^{\infty} a_{j} T_{j}(\rho) T_{j}(\zeta) R_{j}(C_{\perp}) \cdot (7)
$$

where $a_{j}$ are unknown coefficients and $j = (j_{1}, j_{2}, j_{3})$.

$$
\rho_{j} = 2 \rho - 1, \quad C_{\perp,j} = \frac{C_{\perp,j} - 1}{C_{\perp,j} + 1}, \quad R_{j}(C_{\perp}) = T_{j}(C_{\perp}) \cdot (8)
$$

To calculate the Chebyshev polynomials, we used the following recurrence relations [2]

$$
T_{0}(x) = 1, \quad T_{1}(x) = x, \quad T_{j}(x) = 2xT_{j-1}(x) - T_{j-2}(x), \quad j \geq 2 \cdot (9)
$$

Let the approximation of $Z(\rho, C_{\perp}, \zeta)$ be obtained by truncating the series (7) as

$$
Z(\rho, C_{\perp}, \zeta) = T_{1}(\rho)Q(\zeta)W(C_{\perp})A \cdot (9)
$$

where $n = (n_{1}, n_{2}, n_{3})$, $n_{j} = n_{j} + 1$ ($k = 3$),

$$
T_{j}(\rho) = T_{n_{\rho}}(\rho), \quad T_{n_{\zeta}}(x) = (T_{n_{\rho}}(x)T_{n_{\zeta}}(x)\ldots T_{n_{\zeta}}(x)), \quad \text{Q(\zeta) and W(C_{\perp}) are block matrices}
$$

$$
\Phi_{m,n}(x) = \text{diag}(T_{m}(x), T_{n}(x)\ldots T_{n}(x)), \quad \text{block matrices}
$$

$$
\Phi_{m,n}(x) = \text{diag}(T_{m}(x), T_{n}(x)\ldots T_{n}(x)), \quad \text{and A is the } n_{1}!n_{2}!n_{3}! \times 1 \text{ matrix as}
$$

$$
A = \begin{pmatrix} a_{000} & a_{001} & \ldots & a_{0n_{3}} & a_{010} & \ldots & a_{n_{1}0n_{3}} & a_{n_{1}1n_{3}} \end{pmatrix} \cdot (10)
$$

The operational matrices of the first derivatives of matrices $T_{j}(\rho)$ and $T_{j}(\zeta)$, respectively, of a variable $\rho$ and $\zeta$ may be defined by

$$
A = \begin{pmatrix} a_{000} & a_{001} & \ldots & a_{0n_{3}} & a_{010} & \ldots & a_{n_{1}0n_{3}} & a_{n_{1}1n_{3}} \end{pmatrix} \cdot (10)
$$
\[
\frac{dT_1(\rho_\ast)}{d\rho} = 2T_1(\rho_\ast)J_1, \quad \frac{dT_2(\zeta)}{d\zeta} = T_2(\zeta)J_2, \quad \text{(10)}
\]

where \( J_k = J_{n_k,n_k} \) is the square operational matrix \( k = 1,2 \), whose nonzero elements are given explicitly by [14]

\[
(J_k)_{i,j} = \begin{cases} \hat{j}, & i = 1, \quad j \text{ odd,} \\ 2j, & i > j - 1, \quad i, \ j \text{ even,} \\ 2j, & i > j - 1, \quad i > j, \quad i, \ j \text{ odd.} \end{cases}
\]

Taking into account the orthogonality of the polynomials \( T_\ast(\zeta) \), we obtain

\[
\frac{1}{\sqrt{1-\zeta^2}} \int T_\ast(\zeta) d\zeta = \begin{cases} \pi, & j_2 = 0, \\ 0, & j_2 \neq 0. \end{cases}
\]

Expressing from (8) the variables \( \rho \) and \( C_\ast \) in terms of \( \rho_\ast \) and \( C_\ast \), and taking into account (9)-(11), we write the equation (3) as

\[
\Lambda(\rho_\ast, \zeta, C_\ast)A = -1, \quad \text{(12)}
\]

where \( Q'_{n_k,n_k}(\zeta) = \text{diag} \{ T_1(\zeta)J_2, T_2(\zeta)J_2, \ldots, T_2(\zeta)J_2 \} \)

\[
\text{and } P = (1 \times n_k^2 \times n_3^3) \text{ matrix, whose nonzero elements are given explicitly by}
\]

\[
P_{i,0,i,0,i,0}(\rho_\ast) = (T_1(i_1, i_2, \rho_\ast))_{i,0,i,0,i,0}, \quad i_2 = 1, \ldots, i_3, \quad \text{(13)}
\]

\[
2I_{\rho_\ast} = \int_{-\infty}^{\infty} \exp(-C^2_\ast) C_\ast R_\ast(C_\ast) dC_\ast. \quad \text{(14)}
\]

Now, our aim is to calculate the values of \( I_{\ast} \) defined by (14). Replacing the variable \( C_\ast \) with \( \hat{C}_\ast \) and using (8), we write the integral \( I_{\ast} \) as

\[
I_{\ast} = \int_{-1}^{1} w_\ast(C_{\ast}) dC_{\ast}, \quad i_1 = 0,1, \ldots, n_3,
\]

\[
w_\ast(C_{\ast}) = \exp \left( \frac{(1+C_{\ast})^2}{(1-C_{\ast})^2} \right) \left(1+C_{\ast} \right)^{T_\ast(C_{\ast})}. \]

The function \( w_\ast(C_{\ast}) \) defined on \([-1,1]\) can be expanded in the Chebyshev polynomials as

\[
w_\ast(C_{\ast}) = \sum_{i=0}^{n} b_i T_i(C_{\ast}), \quad \text{(15)}
\]

where \( \sum_n \) is the finite summation with first and last terms halved.

Substituting the expression (15) into (13), we assume that \( n \) is an even number. Taking into account relation

\[
\int_{-1}^{1} T_i(x) dx = \begin{cases} 2, & l \text{ even,} \\ 0, & l \text{ odd.} \end{cases}
\]

we obtain

\[
I_{\ast} = 2 \sum_{i=0}^{\frac{n}{2}} b_i \frac{1}{2i+1} = b_0 - \frac{2}{3} b_1 - \frac{2}{15} b_2 - \cdots - \frac{1}{n^4 - 1} b_n. \quad \text{(17)}
\]

Unknown coefficients \( b_i \) \( (i = \frac{n}{2}) \) in (17) we will find, taking into account that [2]

\[
\sum_{i=0}^{n} T_i(C_{\ast}) T_j(C_{\ast}) = \begin{cases} n, & (i = j = 0) \lor (i = j = n), \\ 0, & 0 < i \neq j \leq n, \end{cases}
\]

\[
\begin{cases} \frac{n}{2}, & 0 < i < j < n. \end{cases}
\]

Here, \( C_{\ast,0} \) \( (k = \frac{n}{2}) \) are the extrema of the polynomial \( T_i(C_{\ast}) \) on the interval \( C_{\ast} \in [-1,1] \) defined as

\[
C_{\ast,0} = \cos \left( \frac{\pi(n-k)}{n} \right). \quad \text{(19)}
\]

Multiplying the left and right parts of the equation (15) by \( T_j(C_{\ast}) \) \( (j = \frac{n}{2}) \), we substitute the points (19) into the these equations. By using (18), we have

\[
b_j = 2 \sum_{k=0}^{n} w_i(C_{\ast,0}) T_j(C_{\ast,0}), \quad j = \frac{n}{2}. \quad \text{(20)}
\]

By substituting (20) into (17), we obtain

\[
I_{\ast} = 4 \sum_{i=0}^{n} \tau_{\ast,0}(C_{\ast,0}, n) w_i(C_{\ast,0}), \quad \text{(21)}
\]

\[
\tau_{\ast,0}(C_{\ast,0}, n) = \sum_{i=0}^{n} T_i(C_{\ast,0}) 1/4. \quad \text{(22)}
\]

For the proposed method, the error assessment is presented [14] as

\[
E_{\ast} = |I_{\ast} - I_{\ast,\frac{n}{2}}|. \]

Note that the \( T_{\ast,\frac{n}{2}} \) have the extrema \( C_{\ast,0}^{\ast,\frac{n}{2}} \) equal the extrema \( C_{\ast,0} \) of \( T_{\ast} \), so that \( C_{\ast,0}^{\ast,\frac{n}{2}} = C_{\ast,0} \)

\( (r = \frac{n}{2}) \). Indeed, using (19), we have
\( C'_i, r = \cos \left( \frac{\pi(n/2 - r)}{n/2} \right) = \cos \left( \frac{\pi(n - 2r)}{n} \right) \).

This implies that an automatic quadrature routine that doubles the number of nodes can reuse the calculated values of the function \( w_n \). In Table 1 the values of error estimates of \( E_{i,n} \) with \( n = 40 \) for \( i = 0, n \) and \( n_i = 10 \) are listed. The comparison between the values of \( I_{i,40} \) calculated by the formula (21) and \( I_{i,40} \) obtained by Gauss method in Maple software with the Digits environment variable assigned to be 10 is provided in the Table 2 as \( E_{i,n} = I_{i,n} - I_{i,40} \). should be used.

Table 1. Values of \( I_{i,40} \) and error estimates.

| \( i \) | \( E_{i,40} \) | \( E_{i,40} \) |
|---|---|---|
| 0 | 1 \( \cdot 10^{-6} \) | 1 \( \cdot 10^{-6} \) |
| 1 | 1 \( \cdot 10^{-6} \) | 6 \( \cdot 10^{-7} \) |
| 2 | 1 \( \cdot 10^{-5} \) | 1 \( \cdot 10^{-4} \) |
| 4 | 1 \( \cdot 10^{-5} \) | 1 \( \cdot 10^{-5} \) |
| 9 | 2 \( \cdot 10^{-3} \) | 2 \( \cdot 10^{-3} \) |

The value 40 of \( n \) we will use to calculate the elements of the matrix \( P \) by (13) and (21). Now, we consider the problem (3) and (4). Utilizing boundary condition (4) as following:

\[
\Omega(1, \zeta, C_{\perp})A = 0, \quad \zeta < 0, \quad (23)
\]

where \( \Omega(1, \zeta, C_{\perp}) = T_i(1)Q(\zeta)W(C_{\perp}) \).

As the collocation points in (12) and (23), we will use the zeros for \( x \) in \([-1,1]\) of the polynomial \( T_i(x) \) [2]

\[
x_{i,k} = \cos \left( \frac{\pi(n_i - 2k + 1)}{2(n_i + 1)} \right), \quad (24)
\]

where \( x_{i,k} = \rho_{i,k} \) and \( x_{i,k} = \zeta_{i,k} \) for \( k = 0, n_i \), \( j = 1, 3 \).

Substituting (24) into (12), we arrive at a system of linear \( n_i n_i' n_i' \)-equations, in which we replace equations with \( \rho_{i,k} = \rho_{i,k} \) and \( C_{\perp} = C_{\perp,k} \) to the equations (24) with the values of the variables \( \rho_{i,k} = 1 \), \( \zeta_{i,k} = \zeta_{i,k} \) and \( C_{\perp,k} = C_{\perp,k} \) (\( k_0 = 0, k_1 \), \( k_3 = 0, n_i \)). Here \( k_0' \) is an index such that \( \zeta_{i,k} < 0 \) and \( \zeta_{i,k+1} \geq 0 \). Then,

\[
BA = F, \quad (25)
\]

where \( B \) and \( F \) are matrices with sizes \( n_i n_i' n_i' \times n_i' n_i' n_i' \) and \( n_i' n_i' n_i' \times 1 \), respectively.

The algebraic system (25) is solved by the LU method in Maple software.

Now, we find the macroscopic parameters of the gas in the duct. Substituting (7) into (5) and taking into account (13), we obtain

\[
U_i(p) = 2G_pP(p_i)A. \quad (26)
\]

\[
q_i(p) = 2G_pP'(p_i)A - U_i(p). \quad (27)
\]

Here, \( P \) is the \( 1 \times n_i n_i' n_i' \) matrix, in which the elements different from zero are determined by the elements of the matrix \( T_i(p_i) \) and the integral \( I_i \) as

\[
\int^\infty_0 \exp(-C_i^2)C_iR_i(C_i)dC_i = 2I_i \quad (28)
\]

\[
\int^\infty_0 \exp(-C_i^2)C_iR_i(C_i)dC_i = 2I_i \quad (28)
\]

From (26) and (27) and properties of the Chebyshev polynomials (16) and

\[
2T_j(x)T_i(x) = T_{j+k}(x) + T_{j-k}(x)
\]

the expressions (6) for dimensionless mass and heat fluxes become

\[
J_M = 2G_p \int^1_{-1} P(p_i)(1 + T_i(p_i))dp_i \quad (29)
\]

\[
J_q = 2G_p \int^1_{-1} P'(p_i)(1 + T_i(p_i))dp_i \quad (30)
\]
\begin{equation}
+4G \sum_{k=0}^{\infty} \zeta_k \left( \sum_{i=0}^{n/2} a_{2n+1+i, i+1} - 4d_k^i \right) + \sum_{k=0}^{n/2-1} a_{2n+1+i, i+1} - 4(2d_k^i + 1)^2, \tag{29}
\end{equation}

where \( n_i \) is even.

To estimate the error assessment for the mass and heat flux by (28) and (29) we use the formula \cite{14, 15}

\begin{equation}
E_n = |J_n - J_{n-1}|.
\end{equation}

4 Results and Discussion

The values of the mass and the heat fluxes calculated by (28) and (29) are presented in the Tables 2 and 3 for \( n_1 = 2n_{-1} = n^* \) and \( 2n_{-1} = n_2 = n^{**} \). Analogous results for this problem of the Poiseuille flow obtained in \cite{9} and \cite{18} by the discrete coordinate and velocities method (Table 4). As can be seen from the Tables 2-4, the results obtained the proposed method in good agreement with the analogous results from \cite{9} and \cite{18}. Note that the use of the Chebyshev polynomials and rational Chebyshev functions in proposed paper allowed to reduce the calculations thus accelerating the convergence. Thus, in \cite{18} the solution was constructed using a fine difference scheme of the first order on a non-uniform 1000x1000 grid in physical space.

Table 2. The mass flux \(-J_m / G_p\) for various values of \( Kn \).

| Kn^{-1} | \( n^* = 10 \) | \( n^* = 20 \) | Kn^{-1} | \( n^{**} = 10 \) | \( n^{**} = 20 \) |
|----------|----------------|---------------|----------|----------------|---------------|
| 0.5      | 1.3815         | 1.3869        | 0.1      | 1.4270         | 1.4043        |
| 1.0      | 1.4569         | 1.4586        | 0.2      | 1.3808         | 1.3817        |
| 2.0      | 1.6537         | 1.6581        |          |                |               |
| 5.0      | 2.3497         | 2.3493        |          |                |               |
| 10.0     | 3.2879         | 3.5657        |          |                |               |

Table 3. The mass flux \(J_q / G_p\) for various values of \( Kn \).

| Kn^{-1} | \( n^* = 10 \) | \( n^* = 20 \) | Kn^{-1} | \( n^{**} = 10 \) | \( n^{**} = 20 \) |
|----------|----------------|---------------|----------|----------------|---------------|
| 0.5      | 0.4167         | 0.4172        | 0.1      | 0.5846         | 0.5968        |
| 1.0      | 0.3211         | 0.3218        | 0.2      | 0.5303         | 0.5292        |
| 2.0      | 0.2267         | 0.2272        |          |                |               |
| 5.0      | 0.1219         | 0.1222        |          |                |               |
| 10.0     | 0.0638         | 0.0686        |          |                |               |

5 Conclusion

In this paper, by applying the Chebyshev polynomials and rational Chebyshev functions for the three-variable function, we solved the BGK equation with diffuse boundary conditions. Thus, after the use of the set of collocation points, the required numerical solution is found to be equivalent to the solution of a linear system of algebraic equations written in matrix form. The values of the mass and the heat fluxes through the channel cross section have been calculated. The resultant expressions are analyzed numerically. From the conducted comparison, it turns out that the proposed method converges quickly and can be used to solve the BGK equation in the Poiseuille flow problem in a long channel with a more complex cross section configuration.

Table 4. The mass and heat fluxes in \cite{9, 18}.

| Kn^{-1} | \( -J_m / G_p \) | \( J_q / G_p \) |
|---------|----------------|---------------|
|         | [7, 8]         | [16]          | [7, 8]     |
| 0.1     | 1.40396        | 1.403         | 0.597479   |
| 0.2     | 1.38159        | 1.381         | 0.529371   |
| 0.5     | 1.38665        | 1.386         | 0.417068   |
| 1.0     | 1.45829        | 1.458         | 0.321726   |
| 2.0     | 1.65765        | 1.657         | 0.227118   |
| 5.0     | 2.34833        | 2.348         | 0.122228   |
| 10.0    | 3.56412        | 3.563         | 0.068581   |
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