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Abstract

Swarmalators are entities with the simultaneous presence of swarming and synchronization that reveal emergent collective behavior due to the fascinating bidirectional interplay between phase and spatial dynamics. Although different coupling topologies have already been considered, here we introduce time-varying competitive phase interaction among swarmalators where the underlying connectivity for attractive and repulsive coupling varies depending on the vision (sensing) radius. Apart from investigating some fundamental properties like conservation of center of position and collision avoidance, we also scrutinize the cases of extreme limits of vision radius. The concurrence of attractive–repulsive competitive phase coupling allows the exploration of diverse asymptotic states, like static π, and mixed phase wave states, and we explore the feasible routes of those states through a detailed numerical analysis. In sole presence of attractive local coupling, we reveal the occurrence of static cluster synchronization where the number of clusters depends crucially on the initial distribution of positions and phases of each swarmalator. In addition, we analytically calculate the sufficient condition for the emergence of the static synchronization state. We further report the appearance of the static ring phase wave state and evaluate its radius theoretically. Finally, we validate our findings using Stuart–Landau oscillators to describe the phase dynamics of swarmalators subject to attractive local coupling.

1. Introduction

One of the most common attributes among different organisms in nature is to dwell in groups or move in consensus and mimic the activities of their local neighbors, the reason of which can be traced back to the survival instinct of those organisms. The examples of which can be found in systems as small as bacterial aggregation [1, 2] to macro-organisms such as flock of birds, herd of sheep, and school of fish [3–8]. In all these systems, the individuals organize their positions in space to aggregate together or move in unison. This phenomenon, commonly known as swarming [9–12], is widespread in coordinated movement of a group of animals. Swarming usually means self-organization of entities in space without considering the effect of the internal state. Another such collective behavior is synchronization [13–22], which is more ubiquitous in nature and technology, where the units adjust their internal states to self-organize in time. Flashing of fireflies [23], chorusing frogs [24], firing neurons [25, 26], phase-locking in Josephson junction [27, 28] are some of the well-known instances where synchronization occur. Here, only the oscillator’s internal phase dynamics receives the central focus without shedding much light on the spatial motion. Examples are also found in nature where oscillator’s spatial and phase dynamics affect each other [29–31]. Tree frogs, crickets, katydids synchronize their calling rhythms with nearby individuals, and their
movements are believed to be influenced by relative phases of their calling [32–34]. The study of ferromagnetic colloids, sperms, land-based robots, aerial drones, and other active entities involves both dynamics [35–38].

Particles whose spatial and phase dynamics affect each other are commonly known as swarmalators [39] in the essence that they swarm in space to self-organize their positions and simultaneously oscillate to adjust their internal state. Earlier, in the study of mobile agents or moving oscillators, the influence of agents’ motion on their phase dynamics are considered, but their spatial dynamics are not affected by phase dynamics [40–44]. The first step toward the study of swarmalators was taken by Tanaka and others while describing the diverse phenomena of chemotactic oscillators [45, 46]. Recently, O’Keeffe et al. [39] modeled the swarmalators by incorporating appropriate coupling functions where the influence of spatial and phase dynamics on each other was aptly illustrated.

Swarmalator model for global interaction among the units is governed by the pair of equations [47],

\[
\dot{x}_i = v_i + \frac{1}{N-1} \sum_{j=1, j \neq i}^{N} \left[ I_{\text{att}}(x_{ij}, \theta_{ij}) F_{\text{att}}(\theta_{ij}) - I_{\text{rep}}(x_{ij}, \theta_{ij}) F_{\text{rep}}(\theta_{ij}) \right],
\]

\[
\dot{\theta}_i = \omega_i + \frac{\varepsilon}{N-1} \sum_{j=1, j \neq i}^{N} H(\theta_{ij}) G(x_{ij}),
\]

for \(i = 1, 2, \ldots, N\), where \(N\) is the total number of swarmalators, \(x_i = (x_i, y_i) \in \mathbb{R}^2\) is the position vector of the \(i\)th swarmalator, \(\theta_i \in S^1\) is its internal phase, while \(v_i\) and \(\omega_i\) denote its self-propulsion velocity and natural frequency, respectively with \(x_{ij} \equiv x_i - x_j\) and \(\theta_{ij} \equiv \theta_i - \theta_j\). The spatial attraction and repulsion are governed by the functions \(I_{\text{att}}\) and \(I_{\text{rep}}\). \(F_{\text{att}}\) and \(F_{\text{rep}}\) represent the influence of phase similarity on spatial attraction and repulsion, respectively. In equation (2), phase interaction between the swarmalators is controlled by the function \(H\) and the influence of spatial proximity on phase dynamics is given by \(G\).

Swarmalators’ phases are coupled with strength \(\varepsilon \in \mathbb{R}\). When \(\varepsilon\) is positive (attractive coupling), swarmalators try to minimize their phase differences while a negative value (repulsive coupling) of \(\varepsilon\) increases the incoherence of their phases. In reference [39], three stationary (one each for attractive, repulsive, and absence of phase coupling) and two non-stationary states (both for repulsive phase coupling) of possible long-term aggregation are found. More new states are reported when the model of swarmalators is extended by addition of periodic forcing [48], noise [49], and finite cut-off interaction distance [50, 51]. Finite size effects [47] of the population of swarmalators and the well-posedness of solution in the mean-field limit [52, 53] are also studied. The collective behavior of the swarmalators positioned on the one-dimensional ring is studied analytically in reference [54]. The sign of phase coupling determines the coherent or incoherent nature of the states.

Mixed influence of positive and negative couplings can be found in interactions in neuronal networked systems [55] and in the calling behavior of Japanese frogs [24]. Coupling disorder with random interaction of swarmalators’ phases is introduced in reference [56], where chimera-like states are observed. The nature of coupling in most real world systems is often complex, which motivates us to study the behavior of swarmalators under the mixed coupling strategy. More importantly, earlier, most of the existing studies on coexisting attractive–repulsive interaction [57–62] were performed on static network formalism. Such signed networks can display fascinating macroscopic dynamics [57, 63, 64], including the \(\pi\) state, the traveling wave state, and the mixed state. Recently, the impact of such competitive interactions through the concurrence of positive–negative coupling has been investigated on the time-evolving networks of mobile agents [43, 65], leading to diverse peculiar dynamical states, including extreme events [66, 67]. However, these studies consider only the unidirectional influence of spatial dynamics toward the oscillator’s amplitude and phase dynamics. This present article focuses on the bidirectional interplay between swarmalators’ phase values and spatial positions. To the best of our knowledge, in spite of the colossal importance of time-varying interaction [68–74] from diverse aspects, the study of swarmalators is less explored, particularly during the simultaneous presence of attractive–repulsive temporal interaction in the phase dynamics.

We are curious to investigate how competitive phase interaction induces long-term states of position and phase aggregation of the system. We design a particular coupling scheme to serve this purpose. A communication circle with a fixed and uniform radius is associated with each swarmalator so that the swarmalators within this vision range interact bidirectionally with positive coupling strength. Outside this attractive vision range, each swarmalator goes through repulsive phase coupling. Under this setup, suitable choices of parameters lead to various emergent states due to the interplay between attractive and repulsive phase couplings among the swarmalators with global spatial attraction and repulsion. We emphasize the
role of attractive vision radius in realizing the collective dynamics and examine the possible routes for achieving the static sync state. The extreme limit of this attractive vision radius transforms the phase interaction into a global attractive or repulsive one and leads to different emergent patterns like static sync, static async, active phase wave, and splintered phase wave. We elaborately discuss the main features of these patterns depending on the phase-dependent spatial dynamics and position-dependent phase dynamics. The absence of repulsive coupling strength ensures the manifestation of static cluster synchronization. We are able to derive a sufficient condition for the transition from incoherence to static sync state. We also identify a novel state, viz static inscribed cluster with local attractive coupling. When $F_{\text{rep}}$ depends on the phase dynamics explicitly, we trace out the static ring phase wave state under the influence of global repulsive coupling. We analytically derive the radius of this stationary state and validate the theoretical findings through numerical simulation. Carrying forward our interest in local phase interaction, we model swarmalators where the Stuart–Landau limit-cycle oscillators govern the phase dynamics.

The subsequent sections of this article are arranged as follows. In section 2, we introduce a two-dimensional swarmalator model endowed with global co-existing spatial attraction–repulsion and competitive phase interaction. Section 3 contains theoretical analysis where we ensure the non-existence of finite time collision and the existence of a minimal inter-particle distance between the swarmalators. We discuss in detail the main findings of our investigation in section 4. The emergence of different collective behaviors and their characterization with order parameters are studied by considering several cases. Section 5 includes the study of our model when the Stuart–Landau oscillator is used for the phase dynamics with local attractive phase coupling. Finally, we summarize our work in section 6 and discuss the possible scope for future research. We include appendix A dealing with the swarmalators moving in three-dimensional space to inspect the impact of higher dimensional spatial dynamics on our proposed model.

2. Swarmalator model with competitive phase interaction

Every swarmalator moves in space with an attractive vision radius $r$, and the closed circular region it covers being at the center, can be considered as its attractive range of interaction. In a sense, they can feel the presence of nearby swarmalators and couple their phases attractively with positive coupling strength. Outside the attractive vision range the positive connectivity gets lost, and they are coupled repulsively (see figure 1). The attractive–repulsive phase coupling and the all-to-all spatial attraction and repulsion make the swarmalator model more challenging as the competitive phase interaction increases the possibility of finding new states. Instead of choosing this circular vision shape of a uniform radius, one can select other polygons and heterogeneous communication radii. However, the results shown in this manuscript remain the same qualitatively for such choices. We propose the following model,

\[
\dot{x}_i = v_i + \frac{1}{N-1} \sum_{j=1}^{N} A_{ij} \left[ \frac{x_j}{|x_j|^3} \left( 1 + J \cos(\theta_{ij}) \right) - \frac{x_j}{|x_j|^3} \right],
\]

\[
\dot{\theta}_i = \omega_i + \varepsilon_a \frac{\sum_{j=1}^{N} A_{ij} \sin(\theta_{ij})}{|x_i|^{\gamma}} + \varepsilon_r \frac{\sum_{j=1}^{N} B_{ij} \sin(\theta_{ij})}{N - 1 - N_i},
\]

Here, we consider the set $\Lambda_i(r) = \{ j \in \{1, 2, \ldots, N\} \}$ such that $|x_j| < r$, $j \neq i$, and $N_i$ is the number of elements in $\Lambda_i(r)$. $N_i \neq 0$ means there is at least one swarmalator inside the attractive vision range of the $i$th swarmalator except itself and $N_i \neq N - 1$ indicates the presence of at least one swarmalator outside its attractive vision range. $A = [A_{ij}]_{N \times N}$ and $B = [B_{ij}]_{N \times N}$ are the adjacency matrices for attractive and repulsive phase couplings, respectively, and are defined as,

\[
A_{ij} = \begin{cases} 
1 & \text{if } j \in \Lambda_i(r) \\
0 & \text{otherwise}
\end{cases} \quad B_{ij} = \begin{cases} 
1 & \text{if } j \notin \Lambda_i(r) \cup \{i\} \\
0 & \text{otherwise}
\end{cases}.
\]

Equation (4) remains well-defined, if $N_i \neq 0$ and $(N - 1)$. When $N_i$ attains these two values 0 and $(N - 1)$, then the matrices $A$ and $B$ become null matrices, respectively. We will study two extreme cases for $N_i = 0$ and $N_i = (N - 1)$ later in the subsection 4.1 in terms of attractive vision radius $r$. We choose power law attraction and repulsion for $I_{\text{att}}$ and $I_{\text{rep}}$ with positive exponents $\alpha$ and $\beta$, respectively. Note that,
equation (3) can be written as
\[ \dot{x}_i = v_i + \frac{1}{N-1} \sum_{j=1 \atop j \neq i}^N \frac{J}{|x_j - x_i|} \left( \begin{array}{c} x_j \\ y_j \end{array} \right) \]
where \( F(|x_j|) = \frac{1}{|x_j|^2} - \frac{1 + J \cos(\theta_{ji})}{|x_j|^2 - 1} \) is the net force exerted on the \( i \)th swarmalator by the \( j \)th one, along the direction \( x_j \). When this force is negative, swarmalators attract each other following equation (5) and similarly positive force means repulsion between them. As a result, this force must be positive (or repulsive) for nearby swarmalators so that they do not collide, whereas it must be negative (or attractive) for swarmalators far away from each other so that they do not disperse indefinitely [9]. To ensure this, we need to choose \( \alpha \) and \( \beta \) such that \( 1 \leq \alpha < \beta \). In our work, without loss of any generality, we consider the influence of phase only on spatial attraction (i.e., spatial repulsion between swarmalators is independent of their phases) by our choice of functions, \( F_{at}(\theta) = 1 + J \cos(\theta) \) and \( F_{rep} = 1 \). However, we also study the behavior of swarmalators when phase similarity affects spatial repulsion for a particular case in section 4.5. The parameter \( J \) measures how phase similarity influences spatial attraction. We choose \( 0 \leq J < 1 \), so that the attraction function is always positive. Positive value of \( J \) indicates that swarmalators which are in nearby phases, attract themselves spatially and stay close to each other. If \( J \) is negative, swarmalators are spatially attracted to all those in opposite phases. In section 4.4, we study our model by considering negative values of \( J \) under the presence of local attractive coupling only. The phase interaction function \( H \) is taken as the sine function inspired by the Kuramoto model [15]. To capture the spatial influence of the swarmalators on their phase dynamics, we choose \( G(x) = \frac{1}{\sqrt{1 + 2x^2}} (\gamma > 0) \). Results in this paper are presented with a specific choice of parameters’ values, viz \( \alpha = 1, \beta = 2, \) and \( \gamma = 1 \), unless otherwise mentioned. These choices of \( \alpha, \beta, \) and \( \gamma \) make sure that the solutions are bounded and prevent inter-particle collision. For simplicity, we choose identical swarmalators so that \( v_i = v \) and \( \omega_i = \omega \), and by proper choice of reference frame we set both \( |v| \) and \( \omega \) to zero. In figure 1, a schematic diagram of the initial positions of the swarmalators in the two-dimensional plane is shown, where they are colored according to their initial phases. Initially, the swarmalators are positioned randomly inside the region \([-1, 1] \times [-1, 1] \) and their phases are selected randomly from \([-\pi, \pi] \).

It should be noted that the effect of spatial position on the internal phase has two folds. The swarmalator’s position in space controls the phase coupling strategy as well as the effective interaction strength. The positions of the swarmalators in the two-dimensional plane determine whether their phases are coupled attractively or repulsively, depending on the attractive vision radius \( r \). Also, the strength of phase interaction is multiplied by \( \frac{1}{x_{ij}} \) which indicates that the swarmalators staying nearby in space are coupled with more strength than swarmalators who stay some distance apart. The parameters \( \varepsilon_a \) (\( > 0 \)) and \( \varepsilon_r \) (\( < 0 \)) control the strength of attractive and repulsive phase interactions, respectively. To avoid monotony, from hereon by vision radius and vision range, we will mean attractive vision radius and attractive vision range, respectively. For the sake of simplicity, we also include table 1 mentioning all the observed states and their corresponding abbreviations used in this article.
3. Theoretical analysis

The proposed model defined by equations (3) and (4) captures the spatial and phase dynamics of swarmalators where they are interconnected. This interplay between swarmalators’ position and phase gives rise to different complex dynamical patterns which we will discuss in the following sections. Before moving into illustrating the asymptotic states of the system, first we discuss some basic properties of the proposed model. Let \( \Gamma(x_i, \theta_i) = \frac{x_i}{|x_i|^\alpha} (1 + J \cos(\theta_i)) \). So, equation (3) with \( v_i = 0 \) can be rewritten as,

\[
\dot{x}_i = \frac{1}{N-1} \sum_{j=1}^{N} \Gamma(x_j, \theta_j).
\]

It is easy to notice that, \( \Gamma(x_i, \theta_i) = -\Gamma(x_j, \theta_j) \), i.e., \( \Gamma \) is skew-symmetric under the exchange of indices \( i \) and \( j \). If we take the total sum by considering all the particles, then it will be identically zero. As a result

\[
\sum_{i=1}^{N} \dot{x}_i = \frac{1}{N-1} \sum_{j=1}^{N} \sum_{i \neq j}^{N} \Gamma(x_j, \theta_j) = 0.
\]

So, the center of position of the system \( \frac{1}{N} \sum_{i=1}^{N} x_i \) is always conserved. Hence, the arithmetic mean of the initial distribution of the spatial position of the system at \( t = 0 \) from the box \([-1,1] \times [-1,1]\) remains invariant for future iterations. However, the conservation of mean phase \( \frac{1}{N} \sum_{i=1}^{N} \theta_i \) can not be assured, as the phase interaction in equation (4) is split into two different components, viz attractive and repulsive parts. These two separate portions do not always combine resulting into the vanishing of the total sum \( \sum_{i=1}^{N} \theta_i \).

One of the main difficulties in studying the system theoretically is the presence of singular terms like \( |x_i|^\alpha \) in the denominators of the coupling functions. The question that arises is whether the system is well-defined for the case of a collision at any finite time between two or more swarmalators or not. To encounter this, we chose coupling functions so that the finite time collision avoidance between the swarmalators can be assured. To avoid notation complexity, we set \( \mathcal{N} = \{1, 2, \ldots, N\} \).

**Theorem 1.** Suppose \( 1 \leq \alpha < \beta \) and the initial data is chosen for which there is no collision among the swarmalators, i.e., for all \( i, j \in \mathcal{N} \) and \( i \neq j \),

\[
\min_{1 \leq i < \leq N} |x_i(0) - x_j(0)| > 0.
\]

Then, in finite time, the swarmalators will never collide, i.e., there exists a global solution of equations (3) and (4) with

\[
\forall t \in (0, \infty) \quad x_i(t) \neq x_j(t),
\]

for all \( i \neq j, t \in (0, \infty) \). Moreover, there exists a positive lower bound for the minimal inter-particle distance, \( \delta \) such that,

\[
\inf_{0 \leq t < \infty} \min_{i \neq j} |x_i(t) - x_j(t)| \geq \delta.
\]

**Sketch of the proof:** this theorem mainly focuses on how the swarmalators move in space without colliding with each other. To prove these results, we have adopted the method of reference [53] where a
First, we want to study the two cases when the vision range of the swarmalators is either very large or very small. When the swarmalators move in space with an infinite vision radius, they will sense the presence of every other swarmalators within its vision range. In that case, \( \varepsilon \) becomes null. This means swarmalators' phases are attractively coupled only when the correlation is reduced. The maximum of \( \varepsilon \) decreases when the correlation is reduced. The maximum of \( \varepsilon \) gives the value 1 here, justifying the swarmalators' totally phase synchronized state. In this section, we consider different coupling topologies. The behaviors of the swarmalators when vision radius is very large and very small are studied in section 4.1. Local attractive coupling is considered in section 4.2 for phase interaction among swarmalators. Finally, in section 4.3, asymptotic states of the swarmalators under attractive-repulsive phase coupling are discussed.

4. Results

In this section, we consider different coupling topologies. The behaviors of the swarmalators when vision radius is very large and very small are studied in section 4.1. Local attractive coupling is considered in section 4.2 for phase interaction among swarmalators. Finally, in section 4.3, asymptotic states of the swarmalators under attractive-repulsive phase coupling are discussed.

4.1. Extreme limits of vision radius (r)

First, we want to study the two cases when the vision range of the swarmalators is either very large or very small. When the swarmalators move in space with an infinite vision radius, they will sense the presence of every other swarmalators within its vision range. In that case, \( \Lambda(r) = \{1, \ldots, i-1, i+1, \ldots, N\} \) and as a result the repulsive matrix \( \Gamma \) becomes null. This means swarmalators’ phases are attractively coupled only with the coupling strength \( \varepsilon_a > 0 \). So, the phase dynamics given by equation (4) with \( \omega_i = 0 \) effectively becomes,

\[
\dot{\theta}_i = \frac{\varepsilon_a}{N-1} \sum_{j=1 \atop j \neq i}^{N} \frac{\sin(\theta_{ij})}{|x_{ij}|} \quad (\varepsilon_a > 0).
\]

The positive phase coupling strength along with the global interaction (note that, the attractive coupling matrix \( A \) becomes \( A_{ij} = 1 \) \( (i \neq j) \), \( A_{ij} = 0 \) \( for \ i,j \in \mathcal{N} \)) makes the swarmalators minimize their phase difference. Phase coherence among the swarmalators is found, where they lie inside a circular disc in two-dimensional plane. The formation of this disc structure is influenced by the force function \( F \) (cf equation (5)), which leads to uniform density of particles inside a disc in the absence of \( J \). Due to the complete coherence in swarmalators’ phases, the phase influence on spatial position \( 1 + J \cos(\theta_{ij}) \) becomes 1 + \( J \), a constant, and the disc-like structure is sustained with the radius being scaled by \( \frac{1}{1+J} \). The order parameter \( R \) gives the value 1 here, justifying the swarmalators’ totally phase synchronized state. In sufficiently long time, swarmalators stop moving in space, and remain spatially static. Besides, their phases become static as well. This state is called static synchrony (SS) (see figure 2(a)).
Figure 2. Scatter plots of swarmalators in the $(x, y)$ plane for different static and active states: here, the term ‘active’ reflects movement in space and continuous change in the phases of the swarmalators in the asymptotic states. In contrast, the term ‘static’ demonstrates stationarity in spatial as well as in the phase dynamics. The numerical simulations are done with $N = 500$ swarmalators over 30000 iterations with integration step size 0.01. The snapshots shown here are taken at the last (300) time unit. (a) Static sync (SS) for $(J, r, \epsilon_a, \epsilon_r) = (0.1, 5.0, 0.5, -0.5)$, (b) static async (SA) for $(J, r, \epsilon_a, \epsilon_r) = (0.1, 10^{-5}, 0.5, -0.5)$, (c) static phase wave (STPW) for $(J, r, \epsilon_a, \epsilon_r) = (0.9, 10^{-5}, 0.5, 0.0)$, (d) splintered phase wave (SPPW) for $(J, r, \epsilon_a, \epsilon_r) = (0.9, 10^{-5}, 0.5, -0.1)$, and (e) active phase wave (APW) for $(J, r, \epsilon_a, \epsilon_r) = (0.75, 10^{-5}, 0.5, -0.5)$. We classify all these states depending on their respective phase values as well as spatial positions. Please see the main text for detailed descriptions of these states.

Figure 3. $\epsilon_r$–$J$ parameter space when $r < \delta$: we are able to map different emergent collective states in the two-dimensional $\epsilon_r$–$J$ parameter space for a small attractive vision radius $r = 10^{-3} < \delta$. We perform the numerical simulations with $N = 100$ swarmalators for 500 time units with step size 0.01 and take last half of the data to calculate $T$ and last 10% data points for $S$. For each point, 10 realizations are taken. In subfigure (a), the red dots are points where $S$ bifurcates from zero to non-zero value and blue dots are the points, where $T$ bifurcates from zero when $S$ is non-zero. The points have been joined by dashed line to separate the region of occurrence of SA ($S = T = 0$), APW ($S \neq 0$, $T \neq 0$), and SPPW ($S \neq 0$, $T = 0$) states. To demonstrate these bifurcations more accurately, we plot two subfigures (b) and (c). The subfigure (b) is classified based on the order parameter $S$, where the red region signifies non-zero $S$ values indicating the emergence of either SPPW or APW. The blue region contemplates the SA state with $S = 0$. To distinguish between SPPW and APW states, we utilize the order parameter $T$ in subfigure (c), where $T = 0$ (blue region) highlights the SA state or SPPW state. The non-zero values of $T$ (red region) reveal the manifestation of the APW state. For further information, please see the main text.

On the extreme opposite to the previous scenario, when the vision radius $(r)$ is very small (less than the lower bound of minimal inter-particle distance, $\delta$), every swarmalator lies outside the vision range of every other swarmalators. They lose their connection with others which is required for attractive phase coupling. The presence of only repulsive phase interaction is validated by the fact that $A$ is the zero matrix now. The phase dynamics in this case is governed by the equation

$$
\dot{\theta}_i = \frac{\epsilon_r}{N-1} \sum_{j=1, j \neq i}^{N} \frac{\sin(\theta_{ij})}{|x_{ij}|^\gamma} \quad (\epsilon_r < 0). \tag{11}
$$

Here, we observe three different asymptotic behaviors of swarmalators depending on the parameter values of $J$ and $\epsilon_r$ of equations (3) and (11).
One of them is a static state where the positions and phases of swarmalators become static and their phases are distributed over \([-\pi, \pi]\), called static asynchrony (SA) (in figure 2(b)). In the other two states, called splintered phase wave (SPPW) and active phase wave (APW), swarmalators move. For a small value of \(|\varepsilon_i|\), swarmalators break into clusters of distinct phases and inside each cluster, they execute small oscillations about their mean values of both position and phase. But they do not move from one cluster to another once this SPPW state is achieved (figure 2(d)). The order parameter \(S\) gives nonzero value here indicating some correlation between their phase and spatial angle. If the value of \(\varepsilon_i\) is decreased, the SPPW pattern vanishes and swarmalators start to rotate in space and their phases execute full cycle from \(-\pi\) to \(\pi\) (figure 2(e)). In this APW state, \(S\) also gives nonzero value which makes it impossible to distinguish these two states from each other only using \(S\). Following the behavior of swarmalators in the APW state another order parameter \(T\) is defined, which is the fraction of swarmalators that execute at least one full cycle in space and phase after discarding the transient. In figure 3, we investigate the \(\varepsilon_i-J\) parameter space to identify the regions of existence of SA, SPPW, and APW states, respectively. In the SA state, both the order parameters \(S\) and \(T\) give zero values. \(S\) is non-zero and \(T\) is zero in SPPW, whereas both non-zero in the APW state. We summarize all this information in table 2. The stationary nature of the SA state trivially makes \(T=0\) as swarmalators are static in space, and the asynchronous behavior of their phases gives \(S=0\) which can be seen in figure 3. There is some correlation between swarmalators’ spatial positions and internal phases both in the SPPW and APW states and as a result, \(S\) is non-zero in both these states (see figures 3(b) and (c)). The inability of \(S\) to distinguish these two states calls for the order parameter \(T\) which is non-zero only in the APW state (see figure 3(c)).

### 4.2. Local attractive coupling

In the absence of negative phase coupling (i.e., \(\varepsilon_r = 0\)), the swarmalators are only allowed to couple their phases with positive strength \((\varepsilon_p)\) among nearby neighbors, i.e., with other swarmalators which lie inside their range of vision. This is the case where swarmalators staying far apart from each other in space lose the connection between them to have an influence on each other’s phase. For a suitable low value of vision radius \(r\), the attractive adjacency matrix \(A\) becomes null and both \(\varepsilon_p = \varepsilon_r = 0\) effectively. The swarmalators are locked to their initial phases and they rearrange themselves in space following their spatial dynamics. For \(J = 0\), the influence of phase on position is absent and as a result swarmalators arrange themselves inside a disc following only swarming dynamics while their phases are uniformly distributed in the range \([-\pi, \pi]\). They become static in space and phase settling into the SA state. For a non-zero value of \(J\), the swarmalators in similar phase attract each other and form an annulus like structure, whose inner and outer radii depend on the values of \(J\), and eventually become static in space and phase. In this state, known as static phase wave (STPW) (see figure 2(c)), spatial angle \(\phi\) and phase \(\theta\) of every swarmalator is perfectly correlated, which gives \(S = 1\). This state is a static state and \(T\) gives zero value.

When the radius of vision is increased beyond a critical value \(r \approx 0.2\), swarmalators start to feel the presence of others inside their interaction range and couple their phases attractively to minimize their respective phase differences. This enhances phase similarity between nearby swarmalators. For large \(r\), all their phases get fully synchronized and the emergence of static synchrony is observed. However, for a large value of \(J\), the spatial attraction strength between swarmalators, given by \(1 + J \cos(\theta_i - \theta_j)\), is much bigger for the ones who are in similar phases than for those who share a relatively higher phase difference. This forces them to form groups among themselves where in each group, swarmalators’ phases get totally synchronized. Between two distinct groups there is always a difference of phases and in space they are at least \(r\) distance away from one another. We name this new state as static cluster synchrony (SCS), as eventually swarmalators cease to move in space and their phases become static. Note that, this formation of clusters in space happens because of the fact that swarmalators in similar phases attract themselves in space with more strength than others, even when there is global spatial attraction and repulsion among them. We validate the phase dependence of position of swarmalators in figure 4(a) by snapshot of this state where swarmalators are grouped into three clusters and they are colored according to their phases. Figure 4(b) shows their phase time series which confirms the fact that their phases become static and are divided into three groups. The phases of swarmalators remain bounded between \(-2\pi\) to \(2\pi\). However this range varies.

| \(S\) | \(T\) | Emerging state |
|------|------|----------------|
| \(\approx 0\) | \(\approx 0\) | Static async (SA) |
| \(\neq 0\) | \(\approx 0\) | Splintered phase wave (SPPW) |
| \(\neq 0\) | \(\neq 0\) | Active phase wave (APW) |
Figure 4. Emergence of static cluster sync state for $r = 0.3$, $J = 0.8$, and $\varepsilon_a = 0.5$ in the absence of repulsive coupling. (a) Snapshot of the swarmalators at $t = 50$ time units where the swarmalators are colored according to their phase. (b) Phase time series of the swarmalators over $t = 50$ time units. Swarmalators converge into five different stationary phases. The phase difference of $2\pi$ between two clusters represents the identical phase. Thus, the system settles down here into three distinct clusters. Evolution of a static cluster synchrony state from initial positions is shown by a video (figure 4(a).gif) in the GitHub repository [76].

depending on the choice of initial conditions. It is worth mentioning that the number of such clusters and number of swarmalators inside each cluster depend on the initial spatial position and phase distributions. The emergence of these states is independent of the values of $\varepsilon_a$ when it is varied within 0 and 1. Generally, a natural tendency among the coupled swarmalators is to reduce their respective phase differences beyond a critical value of attractive coupling strength $\varepsilon_a > 0$. However, once the clusters are formed, they remain beyond their attractive vision radius for the observed static cluster sync state. As a result, they maintain their phase differences and are never able to merge into a single cluster, irrespective of $\varepsilon_a \in (0, 1)$. We include a video in the GitHub repository [76] showing the formation of static cluster sync state from initial configurations as mentioned in figure 4.

It is evident that whether swarmalators will end up inside a single disc (SS) or break into two or more clusters (SCS) is determined by the interplay between vision radius ($r$) and the parameter $J$. We try to approach this numerically by introducing the phase synchronization error defined by

$$\theta_{err} = \left\langle \sum_{i=2}^{N} \frac{|\theta_i - \theta_1|}{(N - 1)} \right\rangle_t,$$  \hspace{1cm} (12)

where $\langle \ldots \rangle_t$ stands for time average. For calculating $\theta_{err}$, we bring the phase values of swarmalators between 0 and $2\pi$ so that swarmalators whose phase difference is an integer multiple of $2\pi$ represent the same phase. Under this scenario, our numerical simulations suggest the phase synchronization error $\theta_{err}$ takes minimum value 0 and maximum value $\pi$. In figure 5, we plot the $J$–$r$ parameter space with the color bar indicating the phase synchronization error ($\theta_{err}$). When $r < 0.2$ (in the SA or STPW states), the value of $\theta_{err}$ is very high since the phases vary uniformly between $-\pi$ to $\pi$. For $r > 0.2$, phase synchrony starts to occur either among all units or in groups. In SS state, the synchronization error gives zero value while intermediate non-zero values of $\theta_{err}$ are observed in SCS state as synchrony is present only among the elements of each cluster but not globally.

Now we investigate the sufficient condition for global synchronization of the swarmalators. It is to be noted that global synchronization occurs when two or more clusters overcome their phase differences and coincide in a unique phase. For a fixed $J$ if we gradually increase $r$, cluster synchrony states are found after the initial asynchronous SA or STPW states. Two or more clusters establish connection for phase attraction among them and merge into a single cluster by minimizing their phase differences when $r$ is further increased. The static sync state is achieved when two separate clusters merge to form a single one where their phases are fully coherent.

Let $C_i$ be the set of indices of the swarmalators belonging to the $i$th cluster for $i \in \{1, 2\}$. We define

$$x_{ci} = \frac{1}{|C_i|} \sum_{j \in C_i} x_j,$$  \hspace{1cm} (13)

as the center of position of $i$th cluster. When the static two-cluster state is formed, we can consider the swarmalators as a two-particle system where these two particles are positioned at the center of position of their respective clusters. Let their positions be denoted by $x_{c_1}$ and $x_{c_2}$ where $x_{c_1} \neq x_{c_2}$ and their phases be $\theta_{c_1}$.
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4.3. Attractive–repulsive phase coupling
We have modeled the swarmalators (equations (3) and (4)) such that at short distance (|xi - xj| < r) their phases are coupled positively and at long distance (|xi - xj| > r), they interact with negative phase coupling strength. It is easy to see, how swarmalators couple their phases depends strictly on the choice of vision radius r. We have already discussed the two cases (section 4.1) for r, when it is very small and infinitely large. For small r, the repulsive coupling prevails over attractive coupling. When vision radius is increased, number of swarmalators inside the interaction range of each increases and attractive coupling between them takes place. For a large value of r, this attractive coupling completely dominates the repulsive coupling in the sense that more number of swarmalators are coupled attractively than repulsively. So, increment in the value of r ensures the transition from repulsive dominance to attractive dominance in the phase coupling.

Static \( r \) state: the co-existence of attractive and repulsive couplings in the system makes phase interaction between swarmalators complex and gives rise to richer collective behaviors. Like in the case of only attractive coupling, here also swarmalators group themselves into clusters depending on the values of r and J. But the presence of repulsive coupling between the units of clusters forces them to maximize their phase difference and eventually the phase difference becomes \( \pi \) for a stable solution. For static state, our numerical simulations assure the phase difference between the clusters is either 0 or \( \pi \) (modulo 2\( \pi \)). If clusters share a phase difference 0 (modulo 2\( \pi \)) then the units inside those clusters attract each other in space (note that, the spatial attraction strength is 1 + J if phase difference \( \theta_\| = 0 \)) and they form a single cluster. As a result, number of clusters is exactly two and the phase difference between them is \( \pi \). We designate this new state as static \( r \) state (SPI) since swarmalators become stationary in phase and space eventually. As the swarmalators inside each cluster are fully synchronized but not with the ones inside the other cluster, R gives a non-zero value and is less than 1. The order parameter S also gives an intermediate non-zero value between 0 and 1 in this state, demonstrating the presence of correlation between
swarmalators’ spatial angles and phases. In figure 6(a), the temporal behavior of 100 swarmalators is shown, where the phases become static and are clustered maintaining exactly a phase-difference $\pi$. At a particular time instant after the transient time, their phases are plotted versus their respective node indices in figure 6(b), which validates the clustering of swarmalators in two groups. In figures 6(a) and (b), the phases of swarmalators are plotted after taking modulo $2\pi$ so that swarmalators at a phase difference of integer multiple of $2\pi$ represent the same phase. A video showing the origination of static $\pi$ state is included for visual understating as highlighted in figure 6.

In the SPI state, we can consider the swarmalators as a two-particle system where they are positioned at the center of position of their respective cluster having a phase difference $\pm\pi$. Let their positions be denoted by $x_{c_1}$ and $x_{c_2}$, where $x_{c_1} \neq x_{c_2}$. Then from equation (14), we can write

$$|x_{c_2} - x_{c_1}| = \frac{1}{(1 - J)} = d_c,$$

since $\theta_{c_2} - \theta_{c_1} = \pm\pi$ and $x_{c_2} - x_{c_1} \neq 0$.

Equation (16) gives the distance between the centers of position of the clusters ($d_c$) in SPI state which increases when we increase the value of $J$. Figure 6(c) shows the change of $d_c$ with increment of $J$ in the interval where SPI state is achieved.

**Mixed phase wave state:** significantly, for a small value of $J$, swarmalators accumulate themselves in space with the ones in nearby phase, but they do not form distinct clusters. The positive phase coupling induces minimization of phase difference between spatially nearby swarmalators, and at the same time, negative coupling ensures that there is some phase difference between swarmalators who lie outside the vision range. They form a deformed disc like structure, where swarmalators move inside it maintaining phase similarity with nearby units. This active state is different from the two previously mentioned active states (SPPW and APW states), as swarmalators neither break into disjoint clusters nor execute full cycle in space and phase. In this state, the swarmalators are neither completely phase synchronized nor fully desynchronized, rather they show an intermediate behavior. We name this state as mixed phase wave (MPW) state. In figure 7, snapshots of this state are shown for different values of parameters. Like in the previous cases, again we plot the swarmalators after bringing their phases in the interval $[0, 2\pi]$. Corresponding to figure 7, five videos showing the evolution of mixed phase wave states are incorporated in the GitHub repository [76]. This kind of behavior can be seen when swarmalators are on the verge of forming splintered phase wave or static $\pi$ but they can not attract other swarmalators in nearby phases with enough strength to make disjoint clusters. We classify this mixed phase wave state into two categories. One is repulsive mixed phase wave (RMPW) state (where repulsive coupling dominates and qualitatively similar to SPPW) and the other is attractive mixed phase wave (AMPW) state (which is dominated by attractive coupling and qualitatively similar to SPI). In both the AMPW and RMPW states, $S$ is non-zero indicating the presence of some correlation among swarmalators’ phases and spatial angles. In the attractive coupling influenced AMPW state, the order parameter $R$ gives a non-zero value showing some coherence among swarmalators’ phases.

**Figure 6.** Static $\pi$ state: (a) time series of $N = 100$ swarmalators are shown over $t = 300$ time units after transient time for $r = 0.8$ and $J = 0.5$. (b) We display the corresponding snapshot of node index ($i$) vs phase ($\theta$) at $t = 300$ time units. (c) Distance between the centers of positions of the clusters, $d_c$ as a function of $J$ is plotted here for $r = 0.75$. There exists a critical value of $J$ depending other system parameters beyond which one can expect such SPI state. Red dots represent simulated data, while the black curve shows theoretical result given by equation (16). Evolution of the static $\pi$ state for $r = 0.8, J = 0.5, \epsilon_x = 0.5, \epsilon_y = -0.5$ is shown by a video (figure 6.gif) in the GitHub repository [76].
To separate the stationary states from each other, we measure the mean velocity \( V \) defined as,

\[
V = \left\langle \frac{1}{N} \sum_{j=1}^{N} \sqrt{x_j^2 + y_j^2 + \theta_j^2} \right\rangle,
\]

where the time average is taken after discarding the transients. A finite non-zero value of the mean velocity \( V \) suggests that swarmalators move in space, and their phases evolve within the interval \([0, 2\pi]\), while in stationary states \( V \) is zero. Depending on the values of \( r \), \( J \), \( \varepsilon_a \), and \( \varepsilon_r \), the swarmalators exhibit different long-term states. In figure 8, we vary \( r \) over the range \((0, 3]\) keeping the other three parameters fixed and examine the transition of states. We consider three different scenarios for three different values of \( J = 0.1, 0.5, \) and 0.9. Depending on the values of \( \varepsilon_a \) and \( \varepsilon_r \), three different cases can be implemented:

**Case-1**: \( \varepsilon_a > |\varepsilon_r| \). This condition implies that the attractive coupling strength between the swarmalators within their vision range is larger than the repulsive coupling strength with outer swarmalators.

**Case-2**: \( \varepsilon_a = |\varepsilon_r| \). The swarmalators interact with same strength with others, both inside and outside their vision range but with opposite sign.
The possible route of SS state by changing the vision radius $r$ swarmalators are unable to break into distinct clusters and as a result AMPW state is found (see figure 7(a)).

Emerging state $\approx 0$ when $J \approx 0$.

Qualitative same behaviors of the order parameters are seen in figure 8(c) where $\epsilon_a$ is increased to 0.5 in figure 8(b), emergence of SPI state is seen due to the tendency of swarmalators to group themselves. With increasing $r$, the transition of states can be seen as

$$SA \rightarrow AMPW \rightarrow SS.$$ (18)

When $J$ is increased to 0.5 in figure 8(b), emergence of SPI state is seen due to the tendency of swarmalators to group themselves. With increasing $r$, the transition of states can be seen as

$$SPPW \rightarrow SPI \rightarrow SS.$$ (19)

Qualitative same behaviors of the order parameters are seen in figure 8(c) where $J$ is further increased to 0.9.

The absolute values of $\epsilon_a$ and $\epsilon_r$ are same in figures 8(d)–(f). When $J = 0.1$, the swarmalators stay nearby with swarmalators in similar phases but fail to make disjoint clusters. In figure 8(d), when $r$ is very small, $\epsilon_r$ dominates the phase coupling and swarmalators are found to settle into SA state. When $r$ is increased, effect of $\epsilon_a$ starts to take place but still repulsive coupling continue to dominate. Emergence of RMPW (see figure 7(d)) is seen for a small range of $r$. This state is analogous to the SPPW state, the only difference, $J$ is not large enough for the swarmalators to splinter into disjoint clusters. Further, increasing the value of $r$, a situation is achieved, where the effect of $\epsilon_a$ and $\epsilon_r$ neutralizes each other, and the swarmalators settle in the STPW state. In some cases, this STPW state is formed in a slightly deformed annular structure and, as a result, the correlation between phases and spatial angles of the swarmalators deteriorates little. This is the reason why $S$ is not exactly 1 here, otherwise $S = 1$ in the STPW state. Moving to the right with increasing $r$, phase attraction starts to dominate the phase repulsion. AMPW state is noticed which is close to the SPI state (found for bigger $J$ values). Here, $J = 0.1$ being small, the swarmalators can not break into separate clusters, but they coexist (see figure 7(b)). Finally, for reasonable larger $r$ values where the phase attraction dominates, SS state emerges. So, the transition which is seen in figure 8(d) is

$$SA \rightarrow RMPW \rightarrow STPW \rightarrow AMPW \rightarrow SS.$$ (20)

When $J$ is increased to 0.5, formation of clusters happens which was not seen in the case of $J = 0.1$. For very small $r$, the swarmalators are effectively phase coupled only with $\epsilon_r$ and as a result, APW is found which is shown in figure 8(e). Here, due to the ability to break into clusters, SPPW state is seen in place of RMPW in figure 8(d). Increment in the value of $r$ increases phase attraction among the swarmalators and SPI state is found to occur before the ultimate SS state. The route to achieve SS state in figure 8(e) is

$$APW \rightarrow SPPW \rightarrow SPI \rightarrow SS.$$ (21)

For $J = 0.9$ in figure 8(f), the transitions are same as figure 8(e).

---

**Table 3.** This table shows how the emerging states of swarmalator system are identified with the order parameters $R$, $S$, $T$, and $V$.

| $R$ | $S$ | $T$ | $V$ | Emerging state |
|-----|-----|-----|-----|----------------|
| $\approx 1$ | $0 < S < R$ | $\approx 0$ | $\approx 0$ | Static sync (SS) |
| $\approx 0$ | $\approx 0$ | $\approx 0$ | $\approx 0$ | Static async (SA) |
| $\approx 0$ | $\approx 1$ | $\approx 0$ | $\approx 0$ | Static phase wave (STPW)$^a$ |
| $R < 1 (\neq 0)$ | $S \neq 0$ | $\approx 0$ | $\approx 0$ | Static $\pi$ (SPI) |
| $\approx 0$ | $\neq 0$ | $\approx 0$ | $\neq 0$ | Splintered phase wave (SPPW) or repulsive mixed phase wave (RMPW)$^b$ |
| $\approx 0$ | $\neq 0$ | $\neq 0$ | $\neq 0$ | Active phase wave (APW) |
| $\neq 0$ | $\neq 0$ | $\neq 0$ | $\neq 0$ | Attractive mixed phase wave (AMPW) |

$^a$In figure 8(d) for STPW state $R$ and $S$ are slightly deviated form 0 and 1, respectively due to the deformed structure.

$^b$RMPW state is qualitatively similar to the SPPW state when they are studied with these four order parameters. RMPW state takes place when $J$ is not large enough for formation of clusters. If we increase the value of $J$ keeping the other parameters fixed, evolution of SPPW state is seen from the RMPW state.
In the bottom row of figure 8 \( \varepsilon_a = 0.1 \) is relatively small than \( |\varepsilon_i| = 1.0 \). For \( J = 0.1 \) in figure 8(g), the evolution of states takes place in the same manner as in figure 8(d). In figure 8(h), the route for SS state is

\[
\text{SA} \rightarrow \text{APW} \rightarrow \text{SPPW} \rightarrow \text{SPI} \rightarrow \text{SS},
\]

where \( J = 0.5 \). With \( J = 0.9 \) in figure 8(i), we can see that the SPI state exists over a long range of \( r \) and SS is yet not achieved.

### 4.4. Effect of negative \( J \)

The parameter \( J \) which stands for the effect of phase similarity on spatial attraction, plays a significant role in determining the asymptotic state of the swarmalator system defined by equations (3) and (4). So far the results in our work are accomplished by considering \( J \) to be strictly positive. A positive value of \( J \) makes sure that the spatial attraction strength between nearby phased swarmalators is increased and as a result they stay nearby to each other. A negative value of the parameter \( J \) completely alters the scenario. Now swarmalators which are in opposite phases attract each other spatially with more strength than those which are in similar phases. This reverse phenomena changes the complexion of the swarmalator system altogether. At the same time it increases the complexity of our model. To capture the effect when a negative \( J \) is considered, we study the case of local attractive coupling with \( J < 0 \). Also to show the generic nature of our model for the exponents \( \alpha, \beta, \) and \( \gamma \) (as long as \( \alpha < \beta \) holds), here we consider \( \alpha = 0 \) (note that, all the studies so far has been done with \( \alpha = 1 \)). Now, with these assumptions we write down the governing equations as

\[
\dot{x}_i = \frac{1}{N-1} \sum_{j=1, j \neq i}^{N} \left[ x_j (1 + J \cos(\theta_{ij}) - \frac{x_j}{|x_j|^2}) \right],
\]

\[
\dot{\theta}_i = \frac{\varepsilon_a}{N} \sum_{j=1, j \neq i}^{N} A_{ij} \frac{\sin(\theta_{ij})}{|x_j|},
\]

where \( A \) is the adjacency matrix for local attractive phase coupling described in section 2. This model inherits contrasting spatial and phase interaction. The local attractive phase coupling among the swarmalators minimizes the phase difference among spatially nearby ones. On the other hand, swarmalators which are in nearby phases reduce the spatial attraction among them (since \( J \) is negative).

When the vision radius \( r \) is small \( (r < 0.2) \), swarmalators can not feel the presence of one another inside their vision range and their phases remain decoupled. But negative value of \( J \) induces disorder in the system where swarmalators’ phases are totally desynchronized and they become stationary both in phase and space. In this static async (SA) state, the value of order parameter \( R \) is close to zero. The phase synchronization error \( \theta_{err} \), defined by equation (12) is very large (see figure 9(a)). Keeping the value of \( J \) fixed when we increase the value of \( r \), swarmalators start to couple their phases with spatially nearby ones and minimize their phase difference. We observe the emergence of a new pattern where swarmalators’ phases are settle in two different clusters. Contrary to the static cluster state found with a positive value of \( J \) for local attractive coupling in subsection 4.2, here swarmalators do not form separate clusters in the two-dimensional plane. Rather they settle themselves inside an annulus and a disc where the disc remains inscribed within the annulus. Inside both of these annulus and disc swarmalators are totally phase synchronized but they maintain a phase difference between them. Swarmalators become static after transient period both in space and phase. Following the nature of this state, we name it as the static inscribed cluster (SIC) state. In figure 9(b) we have shown the snapshot of this state in the two-dimensional plane taking \( J = -0.8 \) and \( r = 0.4 \). The order parameter \( R \) gives intermediate values between 0 and 1 due to the presence of phase synchrony among the units of each cluster. The value of \( \theta_{err} \) also decreases for the same reason compared to the SA state (see figure 9(a)). This SIC state loses its stability when we further increase the value of \( r \). A large value of \( r \) ensures the dominance of attractive phase coupling among all the swarmalators. As a result globally phase synchronized static sync (SS) state emerges. \( R \) gives the maximum value whereas \( \theta_{err} \) acquires the minimum value in this stationary state.

In figure 9(a) we have plotted the \( J-r \) parameter space based on the values of phase synchronization error \( \theta_{err} \). It is seen that \( \theta_{err} \) is very large in the SA state and is almost zero in the SS state. In the SIC state it gives intermediate values between 0 and \( \pi \). To observe the transition of these states, we have plotted the order parameter \( R \) against increasing \( r \) in figure 9(c) where a particular value of \( J (= -0.8) \) has been chosen. It is seen that for small \( r \) \((<0.2) \) in the SA state the value of \( R \) is near 0. When \( r \) is increased beyond 0.2, phase coherence among units of each clusters starts to take place in the SIC state and as a result the value of \( R \) increases. Another critical value of \( r \) \((\approx 0.58) \) is found where this SIC state loses its stability and emergence of SS state is seen beyond that.
4.5. Effect of phase dynamics on spatial repulsion

Till now, we have considered $F_{\text{rep}} = 1$, i.e., when there is no effect of phase similarity on spatial repulsion. Here, we investigate the scenario when swarmalators’ phases affect the spatial repulsion among them. We specifically choose $F_{\text{rep}}(\theta) = 1 - K \cos(\theta)$ so that the spatial repulsion among nearby phase swarmalators is reduced when $K > 0$. We consider $0 < K < 1$ which keeps the function $F_{\text{rep}}$ strictly positive (if $K > 1$, then depending on the value of $\theta_i - \theta_j$ the function $F_{\text{rep}}$ can take negative value, which makes $I_{\text{rep}}$ attractive in nature). It is worth mentioning here that theorem 1 holds for any choices of the function $F_{\text{att}}$ and $F_{\text{rep}}$ as long as they are even functions of their arguments and are also bounded. So we can safely say that theorem 1 holds with these choices of functions which eliminates the inter-particle collision among the swarmalators. This extra interaction term in the swarmalator model can establish novel states for position aggregation and phase synchronization especially in the presence of competitive phase interaction, which requires a sincere inspection of the model. For our purpose we only consider such effect of phase similarity on spatial repulsion when the vision radius is very small. In that case our model with the choice of $F_{\text{rep}}$ can be written as

$$
\dot{x}_i = \frac{1}{N - 1} \sum_{j=1, j \neq i}^{N} \left[ \frac{x_j - x_i}{|x_j - x_i|^2} (1 + J \cos(\theta_j - \theta_i)) - \frac{x_i - x_j}{|x_i - x_j|^2} (1 - K \cos(\theta_i - \theta_j)) \right],
$$

$$
\dot{\theta}_i = \frac{\varepsilon_r}{N - 1} \sum_{j=1, j \neq i}^{N} \frac{\sin(\theta_i - \theta_j)}{|x_i - x_j|}.
$$

Note that, here we have expressed $x_{ij}$ and $\theta_{ij}$ as $x_j - x_i$ and $\theta_j - \theta_i$, respectively, which is simpler to deal with while carrying out mathematical calculation. It is found that, for certain values of $J$, $K$, and $\varepsilon_r$, the swarmalators organize themselves on a ring where their phases ($\theta_i$) are perfectly correlated with their spatial angles ($\phi_i$). This state is a stationary state, where after the transient period, swarmalators become static in phase as well as in the spatial positions, and we call this state as the static ring phase wave state. This static state was reported in [47] for $\alpha = 0$ and $\gamma = 2$. In figure 10(a) swarmalators position on a ring centered around the origin is shown where they are colored according to their phases. In the static ring phase wave state, the spatial angle and phase of the swarmalators are perfectly correlated. Figure 10(b) highlights the correlation between swarmalators’ spatial angles and phases. The position and phase of the $k$th swarmalator in this state can be written as

$$
x_k = R \cos(2\pi k/N) \hat{i} + R \sin(2\pi k/N) \hat{j},$$

$$
\theta_k = 2\pi k/N + C,$n

where $R$ is the radius of the ring state, $\hat{i}$ and $\hat{j}$ are unit vectors in $x$ and $y$ directions, respectively, and the constant $C$ depends on the initial conditions. The radius $R$ can be calculated analytically. The structure of

Figure 9. Emerging asymptotic states with local attractive phase coupling when $J < 0$: the emergence of static async (SA), static inscribed cluster (SIC), and static sync (SS) is seen by considering negative $J$ under local attractive phase coupling. (a) The $J-r$ parameter plane is plotted based on the values of phase synchronization error $\theta_{\text{syn}}$. It is maximum in the SA state and minimum in the SS state, whereas it gives intermediate values in the SIC state. (b) Snapshot of the SIC state at $t = 500$ time unit for $J = -0.8$ and $r = 0.4$. Swarmalators are colored according to their phases and it is seen that phases are divided into two clusters. Swarmalators whose phases are synchronized, all lie either within an annulus or a disc where the disc is inscribed within the annulus. (c) The evolution of order parameter $\mathcal{R}$ is shown varying the value of $r$ from 0 to 1 for a fixed $J (= -0.8)$. The transition from SA state to SS state via the SIC state is seen with increasing $\mathcal{R}$. For $\mathcal{R} \approx 0$, the SA state is perceived. While for $\mathcal{R} \approx 1$, the system settles down to the SS state. For any intermediate non-zero values of $\mathcal{R}$ and $\theta_{\text{syn}}$, we confirm the emergence of the SIC state by plotting the snapshot at a specific time after the initial transient.
static ring phase wave state leads us to use convenient complex notation where the two-dimensional vector \( x_k = (x_k, y_k) \) is identified as a point in the complex plane \( z_k = (x_k, y_k) \). To calculate the radius \( R \), we consider a general model of swarmalators \cite{47}

\[
\dot{z}_i = \frac{1}{N - 1} \sum_{j=1}^{N} \left[ f(|z_i - z_j|^2)(z_i - z_j) + h(|z_i - z_j|^2)(z_i - z_j) \cos(\theta_i - \theta_j) \right],
\]

(29)

\[
\dot{\theta}_i = \frac{1}{N - 1} \sum_{j=1}^{N} \sin(\theta_i - \theta_j)g(|z_i - z_j|^2).
\]

(30)

The swarmalator model defined by equations (25) and (26) corresponds to equations (29) and (30) when we specifically choose

\[
f(r) = \frac{1}{r} - \frac{1}{\sqrt{r}}; \quad h(r) = \frac{K}{r} - \frac{J}{\sqrt{r}}; \quad g(r) = \frac{-\epsilon r}{\sqrt{r}}
\]

(31)

In complex plane the ring phase wave state is given by

\[z_k = R \exp(i \theta_k), \text{ where } u = \exp(2\pi l/N), \theta_k = 2\pi k/N + C \text{ (} l = \sqrt{-1}\text{)}.
\]

(32)

Although equation (30) is satisfied by any values of \( R \), equation (29) is satisfied only if

\[
\sum_{j \neq i} \left[ f(R^2|1 - u|^2)(1 - u) + h(R^2|1 - u|^2)(1 - u) \cos(2\pi i/N) \right] = 0.
\]

(33)

For the choices of the functions \( f, h, \) and \( r \) given by equation (31), we get an expression for \( R \) from equation (33) using the identities

\[
\sum_{j \neq i} \frac{1}{1 - u^j} = \frac{N - 1}{2}, \tag{34}
\]

\[
\sum_{j \neq i} \frac{u^j + u^{-j}}{1 - u^j} = -1, \tag{35}
\]

\[
\sum_{j \neq i} \frac{1 - u^j}{|1 - u^j|} = \frac{\sin(\pi/N)}{1 - \cos(\pi/N)} = a, \tag{36}
\]

\[
\sum_{j \neq i} \frac{u^j + u^{-j}}{|1 - u^j|} \frac{(1 - u^j)(1 - u^j)}{|1 - u^j|} = \frac{\sin(3\pi/N)}{1 - \cos(3\pi/N)} - \frac{\sin(\pi/N)}{1 - \cos(\pi/N)} = b. \tag{37}
\]

This gives the expression for \( R \) in the form

\[
R = \frac{N - 1 + K}{2a + Jb}. \tag{38}
\]

In figure 10(c) we plot the values of \( R \) varying \( J \) with \( K = 1.0 \) (black curve). We also numerically calculate the values of \( R \) for some values of \( J \) (red dotted points) to show that numerical values replicate the analytical ones.
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5. Swarmalators with the phase dynamics of the Stuart–Landau oscillator

Having studied various emerging states of the swarmalators, we now want to find out what happens when a different kind of phase dynamics is considered in the swarmalator model in place of the vastly used Kuramoto-like dynamics. For each swarmalator moving in the two-dimensional plane, we associate a Stuart–Landau (SL) oscillator with it. The SL oscillator is an amplitude oscillator with two state variables and the dynamics is represented by

\[ \mathbf{u}_i = \begin{pmatrix} [1 - (\omega_i^2 + \nu_i^2)]u_i - \omega_i \nu_i \\ [1 - (\omega_i^2 + \nu_i^2)]\nu_i + \omega_i u_i \end{pmatrix} = F(\mathbf{u}_i), \]  

(39)

where \( \mathbf{u}_i = (u_i, \nu_i) \) is the two-dimensional state variable and \( \omega_i \) is the intrinsic frequency of the \( i \)th swarmalator for \( i = 1, 2, \ldots, N \). We consider symmetry preserving diffusive type coupling

\[ K(\mathbf{u}_i, \mathbf{u}_j) = (u_i - u_j, \nu_i - \nu_j)^T \]

for the interaction among the SL oscillators. As before, the spatial coupling is taken to be all-to-all, whereas we study only the local attractive coupling for the phase interaction between the swarmalators. Here we adopt the same coupling scheme as described in subsection 4.2. The swarmalator model with Stuart–Landau oscillator is governed by the pair of equations

\[ \dot{x}_i = \frac{1}{N - 1} \sum_{j \neq i}^N \left[ \frac{x_j - x_i}{|x_j - x_i|} (1 + J \cos(\theta_i - \theta_j)) - \frac{x_j - x_i}{|x_j - x_i|^2} \right], \]

(40)

\[ \dot{u}_i = \begin{cases} F(\mathbf{u}_i) + \frac{\varepsilon_a}{N_j} \sum_{j=i}^N \frac{A_j K(\mathbf{u}_i, \mathbf{u}_j)}{|x_j - x_i|} & \text{if } N_j \neq 0 \\ F(\mathbf{u}_i) & \text{if } N_j = 0, \end{cases} \]

(41)

where \( J, \varepsilon_a, N_j \), and \( A_j \) are same as described in section 2. In equation (40), by the phase \( \theta_i \) of the \( i \)th SL oscillator, we mean the principal value of argument of the complex number \( \mathbf{Z}_i = u_i + \nu_i \mathbf{i} \) (\( \mathbf{i} = \sqrt{-1} \)), where \( u_i, \nu_i \) are the state variables of the corresponding oscillator. Evidently, \( \theta_i \in [-\pi, \pi) \), which fulfills the requirement of the phase variable of the swarmalators. We choose identical oscillators with \( \omega_i = \omega = 3.0 \). The initial conditions for the state variables are chosen randomly from \([-1, 1]\).

It is seen that all the states (namely, STPW, SCS, and SS), which have been found with Kuramoto oscillator with local attractive phase coupling, take place for SL oscillator as well. Attractive phase coupling invokes coherence among swarmalators’ phases, and swarmalators in nearby phases attract themselves spatially with more strength, caused by the influence of phase similarity on spatial attraction. Due to the choice of non-zero intrinsic frequency, swarmalators’ phases continue to evolve even when synchrony is achieved. Their positions in the \((x, y)\) plane become static as before since the difference of phase between any two swarmalators remains constant over time after transient period, and as a result, change of phase does not affect the spatial position. The Stuart–Landau oscillators execute limit cycle oscillation on a unit
circle in the \((u, v)\) plane. In figures 11(a)–(c), positions of the oscillators on the limit cycle are shown for different emergent states, where they are colored according to their phase \(\theta_i\). The relations between spatial angle \(\phi\) and phase \(\theta\) are shown in panel figures 11(d)–(f). For a very small choice of attractive vision radius \(r\), phase coupling is effectively absent in the system and static phase wave (STPW) takes place. In the STPW state, the swarmalators’ phases are distributed over \([-\pi, \pi]\), where their spatial angle \(\phi\) and phase \(\theta\) are perfectly correlated, which can be seen from the linear relation between \(\theta\) and \(\phi\) in figure 11(d). In the static cluster synchrony (SCS) state, the swarmalators form clusters both in \((x, y)\) (for position) and \((u, v)\) (for phase) plane. We show the formation of one such SCS state where the number of clusters is two (in figures 11(b) and (e)). The two horizontal bands in figure 11(e) clearly indicate that for the two clusters there are two different phases, whereas, their spatial angles are distributed over \([-\pi, \pi]\). The number of such clusters in the SCS state depends on the initial choices of spatial position and phase distribution of the swarmalators. The two clusters merge and form a single group when \(r\) is increased and static sync (SS) state is achieved. It can be seen in figures 11(c) and (f) that all the oscillator’ phases are same and as a result, the phase influenced spatial attraction among them increases to form a single cluster in space. Here, by using the SL oscillator for the phase dynamics of swarmalators, we validate the results in local attractive phase coupling scenario which we have found for swarmalators with the Kuramoto phase dynamics.

6. Discussion and conclusion

Swarmalators have been studied from the perspective of multi-agent systems for their position aggregation and phase dynamics. The bidirectional influence of agents’ spatial position and internal phase on each other gives rise to fascinating collective patterns. Some of these stationary and non-stationary patterns are significantly found while studying the behaviors of real-world multi-agent systems. It is worth mentioning that in reference [50] the collective behaviors of swarmalators have been studied with a finite-cutoff interaction distance, which is similar to the vision radius in our model. In this finite-cutoff interaction, the distance controlled spatial coupling among the swarmalators while keeping the phase coupling globally attractive or repulsive. Local spatial coupling among the swarmalators resulted in the formation of groups with spatially nearby ones. They found the emergence of multiple static sync discs (for globally attractive phase coupling) or multiple static async discs (for globally repulsive phase coupling).

In contrast, we have taken our spatial coupling to be all-to-all and phase coupling to be competitive and dependent on the vision radius. We have encountered cluster states in our model even when the spatial coupling is global. Swarmalators with same phase attract themselves and stay nearby in space. As a result, the cluster formation is influenced by the effect of phase similarity on spatial attraction rather than the direct local spatial coupling in reference [50]. In another work [56], the coupling strength between the swarmalators was chosen randomly from a two-peaks distribution where the peaks correspond to positive and negative coupling strengths. The phase transition was studied while varying the probability of attractive phase coupling. The randomness in the phase coupling allowed the swarmalators to get repulsive or attractive coupling, irrespective of their spatial distance. But, in our model, the coupling strategy is deterministic in the sense that swarmalators’ phases are coupled attractively if they lie inside a specific vision range, and otherwise, the coupling is repulsive. While both these works represent competitiveness in the phase interaction, the underlying strategies and their emergent states are different.

In this article, we have modeled swarmalators in such a way that their phases are attractively coupled only when they lie inside each other’s attractive vision range, otherwise their phases are coupled repulsively. It has been assured that the swarmalators avoid collisions in finite time and they maintain a minimal distance among them in space which is uniform in time. Our model comprises four parameters \(\alpha, J, \varepsilon_a\), and \(\varepsilon_r\), which control the long-term behavior of the swarmator system. Considering attractive vision radius \(r\) to be very large and very small, phase coupling has been seen to become globally attractive and globally repulsive, respectively. A new static state (static cluster synchrony) where swarmalators form disjoint clusters is found, when \(\varepsilon_a\) is taken to be zero. We have analytically found a sufficient condition, which, when satisfied, leads to the static sync state. In the presence of attractive–repulsive phase coupling in the system, competitive phase interaction gives rise to several asymptotic states. Varying \(r\), we have studied the transition of these states for different cases of \(J, \varepsilon_a\), and \(\varepsilon_r\) in figure 8. The two–clustered static \(\pi\) state is a novel state for swarmalators in the two dimensional plane. This state is different from the static \(\pi\) state found in reference [54] where swarmalators were positioned on a 1D ring. In the mixed phase wave states, the effect of competitive phase interaction is prominent where attractive phase coupling minimizes the phase difference between swarmalators at short distances and repulsive phase coupling increases the phase difference between the swarmalators who are outside each other’s vision range. Four order parameters \(R, S, T,\) and \(V\) unfold the qualitative behavior of the emergent dynamical states. To study swarmalators with
a different oscillator, we have used the phase dynamics of the Stuart–Landau oscillator in our system and studied their behavior in the presence of local attractive phase coupling. Our model has introduced a particular coupling strategy to incorporate competitive phase interaction. It remains to be seen what happens when this competitive interaction takes place following a different rule. In fact, a different set of values for the plausible choices of $\alpha$, $\beta$, and $\gamma$ make a significant variation in the observed dynamics of swarmalators, leading an important direction for future exploration. A step to study swarmalators with the Stuart–Landau oscillator in place of the conventional Kuramoto phase dynamics is considered in our work. Another scope of the study is to consider some other phase dynamics while modeling the swarmalator systems, resulting in different long-term behaviors. A possible step toward this direction is considering chaotic and hyperchaotic intrinsic dynamics \cite{77--80} with the positive Lyapunov exponent(s). This interesting inclusion may reveal further systematic insights; however, drawing a conclusion with chaotic dynamics requires more detailed rigorous analysis. The repulsive coupling may lead to an unbounded solution blowing out the dynamics away from the invariant manifold. It would be fascinating to investigate this future generalization expecting a broad spectrum of various novel dynamical states.

Moreover, we have considered the effect of phase similarity only on spatial attraction while studying the cumulative impact of attractive–repulsive interaction. It would be interesting if the effect of phase similarity on spatial repulsion is also considered under such competitive interactions. Although we scrutinize the whole investigation with only swarmalators moving in two dimensions, the study on 3D provides the same equations in (3) and (4), except the exponent of the repulsion will now be $\beta = 3$ for a physically meaningful and analytically tractable model. We expect comparable results just like in 2D. The static sync and async states will become spheres. We present a brief section devoted to understanding the influence of three-dimensional spatial movement in appendix A (6). A detailed analysis with three-dimensional spatial dynamics will be a theoretical avenue to explore. We believe that the results reported in this work with time-varying phase interaction will enrich the existing study of swarmalators and emphasize competitive interaction in the swarmalator systems.
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**Appendix A. 3D model of swarmalators**

One of the motivations of studying the dynamics of swarmalators is to mimic the behavior of real-world entities where external and internal dynamics are influenced by each other. Although the real-world systems are generally three-dimensional, for simplicity, we have introduced our model with two-dimensional spatial dynamics. After investigating the long-range behavior of the swarmalators under different interaction functions and coupling schemes, it is now suitable to find out if the results with 2D spatial dynamics are generalized when the spatial dynamics are extended to 3D. Now the spatial position of the $i$th swarmalator is denoted by the vector $\mathbf{x}_i = (x_i, y_i, z_i) \in \mathbb{R}^3$. In 3D the swarmalator model is as follows

\[
\dot{x}_i = \frac{1}{N - 1} \sum_{j=1}^{N} \left[ \frac{x_{ij}}{|\mathbf{x}_i|} (1 + J \cos(\theta_{ij})) - \frac{x_{ij}}{|\mathbf{x}_i|^3} \right],
\]

\[
\dot{\theta}_i = \varepsilon \alpha_{Ni} \sum_{j=1}^{N} A_{ij} \frac{\sin(\theta_{ij})}{|\mathbf{x}_j|^2} + \varepsilon \varepsilon_0 \sum_{j=1}^{N} B_{ij} \frac{\sin(\theta_{ij})}{|\mathbf{x}_j|^2},
\]

where $i \neq j$.
where \( |x_{ij}| \) denotes the Euclidean distance between the \( i \)th and the \( j \)th swarmalators in three-dimensional space. These equations are similar to the governing equations of 2D swarmalator model defined by equations (3) and (4). Although, here we have chosen \( \alpha = 1, \beta = 3, \) and \( \gamma = 2 \) which differ significantly from our previous choice of \( \alpha = 1, \beta = 2, \) and \( \gamma = 1 \) for the earlier results of our work.

The states in the earlier simulations with the two-dimensional spatial dynamics now form their three-dimensional structures. In figure 12, we plot the snapshot of the swarmalators in the static sync and static async state. We find complete phase synchrony among swarmalators’ phases in the static sync state where the two-dimensional disc structure is now converted into a three-dimensional sphere (see figure 12(a)). The same phenomenon takes in the static async state in figure 12(b) where swarmalators’ phases remain desynchronized. The radii of these spheres depend on the choices of \( \alpha, \beta, \) and \( \gamma \). All the other states found in the 2D model can be found in the 3D model too with appropriate choices of parameter values. Moreover, a different set of values for \( (\alpha, \beta, \gamma) \) does not change the qualitative behavior of the emerging asymptotic states significantly, as observed here.
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