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ABSTRACT

Background: Iraq is among the countries affected by the COVID-19 pandemic. As of 2 August 2020, 129,151 COVID-19 cases were confirmed, including 91,949 recovered cases and 4,867 deaths. After the announcement of lockdown in early April 2020, situation in Iraq was getting steady until late May 2020, when daily COVID-19 infections have raised suddenly due to gradual easing of lockdown restrictions. In this context, it is important to develop a forecasting model to evaluate the COVID-19 outbreak in Iraq and so to guide future health policy.

Methods: COVID-19 lag data were made available by the University of Anbar through their online analytical platform (https://www.uoanbar.edu.iq/covid/), engaged with the day-to-day figures from the Iraqi health authorities. 154 days of patient data were provided covering the period from 2 March 2020 to 2 August 2020. An ensemble of feed-forward neural networks has been adopted to forecast COVID-19 outbreak in Iraq. Also, this study highlights some key questions about this pandemic using data analytics.

Results: Forecasting were achieved with accuracy of 87.6% for daily infections, 82.4% for daily recovered cases, and 84.3% for daily deaths. It is anticipated that COVID-19 infections in Iraq will reach about 308,996 cases by the end of September 2020, including 228,551 to recover and 9,477 deaths.

Conclusion: The applications of artificial neural networks supported by advanced data analytics represent a promising solution through which to realise intelligent solutions, enabling the space of analytical operations to drive a national health policy to contain COVID-19 pandemic.

1. Introduction

Since the emerging of novel coronavirus, i.e. COVID-19, in the Wuhan city of China late December 2019, it has rapidly spread to all over the world and became a global pandemic with about 18 million confirmed cases worldwide, while the global death toll reaching 692,000 cases by end of July 2020. More than 190 countries have been affected by COVID-19 pandemic, with major outbreaks in Italy, Spain, China, France, United States of America, and regionally Iran, and Saudi Arabia. The first COVID-19 case has been confirmed in Iraq was for a foreign student who enrolled in the religious school of Al-Najaf holy city in 24 February 2020. By the next day, another four COVID-19 cases were confirmed for a family returned from Iran to their homeland in Kirkuk province, northern Iraq. Thereafter, the first COVID-19 cases were confirmed in the capital city of Baghdad and precisely in Al-Rusafa region. Current evidence has shown that COVID-19 can transmit just like other respiratory viruses through droplets and contact routes [1,2]. The global community has started to adopt various measures to handle this pandemic in line with their capacity and healthcare systems. Iraqi medical authorities have started to carry out COVID-19 tests since the detection of the earliest case on 24 February. According to the world health organisation (WHO)1, the mean period between exposing to COVID-19 and symptom onset is 5–6 days, although some cases can take up to 14 days. The basic reproduction number has been widely used as indicator of contagion of the COVID-19 virus. It is representing the mean number of newly infected individuals who are infected by an infectious
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individuals will increase when $R_0 > 1$, while transmission will fade away when $R_0 < 1$. A study by Ying and his colleagues has revealed that the mean $R_0$ of COVID-19 was around 3.28 [3], which exceeds the WHO estimates that stated the $R_0$ for COVID-19 to be in between 2.0 and 2.5 [4].

There are still many uncertainties about COVID-19. We cannot precisely and definitively predict the outcomes of this pandemic in a general term. People are in fear and worry about their own health while this pandemic is getting more stressful. The economic risks of this pandemic are also not insignificant. Most countries are in some sort of lockdown while production lines and supply chains have also stalled both nationally and internationally. It is been anticipated that small and medium-sized enterprises with partial operating flexibility would deplete its holdings cash in about two years [5]. In addition to political and security crises, Iraqi government is experiencing great challenges by losing half of its financial revenues, with oil prices dropping below $40 per barrel due to COVID-19 outbreak. This might aggravate the risk of public desperation and renewed social unrest if the government has failed to demonstrate its commitments to manage this pandemic with its socio-economic consequences.

The lack of evidence complicates the design of appropriate national response policies. Although we do not know what is going to occur, with artificial intelligence we have a better opportunity to forecast the near future of this pandemic with unprecedented accuracy. The use of Artificial Intelligence (AI) being widely proposed not only as a forecasting approach, but also to determine which pathway we shall follow. While data analytics can help visualising data and place raw numbers into perspective, neural networks can be fitted to COVID-19 lag data to forecast the future of this pandemic. Results from these methods will inform, along with appropriate data integration and analysis, decision makers how to combat the spread of this pandemic [6].

Since we only count those with a lab-confirmed infection, which maybe raises the hypothesis that our counts rely on the number of actual performed test. A total of 1,027,620 diagnostic tests were done until 2 August 2020 for a population of over 40 million, which corresponds to the testing of almost 25,690 in a million. As presented in Fig. 1, medical authorities in Iraq have dramatically increased COVID-19 testing to reach an average of 14,689 tests per day in July 2020 covering all four corners of the country. When comparing lab-confirmed infections to the performed COVID-19 testings, a strong positive correlation has been defined with 95% confidence interval ($R < 0.91$, p-value < 0.001). This clearly suggests that increasing daily COVID-19 testings would potentially lead to more lab-confirmed cases. This relationship needs further investigation while considering more data in order to confirm whether it will persist in the future or be influenced by various other factors.

As COVID-19 pandemic continues to propagate worldwide, this study presents the results of COVID-19 outbreak forecasting in Iraq using an ensemble of feed-forward neural networks. A novel combination of linear and nonlinear activation functions has been employed to process COVID-19 lagged values through networks’ layers in a homogeneous ensemble of neural networks. Also, a bench-marking analysis was achieved to compare the relative forecasting of COVID-19 daily infections with two well-known time series forecasting methods; namely the Auto-regressive Integrated Moving Average (ARIMA) and the Exponential Smoothing State Space model (ETS).

2. Background

The interest in feed-forward neural network has dramatically increased to become central to much of the advanced works on time series forecasting and beyond [7-11]. Feed-forward neural network consists of a several interconnected neurons with linear or nonlinear transfer functions that can be adopted for univariate time series forecasting or nonlinear signals such as speech and images. Feed-forward neural network can approximate reasonable functions to any required degree of accuracy using only two layers of neurons [12]. Further to this, neural networks can learn by adaptively adjusting their synaptic weights within a supervised and unsupervised learning settings. Ideally, the learning process will adjust the weights of the network to map a given input pattern into desired output.

COVID-19 outbreak forecasting, including infectious, deaths, and recovered, has been achieved in this study using an ensemble of feed-forward neural networks with random starting values. Each of the networks was a 10-6-1 architecture with a linear output unit and 73 weights options. COVID-19 lagged values of infectious, deaths, and recovered have separately fed to the network in an ensemble learning paradigm. A feed-forward network is a non-recurrent network which consists of inputs, hidden, and outputs layers as presented in Fig. 2. In this type of neural network, the data can only pass in one direction and onto a layer of processing units [11,13,14]. Each processing unit perform its computation based on a weighted sum of its inputs. The output of a processing unit then become the new input values that passed to the next layer. This process continues through all the layers until the network determines the output.

Consider a feed-forward neural network of three layers. An index $k$ will be used to reference the input units, index $i$ represents the output units, and the hidden neurons will be referred by the index $j$. We have fed the lagged values of COVID-19 daily infections in Iraq to our feed-forward neural networks as inputs. A total of 20 networks were fitted with random starting weights, and then averaged to forecast the upcoming COVID-19 spread in Iraq, including new infections, survivors and deaths.

Let $M$ refer to the number of inputs, $N$ to the number of outputs, and $S$ to the number of hidden units. Let $x$ refers to the $M$-tuple inputs to the network, and $y$ denotes the $N$-tuple outputs of the output layer. There were two sets of weights matrices in our feed-forward neural network. The first weight matrix has $S \times M$ elements and represented as $W^{ji}_j$, while the weight second matrix represented as $W^{ij}_j$ and contains $N \times S$ elements. The biases of the feed-forward neural network can either be represented independently or via an extra input line of value for each layer in the network [8,13]. When the lagged values are passed to the network, the hidden neuron $j$ receives a net input $n_j$ denoted as shown in Eq. 1, and the output of this hidden neuron will be represented as shown in Eq. 2, where $f$ is a nonlinear transfer function.

$$n_j^{(t)} = \sum_{i=1}^{M} W^{ji}_j x_i^{(t)} \quad (1)$$

$$y_j^{(t)} = f(n_j^{(t)}) \quad (2)$$

![Fig. 1. Number of performed COVID-19 tests on a weekly basis.](image)
The output layer receives its inputs from the hidden layer in our case. Therefore, the net input to the output unit $i$ can be represented in Eq. 3, while and the output unit $i$ produces an output value as indicated in Eq. 4.

\[ n^p_i = \sum_{j=1}^{S} w^2_{ij} V^p_j = \sum_{j=1}^{S} w^2_{ij} f\left( \sum_{k=1}^{M} w^1_{jk} x^k \right) \]  

\[ y^p_i = f\left( \sum_{j=1}^{S} w^2_{ij} V^p_j \right) = f\left( \sum_{j=1}^{S} w^2_{ij} f\left( \sum_{k=1}^{M} w^1_{jk} x^k \right) \right) \]  

It is imperative to note that the transfer function at the output layer is a linear transfer function, which is different from what it is in the hidden layer. The cost function or the overall network error can be depicted by the following equation, where $e^p_i = d^p_i - y^p_i$ and $d^p_i$ refers to the target value of the output unit $i$ while the lagged values (i.e. COVID-19 daily infections) are represented to the input layer of the network. Further to this, when substituting the output $y$, the cost function becomes as presented in Eq. 6 [7,15].

\[ J = \frac{1}{2} \sum_{i=1}^{N} [e^p_i]^2 = \frac{1}{2} \sum_{i=1}^{N} [d^p_i - y^p_i]^2 \]  

\[ J = \frac{1}{2} \sum_{i=1}^{N} \left[ d^p_i - f\left( \sum_{j=1}^{S} w^2_{ij} f\left( \sum_{k=1}^{M} w^1_{jk} x^k \right) \right) \right]^2 \]  

The change in the weights that link a hidden unite to an output unite can be calculated using Eq. 7, where $\eta$ is the learning rate and $\Delta w^2_{ij} = -(d^p_i - y^p_i)f'(n^p_i)V^p_j$.

\[ \Delta w^2_{ij} = \eta \frac{\partial J}{\partial w^2_{ij}} \]  

The algorithm starts by feeding the lagged values of COVID-19 daily infections to all input nodes and initialising the weights and biases of the network to small random values. Then, the network calculates sum of hidden node values and using a nonlinear activation function, it calculates hidden node activation values. These outputs are then used as inputs to the output unites, which in our case uses a liner activation function to calculate activation values of the output unite. This is the batch training in which the weights are only updated when all the lagged values of COVID-19 daily infections are presented to the network. A back-propagation training algorithm could also be used to propagate the error signals backwards to update the weights matrix as reported in our previous work [12].

3. Methods

3.1. COVID-19 time series

The data were made available by the University of Anbar (https://www.uoanbar.edu.iq/covid/), through their online analytical platform, engaged with the day-to-day COVID-19 figures form the Iraqi medical authorities to raise public awareness of COVID-19 outbreak on a national level. Past 154 days of patients data were provided in a csv file format. Data has been imported to R and converted into time series object as a daily number of lab-confirmed COVID-19 cases in Iraq starting from 24 February 2020 to 2 August 2020, as presented in appendix A.

A total of 129,151 COVID-19 cases over 154 days were considered to train our forecasting model using using ensemble learning approach. As
presented in Fig. 3, the number of COVID-19 infections has slightly dropped in mid-April 2020 due to closing main airports and banning the entry of travellers’ form neighbour countries. After that in late May 2020, the daily registered COVID-19 infections have increased dramatically following the mitigate of lockdown restrictions in some parts of Iraq including Kurdish region. Fig. 3 reveals that the trend of COVID-19 infections registered at Iraqi hospitals was going upwards while the exponential growth curve of COVID-19 infections has appeared to originate in the first two weeks of July, which means the virus has started to spread through people, especially in incubation period. In this context, we have conducted forecasting analysis of COVID-19 cases using an ensemble of feed-forward neural network, assuming the same trend and course of action has continued for the next two months, i.e. August and September 2020.

3.2. Model development

To develop a forecasting model for the COVID-19 outbreak in Iraq, we have imported “forecast” packages in RStudio [16]. This package provides tools and methods for analysing univariate time series data including exponential smoothing, automatic ARIMA modelling, and feed-forward neural networks. Using forecast package, we have fitted 20 neural networks and have averaged their outcomes in the ensemble learning setting. A lagged version of COVID-19 time series has been normalised to $[0,1]$ to fit in for the training phase.

The neural network model was set to forecast two-months ahead of COVID-19 infections in Iraq along with survivors and the likely deaths led by this pandemic. The number of non-seasonal lags has been specified to 10, which means that the neural network function would include the lag $l_{1}$, lag $l_{2}$, … lag $l_{9}$ of the series as inputs. Since we have fitted a neural network with a single hidden layer, we have defined the number of nodes in this layer to be half of the number of input nodes plus one. A logit activation function has been employed in our neural network forecasting model to map the lags from input nodes to the hidden nodes. Using linear activation function, neural network maps the forecasting values from the output unite. To this point, we end up with a 10–6-1 network architecture and 73 connection weights. The complete R script for developing a neural network forecasting model can be found on Github via this link.

4. Results

As presented in Fig. 4, the probability of new COVID-19 positive cases, recovered cases, and daily deaths on a nationwide scale for the next 60 days, i.e. August and September 2020, based on the lag data were forecasted using an ensemble of neural networks.

After the sudden decrease in registered daily infections late July, the forecasting model shows that the number of people who are anticipated to get COVID-19 infection in Iraq will be gradually increases over the next two months. It is anticipated that daily infections to reach its peak late August with a possibility of registering 4200 people with COVID-19 per day. The pattern of daily infections appear to recurring over the next 6 weeks but with higher numbers. Over this period, there will be a total of 179,845 ($mean = 2996, SD = 438$) people who are expected to test positive for COVID-19 in Iraq. This would raise the total number of COVID-19 cases to 308,996 by end of September 2020, assuming the same trend and course of action has continued by the Iraqi health authorities.

Part B of Fig. 4 represents an ensemble of neural networks to forecast the daily deaths attributed to COVID-19 in Iraq over the next two months, i.e. August and September 2020. The forecasting model has also anticipated that number of deaths due to COVID-19 will drop in early August and will dramatically increase again to reach its peak in early September. The number of deaths due to COVID-19 will then slightly declining in mid September 2020. An ensemble of feed forward neural networks has predicted that the mean number of daily deaths over the coming 60 days is about 78 cases per day on a nationwide level (min = 51, max = 115). By the end of September 2020, it is expected that a total of 4,610 case to die due to COVID-19 in Iraq, which in turn increase COVID-19 victims to about 9,477 on a nationwide scale.

Part C of Fig. 4 neither follow the forecasting pattern of daily infections nor daily deaths. The pattern of anticipated daily recovered seems to fluctuating up and down in an iterative way. This is highly likely attributed to the fact that different regional healthcare centres were trying various therapeutic protocols as there is no approved treatment for COVID-19 up to the time of writing this paper. Also such pattern may reflects the variation in patients recovery time, which ranges somewhat between 2 weeks for mild cases and 3–6 weeks for severe or critical cases. It has anticipated that, according to an ensemble of feed forward neural networks, a total of 191,152 ($mean = 2640, SD = 523$) patients to recover from COVID-19 in Iraq by the end of September 2020. This would boost the total number of survivors to 228,551 assuming the same trend and course of action has continued by the Iraqi health authorities.
4.1. Residuals analysis

ACF plot is a result of an auto-correlation function to explain trend, seasonality and residuals in a time series data. ACF plots our COVID-19 daily cases along with the confidence band, i.e. the dashed blue lines in the ACF figure, to show any possible auto-correlation of COVID-19 time series data with its lagged values. In other words, ACF plot describes how well the current value of the COVID-19 series is correlated with its past values.

The ACF of the residuals from the feed forward neural network shows that the produced forecast appear to account for all available data of COVID-19 daily cases in Iraq. As we can observe in Fig. 5, the mean residuals of our forecasting model are close to zero and the residuals series displays with no significant correlation. Apart of few outliers, the time plot of the residuals from the feed forward neural network shows that the variation of the residuals is almost ±60 for two third of the COVID-19 lag values, while residuals were slightly skewed up or down across the rest of the data. This can also be demonstrated on the histogram of the residuals. When ignoring these outliers, i.e. the right and left tails, the histogram proposes that the residuals are almost normal. Therefore, the 60-days forecasting of COVID-19 outbreaks in Iraq using an ensemble of feed forward neural networks is quite reasonable.

Along with ACF, we have also assessed our forecasting model using prediction errors. Based on the feed forward neural network model accuracy evolution of COVID-19 pandemic outbreaks in Iraq, and using the lag data, we have considered the mean absolute prediction error (MAPE) parameter using the following equation.

\[ \text{Accuracy} = \frac{100 - \text{MAPE}}{\text{MAPE}} \times 100 \]  

(8)

Our forecasting model using an ensemble of 10–6-1 feed forward neural networks has been validated with a prediction accuracy of 87.6% for daily infections, 82.4% for daily recovered, and 84.3% for daily deaths.

4.2. Benchmarking analysis

A benchmarking analysis was carried out for further evaluation of the ensemble of neural networks by comparing the relative forecasting of COVID-19 daily infections with two popular time series forecasting approaches; namely Auto-regressive Integrated Moving Average (ARIMA) and Exponential Smoothing State Space model (ETS). A country wide probability of new COVID-19 positive cases in the coming 60 days using ARIMA and ETS models were forecasted and presented in Fig. 6.

ARIMA model is typically specified by three structured parameters, namely \( (p, d, q) \); where \( p \) refers to the lag values, \( d \) refers to the degree of difference, and \( q \) denotes the model error [16]. When combining these parameters in a non-seasonal settings, ARIMA model can be expressed linearly in Eq. 9, where \( \phi(Y)|1 - \phi_1 Y - \cdots - \phi_q Y|^p \) and \( \theta(Y) = (1 + \theta_1 Y + \cdots + \theta_q Y) \) are the polynomial order that respectively expressing \( p \)th and \( q \)th in \( Y \).

\[ \phi(Y)(1 - Y)^p Y_t = c + \theta(Y) \epsilon_t \]  

(9)

While considering differences in observations along with residual errors at prior timestamp, ARIMA forecasts the upcoming COVID-19 infections as a sequence of linear function. It is commonly known that ARIMA models are more predictive than regressive models especially in univariate time series without seasonal components. A total of 13 ARIMA models were fitted using approximations to figure out the best performing model, which was ARIMA (2,1,1) with drift of 2029.235 and 31 lagged values. It is evident from the 60 days forecasting using ARIMA model that COVID-19 infections are anticipated to increase between 174,465 and 421,555 at 95% forecast interval.

On the other hand, ETS model forecasts 60-days of COVID-19 infections using the iteration of Eq. 10. For \( \text{ETS}(M.A.N) \), \( \tilde{y}_{T,t+1} = r_{t} + b_{t} \) and \( y_{T+2} = (r_{t,1} + b_{t,1})(1 + \epsilon_{T,2}) \), and so on.

\[ \text{ETS}(M.A.N), y_{t} + 1 = (r_{t} + b_{t})(1 + \epsilon_{T+1}) \]  

(10)

ETS model forecasts upcoming COVID-19 infections as a weighted averages of lagged observations while recent observations were gained extra weight. As presented in Fig. 6-B, ETS model appears to achieve a bad forecast as the trend has moved opposite to that in the COVID-19 time series. At 95% forecast interval, ETS model has anticipated that COVID-19 infections over the next 60-days would range between -206,132 and 519,856. This was due to the relatively high smoothing parameters and the existence of outliers.

Table 1 provides a head to head comparison of our three forecasting
While the feed-forward neural network approach is straightforward to implement and typically no special assumptions are required to start, we have applied a novel combination of linear and nonlinear activation functions to process COVID-19 lagged values through networks’ layers in a homogeneous ensemble of neural networks. Such ensemble of neural networks can learn and generalise to produce reasonable outputs for inputs that are not encountered in the learning phase. Such information processing ability allows ensemble of neural networks to produce valid solutions to complex problems that would take a very long time for a human to do. Therefore, neural networks, especially in the ensemble learning paradigm, are widely adopted as a research tool to address complicated problems such as for understanding neurological phenomena’s, forecasting financial time series, natural language processing, and the most recent of which is the deep learning approach for the classification of medical images and self-driven cars assistant. Further to this, neural networks have been taken to newer levels of challenges, especially the hardware design techniques, as having a high chance of being fault tolerance due to their reliability when it comes to losing a significant portion of a network.

While quantifying uncertainty is a crucial aspect for practical forecasting applications like the one in this study, neural networks tend to be poor at this aspect and typically overconfident predictions when lagged inputs are noisy or uncertain. Several methods such as Monte-Carlo (MC) sampling method and Bayesian inference to reformatting neural network parameters were commonly used to estimate uncertainty. The MC sampling maintains dropout at testing time to prevent over-fitting by ignoring random subset of neurons in a network layer with every batch evaluation. Our ensemble of neural networks is approximating the MC sampling methods since every network iteration starts with a random subset of lagged inputs. Thus, such approximating behaviour can be leveraged while training multiple forecasting models with random starting points for each of the iterations to improve generalisation process. Further to this, sufficient data points of 154 days were provided to the network for an adequate precision to balance random noise component that may, possibly, accompanying the signal. Many other factors can also influence generalisation power of neural networks including the complexity of mapping function and the number of hidden units. Too- small or large number of hidden units is highly likely to produce poor generalisation for data sample outside the training set, in which the network may fail to thoroughly determine the signal in complex data set and cause over-fitting or under-fitting.

According to our analysis, increasing the number of daily screening being carried out in Iraq would highly likely to rise the number of COVID-19 infections. In other words, the number of daily COVID-19 infections is not only influenced by how quickly the virus spreads, but also the ability of the Iraqi health authorities to provide the test to everyone who presents with COVID-19 concerns. It is also anticipated that the total number of COVID-19 infections in Iraq to reach approximately 308,996 cases by the end of September 2020, assuming the same trend and course of action has continued by the Iraqi health authorities. At present, the Iraqi health authorities begins easing lockdown measures and it is expected that life will return to normal while maintaining social distancing and closures of schools, colleges, and universities. It is imperative to mention that another outbreak is inescapable once lockdown restrictions are removed and the anticipated number of COVID-19 infections are most likely to double by the end of September 2020.

The number of recovered patients from COVID-19 are expected to reach a total of 228,551 as the second week of September 2020, while the average daily number of deaths due to COVID-19 is expected to be 78 cases nationwide. Not to mention that, numbers of daily survivors and deaths due to COVID-19 will also influenced by governments’ lockdown restrictions, and current predictions have been derived while assuming the same trend and course of action has continued over the coming 60 days, i.e. August and September 2020. Although Iraqi health authorities are issuing regular official statements to update public and diminish their fears, however this

### Table 1
Comparison of neural networks, ARIMA and ETS models.

| Model          | RMSE | MAE  | MPE  | MAPE  |
|---------------|------|------|------|-------|
| Neural networks | 32.23| 22.21| -9.86| 12.4  |
| ARIMA (2,1,1)  | 176.7| 100.8| -67.1| 75.06 |
| ETS (M,A,N)    | 186.6| 105.9| -7.4 | 27.48 |

models. Although ARIMA model fits the univariate time series of COVID-19 daily infections slightly better than the ETS model, but the ensemble of neural networks provides more accurate forecasts with lower overall errors. It is clear that the ensemble of neural networks have registered considerably lower root mean squared error (RMSE), mean absolute error (MAE), and the mean absolute percentage error (MAPE).

While the ensemble of neural networks was superior to ARIMA and ETS models for predicting 60-days of COVID-19 infections, the resulting model is often a black box and hard to interpret. ARIMA and ETS models are analogous to the typical linear regression, but without considering exogenous variables. Such forecasting models allow a straightforward calculation of their coefficients, which is intractable for neural networks because of their large connection weights. An ensemble of 20 neural networks with 73 connection weights each result in a weights matrix of 1,460 parameters. While estimating a huge number of connection weights is computationally expensive compared to ARIMA and ETS, the neural networks are yet widely adopted to solve challenging problems such as analysing genomics data [17], diagnosing of skin cancer [18], inspecting of radio astronomy [19], analysing video footage for self-driving cars [20], and other endless fields.

The wide adoption of artificial neural networks to solve challenging real-world problems is attributed to the fact that they possess lower bound of generalisation error when compared to other forecasting models including ARIMA and ETS. Although neural networks can model nonlinear complex relationships using their hidden nodes, grasp how they operate is somewhat unsatisfying especially to validate medical applications. While artificial neural networks has already conveyed revolutionary impacts to countless real-world applications, they represent promising solution through which to develop forecasting model rooted in epidemiology and predict infections, recovery, and deaths from COVID-19 pandemic and beyond.

### 5. Discussion

COVID-19 belongs to the family of coronavirus that cause a wide range of illnesses starting from the common cold to severe pneumonia such as the severe acute respiratory syndrome (SARS) and the Middle East respiratory syndrome (MERS) [21,22]. Although epidemiological and clinical features of patients with COVID-19 have been reported, many aspects of this pandemic are not completely understood. Forecasting the outbreak of this pandemic at a national scale using an ensemble of feed-forward neural networks were conducted and compared to other forecasting models in a competitive benchmarking analysis. As of 2 August 2020, 129,151 COVID-19 infections were confirmed in Iraq (4,867 deaths). Daily infection data shows a spike in just 20 days, i.e. between 10 and 30 June 2020. This substantial increase in the curve from late May onward.

COVID-19 mortality rate in Iraq has jumped from 2.56% to 3.97% in just 20 days, i.e. between 10 and 30 June 2020. This substantial increase comes in line with the increase of daily infections (R=0.95, p-values<0.001). While current COVID-19 testing in Iraq involves IgM/IgG Rapid test, real-time reverse transcription polymerase chain reaction (rRT-PCR), and computed tomography scan (CT) for the highly suspected or asymptomatic cases, these screening tests must be conducted by a qualified laboratory scientist and quality control protocols should be followed to ensure a precise result. An ensemble of neural networks can effectively help defining COVID-19 form CT scans, which in turn minimise the pressure on medical doctors while increase the capacity of current health service model.
information is currently inadequate to allow for a rapid assessment of the country’s emergency preparedness and evidence-based medicine. Currently, there is no system to track or follow up patients on self-quarantine and accessing all the potential points of transmission along the chain seems currently impossible. While the cross-border control was essential to prevent this pandemic, contact history of visitors or patient are currently not accessible. The lack of national health system to cover all Iraqi citizens has resulted in missing national big-data integration and analysis. And therefore, misinformation and spreading panic about the COVID-19 pandemic are being widely shared on social media [23]. To sum up, main hospitals should work in a one collaborative emergency network and exploit innovative applications of artificial intelligence to help contain COVID-19 pandemic.
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