Active and inactive components of the streamwise velocity in wall-bounded turbulence
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Townsend (\textit{J. Fluid Mech.}, vol. 11, issue 1, 1961, pp. 97–120) introduced the concept of active and inactive motions for wall-bounded turbulent flows, where the active motions are solely responsible for producing the Reynolds shear stress, the key momentum transport term in these flows. While the wall-normal component of velocity is associated exclusively with the active motions, the wall-parallel components of velocity are associated with both active and inactive motions. In this paper, we propose a method to segregate the active and inactive components of the two-dimensional (2-D) energy spectrum of the streamwise velocity, thereby allowing us to test the self-similarity characteristics of the former which are central to theoretical models for wall turbulence. The approach is based on analysing datasets comprising two-point streamwise velocity signals coupled with a spectral linear stochastic estimation based procedure. The data considered span a friction Reynolds number range \( \text{Re}_\tau \sim O(10^3) – O(10^4) \). The procedure linearly decomposes the full 2-D spectrum (\( \Phi \)) into two components, \( \Phi_{ia} \) and \( \Phi_a \), comprising contributions predominantly from the inactive and active motions, respectively. This is confirmed by \( \Phi_a \) exhibiting wall scaling, for both streamwise and spanwise wavelengths, corresponding well with the Reynolds shear stress cospectra reported in the literature. Both \( \Phi_a \) and \( \Phi_{ia} \) are found to depict prominent self-similar characteristics in the inertially dominated region close to the wall, suggestive of contributions from Townsend’s attached eddies. Inactive contributions from the attached eddies reveal pure \( k^{-1} \)-scaling for the associated one-dimensional spectra (where \( k \) is the streamwise/spanwise wavenumber), lending empirical support to the attached eddy model of Perry & Chong (\textit{J. Fluid Mech.}, vol. 119, 1982, pp. 173–217).

Key words: boundary layer structure, turbulent boundary layers

1. Introduction and motivation

The attached eddy model (Perry & Chong 1982; Marusic & Monty 2019), based on Townsend’s attached eddy hypothesis (Townsend 1976), is a conceptual model through which the kinematics in a wall-bounded flow can be statistically represented by a hierarchy
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of geometrically self-similar attached eddies that are inertially dominated (inviscid), and randomly distributed in the flow field. Here, the term ‘attached’ refers to a flow structure whose geometric extent, i.e. the size of its velocity field, scales with its distance from the wall \( z \) and mean friction velocity \( U_\tau \). As per Townsend (1976), the attached eddies have a population density inversely proportional to their height \( \mathcal{H} \), which varies in the range \( O(z_{min}) \lesssim \mathcal{H} \lesssim O(\delta) \), where \( z_{min} \) corresponds to the start of the inertial region, while \( \delta \) is the boundary layer thickness. At any \( z \gtrsim z_{min} \), the cumulative contribution from the range of attached eddies results in the streamwise and spanwise turbulence intensities varying logarithmically as a function of \( z \), while the wall-normal variance is a constant following

\[
\begin{align*}
\overline{u^2}^+ &= B_1 - A_1 \ln \left( \frac{z}{\delta} \right), \\
\overline{v^2}^+ &= B_2 - A_2 \ln \left( \frac{z}{\delta} \right), \\
\overline{w^2}^+ &= B_3, \quad \text{and} \quad \overline{u w}^+ = B_4, 
\end{align*}
\tag{1.1}
\]

where \( A_1, A_2, B_1, B_2, B_3 \) and \( B_4 \) are constants. Here, \( u, v \) and \( w \) are the velocity fluctuations along the streamwise (\( x \)), spanwise (\( y \)) and wall-normal (\( z \)) directions, respectively, while superscript \( '+' \) denotes normalization by \( U_\tau \) and kinematic viscosity \( \nu \). Recent literature (Jimenez & Hoyas 2008; Baidya et al. 2014; Lee & Moser 2015; Orlandi, Bernardini & Pirozzoli 2015) has reported substantial support for expressions corresponding to the lateral velocity statistics in (1.1), from experimental as well as simulation data, down to as low as \( z^+ \sim 100 \). Support for a log law for \( u^2^+ \) has been more convincing from high \( Re_\tau \) experimental datasets (Hultmark et al. 2012; Marusic et al. 2013) in comparison to low \( Re_\tau \) simulations (Jimenez & Hoyas 2008; Lee & Moser 2015), likely owing to the lack of scale separation resulting in the self-similar contributions becoming obscured by the non-self-similar contributions at the same scale (Jimenez & Hoyas 2008; Rosenberg et al. 2013; Baars & Marusic 2020b). Here, \( Re_\tau = U_\tau \delta / \nu \), where \( \nu \) is the kinematic viscosity. Recently, Baars & Marusic (2020b) were able to segregate these two contributions, consequently revealing the near-wall logarithmic growth (of \( u^2^+ \)) due to self-similar contributions down to \( z^+ \sim 80 \), with a slope of 0.98 (\( = A_1 \); also known as the Townsend–Perry constant).

Given that the turbulence intensities in (1.1) equate to the integrated spectral energy in the respective velocity fluctuations (that is, \( u^2 = \int_0^\infty \phi_{uu} dk_x \), where \( \phi_{uu} \) is the one-dimensional (1-D) streamwise velocity spectrum and \( k_x \) is the streamwise wavenumber), the contribution from the hierarchy of attached eddies also manifests itself in the energy spectra of the two wall-parallel velocity components; in the form of the so-called \( k_x^{-1} \)-scaling (Perry & Chong 1982). This scaling has been predicted previously via dimensional analysis and other theoretical arguments (Perry & Abell 1977; Perry, Henbest & Chong 1986; Nikora 1999; Katul, Porporato & Nikora 2012), with Perry et al. (1986) further arguing that the respective premultiplied spectra \( k_x^+ \phi_{uu}^+, k_x^+ \phi_{vv}^+ \) should plateau at a constant value equal to the rate of logarithmic decay \( A_1 \) and \( A_2 \) for \( u^2^+ \) and \( v^2^+ \). These predictions, however, are rarely observed at finite \( Re_\tau \), likely due to the flow containing a mixture of self-similar attached eddies and other non-self-similar flow structures. The difficulty in separating the two contributions may explain the lack of convincing empirical evidence of the \( k_x^{-1} \)-scaling for \( \phi_{uu} \), and its association with \( A_1 \), in the literature (Nickels et al. 2005; Rosenberg et al. 2013; Baars & Marusic 2020a,b).

Noting that experiments show that \( u^2^+ \) and \( v^2^+ \) varies with Reynolds number in the inertial region while \( \overline{u w}^+ \) does not (as per (1.1)), Townsend (1961) commented that ‘it is
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difficult to reconcile these observations without supposing that the motion at any point consists of two components, an active component responsible for turbulent transfer and determined by the stress distribution and an inactive component which does not transfer momentum or interact with the universal component. He further elaborated ‘that the inactive motion is a meandering or swirling motion made up from attached eddies of large size which contribute to the Reynolds stress much further from the wall than the point of observation’. This definition of active and inactive motions, however, seems to have been interpreted differently by some in the literature. Therefore, we attempt to clarify here our (and Townsend’s) interpretation and emphasize its consistency with the attached eddy hypothesis (AEH).

1.1. Active and inactive motions

In the simplest attached eddy model, attached eddies are the only eddying motions present in the boundary layer, and they lead to ‘active’ and ‘inactive’ contributions. The key reason for this is the nature of the velocity signature from individual attached eddies in this inviscid model. The impermeability boundary condition at the wall enforces \( w = 0 \) at the wall, but allows slip (and hence finite \( u \) and \( v \) at the wall). This is achieved by producing attached eddy velocity fields using a vortex structure with image vortex pairs in the plane of the wall. The result is a spatially localized \( w \)-velocity signature from the attached eddies – this is well illustrated in figure 1 of Perry et al. (1986). Consequently, at any wall-normal location \( z \) in the inertial region, active motions are solely due to the velocity fields of the attached eddies of height, \( \mathcal{H} \sim O(z) \), and these contribute to \( u(z) \), \( v(z) \), \( w(z) \) and hence \( \overline{uw}(z) \). The inactive motions, however, are caused by the velocity fields from relatively large and taller attached eddies of height \( O(z) \ll \mathcal{H} \lesssim O(\delta) \), and while these eddies contribute to \( u(z) \) and \( v(z) \), they make no significant contribution to \( w(z) \). Hence, the inactive motions do not contribute to \( \overline{uw}(z) \) (or \( \overline{w^2}(z) \)). Therefore, while both active and inactive motions contribute to \( \overline{u^2}(z) \) (and \( \overline{v^2}(z) \)), there are only active contributions to \( \overline{uw}(z) \) (or \( \overline{w^2}(z) \)). The consequence of this is that active motions are the component of attached eddy contributions that have pure wall scaling \((z \text{ and } U_\tau)\).

The remaining attached eddy contributions are the relatively large-scale inactive motions which, together with the inverse probability distribution of scales as per AEH, lead to the logarithmic decay of \( \overline{u^2}^+ \) and \( \overline{v^2}^+ \) (1.1) with \( z \).

Given the above, the resulting attached eddy velocity fields can thus be decomposed following Panton (2007)

\[
\begin{align*}
\mathbf{u} &= \mathbf{u}_{\text{active}} + \mathbf{u}_{\text{inactive}}, \\
\mathbf{v} &= \mathbf{v}_{\text{active}} + \mathbf{v}_{\text{inactive}}, \\
\mathbf{w} &= \mathbf{w}_{\text{active}},
\end{align*}
\]  

(1.2)

and as the active and inactive velocity fields are uncorrelated (Townsend 1961; Bradshaw 1967), the Reynolds stresses in (1.1) can also be decomposed as

\[
\begin{align*}
\overline{u^2} &= \overline{u^2}_{\text{active}} + \overline{u^2}_{\text{inactive}}, \\
\overline{v^2} &= \overline{v^2}_{\text{active}} + \overline{v^2}_{\text{inactive}}, \\
\overline{w^2} &= \overline{w^2}_{\text{active}}, \\
\overline{uw} &= (\mathbf{u}_{\text{active}})(\mathbf{w}_{\text{active}}).
\end{align*}
\]  

(1.3)
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Here, the active and inactive motions can be deemed uncorrelated only if we ignore the nonlinear interactions across these motions, such as modulation, which have been shown to exist previously (Morrison 2007; Mathis, Hutchins & Marusic 2009; Marusic, Mathis & Hutchins 2010; Chernyshenko, Marusic & Mathis 2012; Wu, Christensen & Pantano 2019). However, such interactions will not contribute significantly to second-order velocity statistics (1.3), to which we restrict this paper. Modelling of skewness and higher-order statistics would, however, require modulation effects to be incorporated.

In real turbulent boundary layers, both self-similar and non-self-similar motions exist and contribute to the individual Reynolds stress components (Baars & Marusic 2020a, b; Deshpande et al. 2020a; Yoon et al. 2020). Therefore, these additional non-self-similar contributions need to be recognized and appropriately accounted for while considering the decomposition in (1.3). They include the fine dissipative scales, as well as those corresponding to the inertial sub-range (Perry et al. 1986; Saddoughi & Veeravalli 1994). These contributions, however, are small relative to those from the inertial motions (Perry et al. 1986), and may thus be deemed insignificant for a wall-bounded flow in the limit of $Re \rightarrow \infty$, which the inviscid AEH models. Other contributions include those from the very-large-scale motions or superstructures (SS), which are associated with tall and large $\delta$-scaled eddies spanning across the inertial region and contributing substantively to $u^2$ and $v^2$ (Baars & Marusic 2020a, b; Deshpande et al. 2020a; Yoon et al. 2020).

Evidence from the literature suggests that SS, however, do not contribute to $w^2$, which is confirmed by the wall scaling exhibited by the 1-D $w$-spectra (Bradshaw 1967; Morrison, Subramanian & Bradshaw 1992; Katul & Vidakovic 1996; Kunkel & Marusic 2006; Baidya et al. 2017). Given the aforementioned characteristics, when considering these SS in the context of active and inactive contributions, the motions would also have an inactive signature in $u^2$ and $v^2$ in the inertial region. The total inactive contributions can thus be segregated as

$$
{\overline{ u^2}}_{\text{inactive}} = {\overline{ u^2}}_{\text{inactive, AE}} + {\overline{ u^2}}_{\text{inactive, SS}}, \quad \text{and}
$$

$$
{\overline{ v^2}}_{\text{inactive}} = {\overline{ v^2}}_{\text{inactive, AE}} + {\overline{ v^2}}_{\text{inactive, SS}},
$$

where $u^2_{\text{inactive, SS}}$ and $u^2_{\text{inactive, AE}}$ represent inactive contributions from the $\delta$-scaled SS and self-similar attached eddies, respectively. It is the presence of the former, which obscures the pure logarithmic decay of $u^2_{\text{inactive}}$ with $z$, as well as the true $k^{-1}_x$-scaling in the associated 1-D spectra (Jimenez & Hoyas 2008; Rosenberg et al. 2013; Baars & Marusic 2020a, b).

1.2. Present contributions

The present study first proposes a methodology to estimate $u^2_{\text{active}}$ and $u^2_{\text{inactive}}$ in the inertially dominated region of a canonical wall-bounded flow. Developing this capability of segregating the active from the inactive component, especially for $u$, is of use to the wall-turbulence modelling community, since it is $u_{\text{active}}$ which contributes to the momentum transfer (1.3). The present methodology exploits the characteristic of the inactive motions (say at a given wall-normal distance $z_o$ in the inertial region) being chiefly created by large eddies relative to the active motions at $z_o$; these inactive motions are coherent across a significant wall-normal distance (Townsend 1976; Baars, Hutchins & Marusic 2017). For instance, Townsend (1961, 1976) describes the inactive motions at $z_o$ as ‘swirling’ motions that influence the velocity field at all wall heights below $z_o$,
including the wall shear stress, via low frequency variations (see also § 5.3 in Hwang 2015). Such motions have their spectral signatures reflected in the $u$-signals recorded at $z_o$ and below, down to the wall (say at a reference wall-normal location $z_r$). Recent work on the 1-D linear coherence spectrum by Baars et al. (2017) and Deshpande, Monty & Marusic (2019) has shown that a scale-by-scale cross-correlation of the synchronously acquired $u$-signals, at $z_o$ and $z_r$, isolates the energetic motions coherent across $z_o$ and $z_r$, which may be deemed as inactive for the case of $z_r \ll z_o$. Following (1.3), the isolated energy contribution from the inactive motions ($u^2_{inactive}$) can simply be subtracted from the total $u$-energy at $z_o$ ($u^2$) to yield contributions predominated by the active motions at $z_o$. This makes the present approach different to previous analytical efforts, such as Panton (2007), wherein the active contributions were simply assumed to be proportional to the Reynolds shear stress to estimate the inactive contributions.

The methodology adopted here to segregate the active and inactive contributions, based on direct measurements, is also implemented later to separate the inactive motions into contributions from the self-similar attached eddies ($u^2_{inactive, AE}$) and from the $\delta$-scaled SS ($u^2_{inactive, SS}$). While contributions from the latter are known to be predominant across the inertial region, the self-similar attached eddy contributions to the inactive motions reduce significantly beyond the $\delta$-scaled upper bound of the logarithmic (log) region (Baars & Marusic 2020a,b). By choosing the reference wall-normal location at this upper bound, say at a $z_r \gg z_o$, the scale-by-scale cross-correlation of the synchronously acquired $u$-signals at these $z_o$ and $z_r$ would isolate $u^2_{inactive, SS}$, which following (1.4) can be used to estimate $u^2_{inactive, AE}$.

To this end, two zero pressure gradient turbulent boundary layer (ZPG TBL) datasets, comprising multi-point $u$-fluctuations measured synchronously across a wide range of wall-normal ($\Delta z = |z_o - z_r|$) and spanwise ($\Delta y$) spacings, are considered. The datasets include measurements across the inertially dominated (log) region, and the TBLs span a decade of $Re_{\tau}$, permitting us to test for: (i) the universal wall scaling of the $u$-spectra associated with the active motions at $z_o$, and (ii) the $k_x^{-1}$-scaling of the $u$-spectra associated with the self-similar attached eddies in the vicinity of $z_o$. These data are first used to directly compute the two-dimensional (2-D) $u$-spectrum (Chandran et al. 2017; Chandran, Monty & Marusic 2020), which gives a map of the energy contributions from eddies of various streamwise ($\lambda_x = 2\pi/k_x$) and spanwise ($\lambda_y = 2\pi/k_y$) wavelengths coherent across $z_o$ and $z_r$ (Deshpande et al. 2020a). The two-point statistics are then used as an input to a spectral linear stochastic estimation (SLSE; Tinney et al. 2006; Baars, Hutchins & Marusic 2016) based procedure, which estimates the subset of the 2-D $u$-energy spectrum at $z_o$, associated with specific coherent motions coexisting at $z_o$.

2. ZPG TBL datasets

Two ZPG TBL datasets, consisting of synchronous multi-point $u$-velocity fluctuations, are considered for analysis in the present study. One is the $Re_{\tau} \approx 2000$ direct numerical simulation (DNS) dataset of Sillero, Jiménez & Moser (2014), while the other is the $Re_{\tau} \approx 14000$ experimental dataset, a part of which has been reported previously in Deshpande et al. (2020a). A brief description of the two datasets is presented below.

2.1. Multi-point measurements at $Re_{\tau} \approx 14000$

The high $Re_{\tau}$ dataset was acquired in the large Melbourne wind tunnel (HRNBLWT) under nominal ZPG conditions and low free-stream turbulence levels (Marusic et al.
across its working section dimensions of ≃0.92 m × 1.89 m × 27 m. The very long length (27 m), and capability to generate free-stream speeds of up to 45 m s⁻¹, permit ZPG TBL measurements to the order of \(Re_\tau = \frac{U_\tau \delta}{\nu} \approx 26{,}000\) in this facility. In the present study, all measurements were conducted at a location approximately 20 m from the start of the working section, at a free-stream speed of \(U_\infty \approx 20\) m s⁻¹, resulting in a ZPG TBL at \(Re_\tau \approx 14{,}000\). The TBL thickness \(\delta\) here is estimated via the modified Coles law of the wake fit (Jones, Marusic & Perry 2001) for both datasets. The multi-point measurements were made possible by a unique experimental set-up (Chandran et al. 2017) employing four hot-wire probes (\(HW_{1-4}\)), the arrangement of which is depicted in figure 1(a). Wollaston hot-wire probes of diameter, \(d \approx 2.5\) \(\mu\)m and exposed sensor length, \(l \approx 0.5\) mm were used for all the measurements, resulting in an acceptable length-to-diameter ratio of approximately 200 (Hutchins et al. 2009) and a viscous-scaled sampling length, \(l^+ = \frac{U^+ l}{\nu} \approx 22\) for the given measurements. This hot-wire length is sufficiently small compared to the energetic spanwise wavelengths in the inertial region, which can be inferred from the spanwise spectra of the \(u\)-velocity component from any published DNS dataset (for instance, see figure 9 of Lee & Moser 2015). The sensors were operated in a constant temperature mode using an in-house Melbourne University Constant Temperature Anemometer at an overheat ratio of 1.8 and at a viscous-scaled sampling rate, \(\Delta T^+ = \frac{U^2}{\tau^+ f_s} \approx 0.5\), where \(f_s\) refers to sampling frequency.

The experimental set-up, as depicted in figure 1, allows \(HW_{1-2}\) to be traversed in the spanwise direction at a consistent wall-normal distance of \(z_0\), while \(HW_{3-4}\) remain stationary at a fixed spanwise and wall-normal (\(z_r\)) location throughout the measurement. To calibrate the probes, the same procedure as that employed by Chandran et al. (2017) was implemented with \(HW_1, HW_2\) and \(HW_4\) simultaneously calibrated at a common wall-normal location by using the free-stream calibrated \(HW_3\) as a reference. Simultaneously acquired \(u\)-signals from the four hot-wires are used to reconstruct the two-point correlation

\[
R_{uu}(z_0, z_r; \Delta x, \Delta y) = u(z_r; x, y)u(z_0; x + \Delta x, y + \Delta y)
\]  

(2.1)
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Table 1. A summary of the ZPG TBL datasets comprising synchronized multi-point \( u \)-signals at \( z_0^+ \) and \( z_r^+ \) used to compute two types of 2-D \( u \)-spectra, \( \Phi \) and \( \Phi_{\text{cross}} \). The terminology has been described in § 2.1 and figure 1. Underlined values represent the approximate upper bound of the log region (0.15\( Re_T \); Marusic et al. 2013), while the values in bold represent the near-wall reference location. Superscript ‘+’ denotes normalization in viscous units.

| Set-up | \( Re_T \approx 14 \, 000 \) (Deshpande et al. 2020a) | \( Re_T \approx 2000 \) (Sillero et al. 2014) |
|--------|-------------------------------------------------|-------------------------------------------------|
| \( \Phi \) | \( z_0^+ \) T\( U_\infty \)/\( \delta \) (\( \Delta y \)\(_{\text{max}} \)) | \( z_0^+ \) (\( \Delta x \)\(_{\text{max}} \)) (\( \Delta y \)\(_{\text{max}} \)) |
| \( \Phi_{\text{cross}} \) | \( 15, 100, 200, 318, 477, 750, 1025, 2250 \approx z_0^+ \) 19 500 2.78 | \( 15, 120–250 =z_0^+ \) 11.9\( \delta \) 7.6\( \delta \) |
| \( \Phi_{\text{cross}} \) | 100, 200, 318, 477, 750, 1025, 2250 | 15 19 500 2.58 |

for the \( \Delta y \) range, \( 0 \leq \Delta y \leq (\Delta y)_{\text{max}} \) and the total sampling duration (\( T \)) of the \( u \)-signals listed in table 1, with the overbar denoting ensemble time average. Taylor’s frozen turbulence hypothesis, which considers all the coherent structures coexisting at \( z_0 \) to be convecting at the mean velocity at \( z_0 \) (i.e. \( U_c = U(z_0) \)), is used to convert \( R_{u_0 u_0} \) from a function of time to that of \( \Delta x \), with \( U_c \) denoting the convection velocity assumed at \( z_0 \). Following this, the 2-D Fourier transform of \( R_{u_0 u_0} \) is computed to obtain the 2-D spectrum as

\[
\Phi_{u_0 u_0}(z_0, z_r; k_x, k_y) = \int \int_\infty \infty R_{u_0 u_0}(z_0, z_r; \Delta x, \Delta y) \times \exp(-j2\pi(k_x \Delta x + k_y \Delta y)) \, d(\Delta x) \, d(\Delta y),
\]

(2.2)

with \( j \) a unit imaginary number.

For this study, we are only concerned with two types of 2-D spectra, \( \Phi \) and \( \Phi_{\text{cross}} \) which are defined as

\[
\Phi(z_0^+, \lambda_x, \lambda_y) = |k_x^+ k_y^+ \Phi_{u_0 u_0}(z_0^+, \lambda_x, \lambda_y)| \quad \text{and} \quad \Phi_{\text{cross}}(z_0^+, z_r^+, \lambda_x, \lambda_y) = |k_x^+ k_y^+ \Phi_{u_0 u_0}(z_0^+, z_r^+, \lambda_x, \lambda_y)|,
\]

(2.3)

with the \( R_{u_0 u_0} \) corresponding to the former and latter, reconstructed via hot-wire arrangements depicted in figure 1(a,i) and 1(a,ii), respectively. Here, \( z_0^+ = z_0 U_1/v \) and \( k_x^+ = k_x v/U_1 \) (with similar definitions for other associated terms), where the superscript ‘+’ indicates normalization in viscous units. Table 1 details the exact wall-normal locations for which \( \Phi \) and \( \Phi_{\text{cross}} \) are computed, with (||) referring to the modulus operation. The present analysis is focused in the inertially dominated region, considered nominally to exist beyond \( z_0^+ \geq 100 \) (Nickels et al. 2005; Lee & Moser 2015; Chandran et al. 2017; Baars & Marusic 2020a), based on the empirical evidence discussed in § 1. While \( \Phi \) represents contributions from all coexisting motions at \( z_0 \), \( \Phi_{\text{cross}} \) consists of contributions from only those motions that are coherent across \( z_0 \) and \( z_r \) (Deshpande et al. 2020a). Both these spectra are used as an input to the SLSE methodology (§ 3) to estimate subsets of \( \Phi(z_0) \) representing contributions from a specific family of coherent motions coexisting at \( z_0 \). Also, \( \Phi_{\text{cross}} \) has been estimated for two different reference wall-normal positions (\( z_r^+ \); table 1), each targeted at isolating specific contributions. The measurements to obtain \( \Phi_{\text{cross}}(z_0^+, z_r^+ \approx 0.15 Re_T) \), however, were conducted following...
the same methodology as that adopted for \( \Phi_{cross}(z_o^+, z_r^+ \approx 15) \), which has been reported previously in Deshpande et al. (2020a) and may be consulted for further details.

The present study also reports the first measurements of \( \Phi \) in the near-wall region \((z_o^+ = z_r^+ \approx 15)\), which is required as per the SLSE methodology (§ 3) being adopted in the present study. Figure 1(b) compares the constant energy contour for this experimentally estimated \( \Phi \) against the same computed from the converged 2-D \( u \)-correlations available from the DNS dataset of Sillero et al. (2014). While a reasonable overlap of contours is observed in the small-scale range (figure 1b), when plotted as a function of viscous-scaled wavelengths, a prominent ‘footprint’ can be noted appearing for the large scales with increase in \( Re_\tau \). This is representative of the increasing influence of the large scales in the near-wall region with increase in \( Re_\tau \), as discussed by Hutchins & Marusic (2007) and Hutchins et al. (2009). Here, the spectra from the DNS are box filtered for better one-to-one comparison with the experimental spectrum, wherein the energy in the small scales is underestimated due to the spatial resolution of the hot-wire sensor (Hutchins et al. 2009). The box filtering is carried out along the \( y \)-direction, by following the same methodology as outlined in Chin et al. (2009), taking into consideration the viscous-scaled hot-wire sensor length corresponding to the measurements \((l^+ \approx 22)\). Another thing to note here is that the contour corresponding to the experimental spectrum deviates significantly from the low \( Re_\tau \) DNS estimates at large wavelengths. This is possibly due to the failure of Taylor’s hypothesis for these large scales in the near-wall region (del Álamo & Jiménez 2009; Monty & Chong 2009). This inconsistency, however, does not affect any of the forthcoming analysis since all the calculations (§ 3) for the experimental dataset are carried out in the frequency domain before converting to \( \lambda_x \) via Taylor’s hypothesis.

2.2. DNS dataset

A low \( Re_\tau \) dataset from the ZPG TBL DNS of Sillero et al. (2014) is also considered in the present study. Thirteen raw DNS volumes, each of which is a subset of their full computational domain between \( x \approx 28.4\delta \) and \( x \approx 40.3\delta \), are selected to ensure a limited \( Re_\tau \) increase along \( x \). Streamwise velocities \( u(z_o^+; x, y) \) extracted from these fields are used to compute \( \Phi(z_o^+) \) and \( \Phi_{cross}(z_o^+, z_r^+ \approx 15) \) following (2.1)–(2.3), at \( z_o^+ \) and \( z_r^+ \) consistent with the experimental dataset (table 1). A similar analysis is also conducted using the instantaneous wall-normal velocity fluctuations, \( w(z_o^+; x, y) \) extracted from this dataset. It is used to establish the efficacy of the SLSE-based methodology being implemented here to segregate active and inactive contributions, the results from which are discussed in appendix A.

3. Energy decomposition into active and inactive contributions

As discussed in § 1, the inactive motions at \( z_o \) are predominantly large motions (with respect to \( z_o \)) that are coherent across a significant wall-normal distance. This forms the basis for decomposing \( \Phi(z_o) \). Classically, the size and scaling of the coherent structures have been interpreted via two-point cross-correlations (Ganapathisubramani et al. 2005; Hutchins & Marusic 2007). Correlations represent contributions from a wide range of scales which, during the ensemble averaging procedure, do not distinguish the individual contributions from the small and large motions (Baars et al. 2017; Deshpande et al. 2019). Therefore, the present investigation has been conducted entirely in the spectral domain. Previous studies (Balakumar & Adrian 2007) employing the spectral approach have utilized a sharp streamwise spectral cutoff to segregate the large motions
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Figure 2. (a,c) Constant energy contours for $\Phi(z_o^+)$, $\Phi_{cross}(z_o^+, z_r^+ \approx 15)$ and $\Phi(z_r^+ \approx 15)$ at an energy level of 0.15 plotted for (a) $z_o^+ \approx 100$ and (c) $z_r^+ \approx 0.15Re_t$. (b,d) Constant energy contours for $\Phi_{ia}(z_o^+)$ and $\Phi_{ia}(z_r^+)$, computed via (3.1) and (3.2), plotted at the same energy level and $z_o^+$ as in (a,c), respectively. In (a–d), contours on the left side correspond to those computed from the DNS data while those on the right are from the experimental data. Dashed green lines represent the linear relationship, $\lambda_o \sim \lambda_r$.

from the rest of the turbulence, which inherently comes with a drawback that the estimates are cutoff dependent.

Here, the intention is to perform an unconditional linear decomposition of $\Phi(z_o)$ into its inactive and residual component (figure 2) by utilizing the scale-by-scale coupling between $u$-signals simultaneously measured at two wall-normal locations, $z_o^+$ (in the inertially dominated region) and $z_r^+ \approx 15$, ensuring $z_r^+ \ll z_o^+$. A linear decomposition was deemed sufficient for this purpose given the fact that the coupling has been computed between velocity signals at both ends (Guezenne 1989; Baars et al. 2016), and that the present interests are limited to the second-order velocity statistics (§ 1). $\Phi_{cross}(z_o^+, z_r^+ \approx 15)$, which is considered here at various $z_o^+$ for both the experimental and DNS datasets, represents this scale-by-scale coupling. On comparing $\Phi_{cross}(z_o^+, z_r^+ \approx 15)$ and $\Phi(z_r^+)$ contours from the two datasets at various $z_o^+$ in figure 2(a,c), the former is representative of energetic large scales that can be associated with the motions inactive at $z_o^+$. It is evident that $\Phi_{cross}(z_o^+, z_r^+ \approx 15)$ also inherently comprises energy contributions from the $\delta$-scaled SS ($\lambda_x \gtrsim 6\delta$), which are known to extend from the wall and span across the inertial region (Baars & Marusic 2020a,b; Deshpande et al. 2020a; Yoon et al. 2020). We use $\Phi_{cross}$ in conjunction with the SLSE (Tinney et al. 2006; Baars et al. 2016) to obtain a linear stochastic estimate of the spectrum ($\Phi_{ia}$) associated with the inactive motions at $z_o$ following

$$\Phi_{ia}(z_o^+; \lambda_x, \lambda_y) = \frac{[\Phi_{cross}(z_o^+, z_r^+ \approx 15; \lambda_x, \lambda_y)]^2}{\Phi(z_r^+ \approx 15; \lambda_x, \lambda_y)}.$$ (3.1)
Interested readers may refer to appendix A to see the step-by-step procedure to arrive at the expression in (3.1). The mathematical operation in the above equation suggests \( \Phi_{ia}(z_o^+) \) to be essentially a normalized version of \( \Phi_{cross}(z_o^+, z_r^+ \approx 15) \), with the scale-by-scale normalization done by \( \Phi(z_r^+ \approx 15) \), the contours for which are also plotted in figure 2(a,c). It should be noted here that the calculations in (3.1) are carried out in the frequency domain, with the conversion to \( \lambda_x \) by invoking Taylor’s hypothesis, using \( U_c = U(z_o) \) (Baars et al. 2016, 2017). Following the linear superposition assumption in (1.3), \( \Phi_{ia} \) can be simply subtracted from \( \Phi \) to leave a residual

\[
\Phi(a(z_o^+; \lambda_x, \lambda_y) = \Phi(z_o^+; \lambda_x, \lambda_y) - \Phi_{ia}(z_o^+; \lambda_x, \lambda_y),
\]

with \( \Phi \), \( \Phi_{ia} \) and \( \Phi_a \) representative of \( \overline{u^+_a} \), \( \overline{u^+_{ia}} \) and \( \overline{u^+_{active}} \), respectively. If the flow consisted of only active and inactive inertial motions, \( \Phi_a \) and \( \Phi_{ia} \) would be the active and inactive components, respectively. However, we refer to \( \Phi_a \) as the residual spectrum, given that it also comprises contributions from the fine dissipative scales as well as those corresponding to the inertial sub-range (§ 1). We limit their influence in the present analysis by focusing our investigation on the high energy contours of \( \Phi_a \), which are associated predominantly with the inertial active motions.

Figure 2(b,d) shows the constant energy contours for the two components \( \Phi_{ia}(z_o^+) \) and \( \Phi_a(z_o^+) \), computed via (3.1) and (3.2), using the corresponding inputs plotted in figure 2(a,c), respectively. While \( \Phi_{ia} \) takes up the large-scale portion of \( \Phi \), \( \Phi_a \) is restricted to the small-scale end of the spectrum. This is in spite of the fact that \( \Phi_{cross}(z_o^+, z_r^+ \approx 15) \) also comprises contributions from relatively small scales at \( z_o^+ \approx 100 \) (figure 2a) and can be explained by the linear transfer kernel (A4) and (A5), which has been computed at various \( z_o^+ \) for the DNS dataset and shown in figure 8(a) in appendix A. Interestingly, at \( z_o^+ \approx 100 \) (figure 2b), both \( \Phi_a(z_o^+) \) and \( \Phi_{ia}(z_o^+) \) can be seen to follow the \( \lambda_y \sim \lambda_x \) relationship representative of geometric self-similarity, which is otherwise obscured for \( \Phi \) in the intermediate- and large-scale range (Chandran et al. 2017, 2020; Deshpande et al. 2020a). The self-similar characteristic of \( \Phi_{ia} \) and \( \Phi_a \) is consistent with the hypothesis of Townsend (1961, 1976), who originally described both the active and inactive motions to be associated purely with the attached eddy contributions, but conforming to a different range of scales: the active motions at \( z_o^+ \) conform to the attached eddies with height, \( H \sim O(z_o) \), while the inactive motions conform to relatively large eddies with \( O(z_o) \ll H \ll O(\delta) \) (see § 1). Consequently, the contribution from the attached eddies to \( \Phi_{ia} \) reduces with increase in \( z_o^+ \), with energy contours at \( z_o^+ \approx 0.15Re_\tau \) (figure 2d) corresponding predominantly to the tall \( \delta \)-scaled SS coexisting across the inertial region. This likely explains why \( \Phi_{ia} \) contours do not align along \( \lambda_y \sim \lambda_x \) at \( z_o^+ \) farthest from the wall. It also forms the basis for choosing \( z_o^+ \approx 0.15Re_\tau \) as a reference wall height while implementing the SLSE methodology to isolate the superstructure contributions, which will be discussed later in § 5.1. Parameter \( \Phi_a \), on the other hand, comprises a significant range of scales irrespective of the change in \( z_o^+ \), with the contours simply shifting to relatively larger scales, which is suggestive of its distance-from-the-wall (\( z_o \)) scaling. Having defined the procedure to obtain \( \Phi_a \) and \( \Phi_{ia} \), next we test for \( z_o \) and \( \delta \)-scaling to verify the extent to which the respective spectra can be associated with the active and inactive motions.

4. Active component of the streamwise velocity spectrum

Figure 3(a,b) shows the constant energy contours of \( \Phi_a (=0.15) \), computed from both DNS and experimental datasets, plotted as a function of wavelengths scaled with \( z_o \) and \( \delta \), respectively. The contours are plotted for \( \Phi_a \) across \( 100 \lesssim z_o^+ \lesssim 0.15Re_\tau \) and are seen
to reasonably follow wall scaling, that is, when the wavelengths are normalized by \( z_0 \). In contrast, no such collapse is observed when the wavelengths are scaled with \( \delta \). It is noted that this behaviour is only apparent after separating \( \Phi_a \) from \( \Phi \). For comparison, figure 4 in § 5 shows the corresponding \( \Phi \) results which exhibit both \( z_0^- \) and \( \delta \)-scaling in the intermediate- and large-scale wavelength ranges, respectively (due to the wall-parallel velocity field associated with both the active and inactive motions Bradshaw 1967; Baidya et al. 2017).

The \( z_0^- \)-scaling behaviour noted for \( \Phi_a \) is consistent with active motions. This can be seen by comparing the scaling behaviour of 1-D \( w \)-spectra and 1-D \( uw \)-cospectra, which have been shown to follow wall scaling and exhibit a behaviour exclusively associated with active motions (Bradshaw 1967; Morrison et al. 1992; Baidya et al. 2017). To this end, \( \Phi_a \) is integrated along \( \lambda_y \) and \( \lambda_z \) to obtain the corresponding premultiplied 1-D spectra as a function of \( \lambda_x (\Phi_{a,x}; \text{figure 3c}) \) and \( \lambda_y (\Phi_{a,y}; \text{figure 3d}) \), respectively. Also plotted are the pre-multiplied 1-D \( w \)-spectra (figure 3f) and \( uw \)-cospectra (figure 3e) at \( 100 \lesssim z_0^- \lesssim 0.15Re_\tau \) from the \( Re_\tau \approx 10 \, 000 \) dataset of Baidya et al. (2017), measured at the same experimental facility as Deshpande et al. (2020a). When the wavelengths are scaled with \( z_0 \), the 1-D spectra in figure 3(c–f) are observed to collapse for \( \lambda \gtrsim z_0 \), in line with the characteristics of active motions. Further, both \( \Phi_{a,x} \) and \( \lambda_x^+\phi_x^+ \) peak at \( \lambda_x \sim 10z_0 \), supporting the argument that the motions associated with \( \Phi_a \) contribute to the Reynolds shear stress and can hence be deemed active in the sense of Townsend (1961, 1976). The efficacy of the present SLSE-based methodology in extracting energetic contributions from the active motions can also be tested by implementing it on similar two-point statistics computed for the \( w \)-velocity component. Given that the \( w \)-component is associated exclusively with the active motions (§ 1), the present methodology can be deemed effective if it reveals negligible energy contributions from the inactive spectrum for the \( w \)-component. Interested readers may refer to appendix A where the SLSE analysis conducted on the \( w \)-component has been discussed.

Small scales (\( \lambda \ll z_0 \)), which correspond to the viscous dissipative scales or those following the inertial sub-range scaling, do not scale with distance from the wall, explaining the deviation from the collapse of the 1-D spectra in figure 3(c,d,f). A similar deviation, although at a much smaller magnitude, is also observed for the Reynolds shear stress cospectra, which eventually drops to zero at \( \lambda_x/z_0 \lesssim 0.2 \) owing to the approximate isotropy of these fine scales (Saddoughi & Veeravalli 1994). On a side note, the reasonable agreement between \( \Phi_{a,x} \) estimated from the DNS and experimental datasets also validates the use of the local mean velocity as the convection velocity (\( U_c = U(z_0) \)) for the active motions, which seems intuitive given these are localized at \( z_0 \).

The present analysis, which is conducted along both the \( x \) and \( y \) directions, also reveals the dominant spanwise wavelength corresponding to the active motions, i.e. \( \lambda_y \sim 3z_0 \) (figure 3d). This yields the dominant streamwise/spanwise aspect ratio of \( \lambda_x/\lambda_y \sim 3–4 \) for these motions, which is found to be true across a decade of \( Re_\tau \) (indicated by dashed line in figure 3a,b). A similar SLSE-based analysis, as implemented here for the \( u \)-velocity spectrum, was conducted on the DNS dataset to analyse the active component of the \( v \)- and \( w \)-velocity spectra (not shown here for brevity). These components were also found to exhibit wall scaling, across the inertially dominated region, with the contours of the spectrum following the self-similar relationship, \( \lambda_x/\lambda_y \sim 1 \) and \( \lambda_x/\lambda_y \sim 1.4 \) for the \( v \) and \( w \)-velocity spectra, respectively (see Deshpande, Monty & Marusic 2020b). Interestingly, the aspect ratio found for the active \( u \)-spectrum matches that of the self-similar wall-coherent vortex clusters (\( \lambda_x \sim 2–3\lambda_y \)) investigated by del Álamo et al. (2006), Hwang (2015) as well as very recently by Hwang, Lee & Sung (2020), revealing
Figure 3. (a,b) Constant energy contours for $\Phi_a(z_o)$ at an energy level of 0.15 plotted for various $z_o^+$ as a function of wavelengths scaled with (a) $z_o$ and (b) $\delta$. Contours in red and blue correspond to $\Phi_a$ estimated for the experimental and DNS datasets respectively (table 1), with dark to light shading indicating an increase in $z_o^+$ following $100 \lesssim z_o^+ \lesssim 0.15Re_\tau$ for $Re_\tau$ corresponding to respective datasets. Dashed green lines represent the linear relationship, $\lambda_x = 3\lambda_y$. Panels (c,d) show $\Phi_a(z_o^+)$ integrated across $\lambda_y$ and $\lambda_x$ to obtain its corresponding 1-D version as a function of (c) $\lambda_x$ and (d) $\lambda_y$ respectively, each plotted with wavelengths scaled by $z_o$. Same colour coding is followed as that described for (a,b). (e,f) Pre-multiplied streamwise 1-D cospectra/spectra for the (e) Reynolds shear stress and (f) wall-normal velocity plotted as a function of $\lambda_x$ scaled with $z_o$. These data are from the $Re_\tau \approx 10\,000$ dataset of Baidya et al. (2017) for various $z_o^+$. Dark to light shading corresponds to the increase in $z_o^+$ following $100 \lesssim z_o^+ \lesssim 0.15Re_\tau$, where $Re_\tau \approx 10\,000$. 
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information which may be useful for modelling the active motions in future works. The close agreement with Hwang (2015) further suggests $\Phi_a$ and $\Phi_{ia}$, both of which comprise of prominent self-similar contributions (figures 2–4), correspond well with the two component attached eddy structure proposed by Hwang (2015) for a wall-bounded turbulent flow. In their case, Hwang (2015) defined motions at a given spanwise scale to be composed of two distinct components: the first is the long streaky flow structure, attached to the wall and having significant turbulent kinetic energy, but inactive in the inner region. The energy contributions from these motions are represented by $\Phi_{ia}$. While the second component corresponds to the short and tall self-similar vortex packets which are active in the inner region, and hence would contribute to $\Phi_a$.

5. Inactive component of the streamwise velocity spectrum

Figure 4 shows the constant energy contours of $\Phi$ (figure 4a,b) and $\Phi_{ia}$ (figure 4c,d), computed for the experimental dataset, plotted as a function of wavelengths scaled with $z_o$ (figure 4a,c) and $\delta$ (figure 4b,d). These contours are plotted at the same energy level and for the same $z_o^+$, as in figure 3(a,b). Consistent with the observations of Bradshaw (1967) and Baidya et al. (2017) for the 1-D $u$-spectra, $\Phi$ contours can be observed to be exhibiting $z_o$-scaling in the intermediate scales ($O(1) \lesssim \lambda/z_o \lesssim O(10)$) and $\delta$-scaling for
the large scales ($\lambda \gtrsim O(\delta)$). This is due to contributions from both the active as well as the inactive motions to $\Phi$.

The parameter $\Phi_{ia}$ also exhibits both $z_o$- and $\delta$-scaling, with the scale range for $z_o$-scaling, however, much narrower than that observed for $\Phi$. This can be attributed to the fact that $\Phi_{ia}(z_o)$ comprises contributions from the attached eddies of height, $O(z_o) \ll H \lesssim O(\delta)$, as well as the $\delta$-scaled SS (§§ 1,3). It means that the attached eddy contributions form a considerable portion of the total inactive contributions at any $z_o$ close to the wall, due to which a clear $\lambda_y \sim \lambda_x$ trend is discernible in $\Phi_{ia}(z_o)$. Townsend (1976), however, described the classification of an eddy as ‘active’ or ‘inactive’ to be a relative concept, dependent on the wall-normal location under consideration. Hence, the tall attached eddies which are inactive relative to $z_o^+ \approx 100$ may qualify as active at greater wall heights. This explains the narrowing down of the $\Phi_{ia}(z_o)$ contours to the largest scales with increase in $z_o^+$ (figure 4d), until only the superstructure contributions remain at $z_o^+ \approx 0.15Re_\tau$. The latter explains the deviation of the contours from the linear relationship, as $z_o^+$ moves away from the wall.

The reduction in the attached eddy contributions, with increase in $z_o^+$, translates into a drop of the cumulative streamwise turbulence intensity, i.e. $\int_0^\infty \Phi_{ia} d(\ln \lambda_x) d(\ln \lambda_y)$, plotted in figure 5(b) for the experimental dataset. Also shown alongside in figure 5(a) are cumulative contributions obtained by integrating $\Phi$ and $\Phi_a$ for $100 \lesssim z_o^+ \lesssim 0.15Re_\tau$.

Figure 5 also includes, for reference, the well-resolved $\overline{u^2}^+$ profile of Samie et al. (2018) across the entire boundary layer, as well as a log law with $A_1 = 0.98$ proposed by Baars & Marusic (2020b). As is evident from the plot, the contributions from both $\Phi$ and $\Phi_{ia}$ decay with $z/\delta$ very similarly; however, they only approximately follow the $A_1 = 0.98$ log law. This disagreement can be associated with the $\delta$-scaled superstructure contributions existing in both $\Phi$ and $\Phi_{ia}$ (Jimenez & Hoyas 2008; Baars & Marusic 2020b), given that the expressions in (1.1) are valid strictly for self-similar attached eddy contributions alone (§1). An attempt is thus made to remove this superstructure contribution from $\Phi_{ia}$ in the next sub-section, by following the same SLSE-based methodology discussed previously in §3. Returning to figure 5, a similar variation for both the profiles obtained on integrating $\Phi$ and $\Phi_{ia}$ leads to the cumulative energy contributions from $\Phi_a$ ($\approx 2.7$) being nearly constant across the inertial region (figure 5a). Such a trend is consistent with the statistical properties of the active motions scaling universally with $U_\tau$ and $z$ (Townsend 1961; Bradshaw 1967).

5.1. Inactive contributions from the self-similar attached eddies

Here, we consider isolating the inactive contributions from the self-similar attached eddies, by first estimating the $\delta$-scaled superstructure contributions to $\Phi(z_o)$. As discussed previously in §1 and observed from the experimental data in figures 2 and 4, the SS extend from the wall and span across the entire inertial region, while contribution from the tallest attached eddies is insignificant beyond the upper bound of the log region ($z_r^+ \sim 0.15Re_\tau$). This is supported by the scale-by-scale coupling ($\Phi_{cross}$) computed from the $u$-signals simultaneously measured at $z_o^+$ ($\approx 100$, 200 or 318) and $z_r^+ \approx 0.15Re_\tau$ plotted in figure 6(a), where the energy contours can be seen to be restricted only to the very-large-scale end of $\Phi$, indicative of the superstructure signature. The choice of $z_r^+ \approx 0.15Re_\tau$ is also consistent with Baars & Marusic (2020a,b), who also used it as a reference location to extract the superstructure contribution. They recommended keeping $z_o^+ \lesssim z_r^+/8$ to meet the requirement of $z_r^+ \gg z_o^+$, which explains the present $\Phi_{cross}(z_o^+, z_r^+ \approx 0.15Re_\tau)$ measurements conducted at only three wall-normal locations.
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Figure 5. Comparison of the normalized streamwise turbulence intensities obtained by integrating $\Phi(\approx u^+)$, $\Phi_a(\approx u^+_\text{active})$, $\Phi_{ia}(\approx u^+_\text{inactive})$ and $\Phi^A_{ia}(\approx u^+_{\text{inactive,AE}})$ for the high $Re$ experimental dataset described in table 1. Also plotted for comparison is the well-resolved $u^+_\text{active}$ measured by Samie et al. (2018) across a ZPG TBL maintained at an $Re$ comparable to the present experimental dataset. The dashed green line in (b) represents the logarithmic decay of $u^+_\text{active}$ described by (1.1) with $A_1 = 0.98$ (Baars & Marusic 2020a,b), while the dash-dotted golden line in (a) represents a constant $u^+_\text{active} = 2.7$.

$(z_+^a)$ in the inertially dominated region. It is worth noting here that, owing to this condition, the cross-spectrum analysis to isolate the superstructure contribution is only possible on the high $Re$ experimental dataset. On computing $\Phi_{\text{cross}}(z_o^+; z_r^+ \approx 0.15Re)$ from the experimental data, it is used in conjunction with the SLSE (appendix A) to obtain a linear stochastic estimate of the spectrum ($\Phi_{ii}^\text{SS}$) associated with the superstructure contributions at $z_o$ following

$$\Phi_{ii}^\text{SS}(z_o^+; \lambda_x, \lambda_y) = \frac{[\Phi_{\text{cross}}(z_o^+; z_r^+ \approx 0.15Re; \lambda_x, \lambda_y)]^2}{\Phi(z_r^+ \approx 0.15Re; \lambda_x, \lambda_y)}. \tag{5.1}$$

The above expression is similar to (3.1) discussed in § 3, with the calculations in (5.1) also carried out first in the frequency domain, followed by the conversion to $\lambda_x$ done by invoking Taylor’s hypothesis using $U_c = U(z_o^+ \approx 0.15Re)$ (Baars & Marusic 2020a,b). The choice of $U_c$ in (5.1) is based on the ‘global’ nature and high convection speeds of the $\delta$-scaled SS (Jimenez & Hoyas 2008; del Álamo & Jiménez 2009; Monty & Chong 2009).

Contours associated with all the energy spectra in (5.1) have been plotted in figure 6(b), with $\Phi_{ii}^\text{SS}$ centred around a $\delta$-scaled location of $\lambda_x \sim 7\delta$, $\lambda_y \sim 0.7\delta$, representative of the SS. Following the linear superposition assumption in (1.4), $\Phi_{ii}^\text{SS}(z_o)$ can be simply subtracted from $\Phi_{ii}(z_o)$ to estimate the inactive contributions from the attached eddies at $z_o$ ($\Phi^A_{ii}$)

$$\Phi^A_{ii}(z_o^+; \lambda_x, \lambda_y) = \Phi_{ii}(z_o^+; \lambda_x, \lambda_y) - \Phi_{ii}^\text{SS}(z_o^+; \lambda_x, \lambda_y), \tag{5.2}$$

with $\Phi_{ii}^\text{SS}$ and $\Phi^A_{ii}$ representative of $u^2_{\text{inactive,SS}}$ and $u^2_{\text{inactive,AE}}$, respectively. The claim is also supported by the $\Phi^A_{ii}$ contours plotted in figure 6(b), which are seen to follow the $\lambda_y \sim \lambda_x$ relationship representing geometric self-similarity. The parameter $u^2_{\text{inactive,AE}}$, obtained via integrating $\Phi^A_{ii}$ at the three $z_o^+$, has also been plotted in figure 5(b). While the
trend looks promising when compared with the $u^+\lambda$ expression in (1.1), three data points are not sufficient to firmly establish the present claim (for this, additional data at even higher Reynolds number would be required). However, to confirm the association of $\Phi_{ia,AE}$ with pure attached eddy contributions, we check for the constant energy plateau (representative of the $k_x^{-1}$-scaling) in the corresponding premultiplied 1-D spectra. In this respect, the parameters in the present analysis align well with the necessary conditions proposed by Perry & Chong (1982) and Nickels et al. (2005) to observe a clear $k_x^{-1}$ region, i.e. to measure sufficiently close to the wall in a high $Re_\tau$ wall-bounded flow.

To this end, $\Phi_{ia,AE}$ is integrated along $\lambda_x$ and $\lambda_y$ to obtain the corresponding premultiplied 1-D spectra as a function of $\lambda_x$ ($\Phi_{ia,AE}$) and $\lambda_y$ ($\Phi_{ia,AE}$), respectively, which has been plotted for the three $z_o^+$ in figure 7. Also plotted for reference in the same figure are the premultiplied 1-D spectra ($\Phi_x, \Phi_y$) obtained by integrating $\Phi$ in the same manner. Indeed, $\Phi_{ia,AE}$ can be observed to be plateauing at $A_{1x} ≈ 0.98$ (nominally) for all three $z_o^+$, which is consistent with the Townsend–Perry constant ($A_1$) estimated by Baars & Marusic (2020b) from the streamwise turbulence intensity profile. The span of the $\Phi_{ia,AE}$ plateau, however, shrinks in size with the increase in $z_o^+$, likely due to decrease in the hierarchy of attached eddies inactive at $z_o$ (Perry & Chong 1982). To the best of the authors’ knowledge, the present result is the first empirical evidence that establishes consistency between the logarithmic decay rate of the streamwise turbulence intensity and the constant energy plateau from the premultiplied 1-D $u$-spectrum, as argued by Perry et al. (1986) in the case of pure attached eddy contributions. This consistency, however, was not observed in the recent effort by Baars & Marusic (2020a, b) due to the energy decomposition conducted directly for the 1-D $u$-spectra in their case. That analysis neglected the scale-specific coherence over the spanwise direction, which has been duly considered in the present study using the new experimental data.

The present analysis also reveals the plateau, $A_{1y}$ in the premultiplied spanwise 1-D spectra ($\Phi_{ia,AE}$), which is found to be nominally equal to $A_{1x}$ for all $z_o^+$. The equality $A_{1y} ≈ A_{1x}$ obtained here, thus satisfies the necessary condition proposed by Chandran et al. (2017) to associate the 2-D spectrum, $\Phi_{ia,AE}$ with purely self-similar contributions. This condition was also recently confirmed by Hwang et al. (2020), by conducting a spectral analysis of the wall-coherent self-similar $u$-structures extracted from low-$Re_\tau$ DNS simulations. The value of $\Phi_y$ is also observed to have a plateau at $A_{1y} ≈ 1.3$ (at

Figure 6. (a) Constant energy contours for $\Phi(z_o^+)$, $\Phi_{cross}(z_o^+)$, $z_o^+ ≈ 0.15 Re_\tau$ and $\Phi(z_o^+ ≈ 0.15 Re_\tau)$ at an energy level of 0.15 plotted for $z_o^+ ≈ 100$ and 318. (b) Constant energy contours for $\Phi_{ia,AE}(z_o^+)$ and $\Phi_{ia,SS}(z_o^+)$, computed via (5.1) and (5.2), plotted at the same energy level and $z_o^+$ as in (a). All contours in (a,b) are computed from the high $Re_\tau$ experimental data. Dashed green lines represent the linear relationship, $\lambda_y \sim \lambda_x$. 
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6. Concluding remarks

The present study proposes a methodology to extract the $u$-energy spectrum associated with the active and inactive motions (Townsend 1961, 1976) coexisting at any $z_o$ in the inertially dominated region of a wall-bounded flow. The methodology is based on isolating the streamwise turbulent energy associated with the inactive motions from the total energy, based on their known characteristic of being larger than the coexisting active motions and coherent across a substantial wall-normal range (Townsend 1961, 1976). This is tested using ZPG TBL datasets comprising two-point $u$-signals, synchronously acquired at $z_o$ and a near-wall location ($z_r$), such that $z_r \ll z_o$. The velocity–velocity coupling, constructed by cross-correlating these $u$-signals, is fed into an SLSE-based procedure which linearly decomposes the full 2-D spectrum $\Phi(z_o)$ into components representative of the active ($\Phi_a$) and inactive ($\Phi_{ia}$) motions at $z_o$.

The parameter $\Phi_a$ is found to exhibit $z_o$-scaling across a decade of $Re_\tau$, and is also consistent with the characteristics depicted by the Reynolds shear stress cospectra, thereby confirming the association of $\Phi_a$ with the active motions. Analysis conducted across both spatially (DNS) and temporally resolved (experimental) datasets also confirms the validity of Taylor’s hypothesis for the active motions. Further, decomposition of $\Phi$ into $\Phi_a$ and $\Phi_{ia}$ brings out the self-similar characteristic of the two spectra, which is consistent with Townsend’s hypothesis on both active and inactive motions essentially being associated with contributions from the attached eddies, but of different sizes.

While $\Phi_a(z_o)$ is found to be associated predominantly with the self-similar attached eddies of height $H \sim O(z_o)$, $\Phi_{ia}(z_o)$ is found to have contributions from both, the relatively tall self-similar attached eddies ($O(z_o) \ll H \lesssim O(\delta)$) as well as the large $\delta$-scaled eddies.

Figure 7. Values of $\Phi(z_o^+)\Phi_{ia}(z_o^+)$ integrated across $\lambda_y$ and $\lambda_x$ to obtain their corresponding premultiplied 1-D version as a function of $\lambda_x$ ($\Phi_x$, $\Phi_{ia,x}$; solid line) and $\lambda_y$ ($\Phi_y$, $\Phi_{ia,y}$; dash-dotted line), respectively, for $z_o^+ \approx (a) 100, (a) 200$ and (c) 318. Also highlighted are the peaks/plateaus of $\Phi_{ia,x}$ and $\Phi_{ia,y}$ ($A_{1x}, A_{1y}$), along with those of $\Phi_x$ and $\Phi_y$ ($A'_{1x}, A'_{1y}$).

$z_o^+ \approx 100$, a value which is consistent with that reported by Lee & Moser (2015). However, $A'_{1y} \neq A'_{1x}$, with both values changing as a function of $z_o^+$. This behaviour can be associated with the non-self-similar contributions in $\Phi$ obscuring the pure self-similar characteristics, which have been successfully isolated in the present study in the form of $\Phi_{ia}^{AE}$. 

$\begin{align*}
\Phi_{ia}^{AE}(z_o^+) &= \Phi_{ia}^{AE}(z_o^+) \\
\Phi_{ia,x} &= \Phi_{ia,y}
\end{align*}$
associated with the SS. The latter is confirmed by the reduced self-similar contributions to $\Phi_{ia}$ with increasing $z_o$, due to the large attached eddies qualifying as active in accordance with the original concept given by Townsend (1961, 1976). The present study also segregates the inactive contributions from the attached eddies ($\Phi_{ia}^{AE}$), from those coming from the $\delta$-scaled SS ($\Phi_{ia}^{SS}$), by utilizing the same SLSE-based methodology used earlier. The estimation of $\Phi_{ia}^{AE}$ reveals the constant energy plateau, representative of $k^{-1}$-scaling, in the corresponding premultiplied streamwise and spanwise 1-D $u$-spectra. Both these spectra were found to plateau at $A_1 \approx 0.98$ (nominally), yielding the first empirical evidence to establish the consistency with $A_1$ obtained from the streamwise turbulence intensity profiles (Baars & Marusic 2020b), as argued by Perry & Chong (1982) for the case of pure attached eddy contributions.
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Appendix A. SLSE methodology adopted for energy decomposition

Here, we demonstrate the methodology to estimate a component of the full $u$-energy spectrum at $z_o$, comprising contributions from specific coherent motions coexisting at $z_o$, via the SLSE approach. The procedure has been adopted from previous studies in the literature employing SLSE (Tinney et al. 2006; Baars et al. 2016; Encinar & Jiménez 2019; Madhusudanan, Illingworth & Marusic 2019), which may be referred to for further understanding on this topic. The SLSE considers a scale-specific unconditional input (at $z_r$) to give a scale-specific conditional output (at $z_o$) following

$$\hat{u}^E(z_o; \lambda_x, \lambda_y) = H_L(z_o, z_r; \lambda_x, \lambda_y)\hat{u}(z_r; \lambda_x, \lambda_y),$$

(A 1)

where $\hat{u}(z_r; \lambda_x, \lambda_y)$ is the 2-D Fourier transform of $u(z_r)$ in $x$ and $y$. Here, the superscript $E$ represents the estimated quantity and $H_L$ represents the scale-specific linear transfer kernel. It should be noted that the SLSE approach enables accurate estimation of only those scales (at $z_o$) that are coherent across $z_o$ and $z_r$. Equation (A 1) can be further used to estimate the 2-D energy spectrum, $\Phi^E$ at $z_o$ (Madhusudanan et al. 2019) following

$$\Phi^E(z_o; \lambda_x, \lambda_y) = |H_L(z_o, z_r; \lambda_x, \lambda_y)|^2 \Phi(z_r; \lambda_x, \lambda_y).$$

(A 2)

To obtain $u^E$ and $\Phi^E$ at $z_o$, the transfer kernel $H_L$ is required to be computed from an ensemble of data following

$$H_L(z_o, z_r; \lambda_x, \lambda_y) = \frac{\langle \hat{u}(z_o; \lambda_x, \lambda_y)\hat{u}^*(z_r; \lambda_x, \lambda_y) \rangle}{\langle \hat{u}(z_r; \lambda_x, \lambda_y)\hat{u}^*(z_r; \lambda_x, \lambda_y) \rangle} = |H_L(z_o, z_r; \lambda_x, \lambda_y)|\exp(i\psi(z_o, z_r; \lambda_x, \lambda_y)),$$

(A 3)
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with \(|H_L|\) and \(\psi\) the scale-specific gain and phase respectively, and the asterisk (*), angle brackets (⟨⟩) and vertical bars (||) denoting the complex conjugate, ensemble averaging and modulus, respectively. Considering \(z_o^+\) as the reference wall-normal location used in the present study, \(|H_L|\) from (A 3) can be simply expressed as a function of the two types of 2-D spectra computed from the multi-point datasets (refer § 2) at various \(z_o^+\) in the inertial region following

\[
|H_L(z_o^+, z_r^+; \lambda_x, \lambda_y)| = \frac{\Phi_{cross}(z_o^+, z_r^+; \lambda_x, \lambda_y)}{\Phi(z_r^+; \lambda_x, \lambda_y)}.
\]  

(A 4)

In the case of \(z_r^+ \ll z_o^+\), \(\Phi^E(z_o; \lambda_x, \lambda_y)\) would be representative of the energy contributions from all coexisting motions taller than \(z_o\), which as per our discussion in § 3 leads to \(\Phi^E(z_o; \lambda_x, \lambda_y)|_{z_o^+ \approx 15} \rightarrow \Phi_{ia}(z_o; \lambda_x, \lambda_y)\). A simplified expression for \(\Phi_{ia}\) can be deduced from (A 2) and (A 4) as follows:

\[
\Phi_{ia}(z_o^+, \lambda_x, \lambda_y) = |H_L(z_o^+, z_r^+ \approx 15; \lambda_x, \lambda_y)|^2 \Phi(z_r^+ \approx 15; \lambda_x, \lambda_y)
\]

\[
= \frac{[\Phi_{cross}(z_o^+, z_r^+ \approx 15; \lambda_x, \lambda_y)]^2}{\Phi(z_r^+ \approx 15; \lambda_x, \lambda_y)}.
\]  

(A 5)

Similarly, in case of \(z_r^+ \gg z_o^+\), \(\Phi^E(z_o; \lambda_x, \lambda_y)\) would be representative of the energy contributions from all coexisting motions at \(z_o\) that are taller than \(z_r\), which as per our discussion in § 5.1 leads to \(\Phi^E(z_o; \lambda_x, \lambda_y)|_{z_r^+ \approx 0.15Re_\tau} \rightarrow \Phi_{ia}^{SS}(z_o; \lambda_x, \lambda_y)\), and can be estimated following

\[
\Phi_{ia}^{SS}(z_o^+, \lambda_x, \lambda_y) = \frac{[\Phi_{cross}(z_o^+, z_r^+ \approx 0.15Re_\tau; \lambda_x, \lambda_y)]^2}{\Phi(z_r^+ \approx 0.15Re_\tau; \lambda_x, \lambda_y)}.
\]  

(A 6)

Availability of both the numerator and denominator in the above expressions (table 1) allows direct computation of \(\Phi_{ia}\) and \(\Phi_{ia}^{SS}\), without separately estimating \(|H_L|^2\), for both the datasets. It should be noted here that \(\Phi_{ia}\) is computed in the frequency domain for the experimental dataset, with the conversion to \(\lambda_x\) obtained by invoking Taylor’s hypothesis, using \(U_c = U(z_o)\) (Baars et al. 2016, 2017). The value of \(\Phi_{ia}^{SS}\) is also computed in the similar manner, however, with the conversion to \(\lambda_x\) achieved by using \(U_c = U(z_o^+ \approx 0.15Re_\tau)\) (Baars & Marusic 2020a,b).

As can be noted from (A 5), the essential information on energetic motions coherent across \(z_o\) and \(z_r\) is embedded in \(|H_L|^2\) which is translated into \(\Phi_{ia}\) (or \(\Phi_{ia}^{SS}\)) via scale-by-scale amplification/attenuation provided by \(\Phi(z_r^+\)). For example, figure 8(a) shows \(|H_L(z_o^+, z_r^+ \approx 15)|^2\) computed from the DNS dataset at various \(z_o^+\) listed in table 1, along with \(\Phi(z_r^+ \approx 15)\) for the same dataset. It is evident from the plot that \(|H_L(z_o^+ \approx 100, z_r^+ \approx 15)|^2\) contours conform predominantly to the large scales of the spectrum, with the contours moving very gradually to even larger scales with increase in \(z_r^+\). This explains the observation noted in § 3 on \(\Phi_{ia}\) and \(\Phi_a\) respectively taking up the higher and lower ends of the full spectrum, \(\Phi(z_o)\).

We also use this opportunity to test the efficacy of the SLSE-based methodology, used here to estimate energy contributions from the active motions. To this end, the same procedure as that outlined in (A 1)–(A 5), is implemented on the wall-parallel \(w\)-velocity fields also retrieved from the DNS dataset, at the same \(z_o^+\) and \(z_r^+\) as that selected for the \(u\)-velocity field (table 1). The \(w\)-velocity fields are used to compute the two types of 2-D
spectra, computed previously for the $u$-component, at the same $z_o^+$ in the inertial region following

$$
\Psi(z_o^+; \lambda_x, \lambda_y) = |k_x^+ k_y^+ \Phi_{w_0w_o}(z_o^+; \lambda_x, \lambda_y)| \quad \text{and} \quad \\
\Psi_{\text{cross}}(z_o^+, z_r^+ \approx 15; \lambda_x, \lambda_y) = |k_x^+ k_y^+ \Phi_{w_0w_r}(z_o^+, z_r^+ \approx 15; \lambda_x, \lambda_y)|. \tag{A 7}
$$

where (A 7) is analogous to (2.3) expressed for the $u$-component. Similarly, the inactive component $\Psi_{ia}$ of the $w$-velocity field can be computed via an expression similar to (A 5) given previously for the $u$-component

$$
\Psi_{ia}(z_o^+; \lambda_x, \lambda_y) = |G_L(z_o^+, z_r^+ \approx 15; \lambda_x, \lambda_y)|^2 \Psi(z_r^+ \approx 15; \lambda_x, \lambda_y), \quad \text{where} \\
|G_L(z_o^+, z_r^+ \approx 15; \lambda_x, \lambda_y)| = \frac{\Psi_{\text{cross}}(z_o^+, z_r^+ \approx 15; \lambda_x, \lambda_y)}{\Psi(z_r^+ \approx 15; \lambda_x, \lambda_y)}. \tag{A 8}
$$

Accordingly, $\Psi_{ia}(z_o) = \Psi(z_o) - \Psi_{ia}(z_o)$. Given the fact that the $w$-component is predominantly associated with the active motions (Bradshaw 1967; Morrison et al. 1992; Baidya et al. 2017), i.e. $\Psi_{ia}(z_o) \approx \Psi(z_o)$, we would expect the SLSE procedure to reveal cumulative energy contributions from $\Psi_{ia}$ to be negligible. This is possible if $|G_L|^2$ and $\Psi(z_r^+ \approx 15)$ do not overlap at common scales (as per (A 8)). Figure 8(b) shows $|G_L|^2$ contours computed for various $z_o^+$ from the DNS dataset alongside $\Psi(z_r^+ \approx 15)$, clearly suggesting an insignificant overlap between the two. Accordingly, $\Psi_{ia}(z_o) \approx 0$ in the inertial region leading to $\Psi_{ia}(z_o) \approx \Psi(z_o)$, which proves the effectiveness of the SLSE-based methodology in extracting the energy spectrum associated with the active motions.
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