Inverting cosmic ray propagation by Convolutional Neural Networks
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Abstract

We propose a machine learning method to investigate the propagation of cosmic rays based on the precisely measured spectra of the primary and secondary cosmic ray nuclei of Li, Be, B, C, and O from AMS-02, ACE, and Voyager-1. We train two convolutional neural networks. One network learns how to infer propagation and source parameters from the energy spectra of cosmic rays, and the other network, which is similar to the former, has the flexibility to learn from the data with added artificial fluctuations. Together with the simulated data generated by \textsc{GALPROP}, we find that both networks can properly invert the propagation process and infer the propagation and source parameters reasonably well. This approach can be much more efficient than the traditional Markov chain Monte Carlo fitting method for deriving the propagation parameters if users choose to update confidence intervals with new experimental data. Both of the trained networks are available at \url{https://github.com/alan200276/CR_ML}.
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1 Introduction

The source spectrum and propagation mechanism of cosmic rays (CRs) remain largely unknown. With the exception of the Voyager spacecraft, which may have travelled to the outside of the heliosphere \(^1\), all other CR data are measured within Earth’s neighbourhood. Based on observational data, the source and propagation parameters of CRs can degenerate each other, which barely renders a direct measure of such parameters. The traditional parameter estimation procedure involves first building a propagation model of CRs, parameterizing the source spectra and propagation processes, and then fitting the data (e.g., \(^2\)). However, traditional procedures are time-consuming from a computational perspective, especially when numerical simulations of CR propagation using simulators such as \textit{GALPROP} \(^3\) or \textit{DRAGON} \(^2\) is employed. Furthermore, in relevant studies with similar issues, such as the search for dark matter annihilation or decay signals, the uncertainty computation of the background models that are often ignored, and only some benchmark settings are investigated due to the difficulties in obtaining full uncertainty bands (see \(^7\), who attempted studies to include the uncertainties described above). Increasing the speed of a large number of repetitive computations is a great challenge for CR physics studies and related particle physics problems.

The general idea of global fitting is to project the probability distribution of the measured CR fluxes to the model parameter space \(^4\). One can use various sampling tools, such as the Markov chain Monte Carlo (MCMC) method or nest sampling, to explore the parameter space. The chi-square $\chi^2$ statistic is built based on fluxes instead of the model parameter space. Hence, too many samples may be used in a trial and error approach in an unwanted region. Moreover, once the likelihood distribution is changed, it is better to restart the whole analysis to obtain good coverage. If there are only mild changes in the likelihood distribution, there are several approaches to efficiently and quickly complete new scans. For example, the old posterior distribution can be used as an updated prior distribution for the new scans or the covariance matrix generated by old scans can be adopted as the initial prior distribution. However, these approaches still require performing the parameter scan again.

To avoid these additional scanning procedures, our goal is to obtain the corresponding propagation and source parameters directly by using spectra of interest from experimental data. The likelihood distribution in CR spectra can be directly taken from experimental measurements without exploring the CR model parameter space. Therefore, we can use the inverse function of the CR propagation equation to calculate the corresponding propagation and source parameters directly from the desired CR spectra. Nevertheless, CR propagation is a complicated partial differential equation, and it is not easy to obtain its inverse function. In this work, we show that machine learning (ML) is a powerful technique that can be used

\(^1\)http://galprop.stanford.edu/
\(^2\)http://www.dragonproject.org/Home.html
\(^3\)The probability distribution can be described by the chi-square $\chi^2$ or likelihood statistics for the Frequentist interpretation, while the Bayesian interpretation is based on the posterior distribution. Note that the Gaussian likelihood probability density can be written as $\sim \exp \left( -\frac{\chi^2}{2} \right)$. 
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to undertake this task by interpolating a large data set, especially in a multidimensional parameter space.

We can replace the propagation simulations with the ML interpolation function as long as a massive dataset is produced before learning [9]. Therefore, we expect the learning networks to address the time-consuming tasks of global fitting and generating massive simulations. Several groups have made strong efforts in searching for new physics beyond the Standard Model, see for example, Refs. [20–23]. The purpose of this work is to convert experimental data to model parameter distributions directly using ML techniques.

In recent decades, ML methods such as support vector machines [10,11] and boosted decision trees (BDTs) [12–14] show good performance in classification and regression problems. In high-energy particle experiments, BDTs are more popular than support vector models because they are an interpretable model. The performance of BDTs can be examined from input variable distributions such as invariant mass and transverse momentum [15]. More recently, neural network learning has become a leading tool in every field because a neural network can provide a more flexible variety of architectures to obtain hidden information from data. Dense neural networks (DNNs) use several layers consisting of many neurons to learn the principle components in the data. Convolutional neural networks (CNNs) are better than DNNs in handling the correlated information of pixelwise or multiple one-dimensional data. In addition, graph neural networks [16] can build classification rules or regression predictions from point data without a fixed shape. Furthermore, recurrent neural networks and long short-term memory networks [17] aim to cope with time sequence problems. A recently developed architecture called Transformer [18], shows powerful performance in many problems, for instance, the precise identification of top jets [19]. In this work, we adopt a CNN architecture to invert the CR propagation by taking CR spectra and model parameters as inputs and outputs of the network, respectively. A CNN uses a convolution operation and multiple networks with a non-polynomial activation function and is thus a well-designed tool to address not only the correlations between CR spectra (different elements and different energy bins) but also the high-dimensional inverse-propagation problem.

In this work, we build a CNN network to determine a multidimensional inverse function of CR propagation. We first generate simulated data for ML using MCMC scans [4,24]. To demonstrate the capability of updatable measurements, we enlarge the uncertainties of the current CR data by a factor of $\sqrt{10}$ in the MCMC scans. To a certain degree, we are deprived of understanding with respect to new data. We assume that the parameter space allowed by the current CR data, with such enlarged uncertainties, should cover the new measurements, which have smaller error bars.

After building the proposed network, the inverse function of CR propagation (CNN version) allows us to quickly guess the experimental data distribution in the CR model parameter space without performing a new MCMC scan. As a comparison, we introduce two networks: one network learns from the spectra directly, while the other network learns from this data but with some artificial fluctuations. These networks can predict the allowed model parameter space using actual experimental data (with original uncertainties).
The primary goal of this work is to build an inverse function using the machine learning approach, such that the inverse function can readily invert observational datasets into the corresponding model parameter space. The advantage of this method is emphasized as follows. When a new dataset is available or an existing dataset is updated, the proposed networks do not need to be retrained and the whole analysis does not need to be repeated. The trained machines can easily guess the high probability region of the parameter space.

This paper is organized as follows. In Sec. 2 we review the framework of CR propagation. The model parameters used in this work are defined and explained. Next, we briefly introduce the CNN in Sec. 3. Subsequently, we show the architecture of the two CNNs in Sec. 4. The generation of mock data for training and pseudo-data for testing are described in detail. Then, we show the usage of the networks to invert the propagation of CRs. In Sec. 5, the performance of the two networks and a comparison with the traditional global fitting method are presented. Finally, we summarize our work in Sec. 6.

2 Cosmic Ray propagation

Charged CRs diffuse in the random magnetic field of the Milky Way and interact with the interstellar medium (ISM). During propagation, CR particles acquire or lose energy and fragment into secondary particles due to interactions with the ISM and magnetic fields. The general form of the diffusion equation of CRs in the Milky Way with the source function $Q(x, p)$ is

$$\frac{\partial \psi}{\partial t} = Q(x, p) + \nabla \cdot (D_{xx} \nabla \psi - V_c \psi) + \frac{\partial}{\partial p} p^2 D_{pp} \frac{\partial}{\partial p} \frac{1}{p^2} \psi - \frac{\partial}{\partial p} \left[ \dot{p} \psi - \frac{p}{3} (\nabla \cdot V_c \psi) \right] - \frac{\psi}{\tau_f} - \frac{\psi}{\tau_r}, \quad (2.1)$$

where $\psi$ is the CR differential number density per unit momentum interval, $V_c$ is the convection velocity, $\dot{p} \equiv dp/dt$ is the momentum loss rate, and $\tau_f$ and $\tau_r$ are the time scales for fragmentation and radioactive decay, respectively. Considering a particle with momentum $p$ and charge $Ze$, we assume a spatially homogeneous diffusion coefficient $D_{xx}$ as

$$D_{xx} = D_0 \beta^\eta (R/R_0)^\delta, \quad (2.2)$$

where $\beta \equiv v/c$ is the particle velocity at light speed $c$, $R \equiv pc/Ze$ is the rigidity, $\delta$ describes the rigidity-dependence of the diffusion coefficient, and $D_0$ is a normalization parameter. The parameter $\eta$ gives a phenomenological modification of the diffusion coefficient at low energies to better fit the data [27]. The momentum diffusion term describes the reacceleration of CRs during propagation, where the diffusion coefficient $D_{pp}$ relating to $D_{xx}$ as

$$D_{pp} D_{xx} = \frac{4p^2 v_A^2}{3\delta(4 - \delta^2)(4 - \delta)}, \quad (2.3)$$
where \( v_A \) is the Alfvén speed. We assume that CRs are confined within a cylinder with a radius of \( R_h = 20 \text{ kpc} \) and a thickness of \( 2z_h \). CRs outside this region are assumed to escape freely. Ref. \[29\] showed that the reacceleration model can fit the currently available data well. However, propagation with significant convection is disfavoured. Therefore, we restrict the current work to the reacceleration model configuration and the main propagation parameters are \( D_0, \delta, \eta, v_A, \) and \( z_h \).

We can parameterize the rigidity spectrum at the source as

\[
q_s = q_0 \left( \frac{R}{R_{br,1}} \right)^{-\nu_1} \left[ 1 + \left( \frac{R}{R_{br,1}} \right)^2 \right]^{(\nu_1-\nu_2)/2} \left[ 1 + \left( \frac{R}{R_{br,2}} \right)^2 \right]^{(\nu_2-\nu_3)/2}.
\] (2.4)

The parameters \( q_0, \nu_1, \nu_2, \nu_3, R_{br,1}, \) and \( R_{br,2} \) are also treated as free parameters in this work.

Secondary-to-primary ratios, such as B/C and \((\text{Sc+Ti+V})/\text{Fe}\), and the unstable-to-stable ratios of secondary particles, such as \(^{10}\text{Be}/^{9}\text{Be}\) and \(^{26}\text{Al}/^{27}\text{Al}\) are often used to determine the propagation parameters \(2,5,30\). In this work, we use the Li, Be, B, C, and O fluxes measured by AMS-02 \(31,32\), ACE \(33,34\), and Voyager \(35\) to obtain the MCMC samples used for training of the networks. We use the demodulated fluxes given in Ref. \(34\) to avoid addressing the solar modulation effect \(^4\). In Ref. \(34\), a spline interpolation method was employed to parameterize the wide-band spectra of various species and a fit to the Voyager, ACE, and AMS-02 data was performed assuming a force-field solar modulation model. Then, the data were demodulated based on the best-fit modulation parameter and its associated uncertainty. As described in the introduction, the error bars of these data have been artificially enlarged by a factor of \( \sqrt{10} \) to have a wide enough coverage of the parameter space. For C and O, we assume that they share identical primary source spectra, with different normalizations \(q_0^C\) and \(q_0^O\), respectively. The propagation parameters determine the absolute fluxes of secondary nuclei. However, as found in Ref. \(29\), the flux normalizations among different species may differ by up to 20\% due to the uncertainties of the fragmentation cross-sections. Thus, two additional constant factors \(\xi_{Li}\) and \(\xi_{Be}\) are further employed. The total parameter space is 14 dimensional, including five propagation parameters, five source spectral shape parameters, and four normalization parameters. An example input file of the GALPROP simulator, the galdef file, is available on the GitHub website \(^5\).

### 3 Convolutional neural network

To date, the CNN is one of the most widely used deep learning algorithms. Deep learning is a type of ML method. Traditionally, global fittings are employed to scrutinize physical models from observational data. Then, we can learn the correlations between model parameters by analysing the massive datasets generated by global fittings. In contrast, the CNN is a modern technique that can perform this task better than humans because it can mimic the properties

---

\(^4\)This is not crucial in this methodology-based paper.

\(^5\)https://github.com/alan200276/CR-ML/blob/main/MC_setup/galdef_54_crml
of a physical model by training network with massive data. As long as one can provide enough information with well-defined input and output parameters for training, the network can find underlying patterns or correlations based on a set of input parameters and then predict a set of output parameters.

There are three common usages of CNNs: interpolation, fast computation, and inverse functions. The CNN is a good tool for interpolation in a hyperspace of multiple parameters. When the network is trained even with discretized data, the corresponding outputs can be obtained by providing any input parameters. Together with the interpolation function, a trained network can provide predictions very quickly. However, “fast” computations are based on many “slow” calculations to provide data for training. CNN predictions are always faster than the actual computations starting from scratch unless recycling old data is non-beneficial. The CNN can invert a complicated partial differential equation, especially in a high-dimensional parameter space. Once the CNN obtains the inverse function, the experimental likelihood distribution of the physical observables (cosmic ray fluxes) can be translated to model parameters (propagation and source parameters).

The CNN is also capable of distinguishing the features of images, and fits our purpose of determining the correlation between the different energy spectra. Essentially, the CNN structure connects input and output layers with three main layers: a convolution layer, pooling layer, and fully connected layer. These three layers play different roles in quickly capturing the features of the data. We review their functions below.

The convolution layer converts the cosmic ray energy spectrum (an input tensor) into several feature maps via a feature detector (filter). These feature maps form a new tensor with one additional index. Since this new tensor contains more neurons than the input layer, it requires much more computation time and memory. We need a pooling layer after the convolution layer to reduce the tensor dimensions. Moreover, we use max pooling [36], which only takes the maximum value from one kernel. Several convolution and pooling layers can be utilized to achieve better performance. Finally, a fully connected layer is used to flatten the tensors and return an array of outputs.

4 Methodology

The purpose of this work is to build a machine that can invert CR propagation datasets into the allowed model parameters. The major blocks of actions and data processing are depicted in Fig. 1. We will describe the “mock data” in Sec. 4.1, “pseudo-data” in Sec. 4.2 and 4.3, machine training in Sec. 4.4, feedback data in Sec. 4.5, and data processing in Sec. 4.6.

4.1 Mock data

We first generate a massive dataset for machine training to build the correlation between the energy spectra of CRs and model parameters. We use the GALPROP code to simulate the propagation, together with an MCMC parameter scan [37].
Figure 1: Flowchart of our work. The mock/simulated data are generated using GALPROP and used to train two machines. The first machine is trained with the mock data directly. The second machine is trained with pseudo-data (mock data with artificial fluctuations added). The training procedure is (1) → (2) → (3) → (v) for Machine A and (1) → (2) → (3′) → (4′) → (v) for Machine B. The usage of two machines is (i) → (ii) → (iii) → (iv) → (v). Finally, the feedback loop for modifying Machine A is (i) → (ii) → (iii) → (iv) → (v) → (vi) → (1) → (2) → (3) → (v) → (vi). For the feedback loop of Machine B, we can replace (3) with (3′) → (4′) in the feedback loop of Machine A.
Table 1: The propagation and source parameters used in our scans.

Our mock data are a collection of GALPROP CR simulation results, including two sources: one from global fitting and one from feedback data. Ideally, the training data cannot be biased in particular parameter space regions, and the best choice is to use an ideal uniform scan with perfect coverage. Nevertheless, performing an ideal uniform scan is not feasible, especially in a high-dimensional parameter space. Therefore, we utilize the MCMC sampling tool to explore the high-dimensional parameter space, and the collected samples are our initial mock dataset. Our machine can learn and recognize the correlation between CR model parameters and the CR spectra with a mock dataset. Hence, the initial MCMC scan is our first kind of mock dataset.

Because MCMC sampling may not cover the parameter space perfectly, we also implement feedback to the dataset. We collect those feedback data from the validation procedure results and use them as our second type of mock dataset. In the following, we briefly summarize these two different mock datasets. Note that the detailed description for the generation of the feedback dataset will be given in Sec. 4.5.

The first CR mock dataset is collected from MCMC sampling tool together with the GALPROP simulations. We use the Metropolis-Hastings algorithm to generate Markov chains. Based on the latest CR data (from ACE, Voyager, and AMS-02), our global fitting was performed by using the package CosRayMC [4], which engages external GALPROP code (v54) for CR propagation simulation. Considering the coverage deficiency of MCMC scans, our training
data should not strongly depend on the current dataset. Therefore, we perform scans with a $\chi^2$ that is a factor of 10 less than actual data, namely,

$$\chi_{\text{scan}}^2 = \frac{\chi_{\text{tot}}^2}{10},$$  \hspace{1cm} (4.1)

where $\chi_{\text{tot}}^2$ sums all $\chi^2$ values from ACE, Voyager, and AMS-02 data. Moreover, $\chi_{\text{scan}}^2$ is used to drive the direction of the scan. We expect that future experimental data will provide smaller error bars, which will likely update the chi-square value as $\chi_{\text{scan}}^2 \rightarrow \chi_{\text{tot}}^2$. This type of mock dataset is very conservative for this type of study. One may also extend the mock data based on actual past, present, or future data. However, our methodology will not be affected.

In the parameter scan, we vary the 14 model parameters described in Sec. 2. The prior ranges for some of these parameters are given in Table 1. However, the normalization parameters are just overall scaling factors that are irrelevant to the shape of the spectra and may introduce a parameter degeneracy with propagation and source parameters. In addition, it is difficult to distinguish between the scaling factors and the data whitening factors in machine learning. Therefore, we treat these normalization parameters as nuisance parameters that are only determined when computing the $\chi^2$ of the data. The parameters included in the machine learning are

$$\theta = \{D_0, \delta, \eta, v_A, z_h, \nu_1, \nu_2, \nu_3, \log R_{\text{br},1}, \log R_{\text{br},2}\}.$$ \hspace{1cm} (4.2)

We collected $O(2 \times 10^5)$ mock data points for the inputs of the machine learning.

When using the machine trained only with the first CR mock dataset, we find that the machine cannot recognize some CR spectra. We understand that this may be because our MCMC scans do not provide sufficient coverage of the parameter space. Therefore, we attempt to fix this problem by using a learning-predicting-examining loop, called a feedback loop in this paper. We discuss this feedback loop in Sec. 4.5. Finally, we collect approximately $O(50,000)$ data points generated by the feedback loop. These feedback data are our second mock data source, and we combine them with the initial MCMC samples as the training datasets.

In this work, we only prepare the mock data based on the CR model given in Sec. 2, albeit it is the most popular and well-accepted model in the community. Currently, our machines can learn the relationship between this particular CR model and the energy spectra. If one wants to switch to a new CR model, a new MCMC scan has to be prepared. In other words, we must know the form of a function to find its inverse. Therefore, this could be a drawback until the ultimate CR model is built. Fortunately, the layer structure of our trained machines can be more or less fixed so that we can reuse the same machines to learn other CR models.

### 4.2 Pseudo-data and artificial fluctuations

A Gaussian distribution for the standard deviation can describe all the observable distributions, including the systematic and statistical uncertainties. Although the mean value of the total measurements fluctuates, it will eventually stabilize after accumulating enough data. However, as long as the central value and the standard deviation of the measured Gaussian
distribution are given, one can perform random sampling with the same Gaussian distribution to generate the pseudo-data. We can treat the standard deviation as a fluctuation of the mean value. Therefore, the method used to generate pseudo-data is called the pseudo experiment. Note that different experimental data distributions can give different pseudo-data.

When we use the trained machines for prediction, we feed arbitrary CR energy spectra into each machine. The generation of arbitrary CR energy spectra is similar to performing a pseudo-experiment. The only difference is that we randomly add artificial fluctuations to a simulated spectrum instead of using the actual experimental central values and errors. For convenience, the collected simulation data generated by GALPROP are called “mock data”, and the ones produced by pseudo-experiments are called “pseudo-data”, hereafter. Simply speaking, our pseudo-data are formed by adding artificial fluctuations to mock data.

The traditional method to estimate the likelihood of the entire parameter space is to visit all areas of the parameter space with a sampling algorithm and then compute its statistical strength $\chi^2$ accordingly. However, this process utilizes a very large amount of computing resources. In contrast, our machines can determine the propagation parameters by using the inverse function with the energy spectra as the network inputs. If taking the CR spectra directly from pseudo-data, we can obtain the allowed CR model parameters efficiently without using complicated sampling algorithms. Namely, one can treat pseudo-experimental data as a prior distribution rather than spending much time and effort to find the parameter space with the highest likelihood probabilities. In Sec. 4.3, we explicitly show how to obtain the network inputs from the generated pseudo-data.

In summary, “Mock Data” plus artificial fluctuations constitute the “Pseudo-data”.

### 4.3 Preparing for network inputs

This subsection addresses the technical details of the machines. It is recommended to skip this subsection for smoother reading if this is the first time reading the paper.

Note that we input the ratios of the spectra into the network. The reasons for using ratios are as follows: i) to reduce normalization dependence, ii) to reduce systematics, and iii) to more easily understand the correlation between the spectra. More details are given below.

There are still three difficulties in preparing model inputs. The first difficulty is that we have reintroduced four factors: $q_0^C$, $\xi_{Li}$, $\xi_{Be}$, and $q_0^O$, which are only determined by minimizing the chi-square statistics of the CR data. If there is a lack of CR experimental data, these four parameters are difficult to determine. Moreover, their effects can degenerate with some combinatorial changes in propagation parameters. Therefore, our machines cannot learn the features generated by these four normalization factors. The second difficulty is that the experimental CR spectra from ACE, Voyager, and AMS02 in some energy bins are missing. Therefore, it is problematic to directly use experimental bins as the basis of our network inputs when we want to apply our machine to future data. Finally, the third difficulty is that there can be some correlations between different energy bins as well as different CR spectra. CNNs might need a deeper network and spend more time training to capture the features of
spectra. In the following section, we will address solutions to these three difficulties.

Our strategy to solve the first difficulty is to determine the four normalization factors and remove them from the pseudo-data to match our network inputs. When utilizing GALPROP simulated data, which does not involve experimental data, these four normalization factors are somewhat arbitrary and irrelevant. When performing the $\chi^2$ calculation, experimental data can subsequently determine these four factors. If these factors are included in the learning process, we find that the machine has performance difficulties because the whitening procedure often washes out the rescaling effect.

We can fix the second difficulty (missing data in some energy bins of CR spectra) as follows. Instead of generating pseudo-data on the actual experimental energy bins, we generate the pseudo-data based on new energy grids. Specifically, we randomly pick a spectrum $\Phi'(E)$ from $4\sigma$ allowed mock data. We use this selected $\Phi'(E)$ as the new central value, but the averaged ratio of the experimental error bar to the central value is the size of the artificial fluctuation. Considering a total of 398 experimental data points from ACE, Voyager, and AMS02, the averaged uncertainty is approximately 5% of the central value. Hence, we adopt at most 5% as our artificial fluctuation to add to the selected $\Phi'(E)$ and the new spectrum $\Phi_{\text{pseudo}}$ is the actual pseudospectrum used in this study. The new total chi-square measure becomes

$$\chi^2_{\text{tot}} = \sum_{i,j} \left( \frac{\Phi_{\text{pseudo}}^{i,j} - \bar{\Phi}_{i,j}}{\sigma_{i,j}} \right)^2,$$

where $i$ proceeds to use experimental data from AMS02, Voyage, and ACE, but $j$ is the energy bin index. This treatment also prevents miscounting the weight for specific energy bins when combining data from different experiments. In Fig. 2, we show the demodulated kinetic energy spectrum of carbon. The solar modulation parameter $\phi$ is fixed at 696 MV. The green band indicates the $3\sigma$ uncertainty obtained by the latest experimental data from AMS02, Voyage, and ACE. The 84 bins of the pseudospectrum (red dots) are evenly located in the kinetic energy range $10^{-3}$ GeV $< E < 1.1 \times 10^5$ GeV. We can see that the pseudospectrum closely resembles the mock spectrum in the small energy region where experimental error bars are small. However, fluctuations become more significant in the region with no experimental data. We explicitly show the relative difference between the pseudo and mock data in the bottom panel. We refer readers to Appendix A.1 for the kinetic energy spectra of Li, Be, B, and O considered in this work.

For the third difficulty, we can help the machines capture the features of spectra when introducing some known correlations. Implementing the correlation between different energy bins or CR spectra is more complicated. Their correlation will depend on CR physics and cannot be directly observed from the experimental data. Using a spectrum from mock data as the central value of pseudo-data can automatically introduce the correlation between different energy bins. However, the correlation between spectra is nontrivial and depends on

---

6We expect that all future observational data will more or less fall into the range of $\pm 4\sigma$ allowed mock data.
Figure 2: The demodulated kinetic energy spectrum of carbon. The solar modulation parameter $\phi$ is fixed at 696 MV. The experimental error bars of AMS02, Voyage, and ACE are coloured blue, black, and purple, respectively. The red dashed line shows a random mock spectrum. The solid red dots represent a random pseudospectrum. The artificial fluctuations are a maximum of 5%. The green band indicates the $3\sigma$ (99.73% C.L.) combined uncertainty of the latest measurements (Li, Be, B, C, and O) from AMS02, Voyage, and ACE. We show a zoomed-in insert for the small error bars of the AMS02 data. The lower panel presents the relative uncertainty as defined by (Pseudo Data – Mock Data)/Mock Data.
Table 2: The ratio of spectra to include the correlations between different CR elements. We use a range of kinetic energy \( E \) from \( 10^{-3} \) GeV to \( 1.1 \times 10^5 \) GeV with 84 bins on a logarithmic scale. The rows represent the normalized inputs of lithium, beryllium, boron, carbon, and oxygen given by mock data, where \( N_{Li} = \Phi_{Li}(E)/\xi_{Li} \), \( N_{Be} = \Phi_{Be}(E)/\xi_{Be} \) and \( N_{O} = \Phi_{O}(E) \times q_{C0}/q_{O0} \). The energy spectrum of lithium, beryllium, boron, carbon, and oxygen are presented by \( \Phi(E) \). The normalization \( \Phi_{C110} \) is taken from the carbon flux with energy equal to 110 GeV.

| Element  | Ratio Spectra          |  \( N_{Li}/N_{C} \) |  \( N_{Li}/N_{O} \) |  \( N_{Be}/N_{C} \) |  \( N_{Be}/N_{O} \) |  \( N_{O}/\Phi_{C110} \) |
|----------|------------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| Lithium  | \( \Phi_{Li}(E)/\xi_{Li} \) | \( N_{Li}/N_{C} \) | \( N_{Li}/N_{O} \) | \( N_{Be}/N_{C} \) | \( N_{Be}/N_{O} \) | \( N_{O}/\Phi_{C110} \) |
| Beryllium| \( \Phi_{Be}(E)/\xi_{Be} \) | \( N_{Be}/N_{C} \) | \( N_{Be}/N_{O} \) |                      |                      |                      |
| Boron    | \( \Phi_{Be}(E)/\xi_{Be} \) | \( N_{Be}/N_{C} \) | \( N_{Be}/N_{O} \) |                      |                      |                      |
| Carbon   | \( \Phi_{C}(E)/\Phi_{C110} \) | \( N_{C} \) | \( \Phi_{C}(E)/\Phi_{C110} \) | \( N_{Be}/N_{C} \) | \( N_{Be}/N_{O} \) | \( N_{O}/\Phi_{C110} \) |
| Oxygen   | \( \Phi_{O}(E) \times q_{C0}/q_{O0} \) | \( N_{O}/\Phi_{C110} \) |                      |                      |                      |                      |

the propagation rather than the source parameters. This type of correlation can be simply identified by determining the ratios of the spectra of any two elements. As shown in Table 2, we therefore introduce several ratios where \( N_{Li} = \Phi_{Li}(E)/\xi_{Li} \), \( N_{Be} = \Phi_{Be}(E)/\xi_{Be} \) and \( N_{O} = \Phi_{O}(E) \times q_{C0}/q_{O0} \). We note that these ratios can not only introduce correlations but can also significantly improve the performance of learning. Hence, in this work, we use the ratios of spectra in Table 2 as pseudo-data and inputs of our machines.

Last, we would like to comment on our usage of pseudo-data. We design our networks for taking completed spectra as inputs, with energies from \( 10^{-3} \) GeV to \( 1.1 \times 10^5 \) GeV with 84 bins on a logarithmic scale. In principle, one can insert any shape of spectra, but their energies must match these 84 energy bins. These inputs give us flexibility for the exploration of future CR data, which may contain a broader energy range and better energy resolution. However, given the shortcomings of the current CR data structure as described previously, we have to use pseudo-data, not experimental spectra, as network inputs in this work.

Note that one can freely select some spectra from mock data as the central value of the pseudo-data, which agrees with experimental data at a required level. This technique is similar to the Bayesian updating prior approach, but there are two differences; i) our prior distributions are a function of the energy spectra rather than CR model parameters, and ii) adding random fluctuations allow us to use new spectra, which have never seen in the original mock data. Once future CR measurements cover all energy ranges of interest, we can use the experimentally provided spectra as the network inputs directly.

4.4 Machines for inverting propagation

We utilize two machines to learn tasks:

- **Machine A**: a CNN machine to directly learn the inverse propagation from a set of mock data to a set of model parameters.
• **Machine B**: a CNN machine to directly learn the inverse propagation from a set of pseudo-data to a set of model parameters.

We can see that the difference between Machines A and B is the input data used for training. While Machine A is only able to find the solutions closest to the mock data, we expect that Machine B is more flexible for the general-purpose use with inputs of *any* data, even with fluctuations.

We show the architectures of Machine A and Machine B in Fig. 3. The input layer contains eight spectra for 84 energy bins and the output layer contains 10 propagation and source spectral shape parameters (the 4 normalization parameters, \( q_0^C \), \( q_0^O \), \( \xi_{Li} \), and \( \xi_{Be} \) are not trained). For Machine A, there are five one-dimensional convolutional layers, with 512, 512, 256, 256, and 128 filters, accordingly. The argument `kernel_size` of one-dimensional convolutional filters is set to 1, the size of the maximum pooling layers is `pool_size=2`, and the stride length, `strides=1`. There are a total 5 fully connected dense layers with 128, 128, 64, 64, and 32 neurons, respectively. In the bottom panel of Fig. 3, we can see that the architecture of Machine B is slightly different from that of Machine A. As Machine B is expected to have more tolerance with fluctuating input data (this is always the case for real measurements), the learning spectra of Machine B include artificial fluctuations. Instead of using five one-dimensional convolutional layers, Machine B utilizes six one-dimensional convolutional layers, among which the additional layer contains 128 filters. There are only two dense layers for Machine B, each of which contains 128 neurons. The exponential linear unit (ELU) \(^{38}\) is used as the activation function in both architectures. The last dense layer is fully connected to ten output neurons with a linear activation function in both machines. We use Adam \(^{39}\) as the optimizer, and the loss function is taken as log cosh. The Keras-2.1.6 library is used to train the machines with Tensorflow-1.10.1 \(^{40}\) backend, on NVIDIA Tesla P100-5XM2-16GB.

Both Machine A and Machine B can invert the cosmic-ray propagation to predict the CR model parameters after learning a large amount of data. As shown in Table 2, the ratios of spectra at the Earth are inputs to the machines, but the CRs model (source and propagation) parameters are outputs. Because of the strong correlation among the inputs, we adopt the CNN method\(^7\) to address this type of training, such as recognizing pixels in photographs.

With 84 bins in each spectrum and a total of 8 spectra, as shown in Table 2, the total input degrees of freedom for Machine A and Machine B are \(84 \times 8\). There are ten output dimensions, five propagation parameters and five source parameters, as shown in Table 1. We perform the whitening procedure as follows. Except for \( R_{br,1} \) and \( R_{br,2} \), whose range is wider than two orders of magnitude, we also whiten the other propagation parameters to be between 0 to 1. We take the logarithm of \( R_{br,1} \) and \( R_{br,2} \) before the whitening procedure. After the whitening procedure, we randomly divide our total input data points so that 90% of data is used for training and 10% is used for testing. For better performance, we choose

---

\(^7\)We have compared with a relatively simple Deep Neural Network, but its performance is much worse than the CNN in this case.
Figure 3: The architectures of our Machine A and Machine B. See the text for more details.
Figure 4: Left panels: the learning curve of training. Right panels: the mean square error distribution of the test data. The two upper figures are based on Machine A while the two lower figures on Machine B.
the log-cosh loss function in both machines. Our trained machines can predict the source spectra and propagation parameters with some necessary tuning for the hyperparameters. The explicit setting is given in Fig. 3.

Here, we investigate the effects of adding artificial fluctuations by comparing Machine A and Machine B. Moreover, adding artificial fluctuations is a method of creating spectrum ratios different from those of the collected simulated data (called mock data) because our pseudo-data generation still relies on the mock data. Once artificial fluctuations are included, despite some instances of unexpected spectra, the fluctuation effects might be degenerate with the changes in model parameters. We build Machine B, which learns the pseudo-data (simulated data with artificial fluctuations) as our “control machine”. As a “subject machine”, Machine A is restricted to learning the simulated data without the implementation of artificial fluctuations. Under two different setups, one expects that Machine A is unable to recognize artificial fluctuations but makes predictions based on the most similar spectral shape. In contrast, Machine B has some level of capability to recognize spectra with artificial fluctuations.

In Fig. 4, we present the performance of Machine A (upper two panels) and Machine B (lower two panels). The total loss function (log cosh) decreases to the number of training epochs in both machines. After \( \sim 80 \) epochs, the loss becomes a constant for both the training and test data. We utilize a machine based on 100 epochs of training in our work. The two right panels only show the conventional mean squared error (MSE) distribution for the test data. The MSE of the test data is a well-distributed Gaussian function, which implies neither overtraining nor undertraining of the data. In the left panel, the mean and 95% C.L. lines are given by the vertical solid and dashed lines, respectively. We especially note that the MSE distribution of Machine B has a larger width than Machine A. We found that Machine B may not be able to discriminate the changes in CR parameters from artificial fluctuations.

We want to emphasize that one can reuse the same architectures of these two machines for training different CR models because the purpose (finding inverse functions) is identical. Hence, time can be saved in modifying CNN layers and hyperparameters. Usually, the most time-consuming procedure is not the training but the machine architecture modification. It may be sufficient to only retrain the last few layers in some optimistic cases.

### 4.5 Feedback loop

After Machine A and Machine B are trained, we can use the pseudo-data as inputs to both machines. Moreover, the outputs \( \{\theta\} \) in these two machines can be inserted back into the GALPROP code for the validation of learning as shown by the sequence \((v) \rightarrow (vi) \rightarrow (1)\) in Fig. 1. The explicit path of the feedback loop starts with the process from \((i)\) to \((vi)\) before connecting to the label \((1)\) (GALPROP simulator). The first machine prediction of CR model parameters in label \((v)\) is based on the pseudo-data. The process follows the sequence \((1) \rightarrow (2) \rightarrow (ii) \rightarrow (iii) \rightarrow (iv) \rightarrow (v)\). Once we reach the purple label \((v)\) again, we can obtain the second machine prediction and the feedback loop for modification ends. The
second machine prediction of CR model parameters is based on the recomputed spectra by 
GALPROP, which uses the first machine prediction parameters as inputs. We note that the 
randomly generated pseudo-data can be different from the one computed by using GALPROP, 
even if we use the same CR model parameters.

In this work, for each model parameter $\theta_i$ given in Eq. (4.2), we introduce the systematic 
uncertainty $\tau_i$ of network prediction as

$$
\tau_i = \frac{\theta_i' - \theta_i}{\theta_i}.
$$

Comparing the result returned from GALPROP ($\{\theta_i'\}$) and predicted by randomly generated 
pseudo-data ($\{\theta_i\}$), the systematic uncertainties of each parameter introduced by machine 
learning can be treated as $\{\tau_i\}$. Based on the set $\{\theta_i\}$, we set our stop criteria as follows:
when 95% of the total predictions agree with the condition $\frac{1}{10} \sum |\tau_i| < 0.1$, we terminate the 
repeated feedback loop. Here, we take the averaged error of the 10 model parameters. Although 
this criterion is not extremely stringent, the first machine predicted model parameters 
by using pseudo-data as inputs still give very similar values to the parameters predicted by 
using the spectra generated by GALPROP.

In label (vi) of Fig. 1, if we do not reach the stop criteria, we repeat the training with 
updated mock data, including those generated during the modification process. This approach 
of checking for modification follows the algorithm of "Generative Adversarial Network" [41], 
see also its application to LHC physics [42]. Namely, instead of hiring discriminative networks 
to evaluate our machines, we verify the result by inserting predicted parameters back to the 
GALPROP simulation.

### 4.6 Data processing

In this subsection, we summarize the data processing and all our steps in Fig. 1. This 
blocks show all the steps adopted in our work, and the arrows represent the direction of data 
processing. For example, the sequence (1) $\rightarrow$ (2) $\rightarrow$ (3) indicates the following operations. 
First, we use GALPROP (1) to generate a set of data including CR model parameters and 
spectra. Then, we append these data to other pre-existing datasets (if any) to form a large 
collection called mock data (2). Finally, we send a very large amount of mock data to 
Machine A for training (3). Likewise, the sequence (i) $\rightarrow$ (ii) $\rightarrow$ (iii) $\rightarrow$ (iv) $\rightarrow$ (v) 
can be understood as follows. From any CR experimental data, we can extract the central 
values and errors in (i). With the updated central values and errors, we can recompute the 
new $\chi^2$ for our massive mock data collection (2). Requiring specific statistical criteria, for 
example, $\delta \chi^2 < 33.2$ for spectra less than 3$\sigma$ CI in our study, one can randomly select a set 
of model spectra from this refined 3$\sigma$ bracket. In label (ii), we perform a pseudo-experiment 
by simply adding random artificial fluctuations that do not exceed 5% to this selected model 
spectra. The newly formed spectra are pseudospectra. We then use these pseudospectra to 
perform data preprocessing for calculations of ratio spectra (iii) and whitening transformation.
Eventually, our two trained machines can read their inputs given by (iv) and predict their corresponding CR model parameters as label (v). Note that we exactly compute $\chi^2$ as Eq. (4.3) by using pseudospectra in (ii), not the simulated model spectra in (2).

In this paper, we begin our work from GALPROP simulations, along the sequence (1) $\rightarrow$ (2) $\rightarrow$ (3) for Machine A and (1) $\rightarrow$ (2) $\rightarrow$ (3') $\rightarrow$ (4') for Machine B. After the machines are built, one can use the machines to predict the CR model parameters by inserting the pseudo-data following the sequence (i) $\rightarrow$ (ii) $\rightarrow$ (iii) $\rightarrow$ (iv) $\rightarrow$ (v).

We adjust our two machines by connecting the above training and prediction processes in a feedback loop. The first machine prediction of the CR model parameters in the feedback loop is via (i) $\rightarrow$ (ii) $\rightarrow$ (iii) $\rightarrow$ (iv) $\rightarrow$ (v), where the inputs are the pseudospectra. However, we can insert the first machine predicted model parameters back to the GALPROP simulation (1) to recompute the actual spectra. Then, these spectra with $<5\%$ random artificial fluctuations can be fed back to both machines to make the second prediction of CR parameters at the label (v). In this step, we can compare the first and second machine-predicted CR parameters to validate our training. If their averaged error does not satisfy $\frac{1}{10}\sum |\tau_i| < 0.1$, we have to update the mock data collection and modify our networks. The new data appended to the old mock data are the CR model parameters obtained from the first machine prediction and its GALPROP simulation. Therefore, our verification in the feedback loop is achieved by the sequence (v) $\rightarrow$ (vi) $\rightarrow$ (1) $\rightarrow$ (2) $\rightarrow$ (ii) $\rightarrow$ (iii) $\rightarrow$ (iv) $\rightarrow$ (v).

Finally, we emphasize that the experimental data can be updated. As long as the physical model of the propagation and source are not altered, our trained machines are reusable. Overall, our machines can quickly predict the allowed model parameters by plugging in new experimental data, even if the data have not been seen before or during the training.

5 Results

In this section, we show our results with the updated chi-square metric, $\chi^2_{\text{tot}}$ in Eq. (4.1). Note that our mock data are mainly prepared by performing the MCMC scan with $\chi^2_{\text{tot}}/10$, and hence the $1\sigma$ and $2\sigma$ regions based on the current data (determined by $\chi^2_{\text{tot}}$) could be less precise. Therefore, our only concern is the $3\sigma$, $4\sigma$, and $6\sigma$ regions. For the parameter constraints with $1\sigma$ and $2\sigma$ confidence levels, one can refer to Ref. [29].

The minimum $\chi^2_{\text{tot}}$ is 347.0 based on the total collected mock data. Considering the total 14 degrees of freedom as seen in Table 1, the confidence interval (CI) for $3\sigma$ (99.73%), $4\sigma$ (99.99%), and $6\sigma$ ($\approx$ 100%) are $\delta\chi^2_{\text{tot}}$ equal to 33.20, 43.82 and 69.91, respectively. Our presentation of parameter space for mock data is based on the Frequentist approach, i.e., the “profile likelihood” method (minimum chi-square), to eliminate uninteresting parameters. When plotting the contours in this work, we use the data generated from the MCMC scan and the feedback loop. However, the feedback loop data focus on the regions where the machines do not learn the inverse function well. Hence, utilizing the Bayesian marginal posterior approach is inappropriate because the prior distributions are unclear.
Figure 5: The systematic uncertainties introduced by the learning process. The left panel is based on Machine A, while the right panel is based on Machine B. The histograms are made by using 30,000 test samples.

5.1 The systematic uncertainties introduced by learning

We first discuss the systematic uncertainties introduced by Machines A and B. These results only depend on the mock data generated by CosRayMC with $\chi^2_{\text{scan}}$ as given in Eq. (4.1). Using this setup, we will know nothing about the current or future data, but the training is not affected. In Sec. 5.2, we will open the box so that the experimental chi-square value is updated to $\chi^2_{\text{tot}}$.

In Fig. 5, histograms of the $\Delta D_0/D_0$ systematic uncertainties introduced in the learning process of Machine A (left panel) and Machine B (right panel) are created from the test data. Both histograms are well-distributed Gaussian with central values close to zero, and the 1σ (68% CI) regions are given by $-0.25 \pm 0.75$ % for Machine A but $-2.33^{+0.700}_{-0.467}$ % for Machine B. Clearly, Machine B has more significant uncertainties due to the added artificial fluctuations. Therefore, adding 5% artificial fluctuations can contaminate the propagation inverter.

We summarize the systematic uncertainties of learning for the rest of the parameters in Table 3. Most of the parameters can be predicted very well, with the central values close to zero and small error bars. However, the networks do not predict the diffusion coefficient $D_0$ and the height of diffusion zone $z_h$ precisely, due to the weaker correlation between $D_0$ and $z_h$ at large values, as shown in Fig. 7. Typically the secondary-to-primary ratios of CR nuclei determine the ratio of $D_0/z_h$ [2]. Indeed, our machines learn this effect. This scaling may be broken when $z_h$ is so large that it is comparable to the boundary of the propagation halo. Therefore for $z_h > 10\, \text{kpc}$, the performance of our machines is not as good as that in other
| Source parameters | Machine A | Machine B |
|-------------------|-----------|-----------|
| $\nu_1$           | $0.00^{+1.75}_{-2.50}$ | $0.00 \pm 5.00$ |
| $\nu_2$           | $0.05^{+0.09}_{-0.14}$ | $-0.05 \pm 0.15$ |
| $\nu_3$           | $0.09^{+0.09}_{-0.09}$ | $-0.20 \pm 0.20$ |
| $\log R_{br,1}$   | $0.04 \pm 0.14$      | $0.00 \pm 0.30$ |
| $\log R_{br,2}$   | $-0.09 \pm 0.14$     | $0.15^{+0.30}_{-0.45}$ |
| Propagation parameters | Machine A | Machine B |
| $D_0$             | $-0.25 \pm 0.75$     | $-2.33^{+7.00}_{-4.67}$ |
| $\delta$          | $0.04^{+0.27}_{-0.18}$ | $-0.33 \pm 0.50$ |
| $z_h$             | $-0.50^{+1.25}_{-1.50}$ | $3.28 \pm 13.11$ |
| $v_A$             | $0.35 \pm 1.05$      | $0.00 \pm 3.33$ |
| $\eta$            | $0.00^{+0.70}_{-1.40}$ | $1.67^{+5.00}_{-1.67}$ |

Table 3: The systematic uncertainties of different parameters introduced by learning. The error bars are estimated by using test data.

### 5.2 Comparison between the network predictions and the reweighted MCMC method

In Fig. 6, we present the one-dimensional $\Delta \chi^2$ distribution for $D_0$ (upper left), $Z_h$ (upper right), $\nu_1$ (lower left), and $R_{br,1}$ (lower right). We use the profile likelihood method to remove other unwanted parameters. The solid red lines are based on the training samples, including the collected data from the initial MCMC and the feedback loops. The grey thick solid lines represent the $\Delta \chi^2$ distribution based on the initial MCMC scan. We collect the initial MCMC data using the likelihood function given in Eq. (4.1). For comparison, we randomly take $5 \times 10^4$ pseudospectra for the network predictions of **Machine A** (blue dashed lines) and **Machine B** (green dash-dotted lines). The orange horizontal dotted lines show the CI for 3$\sigma$, 4$\sigma$, and 5$\sigma$.

Generally, the network predictions perform well but **Machine A** perfectly captures the features of the $\Delta \chi^2$ distribution, even though the $\Delta \chi^2$ distributions are previously unseen information. Importantly, we can see that both **Machine A** and **Machine B** manage to find the trends from the training data, and they yield smoother curves than the MCMC method and our training samples. As expected, the feedback loop self-corrects the problems introduced by the poor coverage of the parameter space. In the initial MCMC scans, the networks cannot precisely predict the parameter space using extrapolation. Because of the condition $\sum_{i=1}^{10} |\tau_i| < 0.1$, we send extrapolating predictions back to the feedback loop even if they do not exist in the initial MCMC scans. Hence, the total training samples (red lines) are
Figure 6: The one-dimensional $\Delta \chi^2$ distribution for $D_0$ (upper left), $Z_h$ (upper right), $\nu_1$ (lower left), and $R_{br,1}$ (lower right). The $\Delta \chi^2$ distributions are projected to our CR parameter of interest, and the rest are profiled using the profile likelihood method. The red solid, grey thick solid, blue dashed, and green dash-dotted curves represent the $\Delta \chi^2$ distribution of the total training samples, the initial MCMC scan, the predictions of Machine A and the predictions of Machine B, respectively.

In Fig. 7, the propagation parameters $D_0$ and $z_h$ (left panel) and source parameters $R_{br,1}$ more smoothly distributed. Note that if our networks would not precisely predict the future data, they may extrapolate instead of interpolating the training samples and the feedback loop can be applied again for self-correction. For the sake of completeness, we also give the $\Delta \chi^2$ distributions of all other CR model parameters in Appendix A.2.
Figure 7: Two-dimensional allowed parameter space. The left panel is the allowed region projected on the \((Z_h, D_0)\) plane, while the right panel is for the source parameters \(R_{br,1}\) and \(\nu_1\). Based on the latest chi-square metric \(\chi^2_{\text{tot}}\), the green region is the 3σ confidence interval and the blue region is the 6σ confidence interval. The red circles and black crosses are 100 network predictions by Machine A and Machine B, respectively.

and \(\nu_1\) (right panel) are projected on the two-dimensional contour plots. We also illustrate the predicted scatter points by both machines with the pseudospectra within required a 4σ region (3σ mock data plus 1σ artificial fluctuations). The inner contour is the 3σ region \((\delta\chi^2_{\text{tot}} = 33.20)\) while the outer contour is the 6σ region \((\delta\chi^2_{\text{tot}} = 69.91)\). We take 100 representative samples of Machine A (red circles) and Machine B (black crosses). There is no dependence on \(D_0\) at large values of \(D_0\) and \(z_h\). Therefore, both Machine A and Machine B, but especially for Machine B, cannot perform well. However, because the correlation between \(R_{br,1}\) and \(\nu_1\) is clear, both machines can predict the contours quite well. For other combinations of CR model parameters, refer to Appendix A.2.

Finally, we compare the prediction efficiency for different methods if the chi-square is updated to the latest experimental value, then \(\chi^2_{\text{scan}} \rightarrow \chi^2_{\text{tot}}\). In Table 4 it is not surprising that only a minor group 6.5% of total MCMC samples can survive from 6σ cut of \(\chi^2_{\text{tot}}\), because the initial MCMC samples are created by using a loose condition \(\chi_{\text{scan}}^2 = \chi_{\text{tot}}^2/10\). Remarkably, Machine A achieves good performance in that approximately 70% of the total predictions fall into the 6σ region while this percentage is approximately 30% for Machine B. Even though we train both machines by using MCMC data, it is still much more efficient to generate samples in a new allowed region than simply reweighting the old MCMC data.

As an additional comparison, we build a typical classifier “Check Machine” to identify whether the model parameters fall into the 4σ region that is determined by using all the data samples collected in this study. The details of the “Check Machine” are given in Appendix B.
Table 4: The summary of prediction efficiency for different methods. The initial MCMC samples are collected based on $\chi^2_{\text{scan}}$ but re-weighted by using $\chi^2_{\text{tot}}$ where $\chi^2_{\text{scan}} = \chi^2_{\text{tot}}/10$. The network predictions of Machine A and Machine B are based on the pseudo-data created by using $\chi^2_{\text{tot}}$. For a comparison, we build a classifier “Check Machine” by combining total collected mock data.

We note that the Check Machine can identify the 4σ parameter space better than Machine B. Evidently, Machine A is still the most efficient network to predict the parameter space that falls into the required CI.

6 Summary and discussion

In this paper, we investigated the inverse function of the CR diffusion equation by using a CNN network. This function allowed us to efficiently and directly determine CR source functions and propagation mechanisms. Subsequently, we created two CNN machines to obtain the inverse function of the CR diffusion equation. In general, Machine A learned the mock data directly, while Machine B learned the mock data with added artificial fluctuations. The systematic uncertainties of the two machines introduced by the learning procedures were evaluated. We found that the procedure of identifying artificial fluctuations may somewhat disturb the inverse propagation in Machine B.

We prepared the learning data of the two CNN machines by using an MCMC global fitting based on the measured spectra from the secondary cosmic ray nuclei Li, Be, B, C, and O from AMS-02, ACE, and Voyager-1. However, we wanted to demonstrate that our networks can be used even for future updated data. Therefore, scans were performed with the total chi-square divided by 10, and the result was used as learning data. These two machines were adjusted as much as possible to obtain the best performance.

If the pseudospectra fed into the networks were created based on a new dataset with a different $\chi^2$, two machines could reasonably predict the CR model parameters at the required confidence interval. When data were updated, we only required a 4σ confidence interval as the best demonstration of our initial MCMC data. By giving a new experimental dataset with smaller error bars, both Machine A and Machine B performed much more efficiently in finding the required confidence interval in the multidimensional parameter space than the one obtained by reweighting old MCMC data. In addition, we also compared the two machines with a typical classifier that can identify the 4σ region in the multidimensional CR parameter
space by learning the reweighted old MCMC data. We found that our Machine A still performed better than this classifier, while Machine B performs slightly poorer.

In summary, the greatest advantage of our method is that when a new dataset is introduced or an existing dataset is updated, we do not need to retrain the networks nor repeat the whole MCMC analysis. The trained model can easily propose an approximate likelihood distribution of the CR model parameters. Furthermore, to demonstrate the usefulness of the inverse function of the propagation equation in this work, we have only fed pseudospectra into the network. However, if future detectors precisely measure the CR spectra for the whole energy range, the experimental spectra can be directly used for the network inputs. In addition, other spectra, such as anti-proton, Helium-3 and Helium-4 can be included in the training, but currently, these spectra suffer from large uncertainty [43].

Here, we comment on our choice of the initial mock data, where the chi-square metrics of the old data are designed to be ten times larger than the one being updated. This assumption is indeed conservative compared to the actual situation because future CR experiments might only improve the error bars by lesser factor. Under such an update, our pseudospectra shall be more reliable so that our networks can provide confidence interval with more controls.

Although we only focus on CR propagation in this paper, our approach can be easily adapted to solve the inverse problem of multidimensional parameter space in other fields, for example, searching for supersymmetry at the LHC [44]. Moreover, as soon as a standard CR propagation model is built, our machines can be simply adapted for searching for the signature of dark matter from precisely measured cosmic ray experimental data. Finally, we suggest three interesting applications of using our machines:

- Our machines can be generators of the model parameters with a proposed prior probability distribution. This usage is shown in this paper.

- To find the correlations between any physical spectra and theoretical model parameters, the architecture in Fig. 3 can be reused for new training. This can save much time in tuning the layer structure and hyperparameters.

- Based on the latest experimental measurements, our inverse function networks of CR propagation can suggest suitable CR model parameters for a nonstandard source search, such as DM or any new cosmic ray source. The machines allow us to put the latest experimental constraints on the DM parameter space by computing only the DM contribution.
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A Supplemental figures

A.1 The kinetic energy distribution

Figure 8: The demodulated kinetic energy spectra of Li, Be, B, and O. The solar modulation parameter is fixed at $\phi = 696$ MV.

In Fig. 8 the demodulated fluxes when $\phi = 696$ MV for four different elements, Li (upper left), Be (upper right), B (lower left), and O (lower right), are shown. The green band indicates the 3σ uncertainty obtained by the global analysis of the latest experimental data from AMS02 (blue), Voyage (black), and ACE (purple). The 84 bins of pseudo-spectrum (red dots) are evenly located at the kinetic energy range $10^{-3}$ GeV < $\log E < 1.1 \times 10^5$ GeV.
A.2 One- and two-dimensional likelihood distribution

Figure 9: The one-dimensional $\Delta \chi^2$ distributions for CR model parameters, except for $D_0$, $Z_h$, $\nu_1$, and $R_{br,1}$, which are shown in Fig. 6. The grey thick solid, red solid, blue dashed, and green dash-dotted curves show the $\Delta \chi^2$ distribution of the initial MCMC scan, all samples, the predictions of Machine A and the predictions of Machine B, respectively. The CIs for $3\sigma$, $4\sigma$, and $5\sigma$ are shown by the orange horizontal dotted curves.

In Fig. 9 we present the one-dimensional $\Delta \chi^2$ distributions for the six remaining CR model parameters (Eq. (4.2)) in addition to Fig. 6. The colour coding is the same as before. The network predictions from both Machine A and Machine B mimic the $\Delta \chi^2$ distributions very well. Again, despite the wavy feature of MCMC caused by scan coverage, our networks already capture the CR model features and predict much smoother curves.

In Fig. 10 we show the distribution of all the propagation and source parameters. Similar to the colour scheme in Fig. 7, the green and blue regions represent the 3$\sigma$ and 6$\sigma$ CI of the latest cosmic ray data, respectively. As a comparison, we also show 100 predicted 4$\sigma$ points by Machine A (red circles) and Machine B (black crosses). Clearly, the majority of predicted 4$\sigma$ points (3$\sigma$ mock data plus 1$\sigma$ artificial fluctuations) agrees with the 3$\sigma$ contours. Although these predicted points are sampled on the experimental fluxes with respect to energies, our machines still know the correlation between parameters. Moreover, even the farthest points
are still included within the $6\sigma$ CI.

B Check Machine

This machine aims to determine whether the parameter set $\{\theta_i\}$ is within the $4\sigma$ region directly from the source and propagation parameter space. For the training data, we select those samples within the $4\sigma$ region and randomly select an equal number of samples outside the $4\sigma$ region from the total collected mock data. Unlike Machine A and Machine B, we

![Figure 10: Two-dimensional distributions of the propagation and source parameters. The colour scheme is the same as in Fig. 7.](image)

- $3\sigma$ (99.73%)
- $6\sigma$ ($\approx$ 100%)
- ○ Machine A
- × Machine B
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use the source and propagation parameters as the input data of training. The data are divided into 90% and 10% for training and validation, respectively. The Check Machine contains six fully connected dense layers with the ReLU activation function, however, we use binary cross entropy as the loss function for binary class purposes. After adjusting the performance, we found that only 29% of the true data (inside the 4σ region) can be identified by the Check Machine, while 93% of the data outside the 4σ region can be identified as false. We show the confusion matrix in Fig. 11.
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