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Abstract—The mutual information (MI) of Gaussian multi-input multi-output (MIMO) channels has been evaluated by utilizing random matrix theory (RMT) and shown to asymptotically follow Gaussian distribution, where the ergodic mutual information (EMI) converges to a deterministic quantity. However, with non-Gaussian channels, there is a bias between the EMI and its deterministic equivalent (DE), whose evaluation is not available in the literature. This bias of the EMI is related to the bias for the trace of the resolvent in large RMT. In this paper, we first derive the bias for the trace of the resolvent, which is further extended to compute the bias for the linear spectral statistics (LSS). Then, we apply the above results on non-Gaussian MIMO channels to determine the bias for the EMI. It is also proved that the bias for the EMI is $-0.5$ times of that for the variance of the MI. Finally, the derived bias is utilized to modify the central limit theory (CLT) and calculate the outage probability. Numerical results show that the modified CLT significantly outperforms previous methods in approximating the distribution of the MI and improves the accuracy for the outage probability evaluation.
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I. INTRODUCTION

BY deploying a large number of antennas at both the transmitter and the receiver, large-scale multiple-input multiple-output (MIMO) systems can achieve high spectral efficiency and wide coverage in an energy-efficient way. However, the presence of the channel randomness and the large system scale bring challenges not only to system design but also performance analysis. The evaluation of mutual information (MI), $C(\sigma^2) = \log \det \left( \frac{HH^H}{\sigma^2} + I \right)$, where $\sigma^2$ represents the power of the noise, is usually performed by numerical methods due to the difficulty in obtaining a closed-form solution except for some special cases [1]. In particular, the difficulty comes from the lack of knowledge regarding the distribution of the eigenvalues for the Gram matrix $HH^H$. Fortunately, when the number of transmit and receive antennas grow to be large with the same pace, large random matrix theory (RMT) is a powerful tool and has been utilized to evaluate the MI with an explicit expression. In this paper, we will focus on evaluating the MI of large scale MIMO systems by RMT.

A. Prior Art in Communications

By utilizing RMT, there have been some works that focused on the evaluation of the MI per antenna, i.e., $I(\sigma^2) = \frac{C(\sigma^2)}{N}$ with $N$ denoting the number of receive antennas [2] [3] [4] [5], where the asymptotic equivalence of $I(\sigma^2)$ with its deterministic equivalent (DE) was proved. On the other hand, it has also been shown that RMT could achieve good performance in approximating the ergodic mutual information (EMI), i.e., $\mathbb{E}C(\sigma^2)$, even when the system is not very large. A natural question is whether we can get rid of the factor $\frac{1}{N}$ safely and guarantee the convergence.

The problem was first investigated in [6] under the correlated Gaussian MIMO channel, in which Hachem et al. proved the asymptotic Gaussianity, i.e. central limit theory (CLT) of $C(\sigma^2)$, using Gaussian tools (integration by parts formula and the Poincaré-Nash inequality) [7]. It was shown that, different from $I(\sigma^2)$, the almost sure convergence of $C(\sigma^2)$ no longer holds, but $\mathbb{E}C(\sigma^2)$ can still be approximated by a deterministic quantity $V(\sigma^2)$ within the error of $O(M^{-1})$. Rician (non-centered Gaussian) channel was considered in [8], where the authors proved that $\mathbb{E}C(\sigma^2)$ converges to its DE with the same rate as that in [6]. Then in [9], Hachem et al. derived a CLT for non-centered channels using the Stieltjes transform method (or the Bai-Silverstein method) [10], which is applicable for non-Gaussian fading channels. It was indicated that the non-zero pseudo-variance and fourth-order cumulant will not only cause the bias between the EMI and its DE but also a gap between the variances of the MI for Gaussian and non-Gaussian fading channels, which will be referred to as the bias for the variance in this paper. The non-zero pseudo-variance comes from the non-circular property of the channel. Here, circularity means that $e^{i\theta}X$ has the same distribution as $X$, where $X$ is a complex random variable and $\theta \in \mathbb{R}$ is deterministic. A typical non-circular case is the Hoyt distribution, which has been adopted for the modeling of cellular and satellite channels [11]. On the other hand, the non-zero fourth-order cumulant is common in severe fading channels. In [12], the effect of non-zero fourth-order cumulant on the asymptotic distribution of the MI was investigated. The deterministic approximation of the EMI and the analysis for the fluctuation of the MI over non-Gaussian channels have also attracted some attention. In [13], Bao et al. derived the CLT for the MI of the i.i.d. (independent and identically distributed) channel with non-zero pseudo-variance and fourth-order cumulant. In [14], Hu et al. investigated the CLT for the MI of an elliptically...
correlated (EC) channel and validated the bias arising from non-Gaussianity with non-linear correlations. In [15], the CLT for the signal-to-interference-plus-noise-ratio (SINR) at the linear Wiener receiver over non-centered and non-Gaussian channels was derived. However, the bias for the EMI of non-centered and non-Gaussian MIMO channels is not available in the literature.

**B. Prior Art in RMT**

The MI of non-Gaussian MIMO channels discussed above is a special case of the linear spectral statistics (LSS) of random matrices in RMT, when the function takes the form \( f(x) = \log(1 + x/\sigma^2) \). On the bias for the LSS, researchers have made some progress for the centered case. In [13], by following a similar approach as that in [10], Bao et al. established a CLT of the LSS for sample covariance matrices with complex i.i.d. entries under the non-zero pseudo-variance assumption. In [16], Najim et al. investigated the CLT for the LSS of the centered and correlated matrix, and derived the bias for the mean and variance. For the non-centered case, Banna et al. [17] investigated the CLT for the information-plus-noise matrix, determined the bias for the variance, but left the bias for the mean as a computationally-challenging task. By far, the bias for the mean of the non-centered matrix has not been investigated in the literature, which is related to the missing bias for the EMI in the communication community.

Given the bias for the LSS can be obtained by Cauchy’s integral formula with respect to the bias for the trace of the resolvent [10] [13], we will first evaluate the latter in this paper. Specifically, the bias for the trace of the resolvent is derived and then generalized to compute the bias for the LSS of non-centered random matrices. This resolved the problem from the perspective of RMT. Then, the result is utilized to derive the bias for the EMI of MIMO channels, solving the problem in the communication community. The derived bias is utilized to modify the CLT and calculate the outage probability for MIMO systems. Furthermore, the relation between the bias for the mean and that for the variance is investigated and we prove that the former is \(-0.5\) times of the latter. Numerical simulations are performed with different non-Gaussian channel models. The results validate that the bias of the EMI does not vanish when \( N \) goes to infinity and confirm the relation between the biases for the mean and variance. Furthermore, it is shown that the CLT, modified by the derived biases, outperforms other methods in approximating the cumulative distribution function (CDF) of the MI.

**C. Contributions**

The main contributions of this paper are summarized as follows.

1) **RMT contribution**: We derive an approximation of the bias for the resolvent of non-centered random matrices. This result is a necessary complement for the CLT of the LSS for sample covariance matrices of non-centered cases [17]. We also show that the bias for the trace of the resolvent can be written in a derivative form, which is referred to as the alternative expression and contributes to the computation for the LSS. Our results are of great meaning in evaluating the expectation of functional spectral of non-centered random matrices.

2) **Communication contribution**: By applying the result in 1) to MIMO systems, we derive an explicit expression for the bias of the EMI, which complements for the CLT in [9] and takes previous results [9] [12] [13] as special cases. The result is then utilized to approximate the distribution of the MI and compute the outage probability. Numerical results show that the modified CLT outperforms previous results. Based on the bias for the resolvent, we also prove that the bias for the mean of the MI is \(-0.5\) times of that for the variance. With the modified mean and variance, the distribution of the MI and the outage probability are approximated with higher accuracy.

**D. Paper Outline and Notations**

The rest of this paper is organized as follows. In Section II we introduce the system model and connect the bias for the EMI with the bias for the trace of the resolvent. In Section III we present the preliminary results in RMT that will be utilized in the derivation of this paper. The main mathematical result regarding the bias for the resolvent, which involves two expressions, and its extension to compute the LSS are given in Section IV. Then, in Section V we apply the above result on non-Gaussian MIMO channels to derive the bias for the EMI and determine the relation between the bias for the EMI and that for the variance. The derived bias is also utilized to modify the CLT and calculate the outage probability. In Section VI we perform extensive numerical experiments to validate the accuracy of the derived bias and demonstrate the better fitness of the modified CLT. Section VII concludes the paper.

We use the boldface upper case letters to represent the matrix such as \( X \), and its entry at the \( i \)-th row and the \( j \)-th column is denoted by \( x_{ij} \). The boldface lower case letters represent the column vectors. \((\cdot)^T\) and \((\cdot)^H\) denote the transpose and Hermitian transpose, respectively. \( \text{Tr}(\cdot) \) represents the trace operator and \( \overline{\cdot} \) denotes the conjugate operator. \( \text{diag}(\cdot) \) represents the diagonal matrix whose diagonal entries are elements of vector \( a \). \( \text{vdiag}(A) = (A_{11}, A_{22}, ..., A_{NN})^T \), where \( A \) is an \( N \times N \) matrix. \( ||A|| \) denotes the spectral norm of \( A \). \( E(\cdot) \) represents the expectation operator and \( \mathbb{E}^{+}(\cdot) \) is equivalent to \( \sqrt{\mathbb{E}(\cdot)} \). For brevity of formulas, we assume that the expectation operator has the lowest operation priority and ignore the \( (\cdot) \) over the random variables (RVs), i.e., \( E(XY) = E(X)E(Y) \). \( \text{Var}(\cdot) \) represents the variance and \( \text{Var}^{+}(\cdot) = \sqrt{\text{Var}(\cdot)} \). \( \mathcal{N}(\mu, \sigma^2) \) and \( \mathcal{CN}(\mu, \sigma^2) \) denote the Gaussian distribution and circularly complex Gaussian distribution, respectively, with mean \( \mu \) and variance \( \sigma^2 \). \( \mathbb{C} \) and \( \mathbb{R}^+ \) represent the set of complex numbers and non-negative real numbers, respectively. \( \Gamma(\cdot) \) and \( \log(\cdot) \) denote the indicator function and the natural logarithm function, respectively. \( \xrightarrow{D} \) represents convergence in distribution and \( j = \sqrt{-1} \). \( O(\cdot) \) and \( o(\cdot) \) denote the big-\( O \) and little-\( o \) notations, respectively.
II. System Model and Problem Formulation

A. System Model

Consider a point-to-point MIMO system with $M$ antennas at the transmitter and $N$ antennas at the receiver. The received signal $y \in \mathbb{C}^N$ can be given by

$$y = Hs + n,$$  \hspace{1cm} (1)

where $s \in \mathbb{C}^M$ represents the transmitted signal, $H$ denotes the $N \times M$ channel matrix, and $n$ is the additive white Gaussian noise (AWGN), whose entries are i.i.d. circular Gaussian random variables with variance $\sigma^2$, i.e. $\text{En}H = \sigma^2 I$. MI is an essential performance metric. However, its evaluation is challenging and thus attracts great interests $[13] [14]$. Under the assumption $\text{Ess}H = I$, the MI of the concerned MIMO system is given by

$$C_{HHH}(\sigma^2) = \log \det \left( I + \frac{HHH}{\sigma^2} \right),$$  \hspace{1cm} (2)

which is a random variable due to the randomness of the channel matrix $H$. This randomness motivates us to investigate the expectation and fluctuation of $C_{HHH}(\sigma^2)$, which can be used to compute the average throughput and outage probability.

B. Channel Model

In this paper, we consider a non-centered and non-Gaussian channel model with independent antennas, where the channel matrix is given by

$$H = \underbrace{A}_\text{LoS component} + \frac{1}{\sqrt{M}} \underbrace{D^+ XD^+}_\text{non-LoS component}.$$  \hspace{1cm} (3)

Here $A = [a_{ij}]$ is a $N \times M$ deterministic matrix denoting the LoS component of Rician channel. $D$ and $D'$ are two deterministic diagonal matrices, $D = \text{diag}(d_1, d_2, ..., d_N)$, $D' = \text{diag}(d_1', d_2', ..., d_M)$, representing the variance profile, i.e., $\text{Var}(h_{ij}) = \sigma^2$ if $d_i = d_j$. This non-centered matrix $H$ is also called signal-plus-noise model $[17]$ when $D = \psi^2 I$ and $D' = \psi I$ with $\psi \in \mathbb{R}$. The non-identical diagonal entries can be utilized to model the antenna power imbalance $[18]$ or the non-identical channel gain in distributed antenna systems $[3] [4] [19]$. Note that, with the model considered in (3), the variance profile is separable, i.e., $\sigma^2_{ij} = d_id_j$. The method derived in this paper can also be revised to handle the non-separable case $[2] [20]$, in which $\sigma^2_{ij} = d_id_j$ does not hold.

C. Mathematical Formulation

In the following, we will investigate the evaluation of the MI, $C_{HHH}(\sigma^2)$, given in (2). Denoting the Gram matrix $B = HHH$, the MI can be written as $[2] [8]$:

$$EC_{HHH}(\sigma^2) = \int_{\sigma^2}^{\infty} \frac{N}{\omega} - E \text{Tr}(B + \omega I)^{-1} d\omega$$

$$= \int_{-\infty}^{\sigma^2} \frac{N}{z} - E \text{Tr}(B - zI)^{-1} dz.$$  \hspace{1cm} (4)

Therefore, we will focus on the evaluation of the quantity $E \text{Tr}(B - zI)^{-1}$. When $N$ is large, the evaluation is related to the limiting spectral distribution (LSD) of $B$, which is the limit of the empirical spectral distribution (ESD). The ESD of $B$ is denoted by

$$F_B(x) = \frac{1}{N} \sum_{i=1}^{N} \mathbb{I}(\lambda_i \leq x),$$  \hspace{1cm} (5)

and there holds

$$\text{Tr}(B - zI)^{-1} = \frac{1}{N} \text{Tr}(B - zI)^{-1} = N \int_{R^+} \frac{1}{x-z} dF_B(x) = Nm_B(z),$$  \hspace{1cm} (6)

where $m_B(z) = \int_{R^+} \frac{1}{x-z} dF_B(x)$ is the Stieltjes Transform of $B$ and the matrix $Q(z) = (B - zI)^{-1}$ is the resolvent of $B$. The co-resolvent of $B$ is defined as $\tilde{Q}(z) = (H^H H - zI)^{-1} = (\tilde{B} - zI)^{-1}$ $[9] [21]$, whose Stieltjes Transform is $m_{\tilde{B}}(z)$. It is well known that the convergence holds for the Stieltjes Transform $[2] [9]$.

$$\mathbb{E}m_B(z) \xrightarrow{M \to \infty} \frac{1}{N} \text{Tr}(T(z)),$$

$$\mathbb{E}m_B(z) \xrightarrow{M \to \infty} \frac{1}{M} \text{Tr}(\tilde{T}(z)),$$  \hspace{1cm} (7)

where $z \in \mathbb{C} \setminus \mathbb{R}^+$. Here, $T(z)$ and $\tilde{T}(z)$ are the deterministic approximation of $\mathbb{E}Q(z)$ and $\mathbb{E}\tilde{Q}(z)$, respectively, which will be introduced later in $[14]$.

However, the above result only suffices to give an approximation of the MI per antenna, i.e. $\frac{1}{M}C_{HHH}(\sigma^2)$. To evaluate $C_{HHH}(\sigma^2)$, it is natural to investigate the convergence for the trace of the resolvent $\mathbb{E} \text{Tr} Q(z)$. It is known that $\frac{1}{M} \text{Tr} T(z)$ is a good approximation of $\frac{1}{N} \text{Tr} Q(z)$ $[2]$, i.e., when the entries $x_{ij}$ are circularly Gaussian, $\mathbb{E} \text{Tr} Q(z) - \frac{1}{M} \text{Tr} T(z) \xrightarrow{M \to \infty} 0$.

However, if the pseudo-variance $E x_{ij}^2$ or the fourth-order cumulants are non-zero, $\mathbb{E} \text{Tr} Q(z) - \frac{1}{M} \text{Tr} T(z) \xrightarrow{M \to \infty} B(z)$, which indicates that there will be a bias between $EC(\sigma^2)$ and its approximation based on $T(z)$. In practical systems, $E x_{ij}^2$ or the fourth-order cumulants are not always zero $[14]$. The bias term $B(z)$ for the centered channel ($A = 0$) has been investigated in $[9] [13] [16]$, but the expression of $B(z)$ for the non-centered case is not available in literature and will be the focus of this paper. This bias is useful in evaluating the bias of the EMI caused by non-Gaussianity. Next, we will investigate the bias for the trace of the resolvent

$$\mathcal{M}(z) = \mathbb{E} \text{Tr} Q(z) - \text{Tr} T(z),$$  \hspace{1cm} (8)

which will then be utilized to evaluate the bias of the EMI for MIMO channels.

III. Preliminary Results

To better explain the main results, we first introduce some useful results in RMT that will be utilized in this paper.
A. Assumptions

**Assumption A.1** The dimensions $N$ and $M$ go to infinity at the same pace, i.e., $M \to \infty$, 
\[ 0 < \lim \inf \frac{N}{M} \leq c < \lim \sup \frac{N}{M} < \infty. \] (9)

**Assumption A.2** The entries of $X$ are i.i.d. and $x_{ij} \ (1 \leq i \leq N, 1 \leq j \leq M)$ satisfies
\[ E|x_{ij}| = 0, \ E|x_{ij}|^2 = 1, \ E|x_{ij}|^4 < \infty. \] (10)

**Assumption A.3** The deterministic non-centered component of the channel, $A$, has finite spectral norm,
\[ \sup_{M \geq 1} ||A|| < \infty. \] (11)

**Assumption A.4** The family of deterministic diagonal matrices $D$ and $\tilde{D}$ have non-negative entries such that
\[ d_{\text{max}} = \sup_{M \geq 1} ||D|| < \infty, \quad d_{\text{max}} = \sup_{M \geq 1} ||D|| < \infty, \]
\[ d_{\text{min}} = \inf_{M \geq 1} \frac{1}{M} \text{Tr} \, D > 0, \quad \tilde{d}_{\text{min}} = \inf_{M \geq 1} \frac{1}{M} \text{Tr} \, \tilde{D} > 0. \] (12)

**A.1** is the asymptotic regime considered for the large-scale system. In this regime, $N$ and $M$ grow to infinity with the same pace so $M \to \infty$ and $N \to \infty$ are equivalent. **A.2** is a general fading constraint on moments instead of distribution, which is well-satisfied by most models like Rician and Hoyt. **A.3** implies that the columns of $A$, i.e., $a_i$’s, are uniformly bounded in $N$ \cite{2} \cite{3} and indicates that the rank of the LoS component $A$ increases with the number of antennas at the same pace. Although the rank-one LoS is assumed in some works \cite{24} \cite{25}, there are scenarios where **A.3** holds, e.g., short range communications \cite{26} and distributed antenna systems \cite{3} \cite{4} \cite{27}. Specifically, in distributed antenna systems, the antennas of the mobile are collocated but those of the base station (BS) are distant from each other such that the LoS components between each distributed antenna and the mobile antenna arrays are different, which results in a full-rank $A$ with high probability \cite{27}. **A.4** implies that the antenna imbalance is finite and the spatial dimensions increase with $N$.

B. Moments Notations

For ease of illustration, we will use the following symbols to represent some important quantities. Let $\vartheta$ denote the pseudo-variance of $x_{ij}$, $\kappa$ represent the fourth-order cumulant, and $\zeta$ be the crossed third-order moment, respectively, with
\[ \vartheta = \mathbb{E}|x_{ij}|^2, \quad \kappa = \mathbb{E}|x_{ij}|^4 - |\vartheta|^2 - 2, \quad \zeta = \mathbb{E}|x_{ij}|^2 |x_{ij}|. \] (13)
As mentioned in Section 4, $\vartheta$ originates from the non-circularity of the channel and it holds true that $0 \leq |\vartheta| \leq 1$.

C. Deterministic Approximation

To approximate $\mathbb{E} \, \text{Tr} \, Q(z)$, we construct the deterministic approximation of the resolvent $Q(z)$ and the co-resolvent $\tilde{Q}(z)$, and denote them by $T(z)$ and $\tilde{T}(z)$, respectively. In fact, the problem was first resolved in \cite{28} and the approximations were constructed by a system of canonical fixed-point equations. This method originated from \cite{28} and has been widely used in the RMT area \cite{2} \cite{3} \cite{7} for various structures of random matrices. For example, the centered case with $H = R^T_1 X R^T_2$ was investigated in \cite{8}, where $R_1$ and $R_2$ are two positive semi-definite matrices and the approximation of the non-centered case with $H = A + R^T_1 X R^T_2$ was given in \cite{8}. Both under the assumption that the entries of $X$ are i.i.d. and Gaussian distributed. In this paper, we will consider the channel model introduced in \cite{3}, where the entries may not be Gaussian. We now introduce the fundamental system of equations to give an approximation for the resolvent $Q(z)$. Given $z \in \mathbb{C} \setminus \mathbb{R}^+$, for $(\delta, \tilde{\delta})$ and matrices $T(z), \tilde{T}(z)$ satisfying the following system of equations,
\[
\begin{cases}
\delta = \frac{1}{M} \text{Tr} \, DT(z) \equiv f(\delta, z), \\
\tilde{\delta} = \frac{1}{M} \text{Tr} \, \tilde{D}T(z) \equiv \tilde{f}(\delta, z), \\
T(z) = -z(I + \delta D) + A(I + \delta D)^{-1} A^H)^{-1}, \\
\tilde{T}(z) = -z(I + \delta D) + A^H(I + \delta D)^{-1} A^{-1},
\end{cases}
\] (14)
there holds
\[
\frac{1}{M} \text{Tr} \, \mathbb{E}(Q(z) - T(z)) \xrightarrow{M \to \infty} 0,
\]
\[
\frac{1}{M} \text{Tr} \, \mathbb{E}(\tilde{Q}(z) - \tilde{T}(z)) \xrightarrow{M \to \infty} 0.
\] (15)

**Remark 1.** (Solution for the fundamental equations) The existence and uniqueness of the solution for $(\delta, \tilde{\delta})$ in (14) have been proved in \cite{2} and can be obtained by Algorithm 1. Then, given $(\delta, \tilde{\delta})$, we can obtain $T(z)$ and $\tilde{T}(z)$.

**Algorithm 1** Fixed-point algorithm for $(\delta, \tilde{\delta})$

**Input:** $z, A, D, \tilde{D}, \delta^{(0)} > 0, \tilde{\delta}^{(0)} > 0$ and set $t = 1$.

1: **repeat**
2: Compute $\delta^{(t)}$ from $\tilde{\delta}^{(t-1)}$ by $\delta^{(t)} = \tilde{f}(\delta^{(t-1)}, z)$. 
3: Compute $\tilde{\delta}^{(t)}$ from $\delta^{(t-1)}$ by $\tilde{\delta}^{(t)} = \tilde{f}(\delta^{(t-1)}, z)$. 
4: $t \leftarrow t + 1$
5: **until** Convergence.

**Output:** $(\delta, \tilde{\delta})$.

**Remark 2.** (Convergence of the resolvent) The approximation in (15) is a special case of Theorem 2.5 in \cite{2} when the variance profile is separable, and $x_{ij}$s are i.i.d. with finite $4+\varepsilon$ moment. This deterministic equivalent was also derived in \cite{8} when the entries are i.i.d. circular complex Gaussian random variables. From Theorem 2 in \cite{8}, the following convergence holds true for any given $U$ and $\tilde{U}$ with bounded norm:
\[
\begin{align*}
\text{Tr} \, U(\mathbb{E}Q(z) - T(z)) & = O(M^{-1}), \\
\text{Tr} \, \tilde{U}(\mathbb{E}\tilde{Q}(z) - \tilde{T}(z)) & = O(M^{-1}).
\end{align*}
\] (16)

We can notice that Gaussianity guarantees faster convergence of the Stieltjes transform, i.e., $O(M^{-2})$, when compared with the bound (17) of Lemma 3 in Appendix A i.e., $O(M^{-1})$. The integration by parts formula (remark 2.2 in \cite{7}) and Poincaré-Nash inequality (Proposition 2.4 in \cite{7}) for Gaussian random
matrices, which are referred to as the Gaussian tools, can be used to prove the O$(M^{-1})$ convergence speed for the trace of the resolvent. This means that the deterministic approximation $T(z)$ is very accurate such that there is no asymptotic bias when the entries are Gaussian. However, if the entries are not Gaussian, it was pointed out in [16] that there is a bias related to $\omega$ and $\kappa$ when $H = R_1^TX$, where $R_1$ is a nonnegative definite Hermitian matrix. Similar structure is also presented in [13] [16] [17]. However, the expression of the bias with the non-centered and non-Gaussian $H$ is not still available in the literature. It was posed as a computationally challenging task in [17], and will be one of the main contributions of this paper. This contribution is meaningful from the perspectives of both RMT and communication theory.

In the following sections, for notational convenience, we will drop the dependencies on $z$ in matrices and use $\omega = z$ for simplicity. As there will be many complex matrix expressions, some frequently used ones are defined and listed in Table I for ease of illustration. Note that with $(\delta, \bar{\delta})$ resolved by Algorithm I we can compute all the quantities in Table I. We now present some important identities of $T$ that will be useful for our derivation. From the Sherman-Morrison-Woodbury formula [29] with respect to the inverse of the perturbed matrix, i.e.,

$$\begin{align*}
(A + XRY)^{-1} &= A^{-1} - A^{-1}X(R^{-1} + YA^{-1}X)^{-1}YA^{-1},
\end{align*}$$

we can derive

$$\begin{align*}
\bar{T} &= z^{-1}\bar{R} + z^{-1}\bar{R}A^HTA\bar{R},
\end{align*}$$

and a subsequent result follows

$$\begin{align*}
TA (I + \delta D)^{-1} &= (I + \bar{\delta} D)^{-1} A\bar{T},
(I + \delta D)^{-1} A^HT = \bar{T}A^H (I + \bar{\delta} D)^{-1}.
\end{align*}$$

Furthermore, according to (19), we have the following identity

$$\begin{align*}
F = \frac{\text{Tr} \bar{T}A^HTD^2\varphi^HA^HT}{M} = \frac{\text{Tr} DTAD^2\varphi^HA^HT}{M}.
\end{align*}$$

Some prior RMT results will be utilized in the proof and we put them in Appendix A.

IV. MAIN RESULT I: BIAS FOR THE TRACE OF THE RESOLVENT

In this section, we focus on the bias for the trace of the resolvent of non-centered random matrices with general random entries (not necessarily Gaussian). Two expressions for the bias are given in Section IV-A and IV-B by Theorem I and Theorem 2 respectively, which are also generalized to compute the bias for the LSS in Proposition I.

A. The expression for the bias

In the following, we first give the main result regarding the bias for the trace of the resolvent and then provide the detailed proof.

**Theorem 1.** (Bias for the trace of the resolvent) If assumptions A.1-A.4 are satisfied, the bias $\mathcal{M}(z) = \text{Tr}(E\varphi - T)$ can be expressed as

$$\begin{align*}
\mathcal{M}(z) &\xrightarrow{M \to \infty} B(z) = B_\theta(z) + B_\kappa(z) \\
&= \mathcal{Y}_\delta(I) + (\bar{\delta} + z\bar{\delta})\mathcal{Y}_\varphi(D) + z^2\mathcal{Y}_\varphi(D) \\
&+ \mathcal{Y}_\delta(I) + (\bar{\delta} + z\bar{\delta})\mathcal{Y}_\varphi(D) + z^2\mathcal{Y}_\varphi(D),
\end{align*}$$

where $\delta' = \frac{dz}{dz}$ and $\bar{\delta}' = \frac{dz}{dz}$. $\mathcal{Y}_\delta(I)$ and $\mathcal{Y}_\varphi(D)$ are obtained by taking $U = I$ and $U = D$ in (22a) respectively. Similarly, $\mathcal{Y}_\delta(I)$, $\mathcal{Y}_\varphi(D)$ are determined by taking $U = I$, $U = D$ in (22a) while $\mathcal{Y}_\delta(D)$, $\mathcal{Y}_\varphi(D)$ are obtained by taking $U = D$ in (22a) and (22b).

$$\begin{align*}
\mathcal{Y}_\delta(U) &= \frac{1}{\Delta_T} \left[ |\varphi F_T(D) + (1-\delta F_T) + \delta F_T(UTD) \times | \right. \\
&\left. (1-\delta F_T) + |\varphi|^2 z\gamma_T F_T(U) + |\varphi|^2 z^2\gamma_T(\gamma T(UTD)) \right],
\end{align*}$$

$$\begin{align*}
\mathcal{Y}_\varphi(U) &= \frac{2\kappa \eta}{M} \text{Tr} D^2 \varphi^2 A^HT \bar{T}A^HT \\
&+ \frac{\kappa^2 \eta}{M} \text{Tr} \bar{T}D^2 \bar{T} \bar{T} \\
\mathcal{Y}_\delta(U) &= \frac{1}{\Delta_T} \left[ |\varphi F_T(D) (DTDU) + (1-\bar{\delta} F_T + \bar{\delta} F_T(UTD) \times | \right. \\
&\left. (1-\bar{\delta} F_T) + |\varphi|^2 z\gamma_T F_T(U) + |\varphi|^2 z^2\gamma_T(\gamma T(UTD)) \right],
\end{align*}$$

$$\begin{align*}
\mathcal{Y}_\varphi(U) &= \frac{2\kappa \eta}{M} \text{Tr} D^2 \varphi^2 A^HT \bar{T}A^HT \\
&+ \frac{\kappa^2 \eta}{M} \text{Tr} \bar{T}D^2 \bar{T} \bar{T} \\
\text{The symbols including } F_T(\cdot), \bar{F}_T(\cdot), \gamma_T(\cdot), \bar{\gamma}_T(\cdot), \bar{\gamma}_T(\cdot), \eta, \bar{\eta} \text{ and } \Delta_T \text{ are given in Table I.}
\end{align*}$$

**Proof:** We will first give the sketch of the proof with four steps:

Step 1) Auxiliary quantities and decomposition. We introduce some auxiliary quantities as follows

$$\begin{align*}
\alpha &= \frac{1}{M} \mathbb{E} \text{Tr} DQ, \\
\bar{\alpha} &= \frac{1}{M} \mathbb{E} \text{Tr} \bar{D}\bar{Q}, \\
C &= \left( \omega (I + \alpha D) + A (I + \alpha D)^{-1} A^H \right)^{-1},
\end{align*}$$

where $\alpha$, $\omega$, $C$ correspond to $\delta$, $\bar{\delta}$, $T$, $\bar{T}$ in (14), respectively. $C$ can be regarded as the intermediate evaluation between $E\varphi$ and $T$. With $C$, we can decompose the bias into two parts

$$\begin{align*}
\mathcal{M}(z) &= \text{Tr}(E\varphi - C) + \text{Tr}(C - T) = \mathcal{K}(z) + \mathcal{W}(z).
\end{align*}$$

Then we will show that $\mathcal{W}(z) = \text{Tr}(C - T)$ can be approximated by a linear combination of $M(\alpha - \bar{\delta})$ and $M(\bar{\alpha} - \bar{\delta})$.

Step 2) Further representations The right hand side (RHS) of (24) could further be represented as a linear combination of $\text{Tr}(E\varphi - C)$, $\text{Tr} D(E\varphi - C)$ and $\text{Tr} D(E\varphi - C)$. Thus, if we can evaluate these three terms, we will be able to solve the whole problem.

Step 3) Evaluation for $\text{Tr} U(E\varphi - C)$. Instead of handling $\text{Tr}(E\varphi - C)$, $\text{Tr} D(E\varphi - C)$ and $\text{Tr} D(E\varphi - C)$ respectively,
we will evaluate a more general form \( \text{Tr} \ U (\mathbb{E} Q - C) \), where \( U \) is a diagonal matrix with bounded norm. The result will be presented in Lemma 2.

Step 4) Determine the approximation of \( M(z) \) by combining the results from the previous steps.

In the following, we will provide the detailed proof.

Step 1: We use the auxiliary intermediate quantities in (23) to decompose the bias. By the matrix identity \( A - B = B : (B^{-1} - A^{-1}) A \), we have

\[
\text{Tr}(\mathbb{E} Q - T) = \text{Tr}(\mathbb{E} Q - C) + \text{Tr}(C - T) = \text{Tr}(\mathbb{E} Q - C) - M(\bar{\alpha} - \bar{\delta}) \frac{\omega}{M} \text{Tr} CDT + M(\alpha - \delta) \frac{1}{M} \text{Tr} C\bar{A}D\bar{R}(I + \alpha \bar{D})^{-1} A^H T
\]

where step (a) follows from (25) of Lemma 2 in Appendix A.

Similarly, we have the following relation

\[
M(\alpha - \delta) = \text{Tr} D (\mathbb{E} Q - C) - \omega M(\bar{\alpha} - \bar{\delta}) \frac{\text{Tr} DTD T}{M}
\]

and

\[
M(\bar{\alpha} - \bar{\delta}) = \text{Tr} \tilde{D} (\mathbb{E} \bar{Q} - \bar{C}) - \omega M(\bar{\alpha} - \bar{\delta}) \frac{\text{Tr} \tilde{D} \tilde{T} D T\tilde{T}}{M}
\]

where \( \epsilon_i, i = 1, 2 \) are of order \( O(M^{-1}) \).

Step 2: In this step, we will represent the bias as a linear combination of \( \text{Tr}(\mathbb{E} Q - C) \), \( \text{Tr} D (\mathbb{E} Q - C) \) and \( \text{Tr} \tilde{D} (\mathbb{E} \bar{Q} - \bar{C}) \). By (26), we can construct the system of equations with respect to \( M(\alpha - \delta) \) and \( M(\bar{\alpha} - \bar{\delta}) \) as

\[
\begin{bmatrix} 1 - F & \omega \gamma \\ \omega \bar{\gamma} & 1 - F \end{bmatrix} \begin{bmatrix} M(\alpha - \delta) \\ M(\bar{\alpha} - \bar{\delta}) \end{bmatrix} = \begin{bmatrix} \text{Tr} D (\mathbb{E} Q - C) \\ \text{Tr} \tilde{D} (\mathbb{E} \bar{Q} - \bar{C}) \end{bmatrix} + \epsilon, \tag{28}
\]

where \( ||\epsilon|| = O(M^{-1}) \) and \( F \) is given in Table I. It can be observed that \( \Delta \) given in Table I is the determinant of the coefficient matrix in (23), and \( \Delta_T \) is the “conjugate” of \( \Delta \). By (18) and (19), we can obtain the coefficient \( F(I) \) in (28) as

\[
F(I) = \frac{1}{M} \text{Tr} \tilde{T} \tilde{A} \tilde{R} \tilde{D} \tilde{A}^H \tilde{T} = \frac{1}{M} \text{Tr} R^2 \tilde{A} \tilde{T} D \tilde{T} \tilde{A}^H
\]

Expression of the bias can be further simplified by the following lemma.

Lemma 1. Denoting \( \bar{\delta}_\omega = \frac{d\bar{\delta}}{d\omega} \) and \( \bar{\delta}_\gamma = \frac{d\bar{\delta}}{d\gamma} \), we have the following system of equations

\[
\begin{bmatrix} 1 - F & \omega \gamma \\ \omega \bar{\gamma} & 1 - F \end{bmatrix} \begin{bmatrix} \bar{\delta}_\omega \\ \bar{\delta}_\gamma \end{bmatrix} = \begin{bmatrix} -\frac{1}{M} \text{Tr} D T^2 - \bar{\delta}_\gamma \\ -\frac{1}{M} \text{Tr} D T^2 - \bar{\delta}_\gamma \end{bmatrix}. \tag{30}
\]

Proof: The proof of Lemma 1 is given in Appendix B.

By Lemma 1 and \( \delta^\prime = -\delta_\omega, \bar{\delta}^\prime = -\bar{\delta}_\omega \), we have

\[
\frac{1}{M} [\omega \gamma \bar{\gamma} + F(I)(1 - F)] = \bar{\delta} + \frac{1}{M} \left[ - (1 - F)(\bar{\gamma} I + \delta^\prime) + \omega \bar{\gamma} (\bar{\delta}^\prime + \gamma I) \right]
\]

and

\[
\frac{1}{M} [\omega \gamma (1 - F) + F(I) \omega \gamma] = -\omega \delta^\prime = z \delta^\prime. \tag{32}
\]

Therefore, according to (28) to (32), we have

\[
\text{Tr}(\mathbb{E} Q - T) = \text{Tr}(\mathbb{E} Q - C)
\]

\[
\frac{F(I)}{\Delta} \left[ (1 - F) \text{Tr} D (\mathbb{E} Q - C) - \omega \gamma \text{Tr} \tilde{D} (\mathbb{E} \bar{Q} - \bar{C}) \right]
\]

\[
\frac{\omega \gamma (1 - F)}{\Delta} \text{Tr} \tilde{D} (\mathbb{E} \bar{Q} - \bar{C}) - \omega \bar{\gamma} \text{Tr} D (\mathbb{E} Q - C)
\]

\[
= Z(I) + (\delta + z \delta^\prime) Z(D) + z \delta^\prime \tilde{Z}(D) + \epsilon_z,
\]

where \( \epsilon_z \) is of the order \( O(M^{-1}) \) and \( Z(U) = \text{Tr} U(\mathbb{E} Q - C) \) and \( \tilde{Z}(U) = \text{Tr} U(\mathbb{E} \bar{Q} - \bar{C}) \) denote the intermediate bias.

Step 3: Next, we need to evaluate \( Z(I), \tilde{Z}(D) \) and \( \tilde{Z}(D) \) by letting \( U = I, U = D \) and \( \tilde{U} = \tilde{D} \), respectively.
Lemma 2. Assume that assumptions A1-A4 hold and let $U$ be a deterministic diagonal matrix with bounded norm. Then for the intermediate bias $Z(U) = \text{Tr} \, U(EQ - C)$, there holds

$$Z(U) \xrightarrow{\text{M} \to \infty} \gamma(U) = \gamma_\vartheta(U) + \gamma_\kappa(U),$$

(34)

where $\gamma_\vartheta(U)$ and $\gamma_\kappa(U)$ are given in (22).

Proof: The proof of Lemma 2 is postponed to Appendix E.

Remark 3. This result is also applicable to the adjoint $\overline{Z(U)} = \text{Tr} \, U(EQ - C)$ by taking $-\cdot$ over each symbol. If we let $A = 0$, the result degenerates to Lemma 7.1 in [9].

Step 4: To derive the final approximation of $M(z)$, we only need to plug the RHS of (35) into (33).

Remark 4. Theorem 1 provides the gap between the expectation of the trace of the resolvent and that of the approximation $T$. We can observe that the bias can be divided into two parts, which are related to $\vartheta$ and $\kappa$, respectively, indicating that the bias will disappear if $\vartheta$ and $\kappa$ are zero. This means that Gaussianity is only a sufficient condition but not a necessary one for the non-zero bias, but in this paper, we will refer to all cases with non-zero $\vartheta$ and $\kappa$ as the non-Gaussian case. Also, it can be noted that the bias $B$ is $O(1)$, which implicates

$$\frac{1}{M} \text{Tr}(EQ - T) = O(M^{-1}).$$

(35)

This bound coincides with the bound in [27] in Lemma 2 and the optimal convergence rate is $O(M^{-1})$. Furthermore, by comparing the two bounds, we can obtain that the constant $K$ in [27] is evaluated to be $|B_\vartheta(z)| + o(1)$. The bound is tighter than that established by the Generalized Lindeberg Principle in [2], which is $O(M^{-\frac{1}{2}})$.

B. Alternative expression for the bias

The bias could also be represented as the derivative of a simpler expression.

Theorem 2. (Alternative expression) If assumptions A1-A4 are satisfied, the bias $B(z)$ can be expressed as

$$M(z) \xrightarrow{\text{M} \to \infty} B(z) = B_\vartheta(z) + B_\kappa(z) = \frac{1}{2} \left(-\log(1 + z^2 \text{Tr} D^2) + \text{Tr} \, D^2 S^2 \right).$$

(36)

Proof: The proof of Theorem 2 is given in Appendix E.

Theorem 1 and Theorem 2 provide more general results than those in [9] and [15]. Specifically, when $A = 0$, the result degenerates to Proposition 2.3 in [9] and when $R = D$ and $I = D$, the result coincides with the last formula in [10] on page 1867. There are two extreme cases in terms of the bias. When $x_{ij}$s are complex i.i.d. Gaussian, we have $\vartheta = \kappa = 0$ and $B(z) = 0$. When $x_{ij}$s are real, we have $\vartheta = 1$. The general case we consider here is the intermediate case with $0 < |\vartheta| < 1$.

Theorem 1 and Theorem 2 can be extended to compute the LSS of $HH^H$ by Cauchy’s integral formula [10]. The non-Gaussianity will not only cause the bias for the mean but also the variance. The bias for the variance of the LSS has been discussed in [17] for non-centered random matrices. Therefore, we only focus on the bias for the mean, which is given in the following proposition.

Proposition 1. (Bias for the LSS) If the function $f$ is analytic in the region which contains $[0, u_+]$, we have the following approximation for the expectation of the LSS of $HH^H$ with $H$ defined in [3].

$$\text{E} \text{Tr} f(HH^H) \xrightarrow{M \to \infty} \frac{-1}{2\pi i} \int_C f(z) \text{Tr} T(z) dz + \frac{-1}{2\pi i} \int_C f(z) \text{B}(z) dz = \mathcal{V}_f + B_f,$$

(37)

where the contour $C$ in the analytic region is in the positive direction and contains the interval $[0, u_+]$ with $u_+ = 2\|A\|^2 + 2d_{\max}^2 \pi (1 + \sqrt{\gamma})^2$.

Proof: The proof of Proposition 1 is postponed to Appendix E.

Here $u_+$ is not a tight bound for the largest eigenvalue of $HH^H$, which was discussed in [30] with a more complex form, but it suffices to guarantee the correctness of the result in (37). It is easy to observe that our model covers the information-plus-noise model, i.e., $H = A + \sigma X$ when $D = \sigma I$, $D = \sigma I$. Therefore, our results can answer the question posed as an interesting and computationally challenging problem in Section 2.4 of [17]. [17] provided discussion on the case with Gaussian entries where the bias vanishes and focused on the computation of the variance of CLT. Proposition 1 provides a method to compute the mean for the CLT.

Remark 5. (LoS component) The $\mathcal{V}_f$ term in (38) for Gaussian matrices is only related to the spectral of the LoS component $A$ while the bias $B_f$ not only depends on the spectral of $A$ but also the singular value decomposition (SVD) of $A$ or the eigenvectors of $AA^H$ and $A^HA$. Specifically, when $D = I$ and $D = I$, if we perform SVD for $A = U A V$ when $U$ and $V$ are unitary matrices, we have $AA^H = UAA^H U^H$ and $A^HA = VAA^H V^H$. Then $\delta$ and $\tilde{\delta}$ become

$$\delta = \frac{1}{M} \text{Tr} T_A(z),$$

(38)

$$\tilde{\delta} = \frac{1}{M} \text{Tr} T_z(z),$$

$$T_A(z) = \left(-z(1 + \sigma^2)I + \frac{1}{1 + \sigma^2} AA^H \right)^{-1}.$$
By far, we have obtained the asymptotic expression for the bias of the trace of the resolvent and that for the LSS. Next, we will apply the above results to MIMO channels and determine the bias of the EMI.

V. MAIN RESULT II: BIAS FOR THE ERGODIC MUTUAL INFORMATION

Based on the result in Section IV, we will analyze the bias of the EMI and make the CLT in [9] complete with a more accurate mean. The derived results will be compared with those of existing works. Furthermore, an approximation of the outage probability is given by using the modified CLT.

A. Bias for the EMI

As a direct application of the result in Section IV, we can obtain the bias of the EMI for the non-centered and non-Gaussian MIMO channels defined in [9]. Note that in [9], the bias for the centered case is given but the result for the non-centered case is not available. The following CLT provides the asymptotic distribution of the MI.

**Proposition 2.** (Complement for the CLT of the MI in [9]) Let $z = -\sigma^2$ and we have $\Delta_T = [1 - \vartheta F_T, -|\vartheta|^2 \sigma^2 \gamma_T \gamma_T^*].$ The CLT for the MI, $C = C(\sigma^2)$, can be given by

$$C - V \xrightarrow{D} N(B_C, \Theta),$$

where

$$B_C = \frac{1}{2} \log(\Delta_T) - \frac{\kappa \sigma^4}{2M^2} TrD^2S^2 Tr \tilde{D}^2 \tilde{S}^2$$

$$= B_C^\gamma + B_C^\theta,$$

$$V = -\log \det(\sigma^2 T) + \log \det(I + \delta \tilde{D}) - M \sigma^2 \delta \tilde{\delta},$$

$$\Theta = -\log(\Delta) + (\log(\Delta_T) + \frac{\kappa \sigma^4}{M^2} TrD^2S^2 Tr \tilde{D}^2 \tilde{S}^2)$$

$$= \Theta_G + \Theta_B.$$

($\delta, \tilde{\delta}$, $T$, $\tilde{T}$) are determined by Algorithm 1 from the system of equations in (14) when $z = -\sigma^2$. S, $\bar{S}$, $F_T$, $\gamma_T$ and $\bar{\gamma}_T$ are given in Table 4. Here $V$ and $\Theta$ are the approximations for the mean and variance of the MI for Gaussian channels. $B_C$ is the bias for the mean induced by non-Gaussianity, which consists of $B_C^\gamma$ and $B_C^\theta$, caused by the non-circularity and severe fading of MIMO channels, respectively. Similar phenomenon happens in the expression of the variance. Importantly, it holds true that $-0.5 \times \Theta_B = B_C.$

**Proof:** $V$, which corresponds to $V_T$ in Proposition 1 has been resolved in [2]. The proof of the asymptotic Gaussianity and the expression of variance $\Theta$ were given in [9]. Here we only focus on $B_C$, which corresponds to $B_T$ in [3]. By (3), we have

$$B_C = \int_{-\infty}^{\sigma^2} Tr(T - zI)^{-1} - E Tr(B - zI)^{-1} dz$$

$$= \int_{-\infty}^{\sigma^2} -B(z)dz$$

$$= \frac{1}{2} \log(\Delta_T) + \frac{\kappa \sigma^2}{M^2} TrD^2S^2 Tr \tilde{D}^2 \tilde{S}^2]]_{z = -\sigma^2}$$

$$= -0.5 \times \Theta_B,$$

where step a follows from (35) in Theorem 2. Alternatively, we can also take $f(x) = \log(1 + x^2/\sigma^2)$ in Proposition 1 to obtain the bias for the EMI, which requires the computation of contour integral. We ignore the detailed computation here.

It can be observed that although Theorem 2 is in a derivative form, it is more convenient for the type of computation involved in Proposition 2. Also, note that the variance consists of two parts, which are the variance when $x_i \gamma_i$ are i.i.d. circularly Gaussian RVs, i.e., $\Theta_G$ corresponds to the results in [6] when $A = 0$ and the bias caused by the non-Gaussianity, i.e., $\Theta_B$, which has been resolved in [9]. More generally, the bias for the variance with respect to the LSS of large random information-plus-noise matrices was investigated in [17]. By Proposition 2, an explicit expression of the bias for the mean is provided. When $x_i \gamma_i$ are i.i.d. complex Gaussian, $\vartheta = \kappa = 0$ and $EC - V = o(1)$ which corresponds to the result developed in [8] by utilizing Gaussian tools where the variance $\Theta = \Theta_G$. With the biases for the mean and variance, we can obtain a new CLT with modified mean and variance, whose better approximation performance will be discussed in Section VII. According to Proposition 2 we can compute the bias $B_C$ by the following three steps:

1. Step 1 Compute $(\delta, \tilde{\delta})$ according to Algorithm 1 with the channel parameters $z = -\sigma^2$, D, $\tilde{D}$ and A.

2. Step 2 Get $T$ and $\tilde{T}$ by inserting $(\delta, \tilde{\delta})$ into (14) and then obtain the related quantities $F_T$, $\gamma_T$, $\bar{\gamma}_T$ as defined in Table 4.

3. Step 3 Obtain $B_C$ by (41).

**Remark 6.** The correlated non-Gaussian channel was also analyzed by the Generalized Lindeberg Principle in [3] and [4]. Specifically, the convergence of the case with Gaussian entries was first analyzed. Then, the interpolation technique was used to show that the gap between the Stieltjes Transform for the Gaussian and non-Gaussian cases is $O(M^{-\frac{1}{2}})$. It follows from Proposition 2 that the upper bound of the gap could be optimized to be $O(M^{-1})$ when the channels are uncorrelated.

B. Comparison with existing works on non-Gaussian channels

To illustrate the generality and correctness of our results, we will compare them with the existing results regarding the bias for the EMI.

1) Centered case ($A = 0$ [9]): When $A = 0$, we have $\gamma_T = \gamma, \bar{\gamma}_T = \bar{\gamma}$, $\Delta_T = 1 - |\vartheta|^2 \sigma^2 \gamma \bar{\gamma}$ and $\frac{1}{\sigma^2} TrD^2S^2 Tr \tilde{D}^2 \tilde{S}^2 = \gamma \bar{\gamma}$. The bias becomes

$$EC - V \xrightarrow{M \rightarrow \infty} \frac{1}{2} \left[ \log(1 - |\vartheta|^2 \sigma^2 \gamma \bar{\gamma}) - \kappa \sigma^2 \gamma \bar{\gamma} \right],$$

which is consistent with the result for the centered case in [9].

2) Centered i.i.d. case ($A = 0, D = I, \tilde{D} = I$ (13)). In this case, the CLT will degenerate to the case in (13), where the constraint on the finite 16-th order moments will not be needed. Furthermore, it can be shown that the $(-0.5)$ relation between the bias for the mean and that for the variance holds true for this simple case.
3) Non-centered circular case ($\vartheta = 0$, $A \neq 0$, and $D = I$). In this case, the $B_\vartheta$ term will vanish. By Proposition 2, the closed form bias can be acquired immediately, where the integral form $\mathbb{E} C = V \lim_{M \to \infty} \int_0^{\infty} B_\alpha(-\omega) d\omega$ was utilized in [12].

C. Outage probability approximation

By now, we have modified the CLT for the non-centered model with non-Gaussian and non-circular applications. As an important application, our results can be utilized to approximate the outage probability of large MIMO systems. From the definition of outage probability, we have

$$P_{\text{out}}(R) = \mathbb{P}(C \leq R) \approx 1 - Q\left(\frac{R - \overline{C}}{\sqrt{\Theta}}\right),$$

where $R$ is the threshold for the transmission rate and $\overline{C} = V + B_C$ is the modified mean by the bias derived in this paper. The performance of this modified approximation will be presented in Section VI.

VI. NUMERICAL RESULTS

In this section, we will compare the theoretical results with the empirical ones to show the accuracy of the derived results.

A. Simulation setting

In the simulation, we consider the down-link distributed antenna systems where the antennas of the BS are far from each other but those of the mobile are collocated as a uniform linear array (ULA). As a result, the steering vectors of the ULA towards different transmit antennas are uncorrelated and the LoS component is full-rank. In particular, the steering vector from the mobile ULA towards the $i$-th transmit antenna is given by

$$[1, e^{jkd\sin(\phi_1)}, \ldots, e^{j(N-1)kd\sin(\phi_1)}]^T,$$

where $k = \frac{2\pi}{\lambda}$, with $L$ denoting the wavelength and $d$ is the inter-element spacing, which is set to be equal to $L$. $\phi_i$ is the angle of arrival (AoA) of the $i$-th transmit antenna. Denoting $\alpha_i = 2\pi \sin(\phi_i)$, the LoS component can be written as

$$A = [a(\alpha_1), a(\alpha_2), \ldots, a(\alpha_M)],$$

where $\alpha_m = [1, e^{j\alpha_m}, e^{j(N-1)\alpha_m}]^T$. Without loss of generality, $\alpha_m$’s are set to be $\alpha_m = \frac{2\pi m}{N}$, $m = 0, 1, \ldots, M - 1$. This model was also used in the analysis of non-centered channels [8] [12] [15].

To simulate both the non-Gaussianity and non-circularity of the non-LoS component, we consider the following channel model. Let $x_{n,m} = X = Z_r + jZ_i = r\sigma_r \cos(\phi) + jr\sigma_r \sin(\phi)$, $1 \leq n \leq N$, $1 \leq m \leq M$, where $\sigma_r^2$ and $\sigma_i^2$ are two deterministic parameters to control the non-circularity of the channel, similar as the ones for Hoyt distribution [31]. $r \geq 0$ and $\phi$ are two independent real random variables, where $\phi$ is uniformly distributed in $[0, 2\pi]$. When $r$ follows the Rayleigh distribution, $|Z|$ will follow the Hoyt distribution [32]. In fact, the generation process of the model can be regarded as a two-step way: a non-Gaussian circular model is generated by $Y = r \cos(\phi) + j r \sin(\phi)$ first and then weights are added to the real and imaginary parts of $Y$ to generate the non-circularity. In this case, the pseudo-variance $\vartheta$ and the fourth cumulant $\kappa$ are related to $\sigma_r$ and $\sigma_i$ with

$$\vartheta = \mathbb{E} X^2 = \mathbb{E} Z_r^2 - \mathbb{E} Z_i^2 + 2 \mathbb{E} (Z_r Z_i) = \frac{\sigma_r^2 - \sigma_i^2}{2} + \mathbb{E} r^2,$$

$$\kappa = \langle |X|^4 - |\vartheta|^2 \rangle = \mathbb{E} Z_r^4 + \mathbb{E} Z_i^4 + 4 \mathbb{E} Z_r^2 \mathbb{E} Z_i^2 = \left(\frac{3}{8}\sigma_r^4 + \frac{3}{8}\sigma_i^4 + \frac{2}{8}\sigma_r^2\sigma_i^2\right) \mathbb{E} r^4 - |\vartheta|^2 - 2$$

$$\equiv P(\mathbb{E} r^4, \vartheta).$$

Meanwhile, there holds

$$\mathbb{E} X = 0,$$

$$\mathbb{E} |X| = \mathbb{E} r \sqrt{\sigma_r^2 - 2\vartheta \sin^2(\phi)} = f(\vartheta) \mathbb{E}_r,$$

and

$$\mathbb{E} |X|^2 = \frac{\sigma_r^2 + \sigma_i^2}{2} \mathbb{E} r^2 = 1,$$

where $f(\vartheta) = \frac{2\pi}{\sqrt{\vartheta}} \mathcal{E} \left(\sqrt{\frac{\vartheta}{\pi}}\right)$ and $\mathcal{E}(k) = \int_0^\pi \sqrt{1 - k^2 \sin^2(x)} dx$ is the complete elliptic integral of the second kind.

In order to guarantee $\mathbb{E} |X|^2 = 1$, we set $\mathbb{E} r^2 = 1$ and $\sigma_r^2 + \sigma_i^2 = 2$. The coefficient of variation (CV) is defined as

$$CV = \sqrt{\frac{\mathbb{E} \text{Var}(|X|)}{(\mathbb{E} |X|)^2}} = \sqrt{\frac{1}{(\mathbb{E} |X|)^2} - 1},$$

which represents the severity of the fading. Since $\mathbb{E}(\sqrt{\vartheta}) \leq \sqrt{\mathbb{E}(\vartheta)}$, we have

$$f(\vartheta) \leq \sqrt{\frac{\sigma_r^2 - \sigma_i^2}{2}} = \sqrt{\frac{\sigma_r^2 + \sigma_i^2}{2}} = 1.$$ (54)

Thus, we can conclude that the non-circularity will increase the CV because $f(\vartheta) \leq 1$ in (51) although $\mathbb{E} |X|^2$ is a constant taking value 1.

We consider three widely used models for $r$, whose parameters are given in Table I. The non-centered channel can be given by

$$H = \frac{1}{\sqrt{M}} \left(\frac{K}{K + 1} A + \frac{1}{K + 1} D^\frac{1}{2} XD^{-\frac{1}{2}}\right),$$

where $\frac{1}{\sqrt{M}}$ aims to make the spectral norm of the LoS matrix bounded and $K$ is the Rician factor.

B. The bias used in the CLT

We first validate the accuracy of the modified mean and variance by utilizing them to approximate the distribution of the MI with CLT. Here, we set $\vartheta = 0.6$ ($\sigma_r^2 = 1.6$, $\sigma_i^2 = 0.4$), $\sigma_r^2 = 0.2$, and $c = \frac{M}{N} = 0.5$. $r$ follows the Weibull distribution with parameter $k = 1$ and the number of realizations is 50000. In Fig. IVa to Fig. IVb, we compare the empirical PDFs (normalized histogram) of the normalized MI $\langle C - \overline{C} \rangle / \sqrt{\Theta}$ (plotted in blue) with the standard Gaussian distribution (plotted in red). It can be observed that with the modified mean and variance, the CLT provides an asymptotically accurate approximation for the fluctuation of the MI, which validates the accuracy of the bias.
TABLE II

**Properties Of Non-circular Non-gaussian Channels**

| Distribution of \( r \) | Weibull | Log-normal | Nakagami-m |
|--------------------------|---------|------------|------------|
| p.d.f \( (r \geq 0) \) | \( f_{\lambda,k}(r) = \frac{k}{\lambda} \left( \frac{r}{\lambda} \right)^{k-1} e^{-\left( \frac{r}{\lambda} \right)^k} \) | \( f_{\mu,\sigma}(r) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(r-\mu)^2}{2\sigma^2}} \) | \( f_{m,\omega}(r) = \frac{2m^m}{\Gamma(m+\frac{1}{2})\Omega^m} r^{2m-1} e^{-\frac{m}{\Omega} r^2} \) |
| Parameter setting | \( \lambda = \sqrt{\frac{1}{1+\frac{2}{k}}} \) | \( \mu = -\sigma^2 \) | \( \Omega = 1 \) |
| Fourth-order cumulant | \( CV = \sqrt{\frac{\Gamma(1+2k)}{\Gamma(1+k)^2}} - 1 \) | \( CV = \frac{e^{2\sigma^2}}{\Gamma(1+k)} - 1 \) | \( CV = \frac{m\Gamma(m)^2}{\Gamma(m+\frac{1}{2})^2} - 1 \) |

C. Biases for the mean and variance

Fig. 2 shows the derived bias for the mean and the empirical biases for both the mean and variance, where the settings are the same as those in Fig. 1. It can be observed that the biases do not converge to zero but approach a constant when \( N = cM \) grows larger. The result also validates the relation that the bias of the mean is \(-0.5\) times of that for the variance, which is proved in Proposition 2.

D. Impact of the biases

In Fig. 3 we compare the empirical CDF and CLT of the MI for four different cases, i.e., CLT for Gaussian channels, CLT for non-Gaussian channels with the mean modified by its bias, CLT for non-Gaussian channels with the variance modified by its bias, and the one in Proposition 2, where both the mean and variance are modified. The simulation is performed with the settings \( N = 32, c = 0.5, \sigma^2 = 0.2, \vartheta = 0.6 \) and the number of realizations is \( 10^5 \). It can be observed that the bias of the mean corresponds to a shift of the distribution and, when both the biases for the mean and variance are fixed,
the theoretical result matches the empirical one very well. To further illustrate the accuracy of the derived result and its application in practical communication systems, we show in Fig. 4 the outage probabilities with different SNR (signal-to-noise ratio) values. It can be observed that the modified CLT provides accurate estimation of the outage probability.

E. Impact of CV

Finally, we show the approximation accuracy with different fading channels. Here we consider three types of distributions, including Lognormal, Nakagami-\(m\), and Weibull as shown in Table [I]. We set \(\sigma^2 = 0.2\) and the number realizations is 50000. In Fig. 5 we plot both the empirical and theoretical variances with respect to CV, ranging from 0.5 to 1. Note that a larger CV corresponds to a larger variance, i.e., more severe fading. It can be observed that the estimation is less accurate for more severe fading channels.

VII. CONCLUSION

In this paper, we investigated the bias of the EMI for MIMO channels, caused by non-Gaussianity and non-circularity. For that purpose, we first derived an explicit expression for the bias of the resolvent and generalized it for the LSS of non-centered random matrices, which resolves the computationally-challenging problem mentioned in [17]. With the new result, we also derived a tighter approximation for the mean of the LSS. By applying the above results to MIMO channels, we calculated the bias of the EMI for non-centered and non-Gaussian MIMO channels, which includes the previous results for Gaussian and centered channels as special cases. Furthermore, we showed that the bias for the mean is \(-0.5\) times of that for the variance. The derived biases for the mean and variance were utilized to provide a modified CLT and calculate the outage probability. Numerical results validated the accuracy of the derived biases and their effectiveness in evaluating the MI and outage probability of MIMO systems. Our results represent one step forward in evaluating the LSS of non-centered random matrices (RMT perspective) and the MI of MIMO channels (communication perspective). The analysis for the general correlated and low-rank MIMO channels requires further investigation.

APPENDIX A

SOME USEFUL RESULTS

Here we introduce some important results that will be utilized in the proof of Lemma 2 in Appendix C. The following two lemmas, i.e., Lemma 3 and Lemma 4, will be used to evaluate the approximation error between \(T(z)\) and \(Q(z)\).

**Lemma 3.** (Error bounds for trace and bilinear form of \(Q\)) Let \(\mathbf{u} \in \mathbb{C}^N\) and \(\mathbf{v} \in \mathbb{C}^N\) be two deterministic vectors with bounded Euclidean norm

\[
\|\mathbf{u}\|_2 < \infty, \quad \|\mathbf{v}\|_2 < \infty,
\]

and \(\mathbf{U} \in \mathbb{C}^{N \times N}\) be a deterministic matrix with bounded spectral norm. If assumptions A.1-A.4 hold, then given \(\|\mathbf{U}\| < \infty\),
there exist constants \( K, K', K_p \) and \( K_p' \) such that the following bounds hold:

(i) bound for trace:

\[
\frac{1}{M} \left| \text{Tr} \left( \mathbb{E}Q(z) - T(z) \right) \right| \leq \frac{K}{M},
\]

(ii) bound for variance:

\[
\text{Var} \left( \text{Tr} \left( \mathbb{E}Q(z) \right) \right) \leq K',
\]

(iii) bound for the bias of the bilinear form: for \( p \in [1, 2] \),

\[
\mathbb{E} \left| u^H (Q(z) - T(z)) v \right|^p \leq \frac{K_p}{M^p},
\]

\[
\mathbb{E} \left| u^H (Q(z) - \mathbb{E}Q(z)) v \right|^p \leq \frac{K_p'}{M^p}.
\]

The following lemma gives an estimate for a rank-one perturbation of the resolvent. Specially, if we take \( u = v = e_i \), where \( e_i \) denotes the column vector whose \( i \)-th entry is 1 and others are zero, (iii) will become the bound for diagonal elements

\[
\mathbb{E} |q_{ii}(z) - t_{ii}(z)|^{2p} \leq \frac{K_p}{M^p},
\]

\[
\mathbb{E} |q_{ii}(z) - \mathbb{E}q_{ii}(z)|^{2p} \leq \frac{K_p'}{M^p}.
\]

**Lemma 4.** (Bound for rank one perturbations, Lemma 2.6 in [33]) For any matrix \( A \) and \( z \in \mathbb{C} \setminus \mathbb{R} \), the resolvent \( Q(z) \) and the perturbed resolvent \( Q_j(z) = (zI + HH^H - h_jh_j^H)^{-1} \) satisfy

\[
| \text{Tr} A (Q_j(z) - Q(z)) | \leq \frac{||A||}{\text{dist}(z, \mathbb{R}^+)}. \tag{64}
\]

We need the following lemma to handle the variance and covariance of errors.

**Lemma 5.** (Expansion of covariance of two quadratic forms, Eq. (3.20) in [9]) Let \( z = a + \frac{1}{\sqrt{N}} D^T x \), where \( x = (X_1, X_2, ..., X_N)^T \), is a random vector with i.i.d. entries, \( D \) is a diagonal non-negative matrix and \( a \in \mathbb{C}^N \) is a deterministic vector. Assuming that \( \Gamma \) and \( \Lambda \) are two \( N \times N \) deterministic matrices, the covariance of the quadratic forms \( z^H \Gamma z \) and \( z^H \Lambda z \) is given by

\[
\mathbb{E} (z^H \Gamma z - \mathbb{E}z^H \Gamma z)(z^H \Lambda z - \mathbb{E}z^H \Lambda z) = \frac{1}{N^2} \text{Tr} \Gamma D \Lambda D^T + \frac{1}{N^2} a^H \Gamma D \Lambda a + \frac{1}{N^2} a^H \Lambda D \Gamma a + \frac{1}{N^2} \text{Tr} \Gamma D \Lambda D^T \Pi + \frac{1}{N^2} \text{Tr} \Lambda D \Gamma D^T \Pi + \frac{1}{N^2} \text{Tr} \Gamma D \Lambda D^T \text{diag}(\Gamma) + \frac{1}{N^2} \text{Tr} \Lambda D \Gamma D^T \text{diag}(\Lambda) + \frac{1}{N^2} \text{Tr} D^2 \text{diag}(\Lambda) \text{diag}(\Gamma), \tag{65}
\]

where \( \vartheta, \kappa \) and \( \zeta \) are given in [12].

It can be observed from (65) that the \( \vartheta \) and \( \kappa \) related terms will not vanish if \( \vartheta \) and \( \kappa \) are non-zero. (65) will be used to evaluate small quantities.

The following two lemmas give the evaluation of \( \alpha_T(U), \beta_T(U), \beta_T^* \) and \( \gamma_T^* \), which are defined in Table III and will be used in the proof of Lemma 2.

**Lemma 6.** The approximation of \( \beta_T \) and \( \beta_T^* \) is determined by solving the following system of equations:

\[
\begin{bmatrix}
-\vartheta F_T & -\vartheta G_T - |\vartheta| \vartheta F_T L \\
-\vartheta F_T & -\vartheta G_T - |\vartheta| \vartheta G_T L
\end{bmatrix}
\begin{bmatrix}
\beta_T(U) \\
\beta_T^*(U)
\end{bmatrix}
= \begin{bmatrix}
F_T(U) \\
F_T^*(U)
\end{bmatrix} + \varepsilon, \tag{66}
\]

where \( ||\varepsilon|| = O(M^{-\frac{1}{2}}) \) and other symbols are given in Table III.

**Lemma 7.** Let \( U \in \mathbb{C}^{N \times N} \) be a deterministic matrix with bounded spectral norm. Then the approximation of \( \alpha_T(U) \) and \( \beta_T(U) \) is determined by solving the following system of equations:

\[
\begin{bmatrix}
-\vartheta F_T & -\vartheta G_T - |\vartheta| \vartheta F_T L \\
-\vartheta F_T & -\vartheta G_T - |\vartheta| \vartheta G_T L
\end{bmatrix}
\begin{bmatrix}
\alpha_T(U) \\
\beta_T(U)
\end{bmatrix}
= \begin{bmatrix}
F_T(U) \\
F_T^*(U)
\end{bmatrix} + \varepsilon', \tag{67}
\]

where \( ||\varepsilon'|| = O(M^{-\frac{1}{2}}) \) and other symbols are given in Table III.

The proofs of Lemma 6 and Lemma 7 are omitted here as they are similar to those in [9], [22]. Given \( G_T + L = \omega^2 \gamma_T \), we can show that the determinant of the coefficient matrix is \( \Delta_T \). Given the range of \( z = -\omega \) can be generalized to \( z \in \mathbb{C} \setminus \mathbb{R}^+ \) and \( \Delta_T \) will not vanish under the assumptions A.3 and A.4, the evaluations for \( \alpha_T, \beta_T^* \) exist.

**APPENDIX B**

**PROOF OF LEMMA 1**

Proof: Taking the derivative of \( \omega \) over the identity \( \delta = \frac{1}{M} \text{Tr} DT \), we have

\[
\delta_\omega = -\frac{1}{M} (\text{Tr} DT^2 + \frac{\delta}{M} \text{Tr} DT DT + \omega \delta_\omega \text{Tr} DT DT - \delta_\omega \text{Tr} DT D \tilde{A} R^2 \tilde{D}^H T) \tag{68}
\]

By applying the same operations to \( \tilde{\delta} = \frac{1}{M} \text{Tr} \tilde{D} \tilde{T} \), we can obtain the other equation in (30). \[ \square \]

**APPENDIX C**

**PROOF OF LEMMA 2**

We will first introduce some quantities, that will be widely used in the proof.

1. Perturbed resolvent: The resolvent \( Q(z) \) perturbed by the rank-one matrix \( h_jh_j^H \) is given by

\[
Q_j(z) = (zI + HH^H - h_jh_j^H)^{-1}, \tag{69}
\]

where \( h_j \) is the \( j \)-th column of \( H \). In fact, \( Q_j(z) \) is equal to \( Q(z) \) perturbed by the rank-one matrix \( h_jh_j^H \). The approximation for \( \mathbb{E}Q_j(z) \), i.e. \( T_j(z) \), is given by

\[
T_j(z) = \left(-z I + \tilde{D}^2 + A_j \left(I + \delta \tilde{D}_j \right)^{-1} A_j^H \right)^{-1}, \tag{70}
\]

where we can get \( A_j \) from \( A \) by removing the \( j \)-th column. The same holds for \( \tilde{D}_j \).
2. **Diagonal element of the co-resolvent**: The $j$-th element on the diagonal of $Q$, $\bar{q}_{jj}(z)$, can be given by

$$\bar{q}_{jj}(z) = -\frac{1}{z(1 + h_j^T Q_j h_j)}.$$  

(71)

By (70), the approximation for $\bar{q}_{jj}(z)$ can be given by

$$\bar{t}_{jj}(z) = -\frac{1}{z(1 + a_j^H T_j a_j + d_j^j \delta)},$$

and given a vector $b$, there holds (Eq. 3.11 in [9])

$$-z \bar{t}_{jj}(z) a_j^H T_j(z)b = \frac{a_j^H T(z)b}{1 + d_j^j \delta}.$$  

(72)

(73)

3. **Intermediate approximation of the diagonal element and its error**: The intermediate approximation $\bar{b}_j(z)$ for $\bar{q}_{jj}(z)$ can be given by

$$\bar{b}_j(z) = -\frac{1}{z(1 + a_j^H Q_j(z)a_j + \frac{1}{M^2} \text{Tr} DQ_j(z))}.$$  

(74)

The error $e_j(z)$ is

$$e_j(z) = h_j^H Q_j(z) h_j - a_j^H Q_j a_j - \frac{d_j}{M} \text{Tr} DQ_j(z),$$

(75)

which is obtained by taking expectation over $h_j$ in the denominator of (71) and is bounded by

$$E ||e_j(z)||^p = O(M^{-\frac{2}{3p}}),$$

(76)

for $p \geq 2$. Furthermore, we have the following relation

$$\bar{q}_{jj}(z) = \bar{b}_j(z) + z \bar{q}_{jj}(z) \bar{b}_j(z) e_j(z)$$

$$= \bar{b}_j(z) + z \bar{b}_j(z) e_j(z) + z^2 \bar{q}_{jj}(z) \bar{b}_j(z) e_j(z).$$

(77)

This identity is essential in the derivation of the bias, in which we will use the intermediate quantities $\bar{b}_j(z)$ and the error $e_j(z)$ to replace $\bar{q}_{jj}(z)$, and the terms with high order of $e_j(z)$ will vanish when $M$ becomes large.

**A. Sketch of proof**

From Lemma 5 we know that the bias should be related to $\vartheta$ and $\kappa$. The basic idea of the proof is to expand $\bar{q}_{jj}$ by (77) and use [65] to handle the expectation over small quantities. The proof can be summarized as:

**Step 1. The expectation-form expression related to $\vartheta$ and $\kappa$**: We show that the terms unrelated to $\vartheta$ and $\kappa$ can be ignored asymptotically, i.e. $Z(\vartheta, \kappa) \sim \vartheta Z(\vartheta) + \kappa Z(\kappa)$.

**Step 2. The deterministic expression**: Then we compute the asymptotical expression of $Z(\vartheta)$ and $Z(\kappa)$, which can be represented by the deterministic quantities in Table I.

**B. Details of proof**

**Proof**

1) The expectation-form related to $\theta$ and $\kappa$: First, by the matrix identity $A - B = B(B^{-1} - A^{-1})A$, we have

$$Z(U) = E \text{Tr} (C - EQ) = E \text{Tr} UCDQ - \text{Tr} UCA \left( I + aD \right)^{-1} A^H Q = X_1 + X_2 + X_3.$$  

We will first handle the term $X_1$, which can be decomposed as

$$X_1 = E \sum_{i=1}^{M} \omega_i^H h_i^H Q_i \text{UCh}_i = E \sum_{i=1}^{M} \omega_i \bar{q}_{ii} \bar{h}_i^H Q_i \text{UCh}_i$$

(78)

$$\equiv E \sum_{i=1}^{M} \omega_i \bar{b}_i \bar{h}_i^H Q_i \text{UCh}_i - E \sum_{i=1}^{M} \omega_i^2 \bar{q}_{ii} \bar{h}_i^H Q_i \text{UCh}_i + E \sum_{i=1}^{M} \omega_i^3 \bar{q}_{ii} \bar{b}_i \bar{h}_i^H Q_i \text{UCh}_i$$

(79)

$$+ E \sum_{i=1}^{M} \omega_i^2 \bar{q}_{ii} \bar{b}_i \bar{h}_i^H Q_i \text{UCh}_i = X_{1,1} + X_{1,2} + X_{1,3},$$

where step a follows from the following equality [10]

$$h_j^H Q(z) = \frac{h_j^H Q_j(z)}{1 + h_j^H Q_j(z) h_j} = -z \bar{q}_{jj} \bar{h}_j^H Q_j(z),$$

(80)

and step b follows from (77). In the following, we will first handle $X_{1,2}$ and $X_{1,3}$, and leave the evaluation of $X_{1,1}$ together with $X_{2}$ and $X_{3}$.

Since $E(X - EX)Y = E(X - EX)(Y - EY)$, we can use Lemma 5 to expand the term $X_{1,2}$ as shown in (81) at the top of the next page, where

$$|\varepsilon_{1,2}| = |E M^{-\frac{2}{3}} \sum_{i=1}^{M} \xi_i^H \text{Q}_i \text{UCD}^2 \text{vdiag}(\text{Q}_i) a_i$$

$$\left. + \frac{\xi_i^H (Q_i U)^T D^2 \text{vdiag}(Q_i) a_i + \xi_i^H D^2 \text{vdiag}(Q_i) a_i + \xi_i^H D^2 \text{vdiag}(Q_i) a_i | (O(M^{-\frac{2}{3}})). \right.$$  

(82)

Note (82) can be verified by a similar approach as that in [9]. Then we turn to the term $X_{1,3}$ and obtain

$$X_{1,3} = E \sum_{i=1}^{M} \omega_i^2 b_i^2 e_i^H (a_i^H Q_i U C a_i + d_i \text{Tr} D Q_i U C)$$

(83)

$$+ \varepsilon_{1,3,1} + \varepsilon_{1,3,2} = X_{1,3,1} + X_{1,3,2} + \varepsilon_{1,3,1} + \varepsilon_{1,3,2};$$

(84)
where by (76), we have

\[ X_{1,2} = -E \sum_{j=1}^{M} \frac{\omega^2 \tilde{d}_j^2}{M} \mathcal{E}(h_j^H Q_j U \text{Ch}_j - \tilde{d}_j) \text{ Tr } DQ_j U \text{C} \text{a}_j = \mathbb{E} \frac{\omega^2 (\tilde{d}_j - \bar{d}_j)^2}{M^2} \text{ Tr } DQ_j U \text{C} \text{a}_j (81) \]

\[ - |\theta|^2 \frac{\omega^2 d_j^2 b_j^2}{M} \text{ Tr } DQ_j U \text{C} \text{DQ}_j U - \frac{\omega^2 d_j^2 b_j^2}{M} \mathcal{A}_j \text{Tr } DQ_j U \text{C} \text{a}_j - \frac{\kappa (\tilde{d}_j - \bar{d}_j)^2}{M^2} \sum_{j=1}^{N} d_j^2 |Q_{j,j}|^2 |Q_j U \text{C} j_j + \varepsilon_{1,2} \]

\[ = X_{1,2,1} + X_{1,2,2} + X_{1,2,3} + X_{1,2,4} + X_{1,2,5} + X_{1,2,6} + X_{1,2,7} + \varepsilon_{1,2}, \]

where by (76), we have

\[ \mathbb{E}|h_i^H Q_j \text{Ch}_j|^2 \leq 2\mathbb{E}|e_i|^2 + 2\mathbb{E} \frac{\bar{d}_i}{M} \text{ Tr } DQ_j U \text{C}^2 \]

\[ + 2\mathbb{E}|a_i^H Q_j \text{C} \text{a}_j|^2 = O(1), \]

\[ |\varepsilon_{1,3,1}| = | -\mathbb{E} \sum_{j=1}^{M} \omega_j^2 \tilde{d}_j^2 |\tilde{e}_i|^2 h_j^H Q_j \text{Ch}_j| \]

\[ \leq K \sum_{j=1}^{M} \mathbb{E}^{\frac{i}{2}}(\varepsilon_i^2) \mathbb{E}^{\frac{i}{2}}(|h_j^H Q_j \text{Ch}_j|^2) = O(M^{-\frac{1}{2}}), \]

\[ |\varepsilon_{1,3,2}| = \left| \mathbb{E} \sum_{j=1}^{M} \omega_j^2 \tilde{d}_j^2 |\tilde{e}_i|^2 (h_j^H Q_j \text{Ch}_j - a_j^H Q_j \text{C} \text{a}_j) \right| = \left| W_1 + W_2 \right| \]

By the rank-one perturbation identity \[10],\ i.e.

\[ Q(z) = Q_j(z) - Q_j(z) h_j^H Q_j(z) + h_j^H Q_j(z) h_j \]

\[ = Q_j(z) + \tilde{q}^{jj} z Q_j(z) \tilde{q}^{jj} h_j^H Q_j(z), \]

and the identify about \( \tilde{q}^{jj} \) in (77), we have (89) at top of the next page about term \( W_1 \), where by (59) of Lemma [3]

\[ |\varepsilon_{1,3,2}| = \left| \mathbb{E} \sum_{j=1}^{M} \omega_j^2 \tilde{d}_j^2 |\tilde{e}_i|^2 \frac{1}{M} \text{ Tr } DQ_j U \text{C} \right| \]

\[ \leq K M^{-\frac{1}{2}} = O(M^{-\frac{1}{2}}), \]

\[ |\varepsilon_{1,3,2}| \leq K \sum_{j=1}^{M} \text{Var}^{\frac{i}{2}}(\tilde{q}_{jj}) \text{Var}^{\frac{i}{2}}(\text{Tr } DQ_j U \text{C}) = O(M^{-\frac{1}{2}}), (91) \]

\[ |\varepsilon_{1,3,2}| = \left| \mathbb{E} \sum_{j=1}^{M} \omega_j^2 \tilde{d}_j^2 |\tilde{e}_i|^2 |h_j^H Q_j \text{C} \text{DQ}_j h_j|^2 \right| = O(M^{-\frac{1}{2}}). \]

\[ W_{1,2} = -X_{1,2,1} \text{ follows from } \]

\[ -X_{1,2,1} = \sum_{j=1}^{M} \frac{1}{M^2} \mathbb{E}(\tilde{q}_{ii} - \bar{q}_{ii}) \tilde{b}_i \text{ Tr } DQ_j U \text{C} \text{a}_j \]

\[ + W_{1,2} = \varepsilon_w + W_{1,2}, \]

\[ \text{where } |\varepsilon_w| \leq \sqrt{M} \sum_{j=1}^{M} \frac{1}{M^2} \mathbb{E}(\tilde{q}_{ii} - \bar{q}_{ii})^2 = O(M^{-\frac{1}{2}}), \]

\[ \text{given } (59) \text{ of Lemma } \text{[3]} \text{ and } ||Q_j||, ||U||, ||C||, ||D|| < \infty, \]

\[ W_{1,3} = -X_{1,2,4} \text{ can be derived similarly.} \]

By far, we have completed the evaluation of \( W_1 \) in (89) and will turn to the term \( W_2 \). By \( \tilde{b}_i = \omega_{\tilde{q}_{ii}} + \omega_{\tilde{q}_{ii}} e_i - \omega_{\tilde{q}_{ii}} \tilde{q}_{ii} e_i \), there holds

\[ W_2 = \sum_{j=1}^{M} \left( \mathbb{E}(\tilde{q}_{ii} a_i^H Q_j U \text{C} \text{a}_j - \frac{1}{1 + \alpha d_i}) a_i^H Q_j U \text{C} \text{a}_j \right) \]

\[ = W_{2,1} + W_{2,2} + W_{2,3}. \]

Furthermore, by (88), the computation of \( W_{2,1} \) is given in (93) at the top of the next page, where

\[ |\varepsilon_{W_{2,1}}| = \sum_{j=1}^{M} \omega_j^2 \tilde{d}_j \text{ Cov}(\text{Tr } DQ_j U \tilde{q}_{ii}) a_j^H Q_j U \text{C} \text{a}_j \]

\[ \leq \sum_{j=1}^{M} \omega_j^2 \tilde{d}_j \text{Var}^{\frac{i}{2}}(\tilde{q}_{ii}) a_j^H Q_j U \text{C} \text{a}_j \text{Var}^{\frac{i}{2}}(\text{Tr } DQ_j U \text{C}) = O(M^{-\frac{1}{2}}), \]

\[ \text{because given } (77), (59) \text{ and } (63) \text{ of Lemma } [3], \text{ and the Cauchy-Schwarz inequality, we have} \]

\[ \text{Var}(\tilde{q}_{ii} a_i^H Q_j U \text{C} \text{a}_j) \]

\[ = \mathbb{E}(\tilde{q}_{ii}) a_i^H Q_j U \text{C} \text{a}_j - a_j^H Q_j U \text{C} \text{a}_j (\mathbb{E}(\tilde{q}_{ii})) \]

\[ + a_j^H Q_j U \text{C} \text{a}_j - (\mathbb{E}(\tilde{q}_{ii})) (\mathbb{E} a_j^H Q_j U \text{C} \text{a}_j) \]

\[ - \text{Cov}(\tilde{q}_{ii}, a_j^H Q_j U \text{C} \text{a}_j) \]

\[ \leq 3 \mathbb{E}(\tilde{q}_{ii})^2 |a_j^H Q_j U \text{C} \text{a}_j|^2 \]

\[ + |\mathbb{E}(\tilde{q}_{ii})|^2 |a_j^H Q_j U \text{C} \text{a}_j|^2 \]

\[ + \mathbb{E}^{\frac{i}{2}}(a_j^H Q_j U \text{C} \text{a}_j - \mathbb{E} a_j^H Q_j U \text{C} \text{a}_j)^4 \]

\[ + \mathbb{E}^{\frac{i}{2}}(|\tilde{q}_{ii} - \bar{q}_{ii}|^4) = O(M). \]

\[ \text{Given } (77) \text{ and } \mathbb{E} a_j^H Q_j a_j a_i^H Q_j U \text{C} \text{a}_j = 0, \text{ there holds} \]

\[ W_{2,1,1} = -\mathbb{E} \sum_{j=1}^{M} \frac{\omega_j^2 b_i^2}{1 + \alpha d_i} a_j^H Q_j a_j a_i^H Q_j U \text{C} \text{a}_j \]

\[ \left( \omega_j^2 b_i^2 a_j^H Q_j U \text{C} \text{a}_j = W_{2,1,1,1} + W_{2,1,1,2}. \right) \]
By expanding $\varepsilon_1^2$ using (65), the term $W_{2,1,2}$ can be decomposed as

$$W_{2,1,2} = \sum_{i=1}^{M} \varepsilon_1^2 \frac{d_i}{M} \text{Tr} DQ_i Q_i DQ_i + \frac{2d_i}{M} \text{Tr} DQ_i Q_i a_i + \frac{1}{M^2} \text{Tr} DQ_i DQ_i^T + \sum_{j=1}^{N} \frac{d_j}{M} \text{Tr} DQ_j Q_j DQ_j \alpha_i + \varepsilon_{W_{2,1,2}}$$

(99)

where $\varepsilon_{W_{2,1,2}} = O(M^{-1})$. This can be proved by a similar technique utilized to derive $\varepsilon_{1,2}$ in (82). Hence, the terms related to $\zeta$ vanish. For $W_{2,1,3}$, we have

$$W_{2,1,3} = \sum_{i=1}^{M} \frac{\omega_2 d_i^2 \text{Tr} DQ_i DQ_i \text{Tr} DQ_i Q_i DQ_i}{M(1 + ad_i)}$$

(100)

$$= - W_{2,1,2} + O(M^{-1})$$

Also, similar to (79), notice that

$$E(1 - \omega \tilde{b}_i a_i^H Q_i a_i) = \frac{1 + d_i}{M} \text{Tr} DQ_i$$

(101)

$$= \omega \tilde{b}_i (1 + ad_i) + \varepsilon_b$$

where $|\varepsilon_b| \leq \frac{1}{M} \text{Tr} D(Q_i - Q_i) = O(M^{-1})$ results from (64) of Lemma 4.

By far, we have completed the evaluation of $W_{2,1}$ in (94). Given $W_{2,2}$ can be cancelled by $X_{1,3,1}$, we now turn to the evaluation of $W_{2,3}$. By replacing $\tilde{q}_{ii}$ using (77) and further combining (65), (101), we obtain (102) about $W_{2,3}$ at the top of the next page, where $\varepsilon_{W_{2,3}} = O(M^{-1})$ is the summation of the $\zeta$ and $\kappa$ related terms.

By substituting (93), (95) and (100) into (92), we can obtain $W_{2,1}$. By combining this result with $W_{2,2}$, we can obtain $W_{2}$ from (94). Similarly, by combining $W_1$ and $W_2$, we can obtain $X_{1,1} + X_{2} + X_3$ in (87). Finally, by substituting this result, $X_{1,2}$ in (81), and $X_{1,3}$ in (83) into (78), the terms irrelevant with $\vartheta$ and $\kappa$ will be cancelled. Since it is safe to replace $\alpha$ with $\delta$ by (57), the expression for the bias $Z(U)$ is given in (103) at the top of the next page, and $\varepsilon_u = O(M^{-\frac{1}{2}})$. Next, we will represent (103) using the deterministic quantities in Table 1.

2) The deterministic expression: It can be observed from (104) that there are six terms related to $\vartheta$. In the following, we will first evaluate the last four terms by setting up an equation. Specifically, we will utilize two methods to evaluate $\bar{E}a_i^T Q_i^T DQ_i C a_i$.

Method 1) We perform decomposition to obtain

$$Ea_i^T Q_i^T DQ_i C a_i = a_i^T T^T D Q_i C a_i + \bar{E} a_i^T T^T Q_i^T D Q_i C a_i$$

(104)

$$+ \sum_{j=1}^{M} E a_j^T T^T a_j T^T Q_i^T D Q_i C a_i$$

$$+ \sum_{j=1}^{M} E a_j^T T^T a_j T^T Q_i^T D Q_j C a_i$$

$$+ K + E.$$
\[
W_{2,3} = \sum_{i=1}^{M} \mathbb{E} \frac{\bar{\omega}_i}{1 + \alpha d_i} (\bar{d}_i \bar{a}_i^H Q_i DQ_i U C_a_i + \bar{a}_i^H Q_i a_i \bar{a}_i^H Q_i U C_a_i) - \frac{\omega^2 \bar{d}_i^2 d_i}{M(1 + \alpha d_i)} (a_i^H Q_i DQ_i U C_a_i a_i^H Q_i a_i \\
+ \bar{a}_i^H Q_i U C_a_i a_i^H Q_i DQ_i a_i + \bar{v}_i T_i^H Q_i DQ_i U C_a_i a_i^H Q_i a_i + \vartheta a_i^H Q_i U C_a_i a_i^H Q_i DQ_i \pi_i)
\]
\[
+ \frac{\omega^2 \bar{d}_i^2 \varepsilon^2}{1 + \alpha d_i} a_i^H Q_i U C_a_i a_i^H Q_i a_i = \sum_{i=1}^{M} \mathbb{E} \frac{\omega^2 \bar{d}_i^2 d_i}{M} a_i^H Q_i DQ_i U C_a_i + \frac{\omega \bar{b}_i}{1 + \alpha d_i} a_i^H Q_i a_i \bar{a}_i^H Q_i U C_a_i
\]
\[
- \frac{\omega^2 \bar{d}_i^2 d_i}{1 + \alpha d_i} (a_i^H Q_i U C_a_i a_i^H Q_i DQ_i a_i + \bar{v}_i T_i^H Q_i DQ_i U C_a_i a_i^H Q_i a_i + \vartheta a_i^H Q_i U C_a_i a_i^H Q_i DQ_i \pi_i) \approx 0.5 \times \mathbb{E}_{2,1,2,2}
\]
\[
+ \frac{\omega^2 \bar{d}_i^2 \varepsilon^2}{1 + \alpha d_i} a_i^H Q_i U C_a_i a_i^H Q_i a_i + \varepsilon_{W_{2,3}}.
\]

\[
Z(\mathbf{U}) = \varepsilon_u - Z_0(\mathbf{U}) - Z_\kappa(\mathbf{U}) = \varepsilon_u + \sum_{i=1}^{M} \mathbb{E} \frac{|\vartheta|^2 \omega^2 \bar{d}_i^2 b_i^2}{M^2} \text{Tr} Q_i U C D Q_i^T D \frac{\partial \omega^2 \bar{d}_i^2 d_i}{M} a_i^H Q_i U C D Q_i \pi_i
\]
\[
+ \frac{\vartheta \omega^2 \bar{d}_i^2 b_i^2}{M(1 + \delta d_i)} a_i^H Q_i U C_a_i a_i^H T_i^H Q_i DQ_i a_i - \frac{\partial \omega^2 \bar{d}_i^2 b_i^2}{M(1 + \delta d_i)} a_i^H Q_i DQ_i U C_a_i a_i^H Q_i a_i - \frac{\partial \omega^2 \bar{d}_i^2 b_i^2}{M^2} a_i^H Q_i U C_a_i a_i^H Q_i DQ_i a_i
\]
\[
+ \frac{|\vartheta|^2 \omega^2 \bar{d}_i^2 b_i^2}{M^2(1 + \delta d_i)} a_i^H Q_i U C_a_i \text{Tr} DQ_i DQ_i^T + \sum_{j=1}^{N} \frac{\omega^2 \bar{d}_i^2 d_i^2}{M^2(1 + \delta d_i)} a_i^H Q_i U C_a_i [Q_i]_{jj}^2 - \frac{\omega^2 \bar{d}_i^2 d_i^2}{M^2} \sum_{j=1}^{N} [Q_i]_{jj} [Q_i, U C]_{jj},
\]

\[
\varepsilon_K_1 = -\sum_{j=1}^{M} E a_i^T T_j^T A H_j^T D Q U C_a_i,
\]
\[
A = \text{diag}(\omega T_j - \bar{t}_{j}) (1 + h_j^T T_j^T \pi_j) a_i^T Q_j^T \pi_j,
\]
\[
\varepsilon_K_2 = -\sum_{j=1}^{M} \mathbb{E} a_i^T T_j^T \pi_j a_j^T Q_j^T D Q U C_a_i,
\]
\[
\varepsilon_K_3 = -\sum_{j=1}^{M} a_i^T T_j^T \pi_j a_j^T (Q_j^T - T_j^T) \pi_j h_j^T Q_j^T D Q U C_a_i
\]

(106)

Given assumptions A.1, A.2 and the finite bound of the matrices, we have
\[
|\varepsilon_K_1| \leq M E \|a_i^T T_j^T A A\|
\]
\[
\leq M \sum_{j=1}^{M} \sqrt{|a_j^T T_j^T \pi_j|} \|\mathbb{E} |\lambda_j|^2 = O(M^{-\frac{1}{2}}),
\]

(107)

and

\[
|\varepsilon_K_2| = O(M^{-\frac{1}{2}}), |\varepsilon_K_3| = O(M^{-\frac{1}{2}})
\]

can be handled similarly. In the following derivations, we will omit the discussions over $\varepsilon$. By a similar approach, we expand $Q$ using (103) and bound the error using Lemma (3) to obtain
\[
K = \sum_{j=1}^{M} \omega T_{j} a_i^T T_j^T \pi_j a_j^T Q_j^T D Q U C_a_i
\]
\[
+ \frac{\partial}{\partial d_j} \text{Tr} DQ_j^T DQ_j \frac{1}{1 + \delta d_j} \omega^2 d_j^2 \bar{d}_j a_i^H T_j^T \pi_j \times
\]
\[
a_j^T T_j^T \pi_j a_i^H T U C_a_i + O(M^{-\frac{1}{2}}),
\]

and
\[
E = \mathbb{E} \sum_{j=1}^{M} -\omega T_{j} a_i^T T_j^T \pi_j a_j^T Q_j^T D Q U C_a_i
\]
\[
- \omega^2 d_j a_j^H T_j^T D Q_j D Q U C_a_i
\]
\[
+ \frac{|\vartheta|^2}{M} \text{Tr} DQ_j^T DQ_j a_j^T T_j^T D Q U C_a_i \sum_{j=1}^{M} \omega^2 d_{j}^2 \bar{d}_j^2
\]
\[
+ \frac{\partial}{\partial d_j} \text{Tr} DQ_j^T DQ_j \frac{\omega^2 d_j^2 \bar{d}_j^2}{1 + \delta d_j}
\]
\[
+ \frac{\partial}{\partial d_j} \text{Tr} DQ_j^T DQ_j a_j^T T_j^T \pi_j a_j^H T U C_a_i
\]
\[
+ O(M^{-\frac{1}{2}}).
\]

Therefore, by (73), we have
\[
E a_i^T T_j^T D Q U C_a_i = E a_i^T T_j^T D Q U C_a_i
\]
\[
+ 1 \text{Tr} DQ_j^T DQ_j (\omega^2 d_j^2) a_j^T T_j^T D Q U C_a_i \sum_{j=1}^{M} \omega^2 d_{j}^2 \bar{d}_j^2
\]
\[
+ \frac{\partial}{\partial d_j} \text{Tr} DQ_j^T DQ_j a_j^T T_j^T \pi_j a_j^H T U C_a_i
\]
\[
+ O(M^{-\frac{1}{2}}).
\]

(109)
Method 2) By (111), we replace both $Q$ in $\alpha_T^TQ^T\mathbf{D}\mathbf{U}C\mathbf{a}_i$ with $Q_i$ and the discussions of $\varepsilon$ are omitted. Then, we have (111) about the evaluation of $\mathbf{E}\alpha_T^TQ^T\mathbf{D}\mathbf{U}C\mathbf{a}_i$ at the top of the next page.

By multiplying (110) and (111) with $\frac{\gamma}{(1+\alpha d_i)^2}$ and making the RHS of them equal, we can determine the summation of the last four terms for $Z_\theta(U)$ and define it as $Z_{3,4,5,6}$ in (112) at the top of the next page. Here, $F_r(\cdot), \gamma_T(\cdot), \Delta_T$ and $F(\cdot)$ are given in Table II $\alpha_T, \beta_T, L$ are given in Table III. Given (113), we can replace $C$ by $T$ safely. Step a in (112) follows from Lemma 6 and

$$
\sum_{j=1}^M \frac{\omega^2 d^4}{1+\alpha d_j^2} \frac{1}{(1+\alpha d_j)^2} \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \tag{113}
$$

which can be derived by (115) and (119).

By Lemma 7 we can determine the second term of $Z_\theta(U)$ in (103) as

$$
Z_2 = \sum_{i=1}^M \mathbf{E} \frac{\omega^2 d^4}{M} \alpha_i^H \gamma Q_i \mathbf{U} \mathbf{C} \mathbf{D} \mathbf{Q}_i - \frac{1}{M} \mathbf{E} \frac{\omega^2 d^4}{M} \mathbf{Q}_i \mathbf{U} \mathbf{C} \mathbf{D} \mathbf{Q}_i \mathbf{T} = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \tag{114}
$$

where $G_T$ and $L$ are given in Table III. Replacing $Q_i$ with $Q_i$ according to (114), we obtain the first term of $Z_\theta(U)$ as

$$
Z_1 = \sum_{i=1}^M \mathbf{E} \frac{\omega^2 d^4}{M} \alpha_i^H \gamma Q_i \mathbf{U} \mathbf{C} \mathbf{D} \mathbf{Q}_i \mathbf{T} \mathbf{D} = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \tag{115}
$$

Combining the results in (112), (114), and (115), the $\theta$ related terms in (103) can be combined as

$$
Z_\theta(U) = Z_1 + Z_2 + Z_{3,4,5,6} - \varepsilon_u = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \left[ \frac{\gamma}{(1+\alpha d_i)^2} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \right] = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \tag{116}
$$

for $\varepsilon_u$. By replacing $\delta_i, q_i, \tilde{q}_i$ with $t_i$ and $\delta_i$ using (112) and (115), we can obtain

$$
\mathbf{Z}_\theta(U) = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \left[ \frac{\gamma}{(1+\alpha d_i)^2} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \right] = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \tag{117}
$$

Notice, we will turn to the terms related to $\varepsilon$. By replacing $\delta_i, q_i, \tilde{q}_i$ with $t_i$ and $\tilde{t}_i$ using (112) and (115), we can obtain

$$
\mathbf{Z}_\theta(U) = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \left[ \frac{\gamma}{(1+\alpha d_i)^2} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \right] = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{A}^H \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \tag{117}
$$

By combining the terms related to $\theta$ and $\kappa$, we have $\mathbf{Y}(U) = \mathbf{Y}_\theta(U) + \mathbf{Y}_\kappa(U)$ and recall $z = -\omega$. We complete the proof.



\textbf{Appendix D}

\textbf{Proof of Theorem 2}

$\mathbf{Proof}$: First, we will compute the derivative of $(1 - \frac{\partial F_r}{\partial F_r}) - \omega^2 (\partial^2 \gamma_T^T \mathbf{g} T \mathbf{g})$ with respect to $\omega$. For that purpose, we obtain

$$
\frac{\partial F_r}{\partial \omega} = -\frac{1}{M} \mathbf{T}_{\alpha} \mathbf{D}^2 \left[ \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \right] = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{D}^2 \left[ \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \right] \tag{118}
$$

Similarly, we have

$$
\frac{\partial F_r}{\partial \omega} = -2(\delta + \omega \delta_0) \mathbf{T}_{\alpha} \mathbf{D}^2 \left[ \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \right] \tag{119}
$$

Given $\mathbf{R} = \delta \mathbf{D}^2 + \mathbf{R}^2, \gamma_T$ can be decomposed as

$$
\gamma_T = \frac{1}{M} \mathbf{T}_{\alpha} \mathbf{D}^2 \left[ \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \right] \tag{120}
$$

Thus, we have

$$
\frac{\partial^2 \gamma_T}{\partial \omega} = -2(\delta + \omega \delta_0) \mathbf{T}_{\alpha} \mathbf{D}^2 \left[ \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \right] \tag{121}
$$

Notice that $F_r = F_r$. By (113), (119) and (121), we can conclude that

$$
\frac{\partial (1 - \frac{\partial F_r}{\partial F_r}) - \omega^2 (\partial^2 \gamma_T^T \mathbf{g} T \mathbf{g})}{\partial \omega} = -\frac{1}{M} \mathbf{T}_{\alpha} \mathbf{D}^2 \left[ \mathbf{T}_{\beta} \mathbf{A}^H \mathbf{T}_{\gamma} \mathbf{D}^2 \right] \tag{122}
$$

where $\gamma_T(\cdot)$, $\tilde{\gamma}_3(U)$ are given in (122). This implies that

$$
\frac{\partial \mathbf{log}(\Delta T)}{\partial \omega} = \mathbf{B}_\theta(z)
$$
\[ \mathbb{E}a_i^TQ^TDQUC_a_i = \mathbb{E}[a_i^TQ_i^TDQUC_a_i - \omega_i\bar{a}_i^T\bar{a}_i^\star T_i^T\bar{a}_i^TQ_i^TDQUC_a_i - \omega_i\bar{a}_i^H T_i^T\bar{a}_i^TQ_i^TDQUC_a_i + \omega_i^2\bar{a}_i^H T_i^T\bar{a}_i^TQ_i^TDQUC_a_i + \theta\omega_i^2\bar{a}_i^H T_i^T\bar{a}_i^T\bar{d}_i^M T_i^T\bar{D}Q^TDQUC_a_i + O(M^{-\frac{1}{2}}) ] \\
= \mathbb{E}[\omega_i\bar{a}_i^TQ_i^TDQUC_a_i - \omega_i^2\bar{a}_i^H T_i^T\bar{a}_i^TQ_i^TDQUC_a_i + \theta\omega_i^2\bar{a}_i^H T_i^T\bar{a}_i^T\bar{d}_i^M T_i^T\bar{D}Q^TDQUC_a_i + O(M^{-\frac{1}{2}}) ] \\
+ \theta\omega_i^2\bar{a}_i^H T_i^T\bar{a}_i^T\bar{d}_i^M T_i^T\bar{D}Q^TDQUC_a_i, \]  
(111)

\[ Z_{3,4,5,6} = \mathbb{E}\sum_{i=1}^{M} \frac{\bar{\omega}_i^2\bar{d}_i^M}{M} a_i^TQ_i^TDQUC_a_i + \frac{\theta\omega_i^2\bar{d}_i^M}{M(1+\delta d_i)} a_i^TQ_i^TDQUC_a_i - \frac{\bar{\theta}\omega_i^2\bar{d}_i^M}{M(1+\alpha d_i)} a_i^TQ_i^TDQUC_a_i - \frac{\bar{\theta}\omega_i^2\bar{d}_i^M}{M(1+\delta d_i)} a_i^TQ_i^TDQUC_a_i + \frac{\theta\omega_i^2\bar{d}_i^M}{M(1+\alpha d_i)} a_i^TQ_i^TDQUC_a_i + O(M^{-\frac{1}{2}}). \]  

Next, we will turn to the term \( B_6(z) \) by considering the derivative of \( \beta = \frac{\omega^2}{2} \text{Tr} D^2S^2 \text{Tr} \bar{D}^2\bar{S}^2 \) with respect to \( \omega \). By similar techniques in handling \( \omega^2 \gamma T \gamma T \), we have

\[ \frac{d\beta}{d\omega} = \omega \text{Tr} D^2S^2 \text{Tr} \bar{D}^2\bar{S}^2 - \omega^2 \text{Tr} D^2\bar{S}^2 \text{Tr} D^2S^2 \times \\
\text{diag}(T[I + \bar{\delta}D + \omega\bar{\delta}_e^2 \bar{D} - \bar{\delta}_e^2 A^H R^2 DA^H]T) \\
- \omega^2 \text{Tr} D^2S^2 \text{Tr} D^2\bar{S}^2 \times \\
\text{diag}(T[I + \bar{\delta}D + \omega\bar{\delta}_e^2 \bar{D} - \bar{\delta}_e^2 A^H R^2 DA^H]T) \\
= -(\bar{\delta} + \omega\bar{\delta}_e^2)\omega^2 \text{Tr} D^2S^2 \text{Tr} D^2\bar{S}^2 \bar{T} \text{DTDT} \\
- \omega \text{Tr} D^2S^2 \text{Tr} D^2\bar{S}^2 (I + \bar{\delta}D - A^H T \text{DTDA}) \\
- \omega \bar{\delta}_e^2 [\omega^2 \text{Tr} D^2S^2 \text{Tr} D^2\bar{S}^2 \bar{T} \text{DTDT} \\
- \omega \text{Tr} D^2S^2 \text{Tr} D^2\bar{S}^2 (I + \bar{\delta}D - A^H T \text{DTDA}) \\
- [\omega^2 \text{Tr} D^2S^2 \text{Tr} D^2\bar{S}^2 (I + \bar{\delta}D - A^H T \text{DTDA})], \]  

As a result, we have

\[ B_6(z) = \frac{\kappa d}{2M^2 dz} \]  
(124)

Therefore, the bias can be expressed as

\[ \mathcal{M}(z) \overset{M \to \infty}{\to} B_0(z) + B_6(z) = \frac{1}{2} d(-\log \Delta_T + \frac{\kappa d}{M^2} \text{Tr} D^2S^2 \text{Tr} \bar{D}^2\bar{S}^2) \]  
(125)

**APPENDIX E**

**PROOF OF PROPOSITION 11**

*Proof:* First we show how to obtain \( u_+ \). \( u_+ \) comes from the fact

\[ HH^H \leq 2(AA^H + \frac{1}{M}D^2\bar{X}D^H D^2), \]  
(126)

and

\[ \| \frac{1}{M}D^2\bar{X}D^H D^2 \| \leq d_{\max} \bar{d}_{\max} \| \frac{1}{M}XX^H \| \]  
(127)

where the inequality \( a \) holds true almost surely since the largest eigenvalue of \( \frac{1}{M}XX^H \) is upper bounded by \( (1 + \sqrt{c})^2 \) almost surely \([33]\). Therefore, the eigenvalues of \( HH^H \) are contained in \([0, u_+]\) almost surely. Since \( f \) is analytic in the region which contains \([0, u_+]\), we have

\[ \mathbb{E} \text{Tr} f(HH^H) = \mathbb{E} \sum_{i=1}^{N} f(\lambda_i) \]

\[ = \frac{b}{2\pi i} \sum_{i=1}^{N} \int_{C_i} \frac{f(z)}{z - \lambda_i} dz \]

\[ = -\frac{1}{2\pi i} \sum_{C_i} f(z) \text{Tr}(HH^H - zI)^{-1} dz \]

\[ = -\frac{1}{2\pi i} \sum_{C_i} f(z) \text{Tr} Q(z) dz \]

\[ = \frac{1}{2\pi i} \sum_{C_i} f(z) \text{Tr} T(z) + \mathcal{M}(z) |dz| \]

\[ \overset{M \to \infty}{\to} \mathcal{V}_f + B_f, \]

where step \( b \) follows from the Cauchy’s integral formula and \( C_i \) is the contour containing \( \lambda_i \) in the positive direction. \( \blacksquare \)
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