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Abstract

Can we complete pre-training of Vision Transformers (ViT) without natural images and human-annotated labels? Although a pre-trained ViT seems to heavily rely on a large-scale dataset and human-annotated labels, recent large-scale datasets contain several problems in terms of privacy violations, inadequate fairness protection, and labor-intensive annotation. In the present paper, we pre-train ViT without any image collections and annotation labor. We experimentally verify that our proposed framework partially outperforms sophisticated Self-Supervised Learning (SSL) methods like SimCLRv2 and MoCov2 without using any natural images in the pre-training phase. Moreover, although the ViT pre-trained without natural images produces some different visualizations from ImageNet pre-trained ViT, it can interpret natural image datasets to a large extent. For example, the performance rates on the CIFAR-10 dataset are as follows: our proposal 97.6 vs. SimCLRv2 97.4 vs. ImageNet 98.0. The codes, datasets, and pre-trained models will be publicly available.

1. Introduction

In contemporary visual recognition, a transformer architecture [35] is gradually replacing the usage of convolutional neural networks (CNNs). The latter have been considered as central to the field of computer vision (CV). For example, the Residual Network (ResNet) [15] is one of the de-facto-standard models in a wide range of visual tasks including image classification. The current high-standard scores on ImageNet are ResNet-based architectures, e.g., EfficientNet [32, 11, 26], Bit [18].

Transformer architecture, which consists of a self-attention mechanism, was initially employed in natural language processing (NLP) tasks such as machine translation and semantic analysis. We have witnessed the development of epoch-making methods, e.g., BERT [8], GPT-1, 2, 3 [27, 28] with transformer modules. The trend is gradually shifting from NLP to CV. One of the most active topics is undoubtedly Vision Transformers (ViTs) for image classification [10]. ViTs effectively process and recognize an image based on transformers with minimum modifications. Even though the re-implementation is reasonably straightforward, it has been shown that ViTs often perform at least as well as state-of-the-art transfer learning. However, it is noteworthy that ViT architectures tend to require a large amount of data in the pre-training phase. Dosovitskiy et al. [10] reported that unless ViT is pre-trained with more than 100 million images, the accuracy is inferior to CNN. The pre-training problem is somewhat alleviated by the Data-efficient image Transformer (DeiT) [34].

On the other hand, using a large-scale image dataset may be problematic from the perspective of privacy preser-
Figure 2. Overview: We consider whether Vision Transformer (ViT) can pre-train without natural images. Following the previous paper [10], we list the (a) RGB embedding filters, (b) position embedding similarity, and (c) mean attention distance in the frameworks of Formula-Driven Supervised Learning (FDSL) with FractalDB, Self-Supervised Learning (SSL) with SimCLRv2, and Supervised Learning (SL) with human-annotated ImageNet. We replace pre-training based on human-labeled image datasets with FDSL. Compared to SSL and SL, FDSL pre-trained ViT enables the acquisition of slightly different filters, the same position embedding, and a wider receptive field.

In this context, Formula-Driven Supervised Learning (FDSL) was proposed in late 2020 [17]. The concept involves automatically generating image patterns and their labels based on a mathematical ‘formula’ which includes rendering functions and real-world rules. In the original paper, Kataoka et al. clarified that fractal geometry [22, 1] was the best way to construct a dataset in the framework of FDSL. Therefore, in the present paper, we consider whether ViTs can be pre-trained with FractalDB in FDSL. Although disadvantages of FractalDB pre-trained CNN have hitherto been pointed out [4], we believe that the vision transformers can successfully be pre-trained with the FDSL framework because the self-attention mechanism enables elimination of the background effects between fractal and natural images, and can understand entire fractal shapes which consist of iteratively recursive patterns. Figure 1, 2 illustrate the accuracy transition and characteristics of training properties.

The contributions of the paper are as follows: We clarify that the FractalDB under the FDSL framework is
more effective for ViT compared to CNN. The performance of FractalDB-10k pre-trained ViT is similar to those approaches with supervised learning (see Table 2), and slightly surpasses the self-supervised ImageNet with SimCLRv2 pre-trained ViT (see ‘Average’ in Table 3. Here, on the CIFAR-10 dataset the scores are as follows: FractalDB-10k 97.6 vs. SimCLRv2 97.4 vs. ImageNet 98.0. Importantly, the FractalDB pre-trained ViT does not require any natural images and human annotation in the pre-training.

2. Related work

We would like to discuss a couple of topics in visual transformers and pre-training datasets. We mainly focus on architectures and large-scale datasets for image classification.

2.1. Network Architectures for Image Recognition

Convolutional Neural Networks (CNN) are popular in visual recognition. Several well-defined structures have emerged through a large number of trials in this decade [19, 30, 31, 15, 36, 16, 32]. Very recently, at the end of 2020, the architecture shifted to transformers [35] originating from natural language processing. Transformers basically consist of several modules with multi-head self-attention layers and Multi-Layer Perceptron blocks. The mechanism has enabled the construction of revolutionaries models (e.g., BERT [8], GPT-{1, 2, 3} [27, 28, 2]). Thus, the computer vision community is focusing on replacing the de-facto-standard convolutions with a transformer-based architecture. One of the most insightful architectures is the Vision Transformer (ViT) [10]. Though the ViT is a basic transformer architecture in terms of image input, the model performs comparably to state-of-the-art alternative approaches on several datasets. However, ViT requires over ten-million-order labeled images in representation learning. The JFT-300M/ImageNet-21k pre-trained ViT was verified by experiments to perform well in terms of accuracy. The issue of learning with large-scale datasets was alleviated with the introduction of the Data-efficient image Transformer (DeiT) [20]. However, the pre-training problem still remains in image classification.

2.2. Image dataset and training framework

It is said that the deep learning era started from ILSVRC [29]. Undoubtedly, transfer learning with large-scale image datasets has contributed to accelerating visual training [14]. Initially, the ImageNet [7] and Places [40] pre-trained models were widely used for diverse tasks, not limited to image classification. However, even in millionscale datasets, there exist several concerns such as AI ethics and copyright problems, e.g., fairness protection, privacy violations, and offensive labels. Due to these sensitive issues, as mentioned above, human-related labels in ImageNet [37] and 80M Tiny Images [33] were deleted. We must pay attention to the terms of use in large-scale image datasets and create pre-trained models accordingly.

On one hand, to alleviate the image labeling labor required of human annotators, Self-Supervised Learning (SSL) progressed significantly in recent years. The early methods created pseudo labels based on semantic concepts [9, 23, 25, 24, 12] and trained feature representations through image reconstruction [39]. By contrast, the SSL methods are closer to supervised learning with human annotations in terms of performance rates (e.g., MoCo [13, 6], SimCLR [4, 5], SwAV [8]). In this context, Formula-Driven Supervised Learning (FDSL) [17] was proposed to overcome the problems of AI ethics and copyrights in addition to annotation labor. The framework is similar to self-supervised learning. However, FDSL methods do not require any natural images taken by a camera. The framework simultaneously and automatically generates image patterns and the paired labels for pre-training image representations. We would like to investigate whether the formula-driven image dataset can sufficiently optimize a vision transformer in the pre-training phase. At the same time, we will compare the pre-trained ViT through the FDSL framework with supervised and self-supervised pre-training. If the supervised/self-supervised pre-training can be replaced by FDSL, vision transformers may be pre-trained without using any natural images in the future.

3. Vision transformer (ViT)

As mentioned in the previous sections, we believe that FractalDB pre-training can replace pre-training with natural image datasets by combining with ViT architecture. The FDSL framework including FractalDB enables automatic generation of an infinite number of training categories and their image labels with a mathematical formula. In the ViT characteristics, the FractalDB pre-trained ViT must be better than CNN. Additionally, although FractalDB does not contain a background area inside of the image, the self-attention mechanism effectively focuses on the fractal patterns while ignoring background areas. Moreover, the FractalDB pre-trained ViT is also better than the pre-training with natural image datasets in terms of privacy protection, AI ethics, and annotation labor. Here, we explore the potential of the transformer in visual tasks.

The basic transformer requires a 1D sequence of tokens in the input layer. To process 2D images, the image \( x \in \mathbb{R}^{H \times W \times C} \) is reshaped into flattened image patches \( x_p \in \mathbb{R}^{N \times (P^2 - C)} \), where \( (H, W) \) is the original image size, \( C \) is the number of channels, \( (P, P) \) is the size of each image patch, and \( N = HW / P^2 \) is the number of patches. Flattened image patches are converted into D-dimensional vectors by a trainable linear projection and processed in a fixed dimension through all layers. After the linear projec-
tion, adding trainable 1D position embeddings to the patch representation and concatenate classification token similar to BERT becomes the input sequence of the transformer encoder.

The transformer encoder block consists of the multi-head self-attention layer and the Multi-Layer Perceptron (MLP). The self-attention, called scaled dot-product attention, firstly computes a set of queries \( Q = XW_Q \), a set of keys \( K = XW_K \), and a set of values \( V = XW_V \), in which \( X \in \mathbb{R}^{(N+1) \times D} \) is an input sequence, \( W_Q \in \mathbb{R}^{D \times d} \), \( W_K \in \mathbb{R}^{D \times d} \), \( W_V \in \mathbb{R}^{D \times d} \) are trainable weights, and \( d \) is vector size. The self-attention is computed as follows:

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V \quad (1)
\]

where the softmax function is applied over each row of the matrix. In multi-head self-attention (MSA), \( h \) heads are added to self-attention as follows:

\[
\text{MSA}(Q, K, V) = \text{concat}(\text{head}_1, ..., \text{head}_h)W^{(2)}
\]

\[
\text{head}_h = \text{Attention}(Q_h, K_h, V_h) \quad (3)
\]

Each head provides a sequence of size \((N+1) \times d\). These \( h \) sequences are rearranged into an \((N+1) \times dh\) sequence that is reprojected by an MLP into \((N+1) \times D\). In summary, the transformer encoder processes the image as follows:

\[
z_0 = [x_{\text{class}}; \text{MLP}(x_1^p); ..., \text{MLP}(x_{N}^p)] + E_{\text{pos}} \quad (4)
\]

\[
z'_l = \text{MSA}(\text{Norm}(z_{l-1})) + z_{l-1} \quad (5)
\]

\[
z_l = \text{MLP}(\text{Norm}(z'_l)) + z'_l \quad (6)
\]

\[
y = \text{Norm}(z'_l) \quad (7)
\]

We conduct a characteristic evaluation on mechanisms in the ViT architecture such as linear embeddings, positional embeddings, and attention maps. Though the detailed characteristics are described and visualized in the experimental section, we generated interesting results. For example, the filters of the first linear embedding in FractalDB pretraining are different from the ImageNet pre-trained model (see Figure 2(a)). However, the positional embeddings (see Figure 2(b)) are similar. Moreover, the FractalDB pre-trained ViT focuses on an object-specific area to understand the object in an image because of the rendering process without any background area (see Figure 3). In the next section, we will explain data structure and generation for better understanding of FractalDB.

4. Formula-Driven Supervised Learning

This section presents Formula-Driven Supervised Learning (FDSL) for vision transformers (ViT). We begin from a brief review of FractalDB [17] under the framework of FDSL. We also describe how to apply the auto-generated pre-training dataset for ViT.

4.1. Definition

The goal of FDSL is to accomplish pre-training without any natural images. The framework automatically creates paired image patterns and their labels by following a mathematical formula. Unlike the pre-training framework in supervised learning, the FDSL does not require any natural images and human annotated labels. More specifically, FDSL is formulated as follows:

\[
\operatorname{argmax}_{\theta} E_{y,s}[\ell(M(x), y)] \quad \text{s.t. } x = F(\theta, s), \quad y = \theta, \quad (8)
\]

where \( M \) is a network to be pre-trained, \( \ell \) is a loss function, \( x \) is a generated image pattern, and \( y \) is a label in the image. The image patterns are generated by a mathematical formula \( F \), whose inputs are a parameter \( \theta \) and a random seed \( s \). The network learns to predict the parameter \( \theta \) used to generate \( x \). For simplicity, we assume that \( y \) follows a uniform distribution over a pre-defined discrete set of parameters \( \Theta = \{\theta_k\}^K_{k=1} \). This allows us to introduce \( K \)-class classification loss such as cross-entropy loss for \( \ell \).

4.2. FractalDB

One of the most successful approaches in FDSL relies on fractals. FractalDB consists of 1k to 10k pairs of fractal images generated with the iterated function system (IFS) [1].

FractalDB is a generated image pattern, and \( y \) is a label in the image. The image patterns are generated by a mathematical formula \( F \), whose inputs are a parameter \( \theta \) and a random seed \( s \). The network learns to predict the parameter \( \theta \) used to generate \( x \). For simplicity, we assume that \( y \) follows a uniform distribution over a pre-defined discrete set of parameters \( \Theta = \{\theta_k\}^K_{k=1} \). This allows us to introduce \( K \)-class classification loss such as cross-entropy loss for \( \ell \).

In Equation 8 \( F \) and \( \theta_i \) correspond to IFS and \((a_i, b_i, c_i, d_i, e_i, f_i, p_i)\), respectively. The parameters are randomly searched and will be adopted when the image patterns generated from the parameters exceed the threshold of the filling rate which is calculated by dividing the number of pixels of the fractal dot by the total number of pixels of the image. The intra-category instances are expansively generated by three methods for considering category configurations to maintain the shape in the category: varying the parameters slightly, rotation, and drawing with patch. Varying the parameters is the process of multiplying one of the 6 parameters of IFS by weights. We can generate the image from this parameter, which changes the detailed representation while maintaining the general shape of the category. By multiplying one of each parameter by 4 weights, 25 (original 1 + params 6 x weights 4) different variations of the image were generated. In the second method, rotation, we manipulate the flipping operation in the image. There are 4 rotations \{none, horizontal flip, vertical flip, horizontal vertical flip\}. Drawing with patch is the process of rendering the fractal image with patch instead of point. In FractalDB, 10 different 3 x 3 [pixel] patches were used to generate the fractal image. Finally, adopting all three methods can create 1,000 (25 x 4 x 10) intra-category instances.
The basic FractalDB consists of 1,000 or 10,000 different fractal categories and 1,000 instances. In experiments, the ResNet-50 as CNN model pre-trained with FractalDB partially outperformed models pre-trained with human-annotated datasets such as ImageNet and Places.

### 4.3. FractalDB for Vision Transformers

We introduce two modifications to FractalDB pre-trained models according to the architecture specifications: (i) Colored fractal images and (ii) Training epoch. We investigate whether the performance rate of FractalDB pre-trained ViT improves or not with these configurations by following the success of self-supervised learning with natural images. We believe that it is necessary to utilize colored images for pre-training to recognize natural images in a longer training time.

**Colored fractal image.** Images of conventional FractalDB were drawn by moving dots or patches in grayscale. However, the natural images for common pre-training are not only grayscale, but also various color combinations. The model pre-trained with the datasets constructed natural images has representations related to color distribution in nature [38]. Therefore, we generated the FractalDB in color. The generating procedure was to draw points or patches colored randomly each iteration time. By pre-training with a dataset of colored fractal images, the model acquires feature representations related to color.

**Training epoch.** The recent Self-Supervised Learning (SSL) methods consider a longer training. For example, SimCLR tried a longer training epochs up to 1k [epoch] [4]. Therefore, although the first work in FDSL [17] conducted with only 90 [epoch], we further verify a suitable training term. Therefore, we also plan to implement a longer training epoch with reference to the recent SSL methods. Here, in the experimental section, we evaluate up to 300 epochs for a further improvement in the FractalDB pre-trained ViT.

### 4.4. Explore parameters

In FractalDB, the parameters related to the configuration of the dataset and image generation methods were experimentally investigated. Kataoka et al. [17] explored #category and #instance, patch vs. point, filling rate, weight of intra-category fractals, #dot, and image size. Here, we only investigate effective parameters for exploration study in ViT architecture. According to their study, we further carry out the experiments in terms of #category/#instance (see Figure 3), 1k/10k categories (see Table 2), patch vs. point (see Table 4), in addition to above-mentioned grayscale vs. color (see Table 3) and training epochs (see Table 5). At the same time, we first compare FractalDB pre-training with other FDSL frameworks and training from scratch (see Table 1) and evaluate patch size which is one of the important parameters in ViT (see Table 6).

### 5. Experiments

We verify the effectiveness of FractalDB pre-trained ViT in multiple respects. First, we explore a better configuration of FractalDB for ViT. Then we evaluate the best configuration in FractalDB pre-trained ViT on several image datasets, namely CIFAR-10/100 (C10/C100), Stanford Cars (Cars), and Flowers-102 (Flowers), by following the paper [20]. Moreover, we quantitatively compare the FractalDB pre-trained ViT with the pre-training with representative large-scale image datasets (e.g., ImageNet-1k, Places-365) and architectures (e.g., ResNet-50).

Here, to confirm the properties of the FractalDB pre-trained model, we simply use the original ViT model (more specifically, we assign DeiT; hereafter, we assign DeiT for the experiments in the paper) without any modification. We investigate the pre-training method with various parameters. For example, we explore different learning rates in the pre-training phase since DeiT is known to be an architecture parameter-sensitive to different training datasets. The fine-tuning setting is the same as that of [20].

### 5.1. Exploration study

We explore an effective FractalDB configuration for DeiT under the reference in Kataoka et al. [17]. According to the previous work, a full exploration would be very time-consuming. Therefore, we seek to implement the most influential parameters which are described in Section 4.4.

**Comparison with other formula-driven image datasets (see Table 1).** In addition to FractalDB, Kataoka et al. [17] also proposed datasets based on Perlin noise (PerlinNoiseDB) and Bezier curves (BezierCurveDB). We try to pre-train and fine-tune with these formula-driven image datasets on the DeiT architecture. This allows us to determine whether the proposed FractalDB performs the best through pre-training. From Table 1 we can confirm the existence of higher accuracies compared to scratch training with all of the formula-driven image datasets. The improve-

| #category | C10 | C100 | Cars | Flowers |
|-----------|-----|------|------|---------|
| Scratch   | 78.3 | 57.7 | 11.6 | 77.1    |
| PerlinNoiseDB | 94.5 | 77.8 | 62.3 | 96.1    |
| BezierCurveDB | 96.7 | 80.3 | 82.8 | 98.5    |
| FractalDB-1k | 96.8 | 81.6 | 86.0 | 98.3    |

| #category | C10 | C100 | Cars | Flowers |
|-----------|-----|------|------|---------|
| Pre-train |     |      |      |         |
| 1k         | 96.8 | 81.7 | 86.0 | 98.3    |
| 10k        | 97.6 | 83.5 | 87.7 | 98.8    |
We conduct an experiment on FractalDB with different numbers of categories and instances. We set the number of categories as variables, fixing one of them at 1,000 and changing the others to 16, 32, 64, 128, 256, 512, 1,000. From the experimental results, a larger category and instance are more effective for transfer learning on an image dataset. Especially in FractalDB pre-training, the category increase is more effective for transfer learning on an image dataset. This result is intuitive because the task is easier for datasets with fewer categories and more instances.

Hereafter, we use 1,000 [category] × 1,000 [instance] as a basic setting of FractalDB. Due to the effectiveness of increasing the number of categories for improving the accuracy, we try to optimize 10,000 [category] × 1,000 [instance] as well. It is said to be better when the transformer’s pre-training dataset is larger. We’d like to confirm whether the tendency is applicable in image classification tasks.

Larger categories (see Table 2). We conduct an experiment in larger categories on FractalDB. The table indicates a larger FractalDB pre-training enhances the transformer in image classification. As a matter of fact, the accuracies are improved as {96.8, 97.6} by FractalDB-{1k, 10k} pre-training on CIFAR-10.

Patch vs. point (see Table 3). Table 3 indicates a comparison between 3 × 3 [pixel] patch rendering and 1 × 1 [pixel] point rendering. We execute the experiment to find a better way of fractal rendering. Though the point rendering represents a detailed pattern in a fractal image, the patch rendering augments the instances inside of the category. We can confirm that patch rendering increases performance with {+2.6, +4.7, +20.6, +3.2} on {C10, C100, Cars, Flowers}. We assign the patch rendering in FractalDB through the experiments.

Grayscale vs. color (see Table 4). The table shows pre-training on FractalDB works better with grayscale images than colored images. Especially, in C100 and Cars datasets, the improvement gaps are +1.0 pt and +1.1 from the pre-training with colored fractal images. We confirmed that the colored representation is not required in DeiT architecture.

Training epoch (see Table 5). In FractalDB pre-training, a longer training epoch tends to achieve better performance rates, similarly to SSL methods. The accuracies in 300 epoch pre-training recorded the best scores in three out of four different datasets.

Patch size in DeiT (see Table 6). To input an image to DeiT, an image is divided with multiple patches. Though the patch size in DeiT is verified, we also seek a suitable patch size by comparing between ImageNet-1k and

| #Epoch | C10 | C100 | Cars | Flowers |
|--------|-----|------|------|---------|
| 100    | 96.1| 81.1 | 82.0 | 96.5    |
| 200    | 96.8| 82.1 | 85.3 | 98.2    |
| 300    | 96.6| 81.6 | 86.0 | 98.3    |

| Size   | C10 | C100 | Cars | Flowers |
|--------|-----|------|------|---------|
| ImageNet-1k | 16 | 98.0 | 85.5 | 89.9 |
| FractalDB-1k | 16 | 96.8 | 81.6 | 86.0 | 98.3 |

Table 3. Patch vs. point.

| Category/Instance (#) | C10 | C100 | Cars | Flowers |
|----------------------|-----|------|------|---------|
| Point                | 94.2| 77.3 | 65.4 | 95.1    |
| Patch                | **96.8**| **81.6**| **86.0**| **98.3**|

Table 4. Grayscale vs. color.

| Grayscale vs. color | C10 | C100 | Cars | Flowers |
|---------------------|-----|------|------|---------|
| Grayscale           | 97.1| 82.6 | 87.1 | **98.3**|
| Color               | 96.8| 81.6 | 86.0 | 98.3    |

Table 5. Training epoch.

| Category/Instance (#) | C10 | C100 | Cars | Flowers |
|-----------------------|-----|------|------|---------|
| (a) C10               |     |      |      |         |
| (b) C100              |     |      |      |         |
| (c) Cars              |     |      |      |         |
| (d) Flowers           |     |      |      |         |

Figure 3. Effects of #category and #instance. The other parameter is fixed at 1,000, e.g., #Category is fixed at 1,000 as #Instance varies among {16, 32, 64, 128, 256, 512, 1,000}.

| Patch size in DeiT (see Table 6). To input an image to DeiT, an image is divided with multiple patches. Though the patch size in DeiT is verified, we also seek a suitable patch size by comparing between ImageNet-1k and |
FractalDB-1k pre-training. As shown in Table 6, we calculated DeiT with different patch sizes, \{16×16, 32×32\} [pixel], at each pre-training setting. From the table, the 16×16 patch size in both ImageNet-1k and FractalDB-1k is the better configuration in three out of four datasets.

5.2. Comparisons

We compare the performance of FractalDB pre-trained DeiT with \{ImageNet-1k, ImageNet-100, Places-365, Places-30\} pre-trained DeiT on representative datasets in addition to training from scratch with additional fine-tuning datasets. ImageNet-100 and Places-30 are randomly selected categories from ImageNet-1k and Places-365 presented in [17]. Moreover, we also evaluate SSL methods with \{Jigsaw, Rotation, MoCov2, SimCLRv2\} on ImageNet-1k. Here, we show the effectiveness of the proposed method in compared properties, namely human supervision with natural images (Table 7) and self supervision with natural images (Table 8).

**FDSL vs. Supervised Learning.** We compare natural image datasets and the FractalDB in the pre-training phase. Table 7 describes the detailed settings in pre-training (PT), architecture (Arch.), and pre-training images (PT img) and their performance in terms of accuracy. At the beginning, the FractalDB-1k/10k pre-trained DeiTs outperformed the pre-trained models on 100k-order labeled datasets (ImageNet-100 and Places-30). Although the FractalDB-10k pre-trained DeiT did not exceed the performance with million-order labeled datasets (ImageNet-1k and Places-365), the scores are similar to the ImageNet-1k pre-trained model.

**FDSL vs. SSL.** Through the comparisons with SimCLRv2, we clarify that the FractalDB-10k pre-trained DeiT performs slightly higher (FractalDB-10k 88.8 vs. SimCLRv2 88.5) in average accuracy on representative datasets. The FractalDB-10k pre-trained outperformed the SimCLRv2 pre-training on C10 (97.6 vs. 97.4), Cars (87.7 vs. 84.9), and VOC12 (86.9 vs. 86.2); the accuracy was lower on C100 (83.5 vs. 84.1), Flowers (98.8 vs. 98.9), and P30 (78.5 vs. 80.0). In addition to SimCLRv2, we implemented Jigsaw, Rotation, MoCov2 to compare with our FractalDB-10k. Although the FractalDB-10k pre-trained model performs similarly to SimCLRv2, the proposed method recorded higher accuracies than other SSL methods including MoCov2, Rotation, and Jigsaw, except for P30 dataset. Further comparisons with other SSL methods are shown in Table 8.

5.3. Additional experiments

We conduct additional experiments in DeiT vs. ResNet (see Table 9) by using more parameters. We also show the visualization through first linear embeddings, positional embeddings, mean attention distance (Figure 2), and attention map (Figure 4).

**DeiT vs. ResNet (see Table 9).** We additionally verify DeiT and ResNet with different architecture sizes. We tested ResNet-{18, 34, 50} and DeiT-{Ti, B} with 16×16 patch. We assigned data augmentation in conjunction with the DeiT’s setting. The performance rates of ResNets and DeiTs are listed in Table 9. At the beginning, different from the paper [17], the accuracies of ResNet-50 are better than previous ones (e.g., from 94.1 to 96.1 on C10). However, the FractalDB pre-trained DeiTs are still better than FractalDB pre-trained ResNets on fine-tuning datasets.

**Visualization (see Figure 2 and 4).** For DeiT, the filters of the first linear embedding, similarity of positional embedding, and mean attention distance can be visualized by following the previous work [10]. We list the filters as representations of ImageNet-1k and FractalDB-1k pre-trained models. Figure 2(a) shows trained filters with ImageNet-1k and FractalDB-1k. Though both DeiT pre-trained on ImageNet-1K and FractalDB-1K acquire similar filters, the FractalDB-1k pre-trained DeiT tends to spread in wide-ranged areas of these filters. On one hand, the filters of ImageNet-1k pre-trained DeiT seem to concentrate on center areas. Figure 2(b) illustrates the cosine similarity of positional embedding corresponding to the input patch at each row and column. From the visualized figures, the
Table 8. Detailed results with FDSL (FractalDB-10k) vs. SSL (Jigsaw, Rotation, MoCov2, SimCLRv2). Addition to columns also in Table 6, ‘Use Natural Images?’ shows whether the natural images was used or not in the pre-training phase. ‘Average’ indicates the average accuracy of all datasets in the table. ImageNet-100 is eliminated from the table because the listed SSL methods are trained by images on ImageNet-1k. The Underlined bold and bold scores show the best and second best values, respectively.

| Method         | Use Natural Images? | C10  | C100 | Cars | Flowers | VOC12 | P30 | Average |
|----------------|---------------------|------|------|------|---------|-------|-----|---------|
| Jigsaw         | YES                 | 96.4 | 82.3 | 55.7 | 98.2    | 82.1  | 80.6| 82.5    |
| Rotation       | YES                 | 95.8 | 81.2 | 70.0 | 96.8    | 81.1  | 79.8| 84.1    |
| MoCov2         | YES                 | 96.9 | 83.2 | 78.0 | 98.5    | 85.3  | 80.8| 87.1    |
| SimCLRv2       | YES                 | 97.4 | **84.1** | 84.9 | **98.9** | **86.2** | 80.0| **88.5** |
| FractalDB-10k  | NO                  | 97.6 | 83.5 | 87.7 | **98.8** | **86.9** | 78.5| **88.8** |

Table 9. DeiT vs. ResNet with FractalDB-1k pre-training.

| Arch.        | Params (M) | C10  | C100 | Cars | Flowers |
|--------------|------------|------|------|------|---------|
| ResNet-18    | 11         | 94.8 | 77.6 | 65.2 | 96.3    |
| ResNet-34    | 21         | 95.9 | 79.4 | 79.8 | 84.9    |
| ResNet-50    | 25         | 96.1 | 80.0 | 82.5 | 98.2    |
| DeiT-T/J16   | 5          | 96.8 | 81.6 | 86.0 | 98.3    |
| DeiT-B/J16   | 86         | 97.1 | 83.2 | 86.5 | 97.9    |

FractalDB-1k pre-trained DeiT acquired similar position embeddings at each row and column to ImageNet-1k pre-trained DeiT. These pre-training datasets, ImageNet-1k and FractalDB-1k allow us to grab a feature from the same image position. Figure 2(c) shows mean attention distance as in the original DeiT [10]. By comparing to the ImageNet-1k pre-training, the FractalDB-1k pre-trained DeiT tends to look at wide-spread areas in an image. The indicator is similar to the size of receptive fields in CNN.

Figure 4 illustrates attention maps in DeiT with different pre-training datasets. The FractalDB-1k pre-trained ViT focuses on the object areas (Figure 4(b)) as well as ImageNet pre-training (Figure 4(a)). Moreover, the FractalDB-10k pre-trained DeiT looks at more specific areas (Figure 4(c)) compared to FractalDB-1k pre-training. Figure 4(d) shows attention maps in fractal images. From the figures, the FractalDB pre-training seems to recognized by observing contour lines. In relation to Figure 2(c), we believe that the recognition of complex and distant contour lines enabled the extraction of features from a wide area.

6. Conclusion and discussion

We successfully trained Vision Transformers (ViT) without any natural images and human-annotated labels through the framework of Formula-Driven Supervised Learning (FDSL). Our FractalDB pre-trained ViT achieved similar performance rates to the human-annotated ImageNet pre-trained model, partially outperformed SimCLRv2 self-supervised ImageNet pre-trained model, and surpassed other self-supervised pre-training methods, including MoCov2. According to the results of the experiments, the findings are as follows.

Feature representation with FractalDB pre-trained ViT.

From the visualization results, the FractalDB pre-trained ViT acquired different the feature representations in the first linear embeddings (Figure 2(a)), and similar arranged position embeddings (Figure 2(b)) compared to the ImageNet-1k pretrained model. Moreover, Figure 4(d) illustrates that ViT tends to pay attention to the contour areas in pre-training phase. We believe that the pre-trained model enabled feature acquisition in an area covering a wider range than the ImageNet-1k pre-trained model (Figure 2(c)). We also understood the complex contour lines used to classify fractal categories in the pre-training phase.

Can we complete pre-training of ViT without natural images and human-annotated labels? According to the comparisons with SSL methods (Table 8), we showed that
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