PERTURBATION OF WELL POSEDNESS FOR HIGHER ORDER
ELLiptic systems with rough Coefficients

ARIEL BARTON

Abstract. In this paper we study boundary value problems for higher order elliptic differential operators in divergence form. We consider the two closely related topics of inhomogeneous problems and problems with boundary data in fractional smoothness spaces.

We establish $L^\infty$ perturbative results concerning well posedness of inhomogeneous problems with boundary data in fractional smoothness spaces.

Combined with earlier known results, this allows us to establish new well posedness results for second order operators whose coefficients are close to being real and $t$-independent and for fourth-order operators close to the biharmonic operator.
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1. Introduction

In this paper we will consider the theory of boundary value problems for elliptic differential operators $L$ of the form

$$
(L\bar{u})_j = \sum_{k=1}^{N} \sum_{|\alpha|=|\beta|=m} \partial^\alpha (A_{\alpha\beta}^j \partial^\beta u_k)
$$

of arbitrary even order $2m$, for bounded measurable coefficients $A$. We will require $A$ to satisfy certain positive definiteness assumptions (see the bounds (2.2) and (2.3) below). In the case of rough coefficients, it is appropriate to formulate the operator $L$ in the weak sense; we say that $L\bar{u} = \operatorname{div}_m \hat{H}$ in $\Omega$ if

$$
(L\bar{u})_j = \langle \nabla^m \varphi, A \nabla^m \bar{u} \rangle |_{\partial \Omega} = \langle \nabla^m \varphi, \hat{H} \rangle |_{\partial \Omega}
$$

for all $\varphi \in C_0^\infty (\Omega)$. Conversely, when studying the problem (1.7), it is often appropriate to choose the function spaces

$$
\langle \nabla^m \varphi, A \nabla^m \bar{u} \rangle |_{\partial \Omega} = \langle \nabla^m \varphi, \hat{H} \rangle |_{\partial \Omega}
$$

for some appropriate function spaces $\mathcal{X}$, $\mathcal{D}$ and $\mathcal{Y}$. Here $\hat{H}_m$ is the standard boundary trace operator of Sobolev spaces; see [Bar16b, Definition 2.4].

We are also interested in the Neumann problem. It turns out that even formulating the Neumann problem in the case of higher order equations is a difficult matter; see [CGS5, Ver05, Agr07, MMR13, BHM] for some varied formulations and [Ver10, BM16a, BHM] for a discussion of related issues. Following [BHM], we will let the Neumann boundary values $\hat{M}_{A,\hat{H}} \bar{u}$ of a solution $\bar{u}$ to $L\bar{u} = \operatorname{div}_m \hat{H}$ be given by

$$
\langle \nabla^m \varphi, A \nabla^m \bar{u} - \hat{H} \rangle |_{\partial \Omega} = \langle \nabla^m \varphi, \hat{M}_{A,\hat{H}} \bar{u} \rangle |_{\partial \Omega}
$$

for all $\varphi \in C_0^\infty (\mathbb{R}^d)$. Observe that by the weak formulation (1.2) of $L\bar{u}$ above, if $\partial \Omega$ is connected then the expression $\langle \nabla^m \varphi, A \nabla^m \bar{u} - \hat{H} \rangle |_{\partial \Omega}$ depends only on $\hat{M}_{A,\hat{H}} \bar{u}$. Thus, formula (1.5) defines $\hat{M}_{A,\hat{H}} \bar{u}$ as a linear operator on $\{ \nabla^m \varphi : \varphi \in C_0^\infty (\mathbb{R}^d) \}$. Furthermore, $\langle \nabla^m \varphi, A \nabla^m \bar{u} - \hat{H} \rangle |_{\partial \Omega}$ depends only on the values of $\varphi$ near $\partial \Omega$, and not on the values of $\varphi$ in the interior of $\Omega$, and so it is reasonable to regard $\hat{M}_{A,\hat{H}} \bar{u}$ as boundary values of $\bar{u}$.

We are then interested in the Neumann problem

$$
L\bar{u} = \operatorname{div}_m \hat{H} \text{ in } \Omega, \quad \hat{M}_{A,\hat{H}} \bar{u} = \hat{g}, \quad \|\bar{u}\|_\mathcal{X} \leq C\|\hat{g}\|_\mathcal{Y} + C\|\hat{H}\|_\mathcal{Y}
$$

for some appropriate function spaces $\mathcal{X}$, $\mathcal{D}$ and $\mathcal{Y}$.

1.1. The history of the problem and function spaces. Consider the two special cases of the Dirichlet problem

$$
L\bar{u} = \operatorname{div}_m \hat{H} \text{ in } \Omega, \quad \hat{M}_{A,\hat{H}} \bar{u} = \hat{g}, \quad \|\bar{u}\|_\mathcal{X} \leq C\|\hat{g}\|_\mathcal{Y} + C\|\hat{H}\|_\mathcal{Y},
$$

$$
L\bar{u} = 0 \text{ in } \Omega, \quad \hat{M}_{A,\hat{H}} \bar{u} = \hat{f}, \quad \|\bar{u}\|_\mathcal{X} \leq C\|\hat{f}\|_\mathcal{D}.
$$

When studying the problem (1.7), it is often appropriate to choose the function spaces $\mathcal{X}$ and $\mathcal{D}$ such that $\mathcal{D} = \{ \operatorname{Tr} \nabla^m \bar{F} : \bar{F} \in \mathcal{X} \}$. Conversely, when studying the problem (1.6) it is appropriate to choose $\mathcal{X} = \{ \bar{F} : A \nabla^m \bar{F} \in \mathcal{Y} \}$. 


With these choices of $X$ and $D$, it is possible to reduce the problem (1.7) to the problem (1.6): if we let $\tilde{F}$ be an extension of $\tilde{f}$, and let $\tilde{v}$ solve the problem (1.6) with $\tilde{H} = A \nabla^m \tilde{F}$, then $u = \tilde{F} - \tilde{v}$ solves the problem (1.7). This technique was used, for example, in [MMS10] and [MM13b, Theorem 6.33]. See also Lemma 4.4 below.

Conversely, it is often possible to solve $Lu = \nabla_m \tilde{H}$ in $\mathbb{R}^d$ (see, for example, Section 6.1 below); under these circumstances, solutions to the problem (1.7) may be used to correct the boundary values and solve the problem (1.6) or the full Dirichlet problem (1.6). This technique has been used many times in the literature; see, for example, [JK95, AP98, MM13a, BM16b] and [MM13b, Theorems 6.34 and 6.36], or Lemma 6.11 below.

For a number of operators of order 2m with smooth or constant coefficients, the Dirichlet problem (1.6) has been shown to be well-posed in the case where $\Omega$ is a Lipschitz domain, $X$ is the Besov space $L^p_{m-1+s+1/p}(\partial \Omega)$, and $Y = L^p_{s+1/p-1}(\Omega)$, for $0 < s < 1$ and for certain values of $p$ depending on $L$, $s$ and $\Omega$. In particular, in [JK95], well-posedness was established for $L = \Delta$ and certain $p$ with $1 < p < \infty$; some extensions to the case $p \leq 1$ were established in [MM04]. In [AP98] and [MMW11, MM13a], similar results were established for the biharmonic operator $L = \Delta^2$, and in [MM13c] results were established for general constant-coefficient operators. In the case of operators with variable Lipschitz continuous coefficients, some well-posedness results were established in [Agr07].

If solutions $\bar{u}$ lie in the space $X = L^p_{m-1+s+1/p}(\partial \Omega)$, then the appropriate space $D$ of Dirichlet boundary values to extend to the problem (1.6) is the space of Whitney arrays $WA^p_{m-1,s}(\partial \Omega)$. This is a subspace of the Besov space $(B^p_{s+1/p}(\partial \Omega))^r$, where $r$ is the number of multiindices of length $m - 1$; if $m = 1$ then $WA^p_{0,s}(\partial \Omega) = B^p_{s+1/p}(\partial \Omega)$, but if $m \geq 2$ then $WA^p_{m-1,s}(\partial \Omega)$ is a proper subspace. (This reflects the fact that, if $m - 1 \geq 1$, then $\nabla^{m-1}u$ is an array of partial derivatives and thus must satisfy appropriate compatibility conditions.)

The parameter $s$ measures smoothness; thus, we emphasize that in the above results, the Dirichlet boundary data $\tilde{u}_{\partial \Omega}^{m-1} \bar{u}$ always has between zero and one degree of smoothness.

The Neumann problem (1.5) has also been studied. In the case of the harmonic operator $L = \Delta$ ([FMM98, Zan00, MM04]), biharmonic operator $L = \Delta^2$ ([MM13a]), and general constant coefficient operators ([MM13d]), well-posedness has been established in Lipschitz domains, again for $X = L^p_{m-1+s+1/p}(\partial \Omega)$ and $Y = L^p_{s+1/p-1}(\Omega), 0 < s < 1$, and certain values of $p$. In this case, the appropriate space of boundary data is $\mathfrak{N} = NA^p_{m-1,s-1}(\partial \Omega)$, a quotient space of the negative smoothness space $(B^p_{s+1/p}(\partial \Omega))^r$. See also [Agr07] for the case of operators with Lipschitz continuous coefficients.

Remark 1.8. In both the Dirichlet and Neumann problems discussed above, boundary values are expected to lie in fractional smoothness spaces. We may also consider the problem (1.7), or the similar Neumann problem

$$L\bar{u} = 0 \text{ in } \Omega, \quad \tilde{\mathbf{N}}_{\mathbf{A}}^{\Omega} \bar{u} = \tilde{g}, \quad ||\bar{u}||_X \leq C ||\tilde{g}||_{\mathfrak{N}},$$

with boundary data in integer smoothness spaces (that is, Lebesgue spaces $L^p(\partial \Omega)$ or Sobolev spaces $W^{1,p}(\partial \Omega)$). However, this requires spaces of solutions $X$ for which the corresponding problem (1.6) is ill-posed (even in particularly nice cases, such
as the case of harmonic functions $L = \Delta$ in the upper half-space $\mathbb{R}^d_+$. Thus, the theory of inhomogeneous problems ($L \vec{u} = \text{div}_m \vec{H}$ rather than $L \vec{u} = 0$) is deeply and inextricably connected to the theory of boundary data in fractional smoothness spaces.

Although we will not consider boundary data in integer smoothness spaces, we mention some of the known results. The Dirichlet problem for the biharmonic operator $\Delta^2$ or polyharmonic operator $\Delta^m$, $m \geq 3$, with data in $L^p(\partial \Omega)$, was investigated in [SS81, CG83, DKV86, Ver87, She06a], and with data in the Sobolev space $W^1_p(\partial \Omega)$ in [Ver90, PV92, MM10, KS11a]. The $L^p$ or $W^1_p$-Dirichlet problems for more general higher order constant coefficient operators were investigated in [PV95, Ver96, She06b, KS11b]. The $L^p$-Neumann problem has been investigated for the biharmonic operator in [CG85, Ver05, She07, MM13b]. Very little is known in the case of higher order variable coefficient operators; the $L^2$-Neumann problem for self-adjoint $t$-independent coefficients in the half-space $\Omega = \mathbb{R}^d_+$ was shown to be well posed in the recent preprint [BHM17], and the Dirichlet problem for fourth-order operators of a form other than (1.1) with $L^2$ boundary data was solved in [BM13a]. See the author’s survey paper with Mayboroda [BM16a] for a more extensive discussion of these results. We omit discussion of the extensive literature concerning second order boundary value problems (the case $m = 1$) with data in integer smoothness spaces.

We are interested in boundary value problems for operators of the form (1.2) with rough coefficients $A$. We still consider boundary data in Besov spaces. However, the space $X = L^p_{m-1+s+1/p}(\Omega)$ is not an appropriate space in which to seek solutions, because this space requires that the gradient $\nabla^m \vec{u}$ of a solution $\vec{u}$ display $s + 1/p - 1$ degrees of smoothness, and if $A$ is rough then $\nabla^m u$ may be rough as well. See [BM16b, Chapter 10]. Another possible solution space $X$ is suggested by the theory for constant coefficients. In [JK95] and [AP98], it was established that if $\Delta^m u = 0$ in $\Omega$, for $m = 1$ or $m = 2$, then for appropriate $p$ and $s$ we have that $u \in L^p_{m-1+s+1/p}(\Omega)$ if and only if $u \in W^p_{m-1}(\Omega)$ and

$$\int_{\Omega} |\nabla^m u(x)|^p \text{dist}(x, \partial \Omega)^{p-1-ps} dx < \infty.$$  

We may thus seek to control the above norm of our solutions, rather than the $L^p_{m-1+s+1/p}(\Omega)$-norm.

In [MMS10], Maz’ya, Mitrea and Shaposhnikova established well-posedness of the Dirichlet problem (1.3) for operators $L$ with variable $VMO$ coefficients, with $\mathfrak{D} = WA^p_{m-1, s}(\partial \Omega)$ as usual, but with the norm on solutions given by

$$(1.10) \quad \|\vec{u}\|_{W^{s,*}_p(\Omega)} = \left( \sum_{k=0}^{m} \int_{\Omega} |\nabla^k \vec{u}(x)|^p \text{dist}(x, \partial \Omega)^{p-1-ps} dx \right)^{1/p}.$$

In [BM16b], Mayboroda and the author of the present paper investigated the Dirichlet and Neumann problems (1.3) and (1.5) in the case $m = N = 1$, for coefficients constant in the vertical direction but merely bounded measurable in the horizontal directions, in the domain above a Lipschitz graph. We established well-posedness for certain $s$ and $p$ in the case of real symmetric coefficients (the Neumann problem) or general real coefficients (the Dirichlet problem), with $\mathfrak{D} = \bar{B}^p_s(\partial \Omega)$ and $\mathfrak{N} = \bar{B}^p_{s-1}(\partial \Omega)$ as usual. We used a somewhat different choice of solution...
space $\mathfrak{X}$; specifically, we let $\mathfrak{X} = \dot{W}^{p,s}_{m,av}(\Omega)$, where $\dot{W}^{p,s}_{m,av}(\Omega)$ is the set of (equivalence classes of) functions $u$ for which the $\dot{W}^{p,s}_{m,av}(\Omega)$-norm given by

$$
\left\|u\right\|_{\dot{W}^{p,s}_{m,av}(\Omega)} = \left\|\nabla^m u\right\|_{L^{p,s}_{av}(\Omega)},
$$

(1.11)

$$
\left\|\dot{H}\right\|_{L^p_{av}(\Omega)} = \left(\int_{\Omega} \left(\int_{B(x,\text{dist}(x,\partial\Omega)/2)} \left|\dot{H}\right|^2 \text{dist}(x,\partial\Omega)^{p-1-ps} \, dx\right)^{p/2}\right)^{1/p}
$$

(1.12)

is finite. (Two functions are equivalent if their difference has norm zero; if $\Omega$ is open and connected then two functions are equivalent if they differ by a polynomial of degree at most $m - 1$.) Here $f$ denotes the averaged integral $\frac{1}{|B|} \int_{B} f$. This norm was also used in [AA16], where somewhat more general second order operators (in particular, the case $N \geq 1$) was considered.

We chose to use homogeneous norms (that is, to bound only $\nabla^m u$ and not any of the lower order derivatives) because we were working in unbounded domains, and homogeneous norms are in many ways more convenient in that context. It is also possible to consider homogeneous norms in bounded Lipschitz domains. In particular, if $\partial\Omega$ is connected then $\dot{T}^\Omega_{m-1} \tilde{u}$ determines the lower-order derivatives up to adding polynomials, and so we can recover the inhomogeneous results. However, if $\partial\Omega$ is disconnected, then $\dot{T}^\Omega_{m-1} \tilde{u}$ does not determine the lower-order derivatives, and so throughout this paper we will consider only domains with connected boundary.

The $L^p_{av}$-norm of [BM16b] involves $L^2$ averages over Whitney balls. These averages are useful both in the case of $p$ large and in the case $p < 1$.

Finiteness of the $W^{p,s}_{m}$-norm (1.10) requires that the gradient $\nabla^m \tilde{u}$ of a solution be locally $p$th-power integrable. This is a reasonable assumption, even for $p$ large, if the coefficients are constant, or even merely VMO. However, for rough coefficients, the best we can expect is for $\nabla^m \tilde{u}$ to be locally square-integrable, or at best $q$th-power integrable for $q < 2 + \varepsilon$ and $\varepsilon$ possibly very small. (In the second-order case, this expectation comes from the Caccioppoli inequality and Meyers’s reverse Hölder inequality; both may be generalized to the higher order case, as in [Cam80, AQ00, Bar16a,].) The technique of bounding $L^2$ averages of gradients on Whitney balls, rather than the gradients themselves, is common in the theory of elliptic differential equations; see, for example, the modified nontangential maximal function introduced in [KP93] and used extensively in the literature.

Conversely, if $s > 0$ and $p \geq 1$, then finiteness of the $W^{p,s}_{m}$-norm (1.10) ensures that $\nabla^m \tilde{u}$ is locally integrable up to the boundary. This useful property ensures that the Dirichlet and Neumann boundary values of $\tilde{u}$ are meaningful. However, if $p < 1$ then finiteness of the $W^{p,s}_{m}$-norm (1.10) does not ensure local integrability, and so it is not clear that the trace operator is well-defined on such spaces. However, if $s > 0$ and $p > (d-1)/(d-1+s)$, then finiteness of the $W^{p,s}_{m,av}$-norm (1.11) does ensure local integrability; see [BM16b] Theorem 6.1 or [Bar16b] Lemma 3.7. Thus, using the averaged norm allows us to consider at least some values of $p < 1$. We remark that the requirement $p > (d-1)/(d-1+s)$ appears also in [MM04, MM13b], and for similar reasons: the condition $u \in L^p_{m-1+s+1/p}(\Omega)$ ensures local integrability of $\nabla^m u$ for precisely the given range of $p$. 
In this paper, we will investigate the Dirichlet problem

\[
\begin{aligned}
L\bar{u} = \text{div}_m \tilde{H} & \quad \text{in } \Omega, \\
\tilde{T}_m \bar{u} = f & \quad \text{on } \partial \Omega,
\end{aligned}
\]

(1.13) and the Neumann problem

\[
\begin{aligned}
L\bar{u} = \text{div}_m \tilde{H} & \quad \text{in } \Omega, \\
\tilde{M}_A \bar{u} = g & \quad \text{on } \partial \Omega,
\end{aligned}
\]

(1.14)

where \(W^{p,s}_{m,av}(\Omega)\) and \(L^{p,s}_{av}(\Omega)\) are given by formulas (1.11) and (1.12), and the boundary spaces \(W^p_{av,m-1,s}(\partial \Omega)\) and \(N^p_{av,m-1,s}(\partial \Omega)\) are as defined in [Bar16b Section 2.2]. These are the homogeneous counterparts to the spaces mentioned above; the main result of [Bar16b] is that they are the spaces of Dirichlet and Neumann traces of \(W^{p,s}_{m,av}(\Omega)\) functions.

We say that these problems are well posed if, for every \(\tilde{H} \in L^{p,s}_{av}(\Omega)\) and every \(f \in W^{p}_{av,m-1,s}(\partial \Omega)\) or \(g \in N^{p}_{av,m-1,s}(\partial \Omega)\), there is exactly one \(\bar{u} \in W^{p,s}_{m,av}(\Omega)\) that satisfies \(L\bar{u} = \text{div}_m \tilde{H}\) and \(\tilde{T}_m \bar{u} = f\) or \(\tilde{M}_A \bar{u} = g\), and if that \(\bar{u}\) satisfies the given quantitative bound \(|\bar{u}|_{W^{p,s}_{m,av}(\Omega)} \leq C||\tilde{H}||_{L^{p,s}_{av}(\Omega)} + C||f||_{W^{p}_{av,m-1,s}(\partial \Omega)}\) or \(|\bar{u}|_{W^{p,s}_{m,av}(\Omega)} \leq C||\tilde{H}||_{L^{p,s}_{av}(\Omega)} + C||g||_{N^{p}_{av,m-1,s}(\partial \Omega)}\).
we will discuss the history of such perturbation results. In Section 1.4, we will combine Theorem 1.16 with known results from the literature to establish new well posedness results.

Theorem 1.16. Let $\Omega \subset \mathbb{R}^d$ be a Lipschitz domain with connected boundary, let $0 < s < 1$, and let $(d - 1)/(d - 1 + s) < p < \infty$. Then there is some constant $C_1$ depending only on $p$, $s$, the dimension $d$, and the Lipschitz character of $\Omega$, with the following significance.

Let $L$ and $M$ be operators of the form (1.1) acting on functions defined in $\mathbb{R}^d$, with the same values of $m$ and $N$, associated to bounded coefficients $A$ and $B$. Let $\varepsilon = \|A - B\|_{L^\infty(\mathbb{R}^d)}$.

Suppose that there is some constant $C_0$ such that the Dirichlet problem
\begin{equation}
L\bar{u} = \text{div}_m \hat{\Phi} \text{ in } \Omega, \quad \hat{T}^{\Omega}_{m-1} \bar{u} = 0, \quad \|\bar{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq C_0 \|\hat{\Phi}\|_{L^{p',s}_{av}(\Omega)}
\end{equation}
is well posed. If $\varepsilon < 1/C_1C_0$, then the Dirichlet problem
\begin{equation}
M\bar{u} = \text{div}_m \hat{H} \text{ in } \Omega,
\end{equation}
\begin{equation}
\|\bar{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq C_2 \|\hat{H}\|_{L^{p',s}_{av}(\Omega)} + C_2C_3\|\hat{J}\|_{WA^p_{m-1,s-1}(\partial\Omega)}
\end{equation}
is well posed. Here $C_3$ depends only on $p$, $s$, the dimension $d$ and the Lipschitz character of $\Omega$, and
\begin{equation}
C_2 = \frac{C_0}{1 - C_0\varepsilon} \quad \text{if } p \geq 1, \quad C_2 = \left(\frac{C_0}{1 - C_0\varepsilon}\right)^{1/p} \quad \text{if } p < 1.
\end{equation}

Similarly, suppose that there is some constant $C_0$ such that the Neumann problem
\begin{equation}
L\bar{u} = \text{div}_m \hat{\Phi} \text{ in } \Omega, \quad \hat{M}^{\Omega}_{A,\delta} \bar{u} = 0, \quad \|\bar{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq C_0 \|\hat{\Phi}\|_{L^{p',s}_{av}(\Omega)}
\end{equation}
is well posed. If $\varepsilon < 1/C_1C_0$, then the Neumann problem
\begin{equation}
M\bar{u} = \text{div}_m \hat{H} \text{ in } \Omega,
\end{equation}
\begin{equation}
\|\bar{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq C_2 \|\hat{H}\|_{L^{p',s}_{av}(\Omega)} + C_2C_3\|\hat{g}\|_{WA^p_{m-1,s-1}(\partial\Omega)}
\end{equation}
is also well posed.

In applying Theorem 1.16 especially in analyzing a range of $p$ and $s$, the following two lemmas are often helpful. Lemma 1.21 is a duality result; Lemma 1.22 is an interpolation result. Both will be used in Section 1.4.

Lemma 1.21. Let $\Omega$ be a Lipschitz domain with connected boundary and let $L$ be an operator of the form (1.1) associated to bounded coefficients $A$. Let $0 < s < 1$ and let $1 \leq p < \infty$.

Let $s' = 1 - s$, and let $p'$ be the extended real number that satisfies $1/p + 1/p' = 1$. Let $(A^*)_{\alpha\beta} = A_{\beta\alpha}$, and let $L^*$ be the operator of the form (1.1) associated to the coefficients $A^*$.

If there is a constant $C_0$ such that the Dirichlet problem
\begin{equation}
L\bar{u} = \text{div}_m \hat{H}, \quad \hat{T}^{\Omega}_{m-1} \bar{u} = \hat{f}, \quad \|\bar{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq C_0 \|\hat{H}\|_{L^{p',s}_{av}(\Omega)} + C_0 \|\hat{f}\|_{WA^p_{m-1,s}(\partial\Omega)}
\end{equation}
is well posed, then there is a constant $C_1$ such that the problem
\[ L^*\tilde{u} = \text{div}_m \tilde{\Phi}, \quad \tilde{T}_{m-1} \tilde{u} = \tilde{\phi}, \quad \|\tilde{u}\|_{W^{p',s'}_{m-1}((\Omega))} \leq C_1 \|\tilde{\Phi}\|_{W^{p',s'}_{m-1}((\Omega))} + C_1 \|\tilde{\phi}\|_{WA^{p',s'}_{m-1,s-1}(\partial\Omega)} \]
is well posed.

Similarly, if there is a constant $C_0$ such that the Neumann problem
\[ L\tilde{u} = \text{div}_m \tilde{\Phi}, \quad \tilde{M}^\Omega_{A,H} \tilde{u} = \tilde{g}, \quad \|\tilde{u}\|_{W^{p,s}_{m-1}((\Omega))} \leq C_0 \|\tilde{\Phi}\|_{L^{p',s'}_{m-1}((\Omega))} + C_0 \|\tilde{g}\|_{N_{m-1,s-1}^{p',s'}(\partial\Omega)} \]
is well posed, then there is a $C_1$ such that the problem
\[ L^*\tilde{u} = \text{div}_m \tilde{\Phi}, \quad \tilde{M}^\Omega_{A,\bar{\Phi}} \tilde{u} = \tilde{\phi}, \quad \|\tilde{u}\|_{W^{p',s'}_{m-1}((\Omega))} \leq C_1 \|\tilde{\Phi}\|_{L^{p',s'}_{m-1}((\Omega))} + C_1 \|\tilde{\phi}\|_{N_{m-1,s-1}^{p',s'}(\partial\Omega)} \]
is well posed.

Lemma 1.22 will be proven in Section 4.3 as the $p \geq 1$, $p' \geq 1$ case of Theorems 4.7 and 4.12.

**Lemma 1.22.** Let $\Omega$ be a Lipschitz domain with connected boundary and let $L$ be an operator of the form (1.11). Let $0 < s_0 < 1$ and $0 < s_1 < 1$. Let $p_0$ and $p_1$ satisfy $(d-1)/(d-1+s_j) < p_j < \infty$ for $j = 0, 1$.

If $0 \leq \sigma < 1$, then let $s_\sigma = (1-\sigma)s_0 + \sigma s_1$ and let $1/p_\sigma = (1-\sigma)/p_0 + \sigma/p_1$.

Suppose that the Dirichlet problems
\begin{align*}
(1.23) \quad L\tilde{u} &= \text{div}_m \tilde{\Phi}, \quad \tilde{T}_{m-1} \tilde{u} = 0, \quad \|\tilde{u}\|_{W^{p_\sigma,s_\sigma}_{m-1}((\Omega))} \leq C_0 \|\tilde{\Phi}\|_{L^{p_\sigma,s_\sigma}_{m-1}((\Omega))}, \\
(1.24) \quad L\tilde{u} &= \text{div}_m \tilde{\Phi}, \quad \tilde{T}_{m-1} \tilde{u} = 0, \quad \|\tilde{u}\|_{W^{p_\sigma,s_\sigma}_{m-1}((\Omega))} \leq C_1 \|\tilde{\Phi}\|_{L^{p_\sigma,s_\sigma}_{m-1}((\Omega))}
\end{align*}
are both well posed. Suppose furthermore that they are compatibly well posed in the sense that, if $\tilde{\Phi} \in L^{p_\sigma,s_\sigma}_{m-1}((\Omega)) \cap L^{p_1,s_1}_{m-1}((\Omega))$, then there is a single solution $\tilde{u} \in W^{p_\sigma,s_\sigma}_{m-1}((\Omega)) \cap W^{p_1,s_1}_{m-1}((\Omega))$ to both problems.

Then for every $0 < \sigma < 1$, there is some $C > 0$ depending on $\sigma$, $p_j$, $s_j$, $C_j$ and $\Omega$, such that for every $\tilde{H} \in L^{p_\sigma,s_\sigma}_{m-1}(\Omega)$ and $\tilde{f} \in \tilde{WA}^{p_\sigma,s_\sigma}_{m-1,s_\sigma}(\partial\Omega)$, there exists at least one solution to the Dirichlet problem
\[ L\tilde{u} = \text{div}_m \tilde{H}, \quad \tilde{T}_{m-1} \tilde{u} = \tilde{f}, \quad \|\tilde{u}\|_{\tilde{W}^{p_\sigma,s_\sigma}_{m-1}((\Omega))} \leq C \|\tilde{H}\|_{L^{p_\sigma,s_\sigma}_{m-1}((\Omega))} + C \|\tilde{f}\|_{\tilde{WA}^{p_\sigma,s_\sigma}_{m-1,s_\sigma}(\partial\Omega)}. \]
If $1 < p_0 < \infty$ and $1 < p_1 < \infty$, then there is at most one solution to the Dirichlet problem (1.25) and so the problem is well posed.

Similarly, if the Neumann problems
\begin{align*}
(1.26) \quad L\tilde{u} &= \text{div}_m \tilde{\Phi}, \quad \tilde{M}^\Omega_{A,\tilde{\Phi}} \tilde{u} = 0, \quad \|\tilde{u}\|_{W^{p_\sigma,s_\sigma}_{m-1}((\Omega))} \leq C_0 \|\tilde{\Phi}\|_{L^{p_\sigma,s_\sigma}_{m-1}((\Omega))}, \\
(1.27) \quad L\tilde{u} &= \text{div}_m \tilde{\Phi}, \quad \tilde{M}^\Omega_{A,\tilde{\Phi}} \tilde{u} = 0, \quad \|\tilde{u}\|_{W^{p_\sigma,s_\sigma}_{m-1}((\Omega))} \leq C_1 \|\tilde{\Phi}\|_{L^{p_\sigma,s_\sigma}_{m-1}((\Omega))}
\end{align*}
are both well posed and are compatibly well posed, then for every $0 < \sigma < 1$ the Neumann problem
\[ L\tilde{u} = \text{div}_m \tilde{H}, \quad \tilde{M}^\Omega_{A,H} \tilde{u} = \tilde{g}, \quad \|\tilde{u}\|_{W^{p_\sigma,s_\sigma}_{m-1}((\Omega))} \leq C \|\tilde{H}\|_{L^{p_\sigma,s_\sigma}_{m-1}((\Omega))} + C \|\tilde{g}\|_{N_{m-1,s-1}^{p_\sigma,s_\sigma}(\partial\Omega)} \]
has solutions, and if $1 < p_0 < \infty$ and $1 < p_1 < \infty$ then the problem is well posed.
This lemma will be proven at the end of Section 5.2. We remark that \( \{(s_\sigma, 1/p_\sigma) : 0 < \sigma < 1\} \) is the straight line segment connecting the points \((s_0, 1/p_0)\) and \((s_1, 1/p_1)\). 

By Corollary 3.10 below, if \((d-1)/p_0 - s_0 = (d-1)/p_1 - s_1\), or if \(\Omega\) is bounded, \(0 < s_0 < s_1 < 1\), and \((d-1)/p_1 - s_1 \leq (d-1)/p_0 - s_0\), then the problems (1.23) and (1.24) or (1.26) and (1.27) are compatible in the above sense; furthermore, by Corollary 3.8, solutions to the problem (1.25) or (1.28) are unique and thus the problems are well posed.

The compatibility condition is not trivial; the main result of [Axe10] is an example of a second order operator \(L\) such that the Dirichlet problems

\[
Lu = 0 \text{ in } \mathbb{R}^d_+, \quad \text{Tr } u = f, \quad \|u\|_{T^\mu_\infty} \leq \|f\|_{L^p(\partial B^2)}.
\]

\[
Lv = 0 \text{ in } \mathbb{R}^d_+, \quad \text{Tr } v = f, \quad \|\tilde{w}^2_{1/2}(\mathbb{R}^d_+)\| \leq \|f\|_{B^{2,2}_1(\partial \mathbb{R}^d_+)}.
\]

are both well posed, but for which \(u \neq v\) for some \(f \in L^p(\partial B^2) \cap B^{2,2}_1(\partial \mathbb{R}^d_+)\). Here \(T^\mu_\infty\) is the tent space defined in [CMS85].

1.3. Historical remarks on \(L^\infty\) perturbation. Perturbation results such as Theorem 1.10 have been of interest in recent years. We mention one particular class of coefficients that has received a great deal of study. Suppose that \(m = 1\), that \(\Omega = \{(x', t) : x' \in \mathbb{R}^{d-1}, t > \psi(x')\}\) is the domain above a Lipschitz graph, and that \(A\) is \(t\)-independent in the sense that

\[
A(x', t) = A(x', s) = A(x') \quad \text{for all } x' \in \mathbb{R}^{d-1} \text{ and all } s, t \in \mathbb{R}.
\]

Then well-posedness of the Dirichlet problem (1.7) for \(L = \text{div } A\nabla\), with \(\mathcal{D} = L^2(\Omega)\) and \(\mathcal{X} = T^t_\infty\), implies well-posedness of the Dirichlet problem \(M = \text{div } B\nabla\), for \(t\)-independent \(B\) sufficiently close to \(A\). This was established in full generality in [AAM10], and some previous versions were established in [FJK84] [AAH08] [AAA+11].

Here \(T^t_\infty\) is a “nontangential space” appropriate for studying boundary data in \(L^p(\partial \Omega)\). (The space \(T^t_\infty\) is a generalization, essentially introduced in [KP93], of the tent space \(T^\mu_\infty\) defined in [CMS85]. See, for example, [HMM15a] for a precise definition of \(T^\mu_\infty\).)

Similar results are valid for the Neumann problem (1.9) with \(\mathcal{R} = L^2(\partial \Omega)\) and \(\mathcal{X} = \nabla^{-1}(T^t_\infty)\), where \(\nabla^{-1}(T^t_\infty)\) is the space of functions whose gradients lie in a nontangential space, and the Dirichlet problem (1.7) with \(\mathcal{D} = \tilde{W}^2_{1/2}(\partial \Omega)\) and \(\mathcal{X} = \nabla^{-1}(T^t_\infty)\), often called the “Dirichlet regularity” problem. Indeed, the stability result established in [AAA+11] required well-posedness of all three boundary value problems for \(A\) to establish any well-posedness results for \(B\).

Some similar stability results are available for boundary data in \(L^p(\partial \Omega)\) for more general \(p\); in particular, such stability results follow from the boundedness of layer potentials for \(t\)-independent coefficients established in [HMM15b] and the well known equivalence between invertibility of layer potentials and well-posedness of boundary value problems. (See [Ver84] [BM13a] [BMI6b] [HKMP15] [Bar17].)

A higher order stability result, for boundary data in \(L^2(\partial \mathbb{R}^d_+)\), was established in [BM17] Theorem 1.12.

Thus far, perturbation results for \(B\) not independent of \(t = x_d\) have been limited to Carleson-measure perturbation rather than \(L^\infty\) perturbation; that is, well
posedness results for $A$ extend to well posedness results for $B$ provided
\[
\sup_{x \in \partial \Omega, r > 0} \left( \frac{1}{p^d - 1} \int_{B(x, r) \cap \Omega} \left( \sup_{B(y, \text{dist}(y, \partial \Omega)/2)} |B - A|^2 \right) \frac{1}{\text{dist}(y, \partial \Omega)} \ dy \right)^{1/2}
\]
is small. Notice that this is a stronger condition than smallness of $\|B - A\|_{L^\infty(\mathbb{R}^d)}$.

See the papers [Dah86, Fef89, FKP91, KP93, DPP07, DR10, AA11, AR12, HMM15a] for such Carleson perturbation results. We remark that for the most part, the known results for Carleson measure perturbation concern well-posedness of problems with boundary data in integer smoothness spaces.

Our Theorem 1.16 allows for $L^\infty$ perturbation of coefficients that are not $t$-independent; however, it also concerns only boundary value problems with boundary data in fractional smoothness spaces, rather than the Lebesgue and Sobolev spaces mentioned above.

1.4. New well posedness results derived from Theorems 1.16. In this section we review some known well posedness results from the literature, and we discuss how these well posedness results combine with Theorems 1.16 to yield new well posedness results.

1.4.1. Perturbation of second order operators with real $t$-independent coefficients. In [BM16b], the following well posedness results were established.

**Theorem 1.30** ([BM16b, Section 9.3]). Let $L = \text{div } A\nabla$ be an elliptic operator of the form (1.1), with $m = N = 1$, acting on functions defined on open sets in $\mathbb{R}^d$, $d \geq 2$. Suppose that $A$ has real coefficients and is $t$-independent in the sense of formula (2.29). Let $\Omega = \{(x', t) : x' \in \mathbb{R}^{d-1}, t > \psi(x')\}$ for some Lipschitz function $\psi$.

Then there is some $\kappa > 0$ depending only on the dimension $d$, the constants $\lambda$ and $\Lambda$ in formulas (2.1) and (2.2), and on $M = \|\nabla \psi\|_{L^\infty(\mathbb{R}^{d-1})}$, such that, if
\[
0 < s < 1, \quad 0 < p \leq \infty, \quad s - \kappa < \frac{1}{p} < \min\left( s + \kappa, \frac{d - 2 + s + \kappa}{d - 1} \right)
\]
then the Dirichlet problem (1.13) (with $m = 1$) is well posed.

If in addition $A$ is symmetric, then the Dirichlet problem is well posed whenever
\[
0 < s < 1, \quad 0 < p \leq \infty, \quad \frac{s - \kappa}{2} < \frac{1}{p} < \frac{1 + s + \kappa}{d - 2 + s + \kappa}, \quad 0 < s < 1 - \kappa,
\]

Furthermore, the Neumann problem (1.14) is well posed for the same range of indices.

Finally, for any $p_0$, $s_0$ and $p_1$, $s_1$ satisfying the given conditions, these problems are compatibly well posed in the sense of Lemma 1.22.

The acceptable values of $s$ and $1/p$ are shown in Figure 1.1.

Remark 1.33. If $d = 2$, a straightforward argument (see [Pip97, KR09, Bar13])
shows that the Dirichlet problem (1.13) and the Neumann problem (1.14) with $A$ replaced by $(1/\det A)A^t$ are equivalent; thus, the Neumann problem is also well posed if $d = 2$ and $p$ and $s$ satisfy the condition (1.31).
If in addition \( A \) is symmetric, it follows from known results that there is some \( \kappa > 0 \) such that the Dirichlet and Neumann problems are well posed whenever

\[
0 < s < 1, \quad 0 < p \leq \infty, \quad -\frac{1}{2} - \kappa < \frac{1}{p} - s < \frac{1}{2} + \kappa.
\]

See Section 6.2.

We may establish well posedness for more general second order systems using Theorem 1.16.

**Theorem 1.35.** Fix some \( \Lambda > \lambda > 0 \) and some \( M > 0 \). Let \( s \) and \( p \) satisfy the conditions (1.32) (if \( d \geq 3 \)) or (1.34) (if \( d = 2 \)).

Then there is some \( \varepsilon > 0 \) depending on \( \Lambda, \lambda, M, s, \) and the dimension \( d \) so that, if \( \Omega \) is as in Theorem 1.30, if \( L \) is an elliptic system of the form (1.1) with \( m = 1 \) associated to coefficients \( A \) that satisfy the ellipticity conditions (2.1) and (2.2), and if

\[
\sup_{j,\alpha,\beta,x',t} |\text{Im} A_{\alpha\beta}^{jj}(x',t)| + \sup_{j,\alpha,\beta,x',t,s} |A_{\alpha\beta}^{jj}(x',t) - A_{\alpha\beta}^{jj}(x',s)| + \sup_{j,k,\alpha,\beta,x',t} |A_{\alpha\beta}^{jk}(x',t)| < \varepsilon
\]

and

\[
\sup_{j,\alpha,\beta,x',t} |A_{\alpha\beta}^{jj}(x',t) - A_{\beta\alpha}^{jj}(x',t)| < \varepsilon
\]

then the Dirichlet problem

\[
\begin{aligned}
L\bar{u} &= \text{div} \tilde{H} \text{ in } \Omega, \\
\bar{u} &= \bar{f} \text{ on } \partial\Omega,
\end{aligned}
\]

\[
\|\bar{u}\|_{\dot{W}^{1,p}_{1,\alpha}(\Omega)} \leq C\|\bar{f}\|_{\dot{W}^{1,p}_{1,\alpha}(\partial\Omega)} + C\|\tilde{H}\|_{L^{p,\alpha}_{2,\alpha}(\Omega)}
\]

\[
(1.38)
\]
Figure 1.2. Theorem 1.40. If $A$ is near to satisfying the conditions of Theorem 1.30, then we have well posedness of the Dirichlet problem for all indicated values of $(s, 1/p)$.

and the Neumann problem

$$
\begin{align*}
L\tilde{u} &= \text{div } \tilde{H} \text{ in } \Omega, \\
\nu \cdot A\nabla \tilde{u} &= \tilde{M}_A \tilde{u} = \tilde{g} \text{ on } \partial\Omega, \\
\|\tilde{u}\|_{W^{p,s}_{\text{loc}}(\Omega)} &\leq C\|\tilde{g}\|_{L^{p,s}_{\text{loc}}(\partial\Omega)} + C\|\tilde{H}\|_{L^{p,s}_{\text{loc}}(\partial\Omega)}
\end{align*}
$$

are well posed.

If $p$ and $s$ satisfy the stronger condition (1.31), then then the Dirichlet problem (1.38) is well posed even if the condition (1.37) is not satisfied.

Observe that the size of the acceptable perturbation $\varepsilon$ depends on $p$ and $s$. By perturbing at finitely many points and applying Lemmas 1.22 and 1.21, we can construct large regions in the $(s, 1/p)$-plane such that boundary value problems are well posed in the given regions.

Theorem 1.40. Fix some $\Lambda > \lambda > 0$ and some $M > 0$. Let $\kappa$ be as in Theorem 1.30; notice that $0 < \kappa \leq 1$ and that $\kappa$ depends only on $\lambda$, $\Lambda$, $M$ and the dimension $d$. Fix some $\delta$ with $0 < \delta < \kappa/2$.

Then there is some $\varepsilon > 0$ depending on $\Lambda$, $\lambda$, $M$, $\delta$, and the dimension $d$ so that, if $\Omega$ is as in Theorem 1.30, if $L$ is an elliptic system of the form (1.1) with $m = 1$ associated to coefficients $A$ that satisfy the ellipticity conditions (2.1) and (2.2), and if $A$ satisfies the condition (1.36), then the Dirichlet problem (1.38) is well posed whenever

$$
\delta \leq s \leq 1 - \delta, \quad \max(0, s - \kappa + \delta) \leq \frac{1}{p} \leq \min\left(\frac{s + \kappa - \delta}{d - 2 + s + \kappa - \delta}, \frac{d - 2 + \kappa - \delta}{s + \kappa - \delta}\right).
$$

If in addition the condition (1.37) is valid, then the Dirichlet problem (1.38) and the Neumann problem (1.39) are well posed whenever $d \geq 3$ and

$$
\delta \leq s \leq 1 - \delta, \quad \max\left(0, \frac{s}{2} - \kappa + \delta\right) \leq \frac{1}{p} \leq \min\left(\frac{1 + s}{2} + \kappa - \delta, \frac{d - 2 + s + \kappa - \delta}{d - 1}\right)
$$

or $d = 2$ and

$$
\delta \leq s \leq 1 - \delta, \quad 0 < p \leq \infty, \quad -\frac{1}{2} - (\kappa - \delta) \leq \frac{1}{p} - s \leq \frac{1}{2} + \kappa - \delta.
$$

The acceptable values of $p$ and $s$ are shown in Figure 1.2.
The Dirichlet and Neumann problems (1.44) and (1.45) are well posed provided \((s, \frac{1}{p})\) lie in the region shown on the left (for \(d \geq 4\)) or on the right (for \(d = 2\) or \(d = 3\)).

1.4.2. Perturbations of the biharmonic operator. In [MM13a], I. Mitrea and M. Mitrea established well posedness of boundary value problems for the biharmonic operator \(\Delta^2\) in bounded Lipschitz domains. Their results may be shown to imply the following. See Section 6.1.

**Theorem 1.41 (MM13a).** Let \(\Omega \subset \mathbb{R}^d\) be a bounded Lipschitz domain with connected boundary. Let \(-1/(d-1) < \rho < 1\). Then there is some \(\kappa > 0\) depending on \(\Omega\) and \(\rho\) such that if \(d \geq 4\) and

\[
0 < s < 1, \quad 1 < p < \infty, \quad \frac{1}{2} - \frac{1}{d-1} - \kappa < \frac{1}{p} - \frac{s}{d-1} < \frac{1}{2} + \kappa,
\]

or if \(d = 2\) or \(d = 3\) and

\[
0 < s < 1, \quad 1 < p < \infty, \quad 0 < \frac{1}{p} - \left( \frac{1 - \kappa}{2} \right) s < \frac{1 + \kappa}{2},
\]

then the biharmonic Dirichlet problem

\[
\begin{aligned}
\Delta^2 u &= \text{div}_2 \hat{\mathbf{H}} \quad \text{in } \Omega, \\
\nabla u &= \hat{f} \quad \text{on } \partial\Omega,
\end{aligned}
\]

\[
\|u\|_{W^{3,2^*}_{\text{av}}(\Omega)} \leq C\|\hat{f}\|_{W^{1,2^*}_{\rho}(\partial\Omega)} + C\|\hat{\mathbf{H}}\|_{L^{2^*}_{\rho}(\Omega)}
\]

and the biharmonic Neumann problem

\[
\begin{aligned}
\Delta^2 u &= \text{div}_2 \hat{H} \quad \text{in } \Omega, \\
\hat{M}_{A_{\rho}} u &= \hat{g},
\end{aligned}
\]

\[
\|u\|_{W^{3,2^*}_{\text{av}}(\Omega)} \leq C\|\hat{g}\|_{M_{A_{\rho}}^{-1}(\partial\Omega)} + C\|\hat{H}\|_{L^{2^*}_{\rho}(\Omega)}
\]

are both well posed.

The acceptable values of \(s\) and \(1/p\) are shown in Figure 1.3. Here \(A_{\rho}\) is the symmetric constant coefficient matrix such that

\[
\langle \nabla^2 \psi(x), A_{\rho}\nabla^2 \varphi(x) \rangle = \rho \Delta \psi(x) \Delta \varphi(x) + (1 - \rho) \sum_{j=1}^d \sum_{k=1}^d \partial_j \partial_k \psi(x) \partial_j \partial_k \varphi(x).
\]
Figure 1.4. If \( L \) is close to the biharmonic operator, then the Dirichlet and Neumann problems (1.44) and (1.45) are well posed provided \((s, 1/p)\) lie in the region shown on the left (for \(d \geq 4\)) or on the right (for \(d = 2\) or \(d = 3\)).

We remark that [MMW11] contained some well posedness results in the case \(p \leq 1\) for the Dirichlet problem if \(d = 3\). In a forthcoming paper, we intend to consider the case \(p \leq 1\) extensively; we will apply comparable results therein.

Using Theorem 1.16, we may derive new well posedness results for operators whose coefficients are close to those of the biharmonic operator.

**Theorem 1.47.** Let \( N \geq 1 \) be an integer, and for each \(1 \leq j \leq N\), let \( \rho_j \in \mathbb{R} \); in the case of the Neumann problem we additionally require \(-1/(d-1) < \rho_j < 1\). Let \( \Omega \subset \mathbb{R}^d \) be a bounded simply connected Lipschitz domain, and let \( \kappa_j \) be as in Theorem 1.41. Let \( \kappa = \min_j \kappa_j \). Let \( 0 < \delta < \kappa \).

Let \( L \) be an operator of the form (1.1), with \( m = 2 \), associated to coefficients \( A \). Then there is some \( \varepsilon > 0 \) such that, if \( L \) is an operator of the form (1.1) with \( m = 2 \), and if

\[
\sup_{j,\alpha,\beta,x} |A^{ij}_{\alpha\beta}(x) - (A_{\rho_j})_{\alpha\beta}| + \sup_{j,k,\alpha,\beta,x \neq k} |A^{ij}_{\alpha\beta}(x)| < \varepsilon
\]

then the Dirichlet problem (1.13) and the Neumann problem (1.14), with \( m = 2 \), are well posed whenever \( \delta \leq s \leq 1 - \delta \), \( 1/(1 - \delta) \leq p \leq 1/\delta \) and

\[
d \geq 4 \quad \text{and} \quad \frac{1}{2} - \frac{1}{d-1} - (\kappa - \delta) \leq \frac{1}{p} - \frac{s}{d-1} \leq \frac{1}{2} + (\kappa - \delta),
\]

\[
d = 2 \text{ or } d = 3 \quad \text{and} \quad 0 \leq \frac{1}{p} - \left( \frac{1 - (\kappa - \delta)}{2} \right)s \leq \frac{1 + (\kappa - \delta)}{2}.
\]

The acceptable values of \( s \) and \( 1/p \) are shown in Figure 1.4.

### 1.5. Outline of the paper.

The paper is organized as follows. In Section 2 we will define our terminology. In Section 3 we will discuss some properties of the function spaces \( L_{p,s}^a(\Omega) \) and \( W_{p,a}^m(\Omega) \); many of these properties were established in [Bar16a] but some are new to the present paper. In Sections 4 and 5 we will prove Theorems 1.16 and 1.15 respectively. Finally, in Section 6 we will resolve some differences between well posedness results as stated in the literature, and the well posedness results required by Theorem 1.16; the results of Section 6 were used in Section 1.4 above.
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2. Definitions

Throughout we work with a divergence-form elliptic system of $N$ partial differential equations of order $2m$ in dimension $d$. The notation of multiindices, function spaces, and Lipschitz domains used in this paper will be that of [Bar16b, Section 2].

If $U \subset \mathbb{R}^d$ is a measurable set, we let $1_U$ be the characteristic function of $U$. If $F$ is a function defined on $U$, we let $\mathcal{E}^0_U F$ be the extension of $F$ to $\mathbb{R}^d$ by zero, that is,

$$\mathcal{E}^0_U F(x) = \begin{cases} F(x), & x \in U, \\ 0, & x \notin U. \end{cases}$$

If $F$ is defined on some $V \supseteq U$, we let $F|_U$ be the restriction of $F$ to $U$.

We now introduce some notation and standard bounds for elliptic operators. Let $A = (A^j_k)$ be measurable coefficients defined on $\mathbb{R}^d$, indexed by integers $1 \leq j \leq N$, $1 \leq k \leq N$ and by multiindices $\alpha, \beta$ with $|\alpha| = |\beta| = m$. If $\hat{H}$ is an array, then $A\hat{H}$ is the array given by

$$(A\hat{H})_{j,\alpha} = \sum_{k=1}^N \sum_{|\beta|=m} A^j_k H_{k,\beta}.$$ 

Throughout we consider coefficients that satisfy the bound

$$\|A\|_{L^\infty(\mathbb{R}^d)} \leq \Lambda$$

and the Gårding inequality

$$\text{Re} \left( \nabla^m \varphi, A \nabla^m \varphi \right)_{\mathbb{R}^d} \geq \lambda \|\nabla^m \varphi\|_{L^2(\mathbb{R}^d)}^2$$

for all $\varphi \in W^2_m(\mathbb{R}^d)$ for some $\Lambda > \lambda > 0$. When studying the Neumann problem in a domain $\Omega$, we will often require that $A$ satisfy the local Gårding inequality

$$\text{Re} \left( \nabla^m \varphi, A \nabla^m \varphi \right)_{\partial\Omega} \geq \lambda \|\nabla^m \varphi\|_{L^2(\partial\Omega)}^2$$

for all $\varphi \in W^2_m(\partial\Omega)$.

Here the inner product $\langle \cdot, \cdot \rangle$ is given by

$$\langle \hat{F}, \hat{G} \rangle = \sum_{|\gamma|=m} \int_{\partial\Omega} \hat{F}_\gamma \hat{G}_\gamma, \quad \langle \hat{F}, \hat{G} \rangle_{\Omega} = \sum_{|\gamma|=m} \int_{\Omega} \hat{F}_\gamma \hat{G}_\gamma, \quad \langle \hat{F}, \hat{G} \rangle_{\partial\Omega} = \sum_{|\gamma|=m} \int_{\partial\Omega} \hat{T}_\gamma \hat{G}_\gamma d\sigma,$$

where $\sigma$ denotes surface measure. (In this paper we will consider only domains with rectifiable boundary.) The norm $|A|$ of $A$ in formula (2.1) is the operator norm, that is, $|A| = \sup_{\hat{H} \neq 0} |A\hat{H}|/|\hat{H}|$, where $|\hat{H}|^2 = \langle \hat{H}, \hat{H} \rangle$.

We let $L$ be the operator of the form (1.1) associated with the coefficients $A$.

Throughout the paper we will let $C$ denote a constant whose value may change from line to line, but which depends only on the dimension $d$, the ellipticity constants $\lambda$ and $\Lambda$ in the bounds (2.1), (2.2) and (2.3), and the Lipschitz character...
(M, n, c₀) of any relevant domains. Any other dependencies will be indicated explicitly. We say that A ∼ B if, for some such constant C, A ≤ CB and B ≤ CA.

3. Properties of function spaces

In order to investigate boundary value problems with solutions in the spaces \( \dot{W}_m^{p,s}(\Omega) \), we will need a number of properties of the spaces \( \dot{W}_m^{p,s}(\Omega) \) and \( L_{av}^{p,s}(\Omega) \).

Let \( \Omega \) be an open set in \( \mathbb{R}^d \), and let \( \mathcal{G} \) be a grid of Whitney cubes; then \( \Omega = \bigcup_{Q \in \mathcal{G}} Q \), the cubes in \( \mathcal{G} \) have pairwise-disjoint interiors, and if \( Q \in \mathcal{G} \) then the side-length \( \ell(Q) \) of \( Q \) satisfies \( \ell(Q) \approx \text{dist}(Q, \partial \Omega) \). If \( 0 < p < \infty \) and \( \dot{H} \in L_{av}^{p,s}(\Omega) \), then

\[
\| \dot{H} \|_{L_{av}^{p,s}(\Omega)} \approx \left( \sum_{Q \in \mathcal{G}} \left( \int_Q |\dot{H}|^2 \right)^{p/2} \ell(Q)^{d-1+p-ps} \right)^{1/p}
\]

where the comparability constants depend on \( p, s \), and the comparability constants for Whitney cubes in the relation \( \ell(Q) \approx \text{dist}(Q, \partial \Omega) \). (This equivalence is still valid in the case \( p = \infty \) if we replace the sum over cubes by an appropriate supremum.) This implies that we may replace the balls \( B(x, \text{dist}(x, \partial \Omega)/2) \) in the definition \((1.12)\) of \( L_{av}^{p,s}(\Omega) \) by balls \( B(x, a \text{dist}(x, \partial \Omega)) \) for any \( 0 < a < 1 \), and produce an equivalent norm.

We have two important consequences. First,

\[
L_{av}^{2,1/2}(\Omega) = L^2(\Omega) \quad \text{and so} \quad \dot{W}_{m,av}^{2,1/2}(\Omega) = \dot{W}^2_m(\Omega).
\]

Second, if \( 1 \leq p < \infty \), then we have the duality relation

\[
(L_{av}^{p,s}(\Omega))^* = L_{av}^{p',1-s}(\Omega)
\]

where \( 1/p + 1/p' = 1 \). (As usual \( L_{av}^{1,1-s}(\Omega) \) is not the dual space to \( L_{av}^{\infty,s}(\Omega) \).)

We have the following result showing that \( L_{av}^{p,s}(\Omega) \)-functions are locally integrable up to the boundary.

**Lemma 3.4** ([Bar16b Lemma 3.7]). Suppose that \( \Omega \subset \mathbb{R}^d \) is a Lipschitz domain, and that \( s > 0 \) and \( (d-1)/(d-1+s) < p \leq \infty \). If \( \dot{H} \in L_{av}^{p,s}(\Omega) \), if \( x_0 \in \partial \Omega \), and if \( R > 0 \), then

\[
\| \dot{H} \|_{L^1(B(x_0,R) \setminus \Omega)} \leq C \| \dot{H} \|_{L_{av}^{p,s}(\Omega)} R^{d-1+s-(d-1)/p}.
\]

Conversely, bounded compactly supported functions are contained in \( L_{av}^{p,s}(\Omega) \).

**Lemma 3.6.** Suppose that \( \Omega \subset \mathbb{R}^d \) is a Lipschitz domain, and that \( s < 1 \) and \( 0 < p \leq \infty \). If \( \dot{H} \in L^\infty(\Omega) \), if \( x_0 \in \partial \Omega \), and if \( R > 0 \), then \( 1_{B(x_0,R)} \dot{H} \) is in \( L_{av}^{p,s}(\Omega) \), with

\[
\| 1_{B(x_0,R)} \dot{H} \|_{L_{av}^{p,s}(\Omega)} \leq C \| \dot{H} \|_{L^\infty(\Omega)} R^{1-s+(d-1)/p}.
\]

**Proof.** By the definition \((1.12)\) of \( L_{av}^{p,s}(\Omega) \),

\[
\| 1_{B(x_0,R)} \dot{H} \|_{L_{av}^{p,s}(\Omega)} \leq \| \dot{H} \|_{L^\infty(\Omega)} \left( \int_{\Omega \cap B(x_0,(3/2)R)} \text{dist}(x, \partial \Omega)^{p-1-ps} \, dx \right)^{1/p}.
\]

If \( \Omega \) is a Lipschitz domain, then the integral clearly converges, and so the proof is complete. \( \square \)
3.1. Embedding results, compatibility and uniqueness. In this section we will show that \( L^{r,\omega}_{av}(\Omega) \subset L^{q,\sigma}_{av}(\Omega) \) for appropriate values of \( q, r, \sigma, \omega \) and \( \Omega \). Furthermore, we will state some useful consequences of this embedding result.

**Lemma 3.7.** Let \( \Omega \) be an open set with \( \Omega \subset \mathbb{R}^d \). Let \( 0 < \sigma < \omega < 1 \) and let \( (d-1)/(d-1+\sigma) < q \leq \infty \).

Suppose that \( r \) is such that one of the following conditions is true.

- \( \frac{d-1}{q} - \sigma = \frac{d-1}{r} - \omega \).
- \( \Omega \) is bounded, and \( 0 \leq \frac{d-1}{r} \leq \frac{d-1}{q} + \omega - \sigma \).

Then \( L^{r,\omega}_{av}(\Omega) \subset L^{q,\sigma}_{av}(\Omega) \), and if \( \dot{\Psi} \in L^{r,\omega}_{av}(\Omega) \) then

\[
\|\dot{\Psi}\|_{L^{q,\sigma}_{av}(\Omega)} \leq C(r,q,\omega,\sigma) \operatorname{diam} \Omega \left( \frac{d-1}{q} - \frac{d-1}{r} + \omega - \sigma \right) \|\dot{\Psi}\|_{L^{r,\omega}_{av}(\Omega)}.
\]

If \( \Omega \) is unbounded, then the indeterminate form \( \operatorname{diam} \Omega \left( \frac{d-1}{q} - \frac{d-1}{r} + \omega - \sigma \right) = 0 \) in the above expression is taken to be 1.

**Proof of Lemma 3.7.** Begin with the case where \( 0 < q < r \). In this case \( (d-1)/r < (d-1)/q < (d-1)/q + \omega - \sigma \) and so \( \Omega \) must be bounded. Recall that

\[
\|\dot{\Psi}\|_{L^{q,\sigma}_{av}(\Omega)}^q = \int_\Omega (\dot{\Psi} W(x))^q \operatorname{dist}(x, \partial \Omega)^{q-1-q\sigma} \, dx
\]

where \( (\dot{\Psi}) W(x) = \left( \int_{B(x, \operatorname{dist}(x, \partial \Omega)/2)} |\dot{\Psi}|^2 \right)^{1/2} \). By Hölder’s inequality, if \( \dot{\Psi} \in L^{r,\omega}_{av}(\Omega) \) then

\[
\|\dot{\Psi}\|_{L^{q,\sigma}_{av}(\Omega)}^q \leq \left( \int_\Omega (\dot{\Psi} W(x))^r \operatorname{dist}(x, \partial \Omega)^{r-1-r\omega} \, dx \right)^{q/r} \times \left( \int_\Omega \operatorname{dist}(x, \partial \Omega)^{-1+(\omega-\sigma)q/(r-q)} \, dx \right)^{1-q/r}.
\]

Because \( \omega > \sigma \) and \( r > q > 0 \), the second integral converges and we may derive the desired inequality.

We now consider the case \( r \leq q \). Let \( \mathcal{G} \) be as in formula (3.1). Then

\[
\|\dot{\Psi}\|_{L^{q,\sigma}_{av}(\Omega)} \approx \left( \sum_{Q \in \mathcal{G}} \left( \int_Q |\dot{\Psi}|^2 \ell(Q)^{d-1+q-q\sigma} \right)^{1/q} \right)^{1/q}.
\]
Because $\omega - \sigma + (d - 1)/q - (d - 1)/r \geq 0$, we have that if $\text{diam } \Omega < \infty$ then
\[
\|\hat{\Psi}\|_{L^q_{\mu,\sigma}(\Omega)} \lesssim \left( \sum_{Q \in \mathcal{G}} \left( \int_Q |\hat{\Psi}|^2 \right)^{q/2} \ell(Q)^{(d-1)(q/r) + q - q\omega} \text{diam } \Omega^{(d-1)(1-q/r) + q\omega - q\sigma} \right)^{1/q} 
\]
If $\text{diam } \Omega = \infty$, then we consider only the case $(d - 1)(1 - q/r) + q\omega - q\sigma = 0$, and so the above formula is valid if we take $\text{diam } \Omega^{(d-1)(1-q/r) + q\omega - q\sigma} = 1$.

Rewriting, we see that
\[
\|\hat{\Psi}\|_{L^q_{\mu,\sigma}(\Omega)} \lesssim \left( \sum_{Q \in \mathcal{G}} \left( \int_Q |\hat{\Psi}|^2 \right)^{1/2} \ell(Q)^{(d-1)(1-q/r) + q - q\omega} \right)^{1/q} \text{diam } \Omega^{(d-1)(1-q/r) + \omega - \sigma}.
\]
If $r \leq q$, then we may bound the norm in the sequence space $\ell^q$ by the norm in $\ell^r$. This completes the proof. \hfill \Box

This embedding result has two useful corollaries. The first allows us to extrapolate uniqueness of solutions; the second is a compatibility condition of the type required by Lemma 1.22.

**Corollary 3.8.** Let $L$ be an elliptic operator of order $2m$. Let $\Omega$, $q$, $\sigma$, $r$ and $\omega$ satisfy the conditions of Lemma 3.7.

Suppose that the only solution to the problem
\[
L\vec{v} = 0 \text{ in } \Omega, \quad \hat{T}_{\Omega}^{m-1}\vec{v} = 0, \quad \vec{v} \in \hat{W}^q_{\mu,\sigma}(\Omega)
\]
is $\vec{v} = 0$ (as an element of $\hat{W}^q_{\mu,\sigma}(\Omega)$; that is, $\vec{v}$ is the equivalence class of functions \{ $\vec{V} : \nabla^m \vec{V} = 0$ in $\Omega$ \}).

Then for any $\hat{H} \in L^{r,\omega}_{\mu,\sigma}(\Omega)$ and any $\hat{f} \in W^{r,\omega}_{m-1,\sigma}(\partial \Omega)$, there is at most one $\vec{u} \in \hat{W}^{r,\omega}_{m,\sigma}(\Omega)$ that satisfies
\[
L\vec{u} = \text{div}_m \hat{H} \text{ in } \Omega, \quad \hat{T}_{\Omega}^{m-1}\vec{u} = \hat{f}, \quad \vec{u} \in \hat{W}^{r,\omega}_{m,\sigma}(\Omega).
\]

A similar statement is valid for the Neumann problem.

**Corollary 3.10.** Let $L$ be an elliptic operator of order $2m$. Let $\Omega$, $q$, $\sigma$, $r$ and $\omega$ satisfy the conditions of Lemma 3.7.

Suppose that the problem (3.9) has only the trivial solution.

Suppose that $\hat{H} \in L_{\mu,\sigma}^q(\Omega) \cap L_{\mu,\sigma}^q(\partial \Omega)$ and $\hat{f} \in WA_{m-1,\sigma}(\partial \Omega) \cap WA_{m-1,\sigma}(\partial \Omega)$.

Let $\vec{u} \in \hat{W}^{q,\sigma}_{m,\sigma}(\Omega)$ and $\vec{w} \in \hat{W}^{r,\omega}_{m,\sigma}(\Omega)$ satisfy $L\vec{u} = L\vec{w} = \text{div}_m \hat{H}$ in $\Omega$ and $\hat{T}_{\Omega}^{m-1}\vec{u} = \hat{T}_{\Omega}^{m-1}\vec{w} = \hat{f}$.

Then $\nabla^m \vec{u} = \nabla^m \vec{w}$ in $\Omega$.

A similar result is valid for the Neumann problem.

### 4. $L^\infty$ Perturbation and Well Posedness

In this section we will prove Theorem 1.10. We will also prove Lemma 1.21.

We will begin (Lemma 4.1) by reducing to the case of homogeneous boundary values. Theorem 4.6 will establish that if solutions to $L\vec{u} = \text{div}_m \hat{\Phi}$ exist, then so must solutions to $M\vec{u} = \text{div}_m \hat{H}$. In Section 4.3 we will prove a generalization of Lemma 1.21 specifically, we will show that uniqueness of solutions to the Dirichlet or Neumann problem $L\vec{u} = \text{div}_m \hat{H}$, for data $\hat{H} \in L_{\mu,\sigma}^q(\Omega)$, is equivalent to existence of solutions to $L^*\vec{u} = \text{div}_m \hat{\Phi}$, for data $\hat{\Phi} \in L_{\mu,\sigma}^{p,s'}(\Omega)$. In Section 4.4 we
will combine these results to establish that uniqueness of solutions, like existence of solutions, is stable under $L^\infty$ perturbation.

4.1. Reduction to the case of homogeneous boundary values. In this subsection we will prove the following lemma.

**Lemma 4.1.** Let $\Omega$ be a Lipschitz domain with connected boundary. Let $0 < s < 1$, let $(d-1)/(d-1+s) < p \leq \infty$, and suppose that for every $\overline{\Phi} \in L^p_{\text{av}}(\Omega)$ there exists a solution $\overline{u}$ to the Dirichlet problem with homogeneous boundary data

\begin{equation}
L \overline{u} = \text{div}_m \overline{\Phi} \in \Omega, \quad \overline{\nabla}^m_{m-1} \overline{u} = 0, \quad \|\overline{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq C\|\overline{\Phi}\|_{L^p_{\text{av}}(\Omega)}
\end{equation}

or the Neumann problem

\begin{equation}
L \overline{u} = \text{div}_m \overline{\Phi} \in \Omega, \quad \overline{\nabla}^m_{A,\Phi} \overline{u} = 0, \quad \|\overline{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq C\|\overline{\Phi}\|_{L^p_{\text{av}}(\Omega)}.
\end{equation}

Then for each $\overline{H} \in L^p_{\text{av}}(\Omega)$ and for each $\overline{f} \in \dot{W}A^p_{m-1,\text{av}}(\partial\Omega)$ or $\dot{\gamma} \in \dot{\mathcal{N}}A^p_{m-1,\text{av}}(\partial\Omega)$, respectively, there is a solution to the full Dirichlet problem

\begin{equation}
L \overline{u} = \text{div}_m \overline{H} \in \Omega, \quad \overline{\nabla}^m_{m-1} \overline{u} = \overline{f},
\end{equation}

\begin{equation}
\|\overline{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq C\|\overline{H}\|_{L^p_{\text{av}}(\Omega)} + C\|\overline{f}\|_{\dot{W}A^p_{m-1,\text{av}}(\partial\Omega)}.
\end{equation}

or the full Neumann problem

\begin{equation}
L \overline{u} = \text{div}_m \overline{H} \in \Omega, \quad \overline{\nabla}^m_{A,\overline{H}} \overline{u} = \dot{\gamma},
\end{equation}

\begin{equation}
\|\overline{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq C\|\overline{H}\|_{L^p_{\text{av}}(\Omega)} + C\|\dot{\gamma}\|_{\dot{\mathcal{N}}A^p_{m-1,\text{av}}(\partial\Omega)}.
\end{equation}

If solutions to the problems \[4.2\] or \[4.3\] are unique, then so are solutions to the problems \[4.4\] or \[4.5\], respectively.

**Proof.** The uniqueness follows by linearity; we need only establish existence.

Begin with the Dirichlet case. Let $\overline{F}$ satisfy $\overline{\nabla}^m_{m-1} \overline{F} = \overline{f}$: by \cite[Theorem 4.1]{Bar16b}, there exists some such $\overline{F}$ that in addition satisfies $\|\overline{F}\|_{W^{p,s}_{m,av}(\Omega)} \leq C\|\overline{f}\|_{\dot{W}A^p_{m-1,\text{av}}(\partial\Omega)}$. Let $\overline{\Phi} = \overline{H} - A\nabla^m \overline{F}$, and let $\overline{v}$ be the solution to the Dirichlet problem \[4.2\] with data $\overline{\Phi}$. Let $\overline{u} = \overline{v} + \overline{F}$. Then

\begin{equation}
\overline{\nabla}^m_{m-1} \overline{u} = \overline{\nabla}^m_{m-1} \overline{v} + \overline{\nabla}^m_{m-1} \overline{F} = 0 + \overline{f},
\end{equation}

\begin{equation}
L \overline{u} = L \overline{v} + L \overline{F} = \text{div}_m \overline{\Phi} + \text{div}_m A\nabla^m \overline{F} = \text{div}_m \overline{H} \in \Omega,
\end{equation}

\begin{equation}
\|\overline{u}\|_{W^{p,s}_{m,av}(\Omega)} \leq c_p \|\overline{\Phi}\|_{W^{p,s}_{m,av}(\Omega)} + c_p \|\overline{F}\|_{W^{p,s}_{m,av}(\Omega)}
\end{equation}

\begin{equation}
\leq C\|\overline{H}\|_{L^p_{\text{av}}(\Omega)} + C\|\overline{f}\|_{\dot{W}A^p_{m-1,\text{av}}(\partial\Omega)}
\end{equation}
as desired. (If $p \geq 1$ then $c_p = 1$.)

The Neumann case is similar. Let $\overline{\varphi}$ be the extension of $\dot{\gamma}$ given by \cite[Theorem 6.1]{Bar16b}. Let $\overline{\Phi} = \overline{H} + \overline{\varphi}$ and let $\overline{u}$ be the solution to the Neumann problem \[4.3\] with data $\overline{\Phi}$.

Then $\overline{\nabla}^m_{A,\overline{\Phi}} \overline{u} = 0$. If $\overline{\varphi} \in C^\infty_0(\mathbb{R}^d)$ is a smooth testing function, then by the definition \[4.3\] of Neumann boundary values,

\begin{equation}
\langle \nabla^m \varphi, A\nabla^m \overline{u} \rangle_\Omega = \langle \nabla^m \varphi, \overline{\Phi} \rangle_\Omega = \langle \nabla^m \varphi, \overline{H} \rangle_\Omega + \langle \nabla^m \varphi, \overline{\varphi} \rangle_\Omega.
\end{equation}
and by [Bar16b] Theorem 6.1, \((\nabla m \vec{\varphi}, \tilde{G})_\Omega = (\tilde{T}_{m-1}^{\Omega} \vec{\varphi}, \tilde{g})_{\partial \Omega}\). In particular, \(L \tilde{u} = \text{div}_m \tilde{H}\) in \(\Omega\), and

\[
(\tilde{T}_{m-1}^{\Omega} \vec{\varphi}, \tilde{M}_{A,H}^\Omega \tilde{u})_{\partial \Omega} = (\nabla m \vec{\varphi}, A \nabla m \tilde{u})_\Omega - (\nabla m \vec{\varphi}, \tilde{H})_\Omega = (\tilde{T}_{m-1}^{\Omega} \vec{\varphi}, \tilde{g})_{\partial \Omega}
\]

and so \(\tilde{M}_{A,H}^\Omega \tilde{u} = \tilde{g}\). Furthermore,

\[
\|\tilde{u}\|_{W^{m,s}_{p,s}(\Omega)} \leq C_1 \|\tilde{\Phi}\|_{L^p_{c'}(\Omega)} \leq C_2 \|\tilde{H}\|_{L^p_{c'}(\Omega)} + C_2 \|\tilde{g}\|_{\tilde{N}A^{p,s}_{m-1,s-1}(\partial \Omega)}
\]
as desired. \(\square\)

4.2. Perturbation of existence. In this section we will prove the following theorem. This theorem provides the existence component of Theorem 1.16

**Theorem 4.6.** Suppose that \(L\) is a differential operator of the form (1.1), of order \(2m\) and acting on \(\mathbb{C}^N\)-valued functions, associated to bounded coefficients \(A\). Let \(M\) be another operator of order \(2m\), also acting on \(\mathbb{C}^N\)-valued functions, and associated to the coefficients \(B\). Let \(\|A - B\|_{L^\infty} = \varepsilon\).

Let \(0 < s < 1\) and let \((d - 1)/(d - 1 + s) < p < \infty\). Let \(\Omega \subset \mathbb{R}^d\) be a Lipschitz domain. Suppose that for every \(\tilde{\Phi} \in L^p_{c}(\Omega)\) there exists a solution \(\tilde{u}\) to the Dirichlet problem (1.17). If \(\varepsilon < 1/C_0\), where \(C_0\) is as in the problem (1.17), then for each \(\tilde{H} \in L^{p,s}_0(\Omega)\) there exists a solution \(\tilde{u}\) to the Dirichlet problem (1.18) with \(\tilde{f} = 0\).

Similarly, if for every \(\tilde{\Phi} \in L^p_{c}(\Omega)\) there exists a solution \(\tilde{u}\) to the Neumann problem (1.19), then whenever \(\varepsilon < 1/C_0\), we have that for each \(\tilde{H} \in L^{p,s}_0(\Omega)\) there exists a solution \(\tilde{u}\) to the Neumann problem (1.20) with \(\tilde{g} = 0\).

Finally, let \(0 < s_j < 1\) and \((d - 1)/(d - 1 + s_j) < p_j \leq \infty\) for \(j = 0, 1\). Suppose that \(A\) satisfies the condition (2.2) or (2.3), and that the Dirichlet problems (1.23) or Neumann problems (1.26, 1.27), respectively, are compatibly posed in the sense of Lemma 1.22. If \(\varepsilon < \min(1/C_0, 1/C_1)\), then the perturbed solutions are compatible; that is, for each \(\tilde{H} \in L^{p,s}_0(\Omega) \cap L^{p_1,s_1}_0(\Omega)\) there exists a function \(\tilde{u}\) with

\[
\begin{cases}
M \tilde{u} = \text{div}_m \tilde{H} & \text{in } \Omega, \\
\tilde{T}_{m-1}^{\Omega} \tilde{u} = 0 & \text{or } \tilde{M}_{B,H} \tilde{u} = 0,
\end{cases}
\]

\[
\|\tilde{u}\|_{W^{m,s}_{p,s}(\Omega)} \leq C(C_0, p, \varepsilon) \|\tilde{H}\|_{L^{p,s}_0(\Omega)}, \quad \|\tilde{u}\|_{W^{m,s}_{p_1,s_1}(\Omega)} \leq C(C_1, p, \varepsilon) \|\tilde{H}\|_{L^{p_1,s_1}_0(\Omega)}.
\]

Here

\[
C(c, p, \varepsilon) = \frac{c}{1 - c \varepsilon} \text{ if } p \geq 1, \quad C(c, p, \varepsilon) = \left(\frac{c^p}{1 - c^p \varepsilon^p}\right)^{1/p} \text{ if } p \leq 1.
\]

**Proof.** Choose some \(\tilde{H} \in L^{p,s}_0(\Omega)\). Let \(\tilde{u}_0\) be a solution to the Dirichlet problem (1.17) or the Neumann problem (1.19) with data \(\tilde{H}\). For each \(j \geq 0\), let \(\tilde{u}_{j+1}\) be a solution to the given problem with data \((A - B)\nabla^m \tilde{u}_j\).

We then have that

\[
\|\nabla^m \tilde{u}_0\|_{L^p_{c'}(\Omega)} \leq C_0 \|\tilde{H}\|_{L^p_{c'}(\Omega)}, \quad \|\nabla^m \tilde{u}_{j+1}\|_{L^p_{c'}(\Omega)} \leq C_0 \varepsilon \|\nabla^m \tilde{u}_j\|_{L^p_{c'}(\Omega)}.
\]

We have that \(W^{m,s}_{p,s}(\Omega)\) is a quasi-Banach space and thus is complete. Let \(\tilde{u} = \sum_{j=0}^\infty \tilde{u}_j\). If \(p \geq 1\), then we have that

\[
\|\tilde{u}\|_{W^{m,s}_{p,s}(\Omega)} \leq \sum_{j=0}^\infty \|\tilde{u}_j\|_{W^{m,s}_{p,s}(\Omega)} \leq \sum_{j=0}^\infty C_0(C_0 \varepsilon)^j \|\tilde{H}\|_{L^p_{c'}(\Omega)} \leq \frac{C_0}{1 - C_0 \varepsilon} \|\tilde{H}\|_{L^p_{c'}(\Omega)}.
\]
If $p \leq 1$, then $\dot{W}^{p,s}_{m,av}(\Omega)$ is a quasi-Banach space and satisfies the $p$-norm inequality

$$
\|\vec{u} + \vec{v}\|_{\dot{W}^{p,s}_{m,av}(\Omega)}^p \leq \|\vec{u}\|_{\dot{W}^{p,s}_{m,av}(\Omega)}^p + \|\vec{v}\|_{\dot{W}^{p,s}_{m,av}(\Omega)}^p
$$

and so we have that

$$
\|\vec{u}\|_{\dot{W}^{p,s}_{m,av}(\Omega)} \leq \infty \sum_{j=0}^{\infty} \|\vec{u}_j\|_{\dot{W}^{p,s}_{m,av}(\Omega)} \leq \frac{C_0^p}{1-C_0^p \varepsilon^p} \|\dot{\Phi}\|_{L^p_s(\Omega)}.
$$

Let $\varphi$ be smooth and compactly supported in $\mathbb{R}^d$; if we seek to establish well posedness of the Dirichlet problem (1.18), we further require that $\varphi$ be supported in $\Omega$.

By Lemma 3.4, we have that $\langle \nabla \varphi, \dot{\Psi} \rangle_\Omega$ represents an absolutely convergent integral whenever $\dot{\Psi} \in L^p_{m,av}(\Omega)$, and so the following computations are valid.

By bilinearity of the inner product,

$$
\langle \nabla \varphi, B \nabla \vec{u} \rangle_\Omega = \langle \nabla \varphi, \dot{\Phi} \rangle_\Omega + \sum_{j=0}^{\infty} \langle \nabla \varphi, (B - A) \nabla \vec{u}_j \rangle_\Omega + \langle \nabla \varphi, A \nabla \vec{u}_{j+1} \rangle_\Omega.
$$

By definition of $\vec{u}_j$, we have that

$$
\langle \nabla \varphi, B \nabla \vec{u} \rangle_\Omega = \langle \nabla \varphi, \dot{\Phi} \rangle_\Omega + \sum_{j=0}^{\infty} \langle \nabla \varphi, (B - A) \nabla \vec{u}_j \rangle_\Omega + \langle \nabla \varphi, (A - B) \nabla \vec{u}_j \rangle_\Omega = \langle \nabla \varphi, \dot{\Phi} \rangle_\Omega.
$$

Recall from the definition (1.4) of $\dot{M}_{A,\dot{H}} \vec{u}$ that $\vec{u}$ is a solution to the Neumann problem (1.20) if and only if $\|\vec{u}\|_{\dot{W}^{p,s}_{m,av}(\Omega)} \leq C(C_0, p, \varepsilon) \|\dot{\Phi}\|_{L^p_s(\Omega)}$ and

$$
\langle \nabla \varphi, B \nabla \vec{u} \rangle_\Omega = \langle \nabla \varphi, \dot{\Phi} \rangle_\Omega \quad \text{for all } \varphi \in C_0^\infty(\mathbb{R}^d).
$$

Thus, if $\vec{u}_j$ was a solution to the Neumann problem (1.19) then $\vec{u}$ is a solution to the Neumann problem (1.20).

If $\vec{u}_j$ was a solution to the Dirichlet problem (1.17) then $M \vec{u} = \text{div}_m \dot{H}$ in $\Omega$. Furthermore, $\hat{T}^\Omega_{m-1} \vec{u}_j = 0$ for each $j$ and so $\hat{T}^\Omega_{m-1} \vec{u} = 0$ as well; thus, $\vec{u}$ is a solution to the Dirichlet problem (1.18), as desired.

Finally, if the Dirichlet problems (1.23–1.24) or Neumann problems (1.26–1.27) are compatibly well posed, we may choose $\vec{u}_j \in \dot{W}^{p_0,s_0}_{m,av}(\Omega) \cap \dot{W}^{p_1,s_1}_{m,av}(\Omega)$ and so $\vec{u} \in \dot{W}^{p_0,s_0}_{m,av}(\Omega) \cap \dot{W}^{p_1,s_1}_{m,av}(\Omega)$, with the desired bounds.

4.3. **Duality.** We have shown that if a boundary value problem for $L$ is well posed, then solutions to the corresponding problem for $M$ exist. We must now show that if a boundary value problem for $L$ is well posed, then solutions to the corresponding problem for $M$ are unique.

We will do this by using duality results to relate uniqueness of solutions for $L$ to existence of solutions for $L^*$; we may then use Theorem 4.6 to produce perturbative results.

We remark that Theorems 1.7 and 1.12 are a generalization of Lemma 1.21; they include some results for the case $p < 1$.
Theorem 4.7. Suppose that \( L \) is a differential operator of the form (1.1), of order \( 2m \) and acting on \( \mathbb{C}^N \)-valued functions, associated to bounded coefficients \( A \). Let \( \Omega \subset \mathbb{R}^d \) be a Lipschitz domain with connected boundary. Let \( (A^*)^{jk}_{\alpha \beta} = A^{kj}_{\beta \alpha} \), and let \( L^* \) be the differential operator associated to \( A^* \).

Let \( 0 < s < 1 \) and \( (d - 1)/(d - 1 + s) < p \leq \infty \). If \( p < \infty \), then let \( s' \) be the real number and \( p' \) be the extended real number that satisfy

\[
\frac{1}{p'} = \max \left( 0, 1 - \frac{1}{p} \right), \quad s' = (1 - s) + (d - 1) \max \left( \frac{1}{p} - 1, 0 \right).
\]

If \( p = \infty \), let \( s' \) be any number with \( 1 - s \leq s' < 1 \) and let \( p' \) satisfy

\[
1 + \frac{s' - (1 - s)}{(d - 1)} = \frac{1}{p'}.
\]

Suppose that for every \( \mathbf{H} \in L_{av}^{p,s}(\Omega) \) there exists at least one solution \( \mathbf{u} \) to the Dirichlet problem

\[
L\mathbf{u} = \text{div}_m \mathbf{H} \quad \text{in} \quad \Omega, \quad \mathbf{T}_{m-1} \mathbf{u} = 0, \quad \mathbf{u} \in \dot{W}_{m,av}^{p,s}(\Omega).
\]

Then for every \( \mathbf{\phi} \in L_{av}^{p',s'}(\Omega) \) there is at most one solution to the Dirichlet problem

\[
L^* \mathbf{\phi} = \text{div}_m \mathbf{\phi} \quad \text{in} \quad \Omega, \quad \mathbf{T}_{m-1} \mathbf{\phi} = 0, \quad \mathbf{\phi} \in \dot{W}_{m,av}^{p',s'}(\Omega).
\]

Furthermore, if \( p' \geq 1 \) and there is a constant \( C_0 \) such that there is at least one solution to the Dirichlet problem (4.8) that satisfies \( \| \mathbf{u} \|_{\dot{W}_{m,av}^{p,s}(\Omega)} \leq C_0 \| \mathbf{H} \|_{L_{av}^{p,s}(\Omega)} \), then the solution to the Dirichlet problem (4.9), if it exists, must satisfy

\[
\| \mathbf{\phi} \|_{\dot{W}_{m,av}^{p',s'}(\Omega)} \leq C_1 C_0 \| \mathbf{\phi} \|_{L_{av}^{p',s'}(\Omega)}
\]

where \( C_1 \) is such that

\[
|\langle \mathbf{F}, \mathbf{G} \rangle_{\Omega}| \leq \sqrt{C_1} \| \mathbf{F} \|_{L_{av}^{p',s'}(\Omega)} \| \mathbf{G} \|_{L_{av}^{p,s}(\Omega)}, \quad \| \mathbf{F} \|_{L_{av}^{p',s'}(\Omega)} \leq \sqrt{C_1} \sup_{\mathbf{G} \neq 0} \frac{|\langle \mathbf{F}, \mathbf{G} \rangle_{\Omega}|}{\| \mathbf{G} \|_{L_{av}^{p,s}(\Omega)}}.
\]

In particular, if we use the norm (1.1) in \( L_{av}^{p,s}(\Omega) \), then \( C_1 = 1 \).

Suppose that for every \( \mathbf{H} \in L_{av}^{p,s}(\Omega) \) there exists at least one solution \( \mathbf{u} \) to the Neumann problem

\[
L\mathbf{u} = \text{div}_m \mathbf{H} \quad \text{in} \quad \Omega, \quad \mathbf{M}_{A,H}^{\Omega} \mathbf{u} = 0, \quad \mathbf{u} \in \dot{W}_{m,av}^{p,s}(\Omega).
\]

Then for every \( \mathbf{\phi} \in L_{av}^{p',s'}(\Omega) \) there is at most one solution to the Neumann problem

\[
L^* \mathbf{\phi} = \text{div}_m \mathbf{\phi} \quad \text{in} \quad \Omega, \quad \mathbf{M}_{A^*,\phi}^{\Omega} \mathbf{\phi} = 0, \quad \mathbf{\phi} \in \dot{W}_{m,av}^{p',s'}(\Omega).
\]

Furthermore, if \( p' \geq 1 \) and there is a constant \( C_0 < \infty \) such that there is at least one solution to the Neumann problem (4.10) that satisfies \( \| \mathbf{u} \|_{\dot{W}_{m,av}^{p,s}(\Omega)} \leq C_0 \| \mathbf{H} \|_{L_{av}^{p,s}(\Omega)} \), then every solution to the Neumann problem (4.11), if it exists, must satisfy

\[
\| \mathbf{\phi} \|_{\dot{W}_{m,av}^{p',s'}(\Omega)} \leq C_1 C_0 \| \mathbf{\phi} \|_{L_{av}^{p',s'}(\Omega)}
\]

Proof. Suppose that \( \mathbf{\mathbf{v}} \) and \( \mathbf{w} \) are two solutions to the Dirichlet problem (4.9) or Neumann problem (4.11). To show that \( \nabla m \mathbf{v} = \nabla m \mathbf{w} \), it suffices to show that \( \langle \mathbf{H}, \nabla m \mathbf{v} \rangle_{\Omega} = \langle \mathbf{H}, \nabla m \mathbf{w} \rangle_{\Omega} \) for all \( \mathbf{H} \) bounded and compactly supported in \( \Omega \).

Choose some such \( \mathbf{H} \). Observe that \( \mathbf{H} \in L_{av}^{p,s}(\Omega) \). Let \( \mathbf{u} \) be a solution to the Dirichlet problem (4.8) or Neumann problem (4.10) with data \( \mathbf{H} \); by assumption,
at least one such \( \vec{u} \) exists. If \( C_0 < \infty \), we require \( \| \vec{u} \|_{W_{m,a,c}^{p,s}(\Omega)} \leq C_0 \| \dot{H} \|_{L_{a,c}^{p,s}(\Omega)} \).

Then
\[
\langle A \nabla^m \vec{u}, \nabla^m \vec{\varphi} \rangle_{\Omega} = \langle \dot{H}, \nabla^m \vec{\varphi} \rangle_{\Omega}
\]
for all \( \vec{\varphi} \) smooth and compactly supported in \( \Omega \) (the Dirichlet problem) or \( \mathbb{R}^d \) (the Neumann problem). By density of smooth functions (see [Bar16b, Theorem 3.15]), this is true for all \( \vec{\varphi} \in \dot{W}_m^{p',s'}(\Omega) \) (with \( \dot{\mathcal{T}}r_{m-1}^{\Omega} \vec{\varphi} = 0 \) in the case of the Dirichlet problem, without restriction in the case of the Neumann problem). In particular, it is true for \( \vec{\varphi} = \vec{v} \). Thus,
\[
\langle \dot{H}, \nabla^m \vec{v} \rangle_{\Omega} = \langle A \nabla^m \vec{u}, \nabla^m \vec{v} \rangle_{\Omega} = \langle \nabla^m \vec{u}, A^* \nabla^m \vec{v} \rangle_{\Omega}.
\]

But because \( \vec{v} \) is a solution to the problem (4.9), we have that
\[
\langle \nabla^m \vec{u}, A^* \nabla^m \vec{v} \rangle_{\Omega} = \langle \nabla^m \vec{u}, \dot{\Phi} \rangle_{\Omega}.
\]

Similarly
\[
\langle \dot{H}, \nabla^m \vec{w} \rangle_{\Omega} = \langle \nabla^m \vec{u}, \dot{\Phi} \rangle_{\Omega}
\]
and so we have that
\[
\langle \dot{H}, \nabla^m \vec{v} \rangle_{\Omega} = \langle \dot{H}, \nabla^m \vec{w} \rangle_{\Omega}
\]
as desired.

Furthermore, if \( C_0 < \infty \) then
\[
\| \langle \dot{H}, \nabla^m \vec{v} \rangle_{\Omega} \| = \| \langle \nabla^m \vec{u}, \dot{\Phi} \rangle_{\Omega} \| \leq \sqrt{C_1} \| \vec{u} \|_{W_{m,a,c}^{p,s}(\Omega)} \| \dot{\Phi} \|_{L_{a,c}^{p',s'}(\Omega)}
\]
\[
\leq \sqrt{C_1} C_0 \| \dot{H} \|_{L_{a,c}^{p,s}(\Omega)} \| \dot{\Phi} \|_{L_{a,c}^{p',s'}(\Omega)}.
\]

If \( p' \geq 1 \) then
\[
\| \vec{v} \|_{W_{m,a,c}^{p',s'}(\Omega)} \leq \sqrt{C_1} \sup_{H \in L_{a,c}^{p,s}(\Omega)} \frac{\| \langle \dot{H}, \nabla^m \vec{v} \rangle_{\Omega} \|}{\| \dot{H} \|_{L_{a,c}^{p,s}(\Omega)}} \leq C_1 C_0 \| \dot{\Phi} \|_{L_{a,c}^{p',s'}(\Omega)}
\]
as desired. \( \square \)

We now prove the converse. We remark that the converse is somewhat more delicate and that more must be assumed.

Specifically, first, existence of solutions for \( p = \infty \) implies uniqueness of solutions for a range of \( p \leq 1 \); uniqueness of solutions for \( p = \infty \) is not at present known to imply existence results even for \( p = 1 \).

Second, if \( p < 1 \) then we will need to assume both uniqueness and existence of solutions to the \( L_{a,c}^{p,s} \)-boundary value problem for \( L \) to derive existence of solutions to the \( L_{a,c}^{p',s'} \)-boundary value problem for \( L^* \).

Finally, recall that in Theorem 4.7 we were able to derive uniqueness of solutions to the problem (4.9) or (4.11) given only existence of solutions to the boundary value problem (4.8) or (4.10). The stronger condition \( \| \vec{u} \|_{W_{m,a,c}^{p,s}(\Omega)} \leq C_0 \| \dot{H} \|_{L_{a,c}^{p,s}(\Omega)} \) was not necessary for mere uniqueness (although in the case \( p' \geq 1 \) it did yield a stronger result). In Theorem 4.12 we will need to assume the condition \( \| \vec{u} \|_{W_{m,a,c}^{p,s}(\Omega)} \leq C_0 \| \dot{H} \|_{L_{a,c}^{p,s}(\Omega)} \) to establish existence of solutions to the problem (4.9) or (4.11); nothing will be proven given only uniqueness of solutions to the boundary value problem (4.8) or (4.10).
By Lemma 3.7, let \( \tilde{T} \) be the norm (3.1). Let
\[
\frac{1}{p'} = \max \left( 0, 1 - \frac{1}{p} \right), \quad s' = (1 - s) + (d - 1) \max \left( \frac{1}{p} - 1, 0 \right).
\]

Suppose that there is some constant \( C_0 < \infty \) such that, if \( \tilde{u} \) is a solution to the Dirichlet problem (4.8) with data \( \tilde{H} \), then \( \| \tilde{u} \|_{W^{p,s}_{m,av}(\Omega)} \leq C_0 \| \tilde{H} \|_{L^{p,s}_{av}(\Omega)} \). If \( p < 1 \), suppose in addition that a (necessarily unique) solution to the Dirichlet problem (4.8) exists for all \( \tilde{H} \in L^{p,s}_{av}(\Omega) \).

Then for all \( \tilde{\Phi} \in L^{p',s'}_{av}(\Omega) \) there is at least one solution \( \tilde{v} \) to the Dirichlet problem (4.9); furthermore, at least one such solution satisfies \( \| \tilde{v} \|_{W^{p',s'}_{m,av}(\Omega)} \leq C_1 C_0 \| \tilde{\Phi} \|_{L^{p',s'}_{av}(\Omega)} \) where \( C_1 \) is as in Theorem 4.7.

A similar result is valid for the Neumann problem.

**Proof.** Let \( E \) denote the space of all \( \tilde{H} \in L^{p,s}_{av}(\Omega) \) such that a solution to the problem (4.8) or (4.10) exists. By assumption, if \( p < 1 \) then \( E = L^{p,s}_{av}(\Omega) \).

Let \( T : E \to L^{p,s}_{av}(\Omega) \) be given by \( T\tilde{u} = \nabla^m \tilde{u} \), where \( \tilde{u} \) is the solution to the problem (4.8) or (4.10) with data \( \tilde{H} \). If \( p < 1 \) then \( T \) is defined on \( L^{p,s}_{av}(\Omega) \) by assumption. If \( p \geq 1 \), then by the Hahn-Banach theorem we may extend \( T \) to a bounded linear operator on all of \( L^{p,s}_{av}(\Omega) \).

Observe that there are two subspaces of \( E \) for which we may easily evaluate \( T \):

- If \( \tilde{H} = A \nabla^m \tilde{\varphi} \) for some \( \tilde{\varphi} \in W^{p,s}_{m,av}(\Omega) \) (with \( A \tilde{\varphi} = 0 \) in the case of the Dirichlet problem), then \( \tilde{H} \in E \) and \( T\tilde{H} = \tilde{\varphi} \).
- If \( (\nabla^m \tilde{\varphi}, \tilde{H})_{\Omega} = 0 \), for all \( \tilde{\varphi} \in C^\infty_0(\Omega) \) in the case of the Dirichlet problem, or all \( \tilde{\varphi} \in C^\infty_0(\mathbb{R}^d) \) in the case of the Neumann problem, then \( \tilde{H} \in E \) and \( T\tilde{H} = 0 \).

We now bound the adjoint \( T^* \) to \( T \). If \( 1 \leq p < \infty \), then by formula (3.3) we have that \( L^{p',s'}_{av}(\Omega) \) is the dual space to \( L^{p,s}_{av}(\Omega) \), and so \( T^* \) is a bounded linear operator \( L^{p',s'}_{av}(\Omega) \to L^{p,s}_{av}(\Omega) \).

If \( (d - 1)/(d - 1 + s) < p < 1 \), let \( \mathcal{G} \) be a grid of dyadic Whitney cubes, as in the norm (3.1). Let \( \tilde{s} = s - (d - 1)/(p - 1) \). Let \( \tilde{H} \in L^{p,s}_{av}(\Omega) \), so \( T\tilde{H} \in L^{p,s}_{av}(\Omega) \). By Lemma 3.7, \( T\tilde{H} \in L^{1,\tilde{s}}_{av}(\Omega) \). Furthermore,
\[
\| T\tilde{H} \|_{L^{1,\tilde{s}}_{av}(\Omega)} \leq \sum_{Q \in \mathcal{G}} \| T(1_Q \tilde{H}) \|_{L^{1,\tilde{s}}_{av}(\Omega)}.
\]

Another application of Lemma 3.7 yields that
\[
\| T\tilde{H} \|_{L^{1,\tilde{s}}_{av}(\Omega)} \leq C \sum_{Q \in \mathcal{G}} \| T(1_Q \tilde{H}) \|_{L^{p,s}_{av}(\Omega)}.
\]

By boundedness of \( T \), we have that
\[
\| T(1_Q \tilde{H}) \|_{L^{p,s}_{av}(\Omega)} \leq C \| 1_Q \tilde{H} \|_{L^{p,s}_{av}(\Omega)}.
\]

Because \( 1_Q \tilde{H} \) is supported in \( Q \),
\[
\| 1_Q \tilde{H} \|_{L^{p,s}_{av}(\Omega)} \approx \| 1_Q \tilde{H} \|_{L^{1,\tilde{s}}_{av}(\Omega)}.
\]

Thus
\[
\| T\tilde{H} \|_{L^{1,\tilde{s}}_{av}(\Omega)} \leq C \sum_{Q \in \mathcal{G}} \| 1_Q \tilde{H} \|_{L^{1,\tilde{s}}_{av}(\Omega)} \approx \| \tilde{H} \|_{L^{1,\tilde{s}}_{av}(\Omega)}.
\]
Thus, $T$ extends by density to a bounded operator on $L^p_m(\Omega)$. Observe that $1 - \tilde{s} = s'$ and so boundedness of $T^*$ on $L^\infty_m(\Omega)$ follows from the results for $p = 1$.

Thus, if $(d - 1)/(d - 1 + s) < p < \infty$ then $T^*$ is a bounded operator on $L^p_m(\Omega)$. It is elementary to show that $\|T^*\| \leq C_1C_0$. It suffices to show that if $\hat{\Phi} \in L^p_m(\Omega)$ then $T^*\hat{\Phi} = \nabla^m\hat{v}$ for some $\hat{v} \in L^p_m(\Omega)$, and that $\hat{v}$ is a solution to problem (4.9) or (4.11).

Suppose first that $p > 1$. Let $W = \{\nabla^m\hat{v} : \hat{v} \in \tilde{W}^p_m(\Omega)\}$ if we seek to solve the Neumann problem, or $W = \{\nabla^m\hat{v} : \hat{v} \in \tilde{W}^p_m(\Omega), \tilde{T}_{m-1}\hat{v} = 0\}$ if we seek to solve the Dirichlet problem. Then $W$ is a closed subspace of $L^p_m(\Omega)$.

Suppose that $T^*\hat{\Phi} \notin W$ for some $\hat{\Phi} \in L^p_m(\Omega)$. Because $W$ is closed, there is some $\varepsilon > 0$ such that $\|T^*\hat{\Phi} - \nabla^m\hat{v}\|_{L^p_m(\Omega)} \geq \varepsilon$ for every $\nabla^m\hat{v} \in W$.

If $p > 1$, then $p' < \infty$ and so the dual space of $L^p_m(\Omega)$ is $L^{p'}(\Omega)$. It is a standard result in functional analysis (see, for example, [Fri82, Theorem 4.8.3]) that there is some $\hat{H} \in L^{p'}(\Omega)$ such that $\langle \hat{H}, T^*\hat{\Phi} \rangle_{\Omega} = 1$ and $\langle \hat{H}, \hat{w} \rangle_{\Omega} = 0$ for every $\hat{w} \in W$. Recalling the definition of $W$, we have that $\langle \hat{H}, \nabla^m\hat{v} \rangle_{\Omega} = 0$ for all $\hat{v} \in \tilde{W}^p_m(\Omega)$ (possibly with the additional assumption $\tilde{T}_{m-1}\hat{v} = 0$).

But if $\langle \hat{H}, \nabla^m\hat{v} \rangle_{\Omega} = 0$ for every such $\hat{v}$, then in particular $\langle \hat{H}, \nabla\phi \rangle_{\Omega} = 0$ for any $\phi$ smooth and compactly supported (in $\Omega$ or $\mathbb{R}^d$); thus $T^*\hat{\Phi} = 0$. But then $\langle \hat{H}, T^*\hat{\Phi} \rangle_{\Omega} = 0$, contradicting our assumption; thus, $T^*\hat{\Phi} \in W$.

If $p \leq 1$ and so $p' = \infty$, then $T^*\hat{\Phi} \in L^\infty_m(\Omega)$. By Lemma 3.3 if $\hat{F} \in L^\infty_m(\Omega)$ then

$$\|\hat{F}\|_{L^1(\Omega; dx/(1 + |x|^{d}))} = \int_{\Omega} |\hat{F}(x)| \frac{1}{1 + |x|^d} dx \leq C\|\hat{F}\|_{L^\infty_m(\Omega)}$$

whenever $s' < 1$.

Let $W = \{\nabla^m\hat{v} : \nabla^m\hat{v} \in L^1(\Omega; dx/(1 + |x|^{d}))\}$ or $W = \{\nabla^m\hat{v} : \nabla^m\hat{v} \in L^1(\Omega; dx/(1 + |x|^d))\}$, $\tilde{T}_{m-1}\hat{v} = 0$. Because $L^1(\Omega; dx/(1 + |x|^d)) \subset L^1_{\text{loc}}(\Omega)$, we have that $\tilde{T}_{m-1}\hat{v} = 0$ is meaningful.

As before, if $T^*\hat{\Phi} \notin W$ then there is some $\hat{H}$ with $\text{ess sup}_{\Omega}\langle \hat{H}, \hat{v} \rangle_{\Omega}(1 + |x|^{d}) < \infty$ such that $\langle \hat{H}, T^*\hat{\Phi} \rangle_{\Omega} = 1$ and $\langle \hat{H}, \nabla^m\hat{v} \rangle_{\Omega} = 0$ for all $\hat{v}$ smooth and compactly supported. By Lemma 3.3 if $p > (d - 1)/(d - 1 + s)$ then $\hat{H} \in L^p_m(\Omega)$, and so $\langle \hat{H}, T^*\hat{\Phi} \rangle_{\Omega} = (T\hat{H}, \hat{\Phi})_{\Omega}$. We may derive a contradiction as before.

Thus, in either case, $T^*\hat{\Phi} = \nabla^m\hat{v}$ for some $\hat{v} \in \tilde{W}^p_m(\Omega)$, as desired. Notice that in the case of the Dirichlet problem we also have that $\tilde{T}_{m-1}\hat{v} = 0$.

Finally, suppose that $\hat{\varphi} \in C^\infty(\Omega)$ (the Dirichlet problem) or $\hat{\varphi} \in C^\infty(\mathbb{R}^d)$ (the Neumann problem). Then

$$\langle \nabla^m\hat{\varphi}, A^*\nabla^m\hat{v} \rangle_{\Omega} = \langle A\nabla^m\hat{\varphi}, T^*\hat{\Phi} \rangle_{\Omega} = \langle T(A\nabla^m\hat{\varphi}), \hat{\Phi} \rangle_{\Omega} = \langle \nabla^m\hat{\varphi}, \hat{\Phi} \rangle_{\Omega}$$

and so $\hat{v}$ is a solution to the Dirichlet problem (4.9) or the Neumann problem (4.11), as desired.

\[\square\]

4.4. Perturbation of full well posedness. We now prove Theorem 4.11.

By Theorem 4.6 there is at least one solution to the problem (4.18) or (4.20). Furthermore, by Theorems 4.7 and 4.12 if $p < \infty$, if $p' \neq s$, are as in Theorem 4.12 if and $\hat{\Phi} \in L^p_m(\Omega)$, then there is a unique solution to the Dirichlet problem

$$L^*\hat{v} = \text{div}_m \hat{\Phi} \text{ in } \Omega, \quad \tilde{T}_{m-1}\hat{v} = 0, \quad \|\hat{v}\|_{W^{p',s'}(\Omega)} \leq C_1 C_0 \|\hat{\Phi}\|_{L^p_m(\Omega)}$$
or the Neumann problem

\[ L^s \tilde{u} = \text{div}_m \tilde{\Phi} \text{ in } \Omega, \quad \tilde{M}^\Omega \cdot \tilde{\Phi} \tilde{u} = 0, \quad \| \tilde{u} \|_{W^p_{m, av}(\Omega)} \leq C_1 C_0 \| \tilde{\Phi} \|_{L^{p,s}_m(\Omega)}. \]

Again by Theorem 1.16 there must exist solutions to the corresponding problems for the operator \( M^s \), and so another application of Theorem 1.17 implies that the solutions to the problems (1.18) or (1.20) must be unique, as desired.

5. Energy solutions and well posedness near \( p = 2, s = 1/2 \)

In this section we will prove Theorem 1.15. Interpolation methods will be essential to our argument; thus, we will also prove Lemma 1.22.

In Section 5.1, we will define the Newton potential and bound it for constant coefficients on our weighted averaged Lebesgue spaces \( L^{p,s}_m(\Omega) \).

We will review interpolation theory and establish interpolation results for \( L^{p,s}_m(\Omega) \) and related spaces in Section 5.2; in particular, we will use boundedness of the Newton potential to establish interpolation results for the spaces \( W^{p,s}_{m, av}(\Omega) \). (We will also use boundedness of the Newton potential in Section 6.1 to establish well posedness results for biharmonic operators.) We will then use these interpolation results to prove Lemma 1.22.

Finally, we will complete the proof of Theorem 1.15 in Section 5.3.

5.1. Boundedness of the Newton potential for constant coefficients. Suppose that \( L \) is an elliptic operator of the form (1.1) associated to some coefficients \( A \) that satisfy the bound (2.1) and the ellipticity condition (2.2). By the Lax-Milgram lemma, if \( \tilde{H} \in L^2(\mathbb{R}^d) \), then there is a unique function \( \tilde{u} = \Pi \tilde{H} \) in \( W^2_m(\mathbb{R}^d) \) that satisfies \( L(\Pi \tilde{H}) = \text{div}_m \tilde{H} \), that is, that satisfies

\[ \langle \nabla^m \tilde{\varphi}, A \nabla^m (\Pi \tilde{H}) \rangle_{\mathbb{R}^d} = \langle \nabla^m \tilde{\varphi}, \tilde{H} \rangle_{\mathbb{R}^d} \]

for all \( \tilde{\varphi} \in W^2_m(\mathbb{R}^d) \). Furthermore, \( \Pi \tilde{H} \) is a linear operator and is bounded \( L^2(\mathbb{R}^d) \rightarrow W^2_m(\mathbb{R}^d) \), with operator norm at most \( 1/\lambda \). The kernel of \( \Pi \tilde{H} \) is called the fundamental solution and was constructed for general higher order operators in [Bar16a], we refer the interested reader to [Bar16a] for a more detailed discussion of the Newton potential \( \Pi \tilde{H} \).

By formula (3.2), \( \tilde{H} \rightarrow \Pi \tilde{H} \big|_{\mathcal{E}^0_{\Omega}} \big|_{\Omega} \) is bounded \( L^{2,1/2}_{av}(\Omega) \rightarrow W^{2,1/2}_{m, av}(\Omega) \), where \( \mathcal{E}^0_{\Omega} \) denotes extension by zero. Under some circumstances we can bound this operator on \( L^{p,s}_m(\Omega) \) for more general \( p \) and \( s \). Observe the presence of the extension operator \( \mathcal{E}^0_{\Omega} \) and the restriction operator \( \big|_{\Omega} \) in the above expression. It will be more convenient to consider \( \Pi \tilde{H} \) without extension and restriction operators. To this end, we will work with with global analogues of \( L^{p,s}_m(\Omega) \) and \( W^{p,s}_{m, av}(\Omega) \).

Observe that if \( \Omega \) is an open set and \( \partial \Omega \) has measure zero, then the norm in the space \( L^{p,s}_m(\mathbb{R}^d \setminus \partial \Omega) \) satisfies

\[ \| \tilde{H} \|_{L^{p,s}_m(\mathbb{R}^d \setminus \partial \Omega)} = \| \tilde{H} \|_{L^{p,s}_m(\Omega)} + \| \tilde{H} \|_{L^{p,s}_m(\mathbb{R}^d \setminus \mathbb{R}^d \setminus \Omega)}. \]

We define the global analogue of \( W^{p,s}_{m, av}(\Omega) \) as follows.

\[ W^{p,s}_{m, av}(\partial \Omega) = \{ \tilde{F} \in W^{1}_{m, av}(\mathbb{R}^d) : \nabla^m \tilde{F} \in L^{p,s}_m(\mathbb{R}^d \setminus \partial \Omega) \}. \]

Notice that \( \tilde{F} \in W^{p,s}_{m, av}(\partial \Omega) \) is a stronger condition than \( \nabla^m \tilde{F} \in L^{p,s}_m(\mathbb{R}^d \setminus \partial \Omega) \); specifically, we require some compatibility of \( \tilde{F} \) across the boundary.

We may now state a boundedness result for the Newton potential.
Lemma 5.3. Let $\Omega \subset \mathbb{R}^d$ be a Lipschitz domain. Let $L_0$ be an operator of the form \ref{1.1} that satisfies the ellipticity condition \ref{2.2} and has constant coefficients.

Then the operator $\tilde{L}^{L_0}$ defined by formula \ref{5.1} extends to an operator that is bounded $L^{p,s}_a(\mathbb{R}^d \setminus \partial \Omega) \rightarrow \tilde{W}^{p,s}_a(\partial \Omega)$ for any $0 < s < 1$ and any $(d-1)/(d-1+s) < p \leq \infty$.

The remainder of this subsection will be devoted to a proof of Lemma 5.3. We begin with the following bound (in unaveraged spaces) in the case $1 < p < \infty$.

Lemma 5.4. Let $L_0$ and $\Omega$ be as in Lemma 5.3. Let $0 < s < 1$ and $1 < p < \infty$, and let $\tilde{H} \in L^2(\mathbb{R}^d) \cap L^{p,s}_a(\mathbb{R}^d \setminus \partial \Omega)$. Then

$$\int_{\mathbb{R}^d} |\nabla^m \tilde{L}^{L_0} \tilde{H}(x)|^p \text{dist}(x, \partial \Omega)^{p-1-ps} \, dx \leq C \int_{\mathbb{R}^d} |\tilde{H}(x)|^p \text{dist}(x, \partial \Omega)^{p-1-ps} \, dx.$$  

Proof. We claim that $\nabla^m \tilde{L}^{L_0}$ is a Calderón-Zygmund operator. By construction, $\nabla^m \tilde{L}^{L_0}$ is bounded on $L^2(\mathbb{R}^d)$, and so we need only study its kernel.

For constant coefficients, an elementary argument involving Plancherel’s theorem yields that the ellipticity condition \ref{2.2} is equivalent to the ellipticity condition (4.15) of \cite{MM13b}. By results of \cite{Sha45, Mor54, Joh55, Hor03}, assembled as \cite[Theorem 4.2]{MM13b}, we have that $L$ has a fundamental solution $E^{L_0}$ that satisfies the conditions

$$\partial^\alpha \tilde{L}^{L_0} \tilde{H}(x) = \sum_{k=1}^N \sum_{|\beta|=m} \int_{\mathbb{R}^d} \partial_x^\alpha \partial_y^\beta E^{L_0}_{j,k}(x-y) H_{k,\beta}(y) \, dy \quad \text{for a.e. } x \notin \text{supp } \tilde{H}$$

for $|\alpha| = m$, $1 \leq j \leq N$, and

$$|\nabla^{2m} E^{L_0}(x)| \leq \frac{C}{|x|^d}, \quad |\nabla^{2m+1} E^{L_0}(x)| \leq \frac{C}{|x|^{d+1}}.$$  

This may also be verified by considering the fundamental solution $E^{L_0}(x,y)$ of \cite{Bar16a} (constructed for general variable coefficients); by translational symmetry of $L_0$, we have that $\partial_x^\alpha \partial_y^\beta E^{L_0}(x,y) = \partial_y^\beta E^{L_0}(x-y,0)$. The bound \cite[formula (6.3)]{Bar16a} yields an $L^2$ estimate on $\nabla^{2m} E^{L_0}$, and the Caccioppoli inequality \cite[Corollary 22]{Bar16a}, Morrey’s inequality, and the fact that any derivative of a solution $\check{u}$ to $L_0 \check{u} = 0$ is itself a solution, allows us to pass to pointwise bounds on $\nabla^{2m} E^{L_0}$ and $\nabla^{2m+1} E^{L_0}$.

Thus, $\nabla^m \tilde{L}^{L_0}$ is a Calderón-Zygmund operator. Recall (see, for example, \cite[Chapter V]{Ste93}) that a function $\omega$ defined on $\mathbb{R}^d$ is a Muckenhoupt $A_p$ weight if, for every ball $B \subset \mathbb{R}^d$, we have that

$$\int_B \omega(x) \, dx \left( \int_B \omega(x)^{-p'/p} \, dx \right)^{p'/p} \leq A$$

for some constant $A = A_p(\omega)$ independent of the choice of ball $B$, where $1/p + 1/p' = 1$. By a corollary in \cite[Chapter V, Section 4.2]{Ste93}, if $T$ is a Calderón-Zygmund operator and $\omega$ is an $A_p$ weight for some $1 < p < \infty$, then $T$ is bounded from $L^p(\omega(x) \, dx)$ to itself.

As noted in \cite[formula (2.5)]{BM13b} and the proof of \cite[Lemma 2.3]{MT06}, if $\Omega \subset \mathbb{R}^d$ is a Lipschitz domain, then $\omega(x) = \text{dist}(x, \partial \Omega)^{p-1-ps}$ is an $A_p$ weight for any $1 < p < \infty$ and any $0 < s < 1$. Furthermore, observe that the constant
Let $L$ be an operator of the form (1.1) of order $2m$ associated to coefficients $A$ that satisfy the ellipticity conditions (2.1) and (2.2).

Let $x_0 \in \mathbb{R}^d$ and let $r > 0$. Suppose that $\bar{u} \in \tilde{W}^2_m(B(x_0, 2r)), \tilde{H} \in L^2(B(x_0, 2r))$, and that $L\bar{u} = \text{div}_m \tilde{H}$ in $B(x_0, 2r)$.

If $0 < p < 2$, then

\[
\left( \int_{B(x,r)} |\nabla^m \bar{u}|^2 \right)^{1/2} \leq C(p) \left( \int_{B(x,2r)} |\nabla^m \bar{u}|^p \right)^{1/p} + C(p) \left( \int_{B(x,2r)} |\tilde{H}|^2 \right)^{1/2}
\]

for some constant $C(p)$ depending only on $p$ and the standard parameters.

This theorem allows us to bound $\tilde{H}^{L_{\omega}}$ on $L^{p,s}_{\omega}(\Omega)$ for $1 < p \leq 2$.

**Lemma 5.7.** Let $L_0$ and $\Omega$ be as in Lemma 5.3. Let $0 < s < 1$ and $1 < p \leq 2$. Then $\tilde{H}^{L_{\omega}}$ extends to an operator that is bounded $L^{p,s}_{\omega}(\mathbb{R}^d \setminus \partial \Omega) \to \tilde{W}^{p,s}_{\omega}(\partial \Omega)$.

**Proof.** Let $\tilde{H} \in L^2(\mathbb{R}^d) \cap L^{p,s}_{\omega}(\mathbb{R}^d \setminus \partial \Omega)$. Divide $\mathbb{R}^d \setminus \partial \Omega$ into a grid $\mathcal{G}$ of Whitney cubes, as in the norm (3.1). By Theorem 5.6 with $\bar{u} = \tilde{H}^{L_{\omega}}$, we have that

\[
\sum_{Q \in \mathcal{G}} \left( \int_{Q} |\nabla^m \bar{u}|^2 \right)^{p/2} \ell(Q)^{d-1+p-ps} \leq C(p, \eta) \sum_{Q \in \mathcal{G}} \left( \int_{\eta Q} |\nabla^m \tilde{H}^{L_{\omega}}| \right) \ell(Q)^{d-1+p-ps} + C(p, \eta) \sum_{Q \in \mathcal{G}} \left( \int_{\eta Q} |\tilde{H}|^2 \right)^{p/2} \ell(Q)^{d-1+p-ps}
\]

for any $\eta > 1$, where $\eta Q$ is the cube concentric to $Q$ with side-length $\eta \ell(Q)$. If $\eta - 1$ is small enough, then $\text{dist}(x, \partial \Omega) \approx \ell(Q)$ whenever $x \in \eta Q$ and $Q \in \mathcal{G}$, and furthermore if $x \in \mathbb{R}^d \setminus \partial \Omega$ then $x \in \eta Q$ for at most $C$ cubes $Q \in \mathcal{G}$. Thus,

\[
\sum_{Q \in \mathcal{G}} \left( \int_{Q} |\nabla^m \tilde{H}^{L_{\omega}}| \right)^{p/2} \ell(Q)^{d-1+p-ps} \leq C(p, \eta) \int_{\mathbb{R}^d} |\nabla^m \tilde{H}^{L_{\omega}}(x)|^p \text{dist}(x, \partial \Omega)^{p-1-ps} \, dx + C(p, \eta) \sum_{Q \in \mathcal{G}} \left( \int_{\eta Q} |\tilde{H}|^2 \right)^{p/2} \ell(Q)^{d-1+p-ps}
\]

By Lemma 5.4, the norm (3.1), and Hölder’s inequality, we have that

\[
\|\nabla^m \tilde{H}^{L_{\omega}} \tilde{H}\|_{L^{p,s}_{\omega}(\Omega)} \leq C(p) \|\tilde{H}\|_{L^{p,s}_{\omega}(\Omega)}
\]

for any $0 < s < 1$ and $1 < p \leq 2$.

By density $\nabla^m \tilde{H}^{L_{\omega}}$ extends to an operator bounded from $L^{p,s}_{\omega}(\mathbb{R}^d \setminus \partial \Omega)$ to itself. If $\tilde{H} \in L^2(\mathbb{R}^d)$, then $\tilde{H}^{L_{\omega}} \in \tilde{W}^{2}_{m}(\mathbb{R}^d) \subset \tilde{W}^{1}_{m,loc}(\mathbb{R}^d)$. Furthermore, by Lemma 3.4.
\[ \nabla^m \tilde{H} \] is bounded from \( L^p_{au}(\mathbb{R}^d \setminus \partial \Omega) \) to \( L^1(K) \) for any compact set \( K \subset \mathbb{R}^d \), and so by density \( \tilde{H} \) extends to a bounded operator \( L^p_{au}(\mathbb{R}^d \setminus \partial \Omega) \to \tilde{W}^p_{m,au}(\partial \Omega) \). \( \square \)

We now consider the case \( p \leq 1 \).

**Lemma 5.8.** Let \( L_0 \) and \( \Omega \) be as in Lemma 5.6. Let \( 0 < s < 1 \) and \( (d-1)/(d-1+s) < p \leq 1 \). Then \( \tilde{H} \) extends to a bounded operator \( L^p_{au}(\mathbb{R}^d \setminus \partial \Omega) \to \tilde{W}^p_{m,au}(\partial \Omega) \).

**Proof.** Let \( \tilde{H} \in L^p_{au}(\mathbb{R}^d \setminus \partial \Omega) \) be compactly supported in \( \mathbb{R}^d \setminus \partial \Omega \). Again, let \( \mathcal{G} \) be a grid of dyadic Whitney cubes in \( \mathbb{R}^d \setminus \partial \Omega \). Choose some \( Q \in \mathcal{G} \). Because \( \nabla^m \tilde{H} \) is bounded on \( L^2(\mathbb{R}^d) \), we have that

\[
\sum_{R \in \mathcal{G}} \left( \int_{\text{dist}(R,Q)=0} \left| \nabla^m \tilde{H}(1_Q \tilde{H}) \right|^2 \right)^{p/2} \leq C \ell(Q)^{-1} \int_{\text{dist}(x,Q)} \left| \nabla^m \tilde{H}(1_Q \tilde{H}) \right|^2 \lesssim \left( \int_Q \left| \tilde{H} \right|^2 \right)^{p/2}.
\]

We seek to bound \( \nabla^m \tilde{H}(1_Q \tilde{H}) \) far from \( Q \). By the bound \( 5.3 \) on the fundamental solution, if \( \text{dist}(x,Q) > 0 \) then

\[
|\nabla^m \tilde{H}(x)| \leq \left( \int_{\text{dist}(x,Q)} \right)^d \left( \int_Q \left| \tilde{H} \right|^2 \right)^{1/2}.
\]

Thus, by Lemma 5.6 and because \( p > (d-1)/(d-1+s) \),

\[
\|\nabla^m \tilde{H}(1_Q \tilde{H})\|_{L^p_{\alpha\beta}(\mathbb{R}^d \setminus \partial \Omega)} \leq C \ell(Q)^{(d-1)/p+1-s} \left( \int_Q \left| \tilde{H} \right|^2 \right)^{1/2}.
\]

Because \( p \leq 1 \), we have that

\[
\|\nabla^m \tilde{H}\|_{L^p_{\alpha\beta}(\mathbb{R}^d \setminus \partial \Omega)} \leq \sum_{Q \in \mathcal{G}} \|\nabla^m \tilde{H}(1_Q \tilde{H})\|_{L^p_{\alpha\beta}(\mathbb{R}^d \setminus \partial \Omega)} ^p
\]

and so by the norm \( 3.1 \) we have the bound

\[
\|\nabla^m \tilde{H}\|_{L^p_{\alpha\beta}(\mathbb{R}^d \setminus \partial \Omega)} \leq C \|\tilde{H}\|_{L^p_{\alpha\beta}(\mathbb{R}^d \setminus \partial \Omega)}.
\]

Again \( \tilde{H} \) extends by density to a bounded operator \( L^p_{au}(\mathbb{R}^d \setminus \partial \Omega) \to \tilde{W}^p_{m,au}(\partial \Omega) \), as desired. \( \square \)

Finally, we turn to the case \( 2 < p \leq \infty \). We seek to use the duality relation \( 3.3 \). We need only bound the adjoint to \( \langle \nabla^m \tilde{H} \rangle \) on \( L^{p',1-s}(\Omega) \). We will use the following formula from [Bar16a].

**Lemma 5.9 (Bar16a Lemma 42).** Suppose \( L \) is an operator of the form \( (1.1) \) associated to coefficients \( A \) that satisfy the bounds \( 2.1 \) and \( 2.2 \).

Let \((A^*)_{\alpha\beta} = A_{\beta\alpha} \) and let \( L^* \) be the associated elliptic operator.

Then the adjoint \( \langle \nabla^m \tilde{H} \rangle \) to the operator \( \nabla^m \tilde{H} \) is \( \nabla^m \tilde{H}^* \).
Thus, $\nabla = \nabla^m \hat{\Pi} L^0$ extends to a bounded operator on $L^p_{m,av}(\mathbb{R}^d \setminus \partial \Omega)$. It remains to show that $\nabla^m \hat{\Pi} L^0$ is in fact the gradient of a $\hat{W}^1_{m, loc}(\mathbb{R}^d)$-function. If $p < \infty$, this is true by density as usual.

If $p = \infty$, this is true by weak density. That is, let $\hat{H} \in L^\infty_{av}(\mathbb{R}^d \setminus \partial \Omega)$ and let $\hat{H}_n \in L^\infty_{av}(\mathbb{R}^d \setminus \partial \Omega) \cap L^2(\mathbb{R}^d)$ converge weakly to $\hat{H}$ (in $L^\infty_{av}(\mathbb{R}^d \setminus \partial \Omega) = (L^1_{av}(\mathbb{R}^d \setminus \partial \Omega))^*$). We may require $\|\hat{H}_n\|_{L^\infty_{av}(\mathbb{R}^d \setminus \partial \Omega)} \leq \|\hat{H}\|_{L^\infty_{av}(\mathbb{R}^d \setminus \partial \Omega)}$. By [Bar10b] Lemma 3.7 and the Poincaré inequality, we have that $\hat{\Pi}^{L^0} \hat{H}_n$ is locally in $W^p_{m}(\mathbb{R}^d)$ for some $p > 1$. By the Poincaré inequality, $\hat{\Pi}^{L^0} \nabla \hat{H}_n - P_{n,B} \in L^p(B)$ for all balls $B \subset \mathbb{R}^d$, where $P_{n,B}$ is an appropriate polynomial of degree at most $m-1$. Then $\hat{\Pi}^{L^0} \nabla \hat{H}_n - P_{n,B}$ is a bounded sequence in a reflexive Banach space, and so has a weak limit $\bar{F}$. It is elementary to show that $\nabla^m \bar{F}$ (in the sense of weak derivatives); thus, the proof of Lemma 5.3 is complete.

5.2. Interpolation. In this subsection we will discuss interpolation theory and its application to the weighted averaged spaces $L^p_{m,av}(\Omega)$, weighted averaged Sobolev spaces $W^p_{m,av}(\Omega)$, and boundary spaces $WA^p_{m-1,av}(\partial \Omega)$.

We will use interpolation theory, and in particular stability of invertibility on interpolation scales, to prove Theorem 1.15. We will also use interpolation to prove Lemma 1.22; recall that we used this lemma in Section 1.4 to establish well posedness results.

We refer the reader to the classic reference [BL76] for an extensive background on interpolation theory; in this section we will provide some definitions and summarize a few results.

Following [BL76], we say that two quasi-normed vector spaces $A_0, A_1$ are compatible if there is a Hausdorff topological vector space $\mathfrak{A}$ such that $A_0 \subset \mathfrak{A}, A_1 \subset \mathfrak{A}$. Then $A_0 \cap A_1$ and $A_0 + A_1$ may be defined in the natural way.

We will use two interpolation functors, the real method of Lions and Peetre, and the complex interpolation method of Lions, Calderón and Krejn. We refer the reader to [BL76] for a precise definition of these interpolation functors. Loosely speaking, if $A_0$ and $A_1$ are compatible, these functors produce spaces that in some sense lie between $A_0$ and $A_1$. More precisely, for any number $\sigma$ with $0 < \sigma < 1$, any number $r$ with $0 < r \leq \infty$, and any compatible quasi-normed spaces $A_0$ and $A_1$, the real interpolation functor produces a space $(A_0, A_1)_{\sigma,r}$ contained in $A_0 + A_1$ and containing $A_0 \cap A_1$, and if $A_0$ and $A_1$ are normed vector spaces then the complex interpolation functor produces a (possibly different) function space $[A_0, A_1]_{\sigma}$ also contained in $A_0 + A_1$ and containing $A_0 \cap A_1$.

The following is a fundamental and very useful result of interpolation theory. Let $A_0, A_1$ and $B_0, B_1$ be two compatible pairs. Then by [BL76] Theorems 3.11.2 and 4.1.2, we have that if $T : A_0 + A_1 \mapsto B_0 + B_1$ is a linear operator such that $T(A_0) \subset B_0$ and $T(A_1) \subset B_1$, then $T$ is bounded on appropriate interpolation spaces, with

\begin{align}
\|T\|_{(A_0, A_1)_{\sigma,r}} &\leq \|T\|_{A_0 \mapsto B_0}^{1-\sigma} \|T\|_{A_1 \mapsto B_1}, \\
\|T\|_{[A_0, A_1]_{\sigma}} &\leq \|T\|_{A_0 \mapsto B_0}^{1-\sigma} \|T\|_{A_1 \mapsto B_1}
\end{align}

for $0 < \sigma < 1$ and $0 < r \leq \infty$.

In order to use this result, we will need to identify the spaces $[A_0, A_1]_{\sigma}$ for various known spaces $A_j$, for instance, in the case where $A_j = L^p_{n,av}(\Omega)$. We begin with some known interpolation properties for sequence spaces. Let $G$ be a grid of
Whitney cubes in $\Omega$ and recall the norm (3.1). Let $Q_0$ be the unit cube, and define the sequence space $\ell^p_{\Omega} = \ell^p_{\Omega}(L^2(Q_0))$ by

$$\ell^p_{\Omega}(L^2(Q_0)) = \left\{ (\mathbf{H}_Q)_{Q \in G} : \left( \sum_{Q \in G} \|\mathbf{H}_Q\|_{L^2(Q_0)}^p \right)^{1/p} < \infty \right\}$$

with the natural norm.

Let $0 < p_j < \infty$ and let $s_j \in \mathbb{R}$. Let $0 < \sigma < 1$, let $1/p_\sigma = (1-\sigma)/p_0 + \sigma/p_1$, and let $s_\sigma = (1-\sigma)s_0 + \sigma s_1$.

By [BL76, Theorem 5.5.1],

$$[\ell^p_{\Omega}, \ell^p_{\Omega}]_{s_\sigma} = \ell^p_{\Omega}(\Omega)$$

with equivalent norms. By [BL76, Theorem 5.5.3], if in addition $p_j \geq 1$, then

$$[\ell^p_{\Omega}, \ell^p_{\Omega}]_{s_\sigma} = \ell^p_{\Omega}(\Omega)$$

with equal norms.

We will use the following lemma to extend these results from $\ell^p_{\Omega}$ to $L^p_{av}(\Omega)$. This is essentially [BL76, Theorem 6.4.2] and [HT78, Theorem 1.2.4]; see also [Pec71, Section 3].

**Lemma 5.14.** Suppose that $(A_0, A_1)$ and $(B_0, B_1)$ are two compatible couples, and that there are linear operators $I : A_0 + A_1 \mapsto B_0 + B_1$ and $P : B_0 + B_1 \mapsto A_0 + A_1$ such that $P \circ I$ is the identity operator on $A_0 + A_1$, and such that $I : A_0 \mapsto B_0$, $I : A_1 \mapsto B_1$, $P : A_0 \mapsto B_0$, and $P : A_1 \mapsto B_1$ are all bounded operators.

If $0 < \sigma < 1$ and $0 < r \leq 1$, then

$$[A_0, A_1]_{s_\sigma} = P([B_0, B_1]_{s_\sigma}) \quad \text{and} \quad (A_0, A_1)_{s_\sigma,r} = P((B_0, B_1)_{s_\sigma,r})$$

with equivalent norms; that is,

$$\frac{1}{\|I\|_{s_\sigma}} \|Ia\|_{[B_0, B_1]_{s_\sigma}} \leq \|a\|_{[A_0, A_1]_{s_\sigma}} \leq (\|P\|_{\sigma}) \|Ia\|_{[B_0, B_1]_{s_\sigma}},$$

$$\frac{1}{\|I\|_{s_\sigma,r}} \|Ia\|_{(B_0, B_1)_{s_\sigma,r}} \leq \|a\|_{(A_0, A_1)_{s_\sigma,r}} \leq (\|P\|_{\sigma,r}) \|Ia\|_{(B_0, B_1)_{s_\sigma,r}}$$

where $\|I\|_{\sigma}$ and $\|P\|_{\sigma}$ denote operator norms between appropriate interpolation spaces.

**Proof.** By the bound (5.11), $P([B_0, B_1]_{s_\sigma}) \subseteq [A_0, A_1]_{s_\sigma}$. Conversely, $[A_0, A_1]_{s_\sigma} = P^2([A_0, A_1]_{s_\sigma})$ and $I([A_0, A_1]_{s_\sigma}) \subseteq [B_0, B_1]_{s_\sigma}$, and so $[A_0, A_1]_{s_\sigma} \subseteq P([B_0, B_1]_{s_\sigma})$. An analogous argument involving the bound (5.10) is valid for the real interpolation method. The norm inequalities follow from the relation $a = P^2 I a$ and the bound (5.10) or (5.11). \[\square\]

We now consider the spaces $L^p_{av}(\Omega)$. Interpolation results for the spaces $L^p_{av}(\mathbb{R}^d_+)$ were established in [BM16b, Theorem 4.13]; generalizing to arbitrary Lipschitz domains is straightforward.

**Lemma 5.16.** Let $\Omega \subset \mathbb{R}^d$ be a Lipschitz domain. Let $s_j \in \mathbb{R}$, $0 < p_j < \infty$ and $0 < \sigma < 1$, and let $1/p_\sigma = (1-\sigma)/p_0 + \sigma/p_1$ and $s_\sigma = (1-\sigma)s_0 + \sigma s_1$. Then

$$L^{p_0,s_0}_{av}(\Omega), L^{p_1,s_1}_{av}(\Omega))_{s_\sigma} = L^{p_\sigma,s_\sigma}_{av}(\Omega).$$

If in addition $p_j \geq 1$, then

$$[L^{p_0,s_0}_{av}(\Omega), L^{p_1,s_1}_{av}(\Omega)]_{s_\sigma} = L^{p_\sigma,s_\sigma}_{av}(\Omega).$$
If we let the $L^{p,s}_m(\Omega)$ norm be given by formula (5.11) rather than (5.12), then we have equal norms in formula (5.18).

Proof. Let $I : L^{p,s}_m(\Omega) \to L^{p,s}_{t(\Omega)}$ be given by $(I\hat{H})_Q(x) = \hat{H}(x_Q + \ell(x)Q)$ for some appropriate $x_Q \in Q$. Observe that $I$ is an isomorphism; let $P$ be its inverse. Then the result follows by Lemma 5.14 and formulas (5.12) and (5.13). □

We remark that, in the $(s,1/p)$-plane, the set of points $\{(s_\sigma,1/p_\sigma):0 < \sigma < 1\}$ is the line segment connecting $(s_0,1/p_0)$ and $(s_1,1/p_1)$.

We now use Lemmas 5.14 and 5.16 to produce interpolation results for other spaces.

Lemma 5.19. Let $\Omega \subset \mathbb{R}^d$ be a Lipschitz domain with connected boundary. Let $0 < s_j < 1$, $0 < p_j < \infty$ and $0 < \sigma < 1$, and let $p_\sigma$ and $s_\sigma$ be as in Lemma 5.16.

If $(d-1)/(d-1+s_j) < p_j < \infty$, then we have the real interpolation formulas

(5.20) \[ (\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\Omega), W^{p_\sigma,s_\sigma}_{m,av}(\Omega)) \sigma,p_\sigma = W^{p_\sigma,s_\sigma}_{m,av}(\Omega), \]

(5.21) \[ (\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\Omega), W^{p_j,s_\sigma}_{m,av}(\Omega)) \sigma,p_\sigma = W^{p_j,s_\sigma}_{m,av}(\Omega). \]

If in addition $p_j \geq 1$, then we have the complex interpolation formulas

(5.22) \[ [\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\Omega), W^{p_\sigma,s_\sigma}_{m,av}(\Omega)]_\sigma = W^{p_\sigma,s_\sigma}_{m,av}(\Omega), \]

(5.23) \[ [\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\Omega), W^{p_j,s_\sigma}_{m,av}(\Omega)]_\sigma = W^{p_j,s_\sigma}_{m,av}(\Omega). \]

If $0 < s_j < 1$ and $1 \leq p_j < \infty$ for both $j = 0$ and $j = 1$, and if $1 < p_j < \infty$ for at least one of $j = 0$ and $j = 1$, then

(5.24) \[ ([\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\Omega)]^*, [W^{p_\sigma,s_\sigma}_{m,av}(\Omega)]^*)_\sigma = (W^{p_\sigma,s_\sigma}_{m,av}(\Omega))^* \]

where $(\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\Omega))^*$ is the dual space to $\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\Omega)$.

Proof. Recall the space $\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\partial \Omega)$ of formula (5.22). We will use $\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\partial \Omega)$ as an intermediate space between $L^{p_\sigma,s}_{m,av}(\partial \Omega)$ and $\tilde{W}^{p_\sigma,s}_{m,av}(\partial \Omega)$.

Let $I\hat{F} = \nabla^m\hat{F}$; then $I : \tilde{W}^{p_\sigma,s}_{m,av}(\partial \Omega) \to L^{p_\sigma,s}_{m,av}(\partial \Omega)$ is bounded and one-to-one. Let $P \hat{H} = \tilde{I}^{-1}_0(A\hat{H})$ for some constant coefficients $L_0$. By Lemma 5.3, $P$ is bounded $L^{p_\sigma,s}_{m,av}(\partial \Omega) \to \tilde{W}^{p_\sigma,s}_{m,av}(\partial \Omega)$.

Recall that if $\hat{H} \in L^2(\mathbb{R}^d)$, then $\tilde{I}^{-1}_0\hat{H}$ is the unique solution to formula (5.1); we then have that

\[ \tilde{I}(A\nabla^m\hat{F}) = \hat{F} \text{ for all } \hat{F} \in \tilde{W}^2(\mathbb{R}^d). \]

By density of smooth functions (see [Bar16] Theorem 3.15) this is true for all $\hat{F} \in \tilde{W}^{p_\sigma,s}_{m,av}(\partial \Omega)$.

Thus $P \circ I$ is the identity, and by Lemma 5.3 and the definition of $\tilde{W}^{p_\sigma,s}_{m,av}(\partial \Omega)$ we have that $I$ and $P$ are bounded whenever $0 < s < 1$ and $(d-1)/(d-1+s) < p \leq \infty$. Thus, by Lemma 5.14 and formulas (5.17) and (5.18), with appropriate restrictions on $p_j$,

(5.25) \[ (\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\partial \Omega), \tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\partial \Omega))_{\sigma,p_\sigma} = (\tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\partial \Omega), \tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\partial \Omega))_{\sigma,p_\sigma} = \tilde{W}^{p_\sigma,s_\sigma}_{m,av}(\partial \Omega), \]

where $p_\sigma$ and $s_\sigma$ are as in Lemma 5.16.

We now pass to the familiar weighted spaces $\tilde{W}^{p_\sigma,s}_{m,av}(\partial \Omega)$. Let $P : \tilde{W}^{p_\sigma,s}_{m,av}(\partial \Omega) \to \tilde{W}^{p_\sigma,s}_{m,av}(\partial \Omega)$ be simply the restriction map; $P$ is clearly bounded. Let

\[ I\hat{F} = \epsilon^{0}_1\hat{F} + \epsilon^{0}_{\mathbb{R}^d}e_{\mathbb{R}^d}E_{\mathbb{R}^d}^{\mathbb{R}^d}\tilde{I}(\hat{F}), \]

where $\epsilon^{0}_1$ and $\epsilon^{0}_{\mathbb{R}^d}$ are constants.
where \( \text{Ext} \) is the extension operator of \[\text{Bar16b, Theorem 4.1}\] and \( \mathcal{E}_\Omega^0 \) denotes extension by zero. An examination of the proof of \[\text{Bar16b, Theorem 4.1}\] reveals that if \( \Omega \) is a Lipschitz domain with connected boundary then \( \text{Ext} \) is a bounded linear operator; by \[\text{Bar16b, Theorem 5.1}\], \( \hat{T}_{m-1} \) is also bounded, and so \( \mathcal{I} \) is bounded. Clearly \( \mathcal{P} \circ \mathcal{I} \tilde{F} = \tilde{F} \), and so by Lemma 5.14 the interpolation formulas (5.20) and (5.22) are valid.

To establish the interpolation results (5.21) and (5.23) for Whitney spaces, let \( \mathcal{I} = \text{Ext}^\Omega \) and \( \mathcal{P} = \hat{T}_{m-1}^\Omega \). By \[\text{Bar16b, Theorems 4.1 and 5.1}\], these operators are bounded and \( \mathcal{P} \circ \mathcal{I} \) is the identity, and so Lemma 5.14 yields the desired results.

Finally, by \[\text{BL76, Corollary 4.5.2}\], if \( (A_0, A_1) \) is a compatible couple of Banach spaces, and if at least one of \( A_0 \) and \( A_1 \) is reflexive, then the dual space \( [A_0, A_1]^* \) to \( [A_0, A_1] \) is \( [A_0^*, A_1^*] \). We may identify \( \dot{W}^{p, s}_{m, \text{av}}(\Omega) \) with a closed subspace of \( L^{p, s}_{\dot{m}, \text{av}}(\Omega) \); thus, if \( 1 < p < \infty \) then \( \dot{W}^{p, s}_{m, \text{av}}(\Omega) \) is reflexive, and so

\[
[(\dot{W}^{p_0, s_0}_{m, \text{av}}(\Omega))^*, (\dot{W}^{p_1, s_1}_{m, \text{av}}(\Omega))^*)_\sigma = (\dot{W}^{p, s}_{m, \text{av}}(\Omega))^* \]

as desired. \( \square \)

We will conclude this subsection by proving Lemma 1.22

**Proof of Lemma 1.22** By Lemma 4.1 we may consider only the case of homogeneous boundary data (that is, \( f = 0 \) and \( \dot{g} = 0 \)).

Define the operator \( T \) as follows. If \( \dot{H} \in L^{p_0, s_0}_{\dot{m}, \text{av}}(\Omega) \) or \( \dot{H} \in L^{p_1, s_1}_{\dot{m}, \text{av}}(\Omega) \), let \( T \dot{H} = \ddot{u} \), where \( \ddot{u} \) is the solution to the Dirichlet problem (1.23) or (1.24) or Neumann problem (1.20) or (1.27) with data \( \dot{\phi} = \ddot{H} \) or \( \dot{\psi} = \ddot{H} \). Then \( T \) is a bounded linear operator \( L^{p_j, s_j}_{\dot{m}, \text{av}}(\Omega) \rightarrow \dot{W}^{p_j, s_j}_{m, \text{av}}(\Omega) \) for \( j = 0 \) and \( j = 1 \). By the compatibility condition, we have that \( T \) extends to a well-defined linear operator \( L^{p_0, s_0}_{\dot{m}, \text{av}}(\Omega) + L^{p_1, s_1}_{\dot{m}, \text{av}}(\Omega) \rightarrow \dot{W}^{p_0, s_0}_{m, \text{av}}(\Omega) + \dot{W}^{p_1, s_1}_{m, \text{av}}(\Omega) \). Thus, by formulas (5.10), (5.17), and (5.20), \( T \) is a bounded linear operator \( L^{p, s}_{m, \text{av}}(\Omega) \rightarrow \dot{W}^{p, s}_{m, \text{av}}(\Omega) \) for any \( 0 < \sigma < 1 \).

Thus, for each \( \dot{H} \in L^{p, s}_{\dot{m}, \text{av}}(\Omega) \) there exists a solution to the boundary value problem (1.25) or (1.28).

We must now establish uniqueness. Suppose that \( p_j > 1 \). By Theorems 4.7 and 1.12 we have that the corresponding boundary value problems for \( p_j', s_j' \), with \( p_j' \), \( s_j' \) as in Theorem 1.12 are well posed. Then \( (p_j')_\sigma = (p_\sigma)_j \) and \( (s_j')_\sigma = (s_\sigma)_j \), and so by the same interpolation argument, we have that the boundary value problem (1.13) or (1.14), with \( p = p'_\sigma \) and \( s = s'_\sigma \), are well posed. Another application of Theorem 4.7 completes the proof. \( \square \)

5.3. **Proof of Theorem 1.15.** It is a well known consequence of the Lax–Milgram lemma that, if \( L \) is a divergence form elliptic operator, then the Neumann problem with homogeneous boundary data

\[
L \ddot{u} = \text{div}_m \dot{H} \text{ in } \Omega, \quad \ddot{M}^\Omega_{A, \dot{H}} \ddot{u} = 0, \quad \|\nabla^m \ddot{u}\|_{L^2(\Omega)} \leq \frac{1}{\lambda} \|\dot{H}\|_{L^2(\Omega)}
\]

is well posed. By formula (3.12), we have that the Neumann problem

(5.25) \[
L \ddot{u} = \text{div}_m \dot{H} \text{ in } \Omega, \quad \ddot{M}^\Omega_{A, \dot{H}} \ddot{u} = 0, \quad \|\ddot{u}\|_{\dot{W}^{p, s}_{m, \text{av}}(\Omega)} \leq C \|\dot{H}\|_{L^{p, s}_{\dot{m}, \text{av}}(\Omega)}
\]

is well posed for \( p = 2 \) and \( s = 1/2 \), in any Lipschitz domain with connected boundary. We must show that well posedness still holds if \( |p - 2| \) and \( |s - 1/2| \) are small but not necessarily zero.
We will use the following lemma. This lemma appeared originally as \cite{Sne74} Lemma 7; see also \cite{KM98} Section 2.

**Lemma 5.26.** Let \((A_0, A_1)\) and \((B_0, B_1)\) be two compatible couples. For each \(0 < \sigma < 1\), let \(A_\sigma = [A_0, A_1]_\sigma\) and \(B_\sigma = [B_0, B_1]_\sigma\), where \([\cdot, \cdot]_\sigma\) is the complex interpolation functor of Lions, Calderón, and Krejn.

Suppose that \(T : A_0 + A_1 \to B_0 + B_1\) is a linear operator with \(T(A_0) \subseteq B_0\) and \(T(A_1) \subseteq B_1\); by the bound (5.11), \(T\) is bounded \(A_\sigma \to B_\sigma\) for any \(0 < \sigma < 1\).

Suppose that for some \(\sigma_0\) with \(0 < \sigma_0 < 1\), we have that \(T : A_{\sigma_0} \to B_{\sigma_0}\) is invertible. Then there is some \(\varepsilon > 0\) such that \(T : A_\sigma \to B_\sigma\) is invertible for all \(\sigma\) with \(\sigma_0 - \varepsilon < \sigma < \sigma_0 + \varepsilon\).

Thus, our goal is to reframe well posedness as invertibility of some bounded linear operator on an interpolation scale.

If \(\tilde{u} \in \tilde{W}^{p,s}_{m,av}(\Omega)\), we will let \(T\tilde{u}\) be the element of \((\tilde{W}^{p',s'}_{m,av}(\Omega))^*\) given by \(T\tilde{u}(\tilde{\varphi}) = \langle A_{\nabla^m\tilde{u}}, \nabla^m\tilde{\varphi}\rangle\). By the bound (2.4) on \(A\), the duality relation (3.3), and the definition of \(W^{p,s}_{m,av}(\Omega)\), if \(1 < p < \infty\) and \(0 < s < 1\) then \(T\) is bounded \(W^{p,s}_{m,av}(\Omega) \to (\tilde{W}^{p',s'}_{m,av}(\Omega))^*\).

If \(\tilde{H} \in \tilde{L}^{p,s}_{av}(\Omega)\), then we may identify \(\tilde{H}\) with the element of \((\tilde{W}^{p',s'}_{m,av}(\Omega))^*\) given by \(\tilde{\varphi} \mapsto \langle \tilde{H}, \nabla^m\tilde{\varphi}\rangle\). By the definition (1.4) of Neumann boundary values, \(\tilde{u}\) is a solution to the Neumann problem (5.25) if and only if \(T\tilde{u} = \tilde{H}\) as elements of \((\tilde{W}^{p',s'}_{m,av}(\Omega))^*\). Thus, the Neumann problem (5.25) is well posed if and only if \(T : \tilde{W}^{p,s}_{m,av}(\Omega) \to (\tilde{W}^{p',s'}_{m,av}(\Omega))^*\) is invertible.

In particular, by the above remarks, \(T\) is invertible if \(p = 2\) and \(s = 1/2\). By Lemma 5.26 we have that if \(\ell\) is a line in the \((s,1/2)\)-plane then there is some \(\varepsilon(\ell) > 0\) such that if \(|1/p - 1/2| + |s - 1/2| < \varepsilon(\ell)\) and \((s,1/p) \in \ell\) then the Neumann problem (5.25) is well posed. Examining the arguments in \cite{KM98} Section 2, we see that \(\varepsilon(\ell)\) can be bounded from below, independently of \(\ell\). This completes the proof.

### 6. Known results reformulated in the notation of the present paper

Recall that Theorem 1.16 allows us to establish well posedness for certain coefficients \(B\) given well posedness for nearby coefficients \(A\). In Section 1.4 we described new well posedness results arising from these theorems and from known results of \cite{BM16b} and \cite{MMW11, MM13a}.

The results of \cite{BM16b} were stated in terms of the spaces \(L^{p,s}_{m,av}(\mathbb{R}^d_+), \tilde{W}^{p,s}_{m,av}(\mathbb{R}^d_+), \tilde{W}^{p}_{m-1,s-1}(\mathbb{R}^{d-1}),\) and \(\tilde{W}^{p}_{m-1,s}(\mathbb{R}^{d-1})\) used in the present paper. However, the results of \cite{MMW11, MM13a} were stated in terms of other, related spaces. In this section we will convert the results of \cite{MM13a} into equivalent results in terms of our spaces; we will also (Section 6.2) complete the argument of Remark 1.33.

#### 6.1. The biharmonic equation

We begin by recalling the following result from \cite{MM13a}.

**Theorem 6.1** (\cite{MM13a} Theorems 6.10 and 6.16). Let \(\Omega\) be a bounded Lipschitz domain in \(\mathbb{R}^d, d \geq 2\), with connected boundary. Then there is some \(\kappa > 0\), depending on \(\rho, d,\) and the Lipschitz character of \(\Omega\), such that if \(d \geq 4\) and the condition (1.32) is valid, or if \(d = 2\) or \(d = 3\) and the condition (1.43) is valid,
then the Dirichlet problem
\[
\begin{align*}
\Delta^2 u &= w \quad \text{in } \Omega, \\
\Tr u &= f_0, \\
\Tr_1^\nu u &= \hat{f},
\end{align*}
\]
has a unique solution for each \( w \in B^{p,p}_{s+1/p-3}(\Omega) \) and each \((f_0, \hat{f}) \in B^{p,p}_{1/p+1}(\Omega)\).

Furthermore, let \(-1/(d-1) < \rho < 1\) and let \(A_p\) be as in formula (1.46). Under the above assumptions on \(\Omega, p\) and \(s\), the Neumann problem
\[
\Delta^2 u = w \quad \text{in } \Omega,
\]
\[
\begin{align*}
\langle \nabla^2 \varphi, A_p \nabla^2 w \rangle_{\Omega} &= \langle \Tr_1^\nu \varphi, g_0 \rangle_{\partial \Omega} + \langle \Tr_1^\nu \varphi, \hat{g} \rangle_{\partial \Omega} \quad \text{for all } \varphi \in C_0^\infty(\mathbb{R}^d), \\
\|u\|_{F^{p,p}_{s+1/p+1}(\Omega)} &\leq C\|g_0\|_{B^{p,p}_{1/p-1}(\partial \Omega)} + C\|w\|_{F^{p,p}_{2-1/p}(\Omega)},
\end{align*}
\]
has a unique solution for each \((w, g_0) \in (B^{p,p}_{s+1/p+1}(\Omega))^* \) and \((g_0, \hat{g}) \in (B^{p,p}_{1/s+1/p}(\partial \Omega))^*\) with \(\langle (g_0, \hat{g}), (P, \nabla P) \rangle_{\partial \Omega} = \langle w, P \rangle_{\Omega}\) for every linear function \(P\).

In the case \(d = 3\), the Dirichlet problem (6.2) was shown in [MMW11] to be well posed for all \(p\) and \(s\) satisfying the condition (1.42). Well posedness was also established for solutions in the Besov spaces \(B^{p,q}_{s+1/p-3}(\Omega)\) and more general Triebel-Lizorkin spaces \(F^{p,q}_{s+1/p+1}(\Omega)\); however, the stated particular case of \(F^{p,2}_{s+1/p+1}(\Omega)\) suffices for our purposes.

For convenience, we will apply this theorem only in the case \(w = 0\). The space \(B^{p,q}_{s,s}(\partial \Omega)\) defined in [MM13a, Section 2] is given by
\[
B^{p,q}_{s,s}(\partial \Omega) = \{(f_0, \hat{f}) : f_0 \in B^{p,q}_{s,p}(\partial \Omega), \hat{f} \in B^{p,q}_{s,s}(\partial \Omega), \\
v_j \partial_k f_0 - v_k \partial_j f_0 = \nu_j f_k - \nu_k f_j \quad \text{for } 1 \leq j \leq d \text{ and } 1 \leq k \leq d,\}
\]
The (inhomogeneous) Besov space \(B^{p,q}_{s,p}(\partial \Omega)\) is defined via interpolation in [MM13a]; it is well known (see, for example, [MM13b] formulas (2.401), (2.421), (2.490)) that this definition means that
\[
\|f\|_{B^{p,q}_{s,p}(\partial \Omega)} \approx \|f\|_{L^p(\partial \Omega)} + \|\partial f\|_{B^{p,q}_{s,q}(\partial \Omega)}
\]
where \(B^{p,q}_{s,q}(\partial \Omega)\) is as defined in [Bar16b, Section 2.2] and used elsewhere in this paper.

We comment upon the condition \(\nu_j \partial_k f_0 - v_k \partial_j f_0 = \nu_j f_k - \nu_k f_j\). In this expression \(\nu_j\) denotes the \(j\)th component of the unit outward normal \(\nu\) to \(\Omega\), and so if \(f_0\) is defined on \(\partial \Omega\) and lies in the boundary Sobolev space \(W^p_1(\partial \Omega)\) then the derivative \(\nu_j \partial_k f_0 - v_k \partial_j f_0\) is meaningful. The functions \(f_k\) have the following significance: if \(\hat{f} \in W^{1,s}_{0,p}(\partial \Omega)\), then \(\hat{f}\) is an array of functions indexed by multiindices of length 1, that is, by unit vectors; we let \(f_k = f_{e_k}\).

If \(f_0\) is continuous and \(\hat{f} = \Tr_1^\nu \varphi\) for some \(\varphi \in C_0^\infty(\mathbb{R}^d)\), then the compatibility condition \(\nu_j \partial_k f_0 - v_k \partial_j f_0 = \nu_j f_k - v_k f_j\) almost everywhere on \(\partial \Omega\), for all \(1 \leq j \leq d, 1 \leq k \leq d\), is true if and only if \(f_0 = c_0 + \Tr_0^\nu \varphi = c_0 + \varphi|_{\partial \Omega}\) for some constant \(c_0\).

In lieu of defining the Triebel-Lizorkin spaces \(F^{p,2}_{s+1/p+1}(\Omega)\) appearing in Theorem 6.1 we will simply state the following result relating these norms to more familiar norms.

**Lemma 6.4** (AP98 Proposition S, p. 162). Let \(\Omega\) be a bounded Lipschitz domain and let \(u\) satisfy \(\Delta^2 u = 0\) in \(\Omega\). Let \(1 < p < \infty\).
If \( k \geq 0 \) is an integer and if \( k \leq s + 1/p + 1 \leq k + 1 \), then
\[
\int_{\Omega} |\nabla^{k+1} u(x)|^p \text{ dist}(x, \partial \Omega)^{kp-1-ps} \, dx + \|\nabla^k u\|_{L^p(\Omega)}^p + \|u\|_{L^p(\Omega)}^p \approx \|u\|_{L_0^{p,k}(\Omega)}^p
\]
provided either the left-hand side or the right-hand side is finite.

In this section we will derive the following well posedness result.

**Theorem 6.5.** Let \( \Omega \subset \mathbb{R}^d \) be a bounded Lipschitz domain with connected boundary. Then there is some \( \kappa > 0 \) such that if \( 0 < s < 1 \), \( 1 < p < \infty \), and if \( d \geq 4 \) and the condition (1.42) is valid, or if \( d = 2 \) or \( d = 3 \) and the condition (1.43) is valid, then the Dirichlet problem
\[
(6.6) \quad \Delta^2 u = \text{div} \tilde{H} \quad \text{in} \ \Omega, \quad \tilde{T}_1^\Omega u = f,
\]
has a unique solution for each \( \tilde{H} \in L_0^{p,s}(\Omega) \) and each \( f \in \hat{W}A_{s-1}^p(\partial \Omega) \).

Let \(-1/(d-1) < \rho < 1\) and let \( A_\rho \) be as in formula (1.46). Then there is some \( \kappa > 0 \), depending on \( \rho \), \( d \), and the Lipschitz character of \( \Omega \), such that under the above conditions on \( s \) and \( p \), the Neumann problem
\[
(6.7) \quad \Delta^2 u = \text{div} \tilde{H} \quad \text{in} \ \Omega, \quad \tilde{M}_{A_\rho}^\Omega u = g,
\]
has a unique solution for each \( \tilde{H} \in L_0^{p,s}(\Omega) \) and each \( g \in \hat{NA}_{s-1}^p(\partial \Omega) \).

Recall that by [MMW11], if \( d = 3 \) then the Dirichlet problem (6.2) is well posed if \( p \) and \( s \) satisfy the weaker condition (1.42). In a forthcoming paper, we intend to treat the issue of well posedness for \( p < 1 \) in much more detail. Therein we will establish well posedness of the revised problem (6.6) if the condition (1.42), and not merely (1.43), is valid; we will also establish similar results if \( d = 2 \) or for the Neumann problem.

The remainder of this section will be devoted to the proof of Theorem 6.5. We begin with the following lemma; this lemma will allow us to contend with the \( L^p \) norms of \( \nabla^k u \) and \( u \) in Lemma 6.3.

**Lemma 6.8.** Let \( \Omega \subset \mathbb{R}^d \) be a bounded Lipschitz domain, let \( 0 < s < 1 \) and \( 1 < p < \infty \), and let \( w \in \hat{W}^{1,\text{loc}}_{-1,1}(\Omega) \). There is some constant \( c \) such that
\[
\int_{\Omega} |w - c|^p \leq (\text{diam } \Omega)^{1+ps} \int_{\Omega} |\nabla w(x)|^p \text{ dist}(x, \partial \Omega)^{p-1-ps} \, dx
\]
provided the right-hand side is finite.

**Proof.** Let \( x_0 \in \partial \Omega \) and let \( r_{\Omega}, c_0 \) and \( V \) be as in the definition [Bar16b, Definition 2.2] of Lipschitz domain. Then there are some coordinates and some Lipschitz function \( \psi \) such that \( x_0 = (x_0', t_0) \), such that \( V = \{ (x', t) : x' \in \mathbb{R}^{d-1}, t > \psi(x') \} \) and such that \( B(x_0, r_{\Omega}/c_0) \cap V = B(x_0, r_{\Omega}/c_0) \cap \Omega \).

Let \( \Delta = \{ x' \in \mathbb{R}^{d-1} : |x' - x_0'| < r_{\Omega}/C_1 \} \), and let \( Q = \{ (x', t) : x' \in \Delta, \psi(x') < t < \psi(x') + r_{\Omega}/C_1 \} \) for some large constant \( C_1 \). If \( C_1 \) is large enough then \( Q \subset B(x_0, r_{\Omega}/c_0) \cap \Omega \).
Let τ satisfy $r_\Omega/2C_1 < \tau < r_\Omega/C_1$. Then
\[
\left( \int_Q |w - c|^p \right)^{1/p} \leq \left( \int_\Delta \int_0^{r_\Omega/C_1} \left| \partial_t w(x', \psi(x') + r) \right|^p dt dx' \right)^{1/p} + \left( \frac{r_\Omega}{C_1} \int_\Delta |w(x', \psi(x') + \tau) - c|^p dx' \right)^{1/p}.
\]
By Hölder’s inequality,
\[
\left| \int_0^\tau \partial_t w(x', \psi(x') + r) \right|^p \leq \left( \int_0^\tau |\nabla w(x', \psi(x') + r)|^{p_{r,p-1}} dr \right)^{p/r \cdot (p_{r,p-1})} \int_0^\tau \tau^{p_{r,p-1} - 1} dr.
\]
If $s > 0$, then the second integral converges and so
\[
\left( \int_Q |w - c|^p \right)^{1/p} \leq C_p(r_\Omega)^{s+1/p} \left( \int_\Delta \left( \int_0^{r_\Omega/C_1} |\nabla w(x', \psi(x') + r)|^{p_{r,p-1}} dr \right)^{p/r \cdot (p_{r,p-1})} \right)^{1/p} + \left( \frac{r_\Omega}{C_1} \int_\Delta |w(x', \psi(x') + \tau) - c|^p dx' \right)^{1/p}.
\]
whenever $r_\Omega/2C_1 < \tau < r_\Omega/C_1$. Averaging in $\tau$, we see that
\[
\left( \int_Q |w - c|^p \right)^{1/p} \leq C_p(r_\Omega)^{s+1/p} \left( \int_Q |\nabla w(x)|^p \text{dist}(x, \partial \Omega)^{p_{r,p-1}} dx \right)^{1/p} + C \left( \int_{\{x \in Q : \text{dist}(x, \partial \Omega) > r_\Omega/C\}} |w - c|^p \right)^{1/p}.
\]
Applying a standard patching argument, we see that
\[
\int_{\Omega} |w - c|^p \leq C_p(\text{diam } \Omega)^{1 + ps} \int_{\Omega} |\nabla w(x)|^p \text{dist}(x, \partial \Omega)^{p_{r,p-1}} dx + C_p \int_{\{x \in \Omega : \text{dist}(x, \partial \Omega) > r_\Omega/C\}} |w - c|^p.
\]
Applying the Poincaré inequality to bound the final term completes the proof. □

We now establish uniqueness of solutions.

**Lemma 6.9.** Let $p$ and $s$ be as in Theorem 6.5 and suppose in addition that $1/(1-s) \leq p < \infty$.

Then solutions to the problems (6.6) and (6.7) are unique.

**Proof.** Suppose that $\Delta^2 u = 0$ in $\Omega$, that $u \in \dot{W}^{p,s}_{2,av}(\Omega)$, and that $\text{Tr}_1^\Omega u = 0$ or $\text{M}_\text{ci}^\Omega_{1,0} u = 0$. In the Dirichlet case we may normalize $u$ so that $\text{Tr}_1^\Omega u = 0$ as well.

By Theorem 6.1 and Lemma 6.4, it suffices to show that
\[
\int_{\Omega} |\nabla^2 u(x)|^p \text{dist}(x, \partial \Omega)^{p_{r,p-1}} dx + \|\nabla u\|_{L^p(\Omega)}^p + \|u\|_{L^p(\Omega)}^p < \infty.
\]
Observe that $\partial^p u$ is biharmonic in $\Omega$ for any multiindex $\alpha$. By the Caccioppoli inequality (Cam80, Bar16a), we have that if $x \in \Omega$, then
\[
\|\nabla^k u\|_{L^2(B(x, \text{dist}(x, \partial \Omega)/4))} \leq C_{j,k} \text{dist}(x, \partial \Omega)^{j-k} \|\nabla^j u\|_{L^2(B(x, \text{dist}(x, \partial \Omega)/2))}.
\]
for any integers $k > j \geq 0$. Thus, by Morrey’s inequality,

$$|\nabla^2 u(x)| \leq C \left( \int_{B(x, \text{dist}(x, \partial \Omega)/2)} |\nabla^2 u|^2 \right)^{1/2}$$

and so

$$\int_{\Omega} |\nabla^2 u(x)|^p \text{dist}(x, \partial \Omega)^{p-1-ps} \, dx \leq C \|u\|_{W^{2,p,s}(\Omega)}^p.$$  

By Lemma 6.3, we have that $\nabla u \in L^p(\Omega)$. By the Poincaré inequality, we have that $u \in L^p(\Omega)$. This completes the proof. 

The following lemma shows that, if $\hat{f} \in \hat{W}A^p_{1,s}(\Omega)$, then there is some $f_0$ such that $f_0, \hat{f}$ satisfy the conditions of Theorem 6.1; we will use this lemma and Theorem 6.1 to establish existence of solutions.

**Lemma 6.10.** Let $\Omega \subset \mathbb{R}^d$ be a bounded Lipschitz domain with connected boundary. Suppose that $0 < s < 1$, $1 \leq p < \infty$ and that $\hat{f} \in \hat{W}A^p_{1,s}(\Omega)$.

Let $P$ be the linear function that satisfies

$$\int_{\partial \Omega} \hat{f} - \nabla P \, d\sigma = 0.$$  

Then

$$\|\hat{f} - \nabla P\|_{L^p(\Omega)} \leq C(\text{diam} \Omega)^s \|\hat{f}\|_{\hat{W}A^p_{1,s}(\Omega)}.$$  

Furthermore, there is some $f_0 \in L^p(\partial \Omega) \cap \hat{W}^1_p(\partial \Omega)$ with $\nu_j \partial_k f_0 - \nu_k \partial_j f_0 = \nu_j (f_k - \partial_k P) - \nu_k (f_j - \partial_j P)$ and with

$$\|f_0\|_{L^p(\partial \Omega)} \leq C(\text{diam} \Omega)^{1+s} \|\hat{f}\|_{\hat{W}A^p_{1,s}(\Omega)}.$$  

**Proof.** If $\hat{f} = \hat{T}^0_{\Omega} \varphi$ for some smooth compactly supported function $\varphi$, then $f_0$ exists and satisfies $f_0 = (\varphi - P)|_{\partial \Omega}$. The bound on $\|f_0\|_{L^p(\partial \Omega)}$ follows from the claimed bound on $\|\hat{f} - \nabla P\|_{L^p(\Omega)}$ by the Poincaré inequality. Existence of $f_0$ for general $\hat{f}$ follows by density of such arrays in $\hat{W}A^p_{1,s}(\partial \Omega)$; see the definition of $\hat{W}A^p_{1,s}(\partial \Omega)$ in [Bar16b, Section 2.2].

We are left with the given estimates on $\hat{f} - \nabla P$. Suppose without loss of generality that $\int_{\partial \Omega} \hat{f} \, d\sigma = 0$. Then

$$\int_{\partial \Omega} |f(x)|^p \, d\sigma(x) = \int_{\partial \Omega} \left| \int_{\partial \Omega} f(x) - f(y) \, d\sigma(y) \right|^p \, d\sigma(x).$$  

By Hölder’s inequality,

$$\int_{\partial \Omega} |\hat{f}(x)|^p \, d\sigma(x) \leq \frac{1}{\sigma(\partial \Omega)} \int_{\partial \Omega} \int_{\partial \Omega} |\hat{f}(x) - \hat{f}(y)|^p \, d\sigma(y) \, d\sigma(x)$$

$$\leq \frac{(\text{diam} \Omega)^{d-1+ps}}{\sigma(\partial \Omega)} \int_{\partial \Omega} \int_{\partial \Omega} \frac{|\hat{f}(x) - \hat{f}(y)|^p}{|x-y|^{d-1+ps}} \, d\sigma(y) \, d\sigma(x).$$  

Applying the definition of $\hat{B}^{p,s}_s(\partial \Omega)$ (see [Bar16b, Section 2.2]) completes the proof. 

The following lemma establishes existence of solutions in the $\hat{H} = 0$, $p \geq 1/(1-s)$ case.
Lemma 6.11. Let $\Omega$ be as in Theorem 6.3. Suppose that $0 < s < 1$, that $1/(1-s) \leq p < \infty$, and that $-1/(d-1) < p < 1$. Suppose that $d \geq 4$ and the condition (1.42) is valid, or $d = 2$ or $d = 3$ and the condition (1.43) is valid.

Then for each $\hat{f} \in W^{p}_{1,s} (\partial \Omega)$, there is a solution to the problem

\begin{equation}
\Delta^2 u = 0 \text{ in } \Omega, \quad \tilde{\mathbf{K}}_{m-1}^{\Omega} u = \hat{f}, \quad \| u \|_{W^{p,s}_{2,s} (\Omega)} \leq C \| \hat{f} \|_{W^{p}_{1,s} (\partial \Omega)}.
\end{equation}

Also, for each $\hat{g} \in \tilde{N} A^{p}_{1,s-1} (\partial \Omega)$, there is a solution to the problem

\begin{equation}
\Delta^2 u = 0 \text{ in } \Omega, \quad \tilde{\mathbf{M}}_{m-1}^{\Omega} u = \hat{g}, \quad \| u \|_{W^{p,s}_{2,s} (\Omega)} \leq C \| \hat{g} \|_{\tilde{N} A^{p}_{1,s-1} (\partial \Omega)}.
\end{equation}

Proof. Without loss of generality we may assume that $\text{diam } \Omega = 1$. Let $\hat{f} \in W^{p}_{1,1} (\partial \Omega)$. By Theorem 6.1 Lemma 6.4 and Lemma 6.10 there is some $u$ that satisfies

\begin{equation}
\Delta^2 u = 0 \text{ in } \Omega, \quad \tilde{\mathbf{K}}_{m-1}^{\Omega} \hat{u} = \hat{f},
\end{equation}

\begin{equation}
\int_{\Omega} |\nabla^2 u(x)|^p \text{ dist}(x, \partial \Omega)^{p-1-ps} \, dx \leq C \| \hat{f} \|_{W^{p}_{1,s} (\partial \Omega)}.
\end{equation}

By Hölder’s inequality (if $p \geq 2$) or by [Bar16a, Theorem 24] (if $p < 2$), we have that

\begin{equation}
\| u \|_{W^{p,s}_{2,s} (\Omega)} \leq C \int_{\Omega} |\nabla^2 u(x)|^p \text{ dist}(x, \partial \Omega)^{p-1-ps} \, dx
\end{equation}

and so the proof is complete.

We now turn to the Neumann problem 6.13. Let $\hat{g} \in \tilde{N} A^{p}_{1,s-1} (\partial \Omega)$, and let $g_0 = 0$. If $(\varphi_0, \tilde{\varphi}) \in W^{p}_{1,1-\sigma} (\partial \Omega)$, then

\begin{equation}
\| (\varphi_0, \tilde{\varphi}) \|_{\partial \Omega} \leq C \| \tilde{\varphi} \|_{W^{p}_{1,1-\sigma} (\partial \Omega)} \| \hat{g} \|_{\tilde{N} A^{p}_{1,s-1} (\partial \Omega)}.
\end{equation}

But $\| \tilde{\varphi} \|_{W^{p}_{1,1-\sigma} (\partial \Omega)} \leq \| (\varphi_0, \tilde{\varphi}) \|_{B^{p,s}_{1,1-\sigma} (\partial \Omega)}$, and so $\hat{g}$ is a bounded linear operator on $B^{p,s}_{1,1-\sigma} (\partial \Omega)$. We may complete the proof using Theorem 6.1 and Lemma 6.3 as before.

The following lemma allows us to pass to the case $\hat{H} \neq 0$. This lemma is a converse to Lemma 6.14.

Lemma 6.14. Let $L$ be an operator of the form (1.1). Let $\Omega$ be a Lipschitz domain with connected boundary. Let $0 < s < 1$ and $(d-1)/(d-1+s) < p \leq \infty$ be such that $\tilde{\Pi}^L$ is a bounded operator $L^{p,s}_{\mu} (\Omega) \to W^{p,s}_{m,\nu} (\Omega)$.

Suppose that for every $\hat{\eta} \in W^{p}_{m-1,s} (\partial \Omega)$ there exists a solution $\hat{u}$ to the Dirichlet problem

\begin{equation}
L \hat{u} = 0 \text{ in } \Omega, \quad \tilde{\mathbf{K}}_{m-1}^{\Omega} \hat{u} = \hat{\eta}, \quad \| \hat{u} \|_{W^{p,s}_{m,\nu} (\Omega)} \leq C \| \hat{\eta} \|_{W^{p}_{m-1,s} (\partial \Omega)}.
\end{equation}

Then for each $\hat{H} \in L^{p}_{\mu} (\Omega)$ and for each $\hat{f} \in W^{p}_{m-1,s} (\partial \Omega)$ there is a solution to the Dirichlet problem

\begin{equation}
L \hat{u} = \text{div}_m \hat{H} \text{ in } \Omega, \quad \tilde{\mathbf{K}}_{m-1}^{\Omega} \hat{u} = \hat{f}, \quad \| \hat{u} \|_{W^{p,s}_{m,\nu} (\Omega)} \leq C \| \hat{H} \|_{L^{p}_{\mu} (\Omega)} + C \| \hat{f} \|_{W^{p}_{m-1,s} (\partial \Omega)}.
\end{equation}
Suppose that $\Omega$ is a Lipschitz domain with connected boundary, $0 < s < 1$, and $1 < p \leq \infty$. Suppose that for every $\dot{\gamma} \in \hat{N}A^p_{m-1,s-1}(\partial \Omega)$ there exists a solution $\bar{u}$ to the Neumann problem
\begin{equation}
L\bar{u} = 0 \text{ in } \Omega, \quad \hat{M}^{\Omega\dot{\gamma}}_{A,0} \bar{u} = \dot{\gamma}, \quad \|\bar{u}\|_{W^{s,p}_{\text{av}}(\Omega)} \leq C\|\dot{\gamma}\|_{\hat{N}A^p_{m-1,s-1}(\partial \Omega)}.
\end{equation}

Then for each $\bar{H} \in L^p_{\text{av}}(\Omega)$ and for each $\bar{g} \in \hat{N}A^p_{m-1,s-1}(\partial \Omega)$ there is a solution to the Neumann problem
\begin{equation}
L\bar{u} = \text{div}_m \bar{H} \text{ in } \Omega, \quad \hat{M}^{\Omega\dot{\gamma}}_{A,\bar{H}} \bar{u} = \bar{g},
\end{equation}
\[\|\bar{u}\|_{W^{s,p}_{\text{av}}(\Omega)} \leq C\|\bar{H}\|_{L^p_{\text{av}}(\Omega)} + C\|\bar{g}\|_{\hat{N}A^p_{m-1,s-1}(\partial \Omega)}.
\]

**Proof.** By assumption, $\bar{H} \in W^p_{\text{av}}(\Omega)$. Let
\[\dot{\eta} = \hat{T}^{\Omega}_{m-1} \bar{H}, \quad \dot{\gamma} = \hat{M}^{\Omega}_{m}(A\nabla^m \bar{H} - \dot{\bar{H}}),
\]
where $\hat{M}^{\Omega}_{m}$ is as in [Bar16b, formula (1.8)]. By [Bar16b, Theorem 5.1], $\dot{\eta} \in W^p_{m-1,s}(\partial \Omega)$. By [Bar16b, Theorem 7.1], $\dot{\gamma} \in \hat{N}A^p_{m-1,s-1}(\partial \Omega)$.

Let $\bar{v}$ be the solution to the problem (6.15) or (6.16) with boundary data $\dot{\eta} - \check{f}$ or $\dot{\gamma} - \check{g}$. Let $\bar{u} = \hat{H} - \bar{v}$. Then
\[L\bar{u} = L\bar{H} - L\bar{v} = \text{div}_m \bar{H}
\]
and either
\[\hat{T}^{\Omega}_{m-1} \bar{u} = \hat{T}^{\Omega}_{m-1} \bar{H} - \hat{T}^{\Omega}_{m-1} \bar{v} = \dot{\eta} - \check{f} = \check{f}
\]
or, for every smooth test function $\varphi$,
\[\langle \nabla^m \varphi, A\nabla^m \bar{u} - \bar{H} \rangle_{\Omega} = \langle \nabla^m \varphi, A\nabla^m \bar{H} - \bar{H} \rangle_{\Omega} - \langle \nabla^m \varphi, A\nabla^m \bar{v} \rangle_{\Omega}
\]
\[= \langle \hat{T}^{\Omega}_{m-1} \varphi, \hat{M}^{\Omega}_{m}(A\nabla^m \bar{H} - \bar{H}) \rangle_{\partial \Omega} \]
\[= \langle \hat{T}^{\Omega}_{m-1} \varphi, \dot{\gamma} \rangle_{\partial \Omega} - \langle \hat{T}^{\Omega}_{m-1} \varphi, \check{g} \rangle_{\partial \Omega} = \langle \hat{T}^{\Omega}_{m-1} \varphi, \check{g} \rangle_{\partial \Omega}
\]
as desired.

By Lemmas 6.9, 6.11 and 6.14 we have that Theorem 6.3 is valid if $0 < s < 1$, $1/(1-s) \leq p < \infty$, and if $d \geq 4$ and the condition (1.42) is valid, or if $d = 2$ or $d = 3$ and the condition (1.43) is valid.

We may pass to the case $1 < p < 1/(1-s)$ using Theorems 4.7 and 4.11. This completes the proof of Theorem 6.5.

### 6.2. Real symmetric $t$-independent coefficients if $m = N = 1$ and $d = 2$

In this section we complete the argument of Remark 1.33 by proving the following lemma.

**Lemma 6.17.** Let $\Omega = \{(x', t) : x' \in \mathbb{R}, t > \psi(x)\}$ be a Lipschitz graph domain in $\mathbb{R}^2$. Let $L$ be an elliptic operator of the form (1.1) with $m = N = 1$, associated to real symmetric coefficients $A$ that satisfy the ellipticity conditions (2.1) and (2.2) and are $t$-independent in the sense of formula (1.29).

Then there is some $\kappa > 0$ such that the Dirichlet problem (1.13) and the Neumann problem (1.14) are well posed whenever
\[0 < s < 1, \quad 0 < p \leq \infty, \quad -\frac{1}{2} - \frac{1}{p} - s < \frac{1}{2} + \kappa.
\]
We begin with the following known result. The case $1/q_+ + 1/q_- = 1$, $q_+ = \tilde{q}_+$, is the Lipschitz graph domain case of [Bar13 Theorem 9.1]; a careful inspection of the proof therein reveals the general case. (For the sake of simplicity we will consider only the Dirichlet case, and derive results for the Neumann problem as in Remark 1.33.)

**Lemma 6.18.** Let $L$ and $\Omega$ be as in Lemma 6.17. Let $a : \partial \Omega \to \mathbb{C}$ satisfy
\begin{align}
\|\partial_r a\|_{L^\infty(\partial \Omega)} & \leq 1/r, \quad \text{supp } a \subset B(x_0, r) \cap \partial \Omega \text{ for some } x_0 \in \partial \Omega \text{ and } r > 0.
\end{align}
Here $\partial_r$ is the derivative tangential to $\partial \Omega$.

Suppose that for some $1 < q_- < \infty$ and $1 < q_+ < \infty$, the boundary value problems
\begin{align}
Lu = 0 & \text{ in } \Omega, \quad \text{Tr}^\Omega u = f, \quad \|Nu\|_{L^{q_-(\partial \Omega)}} \leq c_- \|f\|_{L^{q_-(\partial \Omega)}}, \\
Lu = 0 & \text{ in } \Omega, \quad \text{Tr}^\Omega u = f, \quad \|N(\nabla u)\|_{L^{q_+(\partial \Omega)}} \leq c_+ \|\nabla f\|_{L^{q_+(\partial \Omega)}},
\end{align}
are compatibly well posed. Suppose that there is some $1 < \tilde{q}_+ < \infty$ such that the boundary value problem
\begin{align}
Lu = 0 & \text{ in } Q, \quad \text{Tr}^Q u = f, \quad \|N(\nabla u)\|_{L^{\tilde{q}_+(\partial Q)}} \leq \tilde{c}_+ \|\nabla f\|_{L^{\tilde{q}_+(\partial Q)}},
\end{align}
is well posed whenever $Q = Q(x'_0, \rho) = \{(x', t) : |x' - x'_0| < \rho, \psi(x') < t < \tilde{\psi}(x') + \rho\}$ for some $x'_0 \in \mathbb{R}$ and some $\rho > 0$.

Then the solution $u$ to the problems \((6.20) - (6.21)\), with $f = a$, satisfies
\begin{align}
\int_{\partial \Omega} N(\nabla u)(x) \left(1 + |x - x_0|/r\right)^\kappa \, d\sigma(x) & \leq C
\end{align}
for any $0 < \kappa < 1/q_-$, where $C$ depends on $\kappa$, $q_-$, $q_+$, $\tilde{q}_+$, the Lipschitz character of $\Omega$, and the numbers $c$ above.

Here $N$ is the nontangential maximal function common in the literature.

By [Rul07], we have well posedness of the local boundary value problems \((6.22)\) for some (possibly small) $\tilde{q}_+ > 1$. By [KP93], we have well posedness of the problem \((6.21)\) for $q_+ = 2$, while by [JKS1] we have that there is some $\varepsilon > 0$ such that the problem \((6.20)\) is well posed for all $2 - \varepsilon < q_- < \infty$. These problems are compatibly well posed; see the above papers or [AAH08, AM14, AS14].

Fix some $a$ as in Lemma 6.18 and let $u$ be as in Lemma 6.18. Then the estimate \((6.23)\) is valid for all $0 < \kappa < 1/(2 - \varepsilon)$.

An elementary argument involving Hölder’s inequality shows that if $1 \geq p_0 > 1/(1 + \kappa)$, then
\begin{align}
\int_{\partial \Omega} N(\nabla u)(x)^{p_0} \, d\sigma(x) & \leq C r^{1 - p_0}.
\end{align}
By [BM16b Theorem 7.11] and a change of variables, if $\Omega$ is a Lipschitz graph domain, then
\begin{align}
\|u\|_{W^{1,p}_s(\Omega)} & \leq C r^{1/p - s}
\end{align}
whenever $0 < s < 1$, $p_0 < p \leq \infty$ and $s - 1/p = 1 - 1/p_0$.

Let $p$ and $s$ satisfy the given conditions and be such that such a $p_0$ and $\kappa$ exist. We impose the additional condition $p \leq 1$; we thus require
\begin{align}
0 < p \leq 1, \quad 0 < s < 1, \quad 1/p - s < 1/(2 - \varepsilon).
\end{align}
Let \( f \in \dot{B}^{p,p}(\partial \Omega) \). Then by [Bar16b, Definition 2.6], we have that \( f = \sum_{j=1}^{\infty} \lambda_j a_j \), where \( \sum_j |\lambda_j|^p \approx \| f \|_{\dot{B}^{p,p}(\partial \Omega)}^p \) and where \( a_j \) satisfies the conditions
\[
\operatorname{supp} a_j \subset B(x_j, r_j) \cap \partial \Omega, \quad \| \partial r a_j \|_{L^\infty(\partial \Omega)} \leq r_j^{s-1-1/p}
\]
for some \( x_j \in \partial \Omega \) and some \( r_j > 0 \). Let \( u_j \) be as in Lemma 6.18 with \( a = r_j^{1/p-s} a_j \) and let \( u = \sum_j r_j^{-s-1/p} u_j \); then
\[
\| u \|_{W^{s,p}_{1,\alpha\nu}(\Omega)} \leq C \sum_j |\lambda_j|^p \approx C \| f \|_{\dot{B}^{p,p}(\partial \Omega)}
\]
and so we have existence of solutions to the Dirichlet problem (6.15) provided \( 0 < s < 1 \) and \( 1 \leq 1/p < s + 1/(2 - \varepsilon) \). By [BM16b, Theorem 3.1] and [AT93, Théorème II.2], the Newton potential is bounded \( L^p_{s,\sigma}(\Omega) \to W^{p,s}_{1,\alpha\nu}(\Omega) \) whenever \( 0 < s < 1 \) and \( 0 \leq 1/p < 1 + s \); thus, by Lemma 6.14 solutions to the problem (1.13) exist whenever \( 1 \leq 1/p < s + 1/(2 - \varepsilon) \).

By [BM16b] (see Theorem 1.30 above), there is some \( q_0 \) with \( 1 < q_0 < 2 \) such that the Dirichlet problem (1.13) is well posed for all \( 0 < s < 1 \) and all \( q_0 < q < q_0' \), where \( 1/q_0 + 1/q_0' = 1 \). We impose the additional assumption that \( 1/p - s < 1/q_0 \). There is then some \( \sigma, q \) with \( 0 < \sigma < 1 \), \( q_0 < q < q_0' \), and \( 1/p - s = 1/q - \sigma \). Solutions to the Dirichlet problem (1.13) with \( p = q \) and \( s = \sigma \) are unique; thus, by Corollary 3.8 solutions to the the Dirichlet problem (1.13) with \( p \) and \( s \) as above are unique.

Furthermore, by Corollary 3.10 the Dirichlet problem with \( p, s \) as above and the Dirichlet problem with \( p = q, s = \sigma \) are compatibly well posed in the sense of Lemma 1.22, thus, by Lemma 1.22 we have that the Dirichlet problem is well posed whenever \( 0 < s < 1 \), \( 0 < p < q_0' \) and \( 1 < 1/p - s < \min(1/q, 1/(2 - \varepsilon)) \).

By Theorem 1.30 and the above remarks, we have well posedness whenever \( 0 < s < 1 \), \( 0 < p < q_0' \) and \( 1/p - s < \min(1/q, 1/(2 - \varepsilon)) \). By Theorems 4.7 and 4.12 we have well posedness whenever \( q_0' < p < \infty \) and \( 1/p - s > \max(1/(2 - \varepsilon), 1/q_0) \). This completes the proof.
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