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Abstract

Artificial neural networks (ANNs) have very successfully been used in numerical simulations for a series of computational problems ranging from image classification/image recognition, speech recognition, time series analysis, game intelligence, and computational advertising to numerical approximations of partial differential equations (PDEs). Such numerical simulations suggest that ANNs have the capacity to
very efficiently approximate high-dimensional functions and, especially, such numerical simulations indicate that ANNs seem to admit the fundamental power to overcome the curse of dimensionality when approximating the high-dimensional functions appearing in the above named computational problems. There are also a series of rigorous mathematical approximation results for ANNs in the scientific literature. Some of these mathematical results prove convergence without convergence rates and some of these mathematical results even rigorously establish convergence rates but there are only a few special cases where mathematical results can rigorously explain the empirical success of ANNs when approximating high-dimensional functions. The key contribution of this article is to disclose that ANNs can efficiently approximate high-dimensional functions in the case of numerical approximations of Black-Scholes PDEs. More precisely, this work reveals that the number of required parameters of an ANN to approximate the solution of the Black-Scholes PDE grows at most polynomially in both the reciprocal of the prescribed approximation accuracy $\varepsilon > 0$ and the PDE dimension $d \in \mathbb{N}$ and we thereby prove, for the first time, that ANNs do indeed overcome the curse of dimensionality in the numerical approximation of Black-Scholes PDEs.
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Artificial neural networks (ANNs) (cf., e.g., Goodfellow et al. [29], McCulloch & Pitts [50], Priddy & Keller [63], Schmidhuber [66]) have very successfully been used in numerical simulations for a series of computational problems ranging from image classification/image recognition (cf., e.g., Huang et al. [40], Krizhevsky et al. [47], Simonyan & Zisserman [71]), speech recognition (cf., e.g., Dahl et al. [20], Hinton et al. [35], Graves et al. [30], Wu et al. [73]), time series analysis (cf., e.g., Goodfellow et al. [29], LeCun et al. [48]), game intelligence (cf., e.g., Silver et al. [69, 70]), and computational advertising to numerical approximations of partial differential equations (PDEs) (cf., e.g., [4, 5, 6, 22, 23, 26, 32, 34, 45, 54, 56, 64, 72]). Such numerical simulations suggest that ANNs have the capacity to very efficiently approximate high-dimensional functions. Particularly, such numerical simulations indicate that ANNs seem to admit the fundamental power to resolve the curse of dimensionality (cf., e.g., Bellman [7]) in the sense that the number of parameters of an ANN to approximate the high-dimensional functions appearing in the above named computational problems grows at most polynomially in both the reciprocal of the prescribed accuracy $\varepsilon > 0$ and the dimension $d \in \mathbb{N}$. There are also a series of rigorous mathematical approximation results for ANNs in the scientific literature (cf., e.g., [1, 2, 3, 8, 9, 10, 11, 12, 13, 18, 21, 24, 25, 27, 33, 36, 37, 38, 39, 49, 51, 52, 53, 57, 58, 59, 60, 61, 62, 67, 68, 72, 74, 75] and the references mentioned therein). Some of these mathematical results prove convergence without convergence rates and some of these mathematical results even rigorously establish convergence rates but there are only a few special cases where mathematical results can rigorously explain the empirical success of ANNs when approximating high-dimensional functions.

The key contribution of this article is to disclose that ANNs can efficiently
approximate high-dimensional functions in the case of numerical approximations of Black-Scholes PDEs. More accurately, Theorem 3.14 below, which is the main result of this paper, reveals that the number of required parameters of an ANN to approximate the solution of the Black-Scholes PDE grows at most polynomially in both the reciprocal of the prescribed approximation accuracy $\varepsilon > 0$ and the PDE dimension $d \in \mathbb{N}$ and we thereby prove, for the first time, that ANNs do indeed resolve the curse of dimensionality in the numerical approximation of Black-Scholes PDEs. To illustrate the main result of this article (Theorem 3.14 in Subsection 3.6 below), we now present the first time, that ANNs do indeed resolve the curse of dimensionality in the approximation of high-dimensional functions in the case of numerical approximation of an ANN to approximate the solution of the Black-Scholes PDE.

**Theorem 1.1.** Let $T, c \in (0, \infty)$, for every $d \in \mathbb{N}$ let $\| \cdot \|_{\mathbb{R}^d} : \mathbb{R}^d \to [0, \infty)$ be the $d$-dimensional Euclidean norm and let $\| \cdot \|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} : \mathbb{R}^{d \times d} \to [0, \infty)$ be the Hilbert-Schmidt norm on $\mathbb{R}^{d \times d}$, let $A_d \in C(\mathbb{R}^d, \mathbb{R}^d)$, $d \in \mathbb{N}$, and $a \in C(\mathbb{R}, \mathbb{R})$ be functions which satisfy for all $d \in \mathbb{N}$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ that $A_d(x) = (a(x_1), a(x_2), \ldots, a(x_d))$, let $\varphi_d : \mathbb{R}^d \to \mathbb{R}$, $d \in \mathbb{N}$, be continuous functions, let $\mu_d : \mathbb{R}^d \to \mathbb{R}^d$, $d \in \mathbb{N}$, and $\sigma_d : \mathbb{R}^d \to \mathbb{R}^{d \times d}$, $d \in \mathbb{N}$, be functions which satisfy for all $d \in \mathbb{N}$, $\mu_d(\lambda x + y) + \lambda \mu_d(0) = \lambda \mu_d(x) + \mu_d(y)$, $\sigma_d(\lambda x + y) + \lambda \sigma_d(0) = \lambda \sigma_d(x) + \sigma_d(y)$, and $\| \mu_d(x) \|_{\mathbb{R}^d} + \| \sigma_d(x) \|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} \leq c(1 + \| x \|_{\mathbb{R}^d})$, let $N = \bigcup_{\mathcal{L} \in \{2, 3, \ldots\}} \cup_{(l_0, l_1, \ldots, l_{\mathcal{L}}) \in ((\mathbb{N}^\mathbb{L}) \times \{1\})^\mathbb{L}} (\times_{k=1}^{\mathcal{L}} (\mathbb{R}^{l_k} \times \mathbb{R}^{i_{k-1}}) \times \mathbb{R}^{l_k})), \mathcal{P} : N \to \mathbb{N}$ and $\mathcal{R} : N \to \bigcup_{d=1}^{\infty} C(\mathbb{R}^d, \mathbb{R})$ be the functions which satisfy for all $\mathcal{L} \in \{2, 3, \ldots\}$, $(l_0, l_1, \ldots, l_{\mathcal{L}}) \in ((\mathbb{N}^\mathbb{L}) \times \{1\})$, $\Phi = (((W_1, B_1), \ldots), (W_{k}, B_{\mathcal{L}})) = (((W_{(i,j)}^k)_{i \in \{1,2,\ldots,l_k\}, j \in \{1,2,\ldots,l_{k-1}\}}, (B_{(i,j)}^k)_{i \in \{1,2,\ldots,l_k\}, k \in \{1,2,\ldots,\mathcal{L}\}) \in (\times_{k=1}^{\mathcal{L}} (\mathbb{R}^{i_k} \times \mathbb{R}^{i_{k-1}}) \times \mathbb{R}^{l_k})), x_0 \in \mathbb{R}^{l_0}, x_1 \in \mathbb{R}^{l_1}, \ldots, x_{\mathcal{L}-1} \in \mathbb{R}^{l_{\mathcal{L}-1}}$ with $\forall k \in \mathbb{N} \cap (0, \mathcal{L}) : x_k = A_{l_k}(W_{k} x_{k-1} + B_{k})$ that $\mathcal{R}(\Phi) \in C(\mathbb{R}^{l_0}, \mathbb{R})$, $\mathcal{R}(\Phi)(x_0) = W_{\mathcal{L}} x_{\mathcal{L}-1} + B_{\mathcal{L}}$, and $\mathcal{P}(\Phi) = \sum_{k=1}^{\mathcal{L}} l_k (l_{k-1} + 1)$, and let $\mathcal{P}(\phi_{d, \delta})_d \subseteq N, \delta \in (0, 1]$ satisfy for all $d \in \mathbb{N}$, $\delta \in (0, 1]$, $x \in \mathbb{R}^d$ that $\mathcal{P}(\phi_{d, \delta}) \leq c d \delta^{-\varepsilon}$, $\mathcal{R}(\phi_{d, \delta}) \subseteq C(\mathbb{R}^d, \mathbb{R})$, $|\mathcal{R}(\phi_{d, \delta})(x)| \leq c d \delta^{-\varepsilon}(1 + \| x \|_{\mathbb{R}^d})$. Then

$$|\varphi_d(x) - \mathcal{R}(\phi_{d, \delta})(x)| \leq c d \delta^{-\varepsilon}(1 + \| x \|_{\mathbb{R}^d}).$$
(i) there exist unique continuous functions $u_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}$, $d \in \mathbb{N}$, which satisfy for all $d \in \mathbb{N}$, $x \in \mathbb{R}^d$ that $u_d(0, x) = \varphi_d(x)$, which satisfy for all $d \in \mathbb{N}$ that

$$\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u_d(t,x)|}{1 + \|x\|_q} < \infty,$$

and which satisfy for all $d \in \mathbb{N}$ that $u_d|_{[0,T] \times \mathbb{R}^d}$ is a viscosity solution of

$$\left(\frac{\partial}{\partial t} u_d\right)(t, x) = \text{Trace}\left(\sigma_d(x)\sigma_d(x)^* (\text{Hess}_x u_d)(t, x)\right)$$

$$+ \left(\frac{\partial}{\partial x} u_d\right)(t, x) \mu_d(x)$$

for $(t, x) \in (0, T) \times \mathbb{R}^d$ and

(ii) for every $p \in (0, \infty)$ there exist $c \in (0, \infty)$, $(\psi_{d, \varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0,1]} \subseteq \mathcal{N}$ such that for all $d \in \mathbb{N}$, $\varepsilon \in (0, 1]$ it holds that $P(\psi_{d, \varepsilon}) \leq c d^c \varepsilon^{-c}$, $R(\psi_{d, \varepsilon}) \in C(\mathbb{R}^d, \mathbb{R})$, and

$$\left[ \int_{[0,1]^d} \left| u_d(T, x) - (R(\psi_{d, \varepsilon}))(x) \right|^p \, dx \right]^{1/p} \leq \varepsilon.$$

Theorem 1.1 is an immediate consequence of Corollary 3.16 in Subsection 3.6 below (with $r = 1$ in the notation of Corollary 3.16). Corollary 3.16, in turn, follows from Theorem 3.14 (see Subsection 3.6 below). Note that in Theorem 1.1 above the set $\mathcal{N}$ in (3) corresponds to the set of all fully-connected artificial neural networks (with $L + 1$ layers, $L - 1$ hidden layers, $l_0$ neurons on the input layer, $l_1$ neurons on the first hidden layer, $l_2$ neurons on the second hidden layer, ..., $l_{L-1}$ neurons on the $(L - 1)$-th hidden layer, and $l_L = 1$ neurons on the output layer). Moreover, observe that the function $a$ in Theorem 1.1 is the activation function which is used in the employed artificial neural networks in Theorem 1.1 and observe that the functions $A_d$, $d \in \mathbb{N}$, are the multidimensional versions associated to the activation function $a$. In addition, note that for every artificial neural network $\Phi \in \mathcal{N}$ in Theorem 1.1 it holds that $P(\Phi)$ is the number of parameters used in the artificial neural network $\Phi$ and note that for every artificial neural network $\Phi \in \mathcal{N}$ in Theorem 1.1 it holds that $R(\Phi)$ is the mathematical function associated to the artificial neural network $\Phi$ (the realization associated to the artificial neural network $\Phi$). In Section 4 below we apply Theorem 1.1 above and Theorem 3.14 below, respectively, to the Black-Scholes derivative pricing PDE with different payoff functions. More specifically, in Subsection 4.3 we apply Theorem 3.14 in the case of basket call options (cf. Proposition 4.7), in Subsection 4.4 we apply Theorem 3.14 in the case of basket put options (cf. Proposition 4.9).
in Subsection 4.5 we apply Theorem 3.14 in the case of call on max options (cf. Proposition 4.13), and in Subsection 4.6 we apply Theorem 3.14 in the case of call on min options (cf. Proposition 4.13). Our proofs of Theorem 1.1 and Theorem 3.14, respectively, are based on probabilistic arguments. More formally, our proofs of Theorem 1.1 and Theorem 3.14, respectively, employ – besides other arguments – the Feynman-Kac formula for viscosity solutions of Kolmogorov PDEs (cf. Proposition 2.22 in Subsection 2.5 below, (217) in the proof of Proposition 3.4 in Subsection 3.2 below, and, e.g., Hairer et al. [31, Corollary 4.17]), Monte-Carlo approximations for the expected value in the Feynman-Kac formula (cf. Corollary 2.5 in Subsection 2.1 below and (226) in the proof of Proposition 3.4 in Subsection 3.2 below), the fact that the solution of the associated stochastic differential equation (SDE) depends affine linearly on the initial value (cf. Proposition 2.20 in Subsection 2.4 below and (213) in the proof of Proposition 3.4 in Subsection 3.2 below) since the considered SDE is affine linear, and an argument to prove the existence of a random realization with the desired approximation properties (cf. Proposition 3.3 in Subsection 3.1 below and (230) in the proof of Proposition 3.4 in Subsection 3.2 below) on the artificial probability space which we employ in our proof of Theorem 1.1 and Theorem 3.14, respectively.

The remainder of this article is organized as follows. In Section 2 we supply several auxiliary results on Monte Carlo approximations (Subsection 2.1), affine functions (Subsection 2.2), SDEs (Subsections 2.3–2.4), and viscosity solutions for PDEs (Subsection 2.5). These auxiliary results are then used in Section 3 to establish the approximation result for ANNs illustrated in Theorem 1.1 above. In particular, we prove in Theorem 3.14 in Section 3 the main result approximation result of this article. In Section 4 we illustrate the application of Theorem 3.14 in the case of the Black-Scholes PDE with different payoff functions.

2 Probabilistic and analytic preliminaries

In this section we provide several basic and in parts well-known auxiliary results on Monte Carlo approximations (Subsection 2.1), affine functions (Subsection 2.2), SDEs (Subsections 2.3–2.4), and viscosity solutions for PDEs (Subsection 2.5).
2.1 Monte Carlo approximations

In this subsection we employ Kahane-Khintchine-type estimates from the literature (cf., e.g., Hytönen et al. [41, Theorem 6.2.4 in Subsection 6.2b]) to present the known $L^p$-Monte Carlo estimate in Corollary 2.5 below. Corollary 2.5 is an immediate consequence of Lemma 2.2 and Proposition 2.4 below. Lemma 2.2, in turn, follows from Hytönen et al. [41, Theorem 6.2.4 in Subsection 6.2b] and Proposition 2.4 is, e.g., proved as Corollary 5.12 in Cox et al. [15]. To simplify the accessibility of Proposition 2.4 and Corollary 2.5 below, we include in this subsection also the statement and the proof of the well-known $L^2$-Monte Carlo error analysis in Lemma 2.3 below.

**Definition 2.1.** Let $p, q \in (0, \infty)$. Then we denote by $\mathcal{K}_{p,q} \in [0, \infty]$ the extended real number given by

$$
\mathcal{K}_{p,q} = \sup \left\{ c \in [0, \infty) : \begin{array}{l}
\exists \mathbb{R}\text{-Banach space } (E, \|\cdot\|_E) : \\
\exists \text{ probability space } (\Omega, \mathcal{F}, \mathbb{P}) : \\
\exists \mathbb{P}\text{-Rademacher family } r_j : \Omega \rightarrow \{-1, 1\}, j \in \mathbb{N} : \\
\exists k \in \mathbb{N} : \exists x_1, x_2, \ldots, x_k \in E \setminus \{0\} : \\
\left( \mathbb{E} \left[ \| \sum_{j=1}^{k} r_j x_j \|_E^p \right] \right)^{1/p} = c \left( \mathbb{E} \left[ \| \sum_{j=1}^{k} r_j x_j \|_E^q \right] \right)^{1/q}
\end{array} \right\}
$$

and we call $\mathcal{K}_{p,q}$ the $(p,q)$-Kahane-Khintchine constant.

**Lemma 2.2.** For every $p \in [2, \infty)$ let $\mathcal{K}_{p,2}$ be the $(p,2)$-Kahane-Khintchine constant (cf. Definition 2.1). Then it holds for all $p \in [2, \infty)$ that

$$
\mathcal{K}_{p,2} \leq \sqrt{p - 1}.
$$

**Proof of Lemma 2.2.** Throughout this proof let $(E, \|\cdot\|_E)$ be a $\mathbb{R}$-Banach space, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $r_j : \Omega \rightarrow \{-1, 1\}$, $j \in \mathbb{N}$, be independent random variables which satisfy for all $j \in \mathbb{N}$ that

$$
\mathbb{P}(r_j = -1) = \mathbb{P}(r_j = 1) = \frac{1}{2},
$$

and let $k \in \mathbb{N}$, $x_1, x_2, \ldots, x_k \in E \setminus \{0\}$. Note that Hytönen et al. [41, Theorem 6.2.4 in Subsection 6.2b] (with $X = E$, $q = p$, $p = 2$ for $p \in [2, \infty)$) in the
notation of [41, Theorem 6.2.4]) implies that for all $p \in [2, \infty)$ it holds that

$$\left( \mathbb{E}[\| \sum_{j=1}^{k} r_j x_j \|_E^p] \right)^{1/p} \leq (p - 1)^{1/2} \left( \mathbb{E}[\| \sum_{j=1}^{k} r_j x_j \|_E^2] \right)^{1/2}. \quad (10)$$

Combining this with (7) and the fact that $\mathbb{E}[\| \sum_{j=1}^{k} r_j x_j \|_E^2] > 0$ ensures that for all $p \in [2, \infty)$ it holds that $\mathbb{F}_{p,2} \leq (p - 1)^{1/2}$. The proof of Lemma 2.3 is thus completed.

**Lemma 2.3.** Let $n \in \mathbb{N}$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and let $X_i : \Omega \to \mathbb{R}$, $i \in \{1, 2, \ldots, n\}$, be i.i.d. random variables with $\mathbb{E}[|X_1|] < \infty$. Then it holds that

$$\left( \mathbb{E}[|X_1| - \frac{1}{n} \left( \sum_{i=1}^{n} X_i \right)]^2 \right)^{1/2} = n^{-1/2} \left( \mathbb{E}[|X_1 - \mathbb{E}[X_1]|^2] \right)^{1/2}. \quad (11)$$

**Proof of Lemma 2.3.** Note that the fact that for all independent random variables $Y, Z : \Omega \to \mathbb{R}$ with $\mathbb{E}[|Y| + |Z|] < \infty$ it holds that $\mathbb{E}[|YZ|] < \infty$ and $\mathbb{E}[YZ] = \mathbb{E}[Y] \mathbb{E}[Z]$ (cf., e.g., Klenke [41, Theorem 5.4]) and the hypothesis that $X_i : \Omega \to \mathbb{R}$, $i \in \{1, 2, \ldots, n\}$, are i.i.d. random variables assure that

\[
\begin{align*}
&\mathbb{E}\left[|X_1| - \frac{1}{n} \left( \sum_{i=1}^{n} X_i \right)|^2\right] \\
&= \mathbb{E}\left[\left|\frac{1}{n} \left( \sum_{i=1}^{n} \mathbb{E}[X_i] - X_i \right)\right|^2\right] \\
&= \frac{1}{n^2} \mathbb{E}\left[\sum_{i=1}^{n} \mathbb{E}[X_i] - X_i |^2\right] \\
&= \frac{1}{n^2} \left[ \sum_{i,j=1}^{n} \mathbb{E}[\mathbb{E}[X_i] - X_i)(\mathbb{E}[X_j] - X_j)] \right] \\
&= \frac{1}{n^2} \sum_{i=1}^{n} \mathbb{E}[|\mathbb{E}[X_i] - X_i|^2] \\
&\quad + \frac{1}{n^2} \sum_{i,j=1, i\neq j}^{n} \mathbb{E}[\mathbb{E}[X_i] - X_i)(\mathbb{E}[X_j] - X_j)] \\
&= \frac{1}{n^2} (n \mathbb{E}[|X_1| - X_1|^2]) = n^{-1} \mathbb{E}[|X_1 - \mathbb{E}[X_1]|^2].
\end{align*}
\]

The proof of Lemma 2.3 is thus completed. \hfill \square

**Proposition 2.4.** Let $p \in [2, \infty)$, $d, n \in \mathbb{N}$, let $\| \cdot \| : \mathbb{R}^d \to [0, \infty)$ be the $d$-dimensional Euclidean norm, let $\mathbb{F}_{p,2} \in (0, \infty)$ be the $(p, 2)$-Kahane-Khintchine constant (cf. Definition 2.7), let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space,
and let $X_i: \Omega \to \mathbb{R}^d$, $i \in \{1, 2, \ldots, n\}$, be i.i.d. random variables with $\mathbb{E}[\|X_1\|] < \infty$. Then it holds that

$$\left(\mathbb{E}\left[\left\|\mathbb{E}[X_1] - \frac{1}{n} \left(\sum_{i=1}^{n} X_i\right)\right\|^p\right]\right)^{1/p} \leq \frac{2 \mathcal{R}_p^2}{\sqrt{n}} \left(\mathbb{E}[\|X_1 - \mathbb{E}[X_1]\|^p]\right)^{1/p}. \tag{13}$$

**Corollary 2.5.** Let $p \in [2, \infty)$, $d, n \in \mathbb{N}$, let $\|\cdot\|: \mathbb{R}^d \to [0, \infty)$ be the $d$-dimensional Euclidean norm, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and let $X_i: \Omega \to \mathbb{R}^d$, $i \in \{1, 2, \ldots, n\}$, be i.i.d. random variables with $\mathbb{E}[\|X_1\|] < \infty$. Then it holds that

$$\left(\mathbb{E}\left[\left\|\mathbb{E}[X_1] - \frac{1}{n} \left(\sum_{i=1}^{n} X_i\right)\right\|^p\right]\right)^{1/p} \leq 2 \left(\mathbb{E}[\|X_1 - \mathbb{E}[X_1]\|^p]\right)^{1/p}. \tag{14}$$

**Proof of Corollary 2.5.** Note that Proposition 2.4 and Lemma 2.2 demonstrate that

$$\left(\mathbb{E}\left[\left\|\mathbb{E}[X_1] - \frac{1}{n} \left(\sum_{i=1}^{n} X_i\right)\right\|^p\right]\right)^{1/p} \leq \frac{2 \mathcal{R}_p^2}{\sqrt{n}} \left(\mathbb{E}[\|X_1 - \mathbb{E}[X_1]\|^p]\right)^{1/p} \leq \frac{2\sqrt{p-1}}{\sqrt{n}} \left(\mathbb{E}[\|X_1 - \mathbb{E}[X_1]\|^p]\right)^{1/p} = 2 \left(\mathbb{E}[\|X_1 - \mathbb{E}[X_1]\|^p]\right)^{1/p}. \tag{15}$$

The proof of Corollary 2.5 is thus completed. \(\square\)

### 2.2 Properties of affine functions

This subsection recalls in Lemmas 2.6–2.7 and Corollaries 2.8–2.10 a few well-known properties for affine functions. For the sake of completeness we include in this subsection also proofs for Lemmas 2.6–2.7 and Corollaries 2.8–2.10.

**Lemma 2.6.** Let $d, m \in \mathbb{N}$, $A \in \mathbb{R}^{m \times d}$, $b \in \mathbb{R}^m$ and let $\varphi: \mathbb{R}^d \to \mathbb{R}^m$ be the function which satisfies for all $x \in \mathbb{R}^d$ that

$$\varphi(x) = Ax + b. \tag{16}$$

Then it holds for all $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ that

$$\varphi(\lambda x + y) + \lambda \varphi(0) = \lambda \varphi(x) + \varphi(y). \tag{17}$$
Proof of Lemma 2.6. Observe that (16) assures that for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) it holds that
\[
\varphi(\lambda x + y) + \lambda \varphi(0) = A(\lambda x + y) + b + \lambda(A \cdot 0 + b) = \lambda(Ax + b) + Ay + b = \lambda \varphi(x) + \varphi(y).
\]
(18)
The proof of Lemma 2.6 is thus completed.

Lemma 2.7. Let \( d, m \in \mathbb{N}, e_1, e_2, \ldots, e_d \in \mathbb{R}^d \) satisfy \( e_1 = (1, 0, \ldots, 0), e_2 = (0, 1, 0, \ldots, 0), \ldots, e_d = (0, \ldots, 0, 1) \), let \( \varphi = (\varphi_1, \varphi_2, \ldots, \varphi_m): \mathbb{R}^d \to \mathbb{R}^m \) be a function which satisfies for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) that
\[
\varphi(\lambda x + y) + \lambda \varphi(0) = \lambda \varphi(x) + \varphi(y),
\]
(19)and let \( A \in \mathbb{R}^{m \times d}, b \in \mathbb{R}^m \) satisfy \( b = \varphi(0) \) and
\[
A = \begin{pmatrix}
\varphi_1(e_1) - \varphi_1(0) & \varphi_1(e_2) - \varphi_1(0) & \cdots & \varphi_1(e_d) - \varphi_1(0) \\
\varphi_2(e_1) - \varphi_2(0) & \varphi_2(e_2) - \varphi_2(0) & \cdots & \varphi_2(e_d) - \varphi_2(0) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_m(e_1) - \varphi_m(0) & \varphi_m(e_2) - \varphi_m(0) & \cdots & \varphi_m(e_d) - \varphi_m(0)
\end{pmatrix}
\]
(20)
Then it holds for all \( x \in \mathbb{R}^d \) that
\[
\varphi(x) = Ax + b.
\]
(21)

Proof of Lemma 2.7. First, note that (19) implies that for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) it holds that
\[
\varphi(\lambda x + y) = \lambda(\varphi(x) - \varphi(0)) + \varphi(y).
\]
(22)This, induction, and (20) assure that for all \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds
that
\[
\varphi(x) = \varphi\left(\sum_{i=1}^{d} x_i e_i\right) = \varphi\left(x_1 e_1 + \sum_{i=2}^{d} x_i e_i\right) \\
= x_1 (\varphi(e_1) - \varphi(0)) + \varphi\left(\sum_{i=2}^{d} x_i e_i\right) \\
= \left[\min\{1, d\} \sum_{i=1}^{\min\{1, d\}} x_i (\varphi(e_i) - \varphi(0))\right] + \varphi\left(\sum_{i=\min\{1, d\}+1}^{d} x_i e_i\right) \\
= \left[\sum_{i=1}^{\min\{2, d\}} x_i (\varphi(e_i) - \varphi(0))\right] + \varphi\left(\sum_{i=\min\{2, d\}+1}^{d} x_i e_i\right) \\
= \ldots \\
= \left[\sum_{i=1}^{\min\{d, d\}} x_i (\varphi(e_i) - \varphi(0))\right] + \varphi\left(\sum_{i=\min\{d, d\}+1}^{d} x_i e_i\right) \\
= \left[\sum_{i=1}^{d} x_i (\varphi(e_i) - \varphi(0))\right] + \varphi(0) \\
= Ax + b.
\] (23)

The proof of Lemma 2.7 is thus completed.

**Corollary 2.8.** Let \(d, m \in \mathbb{N}\) and let \(\varphi: \mathbb{R}^d \to \mathbb{R}^m\) be a function. Then the following two statements are equivalent:

(i) There exist \(A \in \mathbb{R}^{m \times d}\), \(b \in \mathbb{R}^m\) such that for all \(x \in \mathbb{R}^d\) it holds that

\[
\varphi(x) = Ax + b.
\] (24)

(ii) It holds for all \(x, y \in \mathbb{R}^d\), \(\lambda \in \mathbb{R}\) that

\[
\varphi(\lambda x + y) + \lambda \varphi(0) = \lambda \varphi(x) + \varphi(y).
\] (25)

**Proof of Corollary 2.8.** Note that Lemma 2.6 establishes that (i) \(\Rightarrow\) (ii).

In addition, observe that Lemma 2.7 demonstrates that (ii) \(\Rightarrow\) (i). The proof of Corollary 2.8 is thus completed.

**Corollary 2.9.** Let \(d, m \in \mathbb{N}\), let \(\varphi: \mathbb{R}^d \to \mathbb{R}^m\) be a function which satisfies for all \(x, y \in \mathbb{R}^d\), \(\lambda \in \mathbb{R}\) that

\[
\varphi(\lambda x + y) + \lambda \varphi(0) = \lambda \varphi(x) + \varphi(y),
\] (26)
and for every \( k \in \mathbb{N} \) let \( \| \cdot \| : \mathbb{R}^k \to [0, \infty) \) be the \( k \)-dimensional Euclidean norm. Then there exists \( c \in [0, \infty) \) such that for all \( x, y \in \mathbb{R}^d \) it holds that

\[
\| \varphi(x) \|_{\mathbb{R}^m} \leq c(1 + \| x \|_{\mathbb{R}^d}) \quad \text{and} \quad \| \varphi(x) - \varphi(y) \|_{\mathbb{R}^m} \leq c \| x - y \|_{\mathbb{R}^d}.
\]

(27)

**Proof of Corollary 2.9.** Throughout this proof let \( A \in \mathbb{R}^{m \times d}, b \in \mathbb{R}^m \) satisfy for all \( x \in \mathbb{R}^d \) that

\[
\varphi(x) = Ax + b
\]

(cf. Corollary 2.8) and let \( c \in [0, \infty) \) be given by

\[
c = \max \left\{ \sup_{v \in \mathbb{R}^d \setminus \{0\}} \frac{\| Av \|_{\mathbb{R}^m}}{\| v \|_{\mathbb{R}^d}}, \| b \|_{\mathbb{R}^m} \right\}.
\]

(29)

Note that (28) and (29) assure that for all \( x \in \mathbb{R}^d \) it holds that

\[
\| \varphi(x) \|_{\mathbb{R}^m} = \| Ax + b \|_{\mathbb{R}^m} \leq \| Ax \|_{\mathbb{R}^m} + \| b \|_{\mathbb{R}^m}
\]

\[
\leq \left[ \sup_{v \in \mathbb{R}^d \setminus \{0\}} \frac{\| Av \|_{\mathbb{R}^m}}{\| v \|_{\mathbb{R}^d}} \right] \| x \|_{\mathbb{R}^d} + \| b \|_{\mathbb{R}^m} \leq c(\| x \|_{\mathbb{R}^d} + 1).
\]

(30)

Furthermore, observe that (28) and (29) imply that for all \( x, y \in \mathbb{R}^d \) it holds that

\[
\| \varphi(x) - \varphi(y) \|_{\mathbb{R}^m} = \|(Ax + b) - (Ay + b)\|_{\mathbb{R}^m} = \|A(x - y)\|_{\mathbb{R}^m}
\]

\[
\leq \left[ \sup_{v \in \mathbb{R}^d \setminus \{0\}} \frac{\| Av \|_{\mathbb{R}^m}}{\| v \|_{\mathbb{R}^d}} \right] \| x - y \|_{\mathbb{R}^d}
\]

\[
\leq c \| x - y \|_{\mathbb{R}^d}.
\]

(31)

Combining this and (30) establishes (27). The proof of Corollary 2.9 is thus completed. \( \square \)

**Corollary 2.10.** Let \( d, k, m \in \mathbb{N} \), let \( \sigma : \mathbb{R}^d \to \mathbb{R}^{k \times m} \) be a function which satisfies for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) that

\[
\sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y),
\]

(32)

let \( \| \cdot \| : \mathbb{R}^d \to [0, \infty) \) be the \( d \)-dimensional Euclidean norm, and let \( \| \cdot \| : \mathbb{R}^{k \times m} \to [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{k \times m} \). Then there exists \( c \in [0, \infty) \) such that for all \( x, y \in \mathbb{R}^d \) it holds that

\[
\| \sigma(x) \| \leq c(1 + \| x \|) \quad \text{and} \quad \| \sigma(x) - \sigma(y) \| \leq c \| x - y \|.
\]

(33)
Proof of Corollary 2.10. Throughout this proof for every $\sigma \in \mathbb{N}$ let $\|\cdot\|_{\mathbb{R}^d} : \mathbb{R}^d \to [0, \infty)$ be the $\sigma$-dimensional Euclidean norm, let $e_1, e_2, \ldots, e_m \in \mathbb{R}^m$ satisfy 
\[ e_1 = (1, 0, \ldots, 0), \quad e_2 = (0, 1, 0, \ldots, 0), \ldots, \quad e_m = (0, \ldots, 0, 1), \] 
and let $\varphi : \mathbb{R}^d \to \mathbb{R}^{(mk)}$ be the function which satisfies for all $x \in \mathbb{R}^d$ that
\[ \varphi(x) = \begin{pmatrix} (\sigma(x))e_1 \\ (\sigma(x))e_2 \\ \vdots \\ (\sigma(x))e_m \end{pmatrix}. \] (34)

Note that (32) and (34) ensure that for all $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ it holds that
\[ \varphi(\lambda x + y) + \lambda \varphi(0) = \begin{pmatrix} (\sigma(\lambda x + y))e_1 \\ (\sigma(\lambda x + y))e_2 \\ \vdots \\ (\sigma(\lambda x + y))e_m \end{pmatrix} + \lambda \begin{pmatrix} (\sigma(0))e_1 \\ (\sigma(0))e_2 \\ \vdots \\ (\sigma(0))e_m \end{pmatrix} = \begin{pmatrix} [\sigma(\lambda x + y) + \lambda \sigma(0)]e_1 \\ [\sigma(\lambda x + y) + \lambda \sigma(0)]e_2 \\ \vdots \\ [\sigma(\lambda x + y) + \lambda \sigma(0)]e_m \end{pmatrix} = \lambda \varphi(x) + \varphi(y). \] (35)

This and Corollary 2.9 (with $d = d$, $m = mk$, $\varphi = \varphi$ in the notation of Corollary 2.9) imply that there exists $c \in [0, \infty)$ such that for all $x, y \in \mathbb{R}^d$ it holds that
\[ \|\varphi(x)\|_{\mathbb{R}^{(mk)}} \leq c(1 + \|x\|_{\mathbb{R}^d}) \quad \text{and} \quad \|\varphi(x) - \varphi(y)\|_{\mathbb{R}^{(mk)}} \leq c \|x - y\|_{\mathbb{R}^d}. \] (36)

Furthermore, note that for all $x, y \in \mathbb{R}^d$ it holds that
\[ \|\sigma(x)\|^2 = \sum_{j=1}^m \|\sigma(x)\|_{\mathbb{R}^k}^2 = \|\varphi(x)\|^2_{\mathbb{R}^{(mk)}} \] (37)

and
\[ \|\sigma(x) - \sigma(y)\|^2 = \sum_{j=1}^m \|\sigma(x) - \sigma(y)\|_{\mathbb{R}^k}^2 = \|\varphi(x) - \varphi(y)\|^2_{\mathbb{R}^{(mk)}}. \] (38)
Combining this with (36) ensures that for all \( x, y \in \mathbb{R}^d \) it holds that
\[
\|\sigma(x)\| = \|\varphi(x)\|_{\mathbb{R}(mk)} \leq c(1 + \|x\|_{\mathbb{R}^d}) \tag{39}
\]
and
\[
\|\sigma(x) - \sigma(y)\| = \|\varphi(x) - \varphi(y)\|_{\mathbb{R}(mk)} \leq c \|x - y\|_{\mathbb{R}^d}. \tag{40}
\]
The proof of Corollary 2.10 is thus completed. \( \square \)

### 2.3 A priori estimates for solutions of stochastic differential equations

In this subsection we establish in Proposition 2.14 below an elementary a priori estimate for solutions of SDEs with at most linearly growing coefficient functions (see (50) in Proposition 2.14 below for details). Our proof of Proposition 2.14 employs the Gronwall integral inequality (see Lemma 2.11 below), a special case of Minkowski’s integral inequality (see Lemma 2.12 below), and the Burkholder-Davis-Gundy type inequality in Da Prato & Zabczyk [19, Lemma 7.7] (see Lemma 2.13 below). For the sake of completeness we include in this subsection also the proof of Lemma 2.11. Lemma 2.12 follows, e.g., from Garling [28, Corollary 5.4.2] or Jentzen & Kloeden [42, Corollary A.1 in Appendix A]. Lemma 2.13 is, e.g., proved as Lemma 7.7 in Da Prato & Zabczyk [19].

**Lemma 2.11.** Let \( \alpha, \beta, T \in [0, \infty) \) and let \( f : [0, T] \to \mathbb{R} \) be a \( \mathcal{B}([0, T]) / \mathcal{B}(\mathbb{R}) \)-measurable function which satisfies for all \( t \in [0, T] \) that \( \int_0^T |f(s)| \, ds < \infty \) and
\[
f(t) \leq \alpha + \beta \int_0^t f(s) \, ds. \tag{41}\]
Then it holds for all \( t \in [0, T] \) that
\[
f(t) \leq \alpha e^{\beta t}. \tag{42}\]

**Proof of Lemma 2.11.** Throughout this proof assume w.l.o.g. that \( T > 0 \) and let \( u : [0, T] \to \mathbb{R} \) be the function which satisfies for all \( t \in [0, T] \) that
\[
u(t) = \alpha + \beta \int_0^t f(s) \, ds. \tag{43}\]
Observe that (41) and (43) imply that for all \( t \in [0, T] \) it holds that
\[
f(t) \leq u(t).
\]
Next note that (43) and the assumption that \( \int_0^T |f(s)| \, ds < \infty \) assure that \( u \) is absolutely continuous and that for Lebesgue-almost all \( t \in [0, T] \) it holds that
\[
u'(t) = \beta f(t)
\]
(cf., e.g., Jones [43, Page 550 in Section E in Chapter 16]). This, the integration by parts formula for absolutely continuous functions (cf., e.g., Jones [43, Page 553 in Section F in Chapter 16]), (43), and (44) imply that for all \( t \in [0, T] \) it holds that
\[
u(t) e^{-\beta t} = u(0)e^{\beta 0} + \int_0^t \left[ u'(s)e^{-\beta s} + u(s)\frac{d}{ds}(e^{-\beta s}) \right] \, ds
\]
\[= \alpha + \int_0^t \left[ \beta f(s)e^{-\beta s} + u(s)(-\beta)e^{-\beta s} \right] \, ds
\]
\[= \alpha + \int_0^t \beta e^{-\beta s} [f(s) - u(s)] \, ds \leq \alpha.
\]
Combining this and (44) assures that for all \( t \in [0, T] \) it holds that
\[
f(t) \leq u(t) = u(t)e^{-\beta t}e^{\beta t} \leq \alpha e^\beta t.
\]
The proof of Lemma 2.11 is thus completed.

Lemma 2.12 (Moments of pathwise integrals). Let \( T \in (0, \infty) \), \( p \in [1, \infty) \), let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, and let \( X: [0,T] \times \Omega \to [0,\infty) \) be a \((\mathcal{B}([0,T]) \otimes \mathcal{F})/\mathcal{B}([0,\infty))\)-measurable function. Then it holds for all \( t \in [0, T] \) that
\[
\frac{1}{p}

\left( \mathbb{E} \left[ \int_0^t X_s \, ds \right]^p \right)^{1/p} \leq \int_0^t \left( \mathbb{E} \left[ |X_s|^p \right] \right)^{1/p} \, ds.
\]

Lemma 2.13. Let \( d, m \in \mathbb{N} \), \( p \in [2, \infty) \), \( T \in (0, \infty) \), let \( \| \cdot \| : \mathbb{R}^d \to [0, \infty) \) be the d-dimensional Euclidean norm, let \( \| \cdot \| : \mathbb{R}^{d \times m} \to [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times m} \), let \((\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0,T]})\) be a filtered probability space which fulfils the usual conditions, let \( W: [0,T] \times \Omega \to \mathbb{R}^m \) be a standard
Let $X : [0, T] \times \Omega \to \mathbb{R}^{d \times m}$ be an $(\mathcal{F}_t)_{t \in [0, T]}$-predictable stochastic process which satisfies $\mathbb{P}(\int_0^T \|X_s\|^2 \, ds < \infty) = 1$. Then it holds for all $t \in [0, T]$, $s \in [0, t]$ that

$$\left( \mathbb{E} \left[ \left\| \int_s^t X_r \, dW_r \right\|^p \right] \right)^{1/p} \leq \left[ \frac{p(p-1)}{2} \right]^{1/2} \left[ \int_s^t \left( \mathbb{E}[\|X_r\|^p] \right)^{2/p} \, dr \right]^{1/2}.$$  \hspace{1cm} (49)

**Proposition 2.14.** Let $d, m \in \mathbb{N}$, $p \in [2, \infty)$, $T, m_1, m_2, s_1, s_2 \in [0, \infty)$, $\xi \in \mathbb{R}^d$, let $\|\cdot\| : \mathbb{R}^d \to [0, \infty)$ be the $d$-dimensional Euclidean norm, let $\|\cdot\| : \mathbb{R}^{d \times m} \to [0, \infty)$ be the Hilbert-Schmidt norm on $\mathbb{R}^{d \times m}$, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0, T]})$ be a filtered probability space which fulfils the usual conditions, let $W : [0, T] \times \Omega \to \mathbb{R}^m$ be a standard $(\mathcal{F}_t)_{t \in [0, T]}$-Brownian motion, let $\mu : \mathbb{R}^d \to \mathbb{R}^d$ be a measurable, $\mathcal{B}(\mathbb{R}^d)$/$\mathcal{B}(\mathbb{R}^d)$-measurable, let $\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times m}$ be $\mathcal{B}(\mathbb{R}^d)$/$\mathcal{B}(\mathbb{R}^{d \times m})$-measurable, assume for all $x \in \mathbb{R}^d$ that

$$\|\mu(x)\| \leq m_1 + m_2 \|x\| \quad \text{and} \quad \|\sigma(x)\| \leq s_1 + s_2 \|x\|,$$  \hspace{1cm} (50)

and let $X : [0, T] \times \Omega \to \mathbb{R}^d$ be an $(\mathcal{F}_t)_{t \in [0, T]}$-adapted stochastic process with continuous sample paths that satisfies that for all $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that

$$X_t = \xi + \int_0^t \mu(X_s) \, ds + \int_0^t \sigma(X_s) \, dW_s.$$  \hspace{1cm} (51)

Then it holds for all $t \in [0, T]$ that

$$\left( \mathbb{E}[\|X_t\|^p] \right)^{1/p} \leq \sqrt{2} \left( \|\xi\| + m_1 T + s_1 \sqrt{\frac{p(p-1)}{2}} \sqrt{T} \right) \exp \left( \left[ m_2 \sqrt{T} + s_2 \sqrt{\frac{p(p-1)}{2}} \right]^2 t \right),$$  \hspace{1cm} (52)

and

$$\left( \mathbb{E}[\|X_t\|^p] \right)^{1/p} \leq \sqrt{2} \left( \|\xi\| + m_1 T + s_1 p \sqrt{T} \right) \exp \left( \left[ m_2 \sqrt{T} + s_2 p \right]^2 t \right).$$  

**Proof of Proposition 2.14.** Throughout this proof assume w.l.o.g. that $T > 0$ and let $\tau_n : \Omega \to [0, T]$, $n \in \mathbb{N}$, be the functions which satisfy for every $n \in \mathbb{N}$ that

$$\tau_n = \inf(\{t \in [0, T] : \|X_t\| > n\} \cup \{T\}).$$  \hspace{1cm} (53)

Note that the hypothesis that $X : [0, T] \times \Omega \to \mathbb{R}^d$ is an $(\mathcal{F}_t)_{t \in [0, T]}$-adapted stochastic process with continuous sample paths ensures that for all $t \in (0, T)$,
$n \in \mathbb{N}$ it holds that

$$\{\tau_n < t\} = \{\exists s \in [0, t): \|X_s\| > n\} = \{\exists s \in [0, t) \cap Q: \|X_s\| > n\} = \left(\bigcup_{s \in [0, t) \cap Q} \\{\|X_s\| > n\}\right) \in \mathbb{F}_t.$$  

This demonstrates that for all $t \in [0, T)$, $r \in (t, T]$, $n \in \mathbb{N}$ it holds that

$$\{\tau_n \leq t\} = \left(\bigcap_{k \in \mathbb{N}} \left\{\tau_n < t + \frac{1}{k}\right\}\right) = \left(\bigcap_{k \in \mathbb{N}, t+1/k \leq r} \left\{\tau_n < t + \frac{1}{k}\right\}\right) \in \mathbb{F}_r. \quad (55)$$

The hypothesis that $(\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T)})$ fulfils the usual conditions hence ensures that for all $t \in [0, T)$, $n \in \mathbb{N}$ it holds that $\{\tau_n \leq t\} \in \mathbb{F}_t$. Therefore, we obtain that for all $n \in \mathbb{N}$ it holds that $\tau_n$ is an $\mathbb{F}_t$-stopping time. Moreover, observe that \cite{[51]} and the triangle inequality assure that for all $t \in [0, T)$, $n \in \mathbb{N}$ it holds that

$$\left(\mathbb{E}\left[\|X_{\min\{t, \tau_n\}}\|^{\|p\|}\right]\right)^{1/p} \leq \|\xi\| + \left(\mathbb{E}\left[\left\|\int_0^{\min\{t, \tau_n\}} \mu(X_s) \, ds\right\|^p\right]\right)^{1/p} + \left(\mathbb{E}\left[\left\|\int_0^{\min\{t, \tau_n\}} \sigma(X_s) \, dW_s\right\|^p\right]\right)^{1/p} \quad (56)$$

Next note that Lemma \cite{2.12} \cite{50}, and the triangle inequality demonstrate that for all $t \in [0, T)$, $n \in \mathbb{N}$ it holds that

$$\left(\mathbb{E}\left[\left\|\int_0^{\min\{t, \tau_n\}} \mu(X_s) \, ds\right\|^p\right]\right)^{1/p} \leq \left(\mathbb{E}\left[\left\|\int_0^{\min\{t, \tau_n\}} \mu(X_s) \, ds\right\|^p\right]\right)^{1/p} \leq \int_0^t \mathbb{E}\left[\|\mu(X_s)\|^p 1_{s \leq \tau_n}\right] \, ds \leq \int_0^t \mathbb{E}\left[\|\mu(X_{\min\{s, \tau_n\}})\|^p\right] \, ds \leq \int_0^t \mathbb{E}\left[\|X_{\min\{s, \tau_n\}}\|^p\right] \, ds = \int_0^t \mathbb{E}\left[\|X_{\min\{s, \tau_n\}}\|^p\right] \, ds \leq \int_0^t \left(m_1 + m_2 \left(\mathbb{E}\left[\|X_{\min\{s, \tau_n\}}\|^p\right]\right)\right) \, ds \leq m_1 t + m_2 \left(\int_0^t \left(\mathbb{E}\left[\|X_{\min\{s, \tau_n\}}\|^p\right]\right)^{1/p} \, ds\right). \quad (57)
The Cauchy-Schwarz inequality hence proves that for all $t \in [0, T]$, $n \in \mathbb{N}$ it holds that
\[
\left( \mathbb{E} \left[ \left\| \int_0^{\min\{t, \tau_n\}} \mu(X_s) \, ds \right\|^p \right] \right)^{1/p} \leq m_1 T + m_2 \left[ \int_0^t \mathbb{E} \left[ \left\| X_{\min\{s, \tau_n\}} \right\|^p \right] \, ds \right]^{1/2} \leq m_1 T + m_2 \sqrt{T} \left[ \int_0^t \mathbb{E} \left[ \left\| X_{\min\{s, \tau_n\}} \right\|^p \right] \, ds \right]^{1/2}.
\] (58)

Moreover, note that the hypothesis that $X : [0, T] \times \Omega \to \mathbb{R}^d$ is an $(\mathcal{F}_t)_{t \in [0, T]}$-adapted stochastic process with continuous sample paths shows that $X : [0, T] \times \Omega \to \mathbb{R}^d$ is an $(\mathcal{F}_t)_{t \in [0, T]}$-predictable stochastic process. The fact that for every $n \in \mathbb{N}$ it holds that $([0, T] \times \Omega \ni (t, \omega) \mapsto \mathbb{1}_{\{t \leq \tau_n(\omega)\}} \in \{0, 1\}$) is an $(\mathcal{F}_t)_{t \in [0, T]}$-predictable stochastic process (cf., e.g., Kallenberg [44, Lemma 22.1]) and the hypothesis that $\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times m}$ is a $\mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R}^{d \times m})$-measurable function hence ensure that for every $n \in \mathbb{N}$ it holds that
\[
([0, T] \times \Omega \ni (t, \omega) \mapsto \sigma(X_t(\omega)) \mathbb{1}_{\{t \leq \tau_n(\omega)\}}) \in \mathbb{R}^{d \times m}
\] (59)
is an $(\mathcal{F}_t)_{t \in [0, T]}$-predictable stochastic process. Combining this, (50), and (53) with the hypothesis that $X : [0, T] \times \Omega \to \mathbb{R}^d$ has continuous sample paths demonstrates that for all $n \in \mathbb{N} \cap (||\xi||, \infty)$ it holds that
\[
\int_0^T \left\| \sigma(X_s) \mathbb{1}_{\{s \leq \tau_n\}} \right\|^2 \, ds \leq T \left[ \sup_{s \in [0, \tau_n]} \left\| \sigma(X_s) \right\|^2 \right] \leq T \left[ \sup_{s \in [0, \tau_n]} \left[ (s_1 + s_2 ||X_s||)^2 \right] \right] \leq T (s_1 + s_2 n)^2 < \infty.
\] (60)

Lemma 2.13, (59), (60), and the triangle inequality therefore establish that
for all $t \in [0, T]$, $n \in \mathbb{N} \cap (\|\xi\|, \infty)$ it holds that

$$
\left( \mathbb{E} \left[ \left\| \int_0^{\min\{t, \tau_n\}} \sigma(X_s) dW_s \right\|^p \right] \right)^{1/p}
= \left( \mathbb{E} \left[ \left\| \int_0^t \sigma(X_s) \mathbb{1}_{\{s \leq \tau_n\}} dW_s \right\|^p \right] \right)^{1/p}
\leq \sqrt{\frac{p(p-1)}{2} \left( \int_0^t \left( \mathbb{E} \left[ \left\| \sigma(X_s) \mathbb{1}_{\{s \leq \tau_n\}} \right\|^p \right] \right)^{2/p} ds \right)^{1/2}}
\leq \sqrt{\frac{p(p-1)}{2} \left( \int_0^t \left( \mathbb{E} \left[ \left\| X_{\min\{s, \tau_n\}} \right\|^p \right] \right)^{2/p} ds \right)^{1/2}}
\leq \sqrt{\frac{p(p-1)}{2} \left( \int_0^t \left( \mathbb{E} \left[ \left( s_1 + s_2 \left\| X_{\min\{s, \tau_n\}} \right\|^p \right] \right)^{1/p} \right)^2 ds \right)^{1/2}}
\leq \sqrt{\frac{p(p-1)}{2} \left( s_1 \left[ \int_0^t 1^2 ds \right]^{1/2} + s_2 \left[ \int_0^t \left( \mathbb{E} \left[ \left\| X_{\min\{s, \tau_n\}} \right\|^p \right] \right)^{2/p} ds \right]^{1/2} \right)}
\leq s_1 \sqrt{\frac{p(p-1)T}{2}} + s_2 \sqrt{\frac{p(p-1)}{2} \left[ \int_0^t \left( \mathbb{E} \left[ \left\| X_{\min\{s, \tau_n\}} \right\|^p \right] \right)^{2/p} ds \right]^{1/2}}.
$$

Combining this, (56), and (58) proves that for all $t \in [0, T]$, $n \in \mathbb{N} \cap (\|\xi\|, \infty)$ it holds that

$$
\left( \mathbb{E} \left[ \left\| X_{\min\{t, \tau_n\}} \right\|^p \right] \right)^{1/p}
\leq \|\xi\| + m_1 T + s_1 \sqrt{\frac{p(p-1)T}{2}}
+ \left( m_2 \sqrt{T} + s_2 \sqrt{\frac{p(p-1)}{2}} \right) \left[ \int_0^t \left( \mathbb{E} \left[ \left\| X_{\min\{s, \tau_n\}} \right\|^p \right] \right)^{2/p} ds \right]^{1/2}.
$$

The fact that for all $x, y \in \mathbb{R}$ it holds that $|x + y|^2 \leq 2(x^2 + y^2)$ therefore
demonstrates that for all $t \in [0, T]$, $n \in \mathbb{N} \cap (\|\xi\|, \infty)$ it holds that

\[
\left( \mathbb{E} \left[ \|X_{\min \{t, \tau_n\}}\|^p \right] \right)^{2/p} \\
\leq 2 \left[ \|\xi\| + m_1 T + s_1 \sqrt{\frac{p(p-1)T}{2}} \right]^2 \\
+ 2 \left[ m_2 \sqrt{T} + s_2 \sqrt{\frac{p(p-1)}{2}} \right]^2 \left[ \int_0^t \left( \mathbb{E} \left[ \|X_{\min \{s, \tau_n\}}\|^p \right] \right)^{2/p} ds \right].
\] (63)

Next note that (53) ensures for all $n \in \mathbb{N} \cap (\|\xi\|, \infty)$ that

\[
\int_0^T \left( \mathbb{E} \left[ \|X_{\min \{s, \tau_n\}}\|^p \right] \right)^{2/p} ds \leq \int_0^T \left( \mathbb{E} \left[ n^p \right] \right)^{2/p} ds = T n^2 < \infty.
\] (64)

Combining this and (63) with Lemma 2.11 (with $\alpha = 2 \|\xi\| + m_1 T + s_1 \sqrt{p(p-1)T/2}$, $\beta = 2 \left[ m_2 \sqrt{T} + s_2 \sqrt{p(p-1)/2} \right]^2$, $T = T$, $f = ([0, T] \ni t \mapsto \left( \mathbb{E} \left[ \|X_{\min \{t, \tau_n\}}\|^p \right] \right)^{2/p} \in \mathbb{R}$) in the notation of Lemma 2.11 demonstrates that for all $t \in [0, T]$, $n \in \mathbb{N} \cap (\|\xi\|, \infty)$ it holds that

\[
\left( \mathbb{E} \left[ \|X_{\min \{t, \tau_n\}}\|^p \right] \right)^{2/p} \\
\leq 2 \left[ \|\xi\| + m_1 T + s_1 \sqrt{\frac{p(p-1)T}{2}} \right]^2 \exp \left( 2 \left[ m_2 \sqrt{T} + s_2 \sqrt{\frac{p(p-1)}{2}} \right]^2 t \right).
\] (65)

Therefore, we obtain that for all $t \in [0, T]$, $n \in \mathbb{N} \cap (\|\xi\|, \infty)$ it holds that

\[
\left( \mathbb{E} \left[ \|X_{\min \{t, \tau_n\}}\|^p \right] \right)^{1/p} \\
\leq \sqrt{2} \left[ \|\xi\| + m_1 T + s_1 \sqrt{\frac{p(p-1)T}{2}} \right] \exp \left( \left[ m_2 \sqrt{T} + s_2 \sqrt{\frac{p(p-1)}{2}} \right]^2 t \right).
\] (66)

Furthermore, observe that (53) and the fact that $X : [0, T] \times \Omega \to \mathbb{R}^d$ is a stochastic process with continuous sample paths ensure that for all $t \in [0, T]$ it holds that $\lim_{n\to\infty} \min \{t, \tau_n\} = t$. Therefore, we obtain that for all $t \in [0, T]$ it holds that

\[
\|X_t\| = \|X_{\lim_{n\to\infty} \min \{t, \tau_n\}}\| = \| \lim_{n\to\infty} X_{\min \{t, \tau_n\}} \| = \lim_{n\to\infty} \|X_{\min \{t, \tau_n\}}\|.
\] (67)
Fatou’s Lemma and (66) hence imply for all $t \in [0, T]$ that
\[
\left( \mathbb{E}[\|X_t\|^p] \right)^{1/p} = \left( \mathbb{E} \left[ \lim_{n \to \infty} \|X_{\min\{t, \tau_n\}}\|^p \right] \right)^{1/p} \\
\leq \left( \liminf_{n \to \infty} \mathbb{E}\left[\|X_{\min\{t, \tau_n\}}\|^p\right] \right)^{1/p} \leq \sup_{n \in \mathbb{N} \cap [\|\xi\|, \infty)} \left( \mathbb{E}\left[\|X_{\min\{t, \tau_n\}}\|^p\right]\right)^{1/p} \\
\leq \sqrt{2} \left[ \|\xi\| + m_1 T + s_1 \sqrt{\frac{p(p-1)}{2} T} \right] \exp \left( \left[ m_2 \sqrt{T} + s_2 \sqrt{\frac{p(p-1)}{2}} \right]^2 t \right).
\]

The fact that $\sqrt{\frac{p(p-1)}{2}} \leq \sqrt{p^2 - p} \leq \sqrt{p^2} = p$ therefore establishes (52). The proof of Proposition 2.14 is thus completed.

2.4 Stochastic differential equations with affine coefficient functions

In this subsection we establish in Proposition 2.20 elementary regularity properties for SDEs with affine coefficient functions. Our proof of Proposition 2.20, roughly speaking, employs the elementary results in Lemma 2.15 and Proposition 2.17 (which are, loosely speaking, alleviated versions of Proposition 2.20), the well-known fact that modifications of continuous stochastic processes are indistinguishable (cf. Lemma 2.16 below), the well-known fact that a modification of an adapted stochastic process is an adapted stochastic process (see Lemma 2.18 below for details), and a version of the Kolmogorov-Chentsov theorem (see Lemma 2.19 below for details). Results similar to Lemma 2.19 can, e.g., be found in Cox et al. [14, Theorem 3.5 in Subsection 3.1] and Mittmann & Steinwart [55, Theorem 2.1 in Section 2]. For the sake of completeness we include in this subsection also proofs for Lemmas 2.16 and 2.18.

Lemma 2.15. Let $d \in \mathbb{N}$, $T \in (0, \infty)$, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]})$ be a filtered probability space which fulfills the usual conditions, let $W : [0, T] \times \Omega \to \mathbb{R}^d$ be a standard $(\mathbb{F}_t)_{t \in [0, T]}$-Brownian motion, let $\mu : \mathbb{R}^d \to \mathbb{R}^d$ and $\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d}$ be functions which satisfy for all $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ that
\[
\mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y) \quad \text{(69)}
\]
and
\[
\sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y), \quad \text{(70)}
\]
and let $X^x : [0, T] \times \Omega \to \mathbb{R}^d$, $x \in \mathbb{R}^d$, be $(\mathbb{F}_t)_{t \in [0, T]}$-adapted stochastic processes with continuous sample paths which satisfy that for all $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that

$$X^x_t = x + \int_0^t \mu(X^x_s) \, ds + \int_0^t \sigma(X^x_s) \, dW_s. \tag{71}$$

Then it holds for all $t \in [0, T]$, $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ that

$$\mathbb{P}\left(X^\lambda x + \lambda X^0_t + X^y_t = X^\lambda x + X^y_t\right) = 1. \tag{72}$$

Proof of Lemma 2.15. Throughout this proof let $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ and let $Y : [0, T] \times \Omega \to \mathbb{R}^d$ be the stochastic process which satisfies for all $t \in [0, T]$ that

$$Y_t = \lambda(X^x_t - X^0_t) + X^y_t. \tag{73}$$

Note that the hypothesis that for all $z \in \mathbb{R}^d$ it holds that $X^z : [0, T] \times \Omega \to \mathbb{R}^d$ is an $(\mathbb{F}_t)_{t \in [0, T]}$-adapted stochastic process with continuous sample paths assures that $Y$ is an $(\mathbb{F}_t)_{t \in [0, T]}$-adapted stochastic process with continuous sample paths. Moreover, observe that (71) and (73) ensure that for all $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that

$$Y_t = \lambda(X^x_t - X^0_t) + X^y_t \tag{74}$$

Furthermore, note that (69) and (70) ensure that for all $\nu \in \{\mu, \sigma\}$, $a, b, c \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ it holds that

$$\lambda \left(\nu(a) - \nu(b) + \nu(c) = \lambda \nu(a) + \nu(c) - \lambda \nu(b) \right)$$

$$= \nu(\lambda a + c) + \lambda \nu(0) - \lambda \nu(b)$$

$$= (\lambda) \nu(b) + \nu(\lambda a + c) + \lambda \nu(0) \tag{75}$$

$$= \nu((-\lambda) b + \lambda a + c) + (\lambda) \nu(0) + \lambda \nu(0)$$

$$= \nu(\lambda(a - b) + c).$$
Combining this with (74) implies that for all \( t \in [0, T] \) it holds \( \mathbb{P} \)-a.s. that

\[
Y_t = \lambda x + y + \int_0^t \mu \left( \lambda (X^x_s - X^0_s) + X^y_s \right) ds \\
+ \int_0^t \sigma \left( \lambda (X^x_s - X^0_s) + X^y_s \right) dW_s \\
= \lambda x + y + \int_0^t \mu (Y_s) ds + \int_0^t \sigma (Y_s) dW_s.
\] (76)

The fact that for all \( t \in [0, T] \) it holds \( \mathbb{P} \)-a.s. that

\[
X^\lambda x + y_t = \lambda x + y + \int_0^t \mu (X^\lambda x + y_s) ds + \int_0^t \sigma (X^\lambda x + y_s) dW_s,
\] (77)

Corollary 2.9, Corollary 2.10, and, e.g., Da Prato & Zabczyk [19, Item (i) in Theorem 7.4] (cf., e.g., Klenke [46, Theorem 26.8]) hence demonstrate that for all \( t \in [0, T] \) it holds that

\[
\mathbb{P} \left( X^\lambda x + y_t = Y_t \right) = 1.
\] (78)

This and (73) imply that for all \( t \in [0, T] \) it holds that

\[
\mathbb{P} \left( X^\lambda x + y_t + \lambda X^0_t = \lambda X^x_t + X^y_t \right) = \mathbb{P} \left( X^\lambda x + y_t = \lambda (X^x_t - X^0_t) + X^y_t \right) \\
= \mathbb{P} \left( X^\lambda x + y_t = Y_t \right) = 1.
\] (79)

The proof of Lemma 2.15 is thus completed. \( \square \)

**Lemma 2.16** (Modifications of continuous random fields are indistinguishable). Let \( d \in \mathbb{N} \), let \((E, \delta)\) be a separable metric space, let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, let \( X, Y : E \times \Omega \to \mathbb{R}^d \) be random fields, assume for all \( \omega \in \Omega \) that

\[
(E \ni e \mapsto X_e(\omega) \in \mathbb{R}^d), (E \ni e \mapsto Y_e(\omega) \in \mathbb{R}^d) \in C(E, \mathbb{R}^d),
\] (80)

and assume for all \( e \in E \) that \( \mathbb{P}(X_e = Y_e) = 1 \). Then

(i) it holds that \( \{ \forall e \in E : X_e = Y_e \} \in \mathcal{F} \) and

(ii) it holds that \( \mathbb{P}(\forall e \in E : X_e = Y_e) = 1 \).

**Proof of Lemma 2.16** Throughout this proof assume w.l.o.g. that \( E \neq \emptyset \), let \((e_n)_{n \in \mathbb{N}} \subseteq E\) satisfy that

\[
\{ e_n \in E : n \in \mathbb{N} \} = E,
\] (81)
and let $\mathcal{N} \subseteq \Omega$ satisfy that
\[
\mathcal{N} = \bigcup_{n \in \mathbb{N}} \{X_{e_n} \neq Y_{e_n}\}. \tag{82}
\]
Note that the fact that $X$ and $Y$ are random fields assures that for all $e \in E$ it holds that
\[
\{X_e = Y_e\} = \{X_e - Y_e = 0\} \in \mathcal{F}. \tag{83}
\]
Hence, we obtain that
\[
(\bigcap_{n \in \mathbb{N}} \{X_{e_n} = Y_{e_n}\}) \in \mathcal{F}. \tag{84}
\]
Combining this and (82) implies that
\[
\mathcal{N} = [\Omega \setminus (\bigcap_{n \in \mathbb{N}} \{X_{e_n} = Y_{e_n}\})] \in \mathcal{F}. \tag{85}
\]
Moreover, observe that the hypothesis that for all $e \in E$ it holds that $P(X_e = Y_e) = 1$ ensures that for all $n \in \mathbb{N}$ it holds that $P(X_{e_n} \neq Y_{e_n}) = 0$. Therefore, we obtain that
\[
P(\mathcal{N}) \leq \sum_{n=1}^{\infty} P(X_{e_n} \neq Y_{e_n}) = 0. \tag{86}
\]
Next note that (81) implies that for every $v \in E$ there exists a strictly increasing function $n_v: \mathbb{N} \to \mathbb{N}$ such that $\limsup_{k \to \infty} \delta(e_{n_v(k)}, v) = 0$. Combining this with (80) ensures that for every $v \in E$ there exists a strictly increasing function $n_v: \mathbb{N} \to \mathbb{N}$ such that for every $\omega \in \{\forall k \in \mathbb{N}: X_{e_k} = Y_{e_k}\}$ it holds that $\limsup_{k \to \infty} \delta(e_{n_v(k)}, v) = 0$ and
\[
X_v(\omega) = \lim_{k \to \infty} X_{e_{n_v(k)}}(\omega) = \lim_{k \to \infty} Y_{e_{n_v(k)}}(\omega) = Y_v(\omega). \tag{87}
\]
This and (84) demonstrate that
\[
\{\forall e \in E: X_e = Y_e\} = \{\forall n \in \mathbb{N}: X_{e_n} = Y_{e_n}\} = (\bigcap_{n \in \mathbb{N}} \{X_{e_n} = Y_{e_n}\}) \in \mathcal{F}. \tag{88}
\]
This proves item (i). Combining (85) and (86) hence implies that
\[
\mathbb{P}(\forall e \in E: X_e = Y_e) = \mathbb{P}(\bigcap_{n \in \mathbb{N}} \{X_{e_n} = Y_{e_n}\}) = \mathbb{P}(\Omega \setminus \mathcal{N}) = 1 - \mathbb{P}(\mathcal{N}) = 1. \tag{89}
\]
This establishes item (ii). The proof of Lemma 2.16 is thus completed. \qed
Proposition 2.17. Let $d \in \mathbb{N}$, $T \in (0, \infty)$, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0,T)})$ be a filtered probability space which fulfills the usual conditions, let $W: [0,T] \times \Omega \to \mathbb{R}^d$ be a standard $(\mathbb{F}_t)_{t \in [0,T]}$-Brownian motion, let $\mu: \mathbb{R}^d \to \mathbb{R}^d$ and $\sigma: \mathbb{R}^d \to \mathbb{R}^{d \times d}$ be functions which satisfy for all $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ that
\[\mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y)\] (90)
and
\[\sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y),\] (91)
let $X^x: [0, T] \times \Omega \to \mathbb{R}^d$, $x \in \mathbb{R}^d$, be $(\mathbb{F}_t)_{t \in [0,T]}$-adapted stochastic processes, assume for all $\omega \in \Omega$ that
\[(\mathbb{R}^d \times [0, T] \ni (x, t) \mapsto X^x_t(\omega) \in \mathbb{R}^d) \in C(\mathbb{R}^d \times [0, T], \mathbb{R}^d),\] (92)
and assume that for all $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that
\[X^x_t = x + \int_0^t \mu(X^x_s) \, ds + \int_0^t \sigma(X^x_s) \, dW_s.\] (93)

Then
(i) it holds that
\[\left\{ \forall x, y \in \mathbb{R}^d, \lambda \in \mathbb{R}, t \in [0, T]: X^{\lambda x + y}_t + \lambda X^y_t = \lambda X^x_t + X^y_t \right\} \in \mathcal{F}\] (94)
and
(ii) it holds that
\[\mathbb{P}\left( \forall x, y \in \mathbb{R}^d, \lambda \in \mathbb{R}, t \in [0, T]: X^{\lambda x + y}_t + \lambda X^y_t = \lambda X^x_t + X^y_t \right) = 1.\] (95)

Proof of Proposition 2.17. Throughout this proof let $Y, Z: (\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R} \times [0, T]) \times \Omega \to \mathbb{R}^d$ be the random fields which satisfy for all $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$, $t \in [0, T]$ that
\[Y_{(x,y,\lambda,t)} = X^{\lambda x + y}_t + \lambda X^0_t \quad \text{and} \quad Z_{(x,y,\lambda,t)} = \lambda X^x_t + X^y_t.\] (96)
Observe that Lemma 2.15 assures that for all $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$, $t \in [0, T]$ it holds that
\[\mathbb{P}(Y_{(x,y,\lambda,t)} = Z_{(x,y,\lambda,t)}) = \mathbb{P}(X^{\lambda x + y}_t + \lambda X^0_t = \lambda X^x_t + X^y_t) = 1.\] (97)
Moreover, note that (92) and the fact that
\[
(R^d \times R^d \times R \times [0,T] \ni (x,y,\lambda, t) \mapsto (\lambda x + y, t) \in R^d \times [0,T])
\in C(R^d \times R^d \times R \times [0,T], R^d \times [0,T])
\] demonstrate that for all \( \omega \in \Omega \) it holds that
\[
Y(\omega), Z(\omega) \in C(R^d \times R^d \times R \times [0,T], R^d).
\] Combining this, (97), and Lemma 2.16 (with \( d = d, E = R^d \times R^d \times [0,T], (\Omega,F,\mathbb{P}) = (\Omega,F,\mathbb{P}), X = Y, Y = Z \) in the notation of Lemma 2.16) proves that
\[
\{ \forall x,y \in R^d, \lambda \in R, t \in [0,T]: Y(x,y,\lambda,t) = Z(x,y,\lambda,t) \} \in F
\]
and
\[
\mathbb{P}(\forall x,y \in R^d, \lambda \in R, t \in [0,T]: Y(x,y,\lambda,t) = Z(x,y,\lambda,t)) = 1.
\]
This and (96) demonstrate that
\[
\{ \forall x,y \in R^d, \lambda \in R, t \in [0,T]: X_t^{\lambda x+y} + \lambda X_t^0 = \lambda X_t^x + X_t^y \}
= \{ \forall x,y \in R^d, \lambda \in R, t \in [0,T]: Y(x,y,\lambda,t) = Z(x,y,\lambda,t) \} \in F
\]
and
\[
\mathbb{P}(\forall x,y \in R^d, \lambda \in R, t \in [0,T]: X_t^{\lambda x+y} + \lambda X_t^0 = \lambda X_t^x + X_t^y)
= \mathbb{P}(\forall x,y \in R^d, \lambda \in R, t \in [0,T]: Y(x,y,\lambda,t) = Z(x,y,\lambda,t)) = 1.
\]
This establishes items (i)–(ii). The proof of Proposition 2.17 is thus completed.

Lemma 2.18 (Modifications of adapted processes are adapted). Let \( d \in \mathbb{N}, T \in (0,\infty), \) let \((\Omega,F,\mathbb{P},(\mathbb{F}_t)_{t\in[0,T]})\) be a filtered probability space which fulfils the usual conditions, let \( X,Y: [0,T] \times \Omega \rightarrow R^d \) be stochastic processes, assume that \( X \) is an \((\mathbb{F}_t)_{t\in[0,T]}\)-adapted stochastic process, and assume for all \( t \in [0,T] \) that \( \mathbb{P}(X_t = Y_t) = 1 \). Then it holds that \( Y \) is an \((\mathbb{F}_t)_{t\in[0,T]}\)-adapted stochastic process.
Proof of Lemma 2.18. Throughout this proof let $t \in [0, T]$. Note that the hypothesis that $\mathbb{P}(X_t = Y_t) = 1$ ensures that

$$\mathbb{P}(X_t \neq Y_t) = 0. \quad (104)$$

This and the hypothesis that $(\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]})$ is a filtered probability space which fulfills the usual conditions imply that $\{X_t \neq Y_t\} \in \mathbb{F}_0 \subseteq \mathbb{F}_t$. Hence, we obtain that

$$\{X_t = Y_t\} = \Omega \setminus \{X_t \neq Y_t\} \in \mathbb{F}_t. \quad (105)$$

Moreover, observe that $(104)$ demonstrates that for all $B \in \mathcal{B}(\mathbb{R}^d)$ it holds that

$$\mathbb{P}(\{Y_t \in B\} \cap \{X_t \neq Y_t\}) \leq \mathbb{P}(X_t \neq Y_t) = 0. \quad (106)$$

The hypothesis that $(\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]})$ is a filtered probability space which fulfills the usual conditions therefore implies that for all $B \in \mathcal{B}(\mathbb{R}^d)$ it holds that

$$\left(\{Y_t \in B\} \cap \{X_t \neq Y_t\}\right) \in \mathbb{F}_0 \subseteq \mathbb{F}_t. \quad (107)$$

Combining this with the hypothesis that $X$ is an $(\mathbb{F}_t)_{t \in [0, T]}$-adapted stochastic process and $(105)$ demonstrates that for all $B \in \mathcal{B}(\mathbb{R}^d)$ it holds that

$$\{Y_t \in B\} = (\{Y_t \in B\} \cap \{X_t = Y_t\}) \cup (\{Y_t \in B\} \cap \{X_t \neq Y_t\})$$

$$= (\{X_t \in B\} \cap \{X_t = Y_t\}) \cup (\{Y_t \in B\} \cap \{X_t \neq Y_t\}) \in \mathbb{F}_t. \quad (108)$$

This establishes that $Y$ is an $(\mathbb{F}_t)_{t \in [0, T]}$-adapted stochastic process. The proof of Lemma 2.18 is thus completed. \(\square\)

Lemma 2.19 (A version of the Kolmogorov-Chentsov theorem). Let $d, k \in \mathbb{N}$, $p \in (d, \infty)$, $\alpha \in (d/p, \infty)$, for every $d \in \mathbb{N}$ let $\|\cdot\|_{\mathbb{R}^d} : \mathbb{R}^d \to [0, \infty)$ be the $d$-dimensional Euclidean norm, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $D \subseteq \mathbb{R}^d$ be a non-empty set, and let $X : D \times \Omega \to \mathbb{R}^k$ be a random field which satisfies for all $n \in \mathbb{N}$ that

$$\sup \left\{ \left( \frac{\mathbb{E} \left[ \|X_v - X_w\|_{\mathbb{R}^k}^p \right]}{\|v - w\|^\alpha_{\mathbb{R}^d}} \right)^{1/p} : v, w \in D \cap [-n, n]^d, v \neq w \right\}$$

$$\cup \left\{ \left( \mathbb{E} \left[ \|X_v\|_{\mathbb{R}^k}^p \right] \right)^{1/p} : v \in D \cap [-n, n]^d \right\} < \infty. \quad (109)$$

Then there exists a random field $Y : D \times \Omega \to \mathbb{R}^k$ which satisfies
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(i) that for all \( \omega \in \Omega \) it holds that \( (D \ni v \mapsto Y_v(\omega) \in \mathbb{R}^k) \in C(D, \mathbb{R}^k) \) and

(ii) that for all \( v \in D \) it holds that \( \mathbb{P}(X_v = Y_v) = 1 \).

Proof of Lemma 2.19. Throughout this proof let \( g_n : D \cap [-n, n]^d \rightarrow L^p(\Omega; \mathbb{R}^k) \), \( n \in \mathbb{N} \), be functions which satisfy that for all \( n \in \mathbb{N} \), \( v \in D \cap [-n, n]^d \) it holds \( \mathbb{P}\)-a.s. that \( X_v = g_n(v) \) (cf. (109)), let \( c \in [0, \infty) \) be a real number which satisfies that for all \( n \in \mathbb{N} \), \( v, w \in D \cap [-n, n]^d \) it holds that

\[
(\mathbb{E}[\|X_v - X_w\|_p^p])^{1/p} \leq c \|v - w\|_d^a
\]

(cf. (109)), let \( a = \min\{\alpha, 1\} \), and let \( (\cdot)^+: \mathbb{R} \rightarrow [0, \infty) \) be the function which satisfies for all \( q \in \mathbb{R} \) that \( (q)^+ = \max\{q, 0\} \). Note that for all \( n \in \mathbb{N} \), \( v, w \in D \cap [-n, n]^d \) it holds that

\[
\|v - w\|_d^{(\alpha - 1)^+} \leq (\|v\|_d + \|w\|_d)^{(\alpha - 1)^+} \leq (n\sqrt{d} + n\sqrt{d})^{(\alpha - 1)^+} \\
\leq (2n\sqrt{d})^{(\alpha - 1)^+}.
\]

Combining this and (110) with the fact that \( \alpha - a = (\alpha - 1)^+ \) ensures that for all \( n \in \mathbb{N} \), \( v, w \in D \cap [-n, n]^d \) it holds that

\[
(\mathbb{E}[\|X_v - X_w\|_p^p])^{1/p} \leq c \|v - w\|_d^a \leq c \|v - w\|_d^a \|v - w\|_d^{a-a} \\
= c \|v - w\|_d^a \|v - w\|_d^{(\alpha-1)^+} \\
\leq c \|v - w\|_d^a (2n\sqrt{d})^{(\alpha-1)^+}.
\]

This and (109) imply that for all \( n \in \mathbb{N} \) it holds that

\[
\sup \left\{ \frac{(\mathbb{E}[\|X_v - X_w\|_p^p])^{1/p}}{\|v - w\|^a_{\mathbb{R}^d}} : v, w \in D \cap [-n, n]^d, \ v \neq w \right\} \\
\cup \left\{ (\mathbb{E}[\|X_v\|_p^p])^{1/p} : v \in D \cap [-n, n]^d \right\} < \infty. \tag{113}
\]

Therefore, we obtain that for all \( n \in \mathbb{N} \) it holds that \( g_n \) is a globally bounded and globally \( a \)-Hölder continuous function. Mittmann & Steinwart [55, Theorem 2.2] hence ensures that for every \( n \in \mathbb{N} \) there is a globally bounded and globally \( a \)-Hölder continuous function \( G_n : \mathbb{R}^d \rightarrow L^p(\Omega; \mathbb{R}^k) \) which satisfies for all \( v \in D \cap [-n, n]^d \) that \( G_n(v) = g_n(v) \). This assures that there exist random fields \( \xi_n : \mathbb{R}^d \times \Omega \rightarrow \mathbb{R}^k \), \( n \in \mathbb{N} \), which satisfy
(a) that for all \( n \in \mathbb{N} \), \( v \in \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that \( \xi_n(v) = G_n(v) \) and

(b) that for all \( n \in \mathbb{N} \) it holds that

\[
\sup_{v, w \in [-n, n+1]^d, v \neq w} \frac{\left( \mathbb{E} \left[ \left\| \xi_n(v) - \xi_n(w) \right\|_{\mathbb{R}^k}^p \right] \right)^{1/p}}{\left\| v - w \right\|_{\mathbb{R}^d}} \leq \sup_{v, w \in \mathbb{R}^d, v \neq w} \frac{\left( \mathbb{E} \left[ \left\| \xi_n(v) - \xi_n(w) \right\|_{\mathbb{R}^k}^p \right] \right)^{1/p}}{\left\| v - w \right\|_{\mathbb{R}^d}} < \infty
\]

(114)

and

\[
\sup_{v \in [-n, n+1]^d} \left( \mathbb{E} \left[ \left\| \xi_n(v) \right\|_{\mathbb{R}^k}^p \right] \right)^{1/p} \leq \sup_{v \in \mathbb{R}^d} \left( \mathbb{E} \left[ \left\| \xi_n(v) \right\|_{\mathbb{R}^k}^p \right] \right)^{1/p} < \infty.
\]

(115)

Combining this and, e.g., Revuz & Yor [65, Theorem 2.1 in Section 2 in Chapter I] (with \( X = \xi_n \), \( \gamma = p \), \( d = d \), \( \varepsilon = \alpha p - d \) in the notation of [65, Theorem 2.1 in Section 2 in Chapter I]) ensures that there exist random fields \( Y_n: [-n, n]^d \times \Omega \to \mathbb{R}^k \), \( n \in \mathbb{N} \), which satisfy

(A) that for all \( n \in \mathbb{N} \), \( \omega \in \Omega \) it holds that

\[
([-n, n]^d \ni v \mapsto (Y_n)_v(\omega)) \in C([-n, n]^d, \mathbb{R}^k)
\]

(116)

and

(B) that for all \( n \in \mathbb{N} \), \( v \in [-n, n]^d \) it holds that \( \mathbb{P}((Y_n)_v = (\xi_n)_v) = 1 \).

The fact that for all \( n \in \mathbb{N} \), \( v \in D \cap [-n, n]^d \) it holds that \( \mathbb{P}(X_v = (\xi_n)_v) = 1 \) therefore implies that for all \( n \in \mathbb{N} \), \( v \in D \cap [-n, n]^d \) it holds that

\[
\mathbb{P}((Y_n)_v = X_v) = 1.
\]

(117)

This assures that for all \( n \in \mathbb{N} \), \( m \in \mathbb{N} \cap [1, n] \), \( v \in D \cap [-m, m]^d \) it holds that

\[
\mathbb{P} \left( \{(Y_n)_v = X_v\} \cap \{(Y_m)_v = X_v\} \right) = 1.
\]

(118)

The fact that for all \( n \in \mathbb{N} \), \( m \in \mathbb{N} \cap [1, n] \), \( v \in D \cap [-m, m]^d \) it holds that

\[
\{(Y_n)_v = X_v\} \cap \{(Y_m)_v = X_v\} \subseteq \{(Y_n)_v = (Y_m)_v\}
\]

(119)
therefore demonstrates that for all \( n \in \mathbb{N}, m \in \mathbb{N} \cap [1, n], v \in D \cap [-m, m]^d \) it holds that
\[
P((Y_n)_v = (Y_m)_v) = 1. \tag{120}
\]
Combining this with (116) and Lemma 2.16 (with \( d = k, E = D \cap [-m, m]^d \) for \( m \in \mathbb{N} \cap [1, n], n \in \mathbb{N} \) in the notation of Lemma 2.16) establishes that for all \( n \in \mathbb{N}, m \in \mathbb{N} \cap [1, n] \) it holds that
\[
P(\forall v \in D \cap [-m, m]^d: (Y_n)_v = (Y_m)_v) = 1. \tag{121}
\]
Next let \( \Pi \in \mathcal{F} \) be the event given by
\[
\Pi = \{ \forall n \in \mathbb{N}, m \in \mathbb{N} \cap [1, n], v \in D \cap [-m, m]^d: (Y_n)_v = (Y_m)_v \}. \tag{122}
\]
Observe that (122) and (121) show that
\[
P(\Pi) = \mathbb{P}(\cap_{n=1}^{\infty} \cap_{m=1}^{n} \{ \forall v \in D \cap [-m, m]^d: (Y_n)_v = (Y_m)_v \}) = 1. \tag{123}
\]
Moreover, note that (122) ensures that there exists a unique random field \( Z: D \times \Omega \rightarrow \mathbb{R}^k \) which satisfies

(I) that for all \( \omega \in \Pi, n \in \mathbb{N}, v \in D \cap [-n, n]^d \) it holds that \( Z_v(\omega) = (Y_n)_v(\omega) \) and

(II) that for \( \omega \in \Omega \setminus \Pi, v \in D \) it holds that \( Z_v(\omega) = 0. \)

Observe that (11), (117), and (123) demonstrate that for all \( n \in \mathbb{N}, v \in D \cap [-n, n]^d \) it holds that
\[
P(Z_v = X_v) = \mathbb{P}(\{ Z_v = X_v \} \cap \Pi)
= \mathbb{P}(\{ (Y_n)_v = X_v \} \cap \Pi) = \mathbb{P}((Y_n)_v = X_v) = 1. \tag{124}
\]
This shows that for all \( v \in D \) it holds that
\[
P(Z_v = X_v) = 1. \tag{125}
\]
Moreover, observe that (116) and (11) imply that for all \( \omega \in \Pi, n \in \mathbb{N} \) it holds that
\[
(D \cap [-n, n]^d \ni v \mapsto Z_v(\omega) \in \mathbb{R}^k)
= (D \cap [-n, n]^d \ni v \mapsto (Y_n)_v(\omega) \in \mathbb{R}^k) \in C(D \cap [-n, n]^d, \mathbb{R}^k). \tag{126}
\]
This ensures that for all $\omega \in \Pi$ it holds that
\[
(D \ni v \mapsto Z_v(\omega) \in \mathbb{R}^k) \in C(D, \mathbb{R}^k).
\] (127)

In addition, note that (II) assures that for all $\omega \in \Omega \setminus \Pi$ it holds that
\[
(D \ni v \mapsto Z_v(\omega) \in \mathbb{R}^k) = (D \ni v \mapsto 0 \in \mathbb{R}^k) \in C(D, \mathbb{R}^k).
\] (128)

Combining this and (127) demonstrates that for all $\omega \in \Omega$ it holds that
\[
(D \ni v \mapsto Z_v(\omega) \in \mathbb{R}^k) \in C(D, \mathbb{R}^k).
\] (129)

This and (125) complete the proof of Lemma 2.19.

Proposition 2.20. Let $d \in \mathbb{N}$, $T \in (0, \infty)$, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0, T]})$ be a filtered probability space which fulfills the usual conditions, let $W: [0, T] \times \Omega \to \mathbb{R}^d$ be a standard $(\mathcal{F}_t)_{t \in [0, T]}$-Brownian motion, and let $\mu: \mathbb{R}^d \to \mathbb{R}^d$ and $\sigma: \mathbb{R}^d \to \mathbb{R}^{d \times d}$ be functions which satisfy for all $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ that
\[
\mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y)
\] (130)

and
\[
\sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y).
\] (131)

Then there exist up to indistinguishability unique $(\mathcal{F}_t)_{t \in [0, T]}$-adapted stochastic processes with continuous sample paths $X^x: [0, T] \times \Omega \to \mathbb{R}^d$, $x \in \mathbb{R}^d$, which satisfy

(i) that for all $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that
\[
X^x_t = x + \int_0^t \mu(X^x_s) \, ds + \int_0^t \sigma(X^x_s) \, dW_s
\] (132)

and

(ii) that for all $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$, $t \in [0, T]$, $\omega \in \Omega$ it holds that
\[
X^\lambda x + y_t(\omega) + \lambda X^0_t(\omega) = \lambda X^x_t(\omega) + X^y_t(\omega).
\] (133)
Proof of Proposition 2.20. Throughout this proof let $p \in (2(d + 1), \infty)$, for every $k \in \mathbb{N}$ let $\|\cdot\|_{\mathbb{R}^k}: \mathbb{R}^k \to [0, \infty)$ be the $k$-dimensional Euclidean norm, let $\|\cdot\|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)}: \mathbb{R}^{d \times d} \to [0, \infty)$ be the Hilbert-Schmidt norm on $\mathbb{R}^{d \times d}$, let $m, s \in (0, \infty)$ satisfy for all $x \in \mathbb{R}^d$ that
\[
\|\mu(x)\|_{\mathbb{R}^d} \leq m(1 + \|x\|_{\mathbb{R}^d}) \quad \text{and} \quad \|\mu(x) - \mu(y)\|_{\mathbb{R}^d} \leq m\|x - y\|_{\mathbb{R}^d}
\]
and
\[
\|\sigma(x)\|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} \leq s(1 + \|x\|_{\mathbb{R}^d}) \quad \text{and} \quad \|\sigma(x) - \sigma(y)\|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} \leq s\|x - y\|_{\mathbb{R}^d}
\]
(cf. Corollary 2.9 and Corollary 2.10), and let $C \in (0, \infty)$ be given by
\[
C = 4d\sqrt{2(1 + mT + sp\sqrt{T}) \exp\left([m\sqrt{T} + sp]^2 T\right)}.
\]
Note that (134), (135), e.g., Jentzen & Kloeden [42] Theorem 5.1 (with $T = T$, $(\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0,T]}) = (\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0,T]}), H = \mathbb{R}^d$, $\|\cdot\|_H = \|\cdot\|_{\mathbb{R}^d}$, $U = \mathbb{R}^d$, $\|\cdot\|_U = \|\cdot\|_{\mathbb{R}^d}$, $Qv = v$, $(W_t)_{t \in [0,T]} = (W_t)_{t \in [0,T]}, D(A) = \mathbb{R}^d, Av = 0$, $\eta = 1$, $\alpha = 0$, $\delta = 0$, $F(v) = \mu(v)$, $\beta = 0$, $B(v)u = \sigma(v)u$, $\gamma = 0$, $p = 4$, $\xi = (\Omega \ni \omega \mapsto x \in \mathbb{R}^d)$ for $u, v, x \in \mathbb{R}^d$ in the notation of [42] Theorem 5.1) (cf., e.g., Da Prato & Zabczyk [19] Item (i) in Theorem 7.4 and Klenke [46] Theorem 26.8), and, e.g., the Kolmogorov-Chentsov type theorem in Lemma 2.19 (with $d = 1$, $k = d$, $p = 4$, $\alpha = 1/2$, $D = [0, T]$ in the notation of Lemma 2.19) assure that there exist $(\mathbb{F}_t)_{t \in [0,T]}$-adapted stochastic processes with continuous sample paths $X^x: [0, T] \times \Omega \to \mathbb{R}^d$, $x \in \mathbb{R}^d$, which satisfy that for all $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that
\[
X^x_t = x + \int_0^t \mu(X^x_s) \, ds + \int_0^t \sigma(X^x_s) \, dW_s.
\]
Observe that (137) and Lemma 2.15 prove that for all $t \in [0, T]$, $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ it holds $\mathbb{P}$-a.s. that
\[
X^x_{t}^{\lambda x + y} + \lambda X^y_{t} = \lambda X^x_{t} + X^y_{t}.
\]
This implies that for all $t \in [0, T], v \in \mathbb{R}^d \setminus \{0\}$ it holds $\mathbb{P}$-a.s. that
\[
X^v_t = X^{\|v\|_{\mathbb{R}^d} X^{\|v\|_{\mathbb{R}^d}}_{t}} = \left( X^{\|v\|_{\mathbb{R}^d} x^{\|v\|_{\mathbb{R}^d}}_{t}} + \|v\|_{\mathbb{R}^d} X^0_{t} \right) - \|v\|_{\mathbb{R}^d} X^0_{t} = \left( \|v\|_{\mathbb{R}^d} X^{\|v\|_{\mathbb{R}^d}}_{t} + X^0_{t} \right) - \|v\|_{\mathbb{R}^d} X^0_{t} = \left( \|v\|_{\mathbb{R}^d} X^{\|v\|_{\mathbb{R}^d}}_{t} - X^0_{t} \right) + X^0_{t}.
\]
Combining this and \((138)\) (with \(t = t, x = y, y = x, \lambda = -1\) for \(t \in [0, T]\), \(x, y \in \mathbb{R}^d\) in the notation of \((138)\) implies that for all \(t \in [0, T], x, y \in \mathbb{R}^d\) with \(x \neq y\) it holds that

\[
\begin{align*}
(\mathbb{E}\left[\|X^x_t - X^y_t\|_{\mathbb{R}^d}^p\right])^{1/p} &= \left(\mathbb{E}\left[\|X^{x-y}_t - X^0_t\|_{\mathbb{R}^d}^p\right]\right)^{1/p} \\
&= \left(\mathbb{E}\left[\|x - y\|_{\mathbb{R}^d} \left(\frac{X^{x-y}_t}{\|x - y\|_{\mathbb{R}^d}} - X^0_t\right) + X^0_t - X^0_t\right]\right)^{1/p} \\
&= \left(\mathbb{E}\left[\|X^{x-y}_t\|_{\mathbb{R}^d} - X^0_t\right]\right)^{1/p} \|x - y\|_{\mathbb{R}^d}.
\end{align*}
\]

(140)

In addition, observe that \((134), (135), (137), \text{Proposition 2.14}\) (with \(d = d, m = d, p = p, T = T, m_1 = m, m_2 = m, s_1 = s, s_2 = s\) in the notation of \(2.14\)) and the triangle inequality assure that for all \(t \in [0, T]\) it holds that

\[
\begin{align*}
\sup_{v \in \mathbb{R}^d, \|v\|_{\mathbb{R}^d} = 1} (\mathbb{E}\left[\|X^v_t - X^0_t\|_{\mathbb{R}^d}^p\right])^{1/p} &\leq (\mathbb{E}\left[\|X^0_t\|_{\mathbb{R}^d}^p\right])^{1/p} + \sup_{v \in \mathbb{R}^d, \|v\|_{\mathbb{R}^d} = 1} (\mathbb{E}\left[\|X^v_t\|_{\mathbb{R}^d}^p\right])^{1/p} \\
&\leq \sqrt{2}(mT + sp\sqrt{T}) \exp \left(\left[m\sqrt{T} + sp\right]^2 T\right) \\
&+ \sup_{v \in \mathbb{R}^d, \|v\|_{\mathbb{R}^d} = 1} \sqrt{2}(\|v\| + mT + sp\sqrt{T}) \exp \left(\left[m\sqrt{T} + sp\right]^2 T\right) \\
&\leq 2\sqrt{2}(1 + mT + sp\sqrt{T}) \exp \left(\left[m\sqrt{T} + sp\right]^2 T\right).
\end{align*}
\]

(141)

This, \((136), (140)\), and the fact that for all \(n \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d), y = (y_1, y_2, \ldots, y_d) \in [-n, n]^d\) it holds that

\[
\begin{align*}
\|x - y\|_{\mathbb{R}^d} &= \|x - y\|_{\mathbb{R}^d}^{1/2} \|x - y\|_{\mathbb{R}^d}^{1/2} \\
&= \left[|x_1 - y_1|^2 + \ldots + |x_d - y_d|^2\right]^{1/2} \|x - y\|_{\mathbb{R}^d}^{1/2} \\
&\leq \left[d(2n)^2\right]^{1/2} \|x - y\|_{\mathbb{R}^d}^{1/2} \\
&= \left[2n\sqrt{d}\right]^{1/2} \|x - y\|_{\mathbb{R}^d}^{1/2} \leq 2dn \|x - y\|_{\mathbb{R}^d}^{1/2}
\end{align*}
\]

(142)
assure that for all \( t \in [0, T], n \in \mathbb{N}, x, y \in [-n, n]^d \) with \( x \neq y \) it holds that

\[
\left( \mathbb{E} \left[ \|X_t^x - X_t^y\|_{\mathbb{R}^d}^p \right] \right)^{1/p} = \left( \mathbb{E} \left[ \|X_t^x - X_t^0\|_{\mathbb{R}^d}^p \right] \right)^{1/p} \|x - y\|_{\mathbb{R}^d} \\
\leq \left[ \sup_{\nu \in \mathbb{R}^d, \|\nu\|_{\mathbb{R}^d} = 1} \left( \mathbb{E} \left[ \|X_t^\nu - X_t^0\|_{\mathbb{R}^d}^p \right] \right)^{1/p} \right] \|x - y\|_{\mathbb{R}^d} \\
\leq 2\sqrt{2}(1 + mT + sp\sqrt{T}) \exp \left( [m\sqrt{T} + sp]^2 T \right) \|x - y\|_{\mathbb{R}^d} \\
\leq 2\sqrt{2}(1 + mT + sp\sqrt{T}) \exp \left( [m\sqrt{T} + sp]^2 T \right) 2dn \|x - y\|_{\mathbb{R}^d}^{1/2} \\
= nC \|x - y\|_{\mathbb{R}^d}^{1/2}.
\]

Moreover, note that (137) and the triangle inequality imply that for all \( x \in \mathbb{R}^d, s, t \in [0, T] \) with \( s \leq t \) it holds that

\[
\left( \mathbb{E} \left[ \|X_t^x - X_s^x\|_{\mathbb{R}^d}^p \right] \right)^{1/p} \\
= \left( \mathbb{E} \left[ \|x + \int_s^t \mu(X_u^x) \, du + \int_s^t \sigma(X_u^x) \, dW_u - (x + \int_s^t \mu(X_u^x) \, du + \int_s^t \sigma(X_u^x) \, dW_u)\|_{\mathbb{R}^d}^p \right] \right)^{1/p} \\
= \left( \mathbb{E} \left[ \|\int_s^t \mu(X_u^x) \, du + \int_s^t \sigma(X_u^x) \, dW_u\|_{\mathbb{R}^d}^p \right] \right)^{1/p} \\
\leq \left( \mathbb{E} \left[ \|\int_s^t \mu(X_u^x) \, du\|_{\mathbb{R}^d}^p \right] \right)^{1/p} + \left( \mathbb{E} \left[ \|\int_s^t \sigma(X_u^x) \, dW_u\|_{\mathbb{R}^d}^p \right] \right)^{1/p}.
\]

Furthermore, observe that Lemma 2.12, Proposition 2.14, (134), and the fact that for all \( s, t \in [0, T] \) it holds that \( |t - s| = |t - s|^{1/2} |t - s|^{1/2} \leq \sqrt{T}|t - s|^{1/2} \).
ensure that for all $n \in \mathbb{N}$, $x \in [-n,n]^d$, $s,t \in [0,T]$ with $s \leq t$ it holds that

\[
\left( \mathbb{E} \left[ \left\| \int_s^t \mu(X_u^x) \, du \right\|^p \right] \right)^{1/p} \leq \left( \mathbb{E} \left[ \left\| \mu(X_u^x) \right\| du \right] \right)^{1/p} \leq \int_s^t \left( \mathbb{E} \left[ \left\| \mu(X_u^x) \right\|^p \right] \right)^{1/p} \, du \leq \int_s^t m \left( 1 + \left( \mathbb{E} \left[ \left\| \mu(X_u^x) \right\|^p \right] \right)^{1/p} \right) \, du
\]

(145)

\[
\leq \int_s^t m \left[ 1 + \sqrt{2} \left( \left\| x \right\| + mT + sp\sqrt{T} \right) \exp \left( [m\sqrt{T} + sp]^2 T \right) \right] \, du
\]

\[
= m \left[ 1 + \sqrt{2} \left( n\sqrt{d} + mT + sp\sqrt{T} \right) \exp \left( [m\sqrt{T} + sp]^2 T \right) \right] \left( t - s \right)
\]

\[
\leq m \left( 1 + \sqrt{2} \right) nd \left( 1 + mT + sp\sqrt{T} \right) \exp \left( [m\sqrt{T} + sp]^2 T \right) \left| t - s \right|
\]

\[
= \left( \frac{1 + \sqrt{2}}{4\sqrt{2}} \right) mnC |t - s| \leq mnC \sqrt{T} |t - s|^{1/2}.
\]

Moreover, note that the fact that for all $x \in \mathbb{R}^d$ it holds that $X^x : [0,T] \times \Omega \rightarrow \mathbb{R}^d$ is an $(\mathcal{F}_t)_{t \in [0,T]}$-adapted stochastic process with continuous sample paths, and (135) ensure that it holds $\mathbb{P}$-a.s. that

\[
\int_0^T \| \sigma(X_s^x) \|^2_{\text{HS}^2(\mathbb{R}^d,\mathbb{R}^d)} \, ds \leq T \sup_{s \in [0,T]} \left\| \sigma(X_s^x) \right\|^2_{\text{HS}^2(\mathbb{R}^d,\mathbb{R}^d)}
\]

\[
\leq T \left[ \sup_{s \in [0,T]} \left\| m^2 \left( 1 + \| X_s^x \|_{\mathbb{R}^d} \right)^2 \right\| \right] \leq 2Tm^2 \left( 1 + \sup_{s \in [0,T]} \| X_s^x \|^2_{\mathbb{R}^d} \right) < \infty.
\]

(146)

Lemma 2.13, Proposition 2.14, the fact that for all $x \in \mathbb{R}^d$ it holds that $X^x : [0,T] \times \Omega \rightarrow \mathbb{R}^d$ is an $(\mathcal{F}_t)_{t \in [0,T]}$-adapted stochastic process with continuous sample paths, and (135) hence demonstrate that for all $n \in \mathbb{N}$,
\[ x \in [-n, n]^d, \ s, t \in [0, T] \text{ with } s \leq t \text{ it holds that} \]

\[
\left( \mathbb{E} \left[ \| \int_s^t \sigma(X_u^x) \, dW_u \|_{\mathbb{R}^d}^p \right] \right)^{1/p} \\
\leq \left( \frac{p(p-1)}{2} \right)^{1/2} \left( \int_s^t \left( \mathbb{E} \left[ \| \sigma(X_u^x) \|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)}^p \right] \right)^{2/p} \, du \right)^{1/2} \\
\leq p \left( \int_s^t \left[ \left( \mathbb{E} \left[ \| \sigma(X_u^x) \|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)}^p \right] \right)^{2/p} \right] \, du \right)^{1/2} \\
\leq p \left( \int_s^t \left[ \mathbb{E} \left[ \| X_u^x \|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)}^p \right] \right] \, du \right)^{1/2} \\
\leq p^5 \left( \int_s^t 1^2 \, du \right)^{1/2} + \left( \int_s^t \left[ \mathbb{E} \left[ \| X_u^x \|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)}^p \right] \right] \, du \right)^{1/2} \\
\leq p^5 \left[ |t-s|^{1/2} \right.
\left. + \left( \int_s^t \left[ \sqrt{2} \left( \| x \| + mT + sp \sqrt{T} \right) \exp \left( \left[ m \sqrt{T} + sp \right]^2 T \right) \right] \, du \right)^{1/2} \right] \\
\leq p^5 |t-s|^{1/2} \left[ 1 + \sqrt{2} \left( n \sqrt{d} + mT + sp \sqrt{T} \right) \exp \left( \left[ m \sqrt{T} + sp \right]^2 T \right) \right] \\
\leq p^5 |t-s|^{1/2} \left( 1 + \sqrt{2} \right) n \sqrt{d} \left( 1 + mT + sp \sqrt{T} \right) \exp \left( \left[ m \sqrt{T} + sp \right]^2 T \right) \\
= p^5 n C |t-s|^{1/2} \left( \frac{1 + \sqrt{2}}{4 \sqrt{2} d} \right) \leq p^5 n C |t-s|^{1/2}. \tag{147} \]

Combining this with \((144)\) and \((145)\) establishes that for all \( n \in \mathbb{N}, \ x \in [-n, n]^d, \ s, t \in [0, T] \) it holds that

\[
\left( \mathbb{E} \left[ \| X_t^x - X_s^x \|_{\mathbb{R}^d}^p \right] \right)^{1/p} \leq mn C \sqrt{T} |t-s|^{1/2} + p^5 n C |t-s|^{1/2} \\
= n C (m \sqrt{T} + p^5) |t-s|^{1/2}. \tag{148} \]

Moreover, observe that the fact that for all \( a, b \in [0, \infty) \) it holds that \( a + b \leq \sqrt{2} (a^2 + b^2)^{1/2} \) ensures that for all \( a, b \in [0, \infty) \) it holds that

\[
\sqrt{a} + \sqrt{b} \leq \sqrt{2} (a + b)^{1/2} \leq \sqrt{2} \left( \sqrt{2} (a^2 + b^2)^{1/2} \right)^{1/2} \leq 2 \left( (a^2 + b^2)^{1/2} \right)^{1/2}. \tag{149} \]

This, \((143)\), and \((148)\) demonstrate that for all \( n \in \mathbb{N}, \ x, y \in [-n, n]^d, \)
In addition, note that (134), (135), and Proposition 2.14 assure that for all Lemma 2.19 (with notation of Lemma 2.19) and (151) hence prove that there exist stochastic

\[
\text{Hence, we obtain for all } n \in \mathbb{N} \text{ that }
\sup_{(x,t),(y,s) \in (\mathbb{R}^d \times [0,T]) \cap [-n,n]^d+1, (x,t) \not\in \{y,s\}} \left( \frac{\mathbb{E}\left[\left\|X^x_t - X^y_s\right\|_p^p\right]}{\left\|(x,t) - (y,s)\right\|_p^{1/2}} \right) < \infty.
\]

In addition, note that (134), (135), and Proposition 2.14 assure that for all \( n \in \mathbb{N} \) it holds that

\[
\sup_{(x,t) \in (\mathbb{R}^d \times [0,T]) \cap [-n,n]^d+1} \left[ \left( \mathbb{E}\left[\|X^x_t\|_p^p\right] \right)^{1/p} \right]
\]

\[
\leq \sup_{(x,t) \in (\mathbb{R}^d \times [0,T]) \cap [-n,n]^d+1} \left[ \sqrt{2} \left( \|x\| + mT + sp\sqrt{T} \right) \exp\left( [m\sqrt{T} + sp]^2 T \right) \right] < \infty.
\]

(152)

Lemma 2.19 (with \( d = d + 1, k = d, p = p, \alpha = 1/2, (\Omega, \mathcal{F}, \mathbb{P}) = (\Omega, \mathcal{F}, \mathbb{P}), D = \mathbb{R}^d \times [0,T], X = (\mathbb{R}^d \times [0,T]) \times \Omega \ni (x,t,\omega) \mapsto X^x_t(\omega) \in \mathbb{R}^d \) in the notation of Lemma 2.19) and (151) hence prove that there exist stochastic processes \( Y^x: [0,T] \times \Omega \to \mathbb{R}^d, x \in \mathbb{R}^d \), which satisfy

(I) that for all \( \omega \in \Omega \) it holds that

\[
(\mathbb{R}^d \times [0,T] \ni (x,t) \mapsto Y^x_t(\omega) \in \mathbb{R}^d) \in C(\mathbb{R}^d \times [0,T], \mathbb{R}^d)
\]

and

(153)
that for all $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds that
\[ \mathbb{P}(Y_t^x = X_t^x) = 1. \]  (154)

The fact that for all $x \in \mathbb{R}^d$ it holds that $X^x$ is an $(\mathbb{F}_t)_{t \in [0, T]}$-adapted stochastic process and Lemma 2.18 therefore ensure that for all $x \in \mathbb{R}^d$ it holds that $Y^x$ is an $(\mathbb{F}_t)_{t \in [0, T]}$-adapted stochastic process. Next note that (153), (154), and the fact that for all $x \in \mathbb{R}^d$ it holds that $X^x$ has continuous sample paths assure that for all $x \in \mathbb{R}^d$ it holds that
\[ \mathbb{P}(\forall t \in [0, T]: Y_t^x = X_t^x) = \mathbb{P}(\forall t \in [0, T] \cap \mathbb{Q}: Y_t^x = X_t^x) = 1. \]  (155)

Moreover, observe that (154) implies that for all $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that
\[ \int_0^t \mu(X^x_s) \, ds = \int_0^t \mu(Y^x_s) \, ds \quad \text{and} \quad \int_0^t \sigma(X^x_s) \, dW_s = \int_0^t \sigma(Y^x_s) \, dW_s. \]  (156)

Combining this, (154), and (137) ensures that for all $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that
\[ Y_t^x = X_t^x = x + \int_0^t \mu(X^x_s) \, ds + \int_0^t \sigma(X^x_s) \, dW_s = x + \int_0^t \mu(Y^x_s) \, ds + \int_0^t \sigma(Y^x_s) \, dW_s. \]  (157)

Next let $\Pi \subseteq \Omega$ be the set given by
\[ \Pi = \left\{ \forall x, y \in \mathbb{R}^d, \lambda \in \mathbb{R}, t \in [0, T]: Y_t^{\lambda x} + Y_t^0 = \lambda Y_t^x + Y_t^y \right\}. \]  (158)

Combining (130), (131), (153), (157), and (158) with Proposition 2.17 demonstrates that
\[ \Pi \in \mathcal{F} \quad \text{and} \quad \mathbb{P}(\Pi) = 1. \]  (159)

This proves that there exist unique stochastic processes $Z^x: [0, T] \times \Omega \to \mathbb{R}^d$, $x \in \mathbb{R}^d$, which satisfy for all $x \in \mathbb{R}^d$, $t \in [0, T]$, $\omega \in \Omega$ that
\[ Z_t^x(\omega) = \begin{cases} Y_t^x(\omega): & \omega \in \Pi \\ 0: & \omega \in \Omega \setminus \Pi. \end{cases} \]  (160)
Observe that (158) and (160) imply that for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R}, t \in [0, T], \omega \in \Pi \) it holds that

\[
Z_t^{\lambda x + y} (\omega) + \lambda Z_t^0 (\omega) = Y_t^{\lambda x + y} (\omega) + \lambda Y_t^0 (\omega) = \lambda Y_t^x (\omega) + Y_t^y (\omega) = \lambda Z_t^x (\omega) + Z_t^y (\omega). \tag{161}
\]

Moreover, note that (160) assures that for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R}, t \in [0, T], \omega \in \Omega \setminus \Pi \) it holds that

\[
Z_t^{\lambda x + y} (\omega) + \lambda Z_t^0 (\omega) = 0 + 0 = \lambda Z_t^x (\omega) + Z_t^y (\omega). \tag{162}
\]

Combining this with (161) demonstrates that for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R}, t \in [0, T], \omega \in \Omega \) it holds that

\[
Z_t^{\lambda x + y} (\omega) + \lambda Z_t^0 (\omega) = \lambda Z_t^x (\omega) + Z_t^y (\omega). \tag{163}
\]

Furthermore, observe that (160) ensures for all \( x \in \mathbb{R}^d \) that

\[
\Pi \subseteq \{ \forall t \in [0, T]: Z_t^x = Y_t^x \}. \tag{164}
\]

This and (159) show for all \( x \in \mathbb{R}^d \) that

\[
\mathbb{P} (\forall t \in [0, T]: Z_t^x = Y_t^x) = 1. \tag{165}
\]

The fact that for all \( x \in \mathbb{R}^d \) it holds that \( Y^x \) is an \((\mathbb{F}_t)_{t \in [0, T]}\)-adapted stochastic process with continuous sample paths, Lemma 2.18, and (160) therefore imply that for all \( x \in \mathbb{R}^d \) it holds that \( Z^x \) is an \((\mathbb{F}_t)_{t \in [0, T]}\)-adapted stochastic process with continuous sample paths. Combining this and (157) with (165) demonstrates that for all \( x \in \mathbb{R}^d, t \in [0, T] \) it holds \( \mathbb{P}\)-a.s. that

\[
Z_t^x = x + \int_0^t \mu (Z_s^x) \, ds + \int_0^t \sigma (Z_s^x) \, dW_s. \tag{166}
\]

This, (134), (135), and, e.g., Jentzen & Kloeden [42, Theorem 5.1] (with \( T = T, (\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]}) = (\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]}), H = \mathbb{R}^d, \| . \|_H = \| . \|_{\mathbb{R}^d}, U = \mathbb{R}^d, \| . \|_U = \| . \|_{\mathbb{R}^d}, Qv = v, (W_t)_{t \in [0, T]} = (W_t)_{t \in [0, T]}, D(A) = \mathbb{R}^d, Av = 0, \eta = 1, \alpha = 0, \delta = 0, F(v) = \mu(v), \beta = 0, B(v)u = \sigma(v)u, \gamma = 0, p = 2, \xi = (\Omega \ni \omega \mapsto x \in \mathbb{R}^d) \) for \( u, v, x \in \mathbb{R}^d \) in the notation of [42, Theorem 5.1]) (cf., e.g., Da Prato & Zabczyk [19, Item (i) in Theorem 7.4]
and Klenke [46, Theorem 26.8]) establish that for all $x \in \mathbb{R}^d$ and all $(\mathbb{F}_t)_{t \in [0,T]}$-adapted stochastic processes with continuous sample paths $V : [0,T] \times \Omega \to \mathbb{R}^d$ which satisfy that for all $t \in [0,T]$ it holds $\mathbb{P}$-a.s. that

$$V_t = x + \int_0^t \mu(V_s) \, ds + \int_0^t \sigma(V_s) \, dW_s \quad (167)$$

it holds that $\forall t \in [0,T] : \mathbb{P}(V_t = Z_t^t) = 1$. Lemma 2.16 hence demonstrates that for all $x \in \mathbb{R}^d$ and all $(\mathbb{F}_t)_{t \in [0,T]}$-adapted stochastic processes with continuous sample paths $V : [0,T] \times \Omega \to \mathbb{R}^d$ which satisfy that for all $t \in [0,T]$ it holds $\mathbb{P}$-a.s. that

$$V_t = x + \int_0^t \mu(V_s) \, ds + \int_0^t \sigma(V_s) \, dW_s \quad (168)$$

it holds that $\mathbb{P}(\forall t \in [0,T] : V_t = Z_t^t) = 1$. Combining this with (163) and (166) completes the proof of Proposition 2.20.

2.5 Viscosity solutions for partial differential equations

In this subsection we apply results on viscosity solutions for PDEs from the literature (cf., e.g., Crandall et al. [16], Crandall & Lions [17], and Hairer et al. [31, Subsections 4.3–4.4]) to establish in Proposition 2.22 and Corollary 2.23 the existence, uniqueness, and regularity results for viscosity solutions which we need for our proofs of the ANN approximation results. Our proof of Proposition 2.22 employs the following well-known result, Lemma 2.21, on the existence of a Lyapunov-type function for SDEs under the coercivity-type hypothesis in (169). For the sake of completeness we include in this subsection also a proof of Lemma 2.21.

Lemma 2.21. Let $d, m \in \mathbb{N}$, $p \in [4, \infty)$, let $\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be the $d$-dimensional Euclidean scalar product, let $\|\cdot\| : \mathbb{R}^d \to [0, \infty)$ be the $d$-dimensional Euclidean norm, let $\|\cdot\| : \mathbb{R}^{d \times m} \to [0, \infty)$ be the Hilbert-Schmidt norm on $\mathbb{R}^{d \times m}$, let $\mu : \mathbb{R}^d \to \mathbb{R}^d$ and $\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times m}$ be functions which satisfy that

$$\left[ \sup_{x \in \mathbb{R}^d} \frac{\langle x, \mu(x) \rangle}{1 + \|x\|^p} \right] + \left[ \sup_{x \in \mathbb{R}^d} \frac{\|\sigma(x)\|}{1 + \|x\|} \right] < \infty, \quad (169)$$

and let $V : \mathbb{R}^d \to \mathbb{R}$ be the function which satisfies for all $x \in \mathbb{R}^d$ that $V(x) = 1 + \|x\|^p$. Then
(i) it holds that \( V \in C^2(\mathbb{R}^d, (0, \infty)) \) and

(ii) there exists \( \rho \in (0, \infty) \) such that for all \( x \in \mathbb{R}^d \) it holds that

\[
\langle \mu(x), (\nabla V)(x) \rangle + \text{Trace}(\sigma(x)[\sigma(x)]^*(\text{Hess} \ V)(x)) \leq \rho V(x). \tag{170}
\]

**Proof of Lemma 2.21.** Throughout this proof let \( \mu_i : \mathbb{R}^d \to \mathbb{R}, \ i \in \{1, 2, \ldots, d\} \), and \( \sigma_{i,j} : \mathbb{R}^d \to \mathbb{R}, \ i \in \{1, 2, \ldots, d\}, \ j \in \{1, 2, \ldots, m\} \), satisfy for all \( x \in \mathbb{R}^d \) that \( \mu(x) = (\mu_i(x))_{i \in \{1, 2, \ldots, d\}} \) and \( \sigma(x) = (\sigma_{i,j}(x))_{i \in \{1, 2, \ldots, d\}, j \in \{1, 2, \ldots, m\}} \) and let \( c \in [0, \infty) \) satisfy for all \( x \in \mathbb{R}^d \) that

\[
\langle x, \mu(x) \rangle \leq c(1 + \|x\|^2) \quad \text{and} \quad |||\sigma(x)||| \leq c(1 + \|x\|). \tag{171}
\]

Note that the fact that for all \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d, \ i \in \{1, 2, \ldots, d\} \) it holds that \( V(x) = 1 + \left[ \sum_{i=1}^{d} |x_i|^2 \right]^{p/2} \) assures that for all \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d, \ i \in \{1, 2, \ldots, d\} \) it holds that

\[
\left( \frac{\partial}{\partial x_i} V \right)(x) = \frac{p}{2} \left[ \sum_{i=1}^{d} |x_i|^2 \right]^{p/2-1} 2x_i = p \|x\|^{p-2} x_i. \tag{172}
\]

This ensures that for all \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d, \ i, j \in \{1, 2, \ldots, d\} \) it holds that

\[
\left( \frac{\partial^2}{\partial x_i \partial x_j} V \right)(x) = \begin{cases} 
  p(p-2) \|x\|^{p-4} x_i x_j & : i \neq j \\
  p(p-2) \|x\|^{p-4} |x_i|^2 + p \|x\|^{p-2} & : i = j 
\end{cases} \tag{173}
\]

Combining this and (172) proves item [1]. Next observe that (172) and (173)
d, m ∈ \( \mathbb{N} \) and \( c \in \left[ 0, \infty \right) \), let \( \langle \cdot, \cdot \rangle: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the d-dimensional Euclidean scalar product, let \( \| \cdot \| : \mathbb{R}^d \to \left[ 0, \infty \right) \) be the d-dimensional Euclidean norm, let \( \| \cdot \| : \mathbb{R}^{d \times m} \to \left[ 0, \infty \right) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times m} \), let \( \varphi: \mathbb{R}^d \to \mathbb{R} \) be a continuous and at most polynomially growing function, and let \( \mu: \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma: \mathbb{R}^d \to \mathbb{R}^{d \times m} \) be functions which satisfy for all \( x, y \in \mathbb{R}^d \) that

\[
\langle x, \mu(x) \rangle \leq c(1 + \|x\|^2), \quad \|\sigma(x)\| \leq c(1 + \|x\|),
\]

where \( c \in \left[ 0, \infty \right) \) and \( d, m \in \mathbb{N} \). Let \( a \) be a continuous and at most polynomially growing function, and let \( \|\cdot\|_1, \|\cdot\|_2, \|\cdot\|_3 \) be norms. Let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the Euclidean scalar product, and let \( \|\cdot\| : \mathbb{R}^d \to \mathbb{R} \) be the Euclidean norm. Let \( \mu \in \mathbb{R}^d \) and \( \sigma \in \mathbb{R}^{d \times m} \) be functions which satisfy for all \( x \in \mathbb{R}^d \) that

\[
\mu(x) = \begin{cases}
\text{for } x \in \mathbb{R}^d,
\end{cases}
\]

such that \( \mu(x) \) is a continuous and at most polynomially growing function, and let \( \sigma \in \mathbb{R}^{d \times m} \) be a function which satisfies for all \( x \in \mathbb{R}^d \) that

\[
\|\sigma(x)\| \leq \|\cdot\|_2.
\]

This and (171) ensure that for all \( x \in \mathbb{R}^d \) it holds that

\[
\langle \mu(x), (\nabla V)(x) \rangle + \text{Trace}(\sigma(x)[\sigma(x)]^*(\text{Hess} V)(x))
\]

\[
\leq p \|x\|^{p-2} c(1 + \|x\|^2) + p(p-1) \|x\|^{p-2} c^2(1 + \|x\|)^2
\]

\[
= (pc + p(p-1)c^2) \|x\|^{p-2} + 2p(p-1)c^2 \|x\|^{p-1} + (pc + p(p-1)c^2) \|x\|^p
\]

\[
\leq (pc + p(p-1)c^2)(1 + \|x\|^p) + 2p(p-1)c^2(1 + \|x\|^p)
\]

\[
= (2pc + 4p(p-1)c^2)(1 + \|x\|^p) = (2pc + 4p(p-1)c^2)V(x).
\]

(174)

This establishes item (2). The proof of Lemma 2.21 is thus completed. \( \square \)

**Proposition 2.22** (Existence and uniqueness of viscosity solutions). Let \( d, m \in \mathbb{N} \), \( c \in \left[ 0, \infty \right) \), let \( \langle \cdot, \cdot \rangle: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the d-dimensional Euclidean scalar product, let \( \|\cdot\|: \mathbb{R}^d \to \left[ 0, \infty \right) \) be the d-dimensional Euclidean norm, let \( \|\cdot\|: \mathbb{R}^{d \times m} \to \left[ 0, \infty \right) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times m} \), let \( \varphi: \mathbb{R}^d \to \mathbb{R} \) be a continuous and at most polynomially growing function, and let \( \mu: \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma: \mathbb{R}^d \to \mathbb{R}^{d \times m} \) be functions which satisfy for all \( x, y \in \mathbb{R}^d \) that

\[
\langle x, \mu(x) \rangle \leq c(1 + \|x\|^2), \quad \|\sigma(x)\| \leq c(1 + \|x\|),
\]

(176)
Then

(i) there exists a continuous function \( u : [0, \infty) \times \mathbb{R}^d \to \mathbb{R} \) which satisfies for all \( x \in \mathbb{R}^d \) that \( u(0, x) = \varphi(x) \), which satisfies for all \( T \in (0, \infty) \) that

\[
\inf_{t \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u(t,x)|}{1 + \|x\|^p} < \infty,
\]

and which satisfies that \( u \big|_{(0,\infty) \times \mathbb{R}^d} \) is a viscosity solution of

\[
\left( \frac{\partial}{\partial t} u \right)(t, x) = \frac{1}{2} \text{Trace} \left( \sigma(x)[\sigma(x)]^*(\text{Hess}_x u)(t, x) \right) + \langle (\nabla_x u)(t, x), \mu(x) \rangle
\]

for \((t, x) \in (0, \infty) \times \mathbb{R}^d\),

(ii) for all \( T \in (0, \infty) \) it holds that \( u \big|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of

\[
\left( \frac{\partial}{\partial t} u \right)(t, x) = \frac{1}{2} \text{Trace} \left( \sigma(x)[\sigma(x)]^*(\text{Hess}_x u)(t, x) \right) + \langle (\nabla_x u)(t, x), \mu(x) \rangle
\]

for \((t, x) \in (0, T) \times \mathbb{R}^d\),

(iii) for all \( T \in (0, \infty) \) and all continuous functions \( v : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) which satisfy for all \( x \in \mathbb{R}^d \) that \( v(0, x) = \varphi(x) \), which satisfy that

\[
\inf_{t \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|v(t,x)|}{1 + \|x\|^p} < \infty,
\]

and which satisfy that \( v \big|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of

\[
\left( \frac{\partial}{\partial t} v \right)(t, x) = \frac{1}{2} \text{Trace} \left( \sigma(x)[\sigma(x)]^*(\text{Hess}_x v)(t, x) \right) + \langle (\nabla_x v)(t, x), \mu(x) \rangle
\]

for \((t, x) \in (0, T) \times \mathbb{R}^d\) it holds that \( v = u \big|_{(0,T) \times \mathbb{R}^d} \), and

(iv) for every \( T \in (0, \infty) \), \( x \in \mathbb{R}^d \), every filtered probability space \((\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0,T]})\) which fulfils the usual conditions, every standard \((\mathbb{F}_t)_{t \in [0,T]}\)-Brownian motion \( W : [0, T] \times \Omega \to \mathbb{R}^m \), and every \((\mathbb{F}_t)_{t \in [0,T]}\)-adapted stochastic process with continuous sample paths \( X : [0, T] \times \Omega \to \mathbb{R}^d \) which satisfies that for all \( t \in [0, T] \) it holds \( \mathbb{P}\)-a.s. that

\[
X_t = x + \int_0^t \mu(X_s) \, ds + \int_0^t \sigma(X_s) \, dW_s
\]

it holds that

\[
u(T, x) = \mathbb{E} \left[ \varphi(X_T) \right].
\]
Proof of Proposition 2.22. Throughout this proof let \( C_n \subseteq \mathbb{R}^d, n \in \mathbb{N} \), be the sets which satisfy for all \( n \in \mathbb{N} \) that \( C_n = \{ x \in \mathbb{R}^d : \| x \| > n \} \) and for every \( p \in (0, \infty) \) let \( V_p : \mathbb{R}^d \to (0, \infty) \) be the function which satisfies for all \( x \in \mathbb{R}^d \) that \( V_p(x) = 1 + \| x \|^p \). Note that the hypothesis that \( \varphi \) is a continuous and at most polynomially growing function, \( (176), (177) \), and Hairer et al. \[31\] Corollary 4.17 demonstrate that there exists a continuous function \( u : [0, \infty) \times \mathbb{R}^d \to \mathbb{R} \) which satisfies for all \( x \in \mathbb{R}^d \) that \( u(0, x) = \varphi(x) \), which satisfies for all \( T \in (0, \infty) \) that

\[
\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \| x \|^q} < \infty, \tag{183}
\]

and which satisfies that \( u|_{(0,\infty) \times \mathbb{R}^d} \) is a viscosity solution of

\[
(\frac{\partial}{\partial t}) u(t, x) = \frac{1}{2} \text{Trace} \left( \sigma(x)[\sigma(x)]^* (\text{Hess}_x u)(t, x) \right) + \langle (\nabla_x u)(t, x), \mu(x) \rangle \tag{184}
\]

for \((t, x) \in (0, \infty) \times \mathbb{R}^d\). This establishes items (i) \(\Rightarrow\) (ii). For the next step let \( T \in (0, \infty) \) and let \( v = (v(t, x))_{(t,x) \in [0,T] \times \mathbb{R}^d} : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) be a continuous function which satisfies for all \( x \in \mathbb{R}^d \) that \( v(0, x) = \varphi(x) \), which satisfies that

\[
\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|v(t, x)|}{1 + \| x \|^q} < \infty, \tag{185}
\]

and which satisfies that \( v|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of

\[
(\frac{\partial}{\partial t}) v(t, x) = \frac{1}{2} \text{Trace} \left( \sigma(x)[\sigma(x)]^* (\text{Hess}_x v)(t, x) \right) + \langle (\nabla_x v)(t, x), \mu(x) \rangle \tag{186}
\]

for \((t, x) \in (0, T) \times \mathbb{R}^d\). Observe that (183) and (185) show that

\[
\inf_{q \in [3, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \| x \|^q} < \infty \quad \text{and} \quad \inf_{q \in [3, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|v(t, x)|}{1 + \| x \|^q} < \infty. \tag{187}
\]

Therefore, we obtain that there exists \( p \in [3, \infty) \) such that

\[
\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \| x \|^p} < \infty \quad \text{and} \quad \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|v(t, x)|}{1 + \| x \|^p} < \infty. \tag{188}
\]

Next note that the fact that there exists \( r_0 > 0 \) such that the function

\[
([r_0, \infty) \ni r \mapsto \frac{1 + r^p}{1 + r^{p+1}})
\]

is monotonically decreasing ensures that there exists \( n_0 \in \mathbb{N} \) such that for all \( n \in \mathbb{N} \cap [n_0, \infty), x \in C_n \) it holds that

\[
\frac{1 + \| x \|^p}{1 + \| x \|^p+1} \leq \frac{1 + n_0^p}{1 + n_0^{p+1}}.
\]
Therefore, we obtain that for all \( w \in \{ u, v \} \) it holds that

\[
\lim_{n \to \infty} \sup_{(t,x) \in [0,T] \times C_n} \frac{|w(t,x)|}{V_{p+1}(x)} = \lim_{n \to \infty} \sup_{(t,x) \in [0,T] \times C_n} \left( \frac{|w(t,x)|}{1 + \|x\|^p} \right) \leq \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \lim_{n \to \infty} \sup_{(t,x) \in [0,T] \times C_n} \frac{1 + \|x\|^p}{1 + \|x\|^{p+1}}
\]

(189)

In addition, note that (176), the fact that \( p + 1 \in [4, \infty) \), and Lemma 2.21 (with \( d = d, m = m, p = p+1, \mu = \mu, \sigma = 2^{-1/2} \sigma, V = V_{p+1} \) in the notation of Lemma 2.21) prove that there exists \( \rho \in (0, \infty) \) such that for all \( x \in \mathbb{R}^d \) it holds that \( V_{p+1} \in C^2(\mathbb{R}^d, (0, \infty)) \) and

\[
\langle \mu(x), (\nabla V_{p+1})(x) \rangle + \frac{1}{2} \text{Trace} \left( \sigma(x) \sigma(x)^* (\text{Hess} V_{p+1})(x) \right) \leq \rho V_{p+1}(x).
\]

(190)

Combining this, (177), item (iii), the fact that for all \( x \in \mathbb{R}^d \) it holds that \( u(0, x) = \varphi(x) = v(0, x) \), (186), and (189) with Hairer et al. [31] Corollary 4.14] (with \( T = T, d = d, m = m, \rho = \rho, O = \mathbb{R}^d, \varphi = \varphi, v = 0, \mu = \mu, \sigma = 2^{-1/2} \sigma, V = V_{p+1} \) in the notation of Hairer et al. [31] Corollary 4.14]) establishes that \( v = u |_{[0,T] \times \mathbb{R}^d} \). This proves item (iii). It thus remains to prove item (iv). For this let \( T \in (0, \infty), x \in \mathbb{R}^d \), let \( (\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0,T]}) \) be a filtered probability space which fulfils the usual conditions, let \( W : [0, \infty) \times \Omega \to \mathbb{R}^m \) be a standard \( (\mathcal{F}_t)_{t \in [0,\infty)} \)-Brownian motion, and let \( X : [0, T] \times \Omega \to \mathbb{R}^d \) be an \((\mathcal{F}_t)_{t \in [0,T]}\)-adapted stochastic process with continuous sample paths which satisfies that for all \( t \in [0, T] \) it holds \( \mathbb{P}\text{-a.s. that} \)

\[
X_t = x + \int_0^t \mu(X_s) \, ds + \int_0^t \sigma(X_s) \, dW_s.
\]

(191)

Observe that (177) and Klenke [46] Theorem 26.8] assure that there exists an \((\mathcal{F}_t)_{t \in [0,\infty)}\)-adapted stochastic process with continuous sample paths \( Y : [0, \infty) \times \Omega \to \mathbb{R}^d \) which satisfies that for all \( t \in [0, \infty) \) it holds \( \mathbb{P}\text{-a.s. that} \)

\[
Y_t = x + \int_0^t \mu(Y_s) \, ds + \int_0^t \sigma(Y_s) \, dW_s.
\]

(192)
and \(P(\forall s \in [0, T] : Y_s = X_s) = 1\). This, item (i), and the Feynman-Kac formula in Hairer et al. [31, Corollary 4.17] demonstrate that
\[
    u(T, x) = \mathbb{E}[\varphi(Y_T)] = \mathbb{E}[\varphi(X_T)].
\]
This implies item (iv). The proof of Proposition 2.22 is thus completed. \(\square\)

**Corollary 2.23.** Let \(d, m \in \mathbb{N}, T \in (0, \infty), \) let \(\|\cdot\| : \mathbb{R}^d \to [0, \infty)\) be the \(d\)-dimensional Euclidean norm, let \(\varphi : \mathbb{R}^d \to \mathbb{R}\) be a continuous and at most polynomially growing function, and let \(\mu : \mathbb{R}^d \to \mathbb{R}\) and \(\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times m}\) be functions which satisfy for all \(x, y \in \mathbb{R}^d, \lambda \in \mathbb{R}\) that
\[
    \mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y)
\]
and
\[
    \sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y). \tag{194}
\]
Then

(i) there exists a unique continuous function \(u : [0, T] \times \mathbb{R}^d \to \mathbb{R}\) which satisfies that
\[
    \inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u(t,x)|}{1 + \|x\|^q} < \infty,
\]
which satisfies for all \(x \in \mathbb{R}^d\) that
\(u(0, x) = \varphi(x),\) and which satisfies that \(u|_{(0,T) \times \mathbb{R}^d}\) is a viscosity solution of
\[
    \left(\frac{\partial}{\partial t} u\right)(t, x) = \frac{1}{2} \text{Trace}\left(\sigma(x)\sigma(x)^\ast(\text{Hess}_x u)(t, x)\right) + \langle(\nabla_x u)(t, x), \mu(x)\rangle \tag{195}
\]
for \((t, x) \in (0, T) \times \mathbb{R}^d\) and

(ii) for every \(x \in \mathbb{R}^d,\) every filtered probability space \((\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0,T]}))\) which fulfils the usual conditions, every standard \((\mathbb{F}_t)_{t \in [0,T]}\)–Brownian motion \(W : [0, T] \times \Omega \to \mathbb{R}^m,\) and every \((\mathbb{F}_t)_{t \in [0,T]}\)–adapted stochastic process with continuous sample paths \(X : [0, T] \times \Omega \to \mathbb{R}^d\) which satisfies that for all \(t \in [0, T]\) it holds \(\mathbb{P}\text{-a.s. that } X_t = x + \int_0^t \mu(X_s) \, ds + \int_0^t \sigma(X_s) \, dW_s\) it holds that
\[
    u(T, x) = \mathbb{E}\left[\varphi(X_T)\right]. \tag{196}
\]

**Proof of Corollary 2.23.** Throughout this proof let \(\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}\) be the \(d\)-dimensional Euclidean scalar product and let \(\|\cdot\| : \mathbb{R}^{d \times m} \to [0, \infty)\) be the Hilbert-Schmidt norm on \(\mathbb{R}^{d \times m}\). Note that (194), Corollary 2.9 and
Corollary 2.10 assure that there exists \( \kappa \in (0, \infty) \) such that for all \( x, y \in \mathbb{R}^d \) it holds that
\[
\|\mu(x)\| + \|\sigma(x)\| \leq \kappa(1 + \|x\|) \quad (197)
\]
and
\[
\|\mu(x) - \mu(y)\| + \|\sigma(x) - \sigma(y)\| \leq \kappa \|x - y\|. \quad (198)
\]
This ensures that for all \( x \in \mathbb{R}^d \) it holds that
\[
\langle x, \mu(x) \rangle \leq \|x\| \|\mu(x)\| \leq \|x\| \kappa(1 + \|x\|) = \kappa(\|x\| + \|x\|^2)
\leq \kappa(1 + \|x\|^2 + \|x\|^2) \leq 2\kappa(1 + \|x\|^2). \quad (199)
\]
Combining this, the hypothesis that \( \varphi \) is a continuous function, and (197)–(198) with items (i)–(iii) in Proposition 2.22 (with \( d = d, m = m, c = 2\kappa, \varphi = \varphi, \mu = \mu, \sigma = \sigma \) in the notation of Proposition 2.22) proves item (i).
Moreover, note that item (iv) in Proposition 2.22 and item (i) establish item (ii). The proof of Corollary 2.23 is thus completed. \( \square \)

3 Artificial neural network approximations

3.1 Construction of a realization on the artificial probability space

In Theorem 3.14 in Subsection 3.6 below we establish that the number of required parameters of an ANN to approximate the solution of the Black-Scholes PDE grows at most polynomially in both the reciprocal of the prescribed approximation accuracy \( \varepsilon > 0 \) and the PDE dimension \( d \in \mathbb{N} \). An important ingredient in our proof of Theorem 3.14 is an artificial probability space on which we establish the existence of a suitable realization with the desired approximation properties. In this subsection we provide, roughly speaking, in the elementary result in Proposition 3.3 below on a very abstract level the argument for the existence of such a realization on the artificial probability space. Proposition 3.3 is an immediate consequence from the elementary result in Corollary 3.2 below. Corollary 3.2 in turn, follows from the following elementary lemma, Lemma 3.1.

Lemma 3.1. Let \( \varepsilon \in \mathbb{R}, \) let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, and let \( X : \Omega \to \mathbb{R} \) be a random variable which satisfies that \( \mathbb{P}(X > \varepsilon) = 1 \).

(i) it holds that \( \mathbb{E}[\max\{-X, 0\}] < \infty \) and
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(ii) it holds that $\mathbb{E}[X] > \varepsilon$.

Proof of Lemma 3.1. Observe that the hypothesis that $\mathbb{P}(X > \varepsilon) = 1$ establishes item (ii). Next note that the fact that

$$\{X > \varepsilon\} = \bigcup_{n \in \mathbb{N}} \{X \geq \varepsilon + \frac{1}{n}\},$$

(200)

the hypothesis that $\mathbb{P}(X > \varepsilon) = 1$, and the fact that $\mathbb{P}$ is continuous from below imply that

$$0 < 1 = \mathbb{P}(X > \varepsilon) = \mathbb{P}\left(\bigcup_{n \in \mathbb{N}} \{X \geq \varepsilon + \frac{1}{n}\}\right) = \lim_{n \to \infty} \mathbb{P}(X \geq \varepsilon + \frac{1}{n}).$$

(201)

Hence, we obtain that there exists $\delta \in (0, \infty)$ such that

$$\mathbb{P}(X \geq \varepsilon + \delta) > 0.$$  

(202)

The hypothesis that $\mathbb{P}(X > \varepsilon) = 1$ therefore ensures that

$$\mathbb{E}[X] = \mathbb{E}[X 1_{\{X \geq \varepsilon + \delta\}} + X 1_{\{X \in (\varepsilon, \varepsilon + \delta)\}}]$$

$$\geq \mathbb{E}[(\varepsilon + \delta) 1_{\{X \geq \varepsilon + \delta\}} + \varepsilon 1_{\{X \in (\varepsilon, \varepsilon + \delta)\}}]$$

$$= (\varepsilon + \delta) \mathbb{P}(X \geq \varepsilon + \delta) + \varepsilon \mathbb{P}(X \in (\varepsilon, \varepsilon + \delta))$$

$$= \delta \mathbb{P}(X \geq \varepsilon + \delta) + \varepsilon \mathbb{P}(X > \varepsilon)$$

$$= \delta \mathbb{P}(X \geq \varepsilon + \delta) + \varepsilon > \varepsilon.$$  

(203)

This establishes item (ii). The proof of Lemma 3.1 is thus completed. □

Corollary 3.2. Let $\varepsilon \in [0, \infty)$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and let $X : \Omega \to \mathbb{R}$ be a random variable which satisfies that $\mathbb{P}(|X| > \varepsilon) = 1$. Then it holds that

$$\mathbb{E}[|X|] > \varepsilon.$$  

(204)

Proof of Corollary 3.2. Note that item (ii) in Lemma 3.1 (with $\varepsilon = \varepsilon$, $X = |X|$ in the notation of Lemma 2.11) ensures that $\mathbb{E}[|X|] > \varepsilon$. The proof of Corollary 3.2 is thus completed. □

Proposition 3.3. Let $\varepsilon \in [0, \infty)$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and let $X : \Omega \to \mathbb{R}$ be a random variable which satisfies that

$$\mathbb{E}[|X|] \leq \varepsilon.$$  

(205)

Then it holds that $\mathbb{P}(|X| \leq \varepsilon) > 0$. 48
Proof of Proposition 3.3. Note that Corollary 3.2 and (205) ensure that \( \mathbb{P}(|X| > \varepsilon) < 1 \). Therefore, we obtain that

\[
\mathbb{P}(|X| \leq \varepsilon) = 1 - \mathbb{P}(|X| > \varepsilon) > 0.
\] (206)

The proof of Proposition 3.3 is thus completed. \( \Box \)

3.2 Approximation error estimates

Proposition 3.4. Let \( d, n \in \mathbb{N}, p \in [2, \infty), T \in (0, \infty), c, \varepsilon, L \in [0, \infty), v, w \in [1/p, \infty), \) let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the \( d \)-dimensional Euclidean scalar product, let \( \| \cdot \| : \mathbb{R}^d \to [0, \infty) \) be the \( d \)-dimensional Euclidean norm, let \( ||| \cdot ||| : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times d} \), let \( \nu : \mathcal{B}^{(\mathbb{R}^d)} \to [0, 1] \) be a probability measure, let \( \phi : \mathbb{R}^d \to \mathbb{R} \) be a continuous function, let \( \varphi : \mathbb{R}^d \to \mathbb{R} \) be a \( \mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R}) \)-measurable function which satisfies for all \( x \in \mathbb{R}^d \) that

\[
|\phi(x)| \leq c (1 + \|x\|^v) \quad \text{and} \quad |\varphi(x) - \phi(x)| \leq \varepsilon (1 + \|x\|^w),
\] (207)

and let \( \mu : \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) be functions which satisfy for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) that

\[
\mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y),
\] (208)

\[
\sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y),
\] (209)

and \( \|\mu(x)\| + \||\sigma(x)\|| \leq L(1 + \|x\|) \). Then

(i) there exists a unique continuous function \( u : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) which satisfies that \( \inf_{q \in (0, \infty)} \sup_{(t,x) \in [0, T] \times \mathbb{R}^d} \frac{|u(t,x)|}{1 + \|x\|^q} < \infty \), which satisfies for all \( x \in \mathbb{R}^d \) that \( u(0, x) = \varphi(x) \), and which satisfies that \( u|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of

\[
\left( \frac{\partial}{\partial t} u \right)(t, x) = \frac{1}{2} \text{Trace} \left( \sigma(x)[\sigma(x)]^* \left( \text{Hess}_x u \right)(t, x) \right) + \langle (\nabla_x u)(t, x), \mu(x) \rangle
\] (210)

for \( (t, x) \in (0, T) \times \mathbb{R}^d \) and

49
(ii) there exist $A_1, A_2, \ldots, A_n \in \mathbb{R}^{d \times d}$, $b_1, b_2, \ldots, b_n \in \mathbb{R}^d$ such that

$$
\left[ \int_{\mathbb{R}^d} |u(T, x) - \frac{1}{n} [\sum_{i=1}^n \phi(A_i x + b_i)]|^p \nu(dx) \right]^{1/p} \leq \varepsilon \left( 1 + 2^{w/2} \exp\left[ \sqrt{T} + \max\{2, w\} \right]^2 L^2 Tw \right)
\cdot \left[ L(T + \max\{2, w\} \sqrt{T}) + \left[ \int_{\mathbb{R}^d} \|x\|^p \nu(dx) \right]^{1/(wp)} \right]^{w} \right)
+ n^{-1/2} c (p - 1)^{1/2} \left[ L(T + \max\{2, vp\} \sqrt{T}) + \left[ \int_{\mathbb{R}^d} \|x\|^p \nu(dx) \right]^{1/(vp)} \right]^{v} \right).
$$

(211)

**Proof of Proposition 3.4.** Throughout this proof let $e_j \in \mathbb{R}^d$, $j \in \{1, 2, \ldots, d\}$, be given by $e_1 = (1, 0, \ldots, 0)$, $e_2 = (0, 1, 0, \ldots, 0)$, \ldots, $e_d = (0, \ldots, 0, 1)$, let $m: (0, \infty) \to [2, \infty)$ be the function which satisfies for all $z \in (0, \infty)$ that $m(z) = \max\{2, z\}$, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]})$ be a filtered probability space which fulfills the usual conditions, let $W^i: [0, T] \times \Omega \to \mathbb{R}^d$, $i \in \mathbb{N}$, be independent standard $(\mathbb{F}_t)_{t \in [0, T]}$-Brownian motions, let $X^{i,x}_t: [0, T] \times \Omega \to \mathbb{R}^d$, $i \in \mathbb{N}$, $x \in \mathbb{R}^d$, be $(\mathbb{F}_t)_{t \in [0, T]}$-adapted stochastic processes with continuous sample paths which satisfy that for all $i \in \mathbb{N}$, $x \in \mathbb{R}^d$, $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that

$$
X^{i,x}_t = x + \int_0^t \mu(X^{i,x}_s) \, ds + \int_0^t \sigma(X^{i,x}_s) \, dW^j_s
$$

(212)

and that for all $i \in \mathbb{N}$, $t \in [0, T]$, $\omega \in \Omega$, $\lambda \in \mathbb{R}$, $x, y \in \mathbb{R}^d$ it holds that

$$
X^{i,\lambda x+y}_t(\omega) + \lambda X^{i,0}_t(\omega) = \lambda X^{i,x}_t(\omega) + X^{i,y}_t(\omega)
$$

(213)

(cf. Proposition 2.20), and let $\mathcal{A}_i: \Omega \to \mathbb{R}^{d \times d}$, $i \in \mathbb{N}$, and $\mathcal{B}_i: \Omega \to \mathbb{R}^d$, $i \in \mathbb{N}$, be the random variables which satisfy that for all $i \in \mathbb{N}$, $\omega \in \Omega$ it holds that $\mathcal{B}_i(\omega) = X^{i,0}_T(\omega)$ and

$$
\mathcal{A}_i(\omega)
$$
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\[
= \left( X_T^{i,e_1}(\omega) - X_T^{i,0}(\omega) \right) \left( X_T^{i,e_2}(\omega) - X_T^{i,0}(\omega) \right) \cdots \left( X_T^{i,e_d}(\omega) - X_T^{i,0}(\omega) \right).
\]  

(214)

Observe that (207) assures for all \(x \in \mathbb{R}^d\) that
\[
|\varphi(x)| \leq |\phi(x)| + |\varphi(x) - \phi(x)| \leq c(1 + \|x\|^\gamma) + \varepsilon(1 + \|x\|^\gamma)
\leq c(2 + \|x\|^{\max\{\nu, \omega\}}) + \varepsilon(2 + \|x\|^{\max\{\nu, \omega\}})
\leq 2(c + \varepsilon)(1 + \|x\|^{\max\{\nu, \omega\}}).
\]  

(215)

Therefore, we obtain that \(\varphi\) is an at most polynomially growing function. This, (208), (209), and item (i) in Corollary 2.23 (with \(d = d, m = d, T = T, \varphi = \varphi, \mu = \mu, \sigma = \sigma\) in the notation of Corollary 2.23) demonstrate that there exists a unique continuous function \(u: [0, T] \times \mathbb{R}^d \to \mathbb{R}\) which satisfies for all \(x \in \mathbb{R}^d\) that \(u(0, x) = \varphi(x)\), which satisfies that
\[
\inf_{q \in (0, \infty)} \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \|x\|^q} < \infty,
\]
and which satisfies that \(u|_{(0, T) \times \mathbb{R}^d}\) is a viscosity solution of
\[
\left( \frac{\partial}{\partial t} u \right)(t, x) = \frac{1}{2} \text{Trace} \left( \sigma(x)[\sigma(x)]^* (\text{Hess}_x u)(t, x) \right) + \langle (\nabla_x u)(t, x), \mu(x) \rangle
\]
for \((t, x) \in (0, T) \times \mathbb{R}^d\). This proves item (i). Moreover, note that item (ii) in Corollary 2.23 item (i), and (212) establish that for all \(x \in \mathbb{R}^d\) it holds that
\[
u(T, x) = \mathbb{E} \left[ \varphi(X_T^{1,x}) \right].
\]  

(217)

Moreover, note that (213), (214), and Lemma 2.7 demonstrate that for all \(i \in \mathbb{N}, x \in \mathbb{R}^d, \omega \in \Omega\) it holds that
\[
X_T^{i,x}(\omega) = \mathcal{A}_i(\omega)x + \mathcal{B}_i(\omega).
\]  

(218)

This ensures that for all \(i \in \mathbb{N}, \omega \in \Omega\) it holds that the function
\[
\mathbb{R}^d \ni x \mapsto X_T^{i,x}(\omega) \in \mathbb{R}^d
\]  

(219)

is continuous. Combining this and the fact that for all \(i \in \mathbb{N}, x \in \mathbb{R}^d\) it holds that \(X_T^{i,x}: \Omega \to \mathbb{R}^d\) is \(\mathcal{F}/\mathcal{B}(\mathbb{R}^d)\)-measurable with Beck et al. [4, Lemma 2.4] establishes that for all \(i \in \mathbb{N}\) it holds that the function
\[
\mathbb{R}^d \times \Omega \ni (x, \omega) \mapsto X_T^{i,x}(\omega) \in \mathbb{R}^d
\]  

(220)
is \((B(\mathbb{R}^d) \otimes \mathcal{F})/B(\mathbb{R}^d)\)-measurable. This, (207), and the triangle inequality assure that for all \(x \in \mathbb{R}^d\) it holds that

\[
\left[ \int_{\mathbb{R}^d} \left| \mathbb{E} \left[ \phi(X_T^{1,x}) \right] - \mathbb{E} \left[ \phi(X_T^{1,x}) \right] \right|^p \nu(dx) \right]^{1/p} \\
= \left[ \int_{\mathbb{R}^d} \left( \mathbb{E} \left[ \left| \phi(X_T^{1,x}) - \phi(X_T^{1,x}) \right| \right] \right)^p \nu(dx) \right]^{1/p} \\
\leq \left[ \int_{\mathbb{R}^d} \left( \mathbb{E} \left[ \left| \phi(X_T^{1,x}) - \phi(X_T^{1,x}) \right| \right] \right)^p \nu(dx) \right]^{1/p} \\
\leq \left[ \int_{\mathbb{R}^d} \left( \mathbb{E} \left[ \left| \phi(X_T^{1,x}) - \phi(X_T^{1,x}) \right| \right] \right)^p \nu(dx) \right]^{1/p} \\
= \mathbb{E} \left[ \left( \mathbb{E} \left[ \left| \phi(X_T^{1,x}) - \phi(X_T^{1,x}) \right| \right] \right)^p \nu(dx) \right]^{1/p} \\
\leq \mathbb{E} \left( 1 + \left[ \int_{\mathbb{R}^d} \left( \mathbb{E} \left[ \left| \phi(X_T^{1,x}) - \phi(X_T^{1,x}) \right| \right] \right)^p \nu(dx) \right]^{1/p} \right).
\]

Furthermore, observe that Jensen’s inequality, the hypothesis that for all \(x \in \mathbb{R}^d\) it holds that

\[
\left\| \mu(x) \right\| + \left\| \sigma(x) \right\| \leq L \left( 1 + \left\| x \right\| \right),
\]

and Proposition 2.14 (with \(d = d, p = m(z), m_1 = m_2 = s_1 = s_2 = L, T = T, \xi = x, \mu = \mu, \sigma = \sigma\) for \(z \in (0, \infty), x \in \mathbb{R}^d\) in the notation of Proposition 2.14) prove that for all \(x \in \mathbb{R}^d, z \in (0, \infty)\) it holds that

\[
\mathbb{E} \left[ \left\| X_T^{1,x} \right\| \right] = \mathbb{E} \left[ \left\| X_T^{1,x} \right\| \right]^{s/m(z)} \leq \left( \mathbb{E} \left[ \left\| X_T^{1,x} \right\| \right] \right)^{s/m(z)} \\
\leq \left( \sqrt{2} \left( \left\| x \right\| + LT + Lm(z) \sqrt{T} \right) \exp \left( \left[ L \sqrt{T} + Lm(z) \right]^2 T \right) \right)^z \\
= 2^{z/2} \left( \left\| x \right\| + L \left( T + m(z) \sqrt{T} \right) \right) \exp \left( \left[ \sqrt{T} + m(z) \right] L^2 Tz \right).
\]

The fact that \(wp \geq 1\) and the triangle inequality hence prove that for all
for all \( x \in \mathbb{R}^d \) it holds that

\[
\left[ \int_{\mathbb{R}^d} \left( E \left[ \| X_{1,x}^T \| \right] \right)^p \nu(dx) \right]^{1/p} \leq \left[ \int_{\mathbb{R}^d} \left( 2^{w/2} \left[ \| x \| + L(T + m(w)\sqrt{T}) \right]^w \right. \right.
\]

\[
\cdot \exp \left( \left[ \sqrt{T} + m(w) \right]^2 L^2 T \right)^p \nu(dx) \right]^{1/p} \leq 2^{w/2} \exp \left( \left[ \sqrt{T} + m(w) \right]^2 L^2 T \right)
\]

\[
\cdot \left[ \int_{\mathbb{R}^d} \left[ \| x \|^{wp} \nu(dx) \right]^{1/(wp)} \right]^{w} \leq 2^{w/2} \exp \left( \left[ \sqrt{T} + m(w) \right]^2 L^2 T \right)
\]

\[
\cdot \left[ \int_{\mathbb{R}^d} \| x \|^{wp} \nu(dx) \right]^{1/(wp)} + L(T + m(w)\sqrt{T}) \right]^{w}.
\]

Combining this and \( (221) \) demonstrates that for all \( x \in \mathbb{R}^d \) it holds that

\[
\left[ \int_{\mathbb{R}^d} \left| E \left[ \phi(X_{1,x}^{1,x}) \right] - E \left[ \phi(X_{1,x}^{1,x}) \right] \right|^p \nu(dx) \right]^{1/p} \leq \varepsilon \left( 1 + 2^{w/2} \exp \left( \left[ \sqrt{T} + m(w) \right]^2 L^2 T \right) \right)
\]

\[
\cdot \left[ \int_{\mathbb{R}^d} \| x \|^{wp} \nu(dx) \right]^{1/(wp)} + L(T + m(w)\sqrt{T}) \right]^{w}. \tag{224}
\]

Moreover, observe that the fact that \( W^i \colon [0,T] \times \Omega \to \mathbb{R}^d \), \( i \in \mathbb{N} \), are independent Brownian motions ensures for every \( x \in \mathbb{R}^d \) that \( X_{i,x}^{i,x} \colon \Omega \to \mathbb{R}^d \), \( i \in \mathbb{N} \), are i.i.d. random variables (cf., e.g., Beck et al. \cite{BW12}, Theorem 2.8) and Klenke \cite{Klenke}* Theorem 15.8). Combining this, \( (207) \), \( (222) \), and the hypothesis that \( \phi \colon \mathbb{R}^d \to \mathbb{R} \) is a \( \mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R}) \)-measurable function proves for every \( x \in \mathbb{R}^d \) that \( \phi(X_{i,x}^{i,x}) \colon \Omega \to \mathbb{R} \), \( i \in \{1,2,\ldots,n\} \), are i.i.d. random variables which satisfy for every \( x \in \mathbb{R}^d \) that

\[
E\left[ \| \phi(X_{i,x}^{i,x}) \| \right] \leq c \left( 1 + E\left[ \| X_{i,x}^{i,x} \| \right] \right) < \infty. \tag{225}
\]
This, Hölder’s inequality, Fubini’s theorem, and Corollary 2.5 demonstrate that

$$\mathbb{E}\left[\left(\int_{\mathbb{R}^d} |\mathbb{E}\left[\phi(X_{1,x}^x)\right] - \frac{1}{n} \sum_{i=1}^{n} \phi(X_{i,x}^x)|^p \nu(dx)\right)^{\frac{1}{p}}\right]$$

$$\leq \left(\mathbb{E}\left[\int_{\mathbb{R}^d} |\mathbb{E}\left[\phi(X_{1,x}^x)\right] - \frac{1}{n} \sum_{i=1}^{n} \phi(X_{i,x}^x)|^p \nu(dx)\right]\right)^{\frac{1}{p}}$$

$$= \left(\int_{\mathbb{R}^d} \mathbb{E}\left[|\mathbb{E}\left[\phi(X_{1,x}^x)\right] - \frac{1}{n} \sum_{i=1}^{n} \phi(X_{i,x}^x)|^p \nu(dx)\right]\right)^{\frac{1}{p}}$$

(226)

$$\leq \left(\int_{\mathbb{R}^d} \frac{2(p-1)^{1/2}}{n^{1/2}} \mathbb{E}\left[|\phi(X_{1,x}^x) - \mathbb{E}[\phi(X_{1,x}^x)]|^p \nu(dx)\right]\right)^{\frac{1}{p}}$$

$$= \frac{2(p-1)^{1/2}}{n^{1/2}} \left(\int_{\mathbb{R}^d} \mathbb{E}\left[|\phi(X_{1,x}^x) - \mathbb{E}[\phi(X_{1,x}^x)]|^p \nu(dx)\right]\right)^{\frac{1}{p}}.$$

Moreover, observe that Hölder’s inequality demonstrates that for all $x \in \mathbb{R}^d$ it holds that

$$\mathbb{E}\left[|\mathbb{E}[\phi(X_{1,x}^x)]|^p\right] = |\mathbb{E}[\phi(X_{1,x}^x)]|^p \leq \mathbb{E}\left[|\phi(X_{1,x}^x)|^p\right].$$

(227)

The triangle inequality, Hölder’s inequality, (207), and (226) hence imply
that

\[
\mathbb{E} \left[ \left( \int_{\mathbb{R}^d} \mathbb{E} \left[ \left| \phi(X_{T}^{1,x}) \right|^p \nu(dx) \right] \right)^{1/p} \right]
\leq \frac{2(p - 1)^{1/2}}{n^{1/2}} \left[ \left( \int_{\mathbb{R}^d} \mathbb{E} \left[ \left| \phi(X_{T}^{1,x}) \right|^p \nu(dx) \right] \right)^{1/p} + \left( \int_{\mathbb{R}^d} \mathbb{E} \left[ \left| \phi(X_{T}^{1,x}) \right|^p \nu(dx) \right] \right)^{1/p} \right]
\leq \frac{4(p - 1)^{1/2}}{n^{1/2}} \left( \int_{\mathbb{R}^d} \mathbb{E} \left[ \left| \phi(X_{T}^{1,x}) \right|^p \nu(dx) \right] \right)^{1/p}
\leq \frac{4(p - 1)^{1/2}}{n^{1/2}} \left( \int_{\mathbb{R}^d} \mathbb{E} \left[ \left| c(1 + \|X_{T}^{1,x}\|^p) \right|^p \nu(dx) \right] \right)^{1/p}
= \frac{4c(p - 1)^{1/2}}{n^{1/2}} \left( \int_{\mathbb{R}^d} \mathbb{E} \left[ \left| (1 + \|X_{T}^{1,x}\|^p) \right|^p \nu(dx) \right] \right)^{1/p}
\leq \frac{4c(p - 1)^{1/2}}{n^{1/2}} \left( 1 + \left( \int_{\mathbb{R}^d} \mathbb{E} \left[ \left| X_{T}^{1,x}\|^p \nu(dx) \right] \right) \right)^{1/p}).
\]

(228)
This, (222), the triangle inequality, and the fact that $v p \geq 1$ assure that

$$
\mathbb{E} \left[ \int_{\mathbb{R}^d} \left| \mathbb{E} \left[ \phi(X_T^1) \right] - \frac{1}{n} \sum_{i=1}^{n} \phi(X_T^i) \right|^p \nu(dx) \right]^{1/p}
\leq \frac{4c(p-1)^{1/2}}{n^{1/2}} \left(1 + \int_{\mathbb{R}^d} 2^{(vp)/2} \left[ \|x\| + L(T + m(vp)\sqrt{T}) \right] \nu(dx) \right)^{vp}
\cdot \exp \left( \left[ \sqrt{T} + m(vp) \right]^2 L^2 T v \right)^{1/p}
= \frac{4c(p-1)^{1/2}}{n^{1/2}} \left(1 + 2^{v/2} \exp \left( \left[ \sqrt{T} + m(vp) \right]^2 L^2 T v \right) \right)
\cdot \left( \int_{\mathbb{R}^d} \|x\|^{vp} \nu(dx) \right)^{1/(vp)} + L(T + m(vp)\sqrt{T})^{1/2}.
$$

Proposition 3.3 hence demonstrates that there exists $\omega \in \Omega$ such that

$$
\left[ \int_{\mathbb{R}^d} \left| \mathbb{E} \left[ \phi(X_T^1) \right] - \frac{1}{n} \sum_{i=1}^{n} \phi(X_T^i(\omega)) \right|^p \nu(dx) \right]^{1/p}
\leq \frac{4c(p-1)^{1/2}}{n^{1/2}} \left(1 + 2^{v/2} \exp \left( \left[ \sqrt{T} + m(vp) \right]^2 L^2 T v \right) \right)
\cdot \left( \int_{\mathbb{R}^d} \|x\|^{vp} \nu(dx) \right)^{1/(vp)} + L(T + m(vp)\sqrt{T})^{1/2}.
$$

Combining this, the triangle inequality, (217), (218), and (224) establishes
that
\[
\left[ \int_{\mathbb{R}^d} \left| u(T, x) - \frac{1}{n} \left[ \sum_{i=1}^n \phi(x_i^1(x)) \right] \nu(dx) \right|^p \right]^{1/p} 
\]
\[
= \left[ \int_{\mathbb{R}^d} \left| \mathbb{E}[\phi(X^1_{T,x})] - \frac{1}{n} \left[ \sum_{i=1}^n \phi(X^1_{T,x}(\omega)) \right] \right|^p \nu(dx) \right]^{1/p} 
\]
\[
\leq \left[ \int_{\mathbb{R}^d} \left| \mathbb{E}[\phi(X^1_{T,x})] - \mathbb{E}[\phi(X^1_{T,x})] \right|^p \nu(dx) \right]^{1/p} 
\]
\[
+ \left[ \int_{\mathbb{R}^d} \left| \phi(X^1_{T,x}) - \frac{1}{n} \left[ \sum_{i=1}^n \phi(X^1_{T,x}(\omega)) \right] \right|^p \nu(dx) \right]^{1/p} 
\]
\[
\leq \varepsilon \left( 1 + 2\varepsilon^{1/2} \exp(\left[ \sqrt{T} + m(w) \right]^2 L^2 T) \right) \times \left[ \int_{\mathbb{R}^d} \left| x \right|^{wp} \nu(dx) \right]^{1/(wp)} + L(T + m(w)\sqrt{T}) \right)^w 
\]
\[
+ \frac{4c(p-1)^{1/2}}{n^{1/2}} \left( 1 + 2\varepsilon^{1/2} \exp(\left[ \sqrt{T} + m(vp) \right]^2 L^2 T) \right) \times \left[ \int_{\mathbb{R}^d} \left| x \right|^{vp} \nu(dx) \right]^{1/(vp)} + L(T + m(vp)\sqrt{T}) \right)^v .
\]

The proof of Proposition 3.4 is thus completed. \qed

**Corollary 3.5.** Let \( d, n \in \mathbb{N} \), \( T \in (0, \infty) \), \( \varepsilon, c, L, C \in [0, \infty) \), \( v, p \in [2, \infty) \), let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) be the d-dimensional Euclidean scalar product, let \( \left\| \cdot \right\| : \mathbb{R}^d \rightarrow [0, \infty) \) be the d-dimensional Euclidean norm, let \( \left\| \cdot \right\| : \mathbb{R}^{d \times d} \rightarrow [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times d} \), let \( \nu : \mathcal{B}(\mathbb{R}^d) \rightarrow [0, 1] \) be a probability measure, assume that

\[
C = (p-1)^{1/2} \exp\left( 3v(1 + L^2 T(\sqrt{T} + v)^2) \right) \left( 1 + \left[ \int_{\mathbb{R}^d} \left| x \right|^{vp} \nu(dx) \right]^{1/p} \right),
\]

let \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \) be a continuous function, let \( \phi : \mathbb{R}^d \rightarrow \mathbb{R} \) be a \( \mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R}) \)-measurable function which satisfies for all \( x \in \mathbb{R}^d \) that

\[
\left| \phi(x) \right| \leq c \left( 1 + \left| x \right|^v \right) \quad \text{and} \quad \left| \varphi(x) - \phi(x) \right| \leq \varepsilon \left( 1 + \left| x \right|^v \right),
\]

and let \( \mu : \mathbb{R}^d \rightarrow \mathbb{R}^d \) and \( \sigma : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d} \) be functions which satisfy for all \( x, y \in \mathbb{R}^d \), \( \lambda \in \mathbb{R} \) that

\[
\mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y),
\]
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\[ \sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y), \] 

and \[ \|\mu(x)\| + \|\sigma(x)\| \leq L(1 + \|x\|). \] Then

(i) there exists a unique continuous function \( u: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) which satisfies that \( \inf_{\varphi \in (0, \infty)} \sup_{(t,x) \in [0, T] \times \mathbb{R}^d} \frac{|u(t,x)|}{1 + \|x\|} < \infty \), which satisfies for all \( x \in \mathbb{R}^d \) that \( u(0, x) = \varphi(x) \), and which satisfies that \( u|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of

\[
(\frac{\partial}{\partial t})u(t, x) = \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^{*}(\text{Hess}_x u)(t, x)) + \langle (\nabla_x u)(t, x), \mu(x) \rangle \tag{236}
\]

for \((t, x) \in (0, T) \times \mathbb{R}^d\) and

(ii) there exist \( A_1, A_2, \ldots, A_n \in \mathbb{R}^{d \times d}, b_1, b_2, \ldots, b_n \in \mathbb{R}^d \) such that

\[
\left[ \int_{\mathbb{R}^d} \left| u(T, x) - \frac{1}{n} \left[ \sum_{i=1}^{n} \phi(A_i x + b_i) \right] \right|^p \nu(dx) \right]^{1/p} \leq (\varepsilon + n^{-1/2} c)C. \tag{237}
\]

Proof of Corollary 3.5. Throughout this proof let \( r \in (0, \infty) \) be given by \( r = L \sqrt{T \log(\frac{1}{\varepsilon})} \). Note that (233) implies that \( \varphi \) is an at most polynomially growing function. Combining this, (234), and (235) with item (i) in Corollary 2.23 (with \( d = d, m = m, T = T, \varphi = \varphi, \mu = \mu, \sigma = \sigma \) in the notation of Corollary 2.23) demonstrates that there exists a unique continuous function \( u: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) which satisfies for all \( x \in \mathbb{R}^d \) that \( u(0, x) = \varphi(x) \), which satisfies that \( \inf_{\varphi \in (0, \infty)} \sup_{(t,x) \in [0, T] \times \mathbb{R}^d} \frac{|u(t,x)|}{1 + \|x\|} < \infty \), and which satisfies that \( u|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of

\[
(\frac{\partial}{\partial t})u(t, x) = \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^{*}(\text{Hess}_x u)(t, x)) + \langle (\nabla_x u)(t, x), \mu(x) \rangle \tag{238}
\]

for \((t, x) \in (0, T) \times \mathbb{R}^d\). This proves item (i). Furthermore, note that item (iii) in Proposition 3.4 (with \( d = d, n = n, p = p, T = T, c = c, \varepsilon = \varepsilon, L = L, \nu = \nu, \varphi = \varphi, \phi = \phi, \mu = \mu, \sigma = \sigma \) in the notation of Proposition 3.4) assures that there exist \( A_1, A_2, \ldots, A_n \in \mathbb{R}^{d \times d}, \)}
$b_1, b_2, \ldots, b_n \in \mathbb{R}^d$ such that

$$
\left[ \int_{\mathbb{R}^d} \left| u(T, x) - \frac{1}{n} \left[ \sum_{i=1}^n \phi(A_i x + b_i) \right] \right|^p \nu(dx) \right]^{1/p} 
\leq \varepsilon \left( 1 + 2^{v/2} \exp \left( [\sqrt{T} + \max\{2, v\}]^2 L^2 T v \right) \right)
 \cdot \left[ L(T + \max\{2, v\} \sqrt{T}) + \left[ \int_{\mathbb{R}^d} \|x\|^v \nu(dx) \right]^{1/(vp)} \right]^v.
$$

(239)

Next note that the fact that $vp \geq 2$ and the fact that $p \geq 1$ imply that

$$
\max\{2, v\} \leq \max\{2, vp\} = vp.
$$

(240)

This demonstrates that

$$
1 + 2^{v/2} \exp \left( [\sqrt{T} + \max\{2, v\}]^2 L^2 T v \right)
 \cdot \left[ L(T + \max\{2, v\} \sqrt{T}) + \left[ \int_{\mathbb{R}^d} \|x\|^v \nu(dx) \right]^{1/(vp)} \right]^v
\leq 1 + 2^{v/2} \exp \left( [\sqrt{T} + \max\{2, vp\}]^2 L^2 T v \right)
 \cdot \left[ L(T + \max\{2, vp\} \sqrt{T}) + \left[ \int_{\mathbb{R}^d} \|x\|^v \nu(dx) \right]^{1/(vp)} \right]^v
$$

(241)

$$
= 1 + 2^{v/2} \exp \left( L^2 T [\sqrt{T} + \sqrt{vp}]^2 v \right)
 \cdot \left[ L\sqrt{T}(\sqrt{T} + \sqrt{vp}) + \left[ \int_{\mathbb{R}^d} \|x\|^v \nu(dx) \right]^{1/(vp)} \right]^v
= 1 + 2^{v/2} \exp (r^2 v) \left[ r + \left[ \int_{\mathbb{R}^d} \|x\|^v \nu(dx) \right]^{1/(vp)} \right]^v.
$$

In addition, note that the fact that for all $x \in \mathbb{R}$ it holds that $1 + x \leq \exp(x)$ and the fact that for all $y \in (0, \infty)$ it holds that $1 + y + y^2 \leq \frac{3}{2}(1 + y^2)$ ensure
that
\[ 1 + 2^{v/2} \exp(r^2v) \left[ r + \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right]^v \]
\[ \leq 1 + \exp(v/2) \exp(r^2v) \left[ (1 + r) \max \left\{ 1, \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right\} \right]^v \]
\[ \leq 1 + \exp(v/2) \exp(r^2v) \left[ \exp(r) \max \left\{ 1, \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right\} \right]^v \]
\[ \leq 2 \exp(v + r^2v) \exp(r) \max \left\{ 1, \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right\} \]
\[ \leq 2 \exp((1 + r + r^2)v) \left( 1 + \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right) \]
\[ \leq 2 \exp(\frac{3}{2}(1 + r^2)v) \left( 1 + \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right). \] (242)

Moreover, note that the fact that \( v \geq 2 \) implies that \( 8 = 2^3 \leq \exp(3) \leq \exp(\frac{3}{2}(1 + r^2)v) \). Hence, we obtain that
\[ 8 \exp(\frac{3}{2}(1 + r^2)v) \leq \exp(\frac{3}{2}(1 + r^2)v) \exp(\frac{3}{2}(1 + r^2)v) = \exp(3(1 + r^2)v). \] (243)

Combining this, (232), (239), (241), and (242) establishes that
\[ \left[ \int_{\mathbb{R}^d} \left| u(T, x) - \frac{1}{n} \left[ \sum_{i=1}^n \phi_i(A_i x + b_i) \right] \right|^p \nu(dx) \right]^{1/p} \]
\[ \leq \varepsilon \left( 1 + 2^{v/2} \exp(r^2v) \left[ r + \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right]^v \right) \]
\[ + n^{-1/2} 4 (p - 1)^{1/2} \left( 1 + 2^{v/2} \exp(r^2v) \left[ r + \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right]^v \right) \]
\[ \leq [\varepsilon + n^{-1/2} 4 (p - 1)^{1/2}] \exp(\frac{3}{2}(1 + r^2)v) \left( 1 + \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right) \]
\[ \leq (\varepsilon + n^{-1/2} c) (p - 1)^{1/2} 8 \exp(\frac{3}{2}(1 + r^2)v) \left( 1 + \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right) \]
\[ \leq (\varepsilon + n^{-1/2} c) (p - 1)^{1/2} \exp(3(1 + r^2)v) \left( 1 + \left[ \int_{\mathbb{R}^d} \|x\|^{\nu} \nu(dx) \right]^{1/(\nu p)} \right) \]
\[ = (\varepsilon + n^{-1/2} c) C. \] (244)
The proof of Corollary 3.5 is thus completed. \(\square\)

### 3.3 Cost estimates

**Proposition 3.6.** Let \(d \in \mathbb{N}, T, \varepsilon \in (0, \infty), c, L, C \in [0, \infty), v, p \in [2, \infty), n \in \mathbb{N} \cap [c^2C^2\varepsilon^{-2}, \infty), \) let \(\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the \(d\)-dimensional Euclidean scalar product, let \(\|\cdot\| : \mathbb{R}^d \to [0, \infty)\) be the \(d\)-dimensional Euclidean norm, let \(\|\cdot\| : \mathbb{R}^{d \times d} \to [0, \infty)\) be the Hilbert-Schmidt norm on \(\mathbb{R}^{d \times d}\), let \(\nu : \mathcal{B}(\mathbb{R}^d) \to [0, 1]\) be a probability measure, assume that

\[
\|x\| \quad \text{and} \quad \|\cdot\| \quad \text{let} \quad \|\cdot\| : \mathbb{R}^{d \times d} \to [0, \infty)
\]

let \(C = 2(p-1)^{1/2} \exp(3v(1+L^2T(\sqrt{T}+v)^2))(1+\left[\int_{\mathbb{R}^d} \|x\|\nu(dx)\right]^{1/p})\), (245)

let \(\varphi : \mathbb{R}^d \to \mathbb{R}\) be a continuous function, let \(\phi : \mathbb{R}^d \to \mathbb{R}\) be a \(\mathcal{B}(\mathbb{R}^d) / \mathcal{B}(\mathbb{R})\)-measurable function which satisfies for all \(x \in \mathbb{R}^d\) that

\[
|\phi(x)| \leq c(1 + \|x\|^\nu) \quad \text{and} \quad |\varphi(x) - \phi(x)| \leq C^{-1} \varepsilon (1 + \|x\|^\nu) \quad (246)
\]

and let \(\mu : \mathbb{R}^d \to \mathbb{R}^d\) and \(\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d}\) be functions which satisfy for all \(x, y \in \mathbb{R}^d, \lambda \in \mathbb{R}\) that

\[
\mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y), \quad (247)
\]

\[
\sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y), \quad (248)
\]

and \(\|\mu(x)\| + \|\sigma(x)\| \leq L(1 + \|x\|)\). Then

(i) there exists a unique continuous function \(u : [0, T] \times \mathbb{R}^d \to \mathbb{R}\) which satisfies that \(\inf_{t \in (0, \infty)} \sup_{x \in [0, T] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \|x\|^\nu} < \infty\), which satisfies for all \(x \in \mathbb{R}^d\) that \(u(0, x) = \varphi(x)\), and which satisfies that \(u|_{(0, T) \times \mathbb{R}^d}\) is a viscosity solution of

\[
\left(\frac{\partial}{\partial t} u\right)(t, x) = \frac{1}{2} \text{Trace}\left(\sigma(x)[\sigma(x)]^T (\text{Hess}_x u)(t, x)\right) + \langle (\nabla_x u)(t, x), \mu(x) \rangle \quad (249)
\]

for \((t, x) \in (0, T) \times \mathbb{R}^d\) and

(ii) there exist \(A_1, A_2, \ldots, A_n \in \mathbb{R}^{d \times d}, b_1, b_2, \ldots, b_n \in \mathbb{R}^d\) such that

\[
\left[\int_{\mathbb{R}^d} \left|u(T, x) - \frac{1}{n} \left[\sum_{i=1}^n \phi(A_i x + b_i)\right]^p \nu(dx)\right|^{1/p}\right]^{1/p} \leq \varepsilon. \quad (250)
\]
Proof of Proposition 3.6. Note that (246) implies that $\phi$ is an at most polynomially growing function. Combining this, (247), and (248) with item (i) in Corollary 2.23 (with $d = d$, $m = d$, $T = T$, $\varphi = \varphi$, $\mu = \mu$, $\sigma = \sigma$ in the notation of Corollary 2.23) establishes that there exists a unique continuous function $u : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ which satisfies for all $x \in \mathbb{R}^d$ that $u(0, x) = \varphi(x)$, which satisfies that $\inf_{t \in (0, \infty)} \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \|x\|} < \infty$, and which satisfies that $u|_{(0, T) \times \mathbb{R}^d}$ is a viscosity solution of

$$
\left(\frac{\partial}{\partial t} u\right)(t, x) = \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^\ast (\text{Hess}_x u)(t, x)) + \langle (\nabla_x u)(t, x), \mu(x) \rangle
$$

(251)

for $(t, x) \in (0, T) \times \mathbb{R}^d$. This proves item (i). Next note that Corollary 3.5 (with $d = d$, $n = n$, $T = T$, $\epsilon = C^{-1}\epsilon$, $c = c$, $L = L$, $v = v$, $p = p$, $\nu = \nu$, $\phi = \phi$, $\mu = \mu$, $\sigma = \sigma$ in the notation of Corollary 3.5) assures that there exist $A_1, A_2, \ldots, A_n \in \mathbb{R}^{dxd}$, $b_1, b_2, \ldots, b_n \in \mathbb{R}^d$ such that

$$
\left[ \int_{\mathbb{R}^d} \left| u(T, x) - \frac{1}{n} \left[ \sum_{i=1}^{n} \phi(A_i x + b_i) \right] \right|^p \nu(dx) \right]^{1/p} \leq (C^{-1}\epsilon + n^{-1/2} c) \frac{C}{2}.
$$

(252)

The hypothesis that $n \geq c^2C^2\epsilon^{-2}$ hence assures that

$$
\left[ \int_{\mathbb{R}^d} \left| u(T, x) - \frac{1}{n} \left[ \sum_{i=1}^{n} \phi(A_i x + b_i) \right] \right|^p \nu(dx) \right]^{1/p} \leq (C^{-1}\epsilon + (c^2C^2\epsilon^{-2})^{-1/2} c) \frac{C}{2}.
$$

(253)

$$
= \left( C^{-1}\epsilon + C^{-1}\epsilon \right) \frac{C}{2} = \epsilon.
$$

This establishes item (ii). The proof of Proposition 3.6 is thus completed. □

3.4 Representation properties for artificial neural networks

Setting 3.7. For every $l \in \mathbb{N}$ let $\mathcal{M}_l$ be the set of all Borel measurable functions from $\mathbb{R}^l$ to $\mathbb{R}$, let

$$
\mathcal{N} = \cup_{l \in \{2, 3, \ldots\}} \cup_{(l_0, l_1, \ldots, l_L) \in ((\mathbb{N} \cup \{1\}) \times \{1\})} \left( \times_{k=1}^L (\mathbb{R}^{l_k} \times \mathbb{R}^{l_{k-1}} \times \mathbb{R}^{l_k}) \right).
$$

(254)
let $A_l : \mathbb{R}^l \to \mathbb{R}^l$, $l \in \mathbb{N}$, and $a \in M_1$ be functions which satisfy for all $l \in \mathbb{N}$, $x = (x_1, x_2, \ldots, x_l) \in \mathbb{R}^l$ that

$$A_l(x) = (a(x_1), a(x_2), \ldots, a(x_l)), \quad (55)$$

and let $\mathcal{P}, \mathcal{P} : \mathcal{N} \to \mathcal{N}$ and $\mathcal{R} : \mathcal{N} \to \mathcal{N}$ be the functions which satisfy for all $L \in \{2, 3, \ldots\}, (l_0, l_1, \ldots, l_L) \in ((\mathbb{N}^L) \times \{1\})$, $\Phi = ((W_1, B_1), \ldots, (W_L, B_L)) = ((W^{(i,j)}_k)_{i\in\{1,2,\ldots,l_k\}, j\in\{1,2,\ldots,l_{k-1}\}}, (B^{(i)}_k)_{i\in\{1,2,\ldots,l_k\}, k\in\{1,2,\ldots,L\} \in (\times_{k=1}^L (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k})))$, $x_0 \in \mathbb{R}^{l_0}, x_1 \in \mathbb{R}^{l_1}, \ldots, x_{L-1} \in \mathbb{R}^{l_{L-1}}$ with $\forall k \in \mathbb{N} \cap (0, L)$: $x_k = A_k(W_kx_{k-1} + B_k)$ that

$$\mathcal{R}(\Phi) \in \mathcal{M}_{l_0}, \quad (\mathcal{R}(\Phi))(x_0) = W_Lx_{L-1} + B_L, \quad (56)$$

$$\mathcal{P}(\Phi) = \sum_{k=1}^L \sum_{i=1}^{l_k} \mathbb{1}_{\mathbb{R}\setminus\{0\}}(B^{(i)}_k) + \sum_{j=1}^{l_{k-1}} \mathbb{1}_{\mathbb{R}\setminus\{0\}}(W^{(i,j)}_k), \quad (57)$$

and $\mathcal{P}(\Phi) = \sum_{k=1}^L l_k(l_k + 1)$.

**Lemma 3.8.** Assume Setting 3.7 and let $d, n \in \mathbb{N}$, $A_1, A_2, \ldots, A_n \in \mathbb{R}^{d \times d}$, $b_1, b_2, \ldots, b_n \in \mathbb{R}^d$, $\phi \in \mathcal{N}$ satisfy that $\mathcal{R}(\phi) \in \mathcal{M}_d$. Then there exists $\psi \in \mathcal{N}$ such that for all $x \in \mathbb{R}^d$ it holds that $\mathcal{P}(\psi) \leq n^2 \mathcal{P}(\phi)$, $\mathcal{P}(\psi) \leq n \mathcal{P}(\phi)$, $\mathcal{R}(\psi) \in \mathcal{M}_d$, and

$$\mathcal{R}(\psi)(x) = \frac{1}{n} \left[ \sum_{i=1}^n (\mathcal{R}(\phi))(A_i x + b_i) \right]. \quad (58)$$

**Proof of Lemma 3.8.** Throughout this proof let $x \in \mathbb{R}^d$, for all $L \in \{2, 3, \ldots\}$, $(l_0, l_1, \ldots, l_L) \in ((\mathbb{N}^L) \times \{1\})$, $\Phi = (\times_{k=1}^L (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k}))$ let $W_1^{(\Phi)} \in \mathbb{R}^{l_1 \times l_0}$, $W_2^{(\Phi)} \in \mathbb{R}^{l_2 \times l_1}, \ldots, W_L^{(\Phi)} \in \mathbb{R}^{l_{L-1} \times l_L-1}$, $B_1^{(\Phi)} \in \mathbb{R}^{l_1}$, $B_2^{(\Phi)} \in \mathbb{R}^{l_2}, \ldots, B_L^{(\Phi)} \in \mathbb{R}^{l_L}$ satisfy that

$$\Phi = ((W_1^{(\Phi)}, B_1^{(\Phi)}), (W_2^{(\Phi)}, B_2^{(\Phi)}), \ldots, (W_L^{(\Phi)}, B_L^{(\Phi)})), \quad (59)$$

let $N \in \{2, 3, \ldots\}$, $(u_0, u_1, \ldots, u_N) \in (\{d\} \times (\mathbb{N}^{N-1}) \times \{1\})$ satisfy that $\phi \in \times_{k=1}^N (\mathbb{R}^{u_k \times u_{k-1}} \times \mathbb{R}^{u_k})$ (i.e., $\phi$ corresponds to a fully connected feedforward artificial neural network with $N + 1$ layers with a dimension $(u_0, u_1, \ldots, u_N)$), let $\psi \in (\mathbb{R}^{(nu_1) \times u_0 \times \mathbb{R}^{nu_1}}) \times (\times_{k=2}^{N-1} (\mathbb{R}^{(nu_k) \times (nu_{k-1}) \times \mathbb{R}^{nu_k}})) \times (\mathbb{R}^{u_N \times (nu_{N-1}) \times \mathbb{R}^{u_N}}) \subseteq \mathcal{N}$ (i.e., $\psi$ corresponds to a fully connected feedforward artificial neural network with $N + 1$ layers with dimensions $(u_0, nu_1, nu_2, \ldots, nu_{N-1}, u_N)$).
for all $k \in \{2, 3, \ldots, N - 1\}$ that

$$W_1^{(\psi)} = \begin{pmatrix} W_1^{(\phi)} A_1 \\ W_1^{(\phi)} A_2 \\ \vdots \\ W_1^{(\phi)} A_n \end{pmatrix} \in \mathbb{R}^{(nu_1) \times u_0} = \mathbb{R}^{(nu_1) \times d}, \quad (260)$$

$$B_1^{(\psi)} = \begin{pmatrix} W_1^{(\phi)} b_1 + B_1^{(\phi)} \\ W_1^{(\phi)} b_2 + B_1^{(\phi)} \\ \vdots \\ W_1^{(\phi)} b_n + B_1^{(\phi)} \end{pmatrix} \in \mathbb{R}^{nu_1}, \quad B_k^{(\psi)} = \begin{pmatrix} B_k^{(\phi)} \\ \vdots \\ B_k^{(\phi)} \end{pmatrix} \in \mathbb{R}^{nu_k}, \quad (261)$$

$$W_k^{(\psi)} = \begin{pmatrix} W_k^{(\phi)} & 0 & \cdots & 0 \\ 0 & W_k^{(\phi)} & \cdots & \vdots \\ \vdots & \vdots & \ddots & 0 \\ 0 & \cdots & 0 & W_k^{(\phi)} \end{pmatrix} \in \mathbb{R}^{(nu_k) \times (nu_{k-1})}, \quad (262)$$

$$W_N^{(\psi)} = \begin{pmatrix} \frac{1}{n} W_N^{(\phi)} \\ \frac{1}{n} W_N^{(\phi)} \\ \vdots \\ \frac{1}{n} W_N^{(\phi)} \end{pmatrix} \in \mathbb{R}^{u_N \times (nu_N - 1)} = \mathbb{R}^{1 \times (nu_N - 1)}, \quad (263)$$

and $B_N^{(\psi)} = B_N^{(\phi)} \in \mathbb{R}^{u_N} = \mathbb{R}, \quad (264)$

let $y_{i,k} \in \mathbb{R}^{u_k}$, $i \in \{1, 2, \ldots, n\}$, $k \in \{0, 1, \ldots, N\}$, satisfy for all $i \in \{1, 2, \ldots, n\}$, $k \in \{1, 2, \ldots, N - 1\}$ that

$$y_{i,0} = A_i x + b_i, \quad y_{i,k} = A_{u_k} (W_k^{(\phi)} y_{i,k-1} + B_k^{(\phi)}), \quad (265)$$

and $y_{i,N} = W_N^{(\phi)} y_{i,N-1} + B_N^{(\phi)}$, \quad (266)

and let $z_0 \in \mathbb{R}^{u_0}$, $z_1 \in \mathbb{R}^{nu_1}$, $z_2 \in \mathbb{R}^{nu_2}$, \ldots, $z_{N-1} \in \mathbb{R}^{nu_{N-1}}$, $z_N \in \mathbb{R}^{u_N}$ satisfy that

$$z_0 = x, \quad z_k = A_{nu_k} (W_k^{(\phi)} z_{k-1} + B_k^{(\psi)}), \quad (267)$$

and $z_N = W_N^{(\psi)} z_{N-1} + B_N^{(\psi)}$. \quad (268)

Observe that \ref{255} proves that for all $l, L \in \mathbb{N}$, $v = (v_1, v_2, \ldots, v_L) \in \mathbb{R}^{(Ll)}$ it holds that

$$A_{Ll}(v) = (a(v_1), a(v_2), \ldots, a(v_L))$$

$$= (A_1(v_1, v_2, \ldots, v_l), A_1(v_{l+1}, v_{l+2}, \ldots, v_{2l}), \ldots), \quad (269)$$

$$A_{l}(v_{(L-1)l+1}, v_{(L-1)l+2}, \ldots, v_{Ll})).$$
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Moreover, observe that (256), (259), (267), and (268) ensure that for all $i \in \{1, 2, \ldots, n\}$ it holds that

$$y_{i,N} = (\mathcal{R}(\phi))(y_{i,0}) = (\mathcal{R}(\phi))(A_i x + b_i).$$  \hspace{1cm} (270)$$

Moreover, observe that (256), (259), (265), and (266) imply that for all $i, k \in \{1, 2, \ldots, N\}$ it holds that

$$z_N = (\mathcal{R}(\psi))(z_0) = (\mathcal{R}(\psi))(x).$$  \hspace{1cm} (271)$$

Next we claim that for all $k \in \{1, 2, \ldots, N - 1\}$ it holds that

$$z_k = (y_{1,k}, y_{2,k}, \ldots, y_{n,k}).$$  \hspace{1cm} (272)$$

We now prove (272) by induction on $k \in \{1, 2, \ldots, N - 1\}$. For the base case $k = 1$ note that (265) assures that for all $i \in \{1, 2, \ldots, n\}$ it holds that

$$y_{i,1} = A_{u_1}(W_1(\phi)y_0^{(i)} + B_1(\phi)) = A_{u_1}(W_1(\phi)A_1 x + b_i + B_1(\phi))$$

$$= A_{u_1}(W_1(\phi)A_1 x + W_1(\phi)b_i + B_1(\phi)).$$  \hspace{1cm} (273)$$

This, (260), (261), (267), and (269) demonstrate that

$$z_1 = A_{nu_1}(W_1(\psi)x + B_1(\psi))$$

$$= A_{nu_1}
\begin{pmatrix}
W_1(\phi)A_1 x \\
W_1(\phi)A_2 x \\
\vdots \\
W_1(\phi)A_n x
\end{pmatrix}
+ A_{nu_1}
\begin{pmatrix}
W_1(\phi)b_1 + B_1(\phi) \\
W_1(\phi)b_2 + B_1(\phi) \\
\vdots \\
W_1(\phi)b_n + B_1(\phi)
\end{pmatrix}
$$

$$= A_{u_1}(W_1(\phi)A_1 x + W_1(\phi)b_1 + B_1(\phi))$$

$$= A_{u_1}(W_1(\phi)A_2 x + W_1(\phi)b_2 + B_1(\phi))$$

$$= \cdots$$

$$= A_{u_1}(W_1(\phi)A_n x + W_1(\phi)b_n + B_1(\phi))$$

$$= (y_{1,1}, y_{2,1}, \ldots, y_{n,1}).$$  \hspace{1cm} (274)$$

This establishes (272) in the base case $k = 1$. For the induction step $\{1, 2, \ldots, N - 2\} \ni k - 1 \rightarrow k \in \{2, 3, \ldots, N - 1\}$ observe that (261),
\[ (262), (263), (264), \] and \( (265) \) imply that for all \( k \in \{2, 3, \ldots, N\} \) with \( z_{k-1} = (y_{1,k-1}, y_{2,k-1}, \ldots, y_{n,k-1}) \) it holds that

\[
\begin{align*}
  z_k &= A_{nu_k} \left( \begin{pmatrix} W_k^{(\psi)} (y_{1,k-1}) \\ W_k^{(\psi)} (y_{2,k-1}) \\ \vdots \\ W_k^{(\psi)} (y_{n,k-1}) \end{pmatrix} + B_k^{(\psi)} \right) \\
  &= A_{nu_k} \left( \begin{pmatrix} W_k^{(\phi)} (y_{1,k-1}) \\ W_k^{(\phi)} (y_{2,k-1}) \\ \vdots \\ W_k^{(\phi)} (y_{n,k-1}) \end{pmatrix} + \begin{pmatrix} B_k^{(\phi)} \\ B_k^{(\phi)} \\ \vdots \\ B_k^{(\phi)} \end{pmatrix} \right) \\
  &= \begin{pmatrix} A_{u_k} (W_k^{(\phi)} (y_{1,k-1}) + B_k^{(\phi)}) \\ A_{u_k} (W_k^{(\phi)} (y_{2,k-1}) + B_k^{(\phi)}) \\ \vdots \\ A_{u_k} (W_k^{(\phi)} (y_{n,k-1}) + B_k^{(\phi)}) \end{pmatrix} \\
  &= \begin{pmatrix} y_{1,k} \\ y_{2,k} \\ \vdots \\ y_{n,k} \end{pmatrix}.
\end{align*}
\] (275)

Induction thus proves \( (272) \). Next note that \( (263), (264), (266), (268), \) and \( (272) \) demonstrate that

\[
\begin{align*}
  z_N &= W_N^{(\psi)} z_{N-1} + B_N^{(\psi)} = \left( \frac{1}{n} W_N^{(\phi)} \frac{1}{n} W_N^{(\phi)} \cdots \frac{1}{n} W_N^{(\phi)} \right) \\
  &= \frac{1}{n} \left[ \sum_{i=1}^{n} W_N^{(\phi)} y_{i,N-1} + B_N^{(\phi)} \right] \\
  &= \frac{1}{n} \left[ \sum_{i=1}^{n} y_{i,N} \right].
\end{align*}
\] (276)

Combining this with \( (270) \) and \( (271) \) establishes that

\[
(\mathcal{R}(\psi))(x) = z_N = \frac{1}{n} \left[ \sum_{i=1}^{n} y_{i,N} \right] = \frac{1}{n} \left[ \sum_{i=1}^{n} (\mathcal{R}(\phi))(A_i x + b_i) \right].
\] (277)

In addition, observe that the fact that \( \mathcal{P}(\phi) = \sum_{k=1}^{N} u_k (u_{k-1} + 1) \) assures
that
\[ P(\psi) = nu_1(u_0 + 1) + \left[ \sum_{k=2}^{N-1} nu_k(nu_{k-1} + 1) \right] + u_N(nu_{N-1} + 1) \]
\[ \leq n^2 u_1(u_0 + 1) + \left[ \sum_{k=2}^{N-1} n^2 u_k(nu_{k-1} + 1) \right] + n^2 u_N(nu_{N-1} + 1) \]  \hspace{1cm} (278)
\[ \leq n^2 \left[ \sum_{k=1}^{N} u_k(u_{k-1} + 1) \right] = n^2 P(\phi). \]

Furthermore, note that (260) – (264) and (278) demonstrate that

\[ P(\psi) \leq nu_1 u_0 + nu_1 + \left[ \sum_{k=2}^{N-1} nu_k u_{k-1} + nu_k \right] + u_N nu_{N-1} + u_N \]
\[ \leq n \left[ \sum_{k=1}^{N} u_k(u_{k-1} + 1) \right] = n P(\phi). \]  \hspace{1cm} (279)

Combining this, (277), and (278) completes the proof of Lemma 3.8.

3.5 Cost estimates for artificial neural networks

Lemma 3.9. Assume Setting 3.7, let \( d \in \mathbb{N}, T, \varepsilon \in (0, \infty), L, C, C \in [0, \infty), \)
\( c \in [1, \infty), v, p \in [2, \infty), \) let \( (\cdot, \cdot): \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the \( d \)-dimensional Euclidean scalar product, let \( \|\cdot\|: \mathbb{R}^d \to [0, \infty) \) be the \( d \)-dimensional Euclidean norm, let \( \|\cdot\|: \mathbb{R}^{d \times d} \to [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times d} \), let \( \nu: \mathcal{B}(\mathbb{R}^d) \to [0, 1] \) be a probability measure, assume that

\[ C = 2(p-1)^{1/2} \exp(3v(1+L^2T(\sqrt{T}+vp)^2)) \left( 1 + \int_{\mathbb{R}^d} \|x\|^{pv} \nu(dx) \right)^{1/p}, \]  \hspace{1cm} (280)

assume that \( C = 4(\max\{C, \varepsilon\})^d \), let \( \varphi: \mathbb{R}^d \to \mathbb{R} \) be a continuous function, let \( \mu: \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma: \mathbb{R}^d \to \mathbb{R}^{d \times d} \) be functions which satisfy for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) that

\[ \mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y), \]  \hspace{1cm} (281)
\[ \sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y). \]  \hspace{1cm} (282)

and \( \|\mu(x)\| + \|\sigma(x)\| \leq L(1 + \|x\|), \) and let \( \phi \in \mathcal{N} \) satisfy for all \( x \in \mathbb{R}^d \) that \( \mathcal{R}(\phi) \in \mathcal{M}_d, \|\mathcal{R}(\phi)(x)\| \leq c(1 + \|x\|^v), \) and

\[ |\varphi(x) - (\mathcal{R}(\phi))(x)| \leq C^{-1} \varepsilon(1 + \|x\|^v). \]  \hspace{1cm} (283)

Then
(i) there exists a unique continuous function $u: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ which satisfies that $\inf_{q \in (0, \infty)} \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \|x\|^q} < \infty$, which satisfies for all $x \in \mathbb{R}^d$ that $u(0, x) = \varphi(x)$, and which satisfies that $u|_{(0, T) \times \mathbb{R}^d}$ is a viscosity solution of

$$
\left( \frac{\partial}{\partial t} u \right)(t, x) = \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^*(\text{Hess}_x u)(t, x)) + \langle (\nabla_x u)(t, x), \mu(x) \rangle \tag{284}
$$

for $(t, x) \in (0, T) \times \mathbb{R}^d$ and

(ii) there exists $\psi \in \mathcal{N}$ such that $\mathcal{P}(\psi) \leq c^4 C \mathcal{P}(\phi) \varepsilon^{-4}$, $\mathcal{P}(\psi) \leq c^2 C \mathcal{P}(\phi) \varepsilon^{-2}$, $\mathcal{R}(\psi) \in M_d$, and

$$
\left[ \int_{\mathbb{R}^d} |u(T, x) - (\mathcal{R}(\psi))(x)|^p \nu(dx) \right]^{1/p} \leq \varepsilon. \tag{285}
$$

Proof of Lemma 3.9. Throughout this proof let $n = \min(\mathbb{N} \cap [c^2 C^2 \varepsilon^{-2}, \infty))$. Note that (283) implies that $\varphi$ is an at most polynomially growing function. Combining this, (281), and (282) with item (i) in Corollary 2.23 (with $d = d$, $m = d$, $T = T$, $\varphi = \varphi$, $\mu = \mu$, $\sigma = \sigma$ in the notation of Corollary 2.23) establishes that there exists a unique continuous function $u: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ which satisfies for all $x \in \mathbb{R}^d$ that $u(0, x) = \varphi(x)$, which satisfies that $\inf_{q \in (0, \infty)} \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \|x\|^q} < \infty$, and which satisfies that $u|_{(0, T) \times \mathbb{R}^d}$ is a viscosity solution of

$$
\left( \frac{\partial}{\partial t} u \right)(t, x) = \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^*(\text{Hess}_x u)(t, x)) + \langle (\nabla_x u)(t, x), \mu(x) \rangle \tag{286}
$$

for $(t, x) \in (0, T) \times \mathbb{R}^d$. This proves item (i). Next note that Proposition 3.6 (with $d = d$, $T = T$, $\varepsilon = \varepsilon$, $L = L$, $c = c$, $v = v$, $p = p$, $\nu = \nu, n = n$, $\varphi = \varphi, \phi = \mathcal{R}(\phi)$, $\mu = \mu$, $\sigma = \sigma$ in the notation of Proposition 3.6) ensures that there exist $A_1, A_2, \ldots, A_n \in \mathbb{R}^{d \times d}, b_1, b_2, \ldots, b_n \in \mathbb{R}^d$ such that

$$
\left[ \int_{\mathbb{R}^d} |u(T, x) - \frac{1}{n} \left[ \sum_{i=1}^n (\mathcal{R}(\phi))(A_i x + b_i) \right] |^p \nu(dx) \right]^{1/p} \leq \varepsilon. \tag{287}
$$

Moreover, observe that Lemma 3.8 demonstrates that there exists $\psi \in \mathcal{N}$ such that for all $x \in \mathbb{R}^d$ it holds that $\mathcal{P}(\psi) \leq n^2 \mathcal{P}(\phi)$, $\mathcal{P}(\psi) \leq n \mathcal{P}(\phi)$, $\mathcal{R}(\psi) \in M_d$, and

$$
(\mathcal{R}(\psi))(x) = \frac{1}{n} \left[ \sum_{i=1}^n (\mathcal{R}(\phi))(A_i x + b_i) \right]. \tag{288}
$$
This and (287) assure that
\[
\left[ \int_{\mathbb{R}^d} |u(T, x) - (\mathcal{R}(\psi))(x)|^p \nu(dx) \right]^{1/p} = \left[ \int_{\mathbb{R}^d} \left| u(T, x) - \frac{1}{n} \left[ \sum_{i=1}^n (\mathcal{R}(\phi))(A_i x + b_i) \right] \right|^p \nu(dx) \right]^{1/p} \leq \varepsilon.
\] (289)

Moreover, note that the hypothesis that \( C = 4(\max\{C, \varepsilon\})^4 \) implies that \( c^2 \sqrt{C} \varepsilon^{-2} \geq \sqrt{4 \varepsilon^4} \varepsilon^{-2} = 2 \). This ensures that
\[
n \leq c^2 C^2 \varepsilon^{-2} + 1 \leq 2 \max\{c^2 C^2 \varepsilon^{-2}, 1\} = \max\{c^2 2 C^2 \varepsilon^{-2}, 2\} \leq \max\{c^2 \sqrt{C} \varepsilon^{-2}, 2\} = c^2 \sqrt{C} \varepsilon^{-2}.
\] (290)

This and the fact that \( \mathcal{P}(\psi) \leq n^2 \mathcal{P}(\phi) \) imply that
\[
\mathcal{P}(\psi) \leq (c^2 \sqrt{C} \varepsilon^{-2})^2 \mathcal{P}(\phi) = c^4 C \mathcal{P}(\phi) \varepsilon^{-4}.
\] (291)

Furthermore, note that (290), the fact that \( \mathcal{P}(\psi) \leq n \mathcal{P}(\phi) \), and the fact that \( C \geq 1 \) ensure that
\[
\mathcal{P}(\psi) \leq c^2 \sqrt{C} \varepsilon^{-2} \mathcal{P}(\phi) \leq c^2 C \mathcal{P}(\phi) \varepsilon^{-2}.
\] (292)

This, (289), (291), and the fact that \( \mathcal{R}(\psi) \in \mathcal{M}_d \) establish item (ii). The proof of Lemma 3.9 is thus completed. \( \square \)

**Proposition 3.10.** Assume Setting 3.7, let \( d \in \mathbb{N}, T, a, r, R \in (0, \infty), \)
\( L, C, z \in [0, \infty), b, c \in [1, \infty), v, p \in [2, \infty), \) let \( \langle \cdot, \cdot \rangle: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the \( d \)-dimensional Euclidean scalar product, let \( \|\cdot\|: \mathbb{R}^d \to [0, \infty) \) be the \( d \)-dimensional Euclidean norm, let \( \|\cdot\|: \mathbb{R}^{d \times d} \to [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times d} \), let \( \nu: \mathcal{B}(\mathbb{R}^d) \to [0, 1] \) be a probability measure, assume that
\[
C = 4\left[ \max\{1, \frac{R}{r}\} \max\{2(p-1)^{1/2} \exp(3v(1 + L^2 T(\sqrt{T} + v p)^2)) \right] \left( 1 + \left[ \int_{\mathbb{R}^d} \|x\|^p \nu(dx) \right]^{1/p} \right)^{1+2},
\] (293)

let \( \varphi: \mathbb{R}^d \to \mathbb{R} \) be a continuous function, let \( \mu: \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma: \mathbb{R}^d \to \mathbb{R}^{d \times d} \) be functions which satisfy for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) that
\[
\mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y),
\] (294)
\[
\sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y),
\]
and \[\|\mu(x)\| + \|\sigma(x)\| \leq L(1 + \|x\|),\] and let \((\phi_{\delta})_{\delta \in (0,r]} \subseteq \mathcal{N}\) satisfy for all \(\delta \in (0,r], x \in \mathbb{R}^d\) that \(\mathcal{P}(\phi_{\delta}) \leq a \delta^{-z}, \mathcal{R}(\phi_{\delta}) \in \mathcal{M}_d, \|\mathcal{R}(\phi_{\delta})(x)\| \leq c(1 + \|x\|),\) and
\[
|\varphi(x) - (\mathcal{R}(\phi_{\delta}))(x)| \leq b \delta (1 + \|x\|^\gamma).
\]

Then

(i) there exists a unique continuous function \(u: [0,T] \times \mathbb{R}^d \to \mathbb{R}\) which satisfies that \(\inf_{t \in [0,\infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u(t,x)|}{1 + \|x\|} < \infty,\) which satisfies for all \(x \in \mathbb{R}^d\) that \(u(0, x) = \varphi(x),\) and which satisfies that \(u(0,T) \times \mathbb{R}^d\) is a viscosity solution of
\[
\left(\frac{\partial}{\partial t} u\right)(t, x) = \frac{1}{2} \text{Trace}\left(\sigma(x)[\sigma(x)]^*(\text{Hess}_x u)(t, x)\right) + \langle \nabla_x u(t, x), \mu(x) \rangle
\]
for \((t, x) \in (0, T) \times \mathbb{R}^d\) and

(ii) there exist \((\psi_{\varepsilon})_{\varepsilon \in (0,R]} \subseteq \mathcal{N}\) such that for all \(\varepsilon \in (0, R]\) it holds that \(\mathcal{P}(\psi_{\varepsilon}) \leq C a b^p c^d \varepsilon^{-1-2}, \mathcal{P}(\psi_{\varepsilon}) \leq C a b^p c^2 \varepsilon^{-2-2}, \mathcal{R}(\psi_{\varepsilon}) \in \mathcal{M}_d,\) and
\[
\left[\int_{\mathbb{R}^d} |u(T, x) - (\mathcal{R}(\psi_{\varepsilon}))(x)|^p \nu(dx)\right]^{1/p} \leq \varepsilon.
\]

Proof of Proposition 3.10. Throughout this proof let \(\varepsilon \in (0, R]\) and let \(C \in [0, \infty)\) be given by
\[
C = 2(p-1)^{1/2} \exp\left(3v(1 + L^2 T(\sqrt{T + v})^2)\right) (1 + \left[\int_{\mathbb{R}^d} \|x\|^{p^*} \nu(dx)\right]^{1/p}).
\]

Note that (296) implies that \(\varphi\) is an at most polynomially growing function. Combining this, (294), and (295) with item (ii) in Corollary 2.23 (with \(d = d, m = d, T = T, \varphi = \varphi, \mu = \mu, \sigma = \sigma\) in the notation of Corollary 2.23) establishes that there exists a unique continuous function \(u: [0,T] \times \mathbb{R}^d \to \mathbb{R}\) which satisfies for all \(x \in \mathbb{R}^d\) that \(u(0,x) = \varphi(x),\) which satisfies that \(\inf_{t \in (0,\infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u(t,x)|}{1 + \|x\|} < \infty,\) and which satisfies that \(u(0,T) \times \mathbb{R}^d\) is a viscosity solution of
\[
\left(\frac{\partial}{\partial t} u\right)(t, x) = \frac{1}{2} \text{Trace}\left(\sigma(x)[\sigma(x)]^*(\text{Hess}_x u)(t, x)\right) + \langle \nabla_x u(t, x), \mu(x) \rangle
\]
for \((t, x) \in (0, T) \times \mathbb{R}^d\). This proves item (i). Next observe that (296) ensures that for all \(x \in \mathbb{R}^d\) it holds that

\[
|\varphi(x) - (\mathcal{R}(\phi_{\min(b^{-1}C^{-1} \varepsilon, r)}))(x)| \leq \min\{b^{-1}C^{-1} \varepsilon, r\} \{b(1 + \|x\|^y) - b^{-1}C^{-1} \varepsilon b(1 + \|x\|^y) \leq C^{-1} \varepsilon (1 + \|x\|^y).
\]

(301)

Lemma 3.9 (with \(d = d, T = T, \varepsilon = \varepsilon, L = L, c = c, v = v, p = p, \nu = \nu, \varphi = \varphi, \mu = \mu, \sigma = \sigma, \phi = \phi_{\min(b^{-1}C^{-1} \varepsilon, r)}\) in the notation of Lemma 3.9) hence assures that there exists \(\psi \in \mathcal{N}\) such that

\[
\mathcal{P}(\psi) \leq c^4 4(\max\{C, \varepsilon\})^4 \mathcal{P}(\phi_{\min(b^{-1}C^{-1} \varepsilon, r)}) \varepsilon^{-4},
\]

(302)

\[
\mathcal{P}(\psi) \leq c^2 4(\max\{C, \varepsilon\})^4 \mathcal{P}(\phi_{\min(b^{-1}C^{-1} \varepsilon, r)}) \varepsilon^{-2},
\]

(303)

\[
\mathcal{R}(\psi) \in \mathcal{M}_d, \quad \text{and} \quad \left[\int_{\mathbb{R}^d} |u(T, x) - (\mathcal{R}(\psi))(x)|^p \nu(dx)\right]^{1/p} \leq \varepsilon.
\]

(304)

Moreover, note that the fact that \(b, C \geq 1\) and the fact that \(\varepsilon R^{-1} \leq 1\) assures that

\[
\min\{b^{-1}C^{-1} \varepsilon, r\} \geq \min\{b^{-1}C^{-1} \varepsilon, r b^{-1}C^{-1} \varepsilon R^{-1}\} = \min\{1, \frac{\varepsilon}{R}\} b^{-1}C^{-1} \varepsilon.
\]

(305)

This, the fact that \(C \geq 1\), the fact that \(\varepsilon \in (0, R]\), (293), and (299) ensure that

\[
4(\max\{C, \varepsilon\})^4(\min\{b^{-1}C^{-1} \varepsilon, r\})^{-z} \leq 4(\max\{C, R\})^4 (\min\{1, \frac{\varepsilon}{R}\} b^{-1}C^{-1} \varepsilon)^{-z} = 4(\max\{C, R\})^4(\max\{1, \frac{\varepsilon}{R}\})^2 b^2 C^2 \varepsilon^{-z} \leq 4(\max\{C, R\})^4+2(\max\{1, \frac{\varepsilon}{R}\})^4+2 b^2 \varepsilon^{-z} = C b^2 \varepsilon^{-z}.
\]

(306)

Combining this with the hypothesis that for all \(\delta \in (0, r]\) it holds that \(\mathcal{P}(\phi_\delta) \leq a \delta^{-z}\) and (302) demonstrates that

\[
\mathcal{P}(\psi) \leq c^4 4(\max\{C, \varepsilon\})^4 a (\min\{b^{-1}C^{-1} \varepsilon, r\})^{-z} \varepsilon^{-4} \leq c^4 a C b^2 \varepsilon^{-z} e^{-z} = C a b^2 c^4 \varepsilon^{-4-z}.
\]

(307)
Furthermore, observe that the hypothesis that for all \( \delta \in (0, r] \) it holds that \( \mathcal{P}(\phi_{\delta}) \leq a \delta^{-z} \), (303), and (306) demonstrate that
\[
\mathcal{P}(\psi) \leq c^2 4(c_{\max}(C, \epsilon))^4 a (\min\{b^{-1} C^{-1} \epsilon, r\})^{-z} \epsilon^{-2} \\
\leq c^2 a C b^2 \epsilon^{-z} \epsilon^{-2} = C a b^2 c^2 \epsilon^{-2-z}.
\]
(308)

Combining this, (304), and (307) establishes item (ii). The proof of Proposition 3.10 is thus completed. \( \square \)

**Corollary 3.11.** Assume Setting 3.7, let \( d \in \mathbb{N}, T, r, R \in (0, \infty), L, C, v, w, z, z \in [0, \infty), c \in [1, \infty), v, p \in [2, \infty), \) let \( \langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) be the \( d \)-dimensional Euclidean scalar product, let \( \| \cdot \| : \mathbb{R}^d \rightarrow [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times d} \), let \( \nu : \mathcal{B}(\mathbb{R}^d) \rightarrow [0, 1] \) be a probability measure, assume that
\[
C = \left[c \max\{1, \frac{R}{r}\} \max\{2(p - 1)1/2 \exp(3 v (1 + L^2 T (\sqrt{T} + v p)^2) \}
\right]
(1 + \left[\int_{\mathbb{R}^d} \|x\|^{p \nu} \nu(dx)\right]^{1/p}) \right]^{5+z},
\]
(309)

let \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \) be a continuous function, let \( \mu : \mathbb{R}^d \rightarrow \mathbb{R}^d \) and \( \sigma : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d} \) be functions which satisfy for all \( x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) that
\[
\mu(\lambda x + y) + \lambda \mu(0) = \lambda \mu(x) + \mu(y),
\]
(310)
\[
\sigma(\lambda x + y) + \lambda \sigma(0) = \lambda \sigma(x) + \sigma(y),
\]
(311)
and \( \|\mu(x)\| + \|\sigma(x)\| \leq L (1 + \|x\|) \), and let \( (\phi_{\delta})_{\delta \in (0, r]} \subseteq \mathcal{N} \) satisfy for all \( \delta \in (0, r], x \in \mathbb{R}^d \) that \( \mathcal{P}(\phi_{\delta}) \leq c d^2 \delta^{-z} \), \( \mathcal{R}(\phi_{\delta}) \in \mathcal{M}_d, \|\mathcal{R}(\phi_{\delta})\| \leq c d^2 (1 + \|x\|^\gamma) \), and
\[
|\varphi(x) - (\mathcal{R}(\phi_{\delta}))(x)| \leq c d^\gamma \delta (1 + \|x\|^\gamma).
\]
(312)

Then

(i) there exists a unique continuous function \( u : [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R} \) which satisfies that \( \inf_{q \in (0, \infty)} \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \|x\|^\gamma} < \infty \), which satisfies for all \( x \in \mathbb{R}^d \) that \( u(0, x) = \varphi(x) \), and which satisfies that \( u|_{(0, T) \times \mathbb{R}^d} \) is a viscosity solution of
\[
\frac{\partial}{\partial t} u(t, x) = \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^\ast (\text{Hess}_x u)(t, x)) + \langle (\nabla_x u)(t, x), \mu(x) \rangle
\]
(313)

for \( (t, x) \in (0, T) \times \mathbb{R}^d \) and
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(ii) there exist \((\psi_\varepsilon)_{\varepsilon \in [0, R]} \subseteq \mathcal{N}\) such that for all \(\varepsilon \in (0, R]\) it holds that
\[
\mathcal{P}(\psi_\varepsilon) \leq \mathcal{C} d^{z+4u} \varepsilon^{-4-z},
\]
\[
\mathcal{P}(\psi_\varepsilon) \leq \mathcal{C} d^{z+2v} \varepsilon^{-2-z},
\]
\[
\mathcal{R}(\psi_\varepsilon) \in \mathcal{M}_d,
\]
and
\[
\left[ \int_{\mathbb{R}^d} |u(T, x) - (\mathcal{R}(\psi_\varepsilon))(x)|^p \nu(dx) \right]^{1/p} \leq \varepsilon.
\]  

(314)

Proof of Corollary 3.11. Throughout this proof let \(C, \mathcal{C} \in [0, \infty)\) be given by
\[
C = 2(p-1)^{1/2} \exp(3v(1+L^2T(\sqrt{T} + vp)^2)) \left(1 + \left[\int_{\mathbb{R}^d} \|x\|^p \nu(dx)\right]^{1/p}\right)
\]  
and
\[
\mathcal{C} = 4\left[\max\{1, \frac{R}{T}\} \max\{C, R\}\right]^{4+z}.
\]  

(315)

(316)

Note that (312) implies that \(\phi\) is an at most polynomially growing function. Combining this, (310), and (311) with item (i) in Corollary 2.23 (with \(d = d, m = d, T = T, \varphi = \varphi, \mu = \mu, \sigma = \sigma\) in the notation of Corollary 2.23 establishes that there exists a unique continuous function \(u: [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}\) which satisfies that \(\inf_{t \in [0, T]} \sup_{x \in \mathbb{R}^d} \left[\frac{|u(t, x)|}{1 + \|x\|^p}\right] < \infty\), which satisfies for all \(x \in \mathbb{R}^d\) that \(u(0, x) = \varphi(x)\), and which satisfies that \(u|_{(0, T) \times \mathbb{R}^d}\) is a viscosity solution of
\[
\left(\frac{\partial}{\partial t} u\right)(t, x) = \frac{1}{2} \text{Trace}\left(\sigma(x)[\sigma(x)]^*(\text{Hess}_x u)(t, x)\right) + \langle (\nabla_x u)(t, x), \mu(x) \rangle
\]  

(317)

for \((t, x) \in (0, T) \times \mathbb{R}^d\). This proves item (i). Next observe that Proposition 3.10 (with \(d = d, T = T, a = c d^2, r = r, R = R, L = L, z = z, b = c d^w, c = c d^v, v = v, p = p, \nu = \nu, \varphi = \varphi, \mu = \mu, \sigma = \sigma\)) in the notation of Proposition 3.10 proves that there exist \((\psi_\varepsilon)_{\varepsilon \in [0, R]} \subseteq \mathcal{N}\) such that for all \(\varepsilon \in (0, R]\) it holds that
\[
\mathcal{P}(\psi_\varepsilon) \leq \mathcal{C} c d^z (c d^w)^2 (c d^v)^4 \varepsilon^{-4-z},
\]  

(318)

\[
\mathcal{P}(\psi_\varepsilon) \leq \mathcal{C} c d^z (c d^w)^2 (c d^v)^2 \varepsilon^{-2-z},
\]  

(319)

\[
\mathcal{R}(\psi_\varepsilon) \in \mathcal{M}_d,
\]
and
\[
\left[ \int_{\mathbb{R}^d} |u(T, x) - (\mathcal{R}(\psi_\varepsilon))(x)|^p \nu(dx) \right]^{1/p} \leq \varepsilon.
\]  

(320)

Furthermore, note that the fact that \(p, \nu \geq 2\) assures that
\[
C \geq 2(p-1)^{1/2} \exp(3v(1+L^2T(\sqrt{T} + vp)^2)) \geq 2 \exp(6) \geq 4.
\]  

(321)
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This implies that
\[
C = c^{5+z} 4 \left[ \max \{1, \frac{R}{r} \} \max \{C, R \} \right]^{4+z} \\
\leq c^{5+z} C \left[ \max \{1, \frac{R}{r} \} \max \{C, R \} \right]^{4+z} \\
\leq c^{5+z} \left[ \max \{1, \frac{R}{r} \} \max \{C, R \} \right]^{5+z}
\]
(322)

This and (318) demonstrate that for all \( \varepsilon \in (0, R) \) it holds that
\[
\mathcal{P}(\psi_\varepsilon) \leq C c^{5+z} d^{z+w2 \varepsilon - 2 - z} \leq C d^{z+w2 \varepsilon - 2 - z}.
\]
(323)

Moreover, observe that (319), (322), and the fact that \( c \geq 1 \) assure that
\[
\mathcal{P}(\psi_\varepsilon) \leq C c^{3+z} d^{z+w2 \varepsilon - 2 - z}
\]
(324)

Combining this, (320), and (323) establishes item (ii). The proof of Corollary 3.11 is thus completed.

**Proposition 3.12.** Assume Setting 3.1, let \( \mathcal{I} \) be a set, let \( \mathcal{O} = \{ \mathcal{O}_i \}_{i \in \mathcal{I}} : \mathcal{I} \to \mathbb{N} \) be a function, for every \( d \in \mathbb{N} \) let \( \langle \cdot, \cdot \rangle_{\mathbb{R}^d} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the d-dimensional Euclidean scalar product, for every \( d \in \mathbb{N} \) let \( \| \cdot \|_{\mathbb{R}^d} : \mathbb{R}^d \to [0, \infty) \) be the d-dimensional Euclidean norm and let \( \| \cdot \|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} : \mathbb{R}^{d \times d} \to [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times d} \), let \( T, r, R \in (0, \infty) \), \( C, L, v, w, z, \theta \in [0, \infty) \), \( c \in [1, \infty) \), \( v, p \in [2, \infty) \), let \( \nu_d : B(\mathbb{R}^d) \to [0, 1] \), \( d \in \text{Im}(\mathcal{O}) \), be probability measures, assume that
\[
C = [c \max \{1, \frac{R}{r} \} \max \{2(p - 1)^{1/2} \exp(3B(1 + L^2 T(\sqrt{T} + v)^2))
\]
\[
1 + \sup_{i \in \mathcal{I}} \left\{ \left( \mathcal{O}_i \right)^{-1} \left[ \mathbb{R}^a, \mathbb{R}^a, \mathbb{R}^a \right] \right\} \right]^{5+z},
\]
(325)

let \( \varphi_i : \mathbb{R}^a \to \mathbb{R} \), \( i \in \mathcal{I} \), be continuous functions, let \( \mu_i : \mathbb{R}^a \to \mathbb{R}^a \), \( i \in \mathcal{I} \), and \( \sigma_i : \mathbb{R}^a \to \mathbb{R}^a \times \mathbb{R}^a \), \( i \in \mathcal{I} \), be functions which satisfy for all \( i \in \mathcal{I} \), \( x, y \in \mathbb{R}^a \), \( \lambda \in \mathbb{R} \) that
\[
\mu_i(\lambda x + y) + \lambda \mu_i(0) = \lambda \mu_i(x) + \mu_i(y),
\]
(326)
\[
\sigma_i(\lambda x + y) + \lambda \sigma_i(0) = \lambda \sigma_i(x) + \sigma_i(y),
\]
(327)

and \( \| \mu_i(x) \|_{\mathbb{R}^a} + \| \sigma_i(x) \|_{\mathbb{R}^a} \leq L(1 + \| x \|_{\mathbb{R}^a}) \), and let \( \left( \phi_{i, \delta} \right)_{i \in \mathcal{I}, \delta \in [0, r]} \subseteq N \) satisfy for all \( i \in \mathcal{I} \), \( \delta \in [0, r] \), \( x \in \mathbb{R}^a \) that \( \mathcal{P}(\phi_{i, \delta}) \leq c (\mathcal{O}_i)^{2} \delta^{-2} \), \( \mathcal{R}(\phi_{i, \delta}) \in \mathcal{M}_a \), \( \left| \left( \mathcal{R}(\phi_{i, \delta}) \right)(x) \right| \leq c (\mathcal{O}_i)^{2} (1 + \| x \|_{\mathbb{R}^a}^{2}) \), and
\[
| \varphi_i(x) - (\mathcal{R}(\phi_{i, \delta}))(x) | \leq c (\mathcal{O}_i)^{w} \delta (1 + \| x \|_{\mathbb{R}^a}^{w})
\]
(328)

Then
(i) there exist unique continuous functions \( u_i \colon [0, T] \times \mathbb{R}^n \to \mathbb{R}, i \in \mathcal{I} \),
which satisfy for all \( i \in \mathcal{I}, x \in \mathbb{R}^n \) that \( u_i(0, x) = \varphi_i(x) \),
which satisfy for all \( i \in \mathcal{I} \) that \( \inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^n} \frac{|u_i(t,x)|}{1 + \|x\|_{\mathbb{R}^n}} < \infty \), and which satisfy for all \( i \in \mathcal{I} \) that \( u_i|_{[0,T] \times \mathbb{R}^n} \) is a viscosity solution of

\[
\left( \frac{\partial}{\partial t} u_i \right)(t, x) = \frac{1}{2} \text{Trace} \left( \sigma_\iota(x) \left[ \sigma_\iota(x) \right]^\dagger \text{Hess}_{x} u_i \right)(t, x) + \langle (\nabla_x u_i)(t, x), \mu_i(x) \rangle_{\mathbb{R}^d}
\]

for \( (t, x) \in (0, T) \times \mathbb{R}^n \) and

(ii) there exist \( (\psi_{i, \varepsilon})_{i \in \mathcal{I}, \varepsilon \in (0, R]} \subseteq \mathcal{N} \) such that for all \( i \in \mathcal{I}, \varepsilon \in (0, R] \) it holds that

\[
\mathcal{P} (\psi_{i, \varepsilon}) \leq \mathcal{C} (\mathcal{D}_i) \left[ 5 + \mathcal{Z} \right]^{\mathcal{Z}},
\]

\[
\mathcal{P} (\psi_{i, \varepsilon}) \leq \mathcal{C} (\mathcal{D}_i) \left[ 5 + \mathcal{Z} \right]^{\mathcal{Z}} - \mathcal{Z}, \quad \mathcal{R} (\psi_{i, \varepsilon}) \in \mathcal{M}_{\mathcal{D}_i},
\]

and

\[
\left[ \int_{\mathbb{R}^d} \left[ u_i(T, x) - (\mathcal{R}(\psi_{i, \varepsilon}))(x) \right]^p \nu_{\mathcal{D}_i}(dx) \right]^{\frac{1}{p}} \leq \varepsilon.
\]

Proof of Proposition 3.12. Throughout this proof let \( i \in \mathcal{I} \), let \( c_0 \in (0, \infty) \)
be given by

\[
c_0 = 2(p-1)^{1/2} \exp \left( 3\mathcal{V}(1 + L^2 T(\sqrt{T} + \mathcal{V})^2) \right),
\]

and let \( \mathcal{C} \in [0, \infty) \) be given by

\[
\mathcal{C} = \left[ c \max \{1, \frac{R}{T} \} \max \left\{ R, c_0 \left( 1 + \left[ \int_{\mathbb{R}^n} \|x\|^p_{\mathbb{R}^n} \nu_{\mathcal{D}_i}(dx) \right]^{\frac{1}{p}} \right) \right\} \right]^{5+\mathcal{Z}}.
\]

Note that the fact that for all \( \theta \in [0, \infty), i \in \mathcal{I} \) it holds that \( (\mathcal{D}_i)^{-\theta} \leq 1 \)
implies that

\[
\max \left\{ c_0 \left( 1 + \left[ \int_{\mathbb{R}^n} \|x\|^p_{\mathbb{R}^n} \nu_{\mathcal{D}_i}(dx) \right]^{\frac{1}{p}} \right), R \right\}
\]

\[
\leq \max \left\{ c_0 \left( (\mathcal{D}_i)^{\theta} (\mathcal{D}_i)^{-\theta} + (\mathcal{D}_i)^{\theta} \sup_{i \in \mathcal{I}} \left[ (\mathcal{D}_i)^{-\theta} \left( \int_{\mathbb{R}^n} \|x\|^p_{\mathbb{R}^n} \nu_{\mathcal{D}_i}(dx) \right)^{\frac{1}{p}} \right] \right), R \right\}
\]

\[
\leq \max \left\{ c_0 (\mathcal{D}_i)^{\theta} \left( 1 + \sup_{i \in \mathcal{I}} \left[ (\mathcal{D}_i)^{-\theta} \left( \int_{\mathbb{R}^n} \|x\|^p_{\mathbb{R}^n} \nu_{\mathcal{D}_i}(dx) \right)^{\frac{1}{p}} \right] \right), (\mathcal{D}_i)^{\theta} (\mathcal{D}_i)^{-\theta} R \right\}
\]

\[
\leq (\mathcal{D}_i)^{\theta} \max \left\{ c_0 \left( 1 + \sup_{i \in \mathcal{I}} \left[ (\mathcal{D}_i)^{-\theta} \left( \int_{\mathbb{R}^n} \|x\|^p_{\mathbb{R}^n} \nu_{\mathcal{D}_i}(dx) \right)^{\frac{1}{p}} \right] \right), R \right\}.
\]
Therefore, (334), (333), and (325) ensure that
\[ C = \left[ c \max\{1, \frac{R}{r}\} \max\left\{ c_0 \left( 1 + \left[ \int_{\mathbb{R}^n} \|x\|_{\mathbb{R}^n}^{p\nu} \nu_{\varphi_i}(dx) \right]^{1/p} \right), R \right\} \right]^{5+\varepsilon} \]
\[ \leq (\mathfrak{d}_i)^{\theta(5+\varepsilon)} \left[ c \max\{1, \frac{R}{r}\} \max\left\{ 2(p - 1)^{1/2} \exp\left( 3\nu(1 + L^2 T(\sqrt{T} + v)^2) \right) \left( 1 + \sup_{i \in I} \left[ (\mathfrak{d}_i)^{-\theta} \left( \int_{\mathbb{R}^n} \|x\|_{\mathbb{R}^n}^{p\nu} \nu_{\varphi_i}(dx) \right]^{1/p} \right) \right), R \right\} \right]^{5+\varepsilon} \]
\[ = (\mathfrak{d}_i)^{\theta(5+\varepsilon)} \mathcal{C}. \] (336)

Moreover, observe that (328) implies that \( \varphi_i \) is an an at most polynomially growing function. Combining this, (326), and (327) with item (i) in Corollary 2.23 (with \( \varphi_i \) notation of Corollary 3.11) establishes that there exists a unique continuous function \( u : [0, T] \times \mathbb{R}^n \rightarrow \mathbb{R} \) which satisfies for all \( x \in \mathbb{R}^n \) that \( u_i(0, x) = \varphi_i(x) \), which satisfies that \( \inf_{y \in (0, \infty)} \sup_{(t, x) \in [0, T] \times \mathbb{R}^n} \frac{|u_i(t, x)|}{1 + \|x\|_{\mathbb{R}^n}} < \infty \), and which satisfies that \( \frac{\partial}{\partial t} u_i(t, x) = \frac{1}{2} \text{Trace}(\sigma_i(x)[\sigma_i(x)]^*(\text{Hess}_x u_i)(t, x)) + \langle (\nabla_x u_i)(t, x), \mu_i(x) \rangle_{\mathbb{R}^d} \) for \( (t, x) \in (0, T) \times \mathbb{R}^n \). This proves item (i). Next observe that Corollary 3.11 (with \( d = \mathfrak{d}_i \), \( T = T \), \( r = r \), \( R = R \), \( v = v \), \( w = w \), \( z = z \), \( z = z \), \( c = c \), \( v = v \), \( p = p \), \( \nu = \nu_{\varphi_i} \), \( \varphi = \varphi_i \), \( \mu = \mu_i \), \( \sigma = \sigma_i \), \( (\phi_{i,\delta})_{\delta \in (0, \varepsilon]} = (\phi_{i,\delta})_{\delta \in [0, \varepsilon]} \) in the notation of Corollary 3.11) demonstrates that there exists \( (\psi_{i,\epsilon})_{\epsilon \in (0, R]} \subseteq \mathcal{N} \) such that for all \( \varepsilon \in (0, R] \) it holds that
\[ \mathcal{P}(\psi_{i,\epsilon}) \leq C (\mathfrak{d}_i)^{z+wz+2w} \varepsilon^{-4-z}, \] (338)
\[ \mathcal{Q}(\psi_{i,\epsilon}) \leq C (\mathfrak{d}_i)^{z+wz+2w} \varepsilon^{-2-z}, \quad \mathcal{R}(\psi_{i,\epsilon}) \in \mathcal{M}_{\mathfrak{d}_i}, \] (339)
and
\[ \int_{\mathbb{R}^d} |u_i(T, x) - (\mathcal{R}(\psi_{i,\epsilon}))(x)|^p \nu_{\varphi_i}(dx) \leq \varepsilon. \] (340)
Combining this with (336) establishes item (i). The proof of Proposition 3.12 is thus completed. \( \square \)
Corollary 3.13. Assume Setting [3.4] let \( T, r \in (0, \infty), \mathcal{C}, L, v, w, z, \theta \in [0, \infty), c \in [1, \infty), \nu, p \in [2, \infty) \), for every \( d \in \mathbb{N} \) let \( \langle \cdot, \cdot \rangle_{\mathbb{R}^d} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the \( d \)-dimensional Euclidean scalar product, for every \( d \in \mathbb{N} \) let \( \|\|_{\mathbb{R}^d} : \mathbb{R}^d \to [0, \infty) \) be the \( d \)-dimensional Euclidean norm and let \( \|\|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} : \mathbb{R}^{d \times d} \to [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times d} \), let \( \nu_d : \mathcal{B}(\mathbb{R}^d) \to [0, 1], d \in \mathbb{N} \), be probability measures, assume that

\[
\mathcal{C} = \left[ c \max\{1, \frac{\lambda}{\sigma} \} \max\{2(p - 1)^{1/2} \exp(3v(1 + L^2 T(\sqrt{T} + v p)^2)) \right. \\
\left. \quad \left(1 + \sup_{d \in \mathbb{N}} \left[ d^{-\theta} \left[ \int_{\mathbb{R}^d} \|\|_{\mathbb{R}^d} \nu_d(dx) \right]^{1/p} \right] \right)^{5+2} \right]^{5+2},
\]

(341)

let \( \varphi_d : \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N} \), be continuous functions, let \( \mu_d : \mathbb{R}^d \to \mathbb{R}^d, d \in \mathbb{N} \), and \( \sigma_d : \mathbb{R}^d \to \mathbb{R}^{d \times d}, d \in \mathbb{N} \), be functions which satisfy for all \( d \in \mathbb{N}, x, y \in \mathbb{R}^d \), \( \lambda \in \mathbb{R} \) that

\[
\mu_d(\lambda x + y) + \lambda \mu_d(0) = \lambda \mu_d(x) + \mu_d(y),
\]

(342)

\[
\sigma_d(\lambda x + y) + \lambda \sigma_d(0) = \lambda \sigma_d(x) + \sigma_d(y),
\]

(343)

and \( \|\|_{\mathbb{R}^d} + \|\|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} \leq L(1 + \|x\|_{\mathbb{R}^d}), \) and let \( (\phi, \delta) \in \mathbb{N} \) satisfy for all \( d \in \mathbb{N}, \delta \in (0, r], x \in \mathbb{R}^d \) that \( \mathcal{P}(\phi, \delta) \leq c d^2 \delta^{-2}, \mathcal{R}(\phi, \delta) \in \mathcal{M}, \)

\[
|\varphi_d(x) - (\mathcal{R}(\phi, \delta))((x))| \leq c d \delta \left(1 + \|x\|_{\mathbb{R}^d}^2 \right),
\]

(344)

Then

(i) there exist unique continuous functions \( u_d : [0, T] \times \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N} \), which satisfy for all \( d \in \mathbb{N}, x \in \mathbb{R}^d \) that \( u_d(0, x) = \varphi_d(x) \), which satisfy for all \( d \in \mathbb{N} \) that \( \inf_{d \in \mathbb{N}} \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \frac{|u_d(t, x)|}{1 + \|x\|_{\mathbb{R}^d}^2} < \infty \), and which satisfy for all \( d \in \mathbb{N} \) that \( u_d([0, T] \times \mathbb{R}^d) \) is a viscosity solution of

\[
\frac{\partial}{\partial t} u_d(t, x) = \frac{1}{2} \text{Trace} \left( \sigma_d(x) [\sigma_d(x)]^\ast (\text{Hess}_x u_d)(t, x) \right) \]

\[
+ \langle (\nabla_x u_d)(t, x), \mu_d(x) \rangle_{\mathbb{R}^d}
\]

(345)

for \( (t, x) \in (0, T) \times \mathbb{R}^d \) and

(ii) there exist \( (\psi, \varepsilon) \in \mathbb{N} \) such that for all \( d \in \mathbb{N}, \varepsilon \in (0, R] \) it holds that

\[
\mathcal{P}(\psi, \varepsilon) \leq \mathcal{C} d^{(5 + z)\theta + z + w + 4v} \varepsilon^{-4 - 2z},
\]

(346)

\[
\mathcal{P}(\psi, \varepsilon) \leq \mathcal{C} d^{(5 + z)\theta + z + w + 2v} \varepsilon^{-2 - z}, \quad \mathcal{R}(\psi, \varepsilon) \in \mathcal{M},
\]

(347)

and

\[
\int_{\mathbb{R}^d} \left| u_d(T, x) - (\mathcal{R}(\psi, \varepsilon))(x) \right|^p \nu_d(dx) \leq \varepsilon.
\]

(348)
Proof of Corollary 3.13. Observe that Proposition 3.12 (with \( I = \mathbb{N}, \theta = \text{id}_\mathbb{N}, T = T, r = r, R = R, L = L, v = v, w = w, z = z, \theta = \theta, c = c, v = v, p = p, (\nu_d)_{d \in \mathbb{N}} = (\nu_d)_{d \in \mathbb{N}}, (\varphi_d)_{d \in \mathbb{N}}, (\mu_i)_{i \in I} = (\mu_d)_{d \in \mathbb{N}}, (\sigma_d)_{d \in \mathbb{N}}, (\phi_{d, \delta})_{d \in \mathbb{N}, \delta \in [0, \delta]} \) in the notation of Proposition 3.12) establishes items (i)–(ii). The proof of Corollary 3.13 is thus completed. \( \square \)

3.6 Artificial neural networks with continuous activation functions

In this subsection we establish in Theorem 3.14 below the main result of this article. Theorem 3.14 proves, roughly speaking, that fully-connected artificial neural networks overcome the curse of dimensionality in the numerical approximation of Black-Scholes PDEs (see (357) in item (i) in Theorem 3.14 for details). In Theorem 3.14 the approximation error between the solution of the PDE and the artificial neural network is measured by means of \( L^p \)-norms with respect to the general probability measures \( \nu_d, d \in \mathbb{N} \), in Theorem 3.14. To make Theorem 3.14 easier accessible, we derive a simplified and specialized version of Theorem 3.14 in Corollary 3.16 below. In particular, in Corollary 3.16 below we specialize Theorem 3.14 to the case where the general probability measures \( \nu_d, d \in \mathbb{N} \), are nothing else but the continuous uniform distribution on \([0, 1]^d\). Our proof of Corollary 3.16 uses the elementary estimate in Lemma 3.15 below. For the sake of completeness we also present in this subsection a detailed proof of Lemma 3.15.

Theorem 3.14. Let \( T, r, R \in (0, \infty), v, w, z, \theta \in [0, \infty), c \in [1, \infty), v, p \in (2, \infty) \), for every \( d \in \mathbb{N} \) let \( < \cdot, \cdot > : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) be the \( d \)-dimensional Euclidean scalar product, for every \( d \in \mathbb{N} \) let \( \| \cdot \| : \mathbb{R}^d \rightarrow [0, \infty) \) be the \( d \)-dimensional Euclidean norm and let \( \| \cdot \|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} : \mathbb{R}^{d \times d} \rightarrow [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times d} \), let \( \nu_d : \mathcal{B}(\mathbb{R}^d) \rightarrow [0, 1], d \in \mathbb{N}, \) be probability measures, let \( \varphi_d : \mathbb{R}^d \rightarrow \mathbb{R}, d \in \mathbb{N}, \) be continuous functions, let \( \mu_d : \mathbb{R}^d \rightarrow \mathbb{R}^d, d \in \mathbb{N}, \) and \( \sigma_d : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}, d \in \mathbb{N}, \) be functions which satisfy for all \( d \in \mathbb{N}, x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) that

\[
\mu_d(\lambda x + y) + \lambda \mu_d(0) = \lambda \mu_d(x) + \mu_d(y), \quad (349)
\]

\[
\sigma_d(\lambda x + y) + \lambda \sigma_d(0) = \lambda \sigma_d(x) + \sigma_d(y), \quad (350)
\]
and $\|\mu_d(x)\|_{R^d} + \|\sigma_d(x)\|_{HS(R^d,R^d)} \leq c(1 + \|x\|_{R^d})$, let

$$
\mathcal{N} = \bigcup_{\mathcal{L} \in \{2, 3, \ldots\}} \bigcup_{(l_0, l_1, \ldots, l_{\mathcal{L}}) \in ((N^\mathcal{L}) \times \{1\})} \left( \times_{k=1}^{\mathcal{L}} (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k}) \right) ,
$$

(351)

assume that $\sup_{d \in \mathbb{N}} [d^{-\theta p} \int_{R^d} \|x\|^p \nu_d(dx)] < \infty$, let $A_d \in C(R^d, R^d)$, $d \in \mathbb{N}$, and $a \in C(R, R)$ be functions which satisfy for all $d \in \mathbb{N}$, $x = (x_1, x_2, \ldots, x_d) \in R^d$ that

$$
A_d(x) = (a(x_1), a(x_2), \ldots, a(x_d)) ,
$$

(352)

let $P, \mathcal{P} : \mathcal{N} \to \mathbb{N}$ and $\mathcal{R} : \mathcal{N} \to \bigcup_{d=1}^{\infty} C(R^d, R)$ be the functions which satisfy for all $\mathcal{L} \in \{2, 3, \ldots\}$, $(l_0, l_1, \ldots, l_{\mathcal{L}}) \in ((N^\mathcal{L}) \times \{1\})$, $\Phi = ((W_1, B_1), \ldots, (W_{\mathcal{L}}, B_{\mathcal{L}})) = ((W^{(i,j)}_k)_{i \in \{1, 2, \ldots, l_k\}, j \in \{1, 2, \ldots, l_{k-1}\}), (B^{(i,j)}_k)_{i \in \{1, 2, \ldots, l_k\}, j \in \{1, 2, \ldots, l_{k-1}\}} \in (\times_{k=1}^{\mathcal{L}} (\mathbb{R}^{l_k \times l_{k-1}} \times \mathbb{R}^{l_k}))$, $x_0 \in R^{l_0}, x_1 \in R^{l_1}, \ldots, x_{\mathcal{L}-1} \in R^{l_{\mathcal{L}-1}}$ with $\forall k \in \mathbb{N} \cap (0, \mathcal{L}) : x_k = A_{l_k}(W_{l_k} x_{l_k}-1 + B_k)$ that

$$
\mathcal{R}(\Phi) \in C(R^{l_0}, R), \quad (\mathcal{R}(\Phi))(x_0) = W_{\mathcal{L}} x_{\mathcal{L}-1} + B_{\mathcal{L}} ,
$$

(353)

$$
\mathcal{P}(\Phi) = \sum_{k=1}^{\mathcal{L}} \sum_{i=1}^{l_k} \left( I_{R \setminus \{0\}}(B^{(i,j)}_k) + \sum_{j=1}^{l_{k-1}} I_{R \setminus \{0\}}(W^{(i,j)}_k) \right) ,
$$

(354)

and $\mathcal{P}(\Phi) = \sum_{k=1}^{\mathcal{L}} l_k (l_{k-1} + 1)$, and let $(\phi_{d, \delta})_{d \in \mathbb{N}, \delta \in (0, r]} \subseteq \mathcal{N}$ satisfy for all $d \in \mathbb{N}$, $\delta \in (0, r]$, $x \in R^d$ that $\mathcal{P}(\phi_{d, \delta}) \leq c d^{\alpha} \delta^{-\gamma}$, $\mathcal{R}(\phi_{d, \delta}) \in C(R^d, R)$, $|R(\phi_{d, \delta}))(x)| \leq c d^{\alpha}(1 + \|x\|_{R^d})$, and

$$
|\varphi_d(x) - \mathcal{R}(\phi_{d, \delta}))(x)| \leq c d^{\alpha} \delta^2 (1 + \|x\|_{R^d})^\gamma .
$$

(355)

Then

(i) there exist unique continuous functions $u_d : [0, T] \times R^d \to R$, $d \in \mathbb{N}$, which satisfy for all $d \in \mathbb{N}$, $x \in R^d$ that $u_d(0, x) = \varphi_d(x)$, which satisfy for all $d \in \mathbb{N}$ that $\inf_{q \in (0, \infty)} \sup_{(t, x) \in [0, T] \times R^d} \frac{|u_d(t, x)|}{1 + \|x\|_{R^d}} < \infty$, and which satisfy for all $d \in \mathbb{N}$ that $u_d|[0,T] \times R^d$ is a viscosity solution of

$$
\frac{\partial}{\partial t} u_d(t, x) = \frac{1}{2} \text{Trace}(\sigma_d(x)[\sigma_d(x)]^* \text{Hess}_x u_d(t, x))
+ \langle (\nabla_x u_d)(t, x), \mu_d(x) \rangle_{R^d}
$$

(356)

for $(t, x) \in (0, T) \times R^d$ and
(ii) there exist $\mathcal{C} \in (0, \infty)$, $(\psi_{d,\varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0,R]} \subseteq \mathcal{N}$ such that for all $d \in \mathbb{N}$, \( \varepsilon \in (0, R] \) it holds that $\mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{C} d^{(5+z)\theta + z + wz + 4v \varepsilon^{-4-z}}$, \( \mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{C} d^{(5+z)\theta + z + wz + 2v \varepsilon^{-2-z}} \), \( \mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d, \mathbb{R}) \), and

$$
\left[ \int_{\mathbb{R}^d} |u_d(T, x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x)|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon. \quad (357)
$$

**Proof of Theorem 3.14** Throughout this proof let $\mathcal{C} \in (0, \infty)$ be given by

$$
\mathcal{C} = \left[ \varepsilon \max\{1, \frac{R}{T} \} \max\left\{ R, 2(p - 1)^{1/2} \exp\left(3v(1 + c^2 T \sqrt{T} + v p)^2\right) \right\} \cdot \left(1 + \sup_{d \in \mathbb{N}} \left[ d^{-\theta} \left[ \int_{\mathbb{R}^d} \|x\|^p \nu_d(dx) \right]^{1/p} \right] \right)^{5+z} \right]^{5+z}
$$

and for every $d \in \mathbb{N}$ let $\mathcal{M}_d$ be the set of all Borel measurable functions from $\mathbb{R}^d$ to $\mathbb{R}$. Note that Corollary 3.13 demonstrates that there exist unique continuous functions $u_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}$, $d \in \mathbb{N}$, which satisfy for all $d \in \mathbb{N}$, $x \in \mathbb{R}^d$ that $u_d(0, x) = \psi_d(x)$, which satisfy for all $d \in \mathbb{N}$ that

$$
\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u_d(t,x)|}{1 + \|x\|_{\mathbb{R}^d}} < \infty,
$$

and which satisfy for all $d \in \mathbb{N}$ that $u_d|_{(0,T) \times \mathbb{R}^d}$ is a viscosity solution of

$$
(\frac{\partial}{\partial t} u_d)(t, x) = \frac{1}{2} \text{Trace}(\sigma_d(x)[\sigma_d(x)]^*(\text{Hess}_x u_d)(t, x)) + \langle (\nabla_x u_d)(t, x), \mu_d(x) \rangle_{\mathbb{R}^d}
$$

(359)

for $(t, x) \in (0, T) \times \mathbb{R}^d$ and that there exist $(\psi_{d,\varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0,R]} \subseteq \mathcal{N}$ such that for all $d \in \mathbb{N}$, \( \varepsilon \in (0, R] \) it holds that $\mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{C} d^{(5+z)\theta + z + wz + 2v \varepsilon^{-2-z}}$, \( \mathcal{R}(\psi_{d,\varepsilon}) \in \mathcal{M}_d \), and

$$
\left[ \int_{\mathbb{R}^d} \left| u_d(T, x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x) \right|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon. \quad (360)
$$

The fact that $\text{Im}(\mathcal{R}) \subseteq \bigcup_{d=1}^{\infty} C(\mathbb{R}^d, \mathbb{R})$ hence demonstrates that for all $d \in \mathbb{N}$, \( \varepsilon \in (0, R] \) it holds that $\mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d, \mathbb{R}) \subseteq \mathcal{M}_d$, which finishes the proof of Theorem 3.14.
Lemma 3.15. Let \( d \in \mathbb{N}, p \in [2, \infty), u \in \mathbb{R}, v \in (u, \infty), \) and let \( \|\cdot\| : \mathbb{R}^d \to [0, \infty) \) be the \( d \)-dimensional Euclidean norm. Then it holds that

\[
\frac{1}{(v - u)^d} \int_{[u, v]^d} \|x\|^p \, dx \leq d^{p/2} \max \{|u|^p, |v|^p\}.
\] (361)

Proof of Lemma 3.15. Observe that the Hölder inequality implies that for all \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds that

\[
\|x\|^2 = \sum_{i=1}^{d} |x_i|^2 \leq \left( \sum_{i=1}^{d} |x_i|^p \right)^{2/p} \left( \sum_{i=1}^{d} 1 \right)^{1-2/p} = \left( \sum_{i=1}^{d} |x_i|^p \right)^{2/p} d^{1-2/p}.
\] (362)

Next note that the Fubini theorem ensures that

\[
\int_{[u, v]^d} \left( \sum_{i=1}^{d} |x_i|^p \right) \, d(x_1, x_2, \ldots, x_d) = \sum_{i=1}^{d} \int_{[u, v]^d} |x_i|^p \, d(x_1, x_2, \ldots, x_d)
\]

\[
= \sum_{i=1}^{d} \left( \int_{u}^{v} |x_i|^p \, dx_i \right) \left( \int_{u}^{v} 1 \, dt \right)^{d-1} = d \left( \int_{u}^{v} |t|^p \, dt \right) (v - u)^{d-1}
\]

\[
\leq d(v - u)^d \sup_{t \in [u, v]} |t|^p = d(v - u)^d \max \{|u|^p, |v|^p\}.
\] (363)

Combining this with (362) demonstrates that

\[
\frac{1}{(v - u)^d} \int_{[u, v]^d} \|x\|^p \, dx \leq \frac{1}{(v - u)^d} d^{p/2-1} \int_{[u, v]^d} \left( \sum_{i=1}^{d} |x_i|^p \right) \, d(x_1, x_2, \ldots, x_d)
\]

\[
\leq d^{p/2} \max \{|u|^p, |v|^p\}.
\] (364)

The proof of Lemma 3.15 is thus completed. \( \square \)

Corollary 3.16. Let \( T, r, c, p \in (0, \infty), \) for every \( d \in \mathbb{N} \) let \( \|\cdot\| : \mathbb{R}^d \to [0, \infty) \) be the \( d \)-dimensional Euclidean norm and let \( \|\cdot\|_{\text{HS}} : \mathbb{R}^{d \times d} \to [0, \infty) \) be the Hilbert-Schmidt norm on \( \mathbb{R}^{d \times d}, \) let \( \varphi_d : \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}, \) be
continuous functions, let \( \mu_d : \mathbb{R}^d \to \mathbb{R}^d, d \in \mathbb{N}, \) and \( \sigma_d : \mathbb{R}^d \to \mathbb{R}^{d \times d}, d \in \mathbb{N}, \) be functions which satisfy for all \( d \in \mathbb{N}, x, y \in \mathbb{R}^d, \lambda \in \mathbb{R} \) that

\[
\mu_d(\lambda x + y) + \lambda \mu_d(0) = \lambda \mu_d(x) + \mu_d(y), \quad (365)
\]

\[
\sigma_d(\lambda x + y) + \lambda \sigma_d(0) = \lambda \sigma_d(x) + \sigma_d(y), \quad (366)
\]

and \( \|\mu_d(x)\|_{\mathbb{R}^d} + \|\sigma_d(x)\|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} \leq c(1 + \|x\|_{\mathbb{R}^d}), \) let

\[
\mathcal{N} = \bigcup_{\mathcal{L} \in \{2, 3, \ldots\}} \bigcup_{(l_0, l_1, \ldots, l_{\mathcal{L}}) \in ((\mathbb{N}^\mathcal{L}) \times \{1\})} \left( \times_{k=1}^\mathcal{L} (\mathbb{R}^{l_k} \times \mathbb{R}^{l_k}) \right), \quad (367)
\]

let \( A_d \in C(\mathbb{R}^d, \mathbb{R}^d), d \in \mathbb{N}, \) and \( a \in C(\mathbb{R}, \mathbb{R}) \) be functions which satisfy for all \( d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) that

\[
A_d(x) = (a(x_1), a(x_2), \ldots, a(x_d)), \quad (368)
\]

let \( \mathcal{P} : \mathcal{N} \to \mathbb{R} \) and \( \mathcal{R} : \mathcal{N} \to \bigcup_{d=1}^\infty C(\mathbb{R}^d, \mathbb{R}) \) be the functions which satisfy for all \( \mathcal{L} \in \{2, 3, \ldots\}, (l_0, l_1, \ldots, l_{\mathcal{L}}) \in ((\mathbb{N}^\mathcal{L}) \times \{1\}), \) \( \Phi = ((W_1, B_1), \ldots, (W_{\mathcal{L}}, B_{\mathcal{L}})) = ((W^{(l,j)}_{k})_{i \in \{1,2,\ldots,l_k\},j \in \{1,2,\ldots,l_k-1\}}, (B^{(l,j)}_{k})_{i \in \{1,2,\ldots,l_k\},j \in \{1,2,\ldots,l_k-1\}} \in \times_{k=1}^\mathcal{L} (\mathbb{R}^{l_k} \times \mathbb{R}^{l_k})), x_0 \in \mathbb{R}^{l_0}, x_1 \in \mathbb{R}^{l_1}, \ldots, x_{\mathcal{L}-1} \in \mathbb{R}^{l_{\mathcal{L}-1}} \) with \( \forall k \in \mathbb{N} \cap (0, \mathcal{L}): x_k = A_k(W_{k}x_{k-1} + B_k) \) that

\[
\mathcal{R}(\Phi) \in C(\mathbb{R}^{l_0}, \mathbb{R}), \quad (\mathcal{R}(\Phi))(x_0) = W_{\mathcal{L}}x_{\mathcal{L}-1} + B_{\mathcal{L}}, \quad (369)
\]

and \( \mathcal{P} (\Phi) = \sum_{k=1}^\mathcal{L} l_k (l_k - 1) + 1, \) and let \( (\phi_{d, \delta})_{d \in \mathbb{N}, \delta \in (0, r]} \subseteq \mathcal{N} \) satisfy for all \( d \in \mathbb{N}, \delta \in (0, r], x \in \mathbb{R}^d \) that \( \mathcal{P} (\phi_{d, \delta}) \leq c d^\delta \delta^{-i}, \mathcal{R} (\phi_{d, \delta}) \in C(\mathbb{R}^d, \mathbb{R}), \) \( |(\mathcal{R}(\phi_{d, \delta}))(x)| \leq c d^\delta (1 + \|x\|_{\mathbb{R}^d}^e), \) and

\[
|\varphi_d(x) - (\mathcal{R}(\phi_{d, \delta}))(x)| \leq c d^\delta (1 + \|x\|_{\mathbb{R}^d}^e). \quad (370)
\]

Then

(i) there exist unique continuous functions \( u_d : [0, T] \times \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}, \) which satisfy for all \( d \in \mathbb{N}, x \in \mathbb{R}^d \) that \( u_d(0, x) = \varphi_d(x), \) which satisfy for all \( d \in \mathbb{N} \) that \( \inf_{t \in (0, \infty)} \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \frac{|u_d(t, x)|}{1 + \|x\|_{\mathbb{R}^d}^e} < \infty, \) and which satisfy for all \( d \in \mathbb{N} \) that \( u_d([0, T] \times \mathbb{R}^d) \) is a viscosity solution of

\[
\frac{\partial}{\partial t} u_d(t, x) = \text{Trace} \left( \sigma_d(x)[\sigma_d(x)]^* (\text{Hess}_x u_d)(t, x) \right) + \frac{\partial}{\partial x} u_d(t, x) \mu_d(x) \quad (371)
\]

for \( (t, x) \in (0, T) \times \mathbb{R}^d \) and
(ii) there exist $\mathcal{E} \in (0, \infty)$, $(\psi_{d, \varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0,1]} \subseteq \mathcal{N}$ such that for all $d \in \mathbb{N}, \varepsilon \in (0,1]$ it holds that $\mathcal{P}(\psi_{d, \varepsilon}) \leq \mathcal{E} \varepsilon^{-\varepsilon}$, $\mathcal{R}(\psi_{d, \varepsilon}) \in C(\mathbb{R}^d, \mathbb{R})$, and

$$\left[ \int_{[0,1]^d} \left| u_d(T, x) - (\mathcal{R}(\psi_{d, \varepsilon}))(x) \right|^p \, dx \right]^{1/p} \leq \varepsilon.$$  \hfill (372)

**Proof of Corollary 3.16.** Throughout this proof let $m: (0, \infty) \to [2, \infty)$ be the function which satisfies for all $z \in (0, \infty)$ that $m(z) = \max\{2, z\}$ and for every $d \in \mathbb{N}$ let $\nu_d: \mathcal{B}(\mathbb{R}^d) \to [0, \infty]$ be the $d$-dimensional Lebesgue measure. Note that Lemma 3.15 (with $d = d$, $p = m(c)m(p)$, $u = 0$, $v = 1$, $\|\cdot\| = \|\cdot\|_{\mathbb{R}^d}$) in the notation of Lemma 3.15 implies for all $d \in \mathbb{N}$ that

$$\int_{[0,1]^d} \|x\|^{(m(c)m(p))} \, dx \leq d^{1/2(m(p)m(c))}. \hfill (373)$$

This ensures that

$$\sup_{d \in \mathbb{N}} \left[ d^{-1/2(m(p)m(c))} \int_{[0,1]^d} \|x\|^{(m(c)m(p))} \nu_d([0,1]^d) \, dx \right] = \sup_{d \in \mathbb{N}} \left[ d^{-1/2(m(p)m(c))} \int_{[0,1]^d} \|x\|^{(m(c)m(p))} \, dx \right] \leq 1 < \infty. \hfill (374)$$

Theorem 3.14 (with $T = T$, $r = r$, $R = 1$, $v = \mathfrak{c}$, $w = \mathfrak{c}$, $z = \mathfrak{c}$, $\mathfrak{z} = \mathfrak{c}$, $\theta = m(c)/2$, $\mathfrak{c} = \max\{\sqrt{2} \mathfrak{c}, 1\}$, $\nu = m(c)$, $p = m(p)$, $(\nu_d)_{d \in \mathbb{N}} = (\nu_d)_{d \in \mathbb{N}}$, $(\varphi_d)_{d \in \mathbb{N}} = (\varphi_d)_{d \in \mathbb{N}}$, $(\mu_d)_{d \in \mathbb{N}} = (\mu_d)_{d \in \mathbb{N}}$, $(\sigma_d)_{d \in \mathbb{N}} = (\sqrt{2} \sigma_d)_{d \in \mathbb{N}}$, $(\phi_{d, \delta})_{d \in \mathbb{N}, \delta \in [0,1]} = (\phi_{d, \delta})_{d \in \mathbb{N}, \delta \in [0,1]}$ in the notation of Theorem 3.14) hence ensures that

(A) there exist unique continuous functions $u_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}$, $d \in \mathbb{N}$, which satisfy for all $d \in \mathbb{N}$, $x \in \mathbb{R}^d$ that $u_d(0, x) = \varphi_d(x)$, which satisfy for all $d \in \mathbb{N}$ that $\inf_{q \in [0,\infty)} \sup_{(t,x) \in [0, T] \times \mathbb{R}^d} \frac{|u_d(t,x)|}{1 + \|x\|_{\mathbb{R}^d}^{\nu_d}} < \infty$, and which satisfy for all $d \in \mathbb{N}$ that $u_d|_{[0, T] \times \mathbb{R}^d}$ is a viscosity solution of

$$\left( \frac{\partial}{\partial t} u_d \right)(t, x) = \text{Trace} \left( \sigma_d(x)[\sigma_d(x)]^* (\text{Hess}_x u_d)(t, x) \right) + \left( \frac{\partial}{\partial x} u_d \right)(t, x) \mu_d(x)$$

for $(t, x) \in (0, T) \times \mathbb{R}^d$ and
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(B) there exist $C \in (0, \infty)$, $(\psi_{d,e})_{d \in \mathbb{N}, e \in (0,1]} \subseteq \mathcal{N}$ such that for all $d \in \mathbb{N}$, $e \in (0,1]$ it holds that $\mathcal{P}(\psi_{d,e}) \leq C d^{1/2(5+c)m(c)+c+c^2+4c} e^{-4-c}$, $\mathcal{R}(\psi_{d,e}) \in C(\mathbb{R}^d, \mathbb{R})$, and

$$\left[ \int_{\mathbb{R}^d} |u_d(T, x) - (\mathcal{R}(\psi_{d,e}))(x)|^{m(p)} \nu_d|_{[0,1]^d}(dx) \right]^{1/m(p)} \leq \varepsilon. \quad (376)$$

This implies item (i). Moreover, note that (B) and the Hölder inequality demonstrate that for all $C \in [\max\{C, 4 + c, 1/2(5 + c)m(c) + c + c^2 + 4c\}, \infty)$ it holds that

$$\mathcal{P}(\psi_{d,e}) \leq C d^{1/2(5+c)m(c)+c+c^2+4c} e^{-4-c} \leq C d^c e^{-(4+c)} \leq C d^c e^{-c} \quad (377)$$

and

$$\left[ \int_{[0,1]^d} |u_d(T, x) - (\mathcal{R}(\psi_{d,e}))(x)|^{p} dx \right]^{1/p} \leq \left[ \int_{[0,1]^d} |u_d(T, x) - (\mathcal{R}(\psi_{d,e}))(x)|^{m(p)} dx \right]^{1/m(p)} \quad (378)$$

$$= \left[ \int_{\mathbb{R}^d} |u_d(T, x) - (\mathcal{R}(\psi_{d,e}))(x)|^{m(p)} \nu_d|_{[0,1]^d}(dx) \right]^{1/m(p)} \leq \varepsilon.$$

This establishes item (ii). The proof of Corollary 3.16 is thus completed. \(\square\)

4 Artifical neural network approximations for Black-Scholes partial differential equations

4.1 Elementary properties of the Black-Scholes model

In this subsection we establish in Lemma 4.2 below a few elementary properties of the coefficient functions in the Black-Scholes model. For the sake of completeness we also provide in this subsection a detailed proof of Lemma 4.2.

**Setting 4.1.** Let $p \in [2, \infty)$, $T \in (0, \infty)$, $\theta \in [0, \infty)$, $(\alpha_{d,i})_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}}$, $(\beta_{d,i})_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}} \subseteq \mathbb{R}$ satisfy that $\sup_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}} (|\alpha_{d,i}| + |\beta_{d,i}|) < \infty$, for every $d \in \mathbb{N}$ let $\| \cdot \|_{\mathbb{R}^d} : \mathbb{R}^d \to [0, \infty)$ be the d-dimensional Euclidean norm, for every $d \in \mathbb{N}$ let $\langle \cdot, \cdot \rangle_{\mathbb{R}^d} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be the d-dimensional Euclidean
scalar product, for every $d \in \mathbb{N}$ let $\| \cdot \|_{HS(\mathbb{R}^d, \mathbb{R}^d)} : \mathbb{R}^{d \times d} \to [0, \infty)$ be the Hilbert-Schmidt norm on $\mathbb{R}^{d \times d}$, let $e_{d,i} \in \mathbb{R}^d$, $d \in \mathbb{N}$, $i \in \{1, 2, \ldots, d\}$, satisfy for all $d \in \mathbb{N}$ that $e_{d,1} = (1, 0, \ldots, 0)$, $e_{d,2} = (0, 1, 0, \ldots, 0)$, \ldots, $e_{d,d} = (0, \ldots, 0, 1)$, let $B_d = (B_d^{(i,j)})_{i,j \in \{1, 2, \ldots, d\}} \in \mathbb{R}^{d \times d}$, $d \in \mathbb{N}$, satisfy for all $d \in \mathbb{N}$, $i \in \{1, 2, \ldots, d\}$ that $(e_{d,i}, B_d^{(i,j)} e_{d,j})_{\mathbb{R}^d} = 1$, let $\mu_d : \mathbb{R}^d \to \mathbb{R}^d$, $d \in \mathbb{N}$, and $\sigma_d : \mathbb{R}^d \to \mathbb{R}^{d \times d}$, $d \in \mathbb{N}$, be the functions which satisfy for all $d \in \mathbb{N}$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ that

$$
\mu_d(x) = (\alpha_{d,1} x_1, \ldots, \alpha_{d,d} x_d) \quad \text{and} \quad \sigma_d(x) = \text{diag} (\beta_{d,1} x_1, \ldots, \beta_{d,d} x_d) B_d,
$$

and $\nu_d : B(\mathbb{R}^d) \to [0, 1]$, $d \in \mathbb{N}$, be probability measures which satisfy for all $q \in (0, \infty)$ that

$$
\sup_{d \in \mathbb{N}} \left[ d^{-\theta q} \int_{\mathbb{R}^d} \| x \|^q \nu_d(dx) \right] < \infty,
$$

let

$$
\mathcal{N} = \bigcup_{\mathcal{L} \in \{2, 3, \ldots\}} \bigcup_{(l_0, l_1, \ldots, l_\mathcal{L}) \in ((\mathbb{N}^\mathcal{L}) \times \{1\})} \left( \times_{k=1}^\mathcal{L} (\mathbb{R}^{l_k} \times \mathbb{R}^{l_k}) \right),
$$

let $A_d \in C(\mathbb{R}^d, \mathbb{R}^d)$, $d \in \mathbb{N}$, be the functions which satisfy for all $d \in \mathbb{N}$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ that

$$
A_d(x) = (\max\{x_1, 0\}, \max\{x_2, 0\}, \ldots, \max\{x_d, 0\}) \quad \text{and let} \quad \mathcal{P}, \mathcal{R} : \mathcal{N} \to \mathbb{N} \quad \text{and} \quad \mathcal{R} : \mathcal{N} \to \bigcup_{d=1}^\infty C(\mathbb{R}^d, \mathbb{R}) \quad \text{be the functions which satisfy for all $\mathcal{L} \in \{2, 3, \ldots\}$, $(l_0, l_1, \ldots, l_\mathcal{L}) \in ((\mathbb{N}^\mathcal{L}) \times \{1\})$, $\Phi = ((W_1, B_1), \ldots, (W_{\mathcal{L}}, B_{\mathcal{L}})) = ((W_k^{(i,j)})_{i,j \in \{1, 2, \ldots, l_k\}}, (B_k^{(i,j)})_{i,j \in \{1, 2, \ldots, l_k\}) \in (\times_{k=1}^\mathcal{L} (\mathbb{R}^{l_k} \times \mathbb{R}^{l_k})), x_0 \in \mathbb{R}^{l_0}, x_1 \in \mathbb{R}^{l_1}, \ldots, x_{\mathcal{L}-1} \in \mathbb{R}^{l_{\mathcal{L}-1}}$ with $\forall k \in \mathbb{N} \cap (0, \mathcal{L}) : x_k = A_{l_k}(W_{k} x_{k-1} + B_k)$ that

$$
\mathcal{R}(\Phi) \in C(\mathbb{R}^{l_\mathcal{L}}, \mathbb{R}), \quad (\mathcal{R}(\Phi))(x_0) = W_{\mathcal{L}} x_{\mathcal{L}-1} + B_{\mathcal{L}},
$$

$$
\mathcal{P}(\Phi) = \sum_{k=1}^{\mathcal{L}} \sum_{i=1}^{l_k} \left( 1_{\mathbb{R} \setminus \{0\}}(B_k^{(i,j)}) + \sum_{j=1}^{l_k-1} 1_{\mathbb{R} \setminus \{0\}}(W_k^{(i,j)}) \right),
$$

and $\mathcal{P}(\Phi) = \sum_{k=1}^{\mathcal{L}} l_k (l_k + 1)$.

**Lemma 4.2.** Assume Setting 4.1. Then

(i) it holds for all $d \in \mathbb{N}$, $x, y \in \mathbb{R}^d$, $\lambda \in \mathbb{R}$ that

$$
\mu_d(\lambda x + y) + \lambda \mu_d(0) = \lambda \mu_d(x) + \mu_d(y),
$$

and

$$
\sigma_d(\lambda x + y) = \lambda \sigma_d(x) + \sigma_d(y).
$$
(ii) it holds for all \( d \in \mathbb{N} \), \( x, y \in \mathbb{R}^d \), \( \lambda \in \mathbb{R} \) that

\[
\sigma_d(\lambda x + y) + \lambda \sigma_d(0) = \lambda \sigma_d(x) + \sigma_d(y),
\]

and

(iii) for all \( d \in \mathbb{N} \), \( x \in \mathbb{R}^d \) it holds that

\[
\| \mu_d(x) \|_{\mathbb{R}^d} + \| \sigma_d(x) \|_{\text{HS}(\mathbb{R}^d, \mathbb{R}^d)} \leq 2 \left[ \sup_{d \in \mathbb{N}, \lambda \in \{1, \ldots, d\}} (|\alpha_{d,i}| + |\beta_{d,i}|) \right] \| x \|_{\mathbb{R}^d}
\]

\[
\leq 2 \left[ \sup_{d \in \mathbb{N}, i \in \{1, \ldots, d\}} (|\alpha_{d,i}| + |\beta_{d,i}|) \right] (1 + \| x \|_{\mathbb{R}^d}) < \infty.
\]

Proof of Lemma 4.2. Throughout this proof let \( L \in (0, \infty) \) be given by

\[
L = \sup_{d \in \mathbb{N}} \sup_{i \in \{1, \ldots, d\}} (|\alpha_{d,i}| + |\beta_{d,i}|).
\]

First, note that the fact that for all \( d \in \mathbb{N} \), \( x \in \mathbb{R}^d \) it holds that \( \mu_d(x) = \text{diag}(\alpha_{d,1}, \ldots, \alpha_{d,d}) x \) and Lemma 2.6 prove item (i). Moreover, observe that (379) implies that for all \( d \in \mathbb{N} \), \( x, y \in \mathbb{R}^d \), \( \lambda \in \mathbb{R} \) it holds that \( \sigma_d(0) = 0 \) and

\[
\sigma_d(\lambda x + y) = \lambda \sigma_d(x) + \sigma_d(y).
\]

This establishes item (ii). In addition, note that for all \( d \in \mathbb{N} \), \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) it holds that

\[
\| \mu_d(x) \|_{\mathbb{R}^d} = \| (\alpha_{d,1} x_1, \ldots, \alpha_{d,d} x_d) \|_{\mathbb{R}^d} = \left[ \sum_{i=1}^d |\alpha_{d,i} x_i|^2 \right]^{1/2}
\]

\[
\leq \left[ (\max\{|\alpha_{d,1}|, \ldots, |\alpha_{d,d}|\})^2 \sum_{i=1}^d |x_i|^2 \right]^{1/2}
\]

\[
= \max\{|\alpha_{d,1}|, \ldots, |\alpha_{d,d}|\} \| x \|_{\mathbb{R}^d} \leq L \| x \|_{\mathbb{R}^d}
\]

\[
\leq L (1 + \| x \|_{\mathbb{R}^d}) < \infty.
\]

Moreover, observe that the fact that for all \( d \in \mathbb{N} \), \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) it holds that \( \sigma_d(x) = (\beta_{d,i} x_i B_d^{(i,j)})_{i,j \in \{1, \ldots, d\}} \in \mathbb{R}^{d \times d} \) assures that for all \( d \in \mathbb{N} \),
\[ x = (x_1, \ldots, x_d) \in \mathbb{R}^d \] it holds that

\[
\|\sigma_d(x)\|_{HS(\mathbb{R}^d,\mathbb{R}^d)}^2 = \sum_{i,j=1}^{d} |\beta_{d,i} x_i B_d^{(i,j)}|^2
\]

\[
= \sum_{i=1}^{d} \left( |x_i|^2 |\beta_{d,i}|^2 \sum_{j=1}^{d} |B_d^{(i,j)}|^2 \right)
\]

\[
\leq \left[ \max_{i \in \{1,2,\ldots,d\}} \left( |\beta_{d,i}|^2 \sum_{j=1}^{d} |B_d^{(i,j)}|^2 \right) \right] \sum_{i=1}^{d} |x_i|^2
\]

\[
\leq \left[ \max_{i \in \{1,2,\ldots,d\}} \left( |\beta_{d,i}|^2 \sum_{j=1}^{d} |B_d^{(i,j)}|^2 \right) \right] \|x\|_{\mathbb{R}^d}^2. \tag{391}
\]

The fact that for all \( d \in \mathbb{N} \), \( i \in \{1,2,\ldots,d\} \) it holds that

\[
\sum_{j=1}^{d} |B_d^{(i,j)}|^2 = \langle B_d^* e_{d,i}, B_d^* e_{d,i} \rangle_{\mathbb{R}^d} = \langle e_{d,i}, B_d B_d^* e_{d,i} \rangle_{\mathbb{R}^d} = 1 \tag{392}
\]

hence demonstrates that for all \( d \in \mathbb{N} \), \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) it holds that

\[
\|\sigma_d(x)\|_{HS(\mathbb{R}^d,\mathbb{R}^d)} \leq \left[ \max_{i \in \{1,2,\ldots,d\}} |\beta_{d,i}|^2 \right]^{1/2} \|x\|_{\mathbb{R}^d}
\]

\[
= \left[ \max_{i \in \{1,2,\ldots,d\}} |\beta_{d,i}| \right] \|x\|_{\mathbb{R}^d} \tag{393}
\]

\[
\leq L \|x\|_{\mathbb{R}^d} \leq L(1 + \|x\|_{\mathbb{R}^d}) < \infty.
\]

Combining this and (390) assures that for all \( d \in \mathbb{N} \), \( x \in \mathbb{R}^d \) it holds that

\[
\|\mu_d(x)\|_{\mathbb{R}^d} + \|\sigma_d(x)\|_{HS(\mathbb{R}^d,\mathbb{R}^d)} \leq 2L \|x\|_{\mathbb{R}^d} \leq 2L(1 + \|x\|_{\mathbb{R}^d}) < \infty. \tag{394}
\]

This establishes item (iii). The proof of Lemma 4.2. is thus completed. \( \square \)

### 4.2 Transformations of viscosity solutions

In this subsection we establish in Proposition 4.3, Corollary 4.4 and Corollary 4.5 a few elementary and essentially well-known transformation results for viscosity solutions of certain second-order PDEs.

**Proposition 4.3.** Let \( d \in \mathbb{N} \), \( a, \lambda \in \mathbb{R} \), \( b \in (a, \infty) \), let \( f: (a, b) \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^{d \times d} \rightarrow \mathbb{R} \) be a function which satisfies for all \( t \in (a, b) \), \( x \in \mathbb{R}^d \), \( \alpha \in \mathbb{R} \), \( \eta \in \mathbb{R}^d \), \( A, B \in \{ C \in \mathbb{R}^{d \times d} : C^* = C \} \) with \( A \leq B \) that

\[
f(t,x,\alpha,\eta,A) \leq f(t,x,\alpha,\eta,B), \tag{395}
\]
let $u: (a, b) \times \mathbb{R}^d \to \mathbb{R}$ be a continuous function which satisfies that $u$ is a viscosity solution of
\[
\lambda \left( \frac{\partial}{\partial t} u(t, x) \right)(t, x) = f(t, x, u(t, x), (\nabla_x u)(t, x), (\text{Hess}_x u)(t, x))
\] (396)

for $(t, x) \in (a, b) \times \mathbb{R}^d$, let $R: [a, b] \to [a, b]$ be the function which satisfies for all $t \in [a, b]$ that $R(t) = a + b - t$, let $U: (a, b) \times \mathbb{R}^d \to \mathbb{R}$ be the function which satisfies for all $t \in (a, b)$, $x \in \mathbb{R}^d$ that $U(t, x) = u(R(t), x)$, and let $F: (a, b) \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^{d \times d} \to \mathbb{R}$ be a function which satisfies for all $t \in (a, b)$, $x \in \mathbb{R}^d$, $\alpha \in \mathbb{R}$, $\eta \in \mathbb{R}^d$, $A \in \mathbb{R}^{d \times d}$ that
\[
F(t, x, \alpha, \eta, A) = f(R(t), x, \alpha, \eta, A).
\] (397)

Then it holds that $U: (a, b) \times \mathbb{R}^d \to \mathbb{R}$ is a continuous function which satisfies that $U$ is a viscosity solution of
\[
- \lambda \left( \frac{\partial}{\partial t} U(t, x) \right)(t, x) = F(t, x, U(t, x), (\nabla_x U)(t, x), (\text{Hess}_x U)(t, x))
\] (398)

for $(t, x) \in (a, b) \times \mathbb{R}^d$.

Proof of Proposition 4.3. Throughout this proof let $(s, y) \in (a, b) \times \mathbb{R}^d$, let
\[
\Psi = (\Psi(t, x))_{(t, x) \in (a, b) \times \mathbb{R}^d}, \Phi = (\Phi(t, x))_{(t, x) \in (a, b) \times \mathbb{R}^d} : (a, b) \times \mathbb{R}^d \to \mathbb{R}
\] (399)

be twice continuously differentiable functions which satisfy that $\Phi \geq U$, $\Phi(s, y) = U(s, y)$, $\Psi \leq U$, and $\Psi(s, y) = U(s, y)$, let
\[
\psi = (\psi(t, x))_{(t, x) \in (a, b) \times \mathbb{R}^d}, \varphi = (\varphi(t, x))_{(t, x) \in (a, b) \times \mathbb{R}^d} : (a, b) \times \mathbb{R}^d \to \mathbb{R}
\] (400)

be the functions which satisfy for all $(t, x) \in (a, b) \times \mathbb{R}^d$ that
\[
\psi(t, x) = \Psi(R(t), x) \quad \text{and} \quad \varphi(t, x) = \Phi(R(t), x).
\] (401)

Observe that $R: [a, b] \to [a, b]$ is a bijective function which satisfies that $R|_{(a, b)}: (a, b) \to (a, b)$ is twice continuously differentiable and which satisfies for all $t \in [a, b]$, $r \in (a, b)$ that
\[
R(R(t)) = t \quad \text{and} \quad R'(r) = -1.
\] (402)

Combining this and (401) ensures for all $(t, x) \in (a, b) \times \mathbb{R}^d$ that
\[
\Psi(t, x) = \psi(R(t), x) \quad \text{and} \quad \Phi(t, x) = \varphi(R(t), x).
\] (403)
Next note that (401), (402), and the hypothesis that for all \((t, x) \in (a, b) \times \mathbb{R}^d\) it holds that \(U(t, x) = u(R(t), x)\) imply that for all \((t, x) \in (a, b) \times \mathbb{R}^d\) it holds that \(\psi \in C^2((a, b) \times \mathbb{R}^d, \mathbb{R})\),

\[
\psi(t, x) = \Psi(R(t), x) \leq U(R(t), x) = u(R(t), x) = u(t, x), \quad (404)
\]

and

\[
\psi(R(s), y) = \Psi(s, y) = U(s, y) = u(R(s), y). \quad (405)
\]

Moreover, observe that (401), (402), and the hypothesis that for all \((t, x) \in (a, b) \times \mathbb{R}^d\) it holds that \(U(t, x) = u(R(t), x)\) demonstrate that for all \((t, x) \in (a, b) \times \mathbb{R}^d\) it holds that \(\varphi \in C^2((a, b) \times \mathbb{R}^d, \mathbb{R})\),

\[
\varphi(t, x) = \Phi(R(t), x) \geq U(R(t), x) = u(R(t), x) = u(t, x), \quad (406)
\]

and

\[
\varphi(R(s), y) = \Phi(s, y) = U(s, y) = u(R(s), y). \quad (407)
\]

Combining this, (404), and (405) with the hypothesis that \(u\) is a viscosity solution of

\[
\lambda(\frac{\partial}{\partial t}u)(t, x) = f(t, x, u(t, x), (\nabla_x u)(t, x), (\text{Hess}_x u)(t, x)) \quad (408)
\]

for \((t, x) \in (a, b) \times \mathbb{R}^d\) implies that

\[
\lambda(\frac{\partial}{\partial t}\varphi)(R(s), y) \leq f(R(s), y, \varphi(R(s), y), (\nabla_x \varphi)(R(s), y), (\text{Hess}_x \varphi)(R(s), y)) \quad (409)
\]

and

\[
\lambda(\frac{\partial}{\partial t}\psi)(R(s), y) \geq f(R(s), y, \psi(R(s), y), (\nabla_x \psi)(R(s), y), (\text{Hess}_x \psi)(R(s), y)). \quad (410)
\]

This, (397), (402), and (403) ensure that

\[
-\lambda(\frac{\partial}{\partial t}\Phi)(s, y) - \lambda(\frac{\partial}{\partial t}\varphi)(R(s), y) \\
\leq f(R(s), y, \varphi(R(s), y), (\nabla_x \varphi)(R(s), y), (\text{Hess}_x \varphi)(R(s), y)) \\
= f(R(s), y, \Phi(s, y), (\nabla_x \Phi)(s, y), (\text{Hess}_x \Phi)(s, y)) \\
= F(s, y, \Phi(s, y), (\nabla_x \Phi)(s, y), (\text{Hess}_x \Phi)(s, y)). \quad (411)
\]
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Moreover, observe that (397), (402), (403), and (410) demonstrate that

\[-\lambda \left( \frac{\partial}{\partial t} \Psi \right)(s, y) = \lambda \left( \frac{\partial}{\partial t} \psi \right)(R(s), y) \]
\[\geq f \left( R(s), y, \psi(R(s), y), \langle \nabla_x \psi \rangle(R(s), y), \langle \text{Hess}_x \psi \rangle(R(s), y) \right) \]
\[= f \left( R(s), y, \Psi(s, y), \langle \nabla_x \Psi \rangle(s, y), \langle \text{Hess}_x \Psi \rangle(s, y) \right) \]
\[= F(s, y, \Psi(s, y), \langle \nabla_x \Psi \rangle(s, y), \langle \text{Hess}_x \Psi \rangle(s, y)) \]  

(412)

Next note that the hypothesis that \( u : (a, b) \times \mathbb{R}^d \to \mathbb{R} \) is a continuous function and the hypothesis that for all \( t \in (a, b), x \in \mathbb{R}^d \) it holds that \( U(t, x) = u(R(t), x) \) demonstrate that \( U : (a, b) \times \mathbb{R}^d \to \mathbb{R} \) is a continuous function. Combining this with (411) and (412) assures that \( U \) is a viscosity subsolution and a viscosity supersolution of

\[-\lambda \left( \frac{\partial}{\partial t} U \right)(t, x) = F \left( t, x, U(t, x), \langle \nabla_x U \rangle(t, x), \langle \text{Hess}_x U \rangle(t, x) \right) \]  

(413)

for \( (t, x) \in (a, b) \times \mathbb{R}^d \). This proves that \( U : (a, b) \times \mathbb{R}^d \to \mathbb{R} \) is a continuous function which satisfies that \( U \) is a viscosity solution of

\[-\lambda \left( \frac{\partial}{\partial t} U \right)(t, x) = F \left( t, x, U(t, x), \langle \nabla_x U \rangle(t, x), \langle \text{Hess}_x U \rangle(t, x) \right) \]  

(414)

for \( (t, x) \in (a, b) \times \mathbb{R}^d \). The proof of Proposition 4.3 is thus completed. \( \square \)

Corollary 4.4. Let \( d \in \mathbb{N}, a, a, b, \lambda \in \mathbb{R}, b \in \mathbb{R} \setminus \{a\} \), let \( \nu : \mathcal{B}(\mathbb{R}^d) \to [0, \infty] \) be a measure, let \( \varphi : \mathbb{R}^d \to \mathbb{R} \) be a continuous function, let \( \Phi : \mathbb{R}^d \to \mathbb{R} \) be a \( \mathcal{B}(\mathbb{R}^d) \setminus \mathcal{B}(\mathbb{R}) \)-measurable function, let \( f : \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^{d \times d} \to \mathbb{R} \) be a function which satisfies for all \( x \in \mathbb{R}^d, \alpha \in \mathbb{R}, \eta \in \mathbb{R}^d, A, B \in \{C \in \mathbb{R}^{d \times d} : C^* = C\} \) with \( A \leq B \) that

\[ f(x, \alpha, \eta, A) \leq f(x, \alpha, \eta, B), \]  

(415)

assume that \( a = \min\{a, b\} \) and \( b = \max\{a, b\} \), and assume that there exists a unique continuous function \( u : [a, b] \times \mathbb{R}^d \to \mathbb{R} \) which satisfies for all \( x \in \mathbb{R}^d \) that \( u(b, x) = \varphi(x) \), which satisfies that

\[ \inf_{q \in (0, \infty)} \sup_{(t, x) \in [a, b] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \|x\|^q_{\mathbb{R}^d}} < \infty, \]  

(416)

and which satisfies that \( u|_{(a, b) \times \mathbb{R}^d} \) is a viscosity solution of

\[ -\lambda \left( \frac{\partial}{\partial t} u \right)(t, x) = f(x, u(t, x), \langle \nabla_x u \rangle(t, x), \langle \text{Hess}_x u \rangle(t, x)) \]  

(417)
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for \((t, x) \in (a, b) \times \mathbb{R}^d\) and it holds that
\[
\left[ \int_{\mathbb{R}^d} |u(a, x) - \Phi(x)|^p \nu(dx) \right]^{1/p} \leq \epsilon. \tag{418}
\]
Then there exists a unique continuous function \(v: [a, b] \times \mathbb{R}^d \to \mathbb{R}\) which satisfies for all \(x \in \mathbb{R}^d\) that \(v(a, x) = \varphi(x)\), which satisfies that
\[
\inf_{q \in (0, \infty)} \sup_{(t, x) \in [a, b] \times \mathbb{R}^d} \frac{|v(t, x)|}{1 + \|x\|^q_{\mathbb{R}^d}} < \infty, \tag{419}
\]
which satisfies that \(v|_{(a, b) \times \mathbb{R}^d}\) is a viscosity solution of
\[
-\lambda \left( \frac{\partial}{\partial t} v(t, x) \right) = f(x, v(t, x), (\nabla_x v)(t, x), (\text{Hess}_x v)(t, x)) \tag{420}
\]
for \((t, x) \in (a, b) \times \mathbb{R}^d\) and it holds that
\[
\left[ \int_{\mathbb{R}^d} |v(b, x) - \Phi(x)|^p \nu(dx) \right]^{1/p} \leq \epsilon. \tag{421}
\]

**Proof of Corollary 4.4.** Throughout this proof let \(v: [a, b] \times \mathbb{R}^d \to \mathbb{R}\) be the function which satisfies for all \(t \in [a, b], x \in \mathbb{R}^d\) that \(v(t, x) = u(a + b - t, x)\). Note that for all \(t \in [a, b], x \in \mathbb{R}^d\) it holds that
\[
v(t, x) = u(a + b - t, x) = u(a + b - t, x). \tag{422}
\]
This and (418) ensure that
\[
\left[ \int_{\mathbb{R}^d} |v(b, x) - \Phi(x)|^p \nu(dx) \right]^{1/p} \leq \epsilon. \tag{423}
\]
Next note that (417) and Proposition 4.3 (with \(d = d, a = a, \lambda = \lambda, b = b, f(t, x, \alpha, \eta, A) = f(x, \alpha, \eta, A), u(t, x) = u(t, x), U(t, x) = v(t, x)\) for \(t \in (a, b), x \in \mathbb{R}^d, \alpha \in \mathbb{R}, \eta \in \mathbb{R}^d, A \in \mathbb{R}^{d \times d}\) in the notation of Proposition 4.3) demonstrate that \(v|_{(a, b) \times \mathbb{R}^d}\) is a viscosity solution of
\[
-\lambda \left( \frac{\partial}{\partial t} v(t, x) \right) = f(x, v(t, x), (\nabla_x v)(t, x), (\text{Hess}_x v)(t, x)) \tag{424}
\]
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for \((t, x) \in (a, b) \times \mathbb{R}^d\). Furthermore, observe that (410), (422), and the hypothesis that for all \(x \in \mathbb{R}^d\) it holds that \(u(b, x) = \varphi(x)\) imply that for all \(x \in \mathbb{R}^d\) it holds that \(v(a, x) = \varphi(x)\) and

\[
\inf_{q \in (0, \infty)} \sup_{(t, x) \in [a, b] \times \mathbb{R}^d} \frac{|v(t, x)|}{1 + \|x\|_R^q} = \inf_{q \in (0, \infty)} \sup_{(t, x) \in [a, b] \times \mathbb{R}^d} \frac{|u(a + b - t, x)|}{1 + \|x\|_R^q}
= \inf_{q \in (0, \infty)} \sup_{(t, x) \in [a, b] \times \mathbb{R}^d} \frac{|u(t, x)|}{1 + \|x\|_R^q} < \infty.
\] (425)

Next let \(w: [a, b] \times \mathbb{R}^d \to \mathbb{R}\) be a continuous function which satisfies for all \(x \in \mathbb{R}^d\) that \(w(a, x) = \varphi(x)\), which satisfies that \(\inf_{q \in (0, \infty)} \sup_{(t, x) \in [a, b] \times \mathbb{R}^d} \frac{|w(t, x)|}{1 + \|x\|_R^q} < \infty\), which satisfies that \(w|_{(a, b) \times \mathbb{R}^d}\) is a viscosity solution of

\[- \lambda \left( \frac{\partial}{\partial t} \right) w(t, x) = f(x, w(t, x), (\nabla_x w)(t, x), (\text{Hess}_x w)(t, x))\] (426)

for \((t, x) \in (a, b) \times \mathbb{R}^d\), and which satisfies that

\[
\left[ \int_{\mathbb{R}^d} |w(b, x) - \Phi(x)|^p \nu(dx) \right]^{1/p} \leq \varepsilon,
\] (427)

and let \(z: [a, b] \times \mathbb{R}^d \to \mathbb{R}\) be the function which satisfies for all \(t \in [a, b]\), \(x \in \mathbb{R}^d\) that

\[z(t, x) = w(a + b - t, x) = w(a + b - t, x) = w(a + b - t, x)\] (428)

Observe that \(z\) is a continuous function which satisfies that for all \(x \in \mathbb{R}^d\) it holds that \(z(b, x) = \varphi(x)\), which satisfies that \(\inf_{q \in (0, \infty)} \sup_{(t, x) \in [a, b] \times \mathbb{R}^d} \frac{|z(t, x)|}{1 + \|x\|_R^q} < \infty\), which satisfies that \(z|_{(a, b) \times \mathbb{R}^d}\) is a viscosity solution of

\[- \lambda \left( \frac{\partial}{\partial t} \right) z(t, x) = f(x, z(t, x), (\nabla_x z)(t, x), (\text{Hess}_x z)(t, x))\] (429)

for \((t, x) \in (a, b) \times \mathbb{R}^d\) (cf. Proposition 4.3 (with \(d = d, a = a, \lambda = -\lambda, b = b, f(t, x, \alpha, \eta, A) = f(x, \alpha, \eta, A), u(t, x) = w(t, x), U(t, x) = z(t, x)\) for \(t \in (a, b), x \in \mathbb{R}^d, \alpha \in \mathbb{R}, \eta \in \mathbb{R}^d, A \in \mathbb{R}^{d \times d}\) in the notation of Proposition 4.3), and which satisfies that

\[
\left[ \int_{\mathbb{R}^d} |z(a, x) - \Phi(x)|^p \nu(dx) \right]^{1/p} \leq \varepsilon.
\] (430)

Hence, we obtain that for all \(t \in [a, b], x \in \mathbb{R}^d\) it holds that \(z(t, x) = u(t, x)\). The fact that for all \(t \in [a, b], x \in \mathbb{R}^d\) it holds that \(v(t, x) = u(a + b - t, x)\).
and $w(t,x) = z(a + b - t,x)$ therefore demonstrates that for all $t \in [a,b]$, $x \in \mathbb{R}^d$ it holds that

$$w(t,x) = z(a + b - t,x) = u(a + b - t,x) = v(t,x).$$  \hspace{1cm} (431)

Combining this, the fact that for all $x \in \mathbb{R}^d$ it holds that $v(a,x) = \varphi(x)$, (423), (424), and (425) completes the proof of Corollary 4.4.

**Corollary 4.5.** Assume Setting 4.1, let $d \in \mathbb{N}$, $T \in (0,\infty)$, $\varphi \in C(\mathbb{R}^d,\mathbb{R})$, and $\psi \in \mathcal{N}$. Then the following two statements are equivalent:

(i) There exists a unique continuous function $u: [0,T] \times \mathbb{R}^d \to \mathbb{R}$ which satisfies for all $x \in \mathbb{R}^d$ that $u(T,x) = \varphi(x)$, which satisfies that $\inf_{q \in (0,\infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u(t,x)|}{1 + \|x\|_{\mathbb{R}^d}} < \infty$, which satisfies that $u|_{(0,T) \times \mathbb{R}^d}$ is a viscosity solution of

$$\left(\frac{\partial}{\partial t} u(t,x) + \langle (\nabla_x u)(t,x), \mu_d(x) \rangle_{\mathbb{R}^d} + \frac{1}{2} \operatorname{Trace} (\sigma_d(x) [\sigma_d(x)]^* (\operatorname{Hess}_x u)(t,x)) \right) = 0$$  \hspace{1cm} (432)

for $(t,x) \in (0,T) \times \mathbb{R}^d$, and which satisfies that

$$\left[ \int_{\mathbb{R}^d} |u(0,x) - (\mathcal{R}(\psi))(x)|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon. \hspace{1cm} (433)$$

(ii) There exists a unique continuous function $v: [0,T] \times \mathbb{R}^d \to \mathbb{R}$ which satisfies for all $x \in \mathbb{R}^d$ that $v(0,x) = \varphi(x)$, which satisfies that $\inf_{q \in (0,\infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|v(t,x)|}{1 + \|x\|_{\mathbb{R}^d}} < \infty$, which satisfies that $v|_{(0,T) \times \mathbb{R}^d}$ is a viscosity solution of

$$\left(\frac{\partial}{\partial t} v(t,x) = \frac{1}{2} \operatorname{Trace} (\sigma_d(x) [\sigma_d(x)]^* (\operatorname{Hess}_x v)(t,x)) + \langle (\nabla_x v)(t,x), \mu_d(x) \rangle_{\mathbb{R}^d} \right)$$  \hspace{1cm} (434)

for $(t,x) \in (0,T) \times \mathbb{R}^d$, and which satisfies that

$$\left[ \int_{\mathbb{R}^d} |v(T,x) - (\mathcal{R}(\psi))(x)|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon. \hspace{1cm} (435)$$
Proof of Corollary 4.5. Observe that Corollary 4.4 (with \(d = d, a = 0, \lambda = -1, \beta = T, \nu = \nu_d, \varphi(x) = \varphi(x), \Phi(x) = (R(\psi))(x), f(x, \alpha, \eta, A) = \langle \eta, \mu_d(x) \rangle_{\mathbb{R}^d} + \frac{1}{2}\text{Trace}(\sigma_d(x)[\sigma_d(x)]^*A), u(t, x) = u(t, x) \text{ for } t \in [0, T], x \in \mathbb{R}^d, \alpha \in \mathbb{R}, \eta \in \mathbb{R}^d, A \in \mathbb{R}^{d \times d}\) in the notation of Corollary 4.5) proves that item (i) implies item (ii). Next note that Corollary 4.4 (with \(d = d, a = 0, \lambda = 1, \beta = 0, \nu = \nu_d, \varphi(x) = \varphi(x), \Phi(x) = (R(\psi))(x), f(x, \alpha, \eta, A) = \langle \eta, \mu_d(x) \rangle_{\mathbb{R}^d} + \frac{1}{2}\text{Trace}(\sigma_d(x)[\sigma_d(x)]^*A), u(t, x) = u(t, x) \text{ for } t \in [0, T], x \in \mathbb{R}^d, \alpha \in \mathbb{R}, \eta \in \mathbb{R}^d, A \in \mathbb{R}^{d \times d}\) in the notation of Corollary 4.5) proves that item (ii) implies item (i). The proof of Corollary 4.5 is thus completed.

4.3 Artificial neural network approximations for basket call options

In this subsection we establish in Proposition 4.7 below that ANN approximations overcome the curse of dimensionality in the numerical approximations of the Black-Scholes model in the case of basket call options. Our proof of Proposition 4.7 employs the elementary ANN representation result for the payoff functions associated to basket call options in Lemma 4.6 below. For the sake of completeness we also provide in this subsection a detailed proof of Lemma 4.6.

Lemma 4.6. Assume Setting 4.1 and let \((c_{d,i})_{d \in \mathbb{N}, i \in \{1, 2, \ldots, d\}}, (K_d)_{d \in \mathbb{N}} \subseteq \mathbb{R}\). Then there exists \((\phi_d)_{d \in \mathbb{N}} \subseteq \mathcal{N}\) such that for all \(d \in \mathbb{N}\), \(x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) it holds that \(P(\phi_d) \leq 4d, R(\phi_d) \in C(\mathbb{R}^d, \mathbb{R})\), and

\[
(R(\phi_d))(x) = \max\{c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d - K_d, 0\}.
\]

Proof of Lemma 4.6. Throughout this proof let \((\phi_d)_{d \in \mathbb{N}} \subseteq \mathcal{N}\) satisfy for all \(d \in \mathbb{N}\) that

\[
\phi_d = \left(\left((c_{d,1}, c_{d,2}, \ldots, c_{d,d}), -K_d\right), (1, 0)\right) \in (\mathbb{R}^{d \times 1} \times \mathbb{R}) \times (\mathbb{R} \times \mathbb{R})
\]

(i.e., \(\phi_d\) corresponds to a fully connected feedforward artificial neural network with 3 layers with dimensions \((d, 1, 1)\)). Note that (382) and (383) ensure that for all \(d \in \mathbb{N}\), \(x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) it holds that \(R(\phi_d) \in C(\mathbb{R}^d, \mathbb{R})\) and

\[
(R(\phi_d))(x) = 1 \cdot \max\{c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d - K_d, 0\} + 0
\]

\[
= \max\{c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d - K_d, 0\}.
\]
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Moreover, observe that for all \( d \in \mathbb{N} \) it holds that
\[
\mathcal{P}(\phi_d) = 1(d + 1) + 1(1 + 1) = d + 3 \leq 4d.
\] (439)
This and \( \text{(38)} \) complete the proof of Lemma 4.6.

Proposition 4.7. Assume Setting 4.1, let \((c_{d,i})_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}} \subseteq [0,1]\), \((K_d)_{d \in \mathbb{N}} \in (0,\infty)\), and assume for all \( d \in \mathbb{N} \) that \( \sum_{i=1}^{d} c_{d,i} = 1 \). Then

(i) there exist unique continuous functions \( u_d: [0,T] \times \mathbb{R}^d \to \mathbb{R} \), \( d \in \mathbb{N} \), which satisfy for all \( d \in \mathbb{N} \), \( x = (x_1,x_2,\ldots,x_d) \in \mathbb{R}^d \) that \( u_d(T,x) = \max\{c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d - K_d,0\} \), which satisfy for all \( d \in \mathbb{N} \) that
\[
\inf_{q \in (0,\infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u_d(t,x)|}{1 + \|x\|_{\mathbb{R}^d}} < \infty,
\]
and which satisfy for all \( d \in \mathbb{N} \) that \( u_d|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of
\[
(\frac{\partial}{\partial t} u_d)(t,x) + \langle (\nabla_x u_d)(t,x), \mu_d(x) \rangle_{\mathbb{R}^d} + \frac{1}{2} \text{Trace}(\sigma_d(x)[\sigma_d(x)]^*(\text{Hess}_x u_d)(t,x)) = 0
\] (440)
for \((t,x) \in (0,T) \times \mathbb{R}^d \) and

(ii) there exist \( \mathcal{C} \in (0,\infty) \), \( (\psi_{d,\varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0,1]} \subseteq \mathcal{N} \) such that for all \( d \in \mathbb{N} \), \( \varepsilon \in (0,1] \) it holds that \( \mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{C} d^{5\theta + 1} \varepsilon^{-1} \), \( \mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{C} d^{5\theta + 1} \varepsilon^{-2} \), \( \mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d,\mathbb{R}) \), and
\[
\left[ \int_{\mathbb{R}^d} |u_d(0,x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x)|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon.
\] (441)

Proof of Proposition 4.7. Throughout this proof let \( \varphi_d: \mathbb{R}^d \to \mathbb{R} \), \( d \in \mathbb{N} \), satisfy for all \( d \in \mathbb{N} \), \( x = (x_1,x_2,\ldots,x_d) \in \mathbb{R}^d \) that
\[
\varphi_d(x) = \max\{c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d - K_d,0\}
\] (442)
and let \((\chi_d)_{d \in \mathbb{N}}, (\phi_{d,\delta})_{d \in \mathbb{N}, \delta \in (0,1]} \subseteq \mathcal{N} \) satisfy for all \( d \in \mathbb{N} \), \( x \in \mathbb{R}^d \), \( \delta \in (0,1] \) that \( \mathcal{P}(\chi_d) \leq 4d \), \( \mathcal{R}(\chi_d) \in C(\mathbb{R}^d,\mathbb{R}) \), \( (\mathcal{R}(\chi_d))(x) = \varphi_d(x) \) (cf. Lemma 4.6), and \( \phi_{d,\delta} = \chi_d \). Note that for all \( d \in \mathbb{N} \), \( \delta \in (0,1] \) it holds that
\[
\mathcal{R}(\phi_{d,\delta}) = \mathcal{R}(\chi_d) = \varphi_d \in C(\mathbb{R}^d,\mathbb{R}).
\] (443)
This implies that for all \( d \in \mathbb{N} \), \( x \in \mathbb{R}^d \), \( \delta \in (0,1] \) it holds that
\[
|\varphi_d(x) - (\mathcal{R}(\phi_{d,\delta}))(x)| = |\varphi_d(x) - \varphi_d(x)| = 0 \leq d^0 \delta^0 (1 + \|x\|_{\mathbb{R}^d}^2).
\] (444)
Moreover, observe that \((443)\) and the hypothesis that for all \(d \in \mathbb{N}, i \in \{1,2,\ldots,d\}\) it holds that \(c_{d,i} \geq 0\) and \(\sum_{i=1}^{d} c_{d,i} = 1\) assure that for all \(d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d, \delta \in (0,1]\) it holds that

\[
|\langle \sigma(x) \rangle| = |\langle \sigma(\delta x) \rangle| = |\langle \sigma(x) \rangle| = \max\{c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d - K_d, 0\}
\leq c_{d,1}|x_1| + c_{d,2}|x_2| + \ldots + c_{d,d}|x_d|
\leq \left[\sum_{i=1}^{d} c_{d,i}\right] \max\{|x_1|, |x_2|, \ldots, |x_d|\}
\leq \|x\|_{\mathbb{R}^d} \leq d^\theta (1 + \|x\|_{\mathbb{R}^d}^2).
\]

In addition, observe that for all \(d \in \mathbb{N}, \delta \in (0,1]\) it holds that

\[
\mathcal{P}(\phi_{d,\delta}) = \mathcal{P}(\chi_d) \leq 4d = 4d^4 \delta^{-1}.
\]

Combining this, \((443), (444), (445)\), the hypothesis that for all \(q \in (0, \infty)\) it holds that

\[
\sup_{d \in \mathbb{N}} \left[ d^{-\theta q} \int_{\mathbb{R}^d} \|x\|_q^q \nu_d(dx) \right] < \infty,
\]

and Lemma \([4.2]\) with Theorem \([3.14]\) (with \(T = T, r = 1, R = 1, v = 0, w = 0, z = 1, z = 0, \theta = \theta, c = \max\{4, 2 \left[\sup_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}} \left(|\alpha_{d,i}| + |\beta_{d,i}|\right)\}\}, \nu = 2, p = p, \nu_d = \nu_d, \varphi_d = \varphi_d, \mu_d = \mu_d, \sigma_d = \sigma_d, a(x) = \max\{x, 0\}, \phi_{d,\delta} = \phi_{d,\delta}\) for \(d \in \mathbb{N}, x \in \mathbb{R}, \delta \in (0,1]\) in the notation of Theorem \([3.14]\) demonstrates that there exist unique continuous functions \(v_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}\), which satisfy for all \(d \in \mathbb{N}, x \in \mathbb{R}^d\) that \(v_d(0, x) = \varphi_d(x)\), which satisfy for all \(d \in \mathbb{N}\) that \(\inf_{d \in (0,\infty)} \sup_{t, x \in [0, T] \times \mathbb{R}^d} \left[\frac{|v_d(t,x)|}{1 + \|x\|_{\mathbb{R}^d}^2}\right] < \infty\), and which satisfy for all \(d \in \mathbb{N}\) that \(v_d\big|_{[0, T] \times \mathbb{R}^d}\) is a viscosity solution of

\[
\left(\frac{\partial}{\partial t} v_d\right)(t, x) = \frac{1}{2} \text{Trace} \left(\sigma_d(x)[\sigma_d(x)]^*(\text{Hess}_x v_d)(t, x)\right) + \langle (\nabla_x v_d)(t, x), \mu_d(x)\rangle_{\mathbb{R}^d}
\]

for \((t, x) \in (0, T) \times \mathbb{R}^d\) and that there exist \(C \in (0, \infty), (\psi_{d,\varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0,1]} \subseteq \mathcal{N}\) such that for all \(d \in \mathbb{N}, \varepsilon \in (0,1]\) it holds that \(\mathcal{P}(\psi_{d,\varepsilon}) \leq C d^{-\theta q + 1} \varepsilon^{-1}, \mathcal{P}(\psi_{d,\varepsilon}) \leq C d^{-\theta q + 1} \varepsilon^{-2}, \mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d, \mathbb{R})\), and

\[
\left[\int_{\mathbb{R}^d} |v_d(T, x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x)|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon.
\]
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Corollary 4.5 hence assures that there exist unique continuous functions $u_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}$, $d \in \mathbb{N}$, which satisfy that for all $d \in \mathbb{N}$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ it holds that

$$u_d(T, x) = \varphi_d(x) = \max\{c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d - K_d, 0\},$$

which satisfy for all $d \in \mathbb{N}$ that $\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u_d(t,x)|}{1+\|x\|_{\mathbb{R}^d}} < \infty$, and which satisfy for all $d \in \mathbb{N}$ that $u_d|_{(0,T) \times \mathbb{R}^d}$ is a viscosity solution of

$$\left(\frac{\partial}{\partial t} u_d(t,x) + \langle (\nabla_x u_d)(t,x), \mu_d(x) \rangle \right)_{\mathbb{R}^d} + \frac{1}{2} \text{Trace}(\sigma_d(x)[\sigma_d(x)]^*(\text{Hess}_x u_d)(t,x)) = 0$$

for $(t,x) \in (0,T) \times \mathbb{R}^d$ and that it holds for all $d \in \mathbb{N}$, $\varepsilon \in (0,1]$ that

$$\left[ \int_{\mathbb{R}^d} |u_d(0,x) - (\mathcal{R}(\psi_{d, \varepsilon}))(x)|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon. \quad (452)$$

Combining this with the fact that for all $d \in \mathbb{N}$, $\varepsilon \in (0,1]$ it holds that $\mathcal{P}(\psi_{d, \varepsilon}) \leq C d^{5\theta+1} \varepsilon^{-4}$, $\mathcal{P}(\psi_{d, \varepsilon}) \leq C d^{5\theta+1} \varepsilon^{-2}$, and $\mathcal{R}(\psi_{d, \varepsilon}) \in C(\mathbb{R}^d, \mathbb{R})$ establishes items (i)–(ii). The proof of Proposition 4.7 is thus completed. $\Box$

### 4.4 Artificial neural network approximations for basket put options

In this subsection we establish in Proposition 4.9 below that ANN approximations overcome the curse of dimensionality in the numerical approximation of the Black-Scholes model in the case of basket put options. Our proof of Proposition 4.9 employs the elementary ANN representation result for the payoff functions associated to basket put options in Lemma 4.8 below. For the sake of completeness we also provide in this subsection a detailed proof of Lemma 4.8

**Lemma 4.8.** Assume Setting 4.1 and let $(c_{d,i})_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}} \subseteq \mathbb{R}$, $K \in \mathbb{R}$. Then there exists $(\phi_d)_{d \in \mathbb{N}} \subseteq \mathcal{N}$ such that for all $d \in \mathbb{N}$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ it holds that $\mathcal{P}(\phi_d) \leq 4d$, $\mathcal{R}(\phi_d) \in C(\mathbb{R}^d, \mathbb{R})$, and

$$(\mathcal{R}(\phi_d))(x) = \max\{K - (c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d), 0\}. \quad (453)$$
Proof of Lemma 4.8. Note that Lemma 4.6 (with \( c_{d,i} = -c_{d,i}, K_d = -K \) for \( d \in \mathbb{N}, i \in \{1, 2, \ldots, d\} \) in the notation of Lemma 4.6) demonstrates that there exists \((\phi_d)_{d \in \mathbb{N}} \subseteq \mathcal{N}\) such that for all \( d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds that \( \mathcal{P}(\phi_d) \leq 4d, \mathcal{R}(\phi_d) \in C(\mathbb{R}^d, \mathbb{R}) \), and

\[
(\mathcal{R}(\phi_d))(x) = \max\{-c_{d,1}x_1 - c_{d,2}x_2 - \ldots - c_{d,d}x_d + K, 0\}
= \max\{K - (c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d), 0\}.
\] (454)

The proof of Lemma 4.8 is thus completed. \(\square\)

Proposition 4.9. Assume Setting 4.7 and let \((c_{d,i})_{d \in \mathbb{N}, i \in \{1, 2, \ldots, d\}} \subseteq [0, 1], K \in (0, \infty)\) satisfy for all \( d \in \mathbb{N} \) that \( \sum_{i=1}^{d} c_{d,i} = 1 \). Then

(i) there exist unique continuous functions \( u_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}, \) which satisfy for all \( d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) that \( u_d(T, x) = \max\{K - (c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d), 0\} \), which satisfy for all \( d \in \mathbb{N} \) that \( \inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u_d(t,x)|}{1+\|x\|^q_{\mathbb{R}^d}} < \infty \), and which satisfy for all \( d \in \mathbb{N} \) that \( u_d|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of

\[
\left(\frac{\partial}{\partial t} u_d(t, x) + \langle (\nabla_x u_d)(t, x), \mu_d(x) \rangle_{\mathbb{R}^d} + \frac{1}{2} \text{Trace}(\sigma_d(x)[\sigma_d(x)]^*(\text{Hess}_x u_d)(t, x)) \right) = 0
\] (455)

for \((t, x) \in (0, T) \times \mathbb{R}^d\) and

(ii) there exist \( \mathcal{E} \in (0, \infty), (\psi_{d,\varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0,1]} \subseteq \mathcal{N}\) such that for all \( d \in \mathbb{N}, \varepsilon \in (0,1]\) it holds that \( \mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{E} d^{\frac{\theta}{2}+1} \varepsilon^{-4}, \mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{E} d^{\frac{\theta}{2}+1} \varepsilon^{-2}, \mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d, \mathbb{R}), \) and

\[
\left[ \int_{\mathbb{R}^d} |u_d(0, x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x)|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon.
\] (456)

Proof of Proposition 4.9. Throughout this proof let \( \varphi_d: \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}, \) satisfy for all \( d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) that

\[
\varphi_d(x) = \max\{K - (c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d), 0\}
\] (457)

and let \((\chi_d)_{d \in \mathbb{N}}, (\phi_{d,\delta})_{d \in \mathbb{N}, \delta \in (0,1]} \subseteq \mathcal{N}\) satisfy for all \( d \in \mathbb{N}, x \in \mathbb{R}^d, \delta \in (0,1] \) that \( \mathcal{P}(\chi_d) \leq 4d, \mathcal{R}(\chi_d) \in C(\mathbb{R}^d, \mathbb{R}), (\mathcal{R}(\chi_d))(x) = \varphi_d(x) \) (cf. Lemma 4.8), and \( \phi_{d,\delta} = \chi_d \). Note that for all \( d \in \mathbb{N}, \delta \in (0,1] \) it holds that

\[
\mathcal{R}(\phi_{d,\delta}) = \mathcal{R}(\chi_d) = \varphi_d \in C(\mathbb{R}^d, \mathbb{R}).
\] (458)
This and the hypothesis that for all \( d \in \mathbb{N}, i \in \{1, 2, \ldots, d\} \) it holds that \( c_{d,i} \in [0, 1] \) and \( \sum_{i=1}^{d} c_{d,i} = 1 \) assure that for all \( d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d, \delta \in (0, 1) \) it holds that

\[
|(R(\phi_{d,\delta}))(x)| = |(R(\chi_d))(x)| = |\varphi_d(x)| \\
= \text{max}\{K - (c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d), 0\} \\
\leq K + c_{d,1}|x_1| + c_{d,2}|x_2| + \ldots + c_{d,d}|x_d| \\
\leq K + \sum_{i=1}^{d} c_{d,i} \text{max}\{|x_1|, |x_2|, \ldots, |x_d|\}
\]

(459)

Furthermore, note that (458) ensures that for all \( d \in \mathbb{N}, x \in \mathbb{R}^d, \delta \in (0, 1) \) it holds that

\[
|\varphi_d(x) - (R(\phi_{d,\delta}))(x)| = |\varphi_d(x) - (R(\chi_d))(x)| \\
= |\varphi_d(x) - \varphi_d(x)| = 0 \leq d^0 \delta^0(1 + \|x\|^2_{\mathbb{R}^d}).
\]

(461)

Combining this, (458)–(460), the fact that \( (\varphi_d)_{d \in \mathbb{N}} \) are continuous functions, the hypothesis that for all \( q \in (0, \infty) \) it holds that

\[
\sup_{d \in \mathbb{N}} [d^{-\theta q} \int_{\mathbb{R}^d} \|x\|^{q}_{\mathbb{R}^d} \nu_d(dx)] < \infty,
\]

(462)

and Lemma 4.2 with Theorem 3.14 (with \( T = T, r = 1, R = 1, v = 0, w = 0, z = 1, \theta = \theta, z = 0, c = \text{max}\{4, K + 1, 2\} \sup_{d \in \mathbb{N}, i \in \{1, 2, \ldots, d\}} (|\alpha_{d,i}| + |\beta_{d,i}|)\), \( \nu = 2, p = p, \nu_d = \nu_d, \varphi_d = \varphi_d, \mu_d = \mu_d, \sigma_d = \sigma_d, a(x) = \text{max}\{x, 0\}, \phi_{d,\delta} = \phi_{d,\delta} \) for \( d \in \mathbb{N}, x \in \mathbb{R}, \delta \in (0, 1) \) in the notation of Theorem 3.14 demonstrate that there exist unique continuous functions \( v_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}, \) which satisfy for all \( d \in \mathbb{N}, x \in \mathbb{R}^d \) that \( v_d(0, x) = \varphi_d(x), \) which satisfy for all \( d \in \mathbb{N} \) that \( \inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|v_d(t,x)|}{1 + \|x\|_{\mathbb{R}^d}} < \infty, \) and which satisfy for all \( d \in \mathbb{N} \) that \( v_d|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of

\[
\left( \frac{\partial}{\partial t} v_d \right)(t, x) = \frac{1}{2} \text{Trace} \left( \sigma_d(x) \sigma_d(x)^* (\text{Hess}_x v_d)(t, x) \right) \\
+ \langle (\nabla_x v_d)(t, x), \mu_d(x) \rangle_{\mathbb{R}^d}
\]

(463)
for \( (t,x) \in (0,T) \times \mathbb{R}^d \) and that there exist \( C \in (0,\infty), \ (\psi_{d,\varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0,1]} \subseteq \mathcal{N} \) such that for all \( d \in \mathbb{N}, \ v \in (0,1] \) it holds that \( \mathcal{P}(\psi_{d,\varepsilon}) \leq C d^{\delta \theta + 1} \varepsilon^{-4}, \mathcal{Q}(\psi_{d,\varepsilon}) \leq C d^{\delta \theta + 1} \varepsilon^{-2}, \mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d, \mathbb{R}), \) and

\[
\left[ \int_{\mathbb{R}^d} \left| v_d(T,x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x) \right|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon. \tag{464}
\]

Corollary 4.5 hence assures that there exist unique continuous functions \( u_d: [0,T] \times \mathbb{R}^d \to \mathbb{R}, \ d \in \mathbb{N}, \) which satisfy that for all \( d \in \mathbb{N}, \ x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds that

\[
u_d(T,x) = \varphi_d(x) = \max\{K - (c_{d,1}x_1 + c_{d,2}x_2 + \ldots + c_{d,d}x_d), 0\}, \tag{465}
\]

which satisfy for all \( d \in \mathbb{N} \) that \( \inf_{q \in (0,\infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left| \frac{u_d(t,x)}{1+\|x\|_q^2} \right| < \infty, \) and which satisfy for all \( d \in \mathbb{N} \) that \( u_d|_{(0,T) \times \mathbb{R}^d} \) is a viscosity solution of

\[
\begin{align*}
\frac{\partial}{\partial t} u_d(t,x) + \langle (\nabla_x u_d)(t,x), \mu_d(x) \rangle_{\mathbb{R}^d} \\
+ \frac{1}{2} \text{Trace} \left( \sigma_d(x)[\sigma_d(x)]^* (\text{Hess}_x u_d)(t,x) \right) = 0
\end{align*}
\tag{466}
\]

for \( (t,x) \in (0,T) \times \mathbb{R}^d \) and that it holds for all \( d \in \mathbb{N}, \ \varepsilon \in (0,1] \) that

\[
\left[ \int_{\mathbb{R}^d} \left| u_d(0,x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x) \right|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon. \tag{467}
\]

Combining this with the fact that for all \( d \in \mathbb{N}, \ \varepsilon \in (0,1] \) it holds that \( \mathcal{P}(\psi_{d,\varepsilon}) \leq C d^{\delta \theta + 1} \varepsilon^{-4}, \mathcal{Q}(\psi_{d,\varepsilon}) \leq C d^{\delta \theta + 1} \varepsilon^{-2}, \) and \( \mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d, \mathbb{R}), \) establishes items (i)–(ii). The proof of Proposition 4.9 is thus completed.

\[\square\]

### 4.5 Artificial neural network approximations for call on max options

In this subsection we establish in Proposition 4.13 below that ANN approximations overcome the curse of dimensionality in the numerical approximation of the Black-Scholes model in the case of call on max options. Our proof of Proposition 4.13 employs the ANN representation result for the payoff functions associated to call on max options in Lemma 4.12 below. Our proof of Lemma 4.12 in turn, uses the elementary and essentially well-known facts in Lemmas 4.10–4.11. For the sake of completeness we also provide in this subsection detailed proofs of Lemmas 4.10–4.11.
Lemma 4.10. Let \( x, y \in \mathbb{R} \) and let \( (\cdot)^+ : \mathbb{R} \to [0, \infty) \) be the function which satisfies for all \( q \in \mathbb{R} \) that \((q)^+ = \max\{q, 0\}\). Then

(i) it holds that \( x = (x)^+ - (-x)^+ \) and

(ii) it holds that \( \max\{x, y\} = (x - y)^+ + y \).

(iii) it holds that \( \min\{x, y\} = -(x - y)^+ + x \).

Proof of Lemma 4.10. Observe that

\[
(x)^+ - (-x)^+ = \max\{x, 0\} - \max\{-x, 0\}
\]

\[
= \lceil x - 0 \rceil_{[0, \infty)}(x) + \lfloor 0 - (-x) \rfloor_{(-\infty, 0)}(x) = x.
\]

This establishes item (i). Next note that

\[
(x - y)^+ + y = \max\{x - y, 0\} + y = \max\{x, y\}.
\]

This proves item (ii). Moreover, observe that

\[
-(x - y)^+ + x = -(\max\{x - y, 0\} - x) = -\max\{-y, -x\}
\]

\[
= \min\{y, x\}.
\]

This establishes item (iii). The proof of Lemma 4.10 is thus completed. \(\square\)

Lemma 4.11. Let \( (a_n)_{n \in \mathbb{N}} \subseteq [0, \infty) \) be the sequence which satisfies for all \( n \in \mathbb{N} \) that

\[
a_n = (2(n - 1) + 1)(n + 1) + \left[\sum_{k=1}^{n-1}(2(n - (k + 1)) + 1)(2(n - k) + 1) + 1\right] + 1(n + 1).
\]

Then it holds for all \( n \in \mathbb{N} \) that

\[
a_n \leq 6n^3.
\]

Proof of Lemma 4.11. Observe that for all \( n \in \mathbb{N} \) it holds that

\[
a_n = (2(n - 1) + 1)(n + 1) + \left[\sum_{k=1}^{n-1}(2(n - (k + 1)) + 1)(2(n - k) + 1) + 1\right] + 1(n + 1)
\]

\[
= (2n - 1)(n + 1) + \left[\sum_{k=1}^{n-1}(2(n - k + 1)) + 1\right] + 1(n + 1)
\]

\[
= 2n^2 + n - 1 + \left[\sum_{k=1}^{n-1}4(n - k)^2 + 2(n - k) + 2\right] + 2
\]

\[
= 2n^2 + n + 1 + \left[\sum_{k=1}^{n-1}4n^2 - 8nk + 4k^2 + 2n - 2k - 2\right]
\]

\[
= 2n^2 + n + 1 + 4n^2(n - 1) - 8n \left[\sum_{k=1}^{n-1}k\right] + 4 \left[\sum_{k=1}^{n-1}k^2\right]
\]

\[
+ 2(n - 1) - 2 \left[\sum_{k=1}^{n-1}k\right] - 2(n - 1).
\]
The fact that for all $n \in \mathbb{N}$ it holds that

$$\sum_{k=1}^{n-1} k = \frac{(n-1)n}{2} \quad \text{and} \quad \sum_{k=1}^{n-1} k^2 = \frac{(n-1)n(2n-1)}{6} \quad (474)$$

therefore assures for all $n \in \mathbb{N}$ that

$$a_n = 2n^2 + n + 1 + 4n^2(n-1) - 8n \left\lfloor \frac{(n-1)n}{2} \right\rfloor + 4 \left\lfloor \frac{(n-1)n(2n-1)}{6} \right\rfloor$$

$$+ 2n(n-1) - 2 \left\lfloor \frac{(n-1)n}{2} \right\rfloor - 2(n-1)$$

$$= 2n^2 + n + 1 + 4n^3 - 4n^2 - \left\lfloor 4n^3 - 4n^2 \right\rfloor$$

$$+ \left[ \frac{8}{6}n^3 + \frac{4(-3)}{6}n^2 + \frac{4}{6}n \right] + 2n^2 - 2n - \left\lfloor n^2 - n \right\rfloor - 2n + 2 \quad (475)$$

$$= (4 - 4 + \frac{4}{3})n^3 + (2 - 4 + 4 - 2 + 2 - 1)n^2$$

$$+ \left(1 + \frac{2}{3} - 2 + 1 - 2\right)n + 1 + 2$$

$$\leq \frac{4}{3}n^3 + n^2 + 3 \leq (\frac{4}{3} + 1 + 3)n^3 \leq 6n^3.$$  

The proof of Lemma 4.11 is thus completed. \hfill \square

**Lemma 4.12.** Assume Setting 4.1 and let $(K_d)_{d \in \mathbb{N}}, (c_{d,i})_{d \in \mathbb{N}, i \in \{1, 2, \ldots, d\}} \subseteq \mathbb{R}$. Then there exists $(\phi_d)_{d \in \mathbb{N}} \subseteq \mathcal{N}$ such that for all $d \in \mathbb{N}$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ it holds that $P(\phi_d) \leq 6d^3$, $R(\phi_d) \in C(\mathbb{R}^d, \mathbb{R})$, and

$$\forall x \in \mathbb{R}^d : \max \{ \max \{ c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,d}x_d \} - K_d, 0 \}.$$  

**Proof of Lemma 4.12.** Throughout this proof let $d \in \mathbb{N}$, let

$$\phi = ((W_1, B_1), (W_2, B_2), \ldots, (W_d, B_d), (W_{d+1}, B_{d+1})) \in (\mathbb{R}^{2(d-1)+1} \times \mathbb{R}^{2(d-1)+1})$$

$$\times (\times_{k=1}^{d-1} (\mathbb{R}^{2(d-k)-1} \times (2(d-k)+1) \times \mathbb{R}^{2(d-k)-1}))$$

$$\times (\mathbb{R}^{1 \times 1} \times \mathbb{R}^{1}) \quad (477)$$

(i.e. $\phi$ corresponds to fully connected feedforward artificial neural network with $d + 2$ layers with dimensions $(d, 2(d-1) + 1, 2(d-2) + 1, 2(d-3) +$
1, ..., 3, 1, 1)) satisfy for all $k \in \{1, 2, \ldots, d-2\}$ that

$$W_1 = \begin{pmatrix}
  c_{d,1} & -c_{d,2} & 0 & \cdots & 0 \\
  0 & c_{d,2} & 0 & \cdots & 0 \\
  0 & -c_{d,2} & 0 & \cdots & 0 \\
  0 & 0 & c_{d,3} & \cdots & 0 \\
  0 & 0 & -c_{d,3} & \cdots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & 0 & \cdots & c_{d,d} \\
  0 & 0 & 0 & \cdots & -c_{d,d}
\end{pmatrix} \in \mathbb{R}^{(2(d-1)+1) \times d}, \quad (478)$$

$$W_{k+1} = \begin{pmatrix}
  1 & 1 & -1 & 1 & 0 & 0 & \cdots & 0 & 0 \\
  0 & 0 & 0 & 1 & -1 & 0 & \cdots & 0 & 0 \\
  0 & 0 & 0 & -1 & 1 & 0 & \cdots & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 1 & -1 & \cdots & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & -1 & 1 & \cdots & 0 & 0 \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 1 & -1 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & -1 & 1
\end{pmatrix} \in \mathbb{R}^{(2(d-k)-1) \times (2(d-k)+1)},$$

$$W_d = \begin{pmatrix} 1 & 1 & -1 \end{pmatrix}, \quad W_{d+1} = \begin{pmatrix} 1 \end{pmatrix} \in \mathbb{R}^{1 \times 1}, \quad B_1 = 0, \quad (480)$$

$$B_2 = 0, \quad \ldots, \quad B_{d-1} = 0, \quad B_d = -K_d, \quad \text{and} \quad B_{d+1} = 0, \quad (481)$$

let $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$, let $z_0 \in \mathbb{R}^d$, $z_1 \in \mathbb{R}^{2(d-1)-1}$, $z_2 \in \mathbb{R}^{2(d-2)+1}$, ..., $z_{d-1} \in \mathbb{R}^3$, $z_d \in \mathbb{R}$, $z_{d+1} \in \mathbb{R}$ satisfy for all $k \in \{1, 2, \ldots, d-1\}$ that $z_0 = x$, $z_k = A_{2(d-k)+1}(W_k z_{k-1} + B_k)$, $z_d = A_1(W_d z_{d-1} + B_d)$, and

$$z_{d+1} = W_{d+1} z_d + B_{d+1}, \quad (482)$$

and let $(\cdot)^+: \mathbb{R} \to [0, \infty)$ be the function which satisfies for all $q \in \mathbb{R}$ that $(q)^+ = \max\{q, 0\}$. Note that (383), (477), and (482) imply that $(\mathcal{R}(\phi)) \in C(\mathbb{R}^d, \mathbb{R})$ and

$$z_{d+1} = (\mathcal{R}(\phi))(x). \quad (483)$$
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Next we claim that for all $k \in \{1, 2, \ldots, d - 1\}$ it holds that

$$z_k = \begin{pmatrix} \max\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,k}x_k\} - c_{d,k+1}x_{k+1}^+ \\ (c_{d,k+1}x_{k+1})^+ \\ (-c_{d,k+1}x_{k+1})^+ \\ (c_{d,k+2}x_{k+2})^+ \\ (-c_{d,k+2}x_{k+2})^+ \\ \vdots \\ (c_{d,d}x_d)^+ \\ (-c_{d,d}x_d)^+ \end{pmatrix}. \quad (484)$$

We now prove (484) by induction on $k \in \{1, 2, \ldots, d - 1\}$. For the base case $k = 1$ note that (382), (478), (480), and (482) assure that

$$z_1 = A_{2(d-1)+1}(W_1z_0 + B_1) = A_{2(d-1)+1}(W_1x)$$

$$= A_{2(d-1)+1}\begin{pmatrix} c_{d,1}x_1 - c_{d,2}x_2 \\ c_{d,2}x_2 \\ -c_{d,2}x_2 \\ c_{d,3}x_3 \\ -c_{d,3}x_3 \\ \vdots \\ c_{d,d}x_d \\ -c_{d,d}x_d \end{pmatrix} = \begin{pmatrix} \max\{c_{d,1}x_1\} - c_{d,2}x_2^+ \\ (c_{d,2}x_2)^+ \\ (-c_{d,2}x_2)^+ \\ (c_{d,3}x_3)^+ \\ (-c_{d,3}x_3)^+ \\ \vdots \\ (c_{d,d}x_d)^+ \\ (-c_{d,d}x_d)^+ \end{pmatrix}. \quad (485)$$

This establishes (484) in the base case $k = 1$. Next note that item (iii) in Lemma 4.10 implies that for all $a, b, c \in \mathbb{R}$ it holds that

$$(b - a)^+ + a - c = \max\{a, b\} - c. \quad (486)$$

For the induction step $\{1, 2, \ldots, d - 2\} \ni k \rightarrow k + 1 \in \{2, 3, \ldots, d - 1\}$ observe that (382), (479), (481), (482), (486) (with $a = c_{d,k+1}x_{k+1}$, $b = \max\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,k}x_k\}$, $c = c_{d,k+2}x_{k+2}$ in the notation of (486)), and
item (ii) in Lemma 4.10 demonstrate that for all $k \in \{1, 2, \ldots, d-2\}$ with

$$z_k = \begin{pmatrix} (\max\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,k}x_k\} - c_{d,k+1}x_{k+1})^+ \\ (c_{d,k+1}x_{k+1})^+ \\ (-c_{d,k+1}x_{k+1})^+ \\ (c_{d,k+2}x_{k+2})^+ \\ (-c_{d,k+2}x_{k+2})^+ \\ \vdots \\ (c_{d,d}x_d)^+ \\ (-c_{d,d}x_d)^+ \end{pmatrix}$$

(487)
it holds that
\[
z_{k+1} = A_{2(d-(k+1))+1}(W_{k+1}z_k + B_{k+1}) = A_{2(d-(k+1))+1}(W_{k+1}z_k) \\
= A_{2(d-(k+1))+1}
\left[
\begin{pmatrix}
(c_{d,k}x_1, \ldots, c_{d,k}x_k) & -c_{d,k+1}x_{k+1} \end{pmatrix}^+ \\
(c_{d,k}x_{k+2})^+ - (c_{d,k}x_{k+2})^+ + (c_{d,k}x_{k+2})^+ \\
(c_{d,k}x_{k+2})^+ - (c_{d,k}x_{k+2})^+ + (c_{d,k}x_{k+2})^+ \\
(c_{d,k}x_{k+3})^+ - (c_{d,k}x_{k+3})^+ + (c_{d,k}x_{k+3})^+ \\
\vdots \\
(c_{d,d}x_d)^+ - (c_{d,d}x_d)^+ + (c_{d,d}x_d)^+ \\
\end{pmatrix}
\right]
\]

\[
= A_{2(d-(k+1))+1}
\left[
\begin{pmatrix}
(c_{d,k}x_1, \ldots, c_{d,k}x_k) - c_{d,k+1}x_{k+1} + c_{d,k+1}x_{k+1} - c_{d,k+2}x_{k+2} \\
c_{d,k}x_{k+2} - c_{d,k}x_{k+2} \\
c_{d,k}x_{k+3} - c_{d,k}x_{k+3} \\
c_{d,d}x_d \\
\end{pmatrix}
\right]
\]

\[
= \left[
\begin{pmatrix}
\max\{c_{d,1}x_1, \ldots, c_{d,k}x_k, c_{d,k+1}x_{k+1}\} - c_{d,k+2}x_{k+2} \\
(c_{d,k}x_{k+2})^+ \\
(-c_{d,k}x_{k+2})^+ \\
(c_{d,k}x_{k+3})^+ \\
(-c_{d,k}x_{k+3})^+ \\
\vdots \\
(c_{d,d}x_d)^+ \\
(-c_{d,d}x_d)^+
\end{pmatrix}
\right].
\]

Induction thus proves (484). Next observe that (480), (481), (482), (484),
and item (ii) in Lemma 4.10 imply that

\[ z_d = A_1(W_d z_{d-1} + B_d) \]

\[ = A_1 \left( \begin{pmatrix} 1 & 1 & -1 \end{pmatrix} \left( \begin{array}{c} \max\{c_{d,1}x_1, \ldots, c_{d,d-1}x_{d-1}\} - c_{d,d}x_d \end{array} \right)^+ - K_d \right) \]

\[ = A_1 \left( \begin{array}{c} \max\{c_{d,1}x_1, \ldots, c_{d,d-1}x_{d-1}\} - c_{d,d}x_d \end{array} \right)^+ \]

\[ + (c_{d,d}x_d)^+ - (-c_{d,d}x_d)^+ - K_d \]

\[ = A_1 \left( \begin{array}{c} \max\{c_{d,1}x_1, \ldots, c_{d,d-1}x_{d-1}\} - c_{d,d}x_d \end{array} \right)^+ + c_{d,d}x_d - K_d \]

\[ = A_1 \left( \begin{array}{c} \max\{c_{d,1}x_1, \ldots, c_{d,d-1}x_{d-1}, c_{d,d}x_d\} - K_d \right) \]

\[ = \max\{\max\{c_{d,1}x_1, \ldots, c_{d,d}x_d\} - K_d, 0\}. \] (489)

Combining this with (480)–(483) establishes that

\[ (R(\phi))(x) = z_{d+1} = W_{d+1} z_d + B_{d+1} \]

\[ = z_d = \max\{\max\{c_{d,1}x_1, \ldots, c_{d,d}x_d\} - K_d, 0\}. \] (490)

In addition, observe that Lemma 4.11 implies that

\[ \mathcal{P}(\phi) = (2(d-1) + 1)(d+1) \]

\[ + \left[ \sum_{k=1}^{d-1}(2(d - (k + 1)) + 1)(2(d - k) + 1 + 1) \right] + 1(1 + 1) \] (491)

\[ \leq 6d^3. \]

Combining this, (483), and (490) completes the proof of Lemma 4.12. \( \square \)

**Proposition 4.13.** Assume Setting 4.1 and let \((K_d)_{d \in \mathbb{N}}, (c_{d,i})_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}} \subseteq [0, \infty)\) satisfy that \(\sup_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}} c_{d,i} < \infty\). Then

(i) there exist unique continuous functions \(u_d: [0,T] \times \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}\), which satisfy for all \(d \in \mathbb{N}\), \(x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) that \(u_d(T, x) = \max\{\max\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,d}x_d\} - K_d, 0\}\), which satisfy for all \(d \in \mathbb{N}\) that \(\inf_{q \in (0,\infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u_d(t,x)|}{1 + \|x\|_{\mathbb{R}^d}^2} < \infty\), and which satisfy for all \(d \in \mathbb{N}\) that \(u_d|_{[0,T] \times \mathbb{R}^d}\) is a viscosity solution of

\[ \left( \frac{\partial}{\partial t} u_d \right)(t, x) + \left( \langle \nabla_x u_d \rangle(t, x), \mu_d(x) \right)_{\mathbb{R}^d} \]

\[ + \frac{1}{2} \text{Trace} \left( \sigma_d(x) \left[ \sigma_d(x) \right]^* (\text{Hess}_x u_d)(t, x) \right) = 0 \] (492)
for \((t, x) \in (0, T) \times \mathbb{R}^d\) and

\[(ii)\] there exist \(C \in (0, \infty), (\psi_{d, \varepsilon})_{d \in \mathbb{N}, \varepsilon \in [0, 1]} \subseteq \mathcal{N}\) such that for all \(d \in \mathbb{N}, \varepsilon \in (0, 1]\) it holds that \(\mathcal{P}(\psi_{d, \varepsilon}) \leq C d^{5\theta+3} \varepsilon^{-4}, \mathcal{R}(\psi_{d, \varepsilon}) \leq C d^{5\theta+3} \varepsilon^{-2}, \mathcal{R}(\psi_{d, \varepsilon}) \in C(\mathbb{R}^d, \mathbb{R}),\) and

\[
\left[ \int_{\mathbb{R}^d} |u_d(0, x) - (\mathcal{R}(\psi_{d, \varepsilon}))(x)|^p \, \nu_d(dx) \right]^{1/p} \leq \varepsilon. \tag{493}
\]
Combining this, (495), (496), (497), the fact that \((\varphi_d)_{d \in \mathbb{N}}\) are continuous functions, the hypothesis that for all \(q \in (0, \infty)\) it holds that

\[
\sup_{d \in \mathbb{N}} \left[ d^{-\theta q} \int_{\mathbb{R}^d} \| x \|_2^q \nu_d(dx) \right] < \infty,
\]

(499)

and Lemma 4.2 with Theorem 3.14 (with \(T = T, r = 1, R = 1, v = 0, w = 0, z = 3, z = 0, \theta = \theta, c = \max\{6, C, 2 [\sup_{d \in \mathbb{N}, i \in \{1, 2, \ldots, d\}} (|\alpha_{d,i}| + |\beta_{d,i}|)]\}, v = 2, p = p, \nu_d = \nu_d, \varphi_d = \varphi_d, \mu_d = \mu_d, \sigma_d = \sigma_d, a(x) = \max\{x, 0\}, \phi_{d,\delta} = \phi_{d,\delta}\) for \(d \in \mathbb{N}, x \in \mathbb{R}, \delta \in (0, 1]\) in the notation of Theorem 3.14) demonstrates that there exist unique continuous functions \(v_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}\), which satisfy for all \(d \in \mathbb{N}, x \in \mathbb{R}^d\) that \(v_d(0, x) = \varphi_d(x)\), which satisfy for all \(d \in \mathbb{N}\) that \(\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|v_d(t,x)|}{1 + \|x\|_{q,\delta}^\alpha} < \infty\), and which satisfy for all \(d \in \mathbb{N}\) that \(v_d|_{[0,T] \times \mathbb{R}^d}\) is a viscosity solution of

\[
\left\langle \frac{\partial}{\partial t} v_d(t, x) + \langle (\nabla x v_d)(t, x), \mu_d(x) \rangle_{\mathbb{R}^d}, \sigma_d(x) \right\rangle + \frac{1}{2} \text{Trace} \left( \sigma_d(x) \left[ \sigma_d(x) \right]^* (\text{Hess}_x v_d)(t, x) \right) = 0
\]

(503)

for \((t, x) \in (0, T) \times \mathbb{R}^d\) and that it holds for all \(d \in \mathbb{N}, \varepsilon \in (0, 1]\) that

\[
\left[ \int_{\mathbb{R}^d} |v_d(T, x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x)|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon.
\]

(501)

Corollary 4.5 hence assures that there exist unique continuous functions \(u_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N}\), which satisfy that for all \(d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) it holds that

\[
u_d(T, x) = \varphi_d(x) = \max\{\max\{c_{a,1} x_1, c_{a,2} x_2, \ldots, c_{a,d} x_d\} - K_d, 0\},
\]

(502)

which satisfy for all \(d \in \mathbb{N}\) that \(\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u_d(t,x)|}{1 + \|x\|_{q,\delta}^\alpha} < \infty\), and which satisfy for all \(d \in \mathbb{N}\) that \(u_d|_{[0,T] \times \mathbb{R}^d}\) is a viscosity solution of

\[
\left\langle \frac{\partial}{\partial t} u_d(t, x) + \langle (\nabla x u_d)(t, x), \mu_d(x) \rangle_{\mathbb{R}^d}, \sigma_d(x) \right\rangle + \frac{1}{2} \text{Trace} \left( \sigma_d(x) \left[ \sigma_d(x) \right]^* (\text{Hess}_x u_d)(t, x) \right) = 0
\]

(503)

for \((t, x) \in (0, T) \times \mathbb{R}^d\) and that it holds for all \(d \in \mathbb{N}, \varepsilon \in (0, 1]\) that

\[
\left[ \int_{\mathbb{R}^d} |u_d(0, x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x)|^p \nu_d(dx) \right]^{1/p} \leq \varepsilon.
\]

(504)
Combining this with the fact that for all \( d \in \mathbb{N}, \varepsilon \in (0, 1] \) it holds that \( \mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{C}d^{5\theta+3}\varepsilon^{-1}, \mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{C}d^{5\theta+3}\varepsilon^{-2} \), and \( \mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d, \mathbb{R}) \) establishes items \((\text{I})-(\text{II})\). The proof of Proposition \(4.13\) is thus completed. \(\Box\)

### 4.6 Artificial neural network approximations for call on min options

In this subsection we establish in Proposition \(4.15\) below that ANN approximations overcome the curse of dimensionality in the numerical approximation of the Black-Scholes model in the case of call on min options. Our proof of Proposition \(4.15\) employs the ANN representation result for the payoff functions associated to call on min options in Lemma \(4.14\) below.

**Lemma 4.14.** Assume Setting \(4.1\) and let \((K_d)_{d \in \mathbb{N}}, (c_{d,i})_{d \in \mathbb{N}, i \in \{1, 2, \ldots, d\}} \subseteq \mathbb{R}\). Then there exists \((\phi_d)_{d \in \mathbb{N}} \subseteq \mathcal{N}\) such that for all \(d \in \mathbb{N}\), \(x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) it holds that \(\mathcal{P}(\phi_d) \leq 6d^3\), \(\mathcal{R}(\phi_d) \in C(\mathbb{R}^d, \mathbb{R})\), and

\[
(\mathcal{R}(\phi_d))(x) = \max\{\min\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,d}x_d\} - K_d, 0\}. \tag{505}
\]

**Proof of Lemma 4.14.** Throughout this proof let \(d \in \mathbb{N}\), let

\[
\phi = ((W_1, B_1), (W_2, B_2), \ldots, (W_d, B_d), (W_{d+1}, B_{d+1}))
\in (\mathbb{R}^{2(d-1)+1} \times (\mathbb{R}^{2(d-k)-1} \times (2(d-k)+1) \times \mathbb{R}^{2(d-k)-1}))
\times (\mathbb{R}^{1 \times 1} \times \mathbb{R}^1)
\tag{506}
\]

(i.e., \(\phi\) corresponds to fully connected feedforward artificial neural network with \(d + 2\) layers with dimensions \((d, 2(d-1), 1, 2(d-2), 1, 2(d-3), \ldots, 3, 1, 1)\) satisfy for all \(k \in \{1, 2, \ldots, d - 2\}\) that

\[
W_1 = \begin{pmatrix}
-c_{d,1} & c_{d,2} & 0 & \cdots & 0 \\
0 & c_{d,2} & 0 & \cdots & 0 \\
0 & -c_{d,2} & 0 & \cdots & 0 \\
0 & 0 & c_{d,3} & \cdots & 0 \\
0 & 0 & -c_{d,3} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & c_{d,d} \\
0 & 0 & 0 & \cdots & -c_{d,d}
\end{pmatrix} \in \mathbb{R}^{(2(d-1)+1) \times d}, \tag{507}
\]
Next we claim that for all $k$ we now prove (513) by induction on $k$ we let $x$ be the function which satisfies for all $q \in \mathbb{R}$ that $(q)^+ = \max\{q, 0\}$. Note that (383), (506), and (511) imply that $(R(\phi)) \in C(\mathbb{R}^d, \mathbb{R})$ and

$$z_{d+1} = (R(\phi))(x).$$

Next we claim that for all $k \in \{1, 2, \ldots, d - 1\}$ it holds that

$$z_k = \begin{pmatrix}
(c_{d,k+1}x_{k+1} - \min\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,k}x_k\})^+ \\
(c_{d,k+1}x_{k+1})^+ \\
(-c_{d,k+1}x_{k+1})^+ \\
(c_{d,k+2}x_{k+2})^+ \\
(-c_{d,k+2}x_{k+2})^+ \\
\vdots \\
(c_{d,d}x_d)^+ \\
(-c_{d,d}x_d)^+
\end{pmatrix}. \tag{513}
$$

We now prove (513) by induction on $k \in \{1, 2, \ldots, d - 1\}$. For the base case
\( k = 1 \) note that (382), (507), (509), and (511) assure that

\[
z_1 = A_{2(d-1)+1}(W_1 z_0 + B_1) = A_{2(d-1)+1}(W_1 x)
\]

\[
= A_{2(d-1)+1}
\begin{pmatrix}
-c_{d,1}x_1 + c_{d,2}x_2 \\
 0 \\
 c_{d,2}x_2 \\
-c_{d,2}x_2 \\
 0 \\
 c_{d,3}x_3 \\
-c_{d,3}x_3 \\
 0 \\
 \vdots \\
 c_{d,d}x_d \\
-c_{d,d}x_d
\end{pmatrix}
\begin{pmatrix}
(c_{d,2}x_2 - \min\{c_{d,1}x_1\})^+ \\
0 \\
(c_{d,2}x_2)^+ \\
(-c_{d,2}x_2)^+ \\
0 \\
(c_{d,3}x_3)^+ \\
(-c_{d,3}x_3)^+ \\
0 \\
\vdots \\
(c_{d,d}x_d)^+ \\
(-c_{d,d}x_d)^+
\end{pmatrix},
\]

(514)

This establishes (513) in the base case \( k = 1 \). Next note that item (iii) in Lemma 4.10 implies that for all \( a, b, c \in \mathbb{R} \) it holds that

\[
(a - b)^+ - a + c = c - \min\{a, b\}.
\]

(515)

For the induction step \( \{1, 2, \ldots, d - 2\} \ni k \rightarrow k + 1 \in \{2, 3, \ldots, d - 1\} \) observe that (382), (508), (510), (511), (515) (with \( a = c_{d,k+1}x_{k+1}, b = \min\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,k}x_k\}, c = c_{d,k+2}x_{k+2} \) in the notation of (515)), and item (i) in Lemma 4.10 demonstrate that for all \( k \in \{1, 2, \ldots, d - 2\} \) with

\[
z_k = \begin{pmatrix}
(c_{d,k+1}x_{k+1} - \min\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,k}x_k\})^+ \\
(c_{d,k+1}x_{k+1})^+ \\
(-c_{d,k+1}x_{k+1})^+ \\
(c_{d,k+2}x_{k+2})^+ \\
(-c_{d,k+2}x_{k+2})^+ \\
\vdots \\
(c_{d,d}x_d)^+ \\
(-c_{d,d}x_d)^+
\end{pmatrix},
\]

(516)
it holds that
\[
  z_{k+1} = A_{2(d-(k+1))+1}(W_{k+1}z_k + B_{k+1}) = A_{2(d-(k+1))+1}(W_{k+1}z_k)
\]

\[
  = A_{2(d-(k+1))+1}
  \begin{pmatrix}
    (c_{d,k+1,x_{k+1}} - \min\{c_{d,1,x_1}, c_{d,2,x_2}, \ldots, c_{d,k,x_k}\})^+ \\
    -(c_{d,k+1,x_{k+1}})^+ + (c_{d,k+1,x_{k+1}})^+ + (c_{d,k+2,x_{k+2}})^+ - (c_{d,k+1,x_{k+1}})^+
  \end{pmatrix}
\]

\[
  = A_{2(d-(k+1))+1}
  \begin{pmatrix}
    (c_{d,k+2,x_{k+2}}) + (c_{d,k+2,x_{k+2}})^+ \\
    -(c_{d,k+2,x_{k+2}})^+ + (c_{d,k+2,x_{k+2}})^+ \\
    (c_{d,k+3,x_{k+3}}) + (c_{d,k+3,x_{k+3}})^+ \\
    -(c_{d,k+3,x_{k+3}})^+ + (c_{d,k+3,x_{k+3}})^+
  \end{pmatrix}
\]

\[
  = A_{2(d-(k+1))+1}
  \begin{pmatrix}
    (c_{d,d,x_1} + c_{d,d,x_1}^+)^+ \\
    (c_{d,d,x_2} + c_{d,d,x_2}^+)^+ \\
    \vdots \\
    (c_{d,d,x_d} + c_{d,d,x_d}^+)^+ \\
    -(c_{d,d,x_1})^+ + (c_{d,d,x_1})^+
  \end{pmatrix}
\]

\[
  = \begin{pmatrix}
    (c_{d,k+2,x_{k+2}} - c_{d,k+1,x_{k+1}})^+ \\
    (c_{d,k+2,x_{k+2}})^+ \\
    -(c_{d,k+2,x_{k+2}})^+ \\
    (c_{d,k+3,x_{k+3}})^+ \\
    -(c_{d,k+3,x_{k+3}})^+ \\
    \vdots \\
    (c_{d,d,x_d})^+ \\
    -(c_{d,d,x_d})^+
  \end{pmatrix}^+
\]

(517)

Induction thus proves (513). Next observe that (508), (510), (511), (513),
and item (iii) in Lemma 4.10 imply that

\[
z_d = A_1(W_d z_{d-1} + B_d) = A_1 \left( -1 \begin{pmatrix} 1 & -1 \end{pmatrix} \begin{pmatrix} c_{d,d} x_d - \min\{c_{d,1} x_1, \ldots, c_{d,d-1} x_{d-1}\} \end{pmatrix}^+ - c_{d,d} x_d \right) - K_d
\]

\[
= A_1 \left( - (c_{d,d} x_d - \min\{c_{d,1} x_1, \ldots, c_{d,d-1} x_{d-1}\})^+ + (c_{d,d} x_d)^+ - c_{d,d} x_d - K_d \right)
\]

\[
= A_1 \left( \min\{c_{d,1} x_1, \ldots, c_{d,d-1} x_{d-1}, c_{d,d} x_d\} - K_d \right)
\]

\[
= \max\{\min\{c_{d,1} x_1, \ldots, c_{d,d} x_d\} - K_d, 0\}.
\]

(518)

Combining this with (509) - (512) establishes that

\[
(R(\phi))(x) = z_{d+1} = W_{d+1} z_d + B_{d+1} = z_d = \max\{\min\{c_{d,1} x_1, \ldots, c_{d,d} x_d\} - K_d, 0\}.
\]

(519)

In addition, observe that Lemma 4.11 implies that

\[
\mathcal{P}(\phi) = (2(d - 1) + 1)(d + 1)
\]

\[
+ \left[ \sum_{k=1}^{d-1}(2(d - (k + 1)) + 1)(2(d - k) + 1 + 1) \right] + 1(1 + 1) \leq 6d^3.
\]

(520)

Combining this, (512), and (519) completes the proof of Lemma 4.14. \(\square\)

**Proposition 4.15.** Assume Setting 4.1 and let \((K_d)_{d \in \mathbb{N}}, (c_{d,i})_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}} \subseteq [0, \infty)\) satisfy that \(\sup_{d \in \mathbb{N}, i \in \{1,2,\ldots,d\}} c_{d,i} < \infty.\) Then

(i) there exist unique continuous functions \(u_d: [0, T] \times \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N},\)

which satisfy for all \(d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) that \(u_d(T, x) = \max\{\min\{c_{d,1} x_1, c_{d,2} x_2, \ldots, c_{d,d} x_d\} - K_d, 0\},\) which satisfy for all \(d \in \mathbb{N}\) that \(\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \frac{|u_d(t,x)|}{1 + |x|_{\mathbb{R}^d}^q} < \infty,\) and which satisfy for all \(d \in \mathbb{N}\) that \(u_d|_{[0,T] \times \mathbb{R}^d}\) is a viscosity solution of

\[
\left(\frac{\partial}{\partial t} u_d\right)(t, x) + \langle (\nabla_x u_d)(t, x), \mu_d(x) \rangle_{\mathbb{R}^d} + \frac{1}{2} \text{Trace}(\sigma_d(x)[\sigma_d(x)]^*(\text{Hess}_x u_d)(t, x)) = 0
\]

(521)
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for \((t, x) \in (0, T) \times \mathbb{R}^d\) and

(ii) there exist \(C \in (0, \infty), (\psi_{d, \varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0, 1]} \subseteq \mathcal{N}\) such that for all \(d \in \mathbb{N}, \varepsilon \in (0, 1]\) it holds that \(\mathcal{P}((\psi_{d, \varepsilon})) \leq C d^{5\theta + 3} \varepsilon^{-4}, \mathcal{R}(\psi_{d, \varepsilon}) \in C(\mathbb{R}^d, \mathbb{R}),\) and

\[
\left[ \int_{\mathbb{R}^d} |u_d(0, x) - (\mathcal{R}(\psi_{d, \varepsilon}))(x)|^p \, \nu_d(dx) \right]^{1/p} \leq \varepsilon. \tag{522}
\]

Proof of Proposition [4.13]. Throughout this proof let \(\varphi_d : \mathbb{R}^d \to \mathbb{R}, d \in \mathbb{N},\) satisfy for all \(d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) that

\[
\varphi_d(x) = \max\{\min\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,d}x_d\} - K_d, 0\}, \tag{523}
\]

let \((\chi_d)_{d \in \mathbb{N}}, (\phi_{d, \delta})_{d \in \mathbb{N}, \delta \in (0, 1]} \subseteq \mathcal{N}\) satisfy for all \(d \in \mathbb{N}, x \in \mathbb{R}^d, \delta \in (0, 1]\) that \(\mathcal{P}(\chi_d) \leq 6d^3, \mathcal{R}(\chi_d) \in C(\mathbb{R}^d, \mathbb{R}), (\mathcal{R}(\chi_d))(x) = \varphi_d(x)\) (cf. Lemma 4.14), and \(\phi_{d, \delta} = \chi_d,\) and let \(C \in [0, \infty)\) be given by \(C = \sup_{d \in \mathbb{N}, i \in \{1, 2, \ldots, d\}} c_{d,i}\). Note that for all \(d \in \mathbb{N}, \delta \in (0, 1]\) it holds that

\[
\mathcal{R}(\phi_{d, \delta}) = \mathcal{R}(\chi_d) = \varphi_d \in C(\mathbb{R}^d, \mathbb{R}). \tag{524}
\]

This ensures that for all \(d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d, \delta \in (0, 1]\) it holds that

\[
|(\mathcal{R}(\phi_{d, \delta}))(x)| = |(\mathcal{R}(\chi_d))(x)| = |\varphi_d(x)| = \max\{\min\{c_{d,1}x_1, c_{d,2}x_2, \ldots, c_{d,d}x_d\} - K_d, 0\}
\leq \max\{c_{d,1}|x_1|, c_{d,2}|x_2|, \ldots, c_{d,d}|x_d|\}
\leq C \max\{|x_1|, |x_2|, \ldots, |x_d|\}
\leq C \|x\|_{\mathbb{R}^d} \leq C d^0(1 + \|x\|^2_{\mathbb{R}^d}). \tag{525}
\]

In addition, observe that for all \(d \in \mathbb{N}, \delta \in (0, 1]\) it holds that

\[
\mathcal{P}(\phi_{d, \delta}) = \mathcal{P}(\chi_d) \leq 6d^3 = 6d^3\delta^0. \tag{526}
\]

Furthermore, note that \([524]\) ensures that for all \(d \in \mathbb{N}, x \in \mathbb{R}^d, \delta \in (0, 1]\) it holds that

\[
|\varphi_d(x) - (\mathcal{R}(\phi_{d, \delta}))(x)| = |\varphi_d(x) - (\mathcal{R}(\chi_d))(x)| = |\varphi_d(x) - \varphi_d(x)| = 0 \leq d^0\delta^0(1 + \|x\|^2_{\mathbb{R}^d}). \tag{527}
\]
Combining this, (521), (525), (526), the fact that \((\varphi_d)_{d \in \mathbb{N}}\) are continuous functions, the hypothesis that for all \(q \in (0, \infty)\) it holds that
\[
\sup_{d \in \mathbb{N}} \left[ d^{-\theta q} \int_{\mathbb{R}^d} \|x\|^q \nu_d(dx) \right] < \infty, \tag{528}
\]
and Lemma 4.2 with Theorem 3.14 (with \(d = T, r = 1, R = 1, v = 0, w = 0, z = 3, z = 0, \theta = \theta, c = \max\{6, C, 2 \sup_{d \in \mathbb{N}, i \in \{1, 2, \ldots, d\}} (|\alpha_{d,i}| + |\beta_{d,i}|)\}, v = 2, p = p, \nu_d = \nu_d, \varphi_d = \varphi_d, \mu_d = \mu_d, \sigma_d = \sigma_d, a(x) = \max\{x, 0\}, \phi_d, \delta = \phi_d, \delta\) for \(d \in \mathbb{N}, x \in \mathbb{R}, \delta \in (0, 1]\) in the notation of Theorem 3.14 demonstrates that there exist unique continuous functions \(v_d: [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}, d \in \mathbb{N}\), which satisfy for all \(d \in \mathbb{N}, x \in \mathbb{R}^d\) that \(v_d(0, x) = \varphi_d(x)\), which satisfy for all \(d \in \mathbb{N}\) that \(\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left[ \frac{|v_d(t,x)|}{1+\|x\|^{\delta_d}} \right] < \infty\), and which satisfy for all \(d \in \mathbb{N}\) that \(v_d|_{(0,T) \times \mathbb{R}^d}\) is a viscosity solution of
\[
\left( \frac{\partial}{\partial t} v_d \right)(t,x) = \frac{1}{2} \text{Trace} \left( \sigma_d(x)[\sigma_d(x)]^*(\text{Hess}_x v_d)(t,x) \right) + \left( (\nabla_x v_d)(t,x), \mu_d(x) \right)_{\mathbb{R}^d} \tag{529}
\]
for \((t,x) \in (0,T) \times \mathbb{R}^d\) and that there exist \(\mathcal{C} \in (0, \infty)\), \((\psi_{d,\varepsilon})_{d \in \mathbb{N}, \varepsilon \in (0,1]} \subseteq \mathcal{N}\) such that for all \(d \in \mathbb{N}, \varepsilon \in (0,1]\) it holds that \(\mathcal{P}(\psi_{d,\varepsilon}) \leq \mathcal{C} d^{\beta_{d,\varepsilon}} \varepsilon^{-2}, \mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d, \mathbb{R})\), and
\[
\left[ \int_{\mathbb{R}^d} |v_d(T,x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x)|^p \nu_d(dx) \right]^{\frac{1}{p}} \leq \varepsilon. \tag{530}
\]
Corollary 4.5 hence assures that there exist unique continuous functions \(u_d: [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}, d \in \mathbb{N}\), which satisfy that for all \(d \in \mathbb{N}, x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) it holds that
\[
u_d(T,x) = \varphi_d(x) = \max\{\min\{c_{d,1} x_1, c_{d,2} x_2, \ldots, c_{d,d} x_d\} - K_d, 0\}, \tag{531}
\]
which satisfy for all \(d \in \mathbb{N}\) that \(\inf_{q \in (0, \infty)} \sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \left[ \frac{|u_d(t,x)|}{1+\|x\|^{\delta_d}} \right] < \infty\), and which satisfy for all \(d \in \mathbb{N}\) that \(u_d|_{(0,T) \times \mathbb{R}^d}\) is a viscosity solution of
\[
\left( \frac{\partial}{\partial t} u_d \right)(t,x) + \left( (\nabla_x u_d)(t,x), \mu_d(x) \right)_{\mathbb{R}^d} + \frac{1}{2} \text{Trace} \left( \sigma_d(x)[\sigma_d(x)]^*(\text{Hess}_x u_d)(t,x) \right) = 0 \tag{532}
\]
for \((t,x) \in (0,T) \times \mathbb{R}^d\) and that it holds for all \(d \in \mathbb{N}, \varepsilon \in (0,1]\) that
\[
\left[ \int_{\mathbb{R}^d} |u_d(0,x) - (\mathcal{R}(\psi_{d,\varepsilon}))(x)|^p \nu_d(dx) \right]^{\frac{1}{p}} \leq \varepsilon. \tag{533}
\]
Combining this with the fact that for all $d \in \mathbb{N}$, $\varepsilon \in (0, 1]$ it holds that $\mathcal{P}(\psi_{d,\varepsilon}) \leq C d^{5\theta+3} \varepsilon^{-1}$, $\mathcal{P}(\psi_{d,\varepsilon}) \leq C d^{5\theta+3} \varepsilon^{-2}$, and $\mathcal{R}(\psi_{d,\varepsilon}) \in C(\mathbb{R}^d, \mathbb{R})$ establishes items (i)–(ii). The proof of Proposition 4.15 is thus completed. \qed
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