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We investigate singular geometries which can be associated with warped branes in arbitrary dimensions. If the brane tension is allowed to be variable, the extremum condition for the action requires additional constraints beyond the solution of the field equations. In a higher dimensional world, such constraints arise from variations of the metric which are local in the usual four-dimensional spacetime, without changing the geometry of internal space. As a consequence, continuous families of singular solutions of the field equations, with arbitrary integration constants, are generically reduced to a discrete subset of extrema of the action, similar to regular spaces. As an example, no static extrema of the action with effective four-dimensional gravity exist for six-dimensional gravity with a cosmological constant. These findings explain why the field equations of the reduced four-dimensional theory are not consistent with arbitrary solutions of the higher dimensional field equations - consistency requires the additional constraints. The characteristic solutions for variable tension branes are non-static runaway solutions where the effective four-dimensional cosmological constant vanishes as time goes to infinity.

I. INTRODUCTION

It is conceivable that our observed four-dimensional world corresponds to a generalized membrane - “brane” - embedded in a higher dimensional world [1], [2], [3]. The presence of the brane modifies the higher dimensional geometry. One important ingredient is the warping factor, which is the analogue of the gravitational potential for a black hole solution in four dimensions. (Black holes are special cases of pointlike branes.) Higher dimensional spaces with warping have been investigated intensively in the past [4], [5], [6]. A continuous family of warped solutions has been found in six-dimensional gravity with a cosmological constant, depending on free integration constants [4]. In particular, the effective four-dimensional cosmological constant can be considered as one of the integration constants, being therefore a property of the solution rather than given by the parameters of the higher dimensional theory. While the geometries corresponding to these solutions are rather strange and do not lead to an acceptable effective four-dimensional theory, similar features have been observed for warped branes in the six-dimensional Einstein-Maxwell theory [2]. These solutions describe codimension two singularities, similar to strings in four dimensions, and do not share some of the problems of the solutions in ref. [4]. In modern language, these are codimension two branes [7], [8], [9] - actually the first warped brane solutions. (The equivalence of the bulk point of view with “non-compact” or singular geometries and the brane point of view where a brane sits at the singularity is discussed extensively in [10], see also [7].)

One may ask the question if all the warped solutions within these continuous families are equally acceptable. Since some of the integration constants are directly related to the brane tension [10], the issue if all integration constants are allowed depends on the status of the brane. We may distinguish between two types of branes - fixed tension branes and variable tension branes. For fixed tension branes the tension is treated as a fixed parameter of the model, while for variable tension branes the tension is a property of a particular solution and may change in the course of the cosmological evolution. Only for variable tension branes the tension has the status of an integration constant. In contrast, for fixed tension branes one of the integration constants of the most general “bulk solution” is fixed by the brane tension.

In our four-dimensional world we can find analogues of the two types of branes. An example for fixed tension branes are strings in grand unified theories (cosmic strings). Here the string tension can be calculated from the parameters of the microscopic theory. It should be considered as a fixed parameter for the effective theory at distances larger than the transverse size of the string. (In this effective theory the string appears as a singular object, while in the microscopic theory it is regular.) An example for variable tension branes are black holes. Here the strength of the singularity is determined by the mass of the black hole $M_{BH}$. It is a property of a particular solution, reflecting the cosmological history of a given astrophysical object. The mass of the black hole can change in the course of the history by accretion of mass. Thus the strength of the singularity should indeed be considered as an integration constant.

For four-dimensional black holes one finds a continuous family of static isotropic Schwarzschild solutions, parameterized by the integration constant $M_{BH}$. By analogy, one may therefore guess that variable tension branes in higher dimensions also lead to continuous families of solutions, with free integration constants. In this paper we argue that in general this is not the case.

If the brane tension is variable, metric fluctuations that change the brane tension cannot be excluded. The extremum condition for the action with respect to such fluctuations leads to constraints beyond the higher dimensional field equations. These additional “brane constraints” exclude most of the values of the integration constants of the general solution of the field equations. The case of a continuous family of solutions similar to the black holes is
an exceptional special case. The generic situation admits at most a discrete number of solutions, similar to regular spaces. In particular, the continuous family of solutions of ref. [4] cannot be realized by variable tension branes - none is an extremum of the action with respect to arbitrary variations of the metric. Only for a fixed tension brane one particular solution becomes consistent, with integration constants chosen according to the brane tension. In this case, however, the four-dimensional cosmological constant is fixed by the brane tension as a parameter of the theory. It appears no longer as an integration constant associated with a particular solution. (We employ the wording of “brane tension” here in a generalized sense for the strength of the singularity. It always characterizes the singular energy momentum tensor in the “brane picture”, even though the singularities are sometimes not really branes in a stricter sense, as for the solutions in [3].)

Solutions of the higher dimensional field equations are guaranteed to be extrema of the action with respect to all local field variations. Local field variations in a higher dimensional sense are restricted to a neighborhood around some point in higher dimensions. They do not change the strength of a singularity. In contrast, local field variations in a four-dimensional sense are only local around some point in four-dimensional space, but not restricted to be local in internal space as well. For example, fluctuations that do not change the shape of internal geometry, while changing the four-dimensional metric locally, are local in a four-dimensional sense, but not in a higher dimensional sense. Such variations often change the strength of the singularity. They may therefore be forbidden for fixed tension branes, while they count among the natural variations for variable tension branes.

An effective four-dimensional theory can be obtained by expanding in fluctuations around a given higher dimensional solution, and integrating over internal space. The infinitely many “Kaluza-Klein modes” are usually truncated to a finite subset. Typically, the effective four-dimensional theory contains the four-dimensional metric as well as four-dimensional scalar fields, the latter corresponding to changes of size and shape of the internal geometry, that are local in a four-dimensional sense. (In addition, there may be fermions and gauge fields which are not relevant for our discussion.) An extremum of the higher dimensional action should be reflected as an extremum of the effective four-dimensional action. In the Einstein frame, where the coefficient of the four-dimensional curvature scalar is a constant, an extremum of the four-dimensional effective action has to correspond to an extremum of the effective four-dimensional scalar potential $V$. This should hold whenever the higher dimensional solution has static size and shape of internal space and static warping. An explicit computation shows that this is not the case for arbitrary integration constants of the higher dimensional solutions.

In general, the four-dimensional field equations for the infinitely many fields are more restrictive than the higher dimensional field equations. The four-dimensional field equations are the extremum conditions for the action with respect to all fluctuations which are local in a four-dimensional sense. In contrast, the higher dimensional field equations correspond to variations of fields which are local in a higher dimensional sense. The second class of fluctuations is only a subset of the first. For a singular internal geometry, solving the higher dimensional field equations is a necessary, but not a sufficient condition for solving the four-dimensional field equations.

As an illustrative example we may discuss the solutions of ref. [3] for six dimensional gravity with a cosmological constant. They have two internal dimensions, $D = 2$, with $SO(D)$ symmetry. The internal geometry and the warping are static, and the effective four-dimensional cosmological constant $\Lambda$ is a free integration constant. We may generalize this construction to arbitrary $D$, within $D + 4$ dimensional gravity with a cosmological constant $\Lambda$. For the effective four-dimensional theory we consider here variations of the size of internal space, $L(x)$, and variations of the scale of the $D - 1$ dimensional subspace on which the $SO(D)$ symmetry acts, denoted by $A(x)$. The four-dimensional scalar field corresponding to $L(x)$ is often called the radion. The solution of the higher dimensional field equations corresponds to $L = A = 1$, and we consider variations which are local in the coordinates of the usual four-dimensional space $x^\mu$. Nevertheless, an overall rescaling of the “internal metric” by $L$ modifies the strength of the singularity. Also variations of the four-dimensional metric change the strength of the singularity.

In sect. V we discuss the most general solutions of the higher dimensional field equations which lead to a finite coefficient of the four-dimensional curvature scalar or a finite effective reduced Planck mass $M$. Finite $M$ is required for a consistent effective four-dimensional gravity [11]. Generically, these solutions have two singularities. One is a brane, the other is a “zerowarp” solution for which the warping factor vanishes at the singularity. For special choices of the integration constants the brane singularity gets replaced by a regular behavior - these are the solutions discussed in refs. [4], [5]. After dimensional reduction, we compute the effective four-dimensional scalar potential for $L$ and $A$ in sects. VIII, IX.

\[
V = L^{-D} A^{-\frac{D-1}{2}} \left( \tilde{c}_V + \left( 2\Lambda - \frac{D+4}{D+2} \tilde{c}_V \right) L^{-2} + \frac{(D-1)(D-2)\tilde{c}_A}{2L^2} \left( 1 - \frac{1}{A} \right) \right). \tag{1}
\]

Here $\tilde{c}_V$ and $\tilde{c}_A$ are constants that depend on the particular higher dimensional solution around which we expand, in particular on the integration constant $\Lambda$. The constant $\tilde{c}_V$ is proportional to the higher dimensional cosmological constant.

An extremum of the higher dimensional action requires that $V(L, A)$ should have an extremum for $L = A = 1$. Only for these values of $L$ and $A$ the higher dimensional field equations are obeyed. Inspection of eq. (1) shows, however, that for $D = 2$ the potential has no extremum at all, while for $D > 2$ an extremum at $L = A = 1$ requires the “brane constraints”

\[
\Lambda = \frac{2}{D+2} \tilde{c}_V , \quad \tilde{c}_A = \frac{2\tilde{c}_V}{(D-2)(D+2)}. \tag{2}
\]
The first brane constraint fixes the effective four-dimensional cosmological constant in terms of the higher dimensional cosmological constant. (The specific higher dimensional solution obeying the condition to \( \text{turns out to be actually a maximum of } V \text{ for a positive higher dimensional cosmological constant, } \xi \).) More generally, the extremum condition for \( V \) leaves at most a discrete number of solutions out of the continuous family of higher dimensional solutions. This is similar to the situation for regular spaces, where the regularity condition restricts the choice of the integration constants. In fact, higher dimensional solutions with regular spaces are automatically extrema of the effective four-dimensional potential \( V \).

The generic solutions of refs. \( [1, 2] \) correspond to extrema of the higher dimensional action only for fixed tension branes. In this case variations of the overall size of internal space corresponding to \( L(x) \) are not allowed since they change the brane tension. There is then no need to impose the constraint (2) anymore. As mentioned before, for a fixed tension brane the cosmological constant \( \Lambda \) is fixed in terms of the brane tension. For \( D > 2 \) specific higher dimensional solutions can also be extrema for variable tension branes. These are the ones obeying the brane constraint (2), and \( \Lambda \) is now fixed by this constraint. In conclusion, both for fixed and variable tension branes there are no continuous families of static solutions with arbitrary integration constant \( \Lambda \). For fixed tension branes \( \Lambda \) is fixed by the boundary conditions at the singularity, while for variable tension branes \( \Lambda \) is fixed by the brane constraint (2) which is needed to guarantee an extremum of the action.

Even for fixed tension branes additional constraints of the type (2) arise if the field content of the higher dimensional theory is extended beyond the graviton. For example, if we add in the higher dimensional model a scalar field, the most general solution of the field equations consistent with our symmetry exhibits two additional free integration constants. Even for a fixed brane tension, the four-dimensional cosmological constant \( \Lambda \) will depend on these additional integration constants. It will appear again as an integration constant rather than being fixed by the brane tension. However, there are also new brane constraints of the type (2), connected to the extremum condition of the higher dimensional action with respect to arbitrary variations of the scalar field. Typically, these constraints select again only a discrete subset of solutions, such that \( \Lambda \) remains no longer a free integration constant.

For variable tension branes, static solutions are difficult to be realized because the brane constraint may have no appropriate stable solutions. This observation has interesting consequences for cosmology. The characteristic solutions corresponding to extrema of the action turn out to be non-static runaway solutions. If the brane tension is allowed to change, it generally does so in the course of the cosmological solution. For the potential (1) one finds that \( L \) and \( A \) move to infinity or zero, thereby changing the strength of the singularity. A characteristic runaway solution with \( L \rightarrow \infty \) leads to an asymptotically vanishing four-dimensional effective potential for \( t \rightarrow \infty \), similar to quintessence cosmologies [12]. The fact that the potential goes to zero and not to a constant is no accident [13]. This property is due to geometry and will not be affected by quantum fluctuations. Thus the question why the cosmological constant vanishes asymptotically even in the presence of quantum fluctuations finds a natural solution, incidentally demonstrating that too naive arguments about the generic contribution of quantum fluctuations to the cosmological constant are not correct [13]. Nevertheless, runaway solutions lead to another potential problem. It has to be explained why the couplings of the standard model of particle physics change only very little (at least in the present cosmological epoch) in an environment of evolving geometry and warping of internal space. Several suggestions have been made for possible stabilization mechanisms for the couplings [13], but this is not the subject of the present paper.

This paper is organized as follows. In sect. [II] we display the field equations and the extremum conditions for \( d \)-dimensional gravity with a scalar field. The most general ansatz consistent with \( SO(D) \) symmetry and maximal Poincare, de Sitter or anti-de Sitter symmetry in \( D_1 \) dimensions \( (d = D_1 + D) \) is displayed in sect. [III] where we also discuss the field equations for this ansatz. (For a realistic world one would need \( D_1 = 4 \).) In sect. [IV] we specialize to pure gravity without a \( d \)-dimensional scalar field. We discuss the most general static solution consistent with an effective \( D_1 \)-dimensional gravity.

The special case of a vanishing \( d \)-dimensional cosmological constant and flat \( D_1 \)-dimensional space is discussed in detail in the appendix. This covers the geometry of flat branes embedded in flat space for arbitrary dimensions of the branes, \( D_1 \), and arbitrary dimension of space, \( d \). We also investigate there another class of solutions with finite volume and finite \( D_1 \)-dimensional gravitational constant. The discussion of sect. [V] is extended to a \( d \)-dimensional scalar field in sect. [VI].

In sect. [VII] we perform for these higher dimensional solutions the dimensional reduction to an effective \( D_1 \)-dimensional theory. Even if we retain only the \( D_1 \)-dimensional metric, the effective \( D_1 \)-dimensional Einstein equation clashes with the general \( d \)-dimensional solution. A simultaneous solution to the \( d \)-dimensional field equation and the effective field equation for the \( D_1 \)-dimensional metric requires the brane constraint (2). In sect. [VIII] we discuss how this apparent clash can be understood by a discussion of arbitrary variations of the \( d \)-dimensional fields. In the presence of singularities the \( d \)-dimensional field equations are not sufficient in order to guarantee an extremum of the action. We turn to the cosmology of variable tension branes in sect. [VIII]. Starting at some time \( t_0 \) with a higher dimensional solution, we see that the cosmological evolution for \( t > t_0 \) corresponds to a static flat or (anti-) de Sitter space only if the constraint (2) is met. Otherwise, the internal geometry does not remain static. The typical solutions are rather runaway solutions where the effective four-dimensional constant asymptotically relaxes to zero, as for quintessence cosmologies [12]. We discuss these runaway solutions in sect. [IX]. Finally, we present...
our conclusions and a discussion of the possible impact of our findings for the cosmological constant problem in sect. X

II. FIELD EQUATIONS AND EXTREMUM CONDITIONS

We start with the d-dimensional action for the metric \( \tilde{g}_{\mu \nu} \) and a scalar field \( \delta \)

\[
S = M_d^{d-2} \int \tilde{g}^{1/2} \left\{ \frac{1}{2} \tilde{R} - \frac{1}{2} \partial^\beta \partial_\beta \delta - \tilde{V}(\delta) \right\}. \tag{3}
\]

Here \( M_d^{d-2} \tilde{V}(\delta) \) is the higher dimensional scalar potential. In the absence of a higher dimensional scalar field a constant \( \tilde{V} \) corresponds to the d-dimensional cosmological constant. We denote d-dimensional indices by \( \mu, \nu, \rho \), whereas \( D_1 \)-dimensional indices will be \( \mu, \nu, \rho \).

The field equations for the metric read

\[
\tilde{R}_{\mu \nu} - \frac{1}{2} \tilde{R} \tilde{g}_{\mu \nu} = \partial_\mu \delta \partial_\nu \delta - \frac{1}{2} \partial^\sigma \partial_\sigma \delta \tilde{g}_{\mu \nu} - \tilde{V} \tilde{g}_{\mu \nu}, \tag{4}
\]

and the scalar field obeys

\[
\tilde{D}^2 \delta = \frac{\partial \tilde{V}}{\partial \delta}. \tag{5}
\]

Here \( \tilde{D}^2 = D^\beta D_\beta \) is the covariant Laplacian. By contracting eq. (4) one obtains

\[
\tilde{R} = \partial^\gamma \partial_\gamma \delta + \frac{2d}{d-2} \tilde{V}. \tag{6}
\]

For solutions of the field equations the action therefore becomes

\[
S = \frac{2}{d-2} M_d^{d-2} \int \tilde{g}^{1/2} \tilde{V}. \tag{7}
\]

In the presence of singularities the extremum condition for \( S \) goes beyond the field equations. We may first discuss a general variation of the scalar field \( \delta(\tilde{x}) = \delta(\tilde{x}) + \epsilon(\tilde{x}) \), with \( \epsilon \) infinitesimal and \( \tilde{x} \) the d-dimensional coordinates. The variation of the action (3) reads

\[
\delta S = -M_d^{d-2} \int \tilde{g}^{1/2} \left\{ \partial^\beta \partial_\beta \epsilon + \frac{\partial \tilde{V}}{\partial \delta} \epsilon \right\} = M_d^{d-2} \int \tilde{g}^{1/2} \left( \tilde{D}^2 \delta - \frac{\partial \tilde{V}}{\partial \delta} \right) \epsilon - M_d^{d-2} \int \partial_\beta \{ \tilde{g}^{1/2} \epsilon \partial^\beta \delta \}. \tag{8}
\]

The first term in the second equation (8) vanishes by virtue of the field equation (4). The second term is a boundary term. It vanishes automatically for compact spaces or for variations \( \epsilon \) with a compact support. In the presence of singularities, there are possible variations \( \epsilon \) for which the boundary term does not vanish automatically. The extremum condition \( \delta S = 0 \) then requires additional constraints beyond the field equations - the brane constraints.

A similar boundary term for the metric will be the origin of the constraint (2). For a variation \( \tilde{g}_{\mu \nu}(\tilde{x}) \rightarrow \tilde{g}_{\mu \nu}(\tilde{x}) + \tilde{h}_{\mu \nu}(\tilde{x}) \) the extremum condition for the action requires in addition to the gravitational field equation (4) the vanishing of a “boundary term”

\[
\int \tilde{g}^{1/2} K^\nu = 0, \tag{9}
\]

with

\[
K^\nu = (\tilde{g}^{\mu \nu} \tilde{g}^{\rho \sigma} - \tilde{g}^{\mu \rho} \tilde{g}^{\nu \sigma}) \partial_\mu \tilde{h}_\sigma^\nu - \frac{1}{2} \tilde{g}^{\mu \nu} \tilde{g}^{\rho \sigma} \partial_\mu \tilde{g}_{\rho \sigma} + \partial_\mu \tilde{g}_{\rho \sigma} - \partial_\sigma \tilde{g}_{\mu \rho}) \tilde{g}^{\delta \lambda} \tilde{h}_{\delta \lambda}. \tag{10}
\]

III. WARPED SOLUTIONS

We discuss possible solutions with the ansatz

\[
\tilde{g}_{\mu \nu}(x,y,z) = \left( \begin{array}{ccc}
\sigma(z) g_{D_1}(x), & 0, & 0 \\
0, & \rho(z) g_{D_2}(y), & 0 \\
0, & 0, & 1
\end{array} \right) \tag{11}
\]

Here the \( D_2 \) coordinates \( y^\alpha \) describe a \( D_2 \)-dimensional Einstein space with Ricci tensor \( R^{(D_2)}_{\alpha \beta}(y) = \Lambda_2 g^{(D_2)}_{\alpha \beta}(y) \), and similar for the \( D_1 \) coordinates \( x^\mu \), with \( R^{(D_1)}_{\mu \nu} = \Lambda_1 g^{(D_1)}_{\mu \nu} \).

For \( D_1 = 4 \) we may identify \( x^\mu \) with time and the usual three coordinates of the “large dimensions”. The coordinates \( y^\alpha \) and \( z \) describe the \( D = D_2 + 1 \) dimensional internal space. The internal geometry is given by \( \sigma(z), \rho(z) \) and \( g_{D_2}(y) \), and therefore time-independent. The \( D_1 \) dimensional space is either static as well, for \( \Lambda_1 = 0 \), or it has the maximal space-time symmetry corresponding to de Sitter space (\( \Lambda_1 > 0 \)) or anti de Sitter space (\( \Lambda_1 < 0 \)). In a general sense we will refer to these solutions as static solutions. (For \( \Lambda_1 \neq 0 \) the time translation symmetry is replace by the analogous isometry of (anti) de Sitter space.)

For definiteness, we may choose \( g_{D_2}(y) \) as parameterizing a \( D_2 \)-dimensional unit sphere, such that \( \Lambda_2 = D_2 - 1 \) for \( D_2 > 1 \), and \( g_{D_2}(y) = 1 \) for \( D_2 = 1 \). Our ansatz has then the isometry \( SO(D_2 + 1) \) and describes the most general static metric with \( SO(D_2 + 1) \) symmetry. The length unit is set by the radius of the \( D_2 \)-dimensional sphere. This fixes the units for \( M_d \) and \( \tilde{V} \) in eq. (4). In particular, we can choose units such that \( M_d = 1 \). The functions \( \sigma \) and \( \rho \) are dimensionless, while \( \Lambda_1, \Lambda_2 \) and \( \tilde{V} \) have dimension mass. We will generalize the discussion to arbitrary \( \Lambda_2 \) for \( D_2 > 1 \), while \( \Lambda_1 = 0 \) for \( D_2 = 1 \). Since we are free to choose units for the coordinates \( y \) we can take \( \Lambda_2 = \pm (D_2 - 1) \) or \( \Lambda_2 = 0 \). Alternatively, we can also use for \( y \) dimensionless angular variables, such that \( \rho \) has dimension mass \(-2 \) and \( \Lambda_2 \) is dimensionless. This is particularly appropriate for \( D_2 = 1 \), with periodic \( y \) and \( 0 \leq y \leq 2\pi \).
The $\mu - \nu$-component of the field equation for the metric reads

\[
2\ddot{R}_{\mu\nu} - \dddot{g}_{\mu\nu} = \left\{ -(D_1 - 2)\Lambda_1 \sigma^{-1} - D_2 \Lambda_2 \rho^{-1} - \frac{4(D_1 - 1)(D_1 - 4)}{(D_1 - 1)} \left( \frac{\sigma'}{\sigma} \right)^2 \right\} \frac{\rho'}{\rho} + \frac{1}{4} \frac{D_2}{D_2 - 3} \left( \frac{\rho'}{\rho} \right)^2 \ddot{g}_{\mu\nu} = -(2\ddot{V} + \delta^2)\ddot{g}_{\mu\nu},
\]
and similar for the $\alpha - \beta$-component

\[
2\ddot{R}_{\alpha\beta} - \dddot{g}_{\alpha\beta} = \left\{ -(D_2 - 2)\Lambda_2 \rho^{-1} - D_1 \Lambda_1 \sigma^{-1} - \frac{4(D_2 - 1)(D_2 - 4)}{(D_2 - 1)} \left( \frac{\sigma'}{\sigma} \right)^2 \right\} \frac{\sigma'}{\sigma} + \frac{1}{4} \frac{D_1}{D_1 - 1} \left( \frac{\sigma'}{\sigma} \right)^2 \ddot{g}_{\alpha\beta} = -(2\ddot{V} + \delta^2)\ddot{g}_{\alpha\beta},
\]
and the $z - z$-component

\[
2\ddot{R}_{zz} - \dddot{g}_{zz} = -(D_1 \Lambda_1 \sigma^{-1} - D_2 \Lambda_2 \rho^{-1} - \frac{4D_1}{D_1 - 1} \left( \frac{\sigma'}{\sigma} \right)^2 \right\} \frac{\rho'}{\rho} + \frac{1}{4} \frac{D_2}{D_2 - 1} \left( \frac{\rho'}{\rho} \right)^2 \ddot{g}_{zz} = -(2\ddot{V} - \delta^2).
\]

Correspondingly, the curvature scalar obeys

\[
\dddot{R} = D_1 \Lambda_1 \sigma^{-1} + D_2 \Lambda_2 \rho^{-1} - \frac{4D_1}{D_1 - 1} \left( \frac{\sigma'}{\sigma} \right)^2 \right\} \frac{\rho'}{\rho} + \frac{1}{4} \frac{D_2}{D_2 - 1} \left( \frac{\rho'}{\rho} \right)^2 = \delta^2 + \frac{2(D_1 + D_2 + 1)}{D_1 + D_2 - 1} \dddot{V}.
\]

All other components vanish.

Using

\[
U = \frac{\sigma'}{\sigma}, \quad W = \frac{\rho'}{\rho},
\]
and

\[
F = 2\dddot{V} - \delta^2 - D_1 \Lambda_1 \sigma^{-1} - D_2 \Lambda_2 \rho^{-1},
\]
we can express $W$ in terms of $\rho, \sigma$ and $U$ by employing eq. (18) for $D_2 > 1$,

\[
W = \frac{1}{D_2(D_2 - 1)} \left\{ - D_1 D_2 U + \epsilon \sqrt{D_1 D_2(D_1 + D_2 - 1)U^2 - 4D_2(D_2 - 1)F} \right\}.
\]

Here $\epsilon = \pm 1$ corresponds to the two solutions of the quadratic equation (14). For $D_2 = 1$ the expression for $W$ simplifies and reads for $U \neq 0$

\[
W = -\frac{D_1}{2} U - \frac{2F}{D_1 U}.
\]

Suitable linear combinations of eqs. (12)-(14) yield

\[
U' = -\frac{D_1}{2} U^2 - \frac{D_2}{2} UW + \frac{2\Lambda_1}{\sigma} - \frac{4}{D_1 + D_2 - 1} \dddot{V},
\]
and

\[
W' = -\frac{D_2}{2} W^2 - \frac{D_1}{2} UW + \frac{2\Lambda_2}{\rho} - \frac{4}{D_1 + D_2 - 1} \dddot{V}.
\]

In addition, we have the scalar field equation

\[
\delta'' + \left( \frac{D_1 \sigma'}{2} + \frac{D_2 \rho'}{2} \right) \delta' - \frac{\partial \ddot{V}}{\partial \delta} = 0.
\]

The derivative of eq. (18), combined with eqs. (20) and (22) yields eq. (21), which is therefore not independent. This holds provided $(D_2 - 1)W + D_1 U \neq 0$.

For a numerical solution one may use the two second order differential equations (20), (22) for $\sigma$ and $\delta$, supplemented by $\rho' = W\sigma$. For $D_2 > 1$ the function $W(\rho, \sigma, U)$ is given by eq. (18), while for $D_2 = 1$ eq. (19) applies. This system is equivalent to five nonlinear first order differential equations. The five initial conditions will lead to the continuous family of solutions characterized by integration constants. For $D_2 > 1$ the initial conditions for $\rho, \sigma, U$ have to be chosen such that the argument of the square root of eq. (18) is positive or zero. Alternatively, one may use eqs. (20)-(22), corresponding to a system of six first order differential equations. In this case the initial conditions are not independent, however. Eq. (14) relates the allowed initial values. In the case of pure higher dimensional gravity the scalar field equation (18) is absent and the number of integration constants gets reduced by two.

The characteristic properties of the solution can often be understood in terms of the warping factor $s(z)$. For $D_1 = 1$ this is the analogue of the gravitational potential $B(r)$ for the (generalized) Schwarzschild solution for black holes. With $s = \ln(\sigma/\sigma_0), \ U = s', \ q.$ in eq. (20) takes for $D_2 > 1$ the explicit form

\[
s'' - \frac{\sigma'}{2(D_2 - 1)} s'^2 + \frac{\epsilon s'K}{2(D_2 - 1)} + \frac{\partial V_s}{\partial s} = 0,
\]
where

\[
\frac{\partial V_s}{\partial s} = -2\ddot{\Lambda}_1 e^{-s} + \frac{4}{D_1 + D_2 - 1} \dddot{V}(\delta),
\]
and $\ddot{\Lambda}_1 = \Lambda_1/\sigma_0$. This has an analogue of a particle moving in a potential

\[
V_s = 2\ddot{\Lambda}_1 e^{-s} + \frac{4}{D_1 + D_2 - 1} \ddot{V},
\]
with time replaced by \( z \). However, the form of the “damping terms” involving \( s \) is rather complicated.

Under a reflection \( z \to -z \), \( s' \to -s' \) the sign of the square root is reversed, \( \epsilon \to -\epsilon \). For a positive sign \( \epsilon = 1 \) the effect of the terms involving \( s' \) is the following. For \( s' < 0 \) they tend to increase as \( z \) increases. (The contribution to \( s'' \) is positive.) This has a damping effect, since \( |s'| \) gets reduced. For \( s' > 0 \) the term \( \sim \epsilon \) often dominates. Then the effect is a relative decrease of \( s' \) for increasing \( z \) and therefore again a damping. If for decreasing \( z \) we switch the sign of \( \epsilon \) we again find a damping. This contrasts to the usual damping terms in mechanics which are linear in \( s' \). In our case, the damping in both directions of \( z \) reflects the invariance of our system of equations under the reflection \( z \to -z \). Finally, if we switch the sign \( \epsilon \) without changing the direction of \( z \) the damping typically turns into antidamping. Via \( F \) the strength of the damping / antidamping depends on \( \rho, \sigma, V \) and \( \delta'^2 \).

For \( D_2 = 1 \) the equation for \( s \) is simpler

\[
s'' + \frac{D_1 + 1}{4}s' + \frac{1}{2} \frac{\partial V_s}{\partial s} = 0. \tag{26}
\]

The evolution shows damping for increasing \( z \) and \( s' > 0 \), or for decreasing \( z \) and \( s' < 0 \). The opposite cases, increasing \( z \) and \( s' < 0 \) or decreasing \( z \) and \( s' > 0 \), are characterized by antidamping. The damping term can be absorbed by a variable change

\[
t = t^{\frac{D_1 + 1}{2}} \left( \frac{s}{s_0} \right)^{\frac{D_1 + 1}{2}}, \tag{27}
\]

with

\[
t'' = -\frac{D_1 + 1}{8} t \frac{\partial V_t}{\partial s} = -\frac{\partial V_t}{\partial t} \tag{28}
\]

and

\[
V_t = \frac{D_1 + 1}{4D_1} \tilde{V} t^2 - \frac{(D_1 + 1)^2}{8(D_1 - 1)} \tilde{\Lambda}_t t^{2(D_1 + 1)}. \tag{29}
\]

This map to an undamped motion of a particle in a potential \( V_t \) makes a classification of the possible solutions particularly simple \[4, 10\]. For \( D_1 = 4 \) the potential

\[
V_t = \frac{5}{16} \tilde{V} t^2 - \frac{25}{24} \tilde{\Lambda}_t t^{6/5} \tag{30}
\]

has a minimum if \( \tilde{V} > 0, \tilde{\Lambda}_t > 0 \), located at

\[
t_{\text{min}} = \left( \frac{2 \tilde{\Lambda}_t}{\tilde{V}} \right)^{5/4}, \tag{31}
\]

corresponding to \( \sigma_{\text{min}} = 2 \Lambda_t / \tilde{V} \). Typical solutions are part of an oscillation around \( t_{\text{min}} \), with a singularity \( \sigma \to 0 \) if \( t \to 0 \). For such a solution \( \rho(z) \) can be computed from eq. \[19\] and singularities may occur if \( \rho \to 0 \) or \( \rho \to \infty \).

### IV. HIGHER DIMENSIONAL EINSTEIN SPACES

In this section we discuss the case of higher dimensional gravity with a cosmological constant. Thus \( \tilde{V} \) is constant and no scalar field is present. (In our system of equations one sets \( \delta' = 0, \partial \tilde{V} / \partial \delta = 0 \).) Warped solutions of this type have been discussed in the original paper by Rubakov and Shaposhnikov \[4\] for \( D_1 = 4, D_2 = 1, \tilde{\Lambda}_2 = 0 \), and for general \( D_1, D_2, \tilde{\Lambda}_1, \tilde{\Lambda}_2 \) by \[3\]. We concentrate first on a positive cosmological constant, \( \tilde{V} > 0 \). We will find generic solutions with two singularities, and special choices of the integration constants with only one singularity or no singularity.

For \( \Lambda_1 > 0 \) the potential \( V_s \) has a minimum at \( s = s_E \),

\[
s_E = \log \left( \frac{D_1 + D_2 - 1 \tilde{\Lambda}_1}{2 \tilde{V}} \right), \tag{32}
\]

corresponding to

\[
\sigma_E = \frac{D_1 + D_2 - 1 \tilde{\Lambda}_1}{2 \tilde{V}}. \tag{33}
\]

As \( z \) increases, one may suspect that \( \sigma(z) \) approaches \( \sigma_E \) and settles there. We will see that this is not necessarily the case. For example, \( \rho \) may diverge or approach zero before \( \sigma_E \) is reached. Nevertheless, for \( s(z) = s_E \) eq. \[23\] is obeyed for arbitrary \( \rho \). Indeed, \( U = 0 \) solves eq. \[20\] for constant \( \sigma = \sigma_E \), and the constant warping factor implies a direct product geometry for \( D \)-dimensional internal space and \( D_1 \)-dimensional large space.

#### a) codimension two singularities

Let us first discuss the case \( D_2 = 1, \tilde{\Lambda}_2 = 0, D_1 = 4 \) where eq. \[14\] takes the simplified form

\[
2 \tilde{V} - \frac{4 \tilde{\Lambda}_1}{\sigma} + 2 \rho' / \rho + 3 \left( \frac{\sigma'}{\sigma} \right)^2 = 0. \tag{34}
\]

The solutions have been classified and discussed extensively in \[4, 10\], and we discuss here some aspects that can be generalized to more complicated situations. Consider a fixed point of the \( SO(2) \) isometry at \( z = 0 \) which is regular, as the pole of a two-sphere. This requires

\[
\lim_{z \to 0} \rho(z) = z^2, \quad \lim_{z \to 0} \sigma(z) = \sigma_0. \tag{35}
\]

The divergence of \( W = \rho' / \rho = 2 / z \) requires that \( \sigma' \) must vanish for \( z \to 0 \), and we make the ansatz

\[
U = \frac{\sigma'}{\sigma} = uz + ... \tag{36}
\]

Then for \( z \to 0 \) eq. \[34\] yields the relation

\[
u = \frac{\tilde{\Lambda}_1}{\sigma_0} - \frac{1}{2} \tilde{V}. \tag{37}
\]

Without loss of generality we may take \( \sigma_0 = 1 \). The “initial conditions” or “integration constants” are all fixed by
the regularity condition (35) and $\Lambda_1$. Numerically, one may take some very small $z_0$ and use the initial conditions

$$\rho(z_0) = z_0^2, \quad \sigma(z_0) = 1, \quad U(z_0) = u z_0.$$ 

Solving the differential equations for larger $z$ results in a singularity for $z \to \bar{z}$, where

$$\sigma = \bar{\sigma}(\bar{z} - z)^{-\eta}, \quad \rho = \bar{\rho}(\bar{z} - z)\gamma, \quad \eta = -\frac{4}{5}, \quad \gamma = -\frac{6}{5}. \quad (38)$$

This singular solution exists for $\Lambda_1 = 0$, but also for positive and negative $\Lambda_1 < 3V/10$. The "internal volume", more precisely the volume of the two dimensional hypersurface for constant $x^\mu$,

$$\Omega_2 = 2\pi \int_0^{\bar{z}} dz \rho^{1/2} \sigma^2, \quad (39)$$

is finite, since one has $\rho^{1/2} \sigma^2 \sim (\bar{z} - z)$ close to the singularity. Similarly, the effective gravitational constant after dimensional reduction is proportional to

$$c_R = \int_0^{\bar{z}} dz \rho^{1/2} \sigma \quad (40)$$

and remains finite. The solution with boundary conditions (36) is the Rubakov-Shaposhnikov solution [1]. The singularity has the geometry of a six-dimensional black hole, with time coordinate replaced by $\eta$ [10]. Perhaps the most striking feature of this singularity is the vanishing of the warp factor, $\sigma(z \to \bar{z}) \to 0$. We will call singularities with this property "zerowarps". Even arbitrarily large distances on the four-dimensional space, as measured with $g_{\mu\nu}^{(4)}$, shrink to zero $d$-dimensional distances as $z \to \bar{z}$ is approached. In contrast to branes, where $\rho$ shrinks to zero at the singularity (38), the zerowarp singularity has a diverging $\rho$.

For $\Lambda_1 > 0$ there is a notable special case, namely for $u = 0$ or $\Lambda_1 = \tilde{V}/2$. This special case corresponds to the minimum of the potential $V_\sigma(s)$ in eq. (23). It implies a constant $\sigma(s) = \sigma_0$. (More precisely, $\sigma = const.$ follows from eq. (23) if for some $z_0$ one has $\sigma(z_0) = \sigma_0, \quad \sigma'(z_0) = 0$.) The geometry is therefore a direct product of a four-dimensional de Sitter space and a two dimensional space. The $z$-dependence of $\rho$ follows from eq. (24)

$$W' + \frac{1}{2} W^2 + \tilde{V} = 0. \quad (41)$$

This equation is invariant under a rescaling of $\rho \to A_2 \rho$, such that solutions exist with an arbitrary overall normalization of $\rho$. (This feature is particular for vanishing $\Lambda_2 = 0$.)

The general solution

$$W = \sqrt{2\tilde{V}} g \left( \frac{\pi}{2} - \sqrt{\frac{\tilde{V}}{2}} z \right),$$

$$\rho = \frac{2\rho_0}{\tilde{V}} \sin^2 \left( \sqrt{\frac{\tilde{V}}{2}} z \right), \quad (42)$$

behaves for $z \to 0$ as

$$\rho(z \to 0) = \rho_0 z^2. \quad (43)$$

For $\rho_0 = 1$ it describes a sphere, whereas for $\rho_0 \neq 1$ one has a conical singularity, with deficit angle

$$\Delta = 2\pi(1 - \sqrt{\rho_0}). \quad (44)$$

A similar singularity occurs for $\bar{z} = \pi\sqrt{2/\tilde{V}}$, and we note the reflection symmetry around the point $z_{\text{max}} = \pi/\sqrt{2\tilde{V}}$. This may suggest the existence of a direct product solution with a "football shaped" internal space [9]. However, for $U = 0$ the three equations (12) - (14) are no longer linearly dependent. Inserting the direct product ansatz into eq. (12) yields the condition $\Lambda_1 = \tilde{V}$ (for $\sigma_0 = 1$). This is compatible with eq. (33) ($\Lambda_1 = \tilde{V}/2$) only for $\tilde{V} = 0, \Lambda_1 = 0$. Then the volume of internal space and $c_R$ do not remain finite. Football shaped geometries for $D_2 = 1$ can only be realized with additional ingredients, as for the six-dimensional Einstein-Maxwell theory [14].

Exact time dependent cosmological solutions for such football shaped geometries have been discussed in [15].

The solutions discussed so far require special initial conditions or a special value of $\Lambda_1$. For generic initial conditions and $\Lambda_1$ we find solutions with two singularities. For $\Lambda_1 < 3\tilde{V}/10$ one is a zerowarp of the type of eq. (38), the other is a conical singularity. For a generic conical singularity at $z = 0$ the behavior of $\rho$ is given by eq. (43) and for $\sigma$ one has

$$\sigma(z \to 0) = \sigma_0 \left( 1 + \frac{u}{2} z^2 \right),$$

$$U(z \to 0) = u z. \quad (45)$$

From eq. (44) or (28) one infers the relation (37). Conical singularities can exist for arbitrary $\Lambda_1$. We note that generically the solution does not approach the minimum of $V_\sigma$ close to the singularity. The generic solution close to a conical singularity has a nonvanishing $s^2 = U' = u$. The further evolution of $s$ towards the minimum is stopped by the vanishing of $\rho$, driven by the term $\sim U^{-1}$ in eq. (19).

For $\Lambda_1 > 3\tilde{V}/10$ the generic solution still has two singularities, but both can now be of the conical type.

b) singularities with codimension larger than two

We next turn to the case $D_2 > 1$ which corresponds to a codimension of the singularity larger than two. We also consider general $D_1$. For $D_2 \neq 0$ modifications arise from the presence of the curvature of the $D_2$-dimensional subspace, $\Lambda_2$. We start with the direct product solution which exists for $\tilde{V} > 0, \quad \Lambda_1 > 0$, i.e. $\sigma(z) = \sigma_0$, as given by eq. (33). We need to solve the remaining differential equation for $\rho$

$$\frac{\rho'}{\rho} = W = \pm \frac{2}{\sqrt{D_2(D_2 - 1)}} \sqrt{-F},$$

$$F = \frac{2(D_2 - 1)}{D_1 + D_2 - 1} \tilde{V} - \frac{D_2 \Lambda_2}{\rho}. \quad (46)$$
For $\Lambda_2 > 0$ the range of $\rho$ is bounded, $0 < \rho \leq \rho_{\text{max}}$, 
\[
\rho_{\text{max}} = \frac{D_2(D_1 + D_2 - 1)\Lambda_2}{2(D_2 - 1) V},
\] 
with $W$ diverging at the boundary $\rho \to 0$. One may be tempted to try the solution with a constant $\rho(z) = \rho_{\text{max}}$. This solves eq. (46), but for $U = W = 0$ eq. (21) is no longer linearly dependent and not obeyed for $\tilde{V} \neq 0$. For $\rho = \rho_{\text{max}}$ one has $W = 0$, $W' = -2\Lambda_2/[2(D_2 - 1)\rho_{\text{max}}] \neq 0$.

The solution of eq. (46) is symmetric under a reflection around the circle of the maximum $z_{\text{max}}$, $\rho(z_{\text{max}}) = \rho_{\text{max}}$. For $\rho \to 0$ the approximate equation ($\Lambda_2 > 0$)
\[
\rho' = \pm B\rho^{1/2}, \quad B = \frac{2\sqrt{A}}{\sqrt{D_2 - 1}}
\] 
is solved by
\[
\rho = \frac{B^2}{4}z^2 = \frac{A_2}{D_2 - 1} z^2
\]
or by a similar behavior replacing $z \to (\tilde{z} - z)$. For $\Lambda_2 = D_2 - 1$ this is the regular behavior at the pole of the $D_2$-dimensional sphere. The direct product solutions are regular and there is no analogue to the conical singularity for $D_2 = 2$. With the replacement $\tilde{V} \to 4\tilde{V}/(D_2(D_1 + D_2 - 1))$ eq. (46) is obeyed, but the integration constant is now fixed such that $\rho_0 = 1$ in eq. (48). For the unique direct product solution we therefore have
\[
\rho = \rho_{\text{max}} \sin^2(\sqrt{\rho_{\text{max}}} z).
\]
This describes a sphere with radius $\sqrt{\rho_{\text{max}}} = z_{\text{max}}$.

For $D_2 > 1$ the direct product solution is regular. We may check that these regular solutions obey the brane constraint (2). For the direct product solutions the coefficients $c_V, c_A$ are given by $c_V = \sigma E V, \ c_A = \sigma F \int \rho \frac{D_2 - 1}{\rho} / \int \rho \frac{D_2}{\rho}$ - a more general definition of these quantities will be given later. With $D = D_2 + 1, \ D_1 = 4, \ D_2 = D_2 - 1, \ \Lambda_2 = \Lambda_1 = \Lambda$ the first equation in (2) corresponds to eq. (53). The generalization of the second equation in (2)
\[
\tilde{c}_A = \frac{2c_V}{(D_2 - 1)(D_1 + D_2 - 1)} = \frac{D_2\sigma E}{(D_2 - 1)\rho_{\text{max}}}
\]
is indeed obeyed for the solution (50).

The powerlike solutions (52), (53) are exact solutions of the field equations for $\tilde{V} = \Lambda_1 = \Lambda_2 = 0$. They have a brane or zerowarp singularity at $z = 0$, depending on the sign of $\eta_\pm$. The extension of this solution to $z \to \infty$ will be modified by nonzero $\tilde{V}, \Lambda_1$ or $\Lambda_2$.

**c) solutions with two singularities**

For $\gamma < 2$ a singularity encountered for decreasing $z$ (as in eq. (52)) requires $\epsilon = +1$ in eq. (18), while a singularity for increasing $z$ needs $\epsilon = -1$. (This corresponds to antidamping at the singularity for the evolution of $s$ in eq. (29).) Indeed, using eq. (53) we find for decreasing $z$
\[
2 - \gamma = \epsilon |\eta| \sqrt{D_1(D_1 + D_2 - 1)/D_2}
\]
and the opposite sign of $\epsilon$ for increasing $z$. Solutions with two singularities at $z = 0$ and $z = \tilde{z}$ therefore need a switch of $\epsilon$. If we define $\zeta = \text{sign} (\eta)$ we find that the singular exponents $(\eta, \gamma)$ correspond to $\epsilon_\gamma = 2$ for $z$ increasing and to $\epsilon_\gamma = -1$ for $z$ decreasing. (Since $\eta > 0$ one has $\zeta = 1$.) The exponents $(\eta, \gamma, \zeta)$ correspond to a brane where $\rho \to 0, \ \sigma \to \infty$, while $(\eta, \gamma, \zeta)$ describe a zerowarp with $\sigma \to 0, \ \rho \to \infty$.

For $\tilde{V} > 0$ and $\Lambda_1 > 0$ we find that the generic solutions interpolate between two singularities with opposite signs in eq. (53). They describe spaces with one brane at $z = 0$ and one zerowarp at $z = \tilde{z}$. This behavior is also found for $\Lambda_1 = 0$ or $\Lambda_1 < 0$. The brane singularity with exponents $(\eta, \gamma, \zeta)$ can be replaced by a regular behavior $\rho \to z^2, \ \sigma \to \sigma_\gamma$; if the integration constants are chosen appropriately. This special case corresponds to the geometries discussed in [5]. For all solutions of this type or with two singularities we find a finite volume of internal space and a finite value of the four-dimensional gravitational constant, given by
\[
\epsilon_R = \int_0^\tilde{z} d\tilde{z} \rho_\gamma \frac{\rho_\gamma^2}{\sigma}.
\]

Geometries with two singularities are interesting because they lead to an effective $D_1$ dimensional gravity with finite $c_R$.

We may ask what are the conditions for solutions with two singularities at $z = 0$ and $z = \tilde{z}$. (We include here the case where one singularity gets replaced by a regular behavior with $\rho \to 0$.) Solutions with two singularities need a switch of the sign $\epsilon$ between $\epsilon = 1$ for $z \to 0$ and $\epsilon = -1$ for $z \to \tilde{z}$. Continuity requires that such a switch can only occur if the square root in eq. (18) vanishes at a point $z_c$ where
\[
U_c^2 = \frac{4(D_2 - 1)F_c}{D_1(D_1 + D_2 - 1)}.
\]

Obviously, this is possible only if $F$ is positive. If the condition (50) is met, not only $W$ but also all its derivatives remain continuous for solutions where $\epsilon$ switches sign. We can write eq. (18) as
\[
(D_2 - 1)W + D_1 U = \epsilon \sqrt{K}/D_2,
\]
such that the possible switch of $\epsilon$ for eq. (55) occurs at $K = 0$. A switch therefore always happens at an extremum of the combination $\rho D^{2-1} \sigma D^1$, and for solutions with two singularities this extremum has to be a maximum. Indeed, a switch from $\epsilon = 1$ for $z < z_c$ to $\epsilon = -1$ for $z > z_c$ occurs if $(D_2 - 1) W' + D_1 U' < 0$ for $z = z_c$. With $\tilde{V} > 0$ and

$$(D_2 - 1) W' + D_1 U' = \frac{\epsilon K'}{2D_2 \sqrt{K}} = \frac{2(D_2 - 1) \Lambda_2}{\rho_c} + \frac{2D_1 \Lambda_1}{\sigma_c} - 4\tilde{V}$$

(58)

this quantity is negative. Indeed, the positivity of $F_c$ requires for $\Lambda_2 > 0$

$$\sigma_c > \frac{D_1 \Lambda_1}{2\tilde{V}}, \quad \rho_c \geq \frac{D_2 \Lambda_2}{2\tilde{V} - D_1 \Lambda_1 / \sigma_c},$$

(59)

such that $(D_2 - 1) W' + D_1 U' \leq -2\Lambda_2 / \rho_c$.

For $\tilde{V} > 0$ we have found that the solution with two singularities is indeed a generic behavior (for not too large $\Lambda_1$). For $\tilde{V} < 0$, in contrast, the negative $d$-dimensional cosmological constant gives a negative contribution to $F$ in eq. (17). For positive $\Lambda_1$ and $\Lambda_2$ a switch of $\epsilon$ is no longer possible. In this case the generic solutions are expected to have only one singularity, while the volume of internal space and $c_R$ diverge for $z \to \infty$. Such solutions do not lead to an effective $D_1$-dimensional gravity.

An interesting case is $\tilde{V} = 0, \Lambda_1 = 0$. Then we find for $\Lambda_2 > 0$ no switch in $\epsilon$. The solutions correspond to a flat brane embedded in $d$-dimensional flat space. They are discussed in the appendix. In contrast, for $\Lambda_2 < 0$ one has positive $F$. Now we find again solutions with two singularities and a finite $c_R$. These solutions are also investigated in appendix A. Such solutions are interesting candidates for an effective $D_1$-dimensional gravity that has flat space as the static solution. The brane constraint (2), i.e. $\Lambda_1 \sim \tilde{V}$, will single out a vanishing $D_1$-dimensional cosmological constant $\Lambda_1 = 0$ if $\tilde{V} = 0$. On the other hand, we will see that the second brane condition (2) can only be obtained for $\Lambda_2 = 0$ if $\tilde{V} = 0$. We discuss the exact solutions for $\tilde{V} = 0, \Lambda_1 = 0, \Lambda_2 = 0$ in the appendix. They are given for the whole range $0 < z \ll \infty$ by eq. (52), with singular exponents (53).

For a numerical investigation of solutions with two singularities one may take initial values at the switch point, with two free initial values $\sigma_{in} = \sigma_c$, $\rho_{in} = \rho_c$. The initial value $U_{in} = U_c$ is computed from eq. (56). The value $\rho_c$ has to obey eq. (59). For a fixed $\Lambda_2 = D_2 - 1$ and positive $\Lambda_1 \geq 0$ we observe that small values $\tilde{V} \to 0$ imply large values of $\rho_c$. In the limit $\tilde{V} \to 0$, $\Lambda_1 / \sigma_c \to 0$ the characteristic size of the $D_2$-dimensional subspace will diverge and the solution approaches the infinite volume solutions discussed in the appendix. A particular limiting case for the switch point is the direct product solution with

$$\sigma_c = (D_1 + D_2 - 1) \Lambda_1 / (2\tilde{V}),$$

$$\rho_c \geq \frac{D_2(D_1 + D_2 - 1) \Lambda_2}{2(D_2 - 1) \tilde{V}} = \rho_{max}. \quad (60)$$

Since $\rho \leq \rho_{max}$ is required by eq. (46), the switch point corresponds to $\rho_c = \rho_{max}$.

The most general solution of the field equations has several integration constants. For a given $\Lambda_1$ we have four initial values $\sigma(z_0)$, $\sigma'(z_0)$, $\rho(z_0)$, $\rho'(z_0)$. Only three are independent due to eq. (19) or (18). One integration constant concerns only the overall normalization of $\sigma$. This has no physical relevance. For the spaces with finite volume we may fix the integration constant $\sigma(z_0)$ by requiring

$$\int dz \sigma \frac{D_1}{\rho} \rho' \frac{D_2}{\sigma} = 1. \quad (61)$$

One further integration constant can be used to fix the location of one singularity (or of the regular point where $\rho = 0$) at $z = 0$. We therefore remain with one “physical” integration constant besides $\Lambda_1$. Typically, this determines the location of the (second) singularity at $\tilde{z}$.

V. MODELS WITH SCALAR FIELD

In this section we extend the discussion of singular solutions to higher dimensional gravity with a scalar field. For example, such a scalar field arises from a higher dimensional dilatation invariant theory. In this case a nonvanishing scalar potential $\tilde{V}(\delta)$ will be produced only as a result of a dilatation anomaly. One purpose of this discussion is a demonstration that “brane constraints” of the type (2) arise generically for all higher dimensional fields. In general, the singular behavior is not directly linked to a conserved quantity. Avoiding the brane constraint by a fixed brane tension is an option for gravity, where the singular behavior of the metric can be associated to a conserved energy momentum tensor. It seems much harder to defend a similar option for a scalar field since no associated conserved charge is available.

As a second purpose, we investigate possible modifications of the singular behavior (52), (53). Indeed, in presence of a scalar field there are new possibilities for an asymptotic behavior of the solutions for $z \to \infty$ or for $z \to 0$ or $z \to \tilde{z}$. An example, we concentrate on an exponential potential

$$\tilde{V}(\delta) = \tilde{v}_0 \exp(-\alpha \delta). \quad (62)$$

It admits scaling solutions of the type

$$\tilde{V} = \tilde{v}_s z^{-2}, \quad \delta = \delta_0 + \frac{2}{\alpha} \ln z, \quad \delta_0 = \frac{1}{\alpha} \ln \frac{\tilde{v}_0}{\tilde{v}_s},$$

$$\delta'' = \frac{4}{\alpha^2} z^{-2}, \quad \delta'' = -\frac{2}{\alpha} z^{-2},$$

$$\sigma = \sigma_0 z^{-\eta}, \quad \rho = \rho_0 z^\gamma. \quad (63)$$
ties are zero-warp as far as the behavior of Eq. (67) generalizes eq. (53) and therefore

\[ \kappa < \eta < \gamma \] (69). This quadratic equation has two solutions \( \kappa \) and \( \eta \), respectively, \( \gamma \). The corresponding behavior of the volume element

\[ dz^2 \sim \frac{D_2^{2/2} \sigma D_1^{1/2}}{D_2^{1/2}} \sim dzz^{1-\kappa} \] (66)

leads to a finite volume for \( \kappa < 2 \) for \( z \to 0 \) (or \( z \to \tilde{z} \)) or for \( \kappa > 2 \) for \( z \to \infty \). For a finite gravitational constant after dimensional reduction the conditions are \( \kappa < 2 + \eta \) (\( z \to 0 \)) or \( \kappa > 2 + \eta \) (\( z \to \infty \)).

We want to relate the exponents \( \eta, \gamma \) and \( \kappa \) to the behavior of the potential characterized by \( \alpha \). For this purpose we first investigate the relations between \( \eta, \gamma \) and \( \tilde{v}_s \). For \( \sigma \) and \( \rho \) decreasing sufficiently slowly or fast, the terms \( \sim \lambda_1, \lambda_2 \) can be neglected in eqs. (20), (21), which yield the relations

\[ \eta + \frac{D_1}{2} \eta^2 - \frac{D_2}{2} \eta \gamma + \frac{4}{D_1 + D_2 - 1} \tilde{v}_s = 0, \] (67)

\[ -\gamma + \frac{D_2}{2} \gamma^2 - \frac{D_1}{2} \gamma \eta + \frac{4}{D_1 + D_2 - 1} \tilde{v}_s = 0, \] (68)

and therefore

\[ \eta + \gamma + \frac{1}{2}(D_1 \eta^2 - D_2 \gamma^2) + \frac{1}{2}(D_1 - D_2) \eta \gamma = 0. \] (69)

Eq. (67) generalizes eq. (65)

\[ D_2 \gamma = 2 + D_1 \eta + \frac{8}{\eta} \tilde{v}_s \] (70)

and implies

\[ \kappa = 1 + \frac{D_1}{2} \eta - \frac{D_2 \gamma}{2} = -\frac{4}{D_1 + D_2 - 1} \tilde{v}_s. \] (71)

Since \( \kappa \) and \( \tilde{v}_s \) have the same sign, cf. (64), this type of scaling behavior is possible only for \( \eta < 0 \). The singularities are zero-warp as far as the behavior of \( \sigma \) is concerned.

Combining eqs. (71), (64) yields the relation between \( \eta \) and \( \alpha \)

\[ \eta = -\frac{8}{(D_1 + D_2 - 1) \alpha^2}. \] (72)

The relation between \( \gamma \) and \( \eta \) can then be inferred from eq. (69). This quadratic equation has two solutions

\[ \gamma_1 = \frac{1}{D_2}(2 + D_1 \eta), \quad \gamma_2 = -\eta. \] (73)

The first solution \( \gamma_1 \) corresponds to \( v_\perp = 0 \). In this case \( \tilde{V} \) decays faster then \( z^{-2} \) and plays no role asymptotically, such that eq. (63) is recovered. The new type of scaling solution, for which the potential matters, obeys

\[ \gamma = -\eta = \frac{8}{(D_1 + D_2 - 1) \alpha^2}. \] (74)

and therefore

\[ \kappa = 1 - \frac{D_1 + D_2}{2} \gamma = 1 - \frac{4(D_1 + D_2)}{(D_1 + D_2 - 1) \alpha^2}, \] (75)

\[ \kappa - \eta = 1 - \frac{4(D_1 + D_2 - 2)}{(D_1 + D_2 - 1) \alpha^2}. \]

For all \( \alpha \) one finds \( \kappa < 1 \), \( \kappa - \eta < 1 \). A singularity at \( z \to 0 \) with

\[ \sigma = z^\gamma, \quad \rho = \rho z^\gamma, \quad \gamma > 0, \] (76)

leads to a finite volume and a finite gravitational constant of the effective \( D_1 \)-dimensional theory. Since \( \rho \) vanishes for \( z \to 0 \) this is a brane singularity combined with a zero-warp. We infer that the singular exponents near a brane singularity can be modified by the presence of a scalar field.

The scaling behavior (71), (70) implies \( U, W \to \infty \) as the singularity is approached. It corresponds to the plus sign for the square root in eq. (78), and to the plus sign in eq. (15) (\( \epsilon = +1 \)) and (70). A similar singularity can be reached for \( z \to \tilde{z} \). (Now \( \epsilon = -1 \) in eq. (15).) A numerical solution of the system of differential equations finds indeed solutions with two such singularities if \( \alpha^2 > 4/(D_1 + D_2 - 1) \).

Generic values of the integration constants these seem to be the characteristic solutions for \( \Lambda_1 = 0 \), but also for positive and negative \( \Lambda_1 \). Such geometries with two cups seem perfectly acceptable. We note that for both singularities \( \delta \) diverges logarithmically to negative values, such that \( V(\delta) \) diverges.

One may also check the consistency of the singular behavior (71) with eq. (15).

If \( \Lambda_1 \) and \( \Lambda_2 \) can be neglected, one finds the asymptotic behavior

\[ F = \left( 2 \tilde{v}_s - \frac{4}{\alpha^2} \right) z^{-2} = \frac{2}{\alpha^2}(D_1 \eta - D_2 \gamma) z^{-2}. \] (77)

For \( D_2 > 1 \) eq. (15) relates \( \gamma \) to \( \eta \)

\[ (D_2 - 1) \gamma = D_1 \eta \pm \frac{1}{\sqrt{D_2}} \] (78)

\[ \sqrt{D_1(D_1 + D_2 - 1) \eta^2 - 8(D_2 - 1)(D_1 \eta - D_2 \gamma) / \alpha^2}. \]

The argument of the square root must be positive, requiring

\[ \alpha^2 \geq \frac{8(D_2 - 1)(D_1 \eta - D_2 \gamma)}{D_1(D_1 + D_2 - 1) \eta^2}. \] (79)

The condition for the neglect of the terms \( \sim \Lambda_2 \rho^{-1} \) near the singularity requires \( \gamma < 2 \) or \( \alpha > \alpha_c \),

\[ \alpha_c = \frac{2}{\sqrt{D_1 + D_2 - 1}}. \] (80)

For \( \alpha < \alpha_c \) the behavior at the singularities is different. For example, a numerical integration of the field equations shows solutions where \( \eta \) vanishes at two zero-warp singularities at \( z = 0, z = \tilde{z} \), while \( \rho \) diverges.
**VI. DIMENSIONAL REDUCTION**

a) higher dimensional gravity

If internal space is in some sense small as compared to a typical wavelength of an experiment, say at the LHC, we do not expect that we can resolve it. In this case one expects a valid description in terms of an effective four-dimensional theory, obtained by taking a suitable average over the hidden internal dimensions. In fact, a higher dimensional theory can always be formulated as a four-dimensional theory with infinitely many degrees of freedom. The effective four-dimensional theory obtains if one only keeps a finite number of these modes. Usually, the neglectation of the infinitely many other modes is related to the heavy mass of these "Kaluza-Klein particles" - often many orders of magnitude larger than the inverse of the experimental wavelength. For a given model and solution, this neglectation has, of course, to be justified.

Dimensional reduction to a $D_1$-dimensional theory obtains by expanding the higher dimensional field in some complete set of functions depending on the internal coordinates $z$ and $y^{\alpha}$. The coefficients depend on the $D_1$-dimensional coordinates $x^{\mu}$ and correspond to the $D_1$-dimensional fields. There is one field for each basis function in the complete system of functions. The effective $D_1$-dimensional action obeys by integrating the $D_1$-dimensional action over the internal coordinates $z$ and $y^{\alpha}$. At this stage it is a functional of infinitely many $D_1$-dimensional fields. It is completely equivalent to the higher dimensional action - we have just chosen a suitable representation of the $d$-dimensional functions. In particular, there is a one to one correspondence between an extremum of the $d$-dimensional action and an extremum of the $D_1$-dimensional action with respect to variations of all the infinitely many fields. Of course, if there are constraints limiting the allowed variations of the $d$-dimensional fields - as for fixed tension branes - these constraints have also to be implemented on the level of the $D_1$-dimensional fields.

Let us consider variable tension branes with unconstrained $d$-dimensional metric and scalar field. The extremum condition for the action implies an extremum with respect to the variation of any single $D_1$-dimensional field. We will truncate the $D_1$-dimensional action by keeping only a finite number of fields that correspond to fluctuations around some given solution to the $d$-dimensional field equation. If this $d$-dimensional solution corresponds to an extremum of the $d$-dimensional action, the truncated effective $D_1$-dimensional action must also have an extremum for those values of the $D_1$-dimensional fields that correspond to a vanishing fluctuation around the solution. We will find that this is not the case for arbitrary integration constants of the solutions discussed in sects. [x] and [y]. There is a clash between the $d$-dimensional solutions and the $D_1$-dimensional solutions.

We begin by considering only fluctuations of the $D_1$-dimensional metric. The dimensionally reduced $D_1$-dimensional action for the metric $g^{(D_1)}_{\mu\nu}(x)$ obtains by inserting a solution for $\sigma(z), \rho(z), \delta(z)$ and integrating over the internal $D_2 + 1$ coordinates $y, z$. It has the form

$$S'[g^{(D_1)}_{\mu\nu}] = \int_x \left( g^{(D_1)}_{\mu\nu} \right)^{1/2} \left\{ \frac{M^{D_1-2}}{2} \hat{R}^{(D_1)} - V^{(D_1)} \right\},$$

with effective reduced $D_1$-dimensional Planck mass $M$,

$$M^{D_1-2} = c_R \Omega_{D_2} M_d^{D-2}, \quad c_R = \int_z \rho \frac{\partial z}{\sigma} \frac{\partial z}{\sigma^2},$$

and $\Omega_{D_2}$ is the volume of the $D_2$-dimensional subspace with metric $g^{(D_2)}_{\alpha\beta}$. The effective potential or $D_1$-dimensional cosmological constant $V^{(D_1)}$ reads

$$V^{(D_1)} = \Omega_{D_2} M_d^{D-2} \int_z \rho \frac{\partial z}{\sigma} \frac{\partial z}{\sigma^2} \left\{ \hat{V} + \frac{1}{2} \delta'^2 - \frac{1}{2} \hat{R}_{int} \right\}.$$  

(83)

Here $\hat{R}_{int}$ is the "internal space contribution" to the higher dimensional curvature scalar

$$\hat{R}_{int} = \hat{R}_{sol} - D_1 \Lambda_1 \sigma^{-1},$$

(84)

with $\hat{R}_{sol}$ the curvature scalar for the solution around which we expand. (While we keep $\rho, \sigma$ and $\delta$ fixed, we consider the ansatz [x] with arbitrary $g^{(D_1)}_{\mu\nu}(x)$, such that $\hat{R} = \hat{R}_{int} + R^{(D_1)}$.) The values for $M$ and $V^{(D_1)}$ will depend on the particular solution of the higher dimensional field equations ($\rho, \sigma, \delta$) for which we perform the dimensional reduction.

The internal curvature contribution to $V^{(D_1)}$ involves the $D_2 + 1$ dimensional curvature scalar

$$R^{(D_2+1)} = D_2 \left\{ \frac{\Lambda_2}{\rho} - \frac{\rho''}{\rho} - \frac{1}{4} (D_2 - 3) \left( \frac{\rho'}{\rho} \right)^2 \right\}$$

(85)

and a contribution from the warping

$$\hat{R}_{int} = R^{(D_2+1)} - D_1 \left\{ \frac{\sigma''}{\sigma} + \frac{1}{4} (D_1 - 3) \left( \frac{\sigma'}{\sigma} \right)^2 + \frac{1}{2} D_2 \frac{\rho'}{\rho} \frac{\sigma'}{\sigma} \right\}.$$  

(86)

For all solutions to the higher dimensional field equations it obeys

$$\hat{R}_{int} = \delta'^2 + \frac{2 (D_1 + D_2 + 1)}{D_1 + D_2 - 1} \hat{V} - D_1 \frac{\Lambda_1}{\sigma},$$

(87)

such that

$$V^{(D_1)} = \Omega_{D_2} M_d^{D-2} \int_z \rho \frac{\partial z}{\sigma} \frac{\partial z}{\sigma^2} \left\{ \frac{D_1 \Lambda_1}{2 \sigma} - \frac{2 \hat{V}}{D_1 + D_2 - 1} \right\} = \frac{D_1 \Lambda_1 M^{D_1-2}}{2} - \frac{2 M^{D_1-2}}{D_1 + D_2 - 1} c_V,$$

(88)

with

$$c_V = \int_z \rho \frac{\partial z}{\sigma} \frac{\partial z}{\sigma^2} \hat{V}.$$  

(89)
If we insert in eq. (81) the metric \( g^{(D_2)}_{\mu \nu} \) corresponding to the solutions of the higher dimensional field equations, i.e. \( R^{(D_1)} = D_1 \Lambda_1 \), we find with eqs. (82), (88) the result (7), as it should be.

From eq. (81) we can compute the field equations for the metric \( g^{(D_2)}_{\mu \nu} \) in the dimensionally reduced theory

\[
M^{D_1-2} \left( R^{(D_2)}_{\mu \nu} - \frac{1}{2} R^{(D_2)} g^{(D_2)}_{\mu \nu} \right) = -V^{(D_1)} g^{(D_1)}_{\mu \nu},
\]

which yields for the curvature scalar

\[
R^{(D_1)} = \frac{2D_1}{D_1 - 2} \frac{V^{(D_1)}}{M^{D_1-2}}.
\]

In general, this does not have the solution \( R^{(D_1)} = D_1 \Lambda_1 \), as required by the \( d \)-dimensional solution. We observe a clash between the extremum of the \( D_1 \)-dimensional action, given by eq. (81), and the solution of the \( d \)-dimensional field equations. Only for special values of the integration constants of the higher dimensional solution the two will coincide.

Consistency of the higher dimensional solution \( R^{(D_1)} = D_1 \Lambda_1 \) with the effective \( D_1 \)-dimensional theory requires

\[
\frac{V^{(D_1)}}{M^{D_1-2}} = \frac{D_1 - 2}{2} \Lambda_1.
\]

Using eqs. (82), (88) one finds

\[
\frac{V^{(D_1)}}{M^{D_1-2}} = \frac{D_1 \Lambda_1}{2} - \frac{2c_V}{(D_1 + D_2 - 1)c_R},
\]

and therefore the constraint

\[
\Lambda_1 = \frac{2c_V}{(D_1 + D_2 - 1)c_R}.
\]

We recognize the brane constraint (2), with \( \Lambda_1 = \Lambda, D_1 = 4, \varepsilon_V = c_V/c_R \). If this constraint is not obeyed, the higher dimensional action is not an extremum with respect to local variations of the \( D_1 \)-dimensional metric \( g^{(D_1)}_{\mu \nu} \). This variation is performed with all other metric components and the scalar field, i.e. the functions \( \rho, \sigma, \delta \), kept fixed at the values corresponding to a solution of the higher dimensional field equations. One concludes that the solution to the higher dimensional field equation is a necessary, but not a sufficient condition for an extremum of \( S \). An extremum with respect to arbitrary variations requires in addition the brane constraint (7).

Similar considerations can be made for other variations. For example, we may vary the volume of internal space by multiplying \( \tilde{g}_{\alpha \beta} \) and \( \tilde{g}_{zz} \) by a common factor \( L^2 \). We want to compute the dependence of the action on \( L \), while keeping \( \rho(z), \sigma(z), \delta(z) \) as well as \( g^{(D_1)}_{\mu \nu} \) and \( g^{(D_2)}_{\alpha \beta} \) at fixed values. The volume factor yields a factor \( L^{D_2+1} \), while the different contributions to \( S \) scale differently: \( \partial^\mu \delta \rho \delta \sim L^{-2}, \tilde{R} \sim L^{-2}, R^{(D_1)} \sim L^{-2} \), \( \tilde{V} \sim L^0 \). As a result, the dependence of \( S \) on \( L \) is not trivial

\[
S(L) = \int \left( g^{(D_1)} \right)^{1/2} M^{D_1-2} \left( \frac{D_1 \Lambda_1}{2} (1 - L^{-2}) - \frac{c_V}{c_R} + \frac{D_1 + D_2 + 1 c_V}{D_1 + D_2 - 1 c_R} L^{-2} \right).
\]

The solution of the \( d \)-dimensional field equations corresponds to \( L = 1 \). Again, the extremum of \( S(L) \) does generically not occur for \( L_0 = 1 \), and a constraint on the integration constants of the solution is needed in order to avoid a clash between the extremum of \( S(L) \) and the \( d \)-dimensional solution.

An extremum with respect to \( L \) requires for \( L_0 = 1 \)

\[
(D_2 + 1) \left( \frac{D_1 \Lambda_1}{2} - \frac{c_V}{c_R} \right) - (D_2 - 1) \left( \frac{D_1 \Lambda_1}{2} - \frac{D_1 + D_2 + 1 c_V}{D_1 + D_2 - 1 c_R} \right) = 0
\]

or

\[
\Lambda_1 = \frac{2c_V}{(D_1 + D_2 - 1)c_R}.
\]

This is the same condition as (7). Thus, if the brane constraint (7) is violated, the action is not an extremum with respect to variations of the volume of internal space either. We could also consider a class of metrics where the overall scale of \( \sigma \) is varied, \( \sigma(z) \rightarrow A_\sigma \sigma(z) \). With

\[
S(A_\sigma) = \int (g^{(D_1)})^{1/2} M^{D_1-2} A_\sigma^{D_2} \left\{ \frac{D_1 \Lambda_1}{2} (A_\sigma^{-1} - 1) + \frac{2c_V}{(D_1 + D_2 - 1)c_R} \right\}
\]

and the condition \( \partial S(A_\sigma)/\partial A_\sigma|_{A_\sigma=1} = 0 \) yields again the brane constraint (7).

Similarly, we may vary the overall scale of \( \rho \), i.e. \( \rho(z) \rightarrow \tilde{A}_\rho \rho(z) \), while keeping all other functions fixed. From

\[
S[\tilde{A}_\rho] = M^{D_1-2} \left\{ \frac{D_2 A_\rho}{2} \left( 1 - \frac{1}{A_\rho} \right) \frac{c_\rho}{c_R} + \frac{2c_V}{(D_1 + D_2 - 1)c_R} \right\}
\]

we obtain the condition for an extremum at \( A_\rho = 1 \),

\[
\Lambda_2 c_\rho = \frac{2}{D_1 + D_2 - 1 c_V}.
\]

This corresponds to the second brane condition in eq. (2), with \( c_A = c_\rho/c_R \). The combination with eq. (7), which corresponds to a volume conserving opposite multiplicative scaling of \( \sigma \) and \( \rho \), yields

\[
\Lambda_2 c_\rho = \Lambda_1 c_R.
\]

Eq. (101) has an important consequence for \( D_2 = 1 \) where \( \Lambda_2 = 0 \). Now \( S[A_\rho] \) is a monotonic function of \( A_\rho \) for all \( \tilde{V} \neq 0 \). As a consequence, the extremum condition (101) can be obeyed only for \( \tilde{V} = 0 \). We will understand better in sects. VIII IX why this excludes all singular finite volume
solutions if metric variations corresponding to a constant multiplicative rescaling of \( \rho \) are allowed.

We conclude that for geometries with singularities there are additional conditions for the extrema of the action, as eq. (104), (101), that go beyond the solution of the field equations. They are associated to “global variations” of the fields, while the field equations are the extremum condition only for local field variations. In particular, for the class of models considered here the consistent extrema with flat \( D_1 \)-dimensional space, \( \Lambda_1 = 0 \), require \( V = 0 \) and, by eq. (102), also \( \Lambda_2 = 0 \). These solutions are given by flat space or the exact singular solutions (52), (53).

b) higher dimensional scalar fields

We may also investigate global variations of the scalar field \( \delta \). One possibility is an overall constant shift \( \delta \to \delta + \Delta \). This affects only the potential term. The condition that a given solution of the higher dimensional field equations is also an extremum with respect to the global shifts is simply

\[
\int z \rho \frac{\partial \delta}{\partial z} \frac{\partial \delta}{\partial z} = 0. \tag{103}
\]

For the exponential potential (102) it can only be obeyed for \( \delta \to \infty \) where \( \hat{V}(\delta) \to 0 \).

Another possibility are multiplicative rescalings \( \delta \to A_\delta \delta \), with

\[
S(A_\delta) = M^{D_1 - 2} \int_x (g^{(D_1)})^{1/2} \left\{ (1 - A_\delta^2) \frac{\partial L}{\partial \rho} - \frac{1}{c_R} \int \rho \frac{\partial \delta}{\partial z} \frac{\partial \delta}{\partial z} \hat{V}(A_\delta \delta) \right\},
\tag{104}
\]

where

\[
c_K = \frac{1}{2} \int z \rho \frac{\partial \delta}{\partial z} \frac{\partial \delta}{\partial z} \delta^2. \tag{105}
\]

The extremum condition \( \partial S / \partial A_\delta \big|_{A_\delta = 1} \) reads

\[
\int z \rho \frac{\partial \delta}{\partial z} \frac{\partial \delta}{\partial z} \frac{\partial \hat{V}}{\partial \delta} \delta = -2c_K. \tag{106}
\]

Using the scalar field equation (53) and the definition of the covariant Laplacian \( \hat{D}^2 \) we can write the condition (106) as

\[
\int z \frac{\partial}{\partial z} \left\{ \rho \frac{\partial \delta}{\partial z} \frac{\partial \delta}{\partial z} \delta^2 \right\} = 0. \tag{107}
\]

It is obviously obeyed for compact spaces, whereas in presence of singularities it contains possible boundary terms.

We can construct the effective \( D_1 \)-dimensional action for a scalar field associated to local multiplicative variations of \( \delta \) by using the ansatz

\[
\delta(z, y, x) = \delta(z) \varphi_\delta(x). \tag{108}
\]

The solution to the higher dimensional field equations corresponds to a homogeneous and static field \( \varphi_\delta(x) = 1 \). On the other hand, one finds for the \( D_1 \)-dimensional action (with fixed metric \( g^{(D_1)}_{\mu \nu} \) corresponding to the higher dimensional solution)

\[
S[\varphi_\delta] = - \int_x (g^{(D_1)})^{1/2} \left\{ V_\delta(\varphi_\delta) + \frac{1}{2} c_\delta \varphi_\delta \varphi_\delta \varphi_\delta \varphi_\delta \right\} \tag{109}
\]

with

\[
V_\delta(\varphi_\delta) = \int z \sigma \frac{\partial \varphi_\delta}{\partial z} \left\{ \hat{V}(\delta \varphi_\delta) + \frac{1}{2} \varphi_\delta \varphi_\delta \right\},
\tag{110}
\]

\[
c_\delta = \int z \rho_\delta \frac{\partial \varphi_\delta}{\partial z} \frac{\partial \varphi_\delta}{\partial z} \delta^2. \tag{111}
\]

The \( D_1 \)-dimensional field equations read

\[
D_\mu D_\nu \varphi_\delta = c_\delta \frac{\partial \varphi_\delta}{\partial z} \delta^2 \left( \hat{V}(\delta \varphi_\delta) + \frac{1}{2} \varphi_\delta \varphi_\delta \right) + \frac{1}{2} \varphi_\delta \varphi_\delta \delta^2 \] .
\tag{112}

Here the dots denote higher orders in an expansion in \( \varphi_\delta - 1 \). For a static solution \( \varphi_\delta = 1 \) the first term in eq. (111) has to vanish, cf. eq. (107). The second term \( \sim (\varphi_\delta - 1) \) determines the mass of the scalar field \( \varphi_\delta \).

VII. FIELD VARIATIONS

a) brane constraints and field variations

One may ask if the variations of the metric and the scalar field considered in the preceding section are legitimate. Consider a higher dimensional solution \( (\rho, \sigma, \delta) \) for which \( c_R \) and \( c_V \) are finite. It is then easy to see that there exist variations of the \( d \)-dimensional metric \( \tilde{g}_{\mu \nu} \) for which the action remains finite, while the solution of the field equations is not an extremum with respect to such variations. One example are variations of the metric \( g^{(D_1)}_{\mu \nu} \) which are local in the \( D_1 \)-dimensional space. They result in a finite change of the dimensionally reduced action (51), and therefore also in a finite change of the higher dimensional action. As another example, we may replace the global change of the “size of internal space”, \( L \), by a change \( L(x) \) which is local in the \( D_1 \) coordinates \( x^\mu \). This results in replacing eq. (99) by

\[
S = - \int_x (g^{(D_1)})^{1/2} \left\{ V^{(D_1)}(L) \right\} \tag{112}
\]

\[
+ c_\rho M^{D_1 - 2} L^{D_2 + 1} \rho_\delta \ln L \partial_\mu \ln L \bigg|_{L_0 = 1}.
\tag{113}
\]

We can construct local variations of \( L(x) \) for which the “kinetic term” \( \partial_\mu \ln L \partial_\mu \ln L \) is negligible, while the action remains finite. The extremum condition is then that the potential \( V^{(D_1)}(L) \) should have an extremum for the value \( L = L_0 = 1 \), around which the variation is taken. This condition, \( \partial V^{(D_1)}(L) / \partial L \bigg|_{L_0 = 1} = 0 \), is precisely the brane constraint (91). If we look for an extremum with respect to all allowed variations of the
higher dimensional metric, which change the action by a finite amount, we have to impose the brane constraint, in addition to the local field equations.

One should interpret the higher dimensional action as the quantum effective action after including all quantum fluctuations. (Formally, it is the generating functional of the “full” one particle irreducible vertices.) Physical states correspond to an extremum of the quantum effective action with respect to all allowed variations of $\hat{g}_{\mu\nu}$ and $\delta$ for which it is well defined. This is the case for all variations which change the action only by a finite amount. It is therefore difficult to argue why the condition (94) should be dismissed unless the model contains some additional ingredients which restrict the allowed values of the metric and scalar field, as for fixed tension branes.

For the higher dimensional Einstein spaces discussed in sect. [IV] one finds finite $c_R$ and $c_V$. The brane constraint (94) selects among the solutions of the higher dimensional field equations the ones with $\Lambda_1$ given by $c_V$ and $c_R$. We recall that $c_R$ is always positive and $c_V$ vanishes only for $\tilde{V} = 0$. For a nonvanishing higher dimensional cosmological constant $\tilde{V} \neq 0$ one therefore selects solutions with $\Lambda_1 \neq 0$. Furthermore, also $c_R$ (100) is finite for the solutions with finite volume discussed in sect. [IV]. If we also impose eq. (101) with a fixed value of $\Lambda_2$, say $\Lambda_2 = D_2 - 1$ this yields an additional relation between $c_V$ and $c_R$ and therefore, for given $\tilde{V}$, a further brane constraint on the functions $\sigma(z)$ and $\rho(z)$.

This implies that a continuous family of solutions with arbitrary $\Lambda_1$ remains no longer possible. Indeed, for a given value of $\Lambda_1$ two integration constants of the most general solution are fixed by the brane constraints (94) and (101). As mentioned before, the overall scale of $\sigma$ is arbitrary and we may fix it by the condition $c_V = \tilde{V}$. One further integration constant can be used to have the location of one singularity at $z = 0$. We then have only one independent integration constant left, but two constraints. As a result, for an arbitrary value of $\Lambda_1$ the system is overdetermined. We expect that solutions exist at most for discrete values of $\Lambda_1$, for which the $\Lambda_1$-dependent integral $c_R(\Lambda_1)$ matches eq. (94). Indeed, the relation (101) fixes all integration constants for given $\Lambda_1$, such that $c_R(\Lambda_1)$ is a given function. The discrete values for $\Lambda_1$ must then obey $(D_1 + D_2 - 1) c_R(\Lambda_1) \Lambda_1 = 2 \tilde{V}$. It is not clear, a priori, if such solutions with finite volume exist - this depends on the range that $c_R(\Lambda_1)$ can take for a given $\tilde{V}$. If not, only the infinite volume spaces, as the $D_1 + D_2 + 1$-dimensional de Sitter space, are extrema with respect to arbitrary variations of the metric.

The condition for a finite volume solution with two singularities can be written as

$$\int \rho \frac{D_2 - 2}{2} \sigma \sigma \frac{D_1}{2} \sigma \sigma = \frac{2 \tilde{V}}{(D_1 + D_2 - 1) \Lambda_1}. \quad (113)$$

For $D_2 > 1$ and $\Lambda_2 \neq 0$ the overall scale of $\rho$ is $\sim \Lambda_1^{-1}$ according to eq. (102). If the dimensionless function $c_R(\Lambda_1)$ does not vary too strongly (for given $\tilde{V}$), such that $c_R(\Lambda_1)\Lambda_1$ remains a monotonic function of $\Lambda_1$ which vanishes for $\Lambda_1 \rightarrow 0$ and diverges for $\Lambda_1 \rightarrow \infty$, one will find exactly one solution of eq. (94). We recall that eq. (101) has no solution for $D_2 = 1$ ($\Lambda_2 = 0$) if $\tilde{V} \neq 0$. Our discussion of spaces with singularities includes as special cases the regular behavior at $z = 0$ and $z = \bar{z}$. We have found in sect. [IV] special values for the integration constants where the geometry is a direct product of $D_1$-dimensional space and a compact (regular) internal space. This solution obeys the brane constraint. It is tempting to speculate that these regular solutions are the only extrema of the higher dimensional action with finite $c_V$ and $c_R$.

The situation is more complicated for the solutions with a scalar field discussed in sect. [IV] For $\tilde{V} > 0$ and for solutions showing at the singularities the scaling behavior (63), the integral $c_V$ is not a finite quantity anymore. Near a singularity $\tilde{V}$ diverges $\sim z^{-2}$, or

$$c_V \sim \int dz z^{-(1 + \kappa)}, \quad (114)$$

and $\kappa > 0$ if $\tilde{V}_0 > 0$. As a consequence, the effective $D_1$-dimensional theory does not exist - the potential $\tilde{V}$ in eq. (63) is not well defined. The arguments leading to the constraint (94) are not directly applicable in this case. This remark also holds for the constraint (101). With $c_R \sim \int z D_1 - 2 \sigma \gamma / 2$ finite, we can still perform the variations which require the constraint (102) as an extremum condition. On the other hand, for $\tilde{V} < 0$ one has $\kappa < 0$ and $c_V$ is well defined. The brane constraints (94), (101) are now well defined and have to be obeyed for variable tension branes. Furthermore, for an exponential potential the constraint (103) reads $\alpha c_V = 0$ and is well defined. Its only solution is $c_V = 0$ or $\tilde{V}_0 \rightarrow \infty$, $\tilde{V}_0 \rightarrow 0$. We note that for $\kappa < 1$ the condition (104) is obeyed for all singular solutions of the type (63). We conclude that the issue of the scalar brane constraints (103) and (107) depends on the detailed shape of the potential and solution. We will not discuss further here the issue how to deal with the case where $c_V$ is not finite.

We may discuss the variations that are not accounted for by the field equations in a more general context. This is most easily done for the scalar fields. With respect to some general variation $\delta \rightarrow \delta + \epsilon$ the variation of the $d$-dimensional action is given by eq. (8). Since the field equations are obeyed, the additional constraints arising for non-local variations $\epsilon$ read

$$\int \partial_\delta \{ \hat{g}^{1/2} \epsilon \partial_\delta \delta \} = 0. \quad (115)$$

For example, taking constant $\epsilon$ leads to the constraint (103)

$$\int \sigma^{D_1/2} \rho^{D_2/2} \hat{g}^{D_1/2} \partial_\delta \delta = \int \sigma^{D_1/2} \rho^{D_2/2} \partial_\delta \hat{V} / \partial \delta = 0. \quad (116)$$

Similarly, for $\epsilon = A \delta$, with constant $A$, the extremum condition for the action yields the constraint (107).

The situation with respect to variations of the metric $\hat{g}_{\mu\nu}$ is analogous. Again, the field equations (4) guarantee
an extremum of the action only in the absence of boundary contributions. In the presence of singularities one may require that the action is an extremum also with respect to metric variations which do not lead to vanishing boundary terms. This leads to the brane constraints \[101\], \[102\]. For example, a variation of the \(D_1\)-dimensional metric \(g^{(D_1)}_{\mu\nu}(x)\), even if local in the \(D_1\) coordinates \(x^\mu\), amounts still to a universal variation for all coordinates of the \(D\)-dimensional internal space. This variation does not vanish at the location of the singularities and gives a nonvanishing contribution to the boundary term. We conclude that the additional constraints beyond the field equations are connected to the extremum condition for the metric with respect to variations that are not local in the higher dimensional space time and do not vanish at the singularities.

We may explicitly compute \(K^\gamma\) in eq. \[39\] for appropriate metric variations. For example, taking \(\tilde{h}_{\alpha\beta} = (A_\rho - 1)\rho(z)g^{(D_1)}_{\alpha\beta}(y)\) (and vanishing other components), one finds the non-vanishing component

\[ K^z = \frac{D_2}{2} \frac{\rho'}{\rho} (A_\rho - 1) \]  

(117)

and therefore the extremum condition

\[ \int_{\gamma} \partial_z \left( \sigma \frac{\partial}{\partial \rho} \frac{1}{\rho} z \right) = \int_{\gamma} \sigma \frac{\partial}{\partial \rho} \frac{1}{\rho} z \]  

(118)

\[ \left( \frac{D_1}{2} \frac{\sigma'}{\sigma} \rho' + \frac{D_2 - 2}{2} \left( \frac{\rho'}{\rho} \right)^2 + \frac{\rho''}{\rho} \right) = 0. \]

Using the field equation \[21\] this yields

\[ \int_{\gamma} \sigma \frac{\partial_1}{\rho} \frac{\partial_2}{\rho} \left( 2 \frac{\rho_1}{\rho} - \frac{4}{D_1 + D_2 - 1} \bar{V} \right) = 0, \]  

(119)

which is precisely the brane constraint \[101\].

There is a simple necessary condition for the action to be an extremum with respect to arbitrary variations of the metric and scalar field. We may first compute the most general solution to the local field equations. It will contain a number of integration constants that we denote by \(\gamma_i\). We next insert the solution into the action and compute \(S(\gamma_i)\). A necessary extremum condition is \(\partial S/\partial \gamma_i = 0\), or, with eq. \[7\],

\[ \frac{\partial}{\partial \gamma_i} \int_{\gamma} \frac{D_2}{\rho} \frac{\partial_2}{\rho} \bar{V} \gamma_i = 0. \]  

(120)

(We denote by \(\rho_\gamma(z)\) etc. the solution corresponding to a particular set of integration constants \(\gamma\).) In particular, in absence of a scalar field and for constant \(\bar{V} \neq 0\), the condition \[120\] implies that \(\int \rho \frac{\partial}{\partial \rho} \frac{\rho_\gamma'}{\rho} \) be at an extremum with respect to variations of the integration constants. We recall that eq. \[120\] is necessary, but not sufficient for an extremum of the action.

b) non-local field variations

Our findings so far clearly indicate that for generic solutions of the field equations the action is not an extremum. While it is an extremum with respect to local field variations, it is not for nonlocal field variations. It is a crucial question if the action has to be an extremum with respect to such non-local field variations. Let us address this question from a different point of view - the "brane point of view". For this purpose we consider codimension two singularities in a six dimensional space \((d = 6, D_1 = 4, D_2 = 1)\). For the brane singularities, where \(\rho(z)\) vanishes for \(z = 0\) or \(z = \bar{z}\), we may take the point of view that a singular object - a brane - "sits" at the singularity. This corresponds to an additional singular contribution to the energy momentum tensor \(\sim \delta(z)\) or \(\sim \delta(z - \bar{z})\), given by the brane tension. The brane tension is in one to one correspondence with the deficit angle such that the properties of the brane can actually be inferred from the properties of the bulk geometry \[10\]. We take a similar point of view for the zero warp singularity and use the word "brane tension" also for the singular energy momentum tensor for this configuration.

Consider the solutions of pure six dimensional gravity with a cosmological constant in sect. \[11\]. They have two physical integration constants. For the solutions with two branes those can be associated to the two deficit angles at the two singularities. In other words, the two integration constants are given by the tension of the two branes. If we consider the brane tensions as fixed intrinsic values, the bulk metric is completely fixed. (This holds up to the two irrelevant integration constants, one giving the location of branes, i.e. the location of one brane at \(z = 0\), the other specifying the overall normalization of \(\sigma\).) For fixed brane tensions the boundary conditions at the singularities are fixed by appropriate “matching conditions”. The variations of the metric which lead to the brane constraint \[101\] are not compatible with those fixed boundary conditions. Indeed, the metric is fully specified by the solution of the field equations with the boundary conditions given by the two brane tensions. Now \(\Lambda_1\) is given by the values of the two brane tensions and there seems to be no reason anymore to impose the constraint \[11\].

This situation generalizes to the singularities with codimension larger than one. There is a one to one correspondence between the singular energy momentum tensor on the brane on one side, and physical integration constants which parameterize the most general solution of the gravitational field equations with the symmetries of our ansatz, on the other side. For two singularities the two brane tensions fix two integration constants. In the absence of a scalar field this fixes \(\Lambda_1\). These considerations also hold for the case where some singularity of our solution is a coordinate singularity, like the horizon of the black hole. (The location of the “brane” is then inside the horizon.)

If we add the scalar field, two additional integration constants characterize the most general solution, i.e. \(\delta(z_0)\) and \(\delta'(z_0)\). Even for fixed brane tensions the effective \(D_1\)-dimensional cosmological constant \(\Lambda_1\) is no longer fixed uniquely. It will depend on the additional integration constants. Thus \(\Lambda_1\) appears to be again a free integration constant. Of course, we can fix the two additional integration constants by the properties of the scalar field at the singularities. In this sense, we can define a "scalar charge" of the branes, similar to the "cosmon charge" of black hole
like solutions in four-dimensional gravity with scalars. Then $\Lambda_1$ is determined by the brane tensions and the scalar charges of the two branes. For fixed scalar charges, the variations of $\delta$, which lead to the boundary term in eq. (92), would then be replaced by a fixed behavior of $\delta$ at the singularity, as given by the scalar charge.

We note that in distinction to the energy momentum tensor no conserved charge can be associated to the “scalar charge”, even if a singularity is embedded in flat higher dimensional space. Fixing the scalar charges of the two branes is just another wording for taking fixed values of the integration constants $\delta(z_0)$ and $\delta'(z_0)$ and seems quite ad hoc. Constraining the variations of the metric and scalar field to fixed values of the scalar charges lacks any natural motivation. In particular, there is no reason why the scalar charges cannot change in the course of the cosmological evolution.

We will argue in the next section that this consideration also holds for the brane tensions, unless additional unknown microphysics keeps the brane tension fixed. Similar to the mass of a black hole in usual four-dimensional gravity, the brane tensions should be considered as dynamical quantities, reflecting the result of a given cosmological history. For a black hole, one does not consider its mass as given a priori – it is rather a result of the accretion of mass in the past. There is no difference between a black hole and a brane in higher dimensions, except the different value of $D_1$. (For black holes one has $D_1 = 1$.) We therefore will consider the brane tensions as dynamical quantities as well.

**VIII. COSMOLOGY WITH VARYING BRANE TENSION**

For variable brane tensions we will investigate in this section the variations of the higher dimensional metric and scalar fields from a dynamical point of view. We will discuss the possible time evolution of these fields. This will shed new light on the question why a static cosmological solution is subject to the brane constraint (94). If the brane tensions are not fixed a priori, but are rather allowed to vary with time, there seems to be no reason to exclude from the allowed states the metric variations of $g^{(D_1)}_{\mu\nu}(x)$, which are local in $D_1$-dimensional space, but global in the coordinates of internal space. Computing the brane tension for some fixed internal geometry and some arbitrary given metric $\tilde{g}^{(D_1)}_{\mu\nu}(x)$ will result in a brane tension that depends on $x^\mu$.

In analogy to the four-dimensional black holes, this seems rather natural. Indeed, for a study of the time evolution of black hole like objects the metric functions $A(r,t), B(r,t)$ of the isotropic line element $ds^2 = -Bdt^2 + Adr^2 + r^2d\Omega^2$ depend on time and the radial coordinate $r$. (In particular, $B(r,t)$ is the analogue of an $x$-dependent warping factor $\sigma(z,x)$ or, more generally, of an $x$-dependent metric component $\tilde{g}_{\mu\nu}(z,x,x)$.) The mass of the black hole can be defined by the radial dependence of $B(r,t)$ at a given distance of the singularity. (At a sufficient distance of the black hole, $B(r,t)$ is directly related to the Newtonian potential.) In general, this mass will depend on time - in complete analogy to the higher dimensional brane tension depending on $x^\mu$. There would be no good reason to impose an additional constraint on $B(r,t)$ which keeps the mass of the black hole at some given time independent value. (Note that the mass of the black hole is conserved only if it is embedded in empty flat space. If there are stars or dust outside the region which is used to define the mass of the black hole inside, these objects may be accreted later and enhance the mass of the black hole.) Similarly, there seems to be no good reason to restrict the possible metrics $g^{(D_1)}_{\mu\nu}$ to those with a fixed brane tension.

All these remarks may seem rather trivial. The consequences for our understanding of singular solutions in higher dimensional space-time are far reaching, however. They result in the additional brane constraints for the allowed static solutions, as the constraint (94). Consider again the finite-volume solutions of higher dimensional gravity discussed in sect. [X] and start at some time $t_0$ with a metric configuration given by such a solution. We will argue that for $t > t_0$ neither $L$ nor $g^{(D_1)}_{\mu\nu}$ remain at the values given at $t_0$, i.e. $L(t_0) = 1, R^{(D_1)}_{\mu\nu}(t_0) = \Lambda g^{(D_1)}_{\mu\nu}$, unless the brane constraint is met. In consequence, also the brane tensions do not remain at the same values as for $t_0$ - they change in the course of the cosmological evolution.

The action for the dimensionally reduced $D_1$-dimensional theory for the metric $g^{(D_1)}_{\mu\nu}$ and the dimensionless “radius of internal space” $L$ reads

$$S^{(D_1)} = M^{D_1 - 2} \int_x \left( g^{(D_1)}_{\mu\nu} \right)^{1/2} \left( \frac{1}{2} R^{(D_1)}_{\mu\nu} - \frac{\kappa}{c_c} \right) + L^{D_2 - 1} \left( \frac{D_1 + D_2 + 1}{D_1 + D_2 - 1} \kappa - \frac{D_1 \Lambda_1}{2} \right) - \frac{c_L}{2} L^{D_2 - 1} \partial^\mu L \partial_\mu L \right) ,$$

(121)

with $c_L$ an integral over internal space which multiplies the derivative term for an $x$-dependent radius $L(x)$. We have already seen in sect. [VI] that $S^{(D_1)}$ is an extremum with respect to variations of $g^{(D_1)}_{\mu\nu}$ and $L$ only if the constraint (94) is obeyed. We will investigate here in more detail the solutions to the field equations for $g^{(D_1)}_{\mu\nu}$ and $L$ that follow from the variation of the action (121). For simplicity we consider only the case $D_1 = 4$.

We first perform a Weyl-scaling

$$g^{(D_1)}_{\mu\nu} = L^{-(D_2 + 1)} g_{\mu\nu}$$

(122)

such that $S^{(4)}$ becomes (with $R$ the curvature scalar built from $g_{\mu\nu}$)

$$S^{(4)} = M^2 \int_x g^{1/2} \left\{ \frac{R}{2} - V - \frac{c_L}{2} \kappa \ln L \partial_\mu \ln L \right\} .$$

(123)

(Since we will consider only variations of $g_{\mu\nu}$ and $L$ that are local in the four-dimensional space, we are allowed to omit boundary terms.) The action (123) corresponds to the Einstein frame where the coefficient in front of $R$ is
field independent. In this frame the potential reads
\[ V(L) = V^{(D_1)}(L)L^{-2(D_2+1)} \]
\[ = \frac{c_V}{c_R} L^{-(D_2+1)} - \left( \frac{D_2 + 5 c_V}{D_2 + 3 c_R} - 2 \Lambda_1 \right) L^{-(D_2+3)}, \]
with derivative
\[ \frac{\partial V}{\partial L} = -(D_2 + 1) \frac{c_V}{c_R} L^{-(D_2+2)} \]
\[ + (D_2 + 5) \frac{c_V}{c_R} L^{-(D_2+4)} - 2(D_2 + 3)\Lambda_1 L^{-(D_2+4)}. \]
The extremum occurs for
\[ L_0^2 = \frac{D_2 + 5}{D_2 + 1} - \frac{2\Lambda_1 c_R}{D_2 + 3}. \]
Only if the brane constraint (121) is met,
\[ \Lambda_1 = \Lambda_{1,c} = \frac{2 c_V}{D_2 + 3 c_R}, \]
the extremum occurs for \( L_0 = 1 \), as required by the \( d \)-dimensional solution. For all other values of \( \Lambda_1 \) the nonvanishing derivative \( \partial V/\partial L \) will induce a change of \( L(t) \) from the “initial value” \( L(t_0) = 1 \) to some other value. Thus the solution of the field equation for \( L \) derived from the effective four-dimensional action (123) cannot be static if we start with \( L(t_0) = 1 \) and \( \Lambda_1 \neq \Lambda_{1,c} \). In other words, the true solution corresponding to the extremum of the higher dimensional action will be a non-static runaway solution for such an initial condition. We will discuss the generic properties of these runaway solutions in the next section, and end this section with a few more considerations on the possible static solutions.

For \( L_0 = 1 \) the solution of the four-dimensional field equation
\[ R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = -V g_{\mu\nu} \]
is given by
\[ R = 4V = 4\Lambda_1 = \frac{8 c_V}{D_2 + 3 c_R} \]
if the brane constraint is met. In this case we have a consistent solution with static \( L(t) = 1 \) and \( R_{\mu\nu} = \Lambda_{1,c} g_{\mu\nu} \). The second derivative \( \partial^2 V/\partial L^2 \) at the extremum at \( L_0 = 1 \) is negative for \( c_V/c_R > 0 \), such that \( L_0 \) actually corresponds to a maximum of \( V(L) \). The consistent static solution is then unstable with respect to small excitations. (The vicinity of this solution could describe an inflationary universe.)

We may understand the properties of the effective \( D_1 \)-dimensional scalar potential \( V \) in the Einstein frame in a more general context. Let us consider a set of \( D_1 \)-dimensional scalar fields \( \psi_u \) that correspond to local variations of the \( d \)-dimensional fields which vanish at the singularities. A second set of scalar fields \( \varphi_z \) describes variations that do not vanish at the singularity, like the variation of the overall size of internal space \( L \). The fields \( \psi_u \) and \( \varphi_z \)
are chosen such that they vanish for a solution of the \( d \)-dimensional field equation. Expanding around a solution of the \( d \)-dimensional field equations one finds in linear order for homogeneous fields \( \psi_u \) the \( D_1 \)-dimensional field equations
\[ D_t \psi_u = \frac{\partial V}{\partial \psi_u} = Q_u(\psi_u, \varphi_z), \quad Q_u(0,0) = 0. \]
Here \( D_t \) is an appropriate operator involving time derivatives. For flat \( D_1 \)-dimensional space one has \( D_t = -\partial_t^2 \), while the appropriate generalization to \( D_1 \)-dimensional (anti-) de Sitter space makes \( D_t \) vanishing in the case of maximal symmetry of the \( D_1 \)-dimensional subspace.

The solution of the \( d \)-dimensional field equations guarantees an extremum of the action with respect to local variations \( \psi_u \). In consequence, \( Q_u \) vanishes for \( \psi_u = \varphi_z = 0 \). Away from the solution of the \( d \)-dimensional field equations the source term \( Q_u \) will not vanish anymore - the fields \( \psi_u \neq 0 \) or \( \varphi_z \neq 0 \) no longer correspond to an extremum of \( V \). In our case the \( d \)-dimensional solution \( L = A_p = 1 \) corresponds to \( \psi_u = 0, \varphi_z = 0 \) while other values of \( L \) and \( A_p \)
are no longer higher dimensional solutions. They amount to nonvanishing \( \varphi_z \), with \( Q_u(\varphi_z \neq 0) \neq 0 \). They therefore do not correspond to static solutions. In other words, for \( L \neq 1 \) or \( A_p \neq 1 \) a non-static behavior arises due to a source term for the fields \( \psi_u \), even if \( L \) and \( A_p \) themselves may have no source term for some particular values.

In contrast, for the field equations for the nonlocal fluctuations
\[ D_t \varphi_z = \frac{\partial V}{\partial \varphi_z} = R_z(\psi_u, \varphi_z) \]
no argument is available in order to guarantee \( R_z(0,0) = 0 \). The solution of the higher dimensional field equations only guarantees an extremum for the local fluctuations, but not for the nonlocal fluctuations \( \varphi_z \). In general, one has a nonvanishing source term and the fields \( \varphi_z \) do not remain constant. The changes of the scales of \( D_2 + 1 \) dimensional space, \( L \), or the \( D_2 \)-dimensional subspace, \( A_p \), correspond to nonlocal fluctuations \( \varphi_z \). The solution to the higher dimensional field equation, \( \psi_u = \varphi_z = 0 \), is not sufficient to guarantee an extremum of \( V \). The extremum condition \( R_z(0,0) = 0 \) provides for the additional brane constraints (121) and (111).

**IX. RUNAWAY SOLUTIONS**

In this section we discuss the fate of cosmologies which start at \( t_0 \) with a higher dimensional solution for which the brane constraint is not obeyed. We first discuss this issue within the reduced four-dimensional theory and investigate the solutions for the field equation derived from the action (123). For \( \Lambda_1 > \Lambda_{1,c} \) the potential derivative is negative for \( L(t_0) = 1 \). The radius \( L \) therefore starts to increase for \( t > t_0 \). Since no extremum of \( V \) is encountered, we have a “runaway solution” where \( L \) evolves to infinity as \( t \to \infty \). For large enough \( L \) only the term \( \sim L^{-(D_2+1)} \)
The four-dimensional field equations discussed above new- 
undergo changes induced by the presence of additional fields we 
go through generic geometrical features. They involve 
only consider-
inations of relevant length scales, rather than the detailed 
shape of internal geometry, reflected in the detailed properties of the scalar potential. If one would “integrate out” these modes by solving their field equations as functions of given \( L(t), g^{(D_1)}_{\mu\nu}(t) \), one would obtain a modified effective action. The potential \( V(L) \) would get modified, and the constant \( c_1 \) as well as the coefficient of the curvature term would acquire an additional \( L \)-dependence. The general shape of \( V(L) \) cannot change, however. Its only true extremum must correspond to a static solution of the higher dimensional field equations. They have all been classified in sect. IV. Furthermore, the brane constraints must be satisfied. The only true extremum is therefore the maximum at \( L_0 = 1 \). We conclude that the only static solution corresponds to the maximum at \( L_0 = 1 \), with \( \Lambda_1 = \Lambda_{1,c} \). Since this solution is unstable, it requires very particular initial conditions.
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and $A_\sigma$

\[
\mathcal{L}_{\text{kin}}^{(D_1)} = -\frac{1}{2}L^{D_2+1}A_\rho^{D_2} \frac{D_2}{A_\sigma^{D_2+2}} + \{c_L L^{-2} \partial^\mu L \partial_\mu L + c_K \partial^\mu L \partial_\mu L + c_\Lambda \partial^\mu A_\rho \partial_\mu A_\rho
\]

\[
+ c_{\Lambda \sigma} \partial^\mu A_\sigma \partial_\mu A_\rho + \text{mixed terms}\}.
\]

The mixed terms contain terms $\sim \partial^\mu L \partial_\mu L$ etc.

We restrict the discussion again to $D_1 = 4$ and perform the Weyl scaling

\[
y^{(4)}_{\mu \nu} = w^2 g_{\mu \nu},
\]

resulting in the effective action in the Einstein frame

\[
S^{(4)} = M^2 \int g^{1/2} \left\{ \frac{1}{2} R - V + \mathcal{L}_{\text{kin}} \right\},
\]

with scalar potential

\[
V = w^4 V^{(4)} = L^{-(D_2+1)}A_\rho^{-\frac{D_2}{L^2}} \left\{ \frac{c_V}{c_R} + \frac{2\Lambda_1}{L^2} \right\}
\]

\[
+ \frac{D_2 A_\sigma c_\rho}{2L^2 c_R} \left( 1 - \frac{1}{A_\rho} \right) - \frac{1}{L^2} D_2 + \frac{5 c_V}{L^2 D_2 + 3 c_R} \right\}.
\]

After Weyl scaling the potential shows no dependence on $A_\rho$ anymore. This simply reflects that $A_\rho(x)$ and $g^{(D_1)}_{\mu \nu}(x)$ are not independent variables, since $A_\rho(x)$ can be absorbed into a redefinition of $g^{(D_1)}_{\mu \nu}(x)$. The Weyl scaled metric in the Einstein frame is independent of this artificial separation.

In consequence, no kinetic term for $A_\sigma$ remains after the Weyl scaling

\[
\mathcal{L}_{\text{kin}} = -\frac{1}{2} \{\bar{c}_L \partial^\mu \ln L \partial_\mu \ln L + \bar{c}_K \partial^\mu \ln A_\rho \partial_\mu \ln A_\rho
\]

\[
+ \bar{c}_\Lambda \partial^\mu \ln L \partial_\mu \ln A_\rho\}.
\]

Besides gravity the effective four-dimensional theory contains now two scalar fields, $\varphi_L = \bar{c}_L^{1/2}M \ln L$ and $\varphi_\rho = \bar{c}_K^{1/2}M \ln A_\rho$. Static solutions require an extremum with respect to variations of both $L$ and $A_\rho$, and consistency with the $d$-dimensional field equations requires that this extremum occurs for $L = 1, A_\rho = 1$. In a more general setting, there will be additional four-dimensional scalar fields, which correspond to local changes of internal geometry, i.e., changes in the $z$-dependence of $\sigma(z)$ or $\rho(z)$ which vanish at the singularities. For extrema of $V^{(4)}$ at $L \neq 1$ or $A_\rho \neq 1$, the variations of the extended scalar potential with respect to these additional fields will not vanish.

Let us investigate the shape of the potential (140) more closely. With $\bar{c}_V = c_V/c_R$, $\bar{c}_A = c_\rho/c_R$, $A_2 = D_2 - 1$ and $A_1 = \Lambda$, $\varphi_L \rightarrow \Lambda$, $\varphi_\rho \rightarrow 0$ this is the effective potential (140). First of all, we note that for $A_2 = 0$ there is no minimum with respect to variations of $A_\rho$ unless $V = 0$. This is a manifestation of the discussion after eq. (102). For $D_2 = 1$, where $A_2 = 0$, the only possible solution for static internal geometries with finite volume can occur for

\[
\frac{c_V}{c_R} = \frac{1}{L^2} \left\{ \frac{D_2 + 5 c_V}{D_2 + 3 c_R} - 2 \Lambda_1 \right\}.
\]

On the other hand, an extremum of $V$ with respect to $L$ requires eq. (120). For static solutions this has to occur for $L_0 = 1$ and therefore obeys the constraint ($\frac{1}{2}$, 127). $\Lambda_1 = 2 c_V/[(D_2 + 3) c_R]$. Insertion into eq. (122), together with $L = 1$, yields for $D_2 = 1$ the condition $c_V = 0$. Static solutions are then only possible for $V = 0$, $c_V = 0$, $\Lambda_1 = 0$. For $D_2 > 1, A_2 \neq 0$ the requirement of an extremum of the potential (110) at $L = A_\rho = 1$ precisely yields the two conditions (243) and (244). We note that the extremum of $V$ is a maximum both with respect to variations of $L$ and $A_\rho$. The static solution is unstable.

We conclude again that the generic cosmological solutions for variable tension branes are runaway solutions where $L$ and $A_\rho$ either diverge or go to zero. Let us consider initial conditions for which both $L$ and $L^2 A_\rho$ increase towards infinity for asymptotic times $t \rightarrow \infty$, while $A_\rho$ goes to zero. First of all, we note that the particular runaway cosmology is modified as compared to the case $A_\rho = 1$ discussed at the beginning of this section. Nevertheless, the qualitative features remain similar. A given cosmology will now move along some trajectory in $(L, A_\rho)$-space.

We can associate this trajectory with a cosmion field $\varphi$ and choose a standard normalization of its kinetic term. Then we will encounter again an exponential potential decreasing to zero as $\varphi \rightarrow \infty$, as characteristic for quintessence cosmologies. These features will remain similar if we include further scalar fields beyond $L$ and $A_\rho$. The exponential potentials are generic for runaway solutions (13).

For $L \rightarrow \infty, L^2 A_\rho \rightarrow \infty$ the brane tensions at the singularities go to zero. One may wonder if cosmology approaches asymptotically a state where the difference between the $D_1 - 1$ large space dimensions and the $D_2 + 1$ internal space dimensions vanishes, such that four-dimensional gravity is no longer meaningful. This is not automatic. The issue depends on the relative size of $L$ and the $D_1$-dimensional Planck mass, as well as on the curvature of $D_1$-dimensional space. We have to compare typical masses of the Kaluza-Klein modes $M_{KK}$ with the scale of gravity. Only if $M_{KK}$ vanishes sufficiently fast as compared to the effective Planck mass the internal dimensions become asymptotically observable. (We assume here implicitly that particle physics masses as the nucleon mass scale proportional $M$, as required by observation, cf. our conclusions.)

Let us consider $D_1 = 4$ and compute in the Weyl frame (before the Weyl scaling) the ratio $R_{kk}$ between $M_{kk}^2$ and the coefficient in front of the four-dimensional curvature scalar $R^{(4)}$. With a renormalized mass in the Weyl frame $M_{kk}^2 \sim L^{-2}$ one finds

\[
R_{kk} \sim L^{-(D_2+3)} A_\rho^{-\frac{D_2}{2}}.
\]

The dimensionless ratio $R_{kk}$ is invariant under Weyl scaling such that in the Einstein frame $M_{kk}^2 = R_{kk} M^2$. For the potential (140) we may compare $M_{kk}$ with the characteristic scale for dark energy $(M^2 V)^{1/4}$ and compute the asymptotic ratio

\[
M_{kk}(M^2 V)^{-1/4} \sim M^2 \left(\frac{c_V}{c_R}\right)^{-\frac{1}{4}} L^{-\frac{D_2+3}{2}} A_\rho^{-\frac{D_2}{2}}.
\]
If this ratio becomes smaller than one a description in terms of a four-dimensional quintessence cosmology ceases to be meaningful. (The presently observed dark energy scale is \((M^2 V)^{1/4} \approx 2 \times 10^{-37} eV\), and \(M_{KK}\) would become smaller.) We may also make a comparison with a typical size of the Hubble parameter, \(H^2 \sim V^{1/2}\),

\[
M_{KK} V^{-1/2} \sim M \left( \frac{c_V}{c_R} \right)^{-1/2} L^{-1}. \tag{145}
\]

If this ratio is of the order one the size of internal space is comparable to the horizon of the four-dimensional space. The issue depends on the evolution of \(c_V/c_R\). For constant \(V\) observable internal dimensions seem unavoidable in our model for large \(t\). On the other hand, a runaway where \(c_V/c_R\) approaches zero sufficiently fast may be compatible with unobservable internal dimensions. Realistic cosmologies should correspond to increasing ratios \((144), (145)\) for increasing \(t\). We also observe that for \(A_\rho \gg 1\) the lowest masses of the Kaluza-Klein modes pick up an additional factor \(A_\rho^{-1/2}\) multiplying egs. \((144), (145)\). In ref. \(\text{[13]}\) we have discussed various scenarios for runaway solutions where internal space remains unobservable and the dangerous change of “fundamental couplings” may be effectively stopped.

We end this section with a brief discussion of the runaway solutions for higher dimensional theories with a scalar field. This can be done on the basis of the effective four-dimensional action \((112)\). For \(\dot{V} > 0\) the effective potential \(V_\delta\) is positive definite. For the exponential potential \((62)\) one finds that \(V_\delta\) vanishes only if \(\delta \rightarrow \infty, \delta' \rightarrow 0\). For this case one may argue that it is likely that the runaway solution leads to \(\delta\) increasing to infinity, with \(\delta'^2\) relaxing to a small value. The runaway solution “turns off” the scalar field. In other words, one expects that the ratios \(c_V/c_R\) and \(c_K/c_R\) go to zero during the runaway.

\section{Conclusions and Discussion}

We have distinguished between fixed tension branes and variable tension branes. For the variable tension branes we have identified additional constraints besides the requirement of being a solution of the field equations. These “brane constraints” result from the extremum condition for the action with respect to field variations that change the strength of the singularity and therefore the brane tension. A simple example for such variations are changes of the metric that are local in four-dimensional space, but do not change the geometry of internal space and the warping in a higher dimensional context. The brane constraints are also needed in order to obtain a consistent dimensionally reduced effective theory in four dimensions, where the metric can be varied without constraints.

The brane constraints strongly restrict the number of static solutions or, more generally, of solutions with maximal four-dimensional symmetry. (We assume homogeneity and isotropy in the large three space dimensions as appropriate for cosmological solutions.) While the \(d\)-dimensional field equations admit continuous families of solutions with free integration constraints, these are reduced to at most a discrete subset of extrema of the action. The four-dimensional cosmological constant remains no longer a free integration constant of the solution. For the static solutions it becomes fixed by the parameters of the theory, similar to the case of fixed tension branes. As a result, the singular spaces with branes become in this respect very similar to regular or compact spaces. Both have at most a discrete set of static solutions.

We have investigated \(d\)-dimensional gravity with a cosmological constant. Furthermore, we have also considered additional \(d\)-dimensional scalar fields. For solutions with variable tension branes and finite four-dimensional gravitational constant we have found a constraint for the effective four-dimensional cosmological constant \(\Lambda_1\). In particular, for flat four-dimensional space, \(\Lambda_1 = 0\), the \(d\)-dimensional cosmological constant must vanish, \(\dot{V} = 0\), cf. eq. \((49)\). (For higher dimensional scalar fields this generalizes to a weighted integral over the scalar potential, \(c_V = 0\), cf. eq. \((50)\).) A further constraint for internal geometry requires for \(\Lambda_1 = 0\) that also the effective cosmological constant for the internal \(d - 5\) dimensional hypersurface must vanish, \(\Lambda_2 = 0\). The static solutions with \(\Lambda_1 = \Lambda_2 = V = 0\) are known, cf. the appendix. They correspond either to flat \(d\)-dimensional space or to exact infinitely spread brane or zerowarp solutions with a powerlike decrease or increase of the warp factor for \(z \rightarrow \infty\), cf. eq. \((52)\). These solutions have no finite four-dimensional gravitational constant. For our class of models no variable tension branes with static solutions and effective four-dimensional gravity with vanishing cosmological constant exist. Solutions of this type that have been considered previously in the literature \(\text{[4, 5]}\) cannot be realized for variable tension branes.

Our general discussion can be extended to models where static solutions with \(\Lambda_1 = 0\) and effective four-dimensional gravity are known to exist. In fact, every solution of the higher-dimensional field equations with a regular space automatically obeys the brane constraints. In the absence of singularities these constraints follow from the solution of the field equations since the boundary terms in the variation of the action vanish. It is an interesting open question whether there are also singular static spaces that obey the brane constraints, have a finite four-dimensional gravitational constant and a vanishing four-dimensional cosmological constant.

The absence of static solutions, both for \(\Lambda_1 \neq 0\) and vanishing \(\Lambda_1\), may offer interesting perspectives for cosmology. In fact, for a positive \(d\)-dimensional cosmological constant \(\dot{V} > 0\) we have found that our model does not have any stable static solution with effective four-dimensional gravity and maximal symmetry. Thus an asymptotic state of the universe with a fixed nonzero cosmological constant is excluded for the variable tension branes in our models. We argue that the characteristic cosmological solutions for variable tension branes are runaway solutions where the effective four-dimensional cosmological constant or dark energy approaches zero as time goes to infinity. These are candidates for models of quintessence. We have shown
that variable tension branes typically lead to an exponentially decaying potential for the cosmon field. However, for the runaway solutions also the length scales of internal space are evolving. This poses problems with the observed approximative constancy of the couplings of the standard model of particle physics. What will be needed, is a stabilization mechanism for the “fundamental couplings”. Several possible mechanisms have been suggested in [13]. We do not address this issue in the present paper.

We may compare our findings for variable tension branes with the situation for fixed tension branes. Now (part of) the brane constraints are absent, at the price of introducing the brane tension as an additional fixed parameter of the model. Performing dimensional reduction as in sect. IV one may naively conclude that no consistent dimensionally reduced four-dimensional gravity theory exists even for this case. This raises the question how the concept of fixed tension branes can be implemented in higher dimensions in a meaningful way. The problem is that independent local variations of the four-dimensional metric, leaving internal geometry fixed, are no longer allowed. Since they change the strength of the singularity locally, one has to demand that for a fixed brane tension such metric variations are always accompanied by local changes in the internal geometry which compensate their effect on the brane tension.

One needs to implement the constraint of a fixed brane tension within the effective four-dimensional theory. This amounts to a complicated non-linear constraint among the infinitely many four-dimensional fields that result from an expansion of the higher dimensional fields in some complete system of functions. In other words, a consistent ansatz for the four-dimensional metric is no longer of the form of eq. (11) with arbitrary $g_{\mu\nu}^{(4)}(x)$, but all other fields independent of $x^\mu$. For a given $g_{\mu\nu}^{(4)}(x)$ also the functions $\sigma$ and $\rho$ (and possibly other functions) will have a specific dependence on $x^\mu$. Only in this way an effective four-dimensional theory can be obtained which is consistent with a fixed brane tension. While dimensional reduction for variable tension branes is straightforward, it becomes rather involved for fixed tension branes.

Let us finally address the cosmological constant problem in the light of our findings. We have encountered two different types of solutions that are extremum of the higher dimensional action: static solutions and runaway solutions. Static solutions have the maximal four-dimensional symmetry of Minkowski-, de Sitter- or anti-de Sitter-space. They occur both for fixed and variable tension branes. The solutions of the higher dimensional field equations are subject to additional constraints, either from the fixed brane tension or from the brane constraint that variable tension branes must obey. Typically, for the static solutions the effective four-dimensional cosmological constant has a value which is fixed by the parameters of the theory. Obtaining a zero or very small value of the cosmological constant requires an apparent fine tuning of parameters. In other words, such values need some additional explanation. On the other hand, the dimensionless couplings of the standard model of particle physics have naturally static values, such that no problems with a too strong time variation of those couplings arises.

For the runaway solutions, in contrast, the effective four-dimensional cosmological “constant” typically goes to zero as time increases to infinity. This asymptotically vanishing value is a simple consequence of geometry and therefore stable with respect to quantum fluctuations. This may solve the problem of the cosmological constant by a quintessence type cosmological scaling solution. There the value of the dark energy density is naturally of the same order as the energy density in matter and radiation - both decrease with the inverse second power of time. Indeed, for the runaway solutions the effective potential for the scalar cosmon field turns out to be of the exponential type which leads to such scaling solutions as cosmological attractors. In order to explain the recent relative increase of the dark energy fraction (“why no problem”) the scaling solutions need some additional ingredient which causes an end of the scaling regime - one possible mechanism could be an effective stop of the time evolution of the cosmon field triggered by a growing neutrino mass [18]. The potential problems from this scenario arise from a different side. Since the geometry of internal space and the warping are not static, the rather strict bounds on a possible time variation of fundamental couplings in particle physics have to be explained.

Again, runaway solutions can exist both for fixed tension and variable tension branes. In a certain sense, they are more generic for variable tension branes, since the stabilizing effect of a fixed brane tension is absent. In our specific model the characteristic cosmological solutions are all runaway solutions, except for a few unstable static solutions for singularities with codimension larger than two. Variable tension branes offer perhaps also more freedom for a solution of the problem of “running couplings” in runaway solutions. It is conceivable that the adjustment of the strength of the singularity during the runaway occurs in a way that leaves the dimensionless couplings of elementary particle physics fixed.

Within our class of models, we have found an interesting class of runaway solutions, for which the asymptotic behavior approaches the static solution with $\tilde{V} \to 0$, $\Lambda_1 \to 0$, $\Lambda_2/\rho \to 0$. This static solution may not be flat $d$-dimensional space, but rather a brane or zerowarp solution with $\rho \sim z^\gamma$, $\sigma \sim z^{-\eta}$ for all $z$. For the runaway solution the coefficient $c_R$, which multiplies the four-dimensional curvature scalar $R^{(4)}$, may remain finite, diverging only for $t \to \infty$. In this case an effective four-dimensional gravity may be well defined. For the models with a higher dimensional field the limit $V \to 0$ corresponds to a free massless scalar field. This is the Weyl-scaled version of a higher dimensional model with dilatation symmetry [13]. In the asymptotic limit the brane or zerowarp solution therefore corresponds to the spontaneous breaking of an exact dilatation symmetry, with an exactly massless cosmon field as the corresponding Goldstone boson [13].

The effective four-dimensional theory for our ansatz with $SO(D_2 + 1)$ isometry will contain the gauge bosons of a non-abelian Yang-Mills theory with gauge symmetry $SO(D_2 + 1)$. The gauge coupling $g$ is dimensionless in four dimensions - it mimics the dimensionless couplings of
the standard model of elementary particle physics. We may ask if it is possible for a runaway solution that $g$ runs towards a nonvanishing fixed point value $g_*$ as time increases to infinity. Then one may expect that for late times the change of $g$ is small. In a more realistic analogue this could explain the observed (approximate) constancy of the couplings. The four-dimensional non-abelian gauge theory leads to a coupling depending on the length scale, inducing a confinement scale $\Lambda$ by dimensional transmutation. If we identify $g$ with the “running coupling” $g(M)$ evaluated at the Planck scale, a fixed $g$ would result in a fixed (exponentially small) ratio $\Lambda/M$. This could be the analogue for a fixed ratio between the nucleon mass and the Planck mass in a more realistic scenario.

For a realistic runaway solution we require the following conditions:

i) The effective cosmological constant should go asymptotically towards zero. A characteristic value for the present time which is compatible with observation is $V/M^2 \approx 10^{-120}$.

ii) The dimensionless gauge coupling $g$ should asymptotically approach a constant value.

iii) The mass of the Kaluza-Klein excitations should remain sufficiently large such that internal space has not yet been observed. For the present time this requires $M_{KK}/M \gtrsim 10^{-14}$.

We argue that a runaway solution is not incompatible with a constant $g$. By simple scaling arguments one finds

$$g^{-2} \sim L^{(D_2-1)A_\rho \frac{D_2-2}{2}}. \quad (146)$$

Despite an increasing $L$ during a runaway solution one may have a simultaneous decrease of $A_\rho$ towards zero such that $g$ remains constant. This would require a behavior during the runaway where

$$A_\rho \sim L^{-\frac{2D_2-2}{D_2-2}}. \quad (147)$$

The effective radius of the $D_2$-dimensional subspace $L_\rho \sim (g^2L)^{-\frac{1}{D_2-2}}$ would decrease for a solution with increasing $L$ and constant $g$. On the other hand, the effective four-dimensional scalar potential (or “cosmological constant”) scales

$$\frac{V}{M^4} \sim L^{-(D_2+1)A_\rho \frac{D_2}{2}} \epsilon_V \sim \frac{g^{2D_2}}{L^{D_2-2}} L^{D_2-2} \epsilon_V. \quad (148)$$

A fixed $g$ does not contradict $V/M^4 \rightarrow 0$, which may be due to $\epsilon_V \rightarrow 0$. Thus a runaway of the cosmological constant towards zero could be compatible with a fixed gauge coupling. Also internal space could remain unobservable, requiring $R_{KK} \gtrsim 10^{-28}$. The ratio $R_{KK} = M_{KK}/M^2$ behaves for fixed $g$ as $L^{-\frac{2(D_2-3)}{D_2-2}}$. For a realistic model with a moderate increase of $L$, a decrease of $\epsilon_V$ with a sufficiently high power of $L^{-1}$ would be needed for an acceptable present dark energy density. Another option may be decreasing $L$, with $A_\rho$ increasing according to eq. (147). Then $R_{KK}$ picks up an additional factor $A_\rho^{-1}$, such that $R_{KK} \sim L^{\frac{1}{D_2-2}}$.

A particular simple form of runaway would only rely on decreasing $\epsilon_V$, while $L$ and $A_\rho$ remain approximately constant. Quite generally, one finds for $D_1 = 4$

$$g^{-2} \sim \int_z \rho^{\frac{2z+2}{2}} \quad (149)$$

such that a constant gauge coupling obtains for a static internal geometry or, more generally, if the function $z\rho^{\frac{2z+2}{2}}$ remains essentially constant around its maximum. The gauge coupling is independent of the warping $\sigma$, however, and therefore not affected by a possible runaway of the warping near the singularities. Nevertheless, the warp factor influences the masses of the Kaluza-Klein modes and its change is restricted from this side. If realistic phenomenology requires within our model an almost static internal geometry, a possible runaway could only concern the scalar sector, with a runaway of the scalar potential towards zero. It remains to be seen if a runaway of this type can be realized in an appropriate model. A search for such possibilities opens interesting new perspectives for a solution of the cosmological constant problem.
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**APPENDIX: FLAT BRANES IN HIGHER DIMENSIONAL GRAVITY WITHOUT COSMOLOGICAL CONSTANT**

An interesting special case is $d$-dimensional gravity without a $d$-dimensional cosmological constant, $V = 0$, and with vanishing $D_1$-dimensional cosmological constant, $\Lambda_1 = 0$. This will appear as the limiting behavior for small $V$ and $\Lambda_1$. In particular, the solutions will comprise the flat branes embedded in flat space. We first consider the case of positive $\Lambda_2$ and take $\Lambda_2 = D_2 - 1$, such that flat space is realized asymptotically for $z \rightarrow \infty$ if $\rho = z^2$, $\sigma = const.$ If a brane sits at $z$ its codimension is $D_2 + 1$. We will concentrate the discussion here to branes with codimension larger than two, $D_2 \geq 2$.

For $V = 0, \Lambda_1 = 0, \Lambda_2 = D_2 - 1$ eqs. (20), (21) simplify

$$U' = -\frac{D_1}{2}U^2 - \frac{D_2}{2}UW, \quad (A.1)$$

$$W' = -\frac{D_2}{2}W^2 - \frac{D_1}{2}UW + \frac{2(D_2 - 1)}{\rho}, \quad (A.2)$$

with eq. (13) yielding

$$W = -\frac{D_1}{D_2 - 1}U + \epsilon \sqrt{\frac{D_1(D_1 + D_2 - 1)}{D_2(D_2 - 1)^2} U^2 + \frac{4}{\rho}}. \quad (A.3)$$
Eq. (A.3) can also be written in the form
\[
\frac{D_2 - 1}{\rho} = \frac{D_2 - 1}{4} W^2 + \frac{D_1}{2} U W + \frac{D_1 (D_1 - 1)}{2D_2} U^2, \quad (A.4)
\]
such that eq. (A.2) becomes
\[
W' = -\frac{1}{2} W^2 + \frac{D_1}{2} U W + \frac{D_1 (D_1 - 1)}{2D_2} U^2. \quad (A.5)
\]

For the special case of black holes with \(D_1 = 1\) the equations can be further simplified. With
\[
W = \frac{U}{D_2 - 1} \left\{-1 + \epsilon \sqrt{1 + \frac{4(D_2 - 1)^2}{\rho U^2}}\right\}, \quad (A.6)
\]
we obtain the relation
\[
(D_2 - 1)W^2 + 2UW = \frac{4(D_2 - 1)}{\rho}. \quad (A.7)
\]
This can be used to write eq. (A.2) in the form
\[
W' = -\frac{1}{2} W^2 + \frac{1}{2} UW. \quad (A.8)
\]
As a particular case we note that for the five-dimensional black hole, \(D_1 = 1, D_2 = 3\), one has
\[
U' + W' = -\frac{1}{2}(U + W)^2, \quad U + W = \frac{2}{z}, \quad (A.9)
\]
and therefore
\[
\rho = \frac{z^2}{c\sigma}. \quad (A.10)
\]

We first concentrate on the solutions describing a flat brane embedded in \(d\)-dimensional flat space. The embedding into an asymptotically flat space implies the boundary condition
\[
\lim_{z \to \infty} \rho = z^2, \quad \lim_{z \to \infty} \sigma = 1, \quad \lim_{z \to \infty} W = \frac{2}{z}. \quad (A.11)
\]
Eq. (A.3) is obeyed asymptotically for \(\epsilon = +1\), if \(U\) decays faster than \(z^{-1}\). In this case the asymptotic behavior of eq. (A.2)
\[
W' = -\frac{D_2}{2} W^2 + \frac{2(D_2 - 1)}{z^2} \quad (A.12)
\]
is obeyed by eq. (A.11). The leading behavior for \(U\) is given by eq. (A.1)
\[
\frac{U'}{U} = -\frac{D_2}{z}, \quad U = u_{\infty} z^{-D_2}, \quad (A.13)
\]
and therefore for \(z \to \infty\)
\[
\sigma = 1 - \frac{u_{\infty}}{D_2 - 1} z^{-(D_2 - 1)}. \quad (A.14)
\]

We may fix the initial values for \(\rho, \sigma\) and \(U\) for some very large \(z_0\), i.e. \(\rho_0 = z_0^2\), \(U_0 = u_{\infty} z_0^{-D_2}\) and \(\sigma_0\), \(W_0\) given by eqs. (A.14), (A.3). The fate of the solution for smaller values of \(z\) depends on the integration constant \(u_{\infty}\). For \(u_{\infty} = 0\) we recover flat \(D_1 + D_2 - 1\)-dimensional space, i.e. the exact solution \(\rho = z^2, \sigma = 1\). For \(u_{\infty} \neq 0\) we may have either a singularity or finite nonzero values of \(\rho\) and \(\sigma\) for all finite \(z\). However, finite nonzero values for \(\rho\) and \(\sigma\) for \(z \to -\infty\) are excluded. This would imply vanishing \(U\) and \(W\) in this limit and contradict eq. (A.2). We conclude that either \(\rho\) or \(\sigma\) have to vanish or diverge at some value \(z\) or for \(z \to -\infty\).

We may insert eq. (A.3) into eq. (A.1)
\[
U' = \frac{U^2}{2(D_2 - 1)} \left\{1 - \epsilon \sqrt{\frac{D_2(D_1 + D_2 - 1)}{D_1}} \right\} \frac{1}{\sqrt{1 + \frac{4D_2(D_2 - 1)^2}{D_1(D_1 + D_2 - 1)^2 \rho U^2}}}. \quad (A.15)
\]
For the case of higher dimensional black holes, where \(D_1 = 1\), this equation reads
\[
U' = \frac{U^2}{2(D_2 - 1)} \left\{1 - \epsilon D_2 \sqrt{1 + \frac{4(D_2 - 1)^2}{\rho U^2}} \right\}. \quad (A.16)
\]

The qualitative behavior of the solution can be understood by comparing the relative importance of the two terms under the square root in eqs. (A.15), (A.16). For large \(z\) one has \(\rho U^2 \to u_{\infty}^2 z^{-2(D_2 - 1)}\) such that the second term in the square root \(\sim (\rho U^2)^{-1}\) is large. As long as \(W + 2U'/U\) remains negative, the importance of this term decreases as \(z\) gets lower. With
\[
W + 2U'/U = -\epsilon \sqrt{\frac{D_2(D_1 + D_2 - 1)}{D_1}} U^2 + \frac{4(D_2 - 1)^2}{\rho}, \quad (A.17)
\]
and \(\epsilon = 1\) this is indeed the case. We note that the square root multiplying \(\epsilon\) never vanishes, such that by continuity \(\epsilon = 1\) for the whole range of \(z\) where the solution exists. The solution therefore makes a smooth transition from the regime of small \(\rho U^2\) for large \(z\) to the regime of large \(\rho U^2\) for smaller \(z\).

In the second regime we can expand the square root in powers of \((\rho U^2)^{-1}\). The leading terms read for \(D_1 > 1\)
\[
W = \frac{D_1 U}{D_2 - 1} \left\{\sqrt{\frac{(D_1 + D_2 - 1)}{D_1 D_2}} - 1\right\} \quad (A.18)
\]
and
\[
U' = \frac{D_1 U^2}{2(D_2 - 1)} \left\{\sqrt{\frac{D_2(D_1 + D_2 - 1)}{D_1}} - 1\right\} = \frac{U^2}{\eta}. \quad (A.19)
\]
Here we define \(\xi = sign(U)\) and
\[
\eta = \frac{2}{D_1 + D_2} \left\{1 + \xi \sqrt{\frac{D_2(D_1 + D_2 - 1)}{D_1}}\right\} \quad (A.20)
\]
corresponds to $\eta_-$ for $\xi = 1$, while for $\xi = -1$ we find $\eta_+$ (cf. eq. \[53\]). We note that eqs. \[A.19\], \[A.20\] are also the leading contribution for $D_1 = 1$. The general solution
\[U = -\frac{\eta}{z - \bar{z}}, \quad \sigma = \sigma_0 (z - \bar{z})^{-\eta} \quad \text{(A.21)}\]
shows a singularity at $\bar{z}$ where $\sigma$ vanishes. (Without loss of generality we can choose $\bar{z} = 0$.) At this singularity one has
\[W = \frac{\gamma}{z - \bar{z}}, \quad \rho = \rho_0 (z - \bar{z})^\gamma, \quad \text{(A.22)}\]
and we find from eq. \[A.18\] for $D_1 > 1$
\[
\gamma = -\frac{D_1 \eta}{D_2 - 1} \left\{ \xi \sqrt{\frac{D_1 + D_2 - 1}{D_1 D_2}} - 1 \right\} \\
= -\frac{2}{(D_1 + D_2)} \left\{ \xi \sqrt{\frac{D_1(D_1 + D_2 - 1)}{D_2}} - 1 \right\} \\
= \frac{2 + D_1 \eta}{D_2}. \quad \text{(A.23)}
\]
For $\xi = 1$ one has $\gamma_-$ which is negative for all $D_1 > 1$. The function $\rho$ diverges as the singularity is approached. Since the warp factor goes to zero ($\eta = \eta_- < 0$) we encounter a zerowarp. The contribution to volume factor including the warping goes to zero
\[
\sigma \frac{D_1}{\rho^2} \sim (z - \bar{z})^{(D_2 \gamma - D_1 \eta)/2} \sim z - \bar{z}. \quad \text{(A.24)}
\]
On the other hand, for $U < 0$, $\xi = -1$ the singular exponents are given by the positive values ($\eta_+, \gamma_+$). Now $\rho$ goes to zero for $D_1 > 1$ and the solution describes the singular geometry of a brane with codimension $D_2 + 1 \geq 3$. Since $\rho$ vanishes at the singularity, there is no horizon away from the singularity. While $R$ and $R^{\mu \nu} R_{\mu \nu}^\lambda$ remain zero as the singularity is approached, we expect that $R_{\mu \nu \sigma \lambda} R^{\mu \nu \sigma \lambda}$ and other invariants diverge, such that we have a true singularity. In the brane picture, this singularity in the metric will be produced by a singular energy momentum tensor for the brane sitting at $\bar{z}$. Numerical solutions yield either a brane or a zerowarp singularity, depending on the integration constants. Once we have fixed the location of the singularity at $z = 0$ and the normalization $\sigma(z \to \infty) \to 1$, there remains only one free integration constant. This may be identified with the strength of the singularity, similar to the mass of a black hole, and is reflected in $u_\infty$.

The case of black holes for $D_1 = 1$ is special. For $D_1 \to 1$ one finds from eq. \[A.23\] $\eta \to -2$, $\gamma \to 0$. This is an indication for the qualitative changes for the black hole for $D_1 = 1$. Indeed, for $D_1 = 1$ the leading behavior of $W$ for large $\rho U^2$ becomes
\[W = \frac{2(D_2 - 1)}{\rho U}, \quad U = \frac{2}{z - \bar{z}} \quad \text{(A.25)}\]
or
\[
\rho' = (D_2 - 1)(z - \bar{z}), \\
\rho = \rho_0 + \frac{D_2 - 1}{2}(z - \bar{z})^2. \quad \text{(A.26)}
\]

For $\rho_s > 0$ one finds close to the singularity $\rho \to \text{const.}$, $\sigma \to \sigma_0 (z - \bar{z})^2$, such that $\rho U^2 \to 4\rho_s/(z - \bar{z})^2$ diverges. On the other hand, for $\rho_s = 0$ both $\sigma$ and $\rho$ vanish $\sim (z - \bar{z})^2$, and therefore $\rho U^2 \to 2(D_2 - 1)$. The approximation leading to eq. \[A.25\] does therefore not remain valid for $\rho_s = 0$.

The case $\rho_s = 0$ corresponds to $\gamma = 2$ for the general ansatz \[53\]. In this case eq. \[53\] is no longer valid. For $\gamma = 2$ the terms $\sim \rho^{-1}$ matter and eqs. \[A.1\], \[A.2\] imply the relations
\[\eta = \frac{2(D_2 - 1)}{D_1}, \quad 2(D_2 - 1) - D_1 \eta = \frac{2(D_2 - 1)}{\rho_0}. \quad \text{(A.27)}\]

Eqs. \[A.27\] and \[A.28\] have no solution for $D_2 > 1$ and finite $\rho_s$. Indeed, a numerical solution of the differential equations shows that $\rho(z \to \bar{z})$ always approaches a positive constant $\rho_s > 0$, for all integration constants $u_\infty \neq 0$.

This shows that isotropic black holes in arbitrary dimensions always have a horizon.

In order to make contact with the Schwarzschild metric $ds^2 = -B(r)dt^2 + A(r)dr^2 + r^2d^2\Omega$ we identify
\[r^2 = \rho(z), \quad B(r) = \sigma(z), \quad A^{1/2}(r)dr = dz, \quad A(r) = \frac{4\rho}{\rho^2} = \frac{4}{\rho W^2}. \quad \text{(A.29)}\]

The nonzero value of $\rho_s$, for $D_1 = 1$ implies that the singularity occurs for a nonzero Schwarzschild radius $r_s = \sqrt{\rho_s}$, corresponding to the horizon. In our coordinates the relation $A(r)B(r) = \text{const.}$ translates to
\[
\rho' + \rho' = \frac{2\rho'}{\rho} = 0. \quad \text{(A.30)}
\]
This can be written as $W' = 4UW - U W^2$ and coincides with eq. \[A.8\]. Using eq. \[A.29\] to our solution for black holes in arbitrary dimensions can easily be transformed to the Schwarzschild coordinates.

One may ask if a horizon can also exist for branes with $D_1 > 1$. A finite $\rho_s$ at the singularity corresponds to $\gamma = 0$. From eq. \[A.23\] we conclude that this is not possible for $D_1 > 1$. The generalized branes embedded in flat space have no horizon, except for the black holes with $D_1 = 1$.

For $\bar{V} = 0$, $A_1 = 0$, $A_2 > 0$ the solutions of branes embedded in flat space are the generic solutions. We can take $\epsilon = 1$ and use the fact that $\epsilon$ cannot switch since $F$ is negative (cf. eqs. \[17\], \[56\]). We therefore can have only one singularity. This must be encountered for decreasing $z$. Taking the location of the singularity at $z = 0$ and following the solution for positive $z$ one finds flat space for $z \to \infty$.

The situation changes drastically for $A_2 < 0$. Now the sign $\epsilon$ may switch. We find indeed solutions with two singularities, one brane ($\eta_+ , \gamma_+$) and one zerowarp ($\eta_- , \gamma_-$). The volume as well as the effective $D_1$-dimensional gravitational constant $\sim cR$ are finite. In contrast to the solutions for $A_2 > 0$ an effective $D_1$-dimensional gravity exists for $A_2 < 0$. 
Finally, we can consider the boundary case $\tilde{V} = 0, \Lambda_1 = 0, \Lambda_2 = 0$. In this case we find that the singular solutions (52), both for $(\eta_+, \gamma_+)$ and $(\eta_-, \gamma_-)$, are exact. Also $\rho(z) = \rho_0, \sigma(z) = \sigma_0$ is an exact solution. This describes flat space in cartesian or torus coordinates if we take $g^{(D_2)}_{\alpha\beta} = \delta_{\alpha\beta}$. For all these solutions $c_R$ diverges. For $\Lambda_1 = \Lambda_2 = 0$ the overall scaling of $\sigma$ and $\rho$ does not enter the equations such that $\sigma_0$ and $\rho_0$ are integration constants that may be set to arbitrary values without affecting the character of the solution. At some $z_{in}$ we may take $\sigma_{in} = \sigma_0 z_{in}^{-\eta}, \rho_{in} = \rho_0 z_{in}^{\gamma}$. For an arbitrary value of the third integration constant $U_{in} \neq 0$ we can always find $z_{in}$ such that $U_{in} = -\eta_+ / z_{in}$. This means that these initial values correspond to the exact solution (52) for appropriate $\sigma_0$ and $\rho_0$. For $U_{in} = 0$ one has the flat solution. The exact solutions (50) are therefore the most general solutions for $\tilde{V} = \Lambda_1 = \Lambda_2 = 0$, with integration constants given by $\sigma_0$ and $\rho_0$ and the location of the singularity $\bar{z}$. For $D_2 = 1$ only the zerowarp solution exists besides flat space.
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