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Abstract
One of the fundamental problems in sensor networks is to estimate and track the target states of interest that evolve in the sensing field. Distributed filtering is an effective tool to deal with state estimation in which each sensor only communicates information with its neighbors in sensor networks without the requirement of a fusion center. However, in the majority of the existing distributed filters, it is assumed that typically all sensors possess unlimited field of view to observe the target states. This is quite restrictive since practical sensors have limited sensing range. In this article, we consider distributed filtering based on linear minimum mean square error criterion in sensor networks with limited sensing range. To achieve the optimal filter and consensus, two types of strategies based on linear minimum mean square error criterion are proposed, that is, linear minimum mean square error filter based on measurement and linear minimum mean square error filter based on estimate, according to the difference of the neighbor sensor information received by the sensor. In linear minimum mean square error filter based on measurement, the sensor node collects measurement from its neighbors, whereas in linear minimum mean square error filter based on estimate, the sensor node collects estimate from its neighbors. The stability and computational complexity of linear minimum mean square error filter are analyzed. Numerical experimental results further verify the effectiveness of the proposed methods.
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Introduction
Sensor networks have recently attracted a great deal of attention from many researchers in many scientific and engineering fields due to their wide scope applications in target tracking, robotics, weather forecasting, surveillance and environment monitoring, and wireless networks. A sensor network consists of a large number of sensor nodes that are distributed over a spatial region. Each sensor performs some level of communication, signal processing, and data fusion. Multi-sensor estimation through sensor networks gives higher accuracy than a single sensor node. This is partly because multiple data sources can provide more complementary information that is not available from individual sources. However, how to estimate an unknown
quantity by fusing or integrating the information from multiple data sources and what information should be communicated between sensor nodes are two essential problems for multi-sensor estimation in sensor networks.

Distributed filtering has received much attention as one of the most important collaborative estimation of sensor networks.\(^3,4\) The distributed filtering has been gradually replaced by the centralized ones owing to the scalability, robustness to failure, and less communication of the sensor networks. Furthermore, it is impossible to apply a centralized processor as the sensor networks are of large scale (sensors usually have limited communication range, so they can only communicate with its direct neighbors) and the fusion functionality will malfunction if the fusion center fails. To avoid the requirement of a fusion center, the decentralized filtering has been proposed in Durrant-Whyte et al.\(^5\)

However, the sensor networks should be fully connected. In contrast to the decentralized estimation, the distributed filtering does not require all-to-all communication and there is no fusion center in the network. In the distributed filtering, each sensor is to compute state estimates based on its information and its neighboring sensors’ information according to the topology of the given sensor network. Therefore, for distributed filtering, even if some fusion nodes fail, the fusion functionality can still work.

Distributed filtering has been extensively studied under the consensus strategy. Consensus strategy is performed to reach an agreement regarding quantities of interest that depend on the local information of all nodes. By multiple consensus iterations of communication between neighbors, each node can individually compute a global estimate of the state, and the estimate asymptotically converges to a global result. The Kalman consensus filter\(^6,7\) is a class of distributed filtering based on consensus strategy. The consensus of the state estimates between sensors through network communication can be achieved by adding a consensus term on the local state estimate of Kalman filter for each node. Deshmukh et al.\(^8\) developed the globally optimal Kalman consensus filter. Battistelli et al.\(^9\) proposed a hybrid “measurement + innovation” consensus-based on linear and nonlinear filtering, which is a combination of two existing consensus methods (i.e. consensus on measurement and consensus on information). The “innovations” consensus approach is extended in Das and Moura,\(^10\) where the optimal gain is considered. A few of nonlinear filtering methods based on consensus strategy were introduced in Li et al.,\(^11\) Liu and Tian,\(^12\) and Chen et al.\(^13\) In Chen et al.\(^14\) and Liu et al.,\(^15\) the high-dimensional distributed state estimation problem was investigated for a class of sensor networks within the cubature Kalman filtering framework. Recently, the problem of distributed filtering has been studied for a class of uncertain systems with uncertain noise variances.\(^16–19\)

In the majority of the existing distributed filters, however, it is assumed that typically all sensors possess unlimited field of view to observe the target states. This is quite restrictive since practical sensors have limited sensing range (LSR). In a large-scale sensor network, the field of view of the sensors is typically partially overlapped or even non-overlapped. Distributed filtering based on sensors with LSR has only been addressed in a few works, for example, Qin et al.,\(^20\) Yu et al.,\(^21\) Olfati-Saber and Sandell,\(^22\) Ilic et al.,\(^23\) and Ma et al.,\(^24\) which are reviewed briefly in the following. In this article, we consider the problem of distributed filtering in sensor network with limited sensing range where no fusion center exists and each node only exchanges information with its neighbors.

**Related work**

Nowadays, the use of multi-sensors for state estimation is mainly focused on the processing of information obtained from long-range sensors, such as radars and sonars. However, sensor networks are composed of nodes with a limited sensing range, which is faced with the problem of limited perception. The main challenge is that not all sensors can observe the target at every time in the whole network with a limited sensing range. However, it was rarely studied in the existing work. Qin et al.\(^20\) proposed a filtering algorithm based on random Gossip consensus strategy for the case of limited observability nodes and time-varying network topology. Aiming at the limited sensing range of nodes in sensor networks, the distributed consensus tracking of maneuvering targets was studied in Olfati-Saber and Sandell.\(^22\) By establishing the target switching model, the target is always kept in a rectangular region and a hierarchical hybrid architecture was proposed to estimate the target. Considering the same problem, a decentralized adaptive distributed target tracking algorithm was proposed in Ilic et al.\(^23\) It is used to dynamically adjust the consensus gain by passing additional binary information between adjacent nodes. Considering the distributed tracking problem of heterogeneous networks with limited sensing range and limited communication range, a distributed Kalman filtering algorithm based on Gossip was designed in Ma et al.\(^24\) The information-weighted consensus filter,\(^25\) which is developed for distributed camera networks, has reasonable performance in the presence of naive nodes, that is, some nodes do not obtain the observations of the target because of the limited field of view of the cameras. Lian et al.\(^26\) addressed limited sensing range and target mobility on the information flow topology by designing a novel distributed Kalman consensus filter with an information-weighted
consensus structure for random mobile target estimation in continuous time. In order to better understand the research progress of distributed filtering in the field of LSR, Table 1 compares the existing methods according to six aspects.\textsuperscript{27–29}

As shown in Table 1, the existing methods focus on estimation consensus. However, the optimal (estimation accuracy) is ignored. Therefore, for sensor networks with limited sensing range, this article proposes distributed filtering based on linear minimum mean square error (LMMSE) criterion to realize estimation consensus and optimal filter.

### Our contributions

Motivated by the works above, a novel distributed filter based on LMMSE criterion (LMMSE-F) with LSR is proposed. Furthermore, the stability and computational complexity for the proposed LMMSE-F are discussed as well. The major contributions of this work are summarized as follows:

1. In order to deal with the LSR in sensor networks, a distributed filter based on LMMSE criterion is proposed that achieves consensus and optimal filter. Two types of strategies based on LMMSE criterion are proposed, that is, LMMSE-F based on measurement and LMMSE-F based on estimate, according to the differences of the neighbor sensor information received by the sensor. In this way, by iterations of communication between neighbors, each node individually computes a global estimate of the state.

2. Stability analysis with regard to consistency and computational complexity is investigated for the proposed LMMSE-F.

3. The effectiveness of the proposed algorithms is evaluated on target tracking. Simulation results illustrate that the LMMSE-F outperforms the existing distributed Kalman filtering algorithm in Olfati-Saber\textsuperscript{6,7} when the sensors are with LSR.

### Problem formulation

Consider the following typical discrete-time linear dynamic system observed by $N$ sensors with the same sampling rates

$$x_k = F_{k-1}x_{k-1} + w_{k-1} \quad (1)$$

$$z_i^k = H_i^k x_k + v_i^k, \quad i = 1, 2, \ldots, N \quad (2)$$

where $k$ is the discrete-time index; the superscript $i$ is the sensor node index; $N$ is the number of sensor nodes in a given network; $x_k \in \mathbb{R}^n$ is the system state; $F_{k-1} \in \mathbb{R}^{n \times n}$ is the state transition matrix; $w_k \in \mathbb{R}^n$ is the driven process noise, assumed to be zero-mean white with covariance $Q_k$; $z_i^k \in \mathbb{R}^n$ is the measurement of sensor $i$; $H_i^k \in \mathbb{R}^{m \times n}$ is the corresponding measurement matrix; $v_i^k \in \mathbb{R}^n$ is the driven measurement noise, assumed to be zero-mean white with covariance $R_i^k$; and there is no cross-correlation between $w_{k-1}$ and $v_i^k$. $x_0$ is the initial state, with mean $x_0$ and covariance $P_0$; the two noises and $x_0$ are assumed to be mutually uncorrelated.

The topology of the sensor network of the above $N$ sensor nodes is represented by an undirected graph $G = (V, E)$, for example, Figure 1, where $V = \{1, 2, \ldots, N\}$ is the set of nodes and $E \subset V \times V$ is the set of edges. The existence of an edge $(i,j) \in E$ means that nodes $i$ and $j$ can communicate with each other. The set of neighbors of sensor node $i$ is denoted by $N_i = \{j \in V | (i,j) \in E\}$. The number of neighbor nodes of sensor $i$ is called its degree and is denoted by $d_i = |N_i|$.

In previous studies, it is often assumed that the sensing range of sensor nodes is infinite and there is no problem with the undetectable target, that is, the sensor node can obtain the measurement of the target at every time. However, in practical, sensors have an LSR for relatively large areas. If the sensing range of the sensor is exceeded, the target cannot be detected and the measurement information of the target cannot be obtained. This brings new challenges to the distributed filtering of sensor networks. Therefore, the distributed filter under an LSR is studied in this article. Assume that each

| Methods          | Strategy            | Consensus | Optimal | Message $z$ | Message $\hat{z}$ | System  |
|------------------|---------------------|-----------|---------|-------------|-------------------|---------|
| Qin et al.\textsuperscript{20} | Gossip consensus     | ✓         | ✓       | ✓           | ✓                 | Discrete |
| Olfati-Saber and Sandell\textsuperscript{22} | High-pass consensus | ✓         | ✓       | ✓           | ✓                 | Discrete |
| Ilic et al.\textsuperscript{23} | High-pass consensus  | ✓         | ✓       | ✓           | ✓                 | Discrete |
| Ma et al.\textsuperscript{24} | Average consensus    | ✓         | ✓       | ✓           | ✓                 | Discrete |
| Kamal et al.\textsuperscript{25} | Information-weighted consensus | ✓         | ✓       | ✓           | ✓                 | Discrete |
| Lian et al.\textsuperscript{26} | Information-weighted consensus | ✓         | ✓       | ✓           | ✓                 | Continuous |
sensor has a circular sensing range with the radius $r$. Due to the LSR, the measurement model of the target can be rewritten as

$$z_i^k = H_i^k x_k + v_i^k, \quad \text{if } d_i^k \leq r$$

$$\text{null}, \quad \text{otherwise}$$

where $d_i^k = \sqrt{(x_i^k - x_k)^2 + (y_i^k - y_k)^2}$ is the distance between target and sensor $i$, in which $(x_i^k, y_i^k)$ and $(x_k, y_k)$ stand for the position of target and sensor $i$.

A sensor network with LSR is depicted in Figure 2. Then, we can see from Figure 2 that sensor 7 has measurements for a period of time at the beginning and last; sensor 8 has measurements for a period of time at the middle, whereas sensor 4 has no measurements for all time.

In the past few years, distributed filtering has been extensively studied under the consensus strategy in which each node only communicates with its neighbors. However, the existing methods mainly focus on achieving estimation consensus through different consensus strategies, but the estimation accuracy is rarely discussed. In this article, we consider distributed filtering in sensor network based on LMMSE criterion. It is the optimal estimator in the sense of LMMSE and can also achieve estimation consensus. Two types of distributed filtering based on LMMSE criterion are proposed, that is, LMMSE-F based on measurement and LMMSE-F based on estimate.

**Preliminaries**

Before further discussion, we will give a brief summary to LMMSE estimation and distributed optimal estimation fusion first in this section.

**LMMSE estimation**

The optimal estimate $\hat{x}$ of a random quantity $x$ given its measurement $z$ is the condition mean $E[x|z]$. If $x$ and $z$ are jointly Gaussian, the MMSE estimator reduces to the LMMSE estimator. The LMMSE estimator is one that is linear measurement $z$ and has the smallest MSE among all linear estimators. The LMMSE estimator is given by

$$\hat{x} = E[(x|z)] = \bar{x} + C_x C_z^{-1}(z - \bar{z})$$

with MSE matrix

$$P = \text{MSE}(\hat{x}) = E[\text{MSE}(\hat{x}|z)] = C_x - C_x C_z^{-1} C_x$$

**Figure 1.** The topology of a sensor network with 10 nodes: (a) Random mesh topology (RMT). (b) Full mesh topology (FMT).

**Figure 2.** A sensor network with LSR.
where \( x \sim (\bar{x}, C_x) \), \( z \sim (\bar{z}, C_z) \), and \( C_{xz} = \text{cov}(x, z) \).

If \( z = [z_1', z_2']' \), then the LMMSE estimator is

\[
\hat{x} = \hat{x} + E \left\{ (x - \hat{x}) \begin{bmatrix} z_1 - \bar{z}_1 \\ z_2 - \bar{z}_2 \end{bmatrix} \right\}
\]

(6)

\[
A = \begin{bmatrix} C_{z_1} & C_{z_1 z_2} \\ C_{z_2 z_1} & C_{z_2} \end{bmatrix}^{-1} \begin{bmatrix} z_1 - \bar{z}_1 \\ z_2 - \bar{z}_2 \end{bmatrix}
\]

(7)

A special case of this for uncorrelated \( z_1 \) and \( z_2 \) is

\[
\hat{x} = \hat{x} + A z
\]

(8)

where \( z_1 \sim (\bar{z}_1, C_{z_1}) \), \( z_2 \sim (\bar{z}_2, C_{z_2}) \), \( C_{z_1 z_2} = C_{z_2 z_1} = \text{cov}(z_1, z_2) \), \( C_{z_1} = C_{z_1 x} = \text{cov}(x, z_1) \), and \( C_{z_2} = C_{z_2 x} = \text{cov}(x, z_2) \).

Based on orthogonal projection principle, the LMMSE estimator using two arbitrary \( z_1 \) and \( z_2 \) has the following quasi-recursive form

\[
\hat{x} = E[x|z_1, z_2] = \hat{x}_1 + C_{\hat{x}z_1}^{-1} C_{z_2 \hat{x}_1} \begin{bmatrix} z_2 - \bar{z}_2 \end{bmatrix}
\]

(9)

where \( \hat{x}_1 = E[x|z_1] \), \( C_{\hat{x}z_1} = \text{cov}(\hat{x}_1, z_1) \), \( C_{\hat{x}z_2} = \text{cov}(\hat{x}_1, z_2) \), \( C_{\hat{x}_1 \hat{x}_2} = \text{cov}(\hat{x}_1, \hat{x}_2) \), and \( P_{\hat{x}} = \text{MSE}(\hat{x}_1) = C_{\hat{x}} = C_{\hat{x}z_1}^{-1} C_{\hat{x}z_2} \).

**Distributed optimal estimation fusion**

Denoted by \( \hat{x}_{k|k-1} \) the fused predicted estimate at time \( k \) and by \( P_{\hat{x}|k-1} = \text{MSE}(\hat{x}_{k|k-1}) \) its error covariance matrix. Denoted by \( \hat{x}_k \) the fused updated estimate at time \( k \), and by \( P_k = \text{MSE}(\hat{x}_k) \) its error covariance matrix. Let the predicted and updated estimates at time \( k \) of sensor \( i \) be \( \hat{x}_{k|k-1}^i \) and \( \hat{x}_k^i \), respectively, and let their error covariance matrices be \( P_{\hat{x}|k-1}^i \) and \( P_k^i \), all for \( i = 1, 2, \ldots, N \).

The formulas of the optimal estimation fusion are given as follows

\[
P_{\hat{x}|k|k-1}^i = P_{\hat{x}|k-1}^i + \sum_{i=1}^N \left( P_{\hat{x}|k-1}^i - (P_{\hat{x}|k|k-1}^i)^{-1} \right)^{-1}
\]

(11)

\[
P_{k|k}^i = P_{k|k-1}^i + \sum_{i=1}^N \left( P_{k|k-1}^i - (P_{k|k}^i)^{-1} \right)^{-1} \begin{bmatrix} H_k^i \end{bmatrix}^T R_k^i \begin{bmatrix} H_k^i \end{bmatrix} + \text{cov}(x, z)
\]

(12)

In this article, two types of distributed filtering in sensor network under the LMMSE criterion will be proposed, that is, LMMSE filter (LMMSE-F) based on measurement and LMMSE-F based on estimate. For LMMSE-F based on measurement, each sensor node collects measurements from its neighbors and then the optimal state estimate of each sensor node is provided by the LMMSE estimation. For LMMSE-F based on estimate, each sensor node collects state estimate and error covariance matrix based on the local Kalman filter from its neighbors, and then the optimal state estimate of each sensor node is provided by the distributed optimal estimation fusion.

**Two types of LMMSE filter**

In this section, according to the difference of receiving neighbor node data information, two types of LMMSE-F will be discussed.

**LMMSE filter based on measurement**

Let \( z_k \) be the augmented measurement set at time \( k \) of sensor \( i \), which contains the measurement of sensor \( i \), and its neighbors’ sensor measurements

\[
z_k = \left\{ z_k^j | j \in J_{k,i} = \mathbb{N}_i \cup \{ i \} \right\}
\]

where \( N_{k,i} \) is the set of neighbors with LSR of sensor node \( i \) at time \( k \) and its degree is denoted by \( d_{k,i} \).

The pseudo measurement equation of the augmented measurement of sensor \( i \) can be written as

\[
z_k^i = H_k^i x_k + v_k^i
\]

where

\[
H_k^i = \begin{bmatrix} (H_k^i)_{1} \ldots (H_k^i)_{d_{k,i}} \end{bmatrix}
\]

\[
v_k^i = \begin{bmatrix} (v_k^i)_{1} \ldots (v_k^i)_{d_{k,i}} \end{bmatrix}
\]

\[
R_k^i = \text{cov}(v_k^i, v_k^i) = \text{diag}(R_k^i_1, R_k^i_2, \ldots)
\]

\[
\text{cov}(x_0, v_k^i) = 0, \text{cov}(w_j, v_k^i) = 0 \quad (j = 1, 2, \ldots)
\]

Given \( z_k^i \), for sensor \( i \), let \( x := x_k, z_1 := (z')^k, z_2 := z_k^i \), and \( z := (z_k^i)^T \). Recall that the LMMSE estimator of \( x \) based on \( z = [z_1', z_2'] \) is equations (9) and (10) in previous section. Then, the LMMSE-F based
on measurement (LMMSE-FM) in sensor network can be obtained with the following replacement

\[
\hat{x}_1 \triangleq E[x_1] \rightarrow \hat{x}'_1 \triangleq E[x_1](z')^{k-1} \tag{14}
\]

\[
\hat{x}_1 \triangleq x - \hat{x}_1 \rightarrow \hat{x}'_1 \triangleq \hat{x}_1 - \hat{x}'_{1k} \tag{15}
\]

\[
\hat{z}_{2|1} = E[z_2|x_1] \rightarrow \hat{z}''_{2|1} \triangleq E[z_2](z')^{k-1} \tag{16}
\]

\[
\hat{z}_{2|1} \triangleq z_2 - \hat{z}_{2|1} \rightarrow \hat{z}'_{2|1} \triangleq \hat{z}'_{2|1} - \hat{z}'_{2|1k} \tag{17}
\]

\[
\hat{x} \triangleq E[x|z] \rightarrow \hat{x}'_k \triangleq E[x_k](z')^{k-1} \tag{18}
\]

\[
P_{\hat{x}} \triangleq \text{MSE}(\hat{x}) \rightarrow P'_{\hat{x}} \triangleq \text{MSE}(\hat{x}'_k) \tag{19}
\]

\[
C_{z_1|z_1} \triangleq \text{cov}(z_1, z_2) \rightarrow C_{z_1} \triangleq \text{cov}(z'_k) \tag{20}
\]

\[
C_{z_1}^{-1} \triangleq \text{cov}^{-1}(z_2|z_1) \triangleq S_{z_1} \triangleq \text{cov}(z'_k) \tag{21}
\]

The detailed derivation for all involved quantities is as follows. The state estimate equation (18) and its covariance equation (24) of sensor \(i\) are given by

\[
\hat{x}'_{1k} = \hat{x}'_{1k} + K'_{1k} (z'_k - \hat{z}'_{1k}) \tag{25}
\]

\[
P'_{\hat{x}} = P'_{\hat{x}} - K'_{1k} S_{z_1}^{-1} (K'_{1k})' \tag{26}
\]

where

\[
\hat{x}'_{1k} = E[x_1|(z')^{k-1}] = F_{k-1} \hat{x}'_{1k-1} \tag{27}
\]

\[
P'_{\hat{x}} = \text{MSE}(\hat{x}'_k) \tag{28}
\]

\[
\hat{x}'_{1k} = E[z_2|(z')^{k-1}] = F_{k-1} \hat{x}'_{1k-1} \tag{29}
\]

\[
S_{z_1}^{-1} = \text{cov}(z'_k) = H'_{k} P'_{\hat{x}}^{-1} (H'_{k})' + R'_k \tag{30}
\]

\[
C'_{z_1} = \text{cov}(z'_k, z'_k) = E[(z'_k - \hat{z}'_{1k})(z'_k - \hat{z}'_{1k})'] = P'_{\hat{x}}^{-1} (H'_{k})' \tag{31}
\]

\[
K'_{1k} = C'_{z_1}^{-1} (S_{z_1}^{-1}) = P'_{\hat{x}}^{-1} (H'_{k})' (S_{z_1}^{-1}) \tag{32}
\]

The information form of equation (26) can be written as

\[
(P'_{\hat{x}})^{-1} = (P'_{\hat{x}})^{-1} + (H'_{k})' (R'_k)^{-1} (H'_{k}) \tag{33}
\]

Also equation (31) can be rewritten as

\[
K'_{1k} = P'_{\hat{x}}^{-1} (H'_{k})' (R'_k)^{-1} \tag{34}
\]

Then, the LMMSE estimator of the sensor \(i\), \(i = 1, 2, \ldots, N\) using the collective neighbors sensor measurement is as follows

\[
\hat{x}'_{1k} = \hat{x}'_{1k} + P'_{\hat{x}}^{-1} (H'_{k})' (R'_k)^{-1} (z'_k - H'_{k} \hat{x}'_{1k}) \tag{35}
\]

\[
(P'_{\hat{x}})^{-1} = (P'_{\hat{x}})^{-1} + (H'_{k})' (R'_k)^{-1} H'_{k} \tag{36}
\]

or

\[
P'_{\hat{x}} = P'_{\hat{x}} - K'_{1k} (z'_k - \hat{z}'_{1k})' \tag{37}
\]

\[
K'_{1k} = P'_{\hat{x}}^{-1} (H'_{k})' (R'_k)^{-1} \tag{38}
\]

Therefore, the LMMSE-FM with LSR can be summarized as in Algorithm 1 (A1).

**LMMSE filter based on estimate**

The core idea of LMMSE-F based on estimate (LMMSE-FE) is each sensor performs the local Kalman filter separately first. Then, each sensor node sends the information (e.g. \(\hat{x}'_{1k-1}, \hat{x}'_{1k-1}, P'_{\hat{x}}^{-1}, F'_{k-1}\)) to its neighbors. After that, the optimal state estimate of each sensor node is provided by the distributed optimal estimation fusion. Note that the state estimation fusion of each sensor does not provide feedback to its local Kalman filter.

Then, the LMMSE estimator of the sensor \(i\), \(i = 1, 2, \ldots, N\) using the collective neighbors sensor estimate is as follows

\[
(P'_{\hat{x}})^{-1} = (P'_{\hat{x}})^{-1} + \sum_{j \in \mathcal{N}_j \cup \mathcal{N}_{a}} [(P'_{\hat{x}})^{-1} x'_j - (P'_{\hat{x}})^{-1} x'_{j-1}] \tag{39}
\]

\[
(P'_{\hat{x}})^{-1} = (P'_{\hat{x}})^{-1} + \sum_{j \in \mathcal{N}_j \cup \mathcal{N}_{a}} (H'_{j})' (R'_j)^{-1} H'_{j} \tag{40}
\]
Algorithm 1. (A1) Distributed filtering in sensor network of LMMSE-FM with LSR.

Input: sensor nodes $N$, measurement $z^s_i$, measurement covariance $R^s_i$, measurement matrix $H^s_i$, neighbors $N_i$

1. Initialization: $x^s_{00} = x_0$ and $p^s_{00} = P_0$, $i = 1, 2, \ldots, N$
2. for $k = 1; k < \infty; k = + +$
3. for $i = 1; i \leq N; i = + +$
4. $x^s_{ik} = F_{k-1} x^s_{k-1}$
5. $p^s_{ik} = F_{k-1} P^s_{k-1} F_{k-1} + Q_{k-1}$
6. if $z^s_i = \text{null}$ then
7. $x^s_{ik} = x^s_{i k-1}$
8. $p^s_{ik} = P^s_{k-1}$
9. else
10. $K^s_{ik} = P^s_{ik} (H^s_i)^{-1}$
11. $p^s_{ik} = (I - K^s_{ik} H^s_i) P^s_{ik}$
12. $x^s_{ik} = x^s_{i k-1} + K^s_{ik} (z^s_i - H^s_i x^s_{i k-1})$
13. end
14. end
15. Output: state estimate $x^s_{ik}$ and its error covariance $P^s_{ik}$

This LMMSE-FE with LSR can be summarized as in Algorithm 2 (A2).

Algorithm 2. (A2) Distributed filtering in sensor network of LMMSE-FE with LSR.

Input: sensor nodes $N$, predicted estimate $x^s_{ik-1}$, updated estimate $x^s_{ik}$, predicted error covariance $P^s_{ik-1}$, updated error covariance $P^s_{ik}$, neighbors $N_i$

1. Initialization: $x^s_{00} = x_0$ and $P^s_{00} = P_0$, $i = 1, 2, \ldots, N$
2. for $k = 1; k < \infty; k = + +$
3. for $i = 1; i \leq N; i = + +$
4. $x^s_{ik-1} = F_{k-1} x^s_{k-1}$
5. $P^s_{ik-1} = F_{k-1} P^s_{k-1} F_{k-1} + Q_{k-1}$
6. if $z^s_i = \text{null}$ then
7. $x^s_{ik} = x^s_{i k-1}$
8. $P^s_{ik} = P^s_{k-1}$
9. else
10. $K^s_{ik} = P^s_{ik-1} (H^s_i)^{-1}$
11. $p^s_{ik} = (I - K^s_{ik} H^s_i) P^s_{ik}$
12. $x^s_{ik} = x^s_{i k-1} + K^s_{ik} (z^s_i - H^s_i x^s_{i k-1})$
13. end
14. end
15. for $i = 1; i \leq N; i = + +$
16. $x^s_{ik} = \frac{1}{n} \sum_{i=1}^{n} \hat{x}^s_{ik} n$
17. $P^s_{ik} = P^s_{i k-1}$
18. if $z^s_i = \text{null}$ then
19. $x^s_{ik} = x^s_{i k-1}$
20. $P^s_{ik} = P^s_{k-1}$
21. else
22. $(P^s_{ik})^{-1} = (P^s_{i k-1})^{-1} + \sum_{j \in [N \setminus \{i\}]} P^s_{j k-1}$
23. $(H^s_i)^{-1} H^s_i (P^s_{i k-1})^{-1}$
24. end
25. Output: state estimate $x^s_{ik}$ and its error covariance $P^s_{ik}$

Theorem 1. Suppose the information matrix $Y^s_i = (H^s_i)'(R^s_i)^{-1}H^s_i$ is positive definite for all $i$ and $k > 0$. Then, the state estimation error (without noise) dynamics of the LMMSE-F is globally asymptotically stable system with a Lyapunov function $V(x^s_{ik}) = \sum_{i=1}^{N} (\hat{x}^s_{ik})'(P^s_{ik})^{-1} \hat{x}^s_{ik}$. Furthermore, all estimators asymptotically reach a consensus on state estimates, that is, $\hat{x}^s_{ik} = \hat{x}^s_{k} = \ldots = \hat{x}^s_{kN}$ as $k \to \infty$.

Proof. See Appendix 1.

Remark 1. As a measure of algorithm operational efficiency, computational complexity is critical for real-time systems. Many algorithms have a high filtering accuracy, but the large computation cost results in its limited application. Assume a state vector with $n$ dimensions and a measurement vector with $m$ dimensions. Step 1 needs $n^2 N$ flops, step 2 needs $(n^2 + n^2 + n) N$ flops, step 3 needs $(2m^2 + mn + n) N$ flops, step 4 needs $(n^2 + 2n^2)m N$ flops, and step 5 needs $((2n^2 + m) (d_i - d_{k-1}^i)) N$ flops. Therefore, the algorithm totally needs $f_{LMMSE-FM} = (n^2 + 4n^2 + 2n + 2nm + 2n^2 + 2mn + 2nm (d_i - d_{k-1}^i) + 1) + 2m(d_i - d_{k-1}^i)) N$ flops. The LMMSE-FM has the computational cost order of magnitude $O(Nn^2)$. We know that the optimal Kalman consensus filter (OKCF) algorithm needs $f_{OKCF} = (2n^3 + 3n^2 + n + (N_i + N_j) n^2 m + 2nm + 4mn + 2m^3 m + (N_i + 1)m) N$ flops. The OKCF has the computational cost order of magnitude $O(2nm^3)$. We can also see the computational complexity of both algorithms has the same order of magnitude. Therefore, the computational complexity of the proposed two algorithms with respect to OKCF has decreased.

Illustrative examples

In this section, we verify the effectiveness of the proposed algorithms. For this purpose, two examples are provided and all results are averaged over 500 Monte Carlo runs. The target motion in a two-dimensional plane is considered and the target state is denoted as.
Figure 3. The RMSE of different algorithms for RMT without LSR: (a) LMMSE-FM, (b) KCF-CM, (c) LMMSE-FE, (d) KCF-CE, (e) OKCF, and (f) KF.
region of the sensor nodes. In the examples, sensor nodes are deployed in a limited sensing range from the origin along the horizontal and vertical directions. In the examples, sensor nodes are deployed in a region \([l, l]^2\) with \(l = 50\)m. Let us denote the communication range of the sensors by \(r_c = 62\)m and the sensing range by \(r_s = 30\)m. Assuming that the ratio \(r_c/r_s\) is sufficiently large (i.e. \(r_c/r_s \geq 2\)), regardless of the distribution of the location of the nodes, the set of sensors that sense the target forms a clique due to the triangular inequality. A sensor network with 10 nodes that have limited sensing range is depicted in Figure 1.

The target state transition matrix and sensor measurement transition matrix are given as follows

\[
F_{k-1} = \begin{bmatrix}
\cos(\pi/200) & -\sin(\pi/200) \\
\sin(\pi/200) & \cos(\pi/200)
\end{bmatrix},
H_k = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\]

The process noise statistics are chosen as follows

\[
Q_{k-1} = \text{diag}(1, 1), R_i^k = \text{diag}(2, 1), i = 1, \ldots, 10
\]

The initial state of the target is

\[
\bar{x}_0 = \text{diag}([50, 20]), P_0 = \text{diag}([4, 0.16])
\]

Let us refer to classical Kalman filter (KF) with no exchange of measurements or estimates as Algorithm 0 (A0). We also refer to the Kalman consensus filter consensus on measurements (KCF-CM),\(^6\) the Kalman consensus information filter consensus on estimates (KCF-CE),\(^7\) and the optimal discrete-time Kalman consensus filter (OKCF)\(^8\) as Algorithm 3 (A3), Algorithm 4 (A4), and Algorithm 5 (A5), respectively. The two mesh topologies in Figure 1 are considered in this article. For random mesh topology (RMT) and full mesh topology (FMT), we set \(\epsilon_{A3} = 0.23, \beta_{A3} = 0.57\) for A3, and \(\epsilon_{A4} = 0.35\) for A4.

Note that according to Algorithm 1, node \(i\) sends the message \(msg_{x_{1i}} = (H_k^i, R_k^i, z_k^i)\) to its neighbors. For Algorithm 2, the message exchanged between sensor neighbor nodes is \(msg_{x_{1i}} = (\hat{x}_{k|k-1}^i, P_{k|k-1}^i, x_k^i, P_k^i)\). In Algorithm 3, node \(i\) sends the message \(msg_{x_{1i}} = (H_k^i, R_k^i, z_k^i)\) to all of its neighbors. For Algorithm 4, the message broadcasted to all the neighbors by node \(i\) is \(msg_{x_{1i}} = (H_k^i, R_k^i, z_k^i, x_{k|k-1}^i)\), that is, the nodes communicate their predictions \(\hat{x}_{k|k-1}^i\) as well as their sensed data \(z_k^i\). In Algorithm 5, each node sends the message \(msg_{x_{1i}} = (\hat{x}_{k|k}^i)\) to its neighbors. Therefore, it can be seen that Algorithms 1 and 3 are based on measurement for state consensus, whereas Algorithms 2, 4, and 5 are based on estimates for state consensus.

To measure the disagreement of the estimates, we use the following metric

\[
\Psi_k = \left(\frac{1}{N} \sum_{i=1}^{N} (\hat{x}_{k|k}^i - \bar{x}_{k|k})^2\right)^{\frac{1}{2}}\quad (40)
\]

where \(\hat{x}_{k|k}^i = \hat{x}_{k|k}^i - \bar{x}_{k|k}, \bar{x}_{k|k} = \frac{1}{N} \sum_i x_{k|k}^i\).

**Example 1:** A1 vs A3, A2 vs A4, and A2 vs A5, without LSR

In this example, we compare the LMMSE-FM with KCF-CM, LMMSE-FE with KCF-CE, and LMMSE-FE with OKCF to verify the performance of the proposed method for an RMT without LSR and the results are shown in Figures 3 and 4. In Figure 3, the root mean squared errors (RMSE) of each sensor are plotted over time. The disagreement of estimates (DoE) is shown in Figure 4. In Figures 5 and 6, the same estimation process is repeated, but for an FMT.

For an RMT, from Figure 3, it can be seen that the RMSE rough range of the LMMSE-FM, KCF-CM, LMMSE-CE, OKCF, and KF is in \([0.57,0.8], [1.05,1.3], [0.57,0.8], [0.6,1.0], [0.7,1.2], \) and \([1.15,1.38]\), respectively. It is observed that the LMMSE-FM performs better than KCF-CM, the LMMSE-CE performs better than KCF-CE and OKCF, and the LMMSE-CE has the same performance as LMMSE-CE. A quick look at Figure 4 reveals that the ranking of the DoE is LMMSE-FE < KCF-CE < OKCF < KCF - CM < KF. It means that the LMMSE-FM is better than KCF-CM and the LMMSE-FE is better than KCF-CE and OKCF at achieving estimation consensus.

For an FMT, from Figure 5, it can be seen that the RMSE rough range of the LMMSE-FM, KCF-CM, LMMSE-CE, OKCF, and KF is in \([0.47,0.53], [1.07,1.32], [0.47,0.53], [0.5,0.97], [0.8,0.97], \) and \([1.15,1.38]\), respectively. From Figure 5(a) and (c), it can be also seen that all sensors have the same
estimation error for LMMSE-FM and LMMSE-FE, that is, the disagreement of the estimate is 0. It means that the LMMSE-FM and LMMSE-FE can completely achieve estimation consensus, that is, all sensors have the same state estimation. These results can be seen in Figure 6. From Figure 6, we have the same order as in Figure 4. Moreover, by comparing Figures 3 and 5 as well as Figures 4 and 6, respectively, it can be seen that the FMT is better than the FMT in RMSE and DoE.

Figure 5. The RMSE of different algorithms for FMT without LSR: (a) LMMSE-FM, (b) KCF-CM, (c) LMMSE-FE, (d) KCF-CE, (e) OKCF, and (f) KF.
Example 2: A1 vs A3, A2 vs A4, and A2 vs A5, with LSR

In this example, we compare the LMMSE-FM with KCF-CM, LMMSE-FE with KCF-CE, and LMMSE-FE with OKCF to verify the performance of the proposed method for an RMT with LSR and the results are shown in Figures 7 and 8. The RMSEs and DoEs of LMMSE-FM, KCF-CM, LMMSE-FE, KCF-CE, OKCF, and KF are plotted for an RMT in Figures 7 and 8, respectively. The similar indicators are shown in Figures 9 and 10, but for an FMT.

From Figure 7, it can be seen that when the sensor network is with LSR, the measurement of the target cannot be obtained at some time, which will cause a certain degree of error fluctuation, that is, the RMSE of the LMMSE-FM, LMMSE-FE, KCF-CE, and OKCF fluctuates little, but it has a great influence on the RMSE of KCF-CM and KF. In addition, it can be seen from Figure 7 that the estimation accuracy of the LMMSE-FM and LMMSE-FE is the highest, whereas the estimation accuracy of KCF-CE, OKCF, KCF-CM, and the KF is the worst. From Figure 8, the ranking of the DoE is LMMSE – FM = LMMSE – FE > KCF – CE > OKCF < KCF – CM < KF.

The same results for an FMT are shown in Figures 9 and 10. Furthermore, all sensors of LMMSE-FM and LMMSE-FE have the same state estimation error for an FMT. By comparing Figures 7 and 9 as well as Figures 8 and 10, respectively, it can be seen that the FMT is better than the FMT in RMSE and DoE.

Performance analysis

To further verify the effectiveness of the proposed algorithms in terms of estimation accuracy, filter consensus, and computational cost, we made a quantitative analysis of these algorithms. The results are shown in Tables 2–4. Table 2 lists the RMSEs and DoEs of different algorithms without LSR in two types of networks (e.g. RMT and FMT). Table 3 lists the same simulation scenario but for LSR. The computation costs are given in Table 4.

From Tables 2 and 3, we can see that, first, the RMSE and DoE of the FMT are smaller than those of the RMT. Second, in FMT, the filter based on LMMSE criterion can fully achieve consensus of all sensor state estimation, that is, the state estimation of all sensor nodes is the same. Third, the performance of the algorithms based on LMMSE criterion is better than that based on KCF criterion. Fourth, the performance of the algorithms without LSR is better than that with LSR. Fifth, no matter what kind of network it is and whether there is LSR or not, the ranking of DoE and RMSE is always LMMSE – FM = LMMSE – FE < KCF – CE < OKCF < KCF – CM < KF. Sixth, it should be noted that the LMMSE-FE and KCF-CF are equivalent when $\epsilon_{44} = 0$. For detailed proof, see Appendix 1. From Table 4, it can be seen that regardless of whether the sensing range of a sensor node is to be limited or not, the computational cost of the two proposed algorithms is smaller than that of OKCF because it is necessary to calculate the cross-covariance and inverse operation in OKCF.

Conclusion

Distributed filtering in sensor network based on LMMSE criterion with LSR has been studied in this article. To achieve the optimal estimation and consensus, two types of distributed filtering based on LMMSE criterion are proposed, that is, LMMSE-F based on...
Figure 7. The RMSE of different algorithms for RMT with LSR: (a) LMMSE-FM, (b) KCF-CM, (c) LMMSE-FE, (d) KCF-CE, (e) OKCF and (f) KF.
measurement and LMMSE-F based on estimate. For LMMSE-FM, each sensor node collects measurement from its neighbors and then the optimal estimate is provided by the LMMSE estimation. For LMMSE-FE, each sensor node performs Kalman filtering locally and then collects state estimate and error covariance from its neighbors. Finally, distributed optimal estimation fusion for each sensor node is provided. We presented a Lyapunov-based stability analysis of the LMMSE-F and computational complexity. The random and full mesh topologies are used to verify the effectiveness of these two proposed methods. Numerical experimental results show that the filter based on LMMSE criterion has a superior performance in comparison with the filter based on KCF criterion.

![Figure 8. DoE of different algorithms for RMT with LSR.](image)

### Table 2. Algorithms performance without LSR.

|     | A0  | A1  | A2  | A3  | A4  | A5  |
|-----|-----|-----|-----|-----|-----|-----|
| RMT | RMSE| 1.289| 0.656| 0.656| 0.964| 0.758| 1.213|
|     | DoE | 1.371| 0.500| 0.500| 0.882| 0.704| 1.106|
| FMT | RMSE| 1.289| 0.512| 0.512| 0.841| 0.726| 1.186|
|     | DoE | 1.371| 5e-15| 5e-15| 0.762| 0.342| 1.074|

**LSR**: limited sensing range; **RMT**: random mesh topology; **RMSE**: root mean squared errors; **DoE**: disagreement of estimates; **FMT**: full mesh topology.

### Table 3. Algorithms performance with LSR.

|     | A0  | A1  | A2  | A3  | A4  | A5  |
|-----|-----|-----|-----|-----|-----|-----|
| RMT | RMSE| 2.352| 0.685| 0.685| 2.064| 1.008| 1.262|
|     | DoE | 2.517| 0.520| 0.520| 2.132| 0.831| 1.116|
| FMT | RMSE| 2.352| 0.527| 0.527| 1.891| 0.906| 1.230|
|     | DoE | 2.517| 6e-15| 6e-15| 1.554| 0.525| 0.731|

**LSR**: limited sensing range; **RMT**: random mesh topology; **RMSE**: root mean squared errors; **DoE**: disagreement of estimates; **FMT**: full mesh topology.

### Table 4. Computational cost(s).

|     | A0  | A1  | A2  | A3  | A4  | A5  |
|-----|-----|-----|-----|-----|-----|-----|
| RMT | Normal | 0.307| 1.137| 1.172| 0.643| 0.834| 2.351|
|     | FMT  | 0.323| 1.775| 1.631| 0.746| 1.311| 2.873|
| LSR | RMT  | 0.328| 1.436| 1.223| 0.622| 0.863| 3.230|
|     | FMT  | 0.312| 1.330| 1.534| 0.808| 1.082| 2.731|

**RMT**: random mesh topology; **FMT**: full mesh topology; **LSR**: limited sensing range.
Figure 9. The RMSE of different algorithms for FMT with LSR: (a) LMMSE-FM, (b) KCF-CM, (c) LMMSE-FE, (d) KCF-CE, (e) OKCF and (f) KF.
Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding

The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: This work is supported in part by the Scientific Research Foundation for the High-Level Introduction Personnel in Anhui University of Science and Technology (2021yjrc40).

ORCID iD

Teng Shao https://orcid.org/0000-0001-5276-9266

References

1. Liggins ME, Hall DL and Llinas J. Handbook of multisensor data fusion: theory and practice. New York: CRC Press, 2008.
2. Khaleghi B, Khamis A, Karray FO, et al. Multisensor data fusion: a review of the state-of-the-art. Inform Fusion 2013; 14(1): 28–44.
3. Hall DL. Mathematical techniques in multisensor data fusion. Norwood, MA: Artech House, 1992.
4. Mahmoud MS and Khalid HM. Distributed Kalman filtering: a bibliographic review. IET Control Theory A 2013; 7(4): 483–501.
5. Durrant-Whyte HF, Rao BYS and Hu H. Toward a fully decentralized architecture for multi-sensor data fusion. In: Proceedings of the IEEE international conference on robotics and automation, Cincinnati, OH, 13–18 May 1990, pp.1331–1336. New York: IEEE.
6. Olfati-Saber R. Distributed Kalman filtering for sensor networks. In: Proceedings of the 46th IEEE conference on decision and control, New Orleans, LA, 12–14 December 2007, pp.5492–5498. New York: IEEE.
7. Olfati-Saber R. Kalman-consensus filter: optimality, stability, and performance. In: Proceedings of the 48th IEEE conference on decision and control (CDC) held jointly with 2009 28th Chinese control conference, Shanghai, China, 15–18 December 2009, pp.7036–7042. New York: IEEE.
8. Deshmukh R, Kwon C and Hwang I. Optimal discrete-time Kalman consensus filter. In: Proceedings of the American control conference (ACC), Seattle, WA, 24–26 May 2017, pp.5801–5806. New York: IEEE.
9. Battistelli G, Chisci L, Mugnai G, et al. Consensus-based linear and nonlinear filtering. IEEE T Automat Contr 2015; 60(5): 1410–1415.
10. Das S and Moura JMF. Consensus + innovations distributed Kalman filter with optimized gains. IEEE T Signal Proc 2017; 65(2): 467–481.
11. Li WY, Wei GL, Han F, et al. Weighted average consensus-based unscented Kalman filtering. IEEE T Cybernetics 2016; 46(2): 558–567.
12. Liu GL and Tian GH. Square-root sigma-point information consensus filters for distributed nonlinear estimation. Sensors 2017; 17(4): 800.
13. Chen Q, Wang W, Yin C, et al. Distributed cubature information filtering based on weighted average consensus. Neurocomputing 2017; 243: 115–124.
14. Chen Q, Yin C, Zhou J, et al. Hybrid consensus-based cubature Kalman filtering for distributed state estimation in sensor networks. IEEE Sens J 2018; 18(11): 4561–4569.
15. Liu J, Liu Y, Dong K, et al. Distributed high-degree cubature information filter with embedded hybrid consensus. IEEE Access 2019; 7: 110400–110413.
16. Shen K, Jing ZL and Dong P. A consensus nonlinear filter with measurement uncertainty in distributed sensor networks. IEEE Signal Proc Let 2017; 24(11): 1631–1635.
17. Dong XX, Battistelli G, Chisci L, et al. An adaptive consensus filter for distributed state estimation with unknown noise statistics. IEEE Signal Proc Let 2021; 28: 1595–1599.
18. Yu YH. Consensus-based distributed linear filter for target tracking with uncertain noise statistics. IEEE Sens J 2017; 17(15): 4875–4885.
19. Wang J, Dong P, Shen K, et al. Distributed consensus student-$t$ filter for sensor networks with heavy-tailed process and measurement noises. IEEE Access 2020; 8: 167865–167874.
20. Qin JH, Wang J, Shi L, et al. Randomized consensus-based distributed Kalman filtering over wireless sensor networks. IEEE T Automat Contr 2021; 66(8): 3794–3801.
21. Yu WW, Chen GR, Wang ZD, et al. Distributed consensus filtering in sensor networks. IEEE T Syst Man Cy B 2009; 39(6): 1568–1577.
22. Olfati-Saber R and Sandell NF. Distributed tracking in sensor networks with limited sensing range. In: Proceedings of the 2008 American control conference (ACC), Seattle, WA, 11–13 June 2008, pp.3157–3162. New York: IEEE.
23. Ilic N, Stankovic MS and Stankovic SS. Adaptive consensus-based distributed target tracking in sensor networks with limited sensing range. IEEE T Contr Syst T 2014; 22(2): 778–785.

Figure 10. DoE of different algorithms for FMT with LSR.
24. Ma KJ, Wu SC, Wei YM, et al. Gossip-based distributed tracking in networks of heterogeneous agents. IEEE Commun Lett 2017; 21(4): 801–804.

25. Kamal AT, Farrell JA and Roy-Chowdhury AK. Information weighted consensus filters and their application in distributed camera networks. IEEE T Automat Contr 2013; 58(12): 3112–3125.

26. Lian BS, Wan Y, Zhang Y, et al. Distributed Kalman consensus filter for estimation with moving targets. IEEE T Cybernetics 2022; 52: 5242–5254.

27. Fu XW and Yang YS. Analysis on invulnerability of wireless sensor networks based on cellular automata. Reliab Eng Syst Safe 2021; 212: 107616.

28. Fu XW and Yang YS. Modeling and analyzing cascading failures for Internet of Things. Inform Sciences 2021; 545: 753–770.

29. Fu XW, Pace P, Aloj G, et al. Toward robust and energy-efficient clustering wireless sensor networks: a double-stage scale-free topology evolution model. Comput Netw 2021; 200: 108521.

Appendix I

Proof of Theorem I

Let

\[ x_{i,k}^* = \sum_{i=1}^{N} x_{i,k}^* \]

\[ x_{i,k}^* = \sum_{i=1}^{N} x_{i,k}^* - x_k \]

be the total state prediction errors and state estimation errors for the entire sensor network, respectively.

The state estimation error of sensor \( i \) (without noise) of LMMSSE-F can be written as

\[ x_{i,k}^* = x_{i,k}^* + P_{i,k}^*(H_k^i)^T(R_k^i)^{-1}(z_k^i - H_k^i x_{i,k}^* ) - x_k \]

\[ = K_k^i x_k^* + K_k^i x_k^* - H_k^i x_{i,k}^* - H_k^i x_{i,k}^* \]

\[ = (I - K_k^i H_k^i) x_{i,k}^* \]

\[ = G_k^i x_{i,k}^* \]

where

\[ G_k^i = I - K_k^i H_k^i \]

According to equation (27), we have

\[ x_{i,k+1}^* = G_{k+1}^i x_{i,k+1}^* + F_k^i x_{i,k}^* \]

The change \( \delta V(x_{i,k}^*) = V(x_{i,k+1}^*) - V(x_{i,k}^*) \) in Lyapunov function is calculated as

\[ \delta V(x_{i,k}^*) = V(x_{i,k+1}^*) - V(x_{i,k}^*) \]

\[ = \sum_{i=1}^{N} V(x_{i,k}^*) - V(x_{i,k}^*) \]

\[ = \sum_{i=1}^{N} \left( \delta_{i,k}^* + F_k^i x_{i,k}^* \right) - \delta_{i,k}^* \]

\[ = \sum_{i=1}^{N} \left( \delta_{i,k}^* + F_k^i x_{i,k}^* - \delta_{i,k}^* \right) \]

\[ = \sum_{i=1}^{N} \left( F_k^i (G_k^i 1 + 1)^{-1} G_k^i 1 F_k^i \right) x_{i,k}^* \]

\[ = \sum_{i=1}^{N} \left( F_k^i (G_k^i 1 + 1)^{-1} G_k^i 1 F_k^i \right) x_{i,k}^* \]

(43)

where

\[ \Delta_k^i = (P_{i,k}^*)^{-1} - F_k^i (G_k^i 1 + 1)^{-1} G_k^i 1 F_k^i \]

According to equations (34) and (37), we have

\[ P_{i,k+1}^* = (I - K_k^i 1 H_k^i 1 + 1)^{-1} R_k^i \]

\[ = G_k^i 1 + 1 R_k^i \]

\[ = G_k^i 1 + 1 R_k^i \]

(44)

According to equations (44) and (45), we have

\[ R_k^i = F_k^i + P_{i,k}^* \]

\[ = G_k^i 1 + 1 R_k^i \]

\[ = G_k^i 1 + 1 R_k^i \]

(45)

where

\[ B_k^i = F_k^i + P_{i,k}^* \]

\[ = G_k^i 1 + 1 R_k^i \]

\[ = G_k^i 1 + 1 R_k^i \]

(46)

\[ G_k^i 1 + 1 R_k^i \]

\[ = G_k^i 1 + 1 R_k^i \]

(47)
Therefore, equation (44) can be rewritten as
\[
\Delta_k^i = (P_{k|k}^{i*})^{-1} - F_k^i (G_{k+1}^i)^{-1} (P_{k+1|k}^{i*})^{-1} G_{k+1}^i + F_k^i
\]
\[
= (P_{k|k}^{i*})^{-1} - F_k^i (b_k^i + 1)^{-1} F_k^i
\]
\[
= (P_{k|k}^{i*})^{-1} - F_k^i (P_{k|k}^{i*})^{-1} F_k^i
\]
\[
= (P_{k|k}^{i*})^{-1} - P_{k|k}^{i*} (P_{k|k}^{i*})^{-1} F_k^i (P_{k|k}^{i*})^{-1}
\]
\[
= (P_{k|k}^{i*})^{-1} - P_{k|k}^{i*} F_k^i (F_k^i P_{k|k}^{i*} F_k^i + D_k + 1)^{-1} F_k^i P_{k|k}^{i*} (P_{k|k}^{i*})^{-1}
\]
\[
= (P_{k|k}^{i*})^{-1} - P_{k|k}^{i*} (P_{k|k}^{i*})^{-1} F_k^i (F_k^i P_{k|k}^{i*} F_k^i + D_k + 1)^{-1} F_k^i (P_{k|k}^{i*})^{-1}
\]
\[
= (P_{k|k}^{i*})^{-1} - (P_{k|k}^{i*})^{-1} + F_k^i (D_k + 1)^{-1} F_k^i (P_{k|k}^{i*})^{-1}
\]
\[\text{equation (48)}\]

where
\[D_k + 1 = Q_k + P_{k+1|k}^i Y_i^2 + 1 + P_{k+1|k}^i > 0\]

From equation (48), it can be seen that \(\Delta_k^i\) is a symmetric and positive definite matrix. Then, we have
\[
\delta V(\bar{x}_{k|k}^i) = V(\bar{x}_{k+1|k}^i) - V(\bar{x}_{k|k}^i)
\]
\[
= -\sum_{i=1}^{N} (\bar{x}_{k|k}^i) \Delta_k \bar{x}_{k|k}^i < 0, \forall \bar{x}_{k|k}^i \neq 0
\]
\[\text{equation (49)}\]

Therefore, \(\bar{x}_{k|k}^i = 0\) is globally asymptotically stable system for the state estimation error dynamics of the LMMSE-FE (without noise). Furthermore, since \(\bar{x}_{k|k}^i = \bar{x}_{k|k}^j = 0\) for all \(i \neq j\), all state estimates asymptotically reach to consensus, that is, \(\bar{x}_{k|k}^1 = \bar{x}_{k|k}^2 = \cdots = \bar{x}_{k|k}^N\), as \(k \to \infty\).

**Proof of when \(\epsilon_A = 0\), the KCF-CE is equivalent to LMMSE-FE**

According to KCF-CE, the Kalman consensus estimate and its error covariance can be written as
\[
\bar{x}_{k|k}^i = \bar{x}_{k|k-1}^i + P_{k|k}^{i*} \left( y_k^i - Y_k^i \bar{x}_{k|k-1}^i \right)
\]
\[
+ \epsilon_A P_{k|k}^{i*} \sum_{j \in N_i} (\bar{x}_{k|k-1}^i - \bar{x}_{k|k-1}^j)
\]
\[\text{equation (50)}\]
\[
(P_{k|k}^{i*})^{-1} = (P_{k|k}^{i*})^{-1} + Y_k^i
\]
\[\text{equation (51)}\]

When \(\epsilon_A = 0\), we have
\[
\bar{x}_{k|k}^i = \bar{x}_{k|k-1}^i + P_{k|k}^{i*} \left( y_k^i - Y_k^i \bar{x}_{k|k-1}^i \right)
\]
\[
+ \epsilon_A P_{k|k}^{i*} \sum_{j \in N_i} (\bar{x}_{k|k-1}^i - \bar{x}_{k|k-1}^j)
\]
\[\text{equation (52)}\]

where
\[
U_k^j = (H_k^j)' (R_k^j)^{-1} u_j^j, \forall j \in J, u_j^j = \sum_{j \in J, i} u_k^i
\]
\[\text{equation (53)}\]
\[
J_{k,i} = N_i \cup \{i\} \setminus N_{k,i}
\]
\[\text{equation (54)}\]

Therefore, the state estimate equations (35) and (52) are the same and its error covariance equations (36) and (51) are the same.