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Sports injury is a common problem in athletes’ training. The sports injury assessment model is a physical method to determine the sports injury attributes of specific parts by predicting and evaluating the risk of sports injury. In this paper, we use a neural network to realize big data analysis of sports injury data. Big data network is a method of capturing Internet information by means of cloud computing, which is usually used in the construction of Wan and LAN. This paper analyzes the source of sports risk and the main injury factors, designs the sports injury estimation model based on big data analysis, establishes a new assessment model based on RBF neural network, and builds the big data network environment required for the model operation by improving the topological structure, combining big data and deep neural network. In the built environment, the risk assessment of sports injury can be completed by determining the risk source and identifying the risk factors. The realization of the model can be constrained by the uncertainty conditions so that it can achieve a good operation state.

1. Introduction

As the “mother of sports”, track and field plays an important role in competitive sports. In fact, its strength is an important symbol of a country’s competitive sports level. It is the event with the most gold medals in the Olympic Games, and it is also one of the most concerned hot spots. How to make athletes avoid and delay the occurrence of injuries to the greatest extent, so that the best competitive state can be extended for the longest time is an urgent problem to be solved in the process of track and field training and competition [1]. Sports injury assessment model is a kind of physical method which can predict and evaluate the risk of sports injury, and then complete the determination of sports injury attributes of specific parts. Traditionally, risk identification theory is used to complete the communication risk management. On this basis, through a large number of numerical operations, the risk factors of specific parts are recognized, and then the severity of injury caused by sports is grasped [2, 3]. However, with the continuous progress of science and technology, people have higher and higher requirements for the accuracy of sports injury assessment. In order to better adapt to this development situation, the emergence of a new evaluation model has become an inevitable trend [4, 5]. Neural network is a method of capturing Internet information by means of cloud computing. It is usually used in the construction of Wan and LAN.

Artificial neural network has good robustness, self-organization, adaptability, parallel processing ability, distributed storage, and other characteristics, as well as excellent fault tolerance and nonlinear approximation ability. At present, artificial neural network algorithm is widely used in complex system hardware fault detection, medical diagnosis, medical image processing and other complex tasks, classification, and prediction and achieved good results [6–9]. In terms of risk prevention of sports injury, dfmurphy and rbohr, on the basis of previous studies, divided the risk factors of sports injury into two categories: internal factors and external factors. Chen et al. [10] established a dynamic chain model to explain the interaction between risk factors and their contribution to the occurrence of damage. To sum up, in the research of sports injury risk early warning, predecessors have done a lot of research on sports injury causing factors and
established qualitative models, but there is no quantitative evaluation research. The artificial neural network algorithm has good performance in the classification and prediction of complex systems, so it is a very meaningful work to apply the artificial neural network algorithm to the research of sports injury risk early warning [11]. The concept of big data network is introduced to establish a new sports injury assessment model based on the big data network. The big data network environment required for the operation of the model is built by improving the topological structure and combining big data with the deep neural network.

The occurrence of sports injury is not caused by a simple reason but is often the result of multiple factors. In order to make a more accurate early warning of sports injury, it is necessary to study what factors will directly or indirectly lead to the occurrence of sports injury. The analysis of related factors of sports injury risk early warning is the basis of the whole intelligent early warning of sports injury. The artificial neural network algorithm can solve this kind of problem better, but when using the neural network algorithm, we need to use the sample library to train it [12–14]. The quality of the sample library directly affects the accuracy of the neural network algorithm. The demand data of the sample database includes all the related factors information of sports injury risk early warning and the corresponding warning level. The required factor information can be obtained by questionnaire survey in the initial stage, and the factor information related to physiological and biochemical indicators can be obtained from the weekly measurement data of sports teams [15, 16]. However, it is a difficult task to determine the early warning level accurately through these indicators. Only through the perceptual judgment of coaches and experts, it is obviously not accurate enough. Therefore, this project first establishes a linear dynamic chain model, using the collected information of sports injury–related factors to determine the early warning level quantitatively. By combining the early warning evaluation results of coaches, experts, and linear model, the final early warning level is obtained and provided to the sample database for use. This paper analyzes the sources of sports risk and main injury factors, designs a sports injury estimation model based on big data analysis, and establishes a new sports injury assessment model based on RBF neural network. By improving the topological structure, combining big data and deep neural networks, the big data network environment required for model operation is built.

2. Construction of Big Data Sports Injury Assessment Model

2.1. Analysis of Sports Injury Factors. A large number of studies have shown that the sports injury of athletes in the process of sports is not a simple cause, but is usually caused by a number of factors. The risk factors of sports injury are usually divided into internal factors and external factors. However, it is not enough to analyze the injury factors only from the perspective of internal factors and external factors. It is necessary to build a complete sports injury estimation model [17]. At the same time, it is also necessary to analyze the interaction between different factors and the role of causing injury events.

Based on the analysis of domestic and foreign scholars’ research on sports injury causing factors, the causes of sports injury are divided into three types: A internal injury factors, B external injury factors, C stimulation inducing factors. According to the relevant information and the actual situation of sports injury, the risk assessment of different injury factors is carried out to provide an important basis for the prevention of sports injury. In the sports injury estimation model, when a factor appears, athletes are regarded as "people with injury tendency"; at present, if there are different class B factors, athletes can be regarded as "injury-prone population." At present, the risk of certain specific injuries of athletes in different events is gradually increasing. If the athlete is already an "injury-prone population," the occurrence of class C factor will greatly increase the probability of sports injury. The following is a detailed analysis of three different types of injury factors. Tables 1 and 2 describe the risk assessment table of internal injury and external factors.

The risk source of sports injury is the basis to determine the risk factors of injury. It may be too one-sided to analyze the risk of sports injury from a single perspective. In order to effectively avoid this kind of phenomenon, it is necessary to determine the source of injury risk before evaluating sports injury. Taking gymnastics as an example, its risk sources include rule guidance, equipment requirements, action types, action groups, and movement difficulty. The project can be divided into 10 subcategories according to male and female groups. The relationship between each subitem and the risk source of the injury wind path can be shown in Figure 1.

The identification of sports injury risk factors completes the identification of sports injury risk sources. The identification of risk factors of sports injury is to calculate the risk level of sports injury with a specific algorithm according to the identified risk sources and then to judge the severity of the injury. If the determined risk source is expressed as s, then, under this risk source, the identification of sports injury risk factors can be expressed by the following formula:

$$\varphi(t) = \frac{1}{2} \sum_{k=0}^{N} (\xi s^{(\text{loss})^n} + \omega \varphi), \quad (1)$$

where n represents the uncertain variable, which can change with the change of s value; \(\xi\) represents the specific algorithm to complete the identification of sports injury risk; loss represents the specific parameter generated by identifying the risk factors of sports injury under s risk source.

Through the calculation of formula (1), a certain result of sports injury factor identification can be obtained. In order to facilitate the subsequent injury assessment, the result of sports injury factor identification is defined as the data source of injury assessment. Generally, data sources can be divided into single precision, multiprecision, and mixed precision. The single-precision data source does not need any processing and can be directly used to pre-evaluate the sports injury according to the specific numerical results. For
multiprecision data sources, the accuracy reduction processing should be completed first, and all the data should be simplified into single-precision data before the sports injury preassessment can be carried out. The data sources of mixed precision should be classified into two categories: single-precision data sources and multiprecision data sources, and then the above operations should be carried out for the two data sources, respectively. According to the results of preassessment of sports injury, the method to complete the overall assessment can be determined.

### Table 1: Risk assessment of internal injury factors.

| Index               | Low risk of injury     | At risk of injury | High risk of injury |
|---------------------|------------------------|-------------------|---------------------|
| Age                 | Under 25 years old     | * *               | Over 26 years old   |
| Gender              | Male                   | * *               | Female              |
| BMI                 | [20, 30]               | * *               | <20 or >30          |
| Joint stability     | Good                   | Normal            | Poor                |
| Body balance        | Preferably             | Commonly          | Poor                |
| Muscle strength     | The difference is small| * *               | The difference is large |

### Table 2: Risk assessment of external injury factors.

| Index               | Low risk of injury     | At risk of injury | High risk of injury |
|---------------------|------------------------|-------------------|---------------------|
| Technical level     | High                   | Commonly          | Lower               |
| Gym shoes           | Replacement within one-quarter | First-quarter to half a year | More than half a year |
| More than half a year | Plastic cement        | Cement floor      | Out-of-flatness     |
| Weather factors     | Sunny                  | High temperature  | Rain and snow       |

Figure 1: Schematic diagram of risk source determination of sports injury.
2.2. Design of Sports Injury Estimation Model. In track and field training, there are many factors related to sports injury. How to find out the relationship between them and the risk of sports injury and give quantitative indicators is a very difficult work. The early warning system of track and field sports injury risk provides a method of early warning of track and field sports injury risk by establishing the early warning model of track and field sports injury [18].

On the basis of in-depth analysis of the domestic and foreign research on the injury of track and field middle and long-distance running, this paper obtains 28 injury factors including injury history, injury recovery status, wrong technical movements, poor joint stability, improper arrangement of training and competition load, poor psychological state in training and competition, and muscle strength. The injury risk factors are divided into three categories: internal injury factors, external injury factors, and stimulation inducing factors, and a dynamic chain model of injury causing factors in middle- and long-distance running is proposed [19]. The weight of each factor in the dynamic chain model of early warning injury factors in track and field sports was analyzed by AHP. The weight proportions of internal injury factors, external injury factors, and stimulation inducing factors were 53.9%, 16.4%, and 29.7%, respectively. Based on this, the dynamic chain quantitative model of early warning injury factors in track and field sports was established.

According to the grading of injury factors, the total score of injury risk was calculated. Sports injury early warning includes model initialization, attribute discretization, attribute reduction, sample extraction, and RBF learning. The specific process is shown in Figure 2.

1. Using the factors in the dynamic chain quantitative model of injury early warning factors in track and field, this paper establishes the early warning sample bank and test sample bank of track and field injury risk. It includes athlete’s basic information: name, event, athlete’s grade, and BMI; early warning information of sports injury risk: training load, technical error, joint protection measures, subjective fatigue condition, psychological state in training competition, joint stability, body balance ability, arch shape, technical level, frequency of sports shoes replacement, injury history, recovery training status after injury, and so forth; training monitoring information: red blood cell count, serum creatine kinase, blood urea, serum testosterone, serum cortisol, serum testosterone/serum cortisol, white blood cell count, and so forth.

2. Judge the discreteness of the data corresponding to the factors in the sample library. If not, call the SOM neural network discretization method to discretize the factor data. The decision table is composed of the factor data after SOM neural network discretization and the initial discrete value data.

3. According to the reduction process of RS theory, attribute reduction and rule extraction of decision table are carried out, and RBF neural network is constructed based on the simplified decision table.

4. According to the reduced decision table, select the corresponding data of track and field sports injury risk early warning sample database, train RBF neural network until convergence, and meet the accuracy requirements.

5. Use the test sample data to judge whether the trained RBF network has got the correct diagnosis results. If not, select other reduction results in (3) and turn to (4) until the trained neural network sample database is obtained.

6. The trained RBF neural network is used to evaluate the relevant information submitted by athletes and output the correct risk warning results.

3. Motion Injury Estimation based on RBF Neural Network

In the big data network environment, deep neural network data can solve the problem of identification and evaluation of sports injury data. When motion injury data is labeled, corresponding depth neural network data will be generated automatically, and the data is unique. When multiple motion injury data are labeled, multiple depth neural network data are automatically generated, and every depth neural network data is automatically connected with its corresponding sports injury data [20]. Therefore, no matter how much deep neural network data are generated at the same time, the corresponding chaos will not occur. The relationship between big data and deep neural network is an important index to describe the sports injury evaluation model in the big data network environment. In order to facilitate the analysis, it can be considered that the relationship between big data and deep neural network is a connection mode from input end to output end as an evaluation delay line. Radial basis function (RBF) network has a topology structure of only one hidden layer [21]. The hidden layer is the radial base layer, and the output layer is the linear layer. It is a kind of network form with excellent approximation ability, classification ability, and learning rate.

3.1. Radial Basis Function Network Structure. RBF is a special kind of three-layer feedforward neural network. The radial basis function neural model and RBF network structure are shown in Figure 3. The input layer transmits information to the hidden layer. Only when the input falls within a specified small range, the hidden layer cell will make a nonzero response, while the output layer is a linear combination of the outputs of the hidden layer elements. When the network is used for classification, the sigmoidal function is used for the output node, and the linear function is used for function approximation. On the basis of big data analysis technology, a sports injury estimation model is constructed by the RBF neural network. The following is a detailed analysis. RBF
neural network mainly includes input layer, hidden layer, and output layer.

The output of the RBF neural network can be described as follows:

\[ g(x) = \sum_{i=1}^{N} x_i \Psi(x) + \beta, \tag{2} \]

where \( K \) describes the number of neurons in the hidden layer; \( X = (x_1, x_2, \ldots, x_m) \) describes the input vector; \( \alpha K \) describes the connection weight between the \( k \)th hidden layer neuron and the output layer neuron; and \( \phi K \) describes the output of the \( k \)th hidden layer neuron, that is,

\[ \Psi(x) = e^{-\|x - \mu_i\|^2 \over \sigma_i^2} \tag{3} \]

, where \( \mu K \) describes the center vector and \( \sigma K \) describes the variance.

Through the RBF neural network, according to the input information to assess the injury risk level of athletes, the details are shown in Table 3. In other words, RBF neural network is used to establish an estimation model, which mainly includes the selection of the basis function; the design of the hidden layer; and the change of the center, weight, and width of radial basis function.

Radial basis function (RBF) network has a topology structure of only one hidden layer. The hidden layer is the radial base layer, and the output layer is a linear layer. It is a kind of network form with excellent approximation ability, classification ability, and learning rate. Its neuron transfer function can take various forms, and the most commonly used one is the Gaussian function. The input of \( F(n) \) is the distance between the input vector \( p \) and the weight vector \( w \), then multiplied by the threshold value \( B \). The transfer function can be expressed as follows:

\[ F(n) = e^{-(n+e)^2} \tag{4} \]

RBF is a typical local approximation network. It can be seen that when the distance between the input vector and the weight is 0, that is, \( n = 0 \), the maximum value of the function output is 1; when the distance between the input vector and
the weight is 0.833, that is, \( n = 0.833 \), the output is 0.5; that is, the smaller the distance between the weight vector \( w \) and the input vector \( p \), the larger the output. Given the input vector of radial basis function neuron, if the distance between the input vector and the weight vector is large, the output value tends to 0, and the influence on the output of the linear neuron can be ignored; if the distance between the input vector and weight vector is very small, the output value tends to 1, which will activate the output weight of the second-layer linear neural cell. Therefore, the response is a local response, which indicates that the RBF network has good local approximation ability.

### 3.2. Establishment and Training of RBF Network

In the neural network toolbox of MATLAB, the design functions of the RBF network are Newrb and newrb. When they are used to create the network, the network weights and thresholds are modified in different ways, so there is no special training and learning function for the RBF network.

If the number of radial basis function neurons is equal to the number of input samples, its weight is the transposition of the input vector:

\[
[W B] = P^T \ln F(n).
\]

The threshold values of all neurons in the radial base were as follows:

\[
b = \frac{1}{2} \log e^{\ln(\sigma + p)}.
\]

In the above formula, spread is the expansion coefficient of radial basis function, and the default value is 1.0 without input. The selection of spread is very important, and its value should be large enough to make some radial basis function neurons respond to the interval covered by the input vector, but it does not need to be large enough to be like this for all radial basis function neurons. The larger the spread, the smoother the output, but it will bring difficulties to the numerical calculation. If the “rank default” warning appears when designing the network, it indicates that the value is too large, and the spread value should be appropriately reduced to redesign.

Taking the output of radial basis function (RBF) neurons as the input of linear network layer neurons, the weights and thresholds of linear layer neurons are determined to meet the following requirements:

\[
\text{one}: A[1] = \frac{T}{W[1, 2]b[2]}.
\]

The above process only needs one time to get a radial basis function with zero error, so it is very fast to use the Newrbe function to create the FRB network. However, because the number of radial basis function neurons is equal to the number of input samples, when the number of input samples is large, the scale of the network is also large. A more effective method is to create a radial basis function through the newrb function.

Using the newrb function to create the RBF network can automatically increase the number of hidden layer neurons of the network. Only one radial basis function is added in each cycle, and each additional neuron can reduce the error as much as possible until the mean square deviation meets the accuracy requirements or the number of neurons reaches the set upper limit:

\[
N = \text{net}(T, G, S, P),
\]

where \( P, T \) are input and output samples; \( S \) is expansion coefficient of radial basis function; and \( G \) is training accuracy.

The value of spread has a great impact on the accuracy of the network. If the value of spread is too small, more neurons will be generated in the process of network approximation, and the function fitting phenomenon will be too suitable, as shown in Figure 4; if the value of spread is too large, the function fitting will not be suitable, as shown in Figure 5.

In this paper, we use the newrb function to create the RBF network. When using different expansion constants, the network training accuracy and generalization ability are not the same. Therefore, in the network design, we try to choose the appropriate spread value and finally get the ideal approximation accuracy.

The RBF neural network is trained according to the sports injury risk sample database, and the training process is shown in Figure 6. After the training of the RBF neural network, the sports injury data is input into the RBF neural network. When the transmission data corresponds to a certain sports injury risk level, the RBF neural network will output the corresponding value to realize the sports injury estimation.

### 4. Experiment and Analysis

In the above process, the establishment of an early warning model of sports injury based on the RBF neural network algorithm is completed. In order to verify the practical value of the model, two computers with the same configuration were used as the experimental objects, one of which was equipped with a new damage assessment model and the other as a control group, carrying the traditional damage assessment model. The data are collected from the real experiment, not the database, so there is no download address.

#### 4.1. Experimental Parameter Setting

The parameters in Table 4 represent injury parameters, evaluation accuracy, network safety factor, sports injury grade, transverse injury judgment accuracy, and longitudinal injury judgment accuracy. Among them, the network safety coefficient is grade III, which represents the big data network environment used.

| Output value of RBF neural network | Risk level of sports injury |
|-----------------------------------|-----------------------------|
| 1                                 | Low                         |
| 2                                 | Middle                      |
| 3                                 | High                        |

### Table 3: Comparison table of RBF output and risk level assessment.
Figure 4: Network over adaptation.

Figure 5: Network discomfort.

Figure 6: Training flow of RBF neural network.
by the sports injury assessment model, and always maintains a safe state. In order to ensure the fairness of the experiment, the experimental parameters of the experimental group and the control group were always consistent.

4.2. Comparison of Transverse and Longitudinal Damage Risk Assessment. If the risk assessment of transverse and longitudinal sports injury can be carried out at the same time, the accuracy difference between transverse and longitudinal sports injury assessment is small, and the same upward or downward trend is always maintained. If the transverse and longitudinal sports injury risk assessment cannot be carried out at the same time, the accuracy of transverse and longitudinal sports injury assessment is quite different and always keeps the opposite upward or downward trend. Using a special detection method, the experimental group and the control group were recorded, respectively. The accuracy of transverse and longitudinal sports injury risk assessment is as follows: compared with Figures 7 and 8, the maximum accuracy of transverse damage risk assessment in the experimental group was 94.67%, and the maximum value of longitudinal damage risk assessment accuracy was 93.51%. The two always kept the same trend, and the difference was small. In the control group, the maximum accuracy of transverse injury risk assessment was 96.22%, and the maximum value of longitudinal injury risk assessment accuracy was 85.38%. The change trend of the two was not always consistent, and the difference was also large. Therefore, it can be proved that the application of the big data network sports injury assessment model can indeed carry out transverse and longitudinal damage risk assessment at the same time, while the traditional model cannot.

4.3. Comparison of Sports Injury Attribute Judgment. The longer the vertical line is, the more serious the damage is; if the composite damage occurs in the damaged part, the

| Parameter name                           | Experience group | Control group |
|------------------------------------------|------------------|---------------|
| Damage parameters                        | $8.83 \times 10^{-7}$ | $8.83 \times 10^{-7}$ |
| Assessment accuracy                      | 93.59            | 93.59         |
| Network security factor                  | 0.67             | 0.67          |
| Sports injury level                      | II               | II            |
| Accuracy of transverse damage judgment   | 95.78            | 95.78         |
| Accuracy of longitudinal damage judgment | 94.62            | 94.62         |

Figure 7: Accuracy of risk assessment of transverse and longitudinal sports injury.

Figure 8: Accuracy of risk assessment of transverse and longitudinal sports injury.
horizontal line is the result, and the longer the horizontal line is, the more serious the damage is. The risk assessment of transverse and longitudinal injury was carried out, and the sports injury attributes of specific parts were judged.

It can be seen from Figure 9 that, according to the judgment results, the experimental group can clearly analyze whether the damage occurring in specific parts is single or compound, the maximum value of single damage degree is 38.75%, and the maximum value of composite damage degree is 40.02%. In the control group, all the analysis results had a certain angle, which could not clearly analyze whether the damage occurring in specific parts was single or compound, and the results were not convincing. Therefore, it can be proved that the application of the big data network sports injury assessment model can really judge the sports injury attributes of specific parts, but the traditional model cannot.

In this paper, a sports injury estimation model based on big data analysis, on the basis of big data analysis technology, constructs a sports injury estimation model through RBF neural network, and the accuracy and efficiency of the designed model are verified by experiments.

5. Conclusion

The sports injury assessment model based on the big data network, with the big data network environment as the application background, can improve the stability of operation; at the same time, it can carry out the risk assessment of transverse and longitudinal injuries, and judge the sports injury attributes of specific parts. In order to improve the accuracy of sports injury estimation, this paper proposes a sports injury estimation model based on big data analysis. On the basis of big data analysis technology, the model is constructed by RBF neural network. The experimental results show that the designed model has high accuracy and efficiency. In the built environment, the risk assessment of sports injury can be completed by determining the risk source and identifying the risk factors. The realization of the model can be constrained by the uncertainty conditions so that it can achieve a good operation state. The new model of sports injury assessment has more practical value in the aspects of real-time assessment of transverse and longitudinal injury risk and the accuracy of judging specific sports injury attributes.
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