Design of high-speed Delay-FXLMS hardware architecture based on FPGA
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Abstract—In order to improve the convergence and clock speed of DFxLMS adaptive filter, a hardware architecture of fine-grained retiming DFxLMS (HS-TF-RDFXLMS) filter in the form of hardware sharing transpose is proposed. Firstly, the architecture adopts delay decomposition algorithm to solve the problem that the convergence of filter decreases due to the increase of delay and output lag. Secondly, on the premise that the algorithm performance remains unchanged, the adaptive filter module and the secondary path module are transposed to further reduce the critical path to improve the clock speed of the system. The number of registers is reduced by optimizing circuit sub-module. Finally, the area/speed tradeoff of TF-RDFXLMS filter is realized by hardware sharing on the basis of constant critical path. Experimental results show that the convergence speed of the algorithm is 3.5 times that of DFxLMS algorithm, and the critical path is shortened by \((\log_2 s) T_{ADD}\). The circuit structure of adaptive filter designed in this paper is realized by Xilinx Artix7 FPGA platform. The clock speed of HS-TF-RDFXLMS filter is reduced by 4.386\% compared with TF-RDFXLMS filter. However, the resources of LUT and FF are saved by 10.964\% and 28.322\% respectively. The power consumption is 150.73 mW. This improves the performance of the system.
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I. INTRODUCTION

With the rapid development of economy and the advancement of urbanization, noise seriously threatens people’s physical and mental health, so controlling noise pollution is an urgent problem to be solved at present. Noise control methods can be divided into passive noise control (PNC) [1,2] and active noise control (ANC) [3,4]. ANC can effectively suppress low frequency noise and is widely used in active noise reduction earphones [5, 6, 7, 8]. Currently, the most popular adaptive algorithm used in Active Noise Control (ANC) systems [9,10] is Filtered -x Least Mean Square (FxLMS) [11,12]. FxLMS algorithm has been widely used as the “benchmark” algorithm in active noise control due to its clear physical mechanism, small computation and simple implementation [13]. The core of ANC system is adaptive algorithm [14] and adaptive filter [15]. Adaptive filters are widely used in the fields of system identification [16,17], inverse modeling, linear prediction [18] and interference cancellation [19]. Figure 1 is the structure diagram of the FxLMS algorithm. \(P(z)\) is called the main path, which is the transfer function of the sound path between the reference noise source and the error microphone, and \(S(z)\) is called the secondary path, which is the connection between the speaker and the microphone. Transfer functions for electrical and acoustic paths.

![Figure 1. Block diagram of the FxLMS algorithm](image)

With the development of IC technology, traditional algorithms implemented by software cannot meet the required processing speed. Field Programmable Gate Array (FPGA) [20] is widely applied in the fields of voice signal processing, network communication, audio and video processing and cryptography due to its powerful function and flexible design [21]. Bahoura et al. [22] designed an adaptive noise elimination system based on FPGA. They were successfully applied to...
remove white noise from electrocardiograms and speech signals. However, it has the problem of low adaptive filter rate. Yamazaki I [23] et al. analyzed the execution sequence of FxLMS algorithm. They point out the limitations of the FxLMS algorithm in mapping to hardware circuits. The most common transformation is the delay FxLMS (DFxLMS) algorithm [24]. DFxLMS algorithm is more consistent with the design idea of hardware circuit. Mohanty et al. [25] proposed a delayed FxLMS and delayed FxLMS algorithm to solve the problem of low error calculation efficiency in the air-electrical interface of active Noise Control (ANC). Although the above structure solves the problem of low rate FxLMS adaptive filters. However, the filter design introduces delay. This causes the output of the system to lag relatively. The output hysteresis becomes more prominent with the increase of filter tap coefficient. Dong et al. [26] proposed a Systolic FxLMS algorithm structure based on FPGA. They use pipelining technology to make the pulsating FxLMS architecture have high throughput and good scalability. This structure reduces the amount of adaptive delay in the adaptive filter and improves the convergence of the filter algorithm. This solves the problem of large adaptive delay in the hardware structure of DFxLMS algorithm mapping. But it has the problem of relative lag of system output, and the lag brought by the structure is proportional to the length of the filter.

The structure proposed by the above researchers mainly has the problems of excessive adaptive delay and system output lag. The number of adaptive delays and the lag of the system are directly proportional to the order of the filter [27], which leads to the decrease of the convergence of the algorithm.

To sum up, this paper studies the feasibility of feedforward FxLMS algorithm in active noise reduction headphones, the purpose of this paper is to optimize the algorithm and hardware structure of adaptive filter. A hardware adaptive filtering algorithm is studied. It proposes a fine-grained retiming DFxLMS (HS-TF-RDFXLMS) filter in the form of hardware-shared transpose. From the point of view of algorithm, the algorithm of delay decomposition is used to solve the problem of too large adaptive delay and system output lag. In addition, from the point of view of hardware design and algorithm convergence unchanged, the critical path is reduced, the number of registers in the whole circuit is reduced by optimizing the circuit module, and the clock speed of data processing is increased. The area/speed tradeoff of filter is realized by hardware sharing.

II. HIGH SPEED FINE GRANULARITY RETIMING DFxLMS ALGORITHM

A. DFxLMS adaptive filter

DFxLMS algorithm is an algorithm with hardware thinking. It is very suitable for highly pipelined adaptive digital filter implementation. At present, the main challenge is to use these delays as a pipelining method for DFxLMS filters. This determines the amount of delay required to implement the circuit pipelining. Because if m is too low, the circuit will slow down and m is too high, which leads to slow convergence and poor tracking ability. The architecture based on DFxLMS is characterized by (1) short critical path but slow convergence and poor tracking performance (2) fast convergence and good tracking performance, but long critical path. Therefore, while the algorithm performance is improved and the critical path is not reduced, the retiming technique is used to reallocate delay units in the entire circuit architecture, which achieves complete pipelining.

The coefficient updating equation of DFxLMS algorithm is shown in Formula (1)

\[ W(n+1) = W(n) - 2 \mu e(n-m)x'(n-m) \] (1)

Error signals of DFxLMS algorithm are shown in Formula (2)

\[ e(n-m) = d(n-m) - y_r(n-m) \] (2)

The secondary signal is the filter output, which is calculated from the reference signal. The specific details are shown in Formula (3)

\[ y(n) = X(n)W^T(n) = \sum_{i=0}^{N-1} w_j(n)x(n-i) \] (3)

Where \( N \) is the length of the filter, \( m \) is the number of delay units, \( \mu \) is the step length of the adaptive filter, and \( y(n) \) is the output of the adaptive filter.

![Figure 2. Insert a cut set description](image)

Figure 2 is a schematic description of retiming of inserting a cut set. It divides the system into sFG-1 and sFG-1. It can select one side of the cut set to enter and exit the boundary. D represents a delay. Retiming technology is the most effective way to improve clock speed. Map a circuit \( G \) to a retiming circuit \( G_r \). The weight calculation of edges in the figure is shown in Formula (4)

\[ w_r(e) = w(e) + r(V) - r(U) \] (4)

Wherein, \( r(V) \) is the value of \( V \) of each node in the figure, \( w(e) \) is the weight of \( e \) of the edge of the original figure \( G \), and \( w_r(e) \) is the number of \( e \) of the edge of Figure \( G_r \) after retiming.

Retiming is a transformation technology [28,29]. It is used to change the position of delay elements in the circuit structure without affecting the input and output characteristics of the circuit. For a retiming diagram to be feasible, \( w_r(e) \geq 0 \) must remain true for all edges \( e \) in \( G_r \). Let \( e_{1,2} \) represent an edge from \( G_1 \) to \( G_2 \). \( e_{2,1} \) is the edge from \( G_2 \) to \( G_1 \).

\( k \) delays are added to each edge from \( G_i \) to \( G_i \), as shown in Formula (5)
Similarly, \( k \) delays are subtracted for each edge \( e_{2i} \) from \( G_2 \) to \( G_1 \), as shown in Formula (6)

\[
w_i(e_{2i}) \geq 0 \Rightarrow w(e_{2i}) - k \geq 0
\]

Combine equations (5) and (6) and consider all edges of the cut set, as shown in formula (7)

\[
- \min_{G_2 \rightarrow G_1} \{ w(e) \} \leq k \leq \min_{G_2 \rightarrow G_1} \{ w(e) \}
\]

\( k \) is the delay in the retiming circuit. The value range is \( 0 \leq k \leq 1 \).

Figure 3 shows the three retiming processes of the DF-DFXLMS adaptive filter. These three processes have a certain sequence. Process (1) the FIR filter module retiming operation. Because \( m \) delay units are added at the error signal input and expected signal output. 0.25\( m \) delay units are mapped to FIR filters. Another 0.25\( m \) delay units are mapped to the output of the filter. After a round of retiming operation, the critical path of the FIR circuit of the adaptive filter is the delay of a multiplier. Procedures (2) and (3) retiming the weight update module and the secondary path module. The 0.25\( m \) delay units of the filter input signal are mapped to the weight update part and the secondary path part respectively. This makes the critical path of the entire circuit a multiplier. After retiming, the delay unit of DFxLMS adaptive filter decreases from \( m \) to 0.5\( m \). Critical path reduced from \( T_{\text{multi}} + (\log_2 N)T_{\text{add}} \) to \( T_{\text{multi}} + T_{\text{add}} \).

B. TF-RDFxLMS Self-adapting filter

In order to reduce the number of registers in the adaptive filter and minimize the clock cycle of the circuit in the retiming, register minimization [30,31] is applied to the circuit design.

The number of registers required to realize the output edge of node \( V \) in retiming is shown in Formula (8)

\[
R_v = \max_{V \xrightarrow{\mathcal{E}} \mathcal{G}} \{ w(e) \}
\]

In the circuit after retiming, the cost of the total register is shown in Formula (9)

\[
COST = \sum R_v
\]

When the clock cycle meets the constraint condition, the circuit node in Figure 3 needs to meet the condition. Specific details are shown in formulas (10), (11), (12), (13), (14), (15) and (16)

\[
(r(1)=r(7)=r(13)\ldots=\max(6N+3)=0) \quad (10)
\]

\[
(r(2)=r(8)=r(14)=\ldots=r(6N+4)=1) \quad (11)
\]

\[
(r(3)=r(9)=r(15)\ldots=r(6N+5)=0) \quad (12)
\]

\[
(r(4)=r(10)=r(16)\ldots=r(6N+6)=1) \quad (13)
\]

\[
(r(5)=r(11)=r(17)\ldots=r(6N+7)=1) \quad (14)
\]

\[
(r(6)=r(12)=r(18)\ldots=r(6N+8)=0) \quad (15)
\]

\[
(r(19)=1 \quad r(20)=2) \quad (16)
\]

Figure 4 shows the hardware architecture diagram of high-speed retiming TF-RDFXLMS algorithm implemented on FPGA. Where \( r(20)=2 \) represents two delays from each output edge to each input edge of node 20.
After register minimization, the number of registers in the circuit is reduced from $7N + 2\log_2 N - 1$ to $3N + 3\log_2 N + 10$. The number of registers can be reduced by optimizing circuit submodule under the condition of constant critical path. This architecture facilitates implementation with fewer resources.

III. HS-TF-RDFXLMS ARCHITECTURE DESIGN

The high speed retiming TF-DFXLMS filter shortens the critical path and improves the clock speed of the system. Register minimization reduces the number of registers in the entire circuit. But it increases the clock speed and increases the consumption of hardware resources. Therefore, a fine-grained retiming filter (HS-TF-RDFXLMS) in the form of hardware-shared transpose is designed to achieve the area/speed tradeoff of TF-DFXLMS filter.

A. Hardware architecture derivation

Figure 5 shows the block diagram of HS-TF-RDFXLMS algorithm. The adaptive filter and the secondary path are transposed. The adaptive delay is 2. The architecture diagram is mainly composed of adaptive filtering module, error calculation module, weight update module and secondary path module. It realizes the audio noise reduction function in active noise control. The adaptive filtering module mainly used to complete filtering calculation. The module adopts FIR structure. Because FIR filter has the characteristics of fast convergence speed and small steady-state error; Error calculation module is mainly composed of a transposed FIR filter and a subtracter. The multiplication part is responsible for calculating the multiplication of $N$ weights and $N$ corresponding input sample values. The main hardware structure of weight update module mainly depends on the choice of adaptive filtering algorithm. It consists of $N$ carry adders. This is used to update $N$ weight coefficients. Where the convergence factor is 2 to the negative integer power. It is implemented by shifting the corresponding multiplication operation. This can greatly reduce computation and latency. The main function of the secondary path module is to correct the error gradient estimate of the LMS algorithm. Generally, the FIR filter based on LMS algorithm is used for model adaptive identification.
The architecture combines four taps into 4Tapx, and four taps PM (0), PM(1), PM(2), and PM(3) into a single resource, 4Tap0. It combines the four taps PM(4), PM(5), PM(6), and PM(7) into a single resource, 4Tap1. The system is divided into two groups. The first group arranged 4Tap0 to execute clock cycles 0, 2, 4, and 6. The second group arranged 4Tap1 to execute clock cycles 1, 3, 5, and 7. Adaptive filter circuit is designed by hardware sharing. Speed/area tradeoffs are achieved by saving hardware resources while ensuring clock speed.

The signal received by the HS-TF-RDFXLMS error sensor is shown in Formula (17)

\[
e(n - 2) = d(n - 2) - y_s(n - 2) = d(n - 2) - s(n) * \left[ w^T (n - 2) x(n - 2) \right] \tag{17}
\]

Where, \( d(n - 2) \) is the main noise signal after the addition of adaptive delay, \( s(n) \) is the secondary path estimation signal, \( * \) represents convolution operation, and \( y_s(n - 2) = s(n) * y(n - 2) \) is the output signal after filtering.

The weight coefficient and reference input signal of the transverse filter at \( n \) are shown in Formula (18) and (19)

\[
W(n) = [w_1(n), \ldots, w_L(n), w_L(n)]^T \tag{18}
\]

\[
X(n) = [x(n), \ldots, x(n - L + 2), x(n - L + 1)]^T \tag{19}
\]

Thus, formula (17) is rewritten as

\[
e(n - 2) = d(n - 2) - \sum_{i=0}^{L-1} x'(n-i-2)w_i(n-i-2) \tag{20}
\]

According to the principle of the steepest descent method, the filter coefficient is recursive, and it is the smallest under the mean square criterion. The weight update equation is shown in Formula (21)

\[
W(n+1) = W(n) - \mu \nabla(n) e^2(n) \tag{21}
\]

Where, \( \mu \) is the convergence coefficient, which is the parameter that controls the stability and convergence speed, the gradient is \( \nabla(n) \), \( \nabla \) is the gradient operator, and the defined column vector is shown in formula (22)

\[
\nabla = \left[ \frac{\partial}{\partial w_1} \cdots \frac{\partial}{\partial w_x} \right] \tag{22}
\]

The \( i \) th element of the gradient vector \( \nabla e^2(n) \) is

\[
\frac{\partial e^2(n)}{\partial w_i} = 2e(n) \frac{\partial e(n)}{\partial w_i} \tag{23}
\]

Substitute equation (17) into equation (23), get

\[
\nabla e^2(n) = -2e(n - 2)x'(n - 2) \tag{24}
\]

Substitute Equation (24) into Equation (21), get

\[
W(n+1) = W(n) - 2\mu e(n-2)x'(n-2) \tag{25}
\]

When the tap length of the adaptive filter is long enough, the step size limit of HS-TF-RDFXLMS algorithm is shown in Formula (24)

\[
0 < \mu < \frac{1}{\lambda_{\text{max}}} \sin \frac{\pi}{10} \tag{26}
\]

Where, \( \lambda_{\text{max}} \) is the maximum eigenvalue of the auto-correlation matrix of filter-X signal.

B. TF-RDFxLMS Filter

Figure 6 shows the structure diagram of (a) TF-RDFXLMS PM and (b) TF-RDFXLMS Hardware Shared filter. PM structure is mainly composed of three adders, three multipliers,
six registers, three switches and a gate. It uses a pulsating array design structure. The structure of the whole circuit is not symmetrical. This design idea is beneficial to the subsequent wiring operation. In the PM structure, the filter weights are locally updated. It can increase the order of TF-RDFXLM filter by adding more PM modules. This does not change the size of the filter critical path. The HS-TF-RDFXLM filter structure is composed of \([N-1]/2\) exactly the same Processing Module (PM), an adder, a multiplier and a delay unit in (b), which achieves speed/area balance.

![Figure 6. (a)TF-RDFXLM Processing Module and (b) TF-RDFXLM hardware shared filter](image)

**IV. EXPERIMENTAL RESULTS AND ANALYSIS**

This paper mainly designs six kinds of adaptive filter structures, including DF-FXLM filter, DF-DFXLM filter, DF-RDFXLM filter, Systolic FxLMS filter, TF-RDFXLM filter and HS-TF-RDFXLM filter. The first three structures all belong to the direct filter structure, and the last three structures belong to the transpose filter structure.

| Design      | Critical path | Adaptive delay | Latency | calculated amount |
|-------------|---------------|----------------|---------|------------------|
|             | \(3T_{\text{MULT}}+(N+1)T_{\text{ADD}}\) | 0              | 0       | 3N-1             |
| DF-FXLM     | \(T_{\text{MULT}}+(\log_2N+1)T_{\text{ADD}}\) | \(\log_2N+2\) | \(N\)   | 3N-1             |
| DF-DFXLM[17]| \(T_{\text{MULT}}+3T_{\text{ADD}}\) | \(N+1\)        | \(N/2\) | 3N-1             |
| DF-RDFXLM   | \(T_{\text{MULT}}+2T_{\text{ADD}}\) | \(N/4+3\)      | 2+ \(\log_2N\) | 3N+1             |
| Systolic-FxLM[18] | \(2T_{\text{MULT}}+2T_{\text{ADD}}\) | \(N/4+3\)      | 2       | 3N+1             |
| TF-RDFXLM   | \(T_{\text{MULT}}\) | 2              | 2       | 1.5N+1           |
| HS-TF-RDFXLM| \(T_{\text{MULT}}\) | 2              | 2       | 1.5N+1+1.5 log_2^2+5 |

The number of adaptive delays decreases from \(N/4+3\) to 2. Compared with TF-RDFXLM filter, the calculation of HS-TF-RDFXLM filter is reduced.

The mapping between algorithm and hardware structure is not completely corresponding. The same algorithm can be implemented by a variety of different hardware structures. A fixed hardware structure can only correspond to a specific function description, that is to say, the hardware structure determines the algorithm structure. Since the hardware structure determines the algorithm structure, the proposed algorithm is simulated and analyzed to verify the superiority of the hardware architecture. In order to verify the convergence of the proposed algorithm, MATLAB2019b is used for modeling and simulation. The input signal is a mixture of sinusoidal signal and white gaussian noise with a SNR of 15dB. The order of the filter is 8. The convergence factor of the adaptive filter with direct structure is \(\mu = 10^{-3}\). The convergence factor of the transposed adaptive filter is \(\mu = 4\times10^{-3}\).

![Figure 7. Convergence of different adaptive filters designed](image)
algorithm designed in this paper. Simulation results show that the proposed algorithm has better convergence than other designs. It starts converging around 1000 iterations. However, the Systolic FxLMS algorithm and DF-DFXLMS algorithm began to converge after about 2000 and 3500 iterations. The convergence speed of the proposed algorithm is 2 times and 3.5 times that of Systolic-FxLMS and DF-DFXLMS.

The critical path of the proposed algorithm is 1.211ns and 34.13% respectively. Compared with Systolic FxLMS and DFxLMS, the maximum clock speed of HS-TF-RDFXLMS filter is reduced than the traditional FxLMS hardware architecture. The DFxLMS, the critical path delay is 7.582ns and 9.673ns, respectively. Compared with Systolic-FxLMS and DF-DFXLMS, the maximum clock speed of the FxLMS algorithm and DFxLMS algorithm. Compared with Systolic-FxLMS and DF-DFXLMS, the maximum clock speed is improved by 15.97% and 34.13%, respectively.

The maximum clock speed of HS-TF-RDFXLMS filter is 131.891 MHz and 103.380MHz respectively. The clock speed of the Systolic FxLMS filter and the DF-DFXLMS filter proposed in this paper is 2 times and 3.5 times that of Systolic-FxLMS and DF-DFXLMS.

Table 2. Performance comparison of adaptive filters

| parameter             | DF-FxLMS | DF-DFXLMS [17] | DF-RDFXLMS | Systolic-FxLMS [18] | TF-RDFXLMS | HS-TF-RDFXLMS |
|-----------------------|----------|----------------|------------|---------------------|------------|---------------|
| Slices                | 232      | 386            | 428        | 361                 | 467        | 381           |
| Flip-flops            | 256      | 341            | 376        | 384                 | 459        | 329           |
| 4-LUTs                | 773      | 795            | 847        | 739                 | 757        | 674           |
| Bonded IOBs           | 49       | 49             | 49         | 49                  | 49         | 49            |
| DSP                   | 17       | 17             | 17         | 17                  | 17         | 17            |
| Max frequency of operation (MHz) | 55.261    | 89.646          | 103.380   | 131.891             | 146.092   | 139.684       |
| Max comb path delay (ns) | 18.096   | 11.155          | 9.673      | 7.582               | 6.845      | 7.159         |
| Total power consumption (mW) | 144.62    | 146.27          | 148.18     | 149.35              | 152.49     | 150.73        |

It can be seen from Table 2 that the maximum clock speed of HS-TF-RDFXLMS filter proposed in this paper is 139.684MHz. The critical path delay is 6.371ns. The maximum clock speed of the Systolic FxLMS filter and the DF-DFXLMS filter is 131.891 MHz and 103.380MHz respectively. The critical path delay is 7.582ns and 9.673ns respectively. Compared with Systolic-FxLMS algorithm and DFxLMS algorithm, the maximum clock speed is improved by 15.97% and 34.13% respectively. Compared with Systolic-FxLMS and DF-DFXLMS, the critical path is shortened by 1.211ns and 3.302ns respectively. The HS-TF-RDFXLMS filter achieves an area/speed tradeoff. The filter has high efficiency and parallel processing capability on FPGA, which improves the convergence and clock speed of the system.
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V. CONCLUSION

This paper studies Dxlms algorithm and analyzes the existing problems deeply. It proposes a fine-grained retiming DFxlms (HS-TF-RDFXLMS) filter in the form of hardware-shared transpose. This ensures the convergence of the algorithm and reduces the size of the critical path. Meanwhile, the area/speed tradeoff of TF-RDFXLMS filter is realized. From the algorithm point of view, the convergence speed of the proposed algorithm is 2 times and 3.5 times that of the Systolic FxLMS algorithm and DFxLMS algorithm. Compared with Systolic FxLMS and DFxLMS, the maximum clock speed of the proposed structure is improved by 15.97% and 34.13%, respectively. Compared with Systolic FxLMS and DFxLMS, the critical path is shortened by 1.211ns and 3.302ns respectively. The HS-TF-RDFXLMS filter achieves an area/speed tradeoff. The filter has high efficiency and parallel processing capability on FPGA, which improves the convergence and clock speed of the system.
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