SKTR: Trace Recovery from Stochastically Known Logs
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Abstract—Developments in machine learning together with the increasing usage of sensor data challenge the reliance on deterministic logs, requiring new process mining solutions for uncertain, and in particular stochastically known, logs. In this work we formulate trace recovery, the task of generating a deterministic log from stochastically known logs that is as faithful to reality as possible. An effective trace recovery algorithm would be a powerful aid for maintaining credible process mining tools for uncertain settings. We propose an algorithmic framework for this task that recovers the best alignment between a stochastically known log and a process model, with three innovative features. Our algorithm, SKTR, 1) handles both Markovian and non-Markovian processes; 2) offers a quality-based balance between a process model and a log, depending on the available process information, sensor quality, and machine learning predictiveness power; and 3) offers a novel use of a synchronous product multigraph to create the log. An empirical analysis using five publicly available datasets, three of which use predictive models over standard video capturing benchmarks, shows an average relative accuracy improvement of more than 10% over a common baseline.

I. INTRODUCTION

Process logs constitute an essential element of process mining tasks. They serve as the basis to process discovery, enable conformance checking, and their reliability determines to a great extent the success of process enhancement. Process log capturing has seen a great transformation in recent years, from a meticulous update in an information system using the caring hands of human clerks to semi and fully automatic activity capturing from sensors, keyboard strokes, and video clips [1]. Such capturing methods challenge the common reliance of process mining on deterministic logs [2]. For example, consider log discovery from video clips. Activity identification in video clips using deep learning is typically based on choosing an activity with the highest likelihood from a prediction layer called the softmax layer, which provides a distribution over possible activities. By deterministically selecting a single activity, even if its likelihood is higher than other possible activities, the log becomes a biased representation of reality.

A recent line of work considers uncertain event logs [3], [2], [4], where uncertainty can be associated with timestamps, activities, etc. Going back to the video capturing example, using stochastically known (SK) logs [2], the softmax layer can serve as input, where activities in a trace are assigned a probability value, approximated using the softmax layer.

Modeling process logs as SK logs leads to the challenge we tackle in this work, that of identifying a true trace out of several possible realizations, each of which can be associated with different managerial and operational implications (e.g., resource allocation and decision making). Therefore, credible decision making vis-à-vis process management requires recovering the original event-log traces.

In this work we focus on trace recovery, a challenging process mining task [5] involving the accurate selection of the log realization that represents the true occurrence from an SK log. Accordingly, given a process model and an SK log, we introduce the Stochastically Known Trace Recovery (SKTR) algorithm that recovers deterministic traces with the aim of maximizing the similarity between a recovered log and a log that represents the actual occurrence of activities in reality. A challenging aspect of this approach involves the quality of the process models, both conceptual and data-driven [6]. Process models depend heavily on the inputs and parameters that shape them, requiring modelers’ domain expertise and high quality of execution data. Designer’s choice of a discovery algorithm also affect the model’s quality. To overcome this hurdle, we introduce a flexible approach that can align a trace recovery process with the amount of trust we assign to the available reference process model and the SK log.

This work makes a threefold contribution:

1. From a modeling viewpoint (Section II), the suggested approach can represent varying levels of trust in the process model and the log. We show that in stochastic settings with imprecise data, the role of process models is more important for recovery of the original log. Our approach uses cost functions to reflect levels of trust in

1 https://www.processmining.org/event-data.html#data
the model and log, considering frequent and infrequent model paths. We discuss how to map probabilities into costs and explore the properties and performance of several linear and non-linear cost functions.

(2) From an algorithmic perspective (Section III), we develop SKTR, a novel approach to recover an SK log, using a probability-aware conformance checking algorithm [4]. We propose a novel use of a synchronous product multigraph to capture alternative trace, model, and synchronous moves as well as their probabilities. SKTR handles Markovian and non-Markovian (path dependent) probabilities, where the latter can improve the recovery accuracy. Through analytical insights and an empirical evaluation, we demonstrate that SKTR achieves high accuracy in trace recovery under varying conditions and that it is highly preferable compared to several machine learning and process mining baselines.

(3) From an empirical viewpoint (Section IV), we demonstrate an average relative accuracy improvement of more than 10% over a common baseline and analyze the impact of various parameters, such as discovered process model quality and the stochastic noise within the event log, on recovery accuracy.

Related work is discussed in Section V and Section VI concludes the paper and discusses future research directions.

II. MODEL

We start by describing an SK environment and position our search for a cost model within this context. We adopt the notation of Cohen and Gal [2] who characterized environments of interest as either Deterministically known (DK) or SK. DK refers to a process model or an event log that are deterministic (e.g., a supervised dataset), and SK to a known probability distribution of event attribute values in an event log (e.g., predicted activity names for a trace event). Accordingly, for an SK trace, the probability distribution of each event to be classified as one of the possible activities is known.

Related work is discussed in Section V and Section VI concludes the paper and discusses future research directions.

II. MODEL

We start by describing an SK environment and position our search for a cost model within this context. We adopt the notation of Cohen and Gal [2] who characterized environments of interest as either Deterministically known (DK) or SK. DK refers to a process model or an event log that are deterministic (e.g., a supervised dataset), and SK to a known probability distribution of event attribute values in an event log (e.g., predicted activity names for a trace event). Accordingly, for an SK trace, the probability distribution of each event to be classified as one of the possible activities is known.

Table I presents an excerpt from an SK log. Each entry consists of a case identifier, an event identifier, a probabilistic distribution over possible activities, and a timestamp. For example, event $e_1$ may relate to activity $A$ with a probability of 0.8 and activity $B$ with a probability of 0.2. The corresponding stochastic trace model (see [4], Definition 1) is presented in Figure 1.

In this work, we seek to recover traces using a process model that can be either human generated or discovered from an event log. For the latter, we shall assume that the model was discovered from a DK log, where no uncertainty exists. Rogge-Solti et al. [6] highlighted the role of process quality in conformance checking and, in line with this reasoning, we argue that in stochastic settings, recovered traces depend heavily on the quality of the process model, with a trade-off between fitness and precision. A low fitting model can result in rejecting true activity labels within a non conforming trace. A low precision model can result in recovering wrong activity labels if such activities are possible according to the model. The recovered trace depends also on data quality. On one extreme, if the quality of sensor data is high then data can be trusted and the importance of a reference process model decreases. On the other extreme, if data are imprecise and the model is of high quality, the role of the model in determining the true trace increases. Oftentimes, we place our trust somewhere between these extremes.

Given our aim to recover deterministic traces from an SK log and our intention to use possibly unreliable process models and data, we seek a mechanism to control the reliance of trace recovery algorithms on process models, based on their quality. Consider stochastic conformance checking algorithms [4], where for each set of alternative transitions that represent nonsynchronous log moves, the algorithm moves forward with a single randomly chosen transition while ignoring the remaining transitions. The random selection among alternative transitions stems from the fact that the default weight of nonsynchronous log and model moves in conformance checking is set to 1 (both in deterministic and stochastic settings, see [4]). Therefore, no transition that forms nonsynchronous log move is preferred, regardless of its probability to be part of a more likely activity sequence. Ignoring alternative nonsynchronous moves, however, may influence the trace recovery accuracy.

We use cost functions to reflect the trust in the model vs. the stochastic trace (Figure 2a) and calculate the cost value by each function as a function of the probability of an activity (Figure 2b). Today, Argmax is the most commonly used heuristic for generating a prediction from a softmax layer. Our cost functions, however, eliminate the need to use an Argmax heuristic that ignores the process model by choosing, for each event in an SK trace, the activity label associated with the highest probability. Had we applied an Argmax heuristic on the SK trace in Table I we would have generated the trace $\langle A, C, E \rangle$.

Bogdanov et al. [4] suggested an exponential cost function $W_{t} = 1 - e^{-\frac{1}{1+W(t)}}$ for stochastic conformance checking, where $W_{t}$ is the cost of an edge on the reachability graph and the probability of a transition $t$, respectively. In addition, they introduced
Figure 2: (a) Types of cost functions and their relation to reliance on the model vs. the log; (b) Cost as a function of the probability for some functions.

A linear cost function $\text{Weight}(e) = 1 - W(t)$, and a logarithmic function $\text{Weight}(e) = \frac{-\ln(W(t))}{C}$, where $C$ is a normalization constant such that costs that correspond to a synchronous move do not exceed 1. The difference between these functions, as illustrated in Figure 2b, is the rate at which they induce an additional cost as the probability of a transition decreases. The costs induced by the exponential and linear functions are similar for higher probabilities (e.g., $W(t) \geq 0.8$) while for smaller probabilities (e.g., $0.2 \leq W(t) \leq 0.8$) the exponential function penalizes uncertainty to a larger degree. As the probability approaches 0, the penalty given by both functions approaches 1. In contrast, the normalized logarithmic function is more “forgiving,” penalizing uncertainty to a lesser degree (on average) compared to the other two functions, thus trusting the model more. The constant factor $C$ can be used to fine-tune the “forgiveness” of the cost function since the penalty magnitude decreases with $C$ values across all probability values.

III. SKTR ALGORITHM

We now introduce SKTR (Algorithm 1), inspired by an alignment-based conformance checking approach [4]. It takes as input a stochastic trace model $T$ and a process model $SN$, constructs (Line 1) a stochastic synchronous product $SSP$ (see [4] for a formal definition) and a corresponding reachability multigraph $RG$ (Line 2, Section III-A), and searches for an optimal alignment (Lines 3–17, Sections III-B–III-D). The initialization stage involves hyperparameter settings based on the guidelines presented in Section II for selecting the cost function, calculations to determine the sequence–probability mapping, and via exploration–exploitation, testing and grid search (see examples in [7]) for the history length and trade-off parameters.

Algorithm 1: The SKTR

```
input: process model $SN$; stochastically known trace $T$
output: deterministically known trace

initialization: set hyperparameter values: cost function $C$, sequence–probability mapping $P$, history length and trade-off parameter $\alpha$.

1 generate stochastic synchronous product $SSP$ from $SN$ and $T$;
2 generate the reachability multigraph $RG$;
3 for each $e' \in RG$ that is encountered during the search do
4   if $e'$ corresponds to an $SSP$’s nonsynchronous move then
5     \hspace{1cm} $\text{Weight}(e') \leftarrow 1$;
6   end
7   else
8     if any subsequence $s'$ of the path to $e'$ in $RG$ that ends with the activity label corresponding to the edge $e'$ can be mapped by $P$;
9       then
10          set $s'$ as the longest subsequence recognizable by $P$;
11          \hspace{1cm} $\text{Weight}(e') \leftarrow \alpha \ast C(e') + (1 - \alpha) \ast C(1 - P(s'))$;
12       end
13     else
14       \hspace{1cm} $\text{Weight}(e') \leftarrow C(e')$;
15     end
16 end
17 recovered trace $\leftarrow RG$ path with the cheapest sequence of activity labels
```

Consider, for example, the stochastic trace in Table I, its stochastic model (Figure 1), and the process model in Figure 3. SKTR recovers the trace from the optimal alignment by removing the skip symbol ($\triangleright$) aligned with
a model’s move. The recovered trace ⟨B, C, E⟩ is different than the Argmax prediction ⟨A, C, E⟩ (see Section II). If the process model reflects reality faithfully, we can conclude that the Argmax heuristic offers an inferior prediction since ⟨A, C, E⟩ is not valid according to the model. This depends on the process model’s quality since a process model with low fitness may not conform with the aforementioned trace, while the trace may be possible in reality.

A. Constructing a Reachability Multigraph

We denote the stochastic synchronous product $SSP = (N, m_i, m_f)$, where $N = (P, T, F, \lambda, W)$. Alternative non-synchronous moves affect the recovery accuracy. Thus, we transform $N$, given $m_i$ and $m_f$, into a reachability multigraph $RG(N)$ in which optimal alignment is searched over all alternative transitions rather than randomly selecting one that participates in a nonsynchronous log move. $RG(N)$ is constructed such that two markings $m$ and $m'$, which are two nodes in the graph, have an edge $e'$ between them if and only if there is a corresponding transition $t'$ within the $SSP$. Differently from a deterministic setting in an SK trace there may be more than a single edge connecting two adjacent places.

B. Searching the Reachability Multigraph

The algorithm searches over the reachability multigraph $RG$ (Lines 3-17) for the cheapest path between $m_i$ and $m_f$, using Dijkstra or $A^*$, while enabling transition differentiation by altering edge weights (costs) within the graph. During the search, $SKTR$ evaluates the multigraph edges. Edges that correspond to nonsynchronous moves are assigned a weight of 1 for all probabilities although other cost function variations are possible. Edge weights that correspond to synchronous moves are computed according to their probability in the $SSP$ and the chosen cost function—the algorithm computes the final weight based on its original weight and the conditional probability of this edge given its predecessors (see Section III-C). The search procedure, when executed on the running example, yields the path marked in red in Figure 4.

C. Computing Sequence–Probability

We now show how $SKTR$ uses history to improve trace recovery accuracy. Conformance checking implicitly assumes that to compute the cost of a transition it is sufficient to know the preceding marking in the synchronous product and, in a stochastic setting, also the probability associated with the considered trace event. This assumption ignores the likelihood of an activity happening, which depends on activities that have already happened and their ordering. We should, therefore, take into account the firing sequence of preceding transitions. Take for example a simple process model that permits four firing sequences: ⟨A, B, C⟩, ⟨A, B, D⟩, ⟨B, A, C⟩, and ⟨B, A, D⟩. The underlying Petri net of such a process would allow for activities $A$ and $B$ to be executed in any order, after which activity $C$ or $D$ would occur. Based only on the process model, one cannot predict the transition that follows for either process model (in any order) better than a random guess. On the other hand, assuming that trace ⟨A, B, C⟩ occurred 99 times, ⟨A, B, D⟩ once, ⟨B, A, D⟩ 98 times, and the ⟨B, A, C⟩ appeared twice, it would be much more likely that $C$ would follow the sequence ⟨A, B⟩, and $D$ would follow ⟨B, A⟩. Probabilities of such sequences could be estimated from the process log and used during the search for an optimal alignment, as discussed next.

Let $s = \langle t_1, t_2, \ldots, t_n \rangle$ be a transition firing sequence. Let $H_i(t_j)$ be the set of all observed sub-sequences between $t_{j-1}$ and $t_{j-1}$ followed by $t_j$, $\langle \{t_{j-1}, t_{j-1+1}, \ldots, t_j \} \rangle$, $\langle t_{j-1+1}, t_{j-1+2}, \ldots, t_j, \ldots, (t_{j-1}, t_j) \rangle$ where $i < j$. By extension, $H_i(s)$ is the set of all sub-sequences in $s$ of size up to $i + 1$ (the computational effort for each trace is bounded by $|n \cdot (i+1)|$). Given a supervised part of a log, we can compute occurrence probabilities of all sub-sequences, termed histories. To illustrate, consider a log with two traces, $s_1 = \langle A, A, B, C \rangle$ and $s_2 = \langle A, B, B, C \rangle$, and by arbitrarily choosing $i = 2$ we get $H_2(s_1) = \{ \langle A, A \rangle, \langle A, A, B \rangle, \langle A, B \rangle, \langle A, B, C \rangle, \langle B, C \rangle \}$, and $H_2(s_2) = \{ \langle A, B \rangle, \langle A, B, B \rangle, \langle B, B, C \rangle, \langle B, C \rangle \}$.

Note that the sum of probabilities for each history with identical length and labels for the sequence between $t_{j-1}$ and $t_{j-1}$ is 1, allowing to calculate the conditional probability for each observed $t_j$ label. The sequence–probability mapping $P$ for our example is:

- $P(A|\langle A \rangle) = \frac{1}{3}, \quad P(B|\langle A \rangle) = \frac{2}{3};$
- $P(C|\langle A, B \rangle) = \frac{1}{2}, \quad P(B|\langle A, B \rangle) = \frac{1}{2};$
- $P(A|\langle A, B \rangle) = 1;$
- $P(C|\langle B \rangle) = \frac{2}{3}, \quad P(B|\langle B \rangle) = \frac{1}{3};$
- $P(C|\langle B, C \rangle) = 1.$

Figure 3: A process model of the running example.

Figure 4: Reachability multigraph for the SSP of the running example. The shortest path is in red.
The probability of any sub-sequence (e.g., $P(t_1, t_2, t_3)$) is $\frac{#(t_1, t_2, t_3)}{#(t_1, t_2)}$, where # refers to the number of times such a sequence appears in the log.

D. Using Sequence–Probability Mapping Within SKTR

To demonstrate how to use probability mapping for trace recovery, consider edge $e'$, which corresponds to activity $C$, and assume that the path to $e'$ was preceded by three edges, corresponding to activities $A, A, B$ in that order. If $e'$ is a nonsynchronous move, its weight would be 1 for any preceding activity sequence (Lines 4–6). Otherwise, $e'$ corresponds to a synchronous move – in which case, we look for the longest available sequence of $e'$s preceding activities in our sequence–probability mapping. For example, based on the sequence probabilities computed in Section III-C, the sub-sequence $\langle A, A, B, C \rangle$ is not recognizable by $P$ since $i = 2$. When we remove the farthest away activity that precedes $e'$ from the sequence, we get $\langle A, B, C \rangle$, which is recognized by $P$ with a probability 0.5. The final weight of the edge is computed as follows: $Weight(e') = \alpha * C(e') + (1 - \alpha) * C(1 - P(s'))$ where $0 \leq \alpha \leq 1$ is a hyperparameter that allocates the cost of the edge between its probability and the path from which it was reached, and $C$ is the selected cost function. If we do not want to consider history (i.e., $i = 0$) or no sub-sequence was recognized by $P$, then the cost of the edge is determined by its probability $Weight(e') = C(e')$.

E. Complexity Analysis

We briefly analyze the complexity of the SKTR for finding the shortest path in the reachability multigraph of an SSP. The multigraph has the same number of reachable states as its deterministic synchronous product counterpart (i.e., the SSP without alternative transitions within the trace). The number of edges within the multigraph is roughly $|kE|$, where $k$ is the average number of alternative transitions across trace events, and $|E|$ is the number of edges in the respective deterministic reachability graph. As a result, the worst-case space complexity is linear to the number of reachable states of the synchronous product net, just like in the standard setting (i.e., DK log). The time complexity is also linear compared to the standard approach, since the multigraph of the SSP has roughly $k$ times more edges, so the complexity is bounded by a factor of $k$.

IV. EMPIRICAL EVALUATION

We use five publicly available datasets to evaluate the performance of SKTR. With BPI 2012 and BPI 2019 we test our approach by inserting controlled uncertainty similar to earlier works (e.g., [4] and [8]). Three food preparation process videos, namely Breakfast, 50 salads, and GTEA, serve as popular benchmarks for machine learning algorithms. Log uncertainty for these benchmarks stems from applying a state-of-the-art machine learning algorithm to segment a temporally untrimmed video by time and label each segment with an activity. To the best of our knowledge, this paper is the first to apply process mining to real-life uncertain datasets.

We adopt the widely accepted accuracy performance measure as the main performance measure for this task. Overall performance comparison (Section IV-A) is followed by a separate discussion of experiments on the BPI datasets (Section IV-B) and the video datasets (Section IV-C).

A. SKTR Overall Performance

Table II compares the performance of SKTR (Algorithm 1) and the Argmax heuristic (with ASFormer network [9] for the video datasets) over 30 experiments. SKTR shows a significant average accuracy improvement over the baseline method (p-values of paired one-sided t-tests were $\ll 0.05$) with an improvement of about 10% on average across all datasets.

| Algorithm | Breakfast | 50 Salads | GTEA | BPI2012 | BPI2019 |
|-----------|-----------|-----------|------|---------|---------|
| Argmax    | 0.70      | 0.83      | 0.73 | 0.78    | 0.80    |
| SKTR      | 0.81      | 0.89      | 0.79 | 0.92    | 0.82    |

Table II: Trace recovery accuracy and improvement across five datasets using the Argmax heuristic and SKTR.

B. Experiments with BPI Datasets

Experiments with the BPI datasets were designed to reveal insights about SKTR performance under varying levels of uncertainty, model quality, and different cost functions. Due to space considerations, we present results for the BPI 2012 dataset. Data preparation procedures and results were similar for BPI 2019.

1) Data Preparation and Preprocessing: To prepare the uncertain log, we controlled the following parameters:

1) $P_a$, which sets the probability of the original transition to be assigned the highest probability among its set of alternative transitions. For example, setting $P_a = 0.5$ will result in each original transition being assigned the highest probability approximately half of the time; otherwise, the highest probability is assigned to an alternative transition.

2) $T_s$ is the number of traces used for process model discovery. Typically, low $T_s$ values would lead to low fitness and high precision, and high values would increase fitness and decrease precision.

We randomly chose $T_s$ traces for process model discovery, and another 2000 random traces to test SKTR (and Argmax). We generated noise within each trace by adding to each transition within it all activity labels as alternative transitions. The probability mass was divided among the set of alternative transitions according to $P_a$ starting with $P_a = 0$. In each iteration we added a probability of 0.05 to $P_a$ and regenerated the noise within each trace. In essence, we start from a DK trace and add noise in a structured way. Then, we evaluate whether the SK traces can be recovered by applying SKTR. We compared the results
with the Argmax heuristic that chooses from each set of alternative transitions the one with the highest probability. Argmax is commonly used to resolve the probability matrix in deep neural networks and to determine their final classification. We evaluate the recovery performance based on the accuracy measure as follows – given an SK trace, we determine its recovered trace using SKTR or Argmax and compare each recovered trace to its original DK trace. Accuracy is calculated by averaging the recovery accuracy of each trace. We repeated each setting 30 times and averaged the results.

2) Results: Figure 5 summarizes the results and identifies conditions under which a specific cost function may affect trace recovery performance. Figure 5a compares cost functions under varying log qualities (varying $P_a$ values) and a model that was discovered by using $T_s = 15$ (preliminary experiments indicate that this number achieves high recovery accuracy). A logarithmic cost function performed favorably compared to an exponential function for an unreliable log (low $P_a$ values), across a wide range of models (see, Figure 5b). Performance deteriorated with a decrease in the model’s precision. For high quality logs manifested by high $P_a$ values, the selection of a cost function did not make a significant difference with a slight deterioration in recovery accuracy as the model precision decreases (see Figure 5c).

Performance differences can be traced back to the cost function properties. Exponential cost function inflict higher penalties on lower probabilities compared to logarithmic functions (see, Figure 2b). Therefore, a logarithmic function may favor alignments with as many synchronous moves as possible (even if their probabilities are low), whereas an exponential function may prefer alignments with nonsynchronous moves over ones with multiple low probability synchronous moves. Consider, for example, a model in which two alignments are being evaluated by SKTR. Alignment 1 consists of five synchronous moves and a single nonsynchronous move, while Alignment 2 consists of four synchronous moves and two nonsynchronous moves. If the probabilities associated with the synchronous moves of Alignment 1 are lower than those of Alignment 2, SKTR with a logarithmic function is more likely to choose Alignment 1 since low probabilities (though not extremely low) would not induce a high cost for the synchronous moves, compared to Alignment 2 for which an additional nonsynchronous move would induce a cost of 1. In contrast, SKTR with an exponential function may prefer Alignment 2 as the cost induced by five low probability synchronous moves can exceed the cost induced by the four synchronous moves of Alignment 2 even after considering the additional nonsynchronous move in Alignment 2. Choosing highly probable transitions, even with the additional cost of nonsynchronous moves, can lead to recovery errors if these transitions are not the true ones. Thus, for logs with a low quality and a reasonable model, one would wish to trust the process model while minimizing nonsynchronous moves.

As $P_a$ values increase, different cost functions exhibit similar performance since the functions that assign higher penalties would choose the original transitions more often given that these transitions currently have higher probabilities. Based on the above explanations, Figures 5b and 5c present the results of experiments with a varying model quality (by changing $T_s$) and low ($P_a = 0.1$) and high ($P_a = 0.8$) log quality, respectively. When the log is prone to errors (Figure 5b), a logarithmic cost function led to slightly better performance of SKTR compared to an exponential cost function. This happens because a logarithmic function prioritizes alignments with fewer nonsynchronous moves and relies more on the model compared to the stochastic one. The x-axis shows that as $T_s$ increases and model’s precision decreases, SKTR performance decreases. As seen in Figure 5c, for a reasonable log quality ($P_a = 0.8$) cost functions perform almost equally.

C. Experiments with Video Datasets

We used three publicly available popular machine learning datasets, which contain videos of food preparation. These benchmarks are used to compare activity segmentation algorithms, predicting the correct activity label for timestamps within each video stream.

1) Data Preparation and Preprocessing: To retrieve labels’ probabilities from videos, we reproduced the results of a state-of-the-art deep learning network for action segmentation, ASFormer [9], which receives as input a video stream and assigns an activity label for each selected timestamp. The accuracy of the model ranges in 70%–86% depending on the dataset and selected parameters. For a fair comparison, we used the default network parameters. Prior to the assignment of labels, for each timestamp, the model generates the probability of each label being the correct one in the form of a matrix (termed softmax matrix) where rows correspond to the possible labels and columns to timestamps. Then, it assigns to each timestamp the label with the highest probability (Argmax). The softmax matrices are used then as inputs to SKTR. In addition, SKTR receives a training set of several labeled videos from which it discovers a reference process model. SKTR converts the softmax matrices into SK traces, constructs a reachability multigraph between the process model and each matrix, and recovers the labels using Algorithm 1.

After applying ASFormer and extracting a softmax matrix for each video, we sampled about 30-60 timestamps from each video and passed the samples to SKTR. We compared SKTR’s output against the ground truth labels, annotated by humans and computed its accuracy.

2) Results: The results, summarized in Table II, indicate that SKTR significantly outperforms the baseline deep learning network with a relative accuracy improvement of 7.2%–15.7%. Using the sequence–probability feature that considers the path (history) containing previous
activities (Section III-D) improved the accuracy by $\sim 1\%$-$2\%$ compared to the standard practice of considering only the current marking. We believe that developing integration procedures of history with SKTR can improve the results even more but this is outside the scope of this research. The biggest advantage SKTR offers in comparison to the baseline is its reference process model that is utilized during the label recovery process. The algorithm considers the process perspective, enabling it to predict the correct labels by considering sequences of labels and how well they are aligned with the process.

V. RELATED WORK

This work focuses on conformance checking with SK traces although prior works considered stochastic process models [10], [11], [12].

Handling noise in logs was extensively studied. Some studies suggest to filter out an event log to improve model discovery results. For example, Conforti et al. [13] develop a threshold-based framework for filtering out infrequent behaviors. Mixed-integer linear programming is used to find an automaton with a minimal number of arcs that represents the log behavior, which is used for finding frequency thresholds. The events that do not fit the automaton, subject to the threshold, are filtered out. Rogge-Solti et al. [14] present an alignment-based technique to fill in missing trace events. Among a set of optimal alignments, the one with the highest probability is selected. In contrast, we factor the probabilities of different paths during the search and return a single optimal alignment rather than a set of alignments. Another difference, is that we compute alignments with respect to an SK trace.

Sani et al. [15] propose techniques to detect incomplete traces or traces that do not terminate properly by identifying the probability in which an activity appears in the context of a specific behavior. For example, how likely it is that activity $d$ appears after the sequence $(a, b, c)$. The conditional probabilities can be then filtered according to a threshold. Van der Aa et al. [16] focus on the ordering of events when some of their timestamps are imprecise due to missing, non-synchronized, or manual recordings of date/time information (also called order uncertainty).

The authors test three different models in which the probability of a trace variation or a specific sequence of events are estimated based on event-log traces that do exhibit order uncertainty (deterministic traces). A recent paper by Andrews et al. [17], who take a universal approach to identifying data by developing a semi-automated data quality evaluation framework of event data extracted from relational databases. Their approach is based on the development of quantitative indices for measuring 12 different data quality dimensions (e.g., precision, completeness, uniqueness).

Pegoraro and van der Aalst (2019) [18] classify data uncertainty into one of two classes: strong and weak. The former states that an event’s attribute may have several possible values but their probabilities of being the true value are unknown. The latter assumes that the probability distribution over possible values is known. Pegoraro et al. (2019) [3] develop a process discovery technique for logs with strong uncertainty. The technique constructs a directly-follows graph, extracts a process model, and applies filters to simplify it. Pegoraro et al. (2020) [19] construct a behavior graph, which accommodates precedence relationships among events for logs with strong uncertainty, allowing the discovery of models from logs using directly-follows relationships. Pegoraro et al. (2021) [20] evaluate lower and upper bounds on the cost of alignment-based conformance under the strong uncertainty assumption. Bergami et al. [21] develop a conformance checking technique between a stochastic workflow network and a deterministic trace. Their technique filters model paths having occurrence probabilities higher than a predetermined threshold and ranks their conformance score with respect to the reference trace as a product of a distance measure (e.g., Levenshtein distance) and path’s probability. Bogdanov et al. [4] propose an alignment-based algorithm that computes the conformance cost between a model and an SK trace.

Differently from previously introduced solutions [4], in SKTR the level of trust in model and log is adjusted according to their qualities via selection of different cost functions. Moreover, recovery of activity labels can consider the probabilities of activity sequences. To restore activity...
labels, the synchronous product is modeled as a multigraph, which enables distinguishing between nonsynchronous moves, a novel feature of the algorithm.

VI. CONCLUSIONS AND FUTURE WORK

We propose accurate trace recovery process from uncertain data, a crucial task for credible process analysis and decision making. We focus on SK event logs in which activity labels are only known in stochastic terms, a setting characteristic of neural networks and sensor outputs. The suggested approach calculates the conformance between a process model and an SK trace and recovers, as the true trace, the best alignment within this stochastic trace. Results of experiments over five datasets, three of which document processes via videos, indicate significant trace recovery accuracy improvements of 2.5 – 17.9% by SKTR compared to the common Argmax heuristic and which document processes via videos, indicate significant
decision making. We focus on
SKTR compared to the common Argmax heuristic and which document processes via videos, indicate significant
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