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ABSTRACT

Objective: The study sought to review the different assessment items that have been used within existing health app evaluation frameworks aimed at individual, clinician, or organizational users, and to analyze the scoring and evaluation methods used in these frameworks.

Materials and Methods: We searched multiple bibliographic databases and conducted backward searches of reference lists, using search terms that were synonyms of “health apps,” “evaluation,” and “frameworks.” The review covered publications from 2011 to April 2020. Studies on health app evaluation frameworks and studies that elaborated on the scaling and scoring mechanisms applied in such frameworks were included.

Results: Ten common domains were identified across general health app evaluation frameworks. A list of 430 assessment criteria was compiled across 97 identified studies. The most frequently used scaling mechanism was a 5-point Likert scale. Most studies have adopted summary statistics to generate the total scoring of each app, and the most popular approach taken was the calculation of mean or average scores. Other frameworks did not use any scaling or scoring mechanism and adopted criteria-based, pictorial, or descriptive approaches, or “threshold” filter.

Discussion: There is wide variance in the approaches to evaluating health apps within published frameworks, and this variance leads to ongoing uncertainty in how to evaluate health apps.

Conclusions: A new evaluation framework is needed that can integrate the full range of evaluative criteria within one structure, and provide summative guidance on health app rating, to support individual app users, clinicians, and health organizations in choosing or recommending the best health app.
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INTRODUCTION

Background and significance

Hundreds of thousands of health-related apps are now available on mobile devices, targeted toward almost every conceivable health issue. Health apps have the potential to improve health outcomes, but some authors have called into question the veracity of information provided via such apps and raised the concern that they be of limited or even negative benefit. Given the vast number of apps purporting to help consumers in aspects of their health, a significant challenge for consumers, clinicians, healthcare organizations, and health funders lies in choosing or recommending health apps that are most likely to be of value. Despite their potential benefits, health apps can pose potential risks to users such as privacy and security concerns, and even more seriously the provision of incorrect information.1,2,6

One response to the myriad health apps available in unregulated mobile app marketplaces has been the development of a variety of different evaluation frameworks.6 However, to date, there is no agreed “gold standard” to evaluate the safety and usability of health apps. Several systematic reviews and narrative reviews have been published in recent years on methods or standards to evaluate health apps using various domains or criteria.3-13 However, there has not been a deep investigation of the assessment criteria (ie, questions and statements used in frameworks) for domains and scoring mechanisms used, or of the validity and reliability of the assessment methods used by these evaluation frameworks. Previous reviews have illustrated many of the questions used in app evaluation frameworks but did not provide further analysis on the advantages and disadvantages or subjectivity and objectivity of questions in a way that would be useful for developing a general evaluation framework.10,12,13

Objectives

The aim of this scoping review is to analyze the different assessment criteria used to evaluate each domain within existing health app evaluation frameworks and to analyze the scoring and evaluation methods used in these frameworks.

MATERIALS AND METHODS

This study’s methods are based on Munn et al14 and follow the 2015 PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines for reporting items15 and the JBI Manual for Evidence Synthesis for Scoping Review (version March 2020).16

Search strategy and selection criteria

Medline Complete, CINAHL Complete, PubMed, Embase, Scopus, Google, and Google Scholar were searched from January 2018 to April 2020, reflecting the period after the latest systematic reviews found from a preliminary search.9,10,12,13,17 The reference lists of the systematic and narrative reviews identified from the systematic database search were screened.5,9-13,17,18 No limitation was applied for the publication year for this backward searching. Overall, the time frame covered by this review was from 2011 to April 2020. The search terms were synonyms of “health apps,” “evaluation,” and “frameworks” (Supplementary Appendix S1). Studies were included if they met the following criteria: studies related to health app evaluation frameworks or studies that have elaborated on the scaling or scoring and evaluation mechanisms applied in health app evaluation frameworks, and those studies were included only if they were related to health apps for the general population or mixed users (clinicians and the public). No restriction was applied to study design, disease area(s), or age group. We excluded studies that reported on health apps used only by clinician(s), abstracts, incomplete or ongoing studies, posters, and studies with no full text available.

Data extraction and analysis

The title and abstract of all the articles were divided into 2 groups and screened independently by 2 reviewers (S.W.A.D. and M.R.A.), using EndNote software X9.3.3 (Clarivate Analytics, Philadelphia, PA) for reference management. These were then divided equally between the same reviewers for full-text screening using the Rayyan platform for review management.17 Excluded and included articles were checked by a third reviewer (D.N.). Any disagreement was discussed with other authors (P.C. and M.H.) to reach consensus. Data extraction was completed by 2 reviewers (S.W.A.D. and M.R.A.) independently and verified by a third reviewer (D.N.): title, authors, published year, study design, study population and sample size, country, app type, study aim, domain, results, journal or database, scaling and scoring modalities, type and numbers of evaluators, subjectivity or objectivity of the appraisal method, and assessment criteria that were included in other frameworks to evaluate the health apps.

Three reviewers (S.W.A.D., M.R.A., and D.N.) conducted a thematic analysis and synthesized the available data. The included assessment criteria that shared similar characteristics were grouped into domains. The domain names were adapted from a previously identified review.13 Any discrepancies between the 3 reviewers were resolved through discussion with other reviewers (M.H., P.C., A.P., and M.L.C.). Scaling and scoring mechanisms used in the frameworks were also investigated and analyzed.

RESULTS

A total of 2143 studies were screened, and 34 met the inclusion criteria. During the backward reference search of reviews, 63 articles were obtained; 97 studies were therefore included in the final synthesis (Figure 1).

Frameworks identified from the reviewed studies

Table 1 represents the distribution of evaluation framework studies, the majority of which (65%) used self-developed checklists or frameworks. Supplementary Appendix S1 represents the frameworks used in each study and their domains. Studies that utilized self-developed checklists or evaluation frameworks appeared to have based the development of these tools on a combination of literature reviews, clinical or international guidelines, and elements of existing frameworks including the Mobile App Rating Scale (MARS) (n = 1). Consistent with previous reviews,9 MARS had been reported across included studies more frequently (n = 4) than
other frameworks available in the market either as a mean for evaluating health apps \( (n = 2) \) or as a guidance to develop new frameworks \( (n = 2) \).

**Domains**

This review identified 10 domains that were frequently used in evaluation frameworks for health apps (Table 2). Domains were identified and defined based on common themes found in the literature. Content/information validity, user experience, user engagement, interoperability, technical features and support, and privacy/security/ethics/legal were common domains assessed in most evaluation frameworks, with more than half of the articles assessing some or all of these domains. Table 3 illustrates the distribution of domains across studies by year. As shown in Table 3, content/information validity and user experience are the most frequently investigated domains across the published studies (see Supplementary Appendix S2 for details).

**Assessment criteria used for analyzing health apps**

The total number of assessment criteria collected from this literature was 766, with 430 unique criteria after removing duplicates. There were 269 objective questions that could be reviewed via the use of the app, published app’s description, or terms and conditions and privacy documents. A total of 161 were subjective assessment criteria that allowed evaluators to review apps based on their perception or intuition. Supplementary Appendix S3 provides a “question bank” of all the identified assessment criteria.

The assessment criteria were themed into categories under each domain. Figure 2 summarizes this coding of the assessment criteria identified across studies and their relationship to the respective 10 final domains. The number of unique assessment criteria identified ranged from 4 (Interoperability domain) to 137 (user experience domain) as shown in Table 4. During the review, we were able to find some assessment criteria that can be used for domains that currently have gaps in evaluation. For example, there is limited evidence on how to evaluate the value domain in the literature. Some assessment criteria that may facilitate the evaluation of the value domain were identified, such as questions related to an app’s usefulness in improving patients’ quality of life, improve monitoring and management of disease, and facilitate healthcare service appointments.

Reviewing the third-party sponsors of an app was deemed important in 2 of the reviewed studies, as sponsorship could provide insights related to conflict of interest that may affect the app developer’s credibility. There were also assessment criteria to assess the presence of disclaimers relating to risks or adverse events, which could be useful to evaluate an app’s legality and safety.
In the reviewed frameworks, some assessment criteria were designed to be answered by expert reviewers \((n = 15)\). For instance, some assessment criteria were technical, which were most suitable for evaluators with academic, information technology, or clinical backgrounds. Other assessment criteria were too general, vague, or nonspecific to be useful.\(^{23,25}\) Some focused on health apps for specific conditions or issues, such as mental health, pregnancy, diabetes, asthma, and chronic disease, while other assessment criteria were for more general health or wellness apps. However, assessment criteria with no focus on specific health conditions were found to be useful for general health app evaluation frameworks. For instance, De Sousa Gomes et al.\(^{26}\) did not use disease-specific questions in their framework evaluating mobile apps for health promotion of pregnant women with preeclampsia.

### Table 1. The distribution of frameworks across studies

| Framework                                                                 | Name of the framework                                      |
|---------------------------------------------------------------------------|------------------------------------------------------------|
| 1. Studies that used a single existing framework for app evaluation \((n = 10)\) | MARS \((n = 1)\)                                          |
|                                                                           | APA \((n = 2)\)                                             |
|                                                                           | CRAAP \((n = 1)\)                                          |
|                                                                           | ORCHA-24 \((n = 1)\)                                       |
|                                                                           | SUMI \((n = 1)\)                                           |
|                                                                           | SUS \((n = 1)\)                                            |
|                                                                           | Psychological Component Checklist \((n = 1)\)               |
|                                                                           | A synoptic framework \((n = 1)\)                           |
|                                                                           | The APPLICATION scoring system \((n = 1)\)                 |
| 2. Studies that self-developed a framework for evaluation \((n = 63)\)    | MARS \((n = 1)\)                                          |
|                                                                           | uMARS \((n = 1)\)                                          |
|                                                                           | The Health IT Usability, Evaluation Model (Health-ITUES) \((n = 1)\) |
|                                                                           | Expert-Based Utility Evaluation \((n = 1)\)                |
|                                                                           | The APPLICATION scoring system \((n = 1)\)                 |
|                                                                           | App Chronic Disease Checklist \((n = 1)\)                  |
|                                                                           | Nutrition App Quality Evaluation (AQEL) \((n = 1)\)       |
|                                                                           | Enlight (tool for mobile and Web-based eHealth interventions) \((n = 1)\) |
|                                                                           | mHealth Emergency Strategy Index \((n = 1)\)               |
|                                                                           | MedAd-AppQ Medication Adherence App Quality assessment tool \((n = 1)\) |
|                                                                           | Digital Health Scorecard \((n = 1)\)                      |
|                                                                           | Design and Evaluation of Digital Health Intervention Frameworks \((n = 1)\) |
|                                                                           | The mobile Health App Trustworthiness (mHAT) checklist \((n = 1)\) |
|                                                                           | Ranked health \((n = 1)\)                                  |
|                                                                           | PsyberGuide \((n = 1)\)                                    |
|                                                                           | No particular name \((n = 48)\)                           |
| 2.1 Frameworks that influenced to develop new framework                   | MARS \((n = 2)\)                                          |
|                                                                           | Persuasive system design principles \((n = 1)\)            |
|                                                                           | Nielsen Usability Model \((n = 1)\)                        |
|                                                                           | Technology Acceptance Model \((n = 1)\)                   |
| 2.2 guidelines that used to develop new framework                        | U.S. Public Health Services Clinical Practice Guidelines \((n = 1)\) |
|                                                                           | UK BTS/SIGN, U.S. EPR-3, and international GINA guidelines \((n = 1)\) |
| 3. Studies that used a combination of self-developed and existing frame-| Brief DISCERN Instrument \((n = 1)\)                      |
| works for evaluation \((n = 6)\)                                         | Silber scale \((n = 2)\)                                   |
|                                                                           | Health-ITUES \((n = 2)\)                                  |
|                                                                           | Tool used by Cruz—tool for measuring the compliance with Android and iOS guidelines \((n = 1)\) |
|                                                                           | Tool for measuring the User QoE by Martines-Perez 2013 \((n = 1)\) |
|                                                                           | Abbott Scale for Interactivity \((n = 1)\)                |
|                                                                           | The Health On the Net Code Criteria \((n = 1)\)            |
|                                                                           | The Technology Acceptance Model \((n = 1)\)               |
|                                                                           | Usability framework of TURF \((n = 1)\)                   |
|                                                                           | Chinese Guideline for the Management of Hypertension \((n = 1)\) |
|                                                                           | The Anxiety and Depression Association of America \((n = 1)\) |
|                                                                           | PsyberGuide \((n = 1)\)                                    |
| 4. Use of survey tools                                                   | Use of an existing or self-developed surveys \((n = 10)\) |
| 5. Not relevant                                                          | Review or opinion papers \((n = 8)\)                      |

APA: American Psychiatric Association; BTS: British Thoracic Society; CRAAP: Currency, Relevance, Authority, Accuracy, and Purpose; EPR-3: Expert Panel Report 3; GINA: Global Initiative for Asthma; Health-ITUES: Health Information Technology Usability Evaluation Scale; MARS: Mobile App Rating Scale; ORCHA-24: Organisation for the Review of Care and Health Applications–24-Question Assessment; SIGN: Scottish Intercollegiate Guidelines Network; SUMI: Standardized Software Usability Measurement Inventory; SUS: System Usability Scale; TURF: Task, User, Representation and Function;
Scaling and rating mechanisms

Frameworks have used different methods for scoring and rating assessment criteria (Figure 3; Supplementary Appendix S4). The most frequently reported scaling method was a point system (n = 34). Twenty-two studies used a 5-point Likert scale for each assessment criteria.20,26–46 The other scales used were 3-point (n = 6),47–52 4-point (n = 2),22,53 7-point (n = 3),54–56 or 10-point (n = 1)21 scales or dichotomous questions (n = 13) that were answerable by a “yes or no” option or “presence or absence” option.23,25,57–67 Nineteen studies used a mixed approach, which included a combination of point scales (2-, 3-, 5-, and 7-point scales), dichotomous type, and open-ended questions.68–86 Eight studies did not use numerical values in their evaluation; rather, they were filter based (n = 2)23 or checked against set criteria or availability of the items (n = 1).24 descriptive analysis (n = 2).87,88 scorecard based with no explanation on scoring (n = 1),89 qualitative methods such as review of user comments (n = 1),90 or pictorial schemes (n = 1).91 Other studies did not elaborate on their scaling method (n = 23).2,4,6,9–13,17,92–104

For the scoring modalities, the most popular approach taken was the calculation of mean or average scores (n = 22 studies, 23% of the total number of studies) (Figure 4; Supplementary Appendix S4).20,21,27,30,32,33,35,37–39,41,43,45,46,50,54,56,70,71,81,98 Thirteen (13%) studies presented their scores as a sum or total, and 11 (11%) studies used a mixed of mean, median, interquartile range, percentage, or total scoring.25,26,36,53,57,60,61,64,65,67,72–74 Nine (9%) studies employed different approaches such as adjustment of scores, percentage scoring, interquartile, frequency count, and summation of ordinal answers.28,29,48,62,68,69,75,83,84 Six (6%) studies did not employ any scoring mechanism.3,23,24,89–91 Thirty-six (37%) studies did not report the scoring mechanism or its reporting was not applicable (reviews or opinion articles).2,4,6,9–13,17,22,23,34,40,42,44,45,46,50,54,56,78,79,86,88,92–97,99–104

Most of the frameworks (n = 49) calculated the total score using equal weighting across domains, while 6 studies calculated the app’s scores using different weightings of domains.33,31,72–74,98 The weighted scores were mainly based on the primary goal of the evaluation framework. For instance, higher weights were allocated to the

| No | Domain | Coverage/definition |
|----|--------|---------------------|
| 01 | Clarity of purpose of the app | A clear statement of the intended purpose of the app as well as the specificity of the users or the disease. |
| 02 | Developer credibility | Transparency of the app development and testing process, and accountability and credibility of the app developer, funders, affiliations, and sponsors. |
| 03 | Content/information validity | Readability, credibility, characteristics, quality, and accuracy of the information in the health app. The ability to tailor the app content per user preference and using simple language. |
| 04 | User experience | The overall experience of using an app in terms of its user friendliness, design features, functionalities, and ability to consider user preference through personalization function. |
| 05 | User engagement/adherence and social support | The extent of how apps maintain user retention using functionalities such as gamification, forums, and the use of behavior techniques as well as the extent of social support. |
| 06 | Interoperability | Data sharing and data transfer capabilities of the health apps. |
| 07 | Value | Perceived benefits and advantages associated with the use of health app. |
| 08 | Technical features and support | Health apps that are free from defects, errors, bugs, and quantity and timely updates. Technical support and service quality provided within the app. |
| 09 | Privacy/security/ethical/legal | Privacy and security domains pertain to data protection, cybersecurity, and encryption mechanisms for the storage and data transmission. Legalities of the health app that look at whether the health apps adhere to guidelines and have disclaimers concerning on clinical accountability. |
| 10 | Accessibility | This pertains to the ability of health apps to capture a wider audience and bridge the gap in access to health apps and healthcare services for vulnerable populations/people with disabilities. |
content (20%), transparency (20%), and evidence (60%) in Butcher et al’s framework as their objective was to evaluate the quality, validity, and reliability of the resources used in apps.

Six steered away from using numerical values and did not use any scoring or ranking system. Non-numeric approaches included a filter approach, narrative review, categorical assessment, or a requirement or criteria-based approach. A pyramid approach was one method used in filtering apps, and none of the studies that employed this approach incorporated a scoring scale. For example, the American Psychiatric Association (APA) App Evaluation Framework adopted a pyramid approach, which filtered apps based on 5 levels from background information (level 1) at the bottom to data integration or data sharing (level 5) at the top of the pyramid.

In terms of resourcing the process of assessment, evaluators were either the authors, end users, experts in information technology, or health professionals. Most of the evaluation studies (n = 29) were assessed by end users, while some studies utilized either experts in the field (n = 9), other professionals (n = 3) or authors (n = 24) as evaluators. Five studies used various mixes of these evaluator types. Twenty-seven studies did not elaborate on the type of evaluators. Sixty studies used a minimum of 2 reviewers, mostly with a third reviewer to resolve discrepancies as a strategy to ensure accurate responses. One study developed a “user manual.” Interrater reliability testing (ie, the degree of agreement between raters) to address consistency between 2 assessors was undertaken in 28 of 97 studies, and 9 analyzed internal consistency (ie, extent to which the items of a framework measures the same construct) to address the reliability of the framework or scale.

Sixty studies used a minimum of 2 reviewers, mostly with a third reviewer to resolve discrepancies as a strategy to ensure accurate responses. One study developed a “user manual.” Interrater reliability testing (ie, the degree of agreement between raters) to address consistency between 2 assessors was undertaken in 28 of 97 studies, and 9 analyzed internal consistency (ie, extent to which the items of a framework measures the same construct) to address the reliability of the framework or scale. The content validity index defined as “to identify the extent to which a scale has an appropriate sample of items to represent the construct of interest” was used in 2 studies.

The process and timing of evaluating apps varied across studies. Three studies explicitly timed their use of health apps for the purpose of evaluation, while the rest did not provide further details. The process and timing of evaluating apps varied across studies. Three studies explicitly timed their use of health apps for the purpose of evaluation, while the rest did not provide further details. The process and timing of evaluating apps varied across studies. Three studies explicitly timed their use of health apps for the purpose of evaluation, while the rest did not provide further details. Sixty studies used a minimum of 2 reviewers, mostly with a third reviewer to resolve discrepancies as a strategy to ensure accurate responses. One study developed a “user manual.” Interrater reliability testing (ie, the degree of agreement between raters) to address consistency between 2 assessors was undertaken in 28 of 97 studies, and 9 analyzed internal consistency (ie, extent to which the items of a framework measures the same construct) to address the reliability of the framework or scale. The content validity index defined as “to identify the extent to which a scale has an appropriate sample of items to represent the construct of interest” was used in 2 studies.

Sixty studies used a minimum of 2 reviewers, mostly with a third reviewer to resolve discrepancies as a strategy to ensure accurate responses. One study developed a “user manual.” Interrater reliability testing (ie, the degree of agreement between raters) to address consistency between 2 assessors was undertaken in 28 of 97 studies, and 9 analyzed internal consistency (ie, extent to which the items of a framework measures the same construct) to address the reliability of the framework or scale. The content validity index defined as “to identify the extent to which a scale has an appropriate sample of items to represent the construct of interest” was used in 2 studies.
reviewing the terms and conditions, privacy statement, and app description; undertaking a literature search for further investigation of content validity; using the readability statistics within Microsoft Word (Microsoft, Redmond, WA) to review the readability of the content (ie, Flesch-Kincaid Grade Level); reviewing the app metrics; using benchmark criteria to properly scale or score the

| Domain                                      | Number of unique questions per domain | Number of objective questions | Number of subjective questions |
|---------------------------------------------|---------------------------------------|------------------------------|-------------------------------|
| Clarity of purpose of the app               | 13                                    | 10                           | 3                             |
| Developer credibility                       | 24                                    | 23                           | 1                             |
| Content/information validity                | 77                                    | 52                           | 25                            |
| User experience                             | 137                                   | 73                           | 62                            |
| User engagement/adherence and social support| 51                                    | 24                           | 27                            |
| Interoperability                            | 4                                     | 3                            | 1                             |
| Value                                       | 48                                    | 15                           | 33                            |
| Technical features and support              | 14                                    | 13                           | 1                             |
| Privacy/security/ethical/legal              | 51                                    | 43                           | 8                             |
| Accessibility                               | 11                                    | 11                           | 0                             |
| Total                                       | 430                                   | 269                          | 161                           |

Figure 3. Frequency distribution of evaluative scaling methods (N = 97).

Figure 4. Frequency distribution of scoring mechanisms (N = 97).
domains; and downloading and installation of apps to further investigate the key health app domains.

**DISCUSSION**

This study analyzes and reports for the first time 430 unique assessment criteria used in existing health app evaluation frameworks. We identified 10 unique domains that represent the breadth and specificity of the various existing frameworks. While many studies used similar overall domains, there was little uniformity in the precise components of each domain. Our review also identified the assessment criteria required within each domain, along with a variety of scoring modalities. Finally, our review identified a number of key principles and processes for a health app evaluation framework to ensure usability, reliability and internal consistency.

Our analysis suggests that there is considerable flexibility within frameworks and that organization of domains is not a standardized process. For example, some have incorporated behavior change techniques under the design and functionalities domain, but some have included it under engagement. However, based on the most common themes that emerged, our review identified 10 domains that can be used for a future framework.

One of the key gaps identified in frameworks across articles was the lack of or difficulty in assessing the value domain (often referred to as perceived value in the evaluation frameworks). This is due to the current landscape of health apps (fast and evolving market and subjectivity of value), and because studies to demonstrate apps’ efficacy and value for money are often not undertaken. In addition, our findings indicated that no existing framework has considered assessing all the domains we identified in one structure. For example, privacy and security domain was not included in MARS. Self-developed frameworks or checklists by reviewed studies also did not cover all the domains. This suggests the potential to improve on existing frameworks by developing a comprehensive approach that includes all the domains identified in this review.

In the studies we reviewed, most of the assessment criteria used in the evaluation frameworks were objective in nature. More effective assessment criteria displayed clarity and comprehensiveness of structure, to enhance readability and understandability for the app assessor. Our review highlights the advantage of using properly constructed assessment criteria in app evaluation frameworks to facilitate app assessors’ ability to understand them clearly, concisely, and more easily, enabling a more easily replicable evaluation of apps. The unique assessment criteria we identified can be useful in developing app evaluation frameworks as well as developing guidelines for framework users. We found that assessment criteria used across frameworks were not always understandable by nonexperts and some were disease specific.

For the scoring modality, the point-scale method was the most popular approach, using numerical values to facilitate health apps evaluation. The most common scale used was 5-point scale, and some authors suggested that simpler scales yield greater validity while bigger scales pose response bias resulting in lower data quality. Summary statistics such as mean or total of these scales were generally used for scoring, and weighting based on the importance of domains was also adopted by some studies. However, there are arguments over scoring systems due to interrater reliability issues, and debates over whether different rating scales are more likely to increase response bias. For example, Torous et al discussed several existing frameworks (MARS, APA, Enlight, PsyberGuide, Anxiety and Depression Association of America) and pointed to the limitation of these frameworks as having lower interrater reliability in practice. Therefore, it is not surprising that some authors tried to evaluate apps without adopting a scoring approach. However, the outcome of such evaluations often seemed to be subjective, which can reduce the credibility and validity of the evaluation process such as in the pyramid approach. Our findings are consistent with previous studies, which highlighted the importance of a point-scale approach.

A contemporary example of using point-scale and mean scoring for domains is MARS, which is a frequently adopted general health app evaluation framework among existing established frameworks. Other examples of point scales are the “Health Protected Information” checklist, Design and Evaluation of Digital Health Intervention Frameworks, Ranked Health, and PsyberGuide; however, they lacked a clear explanation of scoring, which was a key limitation of several studies reviewed. Outside the research literature, commercial evaluation frameworks may be more likely to have rather opaque methods and scoring systems—and, lack of transparency is an obvious criticism that needs to be answered.

There was little consistency in terms of composition of evaluators in applying these frameworks across studies. While end users were the evaluators in most studies, some of the evaluations were conducted by researchers related to the study, and assessment criteria in the frameworks were designed to be answered only by expert reviewers or researchers, which makes it difficult for the public to evaluate apps. Most end user frameworks were self-developed by researchers to answer their study objectives. One established framework, MARS, was later modified by its developers as uMARS, with the aim of reducing technical content to facilitate ease of use. Only 3 frameworks utilized a mix of end users and experts or researchers. The other methods used were interviews or focus groups or surveys to receive user feedback. Developing a framework that incorporates all the domains identified as important by this review, and which is suitable for any evaluator to use, is a challenge that will need to be overcome in the future. In addition, interrater reliability and internal consistency were measured in 37 studies to ensure agreement among the app raters. Verification may depend on the evaluator: certain assessment criteria used in frameworks were verifiable only by experts or researchers but not by the end user. Future frameworks can be validated and improved by undertaking pilot testing with randomly selected apps and statistical analyzes such as interrater reliability or internal consistency.

Other limitations of the currently available frameworks also show the need for improvement and the potential for development of a new framework. The MARS and uMARS frameworks did not evaluate the privacy and security domains, even though privacy and security are integral domains in health app evaluation, as protecting users’ information is required by law. It was evident that self-developed frameworks were not always subjected to a validation process. Our findings are consistent with previous studies that highlighted the limitations of various evaluation frameworks. These included the uncertainty of the validity and the reliability of the self-developed checklists, the subjective nature of the assessment of the raters, disparities in the results due to the setting that was considered during the evaluation of the apps (ie, clinical setting), and the applicability of behavioral change theories employed in the framework. Mathews et al also recognized that their Digital Scorecard framework may not be useful for a specific context (payers’ perspective) because it was mainly for supporting development of digital health products that bring maximum benefits to users, but such product developments could be costly and may not
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be practical. The pyramid filtering style adopted from the APA that was highlighted in some studies had disadvantages, such as its dependence on the original choice and ordering of priority domains within the pyramid, and the evaluator’s subjective assessment, although this approach provides a streamlined process via a filtering method and its visual illustration that facilitates ease in evaluation. Another limitation encountered in the existing frameworks was the lack of clear descriptions of the methodology underpinning framework scaling and scoring modalities. Therefore, a thorough description is needed for a future framework.

A limitation of our review’s methodology was that we did not consider commercially available app evaluation guidelines or frameworks that were not indexed in our search resources (databases and reference lists). Another limitation was that we restricted our search to studies published in English; therefore, non-English evidence was not reviewed.

CONCLUSION
Our scoping review is part of a larger research project developing a general health app evaluation framework for Australian individual- or mixed-user (individual and clinician) applications and for healthcare organizations, which will be validated through interrater reliability or internal consistency testing and published upon its completion. Our review suggests that a new evaluative framework is needed that can integrate the full range of evaluative criteria within one structure, and provide summative guidance on health app assessment, to support choosing or recommending the best health app for individual app users and health organizations.

Findings of this scoping review have important implications that lead us to make the following recommendations.

1. An ideal health app evaluation framework should integrate the 10 identified domains within one structure, to support individual users or organizations in choosing the best health apps for disease management and promoting healthy lifestyles. This would overcome the limitations of earlier frameworks and would cover the evaluation of health apps for quality, safety, and patient’s utility.

2. Evaluation criteria to assess an app should be clear, concise, specific, and objective. Our study has collated a library of specific assessment criteria from the studies we reviewed. Our reference “question bank” should be used in drafting assessment criteria for domains as a guide.

3. The selection of assessment criteria from the “question bank” for app evaluation frameworks should be carefully conducted based on factors including but not limited to the structure, depth, and expected outcome from the assessment criteria, and its subjectivity or objectivity, because individual perceptions on the quality of the assessment criteria can vary from one end user to another.

4. A comprehensive objective framework requires future testing on various platforms across many health conditions to determine a low-burden approach to completing health app assessments cheaply and efficiently.

To conclude, challenges exist in the investigation of health apps due to the absence of a comprehensive and “gold standard” evaluation framework. To date, there is no universal and rigorous framework to investigate health apps that encompasses all the domains that our scoping review identified as important for testing. Our review has demonstrated considerable diversity of approaches and rigor with respect to the systematic use of assessment criteria, scoring, and rating methodologies in the field of health app evaluation.
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