Generation of minimum energy entangled states
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Quantum technologies exploiting bipartite entanglement could be made more efficient by using states having the minimum amount of energy for a given entanglement degree. Here, we study how to generate these states in the case of a bipartite system of arbitrary finite dimension either by applying a unitary transformation to its ground state or through a zero-temperature thermalization protocol based on turning on and off a suitable interaction term between the subsystems. In particular, we explicitly identify three possible unitary operators and five possible interaction terms. On one hand, two of the three unitary transformations turn out to be easily decomposable in terms of local elementary operations and a single nonlocal one, making their implementation easier. On the other hand, since the thermalization procedures can be easily adapted to generate many different states, we numerically show that, for each degree of entanglement, generating minimum-energy entangled states costs, in general, less than generating the vast majority of the other states.

I. INTRODUCTION

Entanglement, apart from playing a crucial conceptual role in quantum mechanics [1, 2], is widely considered a resource for quantum technologies since it enables various genuinely quantum protocols [3, 4]. Accordingly, the study of suitable protocols to generate entangled states in a great variety of physical setups has attracted much attention in recent decades [5–18]. However, generating quantum states with a certain amount of entanglement usually requires converting other resources into it, such as coherence [19, 20], nonequilibrium thermal resources [20], and energy [21]. Among these resources, energy is one of the most important with regard to the evaluation of the generation cost. Recently, some studies dealt with the energy cost of quantum operations [22], including the generation of correlations [23] and entanglement [21, 24–26]. In particular, in Ref. [21] we found the bounds on the local energy of a bipartite system of arbitrary finite dimension imposed by having a certain amount of entanglement. Moreover, we have also identified the states saturating these bounds. We call any state satisfying the lower bound a “minimum energy entangled state” (MEES).

Protocols to generate entangled states typically exploit unitary processes [14, 15, 17] and, possibly, measurements [14, 16, 18]. On the other hand, dissipative processes have also been identified as possible sources of entangled states, e.g. when the steady states of the dissipative dynamics are entangled [6–11]. In particular, entangled states can be obtained through zero-temperature thermalization protocols (such as those studied in Ref. [27]) requiring the implementation of suitable interaction terms such that the ground state of the total Hamiltonian is the desired entangled state.

Although the majority of quantum information protocols rely on two-level systems [4], d-level systems (qudits) may be more powerful for information processing [28–32]. Logical operations for qudits have already been implemented in systems like molecular magnet transistors [33], superconducting systems [34], and integrated optics [35–37]. In particular, single-qudit gates connected to the generalized CNOT gate [38], also called controlled-SUM [34], have already been experimentally implemented [39, 40]. Moreover, universal quantum computation based on trapped ions qudits has been suggested to be feasible [41]. In this context, efficient ways to generate MEESs of arbitrary dimensions are desirable.

In this paper, we present various proposals to generate MEESs efficiently, through unitary or dissipative dynamics. Regarding the unitary approaches, we provide explicit unitary operators connecting the separable ground state of the bipartite system to the desired MEES, whatever the dimensions of the subsystems are. Remarkably, in the two approaches that we will denote as mostly single-system gates (MSSG) ones, these unitary operators can be decomposed in elementary two-level rotation gates and a local change of phase acting on only one subsystem, and, as last gate, a generalized CNOT one, possibly making their implementation easier. Regarding the dissipative approaches, we find five classes of suitable Hamiltonians for zero-temperature thermalization and compare them. For all classes, we show that the energetic cost generation for the MEESs is practically the minimum one. Our calculations also show that, for generating MEESs, some interaction Hamiltonians always perform better than others. Even if our aim is to generate MEESs, our proposals can be easily adapted to generate a large class of states. In particular, both for the unitary and dissipative scenarios, some proposals are specific for states having a structure similar to that of MEESs, while the other proposals could work for any target state.

The paper is organized as follows. In Sec. II we recall
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the definition and properties of MEESs, while in Sec. III the unitary transformation approach to the generation of these states is discussed. In Sec. IV, a different approach based on zero-temperature thermalization processes is explored. In Sec. V we present a detailed comparison of the various methods based on thermalization focusing on a $3 \times 4$ system. Finally, in Sec. VI we give some conclusive remarks, while we provide details of our analysis and explicit calculations in several appendices.

II. MINIMAL BACKGROUND ON MINIMUM ENERGY ENTANGLED STATES

Let us consider an arbitrary finite bipartite system $S$ composed of subsystems $A$ and $B$, whose dimensions $N_A$ and $N_B$ satisfy $N_A \leq N_B$. Their Hamiltonians, $H_A$ and $H_B$, have the following structure:

$$H_X = \sum_{j=0}^{N_X-1} X_j |X_j \rangle \langle X_j|, \quad X = A, B,$$

where $X_0 \leq X_1 \leq \cdots \leq X_{N_X-1}$. The free Hamiltonian of the bipartite system is then $H_0 = H_A + H_B$ and the dimension of the whole Hilbert space is $N_S = N_A N_B$.

In the case of pure states, the standard entanglement quantifier is the entropy of entanglement [3, 42, 43], that is, the Von Neumann entropy of one of the reduced states,

$$\mathcal{E}(|\psi\rangle) = S \left( \text{Tr}_{A(B)} |\psi \rangle \langle \psi| \right),$$

where $S(\rho) = -\text{Tr} \{ \rho \ln \rho \}$. For mixed states various quantifiers exist, but a standard requirement is that they coincide with the entropy of entanglement when applied to pure states [43].

In Ref. [21] we showed that, for a given degree of entanglement $\mathcal{E}$, with the condition $\mathcal{E} > 0$, where $d_0$ is the minimum between the ground-energy degeneracy of the Hamiltonians $H_A$ and $H_B$, the states minimizing the average of $H_0$ are pure states of the form

$$|\psi_0\rangle = \frac{1}{\sqrt{Z_g}} \sum_{j=0}^{N_A-1} e^{i\theta_j} e^{-\left(\beta_j/2\right) E_j} |E_j\rangle,$$

where $1/\sqrt{Z_g}$ is a normalization factor, $E_j = A_j + B_j$, $|E_j\rangle = |A_j B_j\rangle$, $e^{i\theta_j}$ are arbitrary phase factors, and $\beta_j$ is the positive solution of the equation

$$(-\beta_j \frac{\partial}{\partial \beta_j} + 1) \ln Z_g = \mathcal{E}.$$  \hspace{1cm} (4)

The energy of the MEESs $|\psi_0\rangle$ can be easily calculated as

$$E_g = -\partial_{\beta_j} \ln Z_g.$$

It is worth mentioning that the form of the MEESs is such that the parameter $Z_g$ is equal to the partition function of a thermal state. This is one of the properties of the MEESs. Among these properties, we also cite that MEESs are connected through local operations and classical communication, they naturally appear in some many-body systems, and they can be used in various ways to improve the energetic efficiencies of quantum protocols relying on entanglement. More details about all these facts are given in Ref. [21]. We finally observe that in the trivial case $\mathcal{E} \leq \ln d_0$, the minimum energy is $E_0$ and minimum-energy pure states can be searched in the ground-energy eigenspace of $H_A + H_B$.

The aim of this paper is to present possible strategies to generate states of the form of Eq. (3). In particular, we will focus on generation protocols based, respectively, on the application of unitary transformations to the non-degenerate ground state $|E_0\rangle$ (hereafter we assume that $A_1 > A_0$ and $B_1 > B_0$), and on the dissipative dynamics associated to zero-temperature thermalizations. The state $|E_0\rangle$ is the most natural choice for the starting state since, in many cases, it can be easily obtained as the result of an approximate zero-temperature thermalization. Indeed, if the energy gap between the ground and the first excited level of the Hamiltonian $H_A + H_B$ is much higher than $k_B T$, where $k_B$ is the Boltzmann constant and $T$ is the temperature of the bath, the steady state of the dynamics, i.e., the thermal state at temperature $T$ is a very good approximation of the ground state.

III. THE UNITARY TRANSFORMATION APPROACH

In this section, we provide three explicitly constructed unitary operators that can be easily decomposed into other ones. Despite the fact that these three operators share a similar mathematical structure, they strongly differ in their physical implementation because the first one $U_S$ can be decomposed as a product of nonlocal simple operators whereas the other two $U_A$ and $U_B$ are compositions of simple local unitary operators and a single generalized CNOT gate [38] applied as last operation.

A. A global unitary transformation

We obtain the operator $U_S$ as a change of basis between the eigenbasis of the Hamiltonian $H_0$ and a new basis obtained by applying the Gram-Schmidt orthogonalization process to the set of linearly independent vectors $\{|\phi\rangle, |E_1\rangle, \ldots, |E_{N_A-1}\rangle\}$, where $|\phi\rangle$ has the form

$$|\phi\rangle = \sum_{j=0}^{N_A-1} e^{i\theta_j} \sqrt{\lambda_j} |E_j\rangle.$$

The rest of the basis, i.e., all the vectors $|A_i B_j\rangle$ with $i \neq j$, are left unchanged. By varying the state $|\phi\rangle$, a family of unitary operators is obtained. This procedure,
presented in detail in Appendix A for a more general case, here leads to the vectors

\[ |\phi^g_k\rangle = \left( \gamma_k |E_k\rangle - e^{i(\theta_0 - \theta_k)} \sqrt{\lambda_0 \lambda_k} |E_0\rangle \right) \]

\[- \sum_{j=k+1}^{N_A-1} e^{i(\theta_j - \theta_k)} \sqrt{\lambda_k \lambda_j} |E_j\rangle \Big) / \sqrt{\gamma_k \gamma_{k-1}}, \] (7)

where \( 1 \leq k \leq N_A - 1 \), \( \gamma_k = 1 - \sum_{j=1}^{k} \lambda_j \), and \( \gamma_0 = 1 \).

Denoting \( |\phi^g_0\rangle = |\phi\rangle \), the unitary operator \( U_S \) takes the form

\[ U_S = \sum_{k=0}^{N_A-1} \phi^g_k \langle E_k | + \sum_{i=0}^{N_A-1} \sum_{j=0, j\neq i}^{N_A-1} |A_i B_j\rangle \langle A_i B_j |. \] (8)

By choosing \( |\phi\rangle = |\psi_g\rangle \), this family of operators provides an explicit construction for an operator making the \( |E_0\rangle \rightarrow |\psi_g\rangle \) transition.

Interestingly, the operator \( U_S \) can be decomposed as the product of simple nonlocal operators (see Appendix A for the proof)

\[ U_S = \prod_{j=1}^{N_A} U_{S,j}, \] (9)

where, for \( 1 \leq j < N_A \),

\[ U_{S,j} = \sqrt{\frac{\gamma_j}{\gamma_{j-1}}} (|E_0\rangle \langle E_0| + |E_j\rangle \langle E_j|) + \mathbb{I}_{\perp,j} \]

\[ + \sqrt{\frac{\lambda_j}{\gamma_{j-1}}} \left( e^{i\theta_j} |E_j\rangle \langle E_0| - e^{-i\theta_j} |E_0\rangle \langle E_j| \right), \] (10)

while, for \( j = N_A \),

\[ U_{S,N_A} = e^{i\theta_0} |E_0\rangle \langle E_0| + \mathbb{I} - |E_0\rangle \langle E_0|, \] (11)

being

\[ \mathbb{I}_{\perp,j} = \sum_{i=1,i\neq j}^{N_A} |E_i\rangle \langle E_i| + \sum_{i=0}^{N_A-1} \sum_{k=0,k\neq i}^{N_A-1} |A_i B_k\rangle \langle A_i B_k| \] (12)

the identity operator on the subspace perpendicular to the one spanned by \( |E_0\rangle \) and \( |E_j\rangle \), and \( \mathbb{I} \) the identity operator in the whole Hilbert space. From a practical point of view, this may not be the best way to decompose the operator \( U_S \), as it implies the application of \( N_A - 1 \) two-qudit gates, followed by a phase change. However, a similar decomposition is very fruitful for the MSSG unitary operators described in the next subsection. Since each component of the above decomposed form of the operator \( U_S \) acts on the whole Hilbert space of system \( S \), we refer to it as the global unitary operator, as opposed to the MSSG ones.

Even if in this paper we concentrate on the generation of MEEs for a fixed entanglement, we remark that by applying the Gram-Schmidt procedure to the set \( \{|\varphi\rangle, |A_0 B_1\rangle, |A_0 B_2\rangle, \ldots, |A_{N_A-1} B_{N_B-1}\rangle \} \), the resulting family of operators can describe any transition from \( |E_0\rangle \) to almost any state \( |\psi\rangle \) of the Hilbert space of system \( S \). A solvable exception is the case when the target state is orthogonal to the initial state \(|E_0\rangle \) [44]. Anyway, the simple form of the MEEs allow the unitary operators to be simpler when connecting \( |E_0\rangle \) to one of them compared to when the target state is arbitrary. Indeed, the Schmidt decomposition of a MEE involves only the states \( |E_j\rangle \), as in Eq. (6), where every coefficient \( \lambda_j \) is a simple function of the same parameter \( \beta_g \). Moreover, the target MEEs can be chosen with all the phases equal to zero. In general, in the case of an arbitrary target state the resulting unitary operator is represented by a \( N_S \times N_S \) matrix of nontrivial elements as opposed to the smaller number of nontrivial \( N_A \times N_A \) elements of the matrix associated to Eq. (8) which holds for target states like those of Eq. (6). The possibility to generate practically every state will be used in Sec. V to compare the behavior of the MEEs to all the other states in the zero-temperature thermalization approach.

### B. Mostly single-system gates (MSSG) unitary transformations

Another unitary transformation mapping \( |E_0\rangle \) to an arbitrary state \( |\phi\rangle \) of the form of Eq. (6) is the one composed as follows (as a particular case, \( |\psi_g\rangle \) is obtained when \( \sqrt{\lambda_j} = e^{-i\theta_j} E_i / \sqrt{Z_g} \)). A local unitary operator \( U_A \) acts as the previous operator \( U_S \) of Eq. (8) but on system \( A \), i.e.,

\[ U_A = \sum_{k=0}^{N_A-1} |\phi_k^A\rangle \langle A_k|, \] (13)

where each \( |\phi_k^A\rangle \) is equal to \( |\phi^g_k\rangle \) of Eq. (7) with the substitution \( |E_j\rangle \rightarrow |A_i\rangle \). Applying \( U_A \) to \( |A_0\rangle \) induces the following transition

\[ |A_0\rangle \rightarrow |A_g\rangle = \sum_{j=0}^{N_A-1} e^{i\theta_j} \sqrt{\lambda_j} |A_j\rangle. \] (14)

Exactly like \( U_S \), even \( U_A \) can be decomposed as a sequence of elementary two-dimensional rotations followed by a local phase change

\[ U_A = \prod_{j=1}^{N_A} U_{A,j}, \] (15)

where, for \( 1 \leq j < N_A \),

\[ U_{A,j} = \sqrt{\frac{\gamma_j}{\gamma_{j-1}}} (|A_0\rangle \langle A_0| + |A_j\rangle \langle A_j|) + \sum_{k\neq 0,j} |A_k\rangle \langle A_k| \]

\[ + \sqrt{\frac{\lambda_j}{\gamma_{j-1}}} \left( e^{i\theta_j} |A_j\rangle \langle A_0| - e^{-i\theta_j} |A_0\rangle \langle A_j| \right), \] (16)
while, for \( j = N_A \),

\[
U_{A,N_A} = e^{iθ_0} |A_0⟩⟨A_0| + \sum_{k=1}^{N_A-1} |A_k⟩⟨A_k|.
\]  

(17)

After having obtained \( |A_0⟩ \), a single instance of the generalized CNOT gate [38] can be applied to obtain \( |ϕ⟩ \). For the CNOT gate we use the following form [45]

\[
U_{GA} = \sum_{i,j=0}^{N_A-1} |A_iB_j⟩⟨A_iB_j| + \sum_{i=0}^{N_A-1} \sum_{j=N_A}^{N_A-N_B-1} |A_iB_j⟩⟨A_iB_j|,
\]  

(18)

where \( i \oplus j = (i + j) \mod N_A \). Therefore, the final unitary operator is given by \( \hat{U}_A = U_{GA} U_A \). The main advantage of using this technique is that, being \( U_A \) local, only a single standard two-qubit gate has to be used to construct \( \hat{U}_A \). Moreover, we have provided an explicit decomposition of \( \hat{U}_A \) in terms of elementary operations.

A similar procedure can be implemented by applying on system \( B \) a local unitary operator \( U_B \) acting on system \( B \) analogously to how \( \hat{U}_A \) acts on system \( A \) [46] and then using a CNOT gate, \( U_{GB} \), defined analogously to \( U_{GA} \) by reversing the role of qudits \( A \) and \( B \), i.e.,

\[
U_{GB} = \sum_{i,j=0}^{N_A-1} |A_iB_j⟩⟨A_iB_j| + \sum_{i=0}^{N_A-1} \sum_{j=N_A}^{N_A-N_B-1} |A_iB_j⟩⟨A_iB_j|.
\]  

(19)

In this case, the final unitary operator is given by \( \hat{U}_B = U_{GB} U_B \). We remark that, contrarily to \( U_S \) (or its modified form for target states orthogonal to \( |E_0⟩ \), detailed in Appendix A), the operators \( \hat{U}_A \) and \( \hat{U}_B \) do not allow to move from \( |E_0⟩ \) to any other state. In fact, by construction, only states such as those of Eq. (6) can be obtained (also here the procedure should be modified in the case of target states orthogonal to \( |E_0⟩ \)).

The implementation of \( \hat{U}_A \) and \( \hat{U}_B \) in quantum circuits is expected to be largely simplified by the fact that they are given in terms of simple two-level local rotations and a local change of phase on a subsystem, and, subsequently, of a generalized CNOT gate on the total system.

We finally observe that the decompositions of the three unitary operators provided in this section are given in terms of operators that never lower the energy of system \( S \). This could be useful towards an efficient implementation of these operators since the apparatus implementing the unitary operators never has to recover energy from system \( S \) during the process. Moreover, we remark that these unitary protocols can be used even if the starting state \( ρ \) is not exactly the ground state \( |E_0⟩ \) but a good approximation of it, i.e., such that the fidelity \( F(ρ, |E_0⟩⟨E_0|) \) is very near one, where the fidelity for two arbitrary states \( σ \) and \( |ϕ⟩⟨ϕ| \), in the case when at least one of them is pure, is equal to \( F = ⟨ϕ|σ|ϕ⟩ \). Indeed, one can easily check that for any suitable unitary operator \( U \) generating the requested state \( U |E_0⟩ \), the final fidelity is equal to the initial one since \( F(U ρ U^†, U |E_0⟩⟨E_0| U^†) = F(ρ, |E_0⟩⟨E_0|) \).

IV. THE ZERO-TEMPERATURE THERMALIZATION APPROACH

In this section, we consider a different way to generate the states \( |ψ_g⟩ \) exploiting a zero-temperature thermalization protocol. This protocol consists in turning on a suitable interaction between systems \( A \) and \( B \), each of which had already thermalized to its own thermal state (ground state at \( T = 0 \)), whereas they are also weakly coupled to a common bath at zero temperature. After the thermalization takes place the coupling with the bath is suppressed and the interaction between \( A \) and \( B \) is turned off. In particular, here we make the assumption that the phases of turning on and off the interaction are so rapid that the state of the system is practically constant during the corresponding time intervals. If one wants that after the generation protocol the state does not change in time, one can also assume that after the thermalization the coupling with the bath is suppressed.

We considered this kind of protocols in the thermodynamic context of work extraction from a resource in Ref. [27] where the efficiency of such protocols has been discussed. At zero temperature, the ideal efficiency and the expended energy of this protocol is given by [27]

\[
η = \frac{⟨ψ|H_0|ψ⟩ − ⟨ψ|H_1|ψ⟩}{E_{exp}}, \quad E_{exp} = ⟨E_0|H_I|E_0⟩ − ⟨ψ|H_I|ψ⟩,
\]  

(20)

where \( H_I \) is the interaction term that we turn on and off and \( |ψ⟩ \) is the ground state of the Hamiltonian \( H = H_0 + H_I \). In the above formula for \( η \), the numerator represents the energy stored in system \( S \) at the end of the protocol minus the initial one, whereas the denominator is the minimum amount of expended energy to turn on and off the interaction. Therefore, we can call the denominator alone \( E_{exp} \) standing for “expended energy”. If our only concern is to maximize the entanglement production with respect to the used energy, then it is more important to minimize \( E_{exp} \) instead of maximizing \( η \). We stress that this quantity represent the minimum energy required to perform the thermalization protocol. It corresponds to the actual amount of expended energy only in the ideal case when all energy losses take place only during the thermalization of the system.

To produce a MEES, \( |ψ_g⟩ \), we need to find an interaction Hamiltonians \( H_I \) making \( |ψ_g⟩ \) the ground state of the Hamiltonian \( H = H_0 + H_I \). In the following two subsections, we deal with the problem of finding some suitable interaction Hamiltonians leading to the desired ground state through methods that can work for any bipartite system.

A. A simple and a modified simple approach

The easiest total Hamiltonian leading to the desired MEES through a zero-temperature thermalization is

\[
H_S^{si} = −V_S |ψ_g⟩⟨ψ_g|,
\]  

(21)
Considering that order to make the above ratio sufficiently small, consist-
ent subsystems \( T \) is the temperature of the bath. Therefore, the larger
\( V \) where \( \psi \) has not all the components in the bare
Hamiltonian \( H \). Let us define \( \Delta = \min(1/A, 1/B) \), \( A \) is the Boltzmann constant, and
\( T \) is the temperature of the bath. Therefore, the larger
the subsystems \( A \) and \( B \) are the higher \( V \) has to be in
order to make the above ratio sufficiently small, consist-
tently with the zero-temperature approximation.

The Hamiltonian of Eq. (21) can be improved by con-
sidering that \( |\psi_g\rangle \) has not all the components in the bare
basis, but only \( N_A \) components. For simplicity, let us
consider that \( A_0 = B_0 = 0 \) and \( A_1, B_1 > 0 \). Then, one
could use the following interaction term:

\[
\hat{H}_I^{\text{si}} = -V_M |\psi_g\rangle\langle\psi_g| - \sum_{i=0}^{N_A-1} E_i |E_i\rangle\langle E_i| ,
\]

where \( V_M > 0 \). By using this interaction term, the total
Hamiltonian \( H_I^{\text{si}} = H_0 + \hat{H}_I^{\text{si}} \) has again \( |\psi_g\rangle \) as its ground
state but the degeneracy of the first excited level is only
\( N_A - 1 \).

Let us define \( \Delta = \min(A_1, B_1) \). Now, we make the
assumption that the first excited level of \( H_0 \) is nondegen-
erate and that the other excited levels are enough higher
than the first one so that the condition \( e^{-\beta \Delta} \ll 1 \) implies
that the zero-temperature approximation for \( H_0 \) is valid.
The value of \( V_X \) (where \( X = S, M \) depending on which
case is analyzed) such that the population ratio between
the ground and first excited level is the same for \( H_0 \) and
for \( H_X^{\text{si}} \) [cfr. Eq. (23)] results equal to

\[
V_X \simeq \Delta \left[ 1 + \frac{\ln(N_X - 1)}{\beta \Delta} \right] ,
\]

where \( N_S \) had been already defined as \( N_S = N_A N_B \), and
\( N_M = N_A \). When \( V_X \) has such value, we can be certain
that the zero-temperature approximation holds also after
having turned on the interaction term.

When using this interaction term to enable the proto-
col (again with \( A_0 = B_0 = 0 \) for simplicity), its efficiency
and the expended energy for the generation of a MEES
\( |\psi_g\rangle \) are easily obtained from Eq. (20) as

\[
\eta = \frac{E_g}{E_{\text{exp}}} , \quad E_{\text{exp}} = E_g + V_X (1 - \lambda_0) ,
\]

where we recall that the energy \( E_g \) of the MEESs is given
in Eq. (5) and where \( \lambda_0 \) can be computed from Eq. (3).
For the generation of states \( |\phi\rangle \) having the form of Eq. (6),
Eq. (26) holds by replacing \( E_g \) with the energy of the state
\( |\phi\rangle \) and using for \( \lambda_0 \) its actual value for this state.

We notice that, using Eq. (22), any arbitrary state
of system \( S \) can be generated as the result of the ther-
malization by replacing \( |\psi_g\rangle \) with the desired state \( |\psi\rangle \).
Furthermore, it is possible to compare how MEESs behave
with respect to all the other states. We already know from Ref. [21]
that, for a fixed amount of entanglement, \( \langle \psi | H_0 | \psi \rangle \) is minimized by \( |\psi_g\rangle \).
On the other hand, for a fixed entanglement, \( V_X (1 - \lambda_0) \) is minimized by taking
the largest possible value of \( \lambda_0 \). Therefore, from a mathe-
matical point of view, the states which minimize \( E_{\text{exp}} \) for a given entanglement are not the MEESs. However,
in all the simulations we have run, as in the example
shown in Sec. V, the \( E_{\text{exp}} \) associated to the MEESs re-
sult to be very close to the real minima of \( E_{\text{exp}} \), so that
in practical applications one can directly choose to gen-
erate the MEESs if the aim is to minimize the expended
energy. Specializing to the case of Eq. (24), the analyti-
cal solution for the states minimizing \( E_{\text{exp}} \) can be found,
as shown in Appendix B. We also remark that using this
simple modified approach, only states like those of Eq. (6)
can be obtained by replacing \( |\psi_g\rangle \) with \( |\phi\rangle \) in Eq. (24).

### B. A unitary transformation approach

Another way to obtain a new Hamiltonian having \( |\psi_g\rangle \) as its ground state is to apply a transformation of the kind
\( U H_0 U^\dagger \) to the original Hamiltonian \( H_0 \), with a unitary
operator \( U \) such that \( U |E_0\rangle = |\psi_g\rangle \). This has the
advantage that when both systems \( A \) and \( B \) can be con-
sidered in their ground state, i.e., the zero-temperature
approximation is well satisfied for both of them, then
it will be valid also after the turning on of the interac-
tion term since a unitary transformation does not change
the spectrum of the Hamiltonian \( H_0 \). It follows that the
zero-temperature thermalization will bring the system to
the new ground state \( |\psi_g\rangle \). Within this approach, the
interaction term assumes the form:

\[
H_I = U H_0 U^\dagger - H_0 .
\]

We already know three different unitary operators
assuring the requested transition, \( U |E_0\rangle = |\psi_g\rangle \), from Sec. III. In the next two subsections we describe the inter-
action Hamiltonians that they generate.
1. H\textsubscript{f} from the global unitary operator

Applying the unitary operator \(U_\delta\) of Eq. (8) in Eq. (27), one can obtain the explicit form of \(H_f\). This is done in Appendix C for a general target state \(|\psi\rangle\). Here, we report the results in the case of a target state of the form of Eq. (6) by only focusing on the \(N_A \times N_A\) terms that are non trivial, i.e., all the terms of the kind \(|A_iB_i\rangle\langle A_jB_j|\). The remaining part of the matrix is just filled with zeroes. Denoting \(X_0 = \langle E_0|H_f|E_0\rangle / \lambda_0\), where

\[
\langle E_0|H_f|E_0\rangle = E_0(\lambda_0 - 1) + \lambda_0 \sum_{i=1}^{N_A-1} \frac{\lambda_i E_i}{\gamma_{i} \gamma_{i-1}},
\]

for \(1 \leq i \leq N_A - 1\), and \(\Lambda_{i,j} = e^{i(\theta_j - \theta_k)} \sqrt{\lambda_j \lambda_k}\), we arrive at the matrix of \(H_f\),

\[
H_f = \begin{pmatrix}
\Lambda_{0,0}X_0 & \Lambda_{0,1}X_1 & \Lambda_{0,2}X_2 & \cdots & \Lambda_{0,n}X_n \\
\Lambda_{1,0}X_1 & \Lambda_{1,1}X_1 & \Lambda_{1,2}X_2 & \cdots & \Lambda_{1,n}X_n \\
\Lambda_{2,0}X_2 & \Lambda_{2,1}X_1 & \Lambda_{2,2}X_2 & \cdots & \Lambda_{2,n}X_n \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\Lambda_{n,0}X_n & \Lambda_{n,1}X_1 & \Lambda_{n,2}X_2 & \cdots & \Lambda_{n,n}X_n
\end{pmatrix},
\]

where \(n = N_A - 1\).

Using Eqs. (7), (8), (20), and (27), and setting \(E_0 = 0\), the efficiency of the thermalization protocol for target states like those of Eq. (6) results to be equal to (for more details, see Appendix D, where the computation is performed for an arbitrary state \(|\psi\rangle\))

\[
\eta = \frac{\sum_{i=1}^{N_A-1} \lambda_i E_i}{E_{\text{exp}}} = \frac{E_{\text{exp}}}{E_{\text{exp}}} = \sum_{i=1}^{N_A-1} \lambda_i E_i \left[1 + \frac{\lambda_0}{\gamma_{i} \gamma_{i-1}}\right].
\]

One can also show that the expended energy \(E_{\text{exp}}\) cannot be higher than \(2E_{N_A-1}\) (see Appendix D for the derivation of this inequality in a more general case).

2. \(H_f\) from the MSSG unitary operators

Other two interaction terms can be obtained by the application of the local unitaries \(U_A\) and \(U_B\) of Sec. III B, together with the, respective, generalized CNOT gate. Since the two MSSG operations have the same structure, we will concentrate on the case of \(U_A\).

The operator \(U_A\) acts on \(|A_i\rangle\) as \(U_S\) acts on \(|E_i\rangle\), therefore one can write the matrix \(U_AH_AU_A^\dagger + H_B\) as [see Eqs. (27) and (30)]

\[
\sum_{i,j=0}^{N_A-1} \sum_{k=0}^{N_B-1} \left[\delta_{i,j} (A_i + B_k) + \Lambda_{i,j}X_{i,j}^A\right] |A_iB_k\rangle\langle A_jB_j|,
\]

where \(X_{i,j}^A\) refers to the correspondent \(X_{i,j}\) of the matrix of Eq. (30) with all the \(E_i\) replaced by \(A_i\) [the coefficients \(\lambda_i\) remain the same, even for the case of Eq. (3)], \(\delta_{i,j}\) is the Kronecker \(\delta\), and

\[
\alpha = \begin{cases} 
\max(i,j), & \text{if } ij = 0, \\
\min(i,j), & \text{if } ij \neq 0.
\end{cases}
\]

Then, applying the generalized CNOT gate \(U_{GA}\) and subtracting the original Hamiltonian \(H_0\), we obtain

\[
H_I = \sum_{i,j,k=0}^{N_A-1} \left\{ \left[\delta_{i,j} (B_k - B_i\oplus k) + \Lambda_{i,j}X_{i,j}^A\right] |A_iB_i\rangle\langle A_jB_{i\oplus k}| \right\}
\]

\[+ \sum_{i,j=0}^{N_A-1} \sum_{k=0}^{N_B-1} \Lambda_{i,j}X_{i,j}^A |A_iB_k\rangle\langle A_jB_k|.
\]

Even for this approach, we can calculate the efficiency of the thermalization protocol and the expended energy for target states like those of Eq. (6) (see Appendix E for the calculations). Setting \(A_0 = B_0 = 0\), we get

\[
\eta = \frac{\sum_{i=1}^{N_A-1} \lambda_i E_i}{E_{\text{exp}}} = \frac{E_{\text{exp}}}{E_{\text{exp}}} = \sum_{i=1}^{N_A-1} \lambda_i \left[1 + \frac{\lambda_0}{\gamma_{i} \gamma_{i-1}}\right].
\]

Notice that the MSSG approach based on \(\hat{U}_A\) is always more efficient than the global one when aiming at the same state, since

\[
E_{\text{exp}} - E_{\text{exp}}^{A} = \lambda_0 \sum_{i=1}^{N_A-1} \frac{\lambda_i B_i}{\gamma_{i} \gamma_{i-1}} \geq 0,
\]

while the numerators of the efficiencies are the same in the two cases. This conclusion also holds for the MSSG approach based on \(\hat{U}_B\), for which a formula analogous to the one of Eq. (35) applies where the quantities \(A_i\) and \(B_i\) are swapped.

With regard to which approach is more efficient between the two possible MSSG approaches, the answer is model dependent as it strongly depends on the spectra of both local Hamiltonians. In this case, the difference is given by

\[
E_{\text{exp}}^{B} - E_{\text{exp}}^{A} = \lambda_0 \sum_{i=1}^{N_A-1} \frac{\lambda_i (B_i - A_i)}{\gamma_{i} \gamma_{i-1}}.
\]

As we will see in the example of Sec. V, which of the two approaches requires more energy depends also on how much entanglement is demanded.

V. ANALYSIS OF THE THERMALIZATION PROTOCOLS FOR A THREE BY FOUR SYSTEM

The simpler system to which we could apply the thermalization protocol is a system composed of two qubits.
have spectra is based on the simple approach. The relevant Hamiltonians create them (b). For these plots, the thermalization protocol is based on the simple approach. The relevant Hamiltonians have spectra $\sigma(H_A) = \{0, 2, 4\}$ and $\sigma(H_B) = \{0, 1, 6, 9\}$ in arbitrary units. Both the entanglement and the expended energy are normalized to 1, respectively, with respect to $\ln(3)$ arbitrary units. In this section, we analyze the thermalization protocol applied to the same system, focusing on the behavior of the MEESs with respect to all the other states that every specific interaction Hamiltonian we devised could produce.

However, the two-level structure makes most results trivial and not meaningful in general so that the analysis of this section is devoted to a bigger system case. For completeness, in Appendix F we report all the explicit formulas for a two-qubit system.

In Ref. [21] we analyzed a $3 \times 4$ system with spectra $\sigma(H_A) = \{0, 2, 4\}$ and $\sigma(H_B) = \{0, 1, 6, 9\}$ in arbitrary units. In this section, we analyze the thermalization protocol applied to the same system, focusing on the behavior of the MEESs with respect to all the other states that every specific interaction Hamiltonian we devised could produce.

Let us start from analyzing the simple case interaction of Eq. (22). Since in Eq. (21) $|\psi_g\rangle$ can be replaced by any state of system $S$, any state can be obtained through a zero-temperature thermalization associated to $H_S^2$. Figure 1 shows two plots relating the entanglement of $10^9$ randomly generated states to, respectively, their generation efficiency $\eta$ and their energy cost $E_{\text{exp}}$. The MEESs, represented by the blue lines, are not the best ones with respect to the efficiency, but, in general, they cost much less than the vast majority of the all the possible pure states that can be generated. In effect, even if they are not the states mathematically minimizing the expended energy, numerical solutions of the minimization problem show, in all systems that we have simulated, that they are very close to them.

With the interaction Hamiltonian of the modified simple approach of Eq. (24), since $V_M < V_S$ [see Eq. (25)], we get an higher efficiency compared to the one we could get by reaching the same states with the nonmodified simple approach. However, the modified simple approach lets us to obtain only states like those of Eq. (6). Figure 2 shows the same two plots of Fig. 1 but using a sample of $10^9$ randomly generated states that can be obtained through the modified simple approach. Indeed, the difference of the sample set is the main responsible for the great difference between the distributions of Fig. 1 and Fig. 2. Even in this case, the MEESs, represented by the blue lines, are not the best ones with respect to the efficiency. Regarding the expended energy, they are still among the cheapest states, but the distribution accumulates on the
The interaction Hamiltonian is obtained through $U_A$ and $U_B$. Here, the same states of Fig. 1 have been used. Compared to Fig 1, the efficiency is remarkably lower, but in this case the MEESs are among the best ones. As in all the other figures, they are cheaper than the vast majority of all the possible pure states that can be generated.

Moving to the results of the unitary approach, Fig. 3 shows the same two plots of Fig. 1 but in the case when the interaction Hamiltonian is obtained through $U_S$. Notice how the state distribution of Fig. 3 is qualitatively similar to that of Fig. 1. This is due to the fact that the plots in the two figures have been made based on the same kind of sample set. In general, a comparison with all the other figures of this section suggests that the global unitary approach is the less performing.

Figure 4 shows the same plots of previous figures in the case when the interaction is obtained through $U_A$. As for the modified simple approach, only states with a Schmidt decomposition in the $|E_i\rangle$ basis can be obtained through this approach [see Eq. (6)]. Indeed, again for this reason, the distribution is completely different with respect to approaches that can give any state as result. In general, the efficiencies are higher compared to the ones obtained with the global approach. This is probably connected to the fact, proved analytically, that when the MSSG and global unitary approaches generate the same state, the MSSG ones are more efficient [see Eq. (36)]. However, even in this case, the MEESs are not among the best ones but they lie very near the lower border of the $E_{\text{exp}} - \mathcal{E}$ distribution.

The same plots for the unitary approach on system $B$, reported in Fig. 5, give different results for the efficiency but similar for the expended energy. We can deal with this case by using directly the operator $U_B$ derived in Sec. III B, even if we did not report explicitly the interaction Hamiltonian needed for implementing the thermalization protocol in Sec. IV B 2. In this case, for low entanglement, the efficiencies of the MEESs are practically the highest ones. Other simulations suggest that this probably depends on the fact that between the two subsystems $A$ and $B$, system $B$ is the one with the lowest energy gap between the ground and the first excited state and the highest energy gap between the first and the second excited states. In fact, within the MSSG unitary approaches, the energy spectrum of the local system of interest is more important than the energy spectrum.
of the other one [see Eq. (35)]. Since for low entanglement, two states in the decomposition are sufficient, we can (heuristically) expect that the weight of the third state has to be marginal. Indeed, considering the spectrum of system $B$ and the weights implied by a thermal distribution, the second excited state in MEESs is very low populated for low entanglement, thus leading to high efficiencies. As for the modified simple approach, we can also see in Fig. 4 and 5 that the maximum of the efficiency with respect to the entanglement starts declining roughly at $\ln(2)/\ln(3)$, we think, for the same reasons given in the case of Fig. 2.

Finally, Fig. 6 shows both efficiency and expended energy for all of the analyzed processes but focusing only on the generation of MEESs. Here, we can see that at low entanglement values the most efficient approach to produce a certain MEES is the MSSG unitary approach based on $\tilde{U}_B$. For higher entanglement values, the best approach seems to be given by the modified simple one. The plots also make clear that the two simple approaches behave the same for MEESs, with the difference originating only from $V_S > V_M$. We also notice that the two MSSG approaches cross at a certain point. This is probably due to the fact that, towards higher entanglement values, the second excited level of both subsystems becomes more important. Therefore, the only positive term in the sum of Eq. (37), i.e., the last one becomes higher. As predicted analytically, the global unitary approach always performs worse than the MSSG ones.

VI. CONCLUSIONS

In this paper, we have proposed several protocols to generate MEESs, i.e., states having the minimum energy for any given amount of entanglement, in a bipartite system $S$ made by two noninteracting parts of arbitrary finite dimensions. Some of these protocols are based on the direct use of unitary operators, while the others exploit a zero-temperature thermalization for their realization.

Firstly, we have provided three different unitary operators connecting the ground state of $S$ to an arbitrary MEES. While the first operator, $U_S$, can be decomposed as the product of nonlocal operators, the others, $\tilde{U}_A$ and $\tilde{U}_B$, can be decomposed as the product of simple two-level local rotations and a local change of phase on a subsystem, and, subsequently, a generalized CNOT gate on the bipartite system. Therefore, the implementation of these unitary transformations in quantum circuits should be easier with respect to the case of $U_S$.

Secondly, we have identified five different interaction
Hamiltonians that, added to the free ones, make possible to generate MEESs by means of a zero-temperature thermalization process. Two of these processes are based on what we have called a simple and a modified simple approach, whereas the others are based on the unitary operators previously identified, $U_S$, $U_A$, and $U_B$.

We have then compared the efficiency of these zero-temperature generation processes as well as the expended energy to run them, both in general and in the case of a specific $3 \times 4$ system, complex enough to unveil the difference between the various protocols. In doing so, we have exploited the relevant fact that our protocols can be also applied to generate states different from the MEESs. In particular, some methods can be used to reach any state of system $S$ (with proper modifications when needed), whereas others can only give states the Schmidt decomposition of which is in the basis $|E_i\rangle$ [cfr. Eq. (6)]. By means of a detailed comparison, we have identified, in the specific $3 \times 4$ system, which are the best-performing protocols. Depending on how much entanglement is required and the spectra of the systems, the better approaches are, in general, one between those based on $U_A$ and $U_B$, or the modified simple one. Even if the MEESs are not the states minimizing the expended energy to run the generation protocol, we have numerically found, in all systems that we have simulated, that they are very close to them, so that, they are, in general, cheaper to generate than the vast majority of other states. Concerning an experimental implementation of the corresponding interaction Hamiltonians, one can easily find the matrix for all five approaches and realize which is the easiest one to implement.

Appendix A: Construction of the unitary operator in the general case

**Theorem 1.** Be $\{|e_j\rangle\}_{j=0}^{N-1}$ a basis for an $N$-dimensional Hilbert space and be $|\psi_0\rangle = \sum_{j=0}^{N-1} e^{i\theta_j} / \sqrt{\lambda_j} |e_j\rangle$ an arbitrary normalized state with $\lambda_0 > 0$, $\lambda_j \geq 0 \quad \forall j \geq 1$, and $\sum_j \lambda_j = 1$. The following states, together with $|\psi_0\rangle$, form another basis:

$$
|\psi_k\rangle = (\gamma_k |e_k\rangle - e^{-i(\theta_k-\theta_0)} \sqrt{\lambda_0 \lambda_k} |e_0\rangle + \sum_{j=k+1}^{N-1} e^{i(\theta_j-\theta_0)} \sqrt{\lambda_k \lambda_j} |e_j\rangle) / \sqrt{\gamma_k \gamma_{k-1}},
$$

(A1)

where $1 \leq k \leq N-1$, $\gamma_k = 1 - \sum_{j=1}^{k} \lambda_j = \lambda_0 + \sum_{j=k+1}^{N-1} \lambda_j$, and $\gamma_0 = 1$.

**Proof.** First we prove that any two states of the set are orthogonal. We start by considering $n > k \geq 1$:

$$
\langle \psi_n | \psi_k \rangle \propto e^{-i(\theta_k-\theta_0)} \sqrt{\lambda_k \lambda_n} (\lambda_0 - \gamma_n + \sum_{i=n+1}^{N-1} \lambda_i) = e^{-i(\theta_k-\theta_0)} \sqrt{\lambda_k \lambda_n} (\lambda_0 - \gamma_n + \gamma_m - \lambda_0) = 0. \quad (A2)
$$

Indeed, the same holds for $1 \leq n < k$. In the same manner, it is easy to show that $\langle \psi_0 | \psi_k \rangle = 0 \quad \forall k$. Lastly, we prove that the states are normalized:

$$
\gamma_k \gamma_{k-1} \langle \psi_k | \psi_k \rangle = \gamma_k^2 + \lambda_k (\lambda_0 + \sum_{i=k+1}^{N-1} \lambda_i) = \gamma_k + \lambda_k \gamma_k = \gamma_k (\gamma_k + \lambda_k) = \gamma_k \gamma_{k-1}. \quad (A3)
$$

We remark that when $\lambda_k = 0$, $|\psi_k\rangle = |e_k\rangle$.

Theorem 1 lets us write down a unitary operator connecting two arbitrary states. Suppose we want to obtain state $|\psi'\rangle$ from state $|\psi\rangle$. As first step, we define the operator

$$
U(|\psi\rangle) = \sum_{i=0}^{N-1} |\psi_i\rangle |e_i\rangle, \quad (A4)
$$

which maps the state $|e_0\rangle$ to $|\psi_0\rangle = |\psi\rangle$. If $\lambda_0 = 0$, the state $|\psi_{N-1}\rangle$ (and possibly others) cannot be properly defined since, e.g., $\gamma_{N-1} = 0$. However, we can write the target state with respect to the basis $\{|\tilde{e}_i\rangle\}_{i=0}^{N-1}$ in which $|\tilde{e}_\star\rangle = |e_0\rangle$ and $|\tilde{e}_i\rangle = |e_i\rangle$, where $\star$ is any index value such that $\lambda_\star > 0$, while for $i \neq 0$, $|\tilde{e}_i\rangle = |e_i\rangle$. Accordingly, we write the states of Theorem 1 and the corresponding new $U(|\psi\rangle)$ with respect to this new basis. Then, before $U(|\psi\rangle)$, we apply another unitary operator, $U_{SWAP}$, which swaps the states $|e_0\rangle$ and $|e_\star\rangle$. In this way, when $\lambda_0 = 0$, we can define $U(|\psi\rangle)$ as $U(|\psi\rangle) = \tilde{U}(|\psi\rangle) U_{SWAP}$, thus assuring the transition $|e_0\rangle \rightarrow |\psi\rangle$.

By applying the same reasoning to $|\psi'\rangle$, i.e., $|\psi'\rangle = U(|\psi'\rangle) |e_0\rangle$, with the proper modification if for the state $|\psi'\rangle$, $\lambda_0 = 0$, one gets

$$
|\psi'\rangle = U(|\psi'\rangle) U^\dagger(|\psi\rangle) |\psi\rangle. \quad (A5)
$$

The transition from $|e_0\rangle$ to $|\psi\rangle$ can be obtained in another way, i.e., by exploiting the composition of elementary two-dimensional rotations. We can write

$$
U_R(|\psi\rangle) = \prod_{j=1}^{N} U_j (|\psi\rangle), \quad (A6)
$$

where, for $1 \leq j < N$ (hereafter we drop the argument $|\psi\rangle$ to lighten the notation),

$$
U_j = \sqrt{\frac{\gamma_j}{\gamma_j-1}} (|e_0\rangle \langle e_0| + |e_j\rangle \langle e_j|) + \sum_{k \neq 0,j} |e_k\rangle \langle e_k| + \sqrt{\frac{\lambda_j}{\gamma_j-1}} (e^{i\theta_j} |e_j\rangle \langle e_0| - e^{-i\theta_j} |e_0\rangle \langle e_j|), \quad (A7)
$$

and $U_N = |\psi_0\rangle \langle \psi_0|$. The eigenstates of $U$ are the $E_i$ in the basis, when $\tilde{U}_{SWAP} = U_{SWAP}$. We remark that $U_R$ is different from $U$ when $\lambda_0 = 0$, and $U = \tilde{U} U_R$. The cases $U_R$ and $\tilde{U}$ differ just in the value of the $\lambda_0$ term (namely, $\lambda_0 = 0$ for $U_R$ and $\lambda_0 = \gamma_0 + \gamma_{N-1}$ for $U$), and the transformation $|e_0\rangle \rightarrow |\psi_0\rangle$.
while, for $j = N$,

$$U_N = e^{i\theta_0} |e_0\rangle|e_0\rangle + \sum_{k=1}^{N-1} |e_k\rangle|e_k\rangle. \quad (A8)$$

To compute the action of $U_R$, we first compute the action of its constituents ($1 \leq j < N$) for $k = 0$ and $k > 0$:

$$U_j |e_0\rangle = \sqrt{\frac{\lambda_j}{\gamma_j}} |e_0\rangle + e^{i\theta_j} \sqrt{\frac{\lambda_j}{\gamma_j}} |e_j\rangle,$$

$$U_j |e_k\rangle = \begin{cases} \sqrt{\frac{\lambda_k}{\gamma_k}} |e_k\rangle - e^{-i\theta_k} \sqrt{\frac{\lambda_k}{\gamma_k}} |e_0\rangle, & j = k, \\ |e_k\rangle, & j \neq k. \end{cases} \quad (A9)$$

Let us start by studying the action of $U_R$ on the state $|e_0\rangle$. By applying the first $n - 1$ matrices $U_j$ [i.e., with $j$ going from 1 to $n - 1$ in Eq. (A6)], the amplitude of $|e_0\rangle$ goes to $\sqrt{\frac{\lambda_n}{\gamma_n}}$ while that of $|e_0\rangle$ remains zero. Then, the application of the matrix $U_n$ makes the amplitude of $|e_0\rangle$ go to $\sqrt{\frac{\lambda_n}{\gamma_n}}$ and that of $|e_0\rangle$ from zero to

$$\sqrt{\frac{\lambda_n}{\gamma_n}} e^{i\theta_n} \sqrt{\frac{\lambda_n}{\gamma_n}} = e^{i\theta_n} \sqrt{\frac{\lambda_n}{\gamma_n}}, \quad (A10)$$

which is the final amplitude of $|e_n\rangle$ in the state $|\psi\rangle$, and will remain unvaried by the action of the subsequent unitaries $U_j$ with $j > n$. The application of all unitaries but $U_N$ brings the amplitude of $|e_0\rangle$ to $\sqrt{\frac{\lambda_n}{\gamma_n}} = \sqrt{\lambda_0}$. Therefore, since $U_N$ correctly changes the phase of $|e_0\rangle$, it follows that $U_R |e_0\rangle = |\psi\rangle$.

We can also calculate $U_R |e_k\rangle$. First, we notice that

$$U_R |e_k\rangle = \prod_{j=k}^{N} U_j |e_k\rangle, \quad (A11)$$

since the application of the first $k - 1$ matrices make no effect. Then,

$$\prod_{j=k}^{N-1} U_j |e_k\rangle = \prod_{j=k+1}^{N-1} U_j \left( \sqrt{\frac{\lambda_j}{\gamma_j}} |e_k\rangle - e^{-i\theta_j} \sqrt{\frac{\lambda_j}{\gamma_j}} |e_0\rangle \right)$$

$$= \sqrt{\frac{\lambda_k}{\gamma_k}} |e_k\rangle - e^{-i\theta_k} \sqrt{\frac{\lambda_k}{\gamma_k}} \prod_{j=k+1}^{N-1} U_j |e_0\rangle. \quad (A12)$$

This last term can be computed too:

$$\prod_{j=k+1}^{N-1} U_j |e_0\rangle = \prod_{j=k+1}^{N-1} U_j \left( \sqrt{\frac{\lambda_{k+1}}{\gamma_{k+1}}} |e_0\rangle + e^{i\theta_{k+1}} \sqrt{\frac{\lambda_{k+1}}{\gamma_{k+1}}} |e_{k+1}\rangle \right)$$

$$= \sqrt{\frac{\lambda_{k+1}}{\gamma_{k+1}}} |e_0\rangle + \sum_{j=k+1}^{N-1} e^{i\theta_j} \sqrt{\frac{\lambda_j}{\gamma_j}} |e_j\rangle. \quad (A13)$$

Eventually, we get (also using $\gamma_N - 1 = \lambda_0$)

$$U_R |e_k\rangle = \sqrt{\frac{\lambda_k}{\gamma_k}} |e_k\rangle - e^{i(\theta_k - \theta_0)} \sqrt{\frac{\lambda_0 \lambda_k}{\gamma_k \gamma_{k+1}}} |e_0\rangle$$

$$- \sum_{j=k+1}^{N-1} e^{i(\theta_j - \theta_k)} \sqrt{\frac{\lambda_k \lambda_j}{\gamma_k \gamma_{k+1}}} |e_j\rangle, \quad (A14)$$

which is equal to Eq. (A1). Therefore, we have just shown how the matrix $U (|\psi\rangle)$ is explicitly decomposable as a product of elementary two-dimensional rotations, i.e., $U (|\psi\rangle) = U_R (|\psi\rangle)$.

**Appendix B: Minimization of the expended energy in the modified simple thermalization protocol**

Here, we show how to find the states minimizing $E_{\text{exp}}$ for a fixed entanglement $E$ in the modified simple approach of Sec. IV A using the interaction Hamiltonian of Eq. (24). Since this Hamiltonian can only generate states belonging to the subspace generated by the kets $|E_i\rangle$, any target state has the form of Eq. (6). Therefore, we can rewrite the formula of $E_{\text{exp}}$ [cfr. Eq. (26)] as follows (setting $E_0 = 0$ for simplicity of notation):

$$E_{\text{exp}} = \sum_{i=1}^{N_{A-1}} \lambda_i E_i + V_M (1 - \lambda_0) = \sum_{i=1}^{N_{A-1}} \lambda_i (E_i + V_M). \quad (B1)$$

The minimization problem can be now easily solved by considering the coefficients $\lambda_i$ as the coefficients of a thermal state with respect to a fictitious Hamiltonian with eigenvalues $\bar{E}_i = E_i + V_M$ and $\bar{E}_0 = 0$ (see also Sec. I and Sec. II of the Supplemental Material of Ref. [21]). By doing so we get

$$\bar{\lambda}_i = \frac{e^{\beta_i \bar{E}_i}}{\sum_{j=0}^{N_{A-1}} e^{\beta_i \bar{E}_j}}, \quad (B2)$$

where $\beta_c$ is obtained by requiring that

$$- \sum_{i=0}^{N_{A-1}} \bar{\lambda}_i \ln \bar{\lambda}_i = E. \quad (B3)$$

**Appendix C: Construction of the interaction matrix obtained through a unitary transformation**

In the zero-temperature limit, dissipation can be used to generate pure states. If a system is described by a Hamiltonian $H_0$ with a nondegenerate lowest eigenvalue, dissipation due to the interaction with a zero-temperature bath will generally lead to the ground state of the system [47]. Let us call $\{e_i\}_{i=0}^{N-1}$ an eigenbasis for $H_0$. For any desired state $|\psi\rangle$ (for simplicity, we only consider states with $\lambda_0 > 0$), by using a proper unitary
operator $U(|\psi\rangle)$ defined as in Eq. (A4), it is possible to write an Hermitian operator $H'(|\psi\rangle) = U(|\psi\rangle)H_0U^{\dagger}(|\psi\rangle)$ such that $|\psi\rangle$ is the ground state of $H'$:

$$
H'(|\psi\rangle) = U(|\psi\rangle)H_0U^{\dagger}(|\psi\rangle) = \sum_{i=0}^{N-1} e_i |\psi_i\rangle \langle \psi_i|,
$$

where $e_i$ runs over all the eigenvalues of $H_0$, i.e., with respect to the notation of Sec. II, $e_i$ is a shorthand for all combinations of $A_j + B_k$, for all $A_j$ and $B_k$, and with $e_0 = E_0 = A_0 + B_0$. Writing $H' = H_0 + H_I$ (we drop the explicit dependence on $|\psi\rangle$ to lighten the notation), we obtain

$$
H_I = \sum_{i=0}^{N-1} e_i \left( |\psi_i\rangle \langle \psi_i| - |e_i\rangle \langle e_i| \right).
$$

We can explicitly find the coefficients of the Hamiltonian $H_I$ by calculating $U(|\psi\rangle)_{jl} = \langle e_j | U(|\psi\rangle)|e_l\rangle = \langle e_j |\psi_i\rangle$ [cfr. Eq. (A4)]. For $l \geq 1$, using Eq. (A1), we get:

$$
\langle e_j |\psi_i\rangle = \begin{cases} 
-\exp\left(i(\theta_j - \theta_l)\right) \sqrt{\frac{\lambda_j \lambda_i}{\gamma_j \gamma_l - 1}} & j = 0, \\
0 & 0 < j < l, \\
\sqrt{\frac{\lambda_j}{\gamma_j - 1}} & j = l, \\
-\exp\left(i(\theta_j - \theta_l)\right) \sqrt{\frac{\lambda_j \lambda_i}{\gamma_j \gamma_l - 1}} & j > l.
\end{cases}
$$

Let us start from the diagonal elements. For $j = 0$ we get

$$
\langle e_0 |H_I| e_0\rangle = e_0(\lambda_0 - 1) + \lambda_0 \sum_{l=1}^{N-1} \frac{\lambda_l e_l}{\gamma_l \gamma_l - 1},
$$

while for $j > 0$ we have

$$
\langle e_j |H_I| e_j\rangle = \lambda_j \left( e_0 - \frac{e_j}{\gamma_j - 1} + \sum_{l=1}^{j-1} \frac{\lambda_l e_l}{\gamma_l \gamma_l - 1} \right).
$$

Since $H_I$ is an Hermitian matrix, it suffices to continue the calculations by analyzing the $j > k \geq 0$ case. For $j > k = 0$ we get

$$
\langle e_0 |H_I| e_j\rangle = \exp\left(i(\theta_j - \theta_l)\right) \sqrt{\frac{\lambda_0 \lambda_j}{\gamma_0 \gamma_j - 1}} \left( e_0 - \frac{e_j}{\gamma_j - 1} + \sum_{l=1}^{j-1} \frac{\lambda_l e_l}{\gamma_l \gamma_l - 1} \right),
$$

whereas for $j > k > 0$ we have

$$
\langle e_k |H_I| e_j\rangle = \sum_{l=0}^{N-1} e_l \langle e_k |\psi_i\rangle \langle \psi_i| e_j\rangle
$$

$$
= \exp\left(i(\theta_k - \theta_j)\right) \sqrt{\frac{\lambda_k \lambda_j}{\gamma_k \gamma_j - 1}} \left( e_0 - \frac{e_k}{\gamma_k - 1} + \sum_{l=1}^{k-1} \frac{\lambda_l e_l}{\gamma_l \gamma_l - 1} \right).
$$

By focusing on the case in which the target states are like those of Eq. (6), we get Eq. (30).

### Appendix D: Efficiency and expended energy for the global unitary approach

In this Appendix, we obtain the general formulas for the efficiency and expended energy of the global unitary approach by using their definition of Eq. (20).

By using Eqs. (C1), (C2), and (C3) in Eq. (20), we get

$$
\eta = \frac{e_0(\lambda_0 - 1) + \sum_{i=1}^{N-1} \lambda_i e_i}{2e_0(\lambda_0 - 1) + \sum_{i=1}^{N-1} \lambda_i e_i + \frac{1}{\gamma_i \gamma_i - 1}}.
$$

If we set $e_0 = 0$, which can always be done by adding a constant term to $H_0$, we get

$$
\eta = \frac{\sum_{i=1}^{N-1} \lambda_i e_i}{\sum_{i=1}^{N-1} \lambda_i e_i + \frac{1}{\gamma_i \gamma_i - 1}},
$$

which makes clear that $\eta < 1$, as it should be. When considering target states like those of Eq. (6), the efficiency of Eq. (D2) and the denominator therein appearing become, respectively, the efficiency and the energy expense reported in Eq. (31).

Now, we prove that $E_{\text{exp}}^S$ [see Eq. (20)] cannot be higher than $2e_{N-1} - e_0$ in the global unitary approach:

$$
E_{\text{exp}}^S = \langle e_0 |H_I| e_0\rangle - \langle \psi |H_I| \psi\rangle = \langle e_0 |(H_I + H_0 - H_0)| e_0\rangle - \langle \psi |(H_I + H_0 - H_0)| \psi\rangle
$$

$$
= \langle e_0 |(U H_0 U^\dagger | e_0) - e_0 - \langle \psi |U H_0 U^\dagger | \psi\rangle + \langle \psi |H_0| \psi\rangle
$$

$$
= \langle e_0 |(U H_0 U^\dagger + U^\dagger H_0 U)| e_0\rangle - 2e_0 \leq 2e_{N-1} - 2e_0,
$$

where the last inequality comes from the invariance of the spectrum for unitary transformations.

### Appendix E: Efficiency and expended energy in the MSSG unitary approaches

Here, we want to calculate the quantities of Eq. (20) in the case of the states obtainable within the MSSG unitary approaches, i.e., states $|\phi\rangle$ of the form of Eq. (6). In these approaches, a state $|\phi\rangle$ is obtained by applying $U_A$ or $U_B$ to $|E_0\rangle$ and then the corresponding generalized CNOT gate [see Eqs. (18) and (19)] is applied to the resulting state on system $S$. Let us focus on the $U_A$ case, where

$$
H_I = U_{GA} U_A H_0 U_A U_{GA}^\dagger - H_0.
$$

First, we notice that $U_{GA} |A_0 B_i\rangle = U_{GA}^\dagger |A_0 B_i\rangle = |A_0 B_i\rangle$. Therefore, using also Eqs. (13) and (C3) applied to the calculation of $\langle A_1 |\psi\rangle$, we obtain

$$
\langle E_0 |H_I| E_0\rangle = \langle A_0 |U_A H_A U_A^\dagger |A_0\rangle + B_0 - E_0
$$

$$
= A_0 (\lambda_0 - 1) + \lambda_0 \sum_{i=1}^{N-1} \lambda_i A_i.
$$
Then, we calculate
\[ \langle \phi | H_f | \phi \rangle = E_0 (1 - \lambda_0) - \sum_{i=1}^{N_A-1} \lambda_i E_i. \] (E3)

Eventually, the expended energy in this case is equal to
\[ E_{\text{exp}}^A = \sum_{i=1}^{N_A-1} \lambda_i E_i + \frac{\lambda_0 A_i}{\gamma_i \gamma_{i-1}} - (A_0 + E_0) (1 - \lambda_0). \] (E4)

Now, we show that the expended energy within the global approach is higher than in the MSSG unitary approaches when they generate the same state \( |\phi\rangle \). The expended energy in the global approach can be written as [cfr. Eq. (D1) applied to a state \( |\phi\rangle \)]
\[ E_{\text{exp}}^S = \sum_{i=1}^{N_A-1} \lambda_i E_i \left( 1 + \frac{\lambda_0}{\gamma_i \gamma_{i-1}} \right) - 2E_0 (1 - \lambda_0), \] (E5)
and the difference between \( E_{\text{exp}}^S \) and \( E_{\text{exp}}^A \) is equal to
\[ E_{\text{exp}}^S - E_{\text{exp}}^A = \lambda_0 \sum_{i=1}^{N_A-1} \lambda_i B_i - B_0 (1 - \lambda_0). \] (E6)

Since we can set \( B_0 = 0 \) without changing the above quantity, we conclude that the MSSG version of the protocol based on \( \tilde{U}_A \) always performs better than the global one. The derivation of \( E_{\text{exp}}^B \) is similar since, analogously to the previous case, \( U_{GB} |A_i B_0\rangle = U_{GB}^\dagger |A_i B_0\rangle = |A_i B_0\rangle \), and leads to the same expression of Eq. (E4) with the quantities \( A_i \) and \( B_i \) swapped between them.

To complete the analysis we also write the difference regarding the expended energy in the two MSSG approaches:
\[ E_{\text{exp}}^B - E_{\text{exp}}^A = \lambda_0 \sum_{i=1}^{N_A-1} \lambda_i (B_i - A_i) - (B_0 - A_0) (1 - \lambda_0). \] (E7)

In this case, which approach is better depends both on the target state and the spectra of \( H_A \) and \( H_B \).

**Appendix F: Explicit calculations for two qubits**

In this Appendix, we explicitly calculate the three unitary transformations proposed in Sec. III and the interaction Hamiltonians proposed in Sec. IV for the archetypical example of a bipartite system composed of two qubits, having as free Hamiltonians
\[ H_A = \frac{\hbar \omega_A}{2} \sigma_z^A, \quad H_B = \frac{\hbar \omega_B}{2} \sigma_z^B, \] (F1)
where \( \sigma_z^X \) is the \( z \)-Pauli matrix of qubit \( X = A, B \). As basis for \( H_0 \) we use \( \{ |00\rangle, |01\rangle, |10\rangle, |11\rangle \} \), where, for each qubit, \( \sigma_z^X |1\rangle = |1\rangle \) and \( \sigma_z^X |0\rangle = -|0\rangle \). Let us define \( \omega = (\omega_A + \omega_B) / 2 \), then the MEES for a two qubit system, as reported in [21], and considering arbitrary phases, is given by
\[ |\psi_g\rangle = e^{i\theta_0} \sqrt{\lambda} |00\rangle + e^{i\theta_1} \sqrt{1 - \lambda} |11\rangle, \] (F2)
where \( 1/\lambda = 1 + e^{-2\beta \hbar \omega} \).

Starting from Eqs. (8), (13), (18), and (19) \( U_B \) is defined analogously to what done in Eq. (13), straightforward calculations give for \( U_B \), \( \tilde{U}_A = U_{GA} U_A \), and \( \tilde{U}_B = U_{GB} U_B \):
\[ U_S = \begin{pmatrix}
    e^{i\theta_0} \sqrt{\lambda} & 0 & 0 & -e^{i(\theta_0 - \theta_1)} \sqrt{1 - \lambda} \\
    0 & 1 & 0 & 0 \\
    0 & 0 & 1 & 0 \\
    e^{i\theta_1} \sqrt{1 - \lambda} & 0 & 0 & \sqrt{\lambda}
\end{pmatrix}, \] (F3)
\[ \tilde{U}_A = \begin{pmatrix}
    e^{i\theta_0} \sqrt{\lambda} & 0 & -e^{i(\theta_0 - \theta_1)} \sqrt{1 - \lambda} & 0 \\
    0 & e^{i\theta_0} \sqrt{\lambda} & 0 & 0 \\
    e^{i\theta_1} \sqrt{1 - \lambda} & 0 & \sqrt{\lambda} & 0 \\
    0 & e^{i\theta_1} \sqrt{1 - \lambda} & 0 & -e^{i(\theta_0 - \theta_1)} \sqrt{1 - \lambda}
\end{pmatrix}, \] (F4)
\[ \tilde{U}_B = \begin{pmatrix}
    e^{i\theta_0} \sqrt{\lambda} & -e^{i(\theta_0 - \theta_1)} \sqrt{1 - \lambda} & 0 & 0 \\
    e^{i\theta_1} \sqrt{1 - \lambda} & 0 & e^{i\theta_0} \sqrt{\lambda} & -e^{i(\theta_0 - \theta_1)} \sqrt{1 - \lambda} \\
    0 & e^{i\theta_1} \sqrt{1 - \lambda} & 0 & e^{i\theta_0} \sqrt{\lambda} \\
    0 & 0 & e^{i\theta_0} \sqrt{\lambda} & -e^{i(\theta_0 - \theta_1)} \sqrt{1 - \lambda}
\end{pmatrix}. \] (F5)

We can see, explicitly, that the three unitary operators proposed in Sec. III are different.
Regarding the thermalization approach, we can immediately write down the interaction Hamiltonian obtained through the simple approach:

\[
H_i^\text{S} = \left( \begin{array}{cccc}
\hbar \omega - V_S \lambda & 0 & 0 & -e^{i(\theta_0 - \theta_1)} V_S \sqrt{\lambda (1 - \lambda)} \\
0 & \hbar \delta_A & 0 & 0 \\
0 & 0 & \hbar \delta_B & 0 \\
-e^{-i(\theta_0 - \theta_1)} V_S \sqrt{\lambda (1 - \lambda)} & 0 & 0 & -V_S (1 - \lambda) - \hbar \omega
\end{array} \right),
\] (F6)

where \( \delta_A = (\omega_A - \omega_B) / 2 \) and \( \delta_B = (\omega_B - \omega_A) / 2 \). For comparison, the modified simple approach leads to

\[
H_i^\text{M} = \left( \begin{array}{cccc}
\hbar \omega - V_M \lambda & 0 & 0 & -e^{i(\theta_0 - \theta_1)} V_M \sqrt{\lambda (1 - \lambda)} \\
0 & \hbar \delta_A & 0 & 0 \\
0 & 0 & \hbar \delta_B & 0 \\
-e^{-i(\theta_0 - \theta_1)} V_M \sqrt{\lambda (1 - \lambda)} & 0 & 0 & -V_M (1 - \lambda) - \hbar \omega
\end{array} \right),
\] (F7)

which lacks the diagonal terms \( \hbar \delta_A \) et \( \hbar \delta_B \).

Turning to the zero-temperature approach based on the global unitary transformation, the use of \( U_S \) leads to

\[
H_i^\text{S} = 2 \hbar \omega \left( \begin{array}{cccc}
1 - \lambda & 0 & 0 & -e^{i(\theta_0 - \theta_1)} \sqrt{\lambda (1 - \lambda)} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
e^{-i(\theta_0 - \theta_1)} \sqrt{\lambda (1 - \lambda)} & 0 & 0 & \lambda - 1
\end{array} \right).
\] (F8)

Even if this Hamiltonian is similar to that of Eq. (F7), it is not the same one. This was predictable since the modified simple approach changes the spectrum of \( H_0 \) whereas all unitary ones do not. Moreover, it does not exist a number \( \mu \) such that \( H_i^\text{M} = \mu H_i^\text{S} \) so that the two Hamiltonians cannot describe the same physics even with a rescaling of the energy.

Moving to the MSSG thermalization approaches, the use of \( \tilde{U}_A \) to

\[
H_i^\text{A} = \hbar \omega_A \left( \begin{array}{cccc}
1 - \lambda & 0 & 0 & -e^{i(\theta_0 - \theta_1)} \sqrt{\lambda (1 - \lambda)} \\
0 & 1 - \lambda & -e^{-i(\theta_0 - \theta_1)} \sqrt{\lambda (1 - \lambda)} & 0 \\
0 & 0 & \lambda - 1 + \frac{\omega_B}{\omega_A} & 0 \\
e^{-i(\theta_0 - \theta_1)} \sqrt{\lambda (1 - \lambda)} & 0 & 0 & \lambda - 1 - \frac{\omega_B}{\omega_A}
\end{array} \right),
\] (F9)

whereas the use of \( \tilde{U}_B \) to

\[
H_i^\text{B} = \hbar \omega_B \left( \begin{array}{cccc}
1 - \lambda & 0 & 0 & -e^{-i(\theta_0 - \theta_1)} \sqrt{\lambda (1 - \lambda)} \\
0 & \lambda - 1 + \frac{\omega_A}{\omega_B} & -e^{i(\theta_0 - \theta_1)} \sqrt{\lambda (1 - \lambda)} & 0 \\
0 & 0 & 1 - \lambda & 0 \\
e^{-i(\theta_0 - \theta_1)} \sqrt{\lambda (1 - \lambda)} & 0 & 0 & \lambda - 1 - \frac{\omega_A}{\omega_B}
\end{array} \right).
\] (F10)

Since all of these interaction Hamiltonians are different (even considering rescaling), we can conclude that the five methods give rise to physically different interactions.

In Ref. [21] the following interaction Hamiltonian was proposed to make \( |\psi_g\rangle \) the ground state

\[
H_{\text{emp}}^i = \frac{\hbar g}{2} \left( \sigma_i^A \sigma_x^B - \sigma_y^A \sigma_y^B \right),
\] (F11)

where \( \sigma_i^X \) are Pauli operators on system \( X \) with \( i = x, y \).
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