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Abstract

Algorithms implementing populations of agents which interact with one another and sense their environment may exhibit emergent behavior such as self-organization and swarm intelligence. Here a swarm system, called Databionic swarm (DBS), is introduced which is able to adapt itself to structures of high-dimensional data characterized by distance and/or density-based structures in the data space. By exploiting the interrelations of swarm intelligence, self-organization and emergence, DBS serves as an alternative approach to the optimization of a global objective function in the task of clustering. The swarm omits the usage of a global objective function and is parameter-free because it searches for the Nash equilibrium during its annealing process. To our knowledge, DBS is the first swarm combining these approaches. Its clustering can outperform common clustering methods such as K-means, PAM, single linkage, spectral clustering, model-based clustering, and Ward, if no prior knowledge about the data is available. A central problem in clustering is the correct estimation of the number of clusters. This is addressed by a DBS visualization called topographic map which allows assessing the number of clusters. It is known that all clustering algorithms construct clusters, irrespective of the data set contains clusters or not. In contrast to most other clustering algorithms, the topographic map identifies, that clustering of the data is meaningless if the data contains no (natural) clusters. The performance of DBS is demonstrated on a set of benchmark data, which are constructed to pose difficult clustering problems and in two real-world applications.
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1 Introduction

No generally accepted definition of clusters exists in the literature [C. Hennig, et al. (Hg.), 2015, p. 705]. Additionally, Kleinberg showed for a set of three simple properties (scale-invariance, consistency and richness), that there is no clustering function satisfying all three [Kleinberg, 2003] where the property of richness implies, that all partitions should be achievable. Therefore, the focus lies here on the concept of natural clusters (cf. [Duda et al., 2001, p. 539; Theodoridis/Koutroumbas, 2009, pp. 579, 600]). Natural clusters are characterized by distances and/or density-based structures [Duda et al., 2001; Theodoridis/Koutroumbas, 2009]. Then, the purpose of clustering methods is to identify homogeneous groups of objects (cf. [Arabie et al., 1996, p. 8]), such that objects are similar within clusters and dissimilar between clusters. However, many clustering algorithms implicitly assume different structures of clusters [Duda et al., 2001, pp. 537, 542, 551; Everitt et al., 2001, pp. 61, 177; Handl et al., 2005; Theodoridis/Koutroumbas, 2009, pp. 896, 896; Ultsch/Lötsch, 2017]:

“[N]atural [c]lusters can be of arbitrary shapes (structures) and sizes in a multidimensional pattern space. Each clustering criterion imposes a certain structure on the data, and if the data happen to conform to the requirements of a particular criterion, the true clusters are recovered. Only a small number of independent clustering criteria can be understood both mathematically and intuitively. Thus the hundreds of criterion functions proposed in the literature are related and the same criterion appears in several disguises” [Jain/Dubes, 1988, p. 91].

On a benchmark of several artificial datasets, this work will demonstrate that conventional clustering algorithms are limited in their clustering ability in the presence clusters defined by a combination of distance- and density-based structures. The conclusion is that when the task is to achieve a structure-preserving clustering, the optimization of an objective function could yield misleading results if the underlying structures of the high-dimensional data of interest are unknown.

Hence, a completely different approach is required, which motivates an extensive review of the application of artificial intelligence in data science in the next section. There, two interesting concepts are addressed, called self-organization and swarm intelligence. Through self-organization, the irreducible structures of high-dimensional data can emerge, in a process that can lead to emergence. If properly applied using a swarm of intelligent agents, the approach presented in this work can outperform the optimization of an objective function for the task of clustering. Section two will outline the reasons why the Databionic swarm will only be compared to conventional clustering algorithms. First, swarm algorithms are mainly hybrids with common clustering methods and therefore it is assumed that they will seek and find the same structure types. Second, there is currently no open-source code available except for
applications of rule-based classification [Martens et al., 2011]. Third, the authors argue that comparison with state of the art approaches is sufficient for the structure argument taken above.

The Databionic Swarm (DBS) proposed in this work consists of three independent modules. The result of the first module is the parameter-free projection of high-dimensional data into a two-dimensional space without the need for a global objective function. However, the Johnson–Lindenstrauss lemma [Dasgupta/Gupta, 2003] states, that the two-dimensional similarities in the scatter plot cannot coercively represent high-dimensional distances. The second module accounts for the errors in the projection for which the Generalized U-Matrix technique is applied [Ultsch/Thrun, 2017]. It generates a topographic map with hypsometric tints [Thrun et al., 2016]. The visualized data structures can even be clustered manually by the user using the interactive interface of shiny (https://shiny.rstudio.com/). In the third module, the automatic clustering approach is proposed in this work because it enables to compare many trials of DBS to conventional clustering algorithms. A detailed description of DBS can be found in section three.

2 Behavior based systems in unsupervised machine learning

Many technological advances have been achieved with the help of bionics, which is defined as the application of biological methods and systems found in nature. A related, rarely discussed subfield of information technology is called databionics. Databionics refers to the attempt to adopt information processing techniques from nature. This section will discuss the imitation of natural processes (also called biomimicry [Benyus, 2002]) using swarm intelligence, which is a form of artificial intelligence (AI) [Bonabeau et al., 1999] and was introduced as a term in the context of robotics [Beni/Wang, 1989].

Swarm intelligence is defined as the emergent collective behavior of simple entities called agents [Bonabeau et al., 1999, p. 12]. In the context of swarms, the terms behavior and intelligence are used synonymously, bearing in mind that in general, the definition of intelligence is controversial [Legg/Hutter, 2007] and complex [Zhong, 2010].

Swarm behavior can be imitated based on observations of herds [Wong et al., 2014], bird flocks and fish schools [Reynolds, 1987], bats [Yang/He, 2013], or insects such as bees [Karaboga, 2005; Karaboga/Akay, 2009], ants [Deneubourg et al., 1991], fireflies [Yang, 2009], cockroaches [Havens et al., 2008], midges [Passino, 2013], glow-worms or slime moulds [Parpinelli/Lopes, 2011]. [Grosan et al.] define five main principles of swarm behavior: Homogeneity, meaning that every agent has the same behavior model; Locality, meaning that the motion of each agent is influenced only by its nearest neighbors; Velocity Matching, meaning that each agent attempts to match the velocity of nearby flockmates; Collision Avoidance, meaning that each agent avoids collisions with nearby agents; and Flock Centering,
meaning that agents attempt to stay close to neighboring agents [Reynolds, 1987, pp. 6, 7; Grosan et al., 2006, p. 2]. Here, these definitions are given greater specificity in two respects. First, the term agent is modified to the term agents of the same type because many swarms consist of more than one type of agent, e.g., small and large workers in the Pheidole genus of ants [Bonabeau et al., 1999, p. 4]. Second, a swarm need not necessarily to move. For example, fire ants self-assemble into waterproof rafts to survive floods [Mlot et al., 2011]. The individual ants are linked together to construct such self-assemblages [Mlot et al., 2011]. Therefore, velocity matching can result in a velocity of zero.

If a swarm contains a sufficient number of agents, self-organization may emerge. Self-organization is defined as the spontaneous formation of patterns by a system itself [Kelso, 1997, p. 8 ff.], without any central control. During self-organization, novel and coherent structures, patterns, and properties may arise [Goldstein, 1999]. This ability of a system to produce phenomena on a new, higher level is called emergence [Ultsch, 1999], and it is separately discussed in section 2.1.

“Self-organizing swarm behavior relies on four basic ingredients” [Bonabeau et al., 1999, pp. 22-25]: positive feedback, negative feedback, amplification of fluctuations and multiple interactions. The first two factors promote the creation of convenient structures and help to stabilize them. Fluctuations are defined to include errors, random movements and task switching. For swarm behavior to emerge, multiple interactions between agents are required. Agents can communicate with each other either directly or indirectly. An example of direct communication is the dancing behavior of bees, in which a bee shares information about a food source, such as how plentiful it is and its direction and distance away [Karaboga/Akay, 2009]. Indirect communication is observed, for example, in the behavior of ants [Schneirla, 1971]. If the agents communicate only through modifications to their environment (through pheromones, for example), then this type of communication is defined as stigmergy [Grassé, 1959; Beckers et al., 1994].

The exact number of agents required for self-organization is unknown, but it should be not so large that it must be handled in terms of statistical averages and not so small that it can be treated as a few-body problem [Beni, 2004]. For example, 4096 neurons are required for self-organization in SOMs [Ultsch, 1999], and for the coordinated marching behavior of locusts, a minimum density of least 30 agents (73.8 locusts/m^2 in vivo experiments) was reported in [Buhl et al., 2006, p. 1404] which can be seen as self-organization in-between agents. Considering the two requirements stated above, Beni defined a swarm as a formation of cellular robots with a number exceeding 100 [Beni, 2004]. Here, consistent with [Beni, 2004], the
argument is made that for self-organization in a swarm, the number of agents should be higher than 100.

The two main types of swarm-based analysis discussed in data science; namely, particle swarm optimization (PSO) and ant colony systems (ACS) [Martens et al.], are distinguished by the type of communication used: PSO agents communicate directly, whereas ACS agents communicate through stigmergy. PSO methods are based on the movement strategies of particles [Kennedy/Eberhart, 1995] and typically used as population-based search algorithms [Rana et al., 2011], whereas ACS methods are applied for sorting tasks [Martens et al., 2011]. In addition to being used to solve discrete optimization problems, PSO has been used as a basis for rule-based classification models [Wang et al., 2007], or as an optimizer within other learning algorithms [Martens et al., 2011], whereas ACS has been used primarily for classification within the data mining community [Martens et al., 2011]. Pseudocode for both types of algorithms and illustrative descriptions can be found in [Abraham et al., 2006].

For clustering tasks, PSO has mainly been applied in hybrid algorithms [Esmin et al., 2015]; e.g., [Van der Merwe/Engelbrecht, 2003] applied PSO combined with k-means clustering. Here, it is argued that the hybridization of PSO and k-means may improve the choice of centroids or may, in some special cases, even allow the problem of the number of clusters to be solved. However, this approach is subject to several of the shortcomings of k-means, which is known to search for spherical clusters [C. Hennig, et al. (Hg.), 2015, p. 721], i.e., it is unable to find clusters in elementary data sets, such as those in the Fundamental Clustering Problems Suite (FCPS) [Thrun/Ultsch, 2020a] (see also Fig. 5.1).

According to [Rana et al., 2011], the advantages of the clustering process are in the case of the PSO approach that it is very fast, simple and easy to understand and implement. “PSO also has very few parameters to adjust [Eberhart et al., 2001] and requires little memory for computation. Unlike other evolutionary and mathematical algorithms it is more computationally effective” [Rana et al., 2011] (citing [Arumugam et al., 2005]). Again according to [Rana et al., 2011], the disadvantages are the “poor quality results when it deals with large and complex data sets”. “PSO gives good results and accuracy for single-objective optimization, but for a multi-objective problem, it becomes stuck in local optima” [Rana et al., 2011] (citing [Li/Xiao, 2008]). Another problem with PSO is its tendency to reach fast and premature convergence at mid-optimum points [Rana et al., 2011]. It is difficult to find the correct stopping criterion for PSO [Bogon, 2013], which is usually one of the following: a fixed maximum number of iterations, a maximum number of iterations without improvement or a minimum objective function error [Abraham et al., 2006; Esmin et al., 2015]. Hybrid PSO algorithms usually optimize an objective function [Bogon, 2013, pp. 39ff, 46] and therefore always make implicit
assumptions regarding the underlying structures of the data. Notably, there is no single "best"
criterion for obtaining a clustering because no precise and workable definition of "a cluster"
exists [Jain/Dubes, 1988, p. 91].

ACS methods for clustering tasks are divided into ant colony optimization (ACO) and ant-
based clustering (ABC) (for an overview, see [Kaur/Rohil, 2015]). “Like ant colony
optimisation (ACO), ant-based clustering and sorting is a distributed process that employs
positive feedback. However, in contrast to ACO, no artificial pheromones are used; instead, the
environment itself serves as stigmergic variable” [Handl et al., 2003]. ACO has been directly
applied to the task of clustering in [Shelokar et al., 2004; Menéndez et al., 2014] using global
objective functions similar to k-means. ABC methods model the behavior of ant colonies, and
data points are picked up and dropped off accordingly [Bonabeau et al., 1999]. ABC was
introduced by [Deneubourg et al., 1991] as a way to explain the phenomenon of the gathering
and sorting of corpses observed among ants. In an experiment the ants formed cemeteries of
dead ants that had been randomly scattered beforehand.

[Deneubourg et al., 1991] proposed probability functions for the picking up and dropping off
of the corpses. Because ants are very specialized in their roles, several different types of ants of
the same species exist in a colony, and different individuals in the colony perform different
tasks. The probabilities are calculated as functions of the number of corpses of the same type
in a nearby area (positive feedback). For a clustering task, the ants and data points (representing
ant corpses) are randomly placed on a grid, and the ants move randomly across the grid, at times
picking up and carrying the data points [Lumer/Faieta, 1994]. The probabilities of picking up
and dropping off the data points are modified according to a dissimilarity-based evaluation of
the local density (see [Kaur/Rohil, 2015] and [Jafar/Sivakumar, 2010], citing [Lumer/Faieta,
1994]).

[Handl et al., 2006] enhanced the algorithm; they called their version Adaptive Time-dependent
Transporter Ants (ATTA) because they incorporated adaptive heterogeneous ants and time-
dependent transport activities into the algorithm. Further improvements to the picking up and
dropping off activities were presented in [Ouadfel/Batouche, 2007; Omar et al., 2013], and
improvements to the initialization and post-processing were proposed in [Aparna/Nair, 2014].
Another version of the approach was developed by introducing an annealing scheme [Tsai et
al., 2004].

The main problem in ABC lies in the fact that the picking up and dropping off behaviors are
independent of the number of agents required to execute the task [Tan et al., 2006;
Herrmann/Ultsch, 2008a, 2008b, 2009; Herrmann, 2011, p. 81]. Furthermore, Tan et al showed
that collective intelligence of ABC can be discarded and the same results can be achieved using
an objective function without ants [Tan et al., 2006; Herrmann/Ultensch, 2008b] which means ABC methods can be regarded as derived from the batch-SOM algorithm [Herrmann/Ultesch, 2008a]. From this perspective, an ABC algorithm possesses an objective function, which can be decomposed into an output density term multiplied by one minus a topographic quality term called stress [Herrmann/Ultesch, 2008a, p. 3; 2008b, p. 217; 2009, p. 4; Herrmann, 2011, pp. 137-138]. Both terms are minimized simultaneously [Herrmann/Ultesch, 2008a, 2008b, 2009]. However, the output density term is easy to optimize but distorts the correct clustering of the data. Consequently, the above-mentioned authors used this mathematical stress term to define a scent as follows:

Let $D(l, j)$ be the distance between two points $x_l, x_j \in I$, let $d(l, j)$ be the corresponding distance in the output space $O$, and let $h_R: \mathbb{R} \to [0,1]$ be an arbitrary but continuous and monotonically decreasing function; then, the scent $\lambda(b_j, R): \mathbb{R}_0^+ \times O \to \mathbb{R}_0^+$ is defined as

$$\lambda(b_j, R) = \frac{\sum_{l \in I} h_R(d(j, l)) \ast D(j, l)}{\sum_{l \in I} h_R(d(j, l))}$$  \hspace{1cm} (1)

The scent $\lambda$ is the weighted sum of the distances to neighboring objects using an unspecified neighborhood function $h_R$.

In sum, Beni argued that at least 100 agents are required to make a swarm [Beni, 2004] and, to our knowledge, self-organization was not observed below 30 agents [Buhl et al., 2006, p. 1404]. However, only one agent is required in ABC methods, and consequently, swarm-based self-organization of ABC algorithms is controversial.

In unsupervised learning, two additional approaches are known. Methods of the first type are founded on an analysis of the behavior of bees [Karaboga, 2005]. These are hybrid approaches to clustering that use swarm intelligence in combination with other methods, e.g., k-means [Marinakis et al., 2007; Pham et al., 2007; Zou et al., 2010; Karaboga/Ozturk, 2011] or SOM [Fathian/Amiri, 2008].

Methods of the second type are based on foraging theory, which focuses on two basic problems: which prey a forager should consume and when a forager should leave a patch [Stephens/Krebs, 1986, p. 6]. A forager is viewed as an agent who compares a potential energy gain with a potential opportunity for finding an item of a superior type [Martens et al., 2011] (citing [Stephens/Krebs, 1986]). This approach is also called the prey model [Martens et al., 2011]: the average energy gain can be mathematically expressed in terms of the expected time, energy intake, encounter rate and attack probability for each type of prey. In the projection method proposed by [Giraldo et al., 2011], in addition to the characteristics of the approach described above, the “foraging landscape was viewed as a discrete space, and objects representing points from the dataset as prey.” There were three agents defined as foragers.
2.1 Missing Links: Emergence and Game Theory

Through self-organization, novel and irreducible\(^1\) structures, patterns, and properties can emerge in a complex system [Goldstein, 1999]. In analogy to SOMs [Ultsch, 1999], this idiosyncratic behavior of a swarm is defined here as \textit{emergence}.

Sometimes, a distinction is made between strong and weak emergence [Janich/Duncker, 2011, p. 19]. Here, only strong emergence is relevant. In the literature, the existence of emergence is controversial\(^2\); it is possible that the concept is only required because the causal explanations for certain phenomena have not yet been found [Janich/Duncker, 2011, p. 23]. Figure 2.1 presents an example of emergence in swarms. The non-deterministic movement of fish is temporarily and structurally unpredictable and consists of many interactions among many agents. Nevertheless, this fish school forms a ball-like formation. It appears that the concept of emergence has remained unused and rarely discussed in the literature on swarm intelligence, although it is a key concept in AI [Brooks, 1991]. Emergence is mentioned in the literature as a biological aspect of swarms [Garnier et al., 2007], in distributed AI for complex optimization problems [Bogon, 2013, p. 19], in the context of software systems [Bogon, 2013, p. 19] (citing [Timm, 2006]) and as emergent computation [Forest, 1990].

Contrary to Forest, who assumes that only cooperative behavior can lead to emergence [Forest, 1990, p. 8], this work shows that egoistic behavior of a swarm can lead to emergence as well.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fish_swarm_ball.jpg}
\caption{A fish swarm in the form of a ball [Uber_Pix, 2015]; an example of emergence in swarms.}
\end{figure}

\(^1\) There is no way to derive the property from any part, subset or partial structure of the system [Ultsch, 2007].
\(^2\) For applications, the existence of emergence is irrelevant. Even if emergent phenomena can be causally explained, they can still be used in the future.
With regard to swarms, emergence should be a key concept. The four factors leading to emergence in swarms are

I. Randomness
II. Temporal and structural unpredictability
III. Multiple non-linear interactions among many agents
IV. Irreducibility

[Bonabeau et al., 1999, p. 23] agrees with [Ultsch, 1999, 2007] regarding the first factor: “Randomness is often crucial, since it enables the discovery of new solutions, and fluctuations can act as seeds from which structures nucleate and grow.” Here, an algorithm is considered to have the property of randomness if it uses a source of random numbers in its calculations (non-determinism) [Ultsch, 2007]. The power of randomness is evident in Schelling’s segregation model [Schelling, 1969].

The second factor, unpredictability [Ultsch, 2007], is incompatible with the ACO and PSO approach, in which an objective function is optimized [Martens et al., 2011] and, therefore, predictable assumptions are implicitly made regarding the structures of data sets in the case of unsupervised machine learning (see [Thrun, 2018] for further details).

The third factor, multiple interactions among many agents, was identified by [Forest, 1990, pp. 1-2] for nonlinear systems. Although [Bonabeau et al., 1999] defines a requirement of multiple interactions for self-organization, the authors argue on page 24 that a single agent may also be sufficient. This is not the case for emergence, for which many elementary processes are mandatory [Ultsch, 1999; Beni, 2004]. Hence, ABC methods cannot exhibit the property of emergence. Nonlinearity means that adding or removing interactions among agents or any agents themselves results in behavior that is linearly unpredictable. For example, the removal of one DataBot results in the elimination of one data point.

The fourth factor, Irreducibility [Kim, 2006, p. 555, Ultsch, 2007, O’Connor/Wong, 2015], means that the (novel) property cannot be derived from any agent (or part) of the system, but is only a property of the whole system. It is the ability of a system to produce phenomena on a new, higher level [Ultsch, 1999].

The second missing link is a connection to game theory, in which the four axioms of self organization — positive and negative feedback, amplification of fluctuations and multiple interactions — are apparent. Game theory was introduced by [Neumann/Morgenstern] in 1947. The purpose of game theory is to model situations in which multiple players interact with each other or affect each other’s outcomes [Nisan et al., 2007, p. 3] (multiple interactions). Here, the focus lies on a general, not zero-sum, and n-person game [Neumann/Morgenstern, 1953, p. 85].

3 To be more specific, rational decision-making behavior in social conflict situations.
A game is defined as a scenario with n players i=1, ..., n in which each player makes a choice [Neumann/Morgenstern, 1953, p. 84] (amplification of fluctuations\(^4\)).

Let a game \(G\) be defined by \(n\) players associated with \(n\) non-empty sets \(\Pi_1, ..., \Pi_n\), where every set \(\Pi_i\) represent all choices made by player \(i\); then, the pay-off function is defined as

\[
p = (p_1, ..., p_n): \Pi_1 \times ... \times \Pi_n \rightarrow \mathbb{R}^n
\]

The choices of each player determine the outcome for each player, and the outcome will, in general, be different for different players [Nisan et al., 2007, p. 9]. In a game, the payoff for each player depends on not only his own choices but also the choices of all other players [Nisan et al., 2007, p. 9] (positive and negative feedback). Often, the choices are defined based on a set of mixed strategies for each player. From the biological point of view, these mixed strategies may include the five main principles of collective behavior: Homogeneity, Locality, Velocity Matching, Collision Avoidance, and Flock Centering [Grosan et al., 2006].

In a game with \(n\) players, let the \(k\) choices of player \(i\) be defined by a set \(\Pi_i = \{\pi^i_1, ..., \pi^i_{\alpha}, ..., \pi^i_k\}\), where \(\pi^i_{\alpha}\) indicates the \(i^{th}\) player’s \(\alpha^{th}\) choice; then, a mixed strategy \(s_j(i) \in S_i\) for the player \(i\) is defined by

\[
s_j(i) = \sum_{\alpha=1}^{k(i)} c_{\alpha}(i) \pi^i_{\alpha}(i)
\]

where

\[
\sum_{\alpha=1}^{k(i)} c_{\alpha}(i) = 1 \quad \text{and} \quad c_{\alpha}(i) \geq 0.
\]

For noncooperative games, [Nash, 1951] proved the existence of at least one equilibrium point. Let \(t_j(i) \in S_i\) be the mixed strategy that maximizes the payoff for the player \(i\); then, the Nash equilibrium is defined as

\[
p_i(s(1), ..., s(i-1), t_j(i), s(i+1), ..., s(n)) = \max_{t_j(i) \in S_i} p_i(s(1), ..., s(n)) \quad (2)
\]

if and only if this equation holds for every \(i\) [Nash, 1951]. The mixed strategy \(t_j(i) \in S_i\) is the equilibrium point if no deviation in strategy by any single person results in a greater profit for that person. A Nash equilibrium is called weak if multiple mixed strategies \(t_j(i) \in S_i\) for the same person exist in equation (2) that result in the same maximal payoff \(p_i\), whereas in a strong Nash equilibrium, even a coalition of players cannot further increase their payoffs by simultaneously changing their strategies \(t_j(i) \in S_i, i = 1 \ldots m \leq n\), in (2).

\(^4\) Task switching.
3 Databionic Swarm (DBS)

An agent is a software entity, situated in a given environment, that is capable of flexible, autonomous action in order to meet its design objectives [Jennings et al., 1998]. In the context of data science, the first agents to be developed and applied were called DataBots [Ultsch, 2000a]. Each DataBot possesses a scent, defined by one high-dimensional data point and DataBots possess probabilistically defined movement strategies:

Let each DataBot $b_j \in B$ be an agent identified by a numerical vector $z_j \in \mathbb{R}^d$; it resides on a large, finite, two-dimensional discrete grid that can be embedded on the surface of a torus [Ultsch, 2000a]. The current position of DataBot $b_j$ is denoted by $w_j \in O$. Every DataBot $b_j = \{w_j, z_j\}$ emits a scent $\lambda$, which is detected by all other DataBots in its neighborhood.

The swarm of DataBots introduced here, is called a polar swarm (Pswarm) because its agents move in polar coordinates based on symmetry considerations (see [Feynman et al., 2007, p. 745]). All parameters are automatically chosen according to, and directly based on, the appropriate high-dimensional definition of distance. The main idea of Pswarm is to combine the concepts of swarm intelligence and self-organization with non-cooperative game theory [Nash, 1950]. The main advance is the reliance on the concept of emergence [Ultsch, 2007] instead of the optimization of an objective function. This allows Pswarm to preserve structures in data sets that are characterized by distance and/or density.

The extensive analysis of ant-based clustering (ABC) methods that have been performed in previous work allows the formulation of a precise mathematical definition of pheromonal stigmergy (scent) [Herrmann/Ultsch, 2009]. The scent is defined in each neighborhood using an annealing scheme. The approach based on neighborhood reduction during the annealing process was invented by Kohonen [Kohonen, 1982] and was used, for example, in [Demartines/Hérault, 1995; Ultsch, 1999; Hinton/Roweis, 2002]. In the context of swarm-based techniques, it was used for the first time in [Tsai et al., 2004]. Until now, finding the correct annealing scheme for a high-dimensional data set has remained a challenging task [Nybo et al., 2007]. The Pswarm algorithm utilizes randomness and the Nash equilibrium [Nash, 1950] of non-cooperative game theory to find an appropriate annealing scheme based on the data as given in the input space. For this purpose, the scent will be redefined as the payoff function.

Having projected the high-dimensional points into two dimensions using Pswarm in section 3.1, the author applies the generalized U-matrix [Ultsch/Thrun, 2017], to propose a three-dimensional topographic map with hypsometric tints [Thrun et al., 2016] based on the high-dimensional distances and the density of the two-dimensional projected points. Drawing further insights from [Lötsch/Ultsch, 2014], a semi-interactive, but parameter-insensitive, clustering approach is possible. The framework as a whole is called Databionic swarm (DBS) and has
only two parameters: the number of clusters and the type of clustering (connected or compact). The key feature of DBS is that neither an overall objective function for the process nor the type of clusters sought is explicitly defined at any point during the Pswarm process. Both parameters can be deduced from a topographic map of the Pswarm projection and a dendrogram.

3.1 Projection with Pswarm

This section introduces the Polar swarm (Pswarm algorithm, which is the key foundation for the clustering performed in the DBS framework. Although the entire algorithm is used in an interactive clustering approach, Pswarm by itself may be used as a projection method. In contrast to all other common projection methods [Venna/Kaski, 2007; Venna et al., 2010], Pswarm does not require any input parameters other than the data set of interest, in which case Euclidean distances are used in the input space. Alternatively, a user may also provide Pswarm with a matrix defined in terms of a particular dissimilarity measure, which is typically a distance but may also be a non-metric measure.

3.1.1 Motivation: Game Theory

The key idea of Pswarm is to redefine a game as one annealing step (epoch), the players as DataBots, and the scent as a payoff function and to find an equilibrium for each game. In the context of Pswarm, the game consists of rules governing the movement of the DataBots, which is defined by the grid, the neighborhoods and the payoff function. Each DataBot searches for its strongest payoff by either moving across the grid or staying in its current position. A new game (epoch), which is defined based on the considered neighborhood radius \( R \), begins once an approximate equilibrium is achieved, i.e., once no movement of any DataBot leads to a stronger or better payoff for any other DataBot any longer (weak Nash equilibrium).

3.1.2 Symmetry Considerations

If we consider DataBots that occupy space in two dimensions, such as spheres or atoms, two points must be considered: first, no two DataBots are allowed to be in the same spot at the same time (collision avoidance), and second, a hexagonal lattice is the densest possible packing of identical spheres in two dimensions [Hunklinger, 2009, p. 65]. Every such sphere represents a possible position for a DataBot. To ensure that the two-dimensional output space is used most efficiently, a hexagonal lattice structure (grid) is used in Pswarm. To avoid problems associated with the surface of the grid, such as the positioning of DataBots near the border, the grid must have periodic boundary conditions and consequently must possess full translational symmetry [Haug/Koch, 2004, p. 34]. If the third dimension (e.g., as in a crystal) is disregarded, this two-dimensional grid can be represented by a three-dimensional torus [Pasquier, 1987], which is hereafter referred to as a toroidal grid. This means that the borders of the grid are cyclically
connected. The periodicity of the grid is defined by its size in terms of the numbers of lines \((L)\) and columns \((C)\). If the grid were planar (not toroidal), undesired boundary effects could affect the outcome of any method.

Boundary effects are effects related to the borders of the output space in which the patterns of interactions across the borders of the bounded region are ignored or distorted, giving rise to shape effects, such that the shape imposed on the planar output space affects the perceived interactions between phenomena (see [McDonnell, 1995]). For example, if the output space is planar, it is unknown whether a projected point on the left border is similar (or dissimilar, in this case) to a projected point on the right border. It could be that the projection method is constrained to split similar points (with regard to the input space) in the output space. Another example is the distorted interactions between DataBots on the four borders when the output space is planar. Compared with a planar output space, a toroidal output space imposes fewer constraints on a projection (or clustering) method\(^5\) and therefore enables a more optimized folding of the high-dimensional input space. A toroidal output space (in the case of Pswarm, a grid) possesses the advantage of translational symmetry in two dimensions, and in this case, the direction of a DataBot’s movement is less important than its extent (length) because of the periodicity (of the grid).

In addition to the above considerations, the positions on the grid are coded using polar coordinates because the distances between DataBots on the grid will be most important in later computations of the neighborhoods and the annealing scheme. Consequently, based on the relevant symmetry considerations, a transformation of the Cartesian \((x, y)\) coordinate system into polar coordinates \((r, \phi) \in O\) is proposed as follows:

\[
\begin{align*}
    r &= x^2 + y^2 \\
    \phi &= \tan^{-1}\left(\frac{y}{x}\right) \times \frac{180}{\pi}
\end{align*}
\]

Hereafter, \(r\) represents the length of a DataBot’s movement (jump), and \(\phi\) represents the direction of that movement.

---

\(^5\) To the author’s knowledge, only the emergent self-organizing map (ESOM) and the swarm-organized projection (SOP) method offer the option to switch between planar and toroidal spaces (see [Ultsch, 1999], [Herrmann, 2011, p. 98]).
In Pswarm, the grid size is chosen automatically, subject to three conditions. Let $\bar{D}$ be an upper triangle of the matrix of the input distances, let $N$ be the number of DataBots, let $\alpha$ be the number of possible jump positions, let $\beta \in (0.5,1]$ be a scaling factor, and let $p_{99}$ and $p_{01}$ denote the 99-th and first percentiles, respectively, of the distances; then, the conditions for determining the grid size are

\[
\frac{\sqrt{C^2 + L^2}}{1} \geq \frac{p_{99}(\bar{D})}{p_{01}(\bar{D})} =: A
\]

\[
L \cdot C \geq \alpha \cdot N
\]

\[
\frac{L}{C} = \frac{\beta}{1}
\]

These conditions result in the following bi-quadratic equation:

\[
C^4 - A^2 \cdot C^2 + \alpha^2 \cdot N^2 = 0
\]

\[
z_{1,2} = A^2 \pm \frac{1}{2} \sqrt{A^4 - \frac{\alpha^2 \cdot N^2}{4}}
\]

\[
=> \quad C = \begin{cases} 
\frac{1}{\sqrt{2}} \sqrt{A^2 + \sqrt{A^4 - \frac{\alpha^2 \cdot N^2}{4}}}, & \text{if } A^4 > \frac{\alpha^2 \cdot N^2}{4} \\
\text{approximation}, & \text{otherwise}
\end{cases}
\]  

(3)

The first condition ensures that the shortest and longest distances of interest are assignable to grid units. It defines the possible resolution of high-dimensional structures in the grid. The second condition ensures that there are sufficient available positions to which a DataBot can jump. The third condition causes the grid to be more rectangular than square because in the case of SOMs, “rectangular maps outperform square maps” [Ultsch/Herrmann, 2005]. The first two conditions are used to formulate the bi-quadratic equation under the assumption of equality (see Eq. (3)). If the equation has no solution for the case of $A^4 < \frac{\alpha^2 \cdot N^2}{4}$, then conditions I and III are used to generate approximate solutions. In this solution space, a solution that fulfills condition II is chosen by a heuristic optimization using a grid search. An example of a polar coordinate system with rectangular borders is drawn in Fig. 3.1.
3.1.3 Algorithm

Several previously developed ideas are applied in Pswarm: scent\(^6\) [Herrmann/Ultsch, 2008a, 2009], DataBots [Ultsch, 2000b] and the decreasing neighborhood radius proposed for DataBots by [Kämpf/Ultsch, 2006]. The decrease in the radius is based on the data and is not predefined by parameters. The underlying idea of the decreasing radius approach is to promote self-organization, first of a global structure and then of local structures [Kämpf/Ultsch, 2006]. The intelligent agents of Pswarm operate on a toroidal grid where the positions are coded using polar coordinates, \(i_\phi(r) \in O\). This permits the DataBots’ movement, the neighborhood function and the annealing scheme to be precisely defined. The numeric vector \(z_j\) associated with each DataBot \(b_j\) represents its distances from all other DataBots in the input space \(I\).

\[\text{Figure 3.1: A rectangular lattice tiling of a square shape in polar coordinates. In Pswarm it applies } d_1(l,j) \neq d_2(l,j) \text{ for } j, l = \{r, \phi\} \text{ in polar coordinates. All positions at distances smaller than or equal to } r = 2 \text{ are marked by gray squares. In this case, the neighborhood (Eq. 4) depends on a precise one-dimensional grid distance. Independent of the coordinate system, the Pswarm (hexagonal) grid has a rectangular shape of borders, with a size of } (L, C).\]

\(^6\) Called topographic stress in [Herrmann/Ultsch, 2009].
The output-space distances are coded using only the polar coordinate $r$. The size of the squared-distance matrix $D$ defines the number of DataBots $N$. After the assignment of initial random positions on the grid $O$ (and therefore random output distances) to the DataBots in Listing 8.1, a data-driven decreasing of the radius $R$ begins. In every iteration, a portion of the DataBots is allowed to jump if the payoff in one of their new positions is better (stronger) than that in their old positions. In other words, each DataBot is given a chance $c(R)$ to try new positions on the grid.

The chance $c(R): \mathbb{N} \rightarrow [0.05,0.5]$ is a continuous, monotonically decreasing linear function addressing the number of the DataBots which are allowed to search for a new position to jump to. Initially, many DataBots are allowed to jump simultaneously to reproduce the coarse structure of the high-dimensional data set. However, as the algorithm progresses to address finer structures, only a small number of DataBots may move simultaneously. The chance function depends on the number of DataBots and the current radius $R$ and consequently is based on the data itself. In Pswarm, the length of a possible DataBot jump is not reduced during annealing.

---

7 Details are unimportant, but can be inspected in the function Pswarm, line 145-147, 211 at in https://cran.r-project.org/package=DatabionicSwarm

8 However, no more than half of the DataBots are allowed to search for a new position.

9 At the end exactly five percent of all DataBots.

10 Unlike in the SOP algorithm.
function Positions O=Pswarm(matrix D(l, j))

for all $z_i \in I$: assign an initial random polar position $i_q(r) \in O$ on the grid
to generate DataBots $b_i \in B$

for $R=\{R_{\text{max}}=\text{Lines}/2,...,R_{\text{min}}\}$ do
  calculate chance $c(R)$

  Repeat for each iteration
  
  $c = \text{sample}(C(R), B), c \subseteq B$

  $m_k(c) = \text{uniform}(1, R_{\text{max}})$, with $k = 1,...,\alpha$, $m_k(c) \in O$

  $l(c) = \underset{j \in \{1,m_k(c)\}}{\text{argmax}} (\lambda(b_j, R))$

  $l(I \{c\}) = i$

  $S = \sum_l \lambda_l(b_j, R)$

  Until $\frac{\partial S(c, \lambda(R))}{\partial c} = 0$

  return $O$ in Cartesian coordinates

end function Pswarm

Listing 8.1: The Pswarm algorithm (details in Eq.4-6). New possible positions are depicted with $m_k(c)$ where $k$ indicates up to the number of $\alpha$ possible jump positions chosen with an equal chance in the range from 1 up to $R_{\text{max}}$ relative to the old position $i_q(r)$ of each DataBot of the subset $c = \{b_1,...,b_j\}$ selected by chance $C(R)$. After the decision to jump or not to jump derived using payoff with scent $\lambda$, the position is depicted with $l(c)$. All other DataBots $\setminus c = B \setminus c$ do not search for a new position and remain on their old position $i$.

The $\alpha$ possible jump positions of each sampled DataBot $b_{m \in \{1,...,j\}}$ to new positions $m_k(b_m)$ are drawn from a uniform distribution; therefore, the probability of selection is the same for all possible jumps, from a jump to zero to a jump to $R_{\text{max}}$ in any direction. The direction of a jump to a new position is chosen separately from among all positions corresponding to an equal jump length. This approach prevents local minima from causing the DataBots to become stuck in an incorrect cluster because the length of their jump is smaller than half of the cluster’s diameter.

No DataBot is allowed to jump to an occupied position. Each DataBot may choose one of the four ($\alpha = 4$) best different positions in different directions to which to jump if it is sampled for jumping depicted by $c = \{b_1, ..., b_j\} \subseteq B$. This approach ensures a high probability that every sampled DataBot will find a free position.
3.1.4 Data-based Annealing Scheme

Let each annealing step be defined as an epoch \( e \); then, a new epoch begins (and a game\(^{11} \) ends) if the radius \( R \) is reduced by the condition defined below.

Let \( r(j, l) \) be the one-dimensional distance from \( l \in O \) to \( j \in O \) in polar coordinates \((r, \phi)\) as specified by the radius \( R_e \); then, the neighborhood function “Cone” is defined as

\[
H_R : R_e \rightarrow [0, 1]:
\[
H_R \left( 1 - \frac{r(j, l)^2}{\pi R_e^2} \right) = \begin{cases} 
1 & \text{iff } \frac{r(j, l)^2}{\pi R_e^2} < 1 \\ 
0, & \text{otherwise} \end{cases} \quad (4)
\]

where \( R_e \) is the radius of the neighborhood during epoch \( e \).

Let \( D(l, j) \) be the distance between \( X_i, X_j \in \mathbb{I} \), and let \( r(j, l) \) be the one-dimensional radial distance in two-dimensional polar coordinates \((r, \phi)\) in the output space \( O \); then, in Pswarm, the scent around a DataBot \( b_j \) is redefined to

\[
\lambda_e(b_j, R_e, S_0) = \left\{ S_0 - \frac{\sum_{i \in I} H_R(r(j, l)) \cdot D(j, l)}{\sum_{i \in I} H_R(r(j, l))}, \text{iff } \sum_{i \in W} H_R(r(j, l)) > 0 \right\} \quad (5)
\]

where \( S_0 = \sum_j |\lambda(b_j, R_{max}, 0)| \). Following the discussion in section 2, Eq. 1, the scent \( \lambda(b_j, R) \) is identified in the payoff function \( \lambda_e(b_j, R) : \mathbb{R}_0^+ \times O \rightarrow \mathbb{R}_0^+ \) with the specific neighborhood function for polar coordinates (Eq. 4) for a DataBot.

The high-dimensional input distances \( D(l, j) \) must be calculated only once, which is done prior to starting the algorithm, thereby reducing the computational cost. The computational cost of the algorithm does not depend on the dimension of the data set but does depend on the number of DataBots \( N \) and the number of possible jump positions \( \alpha \) per DataBot. Additionally, Pswarm allows the conversion of distances or dissimilarities into two-dimensional points.

\(^{11}\) In the context of game theory.
Let $e$ be the current epoch, let $R_e$ be the current neighborhood radius, and let $b_j \in B$ denote a DataBot; then, the sum of all payoffs is the current global happiness, which may be called the stress

$$S(e) = \sum_j \lambda_e (b_j, R_e)$$

The neighborhood is reduced if the derivative of the current global happiness is equal to zero:

$$\frac{\partial S(e, R_e)}{\partial e} = 0 \quad (6)$$

which is called the \textit{equilibrium of happiness} condition. The neighborhood radius $R$ is reduced from $R_{\text{max}}$ toward $R_{\text{min}}$ with a step size of 1 if the derivative of the sum of all payoffs $\lambda_e$ is equal to zero. This is the case if a (weak) equilibrium for all DataBots is found.

Because not all DataBots are allowed to jump simultaneously during a single iteration, as imposed by the function $\text{sample}(c(R), B)$, the DataBots are able to pay off their neighborhoods more often, thereby promoting the process of self-organization. By searching for an equilibrium, the net number of DataBots that would like to jump or are unhappy is irrelevant to the self-adaptive annealing process. Instead, the decision to shrink the neighborhood size or to proceed to the next epoch $e$ is made based on a Nash equilibrium [Nash, 1950]. The criterion is clearly defined to correspond to the condition in which the global amount of happiness in the current epoch remains unchanged, which is defined as the \textit{equilibrium of happiness}, $\frac{\partial S}{\partial e} = 0$.

### 3.1.5 Annealing Interval

$R_{\text{max}}$ is equal to $\text{Lines}/2$ if $\text{Lines}<\text{Columns}$ to prevent self-interaction of the DataBots. If the radius $R$ were to be greater than $\text{Lines}/2$, then the neighborhood of a given DataBot would overlap with itself because of the toroidal nature of the grid. Moreover, the probability density function for choosing a new position cannot be uniformly (or Gaussian) distributed in this case because border positions can be reached from two directions $\phi$ on a toroidal grid.

$R_{\text{min}}$ is determined by the size of the grid and the number of DataBots. It is set to a value that allows every DataBot to smell a minimum of 5% of the other DataBots if they are distributed.

---

12 To simplify the comparison with SOP.
uniformly\textsuperscript{13}. This selection is inspired by an emergent phenomenon called an ant mill [Schneirla, 1971, pp. 281-283]: Army ants are an aggressive, nomadic species, incessantly moving around. Based on its payoff, every ant follows another ant in front of it. If the head of the ant colony runs into the tail of the colony, the ants form a so-called circle of death, because they keep moving until they die. This phenomenon would not occur if the ants were able to smell a region farther ahead of them. In Pswarm this effect was observed in simulations on the dataset Hepta, where the clusters continuously moved from left to right on the toroidal plane.

### 3.1.6 Convergence

In game theory, for a game with egoistic agents, a solution concept exists called the Nash equilibrium [Nash, 1950].

Let \((P, \Lambda)\) be a game with \(n\) DataBots \(b_i, i = \{1, \ldots, N\}\), where \(P\) is a set of movement strategies and \(\Lambda = \{\lambda_e, (b_i, R_e = \text{const}) | i = 1, \ldots, N\}\) is the payoff function evaluated for every grid position \(w_i \in P_i\). Each DataBot chooses a movement strategy consisting of a probability associated with a position on the grid. Upon deciding on a position, a DataBot receives the payoff defined by the scent. \(P\) is a set of mixed strategies that are chosen stochastically with fixed probability in the context of game theory. Nash proved that in this case, the following equilibrium exists:

\[
\forall i, w_i, b_i \in P_i : \lambda_i(b_i') \geq \lambda_i(b_i) \quad (7)
\]

The strategy \(b_i'\) is the equilibrium, for which no deviation in strategy (position on the grid) by any single DataBot results in a greater profit for that DataBot. In the case of Pswarm, the Nash equilibrium in Eq. 7 is called weak because there may be more than one strategy with the same payoff for some DataBots. Because of the existence of this equilibrium, the Pswarm algorithm will always converge. After the algorithms converge in the final iteration, the coordinates are transformed back into the Cartesian system (see Listing 8.1).

### 3.2 Topographic Map and Clustering for Pswarm

The representation of the high-dimensional distance and density-based structures is defined by the projected points of the polar swarm (Pswarm) which is the first module of DBS. The projected points of Pswarm and their mapping to high-dimensional data points predefine the visualization of the topographic map. The topographic map has to be generated because Johnson–Lindenstrauss lemma [Dasgupta/Gupta, 2003] states that by limiting the Output space \(R_{\text{min}}\) (and \(R_{\text{max}}\)) are chosen automatically by the Pswarm algorithm based on the grid size and consequently based on the data.

\textsuperscript{13} Rmin (and Rmax) are chosen automatically by the Pswarm algorithm based on the grid size and consequently based on the data.
to two dimensions, low dimensional similarities between projected points do not represent high-dimensional distances $D(l, j)$ coercively. The color scale of the topographic map is chosen to display various valleys, ridges and basins: blue colors indicate small high-dimensional distances and high densities (sea level), green and brown colors indicate middle high-dimensional distances and densities (small hilly country) and shades of white colors indicate high distances and small densities (snow and ice of high mountains) [Thrun et al., 2016]. The valleys and basins indicate clusters and the watersheds of hills and mountains indicate borderlines of clusters [Thrun et al., 2016]. The color scale is combined with contour lines.

In brief, a topographic map with hypsometric tints is pictured which visualizes high-dimensional structures and can be 3D printed such that through its haptic form it is even more understandable for experts in the data’s field [Thrun et al., 2016].

The idea to use this topographic map for an automatic clustering approach has a theoretical background ([Lötsch/Ultsch, 2014]). In brief, around each projected point a Voronoi cell can be computed [Toussaint, 1980]. The size of a cell is characterized in terms of the nearest data points surrounding the point assigned to that cell. Within the borders of one Voronoi cell, there is no position that is nearer to any outer data point than to the data point within the cell. Each two directly neighboring borders of two Voronoi cells define a vertex between two projected points. Thus, a Delaunay graph is derived. This Delaunay graph is weighted with the high-dimensional distances of the input space and can be used for hierarchical clustering if the right parameters are set [Ultsch et al., 2016a]. In this work, the shortest path between each two projected points is calculated out of the weighted Delaunay graph using the Djikstra algorithm [Dijkstra, 1959]. The shortest paths are used in a hierarchical clustering process which requires human intervention to choose the visualized cluster structure which is either connected or compact (see [Thrun, 2018] for details). Looking at the topographic map, this semi-interactive approach does not require any parameters other than the number of clusters and the cluster structure. If the number of clusters and the clustering method are chosen correctly, then the clusters will be well separated by mountains in the visualization. Outliers are represented as volcanoes and can be interactively marked in the visualization after the automated clustering process if they are not recognized sufficiently in the automatic clustering process. A simplified version of the self-organizing map (SOM) method applied in order to generate the visualization (topographic map) used in this work and an overview in SOMs is described in the co-submission for ‘MethodsX’[Thrun/Ultsch, 2020b], and be downloaded from CRAN (https://cran.r-project.org/package=GeneralizedUmatrix).
For example, the topographic map in Fig. 3.1 depicts two well-separated clusters (green and blue), which the compact DBS clustering can detect. The outliers in a data set may be manually identified by the user. In the other case, choosing the connected structure option for the clustering process would result in the automatic detection of all outliers. However, this option does not always lead to the detection of the main clusters in terms of the shortest path distances.

4 Methods

This section describes the parameter settings for the various clustering algorithms. All the data sets used in the results section are described separately in the co-submission for ‘Data in Brief’: “Clustering Benchmark Datasets Exploiting the Fundamental Clustering Problems” [Thrun/Ultsch, 2020a]. Patient consent was obtained for the leukemia dataset, in accordance with the Declaration of Helsinki, and the Marburg local ethics board approved the study (No. 138/16).

4.1 Parameter Settings

For the k-means algorithm, the CRAN R package cclust was used (https://cran.r-project.org/web/packages/cclust/index.html). The k-means algorithm was restarted for each iteration from random starting points. For the single linkage (SL) and Ward algorithms, the CRAN R package stats was used (https://cran.r-project.org/web/packages/stats/index.html). For the Ward algorithm, the option “ward.D2” was used, which is an implementation of the algorithm as described in [Ward Jr, 1963]. For the spectral clustering algorithm, the CRAN R package kernlab was used (https://cran.r-project.org/web/packages/kernlab/index.html) with the default parameter settings: “The default character string "automatic" uses a heuristic to determine a suitable value for the width parameter of the RBF kernel”, which is a “radial basis kernel function of the "Gaussian" type”. The “Nyström method of calculating eigenvectors” was not used (=FALSE). The “proportion of data to use when estimating sigma” was set to the default value of 0.75, and the maximum number of iterations was restricted to 200 because of the algorithm’s long computation time (on the order of days) for 100 trials using the FCPS data sets. For the mixture of Gaussians (MoG) algorithm, the CRAN R package mclust was used (https://cran.r-project.org/web/packages/mclust/index.html). In this instance, the default settings for the function “Mclust()” were used, which are not specified in the documentation. For the partitioning around medoids (PAM) algorithm, the CRAN R package cluster was used (https://cran.r-project.org/web/packages/cluster/index.html). The clustering of DBS always provides a fixed number of clusters, once it is set. DBS is available as the R package “DatabionicSwarm” on CRAN.
Figure 3.1: Top view of the Topographic map of the Target data set [Thrun/Ultsch, 2020a]. Two main clusters are shown; the cluster labeled in green has a higher density than the cluster labeled in blue. The outliers (orange, yellow, magenta and cyan) lie in volcanoes.
5 Results on Pre-classified Data Sets

The figures 5.1, 5.2, and 5.3 show the performance of several common clustering algorithms compared with DBS based on 100 trials. In Figure 5.1 the performance is depicted using common boxplots of the error rate for which 50% is the level attributable to chance. In Fig. 5.2 the probability density function of each error rate is estimated by the Mirrored-Density plot (MD plot) enabling the visualization of skewness and multimodalit [Thrun et al., 2020]. In Figure 5.3, the F measure with beta=1 (F1-score) ([Chinchor, 1992] cites [Van Rijsbergen, 1979]) is visualized with the MD plot. All FCPS data sets have uniquely unambiguously defined class labels. For the error rate is defined as 1-Accuracy was is used as a sum over all true positive labeled data points by the clustering algorithm. The best of all permutation of labels of the clustering algorithm regarding the accuracy was chosen in every trial because the labels are arbitrarily defined by the algorithms.

Here, the common clustering algorithms considered are single linkage (SL) [Florek et al., 1951], spectral clustering [Ng et al., 2002], the Ward algorithm [Ward Jr, 1963], the Linde-Buzo-Gray algorithm (LBG-k-means) [Linde et al., 1980], partitioning around medoids (PAM) [Kaufman/Rousseeuw, 1990] and the mixture of Gaussians (MoG) method with expectation maximization (EM) [Fraley/Raftery, 2002]. Aside from the number of clusters, which is given for each of the artificial FCPS data sets, only the default parameter settings of the clustering algorithms were used. ESOM/U-matrix clustering [Ultsch et al., 2016a] and DBscan [Ester et al., 1996] were omitted because no default clustering settings exist for these methods. K-means has the highest overall error rate, and spectral clustering shows the highest variance. The results for the other clustering algorithms vary depending on the data set. DBS has the lowest overall error rate. However, on the Tetra data set, it is outperformed by PAM and MoG; on the EngyTime data set, it is outperformed by MoG; and in the case of the WingNut data set, it is outperformed by spectral clustering.

---

14 They were chosen for the reason that they are freely available as CRAN packages and have a default setting of parameters besides the number of clusters and therefore a clustering can be automatically performed by these methods.

15 “Clustering via mixtures of parametric probability models is sometimes in the literature referred to as ‘model-based clustering’” [C. Hennig, et al. (Hg.), 2015, p. 10]. With the clustering algorithm of [Fraley/Raftery, 2006] in mind, here, this clustering method is called the mixture of Gaussians (MoG) method.
Figure 5.1: The results of 100 trials of common clustering algorithms on nine FCPS data sets, shown as boxplots. The dashed line at 50% represents the level of error attributable to chance. The notch in each boxplot indicates the median. The interactive clustering approach of DBS was not used here.

Abbreviations: median (notch), single linkage (SL), Linde-Buzo-Gray algorithm (LBG-k-means), partitioning around medoids (PAM), mixture-of-Gaussians clustering (MoG), Databionic swarm (DBS).
Figure 5.2 The results of 100 trials of common clustering algorithms on nine FCPS data sets, shown as Mirrored Density plots (MD plots) [Thrun et al., 2020]. The dashed line at 50% represents the level of error attributable to chance. The width of the violin (rotated density plot on each side) defines the error probability by estimating the empirical probability density function. The interactive clustering approach of DBS was not used here.

Abbreviations: median (notch), single linkage (SL), Linde-Buzo-Gray algorithm (LBG-k-means), partitioning around medoids (PAM), mixture-of-Gaussians clustering (MoG), Databionic swarm (DBS).
Figure 5.3 The results of 100 trials of common clustering algorithms on nine FCPS data sets, shown as Mirrored Density plots (MD plots) [Thrun et al., 2020]. The width of the violin (rotated density plot on each side) defines the error probability by estimating the empirical probability density function. The interactive clustering approach of DBS was not used here. The F1-Score is defined as the F measure with equal weighting of precision and recall.

Abbreviations: median (notch), single linkage (SL), Linde-Buzo-Gray algorithm (LBG-k-means), partitioning around medoids (PAM), mixture-of-Gaussians clustering (MoG), Databionic swarm (DBS).
5.1 Recognition of the Absence of Clusters

The Golf Ball data set does not exhibit natural clusters. Therefore, it is analyzed separately because, with the exception of SL and the Ward algorithm, the common clustering algorithms give no indication regarding the existence of clusters. This “cluster tendency problem has not received a great deal of attention but is certainly an important problem” [Jain/Dubes, 1988, p. 222]. The Ward algorithm indicates six clusters, whereas SL indicates two clusters (Figure 5.). As seen from the two dendrograms generated using DBS, the connected approach does not indicate any clusters, whereas the compact approach indicates four clusters (Figure 5.). However, the presence of four clusters is not confirmed by the DBS visualization:

In Figure 5.4, the DBS visualization of a topographic map is shown. The topographic map does not indicate a cluster structure. The compact DBS clustering divides the data points lying in valleys into different clusters and merges the data points into clusters through hills, resulting in cluster borders that are not defined by mountains.

![Image](image_url)

Figure 5.4: The topographic map of the structures of the Golfball dataset where the DBS projection and (compact) clustering are included. The visualization does not indicate a cluster structure because no valleys are visible and the mountain ranges are not closed. The DBS clustering generates clusters that are not separated by mountains. The visualization is toroid, i.e left-right and top-bottom borders are identical. However, no closed island can be extracted.
Figure 5.5: The dendrogram generated using the Ward algorithm indicates at least two clusters (top) with a high intercluster distance. The SL dendrogram indicates two clusters with a low intercluster distance.

Figure 5.6: The two dendrograms generated using DBS. The connected approach does not indicate any clusters, whereas the compact approach does indicate four clusters. However, Figure 5. shows that these clusters are inconsistent with the visualization.
6 DBS on Natural Data Sets

Two real-world data sets are exemplarily used in this section to show that Databionic swarm (DBS) is able to find clusters in a variety of cases. Additional examples showing the reproduction of high-dimensional structures are shown in the SI B for pain genes [Thrun, 2018, p. 145] in Fig. B.2, for noxious cold stimuli [Weyer-Menkhoff et al., 2018] in Fig. B.3 and the Swiss banknotes [Flury/Riedwyl, 1988] in Fig. B.4. Using high-dimensional structures of clusters new knowledge was generated in the case of the world gross domestic product [Thrun, 2019] visualized in Fig B.5, in hydrology [Thrun et al., 2018] shown in Fig. B.6 and for of next-generation sequencing regarding the TRPA1/TRPV1 NGS genotypes [Kringel et al., 2018] depicted in Fig. B.7. Additional examples can be found for the reproduction of classifications of common data sets like Iris [Anderson, 1935], and the Wine data set [Aeberhard et al., 1992] (see [Thrun, 2018, p. 187 ff]).

6.1 Types of Leukemia

The leukemia data set consists of 7747 variables for 554 subjects. Of the subjects, 109 were healthy, 15 were diagnosed with acute promyelocytic leukemia (APL), 266 had chronic lymphocytic leukemia (CLL), and 164 had acute myeloid leukemia (AML). The leukemia data set is a high-dimensional data set with natural clusters specified by the illness status.

Figure 6.1 shows the topographic map of the healthy patients and the patients diagnosed with these three major types of leukemia. The four groups are well separated by mountains, with the subjects represented by points of different colors. Magenta points indicate healthy subjects, whereas points of other colors indicate ill subjects. The automatic clustering of DBS is able to separate the four groups with an accuracy of 99.6%. Out of the six methods for conventional algorithms, only Ward is able to reproduce the four main clusters (SI A, Figure A.1).

Two outliers can be seen in Figure 6.1, marked with red arrows and lie in a volcano and on top of a white hill. These green and yellow outliers cannot be explained without de-anonymization of the patients, which was not feasible for the authors.
Figure 6.1: Topographic map of the high-dimensional structures of Leukemia shows the four main clusters separated by brown and white mountain ranges lying in green valleys. DBS clustering compared to the prior classification of the leukemia data resulted in an accuracy of 99.6%. Top: healthy (magenta), Two outliers are marked with red arrows: an APL outlier (green) and a CLL outlier (yellow). The other clusters are: healthy (magenta), AML (cyan), APL (blue), and CLL (black).

6.2 Tetragonula Bees

The Tetragonula data set was published in [Franck et al., 2004] and contains the genetic data of 236 Tetragonula bees from Australia and Southeast Asia, expressed using 13 variables with a specific distance definition (see Data in Brief article “Clustering Benchmark Datasets Exploiting the Fundamental Clustering Problems” for details). The heatmap of the distances is shown in Figure 6.2.

The topographic map in Fig. 6.8 shows eight clusters and three types of Outliers. The silhouette plot indicates a hyperspherical cluster structure (Figure 6.3). Additionally, using the prabclus package, the largest within-cluster gap, the cluster separation, and the average within-cluster dissimilarity of [C. Hennig, 2014] were calculated to be 0.5, 0.33 and 0.29, respectively. These values are the minima reported in [C. Hennig, 2014], presented there in Figure 4. Seven clusters of the average linkage hierarchical clustering with ten clusters ([C. Hennig, 2014, p. 5]) could be reproduced (see Table C.1, SI C) with a total accuracy of 93%. Finally, as Fig.6.5 shows, the
clusters strongly depend on the geographic origins of the bees as illustrated in [Franck et al., 2004, p. 2319].

Figure 6.2: Heatmap of the distances for the Tetragonula data set.

Figure 6.3: Silhouette plot of the Tetragonula data set, showing very homogeneous cluster structures.
Figure 6.4: Top view of the topographic map of the high-dimensional structures of the Tetragonula data set. The clusters lie in green valleys and are separated by brown and white mountains. The cluster labels are colored as shown on the right. Similar color code is used in Fig.6.5 below. Cluster numbers are assigned in ascending order of prevalence.
Fig. 6.5: Clustering of the Tetragonula dataset is consistent with the geographic origins. “Longitude and latitude of locations of individuals in decimal format, i.e. one number is latitude (negative values are South), with minutes and seconds converted to fractions. The other number is longitude (negative values are West)” (see [C. Hennig, 2014] and the prabclus package). After the transformation into a two-dimensional plane, the first eight clusters (96% of data) are consistent with the geography (top) except for the Outliers in Queensland (bottom).
Discussion

A clustering approach “must be adaptive or exhibit ‘plasticity,’” possibly allowing for the creation of new clusters, if the data warrants it. On the other hand, if the cluster structures are unstable […], then it is difficult to ascribe much significance to any particular clustering. This general problem has been called ‘the stability/plasticity dilemma’” [Duda et al., 2001].

The results of automatic DBS clustering with no user intervention were compared with the results of the common clustering algorithms k-means [MacQueen, 1967], partitioning around medoids (PAM) [Kaufman/Rousseeuw, 1990], single linkage (SL) [Florek et al., 1951] and spectral clustering [Ng et al., 2002], the mixture of Gaussians (MoG) method [Fraley/Raftery, 2002] and the Ward algorithm [Ward Jr, 1963]. It should be noted, that several of the comparative studies […] conclude that Ward's method […] outperforms other hierarchical clustering methods” [Jain/Dubes, 1988, p. 81]. MoG clustering, which is also known as model-based clustering, serves as the reference technique [Bouveyron/Brunet-Saumard, 2014]. Benchmarking with nine difficult datasets shows, that, compared to other algorithms, DBS is more likely to reproduce density and distance based structures with and without outliers.

In general, no algorithm can exist which outperforms every other algorithm in every case [Wolpert, 1996]. In this work, the main limitation of DBS is its complexity and variance; more than 4000 cases would require more than one day to compute because every case has to be represented in one DataBot and so far only one core in a PC can be used.

The large variance is mandatory: In error theory, the error of an algorithm is the sum of the components bias, variance and data noise (c.f. [Geman et al., 1992; Gigerenzer/Brighton, 2009])

Here, the bias is the difference between the cluster structures given and the ability to reproduce these structures. Variance is the stochastic property of reproducing the same result in different trials. Outliers in these data sets represent the data noise.

The results clearly show that, usually, either the variance is small and the bias large (single linkage, ward, PAM, model-based clustering) or the variance is large and the bias small (Spectral, DBS).

The figures also show that data noise represented by outliers has a high influence on spectral clustering (Lsun3D, Target). The exception of this theory is found in k-means, which has often a high variance and a high bias.

The advantage of DBS is that besides the clustering a visualization of a topographic map is given. Looking into the visualization one would have the chance to intercept incorrect clustering results.
and perform another trial until visualization and clustering overlap resulting in a significant reduction of the variance.

The benchmarking on the FCPS datasets outline that it is preferable not to use a global objective function for clustering if no prior knowledge about data structures is used. For example, the k-means clustering algorithm imposes a spherical cluster structure [Duda et al., 2001, p. 542; Handl et al., 2005, p. 3202; Mirkin, 2005, p. 108; Theodoridis/Koutroubas, 2009, p. 742; C. Hennig, et al. (Hg.), 2015, p. 61] such that the clusters cannot be too elongated [Kaufman/Rousseeuw, 2005, p. 117] and is sensitive to noise and outliers [Theodoridis/Koutroubas, 2009, p. 744]. Therefore, k-means fails on Lsun3D (one of the clusters is elongated), Chainlink and Atom (non-spherical clusters) and Target (Outliers). The same argumentation is valid for PAM.

Single linkage (SL) searches for nearest neighbors [Cormack, 1971, p. 331], it tends to produce connected and chain-like structures [Hartigan, 1981; Jain/Dubes, 1988, pp. 64-65; Duda et al., 2001, p. 554; Everitt et al., 2001, p. 67; Theodoridis/Koutroubas, 2009, p. 660]. Thus, SL fails for the datasets Lsun3D (one of the clusters is spherical), Tetra and TwoDiamonds (compact clusters touching each other) and EnygTime (overlapping clusters of varying density).

The Ward algorithm is sensitive to outliers and tends to find compact clusters of equal size [Everitt et al., 2001, p. 61, Tab. 1] that have an ellipsoidal structure [Ultsch/Lötsch, 2017]. Thus, Ward fails to cluster Atom and Chainlink (non-compact clusters), Lsun3D (one of the clusters is elongated), Target (outliers). Additional Ward seems to have difficulties with changing density (WingNut). The clustering criterions of Spectral clustering and Model-based clustering (MoG) are not that well understood. In literature the opinions are contradictory: “They [spectral clustering methods] are well-suited for the detection of arbitrarily shaped clusters but can lack robustness when there is little spatial separation between the clusters” [Handl et al., 2005, p. 3202]. Spectral clustering is based on graph theory and consequently searches for connected structures [Ng et al., 2002, p. 5] of clusters with “chain-like or other intricate structures” [Duda et al., 2001, p. 582]. The FCPS datasets indicate that spectral clustering is unable to cope with outliers (Target, Lsun3D), spherical clusters of varying density (Hepta), and Tetra(compact clusters touching each other).

Jains and Dubes report that “fitting a mixture density model to patterns creates clusters with hyper-ellipsoidal shapes [Jain/Dubes, 1988, p. 92]. [Handl et al.] report that the MoG method is very effective for well-separated clusters [Handl et al., 2005, p. 3202]. Our trials cannot confirm that MoG is always effective for well-separated clusters (Lsun3D) and the method has difficulties with outliers (Target). Additionally, MoG method suffers “from the well-known curse of dimensionality
[Bellman, 1957], which is mainly due to the fact that model-based clustering methods are overparametrized in high-dimensional spaces” [Bouveyron/Brunet-Saumard, 2014, p. 53]. Thus, this approach cannot compute a result for Leukemia (Fig A.1).

For a clustering algorithm, it is relevant to test for the absence of a cluster structure [Everitt et al., 2001, p. 180], or the clustering tendency [Theodoridis/Koutroubas, 2009, p. 896]. Usually, tests for the clustering tendency rely on statistical tests [Theodoridis/Koutroubas, 2009, p. 896]. Unlike other hierarchical clustering algorithms (except for ESOM/U-matrix clustering [Ultsch et al., 2016a]), the DBS algorithm finds no clusters if no natural clusters exist (see also [Thrun, 2018, p. 192]). The clustering tendency is visualized by topographic map based on the generalized U-matrix. Additionally, the ESOM algorithm is to the knowledge of the authors the only algorithm where it was mathematically proven that no objective function exists [Erwin et al., 1992]. However, DBS was not compared to ESOM/U-matrix clustering because in [Ultsch et al., 2016a] the parameters were carefully chosen by the authors which do not allow for an automatic clustering approach. In general, the ESOM/U-matrix approach is only used for the visualization of structures.

In terms of stability and plasticity (Figure 5. and Figure 5.4), the Databionic swarm (DBS) framework outperforms common algorithms in clustering tasks on the FCPS. “One source of this dilemma is that with clustering based on a global criterion, every sample can have an influence on the location of a cluster center, regardless of how remote it might be” [Duda et al., 2001]. In contrast to standard approaches, swarm techniques are known for their properties of flexibility and robustness [Bonabeau/Meyer, 2001; Şahin, 2004].

Up to this point, mainly artificial datasets have been used to assess the capabilities of DBS. However, the introduction of a new clustering method is necessary only if it is useful. Therefore, two complex real-world data sets were analyzed using DBS to confirm its ability to reproduce known knowledge. The silhouette plots and the heatmaps, which showed small intracluster distances and large intercluster distances, indicated that the clustering results for both data sets were valid. On the high-dimensional leukemia dataset DBS outperformed conventional clustering algorithms with the exception of Ward in 10 trials (Fig. A.1) and preserves the high-dimensional structures given by the illnesses. In a direct comparison to a prior clustering DBS reproduced the result with an accuracy of 93% in Tetrangula dataset. It improves the prior clustering by detecting outliers more robustly. The clusterings of DBS are consistent with geographic information (Fig.6.9, A.6.) because they are consistently in one geographic region and all outliers lie in Queensland for Tetrangula. For the gross-domestic-product of 160 countries, the first cluster consists of mostly
African and Asian countries and a second cluster consists of mostly European and American countries [Thrun, 2019]. Different types of distance and density-based high-dimensional structures are shown in Fig. A2, A.3 and A.4 where DBS is able to preserve them. Using DBS, new knowledge was extracted out of high-dimensional structures with regards to genetic data and multivariate time series (Fig. A5, A.7).

In sum, the results indicate the main advantage of DBS which is its robustness regarding very different types of distance and density-based structures of clusters in natural as well as artificial datasets (Fig. 5.1). As a swarm technique, DBS clustering is more robust with respect to outliers than conventional algorithms which was shown on the artificial datasets of Lsun3D and Target, as well as the complex real-world datasets of Tretangula (Table A.1) and Leukemia (Fig. A.1).

8 Conclusion

A new approach for cluster analysis is introduced in this work. A theoretical comparison of ant-based clustering against SOM described in section 2 indicates that DBS clustering preserves high-dimensional structures (see p. 7, Eq. 1 and p. 17, Eq. 5). The benchmarking on artificial datasets supports this assumption. DBS is a flexible and robust clustering framework that consists of three independent modules. The first module is the parameter-free projection method Pswarm, which exploits the concepts of self-organization and emergence, game theory, swarm intelligence and symmetry considerations. The second module is a parameter-free high-dimensional data visualization technique, which generates projected points on a topographic map with hypsometric colors [Thrun et al., 2016] based on the generalized U-matrix [Ultsch/Thrun, 2017]. The third module is the clustering method itself with non-critical parameters. The clustering can be verified by the visualization and vice versa. The term DBS refers to the method as a whole. DBS enables even a non-professional in the field of data mining to apply its algorithms for visualization and/or clustering to data sets with completely different structures drawn from diverse research fields, simply by downloading the corresponding R package on CRAN [Thrun, 2017].

If prior knowledge of the data set to be analyzed is available, then a clustering algorithm and parameter setting that is appropriately chosen with regard to the structures that should be preserved can outperform DBS (Fig. 5.1). The general claim made in literature can be reproduced by this paper: “[T]he majority of clustering algorithms […] impose a clustering structure on the data set X, even though X may not possess such a structure” [Theodoridis/Koutroumbas, 2009, p. 863]. Additionally, they may return meaningless results in the absence of natural clusters [Cormack,
The results presented in this work illustrate that the DBS algorithm does not suffer from these two disadvantages. In this work, we give an overview over swarm intelligence and self-organization and use particular definitions for swarms and emergence which are based on an extensive review of literature. One of the contributions of this work is the outline the missing links between swarm-based algorithms and emergence as well as game theory. Further research is necessary on the application of game theory as the foundation for a data-based annealing scheme. At this point, it can be proven only that a weak Nash equilibrium will be found [Nash, 1951].

If the particular definitions for the concepts are applied, then, to the author's knowledge, DBS is the first swarm-based technique showing emergent properties while simultaneously exploiting the concepts of swarm intelligence, self-organization and the Nash equilibrium concept from game theory. The specific application of these concepts results in the elimination of a global objective function and eliminates the need to set ominous and yet critical parameters for clustering Algorithms.
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Supplementary Information A: Reproducibility of Structures based on Diagnosis of Leukemia for Common Clustering Algorithms

The interactive clustering approach of DBS was not used in Figure A.1. As the other algorithms are not robust against outliers, the number of clusters was set to four if required by the algorithm. Results for MoG (model-based clustering) were not computable due to the high-dimensionality of the dataset.
Figure A.1: The results from 10 trials of common clustering algorithms on Leukemia, shown as boxplots, where the level of error attributable to chance is 50% and the notch in each boxplot indicates the median.

Abbreviations: median (notch), single linkage (SL), Linde-Buzo-Gray algorithm (LBG-k-means), partitioning around medoids (PAM), mixture-of-Gaussians clustering (MoG), Databionic swarm (DBS).

**Supplementary Information B: Selected Applications of DBS on Real-World Data Sets Reproduce Cluster-Structures and Enable Knowledge Discovery**
Figure B.2: Topographic map of DBS clustering of 528 pain genes [Ultsch et al., 2016b]. The Cluster labeled in yellow consists of outliers [Thrun, 2018]. Clusters labeled in green and magenta, as well as the clusters labeled in blue and red, are very similar to each other [Thrun, 2018]. The clusters are able to reproduce the knowledge about the functions of pain [Lötsch et al., 2013].

Figure B.3: Topographic map of high-dimensional data structure consisting of five single cold pain threshold measurements observed in 148 subjects [Weyer-Menkhoff et al., 2018]. Single measurements of the thresholds to tonic cold stimuli provided a 148 x 5 matrix [Weyer-Menkhoff et al., 2018]. The observation of data structures resembling the Gaussian mixture model-based prior classification was reproduced [Weyer-Menkhoff et al., 2018].

Figure B.4: Topographic map of the Swiss Banknotes data set [Flury/Riedwyl, 1988]. Two clusters are clearly visible, with two misplaced points. The clustering accuracy of the DBS is 99% [Thrun, 2018].
Figure B.5: Topographic map of the gross domestic products of 160 countries from 1970 to 2010 where the dynamic time warping distance is calculated between every two countries. The Topographic map shows two distinctive clusters. There is one outlier, colored in magenta. The rules deduced from CART show that the clusters are defined by an event occurring 2001 where the world economy was experiencing its first synchronized global recession in a quarter-century [Thrun, 2019]. Geographically, the first cluster consists of mostly African and Asian countries and a second cluster consists of mostly European and American countries [Thrun, 2019].
Figure B.6: The topographic map of the high-dimensional structures of the hydrology data set. The dataset contained in total 32,196 data points for 14 different variables in a 15 min frequency (15 min) of environmental measurements for a Catchment area (~3.7 km²) for two 2 years of measurements [Aubert et al., 2016]. For each day the measurements were aggregated by the sum\(^{16}\) of all measurements for that day. The topographic map shows 3 clusters with distinctive types of days. The clusters enabled the domain expert to explain the biological and hydrological contributions leading to different states nitrate concentrations [Thrun et al., 2018].

Figure B.7: Topographic map of high-dimensional data structures consisting of \(d = 31\) gene loci analyzed in \(n = 75\) subjects found in the TRPA1/TRPV1 NGS genotypes and its relation with the phenotypes [Kringel et al., 2018]. The cluster structure emerged from the separation of the data bots carrying the genetic information into two distinct groups, which was visually indicated by a “mountain range” on the topographic map. Cluster membership was unequally distributed among the phenotypes, i.e., the swarm-based cluster #1 comprising

\(^{16}\) Recent research indicates that aggregation by mean instead of sum is preferable from the perspective of the domain expert resulting in substantial changes in the clustering and topographic map.
subjects carrying few variant alleles were clearly underrepresented in phenotype cluster (Gaussian) #1, i.e., among subjects with low heat hypersensitization response to capsaicin [Kringel et al., 2018].

**Supplementary Information C: Contingency Table for Tetragonula Compares DBS to Average Linkage**

Table C.1: Contingency table of DBS clustering in rows versus H2014 ([Hennig 2014]) average linkage clustering in columns. Seven clusters can be reproduced. Total accuracy of DBS clustering in comparison to H2014 is 93%.

| Abbreviations: | R∑ –Rowsum, | R% - Rowpercentage, | C∑ –Columnsum, | C% - Columnpercentage, |
|----------------|-------------|----------------------|-----------------|------------------------|
| H2014/DBS      | 1           | 2                    | 3               | 4                      | 5               | 6     | 7               | 8     | 9               | 10    | R∑   | R%  |
| 1              | 63          | 0                    | 0               | 0                      | 0               | 0     | 0               | 0     | 0               | 63    | 26,7 |     |
| 2              | 0           | 48                   | 0               | 0                      | 0               | 0     | 0               | 0     | 0               | 48    | 20,3 |     |
| 3              | 0           | 0                    | 35              | 0                      | 0               | 0     | 0               | 0     | 0               | 35    | 14,8 |     |
| 4              | 0           | 0                    | 0               | 23                     | 1               | 0     | 0               | 0     | 0               | 24    | 10,2 |     |
| 5              | 0           | 0                    | 0               | 0                      | 17              | 0     | 0               | 0     | 0               | 17    | 7,2  |     |
| 6              | 0           | 15                   | 0               | 0                      | 0               | 0     | 0               | 0     | 1               | 0     | 16   | 6,78 |
| 7              | 0           | 0                    | 0               | 0                      | 0               | 0     | 0               | 0     | 0               | 13    | 5,51 |     |
| 8              | 0           | 0                    | 0               | 0                      | 0               | 0     | 0               | 11    | 0               | 11    | 4,66 |     |
| 97             | 0           | 0                    | 0               | 0                      | 0               | 0     | 4               | 0     | 0               | 4     | 1,69 |     |
| 98             | 0           | 0                    | 0               | 0                      | 0               | 0     | 0               | 0     | 0               | 2     | 0,85 |     |
| 99             | 0           | 0                    | 0               | 0                      | 0               | 0     | 0               | 0     | 3               | 0     | 3    | 1,27 |
| C∑             | 63          | 63                   | 35              | 23                     | 18              | 13    | 11              | 4     | 4               | 2     | 236  |     |
| C%             | 26,7        | 26,7                 | 14,8            | 9,75                   | 7,63            | 5,51  | 4,66            | 1,69  | 1,69             | 0,85  | 0    | 100  |
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