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Abstract

Sparse regularization such as $\ell_1$ regularization is a quite powerful and widely used strategy for high dimensional learning problems. The effectiveness of sparse regularization has been supported practically and theoretically by several studies. However, one of the biggest issues in sparse regularization is that its performance is quite sensitive to correlations between features. Ordinary $\ell_1$ regularization can select variables correlated with each other, which results in deterioration of not only its generalization error but also interpretability. In this paper, we propose a new regularization method, “Independently Interpretable Lasso” (IILasso). Our proposed regularizer suppresses selecting correlated variables, and thus each active variable independently affects the objective variable in the model. Hence, we can interpret regression coefficients intuitively and also improve the performance by avoiding overfitting. We analyze theoretical property of IILasso and show that the proposed method is much advantageous for its sign recovery and achieves almost minimax optimal convergence rate. Synthetic and real data analyses also indicate the effectiveness of IILasso.

1 Introduction

High dimensional data appears in many fields such as biology, economy and industry. A common approach for high dimensional regression is sparse regularization strategy such as Lasso (Least absolute shrinkage and selection operator) \cite{tibshirani1996regression}. Since the sparse regularization performs both parameter estimation and feature selection simultaneously, (i) it offers interpretable results by identifying informative variables, and (ii) it can effectively avoid overfitting by discarding redundant variables. Because of these properties, sparse regularization has shown huge success in wide range of data analysis in science and engineering. Moreover, several theoretical studies have been developed to support the effectiveness of sparse regularization, and efficient optimization methods also have been proposed so that sparse learning is easily executed.

However, the performance of sparse regularization is guaranteed only under “small correlation” assumptions, that is, the features are not much correlated with each other. Actually, typical theoretical supports are based on a kind of small correlation assumptions such as restricted eigenvalue condition \cite{candes2005power}. In the situation where the features are highly correlated, the selected variables are likely to be jointly correlated. As a result, each coefficient cannot be seen as independent variable contribution so that the model is no longer easy to interpret. This kind of interpretability is called “decomposability” in \cite{gheadaly2015regularizing}, which represents the ability whether we can decompose a model into some parts and interpret each component. In our experience, this kind of interpretability is quite important in many practical modeling for decision-making. In addition to this, selecting several correlated variables
results in worse generalization error because the redundant representation tends to give overfitting. Thus, it is favorable to construct the model with uncorrelated variables both for interpretability and generalization ability.

Several methods have been proposed to resolve the problem induced by correlations among variables. The first line of research is based on a strategy in which correlated variables are either all selected or not selected at all. Examples of this line are Elastic Net [20], Pairwise Elastic Net [15] and Trace Lasso [11]. These methods select not only important variables but also variables strongly correlated. Although these methods often give better generalization error, this strategy makes it hard to interpret the model, because many correlated variables are incorporated into the final model.

The second line of research including our proposed method is based on another strategy in which we select uncorrelated variables, and thus obtain decomposability. Uncorrelated Lasso [5] intends to construct a model with uncorrelated variables. However, it still tends to select “negatively” correlated variables and hence the correlation problem is not resolved. Exclusive Group Lasso [13] is also in this line, but it is necessary to group correlated variables beforehand. They suggest that we group variables whose correlations are greater than a certain threshold. However, determination of the threshold is not a trivial problem and practically it causes unstable results.

In this paper, we propose a new regularization method, named “Independently Interpretable Lasso” (IILasso), which offers efficient variable selection, does not select negatively correlated variables, and is free from a specific pre-processing such as grouping. Our proposed regularization formulation more aggressively induces the sparsity of the active variables and reduces the correlations among them. Hence, we can independently interpret the effects of active variables in the output model, and the generalization performance is also much improved. To support the usefulness of our proposal, we give the following contributions:

- We show the necessary and sufficient condition for the sign consistency of variables selection. As a result, it is shown that our method achieves the sign consistency under a milder condition than Lasso.
- The convergence rate of the estimation error is analyzed. We show that the estimation error achieves the almost minimax optimal rate and gives better performance than Lasso in some situations.
- We propose a coordinate descent algorithm to find a local optimum of the objective function. This is guaranteed to converge to a stationary point.
- It will be shown that every local optimal solution achieves the same statistical error rate as the global optimal solution and thus is almost minimax optimal though the objective function is not necessarily convex for the sake of better statistical properties.

The rest of this paper is as follows: In Section 2, we propose a new regularization formulation and introduce its optimization method. We also state the relationship with existing works. In Section 3, we show theoretical results on the sign recovery and the convergence rate. We can see that IIIlasseo is superior to Lasso for correlated design. In Section 4, both synthetic and real-world date experiments, including 10 microarray datasets, are illustrated. In Section 5, we summarize the properties of IIIlasseo.

Notations. Let $M \in \mathbb{R}^{n \times p}$. We use subscripts for the columns of $M$, i.e., $M_j$ denotes the $j$-th column. Let $v \in \mathbb{R}^p$. $\text{Diag}(v) \in \mathbb{R}^{p \times p}$ is the diagonal matrix whose $j$-th diagonal element is $v_j$. $|v|$ is the elements-wise absolute vector whose $j$-th element is $|v_j|$. $\text{sgn}(v)$ is the sign vector whose elements are 1 for $v_j > 0$, $-1$ for $v_j < 0$, and 0 for $v_j = 0$. $\text{supp}(v)$ is the support set of $v$, i.e., $\{j \in \{1, \cdots, p\} | v_j \neq 0\}$. Let $S$ be a subset of $\{1, \cdots, p\}$. $|S|$ is the number of the elements in $S$. $S^c$ is the complement subset of $S$, i.e., $S^c = \{1, \cdots, p\} \setminus S$. $v_S$ is the vector $v$ restricted to the index set $S$. $M_{S_1S_2}$ is the matrix whose row indexes are restricted to $S_1$ and column indexes are restricted to $S_2$.

## 2 Proposed Method

### 2.1 IILasso: A New Regularization Formulation

Consider the problem of predicting $y \in \mathbb{R}^n$, given a design matrix $X \in \mathbb{R}^{n \times p}$, assuming a linear model

$$y = X \beta + \epsilon,$$

where $\epsilon \in \mathbb{R}^n$ is a noise and $\beta \in \mathbb{R}^p$ is a regression coefficient. We assume without loss of generality that the features are standardized such that $\Sigma_{i=1}^n X_{ij} = 0$, $\Sigma_{i=1}^n X_{ij}^2 / n = 1$ and $\Sigma_{i=1}^n y_i = 0$. Then, Lasso solves the following optimization problem:

$$\min_{\beta} \frac{1}{2n} \|y - X \beta\|_2^2 + \lambda \|\beta\|_1,$$

where $\lambda > 0$ is a regularization parameter. Since the last penalty term induces the sparsity of estimated values, the output model contains few variables and hence
is tractable. This is critically important for interpretability. However, as we have described in Section 4 when there are highly correlated variables, Lasso can select correlated variables especially for a small $\lambda$ resulting in worse interpretability and poor generalization error.

To overcome this problem, we propose a new regularization formulation as follows:

$$
\min_{\beta} \frac{1}{2n} \|y - X\beta\|^2_2 + \lambda \left( \|\beta\|_1 + \frac{\alpha}{2} \|\beta^T R \beta\| \right),
$$

(1)

where $\alpha > 0$ is a regularization parameter for the new regularization term, and $R \in \mathbb{R}^{p \times p}$ is a symmetric matrix whose component $R_{jk} \geq 0$ represents the similarity between $X_j$ and $X_k$. The last term of (1) is also written as $\frac{\alpha}{2} \sum_{p=1}^p \sum_{k=1}^p R_{jk} |\beta_j| |\beta_k|$. We define $R_{jk}$ for $j \neq k$ as a monotonically increasing function of the absolute correlation $r_{jk} = \frac{1}{\sqrt{p}} |X_j^T X_k|$, so that correlated variables are hard to be selected simultaneously. In particular, when $X_j$ and $X_k$ are strongly correlated, the squared error does not change under the condition that $\beta_j + \beta_k$ is constant, but the penalty $R_{jk} |\beta_j| |\beta_k|$ strongly induces either $\beta_j = 0$ or $\beta_k = 0$. On the contrary, if $X_j$ and $X_k$ are uncorrelated, i.e., $R_{jk}$ is small, then the penalty of selecting both $\beta_j$ and $\beta_k$ is negligible.

We can see the exclusive effect of our regularization term by the constraint regions corresponding to the penalties. Figure 1 illustrates the constraint regions of $\|\beta\|_1 + \frac{1}{2} |\beta^T R \beta|$ for the case $p = 2$. As diagonal elements of $R$ increases (from the top to the bottom panel), the contours become smooth at the axis of coordinates. Because of this, the minimizer tends to select both variables if two variables are strongly correlated. This is the grouping effect of Elastic Net as we describe later. On the other hand, as off-diagonal elements of $R$ increases (from the left to the right panel), the contours become pointed at the axis of coordinates and the minimizer tends to be sparser. This is the exclusive effect for correlated variables. Although the shape of contours resemble that of $\ell_q$ ($0 < q < 1$) penalty, we would emphasize that we use correlation information $R_{jk}$ and multiplication term $|\beta_j| |\beta_k|$. Since our regularization term is adaptive for correlations, our penalty achieves both sparse and stable solutions.

Some definition variations of the similarity matrix $R$ can be considered. One of the natural choices is $R_{jk} = r_{jk}^2$. $R$ is positive semidefinite in this case because the Hadamard product of positive semidefinite matrices is also positive semidefinite. Hence, the problem (1) turns to be convex and easy to solve the
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To solve (1), we introduce Coordinate Descent Algorithm (CDA), which was originally proposed for Lasso ($\alpha = 0$ for IIlasso) \cite{Friedman2010,Johnson2009}. CDA is a simple and efficient algorithm, particularly in high dimensions. CDA basically follows simply: For each $j \in \{1, \ldots, p\}$, we optimize the objective function with respect to $\beta_j$ with the remaining elements of $\beta$ fixed at their most recently updated values.

CDA is applicable even when the quadratic penalty is included. Let $L(\beta)$ denote the objective function

\begin{equation}
L(\beta) = \frac{1}{n} \| y - X\beta \|^2 + \lambda \sum_{j=1}^{p} |\beta_j|.
\end{equation}

in (1). To derive the update equation, when $\beta_j \neq 0$, differentiating $L(\beta)$ with respect to $\beta_j$ yields

\begin{equation}
\partial_{\beta_j} L(\beta) = -\frac{1}{n} X_j^\top (y - X\beta) + (1 + \lambda R_{jj}) \beta_j + \lambda (1 + \alpha R_{jj} |\beta_j|) \text{sgn}(\beta_j),
\end{equation}

where $\beta_j$ denotes $\beta$ without the $j$-th component, $X_{-j}$ denotes $X$ without $j$-th column and $R_{jj}$ denotes the $j$-th row vector without $j$-th column of $R$. Solving $\partial_{\beta_j} L(\beta) = 0$, we obtain the update rule as

$$
\beta_j \leftarrow \frac{1}{1 + \lambda R_{jj}} S\left(\frac{1}{n} X_j^\top (y - X_{-j} \beta_{-j}) + \lambda (1 + \alpha R_{jj} |\beta_j|) \text{sgn}(\beta_j)\right),
$$

where $S(z, \gamma)$ is a soft thresholding function

$$
S(z, \gamma) = \text{sgn}(z)(|z| - \gamma)_+ = \begin{cases} 
  z - \gamma & \text{if } z > 0 \text{ and } \gamma < |z|, \\
  z + \gamma & \text{if } z < 0 \text{ and } \gamma < |z|, \\
  0 & \text{if } |z| \leq \gamma.
\end{cases}
$$

The whole algorithm for solving IIlasso is described in Algorithm 1. We search several $\lambda$ from $\lambda_{\text{max}}$ to $\lambda_{\text{min}}$. $\beta$ is initialized at each $\lambda$ in some way such as a) zeros for all elements, b) the solution of previous $\lambda$, or c) the solution of ordinary Lasso.

In Algorithm 1, we can see that the objective function monotonically decreases at each update and the estimate converges a stationary point.

**Proposition 1.** Let $\{\beta^t\}_{t=0,1,\ldots}$ be a sequence of $\beta$ in Algorithm 1. Then, every cluster point of $\{\beta^t\}_{t \equiv (p-1) \text{mod} p}$ is a stationary point.

**Proof.** The proof is based on Theorem 4.1 in \cite{Zhang2009}. First, we can see that the level set $\{\beta | L(\beta) \leq L(\beta^t)\}$ is compact and $L(\beta)$ is continuous. Moreover, $L(\beta)$ has a unique minimum with $\beta^t$ in terms of $\beta_j$. Therefore, every cluster point of $\{\beta^t\}_{t \equiv (p-1) \text{mod} p}$ is a coordinate-wise minimum point. In addition, since $L(\beta)$ can be

![Figure 2: Uncorrelated model vs correlated model](image)
seen as a locally quadratic function in any directions, \( L(\beta) \) is regular at the cluster point. These and Theorem 4.1 (c) in \([26]\) concludes the assertion.

2.3 Related Work

There are some existing works that take correlations among variables into account. We can divide them into mainly two directions: 1) grouping selection and 2) exclusive selection. The former groups correlated variables and selects correlated variables together. The latter excludes correlated variables and selects uncorrelated variables.

The representative method of grouping selection is Elastic Net \([30]\). The objective function is constructed by squared \( \ell_2 \) penalty in addition to \( \ell_1 \) penalty:

\[
\min_{\beta} \|y - X\beta\|_2^2 + \lambda_1 \|eta\|_1 + \lambda_2 \|eta\|_2^2.
\]

Due to \( \ell_2 \) penalty, if the variables \( X_j \) and \( X_k \) are strongly correlated tending to be 1, then estimated values of \( \beta_j \) and \( \beta_k \) get closer. If \( X_j \) and \( X_k \) are equal, especially, then \( \beta_j \) and \( \beta_k \) must be equal. This behavior is called grouping effect. Pairwise Elastic Net \([15]\) and Trace Lasso \([11]\) are the same direction of research (and improve the prediction accuracy). These methods tend to include many correlated variables and each coefficient no longer indicates independent variable contribution. As a result, it is hard to interpret which variables are truly active and how variables affect the objective variable.

Another direction of research is exclusive selection. Uncorrelated Lasso (ULasso) \([5]\) aims to reduce correlations among active variables. It optimizes the following objective function:

\[
\min_{\beta} \|y - X\beta\|_2^2 + \lambda_1 \|eta\|_1 + \lambda_2 \beta^T R \beta,
\]

where \( R \in \mathbb{R}^{p \times p} \) with each element \( R_{jk} = (\frac{1}{n} X_j^T X_k)^2 \). ULasso quite resembles our formulation, but there exists a critical difference that they use \( \beta \) instead of \( |\beta| \) in the objective function. \([5]\). We found that ULasso does not necessarily select uncorrelated variables. For example, consider the case \( X = [X_1, X_2] \). The last term of \([5]\) is \( \lambda_2 (\beta_1^2 + \beta_2^2 + 2R_{12} \beta_1 \beta_2) \). If \( R_{12} \neq 0 \), then the term \( R_{12} \beta_1 \beta_2 \) encourages \( |\beta_1| \beta_2 \) larger with \( \beta_1 \beta_2 < 0 \). This implies that ULasso tends to select correlated variables and set coefficients to the opposite sign. In particular, \( X_1 \) and \( X_2 \) are strongly correlated, then it reduces \( \lambda_2 (|\beta_1| + |\beta_2|)^2 \), which induces \( \beta_1 = -\beta_2 \). It is not a major problem when \( X_1 \) and \( X_2 \) are positively correlated, but is a significant problem when \( X_1 \) and \( X_2 \) are negatively correlated. This problem is overcome in our method, as described in Section 2.1. Therefore, the difference between their ULasso and our IILasso is essential and crucial.

Exclusive Group Lasso (EGLasso) \([23]\) is also the same direction of exclusive selection. It optimizes the following objective function:

\[
\min_{\beta} \|y - X\beta\|_2^2 + \lambda_1 \|eta\|_1 + \lambda_2 \sum_{k=1}^K \|eta^{(k)}\|_2^2,
\]

where \( \beta^{(k)} \) consists of the variables of \( \beta \) within a group of predictors \( g_k \subset \{1, \ldots, p\} \) and \( K \) is the number of groups. The last term is \( \ell_1/\ell_2 \) penalty, which acts on exclusive feature selection. For example, when \( p = 3, g_1 = \{1, 2\} \) and \( g_2 = \{3\} \), then the last term becomes \( \lambda_2 (|\beta_1| + |\beta_2|)^2 + |\beta_3|^2 \). This enforces sparsity over each intra-group. They suggest that we put highly correlated variables into the same group in order to select uncorrelated variables. They use \( \|r_{ij}\| > \theta \) with \( \theta \approx 0.90 \) as a threshold. EGLasso can be seen as a special case of IILasso. Let \( R \) be a group indicator matrix such as \( R_{jk} = 1 \) if \( X_j \) and \( X_k \) belong to the same group and \( R_{jk} = 0 \) otherwise. Then IILasso is reduced to EGLasso. For the above example, if we define similarity matrix \( R = [1, 1, 0; 1, 1, 0; 0, 0, 1] \), then the last term of IILasso objective function \([1]\) becomes \( \lambda \left( \beta_1^2 + 2|\beta_1| |\beta_2| + \beta_3^2 \right) \), which is the same as the last term of \([3]\). As we see, EGLasso needs to determine the threshold \( \theta \) and group variables beforehand. This can cause severely unstable estimation.

3 Theoretical Results

In this section, we show theoretical properties of IILasso. We first show the sign recovery condition of IILasso. Then, we derive the convergence rate of IILasso. These results are significantly important for interpretability and generalization ability. In addition, we show the property of local minimum, which implies that every local optimal solution achieves the same statistical error rate as the global optimal solution. In this section, let \( \beta^* \) denote the true parameter, \( S \) denote the true active sets, i.e., \( S = \{j \in \{1, \ldots, p\} | \beta_{j}^* \neq 0\} \), and \( s = |S| \).

3.1 Sign Recovery

We give the necessary and sufficient condition of sign recovery.

**Theorem 2.** Define

\[
U := -\frac{1}{n} X_S^T X_S + \lambda_0 \text{Diag}(\text{sgn}(\beta_S^*)) R_{SS} \text{Diag}(\text{sgn}(\beta_S^*)),
\]

\[
V := \text{Asgn}(\beta_S^*) + \lambda_0 \text{Diag}(\text{sgn}(\beta_S^*)) R_{SS} \text{Diag}(\text{sgn}(\beta_S^*)) \beta_S^* - \frac{1}{n} X_S^T \varepsilon.
\]
Assume $U$ is invertible. Then, there exists a critical point $\beta$ of (1) with correct sign recovery $\text{sgn}(\hat{\beta}) = \text{sgn}(\beta^*)$ if and only if the following two conditions hold:

$$
\begin{align*}
\text{sgn} \left( \beta_S^* - U^{-1}V \right) &= \text{sgn}(\beta_S^*), \\
\left| \frac{1}{n} X_S^T X_S U^{-1} V + \frac{1}{n} X_S^T \epsilon \right| &\leq \lambda \left( 1 + \alpha R_{SS} \left| \beta_s^* - U^{-1}V \right| \right),
\end{align*}
$$

where both of these vector inequalities are taken elementwise.

The proof is given in the supplementary material. The sign recovery condition is derived from the standard conditions for optimality. We note that $\alpha = 0$ reduces the condition into the ordinary Lasso condition in [22]. The invertible assumption of $U$ is not restrictive because it is true for almost all $\lambda$ if $X_S^T X_S$ is invertible, which is the same assumption as standard analysis of Lasso.

The condition of IILasso is milder than that of Lasso when $R_{SS}$ is small enough, since [5] is the same as Lasso and [6] is easier to be satisfied unless $\alpha R_{SS} = 0$. This implies that IILasso is more favorable than Lasso from the viewpoint of sign recovery. In addition, we can see that large value of $R_{SS}$ is favorable for sign recovery. That is, IILasso tends to succeed the sign recovery if the true active variables have small correlations and the inactive variables are strongly correlated with the true active variables.

Theorem 2 is not the condition of a global optimal solution. However, if global optimal solutions are finite, they must be a critical point. Hence, there exists a global optimal solution with correct sign recovery only if [5] and [6] hold.

### 3.2 Convergence Rate

Here we give the convergence rate of the estimation error of our method. Before we give the statement, the assumption and definition are prepared.

**Assumption 1.** $(\epsilon_t)_{t=1}^n$ is an i.i.d. sub-Gaussian sequence: $E[e^{\epsilon_t}] \leq e^{\frac{\epsilon^2}{2\sigma^2}}$ (for $\sigma > 0$).

**Definition 1.** (Generalized Restricted Eigenvalue Condition (GRE$(S, C, C')$)). Let a set of vectors $B(S, C, C')$ for $C > 0$, $C' > 0$ be

$$B(S, C, C') := \{ \beta \in \mathbb{R}^p \mid ||\beta_S||_1 + C'\alpha|\beta_{S'}||R_{SS'}|\beta_{S'}| \leq C||\beta_S||_1 \}.$$  

Then, we assume $\phi_{\text{GRE}} > 0$ where

$$\phi_{\text{GRE}} = \phi_{\text{GRE}}(S, C, C') := \inf_{v \in B(S, C, C')} \frac{v^T \frac{1}{n} X_S^T X_S v}{||v||_2^2}.$$  

Definition 1 is a generalized notion of the restricted eigenvalue condition [3, 2] tailored for our regularization. One can see that, if $\alpha = 0$ or $C' = 0$, then $\phi_{\text{GRE}}$ is reduced to the ordinary restricted eigenvalue [3, 19] for the analysis of Lasso. Since there are additional terms related to $|\beta|^T R|\beta|$, the set $B(S, C, C')$ is smaller than that for the ordinary restricted eigenvalue if the same $C$ is used. In particular, the term $|\beta_S^*|^T R_{SS'}|\beta_S + \beta_S^*|$ on the left-hand side strongly restricts the amplitude of coefficients for unimportant variables (especially the variables with large $R_{SS'}$), and thus promote independence among the selected variables.

GRE condition holds in quite general class of Gaussian design, because RE$(S, C)$ condition is satisfied in general class of Gaussian design [18], and Assumption GRE$(S, C, C')$ is milder than Assumption RE$(S, C)$. Therefore, GRE condition is not so restrictive.

Here, for any $\delta > 0$, we define $\gamma_n$ as

$$\gamma_n = \gamma_n(\delta) := \sigma \sqrt{\frac{2 \log(2p/\delta)}{n}}.$$  

Then, we obtain the convergence rate of IILasso as follows.

**Theorem 3.** Suppose that Assumption 1 is satisfied. Suppose $R$ satisfy for all $j, k \in S$,

$$0 \leq R_{jk} \leq D,$

for some positive constant $D$, and the estimator $\hat{\beta}$ of (1) is approximately minimizing the objective function so that

$$L_{\lambda_n}(\hat{\beta}) \leq L_{\lambda_n}(\beta^*).$$

Fix any $0 < \delta < 1$, let the regularization parameters satisfy

$$3\gamma_n \leq \lambda_n \text{ and } \alpha \leq \frac{1}{4D||\beta_S||_1}.$$  

Suppose that Assumption GRE$(S, 3, \frac{3}{2})$ (Definition 1) is satisfied. Then, it holds that

$$||\hat{\beta} - \beta^*||_2^2 \leq \frac{16s\lambda_n^2}{\phi_{\text{GRE}}}.$$  

with probability $1 - \delta$.

The proof is given in the supplementary material. The obtained convergence rate is roughly evaluated as

$$||\hat{\beta} - \beta^*||_2^2 = O_p \left( \frac{s \log(p)}{n} \right),$$

which is almost the minimax optimal rate [20].

As is obvious from the proof of Theorem 3, we also have a little bit stricter bound

$$||\hat{\beta} - \beta^*||_2^2 \leq \left( \frac{8}{5} + 5\alpha D||\beta_S||_1 + \frac{3}{2}(\alpha D||\beta_S||_1)^2 \right)^2 s \lambda_n^2,$$

where $D$ is an additional term related to $|\beta|^T R|\beta|$, the set $B(S, C, C')$ is smaller than that for the ordinary restricted eigenvalue if the same $C$ is used. In particular, the term $|\beta_S^*|^T R_{SS'}|\beta_S + \beta_S^*|$ on the left-hand side strongly restricts the amplitude of coefficients for unimportant variables (especially the variables with large $R_{SS'}$), and thus promote independence among the selected variables.
under Assumption GRE($S, C, \frac{\alpha}{2}$) (Definition 1) where $C = 2 + \frac{1}{2} &alpha D \beta_{S}^{2} |_{S} + \phi(0, D \beta_{S}^{2} |_{S})^{2}$, with high probability. This proof is also given in the supplementary material. We can easily see that, when $\alpha = 0$, then the convergence rate analysis is reduced to the standard one for ordinary Lasso [3, 2]. Under well “interpretable” cases where the true non-zero components $S$ are independent, i.e., $R_{SS} = O$, the error bounds for Lasso and IIlasso are the same except for the term $\phi_{GRE}$. Since $R_{S-S}$ and $R_{S-S}$ shrink the set of vectors $B(S, C, C')$ in Definition 4, $\phi_{GRE}$ of IIlasso is larger than that of Lasso. Therefore, our method achieves a better error bound than the ordinary $\ell_{1}$ regularization in this setting. In addition, our method has more advantageous when the variables are correlated between informative and non-informative variables.

### 3.3 Local Optimality of estimator

The objective function of our method is not necessarily convex in exchange for better statistical properties as observed above. Our next theoretical interest is about the global optimality of our optimization algorithm (Algorithm 1). Since our optimization method is a greedy one, there is no confirmation that it achieves the global optimum. However, as we see in this section, the local solution achieves almost the same estimation error as the global optimum satisfying (4). For theoretical simplicity, we make the following a bit stronger condition.

**Assumption 2.** There exists $\phi > 0$ and $q_{n}$ such that, for all $V \subseteq \{1, \ldots, p\}$ satisfying $|V| \leq q_{n}$ and $V \cap S = \emptyset$, it holds that

$$\frac{1}{n} X_{S \cup V}^{T} X_{S \cup V} > \phi I.$$  

Moreover, there exists $\hat{D}$ such that the maximum absolute value of the eigenvalue of $R$ is bounded as

$$\sup_{u \in \mathbb{R}^{S \cup V}} u^{T}(R_{S \cup V, S \cup V}) u \leq \hat{D} \| u \|^{2}.$$  

**Theorem 4.** Suppose Assumptions 1 and 2 are satisfied. Assume that $\hat{\beta}$ is a local optimal solution of $\| \beta \|_{S} + \phi_{GRE}(0, D \beta_{S}^{2} |_{S})^{2}$ satisfying $| \text{supp}(\hat{\beta}) | \leq | S | + q_{n}$. Let the regularization parameters satisfy

$$\gamma_{n} < \lambda_{n} \text{ and } \alpha < \min \left\{ \frac{\sqrt{n}}{2D\| \beta^{*} \|_{2}}, \frac{\phi}{2D\lambda_{n}} \right\},$$  

for any $\delta > 0$. Then, $\hat{\beta}$ should satisfy

$$\| \hat{\beta} - \beta^{*} \|_{2} \leq \frac{25n\lambda_{n}^{2}}{\phi^{2}},$$  

with probability $1 - \delta$.

The proof is given in the supplementary material. Theorem 4 indicates that every local optimum $\hat{\beta}$ achieves the same convergence rate with the ideal optimal solution $\beta^{*}$. In other words, there is no local optimal solution with sparsity level $|S| + q_{n}$ far from the true vector $\beta^{*}$. In the theorem, we assumed the sparsity of the local optimal solution $\beta$. Such a sparse solution can be easily obtained by running CDA multiple times from different initial solutions.

### 4 Numerical Experiments

#### 4.1 Synthetic Data

We consider the case in which the true active variables are uncorrelated and many inactive variables are strongly correlated with the active variable. If all of active and inactive variables are uncorrelated, it is easy to estimate which is active or inactive. On the other hand, if the inactive variables are strongly correlated with the active variables, it is hard to distinguish which one is active. We simulate such a situation and validate the effectiveness of IIlasso.

First, we generated a design matrix $X \in \mathbb{R}^{n \times p}$ from the Gaussian distribution of $N(0, \Sigma)$ where $\Sigma = \text{Diag}(\Sigma^{(1)}, \ldots, \Sigma^{(5)})$ was a block diagonal matrix whose elements $\Sigma^{(l)} \in \mathbb{R}^{q \times q}$ was $\Sigma^{(l)}_{jk} = 0.95$ for $j \neq k$ and $\Sigma^{(l)}_{jk} = 1$ for $j = k$. We set $n = 50$, $p = 100$, $b = 10$ and $q = 10$. Thus, there were 10 groups containing 10 strongly correlated variables. Next, we generated an objective variable $y$ by the true active variables $X_{1}, X_{11}, X_{21}, \ldots, X_{91}$, such that $y = 10X_{1} - 9X_{11} + 8X_{21} - 7X_{31} + \cdots + 2X_{81} - X_{91} + \epsilon$, with a standard Gaussian noise $\epsilon$. Each group included one active variable. We generated three datasets for training, validation and test as above.

Then, we compared the performance of Lasso, SCAD [7], MCP [29], EGLasso and IIlasso. Evaluation criteria are prediction error (mean squared error), estimation error ($\ell_{2}$ norm between the true and estimated coefficients) and model size (the number of non-zero coefficients). SCAD and MCP are representative methods of folded concave penalty, so their objective functions are non-convex, which are the same as our method. They have a tuning parameter $\gamma$; we set $\gamma = 2.5, 3.7, 10, 20, 100, 1000$ for SCAD and $\gamma = 1.5, 3, 10, 20, 100, 1000$ for MCP. EGLasso has a parameter $\lambda_{2}$; we set $\lambda_{2}/\lambda_{1} = 0.01, 0.1, 1, 10, 100, 1000$. For EGLasso, we used the true group information beforehand. We used R packages ncvreg [4] for Lasso, SCAD and MCP, and sparsenet [10] for MCP. One can solve MCP using either ncvreg or sparsenet, but they differ in their optimization algorithms and ways of initialization. For IIlasso, we defined $R_{jk} = |r_{jk}|/(1 - |r_{jk}|)$.
Table 1: Results of synthetic data

| Model       | Prediction Error | Estimation Error | Model Size |
|-------------|------------------|------------------|------------|
| Lasso (ncvreg) | 2.67(0.05)    | 4.44(0.06)    | 34.1(0.46) |
| SCAD (ncvreg) | 1.52(0.02)    | 1.79(0.04)    | 14.6(0.23) |
| MCP (ncvreg) | 1.95(0.02)    | 1.79(0.04)    | 14.6(0.24) |
| MCP (sparsenet) | 2.41(0.11) | 3.19(0.13)    | 13.4(0.28) |
| EGLasso     | 2.60(0.04)    | 3.46(0.05)    | 33.3(0.42) |
| IILasso (ours) | 1.45(0.02) | 1.40(0.04)    | 13.5(0.23) |

The results are given in Figure 3. From the viewpoint of log-likelihood, IILasso won in 5 out of 10 cases. MCP showed similar performance to IILasso, but only won 2 cases. Lasso, EGLasso and SCAD showed similar performance, but fell behind IILasso and MCP. We can see the similar tendency of misclassification errors. IILasso won in 9 out of 10 cases including 5 ties. IILasso lost only 1 case, in which MCP won. In addition, the model size of IILasso was always smaller than Lasso and the smallest in 6 out of 10 cases including 1 tie. In particular, IILasso showed a much smaller misclassification error with a much smaller model size for the dataset ‘subramanian’, and smaller model sizes for the datasets ‘gordon’, ‘gravier’, ‘pomeroy’ and ‘west’ among the comparable methods with almost the same misclassification errors. As a whole, IILasso could construct accurate models with a small number of variables.

4.2 Real Data: Gene Expression Data

We applied our method to various gene expression data to validate its effectiveness for real applications. We used the following 10 datasets: ‘alon’ [1] (colon cancer), ‘chiaretti’ [6] (leukemia), ‘gordon’ [10] (lung cancer), ‘gravier’ [12] (breast cancer), ‘pomeroy’ [17] (central nervous system disorders), ‘shipp’ [21] (lymphoma), ‘singh’ [22] (prostate cancer), ‘subramanian’ [23] (miscellaneous), ‘tian’ [24] (myeloma), ‘west’ [28] (breast cancer). All of these data are provided by R package datamicroarray. The abstract of these datasets is described in Table 2. All datasets are small-sample high-dimensional DNA microarray data.

Since the objective variable is binary, logistic regression was applied. Logistic regression of Lasso, SCAD and MCP is supported by ncvreg (sparsenet does not support logistic regression). EGLasso and IILasso can also be formulated as logistic regression. For details, see the supplementary material. We used the same settings on regularization parameters as described in Section 4.1. We evaluated the log-likelihood, misclassification error and model size using ten-fold cross validation.

Table 2: Abstract of microarray data

| data      | # samples | # dimensions |
|-----------|-----------|--------------|
| alon      | 62        | 2000         |
| chiaretti | 111       | 12625        |
| gordon    | 181       | 12533        |
| gravier   | 168       | 2905         |
| pomeroy   | 60        | 7128         |
| shipp     | 58        | 6817         |
| singh     | 102       | 12600        |
| subramanian | 50       | 10100        |
| tian      | 173       | 12625        |
| west      | 49        | 7129         |
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A Proof of Theorem [2]

Proof. By standard conditions for optimality, \( \hat{\beta} \) is a critical point if and only if there exists a subgradient \( \hat{z} \in \partial \| \hat{\beta} \|_1 := \{ z \in \mathbb{R}^p | z_j = \text{sgn}(\hat{\beta}_j) \text{ for } \hat{\beta}_j \neq 0, |z_j| \leq 1 \text{ otherwise} \} \) such that \( \partial_\beta \frac{1}{2} \| \beta \|_1^2 R|\beta| = \text{Diag}(R|\beta|)z \), the condition \( \partial_\beta L(\beta) = 0 \) yields

\[
-\frac{1}{n} X^T (y - X \hat{\beta}) + \lambda \hat{z} + \lambda \alpha \text{Diag} \left( R|\beta| \right) \hat{z} = 0. \tag{A.1}
\]

Substituting \( y = X \beta^* + \epsilon \) in (A.1), we have

\[
-\frac{1}{n} X^T (X(\beta^* - \hat{\beta}) + \epsilon) + \lambda \hat{z} + \alpha \text{Diag} \left( R|\beta| \right) \hat{z} = 0. \tag{A.2}
\]

Let the true active set \( S = \{1, \cdots, s\} \) and inactive set \( S^c = \{s+1, \cdots, p\} \) without loss of generality, then (A.2) is turned into

\[
\frac{1}{n} X^T S X S \left( \hat{\beta}_S - \beta^*_S \right) + \frac{1}{n} X^T S X S^c \hat{\beta}_S^c - \frac{1}{n} X^T S \epsilon + \lambda \hat{z}_S + \lambda \alpha \text{Diag} \left( R_{SS}|\beta_S| \right) \hat{z}_S = 0, \tag{A.3}
\]

\[
\frac{1}{n} X^T S^c X S \left( \hat{\beta}_S - \beta^*_S \right) + \frac{1}{n} X^T S^c X S^c \hat{\beta}_S^c - \frac{1}{n} X^T S^c \epsilon + \lambda \hat{z}_S^c + \lambda \alpha \text{Diag} \left( R_{S^c S}|\beta_S| \right) \hat{z}_S^c = 0. \tag{A.4}
\]

Hence, there exists a critical point with correct sign recovery if and only if there exists \( \hat{\beta} \) and \( \hat{z} \) such that (A.3), (A.4), \( \hat{z} \in \partial \| \hat{\beta} \|_1 \) and \( \text{sgn}(\hat{\beta}) = \text{sgn}(\beta^*) \). The latter two conditions can be written as

\[
\hat{z}_S = \text{sgn}(\beta^*_S), \tag{A.5}
\]

\[
|\hat{z}_S^c| \leq 1, \tag{A.6}
\]

\[
\text{sgn}(\hat{\beta}_S) = \text{sgn}(\beta^*_S), \tag{A.7}
\]

\[
\hat{\beta}_S^c = 0. \tag{A.8}
\]

The condition (A.5) and (A.8) yield

\[
\frac{1}{n} X^T S X S \left( \hat{\beta}_S - \beta^*_S \right) + \frac{1}{n} X^T S \epsilon + \lambda \text{sgn}(\beta^*_S) + \lambda \alpha \text{Diag} \left( R_{SS}|\beta_S| \right) \text{sgn}(\beta^*_S) = 0, \tag{A.9}
\]

\[
\frac{1}{n} X^T S^c X S \left( \hat{\beta}_S - \beta^*_S \right) - \frac{1}{n} X^T S^c \epsilon + \lambda \hat{z}_S^c + \lambda \alpha \text{Diag} \left( R_{S^c S}|\beta_S| \right) \hat{z}_S^c = 0. \tag{A.10}
\]

Since

\[
\text{Diag}(R_{SS}|\hat{\beta}_S|) \text{sgn}(\beta^*_S) = \text{Diag}(\text{sgn}(\beta^*_S)) R_{SS}|\hat{\beta}_S| = \text{Diag}(\text{sgn}(\beta^*_S)) R_{SS} \text{Diag}(\text{sgn}(\beta^*_S)) \hat{\beta}_S,
\]

(A.9) can be rewritten as

\[
U(\hat{\beta}_S - \beta^*_S) + V = 0,
\]

where

\[
U := \frac{1}{n} X^T S X S + \lambda \text{Diag}(\text{sgn}(\beta^*_S)) R_{SS} \text{Diag}(\text{sgn}(\beta^*_S)),
\]

\[
V := \lambda \text{sgn}(\beta^*_S) + \lambda \text{Diag}(\text{sgn}(\beta^*_S)) R_{SS} \text{Diag}(\text{sgn}(\beta^*_S)) \beta^*_S - \frac{1}{n} X^T S \epsilon.
\]

If we assume \( U \) is invertible, we obtain

\[
\hat{\beta}_S = \beta^*_S - U^{-1} V. \tag{A.11}
\]

Substituting this in (A.10), we have

\[
\frac{1}{n} X^T S^c X S (-U^{-1} V) - \frac{1}{n} X^T S^c \epsilon + \lambda \hat{z}_S^c + \lambda \alpha \text{Diag} \left( R_{S^c S}|\beta^*_S - U^{-1} V| \right) \hat{z}_S^c = 0,
\]
that is,
\[
(1 + \alpha \text{Diag} \left( 1_S^T \right) \beta_S^* - U^{-1}V) \lambda \hat{z}^S = \frac{1}{n} X_S^T X_S U^{-1} V + \frac{1}{n} X_S^T \eta.
\] (A.12)
Combining (A.6), (A.7), (A.11) and (A.12), we have the following conditions:
\[
\text{sgn}(\beta_S^* - U^{-1}V) = \text{sgn}(\beta_S^*),
\]
\[
\left| \frac{1}{n} X_S^T X_S U^{-1} V + \frac{1}{n} X_S^T \right| \leq \lambda (1 + \alpha 1_S^T \beta_S^* - U^{-1}V).
\]

\[\square\]

B Proof of Theorem 3

First, we prepare the following lemma.

Lemma B.1. Suppose that Assumption 1 and
\[
\frac{1}{n} \sum_{i=1}^{n} X_{ij}^2 \leq 1 \quad (\forall j = 1, \ldots, p),
\]
are satisfied. For \(\forall \delta > 0\), let \(\gamma_n := \gamma_n(\delta)\) be
\[
\gamma_n := \sigma \sqrt{\frac{2 \log(2p/\delta)}{n}}.
\]
Then, we have that
\[
P \left( \left\| \frac{1}{n} X^T \eta \right\|_\infty \geq \gamma_n \right) \leq \delta.
\]

Proof. The assertion can be shown in the standard way. First notice that
\[
P \left( \left\| \frac{1}{n} X^T \eta \right\|_\infty \geq \gamma \right) = P \left( \max_{1 \leq j \leq p} \left| \frac{1}{n} \sum_{i=1}^{n} \epsilon_i X_{ij} \right| \geq \gamma \right)
\]
\[
= P \left( \bigcup_{1 \leq j \leq p} \left\{ \left| \frac{1}{n} \sum_{i=1}^{n} \epsilon_i X_{ij} \right| \geq \gamma \right\} \right)
\]
\[
\leq \sum_{j=1}^{p} P \left( \left| \frac{1}{n} \sum_{i=1}^{n} \epsilon_i X_{ij} \right| \geq \gamma \right) \leq p \max_{1 \leq j \leq p} P \left( \left| \frac{1}{n} \sum_{i=1}^{n} \epsilon_i X_{ij} \right| \geq \gamma \right).
\]
Since \(\frac{1}{n} \sum_{i=1}^{n} X_{ij}^2 \leq 1\), \(\xi_i = X_{ij} \epsilon_i\) satisfies \(E[\epsilon_i \xi_i] \leq \sigma^2 \epsilon^2 / 2 \forall \epsilon \in \mathbb{R}\). Hence, applying Hoeffding’s inequality, we obtain the assertion. \[\square\]

Then, we derive Theorem 3

Proof. By \(L_n(\hat{\beta}) \leq L_n(\beta^*)\) and \(y = X \beta^* + \epsilon\), it holds that
\[
\frac{1}{2n} \|X(\hat{\beta} - \beta^*) - \epsilon\|_2^2 + \lambda_n \psi(\hat{\beta}) \leq \frac{1}{2n} \|\epsilon\|_2^2 + \lambda_n \psi(\beta^*)
\]
\[
\Rightarrow \frac{1}{2n} \|X(\hat{\beta} - \beta^*)\|_2^2 + \lambda_n \psi(\hat{\beta}) \leq \frac{1}{n} \|X(\hat{\beta} - \beta^*) + \lambda_n \psi(\beta^*)\|_2,
\] (B.1)
where \(\psi(\beta) = \lambda_n \left( \|\beta\|_1 + \frac{1}{2} \|\beta\|^{\top} R \|\beta\| \right)\). By Lemma [3.1] it holds that
\[
P \left( \left\| \frac{1}{n} X^T \eta \right\|_\infty > \gamma_n \right) \leq \delta.
\]
Hereafter, we assume that the event \( \{ \| \frac{1}{n} X^T \epsilon \|_\infty \leq \gamma_n \} \) is happening.

Then, if \( \gamma_n \leq \lambda_n / 3 \), by \((B.1)\),
\[
\frac{1}{2n} \| X(\hat{\beta} - \beta^*) \|_2^2 + \lambda_n \psi(\hat{\beta}) \leq \frac{1}{n} \| \epsilon^T X \|_\infty \| \beta^* - \hat{\beta} \|_1 + \lambda_n \psi(\beta^*)
\]
\[
\leq \gamma_n \| \beta^* - \hat{\beta} \|_1 + \lambda_n \psi(\beta^*) \leq \frac{1}{3} \lambda_n \| \beta^* - \hat{\beta} \|_1 + \lambda_n \psi(\beta^*).
\]
(B.2)

Since
\[
\| \hat{\beta} - \beta^* \|_1 = \| \hat{\beta}_S - \beta_S^* \|_1 + \| \hat{\beta}_{S^c} - \beta_{S^c}^* \|_1 = \| \hat{\beta}_S - \beta_S^* \|_1 + \| \hat{\beta}_{S^c} \|_1,
\]
and
\[
|\beta_S^*|^{T} R_{SS} |\beta_S^*| - |\hat{\beta}_S|^{T} R_{SS} |\hat{\beta}_S| \leq \sum_{(j,k) \in S \times S} R_{jk} |\beta_S^* j - \hat{\beta}_j | k|
\]
\[
\leq 2 \sum_{(j,k) \in S \times S} R_{jk} |\beta_S^* j - \hat{\beta}_j | k + \sum_{(j,k) \in S \times S} R_{jk} |\beta_S^* j - \hat{\beta}_j | (\beta_k^* - \hat{\beta}_k) |
\]
\[
= 2 |\beta_S^*|^{T} R_{SS} |\beta_S^* - \hat{\beta}_S| + |\beta_S^*|^{T} R_{SS} |\beta_S^* - \beta_S|
\]
\[
\leq 2 \| R_{SS} |\beta_S^*| \|_\infty \| \beta_S^* - \hat{\beta}_S \|_1 + D \| \beta_S^* - \beta_S^2 \|_1,
\]
we obtain that
\[
\frac{1}{2n} \| X(\hat{\beta} - \beta^*) \|_2^2 + \lambda_n \left( \| \hat{\beta}_S \|_1 + \| \hat{\beta}_{S^c} \|_1 + \alpha \| \hat{\beta}_S \|^{T} R_{SS} |\hat{\beta}_S| + \alpha \| \beta_S^* \|^{T} R_{SS} |\beta_S^*| \right)
\]
\[
\leq \frac{1}{3} \lambda_n \| \hat{\beta}_S - \beta_S^* \|_1 + \| \hat{\beta}_{S^c} \|_1 + \alpha \| R_{SS} |\beta_S^*| \|_\infty \| \beta_S^* - \hat{\beta}_S \|_1 + \frac{\alpha D}{2} \| \beta_S^* - \hat{\beta}_S^2 \|_1
\]
\[
\Rightarrow \frac{1}{2n} \| X(\hat{\beta} - \beta^*) \|_2^2 + \lambda_n \left( \frac{2}{3} \| \hat{\beta}_{S^c} \|_1 + \frac{\alpha}{2} \sum_{(j,k) \in S \times S} R_{jk} |\hat{\beta}_j | k \right)
\]
\[
\leq \frac{1}{3} \lambda_n \| \hat{\beta}_S - \beta_S^* \|_1 + \alpha \| R_{SS} |\beta_S^*| \|_\infty \| \beta_S^* - \hat{\beta}_S \|_1 + \frac{\alpha D}{2} \| \beta_S^* - \hat{\beta}_S^2 \|_1
\]
(B.3)

On the other hand, \((B.2)\) also gives
\[
\| \hat{\beta}_S \|_1 + \| \hat{\beta}_{S^c} \|_1 \leq \frac{1}{3} (\| \hat{\beta}_S - \beta_S^* \|_1 + \| \hat{\beta}_{S^c} \|_1 + \| \beta_S^* \|_1 + \frac{\alpha}{2} |\beta_S^*|^{T} R_{SS} |\beta_S^*|)
\]
\[
\Rightarrow \frac{2}{3} \| \hat{\beta}_S - \beta_S^* \|_1 + \| \hat{\beta}_{S^c} \|_1 \leq 2 \| \beta_S^* \|_1 + \frac{\alpha}{2} |\beta_S^*|^{T} R_{SS} |\beta_S^*|
\]
\[
\Rightarrow \| \hat{\beta}_S - \beta_S^* \|_1 \leq 3 \| \beta_S^* \|_1 + \frac{3}{4} \alpha |\beta_S^*|^{T} R_{SS} |\beta_S^*|
\]
\[
\Rightarrow \| \hat{\beta}_S - \beta_S^* \|_1 \leq \left( 3 + \frac{3}{4} \alpha \| R_{SS} |\beta_S^*| \|_\infty \right) \| \beta_S^* \|_1.
\]
Therefore, \((B.3)\) gives
\[
\frac{2}{3} \| \hat{\beta}_{S^c} \|_1 + \frac{\alpha}{2} \sum_{(j,k) \in S \times S} R_{jk} |\hat{\beta}_j | k \]
\[
\leq \left( \frac{4}{3} + \alpha \| R_{SS} |\beta_S^*| \|_\infty \right) \| \beta_S^* - \hat{\beta}_S \|_1.
\]
(B.4)
The second term of the left side is evaluated as
\[
\sum_{(j,k) \notin S \times \bar{S}} R_{jk} (\hat{\beta}_j - \hat{\beta}_k) = \sum_{j \in S, k \in \bar{S}} R_{jk} (\hat{\beta}_j - \hat{\beta}_k) + 2 \sum_{j \in \bar{S}, k \in S} R_{jk} (\hat{\beta}_j - \beta^*_S + \beta^*_\bar{S}) (\hat{\beta}_k) = |\hat{\beta}_S|^T R_{S^c S^c} |\hat{\beta}_S| + 2 |\hat{\beta}_S|^T R_{S^c S} |\hat{\beta}_S - \beta^*_S + \beta^*_\bar{S}|.
\]

Hence, (B.3) gives
\[
\frac{2}{3} \| \hat{\beta}_S \|_1 + 2 |\hat{\beta}_S|^T R_{S^c S^c} |\hat{\beta}_S| + 2 |\hat{\beta}_S|^T R_{S^c S} |\hat{\beta}_S - \beta^*_S + \beta^*_\bar{S}| \\
\leq \left( \frac{4}{3} + \alpha \|R_{SS} \|_\infty \right) \left( 1 + \frac{\alpha D \| \beta^*_S \|_1}{4} \right) \| \hat{\beta}_S - \beta^*_S \|_1 \\
\Rightarrow \| \hat{\beta}_S \|_1 + 3 \alpha |\hat{\beta}_S|^T R_{S^c S^c} |\hat{\beta}_S| + 2 |\hat{\beta}_S|^T R_{S^c S} |\hat{\beta}_S - \beta^*_S + \beta^*_\bar{S}| \\
\leq \left( 2 - \frac{15}{4} \alpha D \| \beta^*_S \|_1 + \frac{9}{16} (\alpha D \| \beta^*_S \|_1)^2 \right) \| \hat{\beta}_S - \beta^*_S \|_1 .
\]

If \( \alpha \leq \frac{1}{4D \| \beta^*_S \|_1} \), we have
\[
\| \hat{\beta}_S \|_1 + \frac{3}{4} \alpha |\hat{\beta}_S|^T R_{S^c S} |\hat{\beta}_S| + \frac{3}{2} |\hat{\beta}_S|^T R_{S^c S} |\hat{\beta}_S - \beta^*_S + \beta^*_\bar{S}| \leq 3 \| \hat{\beta}_S - \beta^*_S \|_1.
\]

Therefore, we can see that \( \Delta \beta \in B(S, C, C') \), where \( \Delta \beta = \hat{\beta} - \beta^* \), \( C = 3 \) and \( C' = \frac{3}{2} \). By applying the definition of \( \phi_{\text{GRE}} \) to (B.3), it holds that
\[
\frac{\phi_{\text{GRE}}}{2} \| \hat{\beta} - \beta^* \|_2^2 \leq \lambda_n \left( \frac{5}{3} + \frac{2}{2} \alpha D \| \beta^*_S \|_1 + \frac{3}{8} (\alpha D \| \beta^*_S \|_1)^2 \right) \| \hat{\beta}_S - \beta^*_S \|_1
\]

Because \( \| \hat{\beta}_S - \beta^*_S \|_1 \leq s \| \hat{\beta}_S - \beta^*_S \|_2 \), we have
\[
\| \hat{\beta} - \beta^* \|_2 \leq \frac{\left( \frac{5}{3} + 5 \alpha D \| \beta^*_S \|_1 + \frac{3}{8} (\alpha D \| \beta^*_S \|_1)^2 \right) \sqrt{s} \lambda_n}{\phi_{\text{GRE}}} \\
\Rightarrow \| \hat{\beta} - \beta^* \|_2^2 \leq \frac{\left( \frac{5}{3} + 5 \alpha D \| \beta^*_S \|_1 + \frac{3}{8} (\alpha D \| \beta^*_S \|_1)^2 \right)^2 s \lambda_n^2}{\phi_{\text{GRE}}^2} \leq \frac{16 s \lambda_n^2}{\phi_{\text{GRE}}^2} (B.6)
\]

This concludes the assertion.

C Corollary of Theorem 3

For comparison with II-Lasso and Lasso, we use the following a little bit stricter bound.

**Corollary C.1.** Suppose the same assumption of Theorem 3 except for \( \alpha \leq \frac{1}{4D \| \beta^*_S \|_1} \), and Assumption GRE(S, 3, \( \frac{3}{2} \)). Instead, suppose that Assumption GRE(S, C, \( \frac{3}{2} \)) (Definition 7) where \( C = 2 + \frac{15}{8} \alpha D \| \beta^*_S \|_1 + \frac{9}{16} (\alpha D \| \beta^*_S \|_1)^2 \) is satisfied. Then, it holds that
\[
\| \hat{\beta} - \beta^* \|_2^2 \leq \frac{\left( \frac{5}{3} + 5 \alpha D \| \beta^*_S \|_1 + \frac{3}{8} (\alpha D \| \beta^*_S \|_1)^2 \right)^2 s \lambda_n^2}{\phi_{\text{GRE}}^2}
\]

with probability \( 1 - \delta \).

**Proof.** This is derived basically in the same way as Theorem 3. From (B.5), we can see directly that \( \Delta \beta \in B(S, C, C') \), where \( \Delta \beta = \hat{\beta} - \beta^* \), \( C = 2 + \frac{15}{8} \alpha D \| \beta^*_S \|_1 + \frac{9}{16} (\alpha D \| \beta^*_S \|_1)^2 \) and \( C' = \frac{3}{2} \). This and (B.6) concludes the assertion.
From this corollary, we can compare Lasso and II-Lasso with $R_{SS} = O$.

- If $\alpha = 0$, we have
  \[ \|\hat{\beta} - \beta^*\|_2^2 \leq \frac{64s\lambda^2}{9\phi_{\text{GRE}}^2}, \]
  with $B(S, C, C')$ where $C = 2$ and $C' = 0$. This is a standard Lasso result.

- If $D = 0$, we have
  \[ \|\hat{\beta} - \beta^*\|_2^2 \leq \frac{64s\lambda^2}{9\phi_{\text{GRE}}^2}, \]
  with $B(S, C, C')$ where $C = 2$ and $C' = \frac{3}{2}$. Since $\phi_{\text{GRE}}$ is the minimum eigenvalue restricted by $B(S, C, C')$, $\phi_{\text{GRE}}$ of II-Lasso is larger than that of Lasso.

D Proof of Theorem 4

Proof. Let
\[ \hat{\beta} := \arg\min_{\beta \in \mathbb{R}^p : \beta_{S^c} = 0} \|y - X\beta\|_2^2. \]
That is, $\hat{\beta}$ is the least squares estimator with the true non-zero coefficients. Let $\tilde{\beta}$ be a local optimal solution. For $0 < h < 1$, letting $\beta(h) := \hat{\beta} + h(\beta - \tilde{\beta})$, then it holds that
\[
L_{\lambda_n}(\beta(h)) - L_{\lambda_n}(\tilde{\beta}) = \frac{h^2 - 2h}{2n}\|X(\tilde{\beta} - \beta)\|_2^2 - \frac{h}{n}\langle X(\tilde{\beta} - \beta) \rangle_{X} X(\tilde{\beta} - \beta) + \lambda_n(\|\beta(h)\|_1 - \|\tilde{\beta}\|_1) + \frac{\lambda_n\alpha}{2}\langle (|\beta(h)|\| R |\beta(h)| - |\tilde{\beta}|\| R |\tilde{\beta}|). \tag{D.1}
\]
First we evaluate the term $\frac{1}{n}\langle X(\tilde{\beta} - y) \rangle_{X} X(\tilde{\beta} - \beta) = \frac{1}{n}\langle X(\tilde{\beta} - y) \rangle_{X} X_S(\tilde{\beta}_S - \beta_S) + \frac{1}{n}\langle X(\tilde{\beta} - y) \rangle_{X_{S^c}}(\tilde{\beta}_{S^c} - \beta_{S^c})$ as follows:

1. Since $\hat{\beta}$ is the least squares estimator and $\frac{1}{n}X_{S^c}^T X_S$ is invertible by the assumption, we have
   \[ \hat{\beta}_S = (X_S^T X_S)^{-1}X_S^T y, \quad \hat{\beta}_{S^c} = 0. \]
   Therefore,
   \[ \frac{1}{n}X_{S^c}^T (X(\tilde{\beta} - y) = \frac{1}{n}X_{S^c}^T (X_S(X_S^T X_S)^{-1}X_S^T - I)y. \]
   Here, $I - X_S(X_S^T X_S)^{-1}X_S^T$ is the projection matrix to the orthogonal complement of the image of $(X_S^T X_S)^T$.
   Hence, $\frac{1}{n}\langle X(\tilde{\beta} - y) \rangle_{X_S(\tilde{\beta}_S - \beta_S)} = 0$.

2. Noticing that
   \[ \frac{1}{n}X_{S^c}^T (X(\tilde{\beta} - y) = -\frac{1}{n}X_{S^c}^T (I - X_S(X_S^T X_S)^{-1}X_S^T) y
   = -\frac{1}{n}X_{S^c}^T (I - X_S(X_S^T X_S)^{-1}X_S^T)(X_S\beta_S^* + \epsilon)
   = -\frac{1}{n}X_{S^c}^T (I - X_S(X_S^T X_S)^{-1}X_S^T)\epsilon, \]
   where we used $(I - X_S(X_S^T X_S)^{-1}X_S^T)X_{S^c} = 0$ in the last line. Because $(I - X_S(X_S^T X_S)^T)$ is a projection matrix, we have $\|(I - X_S(X_S^T X_S)^{-1}X_S^T)X_j\|_2^2 \leq \|X_j\|_2^2$. This and Lemma B.1 gives
   \[ \left\| \frac{1}{n}X_{S^c}^T (X(\tilde{\beta} - y) \right\|_{\infty} \leq \gamma_n, \]
   with probability $1 - \delta$. Hence, let $V := \text{supp}(\tilde{\beta}) \setminus S$, then we have
   \[ \left\| \frac{1}{n}(\tilde{\beta}_{S^c} - \hat{\beta}_{S^c})^T X_{S^c}^T (X(\tilde{\beta} - y) \right\| \leq \gamma_n \|\tilde{\beta}_{S^c} - \hat{\beta}_{S^c}\|_1 = \gamma_n \|\tilde{\beta}_V\|_1. \]
where we used the assumption $V \subseteq S^c$ and $\hat{\beta}_V = 0$.

Combining these inequalities and the assumption $\lambda_n \geq \gamma_n$, we have that

$$
\frac{1}{n}(X\hat{\beta} - y)^\top X(\hat{\beta} - \beta) \leq \lambda_n\|\hat{\beta}_V\|_1. 
$$

As for the regularization term, we evaluate each term of $\lambda_n(\|\beta(h)\|_1 - \|\hat{\beta}\|_1) + \frac{\lambda}{n}(\|\beta(h)\|_1^\top R\|\beta(h)\|_1 - \|\hat{\beta}\|_1^\top R\|\hat{\beta}\|_1)$ in the following.

(i) Evaluation of $\|\beta(h)\|_1 - \|\hat{\beta}\|_1$. Because of the definition of $\beta(h)$, it holds that

$$
\|\beta(h)\|_1 - \|\hat{\beta}\|_1 = \|\hat{\beta} + h(\hat{\beta} - \beta)\|_1 - \|\hat{\beta}\|_1 = \|\hat{\beta}_S + h(\hat{\beta}_S - \beta_S)\|_1 - \|\hat{\beta}_S\|_1 + \|\hat{\beta}_V + h(\hat{\beta}_V - \beta_V)\|_1 - \|\hat{\beta}_V\|_1
\leq \|\hat{\beta}_S - \beta_S\|_1 - h\|\hat{\beta}_V\|_1 + (1 - h)\|\hat{\beta}_V\|_1 - \|\hat{\beta}_V\|_1.
$$

(ii) Evaluation of $\|\beta(h)\|_1^\top R\|\beta(h)\|_1 - \|\hat{\beta}\|_1^\top R\|\hat{\beta}\|_1$. Note that

$$
\|\beta(h)\|_1^\top R\|\beta(h)\|_1 - \|\hat{\beta}\|_1^\top R\|\hat{\beta}\|_1 = h(\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1 + \|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1 + O(h^2)) 
\leq h\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1 + O(h^2).
$$

If $j, k \in S$, then the right hand side of Eq. (D.4) is bounded by

$$
h(\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1 + O(h^2)) \leq h\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1 + O(h^2).
$$

If $j \in V$ and $k \in S$, then the right hand side of Eq. (D.4) is bounded by

$$
h(\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1 + O(h^2)) \leq h\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1 + O(h^2).
$$

If $j \in V$ and $k \in V$, then the right hand side of Eq. (D.4) is bounded by

$$
0 + O(h^2) = O(h^2).
$$

Based on these evaluations, we have

$$
\|\beta(h)\|_1^\top R\|\beta(h)\|_1 - \|\hat{\beta}\|_1^\top R\|\hat{\beta}\|_1 
\leq 2h(\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1 + O(h^2)) 
\leq 2h(\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1^\top R\|\beta - \hat{\beta}\|_1 + O(h^2)) 
\leq 2hD(\|\beta - \hat{\beta}\|_1^2 + \|\hat{\beta}\|_1^2 + \|\beta - \hat{\beta}\|_1^2 + \|\beta - \hat{\beta}\|_1^2 + O(h^2)).
$$

Here, we will show later in Eq. (D.6) that $\|\beta - \beta^*\|_2 \leq \sqrt{s}\lambda_n/\phi$, and thus it follows that

$$
\|\hat{\beta}\|_2 \leq \|\beta^*\|_2 + \sqrt{s}\lambda_n/\phi.
$$

Therefore, we obtain that

$$
\|\beta(h)\|_1^\top R\|\beta(h)\|_1 - \|\hat{\beta}\|_1^\top R\|\hat{\beta}\|_1 
\leq 2hD(\|\beta - \hat{\beta}\|_1^2 + (\|\beta^*\|_2 + \sqrt{s}\lambda_n/\phi)\|\beta - \hat{\beta}\|_1^2) + O(h^2).
$$

(D.5)
Applying the inequalities (D.2), (D.3) and (D.5) to (D.1) yields that
\[
L_{\lambda_n}(\beta(h)) - L_{\lambda_n}(\tilde{\beta}) \\
\leq h \left\{ -\frac{1}{n} \|X(\beta - \tilde{\beta})\|^2 + \lambda_n \|\tilde{\beta}_S - \tilde{\beta}_S\|_1 - (\lambda_n - \gamma_n)\|\tilde{\beta}_v\|_1 \\
+ \lambda_n \alpha D(\|\tilde{\beta}\|^2 + (\|\beta^*\|^2 + \sqrt{\lambda_n}/\phi)\|\tilde{\beta}_S - \tilde{\beta}_S\|_2) \right\} + O(h^2) \\
\leq h \left\{ -\phi \|\tilde{\beta} - \tilde{\beta}\|^2 + \gamma_n \|\tilde{\beta}_S - \tilde{\beta}_S\|_1 \\
+ \lambda_n \alpha D(\|\tilde{\beta}\|^2 + (\|\beta^*\|^2 + \sqrt{\lambda_n}/\phi)\|\tilde{\beta}_S - \tilde{\beta}_S\|_2) \right\} + O(h^2) \\
\leq h \left\{ (-\phi + \lambda_n \alpha D) \|\tilde{\beta} - \tilde{\beta}\|^2 \\
+ \lambda_n \left( \|\tilde{\beta}_S - \tilde{\beta}_S\|_1 + \alpha D(\|\beta^*\|^2 + \sqrt{s\lambda_n}/\phi)\|\tilde{\beta}_S - \tilde{\beta}_S\|_2) \right\} + O(h^2), \\
\right.
\]
where we used the assumption \(\lambda_n > \gamma_n\) in the second inequality.

Since we have assumed \(\alpha < \min \left\{ \frac{\sqrt{n}}{2D\|\beta^*\|^2}, \frac{\phi}{2D\lambda_n} \right\}\), the right hand side is further bounded by
\[
h \left\{ -\frac{\phi}{2} \|\tilde{\beta} - \tilde{\beta}\|^2 + 2\lambda_n \sqrt{s\|\tilde{\beta}_S - \tilde{\beta}_S\|_2} \right\} + O(h^2).
\]
Because of this, if \(\|\tilde{\beta} - \tilde{\beta}\|_2 > \frac{4\sqrt{s\lambda_n}}{\phi}\), then the first term becomes negative, and we conclude that, for sufficiently small \(\eta > 0\), it holds that
\[
L_{\lambda_n}(\beta(h)) < L_{\lambda_n}(\tilde{\beta}),
\]
for all \(0 < h < \eta\). In other word, \(\tilde{\beta}\) is not a local optimal solution. Therefore, we must have
\[
\|\tilde{\beta} - \beta\|_2 < \frac{4\sqrt{s\lambda_n}}{\phi}
\]
Finally, notice that \(\|\tilde{\beta} - \beta^*\|^2 \leq (\|\tilde{\beta} - \beta\|_2 + \|\beta^* - \tilde{\beta}\|_2)^2\) and
\[
\|\tilde{\beta} - \beta^*\|^2 = \|(X_S^T X_S)^{-1} X_S^T y - \beta_S^*\|^2 = \|(X_S^T X_S)^{-1} X_S^T (X_S \beta_S^* + \epsilon) - \beta_S^*\|^2
\]
\[
= \|(X_S^T X_S)^{-1} X_S^T \epsilon\|^2 \leq \phi^{-2}\|\frac{1}{n} X_S^T \epsilon\|^2 \leq \phi^{-2}s\gamma_n^2 \leq \phi^{-2}s\lambda_n^2,
\]
which concludes the assertion. \(\square\)

**E Optimization for Logistic Regression**

We derive coordinate descent algorithm of IIIlasso for the binary objective variable. The objective function is
\[
L(\beta) = -\frac{1}{n} \sum \left( y_i x_i^T \beta - \log(1 + \exp(x_i^T \beta)) \right) + \lambda \left( \|\beta\|_1 + \frac{\alpha}{2} \|\beta\|^T R |\beta| \right),
\]
where \(X^i\) is the i-th row of \(X = [1, X_1, \cdots, X_p]\) and \(\beta = [\beta_0, \beta_1, \cdots, \beta_p]\). Forming a quadratic approximation with the current estimate \(\tilde{\beta}\), we have
\[
\bar{L}(\beta) = -\frac{1}{2n} \sum_{i=1}^n w_i (z_i - x_i^T \beta)^2 + C(\tilde{\beta}) + \lambda \left( \|\beta\|_1 + \frac{\alpha}{2} \|\beta\|^T R |\beta| \right),
\]
where
\[
z_i = x_i^T \tilde{\beta} + \frac{y_i - \tilde{p}(X_i)}{\tilde{p}(X_i)(1 - \tilde{p}(X_i))},
\]
\[
w_i = \tilde{p}(X_i)(1 - \tilde{p}(X_i)),
\]
\[
\tilde{p}(X_i) = \frac{1}{1 + \exp(-X_i^T \tilde{\beta})}.
\]
Algorithm E.1 CDA for Logistic IIlasso

for $\lambda = \lambda_{\text{max}}, \cdots, \lambda_{\text{min}}$ do
  initialize $\beta$
  while until convergence do
    update the quadratic approximation using the current parameters $\bar{\beta}$
    while until convergence do
      for $j = 1, \cdots, p$ do
        $\beta_j \leftarrow \frac{1}{\sum_{i=1}^{n} w_i x_{ij}^2 + \lambda \alpha R_{jj}} \left( \sum_{i=1}^{n} w_i (z_i - X_{i,j} \beta_{-j}) X_{ij} + \lambda \left( 1 + \alpha R_{j,j} |\beta_{-j}| \right) \right)$
    end for
  end while
end for

To derive the update equation, when $\beta_j \neq 0$, differentiating the quadratic objective function with respect to $\beta_j$ yields

$$\partial \beta_j \tilde{L}(\beta) = -\frac{1}{n} \sum_{i=1}^{n} w_i (z_i - X^T \beta) X_{ij} + \lambda \left( \text{sgn}(\beta_j) + \alpha R_{j,j} |\beta_j| \right) \text{sgn}(\beta_j)$$

$$= -\frac{1}{n} \sum_{i=1}^{n} w_i (z_i - X_{i,-j} \beta_{-j}) X_{ij} + \left( \frac{1}{n} \sum_{i=1}^{n} w_i X_{ij}^2 + \lambda R_{jj} \right) \beta_j + \lambda \left( 1 + \alpha R_{j,-j} |\beta_{-j}| \right) \text{sgn}(\beta_j).$$

This yields

$$\beta_j \leftarrow \frac{1}{\sum_{i=1}^{n} w_i x_{ij}^2 + \lambda \alpha R_{jj}} \left( \sum_{i=1}^{n} w_i (z_i - X_{i,-j} \beta_{-j}) X_{ij} + \lambda \left( 1 + \alpha R_{j,-j} |\beta_{-j}| \right) \right).$$

These procedures amount to a sequence of nested loops. The whole algorithm is described in Algorithm E.1.