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Abstract. We continue the study of finite-dimensional irreducible representations of twisted Yangians associated to symmetric pairs of types B, C and D, with focus on those of types BI, CII and DI. After establishing that, for all twisted Yangians of these types, the highest weight of such a module necessarily satisfies a certain set of relations, we classify the finite-dimensional irreducible representations of twisted Yangians for the pairs \((\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)\) and \((\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})\).
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1. Introduction

Quantized enveloping algebras of Kac-Moody algebras, and in particular of affine Lie algebras, have been preeminent examples of quantum groups since the 1980’s. In the past few years, there has been an increase of research activity focusing on certain coideal subalgebras of those quantized enveloping algebras, for instance on the quantum symmetric pairs associated to finite-dimensional simple Lie algebras (see e.g. [KP, BW, BSSW, Ko2, Le3]), which date back to work of G. Letzter in the 1990’s [Le1, Le2], and on those associated to symmetrizable Kac-Moody algebras (see e.g. [BK1, BK2, FLLW1, FLLW2, FL2]), which appeared for the first time in the work of S. Kolb [Kolb]. See also [HK, ES, BKLW, FL1].

Important examples of coideal subalgebras of quantized enveloping algebras appeared even before the aforementioned work of G. Letzter: around 1990, G. Olshanskii introduced in [Ol] the twisted Yangians of type AI and AII (that is, those associated to the symmetric pairs \((\mathfrak{gl}_N, \mathfrak{so}_N)\) and \((\mathfrak{gl}_N, \mathfrak{sp}_N)\)), which are coideal subalgebras of the Yangian of \(\mathfrak{gl}_N\), the later being one of the two families of quantized enveloping algebras of affine type \(A\)\textsuperscript{1}. These twisted Yangians and their representations have been quite well studied over the years, mainly in the work of A. Molev, M. Nazarov \textit{et al.}, see e.g. [Mo1, Mo2, Mo3, Mo4, Mo5, Na, KN1, KN2, KN3, KNP]. In particular, A. Molev obtained in [Mo1] and [Mo2] a classification of their finite-dimensional irreducible representations.
In [GR], two of the present authors constructed twisted Yangians for all symmetric pairs \((\mathfrak{g}, \mathfrak{g}^\rho)\) where \(\mathfrak{g}\) is an orthogonal or a symplectic Lie algebra and \(\mathfrak{g}^\rho\) is the Lie subalgebra fixed by an involution \(\rho\) of \(\mathfrak{g}\). These new twisted Yangians of type B-C-D are also coideal subalgebras of the Yangian of \(\mathfrak{g}\) and their basic properties were established in [GR]. In [GRW2], we initiated a study of their representation theory, proving some general results (e.g. that finite-dimensional irreducible representations are highest weight modules - see Theorem 4.5 in loc. cit.) and obtaining, for twisted Yangians of type CI, DIII and BCD0, a full classification of finite-dimensional irreducible representations in terms of certain polynomials, in analogy with [Dr] (for the non-twisted Yangians) and [Mo1, Mo2]: see Theorems 6.2, 6.5 and 6.6 in [GRW2].

The present article is a sequel to our work [GRW2]. We start addressing the classification problem of finite-dimensional irreducible representations of twisted Yangians for the symmetric pairs \((\mathfrak{g}_N, \mathfrak{g}_{N-\rho} \oplus \mathfrak{g}_q)\) of types BI, CII and DI(a) (see Table 1), and we obtain complete results for those associated to the symmetric pairs \((\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)\) and \((\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})\). In Section 2, we recall the relevant preliminary material from [AMR], [GR] and [GRW2]. In Section 3, we consider the twisted Yangians of orthogonal type when \(N = 3\) and \(N = 4\). These twisted Yangians are known to be isomorphic to the twisted Yangian of \((\mathfrak{gl}_2, \mathfrak{so}_2)\) or a tensor product of these, as was established in [GRW1]: see the beginning of Subsections 3.1 and 3.2 for precise statements of these isomorphisms. Consequently, the classification of finite-dimensional irreducible representations in these two low rank cases can be translated from the corresponding result of A. Molev established in [Mo1, Mo2]: see Propositions 3.1 and 3.4. The latter of these two propositions plays a role in the proofs of two of the main results of this paper, namely Proposition 4.4 and Theorem 6.11.

In Section 4, some of the important results established in [GRW2] are strengthened for the symmetric pairs of types BI, CII and DI(a). Proposition 4.4 is the main result in this section and gives necessary conditions for an irreducible highest weight module of a twisted Yangian to be finite-dimensional. This provides essentially one half of the proofs of Theorems 6.1 and 6.11. Its proof relies on a similar result in [GRW2], namely Proposition 4.18, and on Theorems 6.5 and 6.6 also from [GRW2], which are the classification theorems of finite-dimensional irreducible modules for twisted Yangians of type BCD0. Proposition 4.12 provides additional restrictions on the complex number \(\alpha\) which appears in the statement of Proposition 4.4: its proof boils down to computing the highest weight of a certain highest weight module over \(\mathfrak{g}_N^\alpha\), which is done in Lemma 4.10. In particular, this proposition shows that, when \(\mathfrak{g}_q \not\cong \mathfrak{so}_2\), the parameter \(\alpha\) can only take certain rational values and must satisfy a specific inequality.

In order to prove the classification theorem for the twisted Yangians of the pair \((\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)\), it is necessary to first construct a family of one-dimensional representations parametrized by \(C\): this is achieved in Lemma 5.4. It turns out that, up to a twist by an automorphism, the one-dimensional representations provided by this lemma exhaust all of them - see Proposition 5.6. Twisted Yangians can be defined in terms of the reflection equation (2.7) and the symmetry relation (2.8), as recalled in Subsection 2.2.1. It follows from this that each twisted Yangian admits a one-dimensional representation obtained by sending its matrix of generators to a certain matrix \(G(u)\) which is known explicitly and is part of the definition of the twisted Yangian (Definition 2.6): see the paragraph after (2.14). We call it the trivial representation. This raises the question of the existence of other one-dimensional representations for twisted Yangians in general. Twisted Yangians of type CI and DIII also admit a family of one-dimensional representations parametrized by \(C\). It turns out that for twisted Yangians of type BCD0, BI, CII and DI(a) with \(\mathfrak{g}_q \not\cong \mathfrak{so}_2\), the one-dimensional representations are all twists by automorphisms of the trivial representation: this is the content of Proposition 5.1.

The last section provides proofs of the classification theorems of finite-dimensional irreducible representations for the twisted Yangians associated to the symmetric pairs \((\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)\) and \((\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})\). These are Theorems 6.1 and 6.11 respectively. Proofs of analogous results for other twisted Yangians of type BI, CII or DI(a) are expected to be substantially more complicated and will be presented elsewhere. (Please see the end of this introduction for a brief explanation of the extra difficulties in these more general cases.) The classification is in terms of a scalar \(\alpha\) and certain polynomials which impose conditions on the highest weight of a finite-dimensional irreducible representation. In the \((\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)\)-case, the proof of the necessity of those conditions is actually given earlier by Proposition 4.4. The \((\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})\)-case is substantially more complicated. The main differences are due to the role played by the action of an involution of the twisted Yangian on the highest weight of a finite-dimensional irreducible representation (Lemma 6.6). This leads to
a new condition on the roots of a certain polynomial, which is the content of Proposition 6.7. This additional condition is a new feature which is not present in the classification theorems for twisted Yangians of type A [Mo5, MR] or types CI, DIII and BCD0 [GRW2].

Finally, we explain how finite-dimensional irreducible representations can be realized as subquotients of tensor products of fundamental representations along with a one-dimensional representation in the case of $(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)$: see Corollaries 6.4 and 6.13. This is consistent with previously known results for twisted Yangians of type A, CI, DIII and BCD0 (see [Mo5] and [GRW2]).

To complete the task of classifying the finite-dimensional irreducible representations of each twisted Yangian studied in [GRW2], similar results to those obtained in Section 6 must be proven for the twisted Yangians which are, in the notation of Table 1 below, of type CII as well as types BI and DI(a) with $g \geq 3$. Like the twisted Yangians for the symmetric pairs $(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})$ studied in Subsection 6.2, each of these twisted Yangians has the common property that the necessary conditions established in Section 4 are not sufficient for determining precisely when the irreducible quotient of a Verma module is finite-dimensional. It is, however, possible to prove results similar to Proposition 6.7 for each of these quantum algebras, which strengthen significantly the conditions of Section 4. In particular, for the twisted Yangians of the symmetric pairs $(\mathfrak{sp}_N, \mathfrak{sp}_{N-q} \oplus \mathfrak{sp}_q)$ of type CII, this leads to a complete classification of finite-dimensional irreducible modules. These results, which will be presented in [GRW3], are notably more complicated to prove than their counterparts in Section 6. For instance, they seem to require understanding how to pass representation theoretic information between certain isomorphic presentations of twisted Yangians.

For the twisted Yangians of the symmetric pairs $(\mathfrak{so}_N, \mathfrak{so}_{N-q} \oplus \mathfrak{so}_q)$ which are of type BI and DI(a) with $q \geq 3$, there are additional difficulties which arise. One such difficulty involves showing that, in the notation of Definition 4.5, an irreducible highest weight module which is associated to the scalar $\alpha = N/4 - 1/2$ and polynomials $P_1(u) = \cdots = P_q(u) = 1$ is finite-dimensional. Lemma 4.10 illustrates that these modules are closely related to the spinor representations of $\mathfrak{so}_{2\ell}$, where $\ell = q/2$ if $q$ is even and $\ell = (N-q)/2$ otherwise. This difficulty, which will be considered in future work, does not arise for the twisted Yangians corresponding to the symmetric pairs $(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})$ which are studied in the present paper. Indeed, for these twisted Yangians the modules under consideration can be obtained by restricting the (finite-dimensional) spinor representations of the Yangian for $\mathfrak{so}_{2n+1}$ which are provided by Lemma 5.18 of [AMR].
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2. Preliminaries

Throughout this manuscript we will employ mostly the same notation as in [GRW2]. Thus in many instances we will try to be concise and will refer to loc. cit. for complete details. We start by recalling some basic definitions.

Let $N = 2n$ or $N = 2n+1$ with $n \in \mathbb{N}$. We will denote by $\mathfrak{g}_N$ either the orthogonal Lie algebra $\mathfrak{so}_N$ or the symplectic Lie algebra $\mathfrak{sp}_N$ (only when $N = 2n$). The Lie algebra $\mathfrak{g}_N$ can be realized as a Lie subalgebra of $\mathfrak{gl}_N$ as follows. We label the rows and columns of matrices in $\mathfrak{gl}_N$ by the indices $I_N = \{-n, \ldots, -1, 0, 1, \ldots, n\}$, where $(0)$ is omitted if $N = 2n$. Set $\theta_{ij} = 1$ in the orthogonal case and $\theta_{ij} = \text{sign}(i) \cdot \text{sign}(j)$ in the symplectic case for $i, j \in I_N$. We also introduce a smaller set $I'_N = I_N \cap \mathbb{Z}_{\geq 0}$.

For each $i, j \in I_N$, let $E_{ij}$ denote the usual elementary matrix of $\mathfrak{g}_N$. Define the transposition $t$ by $(E_{ij})^t = \theta_{ij} E_{j, -i}$ and set $F_{ij} = E_{ij} - (E_{ij})^t$ so that $[F_{ij}, F_{kl}] = \delta_{jk} F_{il} - \delta_{ik} F_{lj} + \delta_{ij} \theta_{kl} F_{k,-l} - \delta_{ij} \theta_{kl} F_{-k,l}$ and $F_{ij} + \theta_{ij} F_{-j,-i} = 0$.

Then $\mathfrak{g}_N$ is isomorphic to $\text{span}_C \{ F_{ij} : i, j \in I_N \}$ and $\mathfrak{h}_N = \text{span}_C \{ F_{ii} : 1 \leq i \leq n \}$ forms a Cartan subalgebra which will be denoted by $\mathfrak{h}_N$. Given a Lie algebra $\mathfrak{a}$ its universal enveloping algebra will be denoted by $U\mathfrak{a}$. 3
Introduce the permutation operator \( P = \sum_{i,j \in \mathcal{I}_N} E_{ij} \otimes E_{ji} \) and the one-dimensional projector \( Q = P^{i_1} = P^{i_2} \). Let \( I \) denote the identity matrix. Then \( P^2 = I, \) \( PQ = QP = \pm Q \) and \( Q^2 = NQ \), which will be useful below. Here (and further in this paper) the upper sign corresponds to the orthogonal case and the lower sign to the symplectic case.

Let tensor products be defined over the field of complex numbers. For a matrix \( X \) with entries \( x_{ij} \) in an associative algebra \( A \) we write

\[
X_s = \left. \left( \sum_{i,j \in \mathcal{I}_N} I \otimes \cdots \otimes I \otimes E_{ij} \otimes I \otimes \cdots \otimes I \otimes x_{ij} \right) \in \text{End}(\mathbb{C}^N)^{\otimes k} \otimes A. \right.
\]

Here \( k \in \mathbb{N}_{\geq 2} \) and \( 1 \leq s \leq k \); it will always be clear from the context what \( k \) is.

### 2.1. Yangians of type B-C-D and their finite-dimensional irreducible representations.

We introduce elements \( t^{(r)}_{ij} \) with \( i, j \in \mathcal{I}_N \) and \( r \in \mathbb{Z}_{\geq 0} \) such that \( t^{(0)}_{ij} = \delta_{ij} \). Combining these into formal power series \( t_{ij}(u) = \sum_{r \geq 0} t^{(r)}_{ij} u^{-r} \), we can then form the generating matrix \( T(u) = \sum_{i,j \in \mathcal{I}_N} E_{ij} \otimes t_{ij}(u) \). The \( R \)-matrix that we need is \( R(u) = I - u^{-1}P + (u - \kappa)^{-1}Q \), where \( \kappa = N/2 \mp 1 \).

**Definition 2.1** ([AACFR]). The extended Yangian \( X(\mathfrak{g}_N) \) is the unital associative \( \mathbb{C} \)-algebra generated by elements \( t^{(r)}_{ij} \) with \( i, j \in \mathcal{I}_N \) and \( r \in \mathbb{Z}_{\geq 1} \) satisfying the relation

\[
R(u-v)T_1(u)T_2(v) = T_2(v)T_1(u)R(u-v). \quad (2.1)
\]

The Hopf algebra structure of \( X(\mathfrak{g}_N) \) is given by

\[
\Delta : T(u) \mapsto T(u) \otimes T(u), \quad S : T(u) \mapsto T(u)^{-1}, \quad \epsilon : T(u) \mapsto I.
\]

The expansion of the defining relation (2.1) in terms of the generating series \( t_{ij}(u) \) can be found in e.g. Definition 3.1 of [GRW2].

For each series \( f(u) \in 1 + u^{-1}\mathbb{C}[[u^{-1}]] \) there is an automorphism \( \mu_f \) of \( X(\mathfrak{g}_N) \) which is given by the assignment \( \mu_f : T(u) \mapsto f(u)T(u) \). The Yangian \( Y(\mathfrak{g}_N) \) is defined as the subalgebra of \( X(\mathfrak{g}_N) \) consisting of the elements stable under all the automorphisms of the form \( \mu_f \), namely

\[
Y(\mathfrak{g}_N) = \{ y \in X(\mathfrak{g}_N) : \mu_f(y) = y \text{ for any } f(u) \in 1 + u^{-1}\mathbb{C}[[u^{-1}]] \}.
\]

By Theorem 3.1 of [AACFR] and the proof of Theorem 3.1 from [AMR], there is a central series \( y(u) = 1 + \sum_{r \geq 1} y_r u^{-r} \) such that

\[
T^t(u + \kappa)T(u) = T(u)T^t(u + \kappa) = y(u)y(u + \kappa) \cdot I.
\]

It was proven in Corollary 3.2 of [AMR] that the coefficients \( \tau_{ij}^{(r)} \) of the all of the series \( \tau_{ij}(u) = y(u)^{-1}t_{ij}(u) \) generate the subalgebra \( Y(\mathfrak{g}_N) \). The corresponding generating matrix \( y(u)^{-1}T(u) \) will be denoted by \( T(u) \).

Let us now recall elements of the representation theory of \( X(\mathfrak{g}_N) \). A representation \( V \) of \( X(\mathfrak{g}_N) \) is a **highest weight representation** if there exists a nonzero vector \( \xi \in V \) such that \( V = X(\mathfrak{g}_N)\xi \) and the following conditions are satisfied:

\[
t_{ij}(u)\xi = 0 \quad \text{for all } i < j \in \mathcal{I}_N, \quad \text{and} \quad t_{ii}(u)\xi = \lambda_i(u)\xi \quad \text{for all } i \in \mathcal{I}_N,
\]

where \( \lambda_i(u) = 1 + \sum_{r \geq 1} \lambda_i^{(r)} u^{-r} \) are formal power series in \( u^{-1} \) with coefficients \( \lambda_i^{(r)} \in \mathbb{C} \). The vector \( \xi \) is called the **highest weight vector** of \( V \), and the \( N \)-tuple \( \lambda(u) = (\lambda_{-n}(u), \ldots, \lambda_{-1}(u)) \) is called the **highest weight** of \( V \). By Theorem 5.1 of [AMR], every finite-dimensional irreducible representation \( V \) of the algebra \( X(\mathfrak{g}_N) \) is a highest weight representation. Moreover, \( V \) contains a unique highest weight vector, up to a constant factor.

Given an \( N \)-tuple \( \lambda(u) \), the Verma module \( M(\lambda(u)) \) is defined as the quotient of \( X(\mathfrak{g}_N) \) by the left ideal generated by all the coefficients of the series \( t_{ij}(u) \) with \( i < j \in \mathcal{I}_N \) and \( t_{ii}(u) - \lambda_i(u) \) with \( i \in \mathcal{I}_N \).
Proposition 2.2 ([AMR, Proposition 5.14]). The Verma module $M(\lambda(u))$ is non-trivial if and only if the components of the highest weight satisfy

\[
\frac{\lambda_{i-1}(u)}{\lambda_{i}(u)} = \frac{\lambda_{i+1}(u - \kappa + n - i)}{\lambda_{i}(u - \kappa + n - i)} \quad \text{for} \quad i \in \mathcal{I}_N \setminus \{n\}.
\]

If $M(\lambda(u))$ is non-trivial, then it has a unique irreducible (non-zero) quotient $L(\lambda(u))$, and any irreducible highest weight $X(\mathfrak{g}_N)$-module with the highest weight $\lambda(u)$ is isomorphic to $L(\lambda(u))$.

Theorem 2.3 ([AMR, Theorem 5.16]). Let $\lambda(u)$ satisfy (2.2) so that the Verma module $M(\lambda(u))$ is non-trivial. Then the irreducible $X(\mathfrak{g}_N)$-module $L(\lambda(u))$ is finite-dimensional if and only if there exist monic polynomials $P_1(u), \ldots, P_n(u)$ in $u$ such that

\[
\frac{\lambda_{i-1}(u)}{\lambda_{i}(u)} = \frac{P_i(u + 1)}{P_i(u)} \quad \text{for all} \quad 2 \leq i \leq n,
\]

and in addition

\[
\frac{\lambda_0(u)}{\lambda_1(u)} = \frac{P_1(u + 1/2)}{P_1(u)} \quad \text{if} \quad \mathfrak{g}_N = \mathfrak{so}_{2n+1},
\]
\[
\frac{\lambda_{-1}(u)}{\lambda_1(u)} = \frac{P_1(u + 2)}{P_1(u)} \quad \text{if} \quad \mathfrak{g}_N = \mathfrak{sp}_{2n},
\]
\[
\frac{\lambda_{-2}(u)}{\lambda_2(u)} = \frac{P_1(u + 1)}{P_1(u)} \quad \text{if} \quad \mathfrak{g}_N = \mathfrak{so}_{2n}.
\]

The polynomials $P_1(u), \ldots, P_n(u)$ are called the Drinfeld polynomials associated to $L(\lambda(u))$: they are uniquely determined by the highest weight $\lambda(u)$. Moreover, two finite-dimensional irreducible modules $L(\lambda(u))$ and $L(\lambda'(u))$ share the same $n$-tuple of Drinfeld polynomials if and only if there is $f(u) \in 1 + u^{-1}\mathbb{C}[u^{-1}]$ such that $L(\lambda'(u)) = L(\lambda(u))^{f}$; here $L(\lambda(u))^{f}$ denotes the $X(\mathfrak{g}_N)$-module obtained by twisting $L(\lambda(u))$ with the automorphism $\mu_f$.

Let us now focus on the finite-dimensional irreducible representations of the Yangian $Y(\mathfrak{g}_N)$. By Corollary 5.19 of [AMR], any such representation is isomorphic to the restriction of an $X(\mathfrak{g}_N)$-module $L(\lambda(u))$ to the subalgebra $Y(\mathfrak{g}_N)$, where the components of $\lambda(u)$ satisfy the conditions of Theorem 2.3. In particular, finite-dimensional irreducible representations of $Y(\mathfrak{g}_N)$ are parametrized by $n$-tuples $P = (P_1(u), \ldots, P_n(u))$ of monic polynomials in $u$.

Assuming $\alpha \in \mathbb{C}$, let $L(i : \alpha)$ denote the irreducible highest weight representation of $Y(\mathfrak{g}_N)$ associated to the tuple $P$ such that $P_j(u) = 1$ if $j \neq i$, and $P_i(u) = u - \alpha$. These are the so-called fundamental representations of $Y(\mathfrak{g}_N)$. (These were studied in detail in Subsection 5.4 of [AMR], see also Subsection 12.1.1 of [CP]). The representations $L(i : \alpha)$ play an important role: any finite-dimensional irreducible representation of $Y(\mathfrak{g}_N)$ is isomorphic to a subquotient of a tensor product of fundamental representations. (This is formulated precisely in Corollary 12.1.13 of [CP]).

Let us now recall some aspects of the representation theory of $\mathfrak{g}_N$. Following Section 4.2 of [Mo5], for any $n$-tuple $\lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{C}^n$ we denote by $V(\lambda)$ the irreducible $\mathfrak{g}_N$-module with the highest weight $\lambda$. That is, $V(\lambda)$ is the irreducible module generated by a nonzero vector $\xi$ such that $F_{ij}\xi = 0$ for all $i < j$ and $F_{kk}\xi = \lambda_k\xi$ for all $1 \leq k \leq n$.

The module $V(\lambda)$ is finite-dimensional if and only if $\lambda_{i-1} - \lambda_i \in \mathbb{Z}_{\geq 0}$ for all $2 \leq i \leq n$ and

\[
-\lambda_1 \in \mathbb{Z}_{\geq 0} \quad \text{if} \quad \mathfrak{g}_N = \mathfrak{sp}_N,
\]
\[
-2\lambda_1 \in \mathbb{Z}_{\geq 0} \quad \text{if} \quad \mathfrak{g}_N = \mathfrak{so}_{2n+1},
\]
\[
-\lambda_1 - \lambda_2 \in \mathbb{Z}_{\geq 0} \quad \text{if} \quad \mathfrak{g}_N = \mathfrak{so}_{2n}.
\]

By Proposition 3.11 of [AMR] the assignment $F_{ij} \mapsto \frac{\lambda_{i-1}(1)}{\lambda_{i}(1)} - \theta_j t_{j-i}^{(1)}$, for all $i, j \in \mathbb{I}_N$, extends to an embedding $\mathfrak{u}_\mathfrak{g}_N \hookrightarrow X(\mathfrak{g}_N)$, and consequently we may regard any $X(\mathfrak{g}_N)$-module as a $\mathfrak{g}_N$-module.

We conclude this subsection with a simple corollary of Theorem 2.3.
Corollary 2.4. Suppose that $L(\lambda(u))$ is finite-dimensional with highest weight vector $\xi$ and Drinfeld tuple $P = (P_1(u), \ldots, P_n(u))$. Then the $\mathfrak{g}_N$-module $\mathfrak{g}_N \xi$ is a highest weight module with highest weight $\lambda = (\lambda_i)_{i=1}^n$ whose components are given by

\begin{align}
\lambda_i = -A(P, u) - \sum_{2 \leq a \leq i} \deg P_a(u) \text{ for all } 1 \leq i \leq n,
\end{align}

where

\begin{align}
A(P, u) = \begin{cases} 
\deg P_1(u) & \text{if } \mathfrak{g}_N = \mathfrak{sp}_{2n}, \\
\frac{1}{2} \deg P_1(u) & \text{if } \mathfrak{g}_N = \mathfrak{sp}_{2n+1}, \\
\frac{1}{2} (\deg P_1(u) - \deg P_2(u)) & \text{if } \mathfrak{g}_N = \mathfrak{so}_{2n}.
\end{cases}
\end{align}

2.2. Twisted Yangians and their finite-dimensional irreducible representations. Twisted Yangians of types B, C and D were introduced in [GR] and the study of their representation theory was initiated in [GRW2]. Let us briefly recall their main algebraic properties in the cases relevant for this paper. For complete details and proofs of the results below, please consult [GR] and [GRW2].

2.2.1. Twisted Yangians of type BDI and CII. We will focus on twisted Yangians for symmetric pairs $(\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q)$ with $p + q = N$ and $p \geq q > 0$, that, in terms of the notation introduced in Section 2.2 of [GRW2], are of types BI, CII and DI(a). These symmetric pairs are of the form $(\mathfrak{g}_N, \mathfrak{g}_\rho^\kappa N)$ where $\rho$ is the involution of $\mathfrak{g}_N$ given by $\rho(X) = G X G^{-1}$ for all $X \in \mathfrak{g}_N$ with $G$ the corresponding matrix in the table below, and $\mathfrak{g}_\rho N^\kappa$ is the subalgebra of $\mathfrak{g}_N$ fixed by $\rho$.

| Type   | Symmetric pair $(\mathfrak{g}_N, \mathfrak{g}_\rho N^\kappa)$ | $G$                                      |
|--------|---------------------------------------------------------------|------------------------------------------|
| BI(a)  | $(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n+1-q} \oplus \mathfrak{so}_q)$ | $q = 0 \mod 2$ \quad $\sum_{i=-q}^{q-1} E_{ii} - \sum_{i=q+1}^{n} (E_{ii} + E_{i,-i})$ |
| BI(b)  | $(\mathfrak{sp}_{2n}, \mathfrak{sp}_{2n-q} \oplus \mathfrak{sp}_q)$ | $q = 1 \mod 2$ \quad $- \sum_{i=-q}^{q-1} E_{ii} + \sum_{i=q+1}^{n} (E_{ii} + E_{i,-i})$ |
| CII    | $(\mathfrak{sp}_{2n}, \mathfrak{sp}_{2n-q} \oplus \mathfrak{sp}_q)$ | $q = 0 \mod 2$ \quad $\sum_{i=1}^{q} (E_{ii} + E_{i,-i}) - \sum_{i=q+1}^{n} (E_{ii} + E_{i,-i})$ |
| DI(a)  | $(\mathfrak{so}_{2n}, \mathfrak{so}_{2n-q} \oplus \mathfrak{so}_q)$ | $q = 0 \mod 2$ \quad $\sum_{i=1}^{q} (E_{ii} + E_{i,-i}) - \sum_{i=q+1}^{n} (E_{ii} + E_{i,-i})$ |

Remark 2.5. Note that we have not included pairs of type DI(b), namely $(\mathfrak{so}_{2n}, \mathfrak{so}_p \oplus \mathfrak{so}_q)$ with both $p$ and $q$ odd. In this case the matrix $G$ cannot be chosen to be diagonal. Also note that, in type BI(b), when $q = 1$, $\mathfrak{so}_1 = \{0\}$.

We will write $g_{ij}$ for the $(i, j)$-th entry of $G$. We have $G = \sum_{i \in \mathcal{I}_N} g_{ii} E_{ii}$ since $g_{ij} = 0$ if $i \neq j$. Let $G(u) = (g_{ij}(u))_{i, j \in \mathcal{I}_N}$ be given by

\begin{align}
G(u) = \frac{dI - uG}{d - u} \quad \text{with} \quad d = \frac{p - q}{4}.
\end{align}

Notice that $G(u) = G$ if $p = q$.

Definition 2.6 ([GR, Definition 3.1]). The extended twisted Yangian $X(\mathfrak{g}_N, G)^{tw}$ is the subalgebra of $X(\mathfrak{g}_N)$ generated by the coefficients $s_{ij}^{(r)}$, with $i, j \in \mathcal{I}_N$ and $r \in \mathbb{Z}_{\geq 1}$, of the entries $s_{ij}(u) = g_{ij} + \sum_{r=1}^{\infty} s_{ij}^{(r)} u^{-r}$ of the $S$-matrix

\begin{align}
S(u) = \sum_{i, j \in \mathcal{I}_N} E_{ij} \otimes s_{ij}(u) = T(u - \kappa/2) G(u) T^t(-u + \kappa/2).
\end{align}
The algebra $X(g_N, \mathcal{G})^{tw}$ is a left coideal subalgebra of $X(g_N)$: $\Delta(X(g_N, \mathcal{G})^{tw}) \subset X(g_N) \otimes X(g_N, \mathcal{G})^{tw}$. The $S$-matrix $S(u)$ satisfies the reflection equation

$$R(u - v)S_1(u)R(u + v)S_2(v) = S_2(v)R(u + v)S_1(u)R(u - v)$$

and the symmetry relation

$$S'(u) = S(k - u) = S(u - S(k - u)/2u - k) + \text{tr}(G(u))S(k - u) - \text{tr}(S(u)) \cdot I.$$

The above two relations are in fact the defining relations of $X(g_N, \mathcal{G})^{tw}$. (Their form in terms of $s_{ij}(u)$ can be found in (4.4) and (4.5) of [GR].) By Theorem 4.2 of [GR], the algebra generated by the abstract elements $s_{ij}^{(r)}$ subject to those relations, which is called $B(\mathcal{G})$ in loc. cit., is isomorphic to $X(g_N, \mathcal{G})^{tw}$.

The algebra defined in the same way as $B(\mathcal{G})$ except with the symmetry relation (2.8) omitted and $(s_{ij}^{(r)}, s_{ij}(u), S(u))$ replaced with generators denoted $(\tilde{s}_{ij}^{(r)}, \tilde{s}_{ij}(u), \tilde{S}(u))$ is called the extended reflection algebra of $(g_N, g_N^e)$ and is denoted $\tilde{X}(g_N, \mathcal{G})^{tw}$. In Section 5.1 of [GR], where $\tilde{X}(g_N, \mathcal{G})^{tw}$ was denoted $X\mathcal{B}(\mathcal{G})$, it was shown that there exists a central series $c(u) = 1 + \sum_{r \geq 1} c_r u^{-r} \in \tilde{X}(g_N, \mathcal{G})^{tw}[[u^{-1}]]$ such that

$$X(g_N, \mathcal{G})^{tw} \cong \tilde{X}(g_N, \mathcal{G})^{tw}/(c(u) - 1).$$

We refer the reader to loc. cit. for a more complete treatment of $\tilde{X}(g_N, \mathcal{G})^{tw}$ and return our attention to the twisted Yangian $X(g_N, \mathcal{G})^{tw}$.

By Proposition 3.1 of [GR], the product $S(u)S(-u) = w(u) \cdot I$ defines a formal power series $w(u) = 1 + \sum_{r \geq 1} w_{2r} u^{-2r}$ with coefficients central in $X(g_N, \mathcal{G})^{tw}$. The twisted Yangian $Y(g_N, \mathcal{G})^{tw}$ is defined as the quotient of $X(g_N, \mathcal{G})^{tw}$ by the ideal generated by the coefficients of the unitary relation $S(u)S(-u) = I$, that is

$$Y(g_N, \mathcal{G})^{tw} = X(g_N, \mathcal{G})^{tw}/(w(u) - 1).$$

By Theorem 3.1 of [GR] the algebra $Y(g_N, \mathcal{G})^{tw}$ is isomorphic to the subalgebra of $Y(g_N)$ generated by the coefficients $\sigma_{ij}^{(r)}$ with $r \geq 1$ of the matrix entries $\sigma_{ij}(u)$ of the $S$-matrix $\Sigma(u)$ defined by

$$\Sigma(u) = T(u - \kappa/2)G(u)T(-u + \kappa/2).$$

Denote by $Z(g_N, \mathcal{G})^{tw}$ the subalgebra of $X(g_N, \mathcal{G})^{tw}$ generated by the even coefficients $w_{2r}$ with $r \geq 0$. The subalgebra $Z(g_N, \mathcal{G})^{tw}$ is the centre of $X(g_N, \mathcal{G})^{tw}$. Moreover, the following tensor decomposition holds

$$X(g_N, \mathcal{G})^{tw} \cong Z(g_N, \mathcal{G})^{tw} \otimes Y(g_N, \mathcal{G})^{tw}.$$

Given $g(u) \in 1 + u^{-2}C[[u^{-2}]]$, the assignment

$$\nu_g : S(u) \mapsto g(u - \kappa/2)S(u)$$

extends to an automorphism $\nu_g$ of $X(g_N, \mathcal{G})^{tw}$, and $Y(g_N, \mathcal{G})^{tw}$, viewed as a subalgebra of $X(g_N)$, is the $\nu_g$-stable subalgebra of $X(g_N, \mathcal{G})^{tw}$: see Corollary 3.1 of [GR].

A second family of automorphisms of $X(g_N, \mathcal{G})^{tw}$ is provided by conjugating $S(u)$ by certain invertible matrices: let $A \in GL(N)$ satisfy $AA^t = I$ and $AGA^t = G$. Then, by Remark 3.2 of [GR], the assignment

$$\alpha_A : S(u) \mapsto AS(u)A^t$$

defines an automorphism $\alpha_A$ of $X(g_N, \mathcal{G})^{tw}$ which factors through the quotient $Y(g_N, \mathcal{G})^{tw}$.

For each $i, j \in \mathbb{I}_N$, set $F_{ij}^p = (g_{ii} + g_{jj})F_{ij}$ and define $\tilde{g}_{ij} = (g_{ij} - \delta_{ij})d$, where we recall that $d = (p-q)/4$. By Proposition 3.9 of [GRW2], the fixed point subalgebra $\mathfrak{ug}_N^t \subset \mathfrak{ug}_N$ is generated by the $F_{ij}^p$, and the assignments

$$F_{ij}^p \mapsto s_{ij}^{(1)} - \tilde{g}_{ij} \quad \text{and} \quad F_{ij}^p \mapsto \sigma_{ij}^{(1)} - \tilde{g}_{ij} \quad \text{for all} \quad i, j \in \mathbb{I}_N$$

extend to injective algebra homomorphisms $\mathfrak{ug}_N^t \rightarrow X(g_N, \mathcal{G})^{tw}$ and $\mathfrak{ug}_N^t \rightarrow Y(g_N, \mathcal{G})^{tw}$, respectively.

The matrix $G(u)$ provides the trivial representation $V(G)$ of $X(g_N, \mathcal{G})^{tw}$ defined by the map $\epsilon : S(u) \mapsto G(u)$, which is the restriction of the counit of $X(g_N)$ to $X(g_N, \mathcal{G})^{tw}$. When $g_N^p = g_p \oplus g_q$ with $g_p \not\cong so_2 \not\cong g_q$, this is a unique one-dimensional representation of $X(g_N, \mathcal{G})^{tw}$, up to twisting by automorphisms of the form
\( \nu \): see Subsection 5.1. When \((g_N, g_N^\nu) = (so_N, so_{N-2} \oplus so_2)\) with \(N \geq 5\), \(V(G)\) is a special case of a one-parameter family of one-dimensional representations which will be constructed in Subsection 5.2, and if \(N = 4\) it belongs to a two-parameter family of one-dimensional representations; this will be explained in Subsection 3.1. In the case when \((g_N, g_N^\nu) = (so_3, so_2)\), \(V(G)\) is again a particular member of a one-parameter family of one-dimensional representations, as will be seen in Subsection 3.2.

We will also make use of the rational function (see Lemma 2.2 of [GRW2])

\[
\tag{2.15} p(u) = 1 + \frac{1}{2u - \kappa} \left[ \frac{\text{tr}(G(u))}{2u - 2\kappa} \right] \quad \text{satisfying} \quad p(u) p(\kappa - u) = 1 - \frac{1}{(2u - \kappa)^2}.
\]

When it is necessary to emphasize the dependence of \(p(u)\) on the matrix \(G\) we will denote it instead by \(p_G(u)\).

Lastly, we remark that we will sometimes write \(X(g_N, G)^{tw} \) (resp. \(Y(g_N, G)^{tw}\)) instead of \(X(g_N, G)^{tw} \) (resp. \(Y(g_N, G)^{tw}\)).

2.2.2. **Highest weight representations.** We now briefly summarize the relevant results of the highest weight theory for representations of \(X(g_N, G)^{tw}\) obtained in Section 4 of [GRW2].

A representation \(V\) of \(X(g_N, G)^{tw}\) is called a **highest weight representation** if there exists a nonzero vector \(\eta \in V\) such that \(V = X(g_N, G)^{tw} \eta\) and the following conditions are met:

\[
\begin{align*}
\tag{2.16} s_{ij}(u) \eta &= 0 \quad \text{for all} \quad i < j \in I_N, \\
\tag{2.17} s_{ii}(u) \eta &= \mu_i(u) \eta \quad \text{for all} \quad i \in I_N^+,
\end{align*}
\]

where \(\mu_i(u) = g_{ii} + \sum_{r \geq 1} u^{-r} \mu_i^{(r)}\) are formal power series in \(u^{-1}\) with coefficients \(\mu_i^{(r)} \in \mathbb{C}\). The vector \(\eta\) is called the **highest weight vector** and the \((N - n)\)-tuple \(\mu(u) = (\mu_0(u), \mu_1(u), \ldots, \mu_n(u))\) is called the **highest weight** of \(V\) (here \((\mu_0(u))\) is only present if \(N = 2n + 1\)). Given a highest weight \(\mu(u)\), we shall frequently make use of the corresponding tuple \(\tilde{\mu}(u)\) whose components are given by

\[
\tilde{\mu}_i(u) = (2u - n + i) \mu_i(u) + \sum_{\ell=i+1}^n \mu_{\ell}(u) \quad \text{for all} \quad i \in I_N^+.
\]

As in the case of \(X(g_N)\), every finite-dimensional irreducible representation \(V\) of \(X(g_N, G)^{tw}\) is a highest weight representation (Theorem 4.5 of [GRW2]). Additionally, \(V\) contains a highest weight vector \(\eta\), unique up to scalar multiplication. Given a tuple \(\mu(u)\), the Verma module \(M(\mu(u))\) for \(X(g_N, G)^{tw}\) is defined as the quotient of \(X(g_N, G)^{tw}\) by the left ideal generated by all the coefficients of the series \(s_{ij}(u)\) with \(i < j \in I_N \) and \(s_{ii}(u) - \mu_i(u)\) with \(i \in I_N^+\). If \(M(\mu(u))\) is non-trivial, then it is a highest weight module with the highest weight \(\mu(u)\) and the highest weight vector \(1_{M(u)}\) equal to the image of the identity element \(1 \in X(g_N, G)^{tw}\) under the natural quotient map \(X(g_N, G)^{tw} \to M(\mu(u))\).

Whenever the symbols \([\pm]\) and \(\lfloor \pm \rfloor\) occur, the lower sign corresponds to the type BI(b) case while the upper sign corresponds to all the other cases.

**Proposition 2.7** ([GRW2, Proposition 4.17]). Let \(\mu(u) = (\mu_i(u))_{i \in I_N^+}\), where for each \(i\) we have \(\mu_i(u) \in g_{ii} + u^{-1} \mathbb{C}[[u^{-1}]]\). Then the \(X(g_N, G)^{tw}\) Verma module \(M(\mu(u))\) is nontrivial if and only if

\[
\tag{2.18} g(u) = \lfloor \pm \rfloor \left[ \begin{array}{c} p + q - 4u \\ p - q + 4u \end{array} \right],
\]

is invariant under the transformation \(u \mapsto \kappa - u\):  

\[
\tag{2.19} u \cdot g(u) \tilde{\mu}_0(\kappa - u) = (\kappa - u) \cdot g(\kappa - u) \tilde{\mu}_0(u).
\]

In Proposition 4.17 of [GRW2] the relation (2.19) was presented instead in the form

\[
\tag{2.19'} u \cdot \tilde{\mu}_0(\kappa - u) = (\kappa - u) \cdot p_I(u) p(u)^{-1} \tilde{\mu}_0(u),
\]

where \(p_I(u)\) is the rational function \(p(u)\) corresponding to the pair \((g_N, g_N)\), i.e. \(G = I\). It was proven of [GRW2, Remark 4.4] that \(p_I(u) p(u)^{-1} = g(\kappa - u) g(u)^{-1}\) and hence that the two forms of (2.19) are
equivalent. We now take a moment to provide a more elegant proof of this equality which holds more generally whenever \((\mathfrak{g}_N, \mathfrak{g}_N^p) = (\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q)\) with \(p \neq q\). In addition, we state an important corollary of this proof which will be used in Section 5.

**Proposition 2.8.** The following equality holds whenever \(p \neq q\):

\[
p_I(u)p(u)^{-1} = q(\kappa - u)q(u)^{-1}.
\]

**Proof.** The defining symmetry relation of \(X(\mathfrak{g}_N, \mathfrak{g})^\text{tw} (2.8)\) is equivalent to

\[
p(u)s_{ij}(\kappa - u) = \delta_{ij}s_{j-i}(u) + \frac{s_{ij}(u)}{2u - \kappa} + \frac{\delta_{ij}\text{tr}(S(u))}{2u - 2\kappa}
\]

for all \(i, j \in \mathcal{I}_N\).

Taking the sum of both sides over all \(i = j\) we obtain

\[
p(u)\text{tr}(S(\kappa - u)) = \left(1 + \frac{1}{2u - \kappa} + \frac{N}{2u - 2\kappa}\right)\text{tr}(S(u)) = p_I(u)\text{tr}(S(u)).
\]

Applying the counit \(\epsilon\) (i.e. the trivial representation) to both sides we obtain

\[p(u)\text{tr}(\mathcal{G}(\kappa - u)) = p_I(u)\text{tr}(\mathcal{G}(u)).\]

When \(p \neq q\) the series \(\text{tr}(\mathcal{G}(u))\) is an invertible element of \(C[[u^{-1}]]\), and therefore the above relation can be equivalently expressed as

\[p_I(u)p(u)^{-1} = \frac{\text{tr}(\mathcal{G}(\kappa - u))}{\text{tr}(\mathcal{G}(u))},\]

as \(\text{tr}(\mathcal{G}(u)) = \text{tr}\left(\frac{(p-q)I-4u\mathcal{G}}{p-q-4u}\right) = (p-q)\frac{2u-q-4u}{p-q-4u}\), the right hand side is just \(q(\kappa - u)q(u)^{-1}\). \(\square\)

Replacing the relation (2.20) with equation (5.23) of [GR], we obtain the following corollary:

**Corollary 2.9.** Suppose that \(p \neq q\). Then the central series \(c(u) \in \tilde{X}(\mathfrak{g}_N, \mathfrak{g})^\text{tw}[[u^{-1}]]\) (see (2.9)) satisfies the relation

\[c(u) = q(\kappa - u)q(u)^{-1}, \quad \frac{\text{tr}(\tilde{S}(u))}{\text{tr}(\tilde{S}(\kappa - u))}.
\]

We also remark that (2.21) holds for any symmetric pair of type B-C-D, and in particular it implies that \(\text{tr}(S(u)) = \text{tr}(S(\kappa - u))\) when \((\mathfrak{g}_N, \mathfrak{g}_N^p) = (\mathfrak{g}_N, \mathfrak{g}_N)\).

When the \(X(\mathfrak{g}_N, \mathfrak{g})^\text{tw}\) Verma module \(M(\mu(u))\) is non-trivial, it admits a unique irreducible quotient \(V(\mu(u))\), and every finite-dimensional irreducible module is isomorphic to a module of this form.

Given a representation \(V\) of \(X(\mathfrak{g}_N, \mathfrak{g})^\text{tw}\), denote by \(V^0\) the subspace

\[V^0 = \{\xi \in V : s_{ij}(u)\xi = 0 \text{ for all } i < j\}.
\]

The next corollary follows from a modification of the proof uniqueness for the highest weight vector of Theorem 4.5 in [GRW2] and is analogous to Corollaries 3.2.8 and 4.2.7 of [Mo5]:

**Corollary 2.10.** Let \(\mu(u)\) satisfy the conditions of Proposition 2.7 and let \(\xi \in V(\mu(u))\) be a highest weight vector. Then \(V(\mu(u))^0 = C\xi\).

Let \(\eta\) denote the highest weight vector of the irreducible \(X(\mathfrak{g}_N, \mathfrak{g})^\text{tw}\)-module \(V(\mu(u))\), and \(\xi\) the highest weight vector of the irreducible \(X(\mathfrak{g}_N)\)-module \(L(\lambda(u))\). By Proposition 4.10 of [GRW2], \(X(\mathfrak{g}_N, \mathfrak{g})^\text{tw}(\xi \otimes \eta)\) is a highest weight \(X(\mathfrak{g}_N, \mathfrak{g})^\text{tw}\)-module with the highest weight vector \(\xi \otimes \eta\), and the highest weight \(\gamma(u)\) whose components are determined by the relations

\[
\tilde{\gamma}_i(u) = \tilde{\mu}_i(u)\lambda_i(u - \kappa/2)\lambda_{-i}(-u + \kappa/2) \quad \text{for all } i \in \mathcal{I}_N^c.
\]

Define the non-negative integers \(\ell\) and \(k\) by

\[
\ell = \begin{cases} \frac{N-q}{2} \quad \text{if } (\mathfrak{g}_N, \mathfrak{g}_N^p) \text{ is type BI(b)}, \\ \frac{q}{2} \quad \text{otherwise,} \end{cases} \quad \text{and} \quad k = n - \ell.
\]

\[\tilde{\gamma}_i(u) = \tilde{\mu}_i(u)\lambda_i(u - \kappa/2)\lambda_{-i}(-u + \kappa/2) \quad \text{for all } i \in \mathcal{I}_N^c.
\]
Since \((\mathfrak{g}_N^0, \mathfrak{g}_N^0)\) is not type DI(b), both \(\ell\) and \(\kappa\) are non-negative integers, with \(\ell < n\) and \(\kappa > 0\) except in the case when \((\mathfrak{g}_N^0, \mathfrak{g}_N^0)\) is type BI(b) with \(q = 1\) (i.e. when \((\mathfrak{g}_N^0, \mathfrak{g}_N^0) = (\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n}))\). In Subsection 4.3 of [GRW2], the pair \((\ell, \kappa)\) was denoted \((\ell, k)\).

An important instance of (2.22) occurs when \(\mu(u)\) is taken to be \((\mu_i(u))_{i \in \mathbb{I}_N}\), in which case \(V(\mu(u)) = V(\mathcal{G})\) and (2.22) provides formulas for the highest weight \(\gamma(u)\) of the \(X(\mathfrak{g}_N, \mathcal{G})^{tw}\)-module \(X(\mathfrak{g}_N, \mathcal{G})^{tw} \bar{\xi} \subset L(\lambda(u))\). By (2.6), we have

\[
\tilde{g}_{ii}(u) = 2u \left( \frac{p - q[\pm]4u}{p - q - 4u} \right) \quad \text{for all } \ k + 1 \leq i \leq n,
\]

while for \(i \in \mathbb{I}_N^+\) satisfying \(0 \leq i \leq k\) we have by (2.18) that

\[
\tilde{g}_{ii}(u) = (2u - \ell) \left( \frac{p - q[\pm]4u}{p - q - 4u} \right) + \ell \left( \frac{p - q[\pm]4u}{p - q - 4u} \right) = \pm \frac{2u}{p - q - 4u} = 2u \cdot q(u).
\]

Hence (2.22) becomes

\[
\tilde{g}_{ii}(u) = \begin{cases} 
2u \cdot q(u)\lambda_i(u - \kappa/2)\lambda_{-i}(-u + \kappa/2) & \text{if } 0 \leq i \leq k, \\
2u \left( \frac{p - q[\pm]4u}{p - q - 4u} \right) \lambda_i(u - \kappa/2)\lambda_{-i}(-u + \kappa/2) & \text{if } k + 1 \leq i \leq n
\end{cases}
\]

for each \(i \in \mathbb{I}_N^+\); see also Corollary 4.11 of [GRW2].

In [GRW2] the finite-dimensional irreducible representations of \(X(\mathfrak{g}_N, \mathfrak{g}_N)^{tw}\) were classified for \((\mathfrak{g}_N^0, \mathfrak{g}_N^0)\) of type CI, DIII and BCD0. In the present paper the corresponding classification results for the extended twisted Yangians \(X(\mathfrak{g}_N, \mathfrak{g}_N)^{tw}\) of type BCD0 will play an important role, and hence we recall them here.

We emphasize that all the definitions provided in Subsection 2.2.1 still apply for the (extended) twisted Yangians of type BCD0: one must just substitute \((p, q) = (N, 0)\). In particular, the definition of \(\mathcal{G}(u)\) provided by (2.6) collapses to \(\mathcal{G}(u) = I\). The definitions of \(k\) and \(\ell\) given in (2.23) also extend to include pairs of this type, where we have \((k, \ell) = (n, 0)\).

Let \(\delta = 1\) if \(\mathfrak{g}_N = \mathfrak{sp}_N\) and \(\delta = 0\) if \(\mathfrak{g}_N = \mathfrak{so}_N\).

**Theorem 2.11 (Theorems 6.5 and 6.6 of [GRW2]).** Suppose that \(\mu(u) = (\mu_i(u))_{i \in \mathbb{I}_N^+}\) satisfies the conditions of Proposition 2.7. Then the irreducible \(X(\mathfrak{g}_N, \mathfrak{g}_N)^{tw}\)-module \(V(\mu(u))\) is finite-dimensional if and only if there exists monic polynomials \(P_1(u), \ldots, P_n(u)\) such that

\[
\frac{\tilde{\mu}_{i-1}(u)}{\tilde{\mu}_i(u)} = \frac{P_{i}(u + 1)}{P_{i}(u)} \quad \text{with} \quad P_{i}(u) = P_{i}(-u - n - i + 2) \quad \text{for all } 2 \leq i \leq n,
\]

and \(P_1(u)\) satisfies \(P_1(u) = P_1(-u + \kappa + 2^\delta)\) together with the relation

\[
\frac{\tilde{\mu}_1(\kappa - u)}{\tilde{\mu}_{21-i}(u)} = \frac{P_1(u + 2^\delta)}{P_1(u)} \cdot \frac{\kappa - u}{u} \quad \text{if } \mathfrak{g}_N = \mathfrak{so}_{2n};
\]

\[
\frac{\tilde{\mu}_0(u)}{\tilde{\mu}_1(u)} = \frac{P_1(u + \frac{1}{2})}{P_1(u)} \quad \text{if } \mathfrak{g}_N = \mathfrak{so}_{2n+1}.
\]

Moreover, when \(V(\mu(u))\) is finite-dimensional the associated tuple \((P_1(u), \ldots, P_n(u))\) is unique.

We end this subsection by noting that the isomorphism (2.14) together with the definition of \(Y(\mathfrak{g}_N, \mathcal{G})^{tw}\) implies the following statement:

**Proposition 2.12.** The isomorphism classes of finite-dimensional irreducible representations of \(Y(\mathfrak{g}_N, \mathcal{G})^{tw}\) can be naturally identified with the isomorphism classes of finite-dimensional irreducible \(X(\mathfrak{g}_N, \mathcal{G})^{tw}\)-modules in which the central series \(w(u)\) acts as the identity operator.

### 2.3. Preliminary properties of polynomials.

In this subsection we prove two elementary results pertaining to polynomials satisfying certain symmetry relations: see Lemmas 2.13 and 2.14. Both of these lemmas are generalizations of similar results which have appeared in Chapters 3 and 4 of [Mo5]. As was the case in loc. cit., these results play a role in classifying the finite-dimensional irreducible representations of twisted Yangians.
Lemma 2.13. Let $\alpha, \beta \in \mathbb{C} \subset \mathbb{C}$, $l \in \mathbb{Z}$ and $m \in \mathbb{Q}$. Suppose that $P(u)$ and $Q(u)$ are both monic polynomials such that $P(u) = P(-u + l)$ and $Q(u) = Q(-u + l)$. Suppose also that $P(\alpha) \neq 0 \neq Q(\beta)$ and that

$$
(2.26) \quad \frac{P(u + m)}{P(u)} \cdot \frac{\alpha - u}{\alpha + u - l + m} = \frac{Q(u + m)}{Q(u)} \cdot \frac{\beta - u}{\beta + u - l + m}.
$$

Then $P(u) = Q(u)$ and $\alpha = \beta$.

Proof. This is a generalization of a result proven as part of the proof of Theorem 4.4.3 of [Mo5] (see in particular (4.58)). There the statement of the lemma was proven in the special case where $l = m = 1$. The same argument works in the general case, and we repeat it here for the sake of the reader.

If $\alpha = \beta$ then $\frac{P(u + m)}{P(u)} = \frac{Q(u + m)}{Q(u)}$, which implies that the rational function $f(u) = Q(u)/P(u)$ is periodic. This is impossible unless $f(u)$ is constant, and, since $P(u)$ and $Q(u)$ are monic, this is only possible if $f(u) = 1$. Hence $P(u) = Q(u)$.

Therefore it suffices to show that an equality of the form (2.26) is impossible unless $\alpha = \beta$. We prove this by induction on $k$, where $k = \frac{1}{2}(\deg P(u) + \deg Q(u))$. If $k = 0$ then this follows from the fact that (2.26) collapses to $\frac{\alpha - u}{\alpha + u - l + m} = \frac{\beta - u}{\beta + u - l + m}$. Suppose inductively that (2.26) is impossible whenever $\alpha \neq \beta$ and $k < M$ for some $M \in \mathbb{N}$. Assume now $k = M$. By symmetry, we may assume without loss of generality that $\deg P(u) \geq 2$. Additionally, without loss of generality we may assume that $P(u)$ and $Q(u)$ have no common roots. Let $\mu_0$ be a root of $P(u)$ such that $\mu_0 + m$ is not a root. Then (2.26) implies $\mu_0 = l - m - \beta$. Write $P(u) = P'(u)(u - u_0)(u + u_0 - l)$ and set $\beta' = l - u_0$. Then we have

$$
(2.28) \quad \frac{P'(u + m)}{P'(u)} \cdot \frac{\alpha - u}{\alpha + u - l + m} = \frac{Q(u + m)}{Q(u)} \cdot \frac{\beta' - u}{\beta' + u - l + m},
$$

and $\alpha \neq \beta'$ due to the fact that $P(\beta') = 0$. By the induction hypothesis, this is impossible. \qed

Lemma 2.14. Let $\alpha \in \mathbb{C}$, $l \in \mathbb{Z}$ and $m \in \mathbb{Q}$. Suppose that $P(u)$ is a monic polynomial such that $P(u) = P(-u + l)$. Then there exists a pair $(\ell^m_\alpha, P^m_\alpha(u))$, where $\ell^m_\alpha \in \mathbb{Z}_{\geq 0}$ and $P^m_\alpha(u)$ is a monic polynomial such that $P^m_\alpha(u) = P^\alpha_m(-u + l)$, satisfying

$$
(2.27) \quad \frac{P(u + m)}{P(u)} \cdot \frac{\alpha - u}{\alpha + u - l + m} = \frac{P^m_\alpha(u + m)}{P^m_\alpha(u)} \cdot \frac{(\alpha - m \ell^m_\alpha - u)/(\alpha - m \ell^m_\alpha + u - l + m)}{\alpha - m \ell^m_\alpha} \quad \text{and} \quad P^m_\alpha(\alpha - m \ell^m_\alpha) \neq 0.
$$

Moreover, the pair $(\ell^m_\alpha, P^m_\alpha(u))$ is unique with $P^m_\alpha(u)$ equal to $P(u)$ divided by

$$
(2.28) \quad Q(u) = \prod_{k=0}^{\ell^m_\alpha - 1} (u - \alpha + km)(u - l - \alpha - km).
$$

Proof. We first define the pair $(\ell^m_\alpha, P^m_\alpha(u))$ and show that it satisfies the desired properties. For each $a \geq 0$, set

$$
(2.29) \quad P^{(a)}(u) = \frac{P(u)}{\prod_{k=0}^{a-1}(u - \alpha + km)(u - l + \alpha - km)} \in \mathbb{C}(u),
$$

where $P^{(0)}(u) = P(u)$. Note that $P^{(a)}(u)$ will be a monic polynomial in $u$ satisfying $P^{(a)}(u) = P^{(a)}(-u + l)$ whenever $P(u)$ is divisible by $\prod_{k=0}^{a-1}(u - \alpha + km)(u - l + \alpha - km)$. Define

$$
\ell = \begin{cases} 
0 & \text{if } P(\alpha) \neq 0, \\
\min\{k \geq 1 \mid P^{(k-1)}(\alpha - (k-1)m) = 0, P^{(k)}(\alpha - km) \neq 0\} & \text{otherwise}.
\end{cases}
$$

It a straightforward consequence of the above definitions that $P^{(\ell)}(u)$ is a monic polynomial in $u$ satisfying $P^{(\ell)}(u) = P^{(\ell)}(-u + l)$. We may now set $\ell^m_\alpha = \ell$ and $P^m_\alpha(u) = P^{(\ell)}(u)$. It remains to verify (2.27). By the definition of $\ell^m_\alpha$ we have $P^m_\alpha(\alpha - m \ell^m_\alpha) \neq 0$. Moreover,

$$
\frac{P(u + m)}{P(u)} = \frac{P^m_\alpha(u + m)}{P^m_\alpha(u)} \cdot \frac{\prod_{k=0}^{\ell^m_\alpha - 1}(u - \alpha + (k+1)m)(u - l + \alpha - (k+1)m)}{\prod_{k=0}^{\ell^m_\alpha - 1}(u - \alpha + km)(u - l + \alpha - km)}
$$

$$
= \frac{P^m_\alpha(u + m)}{P^m_\alpha(u)} \cdot \frac{(\alpha - \ell^m_\alpha m - u)/(\alpha - \ell^m_\alpha m + u - l + m)}{\alpha - u},
$$

as desired.
which implies that (2.27) holds.

Finally, note that the uniqueness of \((P^m, P^m(u))\) is an immediate corollary of Lemma 2.13.

The statement of Lemma 2.14 did not explicitly appear in [Mo5], but similar ideas were needed in the proof of Theorem 4.4.14 in loc. cit. Note that in both of these lemmas the assumption that \(m \in \mathbb{Q}\) is not necessary. We will however only be concerned with this case.

Let us end this subsection by introducing some notation related to polynomials:

- If \(P(u)\) is a polynomial in \(u\), we denote by \(Z(P(u))\) its zero set.
- Given \(\alpha, \beta \in \mathbb{C}\) such that \(\alpha - \beta \in \mathbb{Z}\), we define the string \(S(\alpha, \beta)\) corresponding to \((\alpha, \beta)\) to be the set

\[
S(\alpha, \beta) = \begin{cases} 
\{\beta, \beta + 1, \ldots, \alpha - 1\} & \text{if } \alpha - \beta \in \mathbb{Z}_{>0}, \\
\emptyset & \text{otherwise.}
\end{cases}
\]

### 3. Representations of Low Rank Twisted Yangians of Type BDI

In this section, we use the classification results for finite-dimensional irreducible representations of the Olshanski twisted Yangian \(Y^+(2)\) [Mo1] together with the isomorphisms from [GRW1] to classify all finite-dimensional irreducible representations of the twisted Yangians \(X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)^{tw}\) and \(X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}\). The classification obtained for \(X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}\) will provide a necessary step in proving the main results in Subsection 6.2. Here we also obtain explicit formulas for evaluation morphisms \(X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)^{tw} \rightarrow \mathfrak{U}(\mathfrak{so}_2 \oplus \mathfrak{so}_2)\) and \(X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw} \rightarrow \mathfrak{U}_0\mathfrak{so}_2\), and study the corresponding evaluation modules.

In order to distinguish between the generators of \(X(\mathfrak{g}_N, \mathfrak{g}_N)^{tw}\) and those of \(Y^+(2)\), we shall follow the convention established in [GRW1] and denote the generators of \(Y^+(2)\) by \(s^{(r)}_{ij}\), where \(i, j \in \{\pm 1\}\) and \(r \geq 0\). These generators are then arranged as the coefficients of the various series’ \(s^\sigma_{ij}(u)\), which in turn form the \((i, j)\)th entry of the matrix \(S^\sigma(u)\). Similarly, the generators of the special twisted Yangian \(SY^+(2)\) are denoted by \(\sigma^{(r)}_{ij}\), and the corresponding series and matrix are denoted by \(\sigma^\sigma_{ij}(u)\) and \(\Sigma^\sigma(u)\), respectively. The defining relations of \(Y^+(2)\) are the reflection equation

\[
R^\sigma(u-v)S^\sigma_{ij}(u)R^\sigma(-u-v)S^\sigma_{ij}(v) = S^\sigma_{ij}(v)R^\sigma(-u-v)S^\sigma_{ij}(u)R^\sigma(u-v),
\]

where \(R^\sigma(u) = 1 - u^{-1}\sum_{i,j \in \mathbb{I}_2} E_{ij} \otimes E_{ji}\) and the symmetry relation

\[
S^\sigma(-u) = S^\sigma(u) + \frac{S^\sigma(u) - S^\sigma(-u)}{2u}.
\]

The special twisted Yangian \(SY^+(2)\) is the quotient of \(Y^+(2)\) by the ideal generated by the coefficients of \(s^\sigma_{ab}(u)\) with \(\sigma^\sigma_{ab}(u)\) for each \(a, b \in \{-1, 1\}\).

We now recall the classification results for finite-dimensional irreducible representations of \(Y^+(2)\) and \(SY^+(2)\). A representation \(V\) of \(Y^+(2)\) is called a *highest weight representation* if there exists a nonzero vector \(\xi \in V\) such that \(V = Y^+(2)\xi, s^\sigma_{-11}(u)\xi = 0\) and \(s^\sigma_{11}(u)\xi = \mu^\sigma(u)\xi\) for some formal series \(\mu^\sigma(u) \in 1 + u^{-1}\mathbb{C}[u^{-1}]\) as usual, we call \(\mu^\sigma(u)\) the highest weight of \(V\), and the vector \(\xi\) the highest weight vector. These same definitions can be given in the \(SY^+(2)\) setting after replacing \(s^\sigma_{ab}(u)\) with \(\sigma^\sigma_{ab}(u)\) for each \(a, b \in \{-1, 1\}\).

Given \(\mu^\sigma(u) \in 1 + u^{-1}\mathbb{C}[u^{-1}]\), the Verma module \(M(\mu^\sigma(u))\) for \(Y^+(2)\) is defined the same way as for \(X(\mathfrak{g}_N)\) and \(X(\mathfrak{g}_N, \mathfrak{g})^{tw}\), and is always non-trivial. It admits a unique irreducible quotient \(V(\mu^\sigma(u))\), and any irreducible highest weight module with the highest weight \(\mu^\sigma(u)\) is isomorphic to \(V(\mu^\sigma(u))\). We will also employ the notation \(M(\mu^\sigma(u))\) and \(V(\mu^\sigma(u))\) for the \(SY^+(2)\) Verma module of highest weight \(\mu^\sigma(u)\) and its irreducible quotient, respectively. In the \(SY^+(2)\) case, the Verma module \(M(\mu^\sigma(u))\) is non-trivial provided that \(\mu^\sigma(-u)\mu^\sigma(u-1) = 1\). The distinction between \(SY^+(2)\) and \(Y^+(2)\) will always be clear from context.

The following classification result is a restatement of Theorems 4.4 and 5.4 of [Mo1] (see also Theorems 4.3.3 and 4.4.3 of [Mo5]): the irreducible \(Y^+(2)\)-module \(V(\mu^\sigma(u))\) is finite-dimensional if and only if there
exists a scalar \( \gamma^o \in \mathbb{C} \) together with a monic polynomial \( P^o(u) \) such that \( P^o(u) = P^o(-u+1), \ P^o(\gamma^o) \neq 0 \), and

\[
\frac{\mu^o(u)}{\mu^o(-u)} = \frac{2u+1}{2u-1} \cdot \frac{P^o(u+1)}{P^o(u)} \cdot \frac{u-\gamma^o}{u+\gamma^o}.
\]

In this case, the pair \((P^o(u), \gamma^o)\) is unique. The same classification result holds if \( Y^+(2) \) is replaced with \( SY^+(2) \), and in this case it establishes a bijective correspondence between finite-dimensional irreducible representations and pairs of the form \((P^o(u), \gamma^o)\): see [Mo5, Corollary 4.4.5].

3.1. Twisted Yangians for the symmetric pair \((\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)_{tw}\). The isomorphism between the twisted Yangian \(X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)_{tw} \) and the tensor product of Olshanski's twisted Yangians \( SY^+(2) \otimes Y^+(2) \) was established in Proposition 4.16 and Corollary 4.17 of [GRW1]. Let \( K = E_{11} - E_{-1, -1} \in \text{End}(\mathbb{C}^2) \) and let \( \Sigma^o(u) \) denote the \( S \)-matrix of \( SY^+(2) \) and \( ST^o(u) \) that of \( Y^+(2) \). Set \( V = \mathbb{C}^2 \otimes \mathbb{C}^2 \) with ordered basis given by \( v_2 = e_1 \otimes e_1, v_{-1} = e_1 \otimes e_{-1}, v_1 = e_{1} \otimes e_{-1} \) and \( v_2 = e_1 \otimes e_1 \). By identifying \( V \) with \( \mathbb{C}^4 \) equipped with basis \( \{v_{-2}, v_{-1}, v_1, v_2\} \), we can consider \( S(u) \) as an element of \( \text{End} V \otimes X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)_{tw}[[u^{-1}]] \). Then the map

\[
\chi : S(u) \mapsto -\Sigma^o_1(u-1/2)K_1S^o_2(u-1/2)K_2
\]
defines an isomorphism \(X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)_{tw} \cong SY^+(2) \otimes Y^+(2) \); see Section E in loc. cit. for the precise meaning of the right-hand side of (3.3). The sign difference between (3.3) and (4.59) of [GRW1] is due to the fact that the matrix \( G \) that we use equals the matrix \( -G' \) used in loc. cit. We will use this result to obtain a complete description of the finite-dimensional irreducible representations of \(X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)_{tw} \) using those of \( SY^+(2) \) and \( Y^+(2) \) as recalled above.

**Proposition 3.1.** Let the components of \( \mu(u) = (\mu_1(u), \mu_2(u)) \) satisfy the conditions of Proposition 2.7 so that the irreducible \(X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)_{tw} \)-module \( V(\mu(u)) \) exists. Then \( V(\mu(u)) \) is finite-dimensional if and only if there exists a tuple \((Q(u), P(u), \alpha, \beta)\), where \( \alpha, \beta \in \mathbb{C} \) and \( P(u), Q(u) \) are monic polynomials in \( u \), such that \( P(u) = P(-u+2), Q(u) = Q(-u+2), \ P(\alpha) \neq 0, Q(\beta) \neq 0 \), and

\[
\frac{\mu_1(u)}{\mu_2(u)} = \frac{P(u+1)}{P(u)} \cdot \frac{\alpha - u}{\alpha + u - 1}, \quad \frac{\mu_1(1-u)}{\mu_2(u)} = \frac{u}{1-u} \cdot \frac{Q(u+1)}{Q(u)} \cdot \frac{\beta - u}{\beta + u - 1}.
\]

Moreover, when they exist, the pair \((Q(u), P(u))\) and the scalars \( \alpha, \beta \) are uniquely determined.

**Proof.** The proof of this proposition is very similar to that of Proposition 5.4 of [GRW2]. We begin by showing that the \(X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)_{tw} \)-module \( V(\mu(u)) \), viewed as a \( SY^+(2) \otimes Y^+(2) \)-module via the isomorphism \( \chi \), is isomorphic to \( V(\mu^o(u)) \otimes V(\mu^*(u)) \), where the pair \((\mu^o(u), \mu^*(u))\) is completely determined by the relations

\[
\mu_1(u) = (2u-2) \cdot \mu^o(u) \cdot \mu^*(u), \quad \mu_2(u) = -2u \cdot \mu^o(u) \cdot \mu^*(u) \quad \text{with} \quad \bar{u} = u - 1/2.
\]

Writing the map (3.3) explicitly we have that

\[
\chi : \begin{cases} s_{11}(u) \rightarrow \sigma_{11}(\bar{u})s^*_{11}(\bar{u}), & s_{-2,1}(u) \rightarrow \sigma_{-1,1}(\bar{u})s^*_{11}(\bar{u}), \\ s_{22}(u) \rightarrow -\sigma_{2,1}(\bar{u})s^*_{11}(\bar{u}), & s_{-1,2}(u) \rightarrow -\sigma_{1,1}(\bar{u})s^*_{11}(\bar{u}) \end{cases}
\]

Moreover, the computation at the beginning of the proof of [GRW1, Corollary 4.17] shows that

\[
\chi : s_{11,-2}(\bar{u})s_{-2,1}(\bar{u}) - s_{11}(\bar{u})s_{22}(\bar{u}) \rightarrow s^*_{11,-1}(\bar{u})s^*_{11}(\bar{u}) - s^*_{-1,1}(\bar{u})s^*_{11}(\bar{u}) \rightarrow 0.
\]

Letting \( \xi \in V(\mu(u)) \) denote the highest weight vector, this in turn implies that

\[
s^*_{11,-1}(\bar{u})s^*_{11}(u-1)\xi = -\mu_1(-\bar{u})\mu_2(\bar{u})\xi.
\]

Using the symmetry relation (3.1) of \( Y^+(2) \), we can rewrite the equality above as

\[
\left(s^*_{11}(u) + s^*_{11}(u) - s^*_{11}(u)\right) \frac{2u}{2u} = -\mu_1(-\bar{u})\mu_2(\bar{u})\xi.
\]

By induction on the coefficients \( s^*_{11}(u) \) of \( s^*_{11}(u) \), this implies that there exists \( \mu^*(u) \in 1+u^{-1}\mathbb{C}[[u^{-1}]] \) satisfying

\[
s^*_{11}(u)\xi = \mu^*(u)\xi.
\]
Moreover, $\mu^\bullet(u)$ is uniquely determined by the relation

\begin{equation}
(3.7) \quad \left( \mu^\bullet(u) + \frac{\mu^\circ(u) - \mu^\bullet(-u)}{2u} \right) \mu^\bullet(u - 1) = -\mu_1(-\bar{u}) \mu_2(\bar{u}).
\end{equation}

Combining (3.6) with (3.5) implies that $\xi$ is also an eigenvector for the action of $\sigma_{11}^\circ(u)$ with weight $\mu^\circ(u)$ defined by $\mu_2(u) = -\mu^\circ(\bar{u}) \mu^\bullet(\bar{u})$ or equivalently by

$$
\mu_1(u) = \mu^\circ(\bar{u}) \left( \mu^\bullet(-\bar{u}) + \frac{\mu^\circ(\bar{u}) - \mu^\bullet(-\bar{u})}{2\bar{u}} \right),
$$

where we have used that $\mu^\circ(\bar{u}^{-1}) = \mu^\circ(u - 1)$; see the proof of [GRW2, Proposition 5.4]. Using the notation introduced in (2.16) the last two equalities can be rewritten in the equivalent form (3.4). Finally, since $[\sigma_{11}^\circ(u), s_{4i}(v)] = 0$, it follows immediately from the definition of $\xi$ and the two formulas $\chi(s_{-1,2}(u)) = \sigma_{-1,1}^\circ(\bar{u}) s_{-1,1}^\bullet(\bar{u})$ and $\chi(s_{12}(u)) = \sigma_{11}^\circ(\bar{u}) s_{1,1}^\bullet(\bar{u})$ that $\sigma_{-1,1}^\circ(u) \xi = s_{-1,1}^\bullet(u) \xi = 0$. Thus, by the irreducibility of $V(\mu(u))$ we can conclude that

$$
V(\mu(u)) \cong V(\mu^\circ(u)) \otimes V(\mu^\bullet(u)).
$$

We can now use the isomorphism above to determine exactly when $V(\mu(u))$ is finite-dimensional. As recalled above (3.2), the module $V(\mu^\circ(u)) \otimes V(\mu^\bullet(u))$ is finite-dimensional if and only if there exists a tuple $(P^\circ(u), P^\bullet(u), \gamma^\circ, \gamma^\bullet)$, where $\gamma^\circ, \gamma^\bullet \in \mathbb{C}$ and $P^\circ(u), Q^\circ(u)$ are monic polynomials in $u$ such that $P^\circ(u) = P^\circ(-u + 1)$, $P^\bullet(u) = P^\bullet(-u + 1)$, $P^\circ(\gamma_1) \neq 0$, $P^\circ(\gamma_2) \neq 0$, and the following equations hold:

\begin{align}
(3.8) \quad \frac{\mu^\circ(\bar{u})}{\mu^\circ(\bar{u})} &= \frac{2u + 1}{2u - 1} \cdot \frac{P^\circ(u + 1)}{P^\circ(u)} \cdot \frac{u - \gamma^\circ}{u + \gamma^\circ} \quad \text{and} \quad \frac{\mu^\bullet(\bar{u})}{\mu^\bullet(\bar{u})} &= \frac{2u + 1}{2u - 1} \cdot \frac{P^\bullet(u + 1)}{P^\bullet(u)} \cdot \frac{u - \gamma^\bullet}{u + \gamma^\bullet}.
\end{align}

Set $P(u) = P^\circ(\bar{u})$, $Q(u) = P^\circ(u)$, $\alpha = \gamma^\circ + \frac{1}{2}$ and $\beta = \gamma^\circ + \frac{1}{2}$. Substituting $u \mapsto \bar{u}$, the above relations become

\begin{align}
\frac{\mu^\circ(\bar{u})}{\mu^\circ(\bar{u})} &= \frac{2u}{2u - 2} \cdot \frac{P(u + 1)}{P(u)} \cdot \frac{u - \alpha}{u + \alpha - 1} \quad \text{and} \quad \frac{\mu^\bullet(\bar{u})}{\mu^\bullet(\bar{u})} &= \frac{2u}{2u - 2} \cdot \frac{Q(u + 1)}{Q(u)} \cdot \frac{u - \beta}{u + \beta - 1}.
\end{align}

Therefore, (3.8) is equivalent to

\begin{align}
\frac{\tilde{\mu}_1(u)}{\tilde{\mu}_2(u)} &= \frac{P(u + 1)}{P(u)} \cdot \frac{\alpha - u}{u + \alpha - 1} \quad \text{and} \quad \frac{\tilde{\mu}_1(1 - u)}{\tilde{\mu}_2(u)} &= \frac{1}{\alpha - u} \cdot \frac{Q(u + 1)}{Q(u)} \cdot \frac{\beta - u}{u + \beta - 1}.
\end{align}

Moreover, $P(u) = P^\bullet(-u + 1/2) = P^\circ(-u + 1/2 + 1) = P(-u + 2)$, and the same is true for $Q(u)$. Finally, $P(\alpha) = P^\bullet(\alpha - 1/2) = P^\circ(\gamma^\bullet) \neq 0$. Similarly, $Q(\beta) \neq 0$. $
$

We now construct the evaluation morphism $X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)^{tw} \to \mathfrak{u}(\mathfrak{so}_2 \oplus \mathfrak{so}_2)$. The fixed point subalgebra $\mathfrak{u}(\mathfrak{so}_2 \oplus \mathfrak{so}_2) \subset \mathfrak{u}(\mathfrak{so}_4)$ is generated by the elements $F_{11}$ and $F_{22}$. We recall that $\mathcal{G} = \text{diag}(-1, 1, 1, -1)$ in this case.

**Proposition 3.2.** The assignment

\begin{equation}
(3.9) \quad s_{ij}(u) \mapsto g_{ij} + 2g_{ij} F_{ij} u^{-1} + \delta_{ij}(F_{11}^2 - F_{22}^2) u^{-2}
\end{equation}

defines a surjective algebra homomorphism $\text{ev} : X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)^{tw} \to \mathfrak{u}(\mathfrak{so}_2 \oplus \mathfrak{so}_2)$.

**Proof.** The Lie algebra $\mathfrak{so}_2$ is one-dimensional, that is $\mathfrak{so}_2 \cong \mathbb{C} F_{11}$, since $F_{11}^0 = F_{11}^2 = 0$ and $F_{11}^{-1} = -F_{11}$. Recall the evaluation homomorphism given by Proposition 3.11 of [MNO]:

\begin{equation}
(3.10) \quad \text{ev} : Y^+(2) \to \mathfrak{u}(\mathfrak{so}_2), \quad s_{ij}(u) \mapsto \delta_{ij} + (u + 1/2)^{-1} F_{ij}^0.
\end{equation}

Let $\Phi$ be the isomorphism $\mathfrak{so}_2 \oplus \mathfrak{so}_2 = (\mathbb{C} F_{11} \oplus \mathbb{C} F_{11}^*) \to \mathfrak{so}_2^0 = (\mathbb{C} F_{11} \oplus \mathbb{C} F_{11})$ given by $F_{11}^0 \mapsto F_{11} + F_{22}$ and $F_{11}^1 \mapsto F_{22} - F_{11}$. The map $\Phi$ induces an isomorphism $\tilde{\Phi} : \mathfrak{u}(\mathfrak{so}_2 \oplus \mathfrak{so}_2) \cong \mathfrak{u}(\mathfrak{so}_2 \oplus \mathfrak{so}_2)$, and so the composition $\tilde{\Phi}(\text{ev} \circ \text{ev}^\bullet)$ yields a surjective homomorphism $Y^+(2) \otimes Y^+(2) \to \mathfrak{u}(\mathfrak{so}_2 \oplus \mathfrak{so}_2)$ (here $\text{ev}^\bullet$ denotes the evaluation homomorphism (3.10) for the second copy of $Y^+(2)$ in the tensor product).
Finally, by composing the resulting map with the embedding $\tilde{\chi} : X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2) \to Y^+(2) \otimes \mathcal{Y}^+(2)$ given by $S(u) \mapsto -s_1^2(u)K_1s_2(u)K_2$ (see Proposition 4.16 of [GRW1]) we obtain precisely (3.9). \hfill \Box

The morphism ev allows us to extend $\mathfrak{so}_2 \oplus \mathfrak{so}_2$-modules to $X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)^{tw}$-modules. As usual, modules obtained this way are called evaluation modules. Let $V(\mu_1, \mu_2)$ denote the irreducible $\mathfrak{so}_2^\mu$-module with the highest weight $(\mu_1, \mu_2)$: this is the one-dimensional representation of $\mathfrak{so}_2^\mu$ in which $F_{ii}$ acts as multiplication by $\mu_i \in \mathbb{C}$. The corollary below follows directly from the formula (3.9).

**Corollary 3.3.** The evaluation module $V(\mu_1, \mu_2)$ with $\mu_1, \mu_2 \in \mathbb{C}$ is isomorphic to the $X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)^{tw}$-module $V(\mu(u))$ with

$$
\mu_i(u) = g_{ii} + 2g_{ii}u^{-1} + (\mu_1^2 - \mu_2^2)u^{-2} \quad \text{for} \quad 1 \leq i \leq 2.
$$

The collection $\{V(\mu_1, \mu_2)\}_{\mu_1, \mu_2 \in \mathbb{C}}$ provides a two-parameter family of one-dimensional representations of $X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)^{tw}$. Note that the trivial representation $V(\mathbb{G})$ may be recovered in the special case where $(\mu_1, \mu_2) = (0, 0)$. In Remark 5.8, it will be explained that these are essentially all of the one-dimensional representations of $X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)^{tw}$.

### 3.2. Twisted Yangians for the symmetric pair $(\mathfrak{so}_3, \mathfrak{so}_2)$

The isomorphism between the twisted Yangian $X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}$ and the Olshanski twisted Yangian $Y^+(2)$ was established in Proposition 4.3 of [GRW1]. Here we recall the necessary details of this isomorphism, which will allow us to obtain a complete description of the finite-dimensional irreducible representations of $X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}$ using those of $Y^+(2)$.

Let the standard basis of $\mathbb{C}^2$ be given by vectors $e_{-1}$ and $e_1$ and let $V$ be the three-dimensional subspace of $\mathbb{C}^2 \otimes \mathbb{C}^2$ spanned by vectors $e_{-1} = e_{-1} \otimes e_{-1}$, $v_0 = \frac{1}{\sqrt{2}}(e_{-1} \otimes e_1 + e_1 \otimes e_{-1})$, $v_1 = -e_1 \otimes e_1$. Upon identifying $V$ with $\mathbb{C}^3$ we may view the matrix $S(u)$ as an element of End$V \otimes X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}[u^{-1}]$. Moreover, the operator $rac{1}{2} R^2(-1) = \frac{1}{2}(I + P) \in \text{End}(\mathbb{C}^2 \otimes \mathbb{C}^2)$ is a projector of $\mathbb{C}^2 \otimes \mathbb{C}^2$ onto the subspace $V$ and the mapping

$$
\varphi : X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw} \to Y^+(2), \quad S(u) \mapsto \frac{1}{2} R_{12}(-1) S_7^2(2u - 1) R_{12}(-4u + 1)^t S_7^2(2u)K_1K_2.
$$

where $K = E_{11} - E_{-1,-1}$, is an isomorphism of algebras whose restriction to the subalgebra $Y(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}$ induces an isomorphism between $Y(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}$ and $Y^+(2)$. Denoting $u - 1/2$ by $\tilde{u}$ the map (3.11) explicitly reads as

$$
\begin{align*}
n_{-1,-1}(u) &\mapsto s_{-1,-1}(2\tilde{u}) s_{-1,-1}(2u) + \frac{1}{4u-1} s_{-1,1}(2\tilde{u}) s_{1,-1}(2u), \\
n_{-1,0}(u) &\mapsto -\frac{1}{4u-1} s_{-1,1}(2\tilde{u}) s_{1,1}(2u) - \frac{1}{\sqrt{2(4u-1)}} (s_{1,1}(2\tilde{u}) s_{1,1}^t(2u) + 4u s_{1,1}(2\tilde{u}) s_{1,1}(2u)), \\
n_{-1,1}(u) &\mapsto -\frac{4u}{4u-1} s_{-1,1}(2\tilde{u}) s_{1,-1}(2u), \\
s_{0,-1}(u) &\mapsto \frac{1}{4u-2} ((s_{-1,1}(2\tilde{u}) + 4u s_{11}(2\tilde{u})) s_{-1,-1}(2u) + (4u s_{1,-1}(2\tilde{u}) + s_{11}(2\tilde{u})) s_{11}(2u)), \\
s_{00}(u) &\mapsto -\frac{1}{4u-2} (s_{1,1}^t(2\tilde{u}) s_{1,1}(2u) + s_{1,1}^t(2\tilde{u}) s_{1,1}(2u)), \\
s_{01}(u) &\mapsto -\frac{1}{\sqrt{2(4u-1)}} s_{1,1}(2\tilde{u}) s_{1,1}(2u) - \frac{4u}{\sqrt{2(4u-1)}} s_{11}(2\tilde{u}) s_{11}(2u), \\
s_{1,-1}(u) &\mapsto \frac{4u}{4u-1} s_{1,-1}(2\tilde{u}) s_{1,-1}(2u), \\
s_{10}(u) &\mapsto \frac{1}{\sqrt{2(4u-1)}} s_{11}(2\tilde{u}) s_{11}(2u) + \frac{1}{4u-1} s_{11}(2\tilde{u}) s_{11}(2u), \\
s_{11}(u) &\mapsto s_{11}(2\tilde{u}) s_{11}(2u) + \frac{1}{4u-1} s_{11}(2\tilde{u}) s_{11}(2u),
\end{align*}
$$

which can be deduced using the formulas in the proof of Proposition 5.8 of [GRW2].

**Proposition 3.4.** Let $\mu(u) = (\mu_0(u), \mu_1(u))$ satisfy the conditions of Proposition 2.7 so that the irreducible $X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}$-module $V(\mu(u))$ exists. Then $V(\mu(u))$ is finite-dimensional if and only if there exists a monic polynomial $P(u)$ in $u$ and a scalar $\alpha \in \mathbb{C}$ such that $P(\alpha) \neq 0$ and $P(u) = P(-u + 3/2)$ and

$$
\left\{ \frac{\mu_0(u)}{\mu_1(u)} \right\} = \left\{ \frac{P(u + 1/2)}{P(u)} \right\} \left\{ \frac{\alpha - u}{\alpha + u - 1} \right\}.
$$

Moreover, when they exist, the polynomial $P(u)$ and the scalar $\alpha$ are uniquely determined.
Proof. The proof is very similar to that of Proposition 5.8 of [GRW2]. By Proposition 2.7 the components \( \bar{\mu}_0(u) \) and \( \bar{\mu}_1(u) \) are required to satisfy

\[
\bar{\mu}_0(1/2 - u) = \frac{1/2 - u}{u} \cdot \frac{4u + 1}{4u - 3} \cdot \bar{\mu}_0(u), \quad \bar{\mu}_0(u) \bar{\mu}_0(-u + 1) = \bar{\mu}_1(u) \bar{\mu}_1(-u + 1).
\]

We may choose \( \mu^o(u) \in 1 + u^{-1} \mathbb{C}[u^{-1}] \) such that

\[
\bar{\mu}_0(u) = -2u \cdot \frac{4u - 3}{4u - 1} \cdot \mu^o(-2u) \mu^o(2u), \quad \bar{\mu}_1(u) = 2u \cdot \mu^o(2u) \mu^o(2u),
\]

so that both equalities in (3.14) are satisfied. (See Lemma 5.7 of [GRW2].) Recall that \( \bar{\mu}_0(u) = (2u - 1) \mu_0(u) + \mu_1(u) \) and \( \bar{\mu}_1(u) = 2u \mu_1(u) \). Hence

\[
\mu_0(u) = -\frac{1}{2u} \left( \frac{2u(4u - 3)}{4u - 1} \right) \mu^o(-2u) + \mu^o(2u) \mu^o(2u), \quad \mu_1(u) = \mu^o(2u) \mu^o(2u).
\]

Let \( V(\mu^o(u)) \) denote the irreducible highest weight \( Y^+(2) \) module with the highest weight \( \mu^o(u) \) and let \( \xi \) denote its highest weight vector. \( V(\mu^o(u)) \) may be viewed as a \( X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw} \)-module via the isomorphism \( \varphi \). It is immediate from (3.12) that \( s_{ij}(u) \xi = 0 \) for all \( i < j \) and

\[
s_{11}(u) \xi = \mu^o(2u) \mu^o(2u) \xi = \mu_0(u) \xi.
\]

To compute \( s_{00}(u) \xi \) we need to use the following formula, which follows from the defining relations of \( Y^+(2) \):

\[
[s_{-1,1}^o(2u), s_{1,1}^o(2u)] = \frac{1}{4u - 1} \left( s_{11}^o(2u) s_{11}^o(2u) - s_{-1,1}^o(2u) s_{-1,1}^o(2u) \right) + \frac{4u}{4u - 1} \left( s_{11}^o(2u) s_{-1,1}^o(2u) - s_{11}^o(2u) s_{-1,1}^o(2u) \right).
\]

Combining this formula with the equality \( [s_{ij}^o(u), s_{ij}^o(u)] \xi = 0 \) for all \( i, j \in \{ \pm 1 \} \), we obtain

\[
\varphi(s_{00}(u)) \xi = -\frac{1}{4u - 1} \left( 4u s_{-1,1}^o(2u) + s_{11}^o(2u) \right) s_{11}^o(2u) \xi.
\]

Applying the symmetry relation (3.1) to \( s_{-1,1}^o(2u) \) in the equality above and using (3.16) we deduce that

\[
s_{00}(u) \xi = -\frac{1}{2u} \left( \frac{2u(4u - 3)}{4u - 1} \right) \mu^o(-2u) + \mu^o(2u) \mu^o(2u) \mu^o(2u) \xi = \mu_0(u) \xi.
\]

Equalities (3.17) and (3.18) show that, as an \( X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw} \)-module, \( V(\mu^o(u)) \) is isomorphic to \( V(\mu(u)) \).

We can now use this isomorphism to determine exactly when \( V(\mu(u)) \) is finite-dimensional. This occurs precisely when there exists a monic polynomial \( P^o(u) \) satisfying \( P(u) = P^o(-u + 1) \) together with a scalar \( \gamma^o \in \mathbb{C} \setminus Z(P^o(u)) \) such that (3.2) holds. Using (3.15), (3.2) can be written in the equivalent form

\[
\frac{\bar{\mu}_0(u)}{\bar{\mu}_1(u)} = -\frac{4u - 3}{4u - 1} \cdot \frac{\mu^o(1 - 2u)}{\mu^o(2u - 1)} = \frac{P^o(2u)}{P^o(2u - 1)} \cdot \gamma^o - 2u + 1 = \frac{P(u + 1/2)}{P(u)} \cdot \frac{\alpha - u}{\alpha + u - 1},
\]

where \( P(u) = 2^{-\deg P^o(u)} P^o(2u - 1) \) and \( \alpha = (\gamma^o + 1)/2 \). With this definition of \( P(u) \) we have \( P(\alpha) \neq 0 \), \( P(u) = P(-u + 3/2) \), and the uniqueness of \( P(u) \) is guaranteed by the uniqueness of \( P^o(u) \). \( \square \)

As in the previous section, we proceed by constructing the evaluation morphism \( X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw} \rightarrow \mathfrak{sl}_2 \) and the corresponding evaluation module. Recall that \( d = (p - q)/4 = 1/4 \) for the pair \( (\mathfrak{so}_3, \mathfrak{so}_2) \). We have the following analogues of Proposition 5.8 and Corollary 5.9 of [GRW2]:

**Proposition 3.5.** The assignment

\[
s_{ij}(u) \mapsto \frac{1}{u - d} \left( g_{ij} u - \delta_{ij} d + \frac{1}{u + d} \left( d(F_{ij}^p)^2 + u F_{ij}^p \right) \right)
\]

defines a surjective algebra homomorphism \( \text{ev} : X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw} \rightarrow \mathfrak{sl}_2 \). \( \square \)
Proof. Recall that \( \mathfrak{so}_2 = CF_{11}^o \). By composing the map \( ev^o \) in (3.10) with the map \( \varphi \) in (3.11) we find that
\[
s_{ij}(u) \mapsto 0 \quad \text{if} \quad i \neq j \quad \text{and}
\]
\[
s_{11,1}(u) \mapsto 1 + \frac{1}{(u - 1/4)(u + 1/4)} \left( 1/4(F_{11}^o)^2 + uF_{11}^o \right),
\]
\[
s_{00}(u) \mapsto 1 + \frac{4u}{1 - 4u} - \frac{8u}{(1 - 4u)^2} (F_{11}^o + F_{11}^o)
\]
\[
= \frac{2}{(1 + 4u)(1 - 4u)^2} \left( (F_{11}^o + 4uF_{11}^o)(F_{11}^o + (F_{11}^o - 4uF_{11}^o)F_{11}^o) \right)
\]
\[
= \frac{u + 1/4}{u - 1/4} + \frac{1}{(u - 1/4)(u + 1/4)} \left( 1/4(F_{11}^o)^2 + uF_{11}^o \right).
\]

The proof is now completed as follows. Let \( \Phi: \mathfrak{so}_2 \to \mathfrak{so}_6^o \) be the isomorphism of Lie algebras given by \( F_{11}^o \to F_{11}^o = 2F_{11} \) and let \( \tilde{\Phi} \) be the corresponding isomorphism of the enveloping algebras \( \mathfrak{u}\mathfrak{so}_2 \to \mathfrak{u}\mathfrak{so}_6^o \). Since \( \mathcal{G} = \text{diag}(1, -1, 1) \) and \( d = 1/4 \), it is straightforward to see that \( \tilde{\Phi} \circ ev^o \circ \varphi \) yields (3.19) as required. \( \square \)

Let \( V(\mu) \) denote the irreducible \( \mathfrak{so}_6^o \)-module with the highest weight \( \mu \in \mathbb{C} \); this is the one-dimensional module in which \( F_{11} \) acts as multiplication by \( \mu \). Formula (3.19) implies the following:

**Corollary 3.6.** The evaluation module \( V(\mu) \) with \( \mu \in \mathbb{C} \) is isomorphic to the \( X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw} \)-module \( V(\mu(u)) \) with
\[
\mu_0(u) = -1 + 2d \left( \frac{\mu^2 - (u + d)}{u^2 - d^2} \right), \quad \mu_1(u) = 1 + 2\mu \left( \frac{u + 2d\mu}{u^2 - d^2} \right) \quad \text{and} \quad d = \frac{1}{4}.
\]

In analogy to the two-parameter family \( \{ V(\mu_1, \mu_2) \}_{\mu_1, \mu_2 \in \mathbb{C}} \) of the previous subsection, the one-parameter family \( \{ V(\mu) \}_{\mu \in \mathbb{C}} \), which includes \( V(\mathcal{G}) = V(0) \), contains all of the one-dimensional representations of \( X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw} \) up to twisting by automorphisms of the form (2.12); see Remark 5.8.

4. Necessary conditions in the general setting

Assume that \( N \geq 4 \) if \( \mathfrak{g}_N = \mathfrak{sp}_N \), \( N \geq 5 \) if \( \mathfrak{g}_N = \mathfrak{so}_N \) and that the pair \( (\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q) \) is of type DI(a), BI or CII. In this section we use the machinery developed in [GRW2] to obtain a set of conditions on the highest weight \( \mu(u) \) of the \( X(\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \)-module \( V(\mu(u)) \) which are satisfied whenever this module is finite-dimensional: see Propositions 4.4 and 4.12.

In this section it will often be convenient to write the symmetric pair \( (\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q) \) as \( (\mathfrak{g}_N, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2\ell}) \) (see (2.23)). This will be of particular importance in Proposition 4.1.

Let \( m \) be an integer satisfying \( 1 \leq m \leq \ell - \delta_{\ell,n} \). In what follows we will consider the quantum algebras \( X(\mathfrak{g}_N, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2\ell})^{tw} \) and \( X(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})^{tw} \) simultaneously, and for this reason we will relabel the generating series \( s_{ij}(u) \) of \( X(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})^{tw} \) by \( s_{ij}^m(u) \) for each \( i, j \in \mathbb{I}_{N-2m} \). Similarly, the generating series \( \tilde{s}_{ij}(u) \) of \( \tilde{X}(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})^{tw} \) shall be denoted \( \tilde{s}_{ij}^m(u) \). It will also be convenient to employ the notation \( \mathcal{G}_m \) and \( p_m(u) \) for the matrix \( \mathcal{G} \) and rational function \( p(u) = p_m(u) \) defined in (2.15), respectively, which correspond to the symmetric pair \( (\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)}) \). In particular, \( X(\mathfrak{g}_{N-2m}, \mathcal{G}_m)^{tw} \) is equal to \( X(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})^{tw} \) and we will sometimes use to former notation for brevity.

For each \( i, j \in \mathbb{I}_{N-2m} \) define \( s_{ij}^m(u) \in \mathfrak{g}_{ij} + u^{-1}X(\mathfrak{g}_{N}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2\ell})^{tw}[[u^{-1}]] \) by
\[
s_{ij}^m(u) = s_{ij}(u + m/2) + \frac{\delta_{ij}}{2m} \sum_{a=n-m+1}^n s_{aa}(u + m/2).
\]

Given an arbitrary representation \( V \) of \( X(\mathfrak{g}_N, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2\ell})^{tw} \), let \( V_{(+,m)} \subset V \) be the subspace
\[
V_{(+,m)} = \{ v \in V : s_{ij}(u)v = 0 \quad \text{for all} \quad i < j \quad \text{with} \quad n - m + 1 \leq j \leq n \}.
\]
Lemma 4.12 of [GRW2] together with a simple induction on $m$ shows that each $s^m_{ij}(u)$ may be regarded as an element of $\text{End} V_{(+,m)}$ and that for any $h_m(u) \in (-1)^{\delta_m,\delta_{m,m}/2} + u^{-1}\mathbb{C}[u^{-1}]$ the assignment
\begin{equation}
\tilde{\sigma}^m_{ij}(u) \mapsto h_m(u)s^m_{ij}(u) \text{ for all } i, j \in I_{N-2m}
\end{equation}
gives rise to an $\tilde{X}(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})^{tw}$-module structure on $V_{(+,m)}$. When $m = 1$, Proposition 4.13 of [GRW2] gave a sufficient condition on $h_m(u)$ which guarantees that the action of the reflection algebra $\tilde{X}(\mathfrak{g}_{N-2m}, \mathfrak{g}_{m})^{tw}$ on $V_{(+,m)}$ factors through the extended twisted Yangian $X(\mathfrak{g}_{N-2m}, \mathfrak{g}_m)^{tw}$. In fact, a careful reading of the proof shows that, provided $V_{(+,m)} \neq 0$, this condition is also necessary.

The next proposition generalizes this result to the case where $1 \leq m \leq \ell - \delta_{\ell,n}$.

**Proposition 4.1.** Suppose that $V_{(+,m)}$ is nonzero, and let $h_m(u) \in (-1)^{\delta_m,\delta_{m,m}/2} + u^{-1}\mathbb{C}[u^{-1}]$. Then the assignment $s^m_{ij}(u) \mapsto h_m(u)s^m_{ij}(u)$ equips $V_{(+,m)}$ with a $X(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})^{tw}$-module structure if and only if $h_m(u)$ satisfies the relation
\begin{equation}
h_m(u)h_m(\kappa - m - u)^{-1} = p_m(u)p(u + \frac{m}{2})^{-1}.
\end{equation}
If in addition $V$ is a highest weight module with the highest weight vector $\xi$, then $V_{(+,m)} \neq 0$ and the subrepresentation $X(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})^{tw}\xi \subset V_{(+,m)}$ is a highest weight module with the highest weight $h_m(u)\mu^m(u) = (h_m(u)\mu^m(u))_{i \in I_{N-2m}}$, where the components of $\mu^m(u)$ are uniquely determined by the relations
\begin{equation}
\mu_{pi}^m(u) = \mu_i^m(u + \frac{m}{2}) \text{ for all } i \in I_{N-2m}.
\end{equation}

**Proof.** That the reflection equation for $X(\mathfrak{g}_{N-2m}, \mathfrak{g}_m)^{tw}$ is satisfied by $h_m(u)s^m_{ij}(u)$ is a consequence of Lemma 4.12 of [GRW2]. As for the symmetry relation for $X(\mathfrak{g}_{N-2m}, \mathfrak{g}_m)^{tw}$, one can repeat the proof of Proposition 4.13 in loc. cit., replacing $\kappa'$ by $\kappa' - m$ and $n - 1$ by $n - m$. \(\square\)

Given a $X(\mathfrak{g}_{N}, \mathcal{G})^{tw}$-module $V$ and $h_m(u) \in (-1)^{\delta_m,\delta_{m,m}/2} + u^{-1}\mathbb{C}[u^{-1}]$ satisfying (4.4), we denote by $V_{h_m(u)}$ the $X(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})^{tw}$-module which is equal to $V_{(+,m)}$ as a vector space with action determined by $s^m_{ij}(u) \mapsto h_m(u)s^m_{ij}(u)$ for all $i, j \in I_{N-2m}$. When $V$ is a highest weight module with $\xi \in V$ a fixed highest weight vector, we denote by $V_{h_m(u)}$ the submodule $X(\mathfrak{g}_{N-2m}, \mathfrak{g}_m)^{tw}\xi$ of $V_{h_m(u)}$.

In the remarks following the proof of Proposition 4.13 of [GRW2] it was explained that there always exists $h_m(u)$ satisfying (4.4). We now show that there is a particular series $h_m(u)$ which can be regarded as the most natural solution of (4.4). Let $g_m(u)$ be the rational function from (2.18) associated to the pair $(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})$.

**Proposition 4.2.** For any integer $1 \leq m \leq \ell - \delta_{\ell,n}$, the series
\begin{equation}
h_m(u) = \frac{u}{u + \frac{m}{2}} \cdot g_m(u)g(u + \frac{m}{2})^{-1}
\end{equation}
belongs to $(-1)^{\delta_m,\delta_{m,m}/2} + u^{-1}\mathbb{C}[u^{-1}]$ and satisfies (4.4). Moreover, this is the unique choice of $h_m(u)$ with the property that $V(\mathcal{G})h_m(u)$ is isomorphic to the trivial representation $V(\mathcal{G})$.

**Proof.** Let $h_m(u)$ be given by (4.6) and consider the trivial representation $V(\mathcal{G})$ of $X(\mathfrak{g}_{N}, \mathcal{G})^{tw}$. Since $V(\mathcal{G})_{(+,m)} = V(\mathcal{G})$, $V(\mathcal{G})$ is also a $\tilde{X}(\mathfrak{g}_{N-2m}, \mathfrak{g}_m)^{tw}$-module with action given by (4.3). Let’s argue that this is just the representation $\tilde{\sigma}^m(\mathcal{G}) \to \mathcal{G}_m(\mathcal{G})$, where $\mathcal{G}_m(\mathcal{G})$ is the matrix $\mathcal{G}(\mathcal{G})$ corresponding to the pair $(\mathfrak{g}_{N-2m}, \mathfrak{g}_{N-2\ell} \oplus \mathfrak{g}_{2(\ell-m)})$. The generating series $\tilde{\sigma}^m_{ij}(\mathcal{G})$ operates in $V(\mathcal{G})$ as $h_m(u)\mu^m(u)$, where in this case $\mu^m(u) \in (\mu^m(u))_{i \in I_{N-2m}}$ has components determined by $\mu_{pi}^m(u) = \tilde{g}_{ii}(u + \frac{m}{2})$ and $g_{ii}(u)$ is the $(i, i)$-th entry of the diagonal matrix $\mathcal{G}$. Let $g_{ik}^m(u)$ be the $(k, k)$-th entry of the (diagonal) matrix $\mathcal{G}_m(\mathcal{G})$. Then, to show that $\tilde{\sigma}^m_{ii}(\mathcal{G})$ operates as $g_{ii}^m(u)$ for all $i \in I_{N-2m}$, it is enough to show
\begin{equation}
h_m(u)g_{ii}(u + \frac{m}{2}) = \tilde{g}_{ii}^m(u).
\end{equation}
For any $i \in I_{N-2m}$ satisfying $0 \leq i \leq \ell$, we have $h_m(u) = g_{ii}^m(u) \cdot g_{ii}(u + \frac{m}{2})^{-1}$ by definition of $g(u)$ and $\tilde{g}_{ii}^m(u)$ - see (2.25). Hence (4.7) trivially holds for these values of $i$. If instead $\ell + 1 \leq i \leq n - m$, then the left-hand
Proposition 4.4. \textbf{hence a highest weight vector.} \hfill □

\textit{Since the action of the generating matrix $\hat{S}^m(u)$ on $V(\mathcal{G})$ is diagonal and symmetric with respect to the transposition $t$, and $\mathcal{G}_m(u)$ has these same properties, we can conclude that $\hat{S}^m(u)$ operates as $\mathcal{G}_m(u)$ in $V(G) = V(\mathcal{G})_{(+,m)}$.}

We already know that this action factors through the extended twisted Yangian $X(\mathfrak{g}_{N-2m}, \mathcal{G}_m)^{tw}$ (yielding the trivial representation $V(\mathcal{G}_m)$), and therefore Proposition 4.1 implies that $h_m(u)$ satisfies the relation (4.4).

To complete the proof of the proposition it remains to explain why (4.6) is the unique choice of $h_m(u)$ such that $V(\mathcal{G})_{h_m(u)} \cong V(\mathcal{G}_m)$. This follows from the fact that any such $h_m(u)$ must satisfy (4.7), and this property uniquely determines $h_m(u)$.

Henceforth we will assume $h_m(u)$ is given by (4.6) and we will write $V_m$ for $V_{(h_m(u))}$ and $V_0$ for $V_{(h_0(u))}$.

Corollary 4.3. \textbf{Suppose that $\mu(u)$ satisfies the conditions of Proposition 2.7 and let $\xi \in V(\mu(u))$ be a highest weight vector. Then $V(\mu(u))$ is the only highest weight submodule of $V(\mu(u))_{(m)}$. In particular, if $V(\mu(u))$ is finite-dimensional then $V(\mu(u))_{m}$ is a finite-dimensional irreducible module isomorphic to $V(h_m(u)\mu^n(u))$, where $h_m(u)$ is given by (4.6) and $\mu^n(u)$ is as in Proposition 4.1.}

\textit{Proof.} Suppose that $K \subset V(\mu(u))_{(m)}$ is any highest weight submodule of $V(\mu(u))_{(m)}$, and let $\eta \in K$ be a highest weight vector. Since $V(\mu(u))_{(m)}$ is equal to $V(\mu(u))_{(+,m)}$ as a vector space, $s_{ij}(u) \eta = s_{-j,-i}(u) \eta$ for all $i < j$ with $n - m + 1 \leq j \leq n$. Since $\eta$ is a highest weight vector of $K$, we must have $s_{kl}(u + \frac{2}{2}) \eta = 0 = s_{-l,-k}(u + \frac{2}{2}) \eta$ for all $-n + m \leq k < l \leq n$, and therefore $s_{kl}(u) \eta = 0 = s_{-l,-k}(u) \eta$ for these values of $k$ and $l$. Combining these two facts gives $s_{ij}(u) \eta = 0$ for all $-n \leq i < j \leq n$, and thus $\eta \in V(\mu(u))^0$. By Corollary 4.10, $V(\mu(u))^0 = \mathbb{C} \xi$ and therefore $\eta$ is a nonzero scalar multiple of $\xi$. As $\xi$ generates $V(\mu(u))_{m}$, this implies $K = V(\mu(u))_{m}$.

The second part of the corollary follows from the first part and the fact that, if $V(\mu(u))_{m}$ is finite-dimensional, every proper nonzero submodule $K \subset V(\mu(u))_{m}$ must contain an irreducible submodule, and hence a highest weight vector. \hfill □

The following proposition gives necessary conditions for the finite-dimensionality of $V(\mu(u))$. Recall that $\delta = 0$ if $\mathfrak{g}_N = \mathfrak{so}_N$ and $\delta = 1$ if $\mathfrak{g}_N = \mathfrak{sp}_N$.

Proposition 4.4. \textbf{Suppose that the irreducible $X(\mathfrak{g}_{N-2m} \oplus \mathfrak{g}_{2\ell})^{tw}$-module $V(\mu(u))$ is finite-dimensional. Then there exists monic polynomials $P_1(u), \ldots, P_n(u)$ together with a scalar $\alpha \in \mathbb{C} \setminus \mathbb{Z}(P_{k+1}(u))$ such that}

\begin{equation}
\mu_{i-1}(u) = \frac{P_i(u+1)}{P_i(u)} \left( \frac{\alpha - u}{\alpha + u - \ell} \right)^{\delta, i, i+1} \quad \text{with} \quad P_i(u) = P_i(-u + n - i + 2)
\end{equation}

\begin{equation}
\text{for all } 2 \leq i \leq n, \text{ while } P_1(u) \text{ satisfies } P_1(u) = P_1(-u + \kappa + 2^\delta) \text{ and the relation}
\end{equation}

\begin{equation}
\mu_0(u) = \frac{P_1(u + \frac{2}{2})}{P_1(u)} \left( \frac{\alpha - u}{\alpha + u - \ell} \right)^{\delta, 0} \quad \text{if } N = 2n + 1,
\end{equation}

\begin{equation}
\mu_1(\kappa - u) = \frac{P_1(\kappa - u)}{P_1(u)} \left( \frac{\alpha - u}{\alpha + u - \ell} \right)^{\delta, 1} \quad \text{if } N = 2n.
\end{equation}

\textit{Proof.} The existence of $P_2(u), \ldots, P_n(u)$ together with the scalar $\alpha \in \mathbb{C} \setminus \mathbb{Z}(P_{k+1}(u))$ (provided $k \neq 0$) satisfying (4.8) was established in Proposition 4.18 of [GRW2]. Therefore, it suffices to show that there exists $P_1(u)$ (together with $\alpha \in \mathbb{C} \setminus \mathbb{Z}(P_{1}(u))$ if $k = 0$) satisfying $P_1(u) = P_1(-u + \kappa + 2^\delta)$ as well as the relation (4.9).
Assume first that \( k \neq 0 \) so that \((\mathfrak{g}_N, \mathfrak{g}_N^o) \neq (\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})\). As a consequence of Propositions 4.1 and 4.2 we may consider the \( X(\mathfrak{g}_N, \mathfrak{g}_N^o)^{tw}\)-module \( V(\mu(u))_\ell \). In fact, by Corollary 4.3 this module is irreducible and isomorphic to \( V(\mathfrak{h}_\ell(u)\mu^{o^\ell}(u)) \) with \( \mathfrak{h}_\ell(u) \) given by (4.6) with \( m = \ell \). By Theorem 2.11 and the definition of \( \mu^{o^\ell}(u) \) (see (4.5)), there exists a monic polynomial \( Q_1(u) \) such \( Q_1(u) = Q_1(-u + \kappa - \ell + 2\delta) \) and

\[
\frac{\mu_0(u + \frac{\ell}{2})}{\mu_1(u + \frac{\ell}{2})} = \frac{Q_1(u + \frac{\ell}{2})}{Q_1(u)} \quad \text{if} \quad N = 2n + 1, \tag{4.10}
\]

\[
\frac{\mu_1(\kappa - \frac{\ell}{2} - u)}{\mu_{2\ell - 4}(u + \frac{\ell}{2})} = \frac{h_\ell(u)}{\alpha_\ell(u - \ell - u)} \cdot h_\ell(u + 2\delta) \cdot \frac{Q_1(u + 2\delta)}{Q_1(u)} = \frac{Q_1(u + 2\delta)}{Q_1(u)} \cdot \frac{\kappa - \ell - u}{u} \quad \text{if} \quad N = 2n. \tag{4.11}
\]

If \( N = 2n + 1 \), then setting \( P_1(u) = Q_1(u - \frac{\ell}{2}) \) we obtain the desired result from (4.10) above after shifting \( u \mapsto u - \frac{\ell}{2} \). Suppose instead that \( N = 2n \). Since \( m = \ell \), we have \( g_m(u) = 1 \) and, after substituting \( u \mapsto u - \frac{\ell}{2} \) in (4.11), we arrive at the relation

\[
\frac{\mu_1(\kappa - u)}{\mu_{2\ell - 4}(u + \frac{\ell}{2})} = \frac{u - \frac{\ell}{2}}{\kappa - \frac{\ell}{2} - u} \cdot \frac{g(\kappa - u)}{g(u)} \cdot \frac{P_1(u + 2\delta)}{P_1(u)} \cdot \frac{\kappa - \ell - u}{u - \frac{\ell}{2}} = \frac{\kappa - u}{g(u)} \cdot \frac{P_1(u + 2\delta)}{P_1(u)} \cdot \frac{\kappa - u}{u},
\]

where \( P_1(u) = Q_1(u - \frac{\ell}{2}) \). Since

\[
\frac{g(\kappa - u)}{g(u)} = \frac{(2u - \kappa + 1)(2u + q - \kappa + 1)}{(2u - \kappa + 1)(2u + q - \kappa + 1)}, \tag{4.12}
\]

we have established the existence of \( P_1(u) \) satisfying (4.9) and \( P_1(u) = P_1(-u + \kappa + 2\delta) \).

Assume now that \( k = 0 \), and consider the \( X(\mathfrak{so}_3, \mathfrak{so}_3)^{tw}\)-module \( V(\mu(u))_{\ell - 1} \) which is isomorphic to \( V(\mathfrak{h}_{\ell - 1}(u)\mu^{o(\ell - 1)}(u)) \). By Proposition 3.4, there exists a monic polynomial \( Q_1(u) \) together with \( \alpha^o \in \mathbb{C} \setminus Z(Q_1(u)) \) such that \( Q_1(u) = Q_1(-u + \frac{3}{2}) \) and

\[
\frac{\mu_0(u + \frac{\ell - 1}{2})}{\mu_1(u + \frac{\ell - 1}{2})} = \frac{Q_1(u + \frac{\ell - 1}{2})}{Q_1(u)} \cdot \frac{\alpha^o - u}{\alpha^o + u - 1}.
\]

After setting \( P_1(u) = Q_1(-u + \frac{\ell - 1}{2}) \), \( \alpha = \alpha^o + \frac{\ell - 1}{2} \) and substituting \( u \mapsto u - \frac{\ell - 1}{2} \), we obtain the first equality in (4.9). Since we also have \( P_1(u) = P_1(-u + \kappa + 2\delta) \) and \( \alpha \in \mathbb{C} \setminus Z(P_1(u)) \), this completes the proof of the existence of \((\alpha, P_1(u), \ldots, P_n(u))\).

The previous proposition indicates that finite-dimensional irreducible \( X(\mathfrak{g}_N, \mathfrak{g}_N^o)^{tw}\)-modules are intimately connected to tuples \((\alpha, P_1(u), \ldots, P_n(u))\) which satisfy certain relations. In light of this, it is desirable to have terminology which enables us to quickly translate between the language of highest weights and that of finite sequences \((\alpha, P_1(u), \ldots, P_n(u))\) of the form described in Proposition 4.4.

**Definition 4.5.** Suppose that \( P_1(u), \ldots, P_n(u) \) are monic polynomials in \( u \) such that

\[
P_1(u) = P_1(-u + \kappa + 2\delta) \quad \text{and} \quad P_1(u) = P_1(-u + n - i + 2) \quad \text{for all} \quad 2 \leq i \leq n. \tag{4.13}
\]

Then, given \( \alpha \in \mathbb{C} \setminus Z(P_{n+1}(u)) \), we say that \( \mu(u) \) is associated to the tuple \((\alpha, P_1(u), \ldots, P_n(u))\) if the relations (4.8) and (4.9) of Proposition 4.4 are satisfied and additionally (2.19) holds when \( N = 2n + 1 \).

Note that it also follows from the relations (4.8), (4.9) and (4.13) that (2.17) holds, and hence that if \( \mu(u) \) is associated to a tuple \((\alpha, P_1(u), \ldots, P_n(u))\) then the irreducible module \( V(\mu(u)) \) exists.

In the case where \( V(\mu(u)) \) is also finite-dimensional, we follow the convention in the literature and call \((\alpha, P_1(u), \ldots, P_n(u))\) the Drinfeld tuple associated to \( V(\mu(u)) \) and the polynomials \( P_1(u), \ldots, P_n(u) \) the Drinfeld polynomials.

**Lemma 4.6.** Suppose that \( \mu(u) \) is associated to \((\alpha, P_1(u), \ldots, P_n(u))\). Then this is the unique tuple associated to \( \mu(u) \). Moreover, if \( \mu^2(u) \) is also associated to \((\alpha, P_1(u), \ldots, P_n(u))\) then there exists \( g(u) \in 1 + u^{-2}\mathbb{C}[[u^{-2}]] \) such that \( V(\mu^2(u)) \cong V(\mu(u))^{g(u)} \).

**Proof.** The uniqueness of \((\alpha, P_1(u), \ldots, P_n(u))\) is an immediate consequence of Lemma 2.13. Let’s turn to the second statement of the lemma. Suppose that \( \mu^2(u) \) is also associated to \((\alpha, P_1(u), \ldots, P_n(u))\). We need to show there is \( g(u) \in 1 + u^{-2}\mathbb{C}[[u^{-2}]] \) such that \( \mu^2(u) = g(u - \kappa/2)\mu_i(u) \) for all \( i \in \mathbb{T}_N^+ \). If this is true,
then \( V(\mu^2(u)) \) and \( V(\mu(u))^{\nu} \) will have the same highest weight and hence be isomorphic. The proof that there exists \( \mu^2(u) \) satisfying \( \mu^2_i(u) = g(u - \kappa/2)\mu_i(u) \) for all \( i \in \mathbb{Z}_N^+ \) follows from the same type of arguments as given in the \((\Leftarrow)\) direction of the proof of Theorem 6.2 in [GRW2]: see (6.9) therein. For the sake of completeness we recall some of the details here.

From (4.8) and (4.9) we obtain the equalities

\[
\frac{\mu_{i-1}(u)}{\mu_i(u)} = \frac{\mu^2_{i-1}(u)}{\mu^2_i(u)} \quad \text{for all } 2 \leq i \leq n \quad \text{and} \quad \frac{\mu_n(k-u)}{\mu_n(u)} = \frac{\mu^2_n(k-u)}{\mu^2_n(u)},
\]

where \((a,b) = (1,1)\) if \( g_N = \mathfrak{sp}_N \), \((a,b) = (1,2)\) if \( g_N = \mathfrak{so}_{2n} \) and \((a,b) = (0,1)\) if \( g_N = \mathfrak{so}_{2n+1} \). In the \( \mathfrak{so}_{2n+1} \) case this follows from (4.9) together with the relation (2.19). Setting \( g(u) = \mu^2_n(u + \frac{m}{2})(\mu_n(u + \frac{m}{2}))^{-1} \), we obtain from the first relations in (4.14) that \( \mu^2_i(u) = g(u - \kappa/2)\mu_i(u) \) for all \( i \in \mathbb{Z}_N^+ \). The second relation in (4.14) then yields that \( g(u) = g(-u) \), which completes the proof.

The proof of Proposition 4.4 provides a relation between the tuples associated to \( \mu(u) \) and to the highest weight of \( V(\mu(u))_\ell \) (if \( k \neq 0 \)) or \( V(\mu(u))_{\ell-1} \) (if \( k = 0 \)) under the assumption that \( V(\mu(u)) \) is finite-dimensional. The following corollary generalizes this result.

**Corollary 4.7.** Suppose that \( \mu(u) \) is associated to \( (\alpha, P_1(u), \ldots, P_n(u)) \), and let \( 1 \leq m \leq \ell - \delta_{\ell,n} \). Then the highest weight of the \( X(\mathfrak{g}_N, \mathfrak{g}_N, \mathfrak{g}_{2\ell}(\mathfrak{e}_m))^{\mu}\)-module \( V(\mu(u))_m \) is associated to the tuple

\[
(\alpha - \frac{m}{2}, P_1(u + \frac{m}{2}), \ldots, P_{n-m}(u + \frac{m}{2})).
\]

**Proof.** By Proposition 4.1, \( V(\mu(u))_m \) has highest weight \( \mu^2(u) = h_m(u)\mu^{\nu,m}(u) \) with \( h_m(u) \) given by (4.6) and \( \mu^2(u) = (\mu^2_i(u))_{i \in \mathbb{Z}^+} \), determined by (4.5). For each \( 2 \leq i \leq n - m \), (4.8) implies the relation

\[
\frac{\mu^2_{i-1}(u)}{\mu^2_i(u)} = \frac{\mu_{i-1}(u + \frac{m}{2})}{\mu_i(u + \frac{m}{2})} = \frac{P_i(u + \frac{m}{2} + 1)}{P_i(u + \frac{m}{2})} \left( \frac{\alpha - \frac{m}{2} - u}{\alpha + \frac{m}{2} + u - \ell} \right)^{\delta_{i,k+1}} = \frac{Q_i(u + 1)}{Q_i(u)} \left( \frac{\alpha - u}{\alpha^2 + u - (\ell - m)} \right)^{\delta_{i,k+1}},
\]

where \( Q_i(u) = P_i(u + \frac{m}{2}) \) and \( \alpha^2 = \alpha - \frac{m}{2} \). It also follows from (4.8) that \( Q_i(u) = Q_i(-u + (n-m) - i + 2) \) and \( \alpha^2 \in \mathbb{C} \setminus Z(\mathfrak{q}_{k+1}(u)) \). If \( N = 2n + 1 \), similar observations imply that the first relation in (4.9) is satisfied with \((\mu_0(u), \mu_1(u)) \) replaced by \((\mu^2_0(u), \mu^2_1(u)) \), \( P_1(u) \) replaced by \( Q_1(u) = P_1(u + \frac{m}{2}) \) and \( \alpha \) by \( \alpha^2 = \alpha - \frac{m}{2} \).

It remains to show (4.9) holds when \( N = 2n \) and \((\mu_1(u), \mu_{2l-1}(u), g(u), P_i(u)) \) is replaced by

\[
(\mu^2_1(u), \mu^2_{2l-1}(u), g_m(u), P_1(u + \frac{m}{2}), \kappa - m).
\]

By definition of \( \mu^2(u) \) and of \( h_m(u) \), we have

\[
\frac{\mu^2_n(k-m-u)}{\mu^2_{2l-1}(u)} = \frac{h_m(k-m-u)}{h_m(u)} \cdot \frac{g_n(k-m-u)}{g_n(u + \frac{m}{2})} \cdot \frac{P_n(u + 2\delta + \frac{m}{2})}{P_n(u + \frac{m}{2})} \cdot \frac{\kappa - m - u}{u + \frac{m}{2}} = \frac{g_m(k-m-u)}{g_m(u)} \cdot \frac{P_1(u + 2\delta + \frac{m}{2})}{P_1(u + \frac{m}{2})} \cdot \frac{\kappa - m - u}{u}.
\]

Our aim for the rest of this section is to show that if \((\alpha, P_1(u), \ldots, P_n(u)) \) is a Drinfeld tuple then \( \alpha - N/4 \) must take half integer values unless \( g_N = \mathfrak{so}_N \) and \( q = 2 \): this will be made precise in Proposition 4.12. First, we proceed with two lemmas.

**Lemma 4.8.** Suppose that \( L(\lambda(u)) \) is finite-dimensional with Drinfeld polynomials \( Q_1(u), \ldots, Q_n(u) \) and that \( \mu(u) \) is associated to a tuple \((\alpha, P_1(u), \ldots, P_n(u)) \). Assume also that \( \alpha \) is not a root of \( Q_{k+1}(u - \kappa/2) \) or \( Q_{k+1}(-u + \ell + 2 - \kappa/2) \) and let \( \xi \in L(\lambda(u)) \) and \( \eta \in V(\mu(u)) \) be highest weight vectors. Then the highest weight \( \gamma(u) \) of the \( X(\mathfrak{g}_N, \mathfrak{g}_N)^{\mu}\)-module \( X(\mathfrak{g}_N, \mathfrak{g}_N)^{\mu}(\xi \otimes \eta) \subset L(\lambda(u)) \otimes V(\mu(u)) \) is associated to the tuple \((\alpha, Q_1 \odot P_1)(u), \ldots, (Q_n \odot P_n)(u)) \), where

\[
(Q_i \odot P_i)(u) = \begin{cases} 
(-1)^{\deg Q_i(u)} Q_i(u - \kappa/2) Q_i(-u + n - i + 2 - \kappa/2) P_i(u) & \text{if } 2 \leq i \leq n, \\
(-1)^{\deg Q_i(u)} Q_i(u - \kappa/2) Q_1(-u + \kappa/2 + 2\delta) P_1(u) & \text{if } i = 1.
\end{cases}
\]
Proof. Apply the formulas (2.22) in conjunction with the relations of Proposition 2.2: see the argument following (6.8) in the proof of Theorem 6.2 from [GRW2]. \hfill \square

Remark 4.9. If \( \alpha \) is a root of \( Q_{k+1}(u-\kappa/2) \) or \( Q_{k+1}(-u+\ell+2-\kappa/2) \) then \((\alpha, (Q_1 \circ P_1)(u), \ldots, (Q_n \circ P_n)(u))\) will still satisfy the relations of Proposition 4.4, except that the condition \( \alpha \notin \mathcal{Z}(Q_{k+1} \circ P_{k+1})(u) \) will fail to hold. In this case one must replace \((\alpha, (Q_1 \circ P_1)(u))\) by \((\alpha - m\delta_m^\alpha, (Q_1 \circ P_1)|^\alpha_m(u))\) where \( m = \frac{\ell}{2} \) if \( k = 0 \) and \( m = 1 \) otherwise: see Lemma 2.14.

To state the next lemma we will need the following terminology: a \( \mathfrak{g}_N^q \)-module \( V \) is said to be a highest weight module with the highest weight \( (\mu_i)_{i=1}^n \) if it is generated by a nonzero vector \( \xi \) such that \( P_i^\alpha \xi = 0 \) for all \( i < j \in \mathcal{I}_N \) and \( F_{ii} \xi = \mu_i \xi \) for all \( 1 \leq i \leq n \) (see (2.14)).

Lemma 4.10. Suppose that \( \mu(u) \) is associated to \((\alpha, P_1(u), \ldots, P_n(u))\), and let \( \xi \) be a highest weight vector of \( V(\mu(u)) \). Then the \( \mathfrak{g}_N^q \)-module \( \U \mathfrak{g}_N^q \xi \) is a highest weight module with highest weight \( \mu = (\mu_i)_{i=1}^n \) given by

\[
\mu_i = -\frac{1}{2} A(P, u) - \frac{1}{2} \sum_{a=2}^i \deg P_a(u) + \delta_{i>\kappa} (\alpha - \frac{\ell}{4}) \quad \text{for all } 1 \leq i \leq n,
\]

where \( A(P, u) \) is as in (2.5) with \( P = (P_1(u), \ldots, P_n(u)) \) and \( i \mapsto \delta_{i>\kappa} \) is the indicator function of the set \( \{k+1, \ldots, n\} \).

Proof. Let \( \mu_\alpha(u) = (\mu_{\alpha,i}(u))_{i\in \mathbb{Z}_N^+} \) be the \( X(\mathfrak{g}_N, \mathcal{G})^{tw} \)-highest weight determined by

\[
\bar{\mu}_{\alpha,i}(u) = 2u \cdot g(u) \quad \text{for all } 0 \leq i \leq k, \quad \bar{\mu}_{\alpha,i}(u) = 2u \cdot g(u) \left( \frac{\ell - \alpha - u}{u - \alpha} \right) \quad \text{for } k+1 \leq i \leq n,
\]

where the index \( i = 0 \) is omitted when \( N = 2n \). Since \( P_1(u) = P_1(-u + n - i + 2) \) for all \( i \geq 2 \), there exists monic polynomials \( Q_2(u), \ldots, Q_n(u) \) such that

\[
P_1(u) = (-1)^{\deg Q_1(u)} Q_1(-u - 2 - \kappa/2) Q_1(-u + n - i + 2 - \kappa/2),
\]

and similarly since \( P_1(u) = P_1(-u + \kappa + 2\delta) \), there is a monic polynomial \( Q_1(u) \) such that \( P_1(u) = (-1)^{\deg Q_1(u)} Q_1(-u + \kappa/2) Q_1(-u + \kappa + 2\delta) \). Let \( L(\lambda(u)) \) be a finite-dimensional irreducible \( X(\mathfrak{g}_N) \)-module with Drinfeld polynomials \( Q_1(u), \ldots, Q_n(u) \), and suppose \( \xi \in L(\lambda(u)) \) and \( \eta \in V(\mu_\alpha(u)) \) are highest weight vectors. Then, as a consequence of Lemmas 4.6 and 4.8, there is an even series \( g(u) \in 1 + u^{-2} \mathbb{C}[u^{-2}] \) such that \( V(\mu(u))^{\eta} \) is isomorphic to the irreducible quotient of \( X(\mathfrak{g}_N, \mathcal{G})^{tw}(\xi \otimes \eta) \). As \( \mathfrak{g}_N^q \) acts identically in \( V(\mu(u))^{\eta} \) and \( V(\mu(u)) \), we can assume without loss of generality that \( g(u) = 1 \).

Since \( \frac{1}{2\alpha} \bar{\mu}_{\alpha,i}(u) \) has \( u^{-1} \) coefficient \( \frac{1}{2}(2 \cdot \mu_{\alpha,i}^{(1)} - \ell g_{ii} + [\varpi] \ell) \), \( g(u) = [\pm] + [\varpi] \frac{\ell}{2} u^{-1} + O(u^{-2}) \), and \( \frac{\ell - \alpha - u}{u - \alpha} = -1 + (\ell - 2\alpha) u^{-1} + O(u^{-2}) \), we obtain from (4.16) the relations

\[
\mu_{\alpha,i}^{(1)} = [\varpi] \left( \frac{\ell}{2} - \ell \right) \quad \text{for } 0 \leq i \leq k, \quad \mu_{\alpha,i}^{(1)} = [\pm] \left( \frac{\ell}{2} + \ell - 2\alpha \right) \quad \text{for } i \geq k + 1.
\]

Since \( F_{ii}^\alpha = 2g_{ii} F_{ii} \) and the embedding \( \U \mathfrak{g}_N^q \hookrightarrow X(\mathfrak{g}_N, \mathcal{G})^{tw} \) sends \( F_{ii}^\alpha \) to \( s_{ii}^{(1)} - (g_{ii} - 1) \frac{\ell - 2}{4} \) (see (2.14)), we obtain

\[
2g_{ii} \mu_{\alpha,i} + (g_{ii} - 1) \frac{\ell - 2}{4} = \mu_{\alpha,i}^{(1)} \quad \text{for all } i \in \mathcal{I}_N^+,
\]

where \( \mu_{\alpha,i} \) denotes the \( F_{ii} \)-weight of \( \eta \). Combining this with (4.17) yields

\[
\mu_{\alpha,i} = 0 \quad \text{for } 0 \leq i \leq k, \quad \mu_{\alpha,i} = \alpha - \frac{N}{4} \quad \text{for } k + 1 \leq i \leq n.
\]

Since \( F_{ii}(\xi \otimes \eta) = F_{ii} \xi \otimes \eta + \mu_{\alpha,i}(\xi \otimes \eta) \), (4.15) now follows immediately from the formulas (2.4) of Corollary 2.4 and the fact that \( \deg P_1(u) = 2 \deg Q_1(u) \) for each \( i \).

\hfill \square

Remark 4.11. Lemma 4.10 (and its proof) also applies for the twisted Yangians of type BCD0. In this case, \( \alpha \) should be removed from the tuple \((\alpha, P_1(u), \ldots, P_n(u))\). Note that, since \( k = n \), the term \( \delta_{i>\kappa} (\alpha - \frac{N}{4}) \) does not actually make an appearance in (4.15), and that the definition of \( \mu_{\alpha}(u) \) given in (4.15) reduces to \( (g_{ii}(u))_{i \in \mathcal{I}_N^+} \), and hence \( V(\mu_{\alpha}(u)) \cong V(\mathcal{G}) \).
Proposition 4.12. Suppose that \( N \geq 4 \) if \( g_N = \mathfrak{sp}_N \) and \( N \geq 5 \) with \( q \neq 2 \) if \( g_N = \mathfrak{so}_N \). Then \( 2^{1-\delta}(\alpha - \frac{\ell}{2}) \) is an integer satisfying

\[
2^{1-\delta}(\alpha - \frac{\ell}{2}) \leq A(P, u) + \sum_{a=2}^{\ell+1} \deg P_a(u) + (1 - 2^{\delta-1}) \deg P_{\ell+2}(u),
\]

where we recall that \( \delta = 1 \) if \( g_N = \mathfrak{sp}_{2n} \) and \( \delta = 0 \) if \( g_N = \mathfrak{so}_N \).

Proof. Since \( V(\mu(u)) \) is finite-dimensional, so is the \( g_{2\ell} \) highest weight module \( U_{g_{2\ell}}(\xi) \subset \mathfrak{g}_{2\ell}^\vee(\xi) \). The highest weight of this module is \((\mu_{k+1}, \ldots, \mu_n)\) with each \( \mu_i \) as in the relation (4.15) of Lemma 4.10.

If \( g_N = \mathfrak{sp}_{2n} \), then \( g_{2\ell} = \mathfrak{sp}_{2\ell} \) and (2.3) implies that \(-\mu_{k+1} \in \mathbb{Z}_{\geq 0}\). Otherwise, \( g_N = \mathfrak{so}_{2\ell} \) and (2.3) yields \(-\mu_{k+1} - \mu_{k+2} \in \mathbb{Z}_{\geq 0}\). Taking into account that \( \mu_{k+1} \) and \( \mu_{k+2} \) are given by (4.15) we obtain the statement of the proposition. \( \square \)

5. Classification of one-dimensional representations

In this section we classify the one-dimensional representations of \( X(g, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \) and \( Y(g, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \) when \((g, \mathfrak{g}_p \oplus \mathfrak{g}_q)\) is a symmetric pair of type BDI or CII; see Propositions 5.1 and 5.6. In fact, Proposition 5.1 also holds for the twisted Yangians of type BCD0. These results prove that \( X(g, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \) (and thus \( Y(g, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \)) admits non-trivial one-dimensional representations if and only if \( \mathfrak{g}_p \oplus \mathfrak{g}_q \) does (which occurs precisely when \( \mathfrak{g}_p \) or \( \mathfrak{g}_q \) is isomorphic to the one-dimensional Lie algebra \( \mathfrak{so}_2 \)).

The main difficulty in proving Proposition 5.6 is the construction of a one-parameter family \( \{V(\alpha)\}_{\alpha \in \mathbb{C}} \) of one-dimensional representations for \( X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw} \) when \( N \geq 5 \): this is proven in Lemma 5.4, and stated explicitly in Corollary 5.5. This one-parameter family of representations will play a crucial role in the proof of the classification of finite-dimensional irreducible representations of \( X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw} \) given in Theorem 6.1 of the next section.

5.1. Twisted Yangians for the symmetric pairs \((g_N, \mathfrak{g}_p \oplus \mathfrak{g}_q)\) when \( \mathfrak{g}_p, \mathfrak{g}_q \not\cong \mathfrak{so}_2 \). We begin by classifying the one-dimensional representations of \( X(g, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \) in all cases where \( \mathfrak{g}_p \not\cong \mathfrak{g}_q \). We also relax the requirement that \( q > 0 \) so as to include the twisted Yangians of type BCD0, which correspond to \( q = 0 \).

Proposition 5.1. Assume that the symmetric pair \((g_N, \mathfrak{g}_p \oplus \mathfrak{g}_q)\) is of type BCD0, BI, CII, or \( D\{a\} \), and in addition that \( \mathfrak{g}_p \not\cong \mathfrak{so}_2 \not\cong \mathfrak{g}_q \). Then, a representation \( V \) of \( X(g, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \) is one-dimensional if and only if \( V \cong V(\alpha)^{tw} \) for some \( \alpha \in \mathbb{C} \).

Remark 5.2. The proof of the Proposition exploits the relationship between \( X(g, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \) and the Molev-Ragoucy reflection algebra \( \mathcal{B}(n, \ell) \) which was studied in Subsection 4.3 of [GRW2]. For the definition and main properties of \( \mathcal{B}(n, \ell) \), we refer the reader to [MR] and Subsection 3.6 of [GRW2].

Proof. Suppose that \( V \) is a one-dimensional representation of \( X(g, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \). By Proposition 4.4 (if \( q \neq 0 \)) and Theorem 2.11 (if \( q = 0 \)), \( V \) can be associated to a tuple \((\alpha, P_1(u), \ldots, P_n(u))\), where the scalar \( \alpha \) should be omitted if \( q = 0 \). If \( q = 1 \) or \( q = 0 \), then \( \mathfrak{g}_p \oplus \mathfrak{g}_q = \mathfrak{g}_p \). Otherwise, both \( \mathfrak{g}_p \) and \( \mathfrak{g}_q \) are complex semisimple Lie algebras. In either case, \( \mathfrak{g}_p \oplus \mathfrak{g}_q \) is semisimple and thus admits no nontrivial one-dimensional representations. Consequently, \( V \) is isomorphic to the trivial representation of \( \mathfrak{g}_p \oplus \mathfrak{g}_q \) when viewed as a module of this Lie algebra. Therefore, relation (4.15) of Lemma 4.10 becomes equivalent to

\[
A(P, u) + \sum_{a=2}^{i} \deg P_a(u) = \delta_{i>\ell}(2\alpha - \frac{N}{2}) \quad \text{for all} \quad 1 \leq i \leq n,
\]

from which it can be deduced that \( P_a(u) = 1 \) for all \( a \neq \ell+1 \), and \( \deg P_{\ell+1}(u) = 2\alpha - \frac{N}{2} \). In the \( q = 0 \) case, this completes the proof as \((P_1(u), \ldots, P_n(u))\) is equal to \((1, \ldots, 1)\), the Drinfeld tuple corresponding to the trivial representation. To complete the proof in the \( q \neq 0 \) case, it suffices to show that \( \deg P_{\ell+1}(u) = 0 \), as this will imply \((\alpha, P_1(u), \ldots, P_n(u)) = (\frac{N}{2}, 1, \ldots, 1)\). Since \( V(\alpha) \) is also associated to this tuple, the desired conclusion will follow from Lemma 4.6.

Case 1: \( \ell > 0 \).
Suppose first that \( k > 0 \), and set \( M = N - 2\ell + 2 \). Consider the one-dimensional representation \( V_{e-1} \) of \( X(\mathfrak{g}_M, \mathfrak{g}_{M-2} \oplus \mathfrak{g}_2)^{tw} \) furnished by Proposition 4.1. By Corollary 4.7, this module is associated to \( (\gamma, Q_1(u), \ldots, Q_{k+1}(u)) \), where \( \gamma = \alpha - \frac{\ell-1}{2} \), \( Q_a(u) = 1 \) for \( 1 \leq a \leq k \), and \( Q_{k+1}(u) = P_{k+1}(u + \frac{\ell-1}{2}) \). The central series \( w(u) \) of \( X(\mathfrak{g}_M, \mathfrak{g}_{M-2} \oplus \mathfrak{g}_2)^{tw} \) (see (2.10)) operates as multiplication by a scalar series \( w(u) \) in \( V_{e-1} \). Let \( q(u) = \sum_{n=0}^{\infty} q_n u^n \) be the unique series such that \( w(u) = q(u)q(u + \kappa) \). Since \( w(u) \) is even, the uniqueness of this expansion forces the relation \( q(u) = q(u)q(u + \kappa) \). In particular, the series \( g(u) = q(u)q(u + \kappa/2)^{-1} \) is even and in the twisted module \( W = (V_{e-1})^{tw} \) the series \( w(u) \) operates as \( g(u) = q(u)q(u + \kappa/2)^{-1} \).

Since \( W \) is one-dimensional, Proposition 4.14 and Remark 4.15 of [GRW2] imply that \( W \) can be regarded as a representation of the Molev-Ragoucy reflection algebra \( \mathcal{B}(k + 1, 1) \), which is necessarily associated to the tuple \( (\gamma, Q_2(u), \ldots, Q_{k+1}(u)) \) in the sense of Theorem 4.6 of [MR] (see also (4.74) – (4.76) of [GRW2]).

For \( 1 \leq i, j \leq k + 1 \), we let \( b_{ij}(u) \) denote the standard generating series of \( B(k + 1, 1) \), and for \( 1 \leq i, j \leq 2 \) we let \( b_{ij}(u) \) denote the standard generating series of \( B(2, 1) \) (see GRW2, Definition 3.25). Since \( W \) is one-dimensional, it inherits the structure of a \( B(2, 1) \)-module by allowing \( b_{ij}(u) \) to operate as \( b_{ij}(u + \kappa/2)^{-1} \) for \( i, j \in \{1, 2\} \). This can be verified directly, but it also follows from a more general result observed in the first part of the proof of Theorem 4.6 of [MR]. The resulting \( B(2, 1) \)-module has Drinfeld tuple \( (\gamma, Q_{k+1}(u)) \). The reflection algebra \( B(2, 1) \) is isomorphic to the twisted Yangian \( Y^{+}(2) \) (see [MR, Proposition 4.3] as well as the remarks concluding Section 4.2 of loc. cit.), hence \( W \) can also be viewed as a one-dimensional representation of \( Y^{+}(2) \). The arguments used to prove [MR, Proposition 4.4] show that this irreducible \( Y^{+}(2) \)-module corresponds to the pair \( (\gamma - \frac{1}{2}, Q_{k+1}(u + \frac{1}{2})) \) (see (3.2)). On the other hand, by Corollary 4.4.5 of [Mo5], as a \( SY^{+}(2) \)-module \( W \) must be isomorphic to the module \( V(\gamma - 1) \), which is the one-dimensional representation of \( Y^{+}(2) \) with the highest weight

\[
\gamma(u) = 1 + (\gamma - 1/2)u^{-1} - u^{1-1/2u^{-1}},
\]

and may be viewed as a \( SY^{+}(2) \)-module by restriction (see equation (4.21) in [Mo5]). Since this module corresponds to the pair \( (\gamma - 1/2, 1) \), we obtain \( \deg P_{k+1}(u) = \deg Q_{k+1}(u) = 0 \).

Case 2: \( k = 0 \).

In this case, \( V_{e-1} \) is a one-dimensional representation of \( X(\mathfrak{g}_3, \mathfrak{g}_2)^{tw} \) which, by Corollary 4.7, is associated to the pair \( (\alpha - \frac{\ell-1}{2}, P_1(u + \frac{\ell-1}{2})) \). Moreover, it can be made into a \( Y^{+}(2) \)-module via the isomorphism (3.11) and the proof of Proposition 3.4 shows that, as a \( Y^{+}(2) \)-module, \( V_{e-1} \) corresponds to the pair \( (P_2(u), \gamma^{o}) = (2^{\deg Q_1(u)}Q(u + \frac{\ell-1}{2}), 2\gamma - 1) \). Repeating the last part of the argument of Case 1, we are able to conclude that \( \deg P_1(u) = \deg P_2(u) = 0 \), which completes the proof of the proposition.

The below corollary of Proposition 5.1 now follows immediately from the fact that \( Y(\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \) is the \( \nu_0 \)-stable subalgebra of \( X(\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \).

**Corollary 5.3.** Let \( (\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q) \) satisfy the conditions of Proposition 5.1. Then, up to isomorphism, \( V(G) \) is the unique one-dimensional representation of \( Y(\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q)^{tw} \).

### 5.2. Twisted Yangians for the symmetric pairs \( (\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q) \) when \( \mathfrak{g}_q \cong \mathfrak{so}_2 \)

We now turn to the twisted Yangians associated to pairs of the form \( (\mathfrak{g}_N, \mathfrak{g}_p \oplus \mathfrak{g}_q) \) with \( N \geq 5 \). The following technical lemma provides a one-parameter family of matrix solutions to (2.7) and (2.8) associated to the pair \( (\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2) \).

**Lemma 5.4.** Let \( a \in \mathbb{C} \) and let \( G \) be of type BI or DI with \( q = 2 \) and \( N \geq 5 \). Then the matrix

\[
K(u; a) = k(u) \left( I - \frac{2u}{u - a} E_{-n,-n} - \frac{2u}{u + a - 2d} E_{nn} \right), \quad \text{where} \quad k(u) = \frac{(u-a)(u+a-2d)}{(u-d)^2}
\]

and \( d = N/4 - 1 \), is a one-parameter solution of the reflection equation (2.7). Moreover, it satisfies the symmetry relation

\[
K^t(u; a) = K^t(u; a) + \frac{K(u; a) - K(u; a)}{2u - \kappa} + \frac{\text{Tr}(G(u)) K(u; a) - \text{Tr}(K(u; a)) I}{2u - \kappa},
\]

where \( G(u) \) is the is matrix defined in (2.6).
Proof. We begin by showing that \( K(u; a) \) satisfies (2.7), that is
\[
R(u - v)K_1(u; a)R(u + v)K_2(v; a) = K_2(v; a)R(u + v)K_1(u; a)R(u - v).
\]
Notice that we only need to show this for \( k(u^{-1}K(u; a)) \). Denote
\[
G(u) = \frac{2u}{u - a}E_{-n,-n} - \frac{2u}{u + a - 2d}E_{nn},
\]
so that \( K(u; a) = k(u)(I + G(u)) \). Since \( I \) is a solution to (2.7), our task is to show that
\[
R(u - v)G_1(u)R(u + v) + R(u - v)R(u + v)G_2(v) + R(u - v)G_1(u)R(u + v)G_2(v)
\]
\[
= G_2(v)R(u + v)R(u - v) + R(u + v)G_1(u)R(u - v) + G_2(v)R(u + v)G_1(u)R(u - v).
\]
We first show that
\[
\left(1 - \frac{P}{u - v}\right) \left( G_1(u) \left(1 - \frac{P}{u + v}\right) + \left(1 - \frac{P}{u + v}\right) G_2(v) + G_1(u) \left(1 - \frac{P}{u + v}\right) G_2(v) \right) + H(u, v)
\]
\[
= \left( G_2(v) \left(1 - \frac{P}{u + v}\right) + \left(1 - \frac{P}{u + v}\right) G_1(u) + G_2(v) \left(1 - \frac{P}{u + v}\right) G_1(u) \right) \left(1 - \frac{P}{u - v}\right),
\]
where
\[
H(u, v) = \frac{8uv(a - d)}{(u - a)(u - v)(u + a - 2d)(v + a - 2d)} [E_{-n,-n} \otimes E_{n,-n} - E_{-n,-n} \otimes E_{-n,n}].
\]
The equality (5.5) reduces to
\[
[P, 2vG_2(u) - 2uG_2(v) - (u - v)G_2(u)G_2(v)] = 0.
\]
This follows from the following computations:
\[
2vG(u) - 2uG(v) - (u - v)G(u)G(v)
\]
\[
= - \left( \frac{4uv}{u - a} - \frac{4uv}{v - a} \right) E_{-n,-n} - \left( \frac{4uv}{u + a - 2d} - \frac{4uv}{v + a - 2d} \right) E_{nn}
\]
\[- \frac{4uv(u - v)}{(u - a)(u - v)} E_{-n,-n} - \frac{4uv(u - v)}{(u + a - 2d)(v + a - 2d)} E_{nn} = 0,
\]
thus implying (5.5). Next we use
\[
Q^2 = NQ, \quad (1 - u^{-1}P)Q = (1 - u^{-1})Q, \quad QG(u)Q = g(u)Q \quad \text{where} \quad g(u) = - \frac{2u}{u - a} - \frac{2u}{u + a - 2d}
\]
and subtract (5.5) from (5.4). Then (5.4) holds if and only if the following equality is verified:
\[
\begin{align*}
G_1(u)Q + QG_2(v) + G_1(u)QG_2(v) & - G_2(v)Q + QG_1(u) + G_2(v)QG_1(u) \\
& - G_2(u)Q + QG_2(v) + G_2(u)QG_2(v) & + G_2(v)Q + QG_2(u) + G_2(v)QG_2(u) \\
& - G_1(u)Q + QG_2(v) + G_1(u)QG_2(v) & + G_1(u)Q + QG_2(v) + G_1(u)QG_2(v) \\
& - QG_2(u) + G_2(v) + G_2(u)G_2(v) & + G_2(v) + G_2(u) + G_2(v)G_2(u) \\
& - QG_2(u) + G_2(v) + G_2(u)G_2(v) & + G_2(v) + G_2(u) + G_2(v)G_2(u) \\
& + g(u)Q + NQG_2(v) + g(u)QG_2(v) & - NQG_2(v) + g(u)Q + g(u)QG_2(v) \\
& + (u - v - \kappa)[u + v - \kappa] & - (u - v - \kappa)[u + v - \kappa]
\end{align*}
\]
\[
= H(u, v).
\]
Since \([G(u), G(v)] = 0\) we can simplify the equation above to
\[
\begin{align*}
& \frac{[G_1(u) - G_2(v), Q] + G_1(u)QG_2(v) - G_2(v)QG_1(u)}{u + v - \kappa} + \frac{[Q, G_1(u) + G_2(v) + G_1(u)G_2(v)]}{u - v - \kappa} \\
& + \frac{[Q, G_2(u) - G_2(v)] + G_2(v)QG_2(u) - G_2(u)QG_2(v)}{(u - v)(u + v - \kappa)} - \frac{[Q, G_2(u) + G_2(v) + G_2(u)G_2(v)]}{(u + v)(u - v - \kappa)} \\
& + \frac{(N + g(u))[Q, G_2(v)]}{(u - v - \kappa)(u + v - \kappa)} = H(u, v).
\end{align*}
\]
Now observe that \( G'(u) = -u(2d - u)^{-1}G(2d - u) \) which implies that
\[
G_1(u)Q = -\frac{u}{2d - u}G_2(2d - u)Q, \quad QG_1(u) = -\frac{u}{2d - u}QG_2(2d - u).
\]
Moreover,
\[
G_2(u)QG_2(v) = \frac{4uv}{(u-a)(v-a)}E_{nn} \otimes E_{-n,-n} + \frac{4uv}{(u-a)(v + a - 2d)}E_{n,n} \otimes E_{-n,n} + \frac{4uv}{(u + a - 2d)(v-a)}E_{-n,n} \otimes E_{n,n}.
\]
Using (5.6), (5.8) and \( \kappa = 2d + 1 \) we compute the following identity
\[
\frac{G_1(u)QG_2(v) - G_2(v)QG_1(u)}{u + v - \kappa} + \frac{G_2(v)QG_2(u) - G_2(u)QG_2(v)}{(u-v)(u + v - \kappa)}
= \frac{4uv}{u + v - \kappa} \left( \frac{1}{(u-a)(v-a)} - \frac{1}{(u+a-2d)(v+a-2d)} \right) (E_{-n,n} \otimes E_{n,n} - E_{n,n} \otimes E_{-n,n})
+ \frac{4uv}{(u-v)(u + v - \kappa)} \left( \frac{1}{(u-a)(v+a-2d)} - \frac{1}{(v-a)(u+a-2d)} \right) (E_{n,n} \otimes E_{-n,n} - E_{-n,n} \otimes E_{n,n})
= \frac{8uv(a-d)}{(u-a)(v-a)(u+a-2d)(v+a-2d)} (E_{-n,n} \otimes E_{n,n} - E_{n,n} \otimes E_{-n,n}) = H(u,v).
\]
By combining the identities above and denoting \( \tilde{u} = u(2d - u)^{-1} \) we rewrite (5.7) as
\[
\left[ Q, \frac{\tilde{u}G_2(2d-u) + G_2(v)}{u + v - \kappa} + \frac{G_2(u) - G_2(v)}{(u-v)(u + v - \kappa)} + \frac{(N + g(u))G_2(v)}{(u-v)(u + v - \kappa)} \right] = 0.
\]
Denoting the commutator above by \([Q, 1 \otimes F(u,v)]\) we only need to verify that \( F(u,v) = 0 \), which follows by a direct computation using (5.3), the explicit form of \( g(u) \) and \( \kappa = 2d + 1 = N/2 - 1 \), as we now illustrate. After reorganizing the various terms and multiplying by \((u-v-\kappa)(u + v - \kappa)\), we obtain, with \( F'(u,v) = (u-v-\kappa)(u + v - \kappa)F(u,v) \):
\[
F'(u,v) = -\frac{2\kappa vG(u)}{u^2 - v^2} - \frac{2uvG(2d-u)}{2d-u} + 2u \left( 1 - \frac{1}{u-a} - \frac{1}{u+a-2d} + \frac{\kappa}{u^2 - v^2} \right) G(v) \]
\[
- (u-v-\kappa) \left( \frac{uG(2d-u)G(v)}{2d-u} + \frac{G(u)G(v)}{u+v} \right)
= 4uv \left( - \left( \frac{1}{u+a-2d} - \frac{\kappa}{(u-a)(u^2 - v^2)} \right) E_{-n,n} - \left( \frac{1}{u-a} - \frac{\kappa}{(u-a)(u-a)(u^2 - v^2)} \right) E_{n,n} \right)
- \left( 1 - \frac{1}{u-a} - \frac{1}{u+a-2d} + \frac{\kappa}{u^2 - v^2} \right) \left( \frac{1}{v-a} E_{n,n} + \frac{1}{v+a-2d} E_{n,n} \right)
- \left( \frac{u + v - \kappa}{(u-a)(u+a-2d)(u+v)} \right) \left( \frac{(u+a-2d)-(u-a)(u+v)}{v-a} E_{n,n} + \frac{(u-a)(u+a-2d)(u+v)}{v+a-2d} E_{n,n} \right) = 0.
\]
This completes the proof that \( K(u,a) \) is a solution to (2.7).

We now turn to proving (5.2). Our work thus far shows that the assignment \( \tilde{S}(u) \rightarrow K(u,a) \) extends to a homomorphism of algebras \( \phi_a : \tilde{X}(\mathfrak{g}_N, \mathcal{G})_{tw} \rightarrow \mathbb{C} \) where \( \tilde{X}(\mathfrak{g}_N, \mathcal{G})_{tw} \) is the extended reflection algebra (see Subsection 2.2.1). By Theorem 5.2 of [GR], \( K(u,a) \) satisfies (5.2) if and only if \( \phi_a(c(u)) = 1 \); see (2.9). Since \( N \geq 5 \), we have \( p = N - 2 > 2 = q \) and we may therefore apply Corollary 2.9 which, by (4.12), implies
that
\begin{equation}
\phi_a(c(u)) = \frac{g(\kappa - u)}{g(u)} \cdot \frac{\text{tr}(K(u); a))}{\text{tr}(K(\kappa - u); a))} = \left(\frac{u + 1 - N/4}{u - N/4}\right)^2 \frac{\text{tr}(K(u); a))}{\text{tr}(K(\kappa - u); a))}.
\end{equation}

By definition of $K(u; a)$,
\begin{equation}
\text{tr}(K(u; a)) = k(u) \left( N - \frac{2u}{u - a} - \frac{2u}{u + a - 2d} \right) = \frac{N(u - a)(u + a - 2d) - 2u(2u - 2d)}{(u - d)^2}.
\end{equation}

Let $P(u)$ be the numerator of the right-hand side. Using that $N = 2\kappa + 2$ and $2d = \kappa - 1$ we find that
\[P(u) = N(u - a)(u + a - \kappa + 1) - 2u(2u - 1) = N(u - a)(u + a - \kappa) - 2u(2u - 2\kappa) - Na,
\]
and hence $P(u)$ is invariant under the substitution $u \mapsto \kappa - u$. This implies that
\begin{equation}
\frac{\text{tr}(K(u; a))}{\text{tr}(K(\kappa - u; a))} = \left(\frac{\kappa - u - d}{u - d}\right)^2 = \left(\frac{u - N/4}{u + 1 - N/4}\right)^2,
\end{equation}

which by (5.9) proves that $\phi_a(c(u)) = 1$ for any $a \in \mathbb{C}$, as required.

As a consequence of this lemma we obtain the existence of a family of one-dimensional representations
\[\{V(a)\}_{a \in \mathbb{C}}.
\]

**Corollary 5.5.** Let $a \in \mathbb{C}$. Then the assignment $S(u) \mapsto K(u; a)$ yields a one-dimensional representation $V(a)$ of $X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$ with the highest weight $\gamma^a_i(u)$ given by
\begin{equation}
\gamma^a_i(u) = \frac{(u - a)((-1)^{\delta_{ni}}u + a - 2d)}{(d - u)^2} \quad \text{for all } i \in \mathcal{I}_N^+,
\end{equation}

where $d = N/4 - 1$.

This corollary is an immediate consequence of Lemma 5.4, the formula for each $\gamma^a_i(u)$ following from (5.1).

Note that (5.10) implies that the auxiliary tuple $\tilde{\gamma}^a_i(u)$ is determined by
\begin{equation}
\tilde{\gamma}^a_i(u) = 2u \cdot \frac{(u - a)((-1)^{\delta_{ni}}u + a - 2d - 1 + \delta_{ni})}{(d - u)^2} \quad \text{for all } i \in \mathcal{I}_N^+,
\end{equation}

and thus that $V(a)$ has Drinfeld tuple $(\alpha, P_1(u), \ldots, P_n(u))$ equal to
\begin{equation}
(\kappa - a, 1, \ldots, 1)
\end{equation}
because $1 + 2d = \kappa$. The last two results of this subsection provide classifications of the one-dimensional representations of $X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$ and of $Y(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$, respectively, when $N \geq 5$.

**Proposition 5.6.** Let $N \geq 5$. Then a representation $V$ of $X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$ is one-dimensional if and only if $V \cong V(a)^{tw}$ for some $g(u) \in 1 + u^{-2}C[[u^{-2}]]$.

**Proof.** By Corollary 5.5, for any $a \in \mathbb{C}$, $V(a)$ provides a one-dimensional representation of $X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$. Hence, to prove the proposition we need to establish that, if $V$ is a one-dimensional representation of $X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$, then it can be associated to a tuple of the form
\begin{equation}
(\alpha, P_1(u), \ldots, P_n(u)) = (a, 1, \ldots, 1).
\end{equation}

By Lemma 4.6, this will imply that $V \cong V(a)^{tw}$ for some $g(u) \in 1 + u^{-2}C[[u^{-2}]]$, where $a$ is determined by $\alpha = 1 + 2d - a$.

Let $V$ be a one-dimensional representation. Since $N \geq 5$, $\mathfrak{so}_{N-2}$ is semisimple and thus $V$ is equal to the trivial representation when viewed as a $\mathfrak{so}_{N-2}$-module. Since $\mathfrak{so}_2$ is one-dimensional, $P_{11}$ operates in $V$ as multiplication by a scalar $\gamma$. In particular, the highest weight of $V$ as a $(\mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)$-module is $(\mu_i)_{i=1}^n = (0, \ldots, 0, \gamma)$. The relation (4.15) of Lemma 4.10 therefore implies that $P_i(u) = 0$ for all $1 \leq i \leq n-1$ and
\[\deg P_n(u) = 2\alpha - \frac{N}{2} - 2\gamma.
\]

To complete the proof, we need to see that $\deg P_n(u) = 0$. This can shown using the same argument as given in the $k > 0$ case of the proof of Proposition 5.1. \(\square\)
Corollary 5.7. A representation $V$ of $Y(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$ (with $N \geq 5$) is one-dimensional if and only if there is a $a \in \mathbb{C}$ such that $V \cong V(a)$.

Remark 5.8.

(1) If $V$ is a one-dimensional representation of $X(\mathfrak{so}_4, \mathfrak{so}_2 \oplus \mathfrak{so}_2)^{tw}$ (resp. of $X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}$) then there exists $(\mu_1, \mu_2) \in \mathbb{C}^2$ (resp. $\mu \in \mathbb{C}$) and $g(u) \in 1 + u^{-2} \mathbb{C}[u^{-2}]$ such that $V \cong V(\mu_1, \mu_2)^{\nu_2}$ (resp. $V \cong V(\mu)^{\nu_2}$): see Corollaries 3.3 and 3.6 for the definitions of $V(\mu_1, \mu_2)$ and $V(\mu)$, respectively. This follows from the isomorphisms (3.3) and (3.11) together with the fact that the family $\{V(\gamma)\}_{\gamma \in \mathbb{C}}$, which appeared in the proof of Proposition 5.1, is a complete list of the isomorphism classes of one-dimensional representations of $V^+(2)$ up to twisting by automorphisms of the form $S^\circ(u) \mapsto h(u)S^\circ(u)$ with $h(u) \in 1 + u^{-2}\mathbb{C}[u^{-2}]$. This fact follows from Corollary 4.4.5 of [Mo5].

(2) By Lemma 6.1 of [GRW2], the twisted Yangians associated to the symmetric pairs $(\mathfrak{g}_{2n}, \mathfrak{g}_n)$ of type CI and DIII (see [GR, GRW2]) admit a family $\{V(\gamma)\}_{\gamma \in \mathbb{C}}$ of one-dimensional representations. The arguments used in this section can also be applied for twisted Yangians of these types, yielding analogues of Proposition 5.6 and Corollary 5.7 for $X(\mathfrak{g}_{2n}, \mathfrak{g}_n)^{tw}$ and $Y(\mathfrak{g}_{2n}, \mathfrak{g}_n)^{tw}$, respectively.

6. CLASSIFICATION OF FINITE-DIMENSIONAL IRREDUCIBLE REPRESENTATIONS

In this section, we prove the main results of this paper: the classification of finite-dimensional irreducible modules of the twisted Yangians associated to the pairs $(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)$ with $N \geq 5$ and $(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})$ with $n \geq 2$.

The one-dimensional representations $\{V(\gamma)\}_{\gamma \in \mathbb{C}}$ constructed in Lemma 5.4 and Corollary 5.5 provide the last ingredient necessary to classify the finite-dimensional irreducible representations of $X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$ ($N \geq 5$) and its unextended counterpart, as is proven in Theorem 6.1 and Corollary 6.3. In particular, Theorem 6.1 proves that for these twisted Yangians the necessary conditions of Proposition 4.4 are in fact sufficient.

In the general setting the necessary conditions of Section 4 are not sufficient for determining exactly when the irreducible module $V(\mu(u))$ is finite-dimensional. We will illustrate this in Subsection 6.2 by classifying the finite-dimensional irreducible representations of $X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw}$ and of $Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw}$ in Theorem 6.11 and Corollary 6.12, respectively. In the process we will obtain a stronger version of Proposition 4.12 for these twisted Yangians which is proven without directly using the representation theory of $\mathfrak{so}_{2n}$: see Proposition 6.7.

6.1. Twisted Yangians for the symmetric pairs $(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)$. The following theorem provides a classification of the finite-dimensional irreducible representations of $X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$ with $N \geq 5$.

Theorem 6.1. Let $N \geq 5$ and suppose that $\mu(u)$ satisfies the conditions of Proposition 2.7 so that the Verma module $M(\mu(u))$ is non-trivial. Then the irreducible $X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}$-module $V(\mu(u))$ is finite-dimensional if and only if there are monic polynomials $P_1(u), \ldots, P_n(u)$ together with a scalar $\alpha \in \mathbb{C} \setminus Z(P_n(u))$ such that

\[
\frac{\hat{\mu}_{i-1}(u)}{\hat{\mu}_i(u)} = \frac{P_i(u+1)}{P_i(u)} \left( \frac{\alpha - u}{\alpha + u - 1} \right)^{\delta_{i,n}} \quad \text{with} \quad P_i(u) = P_i(-u + n - i + 2)
\]

for all $2 \leq i \leq n$, where $P_1(u)$ must satisfy $P_1(u) = P_1(-u + \frac{N}{2})$ and the relation

\[
\frac{\mu_{\alpha}(\kappa - u)}{\mu_{\alpha+1}(u)} = \left( \frac{u + 1 - \frac{N}{2}}{u - \frac{N}{2}} \right)^2 \cdot \frac{P_1(u + 2^{\kappa-1})}{P_1(u)} \cdot \frac{\kappa - u}{u} \quad \text{where} \quad \alpha = 2n + 1 - N.
\]

Additionally, when $V(\mu(u))$ is finite-dimensional the corresponding tuple $(\alpha, P_1(u), \ldots, P_n(u))$ is unique.

Proof. ($\Rightarrow$) If $V(\mu(u))$ is finite-dimensional, then the existence of $\alpha$ and $P_1(u), \ldots, P_n(u)$ satisfying the conditions of the theorem is guaranteed by Proposition 4.4. Here we note that as a consequence of (2.19), the $\alpha = 0$ version of (6.2) is equivalent to the $N = 2n + 1$ version of (4.9) with $k = n - 1$. Moreover, the uniqueness assertion has been proven in Lemma 4.6.
\( \leftrightarrow \) Conversely, assume that \( \mu(u) \) satisfies the conditions of Proposition 2.7 and there exists a scalar \( \alpha \) and monic polynomials \( P_1(u), \ldots, P_n(u) \) satisfying the relations of the theorem. Since \( P_1(u) = P_1(-u + \frac{\mu}{u}) \) and \( P_1(u) = P_1(-u + n - i + 2) \) for all \( 2 \leq i \leq n \), there exists monic polynomials \( Q_1(u), \ldots, Q_n(u) \) such that
\[
P_1(u) = (-1)^{d_{\text{deg}}Q_1(u)}Q_1(u - \kappa/2)Q_1(-u + \frac{\mu}{u} - \kappa/2),
\]
\[
P_1(u) = (-1)^{d_{\text{deg}}Q_1(u)}Q_1(u - \kappa/2)Q_1(-u + n - i + 2 - \kappa/2) \quad \text{for each} \quad 2 \leq i \leq n.
\]
Let \( L(\lambda(u)) \) be a finite-dimensional irreducible \( X(\mathfrak{so}_N) \)-module with Drinfeld polynomials \( Q_1(u), \ldots, Q_n(u) \). It follows from Theorem 2.3 that such a module exists and is uniquely determined up to twisting by automorphisms of the form \( \mu_f : T(u) \mapsto f(u)T(u) \) (see also Corollary 5.19 of [AMR]). Let \( \xi \in L(\lambda(u)) \) be a highest weight vector. Consider the one-dimensional module \( V(a) \) from Corollary 5.5 with \( a = \kappa - \alpha \), and let \( \eta \in V(a) \) be any nonzero vector. Since, by (5.11), \( V(\kappa - \alpha) \) is associated to the tuple \((\alpha, 1, \ldots, 1)\), Lemma 4.8 implies that the finite-dimensional \( X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw} \) highest weight module
\[
X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw}(\xi \otimes \eta) \subset L(\lambda(u)) \otimes V(a)
\]
has highest weight \( \mu_\xi(u) \) which is also associated to \((\alpha, P_1(u), \ldots, P_n(u))\). By Lemma 4.6, there exists \( g(u) \in 1 + u^{-2}\mathbb{C}[u^{-2}] \) such that \( V(\mu_\xi(u)) \cong V(\mu(u))^{w} \). Since \( V(\mu_\xi(u)) \) is finite-dimensional, we can conclude that the same is true for \( V(\mu(u)) \).

**Remark 6.2.** Before reinterpreting the above theorem as a classification result for finite-dimensional irreducible representations of \( Y(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw} \), we give a few remarks on the relation (6.2):

1. As has been pointed out in the proof of Theorem 6.1, when \( N \) is odd the relation (2.19) implies that (6.2) is equivalent to the relation
\[
\frac{\mu_0(u)}{\mu_1(u)} = \frac{P_1(u + \frac{1}{2})}{P_1(u)}.
\]

2. If \( N = 2n \) then the existence of \( P_1(u) \) satisfying \( P_1(u) = P_1(-u + n) \) and condition (6.2) can be replaced by the equivalent requirement that there exists a monic polynomial \( Q_1(u) \) such that \( Q_1(u) = Q_1(-u + n) \), 
\[
n/2 \in Z(Q_1(u)) \quad \text{and} \quad \frac{\mu_1(u - \kappa)}{\mu_2(u)} = \frac{Q_1(u + 1)}{Q_1(u)} = \frac{\kappa - u}{u}.
\]

By Theorem 4.5 of [GRW2], the isomorphism class of any finite-dimensional irreducible module \( V \) has a unique representative of the form \( V(\mu(u)) \), and by Theorem 6.1 we can assign to this representative a unique tuple \((\alpha, P_1(u), \ldots, P_n(u))\). This assignment is not injective: the second statement of Lemma 4.6 shows that \((\alpha, P_1(u), \ldots, P_n(u))\) determines \( V(\mu(u)) \) only up to twisting by automorphisms of the form \( v_\gamma \). Note, however, that there is a unique series \( g(u) \in 1 + u^{-2}\mathbb{C}[u^{-2}] \) such that the central series \( w(u) \) operates as the identity in \( V(\mu(u))^{w} \). Indeed, by Proposition 4.6 of [GRW2], \( w(u) \) acts in \( V(\mu(u))^{w} \) as multiplication by the series \( h(u)h(u + \kappa)v(u) \), where \( h(u) = g(u - \kappa/2) \) and \( v(u) = \mu_0(u)\mu_0(-u) \). Therefore \( w(u) \) will act as the identity in \( V(\mu(u))^{w} \) precisely when \( h(u)v(u + \kappa) = v(u)^{-1} \). A simple argument shows that there exists a unique series \( a(u) \in 1 + u^{-1}\mathbb{C}[u^{-1}] \) such that \( a(u)v(u + \kappa) = v(u)^{-1} \), and this series satisfies \( a(u) = a(\kappa - u) \) since otherwise \( b(u) = a(\kappa - u) \) would be a distinct solution of \( b(u)b(u + \kappa) = v(u)^{-1} \) (as \( v(u) \) is even). Hence, \( w(u) \) will operate as multiplication by 1 in \( V(\mu(u))^{w} \) exactly when \( g(u) = a(u + \kappa/2) \).

This discussion shows that we have an injective correspondence between isomorphism classes of finite-dimensional irreducible modules of \( X(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw} \) and finite sequences \((g(u); \alpha, P_1(u), \ldots, P_n(u))\), where \( P_1(u), \ldots, P_n(u) \) are monic polynomials satisfying (4.13), \( \alpha \) is a complex number which is not contained in \( Z(P_n(u)) \), and \( g(u) \in 1 + u^{-2}\mathbb{C}[u^{-2}] \). A straightforward modification of the \((\leftrightarrow)\) direction of the proof of Theorem 6.1 shows that this is a bijective correspondence.

The next corollary provides the analogous classification result for finite-dimensional irreducible modules of the twisted Yangians of type BDI(\(a\)) with \( q = 2 \) and \( N \geq 5 \).

**Corollary 6.3.** The isomorphism classes of finite-dimensional irreducible \( Y(\mathfrak{so}_N, \mathfrak{so}_{N-2} \oplus \mathfrak{so}_2)^{tw} \)-modules are parameterized by tuples of the form \((\alpha, P_1(u), \ldots, P_n(u))\), where \( P_1(u), \ldots, P_n(u) \) are monic polynomials in \( u \) satisfying
\[
P_1(u) = P_1(-u + \frac{\mu}{u}) \quad \text{and} \quad P_1(u) = P_1(-u + n - i + 2) \quad \text{for all} \quad 2 \leq i \leq n,
\]
with shows
and $\alpha$ is a complex scalar which is not contained in $Z(P_n(u))$.

\[ \text{Proof.} \] The corollary follows from the discussion in the paragraphs preceding its statement combined with Proposition 2.12. It can also be proven using the same arguments as employed to prove Corollary 6.3 of [GRW2]. \hfill \square

Recall from Subsection 2.1 the definition of the fundamental representation $L(i: \alpha)$ of the Yangian $Y(g_N)$. For each $a \in \mathbb{C}$, the one-dimensional irreducible representation $V(a)$ of $X(so_N, so_{N-2} \oplus so_2)^{tw}$ from Corollary 5.5 can be regarded as an irreducible representation of $Y(so_N, so_{N-2} \oplus so_2)^{tw}$ via restriction. The following result is the analogue of Corollary 6.4 of [GRW2] for $Y(so_N, so_{N-2} \oplus so_2)^{tw}$ and can be proven in the exact same way. A similar argument is given in the proof of Corollary 6.13 below.

**Corollary 6.4.** Let $V$ be a finite-dimensional irreducible representation of $Y(so_N, so_{N-2} \oplus so_2)^{tw}$. Then there is $m \geq 0$, $1 \leq i_1, \ldots, i_m \leq n$, and $a, \alpha_1, \ldots, \alpha_m \in \mathbb{C}$ such that $V$ is isomorphic to the unique irreducible quotient of the $Y(so_N, so_{N-2} \oplus so_2)^{tw}$-module

\[ Y(so_N, so_{N-2} \oplus so_2)^{tw}(\xi_1 \otimes \cdots \otimes \xi_m \otimes \eta) \subset L(i_1 : \alpha_{i_1}) \otimes \cdots \otimes L(i_m : \alpha_{i_m}) \otimes V(a), \]

where $\eta \in V(a)$ is any nonzero vector and for each $1 \leq k \leq m$, $\xi_k \in L(i_k : \alpha_{i_k})$ is a highest weight vector.

6.2. Twisted Yangians for the symmetric pairs $(so_{2n+1}, so_{2n})$. In this section we study the finite-dimensional irreducible representations of $X(so_{2n+1}, so_{2n})^{tw}$ and $Y(so_{2n+1}, so_{2n})^{tw}$ with $n \geq 2$ (which are of type $B(b)$ with $q = 1$), the culmination of our effort being a classification of all such representations in Theorem 6.11 and Corollary 6.12, respectively. Our first step towards proving this theorem is to study how a certain automorphism $\psi_\sigma^u$ interacts with highest weight modules of $X(so_{2n+1}, so_{2n})^{tw}$; this will play a critical role in the rest of this section, one that is similar to the role played in the analogous classification for the twisted Yangian of the symmetric pair $(gl_{2n}, so_{2n})$ by the automorphism (4.69) of [Mo5].

6.2.1. The automorphism $\psi_\sigma^u$. For any $n \geq 1$, let $G_N$ denote the symmetric group on the $N = 2n+1$ symbols $\{-n, \ldots, -1, 0, 1, \ldots, n\}$ and $\sigma$ be the transposition $(1, -1)$. Set $A_\sigma = \sum_{i=-n}^n E_{i, \sigma(i)}$, and note that $A_\sigma^t = A_\sigma = A_\sigma^{-1}$. Since we also have $A_\sigma G A_\sigma^t = G$, (2.13) implies that the assignment $\psi_\sigma^u(S(u)) = A_\sigma S(u) A_\sigma^t$ extends to an automorphism of $X(so_{2n+1}, so_{2n})^{tw}$. Our present goal is to determine the highest weight of the twisted module $V(\mu(u))^{\psi_\sigma^u}$. To this end, we return to the low rank setting.

**Lemma 6.5.** Suppose that the $X(so_3, so_2)^{tw}$-module $V(\mu(u))$ is finite-dimensional with associated Drinfeld tuple $(\alpha, P(u))$ as in Proposition 3.4. Then $V(\mu(u))^{\psi_\sigma^u}$ is isomorphic to $V(\mu^2(u))$, where the components of $\mu^2(u)$ are determined by the relations

\[ \tilde{\mu}_0^2(u) = \bar{\mu}_0(u) \cdot \frac{3 - 2\alpha - 2\alpha}{2a - 2\alpha} \cdot \frac{2\beta + 2\gamma + 2}{2a + 2\gamma - 1}, \quad \tilde{\mu}_1^2(u) = \bar{\mu}_1(u) \cdot \frac{2a - 2\alpha + 1}{2a + 2\beta - 2} \cdot \frac{2a + 2\gamma - 1}{2a + 2\beta - 2}. \]

In particular, $V(\mu(u))^{\psi_\sigma^u}$ has the Drinfeld tuple $(\frac{3}{2} - \alpha, P(u))$.

\[ \text{Proof.} \] We appeal to the isomorphism $\varphi : X(so_3, so_2)^{tw} \to Y^+(2)$ given in (3.11), which we recall is given by

\[ S(u) \mapsto \frac{1}{2} R_{12}^c (-1) S_1^c (2u - 1) R_{12}^c (-4u + 1)^{\delta} S_2^c (2u - 1) K_1 K_2, \]

where $K = E_{11} - E_{-1,-1}$. Let $A = E_{1,-1} - E_{-1,1}$, and let $\beta_A$ be the automorphism of $Y^+(2)$ given by $S^c(u) \mapsto -AS^c(u)A^t$. More explicitly, $\beta_A$ is defined on generators by the assignment $s_{ij}^c(u) \mapsto (-1)^{h_i-1} + \delta_{i,j} s_{-i,-j}^c(u)$ for $i, j \in \{-1, 1\}$. We claim that $\varphi^{-1} \circ \beta_A \circ \varphi = \psi_\sigma^u$. Applying $\beta_A$ to the right hand side of (6.4) and performing a few straightforward manipulations, we obtain

\[ \frac{1}{2} R_{12}^c (-1) (A_1 A_2) S_1^c (2u - 1) R_{12}^c (-4u + 1)^{\delta} S_2^c (2u - 1) K_1 K_2 (A_1 A_2), \]

Hence, $(\varphi^{-1} \circ \beta_A \circ \varphi)(S(u)) = \tilde{A} S(u) \tilde{A}$ where $\tilde{A} = \frac{1}{2} R_{12}^c (-1) A_1 A_2 R_{12}^c (-1)$ (which is an element of $\text{End}(V) \cong \text{End}(C^3)$). We have $\tilde{A} v_i = -v_i$ for all $-1 \leq i \leq 1$, so $\tilde{A} = -\sum_{i=-1}^1 E_{i, \sigma(i)} = -A_\sigma$. Since $\tilde{A} S(u) \tilde{A} = A_\sigma S(u) A_\sigma$, $\varphi^{-1} \circ \beta_A \circ \varphi = \psi_\sigma^u$.

Now let $V(\mu(u))$ be as in the statement of the lemma. We have already seen in the proof of Proposition 3.4 that there exists $\mu^2(u) \in 1 + u^{-1} \mathbb{C}[u^{-1}]$ such that $\bar{\mu}_0(u) = -2u \left( \frac{4}{12} + \alpha \right) \mu^2(u) \mu^2(1 - 2u)$, $\bar{\mu}_1(u) = \frac{3}{2} - \alpha$, $\bar{\mu}_2(u) = \frac{3}{2} - \beta$, and $\bar{\mu}_3(u) = \frac{3}{2} - \alpha - \beta$.

Finally, $V(\mu(u))^{\psi_\sigma^u}$ has the Drinfeld tuple $(\frac{3}{2} - \alpha, P(u))$. \hfill \square
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2uμ^2(2u)μ2(2u − 1), and that viewed as a Y^+(2)-module V(μ(u)) is isomorphic to V(μ^2(u)). Moreover, V(μ^2(u)) has the Drinfeld tuple (2n − 1, Q(u)), where Q(u) = 2degP(u)P(u + 1). By Lemma 4.13 of [Mo5], the twisted module V(μ^2(u))δμ is isomorphic to V(μ^*(u)), where μ^*(u) is given by

\[ μ^*(u) = μ^2(u) \cdot \frac{μ - 2α + 2}{μ + 2α - 1}. \]

As a X(\mathfrak{so}_3, \mathfrak{so}_2)^tw-module V(μ^2(u))δμ is isomorphic to V(μ^2(u), μ^*(u)) where

\[ \tilde{μ}_0^2(u) = -2u \left( \frac{4u - 3}{4u - 1} \right) μ^2(u)μ^*(1 - 2u) = \tilde{μ}_0(u) \cdot \frac{3u - 2α + 2}{2α - 2u}. \]

\[ \tilde{μ}_1^2(u) = 2u \cdot μ^2(u)μ^*(2u - 1) = \tilde{μ}_1(u) \cdot \frac{2u - 2α + 1}{2u + 2α - 2}. \]

As ϕ⁻¹ ◦ β_A ◦ ϕ = ψ^2, we can conclude that V(μ(u))^ψ^2 is isomorphic to V(μ^2(u)) with μ^2(u) as in (6.3). Consequently, we have

\[ \frac{\tilde{μ}_0^2(u)}{\tilde{μ}_1^2(u)} = \frac{P_1(u + \frac{1}{2})}{P_1(u)} \cdot \frac{(\frac{3}{2} - α) - u}{(\frac{3}{2} - α) + u - 1}. \]

We now consider the case where n > 1:

**Proposition 6.6.** Suppose that n > 1 and that the X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^tw-module V(μ(u)) is finite-dimensional with Drinfeld tuple (α, P_1(u), ..., P_n(u)). Then V(μ(u))^ψ^2 is isomorphic to V(μ^2(u)), where μ^2(u) = μ_i(u) for all 2 ≤ i ≤ n, while μ_0(u) and μ_1(u) are determined by the relations

(6.5) \[ \tilde{μ}_0^2(u) = \tilde{μ}_0(u) \cdot \frac{N - 2u - 2α}{2α - 2u} \cdot \frac{2u - 2α + 2}{2u + 2α - N + 2}. \]

(6.6) \[ \tilde{μ}_1^2(u) = \tilde{μ}_1(u) \cdot \frac{2u - 2α + 1}{2u + 2α - N + 1} \cdot \frac{2u + 2α + 2}{2u + 2α - N + 2}. \]

**Proof.** Since V(μ(u))^ψ^2 is finite-dimensional and irreducible, it is isomorphic to V(μ^2(u)) for some μ^2(u). Throughout the proof we fix highest weight vectors ξ ∈ V(μ(u)) and ξ^σ ∈ V(μ(u))^ψ^2.

Since ψ^σ(s_{ij}(u)) = s_{σ(i)σ(j)}(u) for all i, j ∈ I_N, V(μ(u))^(+,n−1) and (V(μ(u))^ψ^2)^(+,n−1) are equal as subspaces of V(μ(u)) (see (4.2)). This implies that the identity map provides a linear isomorphism between the X(\mathfrak{so}_3, \mathfrak{so}_2)^tw-modules (V(μ(u)))^(+,n−1) and (V(μ(u))^ψ^2)^(+,n−1). The first step of our proof is to show that this is also a module homomorphism.

**Step 1:** The identity map id : (V(μ(u)))^(+,n−1)ψ^2 → (V(μ(u))^ψ^2)^(+,n−1) is an isomorphism of X(\mathfrak{so}_3, \mathfrak{so}_2)^tw-modules.

To prove that this is the case it suffices to show that, for each i, j ∈ I_3, the generating series s_{ij}^(n−1)(u) of X(\mathfrak{so}_3, \mathfrak{so}_2)^tw operates the same in both of these modules. Since s_{ij}^(n−1)(u) acts in V(μ(u))^ψ^2 as the operator h_{n−1}(u)(s_{ij}^(n−1)(u)) (see (4.1) and (4.6)), it operates in (V(μ(u))^ψ^2)^(+,n−1) as the operator

\[ h_{n−1}(u) \left( s_{σ(i)σ(j)}(u + \frac{μ - 1}{2u}) + \sum_{a=2}^n s_{αα}(u + \frac{μ - 1}{2u}) \right). \]

As σ(a) = a for all a ≥ 2, this is also equal to h_{n−1}ψ^σ(s_{ij}(u))^ψ(μ^2(u)) which is precisely the operator by which s_{ij}^(n−1)(u) acts in (V(μ(u))^ψ^2)^(+,n−1).

**Step 2:** ξ^σ is contained in V(μ(u))^ψ^2. Moreover (V(μ(u))^ψ^2)^(+,n−1)ψ^2 ∼= (V(μ(u))^ψ^2)^2, Step 1 shows that ξ^σ is also contained in (V(μ(u))^ψ^2)^(+,n−1) and generates a highest weight submodule. By Corollary 4.3, this submodule must be equal to (V(μ(u))^ψ^2)^(+,n−1) and thus ξ^σ must be proportional to ξ^σ. This implies that ξ^σ, being a scalar multiple of ξ^σ, is contained in V(μ(u))^ψ^2.
Next, let $W$ be the image of the module $(V(\mu(u)))_{n-1}^{\psi^1_\sigma}$ under the isomorphism $id : (V(\mu(u))_{(n-1)})^{\psi^1_\sigma} \rightarrow (V(\mu(u)))_{(n-1)}^{\psi^1_\sigma}$. As $W$ is the irreducible submodule of $(V(\mu(u)))_{(n-1)}^{\psi^1_\sigma}$ generated by $\xi_\sigma$, it is equal to $(V(\mu(u)))_{(n-1)}^{\psi^1_\sigma}$.

**Step 3:** $\mu^i_k(u) = \mu_i(u)$ for all $2 \leq i \leq n$.

Since $V(\mu(u))_{(n-1)}$ is a $X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}$ highest weight module, it is generated by monomials of the form $(s_{i_1j_1}^{-1(r_1)} \cdots s_{i_lj_l}^{-1(r_l)}) \cdot \xi$ where $-1 \leq j_a < i_a \leq 1$ and $r_k \geq 1$ for all $1 \leq a \leq c, c$ being a non-negative integer. By definition of the action of $X(\mathfrak{so}_3, \mathfrak{so}_2)^{tw}$, this implies $V(\mu(u))_{(n-1)}$ is also spanned by monomials of the form

$$s_{i_1j_1}^{(r_1)} \cdots s_{i_lj_l}^{(r_l)} \xi$$

with the same restrictions on the indices. In particular, by Step 2 the highest weight vector $\xi_\sigma$ must be a linear combination of such monomials. Let $J_{n-1}$ be the left ideal of $X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw}$ generated by all elements $s_{i_j}^{(r)}$ with $r \geq 1$ and $i < j$ for $2 \leq j \leq n$. In particular, $V(\mu(u))_{(n-1)}$ is, as a vector space, equal to the subspace of $V(\mu(u))$ annihilated by $J_{n-1}$. For every $2 \leq k \leq n$ and pair $(i, j)$ with $-1 \leq j < i \leq 1$ the defining reflection equation (2.7) (see also [GRW2, (3.11)]) implies that

$$[s_{kk}(u), s_{ij}(v)] = 0 \mod J_{n-1},$$

and hence the action of $s_{kk}(u)$ on a monomial of the form (6.7) is given by

$$s_{kk}(u)(s_{i_1j_1}^{(r_1)} \cdots s_{i_lj_l}^{(r_l)} \xi) = s_{i_1j_1}^{(r_1)} \cdots s_{i_lj_l}^{(r_l)}(s_{kk}(u)\xi) = \mu_k(u)(s_{i_1j_1}^{(r_1)} \cdots s_{i_lj_l}^{(r_l)} \xi).$$

Since $s_{\sigma(k)}(u) = s_{kk}(u)$ for all $2 \leq k \leq n$, the above observation yields that $\psi^1_\sigma(s_{kk}(u))\xi_\sigma = \mu_k(u)\xi_\sigma$ for all these values of $k$. Hence, $\mu_k(u) = \mu^k_\sigma(u)$ for all $2 \leq k \leq n$.

**Step 4:** The formulas (6.5) and (6.6) hold.

To compute $\mu^i_0(u, \mu^i_1(u))$, we use Step 3 in conjunction with Lemma 6.5. Since $V(\mu(u))_{(n-1)}$ has Drinfeld tuple $(\alpha - \frac{n-1}{2}, P_1(u) + \frac{n-1}{2})$ (by Corollary 4.7) and $(V(\mu(u))_{(n-1)}^{\psi^1_\sigma} \cong (V(\mu(u))_{(n-1)}^{\psi^1_\sigma})_{(n-1)} \cong V(\mu(u))_{n-1}$, Lemma 6.5 together with (4.5) gives

$$\overline{\mu}^0_0(u + \frac{n-1}{2}) = \overline{\mu}_0(u + \frac{n-1}{2}) \cdot \frac{3 - 2u - 2\alpha + n - 1}{2\alpha - n + 1 - 2u} \cdot \frac{2u - 2\alpha + n + 1}{2u + 2\alpha - n}.$$  

$$\overline{\mu}^1_1(u + \frac{n-1}{2}) = \overline{\mu}_1(u + \frac{n-1}{2}) \cdot \frac{2u - 2\alpha + n}{2u + 2\alpha - n - 1} \cdot \frac{2u - 2\alpha + n + 1}{2u + 2\alpha - n}.$$  

Substituting $u \mapsto u - \frac{n-1}{2}$, we obtain the formulas (6.5) and (6.6).

**Proposition 6.7.** Suppose that $V(\mu(u))$ is finite-dimensional with Drinfeld tuple $(\alpha, P_1(u), \ldots, P_n(u))$. It follows that $\alpha \in \frac{1}{2}Z + \frac{N}{4}$ and $S(\alpha, \frac{N}{2} - \alpha) \cup S(\alpha + \frac{1}{2}, \frac{N}{2} - \alpha + \frac{1}{2}) \subset Z(P_2(u))$.

**Remark 6.8.** By definition, the strings $S(\alpha, \frac{N}{2} - \alpha)$ and $S(\alpha + \frac{1}{2}, \frac{N}{2} - \alpha + \frac{1}{2})$ are empty unless $\alpha > \frac{N}{4}$. Therefore, the condition $S(\alpha, \frac{N}{2} - \alpha) \cup S(\alpha + \frac{1}{2}, \frac{N}{2} - \alpha + \frac{1}{2}) \subset Z(P_2(u))$ is vacuous whenever $\alpha \leq \frac{N}{4}$.

**Proof of Proposition 6.7.** It was shown in Proposition 4.12 that $\alpha \in \frac{1}{2}Z + \frac{N}{4}$. However, we will not assume this in our proof. As a consequence of Proposition 6.6 we have $V(\mu(u))^{\psi^1_\sigma} \cong V(\mu^2(u))$ where $\mu^2_k(u) = \mu_k(u)$ for all $2 \leq k \leq n$ and the pair $(\mu^0_0(u), \mu^1_1(u))$ is determined from the relations (6.5) and (6.6). Since $\mu(u)$ is associated to $(\alpha, P_1(u), \ldots, P_n(u))$, the components of $\mu^2(u)$ satisfy the relations

$$\overline{\mu}^0_0(u) = \frac{P_1(u + \frac{1}{2})}{P_1(u)} \cdot \frac{(\frac{N}{2} - \alpha - u)}{u + (\frac{N}{2} - \alpha)}; \quad \overline{\mu}^1_1(u) = \frac{P_2(u + 1)}{P_2(u)} \cdot \frac{2u - 2\alpha + 1}{2u + 2\alpha - N + 1} \cdot \frac{2u - 2\alpha + 2}{2u + 2\alpha - N + 2}.$$  

$$\overline{\mu}^i_{i-1}(u) = \frac{P_i(u + 1)}{P_i(u)} \quad \text{for all} \quad 3 \leq i \leq n.$$  

On the other hand, since $V(\mu^2(u))$ is finite-dimensional Proposition 4.4 implies that $\mu^2(u)$ can be associated to a Drinfeld tuple $(\alpha^2, Q_1(u), \ldots, Q_n(u))$. Consequently, from the second relation in (6.8) we obtain the
equality
\[
\frac{Q_2(u + 1)}{Q_2(u)} \cdot \frac{(n - \alpha - u)}{u + (n - \alpha) - n + 1} = \frac{P_2(u + 1)}{P_2(u)} \cdot \frac{(\alpha - \frac{1}{2} - u)}{u + (\alpha - \frac{1}{2}) - n + 1}.
\]
Applying Lemma 2.14 to both sides (with \(m = 1\) and \(l = n\)) we find that there exists monic polynomials \(Q_2^*(u)\) and \(P_2^*(u)\), together with non-negative integers \(\ell_P\) and \(\ell_Q\) such that \(P_2^*(u) = P_2^*(-u + n)\), \(Q_2^*(u) = Q_2^*(-u + n)\), and
\[
\frac{Q_2^*(u + 1)}{Q_2^*(u)} \cdot \frac{(n - \alpha - \ell_Q - u)}{u + (n - \alpha - \ell_Q) - n + 1} = \frac{P_2^*(u + 1)}{P_2^*(u)} \cdot \frac{(\alpha - \frac{1}{2} - \ell_P - u)}{u + (\alpha - \frac{1}{2} - \ell_P) - n + 1},
\]
with \(Q_2^*(n - \alpha - \ell_Q) \neq 0\) and \(P_2^*(\alpha - \frac{1}{2} - \ell_P) \neq 0\). By Lemma 2.13, we must have \(Q_2^*(u) = P_2^*(u)\) and \(n - \alpha - \ell_Q = \alpha - \frac{1}{2} - \ell_P\). The latter relation implies that \(2\alpha - \frac{N}{4} = \ell_P - \ell_Q \in \mathbb{Z}\), and thus that \(\alpha \in \frac{1}{2}\mathbb{Z} + \frac{N}{4}\).

If in addition \(\alpha > \frac{N}{4}\), then \(\ell_P \geq \ell_P - \ell_Q = 2\alpha - \frac{N}{4} > 0\). Since \((\ell_P, P_2^*(u))\) is the pair \((\ell_{\alpha-1/2}^1, P_{\alpha-1/2}^1(u))\) from Lemma 2.14 (where \(P(u) = P_2(u)\)), \(P_2^*(u)\) is equal to \(P_2(u)\) divided by the polynomial \(Q(u)\) from (2.28) with \(m = 1\) and \(\alpha\) replaced by \(\alpha - 1/2\). Therefore \(P_2(u)\) is divisible by the polynomial
\[
(6.10) \quad P_\alpha(u) = \prod_{k=0}^{2\alpha - \frac{N}{4} - 1} (u - \alpha + 1/2 + k)(u - \alpha + k) = \prod_{k=0}^{2\alpha - \frac{N}{4} - 1} (u - \alpha + 1/2 + k)(u + 1 + k).
\]
The proof of the proposition is completed by observing that the roots of \(P_\alpha(u)\) are precisely the elements of \(S(\alpha, \frac{N}{4} - \alpha) \cup S(\alpha + \frac{1}{2}, \frac{N}{2} - \alpha + \frac{1}{2})\).

\[\blacksquare\]

Remark 6.9. The statement of Proposition 6.7 is much stronger than that of Proposition 4.12 (in the case \((\mathfrak{g}, \mathfrak{g}_N^0) = (\mathfrak{s}p_{2n+1}, \mathfrak{s}p_{2n})\)). The latter tells us that \(\alpha \in \frac{1}{2}\mathbb{Z} + \frac{N}{4}\) and that \(\alpha - \frac{N}{4} \leq \frac{1}{4}(\deg P_1(u) + \deg P_2(u))\) but says nothing about the roots of \(P_2(u)\). In fact, since the strings \(S(\alpha, \frac{N}{4} - \alpha)\) and \(S(\alpha + \frac{1}{2}, \frac{N}{2} - \alpha + \frac{1}{2})\) are disjoint and both have length \(2\alpha - \frac{N}{4}\), Proposition 6.7 implies that \(\alpha - \frac{N}{4} \leq \frac{1}{4}\deg P_2(u)\).

Provided \(\alpha > \frac{N}{4}\), the polynomial \(P_\alpha(u)\) from (6.10) satisfies the relation
\[
(6.11) \quad \frac{P_\alpha(u)}{P_\alpha(u + 1)} = \frac{2u - 2\alpha + 1}{2u + 2\alpha - N + 1} \cdot \frac{2u - 2\alpha + 2}{2u + 2\alpha - N + 2}.
\]
If instead \(\alpha \leq \frac{N}{4}\), let \(P_{\alpha}^-(u)\) be the polynomial
\[
P_{\alpha}^-(u) = \prod_{k=0}^{\frac{N}{4} - 2\alpha - 1} (u - n + \alpha + k)(u - \alpha - k) = \prod_{k=0}^{\frac{N}{4} - 2\alpha - 1} (u - \alpha - \frac{1}{2} - k)(u - \alpha - k),
\]
where the equality \(P_{\alpha}^-\equiv(u) = 1\) is understood to hold if \(\alpha = \frac{N}{4}\). Then \(P_{\alpha}^-(u)\) satisfies the relation
\[
\frac{P_{\alpha}^-(u + 1)}{P_{\alpha}^-(u)} = \frac{2u - 2\alpha + 1}{2u + 2\alpha - N + 1} \cdot \frac{2u - 2\alpha + 2}{2u + 2\alpha - N + 2}.
\]
These observations together with the relations (6.8) and (6.9) imply the following corollary.

Corollary 6.10. Suppose that \(V(\mu(u))\) is finite-dimensional with Drinfeld tuple \((\alpha, P_1(u), \ldots, P_n(u))\). Then the Drinfeld tuple of the finite-dimensional irreducible module \(V(\mu(u))^\psi\_\alpha\) is \(\left(\frac{N}{2} - \alpha, P_1^\psi(u), \ldots, P_n^\psi(u)\right)\), where \(P_1^\psi(u) = P_i(u)\) for all \(i \neq 2\) and
\[
(6.12) \quad P_2^\psi(u) = \begin{cases} P_2(u) P_{\alpha}^-(u) & \text{if } \alpha \leq \frac{N}{4}, \\ P_2(u)/P_\alpha(u) & \text{if } \alpha > \frac{N}{4}. \end{cases}
\]
Observe that these formulas together with those of Proposition 6.6 imply that, under the assumption that \(V(\mu(u))\) finite-dimensional, the isomorphism \(V(\mu(u)) \cong V(\mu(u))^\psi\_\alpha\) will hold if and only if the scalar \(\alpha\) corresponding to \(V(\mu(u))\) is equal to \(\frac{N}{4}\).
6.2.2. Classification. With Proposition 6.7 at our disposal we can now classify the finite-dimensional irreducible representations of the extended twisted Yangian \(X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw}\).

**Theorem 6.11.** Suppose that \(\mu(u)\) satisfies the conditions of Proposition 2.7 so that the Verma module \(M(\mu(u))\) is non-trivial. Then the irreducible \(X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw}\)-module \(V(\mu(u))\) is finite-dimensional if and only if there are monic polynomials \(P_1(u), \ldots, P_n(u)\) in \(u\), with

\[
P_i(u) = P_i(-u + n - i + 2)
\]

for all \(i \geq 2\) and \(P_1(u) = P_1(-u + \frac{N}{2})\),

together with a scalar \(\alpha \in \frac{1}{2}\mathbb{Z} + \frac{N}{2}\) such that the following relations are satisfied:

\[
\alpha \notin \mathbb{Z}(P_1(u)), \quad S(\alpha, \frac{N}{2} - \alpha) \cup S(\alpha + \frac{1}{2}, \frac{N}{2} - \alpha + \frac{1}{2}) \subset Z(P_2(u)),
\]

\[
\frac{\bar{\mu}_{i-1}(u)}{\bar{\mu}_2(u)} = \frac{P_i(u + 1 - \frac{\delta}{P_i(u)})}{P_i(u)} \left(\frac{\alpha - u}{\alpha + u - n}\right)^{\delta_{i,1}}
\]

for all \(1 \leq i \leq n\).

Additionally, when \(V(\mu(u))\) is finite-dimensional the corresponding tuple \((\alpha, P_1(u), \ldots, P_n(u))\) is unique.

**Proof.** \((\Rightarrow)\) If \(V(\mu(u))\) is finite-dimensional, then it follows from Propositions 4.4 and 6.7 that \(\mu(u)\) can be associated to a (Drinfeld) tuple \((\alpha, P_1(u), \ldots, P_n(u))\) satisfying the relations of the theorem. The uniqueness statement has also been proven in Lemma 4.6.

\((\Leftarrow)\) Conversely, suppose that \(\mu(u)\) can be associated to a tuple \((\alpha, P_1(u), \ldots, P_n(u))\) as in Definition 4.5 which also satisfies \(\alpha \in \frac{1}{2}\mathbb{Z} + \frac{N}{2}\) and the relation (6.14). We will show that \(V(\mu(u))\) is finite-dimensional, splitting our proof into two cases.

**Case 1:** \(\alpha \leq \frac{N}{4}\).

Let \(P_i(\gamma) = P_i(u)\) for all \(i \neq 1\) and set \(P_1(\gamma)\) to be the polynomial obtained by multiplying \(P_1(u)\) with \(\prod_{k=0}^{2-2n} (u - \frac{N}{2} + \frac{\delta}{2}) (u - \frac{N}{2} - \frac{\delta}{2})\). Then \(P_i(\gamma)\) satisfies \(P_i(\gamma) = P_i(-u + \frac{N}{2})\) and the relation

\[
\frac{P_i(\gamma) + \frac{1}{2}}{P_i(\gamma)} \cdot \frac{\frac{N}{2} - u}{\frac{N}{2} + u - n} \geq \frac{P_i(\gamma + \frac{1}{2})}{P_i(\gamma)} \cdot \frac{\alpha - u}{\alpha + u - n}.
\]

Since \(P_1(\gamma) = P_1(-u + \frac{N}{2})\), there exists a monic polynomial \(Q_1(u)\) such that \(P_1(u) = (-1)^{\deg Q_1(u)} Q_1(u - \kappa/2) Q_1(-u + \frac{N}{2} - \kappa/2)\), and similarly, since \(P_2(u) = P_2(-u + n - i + 2)\) for all \(i \geq 2\), there exists monic polynomials \(Q_2(u), \ldots, Q_n(u)\) satisfying

\[
P_i(u) = (-1)^{\deg Q_i(u)} Q_i(u - \kappa/2) Q_i(-u + n - i + 2 - \kappa/2)
\]

for all \(2 \leq i \leq n\).

Let \(L(\lambda(u))\) be a finite-dimensional irreducible \(X(\mathfrak{so}_N)\)-module with Drinfeld polynomials \(Q_1(u), \ldots, Q_n(u)\), and let \(\xi \in L(\lambda(u))\) be a highest weight vector. Then Lemma 4.8 applied with \(V(\mu(u)) = V(\xi)\), together with Remark 4.9 and the relation (6.16) imply that the finite-dimensional highest weight module \(X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw}\) associated to \((\alpha, P_1(u), \ldots, P_n(u))\). By Lemma 4.6, there exists \(g(u) \in 1 + u^{-2} \mathbb{C}[[u^{-2}]]\) such that \(V(\nu(u)) \cong V(\mu(u))^{g(u)}\). Since \(V(\nu(u))\) is finite-dimensional, this proves that \(V(\mu(u))\) also is.

**Case 2:** \(\alpha > \frac{N}{4}\).

Let \(\mu_i(u) = (\mu_i^2(u))_{i \in \mathbb{Z}_+}\) be the tuple determined by \(\mu_i^2(u) = \mu_i(u)\) for all \(2 \leq i \leq n\) and with \(\mu_0^2(u), \bar{\mu}_i^2(u)\) given by the formulas (6.5), (6.6), respectively. Since \(S(\alpha, \frac{N}{2} - \alpha) \cup S(\alpha + \frac{1}{2}, \frac{N}{2} - \alpha + \frac{1}{2}) \subset Z(P_2(u))\), the polynomial \(P_0(u)\) from (6.10) divides \(P_2(u)\). By (6.8), (6.9) and (6.11), \(\mu_i^2(u)\) is associated to \((\frac{N}{2} - \alpha, P_i^2(u), \ldots, P_n^2(u))\), where \(P_i^2(u) = P_i(u)\) for all \(i \neq 2\) and \(P_2^2(u) = P_2(u)/P_2(u)\).

Since \(\frac{N}{2} - \alpha < \frac{N}{4}\), the argument of Case 1 implies that \(V(\mu_i^2(u))\) is finite-dimensional. By Proposition 4.7, \(V(\mu_i^2(u))^{g(u)}\) is isomorphic to \(V(\mu(u))\), and thus \(V(\mu(u))\) is also finite-dimensional. \(\square\)

A similar argument to that given after Theorem 6.1 shows that, as a consequence of Theorem 6.11, the isomorphism classes of finite-dimensional irreducible \(X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw}\)-modules are in bijective correspondence with tuples \((g(u); \alpha, P_1(u), \ldots, P_n(u))\), where

1. \(P_1(u), \ldots, P_n(u)\) are monic polynomials satisfying (6.13),
(2) \( \alpha \in \frac{1}{2} \mathbb{Z} + \frac{N}{4} \) is not a root of \( P_i(u) \),
(3) \( S(\alpha, \frac{N}{4} - \alpha) \cup S(\alpha + \frac{N}{2}, \frac{N}{2} - \alpha + \frac{N}{2}) \subset \mathbb{Z}(P_2(u)) \),
(4) \( g(u) \) is an element of \( 1 + u^{-2} \mathbb{C}[u^{-2}] \).

More explicitly, the correspondence assigns to \( V(\mu(u)) \) the finite sequence \( (g(u); \alpha, P_1(u), \ldots, P_n(u)) \) where \((\alpha, P_1(u), \ldots, P_n(u))\) is the Drinfeld tuple associated to \( \mu(u) \) and \( g(u) \) is the unique series in \( 1 + u^{-2} \mathbb{C}[u^{-2}] \) such that the central series \( w(u) \) acts as the identity operator in \( V(\mu(u))^{w\sigma} \).

The next corollary provides a classification of finite-dimensional irreducible \( Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \)-modules, and it follows from the above classification of finite-dimensional irreducible \( X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \)-modules together with Proposition 2.12.

**Corollary 6.12.** The isomorphism classes of finite-dimensional irreducible \( Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \)-modules are parameterized by tuples \((\alpha, P_1(u), \ldots, P_n(u))\) satisfying conditions (1)-(3).

We now turn towards obtaining a result analogous to Corollary 6.4 for \( Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \).

Since the automorphism \( \psi^m_\sigma \) of \( X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \) fixes \( \psi(u) \), it induced an automorphism of the Yangian \( Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \) which is given by the assignment \( \Sigma(u) \mapsto A_\sigma \Sigma(u) A^t_\sigma \) - see (2.13). We also denote this automorphism by \( \psi^m_\sigma \). It is not difficult to see that the restriction of the irreducible \( X(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \)-module \( V(\mu(u))^{w\sigma} \), to the subalgebra \( Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \) is isomorphic to \( V^{w\sigma} \), where \( V \) is \( V(\mu(u)) \) viewed as a \( Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \)-module.

Given \( m \geq 0, 1 \leq i_1, \ldots, i_m \leq n \), and \( \alpha_{i_1}, \ldots, \alpha_{i_m} \in \mathbb{C} \), we can consider the tensor product of \( Y(\mathfrak{so}_{2n+1}) \) fundamental representations

\[
(6.17) \quad L(i_1; \alpha_{i_1}) \otimes \cdots \otimes L(i_m; \alpha_{i_m}).
\]

If \( m = 0 \) then we will identify this tensor product with the trivial representation of \( Y(\mathfrak{so}_{2n+1}) \). For each \( 1 \leq k \leq m \), let \( \xi_k \) be a highest weight vector of \( L(i_k; \alpha_{i_k}) \) and set

\[
\xi = \xi_1 \otimes \cdots \otimes \xi_m.
\]

If \( m = 0 \) the vector \( \xi \) is understood to be equal to \( 1 \in \mathbb{C} \), where \( \mathbb{C} \) is viewed as the space of the trivial representation of \( Y(\mathfrak{so}_{2n+1}) \). We can then consider the \( Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \) highest weight module

\[
(6.18) \quad Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \xi \subset L(i_1; \alpha_{i_1}) \otimes \cdots \otimes L(i_m; \alpha_{i_m}).
\]

**Corollary 6.13.** Let \( V \) be a finite-dimensional irreducible representation of \( Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \) with Drinfeld tuple \( (\alpha, P_1(u), \ldots, P_n(u)) \). Then

(a) \( V \) is isomorphic to the unique irreducible quotient of a module of the form (6.18) if and only if

\[
\alpha \leq \frac{N}{4} - \frac{4}{\ell_\alpha},
\]

(b) \( V^{w\sigma} \) is isomorphic to the unique irreducible quotient of a module of the form (6.18) if and only if

\[
\alpha \geq \frac{N}{4}.
\]

**Proof.** If \( V \) is isomorphic to the irreducible quotient of the module (6.18), Lemma 4.8 and Remark 4.9 with \( V(\mu(u)) = V(\mathcal{G}) \) imply that \( \alpha = \frac{N}{4} - \frac{4}{\ell_\alpha} \) where \( \ell_\alpha \) is non-negative integer. This proves the \((\implies)\) direction of (a).

Suppose now that \( V^{w\sigma} \) is isomorphic to the irreducible quotient of the module (6.18). By Corollary 6.10, \( V^{w\sigma} \) associated to the Drinfeld tuple \((\frac{N}{2} - \alpha, P_1(u), \ldots, P_n(u))\) where \( P_i(u) = P_i(u) \) for all \( i \neq 2 \) and \( P_2(u) \) is given by (6.12). Hence, the same argument as given in the previous paragraph shows that \( \frac{N}{4} - \alpha \leq \frac{N}{4} \), thus proving the \((\implies)\) direction of (b).

Now let us turn to proving the \((\iff)\) direction of (a) and (b), beginning with the former. Assume that \( \alpha \leq \frac{N}{4} \). Then the argument used to treat Case 1 of the \((\iff)\) direction of Theorem 6.11’s proof shows that there is a tuple of monic polynomials \( Q = (Q_1(u), \ldots, Q_n(u)) \) such that \( V \) is isomorphic to the irreducible quotient of \( Y(\mathfrak{so}_{2n+1}, \mathfrak{so}_{2n})^{tw} \xi_Q \subset L(Q) \), where \( L(Q) \) is the unique up to isomorphism \( Y(\mathfrak{so}_{2n+1}) \)-module with the Drinfeld tuple \( Q \) and \( \xi_Q \in L(Q) \) is a highest weight vector: see Theorem 2.3 and the two paragraphs immediately following it. The conclusion that \( V \) is isomorphic to the unique irreducible quotient of a module
of the form (6.18) now follows from the well-known result that \( L(Q) \) must be isomorphic to a subquotient of a \( Y(\mathfrak{osp}(2n+1)) \)-module of the form (6.17): see [AMR, Lemma 5.17] and [CP, Corollary 12.1.13].

If instead \( \alpha > \frac{1}{2}n \), then the argument of the previous paragraph can be used after replacing \( V \) by \( V^{\alpha} \) and using instead Case 2 of the \( (\Leftarrow) \) direction of the proof of Theorem 6.11. This yields that \( V^{\alpha} \) is isomorphic to the irreducible quotient of a module of the form (6.18).

\[ \square \]
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