Improving Tax Audit Efficiency Using Machine Learning: The Role of Taxpayer’s Network Data in Fraud Detection

Vardan Baghdasaryan\textsuperscript{a}, Hrant Davtyan\textsuperscript{b}, Arsine Sarikyan\textsuperscript{c}, and Zaruhi Navasardyan\textsuperscript{c}

\textsuperscript{a}American University of Armenia, Armenia; \textsuperscript{b}American University of Armenia, College of Business and Economics, Armenia; \textsuperscript{c}American University of Armenia, Center for Business Research and Development, Armenia

**ABSTRACT**

Using the universe of Armenian business tax payers operating under a standard tax regime, we develop a fraud prediction model based on machine learning tools, with gradient boosting as the primary choice. Having to deal with broadly defined fraud and heterogeneous taxpayers, as well as a relatively small sample, we successfully derive important features from tax returns with a minimum of additional information. Among the important fraud predictors, we obtain historical fraud and audit, share of administrative costs, and external economic activity. We see two main contributions with generalizable practical implications for auditing authorities. First, by focusing on the lift score of the top decile, we demonstrate that even moderately accurate models can improve upon existing accuracy of rule-based approaches. Second, and more importantly, we demonstrate that the information contained in the supplier and buyer network of the taxpayer can be used whenever important predictors of fraud such as historical audits and fraud are not available. This is particularly important for situations with newly established companies, who would otherwise be under-rated in terms of fraud probability.

**Introduction**

Detection of tax fraud or evasion remains one of the most important functions of public revenue agencies. Transition to electronic platforms for declaring and paying taxes, besides improving the quality and satisfaction from the public services, also provides an opportunity to utilize data-driven approaches toward fraud detection. Recent advances in machine learning and artificial intelligence applications have also largely impacted the landscape of tax and financial fraud identification techniques (Abrantes and Ferraz (2016), Ngai et al. (2011)). Importantly, these are also gaining importance in developing countries, where tax evasion is more pervasive and institutions are weaker (Fuest and Riedel 2009).
In this paper, we build a fraud detection approach using the administrative data set on tax returns from business entities in Armenia. The models are developed using the population of administrative data on tax returns and related taxpayer information regularly collected by the State Revenue Committee (SRC) of the Republic of Armenia. We focus on the subset of firms operating under the Value-Added Tax (VAT) and Corporate Income Tax (CIT) regime. The SRC maintains a detailed data set on tax audits, which are used to extract information on whether the taxpayer has been audited in the past and whether that audit resulted in fines payable. The database on audit and fraud used is retrospective and covers the period from 2006 up to 2020. The rest of the data include VAT monthly returns, CIT annual returns, and other taxpayer information, such as the number of employees and economic sector of activity. The data are annualized, and the model is trained to predict 2018 fraud and tested on 2019 unseen data.

Coping with the lack of nonfinancial data about the taxpayers and high heterogeneity of economic activity types and scales, we deploy a series of steps to obtain a reliable model that can also be applied when the historic behavior records of the taxpayer are absent. In particular, we apply information about fraud prevalence in the network of the taxpayer and test its ability to replace information about past behavior. We use tree-based ensemble model-gradient boosting machines to automatically capture the patterns of the data. Our model with the described approach outperforms the currently used risk-based system and most importantly is adaptive (the model can be updated with the availability of new data, unlike rule-based system, which requires manual updates).

Next, unlike traditional playfields for machine learning approaches characterized with a high-volume data, we face the opposite challenge. Country’s small size and large share of firms operating under simplified tax regimes considerably limit the number of taxpayers eligible for constructing a plausible fraud model. This requires serious efforts in extracting and constructing features that would possibly impact the potential fraudulent behavior. This combination of “structural” approach toward feature selection and machine learning models is not conventional, given that these models are in fact applied to capture possible nonlinearity and thus decrease the need of preliminary data manipulations.

Our work builds on fast growing literature on the application of machine learning and artificial intelligence (AI) to tax fraud, in particular, and financial reporting fraud detection, in general. Depending on data availability, the studies apply either supervised or unsupervised learning methods and in some cases, both. Supervised models, in their turn, are most commonly structured around binary or multiclass classification tasks, and usually, more than one classification techniques are deployed. Classification targets differ: Höglund (2017) uses linear discriminant analysis to predict tax
underpayments in Finland, which are not necessarily coinciding with fraud; Rahimikia et al. (2017) use neural network, support vector machine (SVM), and logistic regression (LR) classification models on Iranian taxpayer data to discriminate between misstating and nonmisstating taxpayers; Kim, Baik, and Cho (2016) again deploy a battery of classification models, but unlike others, with the purpose of categorizing financial restatements into three groups—regular, erroneous, or irregular. Some approaches also incorporate expert opinion or qualitative data within the overall framework of fraud prediction using machine learning (Hooda, Bawa, and Rana 2019 or Coita, Codruta, and Cioban 2021). Similar to the above-mentioned studies, we deploy different classification methods and draw conclusions based on the best performing one.

One of the specifications in the literature seems to be the focus on narrower types of fraud or homogenous economic activities: De Roux et al. (2018) focus on tax declarations by construction sites and González and Velásquez (2013) try to predict fraudulent invoices, while both are lacking the outcomes data and apply unsupervised learning techniques. Mittal, Reich, and Mahajan (2018) apply a random forest classification to the value-added tax (VAT) return reports for companies in India in order to increase tax compliance by identifying “bogus” (shell) firms, which can be later audited. They conduct classification between two groups of taxpayers: audited and identified as fraudulent and the rest. An anomaly detection approach is developed and applied by Vanhoeveld, Martens, and Peeters (2020) to identify potential fraud in VAT reporting among Belgian firms. To have even more homogeneity and increase the accuracy of the approach, the authors approach the task by considering economics sectors separately. We departure from this trend and approach fraud from a broader perspective. Our study provides a more general guideline to the tax authorities (similar to Didimo et al. (2020)), which simultaneously complicates the task of prediction by introducing sources of heterogeneity and makes our approach more generalizable.

Another challenge of our approach is the reliance on business tax administrative data. Unlike the fraud prediction with individual-level taxes, where information about tax base drivers (e.g. asset size verifiable by satellite data (Daley 2010) or social platform-evidenced spending (Srivastava 2017)) is available, business taxes leave almost no sources of externally detectible unusual behavior. To overcome this issue, we had to identify possible drivers of abnormal behavior using the existing data. While the literature highlights the importance of feature selection (Matos et al. 2020), and we also adapt a specific algorithm for that purpose, feature extraction is of central importance for our case. While tax returns data are used, we adapt approaches deployed in the literature—VAT-related features are constructed taking into account the feature extraction approach described in Vanhoeveld, Martens, and Peeters
(2020), general performance ratios similar to Rahimikia et al. (2017). In addition, we use first and second moments of firm transactions reflected in the invoices received and written out, as well as tax receipts issued on final sales (if relevant). We also used information that would capture productivity, abnormal growth, or unusual cost structure.

The baseline prediction models that we obtain demonstrate high dependence of prediction accuracy on taxpayer’s historic audit and fraud record. At the same time, in the environments where there are high firm entry and exit rates, this might be a problematic model in which characteristic and application of alternatively available data can mitigate this problem. Second, the framework that we utilized enabled comparison with current rule-based risk assessment accuracy performance. In this regard, even if the direct application of our model is not feasible due to possible legal limitations, the results can be used to improve the rule-based risk identification system.

In addition, the importance of historical audit and fraud in predicting misreporting creates a bias toward auditing aged taxpayers. Therefore, the other contribution of this paper is that we find it possible to replace the historical audit and fraud information (which is one of the boldest predictors of current fraud) with data on prevalence of fraud within the supplier and buyer network of the taxpayers. While the application of network information is not novel (González-Martel, Hernández, and Manrique-de-lara-peñate 2021), we use the fraud information in the network, rather than employing network information to explain misreporting. In addition, we demonstrate that information contained in the current network of the taxpayer is almost as informative as the past behavior of the taxpayer itself. From the practical perspective, we believe that the application of the network information will definitely mitigate such a bias and provide a basis for auditing younger firms.

Summarizing the major contributions of this paper, the following ones can be highlighted:

- Model features are constructed using insights obtained from relevant studies and complemented with a specific set of ratios, moments, and growth variables that could indicate abnormal economic outcomes. A custom developed feature selection method is used to get a manageable and meaningful subset of relevant variables.
- This paper offers an integral approach that is experimentally demonstrated to be superior to the currently used rule-based approach. The machine learning models that are employed in addition to the existing risk-based audit system can improve the targeting of audits.
• It is demonstrated that the network data can be almost as informative as historical fraud and audit data and thus alleviate the bias of the fraud model with respect to picking up relatively older firms for audits.

The rest of this paper presents the following: the institutional framework in which data are generated and current audit practices; methodological approach, highlighting both machine learning models applied and steps necessary to operationalize them in practice; data overview; and the results, followed by brief conclusions.

**Institutional Framework and Fraud Definition**

Armenia is a small open post-Soviet economy with an upper-medium national income, as per World Bank in 2019. In the same year, tax revenues constitute 22.2% of GDP and the indirect taxes constitute around half of the total tax income of the state budget (World Bank 2020). The estimated tax gap is 3.5% of GDP, and its considerable share is due to tax evasion and avoidance (Khwaja and Iyer 2014). Recent years are characterized by the massive introduction of electronic services. This has considerably improved the tax collection rate and general satisfaction from the revenue agency. Over the last ten years, Armenia’s ranking for Paying Taxes on World Bank’s Doing Business indicators has improved from 159 rank (out of 183) in 2011 to 52 (out of 190) in 2019 (World Bank 2019).

Tax audits remain one of the main tools to combat tax fraud and evasion. The typology and frequency of audits are quite diverse. But there are three main types of audits conducted by the respective SRC units – complex (budget) audits, revenue audits, and unregistered employees’ audits. These three types together represent almost 74% of all audits in 2018. Complex audits are conducted based on prepublished lists of around 1000 taxpayers annually. As the name suggests, the audit covers the whole spectrum of activities. The taxpayers subject to complex audits are derived based on a risk identification system. While the exact weights of applied criteria are non-disclosable, the regulation identifies 19 criteria used for categorizing the taxpayers into high-, medium-, and low-risk taxpayers. Among those are profitability, external economic activity, past audits’ results, variety of economic activity types, and others. According to the Tax Code, the annual complex audit plan should include 50% of taxpayers with high risk, 30% with medium risk, and 20% with low risk.
Revenue audits are conducted among the taxpayers issuing sales receipts to final consumers, and these are conducted without prior notice. Unregistered employee checks are also conducted on the spot without prior warning. Importantly, in the analysis that follows, whenever not indicated otherwise, no distinction between the audit types is made.

For the purposes of our study, in the baseline approach, we classify as fraudulent a taxpayer, which was fined as a result of an audit irrespective of its type. While in certain cases, this approach is straightforward (e.g. whenever the taxpayer was fined for not printing and providing the customer tax receipt), it is not a priori clear whether fines resulting from other types of audits in fact represent a purposeful tax evasion. Hence, we acknowledge the possible limitations of using labels provided by the SRC. In the methodology section, we outline how we implement alternative classification with the purpose of testing the robustness of the approach. Broadly defined, what we label here as fraud is in fact misreporting. The following table provides statistics on the type of audits and outcome per the classification approach described above for 2018 and 2019:

### Methodology and Data

The tax fraud detection problem has been approached using both unsupervised and supervised learning techniques. The former is typically used in environments when historical data on fraudulent behavior are missing. Yet, in order for unsupervised techniques to perform well, one should have access to company characteristics, which will allow grouping similar taxpayers together and extract behavioral patterns. Given the availability of historical information on fraudulency from past audit performances, in this paper, we approach the fraud prediction problem as a binary classification task. The target variable is defined as the observed violations in a certain calendar year $t$ (e.g. year 2019), while all the independent variables are observed during the preceding years $|t-i| \geq 1$. This ensures that the temporal dependency is respected and allows the users of the model to get insights into the likelihood of fraud for the upcoming year using current data.

The fraud prediction approach that we adopt follows the following steps.

1. **Feature extraction and selection.** Building upon the literature reviewed, we implement extensive feature engineering in these data and create new features describing the performance of a company. We use economics of tax evasion to capture possible objects subject to vulnerability, as well as the accounting standards and conventions for finding out where report manipulations might be perceived less risky by the taxpayers. The newly created features can be grouped into three broadly defined categories: ratios, data moments, and growth features. Ratios are obtained by
combining data coming from different types of tax returns and are meant to gauge different aspects of firm performance. Among others, we calculate the share of exempt and zero VAT turnover in total sales, as well as share of administrative, direct, and indirect costs in total costs, respectively. Similarly, we derive measures of productivity and profitability. Productivity is proxied by total revenues per employee, and profitability is the ratio of taxable profit to total revenues. The second group of variables is meant to capture the size and volatility of taxpayers’ operations. For this purpose, we calculate the mean and standard deviations for the number and amount of tax receipts when the sales are made to final consumers and invoices when these are made to other businesses. The third set of variables is meant to measure taxpayers’ growth pattern. For these purposes, we obtain employee average growth over the years, tax receipt (invoice) number, and amount year on the year growth rate for two preceding years.

In addition, we deploy a custom developed recursive feature elimination procedure to make the model simpler and to select the most important variables. More specifically, the feature or the group of features with the lowest score are eliminated at each step. The score is the same as we choose for assessing the model performance (see step 2). The approach continues to remove features if after the elimination, the model score is not significantly reduced and stop whenever the drop reaches the maximum threshold. The key point here is that after each step of elimination, the model hyperparameters are tuned with the Bayesian hyperparameters tuning algorithm, and the model is optimized based on current features.

(2) Modeling approach. Given the nature of the problem, we hypothesize that fraudulent taxpayers represent a certain segment of taxpayers that can be identified using a simple or complex set of rules. As a result, we envisage supervised segmentation techniques such as logistic regression and tree-based algorithms—decision tree, random forest, and gradient boosting—to provide the most competitive results. While tree-based algorithms do not need any data scaling approach for modeling, we implemented a standard scaling (variable standardization by removing the mean and scaling to unit variance) only for logistic scaling. In order to find the best technique, we applied various methods and based on their performance results, gradient boosting machines outperformed other approaches. The models in the gradient boosting machine are building sequentially, and each of these subsequent weak learner models (decision trees) try to reduce the error of the previous ones. The other main advantage of the algorithm is that each node takes a different subset of features, so that they will be able to find different signals from the data. It is done by building the new model over errors or residuals of the previous
predictions. The purpose is to determine if there are any patterns in the error that is missed by the previous model. Two target variables are predicted:

2.1. Audit model – the audit model can be used to extract audit rules and compare them with fraud model rules. This step has a practical implication as it can be easily used by the relevant decision-makers to upgrade the “rules” in the current rule-based system. Also, a good audit model helps to see whether the newly identified and potentially fraudulent taxpayers would otherwise be audited if the current system was applied. In other words, the audit model assists to validate the practicality of the fraud model in terms of identifying new taxpayers, which can also be subject to tax evasion. The target variable of the audit model is equal to 1 if in the year considered, the taxpayer has undergone any audit type, and zero otherwise.

2.2. Fraud model—main objective of the paper. This model is expected to be deployed together with the existing risk-based audit system to refine the suggestions made by the rule-based approach. The baseline target variable of the fraud model is described in Section 2 – we classify as fraudulent a taxpayer, which was fined as a result of an audit irrespective of its type. An alternative approach is deployed when testing for the robustness of the results in step 4.

(3) Performance evaluation. The choice of the overarching evaluation metric for model performance rests on the fact that auditing authorities face trade-off between identifying as much fraudulent firms as possible and efficiently using scarce audit budgets. In this regard, using measures focused solely on true positives (e.g. recall) or true negatives (e.g. specificity) cannot reflect that trade-off. Therefore, we use the area under the receiver operating characteristic curve (AUC ROC) as a primary measure to evaluate and compare the performance of different models. This decision is mainly centered on the fact that AUC ROC considers both false positives and false negatives, which are also independent of the cutoff value of classification thresholds. Yet, we also report individual measures such as recall (sensitivity) and precision values. The reported scores are measured independently on both train and test data sets to provide the opportunity of bias variance comparison.

(4) Robustness. We test the validity of the described approach by considering an alternative definition of the target variable. While in the baseline model, we label as fraudulent any incidence of payment made by the
Table 1. Number of audits and incidence of fraud by main audit types and in total.

| Audit                        | 2018       | 2019       |
|------------------------------|------------|------------|
|                              | Audit     | Fraud     | Fraud rate, % | Audit | Fraud | Fraud rate, % |
| Tax receipt audits           | 1,561     | 1,197     | 77%         | 1,473 | 986   | 67%         |
| Unregistered employee audits | 374       | 291       | 78%         | 500   | 341   | 68%         |
| Budget (comprehensive) audits| 978       | 762       | 78%         | 605   | 284   | 47%         |
| Other audit types            | 2,064     | 1,252     | 61%         | 2,673 | 1,144 | 43%         |
| Overall total                | 4,977     | 3,502     | 70%         | 5,251 | 2,755 | 52%         |

Note: Here, we include the number of audits and not the unique number of companies that a given company can appear several times.

taxpayer as a result of tax audit, a less restrictive approach is considered. In particular, we run models where target variable fraud is value 1 only if the amount of penalties payable exceeds 1% of monthly revenue (given that under a simplified regime when paying turnover tax companies 3% of the revenue, we consider 1% to be a meaningful threshold). More minor payments are labeled as no fraud. Another limitation of our methodology is the absence of discrimination between various audit types considered. Unfortunately, the small number of observations makes it impossible to test the model even for the all main audit types of Table 1 separately; we run it for the most frequent audit—tax receipt audits. In this version, the target variable is defined as fraudulent only as a result of tax receipt audits.  

(5) Model deployment for actual audit implementation. Driven by resource limitation, SRC has a certain constraint on the total number of enterprises to be audited during a given calendar year. Thus, the problem itself can be defined as a ranking task with the objective of ordering the taxpayers starting from the most likely to commit a tax fraud or violation to the least likely. This will allow the auditing agency to easily extract the list of taxpayers with the highest likelihood of committing fraud and target them for audit. We expect to achieve increased audit precision given the same constraints on resources. Additionally, the ranking allows us to identify top and bottom deciles of taxpayers in terms of their likelihood to evade, which is further used to capture and explain tax evasion behavioral patterns. In order to quantify the benefit of the suggested model performance and conduct a fair comparison with the existing approach, we use the lift score. The taxpayers identified for audit by the existing risk-based system are all considered at the same level, without any internal ranking. This is equivalent to the assumption that they are randomly selecting taxpayers from a predefined list. The lift score shows how many times the model-based selection is better over such selection. In this case particularly, when focusing on top decile, the score will show how many times more fraudulent taxpayers can be
identified, given the same number of audits compared to a random (currently applied) approach. Thus, the value of lift score shows the relative gain achieved by model-based decision-making compared to random selection of records.

Steps through 1 to 5 define the sequential order of the approach. The following methodological step can be implemented as an alternative or addition to steps 1 and 2.

(6) **Using network data.** Building high-performance machine learning models is part of the work. As the results will be obtained later on, the performance of the model highly depends on the availability of historical information on audits conducted for the certain taxpayer. Yet, the limited resources of SRC result in many taxpayers not being audited over time, which, in its turn, decreases the usability of the machine learning model. In order to bridge the gap created by the absence of taxpayer history, in this paper, we evaluate the value added from incorporating taxpayers’ suppliers and buyers’ network history as an additional covariate. The procedure follows three simple steps. First, we remove taxpayer history information from the model to show the reduction of model performance. Second, we use data from corporate transactions to assess the history of fraudulency and business operations of the players in the company’s network. Third, we incorporate this information in the model as a set of additional independent variables to observe to what extent the model performance is regained.

![Figure 1. Fraud prediction approach using machine learning. Note: Numbering corresponds to the steps outlined in the Methodology and Data section.](image-url)
The overall outlined methodological approach is summarized in Figure 1.

We experiment with our suggested framework on the universe of all profit and VAT tax payers registered in the SRC system in 2018 (run on 2017 and earlier features) and 2019 (run on 2018 and earlier features). The resulting data set consists of 23,526 tax payers.¹⁰

The overall data set (for 2019) includes 2,779 profit taxpayers who were audited (~12% of all). Among them, 45% (1261 taxpayers) were identified to be fraudulent and 55% (1518 taxpayers) nonfraudulent (using the baseline definition of fraud).

The information available on each business taxpayer includes the corporate income tax annual reports, quarterly VAT reports, monthly aggregated data on tax receipts (issued to final consumers) and/or invoices received/sent (amounts and quantities), information on the number of employees (at regular intervals), and type of economic activity.

Applying the feature extraction and selection approach described in Step 1 of the methodology section, we obtain 29 predicting variables. Either definitions or formulas used to derive them are available in appendix Table A2.¹¹ Table 2 summarizes descriptive statistics for selected variables for the overall sample, as well as broken down by fraudulent and nonfraudulent taxpayers. The selected features are among the top ones considered influential by the Shapley values of the final model.

It is interesting to note based on Figure 1 that relative distribution of audited companies is not significantly different based on the years of operation, except for newly established ones (as these data only include audited companies, the total number is the same as the total number of audits). However, the taxpayers with the longest duration in the market are more prone to exercise fraudulent behavior.

| Table 2. Mean values of selected predictors of audit and fraud used in the study. |
|---------------------------------------------------------------|
| Features | Positive Fraud | No Fraud |
| Min | Max | Median | Mean | St. Dev | Min | Max | Median | Mean | St. Dev |
| Historical fraud frequency | 0.00 | 65.00 | 8.00 | 12.80 | 13.20 | 0.00 | 46.00 | 4.00 | 7.30 | 8.90 |
| Admin cost (%) | 0.00 | 1.00 | 0.00 | 0.10 | 0.10 | 0.00 | 1.00 | 0.10 | 0.10 | 0.20 |
| VAT ratio 5 | 0.00 | 7303.90 | 1.30 | 16.30 | 236.40 | 0.00 | 42059.30 | 1.60 | 85.40 | 1535.20 |
| Supplier invoices count | 0.00 | 53491.20 | 17.90 | 585.70 | 2730.70 | 0.00 | 18950.50 | 6.00 | 146.10 | 874.70 |
| Tax receipt audit frequency | 0.00 | 44.00 | 2.00 | 2.90 | 4.00 | 0.00 | 23.00 | 0.00 | 1.60 | 2.80 |
| Profitability | −0.90 | 1.00 | 0.00 | 0.10 | 0.10 | −1.00 | 1.00 | 0.00 | 0.10 | 0.20 |
| VAT ratio 1 | 0.00 | 1.00 | 0.00 | 0.10 | 0.30 | 0.00 | 1.00 | 0.00 | 0.20 | 0.40 |
| Productivity (mln. AMD) | 0.00 | −13.90 | 26.32 | 47.63 | 0.00 | −12.79 | 47.10 | 262.36 |
| Employee growth (2017–2018) | −0.90 | 120.90 | 0.10 | 0.40 | 3.50 | −1.00 | 73.70 | 0.00 | 0.40 | 3.00 |
| Small firm dummy | 0.00 | 1.00 | 0.00 | 0.40 | 0.50 | 0.00 | 1.00 | 0.00 | 0.40 | 0.50 |

Note: Productivity is measured in annual terms and local currency unit. Maximum probability is not reported as the large firms can be identifiable.
In terms of sectors of economic activity, audits are much more often in the wholesale and retail trade (Figure 2). This reflects the fact that this type of economic activity is the most common in the country. At the same time, in spite of a small number of audits in some sectors, they have a very high fraud percentage, similar to the largest sector.

Another observation is that past audits and fraud occurrences are highly correlated with fraud incidence in 2019 (Figure 3). When we turn to the incidence of fraud, past occurrence of fraud seems to be an important factor associated with fraud in 2019. Moreover, historical audits influence probability of fraud although its marginal effects are much smaller, which is expected. Note that this probability of fraud predicted in Figure 3 is actually on the subset of audited taxpayers only.

Results

Audit Model

We start by looking at the results of the audit model. It aims to obtain a model, which will approximate to current (not disclosed) audit rules. Following our methodology, we build models using 4 different approaches as reported in

| Model                | Audit Model ROC AUC on the 2018 test | ROC AUC on the 2018 test | ROC AUC on the 2019 test | 2018 test LIFT_1 | 2019 LIFT_1 |
|----------------------|--------------------------------------|--------------------------|--------------------------|------------------|-------------|
| Logistic regression  | 0.91                                 | 0.69                     | 0.69                     | 1.26             | 1.49        |
| Decision tree        | 0.94                                 | 0.67                     | 0.65                     | 1.13             | 1.49        |
| Random forest        | 0.94                                 | 0.69                     | 0.7                      | 1.39             | 1.62        |
| Gradient boosting    | 0.95                                 | 0.71                     | 0.73                     | 1.37             | 1.85        |

Note: ROC AUC, accuracy, precision, and recall of both train and test performances for the Fraud model are reported in Table A2, for the winner (Gradient Boosting) model for both 2018 and 2019 years.
Appendix Table A3. The results show that the model using gradient boosting machines (XGBoost implementation) is superior in terms of out-of-sample performance as measured by ROC AUC. The model achieves almost 95% ROC AUC, which is good enough to provide accurate probability estimates for meeting the objective, mimicking the current audit rules, and obtain prediction of taxpayers that would be audited if the current system is used. Table 3 summarizes the performance of the gradient boosting model.

**Fraud Baseline Model**

Still, our central task is the development of a fraud classification model. In this case as well, 4 different fraud classification methods with various specifications were experimented. Whenever applicable, the hyperparameters were chosen based on the grid search results, which is used to find the optimal hyperparameters of a model, which is the most ‘accurate’ predictions. Table 3 provides the summary of evaluation metrics of the experimented methods. Gradient boosting outperforms the other tested approaches in terms of ROC AUC for both 2018 and 2019 and has achieved the 2nd best and top 1st decile lift scores for 2018 and 2019, respectively. Therefore, we consider Gradient Boosting as the final/winner model. It shows 71% ROC AUC in general.

While the predictive accuracy of the model can seem to be low, it is still comparable with the evidence obtained from other studies. Didimo et al. (2020) report 75% accuracy in terms of ROC-AUC with a random forest classifier for fraud classification. The results of this paper are quite comparable with ours as the context and modeling algorithms (both are tree-based models) are similar, but they have much larger data set and a more elaborated fraud detection strategy and tools. The predictive power of the model suggested by Rahimikia et al. (2017) is higher, around 0.80. The authors use the full package
of financial reports of the taxpayer to detect fraud, while in many cases, including ours, financial information was not available fully and the tax reports do not fully characterize financial standing of the taxpayer. Overall, the analysis shows that around 70–80% ROC-AUC score for tax fraud detection is an acceptable range in the literature.

Next, the models were applied to 2019 unseen data, in order to check how general is the chosen approach and for having confidence for accurate predictions of 2020 fraud cases based on the updated 2019 model. As can be seen from Table 3, the results of the 2018 test set and 2019 validation are quite similar, and therefore, it was decided to retrain and update the model based on the 2019 data set.

As it can be inferred from Figure 5, historical fraud frequency and share of administrative costs in overall expenses of the taxpayer are important predictors in the fraud model. Interestingly, the information contained in VAT returns, which are represented by VAT exempt share of revenues, as well as various ratios derived from the form (coded as VAT ratios, 3, 4, and 5), also provides major input into the classification of fraudulent activities. It is important to highlight that overwhelming majority of these important variables are derived measures (ratios, moments, and growth variables obtained at the data manipulation stage), which again highlights the importance of understanding the connection between unusual patterns of accounting and economic variables and possible fraud.

Models of Fraud with Alternative Definitions

Table A4 of the Appendix reports the results of the two alternative models that we run using alternative fraud definitions outlined in Methodology step 4. As the results suggest, while assuming that minor penalties are not associated with fraud does not considerably impact the accuracy of the model, focusing on specific audit results impairs the results. This confirms the already emphasized limitation of our approach – necessity to consider all audit (hence fraud) types together. One way to overcome this shortcoming would be to pull together data from various years together and increase the sample size.

Baseline Fraud Model Deployment Results

Given the limitation of having predominantly tax reporting information of taxpayers, as well as covering all types of economic activities, the fraud models, as expected, are not very precise. Yet, we suggest a framework for implementing fraud models that is believed to provide the opportunity of accurate identification of potentially fraudulent taxpayers that otherwise would not be audited. Below are the steps for the suggested implementation framework.
• The first step is to learn the probability cutoff value above which the model results in confident and accurate predictions. As an estimate for this threshold, we propose to use the minimum probability of top decile, but this is not a critical element.
• The second step is to apply the fraud model to estimate the probability of tax evasion for all the taxpayers, also the one that has not been audited.
• Third, choose only taxpayers who have probability estimates above the calculated threshold value. This will be the set of taxpayers who the model is very confident in being fraudulent.
• Finally, and only for validation purposes, the audit model can be applied to see whether these taxpayers would be otherwise audited by the current system.

The implementation of the suggested framework on the historical data (2019 audits) showed that there are 2,504 taxpayers that the model selects at the third step, but only 1,399 of them are captured as positives by the audit model (i.e. only 1,399 would be considered for audit). We also have access to actual audit outcomes for 2020, which are compared against the model prediction. Indeed, if we focus on the 1st decile of the model prediction, the audit accuracy is 62% compared to the average detected fraud rate of 45% (Table 4). Moreover, we have utilized the ability of the taxpayers to submit corrections for already provided tax reports. According to SRC specialists, there is a certain degree of correlation between the frequency and among corrections and propensity of the taxpayer to submit misstated reports. Hence, the higher incidence of (or higher amount of) corrections submitted for those predicted by the model to be fraudulent also serves as an additional validation for the model efficiency in practice. According to analysis jointly conducted with SRC, we have identified that 59% of taxpayers marked by SRC risk-based system as high-risk submitted corrections, whereas 86% of taxpayers both marked by

| Prediction probability decile | Audit model results* | Fraud model results |
|--------------------------------|----------------------|---------------------|
|                                | Number of taxpayers  | Decile probability average | Audited companies in 2020 | Fraud detected | Audit accuracy by deciles |
| 1                              | 580                  | 0.677                | 1125 | 696 | 62% |
| 2                              | 138                  | 0.265                | 386  | 178 | 46% |
| 3                              | 49                   | 0.097                | 236  | 93  | 39% |
| 4                              | 23                   | 0.04                 | 48   | 21  | 44% |
| 5                              | 7                    | 0.019                | 5    | 1   | 20% |
| 6                              | 0                    | 0.01                 | 66   | 23  | 35% |
| 7                              | 1                    | 0.008                | 78   | 22  | 28% |
| 8                              | 0                    | 0.008                | 190  | 63  | 33% |
| 9                              | 0                    | 0.007                | 134  | 20  | 15% |
| 10                             | 0                    | 0.007                | 273  | 36  | 13% |
| **Total taxpayers:** | **798**              | **2541**             | **1153** |        | **45%** |

*Audit model presents predictions only for comprehensive (budget) audit plans.
Table 5. Taxpayer’s network (supplier and buyer) characteristics used in the fraud model.

| Feature                                           | Value by Fraud | Value by No Fraud |
|---------------------------------------------------|----------------|-------------------|
| Average audit among buyer partners                | 0.35           | 0.32              |
| Average fraud among supplier partners             | 0.29           | 0.21              |
| Total number of audits among supplier partners    | 22.75          | 14.82             |
| Average audit among supplier partners             | 0.48           | 0.40              |
| Maximum number of supplier transactions           | 78.14          | 58.76             |
| Average number of supplier transactions           | 7.45           | 5.45              |
| Minimum amount of buyer transactions              | 2,129,537.20   | 5,856,382.51      |
| Number of buyer partners                          | 194.41         | 71.35             |
| Average amount of supplier transactions           | 3,689,081.28   | 5,763,190.09      |
| Maximum amount of buyer transactions              | 89,163,224.52  | 173,719,256.30    |

Note: Transaction amounts are in Local currency units.

SRC risk-based system as high-risk and predicted by the fraud model to be in the 1st decile of fraud probability did the same. This confirms that deploying our fraud model in addition to the existing audit approach improves the results.

As it can be inferred from the table, the Audit model captures quite well the current approach of the SRC.

**Network Fraud Model**

As mentioned above, one of our main contributions is that we find it possible to replace the historical audit and fraud information with the network behavior. For the purposes of this analysis, we nominate as the network the direct trade partners (buyers and suppliers) of the particular company. Our analysis indicates that the taxpayers having fraudulent partners are more prone to be fraudulent themselves and vice versa.

While all the transactions between the taxpayers are channeled through the electronic invoicing system, in all the situations where the transaction’s party is not final consumer, it is possible to obtain information about the counterpart, including its performance and behavior. In more technical terms, we separate the invoice data set into supplier

Table 6. Comparison of fraud model performance with the exclusion of historical data and inclusion of taxpayer’s network information.

| Feature                                    | Baseline Fraud model | Baseline Fraud model without historic features | Model with network features |
|--------------------------------------------|----------------------|-----------------------------------------------|-----------------------------|
| ROC AUC                                    | 0.730                | 0.712                                         | 0.724                       |
| First decile lift score                    | 1.85                 | 1.75                                          | 1.79                        |
| Number of features                         | 29                   | 21                                            | 31                          |
| Features removed/added                     |                      |                                               |                             |

Historical audit and fraud, number of employees annual growth
Supplier/buyer network audit, fraud, and transaction characteristics
and buyer components of the taxpayer under consideration and then obtain some aggregated features for each of these two groups. Importantly, we combine the partner information with the historical audit data set and generate new features characterizing the network

Figure 4. Effect of historical audits and frauds on probability of fraud in 2019.

Figure 5. SHAP values for the variables used in the baseline fraud model. Note: variables are ranked in descending order in terms of their predictive power. Positive and negative values along the horizontal axis represent the direction and size of effect on the probability of fraud. The color shows whether the value of a given variable is high (red) or low (blue) for that observation. For example, a high level of the “historic fraud” has a high and positive impact on the probability of fraud.
fraud and audit frequency, such as the average number of fraud cases in the supplier segment. The complete set of features derived from network information is available in Table 5. It not only goes beyond the incidence of fraud in the network but also measures networks activity in terms of transaction, its size, and other related characteristics. The data are presented separately for taxpayers who are positive and negative on fraud incidence.

All the data in the fraud model that pertained to historical information of the taxpayer are removed and replaced with these network data. This approach solves the issue of age bias because it enables unbiased fraud evaluation for newly opened companies, as well as already established ones. Table 6 summarizes the model performance metrics of the baseline fraud model estimated, the model without historical information, and the model augmented with network data. As it can be inferred from Table 6, network information recovers the major part of predictive power as measured by ROC AUC.

Analysis of SHAP values similar to our baseline model confirms the assumption about importance of fraud in the network (in particular supplier) of the taxpayers. This might indicate that the decision of engaging into tax evasion is not always purely determined within the firm but can also be an outcome of wider equilibrium engaging a specific supply chain.

**Conclusions**

We have tried to develop a tax fraud classification model in an environment characterized with a number of constraints and limitations, such as high heterogeneity and a small number of taxpayers (observations) and limited data on the drivers of potential tax base.

While our baseline fraud model has relatively modest accuracy, we operationalize it by restricting attention to top decile of predicted probabilities. According to our result, the fraud rate at the top is about 1.85 times higher compared to the average observed one. Our inference framework enables us to obtain estimates of relative importance of the model features. This information can be used by the risk management division to upgrade the rules currently implemented for the risk management system and to focus on top-ranked taxpayers, thus saving resources.

More importantly, we demonstrate that using data on fraud in the immediate network of suppliers and the buyers of the taxpayer under consideration is almost as informative as its historical records on audit and its outcomes. The implication of this result is the mitigation of the bias toward suggesting tenured taxpayers that the fraud model has its reliance on historical fraud and audit information.
Our approach also has a number of important limitations. Most serious of them is the neglecting of diversity in audit typology, which eventually is also reflected in the type of fraud being identified. In this regard, we can say very little about the importance of the fraud predicted in terms of the recoverable funds for budget revenues. It also excludes the possibility to use more granular, transaction-level data, which obviously would enrich the analysis.

There are further possibilities to improve the performance of fraud classification models. One direction would be to focus on a certain type of audit and dig deeper into tax returns and their structure focusing on the respective data input fields. In addition to that, it is possible to utilize unsupervised learning techniques (De Roux et al. 2018) that have demonstrated to work with a homogenous taxpayers’ database. Finally, an interesting extension would be to actually investigate the results of the “natural experiment” that is currently being implemented with around 800 taxpayers being audited and compare the actual fraud rate with the one predicted by the fraud models obtained in our study.

Notes

1. Firms with an annual revenue of less than a certain threshold value reported in the previous year (around USD108,000 for 2019) could opt to operate under the simplified taxation regime and instead of VAT and CIT pay unified turnover tax.
2. What we dub here fine is a combination of actual sanction payments and unpaid tax recovered.
3. Subsequently, it is trained also for 2019 and tested for 2020 data.
4. Here, we do not refer to standard feature transformations, like transforming to normality, uniform/arbitrary distribution, or variable stabilization.
5. For a structured review of literature on machine learning applications in fraud detection, an interested reader can refer to Ngai et al. (2011).
6. \[ \text{Recall} = \frac{\text{True Positive}}{\text{True positive} + \text{False negative}} = \frac{\text{Fraud correctly identified}}{\text{Fraud correctly identified} + \text{Fraud not identified}} \]
\[ \text{Precision} = \frac{\text{True Positive}}{\text{True positive} + \text{False positive}} = \frac{\text{Fraud correctly identified}}{\text{Fraud correctly identified} + \text{Diligent taxpayers labeled as fraudulent}}. \]
7. The data set is randomly divided into two parts by assigning 75% to the train set and 25% to the test set.
8. We thank anonymous referee for the suggestion to consider these robustness checks.
9. Even if such a ranking exists at the audit rules level, auditing bodies are provided with the audit lists without such a ranking.
10. To comply with tax secrecy laws and regulations, all the data are anonymized, are stored on the premises of SRC, and cannot be provided to third parties.
11. Exact formulas for predicting variables are not provided in order not to reveal excessive information to taxpayers who can use these formulas jointly with feature importance reported below to avoid being.
12. For the sake of space, the SHAP value figure is not reported here.
13. To comply with tax secrecy regulations, not all the feature and not exact formulas are reported.
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Appendix

Table A1. NACE Rev. 2 economic activity code key for Figure 3

| Code | Description |
|------|-------------|
| B    | Mining and quarrying |
| C    | Manufacturing |
| D    | Electricity, gas, steam, and air conditioning |
| E    | Water supply, sewerage, waste management, and remediation activities |
| F    | Construction |
| G    | Wholesale and retail trade and repair of motor vehicles and motorcycles |
| I    | Accommodation and food service activities |
| H    | Transportation and storage |
| J    | Information and communication |
| K    | Financial and insurance activities |
| L    | Real estate activities |
| M    | Professional, scientific, and technical activities |
| N    | Administrative and support service activities |
| O    | Public administration and defense and compulsory social security |
| P    | Education |
| Q    | Human health and social work activities |
| R    | Arts, entertainment, and recreation |
| S    | Other service activities |
| T    | Activities of households as employers; undifferentiated goods- and services- producing activities of households for own use |
| U    | Activities of extraterritorial organizations and bodies |

Table A2. Feature definitions

| Feature name                  | Feature description or calculation formula |
|-------------------------------|--------------------------------------------|
| Historical fraud frequency    | The number of historical cases that the taxpayer was fined as a result of audit |
| Admin cost (%)                | The ratio of administrative costs over total costs of the taxpayer |
| Tax receipts audit frequency  | The number of historical tax receipt audits of the taxpayer |
| VAT ratios (1, 4, and 5)       | Ratios derived from VAT return form that show various relationships between export, import, total sales, and refunds claimed thereon. |
| Supplier invoices count       | Number of invoices that the taxpayer provided to its buyers |
| Profitability                 | The profitability of the taxpayer as the ratio of the profit over total revenue |
| Employee growth               | The change of the number of employees in (year on year) |
| Productivity                  | The ratio of the revenue over the number of employees, showing the average revenue generated by an employee |
| Buyer invoices count          | The number of invoices that the taxpayer was provided for its purchases |
| St. deviation of monthly receipts count | The standard deviation of the number of the monthly tax receipts |
| Small firm dummy             | If the number of employees is between 10 and 50 then 1 and otherwise 0 |
| Tax receipts average monthly count | The average of the number of monthly tax receipts |
| Budget audit frequency        | The number of historical budget audits of the taxpayer |
| Average monthly receipts      | The average of monthly tax receipts amount |
| Trade sector                  | If the taxpayer is in the trade sector, then 1 otherwise 0 |
| Buyer invoice average amount  | The average amount of the invoices that the taxpayer provided for its purchases |
| St. deviation of monthly receipts amount | The standard deviation of monthly tax receipts amount |
Table A3. Results of Audit Classification models

| Metric                  | Audit               | Fraud               |
|-------------------------|---------------------|---------------------|
|                         | Logistic Regression| Decision Tree       |
| ROC AUC on train        | 0.920               | 0.948               |
| ROC AUC on test         | **0.908**           | **0.935**           |
| Recall on train         | 0.872               | 0.896               |
| Recall on test          | 0.853               | 0.864               |
| Precision on train      | 0.428               | 0.478               |
| Precision on test       | 0.432               | 0.470               |
| Train accuracy          | 0.834               | 0.861               |
| Test accuracy           | 0.832               | 0.853               |
| LIFT: 1st decile       | 1.34                | –                   |

Table A4. Robustness: Alternative definitions of target fraud variable

| Robustness               | Fraud >1% of monthly revenue | Fraud for sales receipt audit only |
|--------------------------|------------------------------|-----------------------------------|
|                          | Train                        | Test                             |
|                          | Train                        | Test                             |
| ROC-AUC                  | 0.79                         | 0.73                             |
| Precision                | 0.71                         | 0.62                             |
| Recall                   | 0.4                          | 0.34                             |
| Accuracy                 | 0.74                         | 0.71                             |
|                          | 0.64                         | 0.61                             |
|                          | 0.57                         | 0.58                             |
|                          | 0.83                         | 0.85                             |
|                          | 0.57                         | 0.58                             |