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Abstract

We present a positivity preserving variational scheme for the phase-field modeling of incompressible two-phase flows with high density ratio and using meshes of arbitrary topology. The variational finite element technique relies on the Allen-Cahn phase-field equation for capturing the phase interface on a fixed mesh with a mass conservative and energy-stable discretization. Mass is conserved by enforcing a Lagrange multiplier which has both temporal and spatial dependence on the solution of the phase-field equation. The spatial part of the Lagrange multiplier is written as a mid-point approximation to make the scheme energy-stable. This enables us to form a conservative, energy-stable and positivity preserving scheme. The proposed variational technique reduces spurious and unphysical oscillations in the solution while maintaining second-order spatial accuracy. To model a generic two-phase free-surface flow, we couple the Allen-Cahn phase-field equation with the Navier-Stokes equations. Comparison of results between standard linear stabilized finite element method and the present variational formulation shows a remarkable reduction of oscillations in the solution while retaining the boundedness of the phase-indicator field. We perform a standalone test to verify the accuracy and stability of the Allen-Cahn two-phase solver. Standard two-phase flow benchmarks such as Laplace-Young law and sloshing tank problem are carried out to assess the convergence and accuracy of the coupled Navier-Stokes and Allen-Cahn solver. Two- and three-dimensional dam break problem are then solved to assess the scheme for the problem with topological changes of the air-water interface on unstructured meshes. Finally, we demonstrate the phase-field solver for a practical problem of wave-structure interaction in offshore engineering using general three-dimensional unstructured meshes.
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1. Introduction

Multiphase flows of two immiscible fluids are encountered in many industrial applications ranging from small scale droplet interactions [1], phase separation and microstructural evolution in materials [2], bubbly and slug flows in oil and natural gas pipelines to free-surface ocean waves in the marine environment [3, 4]. The effects of multiphase flows are crucial from industrial point of view since they directly affect the design and optimization of the structures subjected to the interfacial flow conditions. Therefore it is essential to understand these effects physically and numerically to have improved structural designs and safer operational conditions. Of particular interest to the present work is the robust and efficient two-phase modeling of free-surface ocean waves to predict the air-water interface and the hydrodynamic forces on submerged offshore structures.

The numerical treatment of two-phase flow involving immiscible fluids poses certain challenges owing to the physical complexity in the representation and evolution of the phase interface [5]. The representation of the continuum interface between the two phases can be considered by either interface tracking or interface capturing techniques. For interface tracking, a boundary between the two fluid sub-domains is explicitly tracked, for example, front tracking [6] and arbitrary Lagrangian-Eulerian [7] methods. While these methods can accurately locate
the interface position by tracking the moving boundary or markers on the interface, they may lead to difficulties for relatively larger interface motion and topological changes. During the topological changes, re-meshing can be computationally expensive for interface tracking methods in three-dimensions. In interface capturing, no explicit representation of the interface is considered, instead the interface is represented implicitly using a field function throughout the computational domain on an Eulerian grid, such as level-set, volume-of-fluid and phase-field approaches. Through an implicit evolution of the interface field function, topological changes such as merging and breaking of interfaces can be naturally handled by interface capturing methods. During the evolution of interface, the discontinuous nature of physical quantities such as density, viscosity and pressure can also pose difficulties during the numerical treatment of the interface. In particular, these discontinuities in the properties can lead to unphysical and spurious oscillations in the solution which can lead to unbounded behavior. The background fixed mesh has to be sufficiently resolved to capture these discontinuities leading to high computational cost. Furthermore, surface tension or capillary forces along the interface have to be accurately modeled. Several models have been discussed in the literature to evaluate the surface tension, one of which is the continuum surface force method [8]. The conservation of mass is another challenge which is crucial to obtain accurate solution of the multiphase flow.

Among the types of interface capturing methods, the level-set and volume-of-fluid (VOF) are the most popular methods. The VOF method utilizes a volume of fluid function to extract the volume fraction of each fluid within every computational cell. While the VOF method conserves mass accurately for incompressible flows, the calculation of interface curvature and normal from volume fractions can be quite complex due to interface reconstruction [9, 6, 10]. In addition, the smearing of the interface by numerical diffusion causes additional difficulty. On the other hand, the level-set approach allows to have a non-smearred interface by constructing a signed-distance function (level-set function) of a discretization point to the interface [11]. The zero-level-set of the distance function provides a sharp interface description and the curvature of the interface can be approximated with high accuracy. However, the level-set method does not conserve mass. The reasons behind the inability of level-set to conserve mass are numerical dissipation introduced due to discretization and re-initialization process to keep the level-set function as a signed distance function [12]. Although methods including high order discretization scheme [13], improved re-initialization [13, 14, 15], coupled particle tracking/level-set [16, 17, 18] and coupled level-set/volume-of-fluid [19, 20, 21] have been proposed to deal with the mass conservation issue, they make the scheme more complex and computationally expensive. To improve the mass conservation property, conservative level-set method was proposed in [22, 23] where the signed distance function was replaced with a hyperbolic tangent function. However, re-initialization was necessary to maintain the width of the hyperbolic tangent profile in this case. One of the recent improvements in the level-set approach is the XFEM which utilizes the enrichment of shape functions of the elements near the interface [24] to get more accurate solution. Both the level-set and the volume-of-fluid techniques utilize some kind of geometric reconstruction for the modeling of the interface. This could be quite tedious to implement and extend to multi-dimensions for unstructured grids over complex geometries.

Interface capturing for two-phase flows can be further classified under sharp-interface and diffuse-interface methods. In the sharp-interface method, the interface between the two phases is treated as infinitely thin with physical properties such as density and viscosity having a bulk value till the point of the discontinuity at the interface. The equations of motion are solved separately for the two domains and appropriate pressure- and velocity-jump boundary conditions are imposed to have localized interactions at the infinitely thin phase interface. In the diffuse-interface methods, however, a gradual and smooth variation of physical properties is assumed across the phase interface of finite thickness. The equations of motion are solved on the entire domain as one-fluid formulation. The physical properties are a function of a conserved order parameter which is solved by minimizing a free energy functional based on thermodynamic arguments [25]. Similar to the VOF and level-set methods, the interface location is defined by the contour levels of the phase-field order parameter. Unlike the sharp-interface description, the phase-field formulation does not require to satisfy the jump conditions at the interface and there is rapid but smooth variations of the order parameter and other physical quantities in the thin interfacial region. The diffuse-interface description has been shown to approach the sharp-interface limit asymptotically [26].

The phase-field models originate from thermodynamically consistent theories of phase transitions via minimization of gradient energy across the diffuse interface. The phases are indicated by an order parameter \( \phi \) (e.g., \( \phi = 1 \) in one phase and \( \phi = -1 \) in another phase) which is solved over an Eulerian mesh and the interface is evolved. As they fall under the diffuse-interface description, no conditions at the interface between the two phases
are required to be satisfied. The surface tension and capillary effects can be modeled as a function of the phase-field order parameter depending on the minimization of the Ginzburg-Landau energy functional. Therefore, these methods do not require any re-initialization or reconstruction at the interface. Furthermore, the mass conservation property can be imparted in a relatively simple manner. The topology changes in the interface can be handled by the phase-field models easily given that the mesh is refined enough to capture these phenomena. Due to the mass conservation property and simplicity to handle topology changes, we consider the phase-field technique for physical modeling of multiphase systems.

In the phase-field models, the interface is evolved by solving a transport equation written in the form of a gradient flow of the energy functional, either in the $L^2(\Omega)$ norm (Allen-Cahn (AC) equation [27]) or in the $H^{-1}(\Omega)$ norm (Cahn-Hilliard (CH) equation [28]). The numerical challenges in solving these transport equations are mass conservation, inherent nonlinearities and the high order of the CH equation. While the CH equation conserves mass naturally, the conventional AC equation does not provide the mass conserving property. Method employing Lagrange multiplier which is global and time dependent has been suggested to impart this property to the AC equation in [29, 30]. Mass conservation using local and nonlocal Lagrange multiplier was suggested in [31, 32] since it was observed that small geometric features were not maintained by the equation when a global multiplier depending on time was considered [33]. We have implemented the latter strategy to satisfy the mass conservation in the present study.

A review of the phase-field techniques to handle the nonlinearities in energy stable schemes is discussed in [34]. The treatment of the nonlinear double-well potential function in the energy functional affects the energy stability property of the underlying discretization. The fourth-order of the CH equation is another challenge, which restricts its flexibility for generic unstructured discretization. Under the finite element variational framework, we cannot employ linear finite elements to discretize the equation because the higher order derivatives will be zero. CH equation is thus written as a set of two coupled equations making the system complex and increasing the degrees of freedom. A comparison between the AC and CH equations has been carried out in [35, 36]. A review of the phase-field models for multiphase flows can be found in [37]. A second-order time accurate scheme for the CH equation was proposed under mixed-finite element framework in [38]. While the present study deals with the linear finite elements, solving the Allen-Cahn equation is more convenient and less computationally expensive and is thus chosen for the study. Some of the recent works which have used the conservative AC equation and coupled it with Navier-Stokes equations are [39, 21, 40]. The Allen-Cahn phase-field equation mathematically represents a complex nonlinear convection-diffusion-reaction (CDR) equation. The solution of this equation can exhibit oscillations when the convection or reaction effects are dominant. The basic strategy of the finite difference and finite volume discretizations to deal with such instabilities is classical upwinding technique. Although the algorithm is stable, it is only first-order accurate and leads to smearing of the solution.

In the present article, our objective is to solve the Allen-Cahn equation under the variational framework while maintaining boundedness property, mass conservation and energy stability in the underlying discretization. We develop the positivity preserving variational (PPV) technique [41] to capture and reduce the oscillations near the interface and maintain boundedness in the solution under a relatively coarser mesh. We add a nonlinear stabilization term to the linear stabilized variational form to achieve the positivity property. The mass of the Allen-Cahn equation is conserved by enforcing a Lagrange multiplier term which has both global and local dependence on the solution. The locally dependent part of the multiplier term is written as a mid-point approximation to achieve the energy stability in the underlying discretization. The fourth-order of the CH equation is another challenge, which restricts its flexibility for generic unstructured discretization. Under the finite element variational framework, we cannot employ linear finite elements to discretize the equation because the higher order derivatives will be zero. CH equation is thus written as a set of two coupled equations making the system complex and increasing the degrees of freedom. A comparison between the AC and CH equations has been carried out in [35, 36]. A review of the phase-field models for multiphase flows can be found in [37]. A second-order time accurate scheme for the CH equation was proposed under mixed-finite element framework in [38]. While the present study deals with the linear finite elements, solving the Allen-Cahn equation is more convenient and less computationally expensive and is thus chosen for the study. Some of the recent works which have used the conservative AC equation and coupled it with Navier-Stokes equations are [39, 21, 40]. The Allen-Cahn phase-field equation mathematically represents a complex nonlinear convection-diffusion-reaction (CDR) equation. The solution of this equation can exhibit oscillations when the convection or reaction effects are dominant. The basic strategy of the finite difference and finite volume discretizations to deal with such instabilities is classical upwinding technique. Although the algorithm is stable, it is only first-order accurate and leads to smearing of the solution.

In the present study, we theoretically prove the mass conservation and energy-stability properties of the proposed scheme.

The novel features of the present variational scheme are the positivity preserving and energy-stability properties for solving the Allen-Cahn phase-field equation on a general unstructured finite element mesh. The simplicity of the present formulation makes it easier to implement on existing stabilized finite element codes. The PPV-based Allen-Cahn implementation is observed to be second-order accurate in space and more than first-order accurate in time through numerical experiments. We perform the implicit discretizations of the Navier-Stokes and the Allen-Cahn equations. The time-splitting allows us to decouple the incompressible Navier-Stokes and Allen-Cahn solvers at each time step, which provides an avenue for the staggered solution updates in a straightforward manner. The coupled multiphase solver has been demonstrated to handle high density and viscosity ratios with surface tension effects. We carry out standard benchmarks such as Laplace-Young law and sloshing tank problem to assess the coupled phase-field implementation for incompressible flows. While the Laplace-Young law establishes the
ability of the formulation to handle high density ratios, the sloshing tank problem demonstrates the free-surface modeling capabilities of the scheme. Simulations of dam break problem test the ability of the scheme to handle the topological changes of the interface in two- and three-dimensions. These numerical experiments allow to quantify the accuracy of the phase-field scheme in capturing the interface location and to characterize its sensitivity with the model and discretization parameters. Finally, a practical problem of 3D wave-structure interaction of a vertical truncated cylinder of circular cross-section is simulated and the wave run-up is compared with the available results in the literature. The presented 3D finite-element based phase-field solver can be easily extended to complex geometries.

The organization of the paper is as follows. Section 2 describes the positivity preserving method dealing with the variational formulation of the Allen-Cahn equation. The variational discretization of the Navier-Stokes equations is presented in Section 3 for the sake of completeness. The details about the coupling and the algorithm employed are discussed in Section 4. Some numerical tests results assessing the effectiveness of the implementation are shown in Section 5, leading to the application to the wave-structure interaction problem in Section 6. Finally, we conclude the paper with some key results from the study in Section 7. While Appendix A provides a proof for the discrete energy conservation for our Allen-Cahn phase-field formulation, the mass conservation is proven in Appendix B.

2. Positivity preserving variational scheme for the Allen-Cahn equation

Before proceeding to the variational formulation based on the positivity preserving scheme [41], we first review the Allen-Cahn phase-field equation for immiscible two-phase flows. The key idea behind the phase-field model is to replace the sharp interface region by thin transition layers via thermodynamic considerations and the conservation laws for the diffuse-interface description of different phases of fluids. The diffuse-interface technique recovers to the classical jump discontinuity conditions at the interface asymptotically [26].

2.1. The Allen-Cahn equation

Consider a physical domain \( \Omega(x, t) \) with spatial and temporal coordinates \( x \) and \( t \), respectively. The phases of a binary phase mixture are indicated by an order parameter \( \phi(x, t) \). Under the diffuse-interface description, the interface has a finite thickness and \( \phi(x, t) \) varies gradually across the interface. The thickness of the diffuse interface layer is represented by \( \varepsilon \). Under the thermodynamic arguments, the interface evolution and its dynamics are governed by the Ginzburg-Landau energy functional \( \mathcal{E}(\phi) \), which can be expressed as

\[
\mathcal{E}(\phi) = \int_{\Omega} \left( \frac{\varepsilon^2}{2} |\nabla \phi|^2 + F(\phi) \right) d\Omega.
\]  

This energy functional consists of two components. The first term in Eq. (1) represents the interfacial energy which depends on the gradient of the order parameter. On the other hand, the second term is a double-well potential function which represents the free energy of mixing and depends on the local value of \( \phi(x, t) \). The competition between these two components to minimize the energy gives rise to the evolution of the phase-field interface.

It is known that the Allen-Cahn equation is the gradient flow of \( \mathcal{E}(\phi) \) in the space \( L^2(\phi) \)

\[
\partial_t \phi = -\left( \frac{\delta \mathcal{E}(\phi)}{\delta \phi} \right).
\]  

Here, \( \partial_t \phi \) is the partial temporal derivative of the order parameter \( \phi(x, t) \) and \( F(\phi) \) is the double-well energy potential which is taken as \( F(\phi) = \frac{1}{4}(\phi^2 - 1)^2 \) in this study. Therefore, the two stable phases have \( \phi = 1 \) and \( \phi = -1 \) for the energy potential with the interface over which \( \phi \) varies gradually from \(-1\) to \(1\). To determine the profile of the interface at equilibrium, we minimize the energy functional by taking its variational derivative.
and equating it to zero. The variational derivative of the energy functional with respect to \( \phi \) is called the chemical potential, which is given by

\[
\frac{\delta E}{\delta \phi} = -\varepsilon^2 \nabla^2 \phi + F'(\phi). \tag{3}
\]

The evolution of \( \phi \) with time tends to minimize the energy functional where the diffusive effects of \( \nabla^2 \phi \) and the reactive effects of \( F'(\phi) \) compete with each other. The profile of the interface at equilibrium is obtained by finding the roots of Eq. (3) as:

\[
\phi(z) = \tanh \left( \frac{z}{\sqrt{2} \varepsilon} \right), \tag{4}
\]

where \( z \) is the coordinate normal to the interface. The equilibrium interface thickness denoted by \( \varepsilon_{\text{eqm}} \) is the distance over which \( \phi \) varies from \(-0.9\) to \(0.9\). This can be found out as \( 2\sqrt{2}\varepsilon\tanh^{-1}(0.9) = 4.164 \varepsilon \).

In the present study, we consider the convective form of the Allen-Cahn equation with a Lagrange multiplier to conserve mass. For improved capturing of the physical features in the solution, we employ the modified AC equation with both local and global multiplier terms:

\[
\begin{aligned}
\partial_t \phi + u \cdot \nabla \phi - \varepsilon^2 \nabla^2 \phi + F'(\phi) - \beta(t) \sqrt{F(\phi)} &= 0, \text{ on } (x, t) \in \Omega, \\
u|_{\Gamma} &= 0, \text{ on } x \in \Gamma, \\
\frac{\partial \phi}{\partial n}|_{\Gamma} &= n \cdot \nabla \phi = 0, \text{ on } (x, t) \in \Omega, \\
\phi|_{t=0} &= \phi_0, \text{ on } x \in \Omega,
\end{aligned} \tag{5}
\]

where \( u \) is the convection velocity and \( n \) is the outward normal to the boundary \( \Gamma \). \( F'(\phi) \) is the derivative of \( F(\phi) \) with respect to \( \phi \). The third equation in Eq. (5) is the homogeneous Neumann boundary condition on \( \phi \). The parameter \( \beta(t) \) is the time dependent part of the Lagrange multiplier which can be derived using the incompressible flow condition of divergence-free velocity and the given boundary conditions as

\[
\beta(t) = \frac{\int_{\Omega} F'(\phi) d\Omega}{\int_{\Omega} \sqrt{F(\phi)} d\Omega}. \tag{6}
\]

The Lagrange multiplier is written in such a way that

\[
\int_{\Omega} K(\phi) d\Omega = \text{constant}, \tag{7}
\]

where \( K(\phi) = 0.5(\phi^3/3 - \phi) \). Our aim here is to solve Eq. (5) while preserving positivity and boundedness in the solution. This equation will be later coupled with the incompressible Navier-Stokes equations for two-phase flow modeling. In the next subsection, we present the variational formulation to solve the AC equation using the PPV method.

2.2. A new positivity preserving variational formulation

The Allen-Cahn based phase-field equation can be expressed as a convection-diffusion-reaction equation. Variational discretization based on Galerkin method of the equation leads to spurious oscillations in the solution when the convection or reaction effects are dominant [41]. Although linear stabilization methods such as Streamline-Upwind Petrov-Galerkin (SUPG) and Galerkin/least-squares (GLS) can reduce spurious oscillations, the solution has oscillatory behavior near the region of high gradients. The solution thus obtained can affect the physical results and lead to wrong prediction of the underlying phenomenon being studied. With regard to phase-field modeling of two-phase flows, the interface between the two fluids is represented by the order parameter \( \phi \) which is solved by the AC equation. The variable \( \phi \) is also used to interpolate the physical properties of the fluid phases such as density and viscosity, which should always be positive. Oscillations in \( \phi \) can lead to unbounded values which can cause the density or viscosity to be negative, thus producing unstable or unphysical results. The proposed PPV-based formulation [41] reduces these oscillations in the solution near the region of high gradients by enforcing the positivity property of the underlying element-level matrix. Before proceeding to the presentation of the spatial PPV-based variational formulation, we first discretize the AC-based phase-field equation in time via variational integration.
2.2.1. Temporal discretization

It is known that variational time integrators have the energy conserving property in comparison to Runge-Kutta time integration [42]. To enforce this property, we employ the generalized-α time integration technique [43, 44] to discretize the AC equation (Eq. 5) in time domain. Generalized-α method can be unconditionally stable and second-order accurate for linear problems [43]. The scheme enables user-controlled high frequency damping, which is desirable for a coarser discretization in space and time. This is achieved by specifying a single parameter called the spectral radius $\rho_\infty$. This algorithm dampens the spurious high frequency responses, but retains the second-order accuracy. Let $\partial_t \phi^{n+\alpha m}$ be the derivative of $\phi$ with respect to time at $t^{n+\alpha m}$. The statement for the time discretized AC-based phase-field equation can be written as:

\[
G(\partial_t \phi^{n+\alpha m}, \phi^{n+\alpha}) = \partial_t \phi^{n+\alpha m} + u \cdot \nabla \phi^{n+\alpha} - \varepsilon^2 \nabla^2 \phi^{n+\alpha} + F'(\phi) - \beta(t) \sqrt{F(\phi)} = 0, \tag{8}
\]

\[
\phi^{n+1} = \phi^n + \Delta t \partial_t \phi^n + \gamma \Delta t (\partial_t \phi^{n+1} - \partial_t \phi^n), \tag{9}
\]

\[
\partial_t \phi^{n+\alpha m} = \partial_t \phi^n + \alpha_m (\partial_t \phi^{n+1} - \partial_t \phi^n), \tag{10}
\]

\[
\phi^{n+\alpha} = \phi^n + \alpha (\phi^{n+1} - \phi^n), \tag{11}
\]

where $\Delta t$ is the time step size, $\alpha_m$, $\alpha$, and $\gamma$ are the generalized-$\alpha$ parameters defined as:

\[
\alpha_m = \frac{1}{2} \left( 3 - \rho_\infty \right), \quad \alpha = \frac{1}{1 + \rho_\infty}, \quad \gamma = \frac{1}{2} + \alpha_m - \alpha. \tag{12}
\]

Here, the energy potential is $F(\phi) = \frac{1}{2} (\phi^2 - 1)^2$ which is the double-well potential with equal well-depth. For imparting the energy stability property, $F'(\phi)$ is written as [45]

\[
F'(\phi) = \frac{F(\phi^{n+1}) - F(\phi^n)}{\phi^{n+1} - \phi^n}. \tag{13}
\]

Let $K'(\phi) = \sqrt{F(\phi)} = 0.5(\phi^2 - 1)$ be written as

\[
K'(\phi) = \sqrt{F(\phi)} = \frac{K(\phi^{n+1}) - K(\phi^n)}{\phi^{n+1} - \phi^n}. \tag{14}
\]

The expressions in Eqs. (13) and (14) are formulated to provide the energy stability property to the variational scheme. Considering the mid-point approximation of the spatial part of the Lagrange multiplier helps in simplifying the expressions in the derivation of the discrete energy law leading to an energy-stable scheme. A detailed derivation of discrete energy law has been presented in Appendix A.

Using Eq. (11) to replace the expression for $\phi^{n+1}$ in $F'(\phi)$ and $\sqrt{F(\phi)}$ and rearranging the terms, the Allen-Cahn equation can be written in the form of convection-diffusion-reaction equation as follows:

\[
G(\partial_t \phi^{n+\alpha m}, \phi^{n+\alpha}) = \partial_t \phi^{n+\alpha m} + u \cdot \nabla \phi^{n+\alpha} - k \nabla^2 \phi^{n+\alpha} + s \phi^{n+\alpha} - f = 0, \tag{15}
\]

where

Convection velocity = $u$, 
Diffusion coefficient = $k = \varepsilon^2$, 
Reaction coefficient = $s = \frac{1}{4} \left[ \left( \frac{(\phi^{n+\alpha})^2}{\alpha^2} - \left( \frac{3}{\alpha^4} - \frac{4}{\alpha^2} \right) \phi^{n+\alpha} \phi^n + \left( \frac{3}{\alpha^4} - \frac{8}{\alpha^2} + \frac{6}{\alpha} \right) (\phi^n)^2 - \frac{2}{\alpha} \right] \right.$

\[
- \frac{\beta(t)}{2} \left[ \frac{\phi^{n+\alpha}}{3\alpha^2} + \frac{1}{3} \left( - \frac{2}{\alpha^2} + \frac{3}{\alpha} \right) \phi^n \right], \tag{18}
\]

Source term = $f = - \frac{1}{4} \left[ \left( \frac{1}{\alpha^4} + \frac{4}{\alpha^2} - \frac{6}{\alpha} + 4 \right) (\phi^n)^3 + \left( \frac{2}{\alpha} - 4 \right) (\phi^n)^2 - \frac{2}{\alpha} \right]$

\[
+ \frac{\beta(t)}{2} \left( 1 \right. \left. - \frac{1}{\alpha^2} + \frac{3}{\alpha} + 3 \right) (\phi^n)^2 - 1. \tag{19}
\]
2.2.2. Spatial discretization

Now, we formulate the positivity preserving variational form of the AC-based phase-field equation. Consider the spatial discretization of the computational domain $\Omega$ into $n_{el}$ number of elements such that $\Omega = \bigcup_{e=1}^{n_{el}} \Omega_e$ and $\partial = \bigcup_{e=1}^{n_{el}} \partial \Omega_e$. Let $S^h$ be the space of trial solution, the values of which equal the given Dirichlet boundary condition and $V^h$ be the space of test functions which vanish on the Dirichlet boundary, $\Gamma_D$. The variational form of the AC equation can be written as: find $\phi_h(x, t^{n+\tau}) \in S^h$ such that $\forall u_h \in V^h$,

$$\int_{\Omega} \left( w_h \partial_t \phi_h + w_h (u \cdot \nabla \phi_h) - w_h k \nabla^2 \phi_h + w_h s \phi_h - w_h f \right) d\Omega = 0. \quad (20)$$

Using the divergence theorem and the fact that $w_h = 0$ on $\Gamma_D$,

$$\int_{\Omega} \left( w_h \partial_t \phi_h + w_h (u \cdot \nabla \phi_h) + \nabla w_h \cdot (k \nabla \phi_h) + w_h s \phi_h - w_h f \right) d\Omega - \int_{\Gamma_N} g_h d\Gamma = 0, \quad (21)$$

where $g$ is the boundary condition on the Neumann boundary $\Gamma_N$ which is zero in this case. The above equation is the standard Galerkin finite element formulation. Next, we apply the positivity preserving stabilization terms to the formulation above:

$$\int_{\Omega} \left( w_h \partial_t \phi_h + w_h (u \cdot \nabla \phi_h) + \nabla w_h \cdot (k \nabla \phi_h) + w_h s \phi_h - w_h f \right) d\Omega + \sum_{e=1}^{n_{el}} \int_{\Omega_e} \left( (u \cdot \nabla w_h) \tau (\partial_t \phi_h + u \cdot \nabla \phi_h - \nabla \cdot (k \nabla \phi_h) + s \phi_h - f) \right) d\Omega_e + \sum_{e=1}^{n_{el}} \int_{\Omega_e} \lambda \left| \frac{R(\phi_h)}{\nabla \phi_h} \right| I_{el} \nabla w_h \cdot \left( \frac{u \otimes u}{|u|^2} \right) \cdot \nabla \phi_h d\Omega_e + \sum_{e=1}^{n_{el}} \int_{\Omega_e} \lambda \left| \frac{R(\phi_h)}{\nabla \phi_h} \right| I_{el} \nabla w_h \cdot \left( I - \frac{u \otimes u}{|u|^2} \right) \cdot \nabla \phi_h d\Omega_e = 0, \quad (22)$$

where $\tau$ is the stabilization parameter given by [46]

$$\tau = \left[ \left( \frac{2}{\Delta t} \right)^2 + u \cdot Gu + 9k^2 G : G + s^2 \right]^{-1/2}, \quad (23)$$

where $G$ is the element contravariant metric tensor [47, 48], which is defined as

$$G = \frac{\partial \xi^T}{\partial \xi} \frac{\partial \xi}{\partial x}, \quad (24)$$

where $x$ and $\xi$ are the physical and parametric coordinates respectively and $R(\phi_h)$ is the residual of the Allen-Cahn equation given as

$$R(\phi_h) = \partial_t \phi_h + u \cdot \nabla \phi_h - \nabla \cdot (k \nabla \phi_h) + s \phi_h - f. \quad (25)$$

In Eq. (22), the first line represents the Galerkin terms. The second line consists of linear stabilization terms in the form of SUPG stabilization with the stabilization parameter $\tau$. Note that only the convective term has been taken in the weighting function, in contrast to the combined GLS-subgrid scale methodology of PPV where we also take the reaction term. This new modification has been performed to ensure the mass conservation property in the variational form. The proof of mass conservation property of the modified PPV scheme has been derived in Appendix B. Terms in the third line of Eq. (22) are the positivity preserving nonlinear stabilization terms which enforce the positivity property to the element-level matrix.

The idea behind the PPV technique is first to apply the discrete upwind operator to the Galerkin and linear stablized element-level matrix. This could be seen as addition of diffusion to convert the element matrix to a non-negative matrix in one-dimension. While the discrete upwinding provides the positivity property, it makes the solution first-order accurate. Therefore, the addition of diffusion is restricted to the region near the discontinuity which exhibits oscillations. This is accomplished by the dependence of the nonlinear terms on the residual of the equation. This idea is extended to multi-dimensions by considering the nonlinear terms in both streamline
and crosswind directions. The first and second terms in the third line correspond to the streamline and crosswind directions respectively. The details of the derivation of the added diffusions $k^{add}_s$, $k^{add}_c$ and $\chi$ can be found in [41].

For the current context of AC-based phase-field equation,

$$
\chi = \frac{2}{|s|h + 2|u|},
$$

$$
k^{add}_s = \max\left\{ \frac{|u| - \tau|u|h}{2} - \frac{k + \tau|u|^2}{2} + \frac{sh^2}{6}, 0 \right\},
$$

$$
k^{add}_c = \max\left\{ \frac{|u|h}{2} - k + \frac{sh^2}{6}, 0 \right\},
$$

where $|u|$ is the magnitude of the convection velocity and $h$ is the characteristic element length defined in [41]. Some of the prominent properties of the PPV method applied to the CDR equation are: (i) the method has at least second-order of spatial accuracy in the different convection- and reaction-dominated regions, (ii) a general application of the method to arbitrary topology can be implemented, and (iii) the method captures the high gradient internal and boundary layers in multi-dimensions. The aforementioned properties have been thoroughly investigated and tested for different convection- and reaction-dominated regimes in [41]. We next present the Navier-Stokes equations and its variational form of the two-phase solver.

3. Variational discretization of the Navier-Stokes equations

For the computation of the multiphase incompressible flows, we next present the one-fluid formulation of the unsteady Navier-Stokes equations in this section. For the sake of completeness, the governing equations and their variational counterparts are first presented.

3.1. The incompressible Navier-Stokes equations

The unsteady Navier-Stokes equations for a viscous incompressible flow on a physical domain $\Omega(x, t)$ are

$$
\rho(\phi) \frac{\partial u}{\partial t} + \rho(\phi) u \cdot \nabla u = \nabla \cdot \sigma + SF(\phi) + b(\phi), \quad \text{on } (x, t) \in \Omega,
$$

$$
\nabla \cdot u = 0, \quad \text{on } (x, t) \in \Omega,
$$

where $u = u(x, t)$ denotes the fluid velocity defined for each spatial point $x \in \Omega$, $\rho(\phi)$ is the fluid density, $b(\phi)$ is the body force applied on the fluid, $SF(\phi)$ is the singular force acting at the interface which ensures the pressure jump across the interface and $\sigma$ is the Cauchy stress tensor for a Newtonian fluid, given as

$$
\sigma = -pI + \mu(\phi)(\nabla u + (\nabla u)^T),
$$

where $p$ denotes the fluid pressure and $\mu(\phi)$ is the dynamic viscosity of the fluid. The singular force is replaced by a continuum surface force (CSF) [8], which depends on the order parameter. Several forms of $SF(\phi)$ have been used in the literature which are reviewed in [37, 49]. In this study, we employ the following definition:

$$
SF(\phi) = \sigma \varepsilon \alpha_{sf} \nabla \cdot (|\nabla \phi|^2 I - \nabla \phi \otimes \nabla \phi),
$$

where $\sigma$ is the surface tension, $\varepsilon$ is the interface thickness parameter defined in the Allen-Cahn phase-field equation and $\alpha_{sf}$ is a constant parameter. The order parameter $\phi$ needs to be locally in the equilibrium state. Hence, to match the surface tension of the sharp-interface description, $\alpha_{sf}$ must satisfy the following condition [49]

$$
\varepsilon \alpha_{sf} \int_{-\infty}^{\infty} \left( \frac{d\phi}{dz} \right)^2 dz = 1,
$$

$$
\alpha_{sf} = \frac{3\sqrt{2}}{4},
$$
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where we apply the expression of the equilibrium interface profile $\phi(z)$ given in Eq. (4). This gives rise to the continuum surface force

$$SF(\phi) = \sigma \varepsilon \frac{3\sqrt{3}}{4} \nabla \cdot (|\nabla \phi|^2 \mathbf{I} - \nabla \phi \otimes \nabla \phi).$$

(35)

The physical parameters of the fluid such as $\rho$ and $\mu$ are dependent on the order parameter $\phi$ as

$$\rho(\phi) = \frac{1 + \phi}{2} \rho_1 + \frac{1 - \phi}{2} \rho_2,$$

(36)

$$\mu(\phi) = \frac{1 + \phi}{2} \mu_1 + \frac{1 - \phi}{2} \mu_2,$$

(37)

where $(\cdot)_i$ denotes the value of $(\cdot)$ on the phase $i$ of the fluid. The body force $b$ is generally taken as the gravity force dependent on the order parameter $\phi$ as $b(\phi) = \rho(\phi)g$, $g$ being the acceleration due to gravity. Therefore, $\rho = \rho_1$ with $\mu = \mu_1$ on the fluid phase 1 when $\phi = 1$ and $\rho = \rho_2$ with $\mu = \mu_2$ on the fluid phase 2 when $\phi = -1$.

3.2. The variational formulation

For consistency, the Navier-Stokes equations are discretized using the generalized-$\alpha$ time integration. Let $\partial_t u_h^{n+\alpha}$ be the temporal derivative of $u$ at time $t^{n+\alpha}$. The expressions used in the variational formulation are given as

$$u_h^{n+1} = u_h^n + \Delta t \partial_t u_h^n + \gamma \Delta t(\partial_t u_h^{n+1} - \partial_t u_h^n),$$

(38)

$$u_h^{n+\alpha} = u_h^n + \alpha (u_h^{n+1} - u_h^n),$$

(39)

$$\partial_t u_h^{n+\alpha} = \partial_t u_h^n + \alpha \partial_t (u_h^{n+1} - u_h^n).$$

(40)

Let $S_h$ be the space of trial solution, the values of which satisfy the Dirichlet boundary condition and $V_h$ be the space of test functions which vanish on the Dirichlet boundary. The variational form of the flow equation can be written as: find $[u_h^{n+\alpha}, p_h^{n+\alpha}] \in S_h$ such that $\forall \psi_h, q_h \in V_h$,

$$\int_{\Omega} \rho(\phi)(\partial_t u_h^{n+\alpha} + u_h^{n+\alpha} \cdot \nabla u_h^{n+\alpha}) \cdot \psi_h \, d\Omega + \int_{\Omega} \sigma_h^{n+\alpha} : \nabla \psi_h \, d\Omega - \int_{\Omega} SF_h^{n+\alpha}(\phi) \cdot \psi_h \, d\Omega - \int_{\Gamma_n} \nabla q_h \cdot u_h^{n+\alpha} \, d\Gamma

+ \sum_{e=1}^{n_3} \int_{\Omega_e} \frac{\tau_m}{\rho(\phi)} u_h^{n+\alpha} \cdot \nabla \psi_h \, d\Omega + \sum_{e=1}^{n_3} \int_{\Omega_e} \nabla \cdot \psi_h \tau_c \rho(\phi) R_c(u) \, d\Omega

- \sum_{e=1}^{n_3} \int_{\Omega_e} \frac{\nabla \psi_h}{\rho(\phi)} : (\tau_m R_m(u, p) \otimes \tau_m R_m(u, p)) \, d\Omega

= \int_{\Omega} b(t^{n+\alpha}) \cdot \psi_h \, d\Omega + \int_{\Gamma_h} h \cdot \psi_h \, d\Gamma,$$

(41)

where the terms in the first line correspond to the Galerkin terms including the transient and convective terms of the momentum equation, the viscous stress and surface tension terms and the variational form of the continuity equation. The second line represents the Galerkin/least-squares stabilization terms for the momentum and continuity equations. With the use of linear finite element spaces, the higher order derivatives of the weighting function related to the viscous stress tensor will be very small and hence, they have been neglected. The two residual terms in the third line are introduced as the approximation of the fine scale velocity on the element interiors and its corresponding convective stabilization based on the multi-scale argument [50, 51, 47]. $h$ is the corresponding Neumann boundary condition for the Navier-Stokes equations. The element-wise residual of the momentum and the continuity equations denoted by $R_m$ and $R_c$ respectively are given by

$$R_m(u, p) = \rho(\phi) \partial_t u_h^{n+\alpha} + \rho(\phi) u_h^{n+\alpha} \cdot \nabla u_h^{n+\alpha} - \nabla \cdot \sigma_h^{n+\alpha} - SF_h^{n+\alpha}(\phi) - b(t^{n+\alpha}),$$

(42)

$$R_c(u) = \nabla \cdot u_h^{n+\alpha}.$$
The stabilization parameters $\tau_m$ and $\tau_c$ are the least-squares metrics added to the element-level integrals in the stabilized formulation [52, 46, 53, 54] and are defined as

$$
\tau_m = \left( \frac{2}{\Delta t} + w_h \cdot G u_h + C_I \left( \frac{\mu(\phi)}{\rho(\phi)} \right)^2 G : G \right)^{-1/2},
$$

(44)

$$
\tau_c = \frac{1}{\text{tr}(G)\tau_m},
$$

(45)

where $C_I$ is a constant derived from the element-wise inverse estimate [55], $G$ is the element contravariant metric tensor and $\text{tr}(G)$ in Eq. (45) denotes the trace of the contravariant metric tensor. The stabilization in the variational form provides stability to the velocity field in convection dominated regimes of the fluid domain and circumvents the Babuška-Brezzi condition which is required to be satisfied by any standard mixed Galerkin method [56]. The element metric tensor $G$ deals with different element topology for different mesh discretization and has been greatly studied in the literature [56, 51, 53, 57, 58].

4. Implementation details

A schematic of the iterative coupling between the Navier-Stokes and the Allen-Cahn equations is shown in Fig. 1. For efficiency and robustness, we perform the implicit discretizations of the Navier-Stokes and the Allen-Cahn equations. We employ the time-splitting procedure to decouple the incompressible Navier-Stokes and Allen-Cahn updates at the discrete level. While the Navier-Stokes equations provide a predictor fluid velocity, the Allen-Cahn equation is solved to provide an updated order parameter to interpolate the density, viscosity, capillary and pressure stabilization terms.

At each time step, the nonlinear errors of fully-coupled implicit systems of the Navier-Stokes and the Allen-Cahn equations are minimized by Newton-Raphson iterations. In this study, the incremental flow velocity, pressure and the order parameter are evaluated by employing Newton-Raphson type iterations at each time step and the generalized-$\alpha$ time integration [43] is applied to update the solver. The linear system for the incompressible Navier-Stokes equations can be written as

$$
\begin{bmatrix}
K_\Omega & G_\Omega \\
-G_\Omega^T C_\Omega & C_\Omega
\end{bmatrix}
\begin{bmatrix}
\Delta u^{n+\alpha} \\
\Delta p^{n+1}
\end{bmatrix}
= -\begin{bmatrix}
R_m \\
R_c
\end{bmatrix},
$$

(46)

where $K_\Omega$ is the stiffness matrix of the momentum equation which consists of inertia, convection, diffusion and stabilization terms, $G_\Omega$ is the discrete gradient operator, $G_\Omega^T$ is the divergence operator and $C_\Omega$ is the pressure-pressure stabilization term. $\Delta u$ and $\Delta p$ are the increments in velocity and pressure respectively. Similar linear system for the Allen-Cahn equation can be expressed as

$$
K_{AC} \{ \Delta \phi^{n+\alpha} \} = \{ R(\phi) \},
$$

(47)

where $K_{AC}$ is the stiffness matrix of the Allen-Cahn equation which includes inertia, convection, diffusion, reaction and stabilization terms. $\Delta \phi$ is the increment in the solution for the order parameter. The algorithm is summarized in Algorithm 1. In the present investigation, we consider equal-order interpolations for all the quantities ($u, p, \phi$) for finite element discretization. At each time step, the nonlinear errors of fully-coupled implicit systems of the Navier-Stokes and the Allen-Chan equations are minimized by Newton-Raphson iterations. In our numerical experiments, we have found that about 2-3 nonlinear iterations are enough to obtain a reasonably converged solution. Moreover, we want to emphasize that each nonlinear iteration of the algorithm consists of just one pass through the coupled Navier-Stokes and the Allen-Cahn phase-field system. This single-pass explicit
Figure 1: A schematic of predictor-corrector procedure for Navier-Stokes and Allen-Cahn coupling via nonlinear iterations. Here, nIter denotes the maximum number of nonlinear iterations to achieve a desired convergence tolerance within a time step at \( t \in [t^n, t^{n+1}] \). Decoupled Navier-Stokes and Allen-Cahn equations are implicitly discretized.

coupling in turn helps in reducing the computational time without compromising with the accuracy and stability of the solution. We solve the coupled equations at discrete time steps to capture the transient flow characteristics to converge to a steady state solution, leading to a sequence of linear system of equations. For the linear system of equations, the matrices are formed and stored using the Harwell-Boeing sparse matrix format. The linear system is solved via the Generalized Minimal RESidual (GMRES) algorithm proposed in [59], which relies on the preconditioned Krylov subspace iteration and the modified Gram-Schmidt orthogonalization. The number of matrix-vector products determines the dimension of the Krylov space from which a solution is computed. The phase-field two-phase solver relies on a hybrid parallelism for parallel computing. It employs a standard master-slave strategy for distributed memory clusters via message passing interface (MPI) based on domain decomposition strategy [60]. The parallel implementation for the two-phase solver takes the advantage of state-of-the-art hierarchical memory and parallel architectures.
Given $u^0, p^0, \phi^0$

Loop over time steps, $n = 0, 1, \cdots$

Start from known variables $u^n, p^n, \phi^n$

Predict the solution:

$u_{(0)}^{n+1} = u^n$

$p_{(0)}^{n+1} = p^n$

$\phi_{(0)}^{n+1} = \phi^n$

Loop over the nonlinear iterations, $k = 0, 1, \cdots$ until convergence

[1] \textbf{Navier-Stokes Implicit Solve}

(a) Interpolate solution:

$u_{(k+1)}^{n+\alpha f} = u^n + \alpha f (u_{(k+1)}^{n+1} - u^n)$

$p_{(k+1)}^{n+1} = p^n$

(b) Solve for $\Delta u^{n+\alpha f}$ and $\Delta p^{n+1}$ in Eq. (46)

(c) Correct solution:

$u_{(k+1)}^{n+1} = u^n + \frac{1}{\alpha f} (u_{(k+1)}^{n+\alpha f} - u^n)$

$p_{(k+1)}^{n+1} = p^n$

(d) Update solution:

$u_{(k+1)}^{n+1} = u^n + \frac{1}{\alpha f} (u_{(k+1)}^{n+\alpha f} - u^n)$

$p_{(k+1)}^{n+1} = p^n$

[2] $u_{(k+1)}^{n+1} \rightarrow$

[3] \textbf{Allen-Cahn Implicit Solve}

(a) Interpolate solution:

$\phi_{(k+1)}^{n+\alpha f} = \phi^n + \alpha f (\phi_{(k+1)}^{n+1} - \phi^n)$

(b) Solve for $\Delta \phi^{n+\alpha f}$ in Eq. (47)

(c) Correct solution:

$\phi_{(k+1)}^{n+1} = \phi^n + \Delta \phi_{(k+1)}^{n+\alpha f}$

(d) Update solution:

$\phi_{(k+1)}^{n+1} = \phi^n + \frac{1}{\alpha f} (\phi_{(k+1)}^{n+\alpha f} - \phi^n)$

[4] $\phi_{(k+1)}^{n+1} \leftarrow$ to interpolate $\rho(\phi), \mu(\phi), \text{SF}(\phi), b(\phi)$

5. Numerical tests

In this section, we present some numerical tests to assess the scheme for the coupled Allen-Cahn and Navier-Stokes equations. In all the test cases, the location of the interface between the two phases of the fluid is evaluated by linearly interpolating the order parameter field $\phi$ and finding the interface where $\phi = 0$.

5.1. Verification of the Allen-Cahn implementation

We first validate the Allen-Cahn solver using the volume-conserved motion by curvature in two-dimensions [33]. A square computational domain $[0, 1] \times [0, 1]$ with varying element sizes is considered. Periodic boundary conditions are imposed on all the boundaries. The initial condition is given by:

$$\phi(x, y, 0) = 1 + \tanh \left( \frac{R_1 - \sqrt{(x - 0.25)^2 + (y - 0.25)^2}}{2\varepsilon} \right) + \tanh \left( \frac{R_2 - \sqrt{(x - 0.57)^2 + (y - 0.57)^2}}{2\varepsilon} \right)$$

(48)

where $R_1 = 0.1$ and $R_2 = 0.15$ are the radii of the two circles centered at $(0.25, 0.25)$ and $(0.57, 0.57)$, respectively. The variation of the change of the radii of the two circles is tracked and validated with the results obtained in [33] for $\varepsilon = 0.01$. The time step size in the present simulation is $0.1$ with the final time $t = 100$. The problem set-up with the evolution of the radii of the two circles is shown in Fig. 2. The results are in very close agreement with the reference.
Figure 2: Evolution of the radii of two-dimensional circles: (a) Schematic diagram showing the computational domain, (b) Validation of the evolution of the radii of the two circles with the literature [33], and the contour plots of the order parameter $\phi$ at (c) $t = 0$, and (d) $t = 100$. In (a), $\Omega_1$ and $\Omega_2$ are the two phases with periodic boundary conditions imposed on all the sides.
Further analysis is carried out to quantify the appropriate number of elements required across the interface to capture the evolution of the radii. Let \( N_e \) denote the number of elements across the equilibrium interface thickness, \( \varepsilon_{eqm} = 4.164 \varepsilon \). We simulate the evolution of the radii for \( N_e \in [3, 10] \) and quantify the percentage error \( (e_1) \) in the radii at the final time \( t = 100 \) defined as

\[
e_1 = \frac{|R_i - R_{ref}|}{R_{ref}} \times 100,
\]

where \( R_i \) is the radius corresponding to different resolutions at \( t = 100 \) and \( R_{ref} \) is the radius obtained for \( N_e = 10 \) at \( t = 100 \). The results are summarized in Table 1. It can be observed that for circle 2 (the large circle), \( N_e > 3 \) is sufficient for getting the solution within 1% error while for circle 1, \( N_e \) should be > 6 to obtain results with similar accuracy. The reason is the different curvature of the two circles. With the decreasing radius of circle 1, its curvature increases and more number of elements are needed to sufficiently capture its interface.

Table 1: Percentage error in the final radii of the two circles for different mesh resolutions

| \( N_e \) | 3  | 4  | 5  | 6  | 7  | 8  |
|----------|----|----|----|----|----|----|
| Circle 1 | 10.39 | 5.29 | 3.26 | 1.54 | 0.91 | 0.58 |
| Circle 2 | 1.28 | 0.60 | 0.36 | 0.20 | 0.15 | 0.02 |

To understand the behavior of the solver under spatial and temporal refinements, we evaluate the \( L^2 \) error of the solution over the whole domain at \( t = 50 \) by decreasing element and time step sizes. The \( L^2 \) error is calculated as:

\[
e_2 = \frac{||\Phi - \Phi_{ref}||_2}{||\Phi_{ref}||_2},
\]

where \( \Phi \) is the vector of the solution of order parameter \( \phi \) at the final time \( t = 50 \) over the whole domain for the respective refinement, \( \Phi_{ref} \) is the vector of the solution of the finest resolution and \( ||\cdot||_2 \) is the \( L^2 \) norm. The spatial refinement is carried out uniformly by decreasing the element size from \( h = 1/72 \) until \( h = 1/2304 \). The finest grid \( h = 1/2304 \) is selected as the reference solution for evaluating the error norm. We take \( \Delta t = 0.025 \) and decrease it by a factor of 2 until \( \Delta t = 3.90625 \times 10^{-4} \). In a similar manner, the finest \( \Delta t \) is taken as the reference solution.

![Figure 3](image.png)

Figure 3: Convergence study for the present method through dependence of non-dimensionalized \( L^2 \) error \( (e_2) \) as a function of: (a) uniform mesh refinement \( h \), and (b) uniform temporal refinement \( \Delta t \)

The mesh and temporal convergence are plotted in Fig. 3. Some of the peculiar observations from the convergence plots are: (i) the spatial convergence is of second-order with the mesh refinement, and (ii) temporal convergence
initially starts with first-order, but increases to a value of 1.6 as time step is further refined. The order of temporal convergence is not exactly second-order due to the nonlinear energy-stable properties which are imparted by the mid-point approximation in the discretization.

Finally, to analyze the conservation of mass or the order parameter $\phi$, we quantify the percentage change of the mass across the time domain of the experiment compared with the initial mass, which comes out as $5.4577 \times 10^{-5}$%. Note that the mass conservation depends on the tolerance of the linear GMRES solver as well as the nonlinear tolerance. A linear tolerance of $10^{-15}$ with nonlinear tolerance of $10^{-4}$ are chosen for this experiment. Within this limit, it can be concluded that the mass is conserved for the presented scheme.

5.2. Laplace-Young law

To verify the coupling between the Allen-Cahn and the incompressible Navier-Stokes equations at high density ratio, we carry out a test to verify the Laplace-Young law. The law states that the pressure difference ($\Delta p$) across the interface of a static bubble in a two-phase fluid system is equivalent to the ratio of the surface tension ($\sigma$) and the radius of curvature ($R$) of the bubble,

$$\Delta p = p_{in} - p_{out} = \frac{\sigma}{R}. \quad (51)$$

In the equilibrium state, the velocity vanishes $u = 0$ and the pressure gradient balances the surface tension force, i.e.,

$$\nabla p = \sigma \varepsilon \frac{3\sqrt{2}}{4} \nabla \cdot (|\nabla \phi|^2 I - \nabla \phi \otimes \nabla \phi). \quad (52)$$

![Figure 4: Laplace-Young law: (a) Schematic diagram showing the computational domain, (b) Comparison of the pressure difference across the interface in a static bubble obtained from the simulation with the Laplace-Young law. In (a), $\Omega_1$ and $\Omega_2$ are the two fluid phases with densities $\rho_1 = 1000$ and $\rho_2 = 1$, viscosities $\mu_1 = 10$, $\mu_2 = 0.1$ and acceleration due to gravity $g = (0, 0, 0)$ and all the boundaries have periodic boundary condition.](image)

The density and dynamic viscosity of the two fluids are taken as $\rho_1 = 1000$, $\rho_2 = 1$, $\mu_1 = 10$ and $\mu_2 = 0.1$. In the numerical tests, we consider a domain size $\Omega = [0, 4] \times [0, 4]$ with uniform structured mesh of grid size 1/200 with different radii of the bubble (0.2, 0.25, 0.3, 0.35 and 0.4 units) and three surface tensions (0.5, 0.25 and 0.05 units). Periodic boundary conditions are applied on all the boundaries. The initial condition is given by:

$$\phi(x, y, 0) = -\tanh\left(\frac{R - \sqrt{(x - x_c)^2 + (y - y_c)^2}}{\sqrt{2}\varepsilon}\right), \quad (53)$$
where \( R \) is the radius of the bubble with its centre at \((x_c, y_c) = (2, 2)\). The interface thickness parameter is \( \varepsilon = 0.01 \). The time step size is taken as \( \Delta t = 0.01s \) and the pressure difference is measured after 5000 time steps. The schematic of the computational domain and the representative results are shown in Fig. 4. The pressure difference in Fig. 4(b) shows good agreement with the Laplace-Young law. This verifies the coupling between the Allen-Cahn and the Navier-Stokes equations at high density ratio.

5.3. Sloshing tank problem

To further validate the coupling, we test a standard sloshing tank problem. A rectangular computational domain \( \Omega \in [0,1] \times [0,1.5] \) is considered for the simulation. It is discretized with different resolutions characterized by the number of elements in the equilibrium interface thickness denoted by \( N_\varepsilon \). Varying densities and viscosities of the two fluid phases as \( \rho_1 = 1000, \rho_2 = 1, \mu_1 = 1, \mu_2 = 0.01 \) and \( g = (0, -1, 0) \) will also test the ability of the solver to handle high density and viscosity ratios. The capillary effects due to surface tension have been neglected in this test case. The initial condition is defined as:

\[
\phi(x, y, 0) = -\tanh \left( \frac{y - (1.01 + 0.1\sin((x - 0.5)\pi))}{\sqrt{2}\varepsilon} \right)
\] (54)

Slip boundary condition is set along the walls and a Dirichlet boundary condition is prescribed at the top boundary as \( p = 0 \). The problem set-up is given in Fig. 5(a) with the contour plot of \( \phi \) of the initial condition in Fig. 5(b).

![Figure 5: Sloshing in a rectangular tank: (a) Schematic diagram showing the computational domain, (b) Contour plot of the order parameter \( \phi \) at \( t = 0 \). In (a), \( \Omega_1 \) and \( \Omega_2 \) are the two fluid phases with densities \( \rho_1 = 1000 \) and \( \rho_2 = 1 \), viscosities \( \mu_1 = 1, \mu_2 = 0.01 \) and acceleration due to gravity \( g = (0, -1, 0) \) and the walls of the tank have slip boundary condition with \( p = 0 \) at the upper boundary.](image)

To have a detailed analysis of the problem, we perform a series of experiments to assess: (a) the effectiveness of the PPV technique, (b) appropriate number of elements (\( N_\varepsilon \)) required in the equilibrium interface thickness, (c) proper value of \( \Delta t \) to obtain results with sufficient accuracy, and (d) the effect of \( \varepsilon \) on the two-phase flow solution. These convergence and sensitivity studies are hereby presented. The quantification of error in the following analysis is carried out by evaluating the \( L^2 \) error \( e_3 \) defined by

\[
e_3 = \frac{||\Phi - \Phi_{ref}||_2}{||\Phi_{ref}||_2},
\] (55)
where $\Phi$ is the temporal solution of the interface elevation at the left boundary, $\Phi_{\text{ref}}$ is the solution of the finest resolution associated with the respective study and $\| \cdot \|_2$ is the $L^2$ norm.

5.3.1. Effectiveness of the PPV technique

First, we emphasize the advantage of using the PPV-based technique for the phase-field equation. In the convection-and reaction-dominated regions, the linear stabilized variational formulation results in oscillations near the regions with high gradients, which can result into unbounded solution. However, the order parameter $\phi$ solved by the Allen-Cahn equation needs to be bounded at all times to ensure that positive values of density and viscosity are transferred to the Navier-Stokes equations. The present variational technique detects the regions of high gradients depending on the residual of the equation and adds diffusion to those regions to eliminate such oscillations. Further detailed analyses and results in one- and two-dimensions can be found in [41].

To demonstrate the effect of the PPV technique to the present problem, we simulate two test cases: (a) with nonlinear PPV stabilization term and (b) without nonlinear PPV term. $\Delta t = 0.001$, $\varepsilon = 0.01$ and $N_\varepsilon = 3$ and $N_\varepsilon = 4$ are considered for the tests. The minimum and maximum values of the solution of the interface evolution at the left boundary are evaluated to quantify the bounds of the numerical solution. The values are summarized in Table 2. From the table, it is evident that the current formulation reduces the oscillations and preserves the boundedness and positivity in the solution. The solution obtained are compared in Fig. 6 for $N_\varepsilon = 3$. The reference solution is the solution for $N_\varepsilon = 8$, $\Delta t = 0.001$ and $\varepsilon = 0.01$. The percentage error for the non-PPV-based solution is 0.3548% and that for the PPV-based solution is 0.1905%. For the case when the nonlinear PPV term is not used, the solution is unbounded. However, for evaluating the density and viscosity values, we chop off the values larger than 1 and smaller than $-1$ to get physical values for density and viscosity. We observe from Fig. 6 that this chopping leads to less accurate solution compared to the reference solution, while the PPV-based solution is more accurate.

![Figure 6: Sloshing tank problem: Effect of using the PPV technique on the evolution of the interface. $\varepsilon = 0.01$, $\Delta t = 0.001$ and $N_\varepsilon = 3$. The reference solution is obtained at $N_\varepsilon = 8$.](image)

### Table 2: Bounds in the solution of interface evolution at the left boundary for different techniques

| $N_\varepsilon$ | $\min(\phi)$ | $\max(\phi)$ |
|-----------------|---------------|---------------|
|                 | non-PPV       | PPV           | non-PPV       | PPV           |
| 3               | -1.0544       | -1.0          | 1.0154        | 0.9999        |
| 4               | -1.0065       | -1.0          | 1.0023        | 0.9999        |
boundary of the domain with different $N_\varepsilon$ with fixed $\varepsilon = 0.01$ and $\Delta t = 0.001$. The error is quantified in Table 3 with the reference solution taken as that with $N_\varepsilon = 8$.

Table 3: Error ($e_3$) in the solution for different $N_\varepsilon$

| $N_\varepsilon$ → | 3   | 4   | 5   | 6   |
|------------------|-----|-----|-----|-----|
| $e_3(\times10^{-3})$ | 2.491 | 1.094 | 0.564 | 0.208 |

We conclude that $N_\varepsilon$ of 4 or 5 is sufficient to capture the interface. Increasing $N_\varepsilon$ gives more accurate solution however the difference is very small. Therefore, $N_\varepsilon$ of 4 or 5 seems to be a good compromise between accuracy and computational cost.

5.3.3. Effect of the time step size ($\Delta t$)

To observe the effect of $\Delta t$ on the solution, we plot the time convergence plot in Fig. 8 with $N_\varepsilon = 4$ and $\varepsilon = 0.01$. Varying time steps between 0.1 and 0.001 are chosen. The plot shows that the difference in the solution is noticeable till $\Delta t = 0.01$, after which further reduction in the time step size has little effect on the accuracy of the solution. The error is shown in Table 4 with solution at $\Delta t = 0.001$ as the reference solution.

Table 4: Error ($e_3$) in the solution for different $\Delta t$

| $\Delta t$ → | 0.1 | 0.08 | 0.06 | 0.04 | 0.02 | 0.01 | 0.008 | 0.004 |
|--------------|-----|-----|-----|-----|-----|-----|-----|-----|
| $e_3(\times10^{-3})$ | 10.839  | 6.959  | 3.759  | 1.418  | 0.457  | 0.478  | 0.474  | 0.324  |

Figure 8: Sloshing tank problem: Effect of $\Delta t$ on the evolution of the interface. $\varepsilon = 0.01$ and $N_\varepsilon = 4$ are kept constant.
5.3.4. Effect of the interfacial thickness parameter ($\varepsilon$)

The parameter $\varepsilon$ represents the thickness of the interface. The limit $\varepsilon \to 0$ gives the sharp-interface limit. Although decreasing $\varepsilon$ will indeed give more accurate representation of the interface, it will increase the computational cost due to the requirement of large number of elements in the equilibrium interfacial thickness region. Figure 9 shows the evolution of the interface for different $\varepsilon$ values with fixed $\Delta t = 0.01$ and $N_{\varepsilon} = 4$. The error is quantified in Table 5 with the solution at $\varepsilon = 0.005$ taken as the reference solution. A selection of $\varepsilon = 0.01$ is a good compromise between accuracy and cost of computation.

| $\varepsilon \to$ | $e_3 \times 10^{-3}$ |
|------------------|----------------------|
| 0.02             | 5.469                |
| 0.01             | 1.269                |

Table 5: Error ($e_3$) in the solution for different $\varepsilon$

![Figure 9: Sloshing tank problem: Effect of $\varepsilon$ on the evolution of the interface. $\Delta t = 0.01$ and $N_{\varepsilon} = 4$ are kept constant.](image)

Finally, we compare and validate the results obtained from the current simulation considering $N_{\varepsilon} = 4$, $\Delta t = 0.01$ and $\varepsilon = 0.01$ with those obtained using XFEM in [24]. The method in [24] employs the local enrichment of the pressure interpolation shape functions and solves the level-set equation to capture the interface with reinitialization procedure. The present method is much simpler to implement without performing any reinitialization or geometric reconstruction. From Fig. 10, we observe that sufficiently accurate results can be obtained by applying the diffuse-interface approach. Furthermore, the proposed algorithm consisting of single-pass explicit partitioned staggered coupling discussed in Section 4 helps to reduce the computational time without compromising with the accuracy and stability of the solution. For demonstrating the ability of the solver to handle topological changes of the interface, we simulate the two- and three-dimensional dam break problem for unstructured meshes.

![Figure 10: Comparison of the solution considering $N_{\varepsilon} = 4$, $\Delta t = 0.01$ and $\varepsilon = 0.01$ with XFEM-based level set approach in [24].](image)
5.4. Two-dimensional dam break problem

In this subsection, we test the two-dimensional dam break problem to assess the ability of the solver to handle breaking and merging of the interface for the two-phase flow problem. A rectangular computational domain $[0, 0.584] \times [0, 0.438]$ shown in Fig. 11(a) is considered for the present study. A water column of size $0.146 \times 0.292$ units is placed at the left boundary of the domain at time $t = 0$.

![Diagram of computational domain and order parameter contour plot](image)

**Figure 11:** Two-dimensional dam break problem: (a) schematic diagram showing the computational domain, and (b) the contour plot of the order parameter $\phi$ at $t = 0$. In (a), $\Omega_1$ and $\Omega_2$ are the two phases with $\rho_1 = 1000$, $\rho_2 = 1$, $\mu_1 = 10^{-3}$ and $\mu_2 = 10^{-5}$, acceleration due to gravity is taken as $g = (0, -9.81, 0)$ and slip boundary condition is imposed on all the boundaries.

The initial condition is given by:

$$
\phi(x, y, 0) = \begin{cases} 
\tanh \left( \frac{x-b}{\sqrt{2}\varepsilon} \right), & \text{for } x \leq (a - r), y \geq (b - r) \\
\tanh \left( \frac{x-a}{\sqrt{2}\varepsilon} \right), & \text{for } x > (a - r), y < (b - r) \\
\tanh \left( \frac{r-\sqrt{(x-(a-r))^2+(y-(b-r))^2}}{\sqrt{2}\varepsilon} \right), & \text{for } x \geq (a - r), y \geq (b - r) \\
1, & \text{elsewhere}
\end{cases}
$$

(56)

where $a = 0.146$, $b = 0.292$ and $r = 0.04$ are the width, height and the radius of the curve of the water column respectively. $\phi = 1$ and $\phi = -1$ correspond to the order parameter on $\Omega_1$ and $\Omega_2$ respectively. A non-uniform mesh consisting of about 13,500 nodes and 13,300 four node quadrilaterals is employed for the study. The interfacial thickness parameter $\varepsilon$ was selected as 0.005. The total computational time for simulating 1000 time steps with step size of $\Delta t = 0.001$ was 0.453 hour on 4 CPUs. The interface location at the left and bottom boundaries are tracked with time for validation with experiments [61, 62] and interface tracking simulation [63]. The temporal variation of the interface location based on the non-dimensional water column width/height is compared with the results from the literature in Fig. 12 where a good agreement is found. The evolution of the height of the water column is quantified very well. However, the expansion of the water column (in width) in the experiment is slower than what is predicted from the simulation. This delay has been pointed out in [24] to be due to the time required to remove the partition which holds the water column to its initial profile in the experiment.
Figure 12: Two-dimensional dam break problem: temporal evolution of non-dimensional water column (a) width and (b) height. The results are in good agreement with the literature.

The profiles of the interface evolution is shown in Fig. 13. It is in good agreement with the profiles obtained in the literature. Some variations can be found which may be due to the closed domain condition in the numerical study.

Figure 13: Interface profiles for two-dimensional dam break problem: (a) \( t = 0.0 \), (b) \( t = 0.2 \), (c) \( t = 0.4 \), (d) \( t = 0.6 \), (e) \( t = 0.8 \) and (f) \( t = 1.0 \). The profile shown depicts the contour of the order parameter cutoff below 0, i.e., it only shows the domain consisting water.
5.5. Three-dimensional dam break with obstacle

To further assess the solver, we simulate the three-dimensional dam break problem with a rectangular obstacle. The computational domain is a cuboid of size \([0, 3.22] \times [0, 1] \times [0, 1]\) with a water column of size \(1.228 \times 0.55 \times 1\) units. The rectangular cuboid obstacle is of size \(0.161 \times 0.161 \times 0.403\). The dimensions of the domain are given in Fig. 14. To extract the pressure for comparison with the experiment, we had two probes at the following locations (with respect to the axis orientation given in the Fig. 14):

- \((2.3955, 0.021, -0.5255)\): Pressure value (P1)
- \((2.3955, 0.061, -0.5255)\): Pressure value (P2)

The notation in the parentheses is the name of the probe in the experiment conducted by MARIN. To obtain the variation in the water level (or interface), the height of the water is tracked at two locations, viz., \((X, Z) = (2.724, -0.5)\) and \((X, Z) = (2.228, -0.5)\) corresponding to H1 and H2 probes of the experiment respectively. The data of the experiment is taken from [64]. The computational domain is discretized into 430,000 nodes with 2.5 million tetrahedral elements. The interfacial thickness parameter is chosen as \(\varepsilon = 0.02\). The total computational time for the simulation of 1200 time steps with \(\Delta t = 0.005\) was 2.2 hours on 24 CPUs. The comparison between the results obtained from the present simulation and the experiment is depicted in Fig. 15 and 16. The change in the iso-contours of water \((\phi > 0)\) have been plotted in Fig. 17 which shows a good qualitative agreement with the results from the literature [65, 66, 67].
Figure 15: Three-dimensional dam break problem: temporal evolution of the pressure at the probe points: (a) P1 and (b) P2. The results are in good agreement with the literature.

Figure 16: Three-dimensional dam break problem: temporal evolution of the height at the probe points: (a) H1 and (b) H2. The results are in good agreement with the literature.
These tests confirm the ability of the solver to capture the air-water interface with topological changes. After assessing the present formulation for the Allen-Cahn equation and its coupling with the Navier-Stokes equations, we next demonstrate its application to the wave-structure interaction problem.
6. Application to wave-structure interaction

Before we consider the phase-field two-phase solver to wave run-up problem, we first briefly present a background theory of ocean waves. Propagation of free-surface waves is a very complex phenomenon due to the irregular nature of the waves and nonlinear effects. It is very challenging to develop an extensive mathematical formulation to predict this phenomenon. The simplest model is the linear or first-order wave theory where it is assumed that the fluid is incompressible, inviscid and irrotational, density is uniform throughout the fluid, waves are planar and monochromatic. Nonlinear boundary conditions at the free-surface are linearized to further simplify the model [3, 4]. A more accurate model involving the nonlinearities of the wave phenomenon is the second-order Stokes wave theory developed in [68]. The notations used in the description of the wave theory are shown in Fig. 18. Apart from the notations shown, \( T \) is the time period of the wave, \( \omega = 2\pi/T \) is the angular frequency and \( k = 2\pi/\lambda \) is the wave number. We summarize the results obtained by the second-order Stokes wave theory. The free-surface profile of the wave is given as

\[
\eta(x,t) = \frac{H}{2} \cos(kx - \omega t) + \frac{\pi H^2}{8\lambda} \frac{(2 + \cosh(2kd)) \cosh[kd]}{\sinh^3(kd)} \cos[2(kx - \omega t)].
\]  

(57)

The horizontal and vertical components of the velocity to generate the above profile are given as

\[
u(x,z,t) = \frac{Hgk}{2\omega} \frac{\cosh[k(d + z)]}{\cosh(kd)} \cos(kx - \omega t) + \frac{3H^2\omega k}{16} \frac{\cosh[2k(d + z)]}{\sinh^4(kd)} \cos[2(kx - \omega t)],
\]

(58)

\[
w(x,z,t) = \frac{Hgk}{2\omega} \frac{\sinh[k(d + z)]}{\cosh(kd)} \sin(kx - \omega t) + \frac{3H^2\omega k}{16} \frac{\sinh[2k(d + z)]}{\sinh^4(kd)} \sin[2(kx - \omega t)].
\]

(59)

![Figure 18: Notations and coordinate system in the description of the second-order Stokes wave theory: \( \eta(x,t) \) is the profile of the free-surface, \( d \) is the water depth, \( A \) is the amplitude of the wave, \( H = 2A \) is the height of the wave and \( \lambda \) is the wavelength.](image)

With the description of the second-order Stokes waves, we set up a numerical wave tank to demonstrate the wave run-up problem across a vertical truncated cylinder. The vertical truncated cylinder is one of the most common structural members in many offshore structures, e.g., gravity-based structures, semi-submersibles and tension-leg platforms. The wave run-up on a submerged structure is measured by the run-up ratio, \( R/A \) defined as the ratio of the highest free-surface elevation of the fluid (water in this case) at the front face of the cylinder to the amplitude of the incident incoming wave. The run-up depends on two crucial non-dimensional parameters: the wave steepness, \( kA \) and the wave scattering parameter, \( ka \), which are given by

\[
kA = \frac{2\pi A}{\lambda},
\]

(60)

\[
ka = \frac{2\pi a}{\lambda},
\]

(61)
where $A$ is the amplitude of the incident wave, $a$ is half of the cross-sectional width of the submerged structure (radius of the cylinder in this case) and $\lambda$ is the wavelength of the incoming wave. If the steepness of the incoming wave is increased ($kA$ is increased) or if the cross-sectional width of the structure is increased ($ka$ is increased) leading to more resistance to the flow, the run-up ratio increases. The quantification of the run-up ratio with $kA$ and $ka$ is of a particular interest in ocean engineering. Some of the experimental and numerical works dealing with the run-up ratio of different cross-sectional structures are discussed in [69, 70].

For the present demonstration, we consider a truncated circular cylinder as the structure being impinged by the incoming waves. We keep the parameter $ka$ constant and quantify the run-up on the cylinder by varying $kA$ values. The computational setup is similar to that employed in [70] and is depicted as a schematic in Fig. 19. The size of the computational domain is $24\text{m} \times 2\text{m} \times 2\text{m}$, i.e., $L = 24\text{m}$ and $W = 2\text{m}$. The depth of the water is $d = 1.2\text{m}$ and the draft of the submerged cylinder is $0.4\text{m}$. The diameter of the cylinder is $2a = 0.2\text{m}$ and its total height is $h_c = 0.8\text{m}$. The centre of the cylinder is at a distance of $L_c = 3.6\text{m}$ from the left boundary. The boundary conditions employed in the simulation are as follows: velocity inlet according to Eqs. (58) and (59) to simulate Stokes waves at the left boundary, stress-free boundary condition with zero pressure at the top boundary and slip boundary condition at the two sides at $y = -1\text{m}$ and $y = 1\text{m}$. All other boundaries (bottom and right) have no-slip boundary condition. The order parameter $\phi$ is initialized with the interface at $z = 0\text{m}$ with $\Omega_1$ phase depicting water ($\rho_1 = 1000, \mu_1 = 1.002 \times 10^{-3}$) and $\Omega_2$ representing air ($\rho_2 = 1.225, \mu_2 = 1.983 \times 10^{-5}$). The interface thickness parameter for the Allen-Cahn solver is taken as $\varepsilon = 0.02$. Initial numerical tests suggested that employing a much sharper interface by taking smaller $\varepsilon$ does not affect the solution for this large scale problem. The time-step size is taken as $\Delta t = 0.0025$ with the total number of time steps as 5000. The capillary effects due to surface tension have been neglected for the modeling of the free-surface waves.

![Schematic of the wave-structure problem](image)

Based on the experimental campaign in [69], we select the $ka$ value of 0.208 which gives a wavelength of $\lambda = 3.0208\text{m}$. For the Stokes waves, the time period is a function of wavelength as $T = \frac{2\pi}{\lambda \tanh \left(\frac{2\pi d}{\lambda}\right)}$, which gives $T = 1.40045\text{s}$. We vary the $kA$ values by changing the amplitude of the wave and quantify the run-up ratio $R/A$ for the truncated cylinder.

An unstructured finite element mesh is constructed for the numerical wave tank via open-source mesh generator.
A gradually coarsening mesh from mesh size $\delta = 0.01$ at $z = 0$ to $\delta = 0.02$ is used to capture the interface region from $z = -0.2$ to $z = 0.2$. This resolution also ensures that at least 4 number of elements fall under the equilibrium interfacial region to capture the interface properties accurately. Furthermore, the resolution of the mesh is increased to a value of $\delta = 0.01$ enveloping the cylinder. The total number of grid nodes in the mesh are around 5.6 million with approximately 34 million tetrahedral unstructured elements. The mesh is depicted in Fig. 20. The simulations are performed using 600 CPU cores with MPI parallelism and the total time taken to complete the 5000 time steps is approximately 6.5 hours with approximately 5 seconds to complete a minimum of 3 nonlinear iterations in a time step.

![Mesh and Interface](image)

Figure 20: Three-dimensional computational mesh and contours of order parameter for the run-up problem: (a) refined interfacial region with unstructured finite element mesh, (b) contour plot of order parameter $\phi$ superimposed with the unstructured mesh.

The free-surface wave elevation is recorded in time at two locations- one at $x = 2$m and the other at $x = 3.5$m (the front face of the cylinder). The wave elevation is found out by linearly interpolating the order parameter and finding the interface where $\phi = 0$. The wave amplitude is calculated as the amplitude of the first harmonic of the free-surface elevation of the incident wave at the first probe point at $x = 2$m by taking the Fourier transform of the elevation $\eta$ as $A = A(\omega_1)$, where $\omega_1$ is the first harmonic frequency of the incident wave. The wave run-up on the front-face of the cylinder at $x = 3.5$m is calculated as the mean of the maximum amplitude from each wave cycle as $R = M^{-1} \sum_{n=1}^{M} \eta_n$, where $\eta_n$ is the peak amplitude of the free-surface elevation $\eta$ at $x = 3.5$m of the $n$th wave cycle and $M$ is the total number of wave cycles which is equal to 5 in this case. The wave run-up ratio is evaluated as the ratio of the wave run-up $R$ on the front face of the cylinder and the incident wave amplitude $A$. All the post-processing is performed in the time interval $t/T \in [4, 9]$ to exclude any initial transient solutions. The data is post-processed in a similar manner as the experimental campaign [69]. We simulate cases for a range of $kA \in [0.04, 0.2282]$. The iso-contours of the free-surface at $\phi = 0$ colored by the free-surface elevation are plotted in Fig. 21 for two different $kA$ values at $t = 12.5$. The time history of the incident wave and run-up for different $kA$ values is plotted in Fig. 22(a-c). We observe a secondary kink in the wave run-up at high $kA$ values in the figures similar to the findings in the literature. The wave run-up ratio is compared with the results from the literature in Fig. 22(d). Our results are in good agreement with the theoretical and experimental predictions.
Figure 21: Water wave run-up on a truncated cylinder: Snapshots of iso-contours $\phi = 0$ colored by the free-surface elevation for two representative wave steepness parameters: (a) $kA = 0.1887$ and (b) $0.2146$ at $t = 12.5$.

Figure 22: Water wave run-up on a truncated cylinder: Time histories of the free-surface elevations at the probe locations for three representative wave steepness parameters: (a) $kA = 0.0779$, (b) $0.1381$, (c) $0.2146$, and (d) comparison of the wave run-up ratio with the results from the literature at $ka = 0.208$: The first- and second-order results are from frequency domain potential theory, the experimental results are from the campaign in [69] and the ALE results are from the free-surface ALE solver in [72]. Time and free-surface elevation are non-dimensionalized by time period $T$ and wave amplitude $A$ respectively.
7. Conclusions

In this work, a novel positivity preserving variational method has been developed for the accurate, general and robust phase-field modeling of incompressible two-phase flows involving high density ratios. A one-fluid formulation has been utilized under the diffuse-interface description to represent the interface between the two immiscible phases. The interface is evolved by solving the Allen-Cahn equation under the variational framework which minimizes the free energy functional. The mass conservation and energy stability properties are imparted to the underlying scheme in a relatively simple manner. While the mass is conserved by a Lagrange multiplier term, the discrete energy stability is established by considering the mid-point approximation of the spatial part of the Lagrange multiplier. We want to emphasize the advantage of the partitioned staggered single-pass coupling which reduces the computational time while providing accuracy and robustness in the solution. Standalone convergence tests of the Allen-Cahn phase-field solver resulted into a second-order accuracy in space and more than first-order for temporal discretization. The positivity preserving property of the scheme is demonstrated by considering the sloshing tank problem. In contrast to the oscillatory solutions from linear stabilized methods, the numerical solution is found to be bounded if we include the PPV-based nonlinear stabilization terms. We also conclude that about 4-5 elements in the equilibrium interfacial region are sufficient to obtain the accurate solution of two-phase flows. Furthermore, a selection of smaller interface thickness parameter $\varepsilon$ increases the accuracy of the solution but this advantage comes with higher computational cost. Tests on the dam break problem demonstrate the advantage of the presented interface capturing technique on the cases with the breaking and merging of the interface. Finally, the ability of the solver to handle a practical problem of wave-structure interaction is demonstrated by analyzing the water run-up on a vertical truncated circular cylinder. Application of the present formulation to the fluid-structure interaction of floating bodies is a topic of future study.
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Appendix A. Discrete energy stability proof for the Allen-Cahn equation

Here, we derive the statement of discrete energy stability for our variational phase-field formulation based on the convective Allen-Cahn equation presented in Section 2. We show that our proposed formulation is provably energy stable. We will take one particular case when $\alpha_m = \gamma = 0.5$. To prove the energy stability, we choose the following approximation

$$\phi^{n+\alpha} = \frac{\phi^{n+1} + \phi^n}{2},$$

(A.1)

$$\partial_t \phi^{n+\alpha} = \frac{\phi^{n+1} - \phi^n}{\Delta t}.$$  

(A.2)

For simplicity, we assume that $u = 0$. The discrete variational formulation is now given as

$$\int_{\Omega} \left( w_h \partial_t \phi_h + \nabla w_h \cdot (k \nabla \phi_h) + w_h s \phi_h - w_h f \right) d\Omega + \sum_{e=1}^{n_{el}} \int_{\Omega_e} \chi \frac{|R(\phi_h)|}{|\nabla \phi_h|} k e a d x \nabla w_h \cdot I \cdot \nabla \phi_h d\Omega = 0.$$  

(A.3)
Now, substituting $w_h = \phi^{n+1} - \phi^n$, each term of Eq. (A.3) can be written as follows:

**Inertia term:**
\[
\frac{1}{\Delta t} \left[ \int_{\Omega} \partial_t \phi \, d\Omega \right] = \int_{\Omega} \left( \phi^{n+1} - \phi^n \right) \left( \frac{\phi^{n+1} - \phi^n}{\Delta t} \right) \, d\Omega = \frac{1}{\Delta t} \left\| \phi^{n+1} - \phi^n \right\|_0^2. \tag{A.4}
\]

**Diffusion term:**
\[
\int_{\Omega} \nabla w_h \cdot (k \nabla \phi) \, d\Omega = \int_{\Omega} \frac{\varepsilon^2}{2} \nabla (\phi^{n+1} - \phi^n) \cdot \nabla \left( \frac{\phi^{n+1} + \phi^n}{2} \right) \, d\Omega = \frac{\varepsilon^2}{2} \left\| \nabla \phi^{n+1} \right\|_0^2 - \frac{\varepsilon^2}{2} \left\| \nabla \phi^n \right\|_0^2. \tag{A.5}
\]

**Reaction/source terms:**
\[
\int_{\Omega} \left( w_h (s \phi_h - f) \right) \, d\Omega = \int_{\Omega} (\phi^{n+1} - \phi^n) F'(\phi) \, d\Omega - \beta(t) \int_{\Omega} (\phi^{n+1} - \phi^n) \sqrt{F(\phi)} \, d\Omega \\
= \int_{\Omega} (\phi^{n+1} - \phi^n) F'(\phi) \, d\Omega - \beta(t) \int_{\Omega} (K(\phi^{n+1}) - K(\phi^n)) \, d\Omega \\
= \int_{\Omega} (\phi^{n+1} - \phi^n) F'(\phi) \, d\Omega, \tag{A.6}
\]

**PPV stabilization term:**
\[
\sum_{e=1}^{n_d} \int_{\Omega_e} \frac{\chi |R(\phi_h)|}{|\nabla \phi_h|} \kappa_{ee} \nabla w_h \cdot \nabla \phi_h \, d\Omega \\
= \int_{\Omega} \frac{\chi |R(\phi_h)|}{|\nabla \phi_h|} \kappa_{ee} \left( \nabla (\phi^{n+1} - \phi^n) \cdot \nabla \left( \frac{\phi^{n+1} + \phi^n}{2} \right) \right) \, d\Omega \\
= \frac{\chi}{2} \frac{|R(\phi_h)|}{|\nabla \phi_h|} \kappa_{ee} \left\| \nabla \phi^{n+1} \right\|^2_0 - \frac{\chi}{2} \frac{|R(\phi_h)|}{|\nabla \phi_h|} \kappa_{ee} \left\| \nabla \phi^n \right\|^2_0. \tag{A.7}
\]

The second line of Eq. (A.6) is obtained by substituting the corresponding discretizations of $F'(\phi)$ and $\sqrt{F(\phi)}$ which are expressed in Eqs. (13) and (14) respectively. Equation (7) further helps to simplify the expression in Eq. (A.6). By substituting the expressions in Eq. (A.3) and after some algebraic arrangements, we get the following discrete energy statement:
\[
\mathcal{E}(\phi^{n+1}) - \mathcal{E}(\phi^n) = -\frac{1}{\Delta t} \left\| \phi^{n+1} - \phi^n \right\|^2_0 \leq 0, \tag{A.8}
\]
where $\mathcal{E}(\phi)$ is the modified energy functional given as
\[
\mathcal{E}(\phi) = \int_{\Omega} \left( \frac{1}{2} (\varepsilon^2 + \chi) \frac{|R(\phi)|}{|\nabla \phi_h|} \kappa_{ee} \left| \nabla \phi \right|^2 + F(\phi) \right) \, d\Omega. \tag{A.9}
\]

Hence, the presented scheme is unconditionally energy stable. In other words, the discrete Allen-Cahn phase-field equation possesses the energy functional that is bounded for all time, with the bound depending only on the problem data. Similar proof can be derived for the $\theta$-family of time integration methods (which are specific cases of generalized-\(\alpha\) method) with the condition of unconditional energy stability as $\theta \geq 0.5$.

**Appendix B. Discrete mass conservation**

In this section, we prove the mass conservation property of the discrete Allen-Cahn equation presented in Eq. (22). Consider $w_h = 1$ in Eq. (22). With the aid of boundary conditions in Eq. (5) and the incompressibility condition, we have
\[
\int_{\Omega} \mathbf{u} \cdot \nabla \phi_h \, d\Omega = \int_{\Gamma} (\mathbf{u} \phi_h) \cdot \mathbf{n} \, d\Gamma - \int_{\Omega} \phi_h (\mathbf{n} \cdot \mathbf{u}) \, d\Omega = 0. \tag{B.1}
\]
Since $\nabla w_h = 0$, Eq. (22) can be rewritten as
\[
\int_{\Omega} \left( \partial_t \phi + s \phi \right) \, d\Omega = 0, \tag{B.2}
\]
\[
\Rightarrow \int_{\Omega} \left( \partial_t \phi + F'(\phi) - \beta(t) \sqrt{F(\phi)} \right) \, d\Omega = 0, \tag{B.3}
\]
\[
\Rightarrow \int_{\Omega} \partial_t \phi \, d\Omega + \int_{\Omega} F'(\phi) \, d\Omega - \beta(t) \int_{\Omega} \sqrt{F(\phi)} \, d\Omega = 0. \tag{B.4}
\]
Using the definition of $\beta(t)$ in Eq. (6), we obtain

$$\int_\Omega \partial_t \phi_h d\Omega + \int_\Omega F'(\phi) d\Omega - \int_\Omega F'(\phi) d\Omega = 0. \quad (B.5)$$

Since $\partial_t \phi_h$ is evaluated at $n + \alpha_m$, we can write

$$\int_\Omega \partial_t \phi_{h}^{n+\alpha_m} d\Omega = 0, \quad (B.6)$$

which can be expressed as follows using Eqs. (9) and (10),

$$\int_\Omega \partial_t \phi^n - \frac{\alpha_m}{\gamma} \partial_t \phi^n + \frac{\alpha_m}{\gamma \Delta t} (\phi^{n+1} - \phi^n) d\Omega = 0, \quad (B.7)$$

which implies that the mass will only be conserved when $\alpha_m = \gamma$. This completes the proof of discrete mass conservation. All the simulations performed in the present study consider $\alpha_m = \gamma = \alpha = 0.5$.
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