Influencing dynamics on social networks without knowledge of network microstructure
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Social network based information campaigns can be used for promoting beneficial health behaviours and mitigating polarisation (e.g. regarding climate change or vaccines). Network-based intervention strategies typically rely on full knowledge of network structure. It is largely not possible or desirable to obtain population-level social network data due to availability and privacy issues. It is easier to obtain information about individuals’ attributes (e.g. age, income), which are jointly informative of an individual’s opinions and their social network position. We investigate strategies for influencing the system state in a statistical mechanics based model of opinion formation. Using synthetic and data based examples we illustrate the advantages of implementing coarse-grained influence strategies on Ising models with modular structure in the presence of external fields. Our work provides a scalable methodology for influencing Ising systems on large graphs and the first exploration of the Ising influence problem in the presence of ambient (social) fields. By exploiting the observation that strong ambient fields can simplify control of networked dynamics, our findings open the possibility of efficiently computing and implementing public information campaigns using insights from social network theory without costly or invasive levels of data collection.

I. BACKGROUND

Effective public information campaigns (e.g. concerning vaccinations or climate change) deliver accurate information to the relevant audiences. One way to identify audiences is based on socio-demographic groups (e.g. based on age, income, ethnicity). A more accurate way to build audiences would be to augment this information with population-level social connectivity data. However, population-level social network information is scarcely used in practice due to substantial privacy, reproducibility and generalizability concerns. Given this, we might ask – what level of information is required to effectively influence opinion dynamics on networks? And, can we reliably influence large scale social systems using only a coarse-grained privacy preserving summary of the social connectivity?

In a public health context, social network interventions have been applied for mitigating HIV transmission [1, 2], diabetes management [3–5] and reducing smoking [6, 7]. Social network structure is also relevant for understanding and mitigating polarisation in public sentiment concerning topics such as climate change [8–10] and vaccine sentiment [11]. This observation has motivated the development of strategies for optimally influencing the spread of a contagion [12–14] and equilibrium models for opinion dynamics [15–18]. In this paper we model opinion dynamics using the Ising model [19, 20]. In the Ising model, the binary state of each individual is dependent on the combination of its intrinsic bias and the states of its neighbours. Ising models and their extensions are used to model phenomena including opinion dynamics [21, 22], cellular signalling [23], neurons [24] and ecological systems [25]. They also are an example of a Markov Random field [26, 27], which are used in spatial statistics [28, 29] and Boltzmann machine learning [30]. Quantifying the response of Ising models to ambient fields allows us to devise public health campaigns [31, 32], control the state of quantum systems [33, 34] and potentially devise targeted therapies for mental illness [24].

When modelling behaviour in large-scale social systems it is often convenient to consider the connectivity between groups of people partitioned on attributes such as age, income, ethnicity, geographic region or education level [31, 35–38]. This approach addresses issues of privacy, reproducibility and generalizability associated with population-level social network data. Aggregation also offers significant computational advantages when considering large systems. One method to estimate social connectivity between different groups is via social surveys [31, 36, 39]. This might be achieved via ego network surveys [40, 41] or collecting aggregated relational data [42–44]. An alternative to direct collection of network data is to fit a statistical model to behavioural data. Given observations of some binary variable (e.g. smoker/non-smoker) it is possible to jointly infer the connectivity and impact of external covariates [31, 32, 45–51]. Ising models have been fit to data concerning social outcomes including voting behaviours [31], health screening campaigns [32], civil vs religious marriages, divorces and suicidal tendencies [45, 46] and educational attainment [47].

Given an estimate of the network structure we can investigate how the state of the system responds to perturbations. For Ising systems, these might include perturbations to the temperature, connectivity or external fields (see Ref. [31] for a range of examples). In this work we focus on weak but sustained perturbations to the external fields. This type of influence has been considered recently in Refs. [15, 16, 18]. Real social systems might not respond in the same way to external perturbations, however, investigating the impact of such perturbations can provide us with plausible influence strategies and in-
formed null models for application in practice.

In this paper we consider influencing Ising systems on networks under the following assumptions:

(a) **Homophilous modular networks.** Social networks are well known to be homophilous with respect to attributes [35, 52, 53]. Assuming the attributes are discrete (which is often the case as continuous variables might be binned) we can model social connectivity using a stochastic block model (SBM) [54–56].

(b) **Strong ambient social fields.** At the level of populations, an individual’s socio-demographic attributes will be highly predictive of their social outcomes [31, 32, 47]. In the context of Ising models, this corresponds to a dominating effect from ambient fields (with weaker fields being sufficient in the low temperature setting). We will assume that these external fields are specified by block membership. This reflects the fact that data which respects privacy and availability constraints may be aggregated.

(c) **Estimates of the system state.** An estimate of the system state corresponds to full or partial information about the binary state of each individual. Historically, surveys which record opinions combined with participant demographics are more prevalent than more recent data collection efforts which also include social network data.

(d) **Moderate time horizon.** Ising systems with general connectivity structure and ambient fields can have a complicated solution structure with many metastable states [57]. For opinion dynamics on weakly coupled modular networks the different metastable states correspond to solutions where spins within each block are mostly aligned in the positive or negative directions [58–60]. When simulating Ising systems, the system will equilibrate to a metastable state, and then remain in it for an exponentially long amount of time before transitioning to another due to fluctuations [17]. We aim to identify influence strategies which are effective given knowledge of the current metastable solution. This assumption amounts to identifying practically relevant ‘moderate timescale influence strategies’, which will differ from those which are optimal in the infinite time horizon case.

The influence strategies we consider are open-loop and time-independent as they do not rely on information about the system state, apart from an initial estimate of the current metastable state. Open-loop controls with pulsed fields might present a significant improvement for a given average field budget.

While these assumptions are somewhat limiting they largely correspond to the parameter regimes in which Ising influence has been studied in social networks [31, 32, 47]. To the authors knowledge, the problem of influencing Ising systems on modular networks in the presence of external fields has not been studied in detail. Our work illustrates how this can be achieved and identifies some of the key assumptions required.

Outline. Sections II B, II A and II C introduce SBMs, the Ising model and the Ising influence problem. Following this, we show how a coarse-grained influence strategy can perform comparably to one which uses knowledge of the full graph in a two-block SBM (Section III A). We show that our method is effective for a range of parameter values in coarse-grained systems where the average block degrees are sufficiently heterogeneous. In Section III B we explore how optimal influence strategies are impacted by the temperature and metastable state in the presence of ambient fields. We find that a relevant heuristic in the low field budget limit is the ability to identify blocks of nodes which are not polarised strongly in a particular direction. We then suggest some heuristic strategies for influencing Ising systems in the presence of ambient fields. In Section III C we study the performance of coarse-grained influence strategies on a large attributed social network in which nodes can be partitioned based on attribute knowledge (age, location). We find that our coarse-grained influence strategies can achieve a macroscopic fraction (10 − 50%) of the performance of the algorithm which uses full knowledge of network structure.

II. METHODS

A. Ising systems on networks

In the Ising model [19, 20], each node $i$ is assigned a spin, $s_i \in \{-1, +1\}$ (a summary table of the symbols used in this paper can be found in Supplementary Section 1). In the context of social networks this might represent the opinions of individuals about a political issue or an opinion on a scientific topic such as climate change or vaccines. The spin configuration is described by the vector $s = (s_1, s_2, ..., s_N)$. A particular individual’s spin is a random variable which is dependent on that of its neighbours. The spins are coupled via the graph with adjacency matrix $A$, which we will assume to be undirected with no self loops.

In the Ising model the spins tend to align so that the energy is minimized. The energy is given by:

$$\mathcal{E}(s) = -\frac{1}{2} \sum_{ij} A_{ij} s_i s_j - \sum_i g_i s_i, \quad (1)$$

where $g_i$ represents an external field acting on spin $i$. It will be appropriate to decompose $g$ into a component $h$ which we can control and an ambient field $b$ which we cannot influence so that: $g_i = h_i + b_i$. The probability of the system being in a particular state, $\mathcal{P}$ is given by the
Boltzmann distribution:

\[ P(s) = \frac{1}{Z} e^{-\beta \mathcal{H}(s)} , \]

(2)

where \( \beta \) is the inverse temperature and \( Z = \sum_s e^{-\beta \mathcal{H}(s)} \) is the partition function. This tells us that systems are exponentially less likely to be in states with higher energy. Evaluating this expression analytically requires a sum over \( 2^N \) possible values of \( s \). This is not feasible for moderately sized systems. Consequently, evaluating the distribution over states typically requires Monte Carlo simulations (see Supplementary Section 2 C) or analytic approximations.

The state of an Ising system can be summarised by the magnetisation:

\[ M = \frac{1}{N} \sum_{i=1}^{N} \langle s_i \rangle , \]

(3)

where \( \langle \cdot \rangle \) represents an ensemble average over the dynamics. We will have \( M = \pm 1 \) if all of the \( N \) spins are aligned in the positive or negative directions. In this study, we seek to find external fields \( h \) which maximise \( M \) (taking the positive direction as a default) given some constraints. In the context of political votes, this would correspond to finding the optimal way to distribute a budget in order to maximise the vote share for a particular party.

Ising systems on networks with modular structures have been studied widely in the context of the multi-species Curie-Weiss model \([48, 49, 61]\) (MSCW). This model is equivalent to the Ising model on a weighted complete graph. In the MSCW model the graph is assumed to be fully connected. Ising systems on non-fully connected systems have been considered in the context of the Kernel Blau Ising model \([31]\), coupled Barabási-Albert networks \([58, 62]\) and SBMs \([63]\). In what follows we will consider Ising systems on SBMs which is similar to the MSCW but with noise in the connections.

B. Stochastic block models

Consider an undirected graph consisting of \( N \) nodes, each of which belongs to one of \( q \) non-intersecting subsets with fixed sizes: \( \mathcal{N}_i \) for \( i \in \{1, \ldots, q\} \). Let \( t \) be the vector describing the block membership of the individual nodes. That is, \( t_i = k \) if node \( i \) is in block \( k \). We assume that the block assignments of the nodes are fixed. The connection probabilities of nodes in an SBM are determined by the entries of a \( q \times q \) affinity matrix, \( \Omega \). The elements of the symmetric adjacency matrix \( A \) are Bernoulli trials with a connection probability given by:

\[ P(A_{ij} = A_{ji} = 1) = \Omega_{t_i, t_j} . \]

(4)

The expected adjacency matrix, \( \mathbb{E}(A) \), will be an \( N \times N \) block matrix with elements \( \Omega_{t_i, t_j} \).

Another matrix which we will use is the coupling matrix, \( K \). This is a \( q \times q \) matrix for which element \( K_{xy} \) represents the expected number of links from a randomly selected node in block \( x \) to nodes in block \( y \). This matrix is asymmetric in general, however, it will be symmetric when \( N_x = N_y \forall x, y \). The entries of \( K \) will be constrained such that for \( x \neq y \):

\[ K_{xy} = \frac{N_x}{N_y} K_{yx} . \]

(5)

The coupling matrix can be obtained from:

\[ K = \Omega N , \]

(6)

where \( N = \text{diag}(N_1, N_2, \ldots, N_q) \) is a matrix containing block sizes on the diagonal.

The expected total number of edges from block \( x \) to block \( y \) will be given by:

\[ E_{xy} = \begin{cases} \frac{N_x (N_x - 1)}{2} & \text{if } x = y \\ N_x N_y & \text{if } x \neq y \end{cases} \]

(7)

Given network data at block-level, this formula can be inverted in order to obtain a point estimate of \( \Omega_{ij} \).

C. The Ising influence maximisation problem

Recent work in Refs. \([15, 16, 18]\) has considered the problem of maximising the magnetisation of an Ising system using an external control field. They refer to this as the Ising Influence Maximisation (IIM) Problem. In Ref. \([15]\) they introduce the IIM and a mean-field based optimisation algorithm for solving the problem. The approximation performs well apart from close to the critical temperature \( \beta_c \) (defined below). At high temperatures (\( \frac{\beta}{\beta_c} \ll 1 \)) it is preferable to target high degree nodes, while at low temperatures (\( \frac{\beta}{\beta_c} \gg 1 \)) it is better to spread the budget among low degree nodes. The mechanics of this problem are explored further in Ref. \([16]\) which considers influence strategies in the limit of low field budgets.

In the Ising Influence Maximization problem, the Ising system is influenced both by a field \( h \) and a budget \( H \) which we can control as well as an ambient field \( h_0 \) which is not controlled. We consider a constraint on \( h \) of the form:

\[ |h| = \sum_{i=1}^{N} |h_i| \leq H , \]

(8)

where \( H \) is the total field budget. In Ref. \([15]\) the Ising Influence Maximisation problem is defined as follows: given an Ising system \( A, b, \beta \) and a budget \( H \), find a feasible control field \( h \) s.t. \( |h| \leq H \), that maximises the magnetisation. That is, find an optimal control field \( h^* \), such that:

\[ h^* = \arg \max_{|h| \leq H} M(h + h_0) . \]

(9)
The value of $M$ for a particular $h$ can be estimated using the mean-field approximation. It is also possible to estimate it using higher order variational approximations [18, 64].

Under the mean-field approximation we can estimate the magnetisation of an Ising system by solving a set of self-consistency equations [19, 65]:

$$m_i = \tanh \left( \beta \left( \sum_{j=1}^{N} A_{ij} m_j + b_i + h_i \right) \right), \quad (10)$$

for $i=1, \ldots, N$. These equations can be evaluated numerically using fixed point iteration (Algorithm 1 in Supplementary Section 2 A). We will denote the average mean-field magnetisation by $M^{MF} = \frac{1}{N} \sum_{i=1}^{N} m_i$.

For small values of $\beta$ and $h = 0$, Equation. 10 has a single solution at $m = 0$. For larger values of $\beta$ there exist solutions with non-zero magnetisation. The point at which these non-zero solutions become stable is associated with the critical (inverse) temperature $\beta_c$, which we use to set the temperature scale. $\beta_c$ can be identified by considering the conditions required for $m = 0$ to be the only solution to Equation 10 (see Supplementary Section 2 D).

1. Block-level Ising influence

For systems with block structure we can approximate the magnetisation further. In Ref. [63] the authors show, for an Ising system on a two-block SBM, in the $N \to \infty$ limit, the average magnetisation of each block converges to that of the fully connected model if the graph is sufficiently dense and homophilous. We make the strong, but intuitive, assumption that these results can be extended to the case of a general number of blocks. This is not likely to be the case for all parameter regimes, however, our results indicate that this form of mean-field approximation performs well for a wide range of relevant parameter values.

For Ising systems on networks with block structure we can estimate the magnetisation at block-level by solving a coarse-grained version of Equation 10:

$$m_{B_x} = \tanh \left( \left( \sum_{y=1}^{q} K_{xy} m_{B_y} + \tilde{b}_B + \tilde{h}_B \right) \right), \quad (11)$$

for block index $x = 1, \ldots, q$, where $m_{B_x}, \tilde{b}_B$ and $\tilde{h}_B$ are, $q$-dimensional vectors of the magnetisation, ambient field, and control field at the level of blocks. We assume that all nodes in a given block experience the same ambient field. The derivation of this equation is given in Supplementary Section 2 B 2.

Given some $\tilde{h}_B$, we can project the control from $q$ blocks to $N$ nodes by computing:

$$\tilde{h}_{block} = G \tilde{h}_B, \quad (12)$$

where $G$ is the block membership matrix for which $G_{ij} = 1$ if node $i$ is in block $j$ and $G_{ij} = 0$ otherwise.

2. Ising influence in the low $H$ limit.

Apart from in Section III A, we will consider values $H$ which are sufficiently small to induce changes in $M$ of only a few percent. Improvements of this magnitude constitute substantial progress in social applications. We can characterise the low field budget solutions to the IIM problem by computing the susceptibility vector $\nabla_{\tilde{h}} M^{MF} |_{\tilde{h} = 0} [16]$ (see Supplementary Section 2 B 1).

In the following we will compare the node-specific (or full) influence strategy $\tilde{h}_{full}$ with the coarse-grained approximation $\tilde{h}_{block}$. In Section III A we go beyond the low $H$ limit and must therefore use a projected gradient ascent (Algorithm 2) approach in order to estimate $\tilde{h}_{full}$ and $\tilde{h}_{block}$. In Sections III B and III C we assume $H$ is sufficiently small that we can set $\tilde{h}_{full} = \nabla_{\tilde{h}} M^{MF} |_{\tilde{h} = 0}$ and $\tilde{h}_{block} = \nabla_{\tilde{h}} M^{MF} |_{\tilde{h}_B = 0}$ without a significant impact on the performance.

III. RESULTS

A. A scalable approach for influencing Ising models on networks with block structure

In this section we compare the structure of the solutions obtained by the full graph and the block-level influence strategies on a two-block SBM. We then show that the magnetisation obtained using the block-level strategy can be comparable to that obtained by using the full graph strategy on the same SBM.

In the absence of external fields, the leading order effect specifying the optimal nodes to target is typically their degree [15, 16]. Consequently, we will focus on a system for which the average degrees are heterogeneous. If the average degrees of blocks are homogeneous we expect little impact from coarse-grained influence strategies (this is confirmed in the zero ambient field setting in Supplementary Section 3).

We will consider an Ising system on the two-block SBM with the coupling matrix:

$$K = \begin{pmatrix} 10 & 2.5 \\ 2.5 & 2.5 \end{pmatrix}. \quad (13)$$

This system consists of a strongly self-coupled block (block 1) coupled to a weakly self-coupled one (block 2). We set the block sizes to be equal with $N_1 = N_2 = 250$. A draw from this ensemble is shown in Figure 1a.

We evaluate the performance of $\tilde{h}_{full}$ and $\tilde{h}_{block}$ using Monte Carlo simulations and explore how the performance is impacted by the parameters $H$ and $\beta$. Let $M_{MC}(h)$ be the average magnetisation of the system evaluated using Monte Carlo simulations. Define the magnetisation markup for control $h$ to be:

$$\Delta M_{MC}(h) = M_{MC}(h) - M_{MC}(h_{\text{unit}}), \quad (14)$$
Figure 1. The block-level control can perform comparably to a control which uses the whole graph structure on a two-block SBM. (a) Plot showing the SBM defined in text with nodes coloured according to the value of the full graph control. Nodes in block 1 (LHS) have an average degree of 12.5 while those in block 2 (RHS) have a smaller average degree of 5. (b) Histogram showing the distribution of \( h_{\text{full}} \) values for the two blocks for \( \beta = \frac{3}{2} \beta_c, \ H = 10 \). The average control applied to the second, lower degree, block is significantly smaller than that applied to the first block. We evaluated the controls on the same SBM network drawn from the ensemble with coupling matrix in Equation 46 for a range of \( \beta \) and \( H \) values. (c), (d), (e) Illustrate how \( \Delta M(h_{\text{full}}) \) (blue circles) and \( \Delta M(h_{\text{block}}) \) (red squares) behave as a function of \( H \) for \( \beta = 0.5 \beta_c \) (c), \( 1.2 \beta_c \) (d) and \( 1.5 \beta_c \) (e). (f) and (g) show the behaviour of \( M_{MC}(h_{\text{unif}}) \) and \( \delta M_{\text{Block}} \) respectively for different values of \( \beta \). Error bars indicate the standard error on the mean from 15 Monte Carlo simulations. Parameters used for the numerical simulations are given in Supplementary Section 2E.

where \( h_{\text{unif}} \) represents the uniform baseline strategy for which \( h_{\text{unif},i} = \frac{H}{N} \).

We compute \( h_{\text{full}} \) and \( h_{\text{block}} \) for a range of values of \( H \). We consider 3 different values of \( \beta_c = \frac{1}{\lambda_1} \) where \( \lambda_1 \) denotes the largest eigenvalue of the adjacency matrix, \( A \), of the sampled SBM. The parameters used in the projected gradient ascent algorithm are provided in Supplementary Section 2E.

The average magnetisations for controls were estimated by running Markov-Chain Monte Carlo with the Metropolis dynamics described in Supplementary Section 2C. Simulations were initialised with all spins pointing
in the positive direction ($s = (1, 1, ..., 1)$) with the aim of identifying the most positive metastable solution. For each value of the field budget we determine the magnetisation by taking the average value obtained from 15 simulations with a burn-in time of $T_{\text{burn}} = 2 \times 10^4$ and run time of $T = 10^4$ steps.

Figures 1c, 1d and 1e show $\Delta M_{\text{MC}}(h)$ as a function of $H$ for $\beta = 0.5\beta_c, 1.2\beta_c$ and $1.5\beta_c$ respectively. $\Delta M_{\text{MC}}(\hat{h}_{\text{block}})$ lies close to $\Delta M_{\text{MC}}(\tilde{h}_{\text{unif}})$ for a range of values of $H$ and $\beta$. This indicates the presence of scenarios in which the block-level strategy can be used to effectively Ising influence Ising systems on SBMs. We would expect $\Delta M_{\text{MC}}(\hat{h}_{\text{block}})$ to be much smaller in the case where the two blocks have similar average degrees.

We also compute the quantity $\delta M^B_{\text{Block}} = \frac{M_{\text{MC}}(\hat{h}_{\text{block}}) - M_{\text{MC}}(\tilde{h}_{\text{unif}})}{M_{\text{MC}}(\tilde{h}_{\text{unif}})}$ (Figure 1g) which indicates the fractional increase in the magnetisation relative to the uniform baseline. $\delta M^B_{\text{Block}}$ is largest for $\beta = 0.5\beta_c$ for which we see a relative increase in the magnetisation of at least 20%. For larger $\beta$ we observe a smaller increase of up to $\approx 5\%$. The larger value of $\delta M^B_{\text{Block}}$ in the former case coincides with the case when the $M_{\text{MC}}(\tilde{h}_{\text{unif}})$ is small (Figure 1f).

B. Ising influence in the presence of ambient fields

In this section we explore the influence strategies which arise in Ising systems with ambient fields. We first consider the Ising influence problem on a simple model of a polarised society. The insights drawn from this analysis provide us with some more informed baseline control strategies to be applied to Ising systems with ambient fields.

We will consider an SBM consisting of 3 blocks arranged in a chain with the coupling matrix:

$$K = \begin{pmatrix} 10 & 2.5 & 0 \\ 2.5 & 7.5 & 2.5 \\ 0 & 2.5 & 10 \end{pmatrix},$$

(15)

with block sizes of: $N_1 = N_2 = N_3 = 400$. We set the block-level ambient field vector to:

$$\hat{h}_B = (+B, 0, -B),$$

(16)

where the parameter $B$ controls the magnitude of the field applied. This model consists of two communities with opposing ‘external bias’ which can only communicate via an intermediate group with no external bias. The coupling structure here shares similarity with that between three different age groups obtained by fitting an Ising model to health screening data in Ref. [32] and is consonant with the geometric kernel inferred in [31]. Figure 2a shows a typical draw of an SBM from this system. The average degrees of the nodes in the SBM with the coupling matrix in Equation 15 will be equal. This homogeneity in the node degrees allows us to focus on the effects of the ambient field on the optimal influence strategy.

Before studying the influence problem on this network, we first enumerate the values which $M$ can take for different $\beta$ values in the absence of a control field. We compute the phase diagram of the system using two different mean-field approximations (full and block-level) and Monte Carlo simulations. Different metastable solutions can be identified using different initial conditions for the fixed point iterations and Monte Carlo simulations. We identify these different metastable solutions using a sampling scheme which assumes that blocks have the same fraction of aligned spins (see methods in Appendix 4).

The phase diagram for the three block system is shown in Figure 2b. The phase diagram consists of three different regimes containing one, two and four metastable states. The results shown in Figure 2b demonstrate that the block-level mean-field approximation is able to reproduce the shape of the phase diagram obtained using Monte Carlo simulations and the full graph mean-field approximation. The main discrepancies between the different methods occur close to the two transition points. The lack of symmetry in the full mean-field approximation and Monte Carlo simulations is an artefact of the particular SBM draw which we expect will disappear under ensemble averaging (see Supplementary Section 4.A).

1. Low $H$ solutions to the IIM problem with ambient fields

We characterise the low $H$ solutions to the IIM problem by computing the magnetisation and component of $\nabla_h M^{MF}|_{h=0}$ associated with each block for each of the metastable solution branches identified in Figure 2b. Figures 2c-2f show how the magnetisation at the level of individual blocks varies as a function of $\beta$. We colour the blocks according to the components of $\nabla_h M^{MF}|_{h=0}$. Figures 2g-2j illustrate how the susceptibility of each block varies as a function of $\beta$ for each solution branch. In the noisy or high temperature (low $\beta$) setting, the susceptibility of all three blocks approaches the same value. This suggests it is optimal to spread the budget uniformly, which is intuitive as the blocks have the same average degree. For large $\beta$, the optimal low $H$ block-level influence strategy is to focus all of the budget on one of the three blocks. In all cases this is the block which has the lowest absolute magnetisation. In sub-figures 2g and 2j we observe an abrupt transition in the block with the highest susceptibility. This corresponds to the formation of new solution branches where all three blocks are aligned in the same direction.

In this example, knowledge of the system parameters $(\beta, K$ and $\hat{b})$ alone are not sufficient to identify the optimal medium timescale influence strategy. Instead, it is necessary to be able to identify the least polarised set of nodes. This mirrors the tactic of targeting sub-populations with no strong bias either way known as ‘swing voters’ in political campaigns. This situation also has similarities to public health efforts to target the vaccine hesitant [66].
Figure 2. The optimal low $H$ block-level IIM strategy involves targeting the block with the lowest absolute magnetisation. (a) SBM drawn from the ensemble with the coupling matrix specified in Equation 15 for $N = 1200$. The ambient fields experienced by the nodes are indicated on the colour bar. (b) Plot showing the different solutions for the magnetisation of the three-block system as a function of $\beta$. The plot shows the different solutions identified using the block-level mean-field approximation (black circles) and the full graph mean-field approximation (blue squares). These are overlaid onto a heatmap showing the probability distribution of magnetisation values obtained using Monte Carlo simulations. For each value of $\beta$ we sampled from two Monte Carlo chains with a burn-in time of $1.2 \times 10^5$ and run time of $10^8$ steps for each of 25 random initial conditions (see Supplementary Section 4). The histograms (for a given $\beta$) are normalised by the maximum count so that the different metastable states are easier to identify. The value of $\beta_c$ was computed from the spectral radius of the SBM. Sub-figures (c)-(f) show the behaviour of the magnetisation at the level of blocks as a function of $\beta$ computed using the block-level mean-field approximation for the different metastable solutions. Scatter points are coloured according to the absolute value of the magnetisation of $i$ associated with each block. Dashed lines indicate the average magnetisation of the metastable solution. These metastable solutions correspond to the different branches shown in Sub-figure (b). Sub-figures (g)-(j) show the components of $\nabla_h M^{\Lambda h=0}$ coloured according to the absolute value of the magnetisation of each block. Solutions corresponding to the different metastable states are obtained by initialising Algorithm 1 with different uniform random initial conditions in $[-1,1]^3$. $\nabla_h M^{\Lambda h=0}$ is computed by numerically solving Equation 26 in each instance.


| Influence strategy | Definition | Information required | Parameters |
|---------------------|------------|----------------------|------------|
| Full graph          | The normalised magnetisation gradient $\nabla H^{M} B_{0} m$ is obtained by numerically solving Equation 26 in the Supplement. In Section III A we use the projected gradient ascent approach presented in Algorithm 2. | $A$, $\beta$, $\gamma$, $\tau$ | $c$, $\alpha$, $\gamma$, $\tau$ |
| Block-level         | Identical to the above but computed for at the coarse grained level (Equation 11). | $\hat{N}/A$ | $N/A$ |
| Uniform             | $h_{\psi} = \left( \frac{1}{N} \sum_{i} \psi_i \right)$, where $\psi$ is a constant. This strategy spreads influence equally among this set of nodes so that: $h_{\text{uni}} = \frac{1}{N}m$ if $i \in H$ and $h_{\text{uni}} = 0$ otherwise. | $\psi$ | $\psi$ |
| Hesitant canceller  | Define the set of hesitant nodes to be: $H(v) = \{ i : |b_i| < 1 \}$, where $v$ is the vector with elements: $b_i = b$ if $b_i < 0$ and $h_i = 0$ otherwise. | $b$ (or $\tilde{b}$) | $\psi$ |
| Negative canceller  | $\psi_v = \psi \frac{1}{\sqrt{2}} \frac{1}{N} \sum_{i} \psi_i |H|$, where $\psi$ is the vector with elements: $h_i = b$ if $b_i < 0$ and $h_i = 0$ otherwise. | $b$ (or $\tilde{b}$) | $\psi$ |
| Survey-snapshot     | See Section III B 2 | $\hat{M}_B$ | $t$ |

Table I. Table comparing the different Ising influence strategies and null models introduced in text. Symbols used in the manuscript are defined in Supplementary Table S1. For the full graph and block-level IIM strategies $m^0$ and $m^0_B$ can be any initial condition which converges to the desired metastable solution under the dynamics in Algorithm 1. Setting $m^0$ and $m^0_B$ requires knowledge of the metastable state which the system is assumed to be in. For main text Figures 1 and 4 we select the metastable solutions with the most positive and most negative magnetisations respectively. These can be reached by initialising at $(1,1,...,1)$ and $(-1,-1,...,-1)$ respectively. When implementing the Survey-snapshot strategy in this paper we use Monte Carlo simulations in order to estimate the magnetisation at the level of blocks $\hat{M}_B$. However, in practice we would aim to set $m^0$, $m^0_B$ and $\hat{M}_B$ from empirical survey data (e.g. as in Refs. [31] and [32]).

2. Heuristic influence strategies and null models

The above results suggest that knowledge of the magnetisation of groups of nodes is essential for influencing Ising systems. In practice, we might only be able to obtain relatively coarse-grained information about the system state. Thus, to explore how useful this information might be in practice, we propose a heuristic strategy for influencing Ising systems which relies on point estimates of the magnetisation at the level of blocks. We will assume that we can only access a snapshot of the system at a particular time rather than relying on an aggregation of multiple observations. A more robust estimate of the susceptibility of the system would require multiple observations or knowledge of the connectivity between the blocks (which we assume is not available in the case of this null model).

In analogy to a social survey taken at a particular point in time, we will use a sample of node states to estimate the magnetisation. We assume that it is possible to estimate the magnetisation based on the spins of all of the nodes, however, in Supplementary Section 5E we provide evidence that this strategy performs well even when a small fraction of nodes from each block are sampled. This analysis assumes that a random sample is equivalent to a representative sample of the population, which is not necessarily the case in practice.

The strategy is motivated by the fact that differentiating Equation 10 with respect to $h_i$ it is possible to show that the mean-field susceptibility of a node to its own field is equivalent to $\beta(1 - m^2)$. Let $\hat{M}_{B_i}(t)$ be an estimate of the magnetisation of block $x$ at timestep $t$. Let:

$$\hat{\chi}_{\text{snap}}(t) = ((1 - \hat{M}_{B_1}(t)^2), ..., (1 - \hat{M}_{B_q}(t)^2)).$$  \hspace{1cm} (17)

Projecting the vector onto the full graph and then normalising by the magnitude allows us to define the survey-snapshot influence strategy as:

$$h_{\text{snap}}(t) = \frac{H}{H_{\text{snap}}} \hat{\chi}_{\text{snap}}(t),$$  \hspace{1cm} (18)

where $H_{\text{snap}} = \sum_{\text{blocks}} \hat{G}_{\text{snap}}(t)$.  

Null models. In the $b = 0$ setting the obvious null model to contrast different influence strategies against is the uniform influence strategy. When $b \neq 0$ it is less clear what the appropriate null model is. We therefore explore two different approaches. The first, in which we target nodes (or blocks) with the lowest magnitude external fields will be referred to as the ‘hesitant targeting’ strategy. The second null model involves spending the budget to cancel out the negative external fields, we refer to this as the ‘negative canceller’ strategy. These strategies are defined in Table I which also details the differing levels of information required by the different influence strategies.

C. Influencing an Ising system on a large homophilic social network

In this section we explore the performance of the different influence strategies defined above in a setting which engages with some aspects of real-world disorder. We apply the influence strategies to data obtained from an online social network. We consider a significantly larger network than previous ($N = 29,582$) in order to demonstrate scalability of the influence strategies. The attributed network dataset was obtained from the online social network Pokec [67] (see Supplementary Section 5A for details). We extracted a sub-graph associated with nodes in the vicinity of Bratislava and coarse-grain the resulting network into twelve blocks based on the location and age of individuals (see Supplementary Section 5B). We find strong homophily in both age and region (Figure 3a), indicating that this form of coarse-graining provides an appropriate summary of the network structure.
1. Impact of block-level degree heterogeneity ($\beta = 0$)

In Section III A we illustrated that, in the absence of ambient fields, the block-level influence strategy can perform well when there is heterogeneity in the average degrees. The Pokec network has a heterogeneous degree distribution [67] and variability in the average degree at the level of blocks (Figure 3a). However, the degree distributions at the level of blocks are broadly comparable (Figure 3b). Consequently, we will expect poor performance from the block-level influence strategy at this level of coarse-graining. To test this we derive low budget influence strategies by computing $\nabla_h M^{MF}$ and $\nabla_h M^{MF}$ (see Equations 26 and 40 in the Supplement). Normalising by the sum of the elements and multiplying by $H$ in each case allows us to obtain a control with budget $H$. For our simulations we have selected $H = 2500$. This value of $H$ is sufficient to observe changes in magnetisation of a few percent but sufficiently small to align with the assumption of low field budget.

Figure 3c shows the behaviour of $\Delta M^{MC}$ as a function of $\beta$ for the most positive metastable solution of the Pokec network. The block-level influence strategy performs poorly for a range of $\beta$ values indicating that this level of coarse-graining is not sufficient to effectively influence the system. On the other hand, it is possible to achieve a noticeable markup using the full graph influence strategy which acts as an upper bound on the performance of coarsened mean-field influence strategies. The largest markup occurs for large $\beta$ which agrees with previous observations that mean-field based influence strategies (such as $\Delta M^{MF}$) are most effective away from the critical temperature [15, 16]. These results hint that there might be finer levels of coarse-graining for which the block-level control does obtain an advantage.

Given the above, knowledge of the particular coarse-grained connectivity matrix $K$ may not appear of much utility for influence Ising systems on this network in the high $\beta$ setting. However, in the case where $\beta \neq 0$, knowledge of $K$ (combined with an appropriate initial condition) is required to estimate the susceptibility using Equation 11.

2. Impact of adding external fields

The Pokec social network dataset does not encode any ambient fields associated with the nodes. Consequently, we will impose an artificial ambient field to replicate what we might expect in a real system. Vaccine sentiment is known to covary with age in some countries [68]. Motivated by this, we will consider an ambient field which varies linearly with age (see Supplementary Section 5C) with gradient $g$. Using Monte Carlo simulations and the mean-field approximation we found that this system has two metastable solutions for a range of $\beta$ and $g$ values (See Supplementary Figures S4 and S6). The block-level mean-field approximation is able to identify these metastable solutions when supplied with the same initial conditions, however, under certain conditions we find that it possesses additional spurious metastable states (see Supplementary Figure S4). The positive and nega-
Figure 4. Knowledge of coarse-grained connectivity, ambient fields or point estimates of the magnetisation can be used to influence an Ising system on an online social network with ambient ambient fields. Figures (a) and (b) show how the average magnetisation for different blocks varies as \( g \) is increased for the positive and negative metastable solutions respectively. We also show the average magnetisation across all blocks (green dash-dotted line). Plots (c) and (d) show how the average magnetisation for different blocks varies as \( g \) increases.

In this section we set \( \beta = 8\beta_c \). This choice of \( \beta \) corresponds to a ‘moderately’ low temperature in which spins are broadly aligned with their blocks but still allows for the possibility for spins to flip due to being influenced or thermal fluctuations (See Supplementary Figure S4). It also corresponds to the regime in sub-figure 3c where it possible to obtain a noticeable increase in magnetisation using knowledge of the full graph.

The full and block-level mean-field based influence strategies are derived as described in Section III C 1 above. For the linear ambient field considered, the 22-28 age group has the lowest magnitude ambient field. We select this set of nodes to be \( \mathcal{H}(\psi) \) when deriving the hesitant targeting influence strategy. We generate a single instance of the survey-snapshot control for each value of \( g \).

Figures 4b and 4a show how the average magnetisation of the 12 blocks varies as the field gradient \( g \) is increased. For \( \beta = 8\beta_c \), the magnitude of the average magnetisation is comparable for both metastable solutions when \( g = 0 \) \((|M| \approx 0.7)\). Increasing the magnitude of \( g \) leads to greater polarisation. Inspecting Figures 4b and 4a allows us to identify which blocks are least polarised (and therefore most susceptible to influence) for a given external field. Field gradients larger in magnitude than +/- 5 would be pertinent in a highly (possibly unrealistically) polarized society.

Figures 4d and 4c show how the value of \( \Delta M^{MC} \) for each strategy varies as a function of \( g \) for the negative and positive metastable solutions respectively. In all cases,
the control which uses knowledge of the full graph performs best. The order of the other controls varies for different values of $g$. The block-level IIM and survey-snapshot both perform consistently well across the parameter range considered. However, the hesitant targeting and negative canceller strategies also perform well in cases where the targetted blocks coincide with those with the lowest polarisation. We observe peaks in the performance of the block-level control when the magnetisation of the blocks with average age of 70.5 is approximately zero (this occurs for $g \approx 2.5$ in Figure 4a and at $g \approx -2.5$ in Figure 4b). This indicates that this strategy successfully identifies the least polarised group in the system.

Without external fields, the uniformity of the three-block system considered in Figure 2 would prevent us from being able to effectively influence the system with coarse-grained strategies. Figure 3 provides evidence that the same is true for the chosen partition of the the Pokec social network. However, the presence of external fields allows us to achieve values of $\Delta M^{MC}$ of $\approx 50\%$ of those obtained by the full graph strategy relative to uniform targeting of blocks. It is worth noting that, although $\Delta M^{MC} \approx 0$ for the block-level strategy for $g = 0$, the success of the full graph mean-field suggests that it may be possible to achieve higher values with a finer partition.

Impact of temperature. We have not explicitly computed the impact of temperature. However, we expect it to be comparable to that in Section III B. As noted in the introduction, we believe that setting of having ambient fields which are sufficiently strong, at the given temperature, to align blocks is the most relevant. As the temperature or noise is increased ($\beta$ decreased), for fixed $h$, all of the blocks will tend toward disorder (See Supplementary Figure S4) and eventually the optimal block-level strategy will be relatively uniform. However, if the dataset under consideration has variability in the block-level degrees, it will be advantageous to target the highly connected nodes or blocks in the low $\beta$ limit as in Refs. [15] and [16].

IV. DISCUSSION

In this paper we have considered how we can influence Ising systems on modular social networks via weak but sustained perturbations in the external field. We considered influence strategies in the strong ambient field limit, which we suggest is the sociologically relevant setting in which to consider Ising systems. For small field budgets we found even node-level targeting strategies offered only a moderate opportunity to outperform the uniform baseline strategy. Nonetheless, it is possible, and the block-level influence strategy is a fruitful approach. We found that non-uniform Ising influence strategies can be effective when nodes have heterogeneous degrees (Figures 1 and Supplementary Figure S1) or experience different ambient fields (Figures 2 and 4). We found various coarse-grained strategies can achieve a macroscopic fraction (up to 50%) of the gain achieved using the full graph relative to a uniform baseline. Our findings indicate the possibility of effective public information campaigns which use tools from network science whilst having incomplete network data. Our model relied on a relatively strong set of assumptions. We will now outline some key limitations of our approach and directions for future research.

Robustness of metastable solutions. In order to evaluate the impact of our ‘moderate time horizon’ influence strategy in Figures 1, 2 and 4 we considered initial conditions which consistently arrive in the same metastable solution. This behaviour is not representative of all initial conditions. For example, in the Pokec social network, initialising with a random initial condition with $M \approx 0$ leads the system to arrive in one of the two metastable solutions with an appreciable frequency (see Supplementary Figure S6). This issue would become more pronounced in systems where the phase space contains numerous metastable solutions, such as the spin glasses considered in Ref. [57]. In this case, an ‘infinite time horizon control’ based approach may be required to obtain a robust influence strategy.

Background field correlates with module membership. In Sections III B and III C we assumed that the ambient background field experienced by nodes is equivalent for nodes in the same module. This assumption reflects the coarseness of the information we would obtain by performing inference of connectivity and external fields at the level of demographic groups using techniques such as those presented in Refs. [31] or [32]. In practice, the ambient external fields experienced by nodes may not be fully determined by their block membership.

In Section III C we selected node groups based on attributes. A more informed partition of the graph could be obtained using a community detection algorithm. Typically, this would require network information, however, it has been shown that community detection can be performed based on other forms of information, such as time series associated with the nodes [50, 51, 69]. We might also include more detailed information about the node degrees into influence strategies using degree corrected SBMs [54] or variants of the mean-field approximation [58].

Impact of ensemble variability. The simulations presented in this study have been performed on particular instances of SBMs. In future it will be of interest to explore the robustness of coarse-grained Ising influence strategies to randomness in the graph structure and how this depends on the choice of $K$ and $b$. Intuitively, the results may be relatively robust for larger systems. In Ref. [17] they link optimal regime switching strategies for Ising systems on networks to the principle eigenvector of the adjacency matrix. This suggests the possibility that results from random matrix theory in the context of modular networks (e.g. [70, 71]) might be used to theoretically explore the ensemble averaged results.
In this study we consider partial network information in the form of discrete node coordinates. In the continuous case, connection probability information has been used to forecast dynamics on spatial networks via diffusion [72, 73] or PDE based approaches [39, 74]. Given a node distribution and connectivity kernel, the predictability of dynamical properties in spatial networks is impacted by dimensionality and inhomogeneity in the node distribution [75]. We expect our ability to influence dynamics on spatial networks to depend on the same factors. Exploring continuous systems may allow us to obtain a deeper understanding of factors which make it possible to influence Ising systems on networks without full network information. Our work provides a proof of concept and methodology for influencing opinion dynamics with noise and external covariates. We conclude by emphasising that while it can be insightful to blend simulations with noise and external covariates. We conclude by emphasising that while it can be insightful to blend simulations with noise and external covariates.
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1. TABLE OF SYMBOLS

The table S1 below shows the definitions of the symbols used in the main text.

2. ALGORITHMS FOR MEAN-FIELD ISING SYSTEMS

A. Iterative schemes for solving the mean-field equations

Equations 10 cannot be evaluated analytically, however, they can be solved using an iterative method. We will consider a fixed point iteration in which we update the magnetisation of each node according to [18, 57]:

\[ m_{t+1}^i = (1 - \gamma)m_t^i + \gamma \tanh \left( \beta \left( \sum_{j=1}^{N} A_{ij} m_j^t + g_i \right) \right) \]

(19)

where we update the values in the order of their index (e.g. starting at \( i = 0 \) finishing at \( i = N \)) (According to [57] the order in which we update for the different spins does not matter). This iterative method is sometimes referred to as damped fixed-point iteration [76, 77]. The damped fixed-point iteration scheme is summarised in Algorithm 1.

\begin{algorithm}
\caption{Damped fixed point iteration}
\textbf{Input:} Adjacency matrix \( A \), inverse temperature \( \beta \), external field vector \( g \), tolerance \( \tau \), damping term \( \gamma \), initial magnetisation \( m_0 \).
\textbf{Result:} Approximate solution to the mean-field self-consistency Equations 10 \( m^* \).
\textbf{Initialisation:} \( t \leftarrow 0, i \leftarrow 0 \);
\textbf{while} \( |m_{t+1}^i - m_t^i| > \tau \) \textbf{do}
\textbf{while} \( i < N \) \textbf{do}
\( m_{t+1}^i \leftarrow (1 - \gamma)m_t^i + \gamma \tanh \left( \beta \left( \sum_{j=1}^{N} A_{ij} m_j^t + g_i \right) \right) \);
\( i++ \);
\textbf{end}
\( t++ \); \( i \leftarrow 0 \)
\textbf{end}
\textbf{Return} \( m_{t+1} \)
\end{algorithm}

When solving the standard mean-field equations, standard fixed point (Picard) iteration [78] with \( \gamma = 1.0 \) is sufficient in order secure convergence of the scheme [57]. However, when solving the self-consistency equations for higher order variational approximations, such as the TAP approximation, it becomes necessary to use the damped fixed point (Krasnosel’skii) iteration in order to secure convergence [57, 79]. Damped fixed point iteration allows us to obtain the fixed points of maps which satisfy less assumptions concerning their contractive properties (see theorem 3.2 in [78]).

For general Ising systems there will not be a unique solution to Equations 10. The solution that we obtain using Algorithm 1 will depend on the state that we initialise the system in. Apart from when otherwise specified, we will focus on identifying the solution with the largest positive value of \( M^{MF} \). For general \( A \) and \( g \) the basins of convergence for the dynamical system defined in Equation 19 will be difficult to identify. However, in practice we find that initialising \( m_0 = (1, 1, ..., 1) \) results in convergence to the solution with largest positive \( M^{MF} \).
| Symbol | Meaning                                                                 | Domain |
|--------|------------------------------------------------------------------------|--------|
| z      | Spin configuration for an Ising system on $N$ nodes.                  | $\{-1,1\}^N$ |
| $\mathcal{E}$ | Energy of the spin system.                                         | $\mathbb{R}$ |
| $A$ | Adjacency matrix for network.                                      | $[0,1]^{N \times N}$ |
| $g$ | Total external field vector. Element $g_i$ is the total external field acting on node $i$. | $\mathbb{R}$ |
| $h_i$ | Controllable part of the total external field.                      | $\mathbb{R}$ |
| $b$ | Ambient (uncontrollable) part of the total external field.          | $\mathbb{R}$ |
| $\Theta(x)$ | Probability of $x$.                                              | $[0,1]$ |
| $\beta$ | Inverse temperature of an Ising system.                             | $\mathbb{R}^+$ |
| $N$ | Number of nodes in a network.                                       | $\mathbb{Z}^+$ |
| $M$ | Magnetisation: $M = \frac{1}{N} \sum_{i=1}^{N} m_i$.                  | $[-1,1]$ |
| $\Omega$ | $q \times q$ affinity or connection probability matrix for SBM. | $\{1, \ldots, q\}^N$ |
| $\mathcal{K}$ | SBM coupling matrix. $\mathcal{K}_{xy}$ is the expected number of links between two nodes in blocks $x$ and $y$. | $\mathbb{R}^{q \times q}$ |
| $\gamma$ | Diagonal matrix of SBM block sizes.                                 | $\mathbb{Z}^+q \times q$ |
| $E$ | $E_{xy}$ is the expected number of edges between blocks $x$ and $y$.   | $\mathbb{R}^{q \times q}$ |
| $\beta_{cr}$ | Critical inverse temperature of an Ising system $(A, b)$ computed using the mean-field approximation. | $\mathbb{R}^+$ |
| $H$ | Field budget for Ising influence strategies.                         | $\mathbb{R}$ |
| $\mathcal{M}$ | Ising influence strategy which maximises the magnetisation.         | $\mathbb{R}$ |
| $M_{MF}$ | Average mean-field magnetisation $M_{MF} = \frac{1}{N} \sum_{i=1}^{N} m_i$. | $[-1,1]$ |
| $\nabla M_{MF}$ | $|_{b=0}$ Mean-field magnetisation gradient (susceptibility vector). See Equation 20. | $\mathbb{R}^N$ |
| $M_B$ | Block-level average mean-field magnetisation vector.                | $[-1,1]$ |
| $h_t$ | Block-level ambient field vector.                                   | $\mathbb{R}^q$ |
| $h_k$ | Block-level control field vector.                                   | $\mathbb{R}^q$ |
| $G$ | Block membership matrix. $G_{ij} = 1$ if node $i$ is in block $j$ and $G_{ij} = 0$ otherwise. | $\mathbb{R}^{N \times q}$ |
| $\mathcal{B}_{full}$ | Node-specific (full graph) Ising Influence strategy computed using Algorithm 2. | $\mathbb{R}^N$ |
| $\mathcal{B}_{block}$ | Block specific Ising influence strategy computed using the coarsening defined in Section 2B2. | $\mathbb{R}^N$ |
| $\bar{M}_{MC}(z)$ | Average magnetisation estimated using Monte Carlo simulations for control field $z$. | $[-1,1]$ |
| $b_{\text{infl}}$ | Uniform influence strategy for which $b_{\text{infl},i} = \frac{B}{\|B\|}$. | $\mathbb{R}^N$ |
| $\lambda_1$ | Largest eigenvalue of the adjacency matrix $A$.                     | $\mathbb{R}$ |
| $T_{burn}$ | Burn-in time for Monte Carlo simulations (see Section 2C).          | $\mathbb{Z}^+$ |
| $\delta M^{\text{snap}}$ | Fractional increase in magnetisation relative to uniform baseline (computed using Monte Carlo simulations). | $\mathbb{R}^+$ |
| $\mathcal{M}(t)$ | Estimate of the block level average magnetisation vector (elements $M_B(t)$). | $[-1,1]$ |
| $\chi_{\text{snap}}(t)$ | Approximation of the susceptibility vector used in the snapshot influence strategy. | $\mathbb{R}^N$ |
| $\lambda_{\text{map}}(t)$ | Snapshot influence strategy.                                         | $\mathbb{R}^N$ |
| $\mathcal{M}_{\text{map}}$ | Sum of the elements of $\mathcal{M}_{\text{map}}(t)$.                | $\mathbb{R}$ |
| $m_0^0$ | Initial condition used in fixed-point iteration of the full graph (Algorithm 1). | $[-1,1]^N$ |
| $m_0^\Delta$ | Initial condition used in fixed-point iteration applied to the coarsened graph (Algorithm 1). | $[-1,1]^q$ |
| $\epsilon$ | Step size in projected gradient ascent for Ising influence optimisation (Algorithm 2). | $\mathbb{R}^+$ |
| $a$ | Tolerance in Algorithm 2.                                          | $\mathbb{R}^+$ |
| $\gamma$ | Damping term in the fixed-point iteration (Algorithm 1).            | $\mathbb{R}^+$ |
| $\tau$ | Tolerance in the fixed-point iteration (Algorithm 1).               | $\mathbb{R}^+$ |
| $\psi$ | Threshold on the background field for hesitant targeting influence strategy. | $\mathbb{R}^+$ |
| $b_{HT}$ | Hesitant targeting influence strategy.                              | $\mathbb{R}^N$ |
| $b_{NC}$ | Negative cancelling influence strategy.                             | $\mathbb{R}^N$ |
| $\eta$ | Linear field gradient acting on Pokc average age blocks (see Section 5C). | $\mathbb{R}$ |

Table S1. Table of symbols used in the main text.

### B. Control of Ising systems

#### 1. Projected gradient ascent algorithm for Ising influence maximisation

We will estimate $\mathcal{M}^\ast$ by using a gradient ascent based approach. This standard approach for solving optimisation problems involves initialising the system at some initial state $\mathcal{M}^0$, and then making a series of steps in the direction of positive gradient of the objective function. In this case our aim is to maximise the magnetisation $M$. An accurate estimate of the gradient in the magnetisation could be obtained using Monte Carlo simulations, however, this would be costly as a new estimate of the gradient has to be made at each step. Consequently, we use the mean-field approximation to approximate the gradient.

The magnetisation gradient and susceptibility. The gradient in the magnetisation with respect to the control
Field $\hat{h}$ is defined by:

$$\nabla_{\hat{h}} M = \left( \frac{\partial M}{\partial h_1} \frac{\partial M}{\partial h_2} \cdots \frac{\partial M}{\partial h_N} \right). \tag{20}$$

The elements of this vector can be written in terms of the susceptibility matrix $\chi$, which has elements:

$$\chi_{ij} = \frac{\partial m_i}{\partial h_j}. \tag{21}$$

Element $\chi_{ij}$ quantifies how changing the field experienced by node $j$ affects the magnetisation of node $i$. We will have:

$$\frac{\partial M}{\partial h_j} = \frac{\partial}{\partial h_j} \sum_{i=1}^{N} m_i = \sum_{i=1}^{N} \chi_{ij}. \tag{22}$$

Under the mean-field approximation the susceptibility can be obtained by differentiating Equation 10 in order to obtain:

$$\chi^{MF} = \beta (I - \beta DA)^{-1} D, \tag{23}$$

where $D$ is an $N \times N$ matrix with elements $D_{ij} = (1 - m_i^2) \delta_{ij}$. In Ref. [15] $\chi^{MF}$ is obtained from Equation 23. This involves the inversion of an $N \times N$ matrix which becomes costly as the size of the graph increases.

In Ref. [30] they show how, under the mean-field approximation the inverse of the susceptibility matrix is given by the matrix with elements:

$$S_{ij} = (\chi^{-1})_{ij} = \frac{1}{\beta} \frac{1}{1 - m_i^2} \delta_{ij} - A_{ij}. \tag{24}$$

The inverse of this matrix provides an estimate of the correlations under linear response theory. The first term diverges as $|m_i| \to 1$. This does not occur for the majority of the parameter regimes considered in the main text. However, we limit $\frac{1}{1 - m_i^2}$ at $10^{20}$ in order to prevent the solver used in the step below from failing. In order to compute the gradient of the mean-field magnetisation we only need the elements of $\nabla_{\hat{h}} M^{MF}$ rather than all of the elements of the susceptibility matrix. The gradient can be written as:

$$\nabla_{\hat{h}} M^{MF} = \chi^T \mathbf{1}, \tag{25}$$

where $\mathbf{1} = (1, 1, ..., 1)$ is a vector of ones. Inverting and noting to swap the transpose and inverse we obtain:

$$S^T \nabla_{\hat{h}} M^{MF} = \mathbf{1}. \tag{26}$$

This linear equation can be solved using standard linear algebra routines which are more efficient than matrix inversion.

Given the gradient of the magnetisation at timestep $t$, we then make a step of magnitude: $\epsilon \nabla_{\hat{h}} M^{MF} |_{\hat{h}^t}$ where $\epsilon$ is the step size parameter. Note that we normalise the gradient by its magnitude. The size of the step which we take could vary with iteration. Various algorithms including ‘line search’ based approaches exist for estimating the optimum step size to take at each iteration during optimisation procedures [80]. For simplicity we will consider the case of fixed step size. We find that we can obtain convergence in a feasible number of iterations with fixed step size in practice for the parameters considered in this paper.

**Satisfying the budget constraint.** If the proposed $\hat{h}^{t+1}$ does not satisfy the imposed budget constraint (Equation 8) we identify a projection of this vector which does. A naive implementation of this step can be very slow. Consequently, it is of interest to find more efficient algorithms for carrying out this projection. In order to improve the performance we use an implementation of the methods discussed in Ref. [81]. The code used for this step is available at: https://gist.github.com/mblondel/6f3b7aaad9006b98f71. They discuss how projections onto the $l_1$-ball can be treated using methods for performing projections onto the simplex. These methods were found to be relatively efficient compared to a naive implementation.

**Description of the algorithm.** Combining the steps described above we obtain an update rule for the control field:

$$\hat{h}^{t+1} = \mathcal{P}_{|\hat{h}| \leq H} \left[ \hat{h}^t + \epsilon \nabla_{\hat{h}} M^{MF} \right], \tag{27}$$

where $\mathcal{P}_{|\hat{h}| \leq H} [\cdot]$ represents the projection into the set of fields which satisfy the budget constraint. We can repeatedly update according to this rule until the change in the magnetisation is less than some threshold parameter $a$. The resulting procedure for determining the control field is shown in Algorithm 2. At each step of Algorithm 2 we use Algorithm 1 to compute $M^{MF}(\hat{h} + \hat{h}^t)$.
Algorithm 2: Projected gradient ascent

Input: Adjacency matrix $A$, ambient field $b$, step size $\epsilon$, tolerance $a$, inverse temperature $\beta$, initial control field $\tilde{h}^0$.

Result: Estimate of the optimal control field $\tilde{h}^*$.  
Initialisation $t \leftarrow 0$ ;
while $| M^{MF}(\tilde{b} + \tilde{h}^t) - M^{MF}(\tilde{b} + \tilde{h}^{t-1}) | > a$ do
\[ \tilde{h}^{t+1} = \mathcal{P}|h| \leq H \left[ \tilde{h}^t + \epsilon \nabla_{\tilde{h}} M^{MF} \right] ; \]
$t + +$;
end
Return $\tilde{h}^{t+1}$

This algorithm is the same as that in [15]. However, we found that computing the susceptibility from Equation 26, rather than Equation 23 resulted in a significant speed-up. This, combined with the efficient method used for computing the projection, was found to result in a significant overall speed-up. Numerical simulations suggest that the improvement can be several orders of magnitude. This speed-up meant that we can relatively quickly obtain optimal fields for graphs containing a few thousand nodes. For much larger graphs this algorithm will still scale poorly. As a result, we now move on to describe methods which make use of the modular structure which might be inherent in the system.

2. Block level approximation for the susceptibility

We now demonstrate how, under assumptions of block structure, we can reduce the system of $N$ coupled equations for the mean-field magnetisation down to $q$ equations at the level of blocks. After averaging over the disorder in the block structure, the treatment here follows a similar line of that of the multi-species Curie-Weiss model (e.g. see Refs. [47, 49]). Recall that the mean-field self-consistency equations are given by:

$$m_i = \tanh \left( \beta \left( \sum_{j=1}^{N} A_{ij} m_j + g_i \right) \right),$$

(28)

for $i = 1, ..., N$. We will assume that the adjacency matrix is drawn from a network with an SBM structure as in Section II B with $q$ blocks. We define the average magnetisation of block $k$ to be:

$$m_{B_k} = \frac{1}{N_k} \sum_{k \in C_k} m_k,$$

(29)

where, $C_k$ is the set of nodes in block $k$.

We now make the assumption that we can average over the disorder in the network structure by replacing the adjacency matrix with the expected adjacency matrix (see Ref. [63]). In this case, the mean-field self-consistency equations become:

$$m_i = \tanh \left( \beta \left( \sum_{j=1}^{N} \mathbb{E}(A)_{ij} m_j + g_i \right) \right).$$

(30)

In this system of equations the couplings experienced by nodes in the same block will be identical. We further assume that all nodes in the same block $k$ will experience the same total external field $\tilde{g}_{B_k}$. The total field applied to the system can be characterised by the vector of length $q$: $\tilde{g} = (\tilde{g}_{B_1}, ..., \tilde{g}_{B_q})$. This vector can be projected onto the full system of size $N$ by multiplying by the block membership matrix to obtain:

$$\tilde{g}_2 = G\tilde{g},$$

(31)

where $G$ is the block membership matrix for which $G_{ij} = 1$ if node $i$ is in block $j$ and $G_{ij} = 0$ otherwise. The block-level total external field can be decomposed into the block-level ambient field $\tilde{b}$ and the block-level control field $\tilde{h}$ so that $\tilde{g} = \tilde{b} + \tilde{h}$. When performing the optimisation at the level of blocks the budget constraint can be written as:

$$\sum_{k=1}^{q} N_k \tilde{h}_{B_k} = H.$$  

(32)
Under these assumptions the magnetisations of all nodes in block $k$ will be equal to $m_{B_k}$. For a node $i$ in block $k$ the first term in the brackets in Equation 30 can be written as:

$$\sum_{j=1}^{N} E(A)_{ij} m_j = (N_k - 1) \Omega_{kk} m_{B_k} + \sum_{j \neq k} N_j \Omega_{kj} m_{B_j} \approx \sum_{j=1}^{q} N_j \Omega_{kj} m_{B_j}$$ (33)

Using the definition of the coupling matrix (Equation 6) we can write the original set of coupled equations for the magnetisations of the nodes as a set of $q$ equations describing the average magnetisations at the level of blocks:

$$m_{B_x} = \tanh \left( \beta \left( \sum_{y=1}^{q} K_{xy} m_{B_y} + \tilde{g}_{B_x} \right) \right),$$ (34)

for $x = 1, \ldots, q$. The total magnetisation, which we wish to maximise, can be written as:

$$M^{MF} = \sum_{x=1}^{q} N_x m_{B_x}.$$ (35)

The gradient in the magnetisation with respect to the block-level control will have elements:

$$\left( \nabla_{\tilde{h}} M^{MF} \right)_y = \frac{\partial}{\partial h_{B_y}} M^{MF} = \sum_{w=1}^{q} N_w \tilde{\chi}^{MF}_{wy},$$ (36)

where $\tilde{\chi}^{MF}$ is the $q \times q$ block-level mean-field susceptibility matrix. This matrix will have elements:

$$\tilde{\chi}^{MF}_{xy} = \frac{\partial m_{B_x}}{\partial h_{B_y}} = \beta (1 - m_{B_x}^2) \left( \sum_{p=1}^{q} N_p \Omega_{xp} \frac{\partial m_{B_p}}{\partial h_{B_y}} + \delta_{xy} \right)$$ (37)

Defining $D_M$ such that $D_{M,xy} = (1 - m_{B_x}^2) \delta_{xy}$ allows us to write an expression for the block-level susceptibility matrix:

$$\tilde{\chi}^{MF} = \beta D_M (I + N \tilde{\chi}^{MF})$$ (38)

Consequently, the analogue of the stability matrix (Equation 24) for the block-level system $\tilde{S}$ will therefore have the elements:

$$\tilde{S}_{xy} = (\tilde{\chi}^{MF^{-1}})_{xy} = \frac{1}{\beta \left( 1 - m_{B_x}^2 \right)} - N_x \Omega_{xy}. $$ (39)

We can identify the magnetisation gradient at the level of blocks by solving:

$$\tilde{S} \nabla_{\tilde{h}_a} M^{MF} = 1.$$ (40)

C. Monte Carlo simulations

The standard method to obtain samples from intractable probability distributions, such as $P(\tilde{\mathbf{s}})$, is via Monte Carlo simulations [20]. The Markov chain Monte Carlo method involves drawing a series of samples $\tilde{s}_1, \tilde{s}_2, \tilde{s}_3, \ldots$ from $P(\tilde{s})$ by constructing a Markov chain which has $P(\tilde{s})$ as a stationary distribution.

Given some current state of the system $\tilde{s}$ there are many ways to choose a next state $\tilde{s}'$. A simple choice is single spin flip dynamics for which we select a spin at random to flip at each timestep. We use the Metropolis Hastings acceptance probability, for which the probability of transitioning from $\tilde{s}$ to $\tilde{s}'$ at a given time step in the dynamics is given by:

$$A(\tilde{s} \rightarrow \tilde{s}') = \begin{cases} e^{-\beta \Delta E} & \text{if } \Delta E > 0 \\ 1 & \text{otherwise} \end{cases},$$ (41)

where the change in energy is given by:

$$\Delta E = 2s_i \left( \sum_{j \in \mathcal{N}(i)} s_j + g_i \right),$$ (42)

where $\mathcal{N}(i)$ represents the set of neighbours of node $i$. This is a generalisation of Equation (3.10) from Ref. [20] which also includes the external field $g_i$. This is the most efficient choice of the acceptance probability [20]. The intuition behind this choice is that we accept any spin flip which lowers the energy of the system. For flips which increase the energy of the system we accept the flip with a probability which decays exponentially with the increase in energy.
D. Setting the temperature scale

In the main text we consider influencing Ising systems both above and below the phase transition. For the purposes of this paper it is not necessary to estimate the critical temperature precisely, however, it is relevant to obtain a guideline value using the mean-field approximation. We estimate this baseline for the case of zero ambient field.

For the purpose of this analysis we treat the mean-field equations as a discrete time dynamical system. In the presence of no external fields ($g = 0$) the mean-field equations take the form:

$$m_{i}^{t+1} = \tanh \left( \beta \left( \sum_{j=1}^{N} A_{ij} m_{j}^{t} \right) \right) = F_{i}(m_{i}^{t}),$$

where $F_{i}(\cdot)$ represents the $i$th component of the map. This system always has a fixed point at $m = 0$.

Following Ref. [15] we identify the critical temperature by identifying the conditions under which the fixed point at $m = 0$ is the only fixed point. The contraction mapping theorem states that a fixed point is unique if a map is a contraction [82]. Consequently, if we can identify conditions under which Equation 43 is not a contraction then the fixed point is necessarily not unique.

We can analyse the stability of a fixed point by considering the Jacobian matrix $J$, which has elements $J_{ik} = \frac{\partial F_{i}}{\partial m_{k}}$. For Equation 43 the elements of the Jacobian matrix take the form:

$$J_{ik} = \beta \left( 1 - \tanh^{2} \left( \beta \left( \sum_{j=1}^{N} A_{ij} m_{j} \right) \right) \right) A_{ik} = \beta (1 - m_{i}^{2}) A_{ik}.$$  

The eigenvalues of $J$ evaluated at $m = 0$ take the form $\beta \lambda_{i}$, where $\lambda_{1} \leq \lambda_{2} \leq ... \leq \lambda_{N}$ are the eigenvalues of the $A$.

If any of the eigenvalues of $J$ are greater than one then the fixed point will be unstable along the direction associated with the corresponding eigenvector. For the fixed point at $m = 0$ this will be the case if $\beta \lambda_{N} > 1$. Increasing $\beta$ sufficiently to meet this condition will result in a bifurcation. During this bifurcation the fixed point at $m = 0$ becomes unstable and we observe the formation of two new fixed points. If the largest eigenvalue is degenerate then it is also possible for more than two fixed points to form during the bifurcation.

We therefore define the critical temperature of the system by:

$$\beta_{c} = \frac{1}{\lambda_{N}}.$$  

This formula applies when $g = 0$, however, we find in practice that $\beta_{c}$ gives a good guideline value for the interface between the high and low temperature regimes when ambient fields are present.

E. Parameters used in Figure 1

In order to generate the results for Figure 1 we implement projected gradient ascent (Algorithm 2) at the level of the full graph and at the level of blocks. We use step sizes of $\epsilon = 50$ and 1 and tolerances of $\alpha = 10^{-6}$ and $\alpha = 10^{-8}$ for the full and block-level IIM respectively. In each instance of the above algorithms we solve for the mean-field magnetisation using Algorithm 1 with $\gamma = 1$ and tolerance of $\tau = 10^{-5}$.

3. IMPACT OF DEGREE HETEROGENEITY ON COARSE-GRAINED INFLUENCE

In section IIIA in the main text we consider coarse-grained influence on a two-block SBM with heterogeneous blocks. In this section we consider the impact of the average block degree on our ability to influence the system. We consider a system with a connectivity matrix of the form:

$$K = \begin{pmatrix} K_{11} & 2.5 \\ 2.5 & 5.5 \end{pmatrix},$$

where tuning $K_{11}$ allows us to tune the relative average degree of the two blocks.

We compute the magnetisation markup for both the full-graph mean-field and block-level influence strategies for $H = 2000$ for $\beta = 0.5\beta_{c}$, $1.2\beta_{c}$ and $1.5\beta_{c}$ respectively. This field budget was chosen as it represents the one where we saw a relatively large markup in Figure 1. The impact of varying the average degree at different temperatures is illustrated in Figure S1. We confirm that, as we might expect, the coarse-grained strategy in this system is most effective when there is sufficient variability in the average degrees of the coarse-grained blocks.
Figure S1. **Coarse-grained influence strategies perform best when average block degrees are heterogeneous.** Plot showing how $\Delta M(H)_{\text{block}}$ (blue circles) and $\Delta M(H)_{\text{block}}$ (red squares) behave as a function of $K_{11}/K_{22}$ for $\beta = 0.5\beta_c$ (a), $1.2\beta_c$ (b) and $1.5\beta_c$ (c). Shown for the case of $H = 2000$ with the other parameters the same as those in main text Figure 1. In each case we show the average of 15 Monte Carlo simulations with the error bars representing the standard error on the mean. Parameters used in the optimisation and Monte Carlo simulations are the same as those in Figure 1. In both cases the magnetisation markup is largest when the average degrees of the blocks vary. However, the coarse-grained approximation can only achieve a significant advantage when the average degrees are relatively heterogeneous.

4. **INITIAL CONDITIONS FOR COMPUTING PHASE DIAGRAMS**

Ising systems consisting of weakly connected groups of spins can possess metastable states where the groups are polarised in a certain direction. For the three-block system considered in Section III B we can imagine $2^3 = 8$ different metastable states occurring. The addition of ambient external fields will break the symmetry of the system. This will result in states in which the spins are aligned with the ambient fields occurring with a higher probability. In order to determine the full phase diagram of the system, we must take these metastable states into account. We will now describe how we achieve this for the mean-field approximation and the Monte Carlo simulations.

**Initialisation of block-level fixed point iteration.** For the block-level approximation on the three-block system described above $m \in [1, 1]^3$. Initialising Algorithm 1 at different initial states when computing the mean-field magnetisation will result in convergence to different solutions. As noted previously in Section 2 A, it is not easy to determine the basins of attraction for the convergence of the Algorithm 1. Consequently, we identify different solutions by sampling uniform random initial conditions within the domain. In order for this approach to work, we have assumed that the basins of attraction for the different metastable states are sufficiently large that we can reach them after a moderate number of random samples. We use 100 random initial conditions for each value of $\beta$ when making Figure 2b.

**Initialisation of full graph fixed point iteration.** When solving the mean-field self-consistency equations for the full graph we find that using uniformly random initial conditions in $[-1, 1]^N$ identifies relatively few metastable states. This may be because certain metastable states, such as those close to being fully aligned, have basins of attraction in the far corners of the high-dimensional hypercube $[-1, 1]^N$. Consequently, we instead randomly sample initial states of the form:

$$m_0 = (a_1, a_2, a_3),$$

where $a_i \sim U[-1, 1]$. A particular random draw of $a_i$ will set the magnetisation of all nodes in block $i$ to be $a_i$. This sampling strategy assumes that all the nodes in a given block have approximately the same average magnetisation which is a reasonable assumption for weakly coupled modular graphs. We used 16 random initial conditions for each value of $\beta$ when making Figure 2b.

**Initialisation of Monte Carlo simulations.** Choosing to initialise Monte Carlo simulations randomly (i.e. with $+1/-1$) will lead to an initial state with $M \approx 0$. Starting from such an initial condition, it is more likely for the system to come to a temporary equilibrium in a more disordered metastable state. This makes it difficult to identify the more aligned metastable states (for values of $\beta$ where they exist). Consequently, rather than waiting a long time for the system to transition between different metastable states we instead use an analogue of Equation 47. We will consider an initial condition of the form:

$$m_{\text{MC}} = (\eta(a_1), \eta(a_2), \eta(a_3)),$$
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Figure S2. **Impact of ensemble variability on the magnetisation for a three block SBM.** Plot showing $M^{MF}$ as a function of $\beta$ for different SBMs drawn from the ensemble described in Section III B. For each value of $\beta$ for each graph we run Algorithm 1 50 times with different random initial conditions selected according to the scheme described in Supplementary Section 4 above.

where $\eta(a_i)$ is a vector of length $N_i$ for which $\eta(a_i)_i = +1$ with probability $a_i$ and $\eta(a_i)_i = -1$ with probability $1 - a_i$.

In our simulations we combine samples from multiple Monte Carlo chains after burn-in. We then bin the sampled magnetisation values into equal sized bins in $[-1, 1]$. This allows us to build up a picture of the distribution of magnetisations for each value of $\beta$.

The solution to the full graph mean-field approximation shown in Figure 2b lacks symmetry at the first bifurcation point. We have not fully investigated the cause of this. We expect that the particular SBM draw has an imbalance in the number of connections between the edge blocks and the centre block. This will mean that one of the two metastable states will become stable marginally earlier than the other. We expect that it would also be possible to identify this using Monte Carlo simulations, however, it is difficult to see this effect due to noise given the system size considered. We expect such asymmetries in the solution to the full graph mean-field approximation might become diminished for larger system sizes.

A. **Impact of ensemble variability on phase diagram**

In Figure 2b in the main text we computed the magnetisation for a single realisation of the SBM drawn from the ensemble described in Section III B. The phase diagram showed a lack of symmetry about the bifurcation point. Figure S2 shows the phase diagram for four different SBMs drawn from the ensemble. We see that the different realisations are asymmetric, however, their average is symmetric. We would intuitively expect that as $N \to \infty$ that the ensemble average value of $M^{MF}$ for different realisations of the full graph will converge to the symmetric phase diagram for the block-level approximation shown in Figure 2b. However, this convergence might be based on certain constraints on the system such as sufficient homophily and density (see Theorem 3.1 in Ref. [63]).

5. **DATA PROCESSING AND SIMULATION METHODOLOGY ASSOCIATED WITH THE POKEC SOCIAL NETWORK**

A. **Pokec Dataset**

In order to demonstrate the applicability of the algorithm we will consider the IIM problem on a real world social network. We use a dataset obtained from the online social network Pokec [67]. This dataset was access from: [https://snap.stanford.edu/data/soc-Pokec.html](https://snap.stanford.edu/data/soc-Pokec.html). The Pokec network contains $N = 1,632,803$ attributed nodes. The network data is directed but we will treat the edges as undirected.
The 58 different attributes consist of a range of numerical and text fields, a significant fraction of which are incomplete. We will focus on age and location as these attributes are relatively well populated compared to the other attributes. Furthermore, we also expect to see homophily with respect to these two attributes meaning that we can classify nodes into blocks without having to rely on knowledge of the graph structure in order to determine the communities.

Obtaining spatial coordinates. The locations of users are not stored as geographic coordinates. Instead, we have the names of the region or towns that the users are based at. These are in Slovak and stored in the column named ‘region’. In order to convert the region names to geographic coordinates we use one of the geocoders from the geopy package (see: https://pypi.org/project/geopy/). This allows us to extract the latitude longitude coordinates for all of the place names. A small percentage of the queries fail due to unrecognised place names. In addition, there also exist users with the term ‘zahranicie’ which translates to abroad. We recover approximate latitude longitude coordinates associated with these users, however, we will not consider these profiles in the analysis.

After the above data processing we are left with 188 unique location names. After keeping valid latitude longitude coordinates and ages we are left with 64% \( N = 1042110 \) of the original nodes.

B. Coarse graining using node demographics

We will consider a smaller subgraph of Pokec with supposed block structure. We consider a subset of the regions around Bratislava in the Pokec dataset as this domain contains several regions with a large population which are relatively well connected. Starting from the set of valid profiles described above we extract a large connected subgraph from the data as follows:

1. Select the set of profiles with region names containing the string ‘bratislava’.

2. We then select the 3 regions with the largest population:
   (a) ‘bratislavsky kraj, bratislava - petrzalka’
   (b) ‘bratislavsky kraj, bratislava - ruzinov’
   (c) ‘bratislavsky kraj, bratislava - okolie’

Petrzalka and Ruzinov correspond to two densely populated regions on the right hand side and left hand side of the river, while ‘Okolie’ refers to the surrounding districts.

3. We take the subgraph of users within these regions and then extract the LCC. The motivation for focusing on the LCC is that disconnected nodes will be unaffected by the optimisation on the graph structure.

4. The age distribution of Pokec users is skewed towards relatively young users. The 10th and 90th percentiles lie at ages 14 and 37 respectively. In order to obtain approximately equal sized age groups we will rely on percentiles rather than age categories of equal size. We consider age bins with boundaries at the 25th, 50th and 75th percentiles. Using the age distribution of all users containing ages this corresponds the bins:
   (a) 1-17
   (b) 18-21
   (c) 22-28
   (d) 29-112

Some of the larger ages in the dataset appear to be incorrectly reported. However, this only impacts a small number of the nodes so will not substantially skew the results. The resulting connected undirected subgraph from Pokec contains \( N = 29582 \) users divided into 12 different blocks. The sizes of the different blocks are reported in table 5 C. Counting the edges between the blocks and inverting Equations 7 and 6 allows us to obtain the coupling matrix, \( K \), for the system. Figure 3a shows a heatmap of the coupling strengths between the different blocks extracted. The diagonal element is largest indicating the presence of attribute homophily. We also observe larger off-diagonal elements which indicate the presence of homophily between age categories in different regions. We also visualise the coupling between the different groups in Figure S3a.
| Block       | Size  |
|-------------|-------|
| Okolie ages 1-17 | 1234  |
| Okolie ages 18-21 | 1939  |
| Okolie ages 22-28 | 3154  |
| Okolie ages 29-112 | 3458  |
| Petrzalka ages 1-17 | 1398  |
| Petrzalka ages 18-21 | 2106  |
| Petrzalka ages 22-28 | 5234  |
| Petrzalka ages 29-112 | 4550  |
| Ruzinov ages 1-17  | 586   |
| Ruzinov ages 18-21 | 1123  |
| Ruzinov ages 22-28 | 2444  |
| Ruzinov ages 29-112 | 2356  |

Table S2. Number of nodes within each of the blocks defined based on individual’s ages and regions.

Figure S3. **Homophily and ambient field set-up in the coarse-grained network.** (a) Network plot illustrating the connectivity between different groups in the Pokec social network (P = ‘Petrzalka’, R=‘Ruzinov’ & O =‘Okolie’). Edge widths are proportional to the elements of the coupling matrix $K$ (see Figure 3a). Nodes are coloured according to the age category (blue: 1-17, orange: 18-21, green: 22-28 and turquoise: 29-112) and have sizes proportional to the size of each group (see Table 5 C). (b) Linear ambient field applied to the blocks for the case of $g = 10$. The three blocks with lower ages have a small negative field, while the final has a strong positive ambient field.

C. Ambient field

Let $A_i$ be the average age of the individuals in block $i$ (we use the average of the original age bins before diving into regions for simplicity). We first standardise the ages so that they have a mean of zero and lie in the range $[-1, 1]$. Let:

$$ \hat{A}_i = \frac{A_i - \langle A_i \rangle}{\max A_i - \min A_i}, $$  \hspace{1cm} (49)$$

where $\langle A_i \rangle$ is the average age of block $i$. We then consider ambient field on block $i$ be given by:

$$ B_{\text{age},i} = g \hat{A}_i, $$ \hspace{1cm} (50)$$

where $g$ is a parameter controlling the field gradient. Ambient fields for the Pokec dataset for $g = 10$ are shown in Figure S3b.
Figure S4. The magnetisation of the Pokec social network can be estimated using a coarse-grained approximation. Phase diagram for the Pokec social network computed using Monte Carlo simulations (green circles), mean-field approximation on the full graph (blue squares) and the mean-field approximation on the coarse-grained system (red triangles). Shown for different values of the linear field gradient (a) $g = 1$, (b) $g = 5$ and (c) $g = 10$. For the full graph mean-field approximation and Monte Carlo simulations we only consider the most positive and negative solution branches. Different metastable solutions were obtained for the block-level approximation by sampling 100 random initial conditions in the fixed point iteration (Algorithm 1) for each value of $\beta$. Fixed point iteration was carried out with $\gamma = 1$, $\tau = 10^{-5}$ and a max number of iterations of $10^4$ for both the full graph and block-level approximation. For each value of $\beta$ we evaluate the average magnetisation using a single Monte Carlo chain with $T = 10^4$ and a burn-in time of $T_{\text{burn}} = 3 \times 10^5$. We perform the simulations for 25 equally spaced (on a log base 10 scale) values of $\beta/\beta_c$ varying between $10^{-1}$ and $10^{1.8}$, where $\beta_c$ is obtained from the spectral radius of the adjacency matrix of the full graph.

D. Phase diagram

Before comparing influence strategies on the Pokec social network it is useful to explore the circumstances in which the coarse-grained approximation of the network allows us to accurately estimate the magnetisation of the system. We computed the phase diagram of the system for three different values of the field gradient $g$. This was performed using Monte Carlo simulations, the full mean-field approximation and the block-level mean field approximation. In the first two cases we initialise the system only at the fully negative (-1,-1,...,-1) and fully aligned (1,1,...,1) with the goal of identifying the most positive and most negative metastable states. In the case of the block-level approximation we sample different random initial conditions for each value of $\beta$ in a manner comparable to that described in section 4.

Figure S4 shows the phase diagram of the system for three different values of the field gradient $g$. The block-level system was found to have a numerous metastable states at larger values of $\beta$. The different metastable solutions correspond to solutions with different blocks being aligned and anti-aligned with each other. These solutions will not exactly match those in the full system as the partitions are relatively coarse and based on attributes rather than being inferred from any observed modular structure in the network. Nonetheless, the behaviour of the average magnetisation as a function of $\beta$ is broadly consistent with that obtained using the full graph mean-field approximation and Monte Carlo simulations. As the field gradient is increased we observe that some of the positive metastable solutions become suppressed and exist for a smaller range of $\beta$ values. This results from 3 out of 4 of the age groups having a negative ambient field (see Figure S3b).

E. Impact of sample fraction on survey-snapshot control

The survey-snapshot control introduced in Section III B 1 is derived from a snapshot of the Ising system’s state at a particular point in time. In this section we explore the consequences of estimating $\hat{M}_{\text{B}_i}$ using a sample of $\lceil F_{\text{samp}}N_{\text{B}_i} \rceil$ nodes (sampled without replacement) from block $x$. The fraction of nodes sampled within each block will impact how well we can estimate the magnetisation of the system and therefore how well we can influence the system. This analysis assumes that a random sample is equivalent to a representative sample of the population, which is not necessarily the case in practice.

For a particular snapshot, we can quantify the quality of our estimate of the average magnetisation of a block $B_i$ for a particular value of $F_{\text{samp}}$ (the fraction of nodes sampled) by computing the absolute deviation from the average
Figure S5. The average performance of the survey-snapshot influence strategy is unaffected by sample size, however, consistency increases with fraction of nodes sampled. (a) Plot showing how \( \langle \delta M_{B_i} \rangle \) (averaged over 10 realisations of \( M_{B_i}(F_{\text{samp}}) \)) varies as a function of \( F_{\text{samp}} \) for 4 of the blocks in the system. The true magnetisation of each block \( \langle M_{B_i}(1) \rangle \) is estimated from the average of 10 Monte Carlo simulations. We also show the behaviour of the average deviation across all blocks \( \delta \bar{M} \) (black line). (b) Plot showing \( M(h) \) for different instances of \( h \) obtained using the survey-snapshot influence strategy (see main text Section III B 1) as a function of \( F_{\text{samp}} \). Scatter points show average magnetisations obtained using 15 different instances of the survey-snapshot control. Black squares show the average value across these instances with the error bars indicating the standard error on the mean. Average magnetisations are computed using the average of 10 Monte Carlo chains with a burn-in time of \( 3 \times 10^5 \) and run time of \( 10^4 \). All simulations performed for the case of \( g = 1, \beta = 8 \beta_c \) with the system initialised at \((-1,-1,...,-1)\) on the Pokec social network.

magnetisation. We can quantify this deviation with the quantity:

\[
\delta \bar{M}_{B_x}(F_{\text{samp}}) = \left| \bar{M}_{B_x}(F_{\text{samp}}) - \left\langle \bar{M}_{B_x}(1) \right\rangle \right|,
\]

where \( \langle \cdot \rangle \) indicates the average over multiple samples. Averaging this quantity over blocks allows us to obtain an overall picture of how accurately we can estimate the magnetisation for a particular fraction of nodes sampled. There are two sources of variance in \( \bar{M}_{B_x}(F_{\text{samp}}) \): that due to the sub-sample of nodes and that due to the particular snapshot in time. Averaging \( \delta \bar{M}_{B_x}(F_{\text{samp}}) \) over multiple draws allows us to assess the impact of the former.

Figure S5a shows the behaviour of \( \langle \delta \bar{M}_{B_x} \rangle \) as a function of \( F_{\text{samp}} \) for 4 of the blocks in the system. We also show the behaviour of \( \delta \bar{M} = \frac{1}{q} \sum_{x=1}^{q} \langle \delta \bar{M}_{B_x} \rangle \), which represents the average of the absolute deviation across all the blocks. We observe that error shrinks relatively rapidly for values of \( F_{\text{samp}} \) between \( 10^{-3} \) and \( 10^{-2} \).

In order to explore the performance of the survey-snapshot control as we increase the sample size we draw a number of survey-snapshots and evaluate the survey-snapshot control for each of these. Figure S5b illustrates how the variance in performance of the strategies decreases as \( F_{\text{samp}} \) increases indicating that we can achieve more consistent results by sampling more of the population.

For small values of \( F_{\text{samp}} \) we may sample single nodes for each block or a small number of nodes in the same state. In this case the estimated magnetisation for a block will be \( \pm 1 \). When this is the case the quantity used to capture the susceptibility \( \beta(1-m_i^2) \) will be equal to zero. When \( F_{\text{samp}} \) is sufficiently small for this to occur for all blocks, all of the elements of the susceptibility vector will be zero meaning that we cannot meaningfully assign a control field using our approximation. Consequently, we do not consider values of \( F_{\text{samp}} \) significantly lower than \( 10^{-3} \).
Figure S6. The burn-in time for the Pokec network with $\beta = 8\beta_c$ (relatively cold) is of the order of 10-50 flips per spin. Plot showing average magnetisation as a function of the number of flips per spin ($T_N$) for the three different types of initial condition (positive, negative and random) described in text. Shown for $\beta = 8\beta_c$ for a) $g = 1$ and b) $g = 10$. Each plot shows 50 Monte Carlo chains ran for $3 \times 10^6$ timesteps (approximately 100 flips per spin for the Pokec network) recording the average magnetisation every 1000 timesteps. Insets in a) and b) show a zoomed in view of the most negative metastable state.

F. Burn-in times for the Pokec network

In this section we estimate the number of timesteps required for an Ising system to relax to a metastable solution on the Pokec social network. This relaxation time will depend on system parameters (e.g. $\beta$ and chosen external field $g$) so we will focus on the choices used in the main text.

Let $s_0$ represent the initial condition used in the MC simulations (method described in Section 2 C). We estimate the relaxation time for an Ising system on the Pokec social network by considering three different types of initial condition:

- Positive: $s_0 = (1, 1, ..., 1) = 1$
- Negative: $s_0 = (-1, -1, ..., -1) = -1$.
- Random: $s_0 = (s_1, s_2, ..., s_N)$, where $P(s_i = 1) = P(s_i = -1) = \frac{1}{2}$. For this initial condition we use a different random condition for each Monte Carlo chain (whereas the others are fixed).

The total external field acting on the system is given by: $g = b$ (i.e. $h = 0$), with $b$ is set based on the age block of a node (see Section 5 C). We perform Monte-Carlo simulations on the Pokec network for each of the three initial conditions. Figure S6 shows the magnetisation as a function of the number of flips per spin for 50 different MC chains for each type of initial condition. For $g = 10$ the system settles down to one of two different metastable solutions. For $g = 1$ there are 3 metastable solutions in total. Two of these being relatively close together solutions with negative values of $M$.

This plot demonstrates that over the moderate timescale we do not see any transitions between different metastable solutions of the system. Consequently, that it is reasonable to consider moderate timescale control.

6. DETAILS OF CODE USED FOR NUMERICAL SIMULATIONS

The code used to perform simulations and generate the plots is available at: https://github.com/MGarrod1/unobserved_spin_influence

This source code relies on two modules created by the author:

- https://github.com/MGarrod1/ising_block_level_influence
- https://github.com/MGarrod1/spatial_spin_monte_carlo
The first is used to compute the magnetisation of Ising systems on networks under the mean-field approximation and the second is used to carry out the Monte Carlo simulations in order to validate the algorithms.