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Abstract

We present an adaptation of the Text-to-Picto system, initially designed for Dutch, and extended to English and Spanish. The original system, aimed at people with an intellectual disability, automatically translates text into pictographs (Sclera and Beta). We extend it to French and add a large set of Arasaac pictographs linked to WordNet 3.1. To carry out this adaptation, we automatically link the pictographs and their metadata to synsets of two French WordNets and leverage this information to translate words into pictographs. We automatically and manually evaluate our system with different corpora corresponding to different use cases, including one for medical communication between doctors and patients. The system is also compared to similar systems in other languages.

1 Introduction

Augmentative and Alternative Communication (AAC) is used by disabled people to help them to communicate in daily life and to be more independent in their interactions with others (Beukelman and Mirenda, 1998). As such, AAC technologies also improve the social inclusion of disabled people, including those with an Intellectual Disability (ID), which are the focus of this paper.

One of the characteristics of AAC is to represent the natural language in the form of pictures or pictographs, to support the communication of people with language impairment. Several sets of pictographs have been designed specifically for people with an ID to express their basic needs to their family, friends, teachers, or healthcare professionals. Pictures can be used by these persons for communication in various situations such as for social media (Vandeghinste et al., 2015), access to school (Vaschalde et al., 2018), or in the (pre-)hospital setting (Vaz, 2013; Eadie et al., 2013). Recent research focuses on applications with pictographs for medical settings and people with or without disabilities such as foreigners and allophone patients. This is the case for the Smartwatch prototype of Wolk et al. (2017) and the BabelDr project (Bouillon et al., 2017; Norré et al., 2021a,b). Current systems are often limited and do not always use NLP techniques, especially the applications available for the general public. My Symptoms Translator (Alvarez, 2014; Alvarez and Fortier, 2014) and MediPicto AP-HP1 are examples of mobile app for medical communication with images between doctors and patients.

This article focuses on the Text-to-Picto system, which automatically translates text into pictographs for people with an ID (Sevens, 2018; Vandeghinste et al., 2015). The system was originally designed for Dutch, and later extended to English and Spanish (Sevens et al., 2015). In this work, we adapt it to French. In addition, we extend the system by linking it to a third pictograph set, namely Arasaac2. Until now, two pictograph sets had been used in Text-to-Picto: Sclera3 and Beta4, but adding Arasaac was relevant in view of its growing popularity and coverage (more than 15,000 coloured pictographs, which are specifically designed for people with an ID).

This paper first refers to some related work (Section 2), before introducing the methodology used to adapt Text-to-Picto to French (Section 3). Then, we automatically and manually evaluate the French translation system with the three pictograph sets, using three corpora corresponding to different use cases of AAC. Results are also compared to those of similar systems (Section 4). Finally, we discuss the different evaluations of the system (Section 5).

1 https://www.aphp.fr/medipicto
2 https://arasaac.org
3 http://www.sclera.be
4 http://www.betasymbols.com


2 Related Work

In this section, we present some work about text-to-pictograph translation systems integrating various NLP techniques for different languages.

In their translation system, Mihalcea and Leong (2008) used the WordNet resource (Miller, 1995), but without exploiting the relations between concepts. In addition, their system aimed to translate only the content words (nouns and verbs). The Glyph automatically translated patient instructions using NLP (e.g. preprocessing stage, including sentence splitter, word and synonym normalization, etc.), terminology or medication databases, but also computer graphics techniques (Zeng-Treitler et al., 2014; Bui et al., 2012). This application was not designed or tested with disabled people unlike the work of Sevens (2018) and Vandeghinste et al. (2015) on the Dutch Text-to-Picto system, later extended to English and Spanish in the framework of the Able to Include project. The Text-to-Picto system had a certain success: Kultsova et al. (2017) integrated it in an assistive mobile application for travel and communication in Russian, intended for people with an ID, whereas Nandy (2019) adapted it for Indian languages. Other systems were also developed recently such as AraTraductor, an application for Spanish using NLP to improve its pictograph translations (Bautista et al., 2017) or the system of Imam et al. (2019) for English, which uses WordNet and ImageNet (Deng et al., 2009).

For French, Vaschalde et al. (2018) implemented a speech-to-picto tool with an automatic speech recognition module. It includes a system to automatically translate text into Arasaac pictographs, the set of images for AAC used for this study. Based on the work of Vandeghinste et al. (2015), Vaschalde et al. (2018) also evaluated their prototype by testing word sense disambiguation and automatic simplification for the passive structures or the deletion of some grammatical words. All these techniques were already tested by Sevens (2018), but only for translation from Dutch. Sevens et al. (2017) developed a rule-based module for simplification of twelve syntactic phenomena (relative clause, non subject-verb-object order, etc.), including compression. For pictograph translation, Sevens et al. (2016) also used a Dutch word sense disambiguation tool. It is worth mentioning that for the French language, there are not many large resources (e.g. sense-annotated corpus) – compared for example to English – for these NLP tasks.

3 Methodology

In this section, we describe how we automatically linked the pictographs to lexical-semantic resources such as WordNet (Section 3.1). Then, we present the NLP architecture of the Text-to-Picto system (Section 3.2), followed by a description of our use cases (Section 3.3).

3.1 Linking Pictographs to WordNets

In order to convert natural texts into pictographs, the aforementioned systems rely on lexical-semantic resources. The Princeton WordNet or PWN (Miller, 1995) is one of the largest lexical databases for English. It classifies verbs, nouns, adjectives and adverbs into sets of cognitive synonyms, called synsets, which are linked by semantic relations. Its latest versions are the PWN 3.0 and the PWN 3.1, whose synsets do not have the same numeric identifiers.

For French, we found the WOrdnet Libre du Français or WOLF (Sagot and Fišer, 2008) and the WoNeF (Pradet et al., 2014), two automatic translations of PWN 3.0 that differ in the way they were built. In this work, we use the WOLF 1.0b4 (2014) and the three versions of WoNeF 0.1 (2012): coverage (c), fscore (f), and precision (p). The WOLF is considered as the standard French WordNet and is cited more often than WoNeF. Compared to the 117,659 synsets of PWN 3.0, it contains 56,475 synsets with at least one lemma translated into French (see Table 1). As regards the WoNeF, the high coverage version contains 109,447 pairs (literal, synset), the main WoNeF has a F-score of 70.9%, and the high precision version has a precision of 93.3%. In addition, as a result of optimizing the three metrics, the coverage version includes 55,697 synsets, the fscore version has 53,440 and the precision has only 15,482 (Pradet et al., 2014).

| WOLF 1.0b4 | WoNeF 0.1 |
|------------|-----------|
| c | f | p |
| N | 42,427 | 37,685 | 37,335 | 10,920 |
| 51.66% | 45.89% | 45.49% | 13.29% |
| V | 5,870 | 5,772 | 3,845 | 1,250 |
| 42.63% | 41.92% | 27.92% | 9.07% |
| ADJ | 6,691 | 10,238 | 10,238 | 2,755 |
| 36.85% | 56.38% | 56.38% | 15.38% |
| ADV | 1,487 | 2,002 | 2,002 | 557 |
| 41.06% | 55.28% | 55.28% | 15.38% |
| Total | 56,475 | 55,697 | 53,440 | 15,482 |

Table 1: Number of non-empty synsets of French WordNets and percentage compared to PWN 3.0 per POS.
The Text-to-Picto system was designed to be language independent and easily extensible to other languages. For the Dutch version, Vandeghinste and Schuurman (2014) had manually linked 5,710 Sclera pictographs and 2,760 Beta pictographs to Cornetto WordNet before linking them automatically to PWN 3.0 for English and to MCR WordNet 3.0 for Spanish (Sevens et al., 2015).

To extend the Text-to-Picto system to French and to the Arasaac pictograph set, we could not get access to the links between the PWN 3.0 and 800 Arasaac pictographs of Schwab et al. (2020). We therefore used the Arasaac API\(^5\) to get JSON data, including the manual links to the PWN 3.1, different pictograph filenames (i.e. the lemmas), and their numeric identifiers (allowing to access the pictograph url). The pictograph filenames are available for at least 30 languages, including English, Spanish, Dutch, Russian, Arabic, etc. The other data of Arasaac API are the same for all languages.

Using OpenRefine (Verborgh and De Wilde, 2013), we cleaned the data: sort, deletion, preprocess duplicate filenames (renamed by adding numbers to distinguish the pictographs in the reference corpora), etc. We automatically linked the Arasaac pictographs associated with one or more synsets of PWN 3.1, WOLF and WoNeF through the PWN 3.0 identifiers and the Collaborative Interlingual Indexes (CILI) available on the GitHub repository of the Global WordNet Association.\(^6\) It would also be possible to have translations from the Open English WordNet\(^7\) into Arasaac pictographs. This WordNet and the PWN 3.1 have the same synset identifiers.

For example (see Figure 1), the Arasaac pictograph *docteur* or *médecin* (doctor) has the identifier 2467. It is associated with a PWN 3.1 synset and other information (e.g. one or several tags) that we separated in other tables for future work. By transferring the English synset automatically with CILI, we obtain the PWN 3.0 synset, POS, relation(s) and lemma(s) of French WordNets.\(^8\) In this case, \{docteur/médecin/toubib\} for WOLF and only \{médecin\} for WoNeF (coverage and fscore versions) in which the lemmas \{docteur\} and \{toubib\} are linked to another synset. Surprisingly, in the WoNeF (precision), there is no lemma \{docteur\} and \{médecin\} although they are frequent terms for doctor, but only the rare term \{toubib\}, linked to two other synsets.

As a result of this process, our Text-to-Picto system is the first that uses synsets of the French WordNets. In contrast, Schwab et al. (2020) directly used the PWN 3.0 and automatically translated the text because they consider the original PWN as the most complete and reliable database. As mentioned before, the automatic translations of WOLF and WoNeF versions differ and are, indeed, less complete compared to PWN 3.0.

### 3.2 Description of the System

We describe the architecture of our system used to translate a textual input into a sequence of Sclera, Beta, or Arasaac pictographs (see Figure 2).

---

\(^5\)https://arasaac.org/developers/api

\(^6\)https://github.com/globalwordnet/cili

\(^7\)https://github.com/globalwordnet/english-wordnet; https://en-word.net/

\(^8\)We automatically checked the quality of the links between 300 PWN 3.1 synsets of Arasaac pictographs and PWN 3.0 synsets, by matching them to those obtained through the website of PWN 3.1, about 99% of links were correct.
tion are carried out by TreeTagger (Schmid, 1994); on the other hand, we added detection of Multi-Word Expressions (MWE), processing of specific French phenomena (e.g. elision, negation variants), and simple Named Entity Recognition (NER) based on rules and dictionaries. As in Vaschalde (2018), the named entities detected are substituted by generic placeholders such as character or city.

For example (see Figure 3), the sentence Max ira à Leuven l’été, au revoir (Max will go to Leuven the summer, goodbye) is translated by a sequence of seven pictographs perso, aller, à, ville, le, été, au revoir (character, go, to, city, the, summer, goodbye) after the shallow linguistic analysis. Without the rules of elision and MWE detection, the article le (the) would not be translated and the MWE au revoir (goodbye) would be incorrectly translated, i.e. by two pictographs: the preposition au (at) and the verb revoir or corriger (revise).

In the next step, two routes are possible depending on the word to translate: the semantic route and the direct route. In the semantic route, each word is looked up in the WordNet database. In case a word is not found, we leverage two WordNet relations – has_hyperonym and near_antonym – to get substitute translation. For example, there is no pictograph for saumon (salmon), the word is therefore translated by its hyperonym poisson (fish). The word infecter (infect) does not have a pictograph either and is translated by its antonym followed by the negative pictograph, i.e. désinfecter pas (desinfect no).

In their annotations for Sclera and Beta sets, Vandeghinste and Schuurman (2014) indicated whether the pictograph is complex or not, i.e. whether it represents several concepts (verb + noun, noun + noun, noun + adjective). For example, manger un sandwich (eat a sandwich) is translated by the single pictograph boterham-eten in Sclera. This filename is linked to the head synset {manger/alimenter/déjeuner} (eat/feed/lunch) and to the dependent synset {sandwich}. Information about pictographs corresponding to a MWE is missing for Arasaac. It is worth mentioning that inflection is taken into account for MWE annotated with two synsets, unlike the MWE detection used in the shallow linguistic analysis.

For the direct route, we build a dictionary for each of our three pictograph sets for the words not covered by WordNet, i.e. pronouns, prepositions, etc. In Sclera and Beta, the pictographs were linked to their Dutch filename by Vandeghinste et al. (2015). We have then manually translated these two Dutch dictionaries into French. For Arasaac, pictographs were manually linked to French lemmas through their identifiers. A part-of-speech tag were also used to distinguish certain homonyms, e.g. the negative adverb pas (not) and the noun pas (step). As a result, our dictionaries provide respectively 412, 298 and 420 direct links between pictographs and French tokens or lemmas.

To choose the optimal path while converting a sequence of lemmas to a sequence of pictographs, we use the search algorithm A* described in detail by Vandeghinste et al. (2015). It works with different parameters (i.e. penalties) related to WordNet relations, pictograph features and route preference.

3.3 Use Cases

We briefly describe our three corpora representing several use cases of AAC. They are used for the automated and manual evaluation of our system in which we use different metrics to compare the system’s output to a reference translation.
1. The Email Corpus (130 sentences), manually translated into Sclera and Beta pictographs by Sevens (2018). The emails, written by people with an ID, their teachers, or their parents, were extracted from the WAI-NOT Belgian website. We manually translated this Dutch corpus into French and Arasaac pictographs. We have slightly pre-edited the reference translations into Sclera and Beta to maintain French word order of our corpus. We did not reproduce the spelling mistakes of people with an ID because we do not evaluate the automated spelling correction.

2. The Book Corpus (254 sentences), consisting of six copyright-free children stories manually translated into Arasaac pictographs by Vaschalde (2018). We have slightly pre-edited this French corpus to make it compliant with our evaluation format: e.g., we did not translate plural words twice as is the case in Vaschalde (2018). For example, les couvertures (the covers) in its source corpus is manually translated by le couverture couverture (the cover cover) in its reference corpus. In our reference corpus, we replaced it by les couverture without repetition and keeping the plural for the article because we added the pictograph les in our dictionary. We also modified some filenames in their reference translations because we renamed the duplicates when we preprocessed the Arasaac data.

3. The Medical Corpus (260 sentences), is a subset from BabelDr, a medical translation system (Bouillon et al., 2017). These sentences are relatively simple compared to some variations offered by the system. There are mainly questions from doctors to patients, i.e. pouvez-vous décrire la douleur ? (can you describe the pain?) or à combien était votre température la dernière fois que vous l’avez mesurée ? (what was your temperature the last time you measured it?). There are also patient instructions such as je vais m’occuper de vous aujourd’hui (I will take care of you today). As for the Email Corpus, we manually translated the Medical Corpus into Arasaac pictographs. The Figure 4 shows an example of reference translation, the sequence of five filenames: avoir, vous, des, carie, ? (have, you, the, cavities, ?).

As regards manual translations, all the words in the source text are translated into pictograph filenames in our reference corpora. However, the process is not a literal translation. We have sometimes translated several words into a single pictograph: e.g., for MWE such as bouteille de coca (bottle of coca-cola) or envoyer une lettre (send a letter), which can be translated by the complex pictograph Coca-Cola or envoyer,2 in Arasaac (see Figure 5). Some Arasaac pictographs can also have different filenames or meanings, e.g., the pictograph for mal de tête (headache) or faire mal (hurt).

4 Results

This section presents how we tuned the system (Section 4.1) and describes the results of the automated evaluation (Section 4.2), followed by the manual evaluation (Section 4.3).

4.1 Tuning the System

For tuning our system, we used 56 sentences sampled from the Email Corpus, that is our development set. We should also stressed that running several times the Text-to-Picto system on the same sentence may yield slightly different translations, even with the same parameters (cf. Section 5). Therefore, each BLEU score has been computed as the average over 10 runs (translations). We also report the standard deviation (SD) over the 10 runs.

We first experimented with the WordNets: the WOLF and the three versions of WoNeF – coverage (c), f-score (f), and precision (p). At this step, as we did not know the optimal parameters for Text-to-Picto yet, we used the best ones reported by Sevens (2018) for Sclera and Beta sets (for Arasaac, we...
took Beta’s parameters. The standard BLEU score (Papineni et al., 2002), reported in Table 2, allowed us to choose WOLF as the best French WordNet, as it obtains the highest BLEU scores regardless of the pictograph set. Therefore, WOLF will be used for all our evaluations. These results can be explained because WOLF is often connected to more synsets than the WoNeF; therefore it is more likely that there is a link to the pictograph. For WOLF, the SD is always higher than for WoNeF (SD equals 0 for the high precision version, as its small size makes it less likely to refer to several lemmas).

Table 2: Results of the French Text-to-Picto for WOLF and WoNeF by pictograph set with BLEU metric.

| Sclera       | Beta            | Arasaac         |
|--------------|-----------------|-----------------|
| WOLF         | 23.9 (0.36)     | 25.8 (1.42)     | 29.4 (1.49)     |
| WoNeF c      | 13.7 (0.10)     | 17.5 (0.26)     | 18.4 (1.30)     |
| WoNeF f      | 13.7 (0.09)     | 17.6 (0.19)     | 18.5 (1.22)     |
| WoNeF p      | 12.4 (0.00)     | 12.2 (0.00)     | 6.5 (0.00)      |

Table 3: Results of the parameter tuning of French Text-to-Picto for Sclera, Beta and Arasaac pictograph sets.

| WOLF relations | Min | Max | S  | B  | A  |
|----------------|-----|-----|----|----|----|
| Threshold      | 5   | 20  | 11 | 12 | 9  |
| Hyperonym penalty | 0  | 15  | 13 | 9  | 15 |
| Antonym penalty | 0  | 15  | 6  | 6  | 9  |
| Pictograph features |     |     |    |    |    |
| Wrong number   | 0   | 10  | 10 | 8  | 4  |
| No number      | 0   | 10  | 2  | 3  | 6  |
| Route preference |     |     |    |    |    |
| Out-Of-Vocabulary | 0  | 10  | 5  | 2  | 2  |
| Direct route advantage | 0  | 15  | 12 | 5  | 12 |

Table 4: Results of the parameter tuning of French Text-to-Picto and Dutch Text-to-Picto on Email Corpus by pictograph set with BLEU, WER and PER metrics.

We compared our results with those of Sevens (2018) for Dutch on the same 84 sentences from the Email Corpus (see Table 4). As regards BLEU scores, we got very comparable results, especially

4.2 Automated Evaluation

We automatically evaluated the performance of our French Text-to-Picto system on the Email Corpus, the Book Corpus and the Medical Corpus. Different experimental conditions were tested, progressively activating more features of the system: a) only with dictionary, b) with dictionary and synonyms of WOLF, c) with dictionary, synonyms and other relations of WOLF (i.e. hyperonyms, antonyms). In addition, we compared our results with those of the Dutch Text-to-Picto system (Sevens, 2018) and those of the French system of Vaschalde et al. (2018), when available. Such comparisons should be taken with caution, as the experiments are not strictly comparable.

For a better comparison with these studies, we reused the metrics of Sevens (2018) and Vandeghinste et al. (2015): the BLEU (Papineni et al., 2002), the Word Error Rate (WER) and the Position-independent word Error Rate (PER). BLEU is designed for machine translation, while WER and PER are used in speech recognition. All of these metrics compare the system output to one or more reference translations. In our case, we used sentences translated manually into pictograph filenames (cf. Section 3.3). As described in Section 4.1, each evaluation metric was estimated based on an average over 10 runs of the system. Standard deviations are reported in brackets in the tables.

| Sclera       | BLEU | WER   | PER   |
|--------------|------|-------|-------|
| Dictionary   | 12.0 (0.0) | 58.7 (0.0) | 55.8 (0.0) |
| (Sevens, 2018) | 14.1 | 71.9  | 65.8  |
| + Synonyms   | 17.8 (0.4) | 56.2 (0.4) | 50.3 (0.4) |
| (Sevens, 2018) | 16.5 | 67.5  | 60.5  |
| + Relations  | 17.9 (0.4) | 56.2 (0.3) | 50.8 (0.3) |
| (Sevens, 2018) | 16.1 | 68.7  | 61.3  |
| Beta         | 10.9 (0.0) | 63.0 (0.0) | 62.1 (0.0) |
| Dictionary   | 16.9 | 63.4  | 53.7  |
| (Sevens, 2018) | 21.6 (1.4) | 57.5 (1.1) | 52.1 (1.1) |
| + Synonyms   | 23.0 | 52.4  | 43.8  |
| (Sevens, 2018) | 22.4 (1.2) | 57.9 (0.5) | 52.6 (0.6) |
| + Relations  | 25.9 | 51.2  | 42.0  |
| Arasaac      | 7.3 (0.0) | 59.3 (0.0) | 58.8 (0.0) |
| Dictionary   | 7.3 (0.0) | 59.3 (0.0) | 58.8 (0.0) |
| (Sevens, 2018) | –    | –     | –     |
| + Synonyms   | 24.8 (0.7) | 68.1 (1.5) | 57.6 (1.4) |
| (Sevens, 2018) | –    | –     | –     |
| + Relations  | 24.9 (0.8) | 68.0 (1.9) | 57.2 (1.7) |
| (Sevens, 2018) | –    | –     | –     |

9The standard BLEU based on average of 1-grams, 2-grams, 3-grams, and 4-grams (mteval-v011b.pl on https://github.com/moses-smt/mosesdecoder).

10For the first condition (a), the SD is always 0 because, as without WordNet, there is no variation in the results.
For Sclera. For Beta, our scores are lower than those of Sevens (2018). Arasaac obtains the best BLEU scores, except for the first condition (a). This can be explained by the fact that dictionaries for Sclera and Beta are more suitable for this task. They were built from frequent untranslated words from the Email Corpus. For the conditions (b) and (c), differences do not seem meaningful.

For the Book Corpus, as proper names occur frequently, we added one condition: d) without the step of Named Entity Recognition (NER), based on the work of Vaschalde (2018). Results are reported at Table 5. Our BLEU scores for conditions (b) (28.0) and (c) (28.3) are in line with those of Vaschalde et al. (2018). Their translation system from French into Arasaac pictographs obtains a BLEU score of 25.45 when all the words are translated, without word sense disambiguation and without a specific treatment for plurals (26.65 with it). The rather decent score of the dictionary condition (a) on this corpus – in contrast with its performance on the two other use cases – can probably be explained by the effect of the NER module. Indeed, the test set includes 152 occurrences of proper names and we observe that, without NER module (d), scores drop a lot.

4.3 Manual Evaluation
We also carried out a manual evaluation of one automatic translation of the 260 sentences of the Medical Corpus into Arasaac pictographs generated by our tuned system (i.e. the WOLF and the other parameters). For each of the translated words, a judge checked whether the pictograph generated was a coherent semantic representation of the word, in order to calculate the precision. She removed untranslated words, in order to calculate the recall. The system reached a precision of 83.7%, a recall of 90.14%, and a F-score of 86.92% (see Table 7).

|          | Precision | Recall | F-score |
|----------|-----------|--------|---------|
| Sclera (Sevens, 2018) | Email – Dutch 89.24% 86.23% 87.71% Email – English 93.30% 73.04% 81.94% Email – Spanish 93.31% 83.14% 87.93% |
| Beta (Sevens, 2018) | Email – Dutch 85.91% 89.45% 87.64% Email – English 82.56% 86.14% 84.31% Email – Spanish 94.64% 86.83% 90.57% |
| Arasaac | Medical – French 83.70% 90.14% 86.92% |

Table 7: Results of the French Text-to-Picto on Medical Corpus and Dutch/English/Spanish Text-to-Picto on Email Corpus by pictograph set with Precision, Recall and F-score metrics.

By comparison, Sevens (2018) obtained on its Email Corpus a F-score between 81-85% for English-to-Sclera/Beta system and 87-91% for Dutch/Spanish-to-Sclera/Beta (without counting proper names). Our French system obtains a higher recall than precision and recall of other linguistic versions. In our manual evaluation, we assume that all words must be translated.

5 Discussion
As regards the efficiency of the different pictograph sets, tested on the Email Corpus, we see that our results are better for the Beta set than for the Sclera set. Sevens (2018) explained that Beta contains less pictographs than Sclera. As a result, more paraphrasing translations are possible in Sclera, resulting in a less accurate measurement of translation quality by BLEU. However, our scores for Arasaac, the largest set of pictograph, are the best. Compared to others, this set includes more function words (articles, prepositions, etc.) that have been encoded in our dictionary. Therefore, they will always be well translated, which improves the results. It should also be mentioned that, despite
relatively good results, some pictographs generated by our system are not also easily comprehensible, depending on the context of the sentence. This is especially the case for function words and pain description on a specific body part. In addition, medical words are not always translated because there is no corresponding pictographs, e.g. symptôme (symptom), cancer (tumor), etc.

Our experiments also aimed at assessing the contribution of different components to our Text-to-Picto system for French. Using only the dictionary clearly yields unsatisfactory results. The system improves when we add the synonym or the relation component, regardless of the pictograph sets and corpora. However, the difference between both components appears marginal. In our reference corpora, a manual inspection of the data reveals that the relation of synonymy is much more frequent than those of hyperonymy and antonymy – which is very rare –, especially for the largest Arasaac pictograph set. Translating text into pictographs is a meticulous and time-intensive process (Sevens et al., 2016). This explains why the corpora are small. It is worth mentioning that the BLEU score is very dependent on the reference translation, which may be partially subjective.

Finally, as explained above, every time we run the French system with the same parameters, we get slightly different translations. This happens when the optimal path calculation step has to choose randomly between several pictographs that have an equal weight, using WordNet. For future work, it would be possible to associate the pictographs with frequency information to regulate this issue. Some studies (Imam et al., 2019; Sevens, 2018; Sevens et al., 2016) also showed that word sense disambiguation improves the results of text-to-picto systems. This would avoid translation errors related to homonyms identified in our manual evaluation, e.g. enceinte (to be pregnant or a speaker) and bleu (the colour or a bruise).

6 Conclusion

We presented the French version of the Text-to-Picto system, which automatically translates a textual input into pictographs for people with an ID. Our experiments show that this system is easily extensible to other natural or pictograph languages.11 Compared to the Dutch version, we adapted the shallow linguistic analysis by adding new steps (detection of MWE, preprocessing of specific phenomena, and simple NER). Data cleaning was performed to link the Arasaac pictographs to French semantic resources. The evaluations on the Email and the Book Corpus with WOLF show that our results are indeed in line with those of previous studies. However, there is room for further improvement, for instance adding a word sense disambiguation step to select the right pictograph for a given meaning. We also carry out automated and manual evaluations on a new use case: medical data, which raised new challenges related to the translation of technical terms. We have seen above that our system currently tends to poorly handle technical terms, often missing from WOLF. We plan to investigate solutions to this limitation, for example by applying automatic text simplification for the medical domain (Cardon and Grabar, 2020) on the original sentences.

We also plan to run tests with target users to tune this Text-to-Picto system for medical communication between doctors and patients in the hospital setting. The Dutch version of the presented system has already been tested in real situations with a focus group of five adults with an ID and two coaches in a day centre in Belgium (Sevens, 2018).
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