Abstract—Unmanned aerial vehicles (UAVs) are often used for navigating dangerous terrains, however they are difficult to pilot. Due to complex input-output mapping schemes, limited perception, the complex system dynamics and the need to maintain a safe operation distance, novice pilots experience difficulties in performing safe landings in obstacle filled environments. Previous work has proposed autonomous landing methods however these approaches do not adapt to the pilot’s control inputs and require the pilot’s goal to be known a priori. In this work we propose a shared autonomy approach that assists novice pilots to perform safe landings on one of several elevated platforms at a proficiency equal to or greater than experienced pilots. Our approach consists of two modules, a perceptual module and a policy module. The perceptual module compresses high dimensionality RGB-D images into a latent vector trained with a cross-modal variational auto-encoder. The policy module provides assistive control inputs trained with the reinforcement algorithm TD3. We conduct a user study (n=33) where participants land a simulated drone on a specified platform out of five candidate platforms with and without the use of the assistant. Despite the goal platform not being known to the assistant, participants of all skill levels were able to outperform experienced participants while assisted in the task.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have become increasingly popular for reconnaissance and inspection tasks, due to their high mobility in traversing dangerous terrains such as mine shafts and tunnels. In such environments, remotely operated UAVs are preferred over full automation, as it is difficult to fully automate human decision making in the challenging and safety-critical context. However, the high mobility comes at a cost of increased teleoperation complexity. When coupled with poor depth perception from maintaining a safe operation distance and increased disturbances from the ground effect [1], performing a safe landing in obstacle-filled environments becomes an increasingly difficult task for novice pilots. To reduce the associated cost of training pilots and increase the accessibility of UAV piloting to all, we seek to find a method that allows novice pilots to safely land at a performance level equal to or greater than expert pilots.

Previous autonomous landing methods [2]–[5] reduce the difficulty of the task, however these methods rely on knowing the pilot’s goal prior to landing and neglect any form of adaptation with the pilot. Shared autonomy systems address these concerns by combining user inputs with that of artificial intelligence to collaboratively complete tasks. There are two main challenges when implementing a shared autonomy system: (i) predicting what the user’s goal is and (ii) deciding how to assist the user based on this prediction. In the context of safely landing a drone, there may exist multiple safe landing zones within a given environment. However, conditional on the goals of the pilot, only a subset of these may be suitable. This goal uncertainty is caused by private information from the pilot being unknown to the assistant. Although the pilot could explicitly state these goals through alternate interfaces, prior work suggests that explicit communication leads to ineffective collaboration [6]–[8] compared to implicit means. Inferring implicit information of the pilot’s intent through observations of their actions relative to the environment, the assistant can make a prediction of the pilot’s intended goal in a seamless manner. Once the goal is inferred, the assistant must then decide what degree/type of assistance to provide. Providing insufficient assistance can result in task failure whilst excessive exerted control, albeit following an optimal strategy, leads users to perceive the system as untrustworthy [9].

The previously mentioned challenges of predicting the pilot’s goal and how much control should be exerted are related to the perspective of the assistant, which views the pilot as providing an approximation of the optimal policy that needs to be fine-tuned. From the perspective of the pilot, two challenges exist: (i) the uncertainty in estimating the state of the UAV and (ii) developing a dynamic model that maps control inputs to physical changes of the UAV’s state. For the pilot to successfully land the UAV, they must estimate the relative position of the UAV to that of the landing target. Estimation of the UAV’s depth is challenging for pilots, as it is inferred from the perceived size of the UAV, whereas estimation of the UAV’s latitude and elevation are based on the projected location within the pilot’s view plane. This leads to poor depth estimation of the UAV and the resultant actions taken by the pilot being misaligned with the intended goal. To successfully operate the UAV, pilots must develop an internal dynamic model that maps control inputs to state transitions. This mapping and dynamic model is developed through accumulated interactions with the environment and is a result of the pilot’s experience.

A. Problem statement and model overview

Our goal is to develop an assistive system that allows novice pilots to land a UAV on one of several platforms at a proficiency greater than or equal to that of an experienced pilot. We define an experienced pilot as one that can accurately estimate the position of the UAV and reliably land on the centre of a given platform. To control the drone the pilot provides target linear XYZ velocities for the on-board flight controller to follow. The pilot is aware of the desired landing platform but due to maintaining a safe distance, has difficulty
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B. Related work

Common fully autonomous landing methods use visual ser-
voing [10] to approach a predefined target. The limitations of
such an approach is that the target must remain in the camera’s
field of view throughout the task. Model-based approaches are
favoured for moving platform tasks [3], [5] due to alleviating
the need of continual visual observations by predicting the
motion of the UAV and target. Both approaches require that a
single unambiguous landing zone exists and is of a predefined
shape, making them unsuitable for unstructured environments.
Our approach aims to address these concerns by training over a
wide variety of landing zones where multiple potential landing
zones exist within a single environment.

Learning based approaches as seen in [2], [4] use deep
neural networks to learn the necessary control inputs required
for a successful landing. [2] uses a hierarchy of deep Q
learning networks (DQNs) to learn an end-to-end mapping
from input RGB images to output action velocities for the UAV
to follow. The network was able to learn to detect and land
on observed targets however due to the large state-space from
draft-to-end mapping, the policy required two separate DQNs
to manage the detection and landing phase independently. By
learning from a latent representation in our proposed approach,
a single policy network is required due to the increased sample
efficiency of the learning process.

The previously mentioned autonomous landing approaches
fulfill their intended purpose however lack the ability to handle
multiple potential landing zones and are not adaptive to pilot
inputs. Previous shared autonomy systems [11]–[13] facilitate
user adaptability and handle unknown goals however require
either a known dynamic model of the world, a set of known
potential goals or a set of predefined user policies. These
constraints limit the practicality of implementing such
approaches due to the difficulty associated in developing accurate
dynamic models and the requirement to pre-define the position
of potential landing sites beforehand. Reddy et al. [14] use
shared autonomy to demonstrate a model-free approach using
deep Q-learning to assist pilots landing in the lunar lander
game. The policy network is unaware of the pilot’s goal,
which is inferred from observations of the environment and
the pilot’s actions. The drawback of deep Q-learning is that
the agent has access to a discrete set of actions which hinders
the ability to provide fine control inputs required for safe
landing. Instead we propose to implement a policy-gradient
reinforcement learning approach to facilitate continuous action
space control.

Reddy et al. [14] deploy their DQN to a physical UAV
landing user study, however the number of participants (n=4)
is limited and the landing pad location is included in the state
space for the DQN. Sa et al. [15] implement shared autonomy
for UAV pole inspection tasks, using a reduction in task space
controls to constrain the motion of the UAV. The task is made
easier for novice pilots by reducing the controllable degrees
of freedom so that the UAV is forced to move concentric to
the pole whilst automatically controlling the yaw so that the
camera is directly facing the inspected pole. Our proposed
work is one of the few published works introducing shared
autonomy to UAV landing.

II. LEARNING LATENT SPACE REPRESENTATION –
CROSS-MODAL VARIATIONAL AUTO-ENCODER

The purpose of latent space learning is to reduce the time
required for the policy network to reach convergence. As the
policy network gathers observations in real time, it is costly to
explore large state spaces, therefore a reduction in the dimen-
sionality of the state space leads to accelerated convergence
[16]. Desired characteristics of a dimensionality reduction
 technique is that it is smooth, continuous and consistent [17],
so that a policy network can efficiently learn how to perceive
the encoded environment.
[17] introduces a cross-modal variational auto-encoder (CM-VAE) which trains a latent vector representation from multiple data sources. Given a data sample $x_k$ where $k$ represents the modality such as a RGB image or an arbitrary sensor reading, the encoder $q_k$ transforms $x_k$ into a vector of means $\mu$ and variances $\sigma^2$ of a normal distribution, from which the vector $z$ is sampled, i.e. $z \sim \mathcal{N}(\mu, \sigma^2)$. The decoder $p_t$ takes the latent sample $z$ and reconstructs to the desired modality $l$ which is denoted as $y_l$. As the encoder $q_k$ maps the input onto a distribution, a regularizing term is required to ensure that the properties of the desired distribution are met. The Kullback-Leibler divergence is used so that the distribution $q_k$ maps to a normal distribution of $\mathcal{N}(0, 1)$. Traditional VAEs achieve encoding onto a distribution by maximising the variational lower bound on the log-likelihood of the data as seen in [18]. The loss is re-derived in [17] for the CM-VAE to take into consideration different modalities.

### A. CM-VAE Implementation

Our implementation of CM-VAE architecture is based on the work of [19] which uses a CM-VAE to reconstruct RGB images of gates and their pose parameters from a UAV. Our implementation contains a single input modality from a noisy RGB-D camera, denoted as $x_{RGBD} = [x_{RGB}, x_D]$, and two output modalities in the form of a depth map and relative pose of the closest visible landing pad, denoted as $\hat{y}_D$ and $\hat{y}_{XYZ} = [\hat{X}, \hat{Y}, \hat{Z}]$ respectively. Similar to [19], we use DroNet [20] for the encoder $q_{RGBD}$, which is equivalent to an 8-layer ResNet [21]. Decoder $p_D$ takes the full latent space vector $z$ i.e. $\hat{y}_D = p_D(z)$, whereas reconstructing $\hat{y}_{XYZ}$ we use three independent decoders $p_X$, $p_Y$ and $p_Z$, each taking a single element of the first three elements of the latent space vector $z$ i.e. $\hat{X} = p_X(z)\hat{X}, \hat{Y} = p_Y(z)\hat{Y}$ and $\hat{Z} = p_Z(z)\hat{Z}$.

To generate data to train the network we use the AirSim [22] Unreal engine plugin to capture RGB-D images of generated scenes. Each generated scene consists of five identical landing platforms that are aligned along the longitudinal direction with random spacing between them. The platform’s width, length and height are generated from a uniform distribution and then each platform is independently shifted and rotated about the yaw axis. Textures are then applied to the platforms, walls and floor from a total of 52 unique materials. A virtual camera is swept through the scene using a bounded random walk process where 50 RGB-D images and relative landing platform locations are recorded before a new scene is generated.

The depth images provided by AirSim are free of noise and imperfections which is not indicative of real-life sensors. Therefore, a noise generating function $G$ is used to create training data, $x_D = G(y_D)$. Noise generating function $G$ consists of four types of noise: normally distributed noise from sensor inaccuracies, salt and pepper noise from feature triangulation mismatch, missing depth values around edges from occlusion and missing depth values in the form of blobs that mimic reflective materials and harsh lighting conditions. RGB image data is included in the encoder input $x_{RGBD}$ despite the decoder $p_D$ reconstructing only the depth of the scene so that the true depth $y_D$ can be recovered using complimentary RGB information. Our implementation differs from [19] as the objective of our CM-VAE is to not identically reconstruct the input but to reconstruct a denoised version of the input, making our model a denoising CM-VAE.

To train the network, we follow Algorithm 1 outlined in [17] where we have three losses: (i) MSE loss between the true depth map and reconstructed depth map $(y_D, \hat{y}_D)$, (ii) MSE loss between the true relative landing platform parameters and the estimated parameters $(\hat{y}_{XYZ}, \hat{y}_{XYZ})$ and (iii) Kullback-Leibler divergence loss. The total loss is the sum of the three weighted MSE losses where the weights for $(y_D, \hat{y}_D)$, $(\hat{y}_{XYZ}, \hat{y}_{XYZ})$ and KL loss are 1, 2 and 4 respectively. For every input sample $x_{RGBD}$, there is a corresponding true output sample for each of the modalities, therefore for each training iteration the weights of $q_{RGBD}, p_D, p_X, p_Y$ and $p_Z$ are updated. Results of the training process will be presented in Section V-A.

### III. Policy Learning - TD3

The aim of the policy network is to assist the pilot in landing on the desired landing platform by outputting a target velocity for the UAV that is combined with the user’s current input. [12] formalizes shared autonomy systems to be modelled as a partially observable Markov decision process (POMDP) by treating the user’s goal as a hidden state that is only known by the user and must be inferred by the agent. We define our problem as a POMDP where the set of all possible states is denoted as $S$. The pilot’s action is part of the current state $s$. The set of actions the agent can take is denoted as $A$. We define the state transition process as a stochastic process, due to the uncertainty in predicting UAV dynamics from turbulence caused by the ground effect, as $T : S \times A \times S \rightarrow [0, 1]$. The reward function is defined as $R : S \times A \times S \rightarrow \mathbb{R}$, the set of observations as $\Omega$ with the observation function $O : \mathcal{S} \times \Omega \rightarrow [0, 1]$ and discount factor $\gamma \in [0, 1]$. Given an optimal policy $\pi : S \times A$ that maximises the expected future discounted reward of the Bellman equation

$$Q^\pi(s, a) = R(s, a, s') + \gamma E[Q^\pi(s', a')]$$

the goal of reinforcement learning is to find the closest approximation of the optimal policy.

To approximate the optimal policy, we implement the reinforcement algorithm TD3 [23] as it allows for a model-free continuous action space control whilst addressing the instability concerns of its predecessor DDPG [24]. TD3 is an off-policy actor-critic method that uses double Q-Learning [25] by taking the minimum value between two critics in estimating the Q-value for the next state action pair. Clipped noise is added to the target actor’s action to smoothen the estimated Q-value around the action given a state. The full algorithm is described in Algorithm 1 in [23].

### A. TD3 Implementation

To train the agent we utilize AirSim as our simulation environment for modelling of UAV dynamics. We generate
a scene containing a total of five potential landing platforms aligned longitudinally with random positions within a confined boundary. As training reinforcement learning algorithms takes substantial time, we developed a simulated user instead of human participants for use in training. The simulated user models several behavioural flight and landing styles including attempting to land on incorrect adjacent landing platforms before correcting itself. For each landing sequence, the simulated user is given an initial estimate of where it believes the true goal \( G \) is, which is denoted by \( \hat{G} \). We characterise a simulated user with two parameters \( \alpha \in [0, 1] \), which describes the simulated user’s conformance to the agent’s actions and \( \beta \in [0, 1] \), a measure of the user’s skill which is the ability to improve its own estimate of the goal. Both \( \alpha \) and \( \beta \) affect the simulated user’s current estimate of the goal position by:

\[
\hat{G}_{i+1} = \hat{G}_i + \alpha \frac{G - \hat{G}_i}{K_{\alpha}} + \beta \frac{G - \hat{G}_i}{K_{\beta}},
\]

where \( a \) is the action taken by the agent and \( K_{\alpha} \) and \( K_{\beta} \) are both scaling constants.

For each iteration, the agent receives the mean latent space vector from the encoder \( q_{RGBD} \), the UAV dynamics, the simulated user’s current action and the average user and agent actions from the previous 1 second interval. The action taken by the agent is a vector in \( \mathbb{R}^3 \) which is averaged with the user’s input \( u \) given that the agent’s action has a magnitude greater than 0.25. We ignore small actions taken by the assistant to allow the assistant to relinquish control to the pilot. The resultant vector \( V_i \) is the target velocity vector which the UAV should follow.

\[
V_i = \begin{cases} \frac{a + u}{2} & \text{if } |a| > 0.25 \\ u & \text{else} \end{cases}
\]

To emulate disturbances from general turbulence and the ground effect, we add normally distributed noise to the UAV’s target velocity where the variance of the noise is dependent on the distance to the ground. By adding noise to the UAV’s target velocity, the simulated user and agent will experience uncertainty in state transitions which better reflects real world control of UAVs. We implement an Ornstein–Uhlenbeck process [25] for exploratory noise which is added to the action taken by the agent and is decayed after successive landings.

Our reward function utilizes three different rewards: (i) the landing distance of the UAV to the centre of the goal platform, (ii) the difference between the distance to the true goal for the current state \( s_i \) and the previous state \( s_{i+1} \), given that the distance between the true goal and \( s_{i+1} \) is below a threshold and (iii) the magnitude of the action taken by the agent. To take advantage of the off-policy approach we load the experience buffer with previously collected state action transitions from previous models. We use a learning rate for the actor and critic of 1e-3, discount factor of 0.99, batch size of 100 and a target actor and critic update rate of 0.01. Results of the training process will be shown in Section V-B.
V. RESULTS

A. CM-VAE results

The model was trained from a dataset of 50k examples of 64×64 RGB-D images. A separate 10K RGB-D images are used for validation to demonstrate the interpolation of latent space variables and evaluate scene reconstruction. The RMSE error for reconstructing the depth map was 0.1068m while the RMSE error for the individual X, Y & Z parameters are 0.0242m, 0.0282m & 0.0237m respectively.

Fig. 3 shows the reconstruction of linearly interpolated latent vectors using the encoder’s mean vector from two separate RGB-D images. The decoder’s input vector is determined by $\mu_i = \mu_1 + \delta(\mu_2 - \mu_1)$ where $\mu_1$ and $\mu_2$ represent the mean vector from the encoder of image 1 and image 2 respectively.

Image pairs a), b) and c) demonstrate the ability to interpolate between simple geometric transformations due to changes in the landing platform shape and relative position. Image pair d) demonstrates the ability to reconstruct the scene under harsh conditions where input image 1’s depth map is degraded with missing depth values around the landing platform, forcing the encoder to utilize RGB information to recover the depth. Input image 2 in image pair d) shows the alternate case where relying on RGB information is unreliable due to the landing platform and the floor’s texture being identical. Image pair e) displays the ability to smoothly transition from states with large differences, where input image 1 contains multiple landing platforms whilst input image 2 has a single landing platform.

B. TD3 simulation results

To quantify the level of assistance provided by the assistant, an experiment was run where a simulated user piloted the UAV for incremental $\beta$ values. The simulated user performed 40 landing sequences for each $\beta$ value where $\beta$ was increased in 0.05 increments at an $\alpha$ value of 0.5. The experiment was first performed without the assistant and then repeated with the assistant. The results of the experiment can be seen in Fig. 4.

 whilst unassisted the simulated user had an average landing error 2.6 times greater than being assisted, while also showing a greater variability in its performance. Regardless of the simulated user’s skill level, whilst assisted its performance was better than that of a skilled user. The performance of the assistant was also observed to not be affected by the skill of the simulated user. To quantify the agreement between the simulated user and the assistant, we use the time taken to perform the landing sequence normalised by the initial goal distance as a metric. This metric was chosen due to any conflict arising during the flight would cause the average time taken to increase. On average the unassisted simulated user took 2.03 seconds per meter of travel to land where being assisted took 1.94 seconds per meter of travel to land. The marginal difference between the two times shows that the agent does not provide actions that conflict with the simulated user’s goal.

C. User study results

The user study was conducted with the approval of Monash University Human Research Ethics Committee (MUHREC), number 25454. A total of 33 participants completed the user study. The summarised pilot performances can be viewed in Table. I. Participants performed the task with greater proficiency whilst assisted, reducing their median error by over a third and increasing their landing success rate by a factor of three. The performance results are split into two categories based on whether the pilot landed on the instructed platform or to the nearest platform. The error for a given landing is represented as the Euclidean distance of the drone’s centroid to the centre of the platform along the latitude and longitudinal axis. A successful landing is recorded when all four legs of the drone contact the landing platform, while a failure is recorded if the drone falls below a threshold height and not all legs are contacting the platform. Of the 528 unassisted and 528 assisted landings, 10 unassisted landings and 16 assisted landings are excluded from statistical analysis due to the participant immediately landing on the starting platform.

Two-sample statistical tests are performed at a 99% confidence level to test whether a statistically significant difference exists between performing the task unassisted and assisted for a given metric. The test applied to determine a significant difference for the success rate, median error, mean error and variance of the error are the McNemar test, Mood’s median
To account for additional effects such as learning and prior experience, a multi-variable regression model is used. The model contains three binary independent variables: (i) whether or not the landing was performed with assistance, (ii) whether or not the landing was performed in the initial half of the study and (iii) whether or not the participant is considered an experienced participant. An experienced participant is defined as one who rated themselves highly in questions 2, 3, 5 and 6 as seen in Table II. A threshold rating was chosen so that a third of the participants were considered experienced. The binary value associated with human learning (ii) was found to be statistically insignificant at \( p = 0.595 \), indicating that insufficient evidence exists to infer that participants improved after performing the initial 16 landings. Participant’s previous experience (iii) was found to be marginally significant \( (p = 0.065) \). A significance value of \( p < 0.001 \) was found for (i) suggesting that whether or not the participant is assisted significantly affected performance whilst controlling for human learning and participant previous experience.

The distribution of pilot errors can be observed in Fig. 5. Whilst flying assisted two distinct modes of errors are formed which coincide with the average distance between landing platforms of 4.0m. Due to the difficulty of the prescribed task, particularly the depth perception, novice pilots often attempted to land in the centre of the valley between platforms. This led to ambiguities in the pilot’s goal where the assistant correctly inferred the goal at a rate of 79.34%. Of the correctly inferred goals, 93.34% led to a successful landing.

Participants gave an average SUS rating of 60.91 when performing the task unassisted, which falls within the 32nd percentile based on [28]. Assisted participants gave an average SUS rating of 73.41, which corresponds to the 68th percentile, an improvement of the perceived usability of the task by a factor of two. The results of the final survey can be viewed in Table II & III. Participants preferred performing the task with the assistant as they felt more confident in their ability to accurately land, and perceived the difficulty of the task to be reduced. Participants were also given the opportunity to provide additional feedback about the study; 24 out of 33 participants submitted optional comments.

Out of those who left additional comments, 50% made a remark about the overall difficulty of the task generally pertaining to the lack of depth perception. Further comments of difficulty can be segregated by demographics where those with high gaming experience tended to also complain about graphics and low frame rate while those with piloting experience mentioned difficulties using discrete controls from a keyboard and the lack of audio cues for estimating depth. 21% of those who left comments also mentioned being “not sure what the exact behaviour of the assistance is”. Participants were not provided with information about the methodology of the assistant, causing some participants to believe that the assistant dampened movement whilst landing for finer control or prevented control inputs from being registered when landing where no platform exists.

A further 17% of those who left comments made remarks regarding the inconsistency of the assistant in terms of the degree of assistance provided. It was observed that the assistant would automatically land the drone for the pilot if the assistant was confident about the pilot’s goal. However if the assistant was not confident in its estimate of the pilot’s goal, the assistant would instead adjust the pilot’s input trajectory.

Fig. 6 demonstrates how various skill level participants land the drone. Inexperienced users as shown in Fig. 6 a) tended to have intermittent movement from briefly tapping the movement keys whilst frequently landing near incorrect platforms. Inexperienced participants were also observed to get confused with the control scheme as seen in the right of a) where the participant mistook the fly backwards key for the fly down key. Intermediate participants as shown in b) were able to land in the general vicinity of the landing platform but required assistance to successfully land on the platform. Experienced participants c) reliably landed close to the platforms and only required the assistant for fine movement control. Example trajectory d) shows a failure case of the assistant for an intermediate participant where the participant landed in the centre of the valley between two platforms causing the assistant to take control and land on the incorrect platform.

To quantify the level of assistance provided and to verify if the assistant allows novice users to perform at a level equal to or greater then experienced pilots, we plot each participant’s median error against their experience level as shown in Fig. 7. To determine a pilot’s experience level, we implement a linear
TABLE II: Final survey - Demographics

| Question | Yes | No |
|----------|-----|----|
| 1: Have you had any experience with flying a physical drone? | 45% | 55% |
| 2: How many hours of experience have you with flying physical drones? | |
| 0-5 | 6% | 9% |
| 5-10 | 6% | 9% |
| 10-20 | 24% | 12% |
| 20-50 | 12% | 0% |
| 50+ | 6% | 0% |
| 3: How confident are you with flying physical drones? | |
| Not confident | 2 | 3 |
| Confident | 3 | 4 |
| 4: For what purpose have you flown a physical drone for? (Tick all that may apply) | |
| Recreational | 45% | 6% |
| Photography | 6% | 3% |
| Filming | 9% | 12% |
| FPV Racing | 6% | 0% |
| Aerobatics | 18% | 0% |
| Inspection | 9% | 27% |
| Other | 18% | 27% |
| 5: How often do you play video games? (Eg: PC/PS4/Xbox) | |
| Never | 18% | 27% |
| Monthly | 9% | 18% |
| Weekly | 18% | 12% |
| Regularly | 6% | 15% |
| Daily | 9% | 30% |
| 6: How many hours have you spent on games involving flying? | |
| 0-10 | 18% | 6% |
| 10-25 | 18% | 6% |
| 25-100 | 39% | 30% |
| 100-200 | 6% | 39% |
| 200+ | 30% | 30% |
| 7: When you play video games, what input device do you use? (Tick all that may apply) | |
| Keyboard | 76% | 67% |
| Mouse | 67% | 61% |
| Hand held controller | 24% | 9% |
| Touch screen | 9% | 33% |
| Other | 18% | 24% |

TABLE III: Final survey - User experience

| Question | 1 | 2 | 3 | 4 | 5 |
|----------|---|---|---|---|---|
| 8: I felt confident in landing unassisted | 21% | 42% | 15% | 18% | 3% |
| 9: I felt confident in landing assisted | 6% | 9% | 18% | 58% | 9% |
| 10: I felt stressed when landing unassisted | 9% | 18% | 27% | 39% | 6% |
| 11: I felt stressed when landing assisted | 24% | 36% | 21% | 15% | 3% |
| 12: I felt the task was difficult to perform unassisted | 6% | 18% | 6% | 39% | 30% |
| 13: I felt the task was difficult to perform assisted | 15% | 36% | 24% | 21% | 3% |
| 14: I was able to land with greater accuracy whilst being assisted | 3% | 9% | 18% | 30% | 39% |
| 15: I was able to land quicker whilst being assisted | 9% | 15% | 21% | 18% | 36% |
| 16: I trust the actions of the assistant | 9% | 18% | 33% | 33% | 6% |
| 17: The assistant didn’t do what I wanted to do | 9% | 33% | 24% | 30% | 3% |
| 18: I had to fight the assistant for control | 18% | 36% | 15% | 12% | 18% |
| 19: I prefer to use the assistant when landing | 0% | 6% | 24% | 39% | 30% |
| 20: I felt being unassisted gave me more freedom | 0% | 24% | 30% | 24% | 21% |
| 21: I believe that if I practiced, I could perform better without assistance than with assistance | 12% | 27% | 18% | 24% | 18% |

A response of 1 corresponds to strongly disagree whilst a response of 5 corresponds to strongly agree.

A regression model that fits the pilot’s average landing error as a dependant variable whilst using answers obtained from questions 2, 3, 5 & 6 from the demographic section of the final survey as independent variables. The regressed model provides an estimate of what the predicted mean error should be for a pilot of given experience. The predicted error is normalised between 0 and 1, then inverted so that an experience level of 0 represents a novice whilst an experience level of 1 represents an expert. Fig. 7 shows that whilst assisted, regardless of one’s skill level, participants will perform at an equal proficiency that is greater than skilled pilots. Whilst assisted, participant performance was not greatly dependant on their individual skill level which is reflected by a low magnitude regression coefficient of -0.11 compared to that of -0.71 whilst being unassisted. The first author’s attempt at the user study is included in Fig. 7, indicated by the yellow highlighted point. This data point is excluded from all statistical analysis but is shown to demonstrate the potential performance of a pilot who has had substantial time to become familiar with the specific setup.

VI. CONCLUSION

In this work we present a shared autonomy approach that allows novice pilots to land a drone on one of several platforms at a proficiency greater than experienced pilots. The approach contains two components (i) an encoder that compresses RGB-D information into a latent vector to facilitate the perception of the physical environment and (ii) a policy network that provides control inputs to assist the pilot with landing. The encoder is trained using a cross-modal variational auto-encoder...
which takes noisy RGB-D data and reconstructs a denoised depth map. The policy network is trained within simulation using the reinforcement learning algorithm TD3. We validated our approach by conducting a user study (n=33) where participants were tasked with landing a simulated drone on a specified platform from a range of five platforms aligned along the longitudinal axis. Participants achieved significantly higher success rates and lower median and mean errors in the assisted condition, compared to unassisted. Participants also rated the assistant as the preferred mode of performing the task and as more useful. However the success of the assistant landing on the correct platform is limited by the proficiency of the assistant at estimating the true intent of the pilot. Participants also noted that there were issues with the consistency of the degree of assistance provided by the assistant throughout the study. By plotting participants overall performance against skill level as shown in Fig. 7, it can be seen that regardless of skill level, participants will perform better assisted than an unassisted experienced participant, confirming that this approach allows novice pilots to perform at a level greater than or equal to that of experienced pilots.

The authors would like to acknowledge the limitations of the work performed in this paper regarding the absence of physical trials. Due to COVID-19 lockdown restrictions being implemented at the time of this work, it was not feasible to conduct a user study with a physical drone. Future work is planned to integrate the proposed approach onto a physical drone. The encoder will be retrained using a mixture of synthetic and real RGB-D data. Training of the policy network will remain in simulation with modifications to the reward function to heavily penalise landings that may cause damage to the drone. To ensure the safety of participants and drone, we plan to integrate a safety controller that will oversee the physical user study. The planned safety controller will be responsible for monitoring the actions of the assistant and pilot so that the drone does not enter an unrecoverable state that will cause damage to the surroundings. The safety controller will not be used as a method of assistance but as an emergency fail-safe protocol.