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Abstract

In this work, we consider the performance analysis of the uplink cellular networks with free space optics (FSO) backhauling. The user equipment (UE) communicates with the nearest Base Station (BS) in first slot while in second slot, the BS converts the received radio frequency (RF) signal into FSO pulse and transmits to the data center. We adopt the Rayleigh fading for the uplink channels while the FSO backhaul encompasses the turbulence-induced fading which follows the Málaga distribution, the weather pathloss, and the pointing errors fading which is distributed following the generalized Beckmann model. Further, we will compare the performances when the BS behaves as either a decode-and-forward (DF) relay or an intelligent reflecting surface (IRS). Next, we will propose an optimal design of the phase shifters of the IRS to minimize the interference and improve the rate to beat relaying. Capitalizing on this framework, we will derive the system performance metrics such as the coverage probability as well as the spectral efficiency. Focusing on high SNR, we will obtain the diversity gain to get engineering insights into the system performance and limitations. Finally, the analytical results are confirmed by Monte Carlo simulations.
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I. INTRODUCTION

Modern radio cellular systems are evolving from second generation (2G), where the networks are voice-oriented, to 4G-LTE (Long-Term Evolution), where the networks support medias, social networks and videos. For LTE-A (Advanced), the maximum data rate is limited to 100 Mbits/s for high mobility while typically much lower rates are achieved [1], [2].
Due to the increasing growth of the subscribers and data size, conventional backhauling such as microwave radio-frequency (RF) which represents 6% of total usage after the copper lines in US, become unable to meet such requirements [3]. Recently, related works proposed as an alternative the optical fibers (OF) to backhaul the information from the base stations (BSs) to the data center [4]. Such technique has gained enormous attention since it can support the exchange of big data and reduces the congestion. In addition, OF provides not only high data rates and immunity to the interference, but also low probability of error and supports reliable communications over long distances, e.g., 155.52 Mbit/s for STM-1, 622 Mbit/s for STM-4, 2.4 Gbit/s for STM-16 and 9.9 Gbit/s for STM-64 [3]. However, OF cannot be deployed in any area and the total usage is still limited since it is very expensive. Moreover, OF are not flexible as in some cases, when the transmitter (TX) and receiver (RX) are not in line-of-sight, bending is required to establish the communication [5]. However, studies showed that bending introduced severe losses to the signal propagating in OF [6]. The features make the total usage of OF in US below 4% [7].

To overtake these limitations, free-space optical (FSO) communication has been proposed as an alternative or complementary to RF and OF to cover the networks backhauling [8]–[10]. Unlike the aforementioned backhauling solutions, FSO technology is cost-efficient, highly secure, free-license to spectrum access and flexible to be deployed in any areas without restrictions. These properties make the FSO to exponentially increases the networks coverage and data rate 25 fold more efficient than conventional backhauling and it is mainly used to densify the networks and meet the requirements of the increasing subscribers over the last decades [11]–[13]. Furthermore, FSO has been introduced in applications related to academia and industries such as videos surveillance, disaster recovery, broadcasting, enterprise/campus connectivities and redundant links [4], [8], [14].

A. FSO Technology Overview

As mentioned earlier, FSO has been emerged as promising solutions for many wireless systems issues, in particular for backhauling where it becomes a reliable solution for the last mile problem to bridge the bandwidth gap between the end-users and the OF backbone network [15]–[18]. However, FSO technology has also some limitations that were the main focus of recent works. In fact, FSO links are established at high altitudes on the top of buildings to protect people from laser vulnerabilities and avoid potential eyes damaging [19], [20]. At a high altitude, the channels
are extremely turbulent and feature deep fading resulting in severe losses to FSO signaling. Previous works extensively examined probabilistic channels models to describe the atmospheric turbulences variations. Lognormal, Gamma-Gamma and Double-Weibull distributions have been proposed to model the turbulences-induced fading \cite{21, 22, 23, 24}. These models were shown to be valid only for weak and moderate turbulences severity, however, they exhibit large deviation from experimental data for strong turbulences \cite{25, 26}. Recent works addressed this shortcoming by suggesting generalized models such that the double generalized gamma and Málaga that both reflect wide range of turbulences including the severe fading \cite{26, 27, 28}. During the propagation, FSO signaling is subject to the pointing errors caused by the misalignment between the laser-emitting transmitter and the photodetector. External factors like buildings swaying and seismic activities are potentially originating the misalignment \cite{4, 8}. In fact, pointing errors introduce random fluctuations to the FSO signaling to the point that the photodetector cannot intercept the total received power resulting in performance degradation. To quantify these losses, existing work proposed different fading models to characterize the pointing errors severity and impacts on the system performance \cite{4, 8}. The most generalized pointing errors is called Beckmann model \cite{29} where it reflects various special cases to model the radial displacement such as Hoyt \cite{30}, Rician \cite{31}, Zero-Mean and Non Zero-Mean Single-Sided Gaussian \cite{32}, while the widely used model is Rayleigh for tractability \cite{33, 34, 35}.

**B. Relaying and Intelligent Reflecting Surfaces Overview**

Due to the big cell size, macrocellular systems exhibit low coverage specifically the cell-edge users who are exposed to the severe pathloss and near-far effect. Relaying has been proposed as a solution to increase the network scalability and improve the coverage \cite{33, 34, 35, 36, 37, 38, 39}. In this context, related research attempts developed various relaying schemes, e.g., Decode-and-Forward (DF) \cite{33, 34, 35, 40}, Amplify-and-Forward (AF) for fixed and variable relaying gains \cite{23, 36, 41}, Quantize-and-Encode (QE) \cite{42} and Quantize-and-Forward (QF) \cite{43}. Another attractive solution, called intelligent reflecting surfaces (IRS), has been proposed to address the coverage, scalability and energy consumption issues \cite{44, 45, 46}. Such IRS consists of a single or few-layer stack of planar structures that are fabricated using lithography and nano-printing methods. IRSs are simply meta-surfaces equipped with integrated electronic circuits that can be programmed to reflect the incoming electromagnetic waves in a specific direction. Each reflecting element employs varactor diodes or other micro electro-mechanical systems whose resonant frequency
is manageable to control the direction of the reflected signal. Unlike the parabolic reflectors whose physical curvature determine the desired direction of the reflected signal, IRS is flat and consists of an array of discrete reflecting elements that phase-shift and beamform the incident waves differently. The phase shifter of each element determines in which direction the incident waves are beamformed and hence an efficient configuration and programming of the reflecting elements is required. Unlike relaying, IRS is a passive reflector component and it does not containt a power amplifier such that for amplify-and-forward relaying. Thereby, from an energy consumption perspective, IRS has been shown to be more energy efficient and it consumes less power compared to traditional relaying. From a cost-efficiency standpoint, however, IRS is very expensive compared to relaying and as a result such a magic solution cannot be deployed anywhere. For outdoor communications wherein IRSs have to deployed in companies ceilings and building facades across urban street canyon and highways, a well-established trade-off between performance and cost favoritize relaying over IRS. Though, IRS is still practical, in particular, for indoor and more importantly in tunnels wherein GPS service is absent and consequently IRSs can be optimally deployed in a smart way to maintain affordable costs and improve the coverage in such places. Results provided by [47], [48] demonstrated that IRS can achieve amplification gains to support the received signal while it substantially improves the signal-to-interference-plus-noise-ratio (SINR) by designing the phase shifters to cancel the interference. In addition, indoor measurements in office testbed were conducted to corroborate the results for RIS deployment while, [47], [48] carried out rigorous analysis on IRS roles to enhance the indoor coverage. Furthermore, [49] experiments were driven on the deployment of IRS in an IEEE 802.11ad network operating in the unlicensed 60 GHz spectrum. Moreover, application of IRS for actively reprogramming communication environments was tackled and its impacts on the energy consumption, coverage and security concerns were analyzed. Besides, research attempts have introduced the full-duplex relaying as it has the potential to double the spectral efficiency. Due to the self-interference which substantially degrades the performance, related works proposed beamforming designs to cancel the self-interference and improve the achievable rate [50], [51]. Furthermore, relaying as well as the intelligent reflecting surfaces (IRS) have been introduced in the context of physical layer security of vehicular adhoc networks (VANET) to protect the legitimate receiver from the eavesdropping attacks by transmitting friendly jammers and/or artificial noise in order to maximize the secrecy capacity [52]–[56].
C. Contributions

In this work, we consider the uplink of an outdoor cellular radio network in which a user equipment (UE) reaches to a data center through a base station (BS). FSO laser signaling takes place between the BS and the data center in line-of-sight (LOS) at high altitude to protect the people around from potential dangers caused by laser beam. We assume Rayleigh fading to model the uplink channels where the fractional power control (FPC) is considered to manage the pathloss severity on the UE. Further, the FSO backhauling encompasses the pathloss, the pointing errors distributed following the generalized Beckmann model and the turbulence-induced fading that follows the Málaga or \( M \) probabilistic model. Moreover, we provide a global framework analysis of two generic scenarios in which the BS behaves as a relay or IRS between the uplink UE and the data center. Given that DF is known to outperform AF relaying in terms of coverage and rate, we consider DF as a benchmark to provide a fair comparison with IRS-supported transmission. The objective is to provide a phase shifters design for IRS to determine the minimum number of reflecting element required to beat repetition-coded DF relaying. To this end, the paper analysis follows these steps:

- Using stochastic geometry tools, we derive the tractable expressions of the coverage/outage and ergodic achievable rate based on the statistics of the signal-to-interference-plus-noise-ratio (SINR) of a typical uplink UE.
- Derive the statistics of the FSO backhauling channels involving the probability density function (PDF), cumulative distribution function (CDF), high order moments, exact, low/high asymptotic SNR and the upper bound of the achievable rate.
- Exploiting the results obtained above, we derive the coverage/outage and rate expressions for the repetition-coded DF relaying.
- To design the optimal phase shifters of the IRS, we formulate the optimization problem and construct the zero-forcing constraint to maximize the end-to-end SINR which is the objective function of such a problem.

D. Structure

This paper is organized as follows: Section II describes the uplink cellular system along with the derivation of the coverage probability and the ergodic rate for an uplink typical user using stochastic geometry tool. The performance of FSO backhauling analysis is detailed in Section III while the analysis of the hybrid system involving the analysis of repetition-coded DF relaying
and IRS-supported transmission is presented in Section IV. Section V presents the numerical results along with the discussion while the concluding remarks are reported in VI.

E. Notation

For the sake of organization, we provide some useful notations to avoid repetition. \( F_h(\cdot) \) and \( f_h(\cdot) \) are the CDF and PDF of the random variables \( h \), respectively. \( \mathbb{E}[\cdot] \) and \( \mathbb{P}[\cdot] \) denote the expectation operator and the probability measure, respectively.

II. Cellular Networks Analysis

Recent researches on modern cellular networks proposed various approaches to address the uplink modeling and performance analysis. Wyner model, proposed in [57], gained enormous attention for its simplicity as it consider inter-cell interference to be constant or a single random variable to account for fading. However, it has been shown in [58] that this model suffers from shortcoming in the cases where the inter-cell interference is spatially averaged, e.g., a code division multiple access (CDMA) networks under high load congestion. In the same context, existing work suggested a network model consisting of a regular and deterministic BSs deployment, e.g., hexagonal or grid-based model shown by Fig. 5a. Although this model is regular, closed-form expressions of the performance are not tractable and instead the derivation is based on approximation and Monte Carlo simulation. It has been shown that the grid-based model is an upper bound to the actual performance retrieved from real data, e.g., the SINR coverage based upon hexagonal model is an upper bound to a given actual network results [59], [60]. Limitations of previous approaches triggered the focus on the use of random spatial models for networks modeling. This new perspective brought two important results wherein the first consists of tractable derivation of performance such as the rate and SINR expressions while the second advantage is as accurate as grid-based model or even more closer in some cases to the actual networks, e.g., illustrated by Fig. 5b is a Poisson Point Process (PPP) distribution of both BSs deployment and UEs provides accurate SINR statistics for real urban networks in [61]. Fig. 2 illustrates an uplink cellular network where the UE in the cell of interest (red) is communicating with the corresponding BS which is also subject to the UEs interference coming from the adjacent cells (yellow and green). Such network consists only of the first tier (macro BSs) and the UEs are randomly distributed following a homogeneous Poisson Point Process (PPP) with density \( \lambda \).
Fig. 1: Realization of single tier cellular networks over $50 \times 50$ km$^2$ area. Hexagonal grid consists of regular deployment of BSs while the users devices are randomly distributed in the cells (a). PPP network model wherein the BSs deployment and users devices are distributed according to PPP.

Fig. 2: Scenario of uplink cellular network. The BS of interest located in the red cell is subject to the UEs interference from the other cells. The power is controlled by the fractional power control $\epsilon \in [0 \ 1]$.

Given that in such outdoor environment, the received power is highly degraded by the pathloss and the shadowing, we adopt a slow power regime such as the fractional power control to compensate for the pathloss. Such power adaptation technique is characterized by a parameter $\epsilon$ to control the received power of the UEs. In this context, we assume that all the UEs use the distance-proportional fractional power control as $r^{0\epsilon}$. If $\epsilon = 0$, means that all the UEs have the same transmit power and no power control regime is adopted. When $\epsilon = 1$ means that
the pathloss exponent is completely compensated. The channels between the UEs and the BS of interest are subject to Rayleigh fading with mean power $\mu$ while the pathloss is inversely proportional to the distance with an exponent $\alpha$.

The signal-to-interference-plus-noise-ratio (SINR) at the BS of interest is given by

$$\text{SINR} = \frac{h r^\alpha (\epsilon - 1)}{\sigma^2 + I_z},$$

where $\sigma^2$ is the noise power and $I_z$ is the total amount of interference given by

$$I_z = \sum_{z \in Z} r_z^\alpha h_z d_z^{-\alpha}.\quad (2)$$

Note that $d_z$ is the distance between the interfering UE to the BS of interest, $h_z$ is the interfering fading and $r_z$ is the distance between the interfering UE to its serving BS.
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**Fig. 3:** A comparison of the complementary CDFs (CCDFs) of $r_z$ both for the PPP and a hexagonal grid model with their respective approximation for $\lambda = \frac{1}{4}$ in (a). Joint densities of $r_{z_1}$ and $r_{z_2}$ for the actual PPP model under the independence assumption in (b). $r_{z_1}$ and $r_{z_2}$ are the distances of the UEs to their respective BSs in two adjacent Voronoi cells. The joint PDF density is $f_{r_{z_1}, r_{z_2}}(r_{z_1}, r_{z_2}) = (2\pi \lambda)^2 r_{z_1} r_{z_2} e^{-\lambda \pi (r_{z_1}^2 + r_{z_2}^2)}, r_{z_1} \geq 0, r_{z_2} \geq 0$.  

Various special cases on the distribution of the random variable $r_z$ can be considered to get insights into different intuitions.

- **PPP:** This model is general and does not consider any assumptions wherein the UEs are distributed following the spatial PPP within a Voronoi cell containing only one BS.

- **PPP-Rayleigh:** This model follows the same setting as PPP above but it differs only on $r_z$ which is independent and identically distributed (i.i.d) as Rayleigh. The PDF of $r_z$ is $f_{r_z}(r_z) = 2\pi \lambda r_z e^{-\lambda \pi r_z^2}, r_z \geq 0$. 
• **PPP-Uniform:** This setup differs from Rayleigh case in the distribution of \( r_z \) wherein the BS is uniformly deployed in a circle around the UE. This model leads to the results relative to the uniform deployment of BSs. Each hexagonal cell is approximated as a circle having the same area \( \lambda^{-1} \) and a radius of \( \frac{1}{\sqrt{\pi \lambda}} \) around its corresponding UE. The PDF of \( r_z \) is
\[
 f_{r_z}(r_z) = 2\pi \lambda r_z, \quad 0 \leq r_z \leq \frac{1}{\sqrt{\pi \lambda}}. \]

• **Hexagonal:** This model consists of regular deployment of BS in the center of each hexagon and one UE is uniformly distributed in each cell. This model does not yield tractable formulations and it is simulated using exhaustive Monte Carlo iterations.

### A. Coverage Analysis

For a given SINR threshold \( \Gamma \), the coverage probability is defined as the probability when the SINR is greater than the target threshold. It can be written as
\[
 P_c(\text{SINR}, \Gamma) = \mathbb{P}[\text{SINR} > \Gamma]. \tag{3} \]

**Theorem 1.** Assuming that the random variables \( r_z \) are i.i.d and Rayleigh distributed, it follows that the probability of coverage for the uplink cellular network is given by
\[
 P_c(\text{SINR}, \Gamma) = 2\pi \lambda \int_{0}^{+\infty} re^{-\pi \lambda r^2 - \mu \beta \alpha (1-\epsilon) \sigma^2} \mathcal{L}_{I_z}(\mu \Gamma \alpha (1-\epsilon)) \, dr. \tag{4} \]

where \( \mathcal{L}_{I_z}(\cdot) \) is the Laplace transform of the aggregate interference which is given by
\[
 \mathcal{L}_{I_z}(s) = \exp \left(-2\pi \lambda \int_{0}^{+\infty} \left(1 - \mathbb{E}_{r_z} \left[\frac{\mu}{\mu + s r_z^\alpha x^{\alpha - \alpha}}\right]\right) x \, dx \right). \tag{5} \]

**Proof.** The proof of the Laplace Transform of the interference is provided in Appendix A. \( \square \)

### B. Rate Analysis

The average uplink achievable rate, expressed in (nats/sec/Hz), is defined as the maximum error-free date rate exchanged between a randomly selected user with its serving BS. It can be expressed as follows
\[
 I(\text{SINR}) = \mathbb{E}[\log(1 + \text{SINR})]. \tag{6} \]

**Theorem 2.** For the uplink cellular network, the achievable rate of the randomly selected user with its target BS is expressed as
\[ I(\text{SINR}) = 2\pi \lambda \int_{r>0} r e^{-\pi \lambda r^2} \int_{x>0} e^{-\sigma^2 \mu \frac{e^x-1}{\mu \alpha (e-1)}} L \left( \frac{e^x-1}{\mu \alpha (e-1)} \right) dx dr. \] (7)

**Proof.** The proof is detailed in Appendix B. \qed

### III. Optical System Model

In this Section, we provide the framework analysis of the optical sub-system connecting the BS with the data center. The FSO channel model consists of three components which are the atmospheric turbulences \( I_a \), the pathloss \( I_\ell \), and the pointing errors \( I_p \). The aggregate FSO channel gain \( I \) can be written as

\[ I = I_a I_\ell I_p. \] (8)

#### A. Atmospheric Turbulences

We adopt the Málaga\(^1\) (\( M \)-distribution) to model the atmospheric turbulences fading. In fact, this channel model consists of three components: the line-of-sight (LOS), the quasi-forward scattering, and energy scattered to the RX by off-axis eddies components, denoted by \((U_L)\), \((U_C)\), and \((U_G)\), respectively. The pdf of the turbulences-induced fading is given by

\[ f_{I_a}(I_a) = \Lambda \sum_{n=1}^{\kappa} \sigma_n I_a^{\nu+n-1} K_{\nu-n} \left( \frac{\nu I_a}{\zeta \kappa + \Omega'} \right) \] (9)

where \( K_{\nu}(\cdot) \) is the \( \nu \)-th modified Bessel function of the second kind, \( \zeta = \mathbb{E}[|U_C|^2] = 2b_0(1-\rho) \), \( 2b_0 = \mathbb{E}[|U_S|^2] + \mathbb{E}[|U_G|^2] \) is the average power of the LOS path, \( \Omega = \mathbb{E}[|U_L|^2] \) is the total scattered power, \( \nu \) is a positive parameter related the large scale cells of the scattering process, \( \kappa \) is a non-negative integer to account for the amount of fading, and \( \Omega' = \Omega + 2\rho b_0 + 2\sqrt{2\rho b_0 \Omega \cos(\theta_A - \theta_B)} \) stands for the average power received from the coherent component. Note that \( \rho (0 \leq \rho \leq 1) \) is the scattered power coupled with the LOS component, while \( \theta_A \) and \( \theta_B \) are the phases of the LOS and the coupled-to-LOS component. The parameters \( \Lambda \) and \( \sigma_n \) are given by

\[ \Lambda = \frac{2\nu^{\frac{n}{2}}}{\zeta^{1+\frac{n}{2}}} \Gamma(\nu) \left( \frac{\zeta \kappa}{\zeta \kappa + \Omega'} \right)^{\kappa+\nu} \] (10)

\[ \sigma_n = \left( \frac{\kappa - 1}{n - 1} \right) \left( \frac{\zeta \kappa + \Omega'}{\zeta} \right)^{\frac{n}{2}} \left( \frac{\Omega'}{\zeta} \right)^{n-1} \left( \frac{\nu}{\kappa} \right)^{\frac{n}{2}} \] (11)

Note that \( \Gamma(\cdot) \) is the incomplete upper Gamma function.

\(^1\)Málaga distribution is based on a physical model and it is widely employed as a fading model for the optical radio channel as it reflects a wide range of turbulences such as Lognormal, Gamma-Gamma, and Double-Weibull models, etc. More details about the derivation of this model and how to generate the samples are provided in \[62\].
B. Atmospheric Path Loss

The path loss is deterministic and it is given by \[63, \text{ Eq. (4)}\]

\[I_\ell = \frac{\pi a^2}{(\theta L_{RD})^2} \exp(-\sigma L_{RD}) \quad (12)\]

where \(a\) is the radius of the receiver aperture, \(\theta\) is the receive beam divergence, \(L_{RD}\) is the optical link distance between the BS/relay and the data center, and \(\sigma\) is the weather attenuation coefficient.

C. Pointing Errors

During the radio propagation, the optical signal is subject to some fluctuations introduced by seismic activities or buildings swaying. This perturbation is translated into a misalignment between \(R\) and \(D\) or also called the pointing error which causes additional power losses. Thereby, the pointing error made by Jitter is modeled as follows \[35\]

\[I_p(\psi; z) \cong A_0 \exp \left(-\frac{\psi^2}{\omega_{z_{eq}}^2}\right), \quad \psi \geq 0 \quad (13)\]

where \(r\) is the radial displacement at the receiver aperture, \(\omega_{z_{eq}}^2 = \frac{\sqrt{\pi} \text{erf}(v)}{2 v \exp(-v^2)\omega_z^2}\) is the equivalent beam waist, \(\omega_z\) is the beam waist at distance \(z\), \(A_0 = [\text{erf}(v)]^2\), \(v = \sqrt{\frac{\pi}{2} \frac{a}{\omega_z}}\), \(a\) is the radius of
the receiver aperture, and erf(·) is the error function. Note that the beam waist $\omega_z$ is related to the Rytov variance $\sigma_R^2$ [64, Eq. (15)] which is given by

$$\sigma_R^2 = 1.23C_n^2\lambda^{7/6}L_{RD}^{11/6}$$

(14)

where $C_n^2$ is the refractive index, $k$ is the wave number given by $k = 2\pi/\lambda$, and $\lambda$ is the wavelength.

The radial displacement $r$ can be expressed in the Cartesian coordinate as $\psi^2 = x^2 + y^2$, where $x$, and $y$ are the horizontal and vertical displacements, respectively. Note that $x$, and $y$ are independent Gaussian random variables such as $x \sim \mathcal{N}(\mu_x, \sigma_x)$, and $y \sim \mathcal{N}(\mu_y, \sigma_y)$, respectively. Furthermore, it is noteworthy to define new parameters required for the analysis such as the ratios between the equivalent beam radius at the receiver and the corresponding pointing errors displacement standard deviation (Jitter) at the receiver such as $\phi_x = \omega_{z, eq}/2\sigma_x$, and $\phi_y = \omega_{z, eq}/2\sigma_y$.

Since the radial displacement $\psi$ is distributed according to the Beckmann distribution, the generalized expression of the PDF is given by

$$f_\psi(t) = \frac{t}{2\pi\sigma_x\sigma_y} \int_0^{2\pi} \exp \left( -\frac{(t\cos(\theta) - \mu_x)^2}{2\sigma_x^2} - \frac{(t\sin(\theta) - \mu_y)^2}{2\sigma_y^2} \right) d\theta, \quad \psi \geq 0.$$  

(15)

Since the integral involved in (15) does not have a closed-form expression, the PDF of the displacement distribution is not mathematically tractable. Fortunately, the work in [65] had proposed an approach to approximate the Beckmann model to a modified Rayleigh distribution where the new PDF of the radial displacement can be expressed as

$$f_\psi(t) \approx \frac{t}{\sigma_s^2} \exp \left( -\frac{t^2}{2\sigma_s^2} \right), \quad t \geq 0.$$  

(16)

Consequently, the new PDF of the pointing errors fading $I_p$ is given by

$$f_{I_p}(I_p) = \frac{g^2}{(A_0\eta)g^2}I_p^{g^2-1}, \quad 0 \leq I_p \leq A_0\eta$$  

(17)

where $g^2 = \frac{\omega_{z, eq}}{2\sigma_s}$ is the pointing error coefficient, and $\sigma_s^2$ is the Jitter variance at the receiver. The parameters $\sigma_s^2$ and $\eta$ can be expressed as

$$\sigma_s^2 = \left( \frac{3\mu_x^2\sigma_x^4 + 3\mu_y^2\sigma_y^4 + \sigma_x^6 + \sigma_y^6}{2} \right)^{\frac{1}{2}}.$$  

(18)

$$\eta = \exp \left( \frac{1}{\sigma_s^2} - \frac{1}{2\phi_x^2} - \frac{1}{2\phi_y^2} - \frac{\mu_x^2}{2\sigma_x^2\phi_x^2} - \frac{\mu_y^2}{2\sigma_y^2\phi_y^2} \right).$$  

(19)
TABLES I and II summarize the main parameters values for the FSO system.

**TABLE I**

**FSO SUB-SYSTEM**

| Parameter        | Symbol | Value          |
|------------------|--------|----------------|
| Wavelength       | λ      | 1550 nm        |
| Receiver Radius  | a      | 5 cm           |
| Divergence Angle | θ      | 10 mrad        |
| Noise Variance   | σ₂RD   | 10⁻⁷ A/Hz      |
| Refractive Index | C²n    | 5 · 10⁻¹⁴       |

**TABLE II**

**WEATHER DEPENDENT PARAMETERS OF FSO CHANNEL** [66], [67]

| Weather Conditions     | σ (dB/km) | C²n          |
|------------------------|-----------|--------------|
| Clear Air              | 0.43      | 5·10⁻¹⁴      |
| Moderate Fog           | 42.2      | 2·10⁻¹⁵      |
| Moderate Rain (12.5 mm/h) | 5.8    | 5·10⁻¹⁵      |

**D. FSO System Performance Analysis**

1) **SNR Statistics**: In case of the heterodyne detection, the average SNR \( \mu_1 \) is given by \( \mu_1 = \frac{E[I]}{\sigma_{RD}^2} \). Regarding the IM/DD detection, the average electrical SNR \( \mu_2 \) is given by \( \mu_2 = \frac{E[I]^2}{\sigma_{RD}^2} \) while the instantaneous optical SNR is \( \gamma_r = \frac{I_r^2}{\sigma_{RD}^2} \). Unifying the two detection schemes yields \( \gamma_r = \frac{I_r}{\sigma_{RD}} \). Note that \( r \) can take the values 1 and 2 for the heterodyne and IM/DD, respectively.

The average SNR \( \bar{\gamma}_r \) can be expressed as

\[
\bar{\gamma}_r = \frac{E[I_r]}{E[I]^2} \mu_r
\]

(20)

where \( \mu_r \) is the average electrical SNR given by

\[
\mu_r = \frac{E[I]^2}{\sigma_{RD}^2}.
\]

(21)

\( \text{The average SNR} \ \bar{\gamma}_r \ \text{is defined as} \ \bar{\gamma}_r = E[I_r]/\sigma_{RD}^2, \ \text{while the average electrical SNR} \ \mu_r \ \text{is given by} \ \mu_r = E[I]^2/\sigma_{RD}^2. \ \text{Therefore, the relation between the average SNR and the average electrical SNR is trivial given that} \ \frac{E[I]^2}{E[I]} = \sigma_{\Delta}^2 + 1, \ \text{where} \ \sigma_{\Delta}^2 \ \text{is the scintillation index} \ [68].} \)
where $G_{p,q}^{m,n}( \cdot )$ is the Meijer-G function, $\tau_n = \sigma_n \left( \frac{g_n + \Omega'}{\nu \kappa} \right)^{\frac{\nu + n}{2}}$, and $\delta = \frac{g^2 \nu \kappa (g + \Omega')}{(g^2 + 1)(g \nu + \Omega')}$. The CDF of the instantaneous SNR is obtained by

$$F_{\gamma_r}(x) = \Lambda' \sum_{n=1}^{\kappa} \theta_n G_{r+1,3r+1}^{3r+1,1} \left( \frac{\delta' x}{\nu \mu_r} \bigg| \begin{array}{c} 0, 1, \Delta(r : g^2 + 1) \\ \Delta(r : g^2), \Delta(r : \nu), \Delta(r : m) \end{array} \right)$$

(22)

where $\Lambda' = \frac{g^2 A}{2(2\pi)^{g-r}}$, $\delta' = \frac{\delta x}{\nu \mu_r}$, $\theta_n = \tau_n \nu^{n-1}$, and $\Delta(n : x) = \frac{x}{n}, \ldots, \frac{\nu + n - 1}{n}$. From the PDF expression, we can derive the analytical $n$-th moment as follows

$$\mathbb{E}[\gamma_r^n] = \frac{rg^2 \Lambda \Gamma(nr + \nu)}{2^r(nr + g^2) \delta^n} \sum_{m=1}^{\kappa} \tau_m \Gamma(nr + m) \mu_r^n.$$  

(23)

2) Achievable Rate: For IM/DD and direct detections, the ergodic achievable rate of the FSO link can be written as

$$I(\text{SNR}, \varpi) = \mathbb{E}[\log(1 + \varpi \text{SNR})] = \int_0^\infty \log(1 + \varpi x) f_{\gamma_r}(x) dx.$$  

(24)

After converting $\log(\cdot)$ into Meijer-G function \cite{69} Eq. (07.34.03.0456.01) and using the identity \cite{70} Eq. (2.24.1.1), the closed-form expression of the rate achieved by the FSO link is given by

$$I(\text{SNR}, \varpi) = \Lambda' \sum_{n=1}^{\kappa} \theta_n G_{r+2,3r+2}^{3r+2,1} \left( \frac{\delta' \varpi x}{\nu \mu_r} \bigg| \begin{array}{c} 0, 1, \Delta(r : g^2 + 1) \\ \Delta(r : g^2), \Delta(r : \nu), \Delta(r : m) \end{array} \right),$$

(25)

where $\varpi$ can take 1 or $e/2\pi$ for heterodyne and IM/DD detections, respectively.

**Corollary 1.** After considering the following approximation for lower $x$, $(\log(x + 1) \cong x)$, the rate can be approximated at low SNR ($\mu_r << 1$) as follows

$$I_{\text{low}}(\text{SNR}, \varpi) \cong \varpi \mathbb{E}[\gamma_r^n] = \frac{\varpi r g^2 \Lambda \Gamma(r + \nu)}{2^r(g^2 + r) \delta^r} \sum_{m=1}^{\kappa} \tau_m \Gamma(m + r).$$  

(26)

**Corollary 2.** The high SNR ($\mu_r >> 1$) approximation of the achievable rate can be derived by using \cite{69} Eq. (07.34.06.0001.01) to expand the Meijer-G function in (25) as follows

$$I_{\text{high}}(\text{SNR}, \varpi) \cong \Lambda' \sum_{m=1}^{\kappa} \sum_{n=1}^{3r+2} \theta_m \left( \frac{\varpi \mu_r}{\Delta r} \right)^{-\vartheta_{2,n}} \Gamma(1 + \vartheta_{2,n}) \prod_{\ell=1, \ell \neq \ell}^{3r+2} \Gamma(\vartheta_{2,\ell} - \vartheta_{2,n})$$

$$\Gamma(1 - \vartheta_{2,n}) \prod_{\ell=1}^{\ell+2} \Gamma(\vartheta_{1,\ell} - \vartheta_{2,n})$$

(27)

where $\vartheta_1 = \Delta(g^2 + 1 : r)$, and $\vartheta_2 = [\Delta(r : g^2), \Delta(r : \nu), \Delta(r : m)]$. We can also characterize the asymptotic high SNR ($\mu_r >> 1$) of the achievable rate by considering an approach based on the $n$th moment stated by the following theorem.
Corollary 3. At high SNR ($\mu_r >> 1$), the achievable rate can be approximated by

$$I_{\text{high}}(\text{SNR}, \varpi) \approx \frac{\partial E[\gamma_r^n]}{\partial n} \bigg|_{n=0} = \frac{r \Delta \Gamma(\nu)}{2^r} \sum_{m=1}^{\kappa} \tau_m \Gamma(m) \left( r \left[ -\frac{1}{g^2} - \log(\delta) + \psi(\nu) + \psi(m) \right] + \log(\varpi \mu_r) \right).$$

where $\psi(\cdot)$ is the Digamma function.

Corollary 4. The achievable rate can be further characterized by deriving an upper bound using Jensen’s inequality as follows

$$I_{\text{ub}}(\text{SNR}, \varpi) = \log(1 + \varpi E[\gamma_r]).$$

(29)

IV. HYBRID NETWORKING SYSTEM ANALYSIS

In this Section, we present the performance analysis of the hybrid cellular and FSO network in terms of the coverage probability, and the ergodic achievable rate.

A. Repetition-Coded DF Relaying

The choice of the DF relaying scheme is relevant as the cellular network and the FSO system are independent. Thereby, the overall system analysis can follow up from the fact that the system can be described as a dual-hop relaying network. The relations between the results of the two sub-systems will be analyzed in the following Subsections.

1) SINR Analysis: Since the BS behaves as a DF relay, the equivalent SINR can be written as

$$\text{SINR} = \min(\text{SINR}_{\text{uplink}}, \text{SINR}_{\text{backhaul}}).$$

(30)

2) Coverage Probability: Assuming the independence between the uplink and backhaul CSIs, It follows that the coverage probability of the hybrid system is expressed as

$$P_c(\text{SINR}, \Gamma) = P[\text{SINR}_{\text{uplink}} > \Gamma]P[\text{SINR}_{\text{backhaul}} > \Gamma].$$

(31)

3) Achievable Rate: Since DF relaying is assumed, the ergodic achievable rate of the hybrid system is the minimum between the uplink and backhaul rates. It can be expressed as follows

$$I(\text{SINR}, \varpi) = \min(I(\text{SINR}), I(\text{SINR}, \varpi)).$$

(32)
4) **Diversity Gain:** For the uplink cellular network, the channels are Rayleigh distributed and both the UEs and BSs are equipped with a single antenna. Thereby, the diversity is at most one. After using \([69, \text{Eq. (07.34.06.0001.01)}]\) to expand the Meijer-G function involved in the cdf \((22)\) at high SNR, the diversity gain achieved by the SISO FSO link is:

\[
\min \left( g_r^2, \nu_r, \kappa_r \right).
\]

Consequently, the diversity gain \(G_d\) achieved by the hybrid networking system can be obtained by

\[
G_d = \min \left( 1, \min \left( g_r^2, \nu_r, \kappa_r \right) \right).
\] (33)

**Remark 1.** An interesting conclusion drawn from (33) states that the diversity gain depends to a large extent on the state of the optical channel as it is affected by the pointing errors, the atmospheric turbulences, and the optical detection schemes.

**B. Intelligent Reflecting Surfaces**

Fig. 5 illustrates a communication scenario between the uplink UE and the data center through an IRS. Such panel is attached to a surrounding building’s fascade, and the transmit signal propagates to the data center via the assistance of IRS that is capable to reconfigure and control the direction of the reflected wave. In this framework analysis, we consider an IRS panel with \(N\) discrete elements wherein each element is characterized by a phase shifter to control the direction of the reflected wave. Such surface can be interpreted as a massive squared array panel of 8 x 8 elements.
is fully characterized by the phases shifters of all the elements. An appropriate mathematical representation of the IRS elements is given by
\[
\Phi = \text{diag}(e^{j\phi_1}, \ldots, e^{j\phi_N}).
\] (34)

1) SINR Analysis: For the IRS scenario, the SINR can be expressed as
\[
\text{SINR} = \frac{|h_1^T \Phi h_2|^2}{\sum_{z \in Z} r_{z} d_{z}^2 |h_z^T \Phi h_2|^2 + \sigma^2}.
\] (35)

2) Optimization: According to (35), the performance is highly depending on the phases shifters of the IRS. Then, it is required to optimize the phases shifters to maximize the SINR and the spectral efficiency. Note that it is straightforward that maximizing the spectral efficiency is equivalent to maximizing the SINR. For this purpose, we consider the SINR as the objective function and we formulate the optimization problem \( P \) as follows
\[
P : \max_{\Phi} |h_1^T \Phi h_2|
\] subject to \( |h_z^T \Phi h_2| = 0 \). (37)

The problem \( P \) is equivalent to maximizing the SINR, since the objective function is to maximize the beamformed power (36) and minimize the interference (37). In other term, problem \( P \) is equivalent to find the optimal phases shifters of IRS that jointly maximize the beamformed power and minimize the interference. Note that (37) is also called the Zero-Forcing constraint. The problem \( P \) can be transformed into
\[
P : \max_{\Phi} |x^T h_1|^2, \text{ subject to } x^T h_z = 0
\] (38)

where \( x = \Phi h_2 \). The solution \( \hat{x} \) to the problem (38) is given by
\[
\hat{x} = \left( I - \frac{h_z^T h_z}{\|h_z\|^2} \right) h_1
\] (39)

Therefore, the optimal phase shifter of the \( n \)-th reflecting element is expressed as
\[
\phi_n = \angle \left( \frac{\left( I - \frac{h_z^T h_z}{\|h_z\|^2} \right) h_1}{h_z/n} \right), \quad n = 1, \ldots, N.
\] (40)

Special case: For interference-free scenario (\( h_z = 0 \)), the \( n \)-th optimal phase shifter of the IRS panel is given by
\[
\phi_n = \angle \left( \frac{[h_1/n]}{[h_2/n]} \right) = -\angle ([h_1/n][h_2/n]), \quad n = 1, \ldots, N.
\] (41)

Under this scenario, we retrieve the same results derived by [71].
V. Numerical Results and Discussion

In this section, we will present the numerical results of the analytical expressions of the system performance following their discussions along with some comparisons. Unless otherwise stated, TABLE III summarizes the simulation parameter.

| Parameter                  | Symbol | Value                          |
|----------------------------|--------|--------------------------------|
| UE density                 | $\lambda$ | 0.25 UE/km$^2$                |
| Pathloss exponent          | $\alpha$ | 3.5                           |
| Uplink transmit power      | $\mu^{-1}$ | 150 mW                       |
| Fractional power control   | $\epsilon$ | 0.6                          |
| Bandwidth                  | BW     | 300 MHz                       |
| Noise power density        | $\sigma^2$ | 173.8 - 10 log$_{10}$(BW)   |

Fig. 6: Achievable rate of the FSO link under heterodyne detection: Exact closed form, upper bound, low and high SNR approximations are presented.

Fig. 6 illustrates the characteristics of the capacity in terms of exact, low and high SNR regimes, and upper bound analytical expressions. For low SNR regime, the characteristic (dotted) is perfectly tight to the exact analytical expression, however, it pronouncedly deviates around 0 dB. In addition, the high SNR expansion perfectly converges to the exact expression up to 15 dB. Furthermore, the Jensen’s upper bound presents a perfect tightness to the exact capacity at
low SNR, however, a gap between the two characteristics appears around 5 dB and continues to enlarge with the average SNR.

Fig. 7: Main results of uplink Poisson cellular scenario for different values of UEs density ($\lambda$). Exact closed form result is compared with Lognormal and Gaussian interference models.

Fig. 8: Effects of the fractional power control on the coverage probability.

Fig. 7 presents the variations of the coverage probability for different UE densities. The coverage decreases due to the severity of the interference that increases with interfering UE density. In addition, the Lognormal approximation to model the interference is more accurate than the Gaussian approximation.
In Fig. 8, we present the performance of the coverage for different values of fractional power control parameter. Recall that the motivation behind the power control in uplink cellular network is to assist the cell-edge users and improve their coverages. For low SINR threshold $\leq -5$ dB, the difference in coverage is negligible for all fractional power control $\epsilon$ values. As $\epsilon$ increases, the probability of coverage decreases in particular for $\epsilon = 0.8$ providing much lower coverage between 5 and 10 dB of SINR threshold. Moreover, full pathloss inversion, i.e., unit fractional power control yields a pronounced reduction in coverage across all the target SINR thresholds.

![Fig. 9: Effects of the pathloss exponent on the coverage probability.](image)

Fig. 9 illustrates the impacts of the pathloss exponent on the probability of coverage. Basically, the coverage shows significant reduction for higher pathloss exponent around a 0 dB of SINR threshold, in particular between 3 and 3.75 pathloss exponents. Across the higher SINR thresholds, the impacts of the pathloss are minor as the coverage probability converges to the same value regardless of the pathloss exponent values.
Fig. 10 provides the dependence of the rate coverage on the atmospheric pathloss at the second hop. The best performance are achieved for clear air weather as the attenuation factor is small. Across severe values of the pathloss, the coverage gradually degrades in particular for rainy weather. In fact, the scattering process becomes significant with the rainfall intensity when the signal hits the rain droplets. Consequently, the signal experiences scattering in different directions which introduces a significant loss in signal power leading to diminishing the rate coverage.

Fig. 11 shows the variations of the ergodic rate on the pointing errors. Recall that the severity of the pointing errors is inversely proportional to the pointing errors coefficient $g$ considered for
the mathematical system model in this work. The figure shows that the performance gets much worse for severe pointing errors and vice versa. In fact, the pointing errors or the misalignment between the transmitter and the front photodector is explained by the laser beam perturbations or fluctuations caused by seismic activities, building swaying or potential blockage by birds, etc. Due to the signal vibrations, the front photodector captures only a fraction of the intended received power yielding a significant losses in the ergodic rate.

![Figure 12](image)

Fig. 12: Effects of the transmitter beam waist on the outage probability. The performance is evaluated for different values of the ratio between the Jitter variance and the receiver apertures.

Fig. 12 illustrates the variations of the outage probability on the beam waist the BS, for different values of the normalized Jitter standard deviation. We observe that the probability of outage varies for several orders of amplitude across all the values of the beam waist. Specifically, the outage is minimized for a unique optimal value $\omega_{0,\text{opt}}$ of the beam waist for a given normalized Jitter variance. However, the mismatch between the beam waist and the optimal value introduces a severe degradation in outage performance. Moreover, the optimal value $\omega_{0,\text{opt}}$ shifted to higher values with increasing the normalized Jitter variance. The values of the optimal values of the beam waists at the BS and the data center are summarized by the following TABLE IV.
TABLE IV
OPTIMUM VALUES OF THE LASER BEAM WAISTS AT THE BS AND THE DATA CENTER.

| $\sigma_s/a$ | $\omega_{0, opt}$ [cm] | $\omega_{\text{L, opt}}/a$ |
|------------|----------------------|------------------|
| 3.5        | 2.1                  | 4.2340           |
| 4          | 2.4                  | 4.8340           |
| 4.5        | 2.7                  | 5.4360           |
| 5          | 3                    | 6.0380           |

Fig. 13: Joint effects of the receiver optical detection and the atmospheric turbulences on the outage probability.

Fig. 13 illustrates the impacts of the demodulation scheme and the atmospheric turbulences on the outage probability. As expected, the system works better under low turbulences and vice versa. In addition, the performance further improves under heterodyne or coherent demodulation compared to IM/DD detection. Furthermore, the impacts of the turbulences-induced fading and the demodulation scheme become more pronounced at high SNR. This can be interpreted by referring to the diversity gain which improves under low turbulences and heterodyne detection as illustrated by (33).

Fig. 14 illustrates the variations of the spectral efficiency with respect to the number of reflecting elements. For random and fixed phase shifters, the spectral efficiency is roughly constant and the system does not exhibit any gain by increasing the number of reflecting elements. In addition, the DF performances are comparable with the last two settings even by increasing the size of IRS. In this case, it is better to operate with DF relaying as it is less costly compared to the IRS. On the other side, the system achieves considerable gain with optimal design of
phases shifters compared to other settings. Given that the spectral efficiency is logarithmically increasing with the size of IRS, the effective cost becomes higher with increasing the panel size, and hence it is important to establish a trade-off between the spectral efficiency gain and the effective cost to come up with a practical design. Note that this idea can be considered for the next future work.

![Graph showing impacts of the number of reflecting elements on the spectral efficiency for different scenarios.]

Fig. 14: Impacts of the number of reflecting elements on the spectral efficiency for different scenarios.

![Graph comparing repetition-coded DF and IRS setting. For the latter, we consider 3 different designs for the reflecting elements.]

Fig. 15: Comparison between repetition-coded DF and IRS setting. For the latter, we consider 3 different designs for the reflecting elements.

Fig. 15 presents a comparison between the repetition-coded DF and different configurations of IRS phases shifters. We observe that the optimal design of phase shifters outperforms the other settings in terms of spectral efficiency. In addition, the spectral efficiency for the optimum
designs gets much better for high value of reflecting elements \((N = 10)\) which is confirmed by the results illustrated by Fig. [14]. Note that by increasing the IRS size, the system does not achieve a multiplexing gain (pre-log factor) rather than there is an SNR offset (power offset) between the two settings for \(N = 5\) and \(N = 10\) for optimal design.

VI. CONCLUSION

In this work, we evaluated the performance of an uplink cellular network with FSO backhauling. We refer to the stochastic geometry framework to model and derive the analytical expressions in terms of SINR statistics, coverage/outage probability and achievable rate of the uplink network wherein FPC is employed to support the cell-edge users and save the overall power consumed by UEs. Independently, we derived the performance expressions of the FSO backhauling where the channel model involves generalized probabilistic models for the atmospheric turbulences and the pointing errors which are distributed following Málaga and Beckmann, respectively. Taking advantages of the analysis of the two parts of the network, we evaluated the benchmarking performance of the repetition-coded DF relaying in terms of coverage/outage and ergodic rate. In the same context, we proposed an optimal design of the phase shifters of the IRS and we established a fair comparison between the benchmarking DF relaying and IRS-supported transmission in terms of spectral efficiency. We showed that IRS can beat relaying even for small number of reflecting elements but with robust design of phase shifters in a way to place nulls on the interfering directions while maximizing the received power in LOS direction. Reflectarrays generally have small size compared to conventional relaying, even in case for large number of reflecting elements, as each discrete element has a size in order of sub-wavelength. Thereby, IRS can be a practical solution to be deployed indoor (homes or tunnels) not only because of the compact size of even hundreds of elements but also the cost is too high to be installed everywhere in outdoor. A major concern to reduce the cost is to evaluate the minimum required number of reflecting elements for IRS to beat relaying and maintain affordable costs which was also the objective of the proposed phase shifters design.

APPENDIX A

PROOF OF THE LAPLACE TRANSFORM OF THE INTERFERENCE

We start by defining the Laplace Transform of the interference as follows

\[
\mathcal{L}_{I_z}(s) = \mathbb{E}_{I_z} \left[ \exp \left( -\sum_{z \in Z} s \alpha \epsilon_z h_z d_z^{-\alpha} \right) \right].
\]  

(42)
The interference $I_z$ depends on the three random variables $r_z$, $g_z$, and $d_z$. After some mathematical manipulations, (42) can be reformulated as follows

$$L_{I_z}(s) = E_{r_z, h_z, d_z} \left[ \prod_{z \in \mathcal{Z}} \exp \left(-sr_z^{\alpha}h_zd_z^{-\alpha}\right) \right].$$

Since the channel gains $h_z$ are independent, (43) is given by

$$L_{I_z}(s) = E_{r_z, d_z} \left[ \prod_{z \in \mathcal{Z}} E_{h_z} \left[ \exp \left(-sr_z^{\alpha}h_zd_z^{-\alpha}\right) \right] \right].$$

Given that $h_z$ are exponentially distributed and $r_z$ are independent, (44) can be expanded as

$$L_{I_z}(s) = E_{d_z} \left[ \prod_{z \in \mathcal{Z}} E_{r_z} \left[ \frac{\mu}{\mu + sr_z^{\alpha}d_z^{-\alpha}} \right] \right].$$

Referring to the Probability Generating Functional (PGFL) of a PPP [72], it follows that (45) can be derived as

$$L_{I_z}(s) = \exp \left(-2\pi\lambda \int_{0}^{\infty} \left(1 - E_{r_z} \left[ \frac{\mu}{\mu + sr_z^{\alpha}d_z^{-\alpha}} \right] \right) x \mathrm{d}x \right).$$

**APPENDIX B**

**PROOF OF THE UPLINK ACHIEVABLE RATE**

The ergodic rate is defined as follows

$$I(\text{SINR}) = E \left[ \log(1 + \text{SINR}) \right]$$

$$= \int_{0}^{+\infty} \int_{0}^{+\infty} \mathbb{P} \left[ \log(1 + \text{SINR}) > t \right] \mathrm{d}t \cdot f_R(r) \mathrm{d}r$$

$$= \int_{0}^{+\infty} f_R(r) \int_{0}^{+\infty} \mathbb{P} \left[ \log \left(1 + \frac{h_r^\alpha(e^{-1})}{\sigma^2 + \mathcal{I}_z} \right) > t \right] \mathrm{d}t \mathrm{d}r$$

$$= \int_{0}^{+\infty} f_R(r) \int_{0}^{+\infty} \mathbb{P} \left[ h > \frac{(e^{-1})(\sigma^2 + \mathcal{I}_z)}{r^\alpha(e^{-1})} \right] \mathrm{d}t \mathrm{d}r$$

$$= \int_{0}^{+\infty} f_R(r) \int_{0}^{+\infty} e^{-\sigma^2 \mathcal{L}_{I_z} \left( \frac{e^{-1}}{r^\alpha(e^{-1})} \right)} \mathrm{d}t \mathrm{d}r$$

where $f_R(r) = 2\pi\lambda r e^{-\pi\lambda r^2}$, $r \geq 0$, is the PDF of the nearest BS to the UE which is Rayleigh distributed.
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