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Abstract—End-to-end (E2E) quality of experience (QoE) for 6G applications depends on the synchronous allocation of networking and computing resources, also known as slicing. However, the relationship between the resources and the E2E QoE outcomes is typically stochastic and non-stationary. Existing works consider known resource demands for slicing and formulate optimization problems for slice reconfiguration. In this work, we create and manage slices by learning the relationship between E2E QoE and resources. We develop a gradient-based online slice reconfiguration algorithm (OSRA) to reconfigure and manage slices in resource-constrained scenarios for radio access networks (RAN). We observe that our methodology meets the QoE requirements with high accuracy. It improves upon the existing approaches by approximately 98% for bursty traffic variations. Our algorithm has fast convergence and achieves low E2E delay violations for lower priority slices.

Index Terms—E2E QoE, Network Slicing, Kubernetes, SDN, O-RAN.

I. INTRODUCTION

The International Telecommunication Union (ITU) had classified 5G mobile network services into three broad categories based on their end-to-end (E2E) quality of experience (QoE) requirements (metrics such as delay, throughput, jitter, and reliability): Enhanced Mobile Broadband (bandwidth-intensive like Virtual Reality), Ultra-reliable and Low-latency Communications (highly delay-sensitive and reliable like automated driving), and Massive Machine Type Communications (high connection density like IoT and Industry 4.0) [1]. In 6G, further granularity might redefine these categories [2]. 6G thrives towards zero-touch E2E networks [3] to serve these modern applications. This requires integration of intelligence in the network for automated management of resources without user intervention. To facilitate the same, the concept of slicing was introduced which virtualizes network and computing resources over the same physical infrastructure. This virtualization is facilitated by modern technologies such as software defined networks (SDN) [4] at the network side, Kubernetes (K8) [5] and dockers [6] at the servers.

Based on the QoE requirements of the applications, we can classify the applications into different classes. The virtualization allows each application class to have a slice. Therefore, the service providers must jointly design and adapt their slices to satisfy the diverse end-to-end (E2E) Quality of Experience (QoE). However, the relationship between the E2E QoE parameters and the resources is non-linear (typically non-convex), stochastic and non-stationary [7]. Thus, in order to manage the slices to ensure E2E QoE requirements, intelligent dynamic learning of the relationship between QoE parameters and resources becomes necessary.

Creating network slices and managing them is an active area of research [8]–[11]. These works however assume the resource demands for the applications to be known. This assumption is quite restrictive and does not serve the purpose of meeting E2E QoE. In addition, to the best of our knowledge, none of the existing works model both SDN and Kubernetes to jointly create E2E slice. Thus, service providers should facilitate E2E slice creation and management in an online, automated and intelligent manner. This paper presents a novel joint optimization algorithm for slice management that serves the mentioned purpose. We consider the fronthaul segment of the radio access network (RAN) [12], where the traffic patterns are usually bursty. In particular, due to the dynamic nature of application arrivals, the slices might require re-configuration to maintain E2E QoE. In this paper, we design an algorithm to facilitate this re-configuration in a fast and efficient manner in resource constrained and unconstrained scenarios. Our contributions are:

- We create and manage slices without assuming the knowledge of required resources.
- We capture true E2E experience by creating E2E slices with joint allocation of networking and computing resources by SDN controller (for network) and Kubernetes (for server).
- We develop an online slice reconfiguration algorithm (OSRA) to re-configure and manage slices in resource-constrained scenarios.
- Compared to existing approaches, we observe that our mapping methodology meets the QoE requirements with high accuracy. It improves upon the existing approaches by approximately 98% for bursty traffic variations.
- Our algorithm has fast convergence and achieves low E2E delay violations for lower priority slices.
II. LITERATURE REVIEW AND MOTIVATION

Reconfiguration of slices at core networks have been investigated in [8], [9]. In [8], the problem is solved using an L1-regularization of the reconfiguration cost. The authors in [9] take reconfiguration decisions such that over time, fewer resources are used. Since this is an optimization over time, they employ a reinforcement learning-based approach and learn allocation strategies that leave free resources as time progresses. Both of these works consider core networks where the traffic is much smoother compared to RAN counterpart. In addition, the authors assume that applications are aware of bandwidth and computing resources required to satisfy their QoE requirements and demand the same from the service provider. Thus, these works do not directly aim at guaranteeing E2E QoE which is the primary objective of creating slices. In contrast, in this paper we consider learning the relationship between E2E QoE and resources before configuring the slices. In addition, we provision reconfiguration of slices as application demands vary dynamically.

As an example, consider a network, there might be existing slices which were configured based on service level agreements (SLAs) that meet the desired QoE requirements. Based on SLAs and type of applications, these slices can also be prioritized. For example, slices for best-effort and entertainment applications would have lower priority than mission critical slices serving, say health management. The following situations might arise in slice management:

- **SLA renegotiation**: There might be an increase in traffic flows in the existing slices, beyond agreed-upon SLAs. In this situation, users/businesses will have degraded experience and might want to renegotiate the SLAs. When free resources are not enough to satisfy the QoE, resources may be adjusted to support higher priority ones. In this scenario, we can use the learnt relationship between E2E QoE and resources for re-configuring the slices.

- **New slice creation**: New businesses might develop new applications that do not map to the existing slices which requires creating new slices. However, in this situation, there is no prior knowledge regarding the relationship between E2E QoE and resources for the new applications. The reconfiguration algorithm should be designed to adapt and learn the required relationship online.

Evidently, among the above two situations, new slice creation is the more generic case since it has more unknowns. Reconfiguration of existing slices might lead to violations of E2E QoE for existing applications which need to be minimized based on their priorities. In addition, reconfiguration time should be at minimum, so that new prioritized applications of the new slice can start their execution as early as possible. In this paper, we address the problem of E2E slice reconfiguration in RAN, such that E2E QoE of existing applications are minimally violated while new prioritised applications may be allocated with their slices in a timely manner. Owing to the monotonic relationship between resources and QoE metrics (allocating more resources cannot adversely affect QoE), we propose a reconfiguration algorithm based on gradient descent (greedy approach). The corresponding gradient for new slice or applications is estimated with help of E2E QoE metrics obtained at previous time steps of the descent algorithm. A conceptual overview of how our developed mechanism works is shown in Fig. 1.

III. MODEL AND NOTATION

We consider a RAN where users are connected to a remote radio head (RRH) with a router and a Baseband Unit (BBU) (see Fig. 2). The BBU is equipped with Kubernetes or Docker system to manage containers (applications) that run on them. An SDN controller can configure the router, and users host different applications with QoE requirements served at the BBU. The SDN and Kubernetes create E2E slices. They can communicate with each other and share statistics related to QoE metrics required to decide the resources for a slice.

In our model, we assume that applications in a slice send packets about application execution at an edge or cloud server. The packets carry the required data for executing the job. For example, an application might be an algorithm to sort an array. In such applications, the type of application and the amount of data it sends determine the degree of processing required at the server. Thus, each
application can have its traffic generation rates and processing demands. Further, depending on the type of protocol employed at MAC and transport layers, the delays experienced at the network sites may vary. We can characterize the E2E user experience by the delays experienced to obtain the result of an application request at the user sites. The SDN can collect such data as statistics for understanding E2E QoE and resource mappings. In addition, we may lose packets either at the network (considering a UDP based protocol) or at the server (due to overload or out of memory). In such cases, the user does not respond to the server leading to an unpleasant experience. To model this effect, we define E2E throughput as the percentage of successful requests. Thus, we use the two metrics, namely E2E delay and E2E throughput, for characterizing user experience.

Let $A \in \{a_1, \ldots, a_N\}$ denote the set of slices. Each slice $i$ demands a QoE depending on its requirements given by the tuple $q_i = (\tau_i, \rho_i)$, where $\tau_i$ denotes the desired E2E delay, $\rho_i$ denotes the desired E2E throughput. Let $j$ be a new slice which demands $q_j = (\tau_j, \rho_j)$ as E2E delay and throughput to be satisfied. The set $B \subseteq A$ denotes the set of slices or classes which have lower priority than $j$.

| Notation | Description |
|----------|-------------|
| $A$      | Set of Application Classes or Slices |
| $B$      | Set of Slices which are of lower priority than Slice $i$ |
| $G = (V, E)$ | Physical network graph. $V$ is set of vertices and $E$ is the set of edges/links. Routing decisions rely on link capacities. |
| $\tau_i$ | E2E delay requirement for slice $a_i \in A$. |
| $\rho_i$ | E2E throughput requirement for slice $a_i \in A$. |
| $f_i^e$ | Flow for $a_i \in A$, along edge $e \in E$ (implemented by SDN/Network Controller). |
| $\phi_i^c$ | Fraction of CPU core $c$ allocated at the server side for slice $a_i \in A$ (implemented by Kubernetes). |
| $s_i$ | $[f_i^e, \phi_i^c]$. |

**QoE Parameters**

**Slicing Decision Variables**

**Functions and Sets in Optimization**

Typically, network slicing involves decisions regarding bandwidth slice, path/route and the corresponding processor allocation at the edge/cloud server. Given a graph $G = (V, E)$, a slicing decision may be modeled as a tuple $s_i = (f_i^e, \phi_i^c)$, where $f_i^e \in [0, 1]$ denotes the flow for $a_i$ along edge $e$. This decision on $f_i^e$ is taken by an SDN controller or network hypervisor, such as FlowVisor. In this work, routing decisions have not been considered due to the considered topology. However, the developed methodology can be extended to routing scenarios as well. $\phi_i^c \in [0, 1]$ denotes the fraction of the processing for core $c$ at a server. This modeling allows us to capture parallelizable applications as well and its realistic implementations are feasible due to the advent of dockers and Kubernetes based server systems [5], [6]. In our experiments and in this paper, we assume that the server has sufficient RAM to at least execute an application. Thus, we have ignored the decisions for RAM in the paper. However, the developed model can be suitably extended to incorporate RAM allocations as well.

### A. QoE constraints

Each of the two major E2E QoE parameters, namely delay and throughput can be captured via implicit functions of the form $D_i(f_i^e, \phi_i^c)$ and $T_i(f_i^e, \phi_i^c)$ for E2E delay and throughput respectively. Note that these functions are of stochastic nature and hence by $D_i(\cdot)$, we mean a statistic of the delay like maximum delay or delays for 95% of the requests. In this paper, we used maximum delay as the metric to capture worst case situations. Other QoE parameters can also be included to extend our model. The QoE functions discussed before are restricted by the following bounds:

$$D_i(f_i^e, \phi_i^c) \leq \tau_i \quad \forall i$$

$$T_i(f_i^e, \phi_i^c) \geq \rho_i \quad \forall i$$

For predefined slices (network and computing resource allocation), the functions $D_i(\cdot)$ and $T_i(\cdot)$ are known and would be satisfying these constraints. For new applications of slice $j$, $D_j(\cdot)$ and $T_j(\cdot)$ are unknown.

### B. Link Capacity and Server Capacity

Given a link $e \in E$ from the network graph $G$, the capacity of the link is bounded by $B(e)$. The bandwidth allocated to applications routed through this link should not exceed this capacity. In RAN, all applications are routed through the same link and the $f_i^e$ can be translated to normalized bandwidth allocated for each slice in the link.

$$\sum_{i \in A} f_i^e \leq 1 \quad \forall e \in G$$

The fraction of processing for a given core $c$ at a server should not exceed the maximum processing capability of the core. We consider a core as a unit processing capability and all cores are identical. Thus, we must have

$$\sum_{i \in A} \phi_i^c \leq 1 \quad \forall c \in C$$

Here $C$ denotes the set of cores of a CPU in a server.

### IV. Problem Definition

A new slice $j$ may have its delay and throughput constraints such that the available resources may not be able to satisfy the same. Then, we should reconfigure the existing slices to accommodate the new slice optimally. The notion of priority may be conceived as a mapping of the requested QoE parameters. Based on the priority, the service provider may impose appropriate penalties, thereby allowing them to gracefully degrade (relax low priority constraints to make slicing feasible) the service. Since QoE parameters are to be relaxed, we
define \( \pi_i(D_i(.), T_i(.)) \) as the associated penalty function for slice \( a_i \) that is applicable for violating the QoE constraints. We can design this function with some prioritization over the slices depending on payments received for executing them. An example penalty function (used in this paper) is:

\[
\pi_i(D_i(.), T_i(.)) = \alpha_i \max\{0, (D_i(.) - \tau_i)\} + \alpha_{i'} \max\{0, (\rho_i - T_i(.))\} \quad \forall i \in \mathbb{B}
\]  

(5)

Here, \( \alpha_i \) factors in the importance given to slice \( i \) with respect to others. Quadratic penalties are applied, where the objective is to minimize the QoE violations. However, it is important to note that \( D_i(.), T_j(.) \) and thus \( \pi_j(.) \) are unknown functions and have to be learnt on the fly while deciding on the allocation. Also, \( \alpha_i > \alpha_j \quad \forall i \in \mathbb{B} \).

The reconfiguration problem can be cast as:

\[
\min_{(f^i, \phi^i)} \sum_{i \in \mathbb{B}} \pi_i(D_i(.), T_i(.)) + \pi_j(D_j(.), T_j(.)) 
\]

s.t. \( \sum_{i \mid a_i \in \mathbb{B}} f^i_e \leq 1 \quad \forall e \in \mathbb{G} \)  

(6a)

\( \sum_{i \mid a_i \in \mathbb{B}} \phi^i_c \leq 1 \quad \forall c \in \mathbb{C} \)  

(6b)

\( f_{i,j}^i \geq 0, \quad \phi_{i,j} \geq 0 \quad \forall i, j \)  

(6c)

The constraints (6b), (6c), (6d) can be combined to form a convex constraint set \( \mathbb{C} \). We now devise an algorithm to learn and allocate resources to slice \( j \).

V. ONLINE SLICE RECONFIGURATION ALGORITHM (OSRA)

We use a gradient descent based approach, which is an iterative algorithm (1). The idea is to decrease resources from lower priority slices and increase for the new one.

**Algorithm 1:** Reconfiguration Algorithm with Online Gradient Estimation

**Input:** Known Penalty Functions: \( \pi_i(.) \quad \forall i \), Current Allocations: \( s_i(k) \)

**Output:** Optimal Allocations: \( s^i_{i,j} = (f^i_{i,j}, \phi^i_{i,j}) \quad \forall i, j \)

while do

- Compute Gradients Existing Slices: \( \nabla \pi_i(s_i(k)) \);
- Estimate Gradient for New/Unknown Slice: \( \nabla \pi_j(s_j(k)) \) using (10);
- \( s_i(k+1) = \Pi_{C} \left( s_i(k) - \eta_i(k) \nabla \pi_i(s_i(k)) \right), \forall i \in \mathbb{B} \);
- \( s_j(k+1) = \Pi_{C} \left( s_j(k) + \sum \eta_j(k) \nabla \pi_j(s_j(k)) \right) \);
- Stopping Criteria: \( \| \sum \eta_j(k) \nabla \pi_j(s_j(k)) \| \leq \epsilon \)

end

The nature of penalty functions is fundamental to decide the amount to be withdrawn or added to the new slice at each step. Let \( k \) denote the iteration index. We may then denote the resources allocated for slice \( i \) as \( f^i_{i,j}(k) \) and \( \phi^i_{i,j}(k) \) respectively. We drop the superscripts for ease of notation. At the next index, \( k+1 \), we move from the current point as:

\[
s_i(k+1) = \left[ f_i(k+1) \left[ \begin{array}{c} f_i(k+1) - \delta f_i(k) \\ \phi_i(k+1) - \delta \phi_i(k) \end{array} \right] \right] (7a)
\]

\[
s_j(k+1) = \left[ \begin{array}{c} f_j(k + 1) \\ \phi_j(k + 1)\end{array} \right] = \left[ f_j(k) + \sum \delta f_j(k) \right] (7b)
\]

Then, we have:

\[
\pi_i(s_i(k+1)) \approx \pi_i(s_i(k) - \delta s_i(k)) + \nabla \pi_i(s_i(k)) \quad \forall i \in \mathbb{B}
\]

(8a)

\[
\pi_j(s_j(k+1)) \approx \pi_j(s_j(k)) + \left( \sum \delta s_i(k) \right)^T \nabla \pi_j(s_j(k))
\]

(8b)

Using the approach of gradient descent, if we choose \( \delta s_i(k) = \eta_i(k) \nabla \pi_i(s_i(k)) \), we must have \( \sum_i \delta s_i(k) = \sum_i \eta_i(k) \nabla \pi_i(s_i(k)) = -\eta_j(k) \nabla \pi_j(s_j(k)) \) or,

\[
\eta_j(k) = -\sum_i \eta_i(k) \nabla \pi_i(s_i(k)) - \frac{\| \nabla \pi_j(s_j(k)) \|}{\| \nabla \pi_j(s_j(k)) \|} (9)
\]

(9) gives us the step size for slice \( j \) in terms of others. Its important to note that if \( \nabla \pi_i(s_i(k)), \forall i \in \mathbb{B} \cup \{j\} \) are linearly independent, the learning rates should be trivially zero. However, due to monotonic behavior of the delay and throughput functions with respect to resources, allocating more resources can never affect adversely. This, allows us to choose (9) as our step size update for slice \( j \). Step sizes for other slices can be chosen using different techniques available for choosing step sizes in a descent algorithm.

As we have mentioned before, the function \( \pi_j(.) \) is not known. However, for the reconfiguration algorithm to work, we need only the gradient of \( \pi_j(.) \) at a given point. This may be approximated numerically by finite difference method which is a first order approximation of the gradient.

\[
\nabla \pi_j(s_j(k)) \approx \frac{\pi_j(s_j(k) + \Delta) - \pi_j(s_j(k) - \Delta)}{2\Delta} (10)
\]
With progress in time, more data points for \( \pi_j(.) \) are obtained and \( \pi_j(.) \) is gradually learnt (all points are kept in memory and one can use these points to learn the function using machine learning techniques). However, as evident from the approach, at each step we take an approximate (not accurate since the function is not known) greedy decision so that the QoE violations are appropriately penalized. In addition to aforementioned updates, it must be ensured that the solutions remain in the constraint set \( C \). Evidently \( C \) is a convex set and more specifically a simplex. We denote the projection operator on the set by \( \Pi_C() \) [13].

\[
\Pi_C(x_0) = \arg\min_{x \in C} \frac{1}{2}\|x - x_0\|^2_2 \quad (11)
\]

Algorithm 1 shows the reconfiguration algorithm resulting from the discussed steps. To implement Algorithm 1, the SDN controller maintains learnt neural network models (as function approximators) for resource vs E2E QoE mappings for existing slices. The controller can duplicate applications and host the same at the server in order to probe and collect the E2E QoE metrics (similar to implementing a virtual network function).

At each step of the algorithm, the new slice is allocated more resources. To calculate (10), the SDN probes the network and server with \( \Delta \) increments around the current allocation point \( s_j(k) \). Since the delays and throughput are stochastic, the probing is done multiple times and the relevant statistics (like average or max or any other percentile) depending on requirement is used to calculate (10).

VI. EXPERIMENTAL RESULTS

We conduct multiple experiments using simulation environments. These experimental scenarios are motivated by a suggestion from an actual network operator (Telstra) in the deployment of 5G networks in Australia. We simulated the considered network in the OmNet++. Using this simulator, we present large-scale simulation studies.

Fig. 2 shows the simulation scenario for our setup and. In our setup, we had two existing slices and a new slice creation request was considered. The new slice is named Slice 1 with E2E delay and throughput requirements of 2 ms and 99.9% (mimicking uRLLC requirements). Slice 2 (eMBB) and slice3
(best-effort) were the existing slices. Slice 2 was configured with requirements of 5 ms and 95% while best-effort has no delay constraint but throughput of 100%. Our results show the performance of OSRA on Slice 1 and Slice 2. The applications in these slices generate packets that carry requests for a server to perform a processing task. We generated the packets using a UDP burst generator (available in INET with OmNet++) with sizes $\sim U(20, 65535)$. The processing requirements of the tasks are in terms of million instructions (MI), and the server uses a MIPS instruction set. Slice 1 requested 5e4 MI while Slice 2 requested 8e4 MI. The server operates at 3e8 MIPS and has 2 cores. Fig. 2 provides the network configuration parameters. We now evaluate the performance of our reconfiguration algorithm based on its convergence rate and compare it with the existing approaches.

### A. Performance on Reconfiguration Time

Fig. 3 shows the performance of the developed reconfiguration algorithm with iterations. All figures show that the algorithm converges very within 5-6 steps due to the greedy approach. It is important to note that allocating more resources will always aid in satisfying QoE resources which indicates a monotonic behavior and is fundamental for the choice of our approach. We carried out each experiment over ten runs with different seeds for generating traffic, and the shaded areas show the variations. Fig. 3 shows the variations of E2E delays. The shaded areas show the deviation of maximum E2E delays with respect to the mean. Due to bursty nature of traffic, we observe that the maximum delay has large variations compared to the mean. The bold lines show the mean delays.

Evidently with iterations, the mean delays for Slice 1 decrease at the cost of increase for Slice 2. Similar trend is seen in E2E throughput as well. While most packets were initially getting lost for Slice 1, with increase in iterations the E2E throughput increases. However, we observe that E2E throughput for Slice 2 remains relatively unaffected while there is a minor degradation in E2E delay performance. This is majorly due to the fact that number of dropped packets is more reliant on the bandwidth allocations and the limited buffer size of the routers than the limitations at the server side. From the server side, only failures such as out of memory/system crash can lead to loss of packets or requests. As seen from the obtained results, Slice 2 suffers a delay violation of approximately 2ms in order to accommodate Slice 1.

### B. Comparison with Existing Slicing Approaches

As discussed in Section I, the existing slicing approaches assume that the resources required to satisfy the QoE requirements are known and hence are fed as demand inputs to their respective optimization formulations. One might assume this knowledge from known analytical relationships between delay and serving power. Hence to draw a comparison, we obtain the estimate of the required bandwidth and processing power required to obtain an E2E delay by considering separate M/M/1 queuing models at the server and the network sites. We use the arrival rates and serving rates from our simulation setup. As shown in Fig. 4, we plot the histogram of received packets and the E2E delays experienced by the packets returning from the edge server. As seen from the figures, the resources obtained from the analytical models violate delays by more than 98%. This shows the efficacy of using the learning based approach towards creating and managing slices in the network.

### VII. Conclusion

In this paper, we addressed the problem of online reconfiguration of slices at the fronthaul segment of RAN. The bursty nature of traffic significantly affects the delays and throughput, which presents a challenge while re-configuring existing slices. A higher priority slice may be accommodated by gracefully degrading lower priority ones with the help of resource exchanges. We provide a gradient-based greedy algorithm to facilitate these exchanges. Further improvements with sophisticated variations of the algorithm may improve the presented results. We haven’t considered jitter constraints in the paper, which might be of interest especially in RAN.
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