The Lorentzian proper vertex amplitude: Asymptotics
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Abstract

In previous work, the Lorentzian proper vertex amplitude for a spin-foam model of quantum gravity was derived. In the present work, the asymptotics of this amplitude are studied in the semi-classical limit. The starting point of the analysis is an expression for the amplitude as an action integral with action differing from that in the EPRL case by an extra ‘projector’ term which scales linearly with spins only in the asymptotic limit, and is discontinuous on a submanifold of the integration domain. New tools are introduced to generalize stationary phase methods to this case. For the case of boundary data which can be glued to a non-degenerate Lorentzian 4-simplex, the asymptotic limit of the amplitude is shown to equal the single Feynman term, showing that the extra term in the asymptotics of the EPRL amplitude has been eliminated.

I. INTRODUCTION

Spin foam models\textsuperscript{[1-4]} arise from a covariant formulation of loop quantum gravity\textsuperscript{[5-8]}. These models are usually developed on a triangulated manifold and defined by an amplitude associated with the simplices of the triangulation. A crucial tool in understanding the semi-classical regime of a spin-foam amplitude is the analysis of its asymptotic behavior. When Ponzano and Regge discovered that the asymptotics of the 6j-symbol in recoupling theory contain the discrete Regge action for GR\textsuperscript{[9]}, they established the first quantum model for Euclidean 3D gravity. The Ponzano-Regge model was generalized in spin-foam models of 4D gravity. In the papers\textsuperscript{[10-15]} were developed Euclidean and Lorentzian versions of what came to be known as the EPRL model.

The asymptotics of the Euclidean EPRL model were studied in\textsuperscript{[16]}. It was found that in the semi-classical regime the EPRL amplitude contains several terms made of exponentials of the Regge action with different overall coefficients and different signs, instead of one exponential term. When dealing with multiple 4-simplices these extra terms give rise to unphysical equations of motion and perhaps are a cause of bubble divergences\textsuperscript{[17]}. The presence of similar problematic terms was discovered for the Lorentzian EPRL model in\textsuperscript{[18]}. It was shown in\textsuperscript{[19, 20]} that the appearance of these terms is caused by the presence of different combinations of dynamical orientations and
Plebanski sectors of solutions to the simplicity constraint. The combination of Plebanski sectors and orientations yielding the one Feynman-like term equal to the exponential of exactly $i$ times the Regge action was named the *Einstein-Hilbert sector*. This name arises from the fact that, in continuum Plebanski theory this is the sector in which the action reduces to Einstein-Hilbert. These observations led to the proposal in [21, 22] to quantize the restriction to the Einstein-Hilbert sector by inserting an appropriate projector into the amplitude, thereby eliminating the additional terms.

In [20] this strategy was implemented to modify the Lorentzian EPRL amplitude and define what is called the *Lorentzian proper vertex amplitude*. In this paper we study the asymptotics of the Lorentzian proper vertex amplitude and verify that the semi-classical regime of the new amplitude is indeed dominated by a single term, the exponential of the Regge action. The analysis is performed by writing the amplitude in a path-integral form, splitting the action into a modified EPRL part and a projector action part, and using stationary phase methods to study the large-spin limit. However, the non-linear dependence of the projector action on spins as well as discontinuities in this term where the parallel transports are degenerate, significantly complicates the analysis when one is careful. As a consequence new strategies are used in this paper to extend the stationary phase methods to the case of non-linear actions as well as to handle the points of discontinuity. The present analysis restricts consideration to the case of boundary states for which there are no degenerate critical points. Thus the present analysis includes, in particular, the most physically relevant case of boundary data, namely that of those which fit onto a non-degenerate Lorentzian 4-simplex.

Note this paper concerns only verifying the correct phase of the asymptotics of the proper vertex. This is the most important part of the asymptotics to check as it is necessary to ensure that the classical equations of motion dominate the spin-foam sum in the semi-classical limit. The other part of the asymptotics — the modulus — determines the effective measure factor of the path integral, which is important for determining formal equivalence with canonical quantization [23, 24].

The paper is organized as follows. A brief review of the key equations and prior results needed for the paper are given in section [II]. In section [III] we formulate the amplitude in integral form, consider the critical points of the action and calculate their contribution to asymptotics, which is the main result of the paper. In section [IV] we present the technical argument justifying the use of stationary phase methods for evaluating the asymptotics. In particular, we derive the asymptotic form of the non-linear part of the action, show that the usual stationary phase theorem applies to the part of the vertex integral containing all critical points, and show that the contribution from the rest of the vertex integral is suppressed.
II. PRELIMINARIES

A. EPRL asymptotics

To define a vertex amplitude we consider a single 4-simplex with tetrahedra labelled $a, b = 0, \ldots, 4$ and triangles labelled by unordered pairs $(ab)$. The boundary Hilbert space is spanned by generalized spin-network states, in which each triangle is labelled by a spin $k_{ab}$ and two vectors $\psi_{ab}, \psi_{ba}$ in the corresponding irreducible representation of SU(2). For the purpose of this paper, we use coherent boundary states consisting in spin-network states with the vectors $\psi_{ab}, \psi_{ba}$ chosen to be Perelomov coherent states (25) associated to two unit spinors $\xi_{ab}, \xi_{ba}$ (for more details see [18, 20]). Each two-spinor $\xi$ determines a unit 3-vector via [18, 20]

$$n_\xi := \frac{\langle \xi | \sigma | \xi \rangle}{(\xi, \xi)}.$$  

(2.1)

where $\sigma^i$ are the usual Pauli matrices. Both the set $(k_{ab}, \xi_{ab})$ and the set $(k_{ab}, n_{ab})$ which they determined, are called boundary data for the 4-simplex. Given $(k_{ab}, n_{ab})$, $(k_{ab}, \xi_{ab})$ is uniquely determined up to a phase for each spinor. The boundary data $(k_{ab}, n_{ab})$ determine a geometry for each tetrahedron [20], and are called Regge-like when these geometries glue together consistently to define a boundary geometry of a 4-simplex. In this case one can fix the phase of the boundary state leading to what is called a Regge state, which we denote $\psi^{\text{Regge}}_{k_{ab}, n_{ab}}$. The boundary data $(k_{ab}, n_{ab})$ is called a vector geometry when the determined tetrahedra can be rotated in $\mathbb{R}^3$ such that triangle $(ab)$ in tetrahedron $a$ is parallel to triangle $(ab)$ in tetrahedron $b$, with opposite orientation, for all $a, b$.

In [18], the asymptotics of the Lorentzian EPRL vertex amplitude were analyzed and found to be governed by critical points of an action. The amplitude of a Regge-state at a critical point depends only on $k_{ab}$ and the dihedral angle $\Theta_{ab}$ for which $\cosh \Theta_{ab} = |N_a \cdot N_b|$ if the boundary glues to a Lorentzian 4-simplex with tetrahedron normals $N_a$, or $\cos \Theta^{E}_{ab} = |N^E_a \cdot N^E_b|$ if it glues to a Euclidean 4-simplex with normals $N^E_a$. We quote the result from [18]:

**Theorem 1** (EPRL asymptotics). Let $\mathcal{B} = \{\lambda k_{ab}, n_{ab}\}$ be a set of non-degenerate boundary data satisfying closure.

1. If $\mathcal{B}$ is Regge-like and determines the boundary geometry of a Lorentzian 4-simplex, then in the limit $\lambda \to \infty$,

$$A_v(\psi_{\mathcal{B}}^{\text{Regge}}) \sim \left(\frac{1}{\lambda}\right)^{12} \left[ N_+ \exp \left( i \lambda \gamma \sum_{a < b} k_{ab} \Theta_{ab} \right) + N_- \exp \left( -i \lambda \gamma \sum_{a < b} k_{ab} \Theta_{ab} \right) \right].$$  

(2.2)

2. If $\mathcal{B}$ is Regge-like and determines the boundary geometry of an Euclidean 4-simplex, then in the limit $\lambda \to \infty$,

$$A_v(\psi_{\mathcal{B}}^{\text{Regge}}) \sim \left(\frac{1}{\lambda}\right)^{12} \left[ N^E_+ \exp \left( i \lambda \sum_{a < b} k_{ab} \Theta^{E}_{ab} \right) + N^E_- \exp \left( -i \lambda \sum_{a < b} k_{ab} \Theta^{E}_{ab} \right) \right].$$  

(2.3)
3. If \( \mathcal{B} \) forms a vector geometry not in the above cases, then

\[
A_v \sim \left( \frac{2\pi}{\lambda} \right)^{12} N
\]

in the limit \( \lambda \to \infty \).

4. If \( \mathcal{B} \) is not a vector geometry, then \( A_v \) falls off faster than any inverse power of \( \lambda \).

The factors \( N_+ \), \( N_- \), \( N^E_+ \), \( N^E_- \) and \( N \) are independent of \( \lambda \) and given in [18].

As shown in [20], of all the terms above only the first term in (2.2) arises from critical points corresponding to the Einstein-Hilbert sector.

**B. Proper vertex amplitude**

As defined in [20], the proper EPRL-vertex for boundary data \( \{ k_{ab}, \xi_{ab} \} \) is given by

\[
A_v^{(+)}(\{ k_{ab}, \xi_{ab} \}) := (-1)^{\Xi} \int_{\mathrm{SL}(2, \mathbb{C})^2} \delta(X_0) \prod_a dX_a \prod_{a \neq b} \alpha(X_a \mathcal{I} \mathcal{C}_{\xi_{ab}}, X_b \mathcal{I} \Pi_{ba} (\{ X_{a'b'} \}) \mathcal{C}_{\xi_{ba}}^{k_{ab}}).
\]

(2.5)

Here, \( \mathcal{C}_{\xi_{ab}}^{k_{ab}} \) is the coherent state in the spin \( k_{ab} \) representation, associated with spinor \( \xi_{ab} \) as described above and defined in [20]. \( \mathcal{I} \) is the ‘EPRL’ mapping from the spin \( k_{ab} \) representation of \( SU(2) \) into the unitary irreducible representation of \( SL(2, \mathbb{C}) \) labeled by the \( SL(2, \mathbb{C}) \) Casimir quantum numbers \( (k_{ab}, \gamma k_{ab}) \) (see [14, 18, 20]). It is in the mapping \( \mathcal{I} \) that the simplicity constraints of the spin-foam model are encoded. \( \alpha(\cdot, \cdot) \) denotes the \( SL(2, \mathbb{C}) \)-invariant bilinear form on the \( (k_{ab}, \gamma k_{ab}) \) representation of \( SL(2, \mathbb{C}) \) [18, 20]. The sign factor \( (-1)^{\Xi} \) depends on the order of the tetrahedra and can be evaluated by a graphical calculus (see [18]). Finally, \( X_{ab} := X_a^{-1} X_b \), and

\[
\Pi_{ab}(\{ X_{a'b'} \}) := \Pi_{(0, \infty)}(\beta_{ab}(\{ X_{a'b'} \}) (\vec{X}_{ab} T)_i \vec{L}^i)
\]

(2.6)

where \( (\vec{X}_{ab} T)_i := \frac{1}{2} \mathrm{tr}(\sigma_i X_{ab} X_{ab}^\dagger) \) is the spatial part of the 4-vector \( T := (1, 0, 0, 0) \) rotated by the \( SO(3, 1) \) action of \( X_{ab} \), \( \vec{L}^i \) are the generators of \( SU(2) \), \( \Pi_S(\hat{O}) \) denotes the spectral projector onto the part \( S \subset \mathbb{R} \) of the spectrum of the operator \( \hat{O} \), and where

\[
\beta_{ab}(\{ X_{a'b'} \}) := \text{sgn} \left[ \epsilon_{ijk} (\vec{X}_{ae} T)^i (\vec{X}_{ad} T)^j (\vec{X}_{ae} T)^k \epsilon_{lmn} (\vec{X}_{bc} T)^l (\vec{X}_{bd} T)^m (\vec{X}_{be} T)^n \right].
\]

**III. ASYMPTOTICS**

The asymptotic analysis of the proper EPRL-vertex is carried out in almost the same manner as in [18]: Using coherent boundary states, the amplitude is rewritten in terms of the exponential of an action and then the critical points are calculated. However, two additional subtleties appear:

1. The scaling behavior under \( k_{ab} \rightarrow \lambda k_{ab} \) of the new term in the action is not linear in \( \lambda \), but only asymptotically linear, and
2. the projector (2.6) does not depend on the norm of the 3-vector
defined by \((\vec{X}_{ab}T)\). The projector is, therefore, discontinuous on the subset where one of these vectors is zero, that is, where \(X_{ab} \in SU(2)\) for some \(a < b\). These two subtleties prevent the usual extended stationary phase theorem \([26]\) from applying directly. For the present section we ignore these, calculating the critical points and asymptotics in the usual way. Then, in the next section, we will prove in detail that the above two subtleties do not affect the results.

### A. Integral representation

From \((2.5)\), the proper amplitude for a coherent boundary state with data \(\{k_{ab}, \xi_{ab}\}\) is given by

\[
A_+^\nu(\{k_{ab}, \psi_{ab}\}) := (-1)^{\Sigma} \int_{SL(2,\mathbb{C})^5} \delta(X_0) \prod_a dX_a \prod_{a < b} \alpha(X_a T C_{ab}, X_b T \Pi_{ba} (\{X_{a'b'}\}) C_{ba}) \tag{3.1}
\]

where \(C_{ab} := C^{k_{ab}}_{\xi_{ab}}\). The main idea is to separate the amplitude \((3.1)\) into a part depending on the original action \(S_{EPRL}^+\) for which the asymptotics is known and a part depending on the newly introduced projector. This can be achieved by inserting a resolution of the identity in terms of the integral kernel

\[
K(z, z') := \frac{d_k}{\pi} \int_{\mathbb{CP}^1} \Omega_\eta C^{k}_{\eta}(z) \overline{C^{k}_{\eta}(z')},
\tag{3.2}
\]

into the amplitude \((3.1)\), where \(d_k := 2k + 1, \Omega_\eta := \frac{i}{2} (\eta_0 d\eta_1 - \eta_1 d\eta_0) \wedge (\overline{\eta}_0 d\overline{\eta}_1 - \overline{\eta}_1 d\overline{\eta}_0)\) is the standard invariant 2-form on \(\mathbb{CP}^1\) — the space of equivalence classes \([\eta]\) of non-zero two-spinors \(\eta\) modulo rescaling by a complex number — and \(\hat{\eta} := \eta/||\eta||\) so that \(\Omega_\hat{\eta} = \Omega_\eta/||\eta||^4\). (See appendix A in \([20]\) for details.) This yields

\[
A_+^\nu = (-1)^{\Sigma} \int_{SL(2,\mathbb{C})^5} DX \int_{(\mathbb{CP}^1)^{10}} \prod_{a < b} \frac{d_{k_{ab}}}{\pi} \Omega_{\hat{\eta}_{ba}} \alpha \left( X_a T C^{k}_{\xi_{ab}}, X_b T C^{k}_{\eta_{ba}} \right) \left( C^{k}_{\hat{\eta}_{ba}}, \Pi_{ba} (\{X_{a'b'}\}) C^{k}_{\hat{\xi}_{ba}} \right)
\]

where \(DX = \delta(X_0) \prod_a dX_a\) and \((,\) denotes the Hermitian inner product on the irreducible representation of \(SU(2)\) to which its arguments belong. The (anti-)symmetric inner product \(\alpha\) can be expanded using equations \((15)\) in \([18]\), \((3.8)\) and \((3.9)\) in \([20]\) so that the amplitude can be replaced by an exponential expression

\[
A_+^\nu = (-1)^{\Sigma} c \int_{SL(2,\mathbb{C})^5} DX \int_{(\mathbb{CP}^1)^{20}} \left( \prod_{a < b} \frac{d_{k_{ab}}}{\pi} \Omega_{ab} \Omega_{\hat{\eta}_{ba}} \right) \exp S^{(+)}
\tag{3.3}
\]

where \(c := \frac{(1+\gamma^2)^5}{(\pi (1-\gamma))^{10}}, \Omega_{ab} := \frac{\Omega_{\hat{\xi}_{ab}}}{(Z_{ab}, Z_{ab})}, \) and

\[
S^{(+)}[\{k_{ab}, \xi_{ab}\}; \{X_a, \hat{z}_{ab}, \eta_{ba}\}] := S_{EPRL}^+[\{k_{ab}, \xi_{ab}, \eta_{ba}\}; \{X_a, \hat{z}_{ab}\}] + S_{\Pi}^+[\{k_{ab}, \xi_{ab}\}; \{X_a, \eta_{ba}\}] + S_{\Pi}^+[\{k_{ab}, \xi_{ab}\}; \{X_a, \eta_{ba}\}] \tag{3.4}
\]

\[
S_{ab}^\nu := \sum_{a < b} S_{ab}^{EPRL} + \sum_{a < b} S_{ab}^{\Pi},
\tag{3.5}
\]
with

$$S_{ab}^{\text{EPR}} \left[ \{X_a\}, z_{ab}, \eta_{ba}\right] := k_{ab} \log \left( \frac{(Z_{ab}, \xi_{ab})^2 (J_{ba}, Z_{ba})^2}{(Z_{ab}, Z_{ab})} \right) + i \gamma k_{ab} \log \left( \frac{Z_{ba}, Z_{ba}}{Z_{ab}, Z_{ab}} \right),$$

(3.6)

$$S_{ab}^\Pi \left[ \{X_a\}, \eta_{ba}\right] := \log \left( C_{\eta_{ba}}^{k_{ab}, \Pi_{ba}} \left( \{X_{a'b'}\} \right) C_{\xi_{ba}}^{k_{ab}} \right),$$

(3.7)

$$Z_{ab} := X_a^{-1} z_{ab}, \ Z_{ba} := X_b^{-1} z_{ab}, \ (\alpha, \beta) := \frac{\kappa a \beta_0 + \kappa b \beta_1}{\xi_0 \eta_{ba}}$$

is the Hermitian inner product on \( \mathbb{C}^2 \), and where \( J \) denotes the anti-linear structure map

$$J : \left( \begin{array}{c} \xi_0 \\ \xi_1 \end{array} \right) \mapsto \left( \begin{array}{c} -\xi_1 \\ \xi_0 \end{array} \right).$$

Note the definitions of \( Z_{ab} \) and \( Z_{ba} \) here differ from those in \( \text{[18]} \) by \( X_a \mapsto (X_a^{-1})^\dagger \), so that the expression in \( \text{[3.0]} \) also differs from that in \( \text{[18]} \) by the same replacement. This difference is due both to a change in convention regarding the way the group elements \( X_a \) are used as well as a change in convention concerning the family of coherent states used. The motivation and need for this change of convention is explained in appendix C of \( \text{[20]} \).

The proper action \( S^{(+)} \) depends on three sets of independent variables, \( \{X_a\}, \ \{z_{ab}\}_{a < b} \) and \( \{\eta_{ba}\}_{a < b} \). However, \( S^\Pi \) does not scale linearly under \( k_{ab} \mapsto \lambda k_{ab} \), but only asymptotically linearly, and it is discontinuous everywhere \( X_{ab} \in SU(2) \) for some \( a < b \), as already noted above. Later, in section \( \text{[IV]} \) we will show that, in spite of these subtleties, the conclusion of the stationary phase theorem still applies, thereby justifying the rest of the calculations and conclusions in this section.

### B. Critical points in the non-degenerate sector

The symmetries of the action \( S^{(+)} \) are (1.) for each \( Y \) in \( \text{SL}(2, \mathbb{C}) \), a global Lorentz symmetry \( X_a \mapsto Y X_a, \ z_{ab} \mapsto (Y^\dagger)^{-1} z_{ab} \), and (2.) for each vertex \( a \), a spin lift symmetry sending \( X_a \mapsto -X_a \) and leaving all other variables fixed.\(^1\) Recall the critical points of an action \( S \) are the stationary points for which \( \text{Re} \ S \) is maximal. The symmetries of the action obviously map critical points to critical points. Any two critical points related by such a symmetry we call equivalent because they will yield the same contribution to the asymptotics. In the following we will also assume that \( X_{ab} \notin SU(2) \) so that the projector is well defined.

1. **Maximality and stationarity with respect to \( z \)**

From the triangle inequality follows immediately that

$$\left| \left( C_{\eta_{ba}}^{k_{ab}, \Pi_{ba}} \left( \{X_{a'b'}\} \right) C_{\xi_{ba}}^{k_{ab}} \right) \right|^2 \leq \left| C_{\eta_{ba}}^{k_{ab}} \right|^2 \left| \Pi_{ba} \left( \{X_{a'b'}\} \right) \right| \left| C_{\xi_{ba}}^{k_{ab}} \right|^2 \leq 1$$

\(^1\) In addition to these, for each triangle \( a < b \) and each non-zero \( \kappa \in \mathbb{C} \), the action is invariant under each of the rescalings \( z_{ab} \mapsto \kappa z_{ab} \) and \( \eta_{ba} \mapsto \kappa \eta_{ba} \). However, strictly speaking, these are not symmetries but necessary conditions for the action to be a well-defined function of each \( z_{ab}, [\eta_{ba}] \in \mathbb{CP}^1 \).
and thus \( \text{Re} S_{ab}^{\text{H}} \leq 0 \). Since \( \text{Re} S_{ab}^{\text{EPR}} \leq 0 \) as well, \( \text{Re} S^{(+)} \) is maximal if \( \text{Re} S_{ab}^{\text{H}} = 0 \) and \( \text{Re} S_{ab}^{\text{EPR}} = 0 \). According to [18], \( \text{Re} S_{ab}^{\text{EPR}} = 0 \) implies

\[
\xi_{ab} = \frac{e^{i\phi_{ab}}}{\|Z_{ab}\|} X_a^{-1} z_{ab}, \quad \text{and} \quad J^\dagger \hat{\eta}_{ba} = \frac{e^{i\phi_{ba}}}{\|Z_{ba}\|} X_b^{-1} z_{ab}
\]

for some set of phases \( \phi_{ab} \) and \( \phi_{ba} \). Note that either of these determine \( [z_{ab}] \in \mathbb{C}P^1 \) uniquely. They combine to yield

\[
X_a \xi_{ab} = \frac{\|Z_{ba}\|}{\|Z_{ab}\|} e^{i\theta_{ab}} X_b J^\dagger \hat{\eta}_{ba} \quad \text{(3.9)}
\]

where \( \theta_{ab} := \phi_{ab} - \phi_{ba} \). Let \( \delta_{z_{ab}} \) be any variation of \( z_{ab} \). Since \( S^{\text{H}} \) is independent of \( z_{ab} \) it follows that \( \delta_{z_{ab}} S^{(+)} = \delta_{z_{ab}} S^{\text{EPR}} \), which, from [18], vanishes if and only if

\[
(X_b^\dagger)^{-1} \xi_{ab} = \frac{\|Z_{ba}\|}{\|Z_{ab}\|} e^{i\theta_{ab}} (X_b^\dagger)^{-1} J^\dagger \hat{\eta}_{ba}. \quad \text{(3.10)}
\]

Inserting (3.9) into (3.10) and setting \( \frac{|Z_{ab}|^2}{|Z_{ba}|^2} = \sigma_{ba} \), one obtains the eigenvalue equation

\[
X_{ba} X_{ba}^\dagger J^\dagger \eta_{ba} = e^{-\sigma_{ba}} J^\dagger \eta_{ba}. \quad \text{(3.11)}
\]

Applying \( J \) to both sides then yields

\[
X_{ba} X_{ba}^\dagger \eta_{ba} = e^{\sigma_{ba}} \eta_{ba}. \quad \text{(3.12)}
\]

These two equations uniquely determine \( X_{ba} X_{ba}^\dagger \). Equation (2.11) implies that \( \xi \) is an eigenvector of \( n \xi \cdot \sigma \) with eigenvalue 1. Using this, one checks that the following expression satisfies both (3.11) and (3.12):

\[
X_{ba} X_{ba}^\dagger = e^{2i\sigma_{ba}} K \cdot n^i_{\eta_{ba}}.
\]

If \( \sigma_{ba} \) vanishes then \( X_{ba} X_{ba}^\dagger \) must be equal to the identity, which is excluded in the non-degenerate sector; otherwise

\[
n^i_{\eta_{ba}} = P(\text{sgn} \sigma_{ba}) \text{tr} \left( X_{ba} X_{ba}^\dagger \sigma^i \right) \quad \text{(3.13)}
\]

where \( P \) is a positive real number.

**Lemma 1.** If, for given boundary data \( \{k_{ab}, \xi_{ab}\}_{a \neq b}; \{X_a, z_{ab}, \eta_{ba}\} \) is a solution to \( \text{Re} S^{(+)} = 0 \) and \( \delta_{z} S^{(+)} = 0 \), then

\[
\Pi_{ba} ([X_{a}^\dagger]) C_{\eta_{ba}}^{k_{ab}} = \Theta((\text{sgn} \sigma_{ba}) \beta_{ab} ([X_{a}^\dagger]) k_{ab} ) C_{\eta_{ba}}^{k_{ab}} \quad \text{(3.14)}
\]

where \( \Theta[\cdot] \) is the Heaviside theta function.
Proof. Since $S^{(+)}$ is only defined in the non-degenerate sector, we have $X_{ba}X_{ba}^\dagger \neq \text{Id}$. Re $S^{(+)} = 0$ and $\delta_z S^{(+)} = 0$ then imply, by the above argument, that (3.13) holds. But $C_{\eta_{ba}}^{k_{ab}}$ is an eigenstate of $\hat{n}_i \hat{L}_i$ with eigenvalue $k_{ab}$, so that (3.14) is satisfied.

In the same manner one can also derive an eigenvalue equation for $\xi_{ab}$ from equation (3.9) and (3.10). The resulting equations are the same as (3.14) except that $a$ and $b$ are exchanged, and $\eta_{ba}$ is replaced by $\xi_{ab}$. One then directly reads off

$$\text{sgn} \left[ \text{tr} \left( X_{ab} X_{ab}^\dagger \sigma^i \right) \right] = \text{sgn} \left[ \text{tr} \left( X_{ba} X_{ba}^\dagger \sigma^i \right) \right] = \text{sgn} r_{ba}. \tag{3.15}$$

This is relevant for the consistency of the following definition.

**Definition 1.** In the following we say that a given set of quantum data $\{\xi_{ab}, X_a, z_{ab}, \eta_{ba}\}_{a \neq b}$ is oriented if (3.9) and (3.10) holds. It is additionally proper oriented if

$$\beta_{ab}(\{X_a\})n_{\xi_{ab}}^i \text{tr} \left( X_{ab} X_{ab}^\dagger \sigma^i \right) > 0 \tag{3.16}$$

for all $a, b$ with $a \neq b$.

**Lemma 2.** Suppose for a given set of boundary data $\{k_{ab}, \xi_{ab}\}_{a \neq b}$ there exists integration variable values $\{X_a, [z_{ab}], [\eta_{ba}]\}_{a \neq b}$ such that Re $S^{(+)}$ is maximal and $\delta_z S^{(+)} = 0$. Then $\{\xi_{ab}, X_a\}_{a \neq b}$ obeys orientation and proper orientation, and

$$[\eta_{ba}] = [\xi_{ba}]. \tag{3.17}$$

**Proof.**

As shown above, Re $S^{(+)} = 0$ and $\delta_z S^{(+)} = 0$ imply (3.9) and (3.10), which, by [18], implies orientation. Furthermore, by lemma 1 (3.14) holds. Maximal then precludes the left hand side of (3.14) from vanishing so that (3.14) implies also proper orientation, which in turn implies that $\Pi_{ba}$ acts as the identity on $C_{\eta_{ba}}^{k_{ab}}$, whence

$$\text{Re}S_{ab}^{\Pi} = \log \left| \left( C_{\eta_{ba}}^{k_{ab}} , C_{\xi_{ba}}^{k_{ab}} \right) \right|. \tag{3.18}$$

But this in turn is maximal if and only if $C_{\eta_{ba}}^{k_{ab}} \propto C_{\xi_{ba}}^{k_{ab}}$, which holds if and only if $\eta_{ba}$ and $\xi_{ba}$ are equal up to rescaling by a complex number.

2. **Stationarity with respect to $X$ and $\eta$**

We now examine the variation of the action with respect to the rest of the integration variables, namely the group variables and the spinors $\eta$. Let $\delta_X$ be an arbitrary variation of the group.
elements. Then
\[
\delta_X \exp(S^{(+)}) = \left( \delta_X \exp(S^{EPRL}) \right) \exp(S^{\Pi}) \\
+ \exp(S^{(+)}) \sum_{a,b} \left( C_{\eta_{ba}}^{ab} \left[ \delta_X \Pi_{ba} \left( \{X_{a'b'}\} \right) \right] C_{\xi_{ba}}^{ab} \right) \left[ \left( C_{\eta_{ba}}^{ab}, \Pi_{ba} \left( \{X_{a'b'}\} \right) C_{\xi_{ba}}^{ab} \right) \right]^{-1}.
\]

According to lemmas 1 and 2, \( C_{\eta_{ba}}^{ab} \) and \( C_{\xi_{ba}}^{ab} \) are eigenstates of \( \Pi_{ba} \) with eigenvalue 1 if (3.9) and (3.10) are satisfied. Corollary 11 in Appendix C of [21] therefore implies
\[
\left( C_{\eta_{ba}}^{ab}, \left[ \delta_X \Pi_{ba} \left( \{X_{a'b'}\} \right) \right] C_{\xi_{ba}}^{ab} \right) = 0
\]
for all \( a, b \). Thus, the variation with respect to the group elements just gives the original condition \( \delta_X S^{EPRL} = 0 \) which is equivalent to closure of \( (k_{ab}, \xi_{ba}, \eta_{ba}) \) [18], and hence by (3.17) closure of \( (k_{ab}, \xi_{ba}, \eta_{ba}) \). That is, variation with respect to the group elements again yields only a condition on the boundary data.

It remains to consider variations \( \delta \equiv \delta_{\eta_{ba}} \) with respect to each variable \( \eta_{ba}, a < b \):
\[
\delta_{\eta_{ba}} S^{(+)}, \delta_{\eta_{ba}} S^{EPRL} + \delta_{\eta_{ba}} S^{\Pi}
\]
\[
= 2k_{ab} \left( J_{\delta \eta_{ba}}, Z_{ba} \right) + \delta_{\eta_{ba}} \left( C_{\eta_{ba}}^{ab}, \Pi_{ba} \left( \{X_{a'b'}\} \right) C_{\xi_{ba}}^{ab} \right)
\]
\[
\tag{3.19}
\]
At any point \( p \) in the integration domain where \( \text{Re} S^{(+)}, \delta_z S^{(+)}, 0 \), we have the further simplification
\[
\delta_{\eta_{ba}} \left( C_{\eta_{ba}}^{ab}, \Pi_{ba} \left( \{X_{a'b'}\} \right) C_{\xi_{ba}}^{ab} \right) \mid \left( J_{\delta \eta_{ba}}, Z_{ba} \right) + \delta_{\eta_{ba}} \left( C_{\eta_{ba}}^{ab}, \Pi_{ba} \left( \{X_{a'b'}\} \right) C_{\xi_{ba}}^{ab} \right) \mid \left( J_{\delta \eta_{ba}}, Z_{ba} \right)
\]
\[
\mid \left( J_{\delta \eta_{ba}}, Z_{ba} \right) = \delta_{\eta_{ba}} \left( \delta_{\eta_{ba}}, \delta_{\eta_{ba}} \right) \left( J_{\delta \eta_{ba}}, Z_{ba} \right)
\]
where lemmas 1 and 2 have been used in the second line, and equation (3.10) from [20] has been used in the last line. Furthermore, at maximal points of \( \text{Re} S^{(+)}, (3.8) \) uniquely determines \( [z_{ab}] \in \mathbb{C}P^1 \) in terms of \( [\eta_{ba}] \). Inserting these identities into (3.19) implies that, when \( \text{Re} S^{(+)}, 0 \) and \( \delta_z S^{(+)}, 0 \),
\[
\delta_{\eta_{ba}} S^{(+)}, 2k_{ab} \left( J_{\delta \eta_{ba}}, J_{\delta \eta_{ba}} \right) + \delta_{\eta_{ba}} \left( \delta_{\eta_{ba}}, \delta_{\eta_{ba}} \right) \left( J_{\delta \eta_{ba}}, Z_{ba} \right) = 2k_{ab} \left( \delta_{\eta_{ba}}, \delta_{\eta_{ba}} \right) \left( J_{\delta \eta_{ba}}, Z_{ba} \right) + 2k_{ab} \left( \delta_{\eta_{ba}}, \delta_{\eta_{ba}} \right) \left( J_{\delta \eta_{ba}}, Z_{ba} \right)
\]
\[
= 2k_{ab} \left( \delta_{\eta_{ba}}, \delta_{\eta_{ba}} \right) + 2k_{ab} \left( \delta_{\eta_{ba}}, \delta_{\eta_{ba}} \right) = 2k_{ab} \delta_{\eta_{ba}}, \delta_{\eta_{ba}} = 0,
\]
whence the last critical point equation, \( \delta_{\eta_{ba}} S^{(+)}, 0 \), imposes no further conditions. Let us summarize:

**Theorem 2.** Given boundary data \( \{k_{ab}, \xi_{ba}, \{X_{a}, [z_{ab}], [\eta_{ba}]\} \) is a critical point of \( S^{(+)}, 0 \) in the non-degenerate sector (i.e. \( X_{ab} \in SU(2) \) for all \( a, b \)) iff closure, orientation and proper orientation are satisfied, and, for each \( a < b \), \( [\eta_{ba}] = [\xi_{ba}] \) and \( [z_{ab}] \in \mathbb{C}P^1 \) is as uniquely determined by (3.8).
C. Asymptotics of the proper vertex

In order to apply the stationary phase method, the critical points need to be isolated. There is only one continuous symmetry of the critical points, which is a global SL(2, C) symmetry. This symmetry has been broken in the usual way by the insertion of $\delta(X_0)$ in the vertex amplitude integral, so that all critical points are isolated.

In section IIB it was proven that the critical points of the proper vertex in the non-degenerate sector are a subset of the critical points of the original EPRL model, specifically those which additionally satisfy proper orientation (3.16). In [20] it was shown that proper orientation holds if and only if the Plebanski 2-form reconstructed from the quantum data is in the Einstein-Hilbert sector. However, in the analysis of Plebanski sectors performed in [20] it was found that the only critical points of the original EPRL model corresponding to the Einstein-Hilbert sector are those which give rise to the first term in (2.2). These critical points exist if and only if the boundary data is Regge-like and glues to a non-degenerate Lorentzian 4-simplex. Furthermore, in this case there are no critical points in the degenerate sector, so that the above analysis (and the analysis in the next section) applies. Additionally, if the boundary data is not a vector geometry, there are no critical points at all, and hence in particular no critical points in the degenerate sector, so that the above analysis again applies. Finally, at the critical points of $S^+$, by evaluating using the representative $\eta_{ba} = \xi_{ba}$ of $[\eta_{ba}] = [\xi_{ba}]$, one sees that the action $S^+$ reduces to $S^{EPRL}$. This yields the following:

**Theorem 3** (Proper EPRL-asymptotics). Let $\{k_{ab}, n_{ab}\}$ be a set of non-degenerate, Regge-like boundary data that glues to a Lorentzian 4-simplex and $\psi_{\lambda k_{ab}, n_{ab}}^{\text{Regge}}$ the associated Regge state, then

$$A^+_v(\psi_{\lambda k_{ab}, n_{ab}}^{\text{Regge}}) \sim \left(\frac{1}{\lambda}\right)^{12} N^+ \exp \left( i \lambda \gamma \sum_{a < b} k_{ab} \Theta_{ab} \right)$$

with

$$N^+ = \frac{(-1)^{\frac{3}{2} 256 \pi^{12}}}{\sqrt{\det H^+ |_{\text{crit}}}} \left(\frac{1 + i \gamma}{1 - i \gamma}\right)^{5} \left(\prod_a \mu^\text{Haar}_{X_a |_{\text{crit}}} \right) \prod_{a < b} \left( k_{ab}^{2} \Omega_{ab} |_{\text{crit}} \Omega_{\hat{\eta}_{ba}} |_{\text{crit}} \right)$$

(3.20)

and where $\Theta_{ab}$ are the dihedral angles defined in section IIA. Here, $H^+ |_{\text{crit}}$ is the Hessian of $S^+$ and $\mu^\text{Haar}_{X_a |_{\text{crit}}}$, $\Omega_{ab} |_{\text{crit}}$, $\Omega_{\hat{\eta}_{ba}} |_{\text{crit}}$ are the measure factors evaluated at any representative of the unique symmetry equivalence class of critical points, with $\mu^\text{Haar}_{X_a}$ the Haar measure on $X_a$.

If $\{k_{ab}, n_{ab}\}$ is not a vector geometry, then the amplitude decays faster than any inverse power of $\lambda$ with any choice of phase.

Note, in particular, that in the asymptotics of the proper vertex, the first term of (2.2) corresponding to the Einstein-Hilbert sector is isolated. As in [18], the Hessian factor $H^+ |_{\text{crit}}$, and measure factors $\Omega_{ab} |_{\text{crit}}$, $\Omega_{\hat{\eta}_{ba}} |_{\text{crit}}$ depend on a choice of coordinates on $\mathbb{CP}^1$, a dependence which cancels in (3.20).
Let us close this section with a few remarks on the coefficient $\left( \frac{1}{\lambda} \right)^n N(\lambda)$. In general the coefficient for the large $\lambda$ expansion of

$$f(\lambda) = \int_D dx \ a(x) \ e^{\lambda S(x)}$$

over a $n$ dimensional manifold $D$ at a critical point $x_0$ is

$$a(x_0) \left( \frac{2\pi}{\lambda} \right)^{n/2} \frac{1}{\sqrt{\det H(x_0)}}.$$ 

By the insertion of the resolution of identity we introduced 10 new $\mathbb{C}^1$ variables and thus 20 new dimensions so that in total we now have 64 dimensions, so that $n$ in the above formula has changed as compared to the original EPRL vertex. The introduction of the auxiliary variables also contributes further measure factors. These two differences together yield an extra factor of

$$\left( \frac{2\pi}{\lambda} \right)^{10} \prod_{a<b} 2\lambda k_{ab} \left( \Omega_{\hat{\eta}_{ba}} \right)_{\text{crit}} = 2^{20} \prod_{a<b} k_{ab} \Omega_{\hat{\eta}_{ba}} \bigg|_{\text{crit}}$$

where the approximation $d_{\lambda k_{ab}} \approx 2\lambda k_{ab}$ was used. Lastly, the determinant of the Hessian $H(\lambda)$ is different from that in the EPRL case. The Hessian $H(\lambda)$ and its determinant are calculated explicitly in the paper [27], where, remarkably, it is found that the extra factor arising from the change in Hessian exactly cancels the above factors, so that the coefficient in the asymptotics of the proper vertex is the same as the coefficient in front of the Einstein-Hilbert term in the EPRL case.

#### IV. TECHNICAL COMPLETION OF THE ARGUMENT FOR THE ASYMPTOTICS

In this section we give a more mathematically careful argument for the asymptotics of the proper vertex derived in the previous section, arriving at the same conclusion. We begin by deriving the asymptotic form of the integrand of the proper vertex, showing that the projector part $S^{\Pi}$ of the action is asymptotic, in the large spin limit, to an action which scales linearly with the spins. The general strategy will then be to express the asymptotic limit of the vertex amplitude as the integral of this asymptotic integrand, to which the extended stationary phase theorem and other related arguments can be applied.

**A. Asymptotic expression for projector part of the action**

The action $S^{(\lambda)}$ for the proper vertex is given by (3.4):

$$S^{(+)}(\lambda; \{k_{ab}, \xi_{ab}\}; \{X_a, z_{ab}, \eta_{ba}\}) := S^{(+)}(\lambda; \{k_{ab}, \xi_{ab}\}; \{X_a, z_{ab}, \eta_{ba}\}) = \lambda S^{\text{EPRL}}(\{k_{ab}, \xi_{ab}, \hat{\eta}_{ba}\}; \{X_a, z_{ab}\}) + \sum_{a<b} S^{\Pi}_{ab} \tag{4.1}$$
where

\[ S_{ab}^{\Pi}(\{\lambda k_{ab}, \xi_{ba}\}; \{X_a, \eta_{ba}\}) = \log \left( C_{\eta_{ba}}^{k_{ab}}, \Pi_{ba} (\{X_{a'}\}) C_{\xi_{ba}}^{k_{ab}} \right). \]

We begin by deriving the asymptotic expression for \( S_{ab}^{\Pi} \). For each \( a < b \), let \( \nu_{ba} \) be any normalized spinor such that \( n_{\nu_{ba}} = \beta_{ab}(\{X_{a'}\}) \frac{\text{tr}(X_{a'}X_{b}^\dagger \sigma)}{|\text{tr}(X_{a'}X_{b}^\dagger \sigma)|} \) (see (27.1)). For any normalized spinor \( \xi \), let

\[ g(\xi) := \begin{pmatrix} \xi_0 & -\xi_1 \\ \xi_1 & \xi_0 \end{pmatrix} \in \text{SU}(2). \]

Then

\[ |\xi; k, m \rangle := g(\xi)|k, m \rangle \]

is an eigenstate of \( n_{\xi} \cdot \hat{L} \) with eigenvalue \( m \) in the spin \( k \) representation, and the coherent states \( C_{\xi}^{k} \) introduced earlier are simply \( |\xi; k, k \rangle \). One then has the following explicit expression for the projector:

\[ \Pi_{ba}(\{X_{a'}\}) = \Pi_{(0, \infty)}(n_{\nu_{ba}[X]} \cdot \hat{L}) = \sum_{m>0} |\nu_{ba}[X]; k_{ab}, m \rangle |\nu_{ba}[X]; k_{ab}, m \rangle \]

so that

\[ e_{ab}^{S_{ab}^{\Pi}} := (\eta_{ba}; k_{ab}, k_{ab}|\Pi_{ba}(\{X_{a'}\})|k_{ab}, k_{ab}) \]

\[ = \sum_{m>0} (\eta_{ba}; k_{ab}, k_{ab}) |\nu_{ba}[X]; k_{ab}, m \rangle |\nu_{ba}[X]; k_{ab}, m \rangle (\eta_{ba}; k_{ab}, k_{ab}) \]

\[ = \sum_{m>0} (k_{ab}, k_{ab}) g(\eta_{ba})^{-1} g(\nu_{ba}[X]) |k_{ab}, m \rangle |k_{ab}, m \rangle g(\nu_{ba}[X])^{-1} g(\xi_{ba}) |k_{ab}, k_{ab} \rangle. \]

Given unit spinors \( \eta \) and \( \nu \),

\[ g(\eta)^{-1} g(\nu) = \begin{pmatrix} \langle \eta, \nu \rangle & \langle \eta, J \nu \rangle \\ \langle J \eta, \nu \rangle & \langle \nu, \eta \rangle \end{pmatrix}. \]

This, together with equation (32.1.5) in \[5\] yields

\[ e_{ab}^{S_{ab}^{\Pi}} = \sum_{m>0} \left( \frac{2k_{ab}}{k_{ab} + m} \right) (\langle \hat{\eta}_{ba}, \nu_{ba}[X] \rangle (\nu_{ba}[X], \xi_{ba}))^{k_{ab}+m} (\langle \hat{\eta}_{ba}, J \nu_{ba}[X] \rangle (J \nu_{ba}[X], \xi_{ba}))^{k_{ab}-m}. \]

Let \( x_{ab} := \langle \hat{\eta}_{ba}, \nu_{ba}[X] \rangle (\nu_{ba}[X], \xi_{ba}) \) and \( y_{ab} := \langle \hat{\eta}_{ba}, J \nu_{ba}[X] \rangle (J \nu_{ba}[X], \xi_{ba}) \). In the following we temporarily suppress indices \( (ab) \). We then have

\[ A := e_{ab}^{S_{ab}^{\Pi}} = \sum_{m>0} \left( \frac{2k}{k + m} \right) x^{k+m} y^{k-m} = \sum_{m>0} \left( \frac{2k}{k - m} \right) y^{m} x^{k+m}. \]

(4.2)
At this point, in order to proceed, we first consider the case in which \( k \) is an integer. Setting \( i = k - m \), the above equation becomes

\[
A = \sum_{i=0}^{k-1} \binom{2k}{i} y^i x^{2k-i} = (x + y)^{2k} - \sum_{i=0}^{k} \binom{2k}{i} y^{2k-i} x^i.
\] (4.3)

This is a remainder in a \( k \)-th order Taylor expansion of the function \((y + tx)^{2k}\) around \( t = 0 \) and evaluated at \( t = 1 \). Using the integral formula for the remainder, we have

\[
A = \int_0^1 \frac{1}{k! (k+1)!} (y + tx)^{k-1} x^{k+1} (1-t)^k \, dt = \left( \frac{2k}{k} \right) x^{k+1} \int_0^1 (y + (1-t)x)^{k-1} kt^k \, dt.
\]

Then changing variables \( s = t^{k+1} \) and introducing \( z = x/y \) we get:

\[
A = \left( \frac{2k}{k} \right) \frac{k}{k+1} (xy)^k z \int_0^1 \left( 1 + \left( 1 - s^{\frac{1}{k+1}} \right) z \right)^{k-1} \, ds
\] (4.4)

Define

\[
f_k(s, z) = \left( 1 + \left( 1 - s^{\frac{1}{k+1}} \right) z \right)^{k-1}.
\]

To study asymptotics of the integral we will apply the dominated convergence theorem to the sequence of functions \( \{f_k\} \). This sequence converges pointwise to the function \( s^{-z} \). Furthermore, for \(|z| < 1\) we have

\[
|f_k(s, z)| < \left( 1 + \left( 1 - s^{\frac{1}{k+1}} \right) |z| \right)^{k-1}
\]

Now we make use of the following two inequalities which can be derived from \( e^x \geq 1 + x \):

\[
1 - s^{\frac{1}{k+1}} \leq -\frac{1}{k+1} \log s, \quad \left( 1 + \frac{a}{k+1} \right)^{k-1} \leq (e^a)^{k-1} \leq e^a \text{ for } a > 0
\]

these give

\[
|f_k(s, z)| < \left( 1 - \frac{|z| \log s}{k+1} \right)^{k-1} \leq \exp(-|z| \log s) = s^{-|z|}.
\]

Thus we obtain an integrable bound for the function sequence \( \{f_k\} \) when \(|z| < 1\). Using the dominated convergence theorem and applying Stirling’s formula we then get from (4.4):

\[
A \sim \frac{(4xy)^k}{\sqrt{\pi k}} \frac{k}{k+1} z \sim \frac{(4xy)^k x}{\sqrt{\pi k} y-x}
\]

If \(|z| > 1\), we can write the second term in (4.3) as a Taylor remainder:

\[
A = (x + y)^{2k} - \left( \frac{2k}{k} \right) (xy)^k \int_0^1 \left( 1 + \left( 1 - s^{\frac{1}{z}} \right) \frac{1}{z} \right)^k ds
\]
In this case we define \( w = 1/z \) and consider the sequence of functions \( \{ g_k \} \) with \( |w| < 1 \):

\[
g_k(s, w) = \left(1 + \left(1 - s^{\frac{1}{k}}\right)w\right)^k
\]

This function sequence converges pointwise to \( s^{-w} \). We can also obtain an integrable bound \( s^{-|w|} \) when \( |w| < 1 \) by an argument essentially similar to above. Hence, we can again use the dominated convergence theorem and we get the following asymptotic expression:

\[
A \sim (x + y)^{2k} - \frac{(4xy)^k}{\sqrt{\pi k}} \frac{1}{1 - w} \sim (x + y)^{2k} + \frac{(4xy)^k}{\sqrt{\pi k}} \frac{1}{y - x}
\]

Thus if \( |x + y|^2 \geq 4xy \) we obtain \( A \sim (x + y)^{2k} \), and if \( |x + y|^2 < 4xy \) we get

\[
A \sim \frac{(4xy)^k}{\sqrt{\pi k}} \frac{1}{y - x}
\]

If we restore the subscripts and summarize all the cases, we obtain

\[
\exp(S^\Pi_{ab}) \sim \begin{cases} 
(x_{ab} + y_{ab})^{2\lambda_{ab}} & \text{if } |x_{ab}| > |y_{ab}| \text{ and } |x_{ab} + y_{ab}|^2 \geq 4x_{ab}y_{ab} \\
\frac{(4x_{ab}y_{ab})^{\lambda_{ab}}}{\sqrt{\pi \lambda_{ab}}} \frac{1}{\sqrt{x_{ab} - y_{ab}}} & \text{if } |x_{ab}| < |y_{ab}| \text{ or } |x_{ab} + y_{ab}|^2 < 4x_{ab}y_{ab}
\end{cases}
\]

(4.5)

as long as \( \{ X_a \} \) is not in the degenerate sector, and \( |x_{ab}| \neq |y_{ab}| \).

Up until now we have assumed that \( k_{ab} \) is an integer. In the case when \( k_{ab} \) is restricted to be half integer, through exactly the same sort of argument, we have the following, almost identical asymptotics:

\[
\exp(S^\Pi_{ab}) \sim \begin{cases} 
(x_{ab} + y_{ab})^{2\lambda_{ab}} & \text{if } |x_{ab}| > |y_{ab}| \text{ and } |x_{ab} + y_{ab}|^2 \geq 4x_{ab}y_{ab} \\
\frac{(4x_{ab}y_{ab})^{\lambda_{ab}}}{\sqrt{\pi \lambda_{ab}}} \frac{1}{\sqrt{x_{ab} - y_{ab}}^{1/2}} & \text{if } |x_{ab}| < |y_{ab}| \text{ or } |x_{ab} + y_{ab}|^2 < 4x_{ab}y_{ab}
\end{cases}
\]

(4.6)

The only difference lies in the exponent of a single factor of \( x_{ab} \). Nevertheless, as a consequence of this difference, in order to have a well-defined asymptotic limit of the integrand, the asymptotic limits in which certain spins \( k_{ab} \) are integer or half-integer must be considered separately — there are \( 2^{10} \) such different asymptotic limits to consider, according to whether each of the ten spins \( k_{ab} \) is integer or half-integer. However, it will turn out that in all of these cases, exactly the same arguments can be applied, yielding exactly the same final asymptotics for the vertex amplitude integral. For this reason, it suffices to restrict consideration to the case in which all of the spins \( k_{ab} \) are integer, and we do so for the rest of this paper. At the end of the subsection we will make one final remark on the other cases.

For the case in which all spins \( k_{ab} \) are integer, the above result (4.5) leads us to define the following functions of the integration variables.

- \( \tilde{S}(X_a, z_{ab}, \eta_{ba}) := S^{EPRL}\left[\{k_{ab}, \xi_{ab}, \hat{\eta}_{ba}\}; \{X_a, z_{ab}\}\right] + \sum_{a<b} \tilde{S}^\Pi_{ab} \), where

\[
\tilde{S}^\Pi_{ab} := \begin{cases} 
2k_{ab} \log(x_{ab} + y_{ab}) & \text{if } |x_{ab}| > |y_{ab}| \text{ and } |x_{ab} + y_{ab}|^2 \geq 4x_{ab}y_{ab} \\
k_{ab} \log(4x_{ab}y_{ab}) & \text{if } |x_{ab}| \leq |y_{ab}| \text{ or } |x_{ab} + y_{ab}|^2 < 4x_{ab}y_{ab}
\end{cases}
\]

(4.7)
We then have
\[ a \text{ measure factor } \tilde{\mu}(\lambda, \eta) \text{ where} \]
\[ \tilde{B}_{ab}(\lambda) := \begin{cases} 1 & \text{if } |x_{ab}| > |y_{ab}| \text{ and } |x_{ab} + y_{ab}|^2 \geq 4|x_{ab}y_{ab}| \\ \frac{(\pi \lambda k_{ab})^{-1/2}}{x_{ab} - y_{ab}} & \text{if } |x_{ab}| \leq |y_{ab}| \text{ or } |x_{ab} + y_{ab}|^2 < 4|x_{ab}y_{ab}| \end{cases} \] (4.8)

- \( \tilde{\mu}(X_a, z_{ab}, \eta_{ba}) := \prod_{a < b} \tilde{\mu}_{ab}(X_{a'}, z_{ab'}, \eta_{ab'}) \) where
\[ \tilde{\mu}_{ab}(X_{a'}, z_{ab'}, \eta_{ab'}) := \begin{cases} 1 & \text{if } |x_{ab}| > |y_{ab}| \text{ and } |x_{ab} + y_{ab}|^2 \geq 4|x_{ab}y_{ab}| \\ \frac{x_{ab}}{x_{ab} - y_{ab}} & \text{if } |x_{ab}| \leq |y_{ab}| \text{ or } |x_{ab} + y_{ab}|^2 < 4|x_{ab}y_{ab}| \end{cases} \] (4.9)

Define
- \( M_X := \text{SL}(2, \mathbb{C})^4 = \{(X_a)\} \), \( M_{\eta_2} := (\mathbb{CP}^1)^{20} = \{(\eta_{ba}, z_{ba})\} \)
- \( M := M_X \times M_{\eta_2} \)
- \( \mathcal{D} := \{p \in M_X \mid X_{ab}(p) \in \text{SU}(2) \text{ for some } a < b\} \), the degenerate sector.
- \( \tilde{M} := (M_X \setminus \mathcal{D}) \times M_{\eta_2} \)
- \( \mathcal{E} := \{p \in \tilde{M} \mid |4x_{ab}y_{ab}| = |x_{ab} + y_{ab}|^2 \text{ or } |x_{ab}| = |y_{ab}| \text{ for some } a < b\} \)
- \( \mathcal{F} := \{p \in \tilde{M} \mid \text{Re} \tilde{S} \text{ diverges to } -\infty \text{ as } p \text{ is approached}\} \)
- \( \mathcal{G} := (\mathcal{D} \times M_{\eta_2}) \cup \mathcal{E} \cup \mathcal{F} \).

We then have
\[ \exp(S(\lambda \kappa_{ab}, \xi_{ab}, \xi_{ba}; X_a, z_{ab}, \eta_{ba})) \sim \tilde{B}(\lambda)\tilde{\mu} \exp(\lambda \tilde{S}) \] (4.10)

throughout \( \tilde{M} \), except in the set of measure zero \( \mathcal{G} \).

In the above definitions (4.7, 4.9), we have extended the quantities \( \tilde{S}, \tilde{B}, \tilde{\mu} \) to the case where \( |x_{ab}| = |y_{ab}| \) for some \( a < b \). This extension is smooth everywhere except where \( |4x_{ab}y_{ab}| = |x_{ab} + y_{ab}|^2 \) for some \( a < b \). More importantly, the real part of \( \tilde{S} \) is, by construction, continuous even at points where \( |x_{ab} + y_{ab}|^2 = |4x_{ab}y_{ab}| \) for some \( a < b \), so that Re \( \tilde{S} \) is continuous throughout \( \tilde{M} \). This latter fact will be used in subsection [IV E].

Let us close with a final remark on the case in which one or more of the spins \( k_{ab} \) are half integer. From (1.6), the only definition above that changes in this case is the definition of the measure factor \( \tilde{\mu}_{ab} \), which becomes
\[ \tilde{\mu}_{ab} = \begin{cases} 1 & \text{if } |x_{ab}| > |y_{ab}| \text{ and } |x_{ab} + y_{ab}|^2 \geq 4|x_{ab}y_{ab}| \\ \frac{x_{ab}}{x_{ab} - y_{ab}} & \text{if } |x_{ab}| \leq |y_{ab}| \text{ or } |x_{ab} + y_{ab}|^2 < 4|x_{ab}y_{ab}| \end{cases} \]

2 Singular points of this type also appear in the original EPRL action [18]; the authors of [18] did not address these points because they trivially have no effect on the asymptotics. We address them due to the need for more detailed analysis in our case. For clarity, note that, in our case, even though by definition \( \mathcal{F} \) contains no points in the degenerate sector, it does seem to contain points in every neighborhood of every point of the degenerate sector; this prompted us to be especially careful about handling these sets in the argument that follows.
As already noted, if the measure factor (4.9) is replaced with the above measure factor, every element of the argument which follows in the rest of this paper will continue to apply, and, in fact, the same answer will be found for the asymptotics of the vertex amplitude. More specifically, the measure factor above shares all of the same properties regarding smoothness which will be needed for the arguments which follow, and both measure factors $\tilde{\mu}_{ab}$ evaluate to the same value at critical points of $S^{(\ast)}$, namely 1. As a consequence it suffices to consider only the case in which all spins $k_{ab}$ are restricted to be integer. We do so from now on.

**B. Set up and separation into two terms**

Let $\mu[X_a, \eta_{ba}, z_{ab}]$ denote the measure factor in equation (5.3), so that the proper vertex amplitude takes the form

$$A_v^{(\ast)}(\lambda) = \int_M \mu e^{S^{(\ast)}}.$$

The stationary phase theorems in [26] — which we will apply later to this integral with $e^{S^{(\ast)}}$ replaced by its asymptotic limit — technically require the measure factor in the integral to have compact support. Here, $\mu$ does not have compact support, due to the non-compactness of $\text{SL}(2, \mathbb{C})$. This is also true in the original analysis of the Lorentzian EPRL asymptotics [18]: The relevant integral is again a non-compact integral over copies of $\text{SL}(2, \mathbb{C})$, yet the theorems of [26] are applied treating it more or less as a technical detail. Indeed, in physics, stationary phase methods are routinely applied to non-compact integrals where the non-compactness is due to an “infinite” direction in the integration domain, as is the case here. We assume we can do the same in the present context. Furthermore, it will be useful to formulate this assumption explicitly due to the additional subtleties of the present case.

To be precise, we introduce a sequence of bump functions $u_I, I \in \mathbb{N}$, such that

1. Each $u_I$ equals 1 in a neighborhood of each critical point of $S^{(\ast)}$
2. Each $u_I$ is smooth and has compact support in $M$
3. For each $p \in M$, $u_I(p)$ is non-decreasing with $I$, and there exists some $N_p$ such that $u_I(p) = 1$ for all $I > N_p$.

Such a sequence of bump functions has nested supports, with each $u_I$ equal to 1 in a region larger than that in which $u_{I-1}$ is equal to 1, until, as $I \to \infty$, $u_I = 1$ on the entire manifold $M$. The proper vertex can then be expressed as

$$A_v^{(\ast)}(\lambda) = \lim_{I \to \infty} A_I^{(\ast)}(\lambda), \quad \text{where} \quad A_I^{(\ast)}(\lambda) := \int_M u_I \mu e^{S^{(\ast)}}.$$

In the rest of this subsection and the next, we study the asymptotics of the integral $A_I^{(\ast)}(\lambda)$ for a given $I$. We will prove that, for every $I$, $A_I^{(\ast)}(\lambda)$ has the asymptotics derived in theorem 3. The
key assumption is then the following: We assume that, in the case of $A_1^{(+)}$, the asymptotic limit $\lambda \to \infty$ commutes with the limit $I \to \infty$. This is our precise formulation of the assumption that the non-compactness of $\text{SL}(2, \mathbb{C})$ does not interfere with the application of the stationary phase methods. From this assumption it will then follow that The asymptotics of $A_\nu^{(+)}$ are those derived in theorem 3.

For the rest of this subsection and the next, let $I$ be arbitrary and fixed. We have the following lemma.

**Lemma 3.** The set of critical points of $S^{(+)}$ is separated from $\mathcal{S} \equiv (D \times M_{\eta z}) \cup \mathcal{F} \cup \mathcal{E}$.

**Proof.** Denote the set of critical points of $S^{(+)}$ by Crit($S^{(+)}$). That there are no critical points of $S^{(+)}$ in the degenerate sector or in $\mathcal{F}$ is immediate, as $S^{(+)}$ is not even defined there. To see that there are no critical points in $\mathcal{E}$, note that the critical point equations of $S^{(+)}$ derived in section III imply that $|x_{ab}| = 1$ and $y_{ab} = 0$ for all $a < b$, so that neither $|4x_{ab}y_{ab}| = |x_{ab} + y_{ab}|^2$ nor $|x_{ab}| = |y_{ab}|$ is satisfied for any $a < b$, so that $\mathcal{E}$ is excluded. Furthermore, since $\mathcal{S}$ and Crit($S^{(+)}$) are closed sets in $\tilde{M}$, not only is Crit($S^{(+)}$) disjoint from $\mathcal{S}$, it is separated from $\mathcal{S}$ in $\tilde{M}$. ■

This fact makes it possible to separate the integral into two terms: One which includes all critical points of $S^{(+)}$ and can be shown to yield the asymptotics given in section III, and another which covers $\mathcal{S}$ and which can be shown to be sub-dominant.

We accomplish the separation into two terms using a partition of unity which we construct with some explicitness for technical reasons relevant in subsection IV E. For this purpose, we introduce the following.

Let $\varphi : \mathbb{R} \to \mathbb{R}$ be an arbitrary but fixed smooth function such that

1. $\varphi(x) = 1$ for $x > 3/4$, and
2. $\varphi(x) = 0$ for $x < 1/4$.

From these properties and smoothness follows furthermore that all order derivatives of $\varphi(x)$ are uniformly bounded.

Because they are disjoint and closed in $\tilde{M}$, Crit($S^{(+)}$) and $D \times M_{\eta z}$ are separated in $\tilde{M}$. It follows that there exists a smooth function $\varphi_D : \tilde{M} \to [0, 1]$ such that $\varphi_D = 1$ in an open neighborhood of Crit($S^{(+)}$) and $\varphi_D = 0$ in an open neighborhood of $\mathcal{D}$. We then define $\rho_1, \rho_2 : \tilde{M} \to [0, 1]$ by

$$\rho_1 := \varphi_D \cdot \varphi(\text{Re } \hat{S} + 1) \cdot \prod_{a < b} \varphi (2 - 8|y_{ab}|) \varphi (|x_{ab} - |y_{ab}|) \varphi (|x_{ab} + y_{ab}|^4 - |4x_{ab}y_{ab}|^2)$$

$$\rho_2 := (1 - \rho_1)$$

These two functions have the following properties:

1. They form a partition of unity over $\tilde{M}$.
2. They are smooth throughout $M$. To see this, recall that $\text{Re} \tilde{S}$ is smooth everywhere except where it diverges to minus infinity or where $|x_{ab} + y_{ab}|^2 = 4x_{ab}y_{ab}$, and $x_{ab}$ and $y_{ab}$ are smooth everywhere except in the degenerate sector. In a neighborhood of any point where any of these are not smooth, $\rho_1 = 0$, so that $\rho_1$ is smooth throughout $M$. Hence $\rho_2$ is also smooth throughout $M$.

3. $\rho_1 = 1$ in an open neighborhood of each critical point of $S^{(+)}$, the support of $\rho_1$ excludes an open neighborhood of $\mathcal{G}$, and, within the support of $\rho_1$, $|y_{ab}| \leq 7/32 < 1/4.3$

4. Within the support of $\rho_1$, $|x_{ab}| > |y_{ab}|$ and $|x_{ab} + y_{ab}|^2 > 4x_{ab}y_{ab}$, so that $\tilde{B} (\lambda) \equiv 1, \tilde{\mu} \equiv 1$, and $\tilde{S}_{ab}^\Pi \equiv 2k_{ab} \log (x_{ab} + y_{ab})$ throughout this region.

5. The support of $\rho_2$ excludes an open neighborhood of each critical point of $S^{(+)}$.

We then have

$$A_{1}^{(+)} (\lambda) = \int \rho_1 u_{I} \mu e^{S^{(+)} (\lambda)} + \int \rho_2 u_{I} \mu e^{S^{(+)} (\lambda)}. \quad (4.11)$$

In section [IVD] we will prove that, for the first term in this expression, the asymptotic limit commutes with the integral, allowing the standard stationary phase theorem [26] to be used. We will see that this yields the asymptotics given in the previous section of the paper, section III.

In section [IV.E] we make the assumption that, for the second term, the asymptotic limit again commutes with the integral, and show that this term falls off faster than the first term. For both of these sections, it will be useful to introduce the notation $o(f(\lambda))$, which denotes some function $g(\lambda)$ such that $\lim_{\lambda \to \infty} g(\lambda)/f(\lambda) = 0$.

**C. Equivalence of critical points of $S^{(+)}$ and $\tilde{S}$**

For analyzing each of the two terms in $(4.11)$, it will be important that the critical points of $S^{(+)}$ and $\tilde{S}$ are the same. This is established by the following lemma.

**Lemma 4.** The critical points of $S^{(+)}$ are the same as the critical points of $\tilde{S}$.

**Proof.**

We begin by noting that, since $S^{\Pi}$ and $\tilde{S}^{\Pi}$ are both independent of $z$, for any variation $\delta_z$ with respect to the $z_{ab}$ variables, one has

$$\delta_z S^{(+)} = \delta_z \tilde{S}. \quad (4.12)$$

With this we proceed to prove that every critical point of $\tilde{S}$ is a critical point of $S^{(+)}$ and vice versa.

---

3 so that $|y_{ab}|$ is uniformly bounded below and away from $1/4$, which will be used later on.
Suppose \( p = (X_a, z_{ab}, \eta_{ba}) \) is a critical point of \( \tilde{S} \). It follows that 0 = Re \( \tilde{S} \) = Re \( S^{EPRL} \) + Re \( S^H \). Since both terms on the right hand side are non-positive, it follows that Re \( S^{EPRL} \) = 0. Additionally, (4.12) implies \( \delta_z S^{EPRL} = 0 \) for any variation \( \delta_z \). As shown in section III B 1 these two conditions imply that equation (3.13) holds, so that \( n_{jba} = \mp n_{ba}[X] \) whence \([\eta_{ba}] = [\nu_{ba}[X]] \) or \([\eta_{ba}] = [J\nu_{ba}] \), so that either \( y_{ab} = 0 \) or \( x_{ab} = 0 \). From equation (4.7), as \( x_{ab} \to 0 \), Re \( \tilde{S} \to -\infty \), which cannot be the case at \( p \), as we have assumed \( p \) a critical point of \( \tilde{S} \). Thus \( y_{ab} = 0 \) for each \( a < b \). From (4.7) this implies \( \delta_{ab}^H = 2k_{ab}\log(x_{ab}) \) whence the maximality of \( \tilde{S}_{ab}^H \) implies \( x_{ab} = 1 \), which implies \([\eta_{ba}] = [\xi_{ba}] \) for all \( a < b \). But then all of the critical point equations of \( S(+) \) derived in section III are satisfied, so that \( p \) is also a critical point of \( \tilde{S}(+) \).

Suppose conversely that \( p = (X_a, z_{ab}, \eta_{ba}) \) is a critical point of \( S(+) \). Then, from section III B 2

\[
[\xi_{ba}] = [\eta_{ba}] = [\nu_{ba}[X]],
\]

so that \( x_{ab} = 1 \) and \( y_{ab} = 0 \) for all \( a < b \). (4.13) Thus, in a neighborhood of \( p \), for each \( a < b \),

\[
\tilde{S}_{ab}^H = 2k_{ab}\log(x_{ab} + y_{ab}) = 2k_{ab}\log((\nu_{ba}, \xi_{ba})).
\] (4.14)

This allows one to prove the following equations:

\[
\text{Re } \tilde{S}_{ab}^H \neq \text{Re } S_{ab}^H \neq 0
\] (4.15)

\[
\delta_X \tilde{S}_{ab}^H \neq \delta_X S_{ab}^H \neq 0
\] (4.16)

\[
\delta_{\eta} \tilde{S}_{ab}^H \neq \delta_{\eta} S_{ab}^H
\] (4.17)

where \( \neq \) denotes equality at \( p \), and where \( \delta_X \) and \( \delta_{\eta} \) are any variations with respect to the \( X_a \) and \( \eta_{ba} \) variables, respectively. The first follows by plugging equations (4.13) into both sides. The second follows because \( \tilde{S}^H \) in (4.13) is independent of \( X \), together with equation (3.13). The third follows from the calculation of \( \delta_{\eta} S_{ab}^H \) carried out in section III B 2 together with explicit calculation of \( \delta_{\eta} \tilde{S}_{ab}^H \) from (4.14), and evaluating on (4.13). Lastly, from (4.12), \( \delta_z \tilde{S}^H \neq \delta_z S^H \). These four equations imply

\[
\text{Re } \tilde{S} \neq \text{Re } S \neq 0, \quad \delta_z \tilde{S} \neq \delta_z S(+) \neq 0, \quad \delta_X \tilde{S} \neq \delta_X S(+) \neq 0, \quad \delta_{\eta} \tilde{S} \neq \delta_{\eta} S(+) \neq 0,
\]

so that \( p \) is also a critical point of \( \tilde{S} \).

\[\text{D. Evaluation of the first term}\]

**Lemma 5.** Given any two sequences of complex numbers \( a_i \) and \( \tilde{a}_i \), \( i = 1, \ldots n \), we have

\[
\prod_{i=1}^{n} a_i - \prod_{i=1}^{n} \tilde{a}_i = \sum_{i=1}^{n} \left( \prod_{j=1}^{i-1} a_j \right) \left( \prod_{k=i+1}^{n} \tilde{a}_k \right) (a_i - \tilde{a}_i).
\] (4.18)

where, when the upper limit of the product symbol is less than the lower limit, the product is understood to be 1.
Proof.

We proceed by induction in \(n\). It is immediate that the result holds for \(n = 1\). Suppose it holds for \(n = N - 1\). Then

\[
\prod_{i=1}^{N} a_i - \prod_{i=1}^{N} \tilde{a}_i = \left(\prod_{i=1}^{N-1} a_i\right) \left(a_N - \tilde{a}_N\right) + \tilde{a}_N \left(\prod_{i=1}^{N-1} a_i - \prod_{i=1}^{N-1} \tilde{a}_i\right).
\]

Substituting in (4.18) for \(n = N - 1\) into the second term, one then easily obtains the result for \(n = N\), proving the inductive step.

\[\text{Theorem 4.} \quad \text{For the first term in (4.11), the asymptotic limit of the integral and the integral of the asymptotic limit differ by a rapidly decreasing function:}
\]

\[
\int \rho_1 u_1 e^{\mathcal{S}(\cdot)} = \int \rho_1 u_1 e^\lambda + o(\lambda^{-N}) \quad \text{for all } N.
\]

\[\text{Proof.}\]

Within the support of \(\rho_1\), for each \(a < b\),

\[
e^{\lambda \mathcal{S}_{ab}} = (x_{ab} + y_{ab})^{2\lambda k_{ab}}
\]

so that

\[
e^{\lambda \tilde{\mathcal{S}}_{ab}} - e^{\mathcal{S}_{ab}} = (x_{ab} + y_{ab})^{2\lambda k_{ab}} - \sum_{m > 0} \frac{2\lambda k_{ab}}{\lambda k_{ab} - m} y_{ab}^{\lambda k_{ab} - m} x_{ab}^{\lambda k_{ab} + m}.
\]

Let us first consider the case where \(\lambda k_{ab}\) is an integer. The above then becomes

\[
e^{\lambda \tilde{\mathcal{S}}_{ab}} - e^{\mathcal{S}_{ab}} = (x_{ab} + y_{ab})^{2\lambda k_{ab}} - \sum_{i=0}^{\lambda k_{ab} - 1} \binom{2\lambda k_{ab}}{i} y_{ab}^i x_{ab}^{2\lambda k_{ab} - i} = \sum_{i=0}^{\lambda k_{ab}} \binom{2\lambda k_{ab}}{i} y_{ab}^i x_{ab}^{2\lambda k_{ab} - i}.
\]

Thus,

\[
\left|e^{\lambda \tilde{\mathcal{S}}_{ab}} - e^{\mathcal{S}_{ab}}\right| \leq \sum_{i=\lambda k_{ab}}^{2\lambda k_{ab}} \binom{2\lambda k_{ab}}{i} |y_{ab}|^i \leq \sum_{i=\lambda k_{ab}}^{2\lambda k_{ab}} \binom{2\lambda k_{ab}}{i} \lambda k_{ab} \sum_{i=0}^{\lambda k_{ab}} |y_{ab}|^i = \frac{2\lambda k_{ab}}{\lambda k_{ab}} \sum_{i=0}^{\lambda k_{ab}} |y_{ab}|^i.
\]

\[
e^{\lambda \tilde{\mathcal{S}}_{ab}} - e^{\mathcal{S}_{ab}} = \frac{2\lambda k_{ab}}{\lambda k_{ab}} \sum_{i=0}^{\lambda k_{ab}} |y_{ab}|^i \leq \frac{32}{25} \frac{2\lambda k_{ab}}{\lambda k_{ab}} |y_{ab}|^{\lambda k_{ab}} \lambda k_{ab} \sum_{i=0}^{\lambda k_{ab}} |y_{ab}|^i \leq \frac{7}{32} \frac{2\lambda k_{ab}}{\lambda k_{ab}} \left(\frac{1}{\lambda k_{ab}}\right)^{\lambda k_{ab}}
\]

where \(|x_{ab}| \leq 1\) and \(\binom{2\lambda k_{ab}}{i} \leq \binom{2\lambda k_{ab}}{\lambda k_{ab}}\) were used in the first and second steps, and the fact that \(|y_{ab}| \leq 7/32\) within the support of \(\rho_1\) was used in the last two steps. Let \(\tilde{C} > 1\) be arbitrarily chosen. From Stirling’s estimate, there exists \(\lambda_0\) such that \(\lambda > \lambda_0\) implies

\[
\frac{2\lambda k_{ab}}{\lambda k_{ab}} < \tilde{C} \frac{2\lambda k_{ab}}{\sqrt{\pi \lambda k_{ab}}}.
\]

Thus becomes

\[
\left|e^{\lambda \tilde{\mathcal{S}}_{ab}} - e^{\mathcal{S}_{ab}}\right| < \tilde{C} \frac{2\lambda k_{ab}}{\sqrt{\pi \lambda k_{ab}}}.
\]

(4.21)
for \( C = (32/25)\tilde{C} \). The case of \( \lambda k_{ab} \) half integer can be handled through similar means, yielding exactly the same bound (4.21) for all \( \lambda > \lambda'_o \) for some \( \lambda'_o \) independent of the integration variables. Thus,

\[
\left| \int \rho_1 u_I \mu e^{S_{(+)}(\lambda)} - \int \rho_1 u_I \mu e^{\tilde{S}(\lambda)} \right| \leq \int \rho_1 u_I |\mu| \left| \prod_{a<b} e^{S^H_{ab}} - \prod_{a<b} e^{\lambda \tilde{S}^H_{ab}} \right| \leq \sum_{a<b} \int \rho_1 u_I |\mu| \left| e^{S^H_{ab}} - e^{\lambda \tilde{S}^H_{ab}} \right| \leq \left( C \sum_{a<b} \int \rho_1 u_I |\mu| \right) \frac{(28/32)^{\lambda k_{ab}}}{\sqrt{\pi \lambda k_{ab}}}
\]

for all \( \lambda > \max\{\lambda_o, \lambda'_o\} \) and where lemma 5 together with \( |e^{S^H_{ab}}| \leq 1 \) and \( |e^{\lambda \tilde{S}^H_{ab}}| \leq 1 \) was used in the penultimate step. Since the right hand side is rapidly decreasing, the result follows.

\[ \blacksquare \]

**Corollary 1.** The first term in equation (4.11) is asymptotic to precisely the asymptotics of the proper vertex amplitude given in section III C.

**Proof.**

This follows by applying the extended stationary phase theorem [26] to the right hand side of (4.19), and using lemma 4 together with the fact that the Hessian of matrix of \( S_{(+)} \) is equal to \( \lambda \) times the Hessian matrix of \( \tilde{S} \) at critical points, a fact shown in [27].

\[ \blacksquare \]

**E. Suppression of the second term**

1. **Partition of unity**

We define \( \varphi_{F,\lambda}: \tilde{M} \to [0,1] \) by

\[ \varphi_{F,\lambda} := \varphi \left( \frac{1}{\lambda} \text{Re} S^H + 1 \right), \]

so that \( \varphi_{F,\lambda} = 1 \) in a neighborhood of the maximal points of \( \text{Re} S^H \) and \( \varphi_{F,\lambda} = 0 \) in a neighborhood of each point where \( \text{Re} S^H \) approaches minus infinity. More specifically, if \( \varphi_{F,\lambda} \neq 1 \), then \( \text{Re} S^H < -\frac{1}{4} \lambda \), and if \( \varphi_{F,\lambda} \neq 0 \), then \( \text{Re} S^H > -\frac{3}{4} \lambda \). Furthermore, because \( \varphi_{F,\lambda} = 0 \) where \( \text{Re} S^H \) is non-smooth, \( \varphi_{F,\lambda} \) is smooth throughout \( \tilde{M} \). The integral in the second term of (4.11) becomes

\[ \int \rho_2 u_I \mu e^{S_{(+)}(\lambda)} = \int (1 - \varphi_{F,\lambda}) \rho_2 u_I \mu e^{S_{(+)}(\lambda)} + \int \varphi_{F,\lambda} \rho_2 u_I \mu e^{S_{(+)}(\lambda)}. \]  

\[ \text{Note that in this integral, the integration over the degenerate sector has been dropped. This doesn’t matter because it is a set of measure zero. Strictly speaking, in fact, the degenerate sector was never included in the integration because } S_{(+)} \text{ is not defined there.} \]
2. Suppression

We next address the two terms in (4.22) in turn, showing that they are sub-dominant.

The $(1 - \varphi_{F,\lambda})$ term: In this region $\Re S^\Pi < -\frac{1}{4}\lambda$. Defining $\mu' := (1 - \varphi_{F,\lambda}) \rho_2 u_1 \mu$ and noting that $\mu'$ is bounded by construction (denote the bound by $M$), we can write:

$$\left| \int (1 - \varphi_{F,\lambda}) \rho_2 u_1 \mu e^{S^\Pi(\lambda)} \right| \leq \int |\mu'| e^{\Re S^\Pi} \leq \int M e^{-\frac{1}{4}\lambda} \leq A e^{-\frac{1}{4}\lambda}$$

for some positive constants $M$ and $A$, where in the last step we used the compactness of the integration domain (here $A$ is a positive constant). Therefore, we conclude that this term is $o(\lambda^{-N})$ for all $N$.

The $\varphi_{F,\lambda}$ term: In the following, we assume that this term is similar to the term evaluated in [VD] in that the asymptotic limit of the integrand of this term in (4.22) commutes with its integral. That is, we assume

$$\int \varphi_{F,\lambda} \rho_2 u_1 \mu e^{S^\Pi(\lambda)} \sim \int \tilde{B}(\lambda) \varphi_{F,\lambda} \rho_2 u_1 \mu e^{\lambda S^\Pi}.$$

$B(\lambda)$ is constant in $2^10$ different regions $\mathcal{R}_j$ of $\tilde{M}$. Expressing the right hand side above as a sum over those regions, the above becomes

$$\int \varphi_{F,\lambda} \rho_2 u_1 \mu e^{S^\Pi(\lambda)} \sim C \sum_{j=1}^{2^10} A^{-n_j/2} \int_{\mathcal{R}_j} \varphi_{F,\lambda} \rho_2 u_1 \mu e^{\lambda S^\Pi}$$

where $C$ and $n_j \geq 0$ are constants independent of $\lambda$. Referring to (4.7) we note

$$\Re \tilde{S}_\Pi := \begin{cases} 2k_{ab} \log |x_{ab} + y_{ab}| & \text{if } |x_{ab}| > |y_{ab}| \text{ and } |x_{ab} + y_{ab}|^2 \geq |4x_{ab}y_{ab}| \\ k_{ab} \log |4x_{ab}y_{ab}| & \text{if } |x_{ab}| \leq |y_{ab}| \text{ or } |x_{ab} + y_{ab}|^2 < |4x_{ab}y_{ab}| \end{cases}$$

We now show that $\Re \tilde{S}_{ab}$ is bounded within the support of $\varphi_{F,\lambda}$, which is needed in our application of stationary phase in what follows. Suppose $\Re \tilde{S}_{ab}^\Pi \rightarrow \infty$ at some point.

- If $\Re \tilde{S}_{ab}^\Pi = 2k_{ab} \log |x_{ab} + y_{ab}|$, this implies that $|x_{ab} + y_{ab}| \rightarrow 0$, which together with $|x_{ab} + y_{ab}|^2 \geq |4x_{ab}y_{ab}|$ in turn implies that $x_{ab} \rightarrow 0$.
- If $\Re \tilde{S}_{ab}^\Pi = k_{ab} \log |4x_{ab}y_{ab}|$, then we have $|4x_{ab}y_{ab}| \rightarrow 0$ meaning that either $x_{ab} \rightarrow 0$ or $y_{ab} \rightarrow 0$ (or both). However, it is not possible for $y_{ab} \rightarrow 0$ while $x_{ab}$ stays finite because this form of $\Re \tilde{S}_{ab}^\Pi$ only holds when either $|x_{ab}| \leq |y_{ab}|$ or $|x_{ab} + y_{ab}|^2 < |4x_{ab}y_{ab}|$. In both cases, $y_{ab}$ approaching zero implies that $x_{ab} \rightarrow 0$, so that $x_{ab} \rightarrow 0$.

We therefore see that $\Re \tilde{S}_{ab}^\Pi \rightarrow -\infty$ implies $x_{ab} \rightarrow 0$, which by (4.2) implies that $\Re S_{ab}^\Pi \rightarrow -\infty \forall \lambda$. By contraposition it follows that if $\exists \lambda$ such that $\Re S_{ab}^\Pi$ has an infimum in a given region, then $\Re \tilde{S}_{ab}^\Pi$ has an infimum in that same region. In fact, in the support of $\varphi_{F,\lambda}$, $\Re S^\Pi > -\frac{3}{4}\lambda$, so that by the above argument $\Re \tilde{S}^\Pi$ has an infimum and hence is bounded.
At each point in the degenerate sector, one or more of the normals $n_{ab}[X]$, and hence $\tilde{S}^H$, is ill-defined with no continuous extension. However, not all of the critical point equations of $\tilde{S}$ depend on $\tilde{S}^H$: In particular $\text{Re}\tilde{S}^{\text{EPRL}}$ and $\delta_z\tilde{S} = 0$ do not depend on $\tilde{S}^H$ and hence are independent of the normals $n_{ab}[X]$ and so are well-defined and continuous throughout $M$, including at the degenerate sector. These critical point equations then select a submanifold of $M$, which we hereafter refer to as a critical surface. The rest of the critical point equations do depend on $n_{ab}[X]$ and so are well-defined at a given point of the degenerate sector only when approached from a fixed direction. As a consequence, these remaining critical point equations select a space of directions of approach to each point in the degenerate sector, which we hereafter refer to as the space of critical directions at each such point. As shown in the appendix B the asymptotic behavior of the critical point contributions in this case is affected by the interplay between the restriction on the set of directions of approach and the dimension of the critical surface.

To apply the result in B we begin by evaluating the dimension of the critical surface in the degenerate sector. The maximality condition $\text{Re}\tilde{S}^{\text{EPRL}} = 0$ and the condition of $\delta_zS = 0$ yield three equations:

\begin{align*}
\xi_{ab} &\equiv X_a^{-1}z_{ab}, \\
J_{\bar{ba}} &\equiv X_b^{-1}z_{ab}, \\
\text{and} \quad (X_a^\dagger)^{-1}\xi_{ab} &\equiv (X_b^\dagger)^{-1}J_{\bar{ba}}
\end{align*}

(4.26)

As a first step, we consider the critical surface $N_0$ in $M$ defined by these three equations. The dimension of this critical surface will be denoted by $n_0$. The dimension of $M$ is $6 \times 4 + 2 \times 10 + 2 \times 10 = 64$. For each of the 10 pairs $a, b$ with $a < b$, (4.26) and (4.27) yield 6 real constraints, unless $X_{ab} \in SU(2)$, in which case the last two constraints (4.27) are redundant, leaving only 4 constraints. Because of this, the critical surface naturally divides into branches in which certain of the $X_{ab}$ are in $SU(2)$ or not, and the counting will be different for each of these branches. We consider one such branch at a time. Note that when $X_{ab} \in SU(2)$ the two tetrahedra $a$ and $b$ are in the same frame. Because of this, each branch of the critical surface $N_0$ can be labeled by a partition of the set of the tetrahedra $\{0, 1, 2, 3, 4\}$. The order of each set in the partition corresponds to the number of tetrahedra in the same frame. The partitions, represented by the order of their elements, are given in the table below (singleton sets are omitted).

When $N$ tetrahedra are in the same frame we have a reduction in dimension of $3(N - 1)$ from the fact that corresponding $X_{ab}$’s are in $SU(2)$. At the same time, compared to the non-degenerate case, $2^N (N) \choose 2^N \choose 9$ (where $\binom{n}{k}$ is a binomial coefficient) restrictions are removed because the above two equations are equivalent. Therefore, the total dimension of $N_0$ in a branch defined by a given partition is $64 - 60 + 2\sum_i (N_i^2) - 3\sum_i (N_i - 1)$, where sums are performed over elements of the partition, and $N_i$ is the order of the corresponding element.
| Partition | Dimension |
|-----------|-----------|
| 2         | 3         |
| 3         | 4         |
| 4         | 7         |
| 5         | 12        |
| (2,2)     | 2         |
| (2,3)     | 3         |

From this table it follows that the dimension $n_0$ of the critical surface associated with the equations (4.26) and (4.27) falls between 2 and 12.

Now we use another critical point condition, namely the maximality of $\text{Re} \tilde{S}^\Pi$. Recalling that

$$\tilde{S}^\Pi = \sum_{a \neq b} \tilde{S}^\Pi_{ab}$$

we have two possibilities for each of the 10 pairs $(ab)$:

1. $$\tilde{S}^\Pi_{ab} = 2k_{ab} \log(x_{ab} + y_{ab}) = 2k_{ab} \log(\langle \hat{\eta}_{ba}, \xi_{ba} \rangle).$$

Maximality then implies that $\hat{\eta}_{ba} = \xi_{ba}$, which reduces the dimensionality of the critical surface by 2.

2. $$\tilde{S}^\Pi_{ab} = k_{ab} \log(4x_{ab}y_{ab}).$$

From appendix A, maximality then implies: $|\langle \hat{\eta}_{ba}, \nu_{ba} \rangle| = |\langle \nu_{ba}, \xi_{ba} \rangle| = \frac{1}{\sqrt{2}}$. Note that $\hat{\eta}_{ba} \neq \xi_{ba}$ for this form of $\tilde{S}^\Pi_{ab}$. It follows that in this case the dimension of the space of critical directions is reduced by 2.

Let $q_1$ be the number of terms in (4.28) of the form (4.29) and $q_2$ be the number of terms of the form (4.30), so that $q_1 + q_2 = 10$. If $q_1 = 10$, then there are no critical points in the degenerate sector and the asymptotics are exponentially suppressed. To see that there are no critical points in this case, note that maximality in this case implies $[\eta_{ba}] = [\xi_{ba}]$, which together with (3.8), (3.10), and the closure of $(k_{ab}, \xi_{ab}, \xi_{ba})$ imply that $(X_a, z_{ab}, \xi_{ab}, \xi_{ba})$ satisfy the same critical point equations as in [18]. But by assumption the boundary data $(k_{ab}, \xi_{ab}, \xi_{ba})$ is compatible with a non-degenerate Lorentzian 4-simplex, so that the only critical points are those with $(X_a)$ non-degenerate [18], which are explicitly excluded from the support of $\varphi_{F,\lambda}$.
If not all terms in (4.28) have the form (4.29) (i.e. $q_1 < 10$), the dimension $n$ of the critical surface is bounded from above by $n_0 - 2q_1$ if $2q_1 < n_0$ and 0 otherwise. The reduction $s$ in the number of critical directions is determined by the number of terms of the form (4.30) as $s = 2q_2$. Hence we derive that for $q_1 < 10$:

$$s - n \geq \begin{cases} 20 - n_0 & \text{when } n_0 > 2q_1 \\ 2q_2 & \text{otherwise} \end{cases}$$

This shows that $s - n > 0$, and applying the theorem in the appendix B we can conclude that the contributions from the critical surface in the degenerate sector will be sub-dominant by a factor of $\lambda^{-s-n}$ in the asymptotics. Additional critical point equations will further reduce the number of critical directions (increasing $s$) or the dimension of the critical surface (decreasing $n$), thus making this term even more sub-dominant. Lastly, the extra $\lambda^{-n.j/2}$ factor present in each term of (4.21) makes the sub-dominance even stronger.

V. CONCLUSION

In this paper, we have studied the asymptotics of the Lorentzian proper vertex amplitude introduced in [20], in the semi-classical limit of large spins. Since the path integral expression for the amplitude contains a new projector action term which is only asymptotically linear in spins and possesses new discontinuities, its asymptotic analysis presented a technical challenge. New techniques were developed to generalize stationary phase methods for the path integral in question. In order to apply these techniques, we deduced the asymptotic form of the action. Critical points were found and their contributions were evaluated. Partitions of unity were introduced in order to handle separately contributions from regions of the integration manifold containing discontinuities. In particular, the degenerate sector where at least one $X_{ab}$ is in $SU(2)$ was considered separately.

We have shown that the Lorentzian proper vertex amplitude has the correct semi-classical limit for non-degenerate boundary data, so that the single Feynman term corresponding to the Einstein-Hilbert sector is isolated. Thus it avoids the mixing of different Plebanski sectors and the extra term present in the asymptotics of the EPRL amplitude is eliminated in this case. Furthermore, the coefficient of the one remaining term is the same as the coefficient of the corresponding term in the EPRL asymptotics, as is shown in the companion work [27], a work which also calculates the graviton propagator from the present vertex.

Let us close with a final remark. Many complications in the above analysis can be avoided by choosing a stronger version of the projector. Specifically, if one replaces (2.6) by

$$
\Pi_{ba}(\{X_{a'b'}\}) := \Pi((k_{ab}-1)||v_{ba}[\{X_{a'b'}\}]||,\infty) \left( v_{ba}[\{X_{a'b'}\}] \right), \hat{L}^i \\
= \Pi((k_{ab}-1),\infty) \left( \frac{v_{ba}[\{X_{a'b'}\}]}{||v_{ba}[\{X_{a'b'}\}]||} \right), \hat{L}^i
$$

...
where $v_{ba}\{X_{a'b'}\} := \beta_{ba}\{\hat{X}_{a'b'}\} \text{tr}(\sigma_i X_{ba} X_{ba}^\dagger)$ then $S_{ba}^{\Pi}$ reduces to $2k_{ab} \log x_{ab}$. Thus, the modified action scales linearly in $k_{ab}$ and one does not need to consider two asymptotic forms as in (4.7). However, such a strong modification is physically questionable as it inserts by hand a classical equation of motion — namely $v_{ba}\{X_{a'b'}\} \propto n_{\xi_{ba}}$ — into the quantum theory, and thus may kill physical quantum fluctuations.
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**Appendix A: Consequence of maximality of one of the asymptotic projector actions**

In this appendix, we note an interesting implication of the maximality condition $\text{Re} \tilde{S}_{ab}^{\Pi} = 0$ in the case when $\text{Re} \tilde{S}_{ab}^{\Pi} = k_{ab} \log |4x_{ab}y_{ab}|$. This implication is used in section IV E of the main text. From $\text{Re} \tilde{S}_{ab}^{\Pi} = 0$ it follows that $|4x_{ab}y_{ab}| = 1$. Using the definitions of $x_{ab}, y_{ab}$ this becomes:

$$4|\langle \tilde{\eta}_{ba}, \nu_{ba} \rangle \langle \nu_{ba}, \xi_{ba} \rangle |\langle \tilde{\eta}_{ba}, J\nu_{ba} \rangle \langle J\nu_{ba}, \xi_{ba} \rangle| = 1.$$  

Since $\tilde{\eta}_{ba}$ is normalized, it implies that

$$|\langle \tilde{\eta}_{ba}, J\nu_{ba} \rangle| = \sqrt{1 - |\langle \tilde{\eta}_{ba}, \nu_{ba} \rangle|^2}$$

and similarly for $|\langle J\nu_{ba}, \xi_{ba} \rangle|$. Therefore, we have

$$4|\langle \tilde{\eta}_{ba}, \nu_{ba} \rangle \langle \nu_{ba}, \xi_{ba} \rangle|\sqrt{1 - |\langle \tilde{\eta}_{ba}, \nu_{ba} \rangle|^2}\sqrt{1 - |\langle \nu_{ba}, \xi_{ba} \rangle|^2} = 1.$$  

Define a function $f(a) := a\sqrt{1 - a^2}$ for $a \in \mathbb{R}^{+0}$. Then the previous equation becomes

$$4f(|\langle \tilde{\eta}_{ba}, \nu_{ba} \rangle|) f(|\langle \nu_{ba}, \xi_{ba} \rangle|) = 1.$$  

Noting that the maximum of $f(a)$ is $\frac{1}{2}$ and it is attained only when $a = \frac{1}{\sqrt{2}}$, we conclude that the above equation implies that

$$|\langle \tilde{\eta}_{ba}, \nu_{ba} \rangle| = |\langle \nu_{ba}, \xi_{ba} \rangle| = \frac{1}{\sqrt{2}}.$$ (A1)
Appendix B: Stationary phase contributions from critical surfaces and critical directions

In this appendix, we extend the usual stationary phase argument in two ways (1.) to the case of a submanifold of stationary points, and (2.) to the case where the critical point equations are satisfied only when approached from certain directions. The latter is of course only possible when the action in the integral is not smooth at the point or points in question.

Consider an $m$-dimensional compact manifold $M$, and an $n$-dimensional submanifold $N$. Fix a vector space $V_p < T_p M$ at each point of $p$ of $N$ such that $T_p N \nsubseteq V_p$ (so that $V_p$ contains at least one direction transverse to $N$). Assume the dimension of $V_p$ is independent of $p$ and denote this dimension by $m - s$, so that $n < m - s$, which implies

$$s < m - n.$$  \hspace{1cm} (B1)

We now consider an integral

$$I(\lambda) := \int_M e^{\lambda S} d\mu$$  \hspace{1cm} (B2)

with action $S : M \rightarrow \mathbb{C}$ and measure $d\mu$. Let us assume that $\nabla S$ and $\text{Re} S$ both vanish at each point $p$ of $N$ when approached from any direction within $V_p$. We refer to $N$ as a ‘critical surface’ and $V_p$ as a space of ‘critical directions.’

The question the present appendix answers is: In the asymptotic limit of large $\lambda$, what does the presence of this critical surface with the given critical directions contribute to the integral $I(\lambda)$, and is this contribution dominant or subdominant as compared to what would be contributed by an isolated bulk critical point.

In answering this question, we make a few assumptions. First, in order to focus on the contribution from the critical surface $N$, we assume there are no critical points or critical directions of $S$ other than those just describe. We furthermore make the usual assumptions used in stationary phase theorems [26], appropriately adapted to include the case of a critical surface with critical directions. Namely, that

1. Both $\mu$ and $S$ are smooth in $M \setminus N$ and are bounded in $M$.
2. Along any direction of approach to any point of $N$, $\mu$ has continuous first order derivative, and $S$ has continuous third order derivative,
3. $\text{Re} S$ is everywhere non-positive,
4. In the limit as one approaches any point of $N$ from any transverse direction, the kernel of the real part of the Hessian of $S$ is exactly equal to the tangent space of $N$.

By breaking up the integral \textbf{(B2)} with partitions of unity in the usual way, we may reduce the integral to smaller integrals for which global coordinate charts exist. For this reason, we may
without loss of generality assume that a global coordinate chart exists. We choose this chart 
\((x_0, \ldots, x_{m-1})\) to be adapted to \(\mathcal{N}\) and the vector spaces \(V_p\) in the sense that

1. \(\mathcal{N}\) is the \(n\)-dimensional submanifold defined by the equations \(x_0 = x_1 = \cdots = x_{m-n-1} = 0\), so 
that the tangent space to \(\mathcal{N}\) at each point is spanned by \(\frac{\partial}{\partial x_m}, \ldots, \frac{\partial}{\partial x_{m-1}}\).

2. At each point \(p \in \mathcal{N}\), \(V_p\) is spanned by \(\frac{\partial}{\partial x_n}, \ldots, \frac{\partial}{\partial x_{m-1}}\).

Define \(\mu\) by \(d\mu = \mu d^n x\). The integral (B2) then becomes
\[
I(\lambda) := \int e^{\lambda S} \mu d^m x. \tag{B3}
\]

Next, we introduce generalized spherical coordinates for \(x_0, \ldots, x_s\). For this, we first extend 
the range of integration for these coordinates as needed so that it becomes a ball in \(\mathbb{R}^{s+1}\), without 
extending the support of \(\mu\). The new coordinates are then defined by
\[
x_i = y_s \left( \prod_{j=0}^{i-1} \cos y_j \right) \sin y_i \quad \text{for } i = 0, \ldots, s - 1 \tag{B4}
\]
\[
x_s = y_s \left( \prod_{j=0}^{s-1} \cos y_j \right)
\]
where each product symbol is defined to be one when the upper limit is less than the lower limit, 
and where \(y_i\) takes values in \([-\pi/2, \pi/2]\) for \(i = 0, \ldots, s - 2\), \(y_{s-1}\) takes values in \([-3\pi/2, \pi/2]\), and 
\(y_s > 0\). The volume element for the first \(s+1\) \(x\) coordinates in terms of the above new coordinates 
is then
\[
d^{s+1} x = (y_s)^s (\sin^{s-1} y_0)(\sin^{s-2} y_1)\cdots(\sin y_{s-1}) d^{s+1} y. \tag{B5}
\]

Define
\[
y_i := x_i \text{ for } i = s + 1, \ldots, m - 1 \tag{B6}
\]

With (B5) and (B6), expression (B3) can then be written
\[
I(\lambda) := \int e^{\lambda S} \mu \cdot (y_s)^s (\sin^{s-1} y_0)(\sin^{s-2} y_1)\cdots(\sin y_{s-1}) d^m y \tag{B7}
\]

In terms of the new coordinates \(y_i\), the critical points and directions take a much simpler form, 
as we prove in the following

**Lemma 6.** Suppose \(\gamma(t)\) is a curve in \(\mathcal{M}\). Then
\[
\lim_{t \to 0} \frac{\partial S}{\partial x^i}(\gamma(t)) = 0 \text{ for all } i \text{ and } \lim_{t \to 0} \text{Re} S(\gamma(t)) = 0 \tag{B8}
\]
if and only if \(\lim_{t \to 0} y_i(\gamma(t)) = 0 \text{ for } i = 0, \ldots, m - n - 1\).

---

5 These angles are related to the more usual angular coordinates \(\phi_i\) via \(y_i = \pi/2 - \phi_i\). This choice has been made so 
that \(x_i = 0\) if \(y_i = 0\) for \(i = 0, \ldots, s - 1\).
Proof.

The derivative of equations (B4) and (B6) along the curve $\gamma(t)$ yield:

\[
\begin{align*}
\dot{x}_i &= y_s \left( \prod_{j=0}^{i-1} \cos y_j \right) \sin y_i + y_s \frac{d}{dt} \left[ \left( \prod_{j=0}^{i-1} \cos y_j \right) \sin y_i \right] & \text{for } i = 0, \ldots, s-1 \\
\dot{x}_s &= y_s \left( \prod_{j=0}^{s-1} \cos y_j \right) + y_s \frac{d}{dt} \left( \prod_{j=0}^{s-1} \cos y_j \right) \\
\dot{x}_i &= \dot{y}_i & \text{for } i = s+1, \ldots, m-1
\end{align*}
\]  

(B9) (B10) (B11)

(\Leftarrow)

Suppose $\lim_{t \to 0} y_i(\gamma(t)) = 0$ for $i = 0, \ldots, m-n-1$. (B4) then implies $\lim_{t \to 0} x_i(\gamma(t)) = x_i(\gamma(0)) = 0$ for $i = 0, \ldots, m-n-1$, so that $\gamma(0) \in \mathcal{N}$, and from (B10), $\dot{x}_i = 0$ for $i = 0, \ldots, s-1$, so that $\dot{\gamma}(0) \in V_\gamma(0)$, a critical direction. Thus (B8) follows.

(\Rightarrow)

Suppose (B8) holds, so that $\gamma(0) \in \mathcal{N}$ and $\dot{\gamma}(0) \in V_\gamma(0)$. One then has

\[
\begin{align*}
x_i(\gamma(0)) &= 0 & \text{for } i = 0, \ldots, m-n-1, \text{ and} \\
\dot{x}_i(\gamma(0)) &= 0 & \text{for } i = 0, \ldots, s-1.
\end{align*}
\]  

(B12) (B13)

From (B1), $s \leq m-n-1$, so that (B12) gives

\[
\lim_{t \to 0} y_s(\gamma(t)) = \sqrt{\sum_{i=0}^{s} (x_i(\gamma(0)))^2} = 0
\]

where the continuity of (B12) is used. The $i = 0$ case of (B13) then gives $\lim_{t \to 0} y_0(\gamma(t)) = 0$, after which the $i = 1$ case of (B13) gives $\lim_{t \to 0} y_1(\gamma(t)) = 0$, etc., until one has shown in the end that $\lim_{t \to 0} y_i = 0$ for $i = 0, \ldots s-1$. Lastly, for $i \in [s+1, m-n-1]$, (B12) trivially implies $\lim_{t \to 0} y_i(\gamma(t)) = 0$.

\[
\boxdot
\]

It follows that, in the limit of large $\lambda$, the only part of the integral (B7) that is not rapidly decreasing is that in an arbitrarily small neighborhood of $y_i = 0$ for $i < m-n$. To make this precise, for each $\epsilon > 0$, let $\mathcal{M}_\epsilon$ denote the region of $\mathcal{M}$ in which the coordinates $y_i$ are restricted to $y_i \in (-\epsilon, \epsilon)$ for $i < m-n$. We then have

\[
I(\lambda) \sim \int_{\mathcal{M}_\epsilon} e^{\lambda S} \mathbf{\mu} \cdot (y_s)^s (\sin^{s-1} y_0) (\sin^{s-2} y_1) \cdots (\sin y_{s-1}) d^m y
\]  

(B14)

for each $\epsilon > 0$.

Consider now Taylor expansions of $\mu$ and $S$ in the coordinates $y_i$ for $i < m-n$. Specifically, define

\[
\tilde{S}(y) = S(0, y_{\geq m-n}) + \sum_{i<m-n} \frac{\partial S}{\partial y_i}(0, y_{\geq m-n}) y_i + \frac{1}{2} \sum_{i,j<m-n} \frac{\partial^2 S}{\partial y_i \partial y_j}(0, y_{\geq m-n}) y_i y_j
\]

\[
\mu_0(y) = \mu(0, y_{\geq m-n}).
\]
Taylor’s theorem then gives
\[ S(y) = \tilde{S}(y) + o\left((y_{cm-n})^2\right) \]
\[ \mu(y) = \mu_0(y) + o\left((y_{cm-n})^0\right). \]

If we define
\[ J_\epsilon(\lambda) := \int_{\mathcal{M}_c} e^{\lambda \tilde{S}} \mu_0 (y_s)^s \left(\sin^{s-1} y_0 \sin^{s-2} y_1 \cdots \sin y_{s-1}\right) d^m y, \]
using \( m - n \geq 1 \), equation (B14) becomes
\[ I(\lambda) \sim J_\epsilon(\lambda) + o(\epsilon). \] (B16)

From now on we assume that the \( o(\epsilon) \) term above, which can be made arbitrarily small, can be neglected. Note that the determinant of the Jacobian for the transformation from \( y_i \) to \( x_i \) appears in (B15):
\[ \det \left( \frac{\partial x_i}{\partial y_j} \right) = r^s (\sin^{s-1} \alpha_0) (\sin^{s-2} \alpha_1) \cdots (\sin \alpha_{s-1}) \]
which is bounded. This fact, together with lemma 6 and the chain rule, implies that the linear term in \( \tilde{S}(y) \) vanishes, and the constant term is pure imaginary. Thus, if we define \( B(y_{cm-n}) := \text{Im} S(0, y_{cm-n}) \) and \( A^{ij}(y_{cm-n}) := \frac{1}{2} \sum_{i,j<cm-n} \frac{\partial^2 S}{\partial y_i \partial y_j} (0, y_{cm-n}), \) \( \tilde{S}(y) \) becomes
\[ \tilde{S}(\lambda) = iB(y_{cm-n}) + \sum_{i,j<cm-n} A^{ij}(y_{cm-n}) y_i y_j. \]

We now turn to bounding the integral \( J_\epsilon(\lambda) \). Using the triangle inequality, and \( |\sin y_i| \leq 1 \), (B17) yields
\[ |J_\epsilon(\lambda)| \leq \int e^{\lambda \text{Re} \tilde{S}} \mu_0 (y_s)^s d^m y = \int e^{\lambda \text{Re} \sum_{i,j<cm-n} \text{Re} A^{ij} y_i y_j \mu_0 (y_s)^s} d^m y \\
= \int e^{\lambda \text{Re} \sum_{i,j<cm-n} A^{ij} y_i y_j \mu_0 (y_s)^s} d^m y \]
(B17)

Re \( A \) is a symmetric bilinear form, and by assumptions 3 and about \( S \) at the start of this appendix, is also negative definite. Let \((v^i)_j, i = 0, \ldots, m - n - 1\) be any basis of \( \mathbb{R}^{m-n} \) which is ‘orthonormal’ with respect to \( A \) in the sense that \( \sum_{i,j<cm-n} A^{kl} (v^i)_k (v^j)_l = -\delta^{ij} \). Define new coordinates \( u_i, i = 0, \ldots, m - n - 1 \) by \( y^j := \sum_{j<cm-n} u_j (v^j)_i \), so that (B17) becomes
\[ |J_\epsilon(\lambda)| \leq \int m(y_{cm-n}) \left( \sum_{i<cm-n} u_i (v^i)_s \right)^s \exp \left( -\lambda \sum_{i<cm-n} (u_i)^2 \right) d^{m-n} u \cdot d^m y \] (B18)

where \( m(y_{cm-n}) \) takes values in \( \mathbb{R}^+ \) and is bounded. To isolate the \( \lambda \) dependent part of the integral we perform one more change of variables to spherical coordinates
\[ u_i = \rho \left( \prod_{j=0}^{i-1} \cos \beta_j \right) \sin \beta_j \quad \text{for} \ i = 0, \ldots, m - n - 2, \quad \text{and} \]
\[ u_{m-n-1} = \rho \left( \prod_{j=0}^{m-n-2} \cos \beta_j \right) \]
The range of the $\beta_i$’s is the same as the $\alpha_i$’s above, and the Jacobian is of the same form (B5). Noting (1.) that the measure factor in (B18) depends on $\rho$ by an overall factor of $\rho^s$, (2.) that all $\lambda$ dependence can be pulled out of the $\beta_i$ integrals, and (3.) that the range of the integration of the $\beta_i$ integrals are independent of $\rho$, we see that evaluation of the $\beta_i$ integrals and remaining $y_i$ integrals in (B18) gives

$$ |I(\lambda)| \leq \text{(const.)} \int_0^a \rho^{m-n-1+s} e^{-\lambda \rho^2} d\rho $$

where $a$ is the supremum of the values that $\rho$ takes in the support of the integral. To evaluate the above integral, we need the following lemma.

**Lemma 7.** For any $a > 0$ and any non-negative integer $q$,

$$ \int_0^a \rho^q e^{-\lambda \rho^2} d\rho \sim (\text{const.}) \lambda^{-\frac{1}{2}(1+q)} $$

asymptotically for large $\lambda$.

**Proof.**

For the case $q = 0$ we have

$$ \int_0^a e^{-\lambda \rho^2} d\rho = \frac{1}{\sqrt{\lambda}} \int_0^{a\sqrt{\lambda}} e^{-w^2} dw = \frac{1}{\sqrt{\lambda}} \frac{\sqrt{\pi}}{2} \left( \text{erf}(a\sqrt{\lambda}) \right) \sim \frac{\sqrt{\pi}}{2} \lambda^{-\frac{1}{2}}, $$

matching the right hand side in this case. Here erf denotes the error function and we have used that the error function is asymptotic to 1. The case $q = 1$ can be calculated explicitly using the change of variables $w := u^2$. To obtain the rest of cases, note that if $f \sim g$ and $\lim f = \lim g = 0$, then by L’Hôpital’s rule $f' \sim g'$. Applying this fact to the cases $q = 0$ and $q = 1$ repeatedly then yields the rest of the cases.

Application of this lemma to (B19) yields

$$ J_\epsilon(\lambda) = o \left( \lambda^{-\frac{1}{2}(m-n+s)} \right). $$

Thus (B16) becomes

$$ I(\lambda) \sim o \left( \lambda^{-\frac{1}{2}(m-n+s)} \right) $$

which is equivalent to

$$ I(\lambda) = o \left( \lambda^{-\frac{1}{2}(m-n+s)} \right). $$
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