ON THE PROPERTIES OF AFFINE SOLUTIONS OF COLD PLASMA EQUATIONS
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Abstract. We study the affine solutions of the equations of plane oscillations of cold plasma, which, under the assumption of electrostaticity, correspond to the Euler-Poisson equations in the repulsive case. It is proved that the zero equilibrium state of the cold plasma equations, both with and without the assumption of electrostaticity, is unstable in the class of all affine solutions. It is also shown that an arbitrary perturbation of an axially symmetric electrostatic solution leads to a finite time blow-up.

1. Introduction

The equations that describe the cold plasma oscillations in the Euler coordinates have the form

\begin{align}
\begin{align}
\partial_t n + \text{div}(n \mathbf{V}) &= 0, \\
\partial_t \mathbf{V} + (\mathbf{V} \cdot \nabla) \mathbf{V} &= -\left(\mathbf{E} + [\mathbf{V} \times \mathbf{B}]\right),
\end{align}
\end{align}

\begin{align}
\begin{align}
\partial_t \mathbf{E} &= n \mathbf{V} + \text{curl} \mathbf{B}, \\
\partial_t \mathbf{B} &= -\text{curl} \mathbf{E}, \\
\text{div} \mathbf{B} &= 0,
\end{align}
\end{align}

where \( \mathbf{V}(t, x), n(t, x) > 0 \) are the speed and density of electrons, \( \mathbf{B}(t, x) \) and \( \mathbf{E}(t, x) \) are electrical and magnetic fields, \( x \in \mathbb{R}^3, t \geq 0, \nabla, \text{div}, \text{curl} \) are the gradient, divergence and vorticity with respect to the spatial variables.

System (1), (2) has a class of solutions

\begin{align}
\begin{align}
\mathbf{V} &= Q(t)x, \\
\mathbf{E} &= R(t)x, \\
\mathbf{B} &= B(t)x,
\end{align}
\end{align}

where \( Q \) and \( R \) are \( 3 \times 3 \) matrices with coefficients depending on \( t \), and \( x \) is the radius vector of the point \( x \in \mathbb{R}^3 \). These solutions are called affine. Affine solutions have been known since the time of Kirchhoff and Dirichlet. They play an important role in various models of continuous media.

It follows from (3) that \( n = n(t) \) and \( \mathbf{B} = \mathbf{B}(t) \). Since \( \text{curl} \mathbf{B}(t) = 0 \), then from the first equations of system (1), (2), under the assumption that the solution is sufficiently smooth and the steady-state density equals 1, we get \( n = 1 - \text{div} \mathbf{E} > 0 \). Thus, we can exclude \( n \) from the system and obtain

\begin{align}
\begin{align}
\partial_t \mathbf{V} + (\mathbf{V} \cdot \nabla) \mathbf{V} &= -\left(\mathbf{E} + [\mathbf{V} \times \mathbf{B}(t)]\right), \\
\partial_t \mathbf{E} + \mathbf{V} \text{div} \mathbf{E} &= \mathbf{V}, \\
\dot{\mathbf{B}}(t) + \text{curl} \mathbf{E} &= 0.
\end{align}
\end{align}

We will consider system (4) together with the initial data

\begin{align}
(\mathbf{V}, \mathbf{E}, \mathbf{B})|_{t=0} = (Q_0x, R_0x, \mathbf{B}_0),
\end{align}

with constant matrices \( Q_0 \) and \( R_0 \).
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Further, we assume that oscillations occur in a plane perpendicular to the coordinate vector \( e_3 \). Thus, we restrict the class of solutions under consideration to
\[
V = Qx = \begin{pmatrix} a(t) & b(t) & 0 \\ c(t) & d(t) & 0 \\ 0 & 0 & 0 \end{pmatrix} x, \quad E = Rx = \begin{pmatrix} A(t) & B(t) & 0 \\ C(t) & D(t) & 0 \\ 0 & 0 & 0 \end{pmatrix} x, \quad B = (0, 0, B(t)).
\]

System (4) for solutions of the form (5) reduces to a matrix system of differential equations for the matrices \( Q \) and \( R \) and the scalar function \( B \):
\begin{equation}
\dot{Q} + Q^2 - B(t)LQ + R = 0, \quad \dot{R} - (1 - \text{tr } R)Q = 0, \quad \dot{B}(t) - \text{tr } (LR) = 0,
\end{equation}
which consists of 9 differential equations, here \( L = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \). The initial data for (6) are
\[
(Q, R, B)|_{t=0} = (Q_0, R_0, B_0).
\]

An important class of oscillations is distinguished by the condition \( \text{curl } E = 0 \), such oscillations are called electrostatic. Under this condition, the magnetic field does not change with time and has the form \( B = (0, 0, B_0) \). Another consequence of this assumption is the condition \( \text{curl } V = 0 \). Thus, system (4) can be rewritten as
\begin{equation}
\partial_t n + \text{div}(n V) = 0, \quad \partial_t V + (V \cdot \nabla)V = -\left( E + [V \times B_0] \right), \quad \partial_t E = n V, \quad \text{curl } E = 0.
\end{equation}
It is easy to check that this situation is realized only in the case \( B_0 = 0, b = c = B = C = 0 \), the number of equations in system (6) is reduced to four.

If we introduce a potential \( \Phi \) such that \( \nabla \Phi = -E \), then (7) can be rewritten as a system of Euler-Poisson equations (e.g. [5])
\begin{equation}
\frac{\partial n}{\partial t} + \text{div}(n V) = 0, \quad \frac{\partial V}{\partial t} + (V \cdot \nabla)V = k \nabla \Phi, \quad \Delta \Phi = n - n_0,
\end{equation}
for \( k = n_0 = 1 \). Thus, the results obtained for system (7) in the electrostatic case can be reformulated in terms of solutions of the Euler-Poisson equations.

Solutions of the form (5) have also a subclass of solutions with the radial symmetry in the plane \( x_3 = 0 \), for which
\begin{equation}
V = a r + c r_\perp, \quad E = A r + C r_\perp, \quad r = (x_1, x_2, 0), \quad r_\perp = (x_2, -x_1, 0).
\end{equation}
For such solutions, the number of equations in system (6) is reduced to five. Such solutions are electrostatic only if \( c = C = B = 0 \), i.e. the radially symmetric electrostatic solution is axisymmetric.

It was recently proved [3] that affine solutions play an exceptional role in the class of axisymmetric solutions of multidimensional Euler-Poisson equations [8] depending on \((t, r)\), where \( r = \sqrt{x_1^2 + x_2^2} \). Namely, if some solution preserves global smoothness in time, then it is either affine or tends to affine as \( t \to \infty \) uniformly on each interval in \( r \). In addition, the zero equilibrium state turns out to be unstable with respect to axisymmetric perturbations of an arbitrary form, but stable with respect to affine axisymmetric perturbations. As shown above, the axisymmetric solutions of the Euler-Poisson equations correspond to the axisymmetric solutions of the cold plasma equations with the condition of electrostaticity. In this regard, a natural question arises: will the zero equilibrium of the cold plasma equations be
stable in the class of affine solutions without the assumption of axial symmetry or electrostaticity?

We show that the answer to this question is negative. Moreover, it turned out that a general perturbation from the affine axially symmetric solution leads to a blow-up of the solution in a finite time. Since plane oscillations are a subclass of spatial oscillations, the result on the instability of the zero equilibrium state is also valid for the three-dimensional case.

The paper has the following structure. In Section 2 for the electrostatic case \( \mathcal{B}_0 = 0 \) we construct a globally smooth solution of system (10) with axial symmetry and show that it is Lyapunov stable in the class of electrostatic solutions (5) with axial symmetry. In particular, the equilibrium \( \mathbf{V} = \mathbf{E} = 0 \) of system (10) is stable. Further, relying on the Floquet theory, we show that the equilibrium \( \mathbf{V} = \mathbf{E} = 0 \) is unstable with respect to small perturbations in the class of affine electrostatic solutions, and thus also in the class of arbitrary affine perturbations. Moreover, we show that in the general case (without a special choice of initial data) such a perturbation grows with time and leads to a blow-up of the solution in a finite time. Further, by numerical computation of the characteristic multipliers of the system of ordinary differential equations, we show that a similar result is valid for an arbitrary deviation from the globally smooth solution with axial symmetry constructed in Section 2.

In Section 3 we consider the non-electrostatic case and show that the zero equilibrium \( \mathbf{V} = \mathbf{E} = \mathbf{B}_0 = 0 \) is unstable in the class of radially symmetric non-electrostatic solutions. We show that a general perturbation of a globally smooth axisymmetric electrostatic solution in the class of radially symmetric non-electrostatic solutions also leads to a blow-up of the solution in a finite time. Also in section 3 we discuss the difference between deviations from zero equilibrium \( \mathbf{V} = \mathbf{E} = \mathbf{B}_0 = 0 \) and equilibrium \( \mathbf{V} = \mathbf{E} = 0, \mathbf{B}_0 \neq 0 \).

2. Electrostatic oscillations

2.1. Solution with axial symmetry. In the case (9), under the electrostatic condition \( c = C = \mathcal{B}_0 = 0 \), the system (8) takes the form

\[
\dot{a} = -A - a^2, \quad \dot{A} = a - 2Aa.
\]

The equilibrium of the \( a = A = 0 \) system is the center, since the eigenvalues of the linear approximation matrix in it are equal to \( \lambda_{1,2} = \pm i \), and the phase curves are symmetric when \( a \) is replaced by \(-a\).

Let us find the first integrals of system (10). It implies \( \frac{ada}{dA} - \frac{a^2}{2A-1} = \frac{A}{2A-1} \), after replacing \( a^2 = u \) we obtain a linear equation, the solution is

\[
a = \pm \sqrt{\left(\frac{1}{2} \ln |2A - 1| + K\right)(2A - 1) - \frac{1}{2}}, \quad K = \text{const}.
\]

This integral was also obtained in [8]. The curve on the phase plane given by the expression (11) is bounded for all values of \( K \) satisfying the condition \( A(0) < \frac{1}{2} \) (see [8]), so the derivatives of solution, \( a \) and \( A \), remain bounded for all \( t > 0 \). The explicit form of the bounded phase curve (11) also implies that the equilibrium \( a = A = 0 \), corresponding to the zero rest state, is stable by Lyapunov. The solutions corresponding to any fixed phase curve (11) are also Lyapunov stable if the perturbation occurs in the class of affine solutions given by system (10).
In this way, \( a(t) \), \( A(t) \) are periodic with period
\[
T = 2 \int_{A_-}^{A_+} \frac{d\eta}{(1 - 2\eta)a(\eta)},
\]
a is set to (11), \( A_- < 0 \) and \( A_+ > 0 \) is the smaller and larger roots of the equation \( a(A) = 0 \). Besides, \( \int_0^T a(\tau) \, d\tau = 0 \).

The period \( T \) was studied in [8]. It depends on \( A(0) = \varepsilon, \varepsilon \in (0, \frac{1}{2}) \) decreasing monotonically from \( 2\pi \) to \( \sqrt{2} \pi \), and the asymptotic formula
\[
T = 2\pi(1 - \frac{1}{12}\varepsilon^2 + o(\varepsilon^2)), \quad \varepsilon \to 0;
\]
holds, see [8], Lemma 4.

2.2. Arbitrary electrostatic oscillations of form (5). We formulate two similar theorems, the first of which will be proved analytically, while the second is a semi-analytical result, for the proof we use numerical methods.

The proof of all theorems is based on the Floquet theory for systems of linear equations with periodic coefficients (for example, [4], Section 2.4). According to this theory, for the fundamental matrix \( \Psi(t) (\Psi(0) = E) \) there exists a constant matrix \( M \), possibly with complex coefficients, such that \( \Psi(T) = e^{TM} \), where \( T \) is the period of the coefficients. The eigenvalues of the matrix of monodromy \( e^{TM} \) are called the characteristic multipliers of the system. If among the characteristic multipliers there are such that their absolute value is greater than one, then the zero solution of the studied linear system is unstable in the sense of Lyapunov ([4], Theorem 2.53).

**Theorem 1.** 1. The zero equilibrium of system (6) in the class \( \mathcal{B}(t) \equiv 0 \) (corresponding to electrostatic oscillations) is unstable by Lyapunov.

2. A general small non-axisymmetric perturbation of the equilibrium blows up in a finite time.

**Proof of Theorem** [7]. The system (6) in the case of \( \mathcal{B} \equiv 0 \) has the form
\[
\dot{A} = (1 - A - D)a, \quad \dot{D} = (1 - A - D)d, \quad \dot{a} + a^2 + A = 0, \quad \dot{d} + d^2 + D = 0.
\]
To study the effect of deviation from symmetry, we make the substitution \( d = a + \sigma, D = A + \delta \), which corresponds to the axisymmetric case for \( \sigma = \delta = 0 \). Then (18) reduces to
\[
\dot{A} = (1 - 2A)a - \delta a, \quad \dot{a} = -a^2 - A, \quad \dot{\delta} = (1 - 2A - \delta)\sigma, \quad \dot{\sigma} = -\sigma^2 - 2a\sigma - \delta.
\]
We choose a small parameter \( \varepsilon \) and set
\[
A(t) = A_0(t) + \varepsilon^2 A_1(t) + o(\varepsilon^2), \quad a(t) = a_0(t) + \varepsilon^2 a_1(t) + o(\varepsilon^2),
\]
\[
\delta(t) = \varepsilon^2 \delta_1(t) + o(\varepsilon^2), \quad \sigma(t) = \varepsilon^2 \sigma_1(t) + o(\varepsilon^2).
\]
For \( \varepsilon = 0 \) we obtain a globally smooth solution \( A_0(t), a_0(t) \), which is a solution to system (10). For the functions \( A_1, a_1, \delta_1, \sigma_1 \), discarding terms of the order of smallness \( o(\varepsilon^2) \), we obtain the linear system
\[
A_1 = -2a_0 A_1 + (1 - 2A_0)a_1 - a_0 \delta_1, \quad \dot{a}_1 = -2a_0 a_1 - A_1,
\]
\[
\delta_1 = (1 - 2A_0)\sigma_1, \quad \dot{\sigma}_1 = -2a_0 \sigma_1 - \delta_1.
\]
Let us show that the zero solution of system (14), (15) is unstable.

Note that if $\delta_1(0) = \sigma_1(0) = 0$, then system (14), (15) reduces to two equations (14), $\delta_1 \equiv 0$, and then the equilibrium $A_1 = a_1 = 0$ turns out to be stable. This follows from the fact that the perturbed solution remains axisymmetric and the integral (11) holds for it. Thus, we will consider a perturbation of the solution $A_0(t), a_0(t)$, for which $\delta_1(0)\sigma_1(0) \neq 0$.

1. Let $A_0(t), a_0(t)$ itself be a small deviation from the zero equilibrium position. We take $A_0(0) = \varepsilon$ as a small parameter. Then

$$
A_0(t) = \varepsilon \cos t + A_{01}(t)\varepsilon^2 + o(\varepsilon^2), \quad a_0(t) = -\varepsilon \sin t + a_{01}(t)\varepsilon^2 + o(\varepsilon^2),
$$

all subsequent expansion terms are found sequentially from (10).

To obtain an asymptotic representation of the components of the fundamental matrix, we set

$$
A_1(t) = A_{10}(t) + A_{11}(t)\varepsilon + A_{12}(t)\varepsilon^2 + o(\varepsilon^2),
$$

$$
a_1(t) = a_{10}(t) + a_{11}(t)\varepsilon + a_{12}(t)\varepsilon^2 + o(\varepsilon^2),
$$

$$
\delta_1(t) = \delta_{10}(t) + \delta_{11}(t)\varepsilon + \delta_{12}(t)\varepsilon^2 + o(\varepsilon^2),
$$

$$
\sigma_1(t) = \sigma_{10}(t) + \sigma_{11}(t)\varepsilon + \sigma_{12}(t)\varepsilon^2 + o(\varepsilon^2).
$$

The fundamental matrix has the form $\Psi(t) = \Psi_0(t) + \Psi_1(t)\varepsilon + \Psi_2(t)\varepsilon^2 + o(\varepsilon^2)$, $\Psi_0(0) = E$, $\Psi_i(0) = 0$, $i \in \mathbb{N}$. The calculations that need to be done to find the matrices $\Psi_i(t)$ are cumbersome, but standard: we substitute (16), (17) – (18) into (14), (15) and equate the coefficients at the same powers of $\varepsilon$. At each stage, one has to solve a linear inhomogeneous system with constant coefficients.

Denote the eigenvalues of the matrix $\Psi(T)$ as $\lambda_i$, and the eigenvalues of the matrix $\Psi_k(T) = \Psi_0(T_0) + \Psi_1(T_1)\varepsilon + \cdots + \Psi_k(T_k)\varepsilon^k$, $k \in \mathbb{N}$ as $\bar{\lambda}_{ki}$, $i = 1, \ldots, 4$. Further, we denote as $T_j$, $j = 0, \ldots, k$, the period $T$ (see (12)) calculated in the approximation $O(\varepsilon^j)$, and the eigenvalues of the matrix $\Psi_j(T_j)$ as $\lambda_{ji}$. To prove the instability, we have to find an expansion up to such an order $k$ in $\varepsilon$ that among $\bar{\lambda}_{ki}$ there is a greater than one by the absolute value.

As follows from (12), $T_0 = T_1 = 2\pi$, $T_2 = 2\pi - \frac{\pi}{6}\varepsilon^2$. Calculations performed using the computer algebra package MAPLE show that $\bar{\lambda}_{0i} = \bar{\lambda}_{1i} = 1$, $i = 1, \ldots, 4$,

$$
\bar{\lambda}_{2i} = 1 \pm \frac{\sqrt{3}\pi}{6}\varepsilon^2 + o(\varepsilon^2), \quad i = 1, 2, \quad \bar{\lambda}_{3i} = 1 \pm \frac{\sqrt{3}\pi}{2}\varepsilon^2 + o(\varepsilon^2), \quad i = 3, 4,
$$

and further terms of the expansion cannot change the coefficients of $\varepsilon$ to a power less than two. Thus, already for $k = 2$ we can conclude that there is a pair of eigenvalues such that $|\lambda| > 1$. Thus, the instability of the zero equilibrium is proved.

Note that according to the Liouville theorem on the conservation of the phase volume

$$
det\Psi(T) = \exp \left( \int_0^T \text{tr}\mathcal{M}(\tau)d\tau \right) \det\Psi(0),
$$

where $\mathcal{M}$ is the matrix corresponding to the linear system (14), (15). It is easy to see that $\text{tr}\mathcal{M} = 6a_0(t)$, and since $\int_0^T a_0(\tau)d\tau = 0$. Therefore $\prod_{i=1}^4 |\lambda_i| = 1$. However $\prod_{i=1}^4 |\bar{\lambda}_{ki}|$ must be equal to one only up to terms $o(\varepsilon^k)$, which we see from (19).
2. The fact that the linear system (14), (15) has at least one characteristic multiplier whose absolute value is greater than one indicates that any component of its solution, including $A_1(t)$, contains a term $CP(t)\exp(\mu t)$, with characteristic exponent $\mu > 0$. $P(t)$ is a bounded periodic function, $C$ is a constant, depending on the initial data. With some special choice of initial data, one can make the constant $C$ equal to zero. This will certainly be the case if $\sigma(0) = \delta(0) = 0$, that is, when the initial perturbation is axisymmetric. However, if the perturbation is chosen arbitrarily, then an exponentially growing term is necessarily present. Therefore, if we assume the boundedness of $A(t)$, and hence $A_1(t)$, for all finite times $t$, then there exists a point $t*$ for which $A(t*) = \frac{1}{2}$. Since $A(t) = \frac{1}{2}$ is a part of solution to system (6), this would contradict the uniqueness theorem. Therefore, there is a finite time $t_c < t_*$ at which $A(t)$ becomes infinite, which corresponds to a blow-up of the solution. $\square$

**Theorem 2.** A globally smooth axisymmetric solution of system (5) is unstable by Lyapunov in the class $B(t) \equiv 0$, and any general non-axisymmetric perturbation of it blows up in a finite time.

**Proof of Theorem 2.** is completely analogous to the proof of the previous theorem, but in order to investigate the stability of the perturbation from the equilibrium of the solution $A_0(t), a_0(t)$, one has to apply numerical methods. This is not surprising, since even for a much simpler situation the Mathieu equations the stability region can only be found numerically without the assumption that the periodic coefficient is small [7]. Therefore, for each fixed $A_0(0) = A_\ast$, we solve system (10), (14), (15) numerically using the Runge–Kutta–Felberg method of the fourth-fifth order (RKF45), and then find the absolute values of the eigenvalues at the point $T(A_\ast)$.

Figure 1 shows the dependence $|\lambda_i(A_\ast)|$ for different ranges of $A_\ast$. It is easy to see that the maximum of the eigenvalues is greater than 1 in absolute values, which indicates instability.

If we introduce the measure of instability as $S(A_\ast) = \max |\lambda_i(A_\ast)| - 1$, then we see that this value on the interval $(0, 0.25)$ varies nonmonotonically, remaining positive. Namely, it initially increases for small $A_\ast$, which is indicated by the asymptotic representation of the eigenvalues (19), but sharply decreases at the point $A_\ast \approx 0.125$, remaining very small up to the point $A_\ast \approx 0.32$, after which it sharply increases, approaching the boundary value $A_\ast \approx 0.5$. This, in particular, indicates that it is very difficult to detect instability by direct numerical methods without resorting to the Floquet theory, since the deviation from the stationary solution $A_0(t), a_0(t)$ grows very slowly. Indeed, for example, in the region of the point $A_\ast = 0.25$ we have $S(A_\ast) \sim 10^{-7}$.

We also note the properties of the eigenvalues themselves. On the interval $A_\ast \in (0, 0.125)$ there are a pair of complex conjugate and a pair of real eigenvalues, one of which is greater than one. On the interval $A_\ast \in (0.125, 0.32)$, there are two pairs of complex conjugate eigenvalues, which also indicates a softer loss of stability. On the interval $A_\ast \in (0.32, 0.5)$, a pair of real eigenvalues again arises, one of which is positive and rapidly grows as one approaches the right boundary of the interval.

The blow-up of an arbitrary non-axisymmetric perturbation of a globally smooth axisymmetric solution is proved in the same way as in Theorem 1. $\square$
Corollary 1. The zero equilibrium of system (4) is unstable by Lyapunov in the class of all affine solutions (3).

The proof of Corollary 1 follows directly from the observation that plane deviations from the equilibrium in the class (5) with \( B(t) \equiv 0 \) form a subclass among all possible affine deviations. □

Corollary 2. 1. The zero equilibrium state of the Euler-Poisson equations is unstable in the class of affine solutions.

2. A general small non-axisymmetric affine perturbation of a globally smooth axisymmetric affine solution of the Euler-Poisson equations (8) blows up in a finite time.

Proof. Corollary 2 is a reformulation of Theorem 1 for the case of the Euler-Poisson equations.

Remark 1. The electrostatic solutions of the cold plasma equations, generally speaking, blow up in a finite time, this time can be estimated from below, see [9].

3. Non-electrostatic oscillations

The equilibrium of system (9) corresponding to nonzero density have the form \( Q = R = 0 \) (a matrix with zero components), \( B = B_0 = \text{const} \).

The linearization matrix at this equilibrium has the following eigenvalues
\[
\lambda = \pm \frac{1}{2} \sqrt{-4 - 2B_0^2 \pm 2 \sqrt{B_0^4 + 4B_0^2}},
\]
double multiplicity, and \( \lambda = 0 \). It is easy to check that \( -4 - 2B_0^2 + 2 \sqrt{B_0^4 + 4B_0^2} < 0 \) for all real \( B_0 \). Hence, the real part of all eigenvalues is zero, and the theory of linear approximation to study the stability of equilibrium is not applicable.

Since we are interested in the deviation from the electrostatic condition when \( B_0 = 0 \), we will study the stability of the equilibrium with \( B_0 = 0 \) in the class of non-electrostatic perturbations.

Theorem 3. 1. The zero equilibrium of system (9) is unstable in the sense of Lyapunov in the class of affine non-electrostatic solutions.

2. A general small radially symmetric affine non-electrostatic perturbation of a globally smooth axisymmetric affine solution of system (9) blows up in a finite time.
Proof of Theorem 3. 1. The proof is completely analogous to the proof of Theorem 1 and is based on the Floquet theory described above. It suffices to show that the zero equilibrium is unstable in the class of affine solutions with radial symmetry (9).

System (19) in this case has the form
\begin{align*}
\dot{A} &= (1 - 2A)a = 0, \quad \dot{C} = (1 - 2A)c = 0, \quad \dot{B} = 2C = 0, \\
\dot{a} &= a^2 - c^2 + A - Bc = 0, \quad \dot{c} + 2ca + C + Ba = 0.
\end{align*}

Let us set
\begin{align*}
A(t) &= A_0(t) + A_1(t)\varepsilon^2 + o(\varepsilon), \quad a(t) = a_0(t) + a_1(t)\varepsilon^2 + o(\varepsilon^2), \\
c(t) &= c_1(t)\varepsilon^2 + o(\varepsilon^2), \quad C(t) = C_1(t)\varepsilon^2 + o(\varepsilon^2), \\
B(t) &= B_1(t)\varepsilon^2 + o(\varepsilon^2),
\end{align*}
where \(\varepsilon\) is some small parameter. Substituting these series into (20), (21) and remembering that (9) implies \(A = D, a = d, C = -B, c = -b\), we get the following system:
\begin{align*}
\dot{a}_0 &= A_0 + a_0^2 = 0, \quad \dot{A}_0 = (1 - 2A_0)a_0 = 0, \\
\dot{a}_1 &= A_1 + 2a_0a_1 = 0, \quad \dot{A}_1 = (1 - 2A_0)a_1 + 2a_0A_1 = 0, \\
\dot{C}_1 &= (1 - 2A_0)c_1 = 0, \quad \dot{C}_1 = a_0B_1 + 2a_0c_1 + C = 0, \quad \dot{B}_1 - 2C_1 = 0.
\end{align*}

We see that the zero term of the series, \(A_0(t), a_0(t)\), is a solution of (10). For the next terms of expansion, we obtain a linear system of equations (23), (24) with known periodic coefficients. The equations (23) for \(A_1(t), a_1(t)\) is split off and three equations (24) can be considered separately.

We choose \(A_0(0) = \varepsilon \ll 1, a_0(0) = 0\), so the zero terms of the series themselves turn out to be small, and the expansion (10) is valid.

To obtain an asymptotic representation of the components of the fundamental matrix, we set
\begin{align*}
c_1(t) &= c_{10}(t) + c_{11}(t)\varepsilon + c_{12}(t)\varepsilon^2 + o(\varepsilon^2), \\
C_1(t) &= C_{10}(t) + C_{11}(t)\varepsilon + C_{12}(t)\varepsilon^2 + o(\varepsilon^2), \\
B_1(t) &= B_{10}(t) + B_{11}(t)\varepsilon + B_{12}(t)\varepsilon^2 + o(\varepsilon^2).
\end{align*}

We use the same notation and methods as in the proof of Theorem 1. Computations show that \(\lambda_{0i} = \lambda_{1i} = 1, i = 1, 2, 3, \quad \lambda_{2i} = 1 \pm \sqrt{5} \frac{1}{2} \pi \varepsilon^2 + o(\varepsilon^2), i = 1, 2, \quad \lambda_{23} = 1, \)

and further terms of the expansion cannot change the coefficients of \(\varepsilon\) to a power less than two. Thus, there is a pair of eigenvalues such that \(|\lambda| > 1\) and the instability of the zero equilibrium is proved.

2. In order to prove the blow-up of an arbitrary non-electrostatic perturbation of a globally smooth axisymmetric solution, we cannot directly use the arguments of Theorem 1. Indeed, our conclusions concern the components \(C, c, B\), while the restriction on the component \(A\) led to a contradiction. Therefore, we note that the terms of expansion (22) for \(a\) and \(A\) in \(\varepsilon\) starting from the fourth power, that is, \(A_3\) and \(a_3\), are no longer separated from \(C, c, B\). Namely, as follows from (20), (21), they are subject to the following inhomogeneous system of linear equations
\begin{align*}
\dot{A}_3 - a_3 &= -2A_0a_2 - 2A_1a_1 - 2a_0A_2, \quad \dot{a}_3 + A_4 = -2a_0a_2 + a_1^2 + B_1c_1 - c_1^2,
\end{align*}
Moreover, $A_0, A_1, A_2, a_0, a_1, a_2$, are periodic and bounded (which follows from (11), since only the previous components $a$ and $A$ are used to calculate the first expansion components), while $B_0$ and $c_0$ generally contain the term $CP(t) \exp(\mu t)$, with characteristic exponent $\mu > 0$, where $P(t)$ is a bounded periodic function, $C$ is a constant depending on the initial data. With some special choice of initial data, it is possible to ensure that the constant $C$ turns out to be zero, but for an arbitrary non-electrostatic perturbation of the zero state of rest, an exponentially growing component of the solution is necessarily present.

Therefore, as follows from the standard formula for representing the solution of a linear inhomogeneous equation, $A_3$ and $a_3$ also have this property, so if we assume that the solution is defined for all $t > 0$, we get a contradiction with the condition $A < \frac{1}{2}$. □

**Theorem 4.** A globally smooth axisymmetric solution of system (6) is unstable in the sense of Lyapunov in the class of affine non-electrostatic solutions with radial symmetry (9), and any general radially symmetric non-electrostatic perturbation of it blows up in a finite time.

For the proof, we repeat the procedure similar to the proof of Theorem 2. For each fixed $A_0(0) = A_*$, we solve system (10), (24) numerically using the fourth-fifth order Runge–Kutta–Felberg method (RKF45), and then find the absolute values of eigenvalues at the point $T(A_*)$.

Figure 2 shows the dependence $|\lambda_i(A_*)|$ for different ranges of $A_*$. It is easy to see that the maximum of the eigenvalues exceeds 1 in absolute value, which indicates instability. We see that the quantity $\max_i |\lambda_i(A_*)| - 1$, which can be called the measure of instability, changes nonmonotonically on the interval $(0, 0.5)$. However, up to the value of $A_* \approx 0.15$, it is approximately at the same level, being, nevertheless, significantly (two orders of magnitude) larger than the analogous value in the electrostatic case, and then it increases, but not as sharply as in electrostatic case. Among the eigenvalues $\lambda_i, i = 1, 2, 3$, there are necessarily a pair of complex conjugate ones, and first the real eigenvalue is greater than one in absolute value, then complex conjugate ones is greater in absolute value (for $A_* \in (\approx 0.07, \approx 0.14)$), and then the real eigenvalue again becomes larger in absolute value.

The result on the blow-up of a radially symmetric non-electrostatic perturbation of a general form follows from the same reasoning as in Theorem 3. □

**Remark 2.** The proof that a general perturbation the electrostatic axisymmetric solution in the class of arbitrary affine non-electrostatic solutions (not radially symmetric) collapses in a finite time is carried out in exactly the same way as Theorems 2 and 4, but is more cumbersome, since it requires solving a system of equations of the 9th order and examining 9 eigenvalues. We do not present the results of these calculations.

**Remark 3.** The deviation from the equilibrium with $B_0 \neq 0$ behaves quite differently. Indeed, if in (22) we replace the representation for $B$ with $B(t) = B_0 + B_1(t)\varepsilon^2 + o(\varepsilon^2)$, then we get $A_0(t) = a_0(t) = 0$, and the next terms of expansion are subject to a linear homogeneous system of equations with constant coefficients with a matrix having purely imaginary eigenvalues $\pm \frac{1}{2} \sqrt{4 + 2B_0^2 + 2\sqrt{B_0^4 + 4B_1^2}}$ and zero. Thus, in the first approximation in $\varepsilon$, the solution is a superposition of two periodic motions with different periods. In order to construct the next approximation,
one has to solve a linear inhomogeneous equation with constant coefficients. When solving, secular terms arise, but this does not mean that the equilibrium position is unstable (see an example in [2]). Moreover, the numerical results indicate that a small deviations from the equilibrium at $B_0 \neq 0$ are bounded. However, we do not know an analytical proof of this fact. In this case, it is not possible to apply the method used in the proof of the previous theorems.

**Figure 2.** Values of the characteristic multipliers for the case of non-electrostatic radially symmetric oscillations as a function of $A(0)$, the figure on the left shows the details of the change in the characteristic multipliers with high resolution.

**Figure 3.** The difference in the behavior of the solution upon deviation from the equilibrium at $B_0 = 0$ and $B_0 \neq 0$. Initial deviation is chosen as $a(0) = c(0) = 0, A(0) = 0.1, C(0) = 0.1, B_0 = 0$ (left) and $B_0 = 0.04$ (right). The calculations are done for $t = 220$. For $B_0 = 0$ the solution goes to infinity in finite time.

The hypothesis is that the larger $B_0$, the wider the neighborhood of the equilibrium, starting from which, the solution remains bounded and globally smooth.

Note that the magnetic field also plays a stabilizing role in other problems related to the description of cold plasma [10]. Figure 3 illustrates the difference in the behavior of the magnetic field component for $B_0 = 0$ and $B_0 \neq 0$ for the same initial data for the remaining components of the solution.
Remark 4. The fact that, for some choice of initial data, the time-dependent coefficients at the second and lower powers of ε remain bounded for all $t > 0$ does not mean that all other coefficients in the expansion of the solution in ε have the same property. The Floquet theory can be successfully used to prove instability, but it is difficult to apply it to prove stability.
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