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Soheil Hakakzadeh a,1, Moein Mozaffarzadeh b,1, Seyed Masood Mostafavi a,1, Zahra Kavehvash a,*, Praveenbalaji Rajendran c, Martin Verweij b,d, Nico de Jong b,d, Manojit Pramanik a,1

a Department of Electrical Engineering, Sharif University of Technology, Tehran, Iran
b Laboratory of Medical Imaging, Department of Imaging Physics, Delft University of Technology, 2628 CJ Delft, The Netherlands
c School of Chemical and Biomedical Engineering, Nanyang Technological University, 62 Nanyang Drive, Singapore
d Department Biomedical Engineering, Thoraxcenter, Erasmus Medical Center, 3015 GD Rotterdam, The Netherlands

A R T I C L E  I N F O

Keywords:
Finite transducer size
Photoacoustic tomography
Virtual source
Tangential resolution
Artifacts reduction

A B S T R A C T

In photoacoustic tomography (PAT) systems, the tangential resolution decreases due to the finite size of the transducer as the off-center distance increases. To address this problem, we propose a multi-angle detection approach in which the transducer used for data acquisition rotates around its center (with specific angles) as well as around the scanning center. The angles are calculated based on the central frequency and diameter of the transducer and the radius of the region-of-interest (ROI). Simulations with point-like absorbers (for point-spread-function evaluation) and a vasculature phantom (for quality assessment), and experiments with ten 0.5 mm-diameter pencil leads and a leaf skeleton phantom are used for evaluation of the proposed approach. The results show that a location-independent tangential resolution is achieved with 150 spatial sampling and central rotations with angles of ±8°±16°. With further developments, the proposed detection strategy can replace the conventional detection (rotating a transducer around ROI) in PAT.

1. Introduction

Photoacoustic tomography (PAT) is a promising imaging modality with many preclinical/clinical applications [1], such as imaging from breast [2], palm and forearm [3], animal whole-body [4,5], brain [6,7] and rheumatoid arthritis diagnosis [8,9]. It combines the contrast of optical and resolution of ultrasound imaging modalities [10] and is safe and relatively inexpensive compared to MRI/CT scans [2,11]. First, a short laser excitation induces photoacoustic (PA) waves (due to photoacoustic effect). Then, Ultrasound transducers record the PA waves, and finally mathematical algorithms are used to reconstruct an image which represents the optical absorption distribution [12].

PAT systems are based on cylindrical [13–15], spherical [16] and planar [17] detection geometries, each of which has its own (dis)advantages [18]. For image reconstruction, it is generally assumed that point-like ultrasound detectors continuously enclose the medium. Point-like detectors record PA waves from a large acceptance angle (i.e., a wide mainlobe in the directivity pattern), which results in a location-independent axial/tangential resolution [19]. However, (1) there is no point-like ultrasound transducer (i.e., transducers have limited angular view), and (2) the spatial sampling (positioning of the transducers) is limited; of course a small transducer can mimic a point-like transducer, but the small active area causes a high noise and reduced sensitivity [20]. These two factors cause artifacts in the reconstructed image and limit the location-independent resolution of the imaging system in the cylindrical geometry; the resolution degrades as off-center distance increases [21].

There are methods reported before for improving the tangential resolution and keeping its uniformity in the ROI by compensating the effects of the finite-size transducer; mainly categorized into two groups: (a) developing advanced image reconstruction algorithms, and (b) developing new imaging set-ups.

Yuan, et al. [22] used a deconvolution with respect to the finite size of the detector in an exact frequency-domain reconstruction formula to compensate the blurring effect and resolution in a planar detection geometry. Kalva and Pramanik [23,24] proposed the modified delay-and-sum (MDAS) algorithm for a circular detection geometry.
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Each photoacoustic RF signal received by the ultrasound transducer was back-projected from multiple points within the transducer surface (more than 100 points). Xiao, et al. [25] also proposed an improved version of MDAS by combining it with a sensitivity weighting factor. While promising results were achieved, MDAS and its improved version are computationally expensive (due to the multi back-projection procedure) and still suffer from a limited detection view and blurring once the detection radius is selected such that the whole ROI stays in the Fraunhofer zone of the transducer. Wang, et al. [26] proposed an approximate back-projection method by compensating the time-delay and directivity pattern of the finite-size transducer in a circular geometry. As the ROI enlarges (to a radius of 5–6 cm), this method becomes very time/cost consuming (5 min was taken for processing a ROI with a radius of 15 mm) due to a considerable growth in the size of the system matrix. Model-based (MB) reconstruction algorithms have also been extensively used in PAT [27–30]. The MB methods are less sensitive to noise and better suppress artifacts than Back-projection-based (BPB) methods [28], especially when limited-view occurs [31]. Although the computational cost of MB algorithms is high, real-time imaging was realized by parallelizing on a graphics processing unit (GPU) [27]. Combining MB methods with total impulse response (TIR), spatial impulse response (SIR), and electrical impulse response (EIR) of the imaging system further improves the image quality [32,33]. Yet, due to limited field-of-view of transducers in conventional structure, missed data could not be compensated even by MB method and needs structural modification.

Schwarz, et al. [34] placed two linear arrays perpendicular to each other (called bi-directional scanning geometry). This detection geometry imposes the limited-view issue [35] and loses most of the spatial frequencies. Li and Wang [36] used both positive and negative lab-made focused transducers with a large numerical aperture (NA) in a small ROI (~2.5–3 cm diameter) to mimic a virtual point detector with a wide directivity pattern. Still, since the sensitivity of focused transducers is much less than the flat transducers in out-of-focus regions, more streak artifacts have appeared in the images compared to when a flat transducer is used. Li, et al. [36], Pramanik, et al. [20] and Nie, et al. [37] used an acoustic lens attached to the transducer to mimic a virtual point-like detector. However, this technique reduces the sensitivity (due to acoustic mismatch and manufacturing difficulties) and quality of the reconstructed images (due to the different speed of sound in the lens and the imaging medium).

In this study, we propose a multi-angle PAT (MA-PAT) system for compensating the finite size of the ultrasound transducer in 2D circular detection geometry. While a transducer is rotated around the region of interest (ROI) to record the PA waves needed for image reconstruction (Fig. 1(c)) this structure is called the conventional system throughout this paper, we additionally use central rotations (rotating the transducer around its center) with certain angles at each spatial sample (Fig. 2); The combination of all transducers with different central rotations and non-central rotated at each location mimics a virtual point detector with a large angular view (Fig. 2(a, b)). Spatial samples in this paper refer to the location of the virtual point detectors in the proposed structure and the location of transducers in the conventional structure. This is feasible with motor-based PAT detection systems by tilting the transducer at the beginning of data acquisition for each angle. The angles are calculated based on the impulse response, the diameter of the transducer and the radius of detection surface so that each point source in the ROI is within the field of view (FOV) of either the transducer or its rotations. In this way, a uniform spatial frequency spectrum would be captured from all the absorbers in the ROI. The point spread function (PSF) is evaluated through simulations and experiments, with the conventional and proposed detection geometries. The results indicate that the proposed approach provides a location-independent resolution and more structural information.

**2. Materials and methods**

2.1. **Effects of finite-size transducer on radial/tangential resolution in PAT**

In a circular scanning geometry, typically a single-element transducer is rotated around the scanning center. ROI must be located in the far-field of the ultrasound transducer (Fraunhofer zone), where the
pressure field changes are predictable and is convenient for imaging. The exact image reconstruction algorithm for this detection geometry is reported in [38]. Based on the finite-size transducer effect, in a circular arrangement, the PSF of a random point-absorber positioned at radial location of \( r \), extends along the tangential direction (see the arc around the point absorber in Fig. 1(a)) with the following amount (see supplement 1 for detail):

\[
W(r) = \frac{r D}{R}.
\]  
(1)

where, \( R \) is the radius of the detection system, and \( D \) is diameter of the transducer. Eq. (1) indicates that the PSF extension in the tangential direction is directly proportional to the distance from the center and transducer diameter, and inversely proportional to the scanning radius. Therefore, (1) the PSF extends along the tangential direction (degrading the tangential resolution) as the off-center distance, \( r \), increases, furthermore (2) the tangential resolution degrades faster with a larger transducer diameter. In general, for a limited size transducer, not all angular views of each arbitrary absorber in the ROI would be captured which results in tangential resolution degradation. This results in the appearance of blind angles (discussed in Section 2.2) for some absorbing points in the ROI. To extract the range of these blind angles the concept of spatial frequency for each absorbing point and its relation to the transducers’ directivity pattern and beam-width should be first defined. These definitions are given in Section 2.

2.2. Blind angles and reconstruction range calculation in PAT

2.2.1. Directivity pattern

2D schematic of the directivity pattern of a flat disc transducer with a diameter \( D (D = 2a) \), where \( a \) is the radius is shown in Fig. 1(b). where \( r' \) is the radial distance of each point relative to the center of the transducer, and \( \theta \) is the divergence angle. The pressure field of a disc transducer in \((r', \theta, i)\) is given by [39]:

\[
p(r', \theta, t) = \left[ \frac{\pi \alpha^2 A_0 e^{j(kr'\sin\theta)}}{r'} \right] \left[ 2J_1(ka \sin \theta) \right],
\]  
(2)

where \( k \) is the wave-number, \( \omega \) is the angular-frequency, \( A_0 \) is a constant which defines the reference amplitude at the reference distance (i.e., the surface of the transducer). The Bessel function \((J_1(i))\) in (2) describes the directivity of the transducer. The edge of the mainlobe can be calculated as follows:

\[
sin(\theta_{MAX}) = \frac{\omega \tau}{D}
\]  
(3)

Where, \( \tau \) is a constant and \( \lambda \) is the wavelength. based on -6 dB, -10 dB and the extreme edge of the beam criteria, \( \tau \) is 0.56, 0.9 and 1.22, respectively. Therefore, the smaller the transducer diameter, the larger the transducer FOV (\( \theta_{MAX} \)) would become; assuming the same wavelength in (3).

2.2.2. Spatial frequency components

Each point-absorber in the 2D ROI generates a circular wave once excited with the laser beam. This circular wave can be considered as a superposition of plane waves propagating in different \( \phi \) directions (the range of \( \phi \) is \( 0 \) to \( 2\pi \)) each with a specific spatial frequency component \( k_{\phi} \) along tangential direction where \( \phi \) is measured with respect to the radius that passes through this point. \( \Delta k_{\phi}^{MAX} \) is received if all of these spatial frequency components, or in other words, all the generated rays, are captured by the detectors arranged around the ROI. The lower the range of the spatial frequency vectors of each point-absorber captured by the detectors, the lower the tangential spatial frequency range (\( \Delta k_{\phi} \)) becomes which results in the reduction of angular/tangential resolution (\( \Delta k_{\phi} = 2\Delta k \)) [40].

The blue circle in Fig. 1(c) stays in the FOV of all the transducers. As a result, the photocoustic radiated k-vectors (spatial frequency components) of an absorber inside region S are fully captured by the detectors. The radius of region S is calculated as:

\[
R_S \approx R \sin(\theta_{MAX}) = \frac{\tau R a}{D}
\]  
(4)

In Fig. 1(c), if we move from a specific transducer in the clockwise direction, the transducers between position T1 and T2 do not see the point absorber (the red circle in Fig. 1(c)) due to their limited mainlobe.

By assuming that the edges of the directivity pattern of transducer T1 are parallel with T1 bisector (see dashed-line in Fig. 1(b)), due to the small value of \( \theta_{MAX} \) in large aperture transducer, and considering the angles specified in Fig. 1(c) (where \( \alpha \) and \( \beta \) are the angles of the line connecting the absorber and T1 and T2, respectively with respect to the horizon line passing through the point absorber), we will find that the angles between \( \alpha \) and \( \beta \) in the upper and lower sides of the source are blind angles for the photoacoustic source, which is shown in Fig. 1(d) (see #2 regions). The other angles along which the k-vectors are received are called acceptance angles for that source. The total acceptance angle for each pixel based on its distance from the scanning center (\( r \)) is given as:

\[
2(\alpha + \beta) \approx 2 \left( \frac{\pi}{2} - \cos^{-1}\left(\frac{R_S}{r}\right) + \sin^{-1}\left(\frac{R_S}{r}\right) \right) = 2 \sin^{-1}\left(\frac{R_S}{r}\right).
\]  
(5)

Dividing \( 2\pi \) by (5) gives the ratio of the range of frequency components captured by transducers \( \Delta k_{\phi}(r) \) to the range of frequency components produced by a photoacoustic source \( \Delta k_{\phi}^{MAX}(r) \) as:

\[
\Delta k_{\phi}(r) \approx \frac{\pi}{2\sin^{-1}(\frac{R_S}{r})} \Delta k_{\phi}^{MAX}(r).
\]  
(6)

Eq. (6) indicates that as the off-center distance increases, the captured spatial frequency range by the finite-size transducers decreases.

2.3. Proposed method: Multi-angle detection geometry

A schematic of the proposed method is given in Fig. 2(a). The single transducer is initially centrally-rotated before circular scanning around the ROI by a step-motor. The FOV of the transducer at each central angle (\( \theta_{c,0} \)) captures specific spatial frequency components that were not captured by the non-centrally-rotated (\( \theta_{c, \neq 0} \) case where \( n \) is the number of required central rotations which will be calculated later. For a scanning radius of \( R_c \), consider the transducer is centrally rotated with \( \theta_{c,0} \) degrees. The perpendicular line from the central point of the ROI to the tilted transducer beam bisector is \( R_c \) (see Fig. 2(a)):

\[
R_c = \sin(\theta_{c,0}) R.
\]  
(7)

The overlap of the mainlobe of all the centrally-rotated transducers act like an area with an inner and outer radius of \( R_c - R_S \) and \( R_c + R_S \), respectively (see Fig. 2(b)):

\[
\begin{align*}
R_c - R_S &= \sin(\theta_{c,0}) R - R_S \\
R_c + R_S &= \sin(\theta_{c,0}) R + R_S.
\end{align*}
\]  
(8)

If a source is located in this area, all its spatial frequencies are fully captured by either transducer’s positions or its central rotations.

The radial range of the areas produced by each pair of symmetrical \( \theta_{c,0} \) (\( \pm \theta_{c,0} \)) central rotations is \( 2R_c \). Eq. (9) represents the number of required areas \( (\text{A number}) \) with radius \( 2R_S \) to cover a ROI of radius \( R \). An example with two areas is shown in Fig. 2(c):

\[
\text{A number} = \left\lfloor \frac{R - R_S}{2R_S} \right\rfloor = \left\lfloor \frac{R - \pi \frac{R}{2}}{2 \pi R} \right\rfloor.
\]  
(9)

If ROI radius \( (R_{ROI}) \) is different from chamber radius \( R \), \( \text{A number} \) is equal to \( \frac{R_{ROI} - R_S}{2R_S} \).

In order to find the values of \( \theta_{c,0} \) rings with a thickness of \( 2R_S \) should be considered for each pair of symmetrical central rotations. Ideally, the total number of required rings (i.e., the number of required
\(\theta_{\text{c,n}}\) is \(A_{\text{number}}\). Therefore, based on (7) the variable \(\theta_{\text{c,n}}\) is ideally given by (10):
\[
\theta_{\text{c,n}} = \sin^{-1}\left(\frac{2nR}{R}\right) = \sin^{-1}\left(\frac{2n\lambda}{D}\right).
\]
(10)
where, the value of \(n\), which is considered for central rotation, is from 0 to \(A_{\text{number}}\). Based on this, the maximum value of \(\theta_{\text{c,n}} (\theta_{\text{c,max}})\) which can be calculated by substituting the maximum value of \(n(A_{\text{number}})\) in (10) is \(\sin^{-1}\left(\frac{2A_{\text{number}}\lambda}{D}\right)\).

2.3.1. Tangential resolution analysis of the proposed approach

The combination of all transducer with different central rotations and non-centrally rotated mimic a new virtual detector with a wide main-lobe and a maximum angular width of \(\theta_{\text{new}}^{\text{MAX}}\):
\[
\theta_{\text{new}}^{\text{MAX}} = \theta_{\text{c,max}} + \theta_{\text{MAX}}.
\]
(11)
For \(\theta_{\text{new}}^{\text{MAX}}\), (3) could be rewritten as follows:
\[
\sin(\theta_{\text{new}}^{\text{MAX}}) = \frac{\tau\lambda}{D_{\text{new}}}.
\]
(12)
By substituting (3) and (11) in (12), the active diameter of the new virtual detector \(D_{\text{new}}\) can be extracted:
\[
D_{\text{new}} = \frac{\tau\lambda}{\sin^{-1}\left(\frac{2\lambda}{\sqrt{\tau^n}}\right) + \sin^{-1}\left(\frac{\tau\lambda}{D}\right)}.
\]
(13)
By substituting the value of \(D\) with \(D_{\text{new}}\) from (13), in (1), the PSF extension achieved by the proposed approach, \(W_{\text{new}}(\varphi)\), will be obtained as follows:
\[
W_{\text{new}}(\varphi) = \frac{\tau\lambda}{\tau\lambda + \sin^{-1}\left(\frac{\tau\lambda}{D_{\text{new}}}\right) + \sin^{-1}\left(\frac{\tau\lambda}{D}\right)}.
\]
(14)
which is apparently smaller than the PSF width of the conventional structure given in (7). This reduction in PSF width and thus tangential resolution improvement will be validated via experimental measurements in Section 3.

2.3.2. Angular weighting in back-projection

In this work, a modified version of the Universal back-projection (UBP) algorithm is used for reconstruction [18] where the RF data is back-projected with a weighting factor. This weighting factor consists of two factors; (1) a binary directivity factor which refers to the transducer directivity pattern. (2) a solid-angle weighting factor that is considered in the back-projection formula (see Figs. 1 and 2 in [18]).

In the solid-angle weighting, the value of the weighting factor in each region is inversely proportional to the distance from the transducer. To minimize the number of required central rotations for covering the entire ROI, the width of the mainlobe of the transducer at -10 dB is considered as the edge of the binary weighting factor.

2.3.3. Minimum number of spatial sampling for the proposed approach

In conventional PAT systems, the minimum number of spatial samples (assuming point-like transducers) \(N = 2\pi\rho/\lambda\) [41]; where \(\lambda\) is the wavelength corresponding to the high cut-off frequency of the transducer bandwidth, and \(\rho\) is the radius at which the photoacoustic absorber is placed.

In MA-PAT, for each central rotation, the RF data is back-projected considering the transducer directivity pattern to reduce the number of spatial samples, clutter artifacts and aliasing [42]. Therefore, the virtual detector (resembling the combination of all central rotations around the axis of the transducer at a spatial sample) is called a directional virtual detector in our study. Given that in the proposed approach, at each spatial sample, the total number of required central rotation angles and non-central rotation angle (\(0^\circ\)) is \(2A_{\text{number}} + 1\). Therefore, the number of spatial samples for our detection approach \((N_{\text{new}})\) would be as follows:
\[
N_{\text{new}} = \frac{2\pi R_{\text{ROI}}}{\lambda(2A_{\text{number}} + 1)}.
\]
(15)
which is lower than the required number of spatial samples in the conventional structure by a factor of \(2A_{\text{number}} + 1\). Therefore, the total number of central rotation and non-central rotation angles would be same in the conventional and proposed structure. The numerical and experimental results of the effect of different numbers of spatial samples on the image quality of the proposed approach are given in Section 3.3.

2.4. Numerical and experimental study

2.4.1. Numerical study

The k-Wave toolbox [43] was used to synthesize the numerical data in 2D. Two synthetic phantoms were used: one with point absorbers to evaluate point spread function (see Fig. 4) and one to mimic vasculature (Fig. 5(a, b)). A flat transducer with a diameter, central frequency and bandwidth of 13 mm, of 2.25 MHz and 67% was used, respectively; properties of Olympus NDT, V306-SU transducer. The medium and grid size were 25 cm and 0.1 mm at both directions (2500 × 2500 grids), respectively. The speed of sound and sampling frequency were 1500 m/s and 25 MHz, respectively. The scanning radius (the yellow circle in Fig. 5(a)) was 12 cm. The imaging ROI (the dashed circle in Fig. 5(a)) was within a radius of 5.5 cm. The size of the point absorbers was equal to the grid size. Point detectors in our study are modeled as a one-grid detector. The PA signals recorded by many point detectors at the surface of a transducer are averaged to model a PA signal recorded by a finite-size transducer. In the conventional method, a finite-size transducer rotates around the imaging region and captures PA waves (see Fig. 1(c)).

By substituting the transducer properties and ROI in (7, 8), we calculated \(R_{\text{p}} \approx 8.1\) mm and \(A_{\text{number}} = 2\). By substituting \(R_{\text{p}}, A_{\text{number}}, \tau = 0.9\) and transducer properties in (3, 9–12), respectively, and \(N = 2\pi\rho/\lambda\), other variables for the proposed detection approach were calculated and reported in Table 1.

2.4.2. Experimental study

Two experimental studies were conducted to evaluate the performance of the proposed method. (1) pencil leads with 0.5 mm diameter to mimic point absorbers (see Fig. 3(b)) and (2) complex leaf skeleton phantom (see Fig. 3(c)). The photograph of the experimental set-up is shown in Fig. 3(a). A Q-switched Nd: YAG laser delivering 532 nm at 5 ns pulse width at 10 Hz was used as the excitation source. An unfocused single ultrasound transducer (SUT) of 2.25 MHz (Olympus NDT, V306-SU) fitted with an acoustic reflector (F102, Olympus NDT) was rotated around the region of interest to acquire the PA waves.
The transducer is used in the vertical mode and the acoustic reflector is used to deflect the photoacoustic waves from the sample towards the ultrasound detector. The phantom is oriented perpendicular to the laser illumination and is placed at the scanning center for imaging (see Fig. 5). The PA signals were amplified by a low signal noise amplifier (Olympus-NDT, 5072PR) and stored in a desktop computer (IntelXeon, 3.7 GHz 64-bit processor, 16 GB RAM) equipped with a data acquisition (DAQ) card (GaGe, compuscope 4227).

2.4.3. Comparison with previous studies

The existing techniques to tackle the finite size transducer issue are categorized into developing advanced image reconstruction algorithms and new data acquisition set-ups. For comparison, we selected works representing each category. For data acquisition set-ups category, a comparison was conducted with Pramanik, et al. [20] which improved the tangential resolution using a negative acoustic lens, and Nie, et al. [37] which improved the tangential resolution by a convex/concave transducer. For the reconstruction category, three methods were selected: Wang, et al. [26] which compensated the time-delay and directivity pattern, Kalva and Pramanik [23] which proposed the modified delay-and-sum (MDAS) algorithm and Chowdhury, et al. [32] which combined a MB method with TIR. Two metrics were used for quantification: (1) region-of-interest (ROI) radius to difference between the tangential resolution of the outmost to the central absorber in the ROI ($\text{Res}_\text{slope}$): The $\text{Res}_\text{slope}$ metric indicates the slope of tangential resolution increment to the off-center distance increment. The smaller the $\text{Res}_\text{slope}$, the lower the dependence to the tangential resolution on the location. (2) Resolution improvement of the outmost absorber obtained by the proposed method compared to that obtained by the conventional detection (IPC; this metric is reported in percent (%)).

3. Results

3.1. Numerical results

Fig. 4(a) indicates that a location-independent tangential resolution (limited to the half of the wavelength at the central frequency) is indeed achievable with a point-like transducer. The full width at half maximum (FWHM) of the image intensities on an arc passing through the maximum of each reconstructed absorber (see dashed lines in Fig. 4(a)) are used for calculating the tangential resolution. In the conventional detection geometry, as the radial distance increases, the PSF extends (Fig. 4(b)), and the resolution degrades (Fig. 4(d)) along the tangential direction. At a distance of 55 mm from the scanning center, the tangential resolution reaches $\sim$5.6 mm, which is about 10-times the tangential resolution of the scanning center. This is due to the limited FOV of the transducer and causes image blurring (see arrows in Fig. 5(c)). The proposed detection geometry addresses this issue (see Fig. 4(c) and Fig. 5(g)), and the resolution obtained in different radial distances follows that obtained with the point-like detector (see Fig. 4(c, d)). In the proposed detection geometry, the tangential resolution reaches $\sim$0.65 mm at a distance of 55 mm from the scanning center which, compared to the conventional structure, is improved by $\sim$88%.

The quality of the reconstructed images by the conventional (Fig. 5(c)) and the proposed approach with $\theta = 0$ (Fig. 5(d)) is close in the center of the ROI (see the white dashed circle in Fig. 5(c, d)) while only 150 spatial samples were used in Fig. 5(d). This is due to having a large enough spatial samples (150) to capture all the information needed to do reconstruction within a limited central region (the region inside the white dashed circle in Fig. 5(c, d) is covered by the $R_S$ in Fig. 2(c)). To compare the reconstructed regions corresponding to each central rotation, same colormap is applied to all reconstructed image (see Fig. 5(c–f)). At each central rotation, the transducers capture more solid angles of PA waves generating from specific regions in the ROI than others. Therefore, the reconstructed image corresponding to each central rotation, provides visualization of different regions and certain regions are better reconstructed (compare areas shown by white arrows in Fig. 5(d-f)). Coherent summation of the reconstructed images at each rotation angle results in a final high-quality image which is our main goal (see Fig. 5(g)). Furthermore, the sensitivity of our approach in the off-center regions is higher than the conventional method (see Fig. 5(c, g)). The peak-signal-to-noise ratio (PSNR) and structural similarity index metric (SSIM) were measured in yellow dashed area (indicated in Fig. 5(b)). A PSNR and SSIM of 12.5/19.2 dB and 0.57/0.85 were obtained for the conventional/proposed method, respectively. Therefore, our approach increases the similarity to the phantom (SSIM) by 28% and PSNR by 6.7 dB.

3.2. Experimental results

The results of pencil lead targets (Fig. 6(a)) show that the conventional method extends the PSF when the radial distance increases and the resolution rapidly degrades after a radial distance of 20 mm (Fig. 6(b)). The tangential resolution of 0.5 mm pencil lead absorber...
Fig. 5. The numerical results using the vasculature phantom. In (a), the vasculature phantom, the ROI (dashed white circle) and the scanning trajectory (yellow circle) are shown. (b) The zoomed version of the ROI. (c) and (d) show the reconstructed images with the conventional method where 750 and 150 spatial samples are used, respectively. (e) and (f) show reconstructed images with 150 spatial samples and a central rotation of $+8^\circ/-8^\circ$ and $+16^\circ/-16^\circ$, respectively. (g) shows the reconstructed image with the proposed detection approach after coherent summation of the images generated with all the angles (shown by d–f). The white arrows show the structure that are not detectable with the conventional detection geometry.

reaches $\sim 3/6.4$ mm in the radial distance of 37 mm and 55 mm, respectively (see Fig. 6(c)). However, the proposed approach prevents the PSF extension (Fig. 6(b)) and maintains the tangential resolution as the radial distance increases Fig. 6(c). The tangential resolution in the proposed method in radial distances of 37- and 55 mm reaches $\sim 0.6$ and $\sim 0.8$ mm, respectively, which is of about 86% improvement compared to the conventional method (Fig. 6(c)). For the leaf skeleton phantom experiment, the edges of the phantom are reconstructed well in the proposed method. But due to the limited FOV of the conventional method, edges of the leaf phantom are blurred in the conventional method (see yellow arrows in Fig. 7(a, b)). The significant parts of the leaf phantom are reconstructed well in the results from the proposed method and are blurred in the conventional method images (see yellow arrows in Fig. 7(a, b)). Comparing the yellow dashed rectangle in Fig. 7(a, b) shows that the proposed method provides more structural information than the conventional method. Moreover, based on the directional back-projection of the proposed method (considering the transducer field of view in the back-projection of the RF data), artifacts and blurred areas are suppressed in the reconstructed image.

3.3. Effects of number of spatial samples

Fig. 8 indicates that with a number of spatial sampling ($N_{SS}$) less than 150, the streak artifacts increase while there is no change in the image quality with a $N_{SS}$ higher than 150. This agrees with the experimental results (see Fig. 9 with severe artifacts in (h) while degraded from (e) to (h)) and (15) where $N_{new}$ is calculated. As can be seen from Fig. 9, by decreasing the number of spatial samples from 150 to 50 with step size of 25 in the proposed approach, streak artifacts increase (see white arrows and yellow dashed-rectangle in Fig. 9(e–h)).

3.4. Comparison with previous works

The comparison of our method (MA-PAT) with five existing is given in Table 2.

Fig. 6. Experimental evaluation of the point spread function (PSF). (a, b) show the reconstructed images with the conventional method (750 spatial samples) and the proposed method (150 spatial samples), respectively. The tangential resolution obtained by the conventional and proposed methods are shown in (c).

Fig. 7. The experimental results using the complex leaf skeleton phantom. The reconstructed images with (a) the conventional method and (b) the proposed method, respectively. The yellow arrows and dashed-rectangles show the structure that are not detectable with the conventional detection geometry.

Fig. 8. The numerical results of evaluation of the effects of the number of spatial samples ($N_{SS}$) used in the proposed approach. These images are corresponding to the region inside the yellow dashed rectangle in Fig. 5(b).
techniques (e.g., model-based techniques) could also be used. While we used the back-projection, other reconstruction data acquisition was proposed in this work, but not a reconstruction technique. It should be noted that a new detection strategy (which allows capturing high spatial frequency components missed by the conventional technique) could replace the conventional detection geometry due to structural simplicity and low processing cost.

4. Discussion

4.1. Overview

In circular geometry PAT, usually, a large aperture single element transducer is rotated around a region of interest (ROI) of scanning radius \( R \). As the off-center distance increases, the captured spatial frequency range by the finite-size transducer decreases due to the limited main lobe of the transducer, and the point spread function (PSF) width extends along the tangential direction. Consequently, the tangential resolution degrades in off-center regions as given by (1). In case of using an ideal point-like detector (with a wide main lobe), the whole range of generated spatial frequency vectors are captured given that the entire ROI fall in the field-of-view (FOV) of detector. This leads to a location-independent tangential resolution. Yet, point-like transducers are hard/expensive to manufacture and suffer from a low sensitivity, which makes them impractical for photoacoustic tomography systems. In this work, we introduced a multi-angle photoacoustic tomography system in which a directional virtual detector with a wide detection angle (coming from combining the transducer directivity pattern at each central rotation with an angle of \( \theta_{\text{cen}} \)) is developed. The proposed approach could be useful for human brain/breast imaging [6,16] and whole-body small animal imaging [44] where a large ROI (10 cm diameter) should be covered.

It should be noted that a new detection strategy (which allows capturing high spatial frequency components missed by the conventional data acquisition) was proposed in this work, but not a reconstruction technique. While we used the back-projection, other reconstruction techniques (e.g., model-based techniques) could also be used.

4.2. Limitations of the proposed data acquisition approach

Sources with the same size and absorption coefficient might appear with different values after reconstructing with our approach. The difference is expected to be minor though. This is because the captured waves are back-projected to the regions inside the \(-10 \text{ dB of the directivity pattern of the transducer (either tilted or non-tilted)}\)

Placing the transducer exactly at the central rotation angle may be problematic in practice. Yet, since these angles are approximately calculated, a small amount of alignment error (±1 degree) slightly induces artifacts to the reconstructed images. This could explain the artifacts seen in Fig. 9(d) after a depth of 25 mm.

Applying the central rotation is time consuming and the main drawback of our method. Currently, it is not possible to use this method for imaging live animals. There are studies that used lab-made ring array transducers with small-size elements [13,14]. Video-rate imaging can be achieved using ring arrays, but spatial aliasing and arc artifacts may occur due to the pitch size (the spacing between the array elements); the pitch must be lower than half of the wavelength at the central frequency of the array [45]. This necessitates a very large number of elements, read-out circuits and cables, which impose manufacturing difficulties and setup complexities [42,46–48]. Further development of our data acquisition strategy in combination with ring arrays could remove the rotation step in our approach and possibly mitigate the effects of aliasing and arc artifacts caused by the large pitch size of the current ring arrays [13,14]. GPU parallel programming can also be used to reconstruct images of each angle simultaneously, allowing real-time imaging [49].

5. Conclusion

In this work, we proposed a multi-angle detection approach for circular photoacoustic tomography systems to compensate the effects of finite transducer size. The novelty of our approach lies in the fact that the transducer rotates around its center (for limited number of angles) as well as rotating around the region of interest with a stepper motor to record the photoacoustic waves. The numerical and experimental results showed that the proposed approach allowing capturing the entire spatial frequencies of the photoacoustic waves mimics a directional point-like transducer with a large angular view and provides a location-independent tangential resolution. The proposed approach could replace the conventional detection geometry due to structural simplicity and low processing cost.
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