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Abstract

The paper presents a numerical simulation of the propagation of the direct-flow temperature plasma reactor, which is solved by the compressible Navier–Stokes equations, numerical algorithm based on SIMPLE algorithm that are approximated by finite volume method. In the numerical solution of the equation system can be divided into four stages. The first stage the transfer of momentum carried out only by convection and diffusion. The intermediate velocity field is solved by the solution of the differential velocity gradient equation, the Green-Gauss Cell Based scheme is used. The second stage for the pressure field, PRESTO numerical scheme is applied. In the third step it is assumed that the transfer is carried out only by the pressure gradient. The fourth step of the equation is solved for the temperature transport equation as well as the momentum equations by the Green-Gauss Cell Based scheme is used. The algorithm is parallelized on high-performance systems. With this numerical algorithm numerical results of temperature distribution in a continuous-flow plasma reactor was obtained. Numerical modeling allows us to give a more precise description of the processes that have been identified or studied theoretically by laboratory methods, and can reveal new physical phenomena processes that are not yet available, seen in experimental studies. Simulation results show that the constructed numerical model provides the necessary accuracy and stability, which should accurately describe the process during the time interval.

1. Introduction

In modern industry, construction and protective materials receive wide and effective use of some powders consisting of hollow microparticles (hollow powder’s). Hollow ceramic powders are used in the manufacture of composite heat and acoustic insulation materials, light construction and cement fillers, buoyancy elements, explosive mixtures, as well as to provide a basis for catalysts pit, adsorbents, filter elements, encapsulating medium, etc. Getting hollow microspheres with a given chemical composition and mechanical properties substantially expand the circle of solved problems in the industry of construction and protective materials.

The relevance of the problem of getting dispersed materials undoubtedly due to their highly diverse applications in industry. Dispersed materials, resulting during solidification of mineral binding materials, create important disperse systems in practical terms. Toughness it is the most of their valuable property. One of the main applications of highly dispersed materials in the industrial production is to use them as an intermediate phase at producing materials with a high degree of activity. In due time the aerosol dispersed materials technology has played a decisive role in ensuring of increasing of uranium – 235 production – nuclear fuel. The natural uranium of this isotope is very small – about 0.7%. To highlight this precious isotope, uranium is converted into gaseous compound – the uranium hexafluoride. This compound is then repeatedly passed through a diffusion baffle, a kind of sieve. The compound lighter uranium-235 is diffused slightly faster than uranium hexafluoride 238 – only 1,005 times. But this is a tiny advantage can be realized only when the pore size of baffle is much less than length of free path of the molecules of UF₆, which is of the order of 10⁻⁸. Producing of such partition is possible only by pressing and sintering particles having a size of the same order.
Historically, the first dispersed product, which was obtained by spray, was soot. There are three types of soot: canal, thermal and heating. Canal soot is obtained by incomplete combustion of natural gas in a channel of rectangular cross section, with walls, which then collected them. Thermal soot is obtained not by combustion, but by the decomposition of natural gas by passing it through the heated by outside channel. This method gives the largest soot particles up to $10^{-8}$ m radius. The largest capacity provides an oven method in which in a special chamber undergoes incomplete combustion of atomized liquid mixture of hydrocarbons. The resulting aerosol is cooled by passing through a special tower and enters into the apparatus for soot deposition. Soot particles are represented as balls with the size of $10^{-9}$–$10^{-8}$ m aggregated into flakes up to $10^{-6}$ m, containing hundreds or thousands of «primary» balls. Soot is used not only as filler but also as a black pigment [2].

Dispersed systems – the heterogeneous systems of two or more phases with a high surface area between them. Typically, one of the phases forms a continuous dispersion medium, which is distributed in the volume dispersed phase (dispersed phase or more) as small crystals, solid amorphous particles, droplets or air bubbles. Dispersed systems may have more complex structure, for example, be a two-phase formation, each phases of which, being continuous, enters the volume of the other phase. Such systems include solids, filled with an extensive system of channels-pores, filled with gas or liquid, some microheterogenous polymer compositions and others. There are cases when the dispersion medium «degenerates» to the subtlest layers (membranes), separating the particles of the dispersed phase [1].

There are many papers [16, 17, 25, 31–36] devoted to the study of gas flow in the plasmatron numerically and experimentally. Thus, the experimental part of the gas flow in a plasmatron is described in papers [16, 17, 25, 32, 33]. And in papers [31, 34, 36], numerical simulation of gas flow in a plasmatron is considered. Whereas in paper [35] a very good review on particle simulation of plasma is given.

### 2. Mathematical model

In discrete analogues of the transport coefficients on the faces of control volumes are determined by harmonically average value, to allow for intermittent changes in the properties of the medium and to achieve enough correct conjugation at the phase boundary. In solids the thermophysical properties of the wall material (electrode) with the temperature determining of the heavy particles were used. In order to account the heating of the wall by volumetric radiation it was assumed that the radiation energy is absorbed by the surface layer of the wall of the control volumes and is considered there as a local source of heat. Then this energy is given by conduction deeply into the wall and back – to the gas which is adjacent to the wall. To satisfy the safety of wall there is placed a limit on the calculated temperature that does not exceed the melting point of the wall material. Such approach allows us to consider both thermal processes in solids, plasma and gas, and to apply a uniform method of solving equations in the whole computational domain. On the basis of the work [3] a method for simulation the characteristics of the arc from the «cathode to anode» was developed and a satisfactory agreement with the experimental results of the calculation was gotten. This method is convenient to use and does not require any additional information to define the boundary conditions near the solids and relatively easy allows to take into account the form and material of electrodes. The size and location of the cathode and anode arc bindings, the distribution of current density and temperature in the electrodes and the plasma set in the numerical solution as a result of the self-consistent interaction of the thermal, electromagnetic and gas-dynamic characteristics.

In accordance with this, while calculating atmospheric pressure of the high-current arc, in the first approximation there is a possibility to not penetrate into the complex kinetics near electrode processes and for crosslinking solutions, obtained in the electrodes and the plasma, to carry out a simplified scheme: the electrode-plasma.

Now it is known to many mathematical models describing the interaction of electric arc and gas flow in the plasmatron [4–9]. Investigation of the plasmatron’s arc propagation with complex geometry is relevant for determining the formation of turbulence and nonequilibrium phenomena in the generation of the plasma flow.

For the development of a numerical model was considered the following assumptions:

- The particles are moving in one direction about the axis of the plasma stream,
- Uniformity of temperature is performed by the particle volume,
- The radiational heat consumption is taken into account,
- Neglect of radiation transfer from the plasma to a particle,
- There is no evaporation particles.

In the considered thermal problem for the hollow particles the characteristic size of the particle is the wall thickness δ. From the considered assumptions, depending on the radius of the particles, it was found that the radiation heat consumption in the heat exchange with the gas is only 5%.

Reynolds-Averaged Navier-Stokes equations form the basis of the present mathematical model. Application of the Boussinesq approximation leads to the following system of equations, where for turbulence modelling the model $k$–$ε$ is chosen [10–15]:

$$\frac{\partial P}{\partial t} + \frac{\partial \rho u_i}{\partial x_j} = 0$$  \hspace{1cm} (1)

$$\frac{\partial \rho u_i}{\partial t} + \frac{\partial (\rho u_i u_j)}{\partial x_j} = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu_\text{eff} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right]$$  \hspace{1cm} (2)

$$\frac{\partial E}{\partial t} + \frac{\partial (u_i E)}{\partial x_j} = \frac{\partial u_i}{\partial x_j} + \frac{\partial \rho u_i}{\partial x_j}$$  \hspace{1cm} (3)

$$p = \rho RT$$  \hspace{1cm} (4)

where $u_i$ are the velocity components, $E$ – total energy, $x_j$ are the Cartesian coordinate directions, $\rho$ is the mixture density, $\mu$ is the turbulent viscosity, $k$ is the turbulence kinetic energy, $\varepsilon$ is the dissipation rate, $\mu_\text{eff}$ – effective viscosity, $p’$ – modified pressure. Here $p’ = p + \frac{2}{3} \rho k \epsilon \frac{\partial u_k}{\partial x_k}$ and $\mu_\text{eff} = \mu + \mu_\text{r}$, where $\mu_\text{r} = C_{\mu} \rho \frac{k^2}{\epsilon}$ – turbulence viscosity, $P_r = \mu_\text{eff} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - 2 \frac{3}{2} \mu_\text{eff} \frac{\partial u_i}{\partial x_j} \frac{\partial u_j}{\partial x_i}$, $q = -k \frac{\partial T}{\partial x_j}$, $E = \rho \left( \epsilon + \frac{\nu^2}{2} \right)$, $\nu = c_T T$.

$$\frac{\partial k}{\partial t} + \frac{\partial \left( u_j k \right)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \mu + \frac{\mu_\text{r}}{\sigma_k} \right] \frac{\partial k}{\partial x_j} + P_k - \rho \varepsilon + P_{\text{b}}$$  \hspace{1cm} (5)

$$\frac{\partial \varepsilon}{\partial t} + \frac{\partial \left( u_j \varepsilon \right)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \frac{\mu + \mu_\text{r}}{\sigma_\varepsilon} \frac{\partial \varepsilon}{\partial x_j} \right] + \frac{\varepsilon}{k} (C_{\mu} P_k - C_{\mu} \rho \varepsilon + C_{\text{t}} P_{\text{b}})$$  \hspace{1cm} (6)

$P_k$ – turbulent production due to viscous forces, which is represented as:

$$P_k = \mu_\text{eff} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \frac{\partial u_i}{\partial x_j} + \frac{2}{3} \mu_\text{eff} \left( \frac{3 \mu_\text{eff}}{\partial x_k} + \rho k \right)$$  \hspace{1cm} (7)

$P_b$, $P_{\text{b}}$ – represent the buoyancy forces, where $p_{\text{b}} = -\frac{\mu_\text{r}}{\rho \sigma_p} \frac{\partial T}{\partial x_j}$ and $P_{\text{b}} = C_{\text{b}} \max(0, P_{\text{b}})$. Here $\beta$ is the coefficient of thermal expansion, $\sigma_p = 0.9$, $C_{\text{b}}$, $C_{\text{e}}$, $\sigma_\varepsilon$, $\sigma_k$ – are constants. For the numerical solution, the SIMPLE numerical algorithm was chosen.

3. Numerical algorithm

For the numerical simulation of the system of Eq. (1) – (7) the SIMPLE (Semi-Implicit Method for Pressure Linked Equations) algorithm is applied. This algorithm was first developed by B. Spalding and S. Patankar [18–30].

The solution of the system of Eq. (1) – (7) using SIMPLE algorithm is described shortly with the following steps:

1. First, the boundary conditions were set.
2. The second step is a computation of velocity gradient. For the solution of the differential velocity gradient equation, the Green-Gauss Cell Based scheme is used.
3. After the second step, the pressure gradient is computed. For the pressure field, PRESTO numerical scheme is applied.
4. In order to calculate the intermediate velocity field the discretized momentum equation is solved via the Second Order Upwind scheme.
5. The fifth step is the computation of the uncorrected face mass fluxes.
6. Production of the pressure correction cell values is done at the sixth step due to the solution of the pressure correction equation.
7. At the seventh step, the pressure field $p^{k+1} = p^k + \text{urf} \cdot p'$ was updated, where $\text{urf}$ stands for the under-relaxation factor for pressure.
8. After updating the pressure field itself, the boundary pressure corrections $P_{\text{b}}$ was updated too.
9. At the ninth step the face mass fluxes was corrected as following: $m^{k+1} = m^k + m'$.  
10. Correction of the cell velocities is done via the solution of next equation: $\text{v}^{k+1} = \text{v}^k - \frac{\text{VdNp}'}{\text{d}^r}$.  
11. At the eleventh step, the Volume fraction equation is solved via the CICSAM scheme.
12. The turbulent kinetic energy is solved via the Second order upwind numerical scheme.
13. The thirteenth step is the solution of the Disipation rate equation, which is done with the application of the Second order upwind scheme.
14. At last step, density and viscosity are updated due to pressure changes.
4. Formulation of the problem

Figure 1 shows a schematic representation of the plasmatron. This figure also indicates all dimensions of the plasmatron. To start simulations, initial and boundary conditions were given. Initial conditions for velocity, pressure, density and temperature are given in the following form: \( u_j = 0, \) \( j = 1, 2, 3, \) \( T = 20 \, ^\circ\text{C}, \) \( \rho = 1.25 \, \text{kg/m}^3, \) \( P = 1 \, \text{atm}. \) The boundary conditions for velocity, pressure, density and temperature are specified, as indicated in Fig. 2. Also, additional boundary conditions are set for the temperature, depending on the size and location of the heat source. At the lateral boundaries, the non-slip conditions are set for the velocity (Fig. 2).

5. Numerical simulation results

For the numerical simulation, the corresponding initial and boundary conditions were given. The simulations used a computational grid with more than 300,000 computational nodes. To simulate this problem main domain was divided to six subdomains and unstructured mesh was used. To study the temperature distribution, in a direct flow plasma reactor mathematical models were selected and numerical algorithms were developed.

Figure 3 shows the density distribution contour for different time layers in a direct-flow plasma reactor. And in Fig. 4, the contour of Mach number distribution is shown for different time layers in a direct-flow plasma reactor. In Fig. 5, one can see the velocity distribution contour for different time layers in a direct-flow plasma reactor. And in Fig. 6, the pressure distribution contour is shown for different time layers in a direct-flow plasma reactor. While Fig. 7 shows the temperature distribution profile for different time layers in a direct-flow plasma reactor.

---

**Fig. 1.** Schematic view of plasmatron.

**Fig. 2.** Boundary conditions.

**Fig. 3.** The density distribution contour for different time layers: (a) \( t = 1 \, \text{sec}; \) (b) \( t = 15 \, \text{sec}; \) (c) \( t = 30 \, \text{sec} \) in a direct-flow plasma reactor.

**Fig. 4.** The contour of Mach number distribution for different time layers in a direct-flow plasma reactor.

**Fig. 5.** The velocity distribution contour for different time layers in a direct-flow plasma reactor.

**Fig. 6.** The pressure distribution contour for different time layers in a direct-flow plasma reactor.

**Fig. 7.** The temperature distribution profile for different time layers in a direct-flow plasma reactor.
Fig. 4. The Mach number distribution contour for different time layers: (a) $t = 1$ sec; (b) $t = 15$ sec; (c) $t = 30$ sec in a direct-flow plasma reactor.

Fig. 5. The velocity distribution contour for different time layers: (a) $t = 1$ sec; (b) $t = 15$ sec; (c) $t = 30$ sec in a direct-flow plasma reactor.
6. Conclusions

In the work numerical modeling of the thermal processes distribution in the direct flow plasma reactor were carried out. This gave a deeper understanding of inner flow in direct flow plasma reactor. Numerical simulation can provide a more accurate description of the technical processes that have been identified or studied theoretically by the laboratory. And also new physical phenomena processes were shown, which not available to see in experimental studies yet.

In the simulation we consider the development of a round jet in a coaxial flow of argon (Ar) at a rate of 29–30 l/min, with the supplied 10–12 gr/min. of ash. For the modeling of a turbulent flow used compressible Navier-Stokes equations consisting of the continuity equation, the momentum equations, the energy equation and equation of state.

Simulation results show that the constructed numerical model provides the necessary accuracy and stability, which should accurately describe the process during the time interval. Here the solution is limited by time, space and the possible range of other physical parameters. It has been found that setting of the boundary conditions is an important task.
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