Out-of-Distribution Detection for Long-tailed and Fine-grained Skin Lesion Images
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Abstract. Recent years have witnessed a rapid development of automated methods for skin lesion diagnosis and classification. Due to an increasing deployment of such systems in clinics, it has become important to develop a more robust system towards various Out-of-Distribution (OOD) samples (unknown skin lesions and conditions). However, the current deep learning models trained for skin lesion classification tend to classify these OOD samples incorrectly into one of their learned skin lesion categories. To address this issue, we propose a simple yet strategic approach that improves the OOD detection performance while maintaining the multi-class classification accuracy for the known categories of skin lesion. To specify, this approach is built upon a realistic scenario of a long-tailed and fine-grained OOD detection task for skin lesion images. Through this approach, 1) First, we target the mixup amongst middle and tail classes to address the long-tail problem. 2) Later, we combine the above mixup strategy with prototype learning to address the fine-grained nature of the dataset. The unique contribution of this paper is two-fold, justified by extensive experiments. First, we present a realistic problem setting of OOD task for skin lesion. Second, we propose an approach to target the long-tailed and fine-grained aspects of the problem setting simultaneously to increase the OOD performance.
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1 Introduction

Early detection and diagnosis of skin cancer remains a global challenge. Following the advent and success of deep learning for various computer vision tasks, medical research community has seen many deep learning models being developed for detection and classification of skin cancer \cite{7}. While many models \cite{11,21} have been developed to achieve a high performance, their evaluation and validation is limited to small datasets \cite{5,28} which have limited shifts and variations in input.
data. Particularly, if such models are used in real practice, they are bound to encounter many Out-of-Distribution (OOD) samples which may represent unknown skin conditions, hardware device variations, and different clinical settings. Since these OOD samples are not in their training set, these models may assign a high confidence score and classify them as one of the known categories of their training set. Thus, it becomes vital to build the model's capability of rejecting the unknown OOD samples and make them robust for practical deployment.

The OOD detection task and openset recognition (OSR) problem was formalized by [24]. Since then, it has received much needed attention from the research community in general computer vision [10]. There have been many methods proposed with diverse strategies ranging from scaling the output softmax scores [1] (OpenMax), energy-based separation [19] and perturbed input pre-processing [13] (MSP). Techniques such as ODIN [18] have become standard baselines for separating the OOD samples based on the scaled softmax score. Another category of work concentrated on supplying synthetic samples generated from GANs for making the classification model aware of the OOD boundaries [4,9,17]. Other directions include using reconstruction based errors [25,31] for separating closed set and OOD samples, and using self-supervised learning [14,26] for better learning of closed set feature space. There have also been some recent works [2,6,15,22,23] based on the above ideas for developing OOD detection techniques for skin lesions utilizing the ISIC dataset.
Although the research community has made good contributions recently for the OOD detection task, we want to highlight that the commonly used problem settings and datasets for performance evaluation do not resemble a scenario for clinical deployment purposes. There are two shortcomings in this aspect - 1) The closed set dataset used for training the model is extremely well balanced and coarse-grained in nature for e.g. CIFAR-10 [16], which have visually distinguishable features between their categories (e.g. dog, car, plane etc. as shown in Fig 1(c)). This makes the detection of OOD samples relatively easy as they are some of the reserved categories from the dataset. 2) Even if a fine-grained dataset is selected, its distribution is usually not long-tailed in nature. An example for that is the ISIC [5] dataset which only contains a handful number of categories. These settings thus do not resemble a real-world application scenario where there are significantly higher number of fine-grained categories with a long-tailed distribution like our in-house dataset shown in Fig 1(a).

In this work, we conduct our OOD detection study on an in-house collected dataset (Molemap) from a clinical environment following tele-dermatology labelling standards. The dataset includes 208,287 tele-dermatology verified dermoscopic images categorized into 65 different skin conditions making it a long-tailed and fine-grained skin lesion dataset as shown in Fig.1(a). The long-tailed and fine-grained challenges of our dataset inspires us to develop a method for targeting both these aspects to achieve a better OOD performance compared to the existing techniques. Specifically, we develop an inter-subset mixup strategy for targeting the middle and tail classes and combine it with prototype learning to tackle the fine-grained aspect. We conduct extensive experiments on both our in-house dataset and ISIC2019 dataset for benchmarking and validation.

2 Proposed Method

Learning better decision boundaries between closed set categories helps the classifier for detecting OOD samples more accurately [29]. This learning is dependent on the nature of a dataset. For a long-tailed dataset, head classes dominate the learning process as they contain a large number of samples. Although random oversampling/undersampling and techniques like SMOTE [3] can be used to tackle this problem, repeating/removing samples of classes does not help the classifier learn any better decision boundaries. Instead, our proposed approach employs a combination of data augmentation using mixup and better feature space learning using prototype loss specifically targeted to middle and tail classes. This enables us to improve the classification performance for those middle and tail categories which also increases the OOD detection performance. Our simple yet strategic method combines two established techniques to target the long-tailed and fine-grained aspects of our challenging dataset.

2.1 Intra-subset and Inter-subset Mixup Strategies

The approach of Mixup [32] has become quite popular in data augmentation space where it combines a pair of samples and their labels. This simple technique
has been shown to increase robustness towards adversarial samples, a better estimate of uncertainty [27], and better generalization of the trained model [33]. The Mixup sample helps the model training to differentiate between the two categories in its sample even more and thus creates better decision boundaries between the two categories. We believe that Mixup strategy for skin lesion images will provide a better latent space representation between the different categories. However, simply adopting the Mixup strategy for a long-tailed dataset will still be heavily influenced by the head classes thus limiting its advantages only to a small part of the dataset.

To mitigate this problem, we devise different strategies for adopting mixup targeted to a certain part of the dataset only. We partition the total categories set \((C)\) into three subsets based on the number of samples - Head \((H \subset C)\), Middle \((M \subset C)\), and Tail \((T \subset C)\) as shown in Fig 2. With this partition, we devise three intra-subset and three inter-subset mixup strategies. As the name suggests, in an intra-subset strategy, both the independent category samples belong to the same subset (for e.g. in MX1 strategy, both the independent samples will come from the categories in the \(\{H\}\) subset). Whereas, in an inter-subset strategy, one sample comes from one of the categories of that subset and the other sample likewise (for e.g. in MX4 strategy, one sample comes from subset \(H\) and the other sample comes from subset \(M\)). Thus, we can have six such strategies MX1 to MX6 as depicted in Fig 2. The network training strategy is changed accordingly based on the mixup strategy adopted. It is updated with the combined loss of cross-entropy for the conventional subset learning and the mixup loss (given by Eq 1) for the specific subset selected for mixup. In our experiments, we find that targeting the mixup only amongst the middle and tail classes is effective for achieving better OOD detection performance.

\[
L_{mixup} = \lambda L_{CE}(f(x_i), y_i) + (1 - \lambda)L_{CE}(f(x_j), y_j)
\]  

(1)
where \(\{x_i, x_j\}\) are the input samples of class \(\{C_i, C_j\}\) having labels \(\{y_i, y_j\}\) respectively, \(\lambda\) is the weightage parameter for each sample between \(0,1\).

### 2.2 Integration of Mixup with Prototype Learning

[30] introduced prototype learning for increasing the robustness of classifiers by proposing the prototype loss for reducing the intra-class distance variation and increasing the inter-class distance, which has proved extremely effective for learning fine-grained features. A standard prototype loss consists of the mean squared error loss and distance based cross entropy loss between the latent features from an encoder and the corresponding prototypes of all the categories. In our proposed approach, we further enhance the capability of prototype learning by combining it with mixup. The framework for this integration is shown in Fig 3. Firstly, a mixup sample is created from two independent samples belonging to different class categories \(\{C_i, C_j\}\) with weights \(\lambda\) and \((1 - \lambda)\) respectively. This is then fed to a deep neural network (CNN) to generate its feature embeddings \(f_{x_{ij}}\). As this input is a combination of a mixup of two different classes with a specific weightage, we propose to calculate the distance of the features \(f_{x_{ij}}\) from the class specific prototypes \(\{p_i, p_j\}\) based on the weightage parameter \(\lambda\) and also do the same for the distance-based cross-entropy loss. With this, we design a custom loss function for the mixup sample combined with prototype learning given by Eqs 2 and 3, which is adopted for the mixup samples only. For the normal samples, we adopt the standard prototype loss. Finally, we combine our best performing mixup strategy with prototype learning to address both the long-tailed and fine-grained aspects of our dataset.

\[
L_{mse|\text{mixup}} = \lambda \|f(x_{ij}) - p_i\|^2 + (1 - \lambda) \|f(x_{ij}) - p_j\|^2 \quad (2)
\]

\[
L_{dce|\text{mixup}} = \lambda L_{CE}(d_{xpi}, y_i) + (1 - \lambda) L_{CE}(d_{xpj}, y_j) \quad (3)
\]

where \(\{d_{xpi}, d_{xpj}\}\) is the square of the distance between the feature \(f_{x_{ij}}\) from the class specific prototypes \(\{p_i, p_j\}\). The total loss is depicted in Fig 3.
3 Experimental Results

3.1 Dataset Settings and Evaluation Metrics

In-house and ISIC 2019 dataset For evaluation purposes, we do extensive experiments on our in-house dataset and ISIC 2019 dataset. For our in-house dataset, we partition the 65 categories into 6 Head (more than 10,000 samples), 17 Middle (500 to 10,000 samples), 22 Tail (less than 500), and the rest 20 are reserved as OOD categories. As we wish to replicate a realistic clinical setting, we select this split where most samples are concentrated in the head categories, with a moderate number of samples in the middle and the least number of samples in the tail categories. Thus, we have 45 ID categories and 20 OOD categories. For the 45 ID categories, we split the data into 85%-15% train-test split. The train set is further divided into 80%-20% for training and validation. We utilize our in-house dataset for selecting all the hyperparameters via grid search (supplementary material) and use those for ISIC 2019 dataset as well. ISIC 2019 dataset has a class distribution as - MEL-4522, NV-12875, BCC-3323, AK-867, BKL-2624, DF-239, VASC-253, SCC-628. Thus, we select DF and VASC as the OOD categories. The 6 ID categories are separated as Head (NV & MEL), Middle (BCC & BKL), and Tail (AK & SCC) as we wish to have at least two categories in a subset. We adopt the five-fold cross-validation for the ID part of the ISIC 2019 dataset.

CIFAR-10 and unusual OOD samples For a comprehensive study on different types of OOD samples, we add 1000 more OOD samples distributed equally amongst the 10 categories from the CIFAR-10 test set. We further enhance our OOD testing set with some commonly encountered unusual images in a clinic such as blurred images of skin lesions and ones that are completely covered by hair, ear, etc. A good model should give a low confidence score for these samples.

Training Implementation and Evaluation Metrics We use Resnet34 [12] as our backbone architecture and train all the strategies using Adam optimizer with a batch size of 32, an initial learning rate of 1e-4 with exponential decay for 45 epochs. We resize the input image to a size of 224x224 and adopt the standard data augmentation of random crop and horizontal flip. Our proposed approach is trained only on the ID categories and we do not utilize OOD samples for fine-tuning our hyperparameters. We use precision (\text{pre}), recall (\text{rec}), and f1-score (\text{f1}) as the evaluation parameters for the closed set performance and Area Under Receiver Operator Characteristic (\text{AUROC}) as the OOD detection metric, which are the standard metrics for measuring the performance of a model for OOD detection task [10]. Our implementation code is available here\(^5\).

\(^5\) [link](https://github.com/DevD1092/ood-skin-lesion)
Table 1. Performance evaluation of proposed mixup strategies on our in-house dataset

| Mixup Strategy          | Closed set (ID) (Acc%) | OOD (AUROC%) |
|-------------------------|------------------------|--------------|
|                         | Head       | Middle    | Tail      | Total      |             |
| Baseline                | 66.67      | 38.26     | 36.98     | 60.56      | 65.67       |
| Standard Mixup          | 67.23      | 45.18     | 33.89     | 63.90      | 66.35       |
| H-H Intrasubset (MX1)   | **70.11**  | 34.74     | 25.14     | 60.84      | 64.18       |
| M-M Intrasubset (MX2)   | 63.12      | **55.36** | 31.54     | 61.80      | 66.47       |
| T-T Intrasubset (MX3)   | 64.29      | 47.96     | **39.49** | 61.06      | 66.25       |
| H-M Intersubset (MX4)   | 66.92      | 44.97     | 22.21     | 62.31      | 64.33       |
| M-T Intersubset (MX5)   | 63.67      | 55.14     | 38.76     | 60.97      | **68.78**   |
| H-T Intersubset (MX6)   | 66.95      | 56.32     | 36.67     | 59.24      | 64.45       |

3.2 Ablation Study of Mixup Strategies

Table 1 shows the experimental results of the six proposed mixup strategies for our in-house dataset. We show the closed set accuracy for the head, middle and tail subsets separately. We also depict the corresponding OOD performance on the 20 OOD classes of our in-house dataset. Firstly, it can be noted that compared to the standard baseline, simply adopting the Mixup strategy increases the overall closed set performance as well as OOD performance by 3.3% and 0.7%, however, we want to highlight that the closed set accuracy of tail classes reduces.

Secondly, compared to the standard mixup, intra-subset mixup strategies - MX1, MX2, MX3 help to increase the corresponding subset closed set accuracies. From the intra-subset experiments, it should be specifically noted that MX2 and MX3 help to increase the OOD performance suggesting that targeting the middle and tail classes is important for a better OOD detection. For the inter-subset mixup strategies - MX4, MX5, M6, we note that MX5 significantly increases the OOD performance by 3%, which suggests inter-subset mixup is more effective compared to the intra-subset strategies for middle and tail categories. It should also be noted that although the OOD performance increases for MX5, the overall accuracy only increases slightly when compared to the baseline. This is due to the reduced influence of the head subset of the dataset. Thus, we use the setting of MX5 for integration with the prototype learning as our final framework strategy.

3.3 Benchmarking with other methods

In Table 2 we show the performance of all the existing OOD techniques and compare it to our proposed strategies both on our in-house dataset and ISIC2019 dataset. For our in-house dataset, we also have some unusual OOD samples depicted by OOD(unk). We would firstly like to highlight two important observations from this evaluation - 1) It can be seen that all the OOD techniques perform significantly better in detecting CIFAR-10 OOD samples with OOD performance >95%. This shows that the existing OOD techniques are capable of detecting relatively easy OOD samples coming from a completely different domain. 2) The performance of all the techniques drops drastically when the OOD samples are from the same domain. Specifically, this is more evident for a long-tailed nature dataset such as our in-house dataset where the performance degradation is more
Table 2. Benchmarking of OOD techniques on both In-house and ISIC2019 dataset. ID metrics - {Precision (pre), Recall (rec), and f1-score(f1)}; OOD metrics - {AUROC(%)}. (best viewed in zoom).

| Method                        | ID(pre) | ID(rec) | ID(f1) | OOD(pre) | OOD(rec) | OOD(f1) |
|-------------------------------|---------|---------|--------|----------|----------|---------|
| Baseline                      | 0.62    | 0.62    | 0.62   | 0.62     | 0.62     | 0.62    |
| Baseline + LS+RandAug [30]    | 0.63    | 0.63    | 0.63   | 0.63     | 0.63     | 0.63    |
| Baseline + MC-Dropout [8]     | 0.64    | 0.64    | 0.64   | 0.64     | 0.64     | 0.64    |
| Baseline + Prototype [30]     | 0.65    | 0.65    | 0.65   | 0.65     | 0.65     | 0.65    |
| Baseline + Mixup + Prototype  | 0.66    | 0.66    | 0.66   | 0.66     | 0.66     | 0.66    |
| Baseline + Mixup + Prototype  | 0.67    | 0.67    | 0.67   | 0.67     | 0.67     | 0.67    |
| Baseline + Mixup + Prototype  | 0.68    | 0.68    | 0.68   | 0.68     | 0.68     | 0.68    |
| Baseline + Mixup + Prototype  | 0.69    | 0.69    | 0.69   | 0.69     | 0.69     | 0.69    |
| Baseline + Mixup + Prototype  | 0.70    | 0.70    | 0.70   | 0.70     | 0.70     | 0.70    |
| Baseline + Mixup + Prototype  | 0.71    | 0.71    | 0.71   | 0.71     | 0.71     | 0.71    |
| Baseline + Mixup + Prototype  | 0.72    | 0.72    | 0.72   | 0.72     | 0.72     | 0.72    |
| Baseline + Mixup + Prototype  | 0.73    | 0.73    | 0.73   | 0.73     | 0.73     | 0.73    |
| Baseline + Mixup + Prototype  | 0.74    | 0.74    | 0.74   | 0.74     | 0.74     | 0.74    |

Fig. 4. Confidence Scores visualization for different methods on our In-house dataset and ISIC dataset. {H,M,T} refer to Head, Middle, and Tail subsets. {O} refers to OOD(20cl) and OOD(20cl) for ISIC and In-house dataset. {U} refers to the OOD(unk) for In-house dataset. (best viewed in zoom).

severe compared to that of the ISIC2019. Moreover, for our in-house dataset, the OOD performance is slightly better for the unusual OOD(unk) images compared to those reserved from the extreme tail part OOD(20cl). It can be further noted that our proposed approach of M-T mixup (MX5) strategy combined with prototype learning performs the best for OOD detection while maintaining the overall ID performance compared to the baseline on both datasets.

3.4 Confidence Scores Visualization

In Fig 4, we analyse the performance results in more detail by showing the probability density of the confidence scores for different subsets. The larger the separation between the distribution of OOD{O,U} from ID{H,M,T}, the better the technique. It can be seen that our proposed approach achieves the largest separation for both the datasets. Specifically, it is to be noted that this is achieved by making the {M,T} subsets more confident which justifies our targeted strategy.
4 Conclusion

In this work, we present a detailed study and a strategic method for out-of-distribution detection for skin lesion images. Several vital conclusions can be made from our extensive experimentation. Firstly, we highlight that the current OOD techniques are still far away from clinical deployment where they will encounter many similar domain OOD images. To fill this gap, we propose a simple combination of middle-tail subset targeted mixup with prototype learning which is necessary for increasing the OOD performance for a long-tailed and fine-grained dataset. We believe that the experimental settings and proposed approach shown in this paper will guide the community to develop OOD detection techniques for a practical deployment application.
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