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Abstract

Understanding what sequence of steps are needed to complete a goal can help artificial intelligence systems reason about human activities. Past work in NLP has examined the task of goal-step inference for text. We introduce the visual analogue. We propose the Visual Goal-Step Inference (VGSI) task, where a model is given a textual goal and must choose which of four images represents a plausible step towards that goal. With a new dataset harvested from wikiHow consisting of 772,277 images representing human actions, we show that our task is challenging for state-of-the-art multimodal models. Moreover, the multimodal representation learned from our data can be effectively transferred to other datasets like HowTo100m, increasing the VGSI accuracy by 15 - 20%. Our task will facilitate multimodal reasoning about procedural events.

1 Introduction

Recently, there has been growing attention on the representation of complex events, with renewed interest in script learning and commonsense reasoning (Park and Motahari Nezhad, 2018; Mujtaba and Mahapatra, 2019; Li et al., 2020). One aspect of event representation is the relationship between high-level goals and the steps involved (Zhang et al., 2020b,a). For example, given a goal (e.g. “change a tire”), an intelligent system should be able to infer what steps need to be taken to accomplish the goal (e.g. “place the jack under the car”, “raise the jack”). In most work, events are represented as text (Zellers et al., 2018; Coucke et al., 2018; Zhang et al., 2019), while they could have different modalities in the real world.

Learning goal-step relations in a multimodal fashion is an interesting challenge since it requires reasoning beyond image captioning. We contend that multimodal event representation learning will have interesting implications for tasks such as schema learning (Li et al., 2020, 2021) to mitigate reporting bias (Gordon and Van Durme, 2013) since steps are often not explicitly mentioned in a body of text. For instance, if a robot is asked to “get a slice of cake,” it has to know that it should “take the cake out of the box”, “cut a slice”, “put it on a plate”, and then “take the plate to the user”. Such steps are commonsense to people and thus rarely specified explicitly, making them hard to infer from textual data. However, with multimodal learning, we could obtain such details from visual signals. This multimodal goal-step relation could also be used for vision-enabled dialog systems1 to recognize what task a user is completing and provide helpful recommendations.

We propose a new task called Visual Goal-Step Inference (VGSI): given a textual goal and multiple images representing candidate events, a model must choose one image which constitutes a reasonable step towards the given goal. This means that a

\[\text{How to Bake Fish?}\]

Figure 1: An example Visual Goal-Step Inference Task: given a text goal (bake fish), select the image (C) that represents a step towards that goal.

1Like the Alexa Prize Taskbot Challenge.
model should correctly recognize not only the specific action illustrated in an image (e.g., “turning on the oven”, in Figure 1), but also the intent of the action (“baking fish”).

We collect data from wikiHow articles, where most steps are illustrated with images. Our VGSI training set is constructed using three sampling strategies to select negative image candidates as distractors. In the format of multiple-choice and image retrieval, we evaluate four state-of-the-art multimodal models: DeViSE (Frome et al., 2013), Similarity Networks (Wang et al., 2018), Triplet Networks (Hoffer and Ailon, 2015), and LXMERT (Tan and Bansal, 2019) to human performance. It is observed that SOTA models designed for caption-based multimodal tasks (Karpathy et al., 2014; Johnson et al., 2016) struggle on VGSI, exhibiting a 40% gap in accuracy from human performance when using a challenging sampling strategy.

One limitation of wikiHow is that most images are drawings rather than photos (which are more typically used in computer vision research). The knowledge learned from wikiHow is nevertheless useful when applied to real photos. We demonstrate this by pre-training a triplet-network on our wikiHow VGSI task and then conducting transfer learning on out-of-domain datasets. Our experiments show that pre-trained models can effectively transfer the goal-step knowledge to task-oriented video datasets, such as COIN (Tang et al., 2019) and Howto100m (Miech et al., 2019). In addition, we design an aggregation model on top of SOTA models which treats wikiHow as a knowledge base that further increases the transfer learning performance (see Appendix C).

We make three key contributions: (1) We propose the VGSI task, which is more challenging than traditional caption-based image-text matching tasks and requires the model to have an intermediate reasoning process about goal-step relations. (2) To study the VGSI task, we collect a multimodal dataset from wikiHow which contains over 770k images. (3) Through transfer learning, we show that the knowledge learned from our dataset can be readily applied to out-of-domain datasets, with an accuracy improvement of 15-20% on VGSI.

### 2 wikiHow as Multimodal Resource

We use wikiHow as the data source for VGSI because it has been successfully adopted in prior work for procedural learning (Zhou et al., 2019) and intent detection (Zhang et al., 2020a) in the language domain. As shown in Figure 2, each wikiHow article contains a high-level goal and one or more different methods to achieve it. Each method then includes a series of specific steps, typically accompanied with corresponding images.

The format of wikiHow articles provides a hierarchical multimodal relationship between images and sentences. We can obtain three types of text-image pairs from wikiHow, in increasing specificity: goal-image, method-image, and step-image.

| Category       | Goals | Methods | Steps | Images |
|----------------|-------|---------|-------|--------|
| Health         | 7.8k  | 19.1k   | 97.5k | 111.8k |
| Home and Garden| 5.9k  | 16.0k   | 82.9k | 85.4k  |
| Education & Communications | 4.7k  | 12.4k   | 61.2k | 66.1k  |
| Food & Entertaining | 4.6k  | 11.6k   | 62.0k | 69.0k  |
| Finance & Business | 4.4k  | 11.8k   | 59.3k | 66.8k  |
| Pets & Animals  | 3.5k  | 9.5k    | 45.3k | 48.0k  |
| Personal Care & Style | 3.4k  | 9.0k    | 46.1k | 48.9k  |
| Hobbies & Crafts | 2.8k  | 7.5k    | 40.9k | 42.7k  |
| Computers & Electronics | 2.6k  | 6.1k    | 31.5k | 36.2k  |
| Arts & Entertainment | 2.5k  | 6.8k    | 35.4k | 37.2k  |
| Total          | 53.2k | 155.3k  | 772.3k| 772.3k |

Table 1: Number of goals, methods, steps and images in the top 10 wikiHow categories.

In total, as shown in Table 1, the corpus consists of 53,189 wikiHow articles across various categories of everyday tasks, 155,265 methods, and 772,294 steps with corresponding images.
3 Methods

3.1 Problem Formulation

Given a high-level goal $G$—defined as a sequence of words—and an image $I \in \mathbb{R}^{3 \times h \times w}$—with the dimension of 3 color channels, the width, and the height—the model outputs the matching score:

$$\text{match}(G, I) = F(X_G, X_I)$$

in which, $X_G \in \mathbb{R}^{d_G}$ and $X_I \in \mathbb{R}^{d_I}$ are the feature representations of the goal and the image, respectively. $F$ is the scoring function that models the interactions between the two representations. At inference time, the model will choose the candidate with the highest matching score as the prediction.

3.2 Models

DeViSE takes in the pre-trained embedding vectors from the two modalities and maps the source vector onto the span of the target vector. DeViSE is trained only on the positive pairs $(G, I)$ and projects an image embedding onto the same dimension as the goal with L2 normalization. Then it computes the cosine similarity of the two normalized vectors as the matching score.

Similarity Network Each branch of the similarity network maps one modality to the joint span and executes point-wise multiplication to construct a joint vector. The last layer is fully-connected with softmax activation and outputs an array of size two to denote the weights of each class for binary classification. We compute the matching score by taking the dot product $[1, -1]$ with the output.

Triplet Network requires the input to be the format of a triplet $(G, I_{pos}, I_{neg})$. Three branches in the network map the three embeddings to the same joint span, such that the branches of positive and negative images share the same weight. The network learns the cross-modality by minimizing the positive pair distance and maximizing the negative pair distance. We choose cosine distance as the metric which is also used as the matching score.

LXMERT is a multimodal encoder that aims to ground text to images through attention layers. The image input is represented as a sequence of objects and the sentence input is a sequence of words. LXMERT utilizes two single-modality transformer encoders (language and object encoders) and a cross-modality transformer encoder to achieve the attention mechanism and capture the relationship between the two modalities. Same as the similarity network, LXMERT is trained as a binary classifier.

Table 2: Accuracy of SOTA models on the wikiHow VGSI test set with different sampling strategies (sample size is shown in parentheses).

| Model            | Random | Similarity | Category |
|------------------|--------|------------|----------|
| Random           | .2500  | .2500      | .2500    |
| DeViSE           | .6719  | .3364      | .4558    |
| Similarity Net   | .6895  | .6226      | .4983    |
| LXMERT           | .7175  | .4259      | .2886    |
| Triplet Net (GloVe) | .7251  | .7450      | .5307    |
| Triplet Net (BERT) | .7280  | .7494      | .5360    |
| Human            | .8450  | .8214      | .7550    |

Figure 3: Accuracy of human (circles) and model (triangles) on the modified wikiHow VGSI test set with different textual input (e.g., in Fig 1, the goal prompt will be replaced by method - “Baking the Fish.” or step - “Preheat the oven.”).

4 Experimental Setup

4.1 Multiple-Choice Sampling

We formulate the task as a 4-way multiple choice question, which is easy for evaluating the image-text matching performance and is feasible for human annotation. Specifically, a model is given a textual goal & four images to predict the most reasonable step towards the goal. We utilize three sampling strategies to obtain negative candidates:

Random Strategy We randomly pick three different articles and select one image by chance from each article as the negative sample.

Similarity Strategy We greedily select the most similar images based on the feature vectors and use FAISS (Johnson et al., 2019) to retrieve the top-3 most similar images from three different articles.

Category Strategy The three negative samples are randomly selected from articles within the same wikiHow category as the prompt goal.

In addition to the multiple-choice format, we also evaluate VGSI in a more realistic goal-image retrieval format (see Appendix B).
4.2 Human Annotation

Considering that VGSI is a novel task, we also evaluate how difficult it is for humans. All of our six human annotators are graduate students with good English proficiency. For each annotation test, we selected 100 samples from the testing set. A pair of annotators completed each test and their scores were averaged.

4.3 Evaluation Metrics

We report both model and human accuracy for the multiple-choice task. For the retrieval task, we adopt recall at $k$ (recall@$k$) and median rank (Medr) to measure the performance (see Appendix B).

5 Results

5.1 In-Domain Results

Table 2 shows the performance of the models and humans on the wikiHow dataset. The Triplet Network with BERT embeddings has the best performance. However, there is still a big gap between human and model performance, indicating that VGSI is challenging for even SOTA models. LXMERT performs badly using similarity and category strategies presumably because it heavily depends on grounding objects, and negative samples generated by these two strategies could share similar objects but refer to different goals. Figure 3 demonstrates that both humans and models perform better with lower-level texts as prompt, which reflects that our VGSI task is more challenging.

5.2 Transfer Learning

To robustly show the potential of wikiHow as a multimodal transfer learning resource, we compare it with two existing caption-based datasets, Flickr30K (Plummer et al., 2015) and MSCOCO (Vinyals et al., 2016), which are used as pre-training alternatives. We use the official train/val split for each dataset and pre-train two models separately on Flickr and MSCOCO using the same multiple-choice sampling strategies as VGSI.

5.2.1 Target Datasets & Keyframe Extraction

Our transfer targets include COIN and Howto100m, both large-scale datasets of instructional videos. Each video depicts the process of accomplishing a high-level goal, mostly everyday tasks. Since these two datasets are video-based while our task is image-based, we apply a key frame extraction heuristic to get critical frames from videos. Then consider the key frames as steps, thus converting the datasets into the VGSI format.

Howto100m: We randomly select 1,000 goals and one video for each goal. To extract key frames, we apply k-means clustering in the feature space of the frames of each video and select the closest frame to each cluster center. We further filter these frames by manually removing unrelated frames such as the introduction, transition animations, repetitive frames, etc. We finally obtain 869 goals with 24.7 frames for each goal.

COIN: We randomly select 900 videos (5 videos per goal) to construct the test set, and use the remaining 9,709 videos for training. Since COIN has annotations of textual steps and their corresponding video segment, we randomly select one frame within each video segment as a VGSI candidate, resulting in 230.1 frames per goal.

\[\text{Table 3: Transfer performance (4-way multiple choice accuracy) on COIN. PT stands for pre-training, FT for fine-tuning. FT results are obtained by fine-tuning the model on 5 examples of the COIN training set (i.e., 5-shot). Red numbers indicate the best zero-shot performance. Blue numbers are the best fine-tuned results.}\]

\[
\begin{array}{cccc}
\text{Sampling Strategy} & \text{PT-Data FT?} & \text{Random} & \text{Similarity} & \text{Category} \\
\hline
\text{Sample} & \checkmark & .6649 & .5085 & .5216 \\
\text{Flickr30K} & \checkmark & .4903 & .5103 & .3919 \\
\text{MSCOCO} & \checkmark & .5349 & .5401 & .4071 \\
\text{Howto100m} & \checkmark & .5694 & .5811 & .3989 \\
\text{wikiHow} & \checkmark & .6245 & .6309 & .4586 \\
\text{Human} & \checkmark & .9695 & .8500 & .8682 \\
\end{array}
\]

\[\text{Table 4: Transfer performance (4-way multiple choice accuracy) on Howto100m. FT results are obtained by fine-tuning the model on the full training set.}\]

\[
\begin{array}{cccc}
\text{Sampling Strategy} & \text{PT-Data FT?} & \text{Random} & \text{Similarity} & \text{Category} \\
\hline
\text{Sample} & \checkmark & .6005 & .6096 & .4434 \\
\text{Flickr30K} & \checkmark & .4837 & .5398 & .3856 \\
\text{MSCOCO} & \checkmark & .5099 & .5715 & .3958 \\
\text{COIN} & \checkmark & .5067 & .5161 & .3978 \\
\text{wikiHow} & \checkmark & .6556 & .6754 & .4750 \\
\text{Human} & \checkmark & .8300 & .7858 & .7550 \\
\end{array}
\]

\[\text{4Some goals have no valid frames remaining after the annotation, and are therefore removed altogether.}\]
Then we use these frames to construct the multiple-choice examples with the same three sampling strategies. We also compare using wikiHow against using COIN and Howto100m as pre-training data to perform transfer learning to each other since both are instructional video datasets.

5.2.2 Transfer Learning Performance

We use two different transfer learning setups for COIN\(^5\) and Howto100m. For COIN, we formulate the test as a \(K\)-shot learning task where \(K\) is the number of VGSI training examples for each goal. The 180 goals for testing are seen during training to simulate the scenario where we have some instances of a task. For Howto100m, we split the 869 goals into 8:2 for training and testing, where the test goals are unseen during training.

Tables 3 and 4 both indicate that pre-training on wikiHow can improve VGSI performance on out-of-domain datasets. Especially for the Howto100m results, the model pre-trained on wikiHow without fine-tuning outperforms even those pre-trained on other caption-based datasets that were fine-tuned on wikiHow. This is strong evidence that wikiHow can serve as a useful knowledge resource since the learned multimodal representation can be directly applied to other datasets.

To further validate whether the advantages of pre-training on wikiHow persist with the increasing number of fine-tuning examples, we report the performance with \(K \in \{0, 5, 10, 15, 20, 25\}\) for COIN and training examples ranging from 50 to 9,249 (full) for Howto100m. Shown in Figure 4 & 5, the model pre-trained on wikiHow consistently outperforms those pre-trained on the other datasets by significant margins with the increase of fine-tuning examples. The curve of wikiHow does not converge with the other curves even with the maximum number of training examples, which reflects that wikiHow could be a reliable pre-training data source for both low- and rich-resource scenarios.

6 Conclusion

In this paper, we propose the novel Visual Goal-Step Inference task (VGSI), a multimodal challenge for reasoning over procedural events. We construct a dataset from wikiHow and show that SOTA multimodal models struggle on it. Based on the transfer learning results on Howto100m and COIN, we validate that the knowledge harvested from our dataset could transfer to other domains. The multimodal representation learned from VGSI has strong potential to be useful for NLP applications such as multimodal dialog systems.
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A Model Implementation Details

A.1 Architecture and Loss Function

A.1.1 DeViSE
The Deep-Visual Semantic Embedding (DeViSE) model takes in the pre-trained embedding vectors from two modalities and maps the source vector onto the span of the target vector representation. First, the DeViSE model is only trained on the related (positive) pairs \((G, I)\), and we map the image to the goal \((I \rightarrow G)\). Then, the model projects the image embedding onto the same dimension as the goal and we apply L2 normalization to obtain the unit vectors:

\[
\hat{X}_I = L_2 N(X_I W_{I \rightarrow G}) \\
\hat{X}_G = L_2 N(X_G) \tag{2}
\]

where, \(L_2 N\) stands for L2 normalization and \(W_{I \rightarrow G} \in \mathbb{R}^{d_I \times d_G}\) is the weight.

Then the DeViSE model uses a similarity function (here we choose cosine distance) to compute the distance between \(\hat{X}_I\) and \(\hat{X}_G\) as the loss:

\[
L_{DeViSE} = \cos(\hat{X}_I, \hat{X}_G)
\]

\[
\text{match}(G, I)_{DeViSE} = 1 - \cos(\hat{X}_I, \hat{X}_G) \tag{3}
\]

In which \(\cos\) means the cosine distance. For DeViSE, the matching score is the cosine similarity between the two unit vectors.

A.1.2 Similarity Network
A Similarity Network is one type of two-branch networks for matching an image and text. It is a supervised model which takes in \((G_i, I_i, y_i)\), and \(y_i \in \{0, 1\}\) is the binary label that indicates whether \(G_i\) and \(I_i\) are related or not.

Each branch of the network maps one modality to the cross-modality span and executes pointwise multiplication to construct a joint vector:

\[
\hat{X}_I = L_2 N(X_I W_{I \rightarrow J}) \\
\hat{X}_G = L_2 N(X_G W_{G \rightarrow J}) \tag{4}
\]

\[
X_J = \hat{X}_I \odot \hat{X}_G
\]

in which, \(W_{I \rightarrow J} \in \mathbb{R}^{d_I \times d_J}\) and \(W_{G \rightarrow J} \in \mathbb{R}^{d_G \times d_J}\) are the weights and \(\odot\) represents an element-wise product.

The similarity network can be viewed as a binary classifier, and therefore we could use binary cross-entropy (BCE) as the loss function:

\[
L_{sim} = - \sum_i y_i \cdot \log p(y_i) + (1 - y_i) \cdot \log(1 - p(y_i)) \tag{5}
\]

The last layer of the similarity network is a fully-connected layer with a softmax activation function, and the output is an array of size two, in which the elements denote the weight for each class. We compute the matching score by multiplying +1 (matched) and −1 (unmatched) on these two elements:

\[
\alpha = \text{softmax}(fc(X_J))
\]

\[
\text{match}(G, I)_{sim} = 1 \cdot \alpha[0] + (-1) \cdot \alpha[1] \tag{6}
\]

where \(fc\) stands for fully-connected layer.

A.1.3 Triplet Network
A Triplet Network requires the input to be in the format of a triplet \((G, I_{pos}, I_{neg})\). There will be three branches in the network which map the three embeddings to the same joint span:

\[
\hat{X}_G = L_2 N(X_G W_{G \rightarrow J}) \\
\hat{X}_{I_{pos}} = L_2 N(X_{I_{pos}} W_{I \rightarrow J}) \tag{7}
\]

\[
\hat{X}_{I_{neg}} = L_2 N(X_{I_{neg}} W_{I \rightarrow J})
\]

in which, \(W_{G \rightarrow J} \in \mathbb{R}^{d_G \times d_J}\) and \(W_{I \rightarrow J} \in \mathbb{R}^{d_I \times d_J}\) are weights, and the branches of positive and negative images share the same weight.

The network learns the cross-modality by minimizing the distance between positive pairs and maximizing the distance between negative pairs. We choose cosine distance as the distance function which will also be used to compute the matching score:

\[
L_{trip} = \max(0, \cos(\hat{X}_G, \hat{X}_{I_{pos}}) - \cos(\hat{X}_G, \hat{X}_{I_{neg}}) + m) \tag{8}
\]

\[
\text{match}(G, I)_{trip} = \cos(\hat{X}_G, \hat{X}_I)
\]

Where \(m\) is the margin, which is set to 0.2 in the experiment.

A.1.4 LXMERT
LXMERT (Tan and Bansal, 2019) is a multimodal encoder that aims to ground text to images. It takes as an input image \(I\) and a related sentence \(G = \{w_1, w_2, \ldots, w_n\}\). The image objects are embedded using a feature extractor (Anderson et al., 2018) pre-trained on ImageNet (Deng et al., 2009). Given \(I\) the detector finds \(m\) objects \(\{o_1, o_2, \ldots, o_m\}\), where: \(o_i = \{p_i, f_i\}\), s.t. \(p_i\) is its bounding box and \(f_i\) is its 2048-dimensional region of interest (RoI).
LXMERT learns a position-aware embedding as follows:

\[ f_i' = L_2N(W_F f_i + b_F) \]  
\[ p_i' = L_2N(W_P p_i + b_P) \]  
\[ v_i = (f_i' + p_i')/2 \]

The text tokens are extracted using a tokenizer (Wu et al., 2016) and converted to index-aware embeddings s.t. \( w_i \) and \( i \) are projected onto embedding spaces \( w_i', u_i' \), to get a common embedding.

\[ h_i = L_2N(w_i' + u_i') \]

Those inputs are then passed through a language encoder \( E_G \), an object relationship encoder \( E_I \), and a cross-modality transformer encoder \( E_J \). Let \( X_I = \{v_1, v_2, \ldots, v_n\} \) and \( X_G = \{h_1, h_2, \ldots, h_n\} \).

\[ \hat{X}_G = E_G(X_G) \]  
\[ \hat{X}_I = E_I(X_I) \]  
\[ X_{G,J}, X_{G,I} = E_J(\hat{X}_G, \hat{X}_I) \]

Then the cross-modality output \( X_J \) is extracted from the output embedding \( X_{G,J} \) that corresponds to the special token [CLS] appended to each input text.

Similarly to A.1.2, we use BCE loss.

\[ \mathcal{L}_{lxmert} = -\sum_n y_i \cdot \log p(y_i) \]  
\[ + (1 - y_i) \cdot \log (1 - p(y_i)) \]

and compute the matching score:

\[ \alpha = \text{softmax}(fc_2fc_1(X_J)) \]

\[ \text{match}(G, I)_{lxmert} = 1 \cdot \alpha[0] + (-1) \cdot \alpha[1] \]

A.2 Features

A.2.1 Vision

We select InceptionV3 (Szegedy et al., 2015) as the feature extractor for the image. We have tried VGG19 and Resnet50, but InceptionV3 turns out to have the best performance. We use the second last hidden layer of InceptionV3 to obtain a vector of \( (768,) \).

A.2.2 Language

We use a pre-trained BERT sentence transformer (Reimers and Gurevych, 2019) with bert-base-uncased as our base model. Then, we use max-pooling to get the feature vector with a dimension of \( (768,) \).

Table 5: Hyper Parameters of All Models.

| Model       | Optimizer | Learning Rate | Batch Size | n. of Parameters |
|-------------|-----------|---------------|------------|-----------------|
| DeViSE     | RMSProp   | 5e-6          | 1024       | 2,897,664       |
| Similarity Net | RMSProp   | 5e-6          | 1024       | 4,424,170       |
| Triplet Net | Adam      | 1e-5          | 1024       | 4,984,832       |
| LXMERT     | Adam      | 5e-7          | 32         | 209,124,098     |

A.3 Hyper Parameters

See Table 5.

A.4 Training Details

The training of DeViSE, Similarity Network and Triplet Network were on a single NVIDIA RTX 2080 for 200 epochs with early stopping. The training took less than 10 hours.

We used a pre-trained LXMERT model with 9 language layers, 5 cross-encoder layers, 5 vision encoder layers, and a 2 layer linear classification head, with GELU () (Hendrycks and Gimpel, 2016) and ReLU () activation, with a Sigmoid final layer and with normalization in the first layer.

We fine-tune the model for 10 epochs while allowing the gradient to flow through the LXMERT pre-trained layers. We use a binary cross-entropy loss from the PyTorch library and an Adam (Kingma and Ba, 2014) optimizer. Note that we deal with imbalanced datasets by repeating the positive samples and shuffling the data.

B Goal-Image Retrieval Task

B.1 Sampling

Goal-Image Retrieval is a more practical format that gives a high-level goal and a pool of images and aims to rank these images based on their similarity with the goal query.

In this experiment, we randomly select 1,000 high-level goals from the testing set of multiple-choice tasks and choose 5 images for each goal, thus building a pool of 5,000 images.

B.2 Evaluation Metrics

We perform recall at \( k \) (recall@\( k \), higher the better) and median rank (Med r, lower the better) to measure the retrieval performance. For the 5k image pool, \( k \in \{10, 25, 50, 100\} \), while for the 1k image pool, \( k \in \{1, 5, 10, 25\} \).

B.3 In-Domain Performance

As shown in Table 6, the triplet network with BERT as the text embedding has the best performance.
Table 6: In-Domain Retrieval results with Different Models.

| Model                  | 5K Testing Images |
|------------------------|-------------------|
|                        | R@10  | R@25  | R@50  | R@100 | Med r |
| Random                 | 0.1   | 0.4   | 1.0   | 2.1   | 2519  |
| DeVISE                 | 5.2   | 9.8   | 15.2  | 23.8  | 429   |
| Similarity Net         | 5.8   | 11.5  | 17.6  | 27.0  | 347   |
| Triplet Net (GloVe)    | 5.9   | 12.2  | 19.9  | 31.2  | 264   |
| Triplet Net (BERT)     | 6.9   | 13.8  | 21.9  | 32.7  | 249   |

Table 7: Query on Different Prompts

B.4 Query on Different Prompts

As can be seen from Table 7, the model has higher performance when using the detailed step description as a prompt. Through qualitative analysis (see Figure 8) on some samples, we discovered that some method descriptions are very general, and short abstract keywords are even more refined than the goal description. To quantify this finding, we calculate the average length of tokens (remove stop words) and the vocabulary size of the three types of prompts. Apparently, the step description is more fruitful than the method and goal with higher token length and vocab size. The method described has a lower average length of tokens, which is in line with our observation.

B.5 Transfer Performance on Retrieval

We also evaluate the transfer performance on a retrieval task. For COIN, we choose 5-6 images for each video from the 180 goals and construct a pool of 1,000 images. For Howto100m, we randomly select 5-6 images of each of the videos in the testing set and also form a pool of 1K images.

Table 8 and 9 indicates the model pre-trained on wikiHow outperforms the other dataset in the retrieval task and the aggregation model could further improve the performance.

C Step-Aggregation Model

We have seen that SOTA models do not perform well in VGSI because of the implicit vision-language relation. So we develop a step aggregation model that takes advantage of the existing goal-step knowledge from wikiHow. The main idea is as follows: given an unseen textual goal, we use k-nearest neighbors to find the most related article title from wikiHow, then extract the n steps from this article as $S = \{s_1, s_2, ..., s_n\}$. Instead of directly using the given goal to match the images (goal score - Score$_g$), we could use the sequence of steps to improve the matching (step score - Score$_s$). Then use linear interpolation to summarize these two scores as our final matching score.

Score$_g$ = match($G, I$)
Score$_s$ = max$_i=1:n$ (match($s_i, I$))
Score$_{final} = \lambda \cdot$ Score$_g + (1 - \lambda) \cdot$ Score$_s$

(16)

where, $\lambda$ adjusts the step and goal scores weights, we choose $\lambda = 0.5$.

The main idea of the model is to break down the high-level goal into intermediate steps via schema. Then we use the induced sequence of steps as the new query to improve the matching performance. For example in Figure 6, when we want to match the goal “Install License Plate” with two images, the model makes a wrong choice because the negative sample (the right one) also involves the “install” action. However, we could fetch the intermediate steps from wikiHow and use these steps to match the images. The left image (the correct choice) has a higher Step-Image similarity score than the right one. Therefore, the model could improve its performance with the help of this step information. As we can see from the example steps, they contain some useful entities such as “screw”, “bracket”, “bumper”, etc., which are closely related
Figure 6: The architecture of the Step-Aggregation Model.

| Dataset    | Model       | Sampling Strategy          |
|------------|-------------|----------------------------|
|            |             | Random | Similarity | Category     |
| COIN       | wikiHow     | .7657 | .6942      | .5764(+1.9%) |
|            | wikiHowagg  | .5659 | .7049      | .5143(0.2%)  |
| Howto100m  | wikiHow     | .6855 | .7249      | .5143(0.2%)  |
|            | wikiHowagg  | .5143 | .5659      | .7049(+1.3%) |

Table 10: Apply Step-Aggregation model on multiple-choice VGSI (agg stands for aggregation model).

| Dataset    | Model       | R@1   | R@5    | R@10   | R@25   | Med r |
|------------|-------------|-------|--------|--------|--------|-------|
| COIN       | wikiHow     | 1.4   | 7.6    | 12.6   | 23.8   | 102   |
|            | wikiHowagg  | 1.9(+35.7%) | 7.8(+2.6%) | 13.6(+7.9%) | 25.9(+8.8%) | 97(-4.9%) |
| Howto100m  | wikiHow     | 2.1(+5.0%) | 8.3(+5.1%) | 15.8(+7.5%) | 27.7(+3.7%) | 80(-4.8%) |
|            | wikiHowagg  | 2.0   | 7.9    | 14.7   | 26.7   | 84    |

Table 11: Apply Step-Aggregation model on retrieval VGSI.

We apply the aggregation model on both multiple-choice and retrieval VGSI tasks. As shown in Table 10 and 11, with the assistance of the aggregation model, the accuracy of multiple-choice increased by 0.2% - 2%, and the median rank of retrieval decreased by 5%. Since our approach to utilize these steps is very simple, but still achieve a marginal improvement. We hope to see more advanced models to realize the full potential of wikiHow steps.

D Qualitative Examples

See Figure 7, 8, 9.
(A) Random Sampling

(A.1) Correct Answer is B

(B) Similarity Sampling

(B.1) Correct Answer is B

(C) Category Sampling

(C.1) Correct Answer is A

How to Sleep With Lower Back Pain?

How to Prevent Millipedes?

How to Dry Jeans?

How to Do a Man Bun?

How to Prevent Kidney Disease?

How to Walk Your Dog at Night?

Figure 7: Qualitative Examples Using Different Sampling Strategies.
Figure 8: Qualitative Examples Using Different Query Prompts. (Yellow bounding box is the goal’s prediction, blue bounding box denotes the method’s prediction, red bounding box denotes the step’s prediction, green checkmark represents the ground truth.)

Figure 9: Qualitative Examples of Transfer Learning on Howto100m. (The first row shows the multiple-choice examples of Howto100m video frames, the yellow bounding box is the prediction of the model without pre-training on wikiHow, blue bounding box denotes the prediction of the pre-trained model, and green checkmark represents the ground truth. The second row shows the related images and descriptions we found in wikiHow.)