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Abstract

Hate speech and offensive language recognition in social media platforms have been an active field of research over recent years. In non-native English spoken countries, social media texts are mostly in code mixed or script mixed/switched form. The current study presents extensive experiments using multiple machine learning, deep learning, and transfer learning models to detect offensive content on Twitter. The data set used for this study are in Tanglish (Tamil and English), Manglish (Malayalam and English) code-mixed, and Malayalam script-mixed. The experimental results showed that 1 to 6-gram character TF-IDF features are better for the said task. The best performing models were naive bayes, logistic regression, and vanilla neural network for the dataset Tamil code-mix, Malayalam code-mixed, and Malayalam script-mixed, respectively instead of more popular transfer learning models such as BERT and ULMFiT and hybrid deep models.

1 Introduction

The hate speech is generally defined as any communication which humiliates or denigrates an individual or a group based on the characteristics such as colour, ethnicity, sexual orientation, nationality, race and religion. Due to huge volume of user-generated content on the web, particularly social networks such as Twitter, Facebook, and so on, the problem of detecting and probably restricting Hate Speech on these platforms has become a very critical issue (Del Vigna12 et al., 2017). Hate speech lasts forever on these social platforms compared to physical abuse and terribly affects the individual on the mental status creating depression, sleeplessness and even suicide (Ullmann and Tomalin, 2020).

Owing to the high frequency of posts, detecting hate speech on social media manually is almost impossible. Some recent researches have indicated that the automation of hate speech detection is a more reliable solution. (Davidson et al., 2017) extracted N-gram TF-IDF features from tweets using logistical regression to classify each tweet in hate, offensive and non-offensive classes. Another model for the detection of the cyberbullying instances was presented by (Kumari and Singh, 2020) with a genetic algorithm to optimize the distinguishing features of multimodal posts. (Agarwal and Sureka, 2017) used the linguistic, semantic and sentimental feature to detect racial content. The LSTM and CNN based model for recognising hate speech in the social media posts were explored by (Kapil et al., 2020). (Badjatiya et al., 2017) exploited the semantic word embedding to classify each tweet into racist, sexist and neither class. Another deep learning model for the detection of hate speech was proposed by (Paul et al., 2020). However, most of the works for hate speech detection were validated with English datasets only.

In a country such as India, the majority of people in social media use at least two languages, primarily English and Hindi (or say Hinglish). These texts are considered bilingual. In a bilingual setting, the script of the entire post may be same with words coming from both of these languages termed as mixed-code (or code mix) text. A few popular code mixed posts in India are English and Hindi (or say Hinglish), Tanglish (Tamil and English) (Chakravarthi et al., 2020c), Manglish (Malayalam and English) (Chakravarthi et al., 2020a), Kanglish (Kannada and English) (Hande et al., 2020), and so on. The Tamil language is one of the world’s longest-enduring traditional languages, with a set of experiences tracing all the way back to 600 BCE. Tamil writing is overwhelmed by verse, particularly Sangam writing, which is made out of sonnets formed between 600 BCE and 300 CE. The main Tamil creator was the writer and thinker Thiruvalluvar, who composed the Tirukku, a gathering of
compositions on morals, legislative issues, love and ethical quality broadly thought to be the best work of Tamil writing. Tamil has the oldest extant literature among Dravidian languages. All Dravidian languages evolved from classical Tamil language (Thavareesan and Mahesan, 2019, 2020a,b). Even though they have their own scripts still in the Internet code-mixing comments can be found in these languages (Chakravarthi, 2020b). Identifying hate content in such bilingual or code mixed language is a very challenging task (Jose et al., 2020; Priyadharshini et al., 2020; Chakravarthi, 2020a). An automatic model which is trained in a monolingual context to detect hate posts may not yield the same result when tested bilingually or with a code-mix (Puranik et al., 2021; Hegde et al., 2021; Yasaswini et al., 2021; Ghanghor et al., 2021b,a). This is because each system learns and recognises words in the given vocabulary. When a new word is encountered, which is not in the vocabulary, it is marked as an undefined token that makes no difference in the estimation of the model. Therefore, when checked with the language in other scripts the model’s performance decreases.

The current study identifies the hate content in Tanglish, Manglish and Malayalam script mixed in tweets and validated with the dataset provided in HASOC-Dravidian-CodeMix-FIRE2020 challenge (Chakravarthi et al., 2020b). The dataset proposed in the challenge was collected from Twitter. A variety of deep learning models have been examined in the current paper to distinguish offensive posts from script-mixed posts. Along with that we also examined a few transfer learning models like BERT (Devlin et al., 2018a) and ULMFit (Howard and Ruder, 2018) for the classification task.

The rest of the article is summarized as follows: Section 2 presents the overview of articles proposed in the domain of hate or offensive speech. The task and dataset description is explained in Section 3. This followed by the explanation of the proposed methodology in Section 4. The experimental results and discussion are explained in Section 5 and 6. The paper concludes by highlighting the main findings in Section 7.

2 Related works

The hate speech identification in social media texts suffers from many challenges; such as code-mixed social media content, script-mixed social media contents, and so on. This section sheds light on a few state-of-art techniques presented to handle such issues.

Most of the analysis proposed for the detection of hate contents were validated with monolingual datasets. It is relatively easy to build a monolingual model, since (i) it is readily accessible, (ii) it learns a single language dictionary, and (iii) unknown token frequency is lower in the test data. (Davidson et al., 2017) worked on 25000 tweets in English and reported that tweets that contained racism and homophobic contexts were hate speech and tweets that contained sexism contexts were offensive contents. Other work, on English data, was proposed by (Waseem and Hovy, 2016) where n-gram features were extracted for identifying sexist, racism, and none class.

Apart from this, some works were reported on a multilingual dataset where scripts of two or more languages are mixed. (Kumar et al., 2018) proposed a model for multi-lingual datasets containing aggressive and non-aggressive comments in English as well as Hindi from Facebook and Twitter. (Samghabadi et al., 2018) used ensemble learning based on various machine learning classifiers such as Logistic Regression, SVM with word n-gram, character n-gram, word embedding, and sentiment as a feature set. They found that combined words and character n-gram features performed better than an individual feature. (Srivastava et al., 2018) identified online social aggression on the Facebook comment in a multilingual scenario and Wikipedia toxic comments using stacked LSTM units followed by convolution layer and fastText as word representation. They achieved 0.98 AUC for Wikipedia toxic comment classification and a weighted F1 score of 0.63 for the Facebook test set and 0.59 for the Twitter test set. (Mandl et al., 2020; Chakravarthi et al., 2020d) presented several models and their results for English, Hindi, and German datasets. They reported the best model as long short term memory-based network that could capture the multilingual context in a better way. Bohra et al. (2018) extended the earlier research of hate speech detection for code mixed tweets of Hindi and English. (Kumari et al., 2021) presented a Convolutional Neural Network (CNN) and Binary Particle Swarm Optimization (BPSO) based model to classify multimodal posts with images and text into non-aggressive, medium-aggressive and high-aggressive classes. Another multilingual context could be code-mixed where
two languages are written in a single script. For example, (Chakravarthi et al., 2021b; Chakravarthi and Muralidaran, 2021; Chakravarthi et al., 2021a; Suryawanshi and Chakravarthi, 2021) proposed a code mixed Dravidian data in Tamil, Malayalam, and Kannada. (Bohra et al., 2018) developed a Hinglish dataset from Twitter. They reported preliminary experiment results of Support Vector Machine (SVM) and Random Forest (RF) classifiers with n-grams and lexicon-based features with an accuracy of 0.71.

Research in hate and offensive language, as described above, is mainly conducted in a monolingual setting. The paper aims to propose a machine learning system for the code-mixed and script-mixed dataset to identify hate contents.

3 Task and Data description

The current study performs two tasks; (i) Task 1 includes the development of an offensive and non-offensive classification system for distinguishing script-mixed Malayalam comments, and (ii) Task 2 requires to build a classifier to differentiate Tanglish and Manglish (Tamil and Malayalam have written using Roman Characters) into offensive and not-offensive classes. Table 1 shows the overview of the data set used in this analysis. As can be seen in Table 1, there are three sets of data, out of which in the first sets, Malayalam code-mixed and Tamil code-mixed, the posts were written in a single script English, but in the last set, the posts were written in two different scripts (Malayalam script-mixed).

4 Methodology

Three different models were developed to identify hate or offensive contents in Dravidian posts; (i) conventional learning based models, (ii) neural network-based models, and (iii) transfer learning-based models. In this section, we explain the working of each model in detail. A detailed diagram for presented models is shown in Figure 1. The results of the models are explained in Section 5.

4.1 Conventional learning based models

In conventional machine learning-based classifications, the current study explored the use of different N-gram TF-IDF word and character features. In the case of character, 1 to 6 gram character TF-IDF features were used, whereas, in case of a word, 1 to 3 gram word TF-IDF features were used. The extracted features were fed to classifiers like Support Vector Machine (SVM), Logistic Regression (LR), Naive Bayes (NB), Random Forest (RF). The detailed performance report of word n-grams and character n-grams are shown in Section 5.

4.2 Neural learning-based models

Initially, the character n-grams TF-IDF features (1-6 grams) extracted in previous Section 4.1 were used as an input to a vanilla neural network (VNN) model. For the vanilla neural network, four fully connected layers were sequenced, having 1024, 256, 128, and 2 neurons in first, second, third and fourth layer, respectively. We kept two neurons in the final layer (or output layers) to identify each input in offensive groups. Based on the probabilities of softmax activation with output neurons, the last class was determined. In the intermediate layers, the activation function was ReLu. The proposed vanilla neural network was trained with cross-entropy loss function and Adam optimizer. The training dropout was 0.3 and the batch size was 32.

Consequently, other deep learning models for offensive groups prediction were also developed. A hybrid attention-based Bi-LSTM and CNN network was built as shown in Figure 1. The detailed working of the CNN and attention-based Bi-LSTM network for text classification can be seen in (Jang et al., 2020; Xu et al., 2020; Saumy et al., 2019). To CNN, character embedding was the input, whereas to Bi-LSTM, word embedding was the input. To prepare the character embedding, a one-hot vector representation of characters were used. Every input was padded with a maximum of 200 characters with repetition. The total unique character found in the vocabulary was 70. Therefore, a (200 × 70) dimensional embedding matrix was given as an input to CNN. To extract the features from the convolution layer, 128 different filters for each 1-gram, 2-gram, 3-gram, and 4-gram were used. The output of the first convolution layer was fed to the second convolution layer with similar filter dimensions. The features extracted from the CNN layers were then represented in a vector having 128 features using a dense layer.

To prepare the word embedding input for Bi-LSTM was we used FastText\^1 utilizing the language-specific code-mixed Tamil and Malayalam text for Tamil and Malayalam models, respec-

\^1https://fasttext.cc/
Table 1: Data statistic used in this study

| Language               | Class    | Not-offensive | Offensive | Total |
|------------------------|----------|---------------|-----------|-------|
| Malayalam code-mixed   | Training | 2047          | 1953      | 4000  |
|                        | Testing  | 473           | 478       | 951   |
| Tamil code-mixed       | Training | 2020          | 1980      | 4000  |
|                        | Testing  | 465           | 475       | 940   |
| Malayalam script-mixed | Training | 2633          | 567       | 3200  |
|                        | Development | 328     | 72        | 400   |
|                        | Testing  | 334           | 66        | 400   |

Figure 1: Proposed hybrid attention-based Bi-LSTM and CNN network

- The skip-gram architecture was trained for ten epochs to extract the FastText embedding vectors. A maximum of 30 words embedding vectors was given input to the network in a time stamp manner. Every word was represented in a 100-dimensional vector which was extracted from the embedding layer. Finally, a $(30 \times 100)$ dimensional matrix input was given to 2-layered stacked Bi-LSTM layer, followed by an attention layer. Finally, the output of attention-based Bi-LSTM and CNN layer is concatenated and passes through a softmax layer to predict offensive and not-offensive text.

- Hyperparameters tuning was done to check the performance of the proposed deep-neural model. We conducted comprehensive experiments by adjusting the learning rate, batch size, optimizer, epoch, loss function and activation function. The system performance was best with the learning rate 0.001, batch size 32, Adam optimizer, epochs 100, loss function as binary cross-entropy, and ReLU activation within the internal layers of the network. At the output layer, the activation was softmax.

4.3 Transfer models

The current study used two different transfer models, BERT (Bidirectional Encoder Representations from Transformers) and ULMFiT (Universal Language Model Fine-tuning for Text Classification) to accomplish the given objectives.

Two different variations of BERT model\(^2\) (Devlin et al., 2018b) is used in the current study; (i) BERT base (bert-base-uncased), and (ii) BERT multilingual (bert-base-multilingual-uncased). The BERT base model is trained for English language using a masked modelling technique. Whereas, BERT multilingual is trained for 102 languages with masked language modelling. We used

---

\(^2\)https://huggingface.co/transformers/pretrained_models.html
ktrain\textsuperscript{3} libraries to develop the BERT based models. Both BERT variations are uncased that means it does not make a difference between a word written in upper case lower case. In training BERT-models, we fixed 30-words for the text to input in the model and used a batch size of 32 and a learning rate of $2e^{-5}$ to fine-tune the pre-trained model. The detailed description of the BERT model can be seen in (Sanh et al., 2019). The other transfer model used was ULMFiT. It can be applied to any task in NLP. To train ULMFiT model, we used fastai library\textsuperscript{4}. The input and hyper-parameters were the same as we used in BERT.

5 Result

This section presents the experimental results of all three aforementioned models explained in Section 4. The results are presented in terms of precision, recall, and $F_1$-score of class offensive and not-offensive. The weighted average of both classes is also presented. A particular model is identified as best if it has reported the highest weighted average of precision, recall, and $F_1$-score. The value in bold represents the highest value for a particular dataset.

The convectional learning experiments were performed using character N-gram (1 to 6-gram) TF-IDF features. The results are shown in the Table 2 for SVM, LR, NB, RF. In the case of Tamil code-mixed text, the NB classifier performed best and achieved a precision, recall, and $F_1$-score of 0.90. In the case of Malayalam code-mixed text, the LR classifier performed best with the precision, recall, and $F_1$-score of 0.78. Similarly, in the case of Malayalam script-mixed RF classifier reported better performance having precision, recall of 0.95, and $F_1$-score of 0.94. Similar experiments were done for word TF-IDF features for 1 to 3 N-grams. The results are shown in the Table 3.

The results of the proposed neural-based models for Tamil code-mixed, Malayalam code-mixed, and Malayalam script-mixed text are listed in Table 4. As can be seen from the Table 4, the vanilla neural network (VNN) model outperformed attention-based Bi-LSTM-CNN for all three datasets. For Tamil code-mixed, VNN reported precision, recall, and $F_1$-score of 0.89 and for Malayalam code-mixed it reported precision, recall, and $F_1$-score of 0.77. Similarly, for Malayalam script-mixed data, the proposed vanilla neural network reported a precision, recall, and $F_1$ score of 0.95.

Finally, the experimental results of transfer models are shown in Table 5. The table shows the results of three transfer models BERT, BERT-multilingual, and ULMFiT. In Malayalam script-mixed text, the BERT-multilingual model achieved the highest precision, recall, and $F_1$-score of 0.93. Even, for Tamil code-mixed text, BERT-multilingual performed better than others with precision, recall, and $F_1$-score of 0.86. The results of the BERT model was also comparable with precision, recall, and $F_1$-score of 0.89, 0.84, and 0.86. But, for Malayalam code-mixed BERT performance was highest with precision, recall, and $F_1$-score of 0.76.

6 Result Comparison and Discussion

Of all the experimental models, conventional learning models with character 1 to 6 gram TF-IDF features showed the best output for the two datasets, Tamil code-mixed and Malayalam code-mixed. For Tamil code-mixed, the best performance was reported by NB model with precision, recall, and $F_1$-score of 0.90. Similarly, for Malayalam code-mixed the LR model reported best with precision, recall, and $F_1$-score of 0.90. Similarly, for Malayalam code-mixed the LR model reported best with precision, recall, and $F_1$-score of 0.78. However, for the Malayalam Script mixed, Vanilla Neural Network (VNN) reported best results having precision, recall, and $F_1$-score of 0.95, 0.95, and 0.95 respectively. The receiver operating characteristics (ROC) area under curve for all three best models are shown in Figures 2, 3, and 4.

The outcome of this comprehensive study was surprising, given that the performance of all complex models, such as the BiLSTM-CNN hybrid model and Transfer models, was relatively low, but

\textsuperscript{3}https://github.com/amaiya/ktrain
\textsuperscript{4}https://nlp.fast.ai/
Table 2: Results for the different classifiers with character 1 to 6-gram TF-IDF feature

| Models | Class        | Tamil (Code-mixed) | Malayalam (Code-mixed) | Malayalam (Script-mixed) |
|--------|--------------|--------------------|------------------------|--------------------------|
|        | Precision    | Recall             | F1-score               | Precision                | Recall | F1-score |
| SVM    | Offensive    | 0.87               | 0.90                   | 0.88                     | 0.83   | 0.69  | 0.75 | 0.97 | 0.56 | 0.71 |
|        | Not-offensive| 0.89               | 0.86                   | 0.88                     | 0.73   | 0.86 | 0.79 | 0.92 | 1.00 | 0.96 |
|        | Weighted Avg. | 0.88               | 0.88                   | 0.88                     | 0.78   | 0.77 | 0.77 | 0.93 | 0.93 | 0.92 |
| LR     | Offensive    | 0.88               | 0.89                   | 0.89                     | 0.81   | 0.72 | 0.77 | 0.91 | 0.30 | 0.45 |
|        | Not-offensive| 0.89               | 0.88                   | 0.88                     | 0.75   | 0.83 | 0.79 | 0.88 | 0.99 | 0.93 |
|        | Weighted Avg. | 0.89               | 0.89                   | 0.89                     | 0.78   | 0.78 | 0.78 | 0.88 | 0.88 | 0.85 |
| NB     | Offensive    | 0.92               | 0.88                   | 0.90                     | 0.79   | 0.63 | 0.70 | 0.49 | 0.73 | 0.59 |
|        | Not-offensive| 0.88               | 0.92                   | 0.90                     | 0.69   | 0.83 | 0.75 | 0.94 | 0.85 | 0.89 |
|        | Weighted Avg. | 0.90               | 0.90                   | 0.90                     | 0.74   | 0.73 | 0.73 | 0.87 | 0.83 | 0.84 |
| RF     | Offensive    | 0.85               | 0.90                   | 0.88                     | 0.78   | 0.70 | 0.74 | 0.96 | 0.71 | 0.82 |
|        | Not-offensive| 0.89               | 0.84                   | 0.87                     | 0.72   | 0.81 | 0.76 | 0.95 | 0.99 | 0.97 |
|        | Weighted Avg. | 0.87               | 0.87                   | 0.87                     | 0.75   | 0.75 | 0.75 | 0.95 | 0.95 | 0.94 |

Table 3: Results for the different classifiers with word 1 to 3-gram TF-IDF feature

| Models | Class        | Tamil (Code-mixed) | Malayalam (Code-mixed) | Malayalam (Script-mixed) |
|--------|--------------|--------------------|------------------------|--------------------------|
|        | Precision    | Recall             | F1-score               | Precision                | Recall | F1-score |
| SVM    | Offensive    | 0.64               | 0.94                   | 0.76                     | 0.75   | 0.55  | 0.63 | 1.00 | 0.53 | 0.69 |
|        | Not-offensive| 0.88               | 0.46                   | 0.60                     | 0.64   | 0.81  | 0.72 | 0.92 | 1.00 | 0.96 |
|        | Weighted Avg. | 0.76               | 0.70                   | 0.68                     | 0.69   | 0.68  | 0.67 | 0.93 | 0.92 | 0.91 |
| LR     | Offensive    | 0.88               | 0.86                   | 0.87                     | 0.75   | 0.68 | 0.71 | 0.91 | 0.30 | 0.45 |
|        | Not-offensive| 0.86               | 0.88                   | 0.87                     | 0.70   | 0.77 | 0.74 | 0.88 | 0.99 | 0.93 |
|        | Weighted Avg. | 0.87               | 0.87                   | 0.87                     | 0.73   | 0.73 | 0.73 | 0.88 | 0.88 | 0.85 |
| NB     | Offensive    | 0.76               | 0.82                   | 0.74                     | 0.68   | 0.62 | 0.65 | 0.47 | 0.83 | 0.60 |
|        | Not-offensive| 0.76               | 0.59                   | 0.67                     | 0.65   | 0.71 | 0.68 | 0.96 | 0.81 | 0.88 |
|        | Weighted Avg. | 0.72               | 0.71                   | 0.70                     | 0.67   | 0.66 | 0.66 | 0.88 | 0.81 | 0.83 |
| RF     | Offensive    | 0.78               | 0.89                   | 0.83                     | 0.70   | 0.66 | 0.68 | 0.94 | 0.67 | 0.78 |
|        | Not-offensive| 0.87               | 0.75                   | 0.80                     | 0.67   | 0.71 | 0.69 | 0.94 | 0.99 | 0.96 |
|        | Weighted Avg. | 0.83               | 0.82                   | 0.82                     | 0.69   | 0.68 | 0.68 | 0.94 | 0.94 | 0.93 |

Table 4: Results for the VNN and attention-based BiLSTM-CNN models

| Models          | Class        | Tamil (code-mixed) | Malayalam (Code-mixed) | Malayalam (script-mixed) |
|-----------------|--------------|--------------------|------------------------|--------------------------|
|                 | Precision    | Recall             | F1-score               | Precision                | Recall | F1-score |
| Vanilla NN      | Offensive    | 0.87               | 0.91                   | 0.89                     | 0.77   | 0.78  | 0.78 | 0.96 | 0.76 | 0.85 |
|                 | Not-offensive| 0.91               | 0.86                   | 0.88                     | 0.78   | 0.76  | 0.76 | 0.95 | 0.99 | 0.97 |
|                 | Weighted-Avg | 0.89               | 0.89                   | 0.89                     | 0.77   | 0.77 | 0.77 | 0.95 | 0.95 | 0.95 |
| Attention-based | Offensive    | 0.85               | 0.83                   | 0.84                     | 0.71   | 0.71 | 0.71 | 0.89 | 0.68 | 0.77 |
| BiLSTM-CNN      | Not-offensive| 0.83               | 0.85                   | 0.84                     | 0.71   | 0.71 | 0.71 | 0.93 | 0.98 | 0.96 |
|                 | Weighted-Avg | 0.84               | 0.84                   | 0.84                     | 0.71   | 0.71 | 0.71 | 0.93 | 0.93 | 0.92 |

Table 5: Results transfer models BERT and ULMFiT

| Models          | Class        | Tamil (code-mixed) | Malayalam (Code-mixed) | Malayalam (script-mixed) |
|-----------------|--------------|--------------------|------------------------|--------------------------|
|                 | Precision    | Recall             | F1-score               | Precision                | Recall | F1-score |
| BERT            | Offensive    | 0.93               | 0.77                   | 0.84                     | 0.71   | 0.79  | 0.75 | 0.73 | 0.73 | 0.73 |
|                 | Not-offensive| 0.85               | 0.92                   | 0.88                     | 0.81   | 0.73  | 0.77 | 0.73 | 0.73 | 0.73 |
|                 | Weighted-Avg | 0.89               | 0.84                   | 0.86                     | 0.76   | 0.76 | 0.76 | 0.73 | 0.73 | 0.73 |
| BERT            | Offensive    | 0.85               | 0.87                   | 0.86                     | 0.75   | 0.68 | 0.72 | 0.95 | 0.97 | 0.96 |
|                 | Not-offensive| 0.86               | 0.85                   | 0.86                     | 0.71   | 0.77 | 0.74 | 0.83 | 0.74 | 0.78 |
|                 | Weighted-Avg | 0.86               | 0.86                   | 0.86                     | 0.73   | 0.73 | 0.73 | 0.93 | 0.93 | 0.93 |
| Multilingual    | Offensive    | 0.72               | 0.63                   | 0.67                     | 0.30   | 0.51 | 0.38 | 0.57 | 0.68 | 0.62 |
|                 | Not-offensive| 0.56               | 0.57                   | 0.57                     | 0.71   | 0.50 | 0.59 | 0.72 | 0.56 | 0.63 |
|                 | Weighted-Avg | 0.65               | 0.60                   | 0.62                     | 0.59   | 0.50 | 0.52 | 0.66 | 0.61 | 0.63 |
for many NLP tasks, such as text classification or language modelling, it was proven better.

The results indicate that the character n-gram TF-IDF features play a very important role for code-mixed and code-script data. Secondly, in the same sense, the performance of the transfer models is not encouraging. BERT, which is trained in the English language, treats most of the token of code-mixed and code-script data as an unknown token which could affect the model performance. The BERT-multilingual which is trained on 102 languages identifies the language of input text first and loads its vocabulary then. Even, for code-mixed and code-script data BERT-multilingual identified a single language and was subsequently processed. In effect, the overall model performance was reduced. Moreover, it was found that the language identified by BERT-multilingual for code-mixed and the code-script dataset was different for different runs. Consequently, the results fluctuated even.

7 Conclusion

Hate speech identification in code-mixed and script-mixed context is one of the most challenging tasks in NLP. The current study presented extensive experiments utilizing various conventional learning, deep learning, and transfer learning models. Three datasets used in the study were Tamil code-mixed, Malayalam code-mixed, and Malayalam script-mixed. The results reported by all models clearly show that conventional learning models along with vanilla neural model outperformed other complex deep learning, and transfer learning models. The character N-gram TF-IDF based Naive Bayes classifier performed best with the weighted precision, recall, and $F_1$-score of 0.90 for Tamil code-mixed text. The Logistic regression classifier with character N-gram TF-IDF features performed best with the weighted precision, recall, and $F_1$-score of 0.78 for Malayalam code-mixed text. The Vanilla Neural Network with character N-gram TF-IDF features performed best with the weighted precision of 0.95, recall of 0.95, and $F_1$-score of 0.95 for Malayalam script-mixed text.
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