Spatiotemporal Analysis of Active Fires in the Arctic Region during 2001–2019 and a Fire Risk Assessment Model
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Abstract: The increasing frequency of active fires worldwide has caused significant impacts on terrestrial, aquatic, and atmospheric systems. Polar regions have received little attention due to their sparse populations, but active fires in the Arctic cause carbon losses from peatlands, which affects the global climate system. Therefore, it is necessary to focus on the spatiotemporal variations in active fires in the Arctic and to assess the fire risk. We used MODIS C6 data from 2001 to 2019 and VIIRS V1 data from 2012 to 2019 to analyse the spatiotemporal characteristics of active fires and establish a fire risk assessment model based on logistic regression. The trends in active fire frequency based on MODIS C6 and VIIRS V1 data are consistent. Throughout the Arctic, the fire frequency appears to be fluctuating and overall increasing. Fire occurrence has obvious seasonality, being concentrated in summer (June–August) and highest in July, when lightning is most frequent. The frequency of active fires is related to multiple factors, such as vegetation type, NDVI, elevation, slope, air temperature, precipitation, wind speed, and distances from roads and settlements. A risk assessment model was constructed based on logistic regression and found to be accurate. The results are helpful in understanding the risk of fires in the Arctic under climate change and provide a scientific basis for fire prediction and control and for reducing fire-related carbon emissions.
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1. Introduction

Fire plays an important role in the exchange and circulation of carbon and energy in the earth’s biosphere and atmospheric system and causes serious air pollution (PM2.5 [1], carbon oxide, CO2, and carbon monoxide, CO, emissions [2]), soil degradation [3], ecological damage [4], economic losses [5], and damage to human health [6]. With global warming, more frequent extreme heatwaves and droughts have increased the frequency of wildfires, which have had serious impacts on terrestrial ecosystems [7,8]. The aboveground biomass and soil of terrestrial ecosystems, especially forests, are important as carbon pools for mitigating climate warming [8]. A warming climate will lead to an increase in forest fires, which will significantly affect the functioning of terrestrial ecosystem-mediated carbon sinks [8]. In addition to the aboveground biomass, forest fires also have great impacts on soil organic matter layers [9]. Fires that burn deep into the soil cause the loss of soil carbon and release large amounts of carbon into the atmosphere, which further aggravates climate warming and creates a vicious cycle [8].

The terrestrial ecosystem of the Arctic region is an important part of the global ecosystem. With continuous warming of the global climate, the carbon pool in the circumpolar permafrost will be gradually disturbed and may enter the atmosphere in the form of methane gas, which is an important driver of environmental change [10]. Naturally occurring fires in the Arctic include not only wildfires and forest fires, but also peat fires [11].
Peatlands are the most carbon-intensive ecosystems on Earth [12]; when they burn, they release ancient carbon into the atmosphere. Unlike forests, peatlands do not recover after burning. Hugelius et al. [10] believe that northern peatlands may eventually turn from net carbon sinks into net carbon sources and further accelerate climate change. Nearly half of the world’s peatland reserves are located around the Arctic Circle between latitudes of 60–70° north [10]. The Arctic is warming rapidly and Arctic wildfires are making massive carbon emissions [13]. In addition, Arctic fires control many important ecosystem processes [14]. Therefore, understanding the spatiotemporal distribution pattern of fire frequency in the Arctic region is helpful in (1) understanding the occurrence of active fires, (2) providing a reference for the impact assessment of Arctic fires, and (3) providing a scientific basis for response analyses of climate change and extreme weather events.

Early detection of fires is crucial to reducing the ultimate damage. Traditionally, long-range wildfire detection mainly relies on ground-based equipment such as watchtowers and aviation patrol, but it is often inefficient and has many omissions. At present, early detection and spatial analysis of fires mainly rely on satellite remote sensing. Satellite remote sensing is a rapid method of monitoring active fires. Its long-term data archives can be used to analyse the spatiotemporal distributions of active fires at large scales and over long periods. Dozier [15] proposed that the sub-pixel method can be used for satellite sensors in thermal infrared band to identify the temperature and area of the fire at sub-pixel resolution. Langaas et al. [16] improved Dozier’s model by using the image of Advanced Very High Resolution Radiometer (AVHRR) carried by National Oceanic And Atmospheric Administration (NOAA) satellite, and obtained the frequency value of band 3 based on the histogram to identify potential fire point pixels. Subsequently, many scholars [17–19] improved the fire detection algorithm, and more satellite systems that collect multi-source images have been used to monitor the location and extent of active fires around the world, such as Moderate-resolution Imaging Spectroradiometer (MODIS) and Visible infrared Imaging Radiometer (VIIRS). These remote sensing data play an important role in fire detection and temporal and spatial variability [20–23]. Although the spatial resolutions of ASTER, Landsat, and Sentinel-2 data are relatively high and play an important role in active fire monitoring [24–26], their temporal resolution is relatively low, such that short fire events may be missed. MODIS provides data recorded since 2000 and plays an important role in active fire monitoring [27,28]. Small fires (e.g., 0.01 km²) of short duration (<1–2 h) can be detected [29], but active fires caused by smouldering may be underestimated in small areas. VIIRS can provide active fire data at a higher spatial resolution than MODIS, and has played an important role in active fire monitoring since 2012 [30]. The NASA Fire Information for Resource Management System (FIRMS) provides near-real-time active fire position vector information derived from MODIS and VIIRS data. FIRMS active fire data has been applied to fire situation assessment [31], economic loss assessment [32], air pollution assessment [33], climate change simulation [34], and other aspects. Currently, active research is focused on North and South America (Amazon) [35,36], Central Africa [37], Russia [38], China [22], and Southeast Asia [39]. However, few studies have focused on active fires across the entire Arctic region. Although some studies have focused on active fires in Siberia [40,41] and Alaska [42], the spatial and temporal distribution patterns of active fires in the Arctic remain unclear and research on fire risk assessment remains lacking.

Fire risk can be defined as the probability of a fire occurring and the potential damage that may be caused at a given location [43]. Garcia et al. [44] used logistic regression model to predict the probability of fire caused by human factors. Then, some scholars [45,46] further proved that logistic regression model is a valuable tool for predicting fire. Rollings et al. [47] used remote sensing image band digital numbers and derived spectral indices in their predictive indicators to map fire regime. Subsequently, many scholars [48–50] applied the logistic regression model to fire risk assessment and prediction. Many other fire risk models have been developed in recent years, such as Artificial Neural Networks [51], maximum entropy algorithms [52], classification trees [53], and Random
Forests [54]. The advantage of logistic regression is that variables can be continuous, classified, or any combination of the two types, and normal distribution is not necessary [50]. Therefore, logistic regression is a better method in fire research at present [50]. This approach requires a certain amount of prior knowledge about what the fire risk is related to [48–50]. In the past, many scholars have made explorations and mainly concluded that factors such as terrain, vegetation, climate, and human beings are highly related to fire risk [48–50]. There is a lack of previous literature on Arctic fire risk assessment, so we used these factors selected for modelling.

Therefore, the aims of this paper were to (1) analyse the spatial and temporal distribution patterns of active fires in the Arctic region from 2001 to 2019, so as to provide a research basis for future fire prevention work; and (2) quantitatively analyse the relationships between fire and its influences and construct a risk assessment model to understand the causes of fire and promote effective prevention measures.

2. Study Area, Data, and Methods

2.1. Study Area

In this study, the Arctic region refers to the region north of the Arctic Circle (66°34′ N), which is geographically surrounded by Asia, Europe, and North America (Figure 1). Its total area is $2.1 \times 10^7$ km$^2$, accounting for about 1/25 of the total area of the earth, and has a land area of about $8 \times 10^6$ km$^2$. The land within the Arctic Circle is divided into eight circumpolar countries: Russia, the United States, Canada, Denmark, Norway, Iceland, Sweden, and Finland. Surrounding the Arctic Ocean are the permafrost regions of Asia, Europe, and northern North America, which are mostly flat and treeless. The vegetated area of the Arctic is only about $5.05 \times 10^6$ km$^2$ in area, of which about 40% is tundra and 26% is upright shrub [55]. Canada has the most diverse terrain in the High Arctic and is mainly associated with abundant barren terrain and low-shrub tundra, while Russia is the largest region in the Low Arctic and predominant contains low-shrub tundra. Arctic vegetation is particularly sensitive to climate change, especially change in summer temperatures. Since the average temperature in July is higher than the freezing point at the most territory of continental Arctic, a temperature change of a few degrees in summer will change the total heat required for plant growth several-fold, leading to significant changes in vegetation structure, plant productivity, plant communities and species diversity [55]. The Arctic has a cold climate with long winters and short summers. The northern margins of Europe, Asia, and North America, as well as parts of the Greenland coast and several islands in the Arctic Ocean, have a polar tundra climate. Greenland and other islands in the Arctic Ocean have a polar ice field climate, are covered by snow and ice year-round, and receive little rainfall [56].

2.2. Data

2.2.1. FIRMS Active Fire Data

The FIRMS was produced by NASA and the United Nations Food and Agriculture Organization to provide near-real-time active fire data (https://firms.modaps.eosdis.nasa.gov/active_fire/#firms-shapefile, accessed on 9 August 2021). It provides two global active fire datasets: MODIS Collection 6 (C6, 1 km; from 11 November 2000) and VIIRS Version 1 (V1, 375 m; from 20 January 2012). A consistency detection algorithm was used to compare the MODIS C6 and VIIRS V1 active fire data [57]. The two datasets were found to have good consistency and be suitable for use in a combined way to support fire management and other related scientific applications [33,58,59]. MODIS data from 2001 onwards was used, as 2001 was the first complete year of data. FIRMS active fire data was processed with ArcGIS software (Version 10.0, Environmental Systems Research Institute, Inc., RedLands, United States).
2.2.2. MCD12C1 Land Cover Data

The MCD12C1 (MODIS Land Cover Climate Modeling Grid Product) [60] provides annual global maps of land cover types at a spatial resolution of 500 m. MCD12C1 data was downloaded from https://ladsweb.modaps.eosdis.nasa.gov/search/order/1/MCD12Q1--6 (accessed on 9 August 2021). The International Geosphere-Biosphere Programme (IGBP) classification was used in our study, which includes 17 land cover types. MCD12C1 Land Cover data was processed with ArcGIS and ENVI software (Version 5.0, Exelis Visual Information Solutions, Inc., Colorado, United States).

2.2.3. MODIS NDVI Data

NDVI data were extracted from MOD13A1 and MOD13C2, which were downloaded from the NASA website, and had a temporal resolution of 16 days and a spatial resolution of 500 m. MODIS NDVI Data was processed with ArcGIS and ENVI software (Version 5.0, Exelis Visual Information Solutions, Inc., Colorado, United States).

2.2.4. Lightning Climatology Gridded Product

The lightning climatology gridded product (https://ghrc.nsstc.nasa.gov/lightning/data/data_lis_otd-climatology.html, accessed on 9 August 2021) was derived from the Optical Transient Detector (OTD) instrument from May 1995 to December 2000 and from its successor, the Lightning Imaging Sensor (LIS) instrument, for December 1997 to 2015. The dataset includes lightning rate densities at 2.5° × 2.5° and 0.5° × 0.5° spatial resolutions. We used Panoply software to plot monthly lightning rate maps from April to September in the Arctic using LIS/OSD 0.5° high-resolution monthly climate (HRMC) data [61]. These data are global flash rate density averaged over the 16 years (1995–2010) of the TRMM LIS and OTD missions.

2.2.5. ERA 5 Climate Reanalysis Data

ERA 5 climate reanalysis data (https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels-monthly-mean?tab=overview, accessed on 9 August 2021) of global climate and weather is fifth-generation ECMWF reanalysis data and provides global monthly average grid data from 1979 to present. It includes nearly 2-m air temperature, precipitation and 10-m wind speed data, global coverage, one-month temporal resolution and spatial resolution of 0.25°. ERA 5 climate reanalysis data was processed with ArcGIS software (Version 10.0, Environmental Systems Research Institute, Inc., RedLands, United States).
2.2.6. Populated Places and Roads Data

Data on populated places and roads at 1:10 million scale were downloaded from the Natural Earth website (www.naturalearthdata.com, accessed on 9 August 2021). Populated places data is a location containing capitals, major cities, towns, and smaller towns in sparsely inhabited regions. The data included population, which were derived from the LANDSCAN dataset (https://landscan.ornl.gov/, accessed on 9 August 2021) maintained and distributed by the Oak Ridge National Laboratory. Roads data were derived from CEC North America Environmental Atlas and the other region atlas. We used ArcGIS software to build a 0.05°×0.05° fishnet. The nearest neighbour analysis tool was used to measure the distance from the centre of each fishnet grid to the nearest populated place and road to generate a layer of distance data.

2.3. Methods

2.3.1. Theil-Sen Slope Method

The Theil-Sen slope (TS) method is generally used to detect pixel-level linear trends in fire products. The TS square method is a mature nonparametric method proposed by Theil in 1950 [62] and modified by Sen in 1968 [63]. Compared with traditional linear regression, the TS method is insensitive to outliers. This makes it more suitable for linear trend estimation, particularly for time series with large interannual variations. The formula of the TS method is:

\[ \Delta = \text{median}(x_j - x_i) \]  

(1)

where median is a median function, \( x_i \) is the value at point \( i \), and \( x_j \) is the value at point \( j \). When \( \Delta > 0 \), it is considered that the time series has an increasing trend; when \( \Delta < 0 \), the trend is falling.

2.3.2. Mann–Kendall Test

The Mann–Kendall (MK) test [64] was used to determine the significance of long-term trends. This method is also nonparametric and does not require the sample to satisfy any particular distribution. An important method of trend analysis is to combine the MK and TS methods. TS can reduce noise interference well but cannot judge the significance of a trend in a series; while MK can, it does not require the series to have a particular distribution, and is insensitive to outliers. The statistic \( S \) is calculated as follows [64]:

\[
S = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \text{sgn}(x_j - x_i)
\]

(2)

\[
\text{sgn}(x_j - x_i) = \begin{cases} 
1, & x_j - x_i > 0 \\
0, & x_j - x_i = 0 \\
-1, & x_j - x_i < 0 
\end{cases}
\]

Depending on the value of \( n \), the statistics are calculated in different ways. If \( n < 10 \), Equation (2) was used to calculate \( S \) and then a bilateral trend test was used. Using the level of significance \( \alpha \), if \( |S| > S_{n/2} \), then the trend of the sequence is considered significant. If \( S > 0 \), the trend is positive; if \( S = 0 \), the sequence has no trend; and if \( S < 0 \), the trend negative.

If \( n \geq 10 \), \( S \) approximately obeys a standard normal distribution and the Z-statistic should be used for bilateral trend testing, the formula for which is [64,65]:

\[
Z = \begin{cases} 
\frac{S-1}{\sqrt{\text{Var}(S)}}, & S > 0 \\
0, & S = 0 \\
\frac{S+1}{\sqrt{\text{Var}(S)}}, & S < 0 
\end{cases}
\]

(3)

\[
\text{Var}(S) = \frac{n(n-1)(2n+5) - \sum_{i=1}^{n} t_i(t_i-1)(2t_i+5)}{18}
\]
where \( n \) is the total number of data points in the sequence \( x_i = (x_1, x_2, \ldots, x_n) \), \( m \) is the number of groups of tied ranks, and \( t_i \) is the number of data in the tied group. After obtaining \( \alpha \), the critical value \( Z_{1-\alpha/2} \) can be obtained from a normal distribution table. If \( |Z| > Z_{1-\alpha/2} \), there is a significant trend in the sequence; otherwise, there is not.

2.3.3. Average Nearest Neighbour Analysis

The average nearest neighbour analysis [66] measures the distance between the centre of mass of each element and that of its nearest neighbour, and then calculates the average of all these distances. If the mean distance is less than that of a hypothetical random distribution, the distribution of analysed elements is regarded as clustered. Conversely, if the average distance is greater, the factor is considered to be dispersed. The ratio of the observed mean distance to the expected mean distance is called the average nearest neighbour ratio (ANN) and its formula is [66]:

\[
ANN = \frac{\overline{D}_O}{\overline{D}_E}
\]

\[
\overline{D}_O = \frac{\sum_{i=1}^{n} d_i}{n}
\]

\[
\overline{D}_E = \frac{0.5}{\sqrt{n/A}}
\]

where \( \overline{D}_O \) and \( \overline{D}_E \) are the observed and expected average distances, respectively, \( d_i \) is the distance between \( i \) and the centre of mass of its nearest neighbour, \( n \) is the total number of elements, and \( A \) is the area of minimum bounding rectangle that includes all elements. We can generate the minimum bounding rectangle in ArcGIS (Minimum Bounding Geometry tool) and calculate its area.

The calculation of z-score is as follows [66]:

\[
z = \frac{\overline{D}_O - \overline{D}_E}{SE}
\]

\[
SE = \frac{0.26136}{\sqrt{n/A}}
\]

The value 0.26136 is a constant derived from the radius of a circle, the notion for the standard error being based on using a circle divided into equal sectors and finding the number of points, given a hypothetical random distribution, in any given sector [66].

By means of the mean nearest neighbour analysis, we analysed the spatial distribution patterns of active fires based on FIRMS MODIS C6 and VIIRS V1 data.

In the mean nearest neighbour analysis method, the mean nearest neighbour ratio is used to represent the spatial distribution of fires, the z-value is used to represent the degree of fire aggregation and dispersion, and the \( p \)-value is used to reflect the significance of the results. If \( ANN < 1 \), the pattern of spatial geographical elements is clustered. If \( ANN > 1 \), the pattern is discrete.

2.3.4. Multicollinearity Testing

If the degree of multicollinearity between independent variables is severe, the standard error of the regression coefficient estimated by a regression model will be high, resulting in deviation in parameter estimation and, finally, failure of the model’s inference [67]. Generally, tolerance or variance inflation factor (VIF) is used for a multicollinearity test [67–69].

The tolerance (TOL) factor was calculated as [68]:

\[
TOL = 1 - R_i^2
\]

where \( R_i \) is the determination coefficient of the linear regression model. If \( TOL < 0.1 \), the multicollinearity among independent variables is significant.

The VIF, which is the reciprocal of TOL, is the ratio coefficient of the variance of the estimated regression coefficient in cases of collinear and non-collinear relationships among
independent variables [69]. The strength of multicollinearity among independent variables is proportional to VIF. When $0 < VIF < 10$, it indicates that there is no multicollinearity among independent variables; when $10 < VIF < 100$, it indicates that there is a strong multicollinearity among independent variables; when $VIF > 100$, it indicates that there is serious multicollinearity among independent variables [69].

2.4. Logistic Regression Modelling

Logistic regression is one of the most popular mathematical modelling methods, which can be used to determine the relationship between several independent variables and a dichotomous dependent variable [44]. Logistic regression models are especially suitable for data whose dependent variables follow a multinomial classification. Binary logistic regression is used when the dependent variables are binomial classification variables and the value of the target probability is between 0 and 1. When the occurrence of fire is taken as the dependent variable, it is a mutually exclusive binomial classification variable. The existence of multiple independent variables at the same time will affect the occurrence of fire, and the influence of independent variables on the dependent variable is not necessarily linear. Therefore, binary logistic regression can be used for fire-risk prediction. In fact, logistic regression analysis has been successfully applied to local- and continental-scale fire prediction [48–50]. Logistic regression is based on the following function:

$$p = \frac{e^z}{1 + e^z}$$ (7)

$$z = \ln\left(\frac{p}{1-p}\right) = \beta_0 + \beta_1 x_1 + \cdots + \beta_n x_n$$ (8)

where, $\beta_0, \beta_1, \ldots, \beta_n$ is the coefficient, $x_1, x_2, \ldots, x_n$ is the fire inducement variable, and $p$ is the probability of fire occurrence.

2.4.1. Selection of Model Samples

According to the 2001–2019 FIRMS MODIS C6 active fire location data, a total of 75,435 fire sites were randomly selected. Meanwhile, the same amount of non-fire sites (random point without fire occurrence) was also randomly selected. To avoid the distribution of the sample data affecting the choice of variables used in the model, a random selection of 70% of the sample was used for training (a total of 105,609 fire and non-fire sites) to build the model. The other 30% of the sample was used for testing the model. We randomly divided training samples and test samples, and repeated it five times. In the five sample tests, fire risk factors satisfying the significance of all the samples in three or more groups were selected for the final training analysis of the whole sample. External testing of model accuracy was carried out using 2018–2019 fire and non-fire site data to determine whether the model could provide good evaluation performance over different time periods.

2.4.2. Pre-Treatment of Risk Factors

(1) Multicollinearity testing—Nine factors were selected for multicollinearity testing: vegetation type, NDVI, elevation, slope, 2-m air temperature, precipitation, 10-m wind speed, distance from a road, and distance from a settlement. The results are shown in Supplementary Material Table S1. The tolerance $>0.1$ or VIF $< 5$ indicate that there is no common linear relationship between the nine factors, which can be used to build a regression model.

(2) Correlation analysis—In order to verify multicollinearity, we also examine the correlation between various variables. Pearson correlation analysis was conducted for the 9 factors (Supplementary Material Table S2). NDVI was highly correlated with vegetation type and 2-m air temperature; therefore, NDVI was removed from the modelling.
Significant differences testing—Significance tests were conducted to determine whether the differences between two or more samples were significant and to remove factors that did not differ between fire and non-fire sites. Typically, when \( p < 0.05 \) or \( p < 0.01 \), it indicates that there is a significant or very significant difference between the groups. As shown in Supplementary Material Table S3, the differences in each factor between fire and non-fire sites were all significant at \(<0.01\), so no factors were removed.

2.4.3. Construction of the Logistic Regression Model

The backward stepwise algorithm [70] was used to introduce factors to carry out training of the logistic regression model. The basic principle of the backward stepwise algorithm is as follows: firstly, all factors are put into the model for training. According to the significance of each factor in the training model, when \( p > 0.05 \), the factor with the largest value of sig is eliminated. Then, the remaining factors were trained in the model again and the screening process was repeated until all the sig values of the remaining factors in the model matched the condition of \( p < 0.05 \).

Logistic regression analysis was carried out on the five training samples to obtain the significance of each factor in the five sample groups. Factors that appeared three times or more in the five sample groups were selected for the full sample group for logistic regression analysis. As shown in Supplementary Material Table S4, in the five sample models, vegetation type, elevation, slope, 2-m air temperature, precipitation, 10-m wind speed, distance from a road and distance from a settlement all showed significance more than three times. Therefore, these 8 factors were selected for logistic regression model training for the whole sample. We used SPSS software (Version 15.0, Statistical Product and Service Solutions, Inc., Chicago, United States) to establish the final logistic regression model according to these 8 variables.

2.4.4. Precision Evaluation

The receiver operating characteristic (ROC) [71] is also called the receptive curve because the stimulus received by each point on the curve comes from the same signal and has the same sensitivity. Results are generated under different judgment conditions. A ROC curve plots the false positive rate on the horizontal axis and the hit probability on the vertical axis [71]. Curves are drawn from different results obtained under different judgment conditions and specific stimulus conditions [71].

For the probability model of Arctic fire occurrence established by the binomial logistic regression analysis method, the interpretative ability of driving factors can be tested by the area under the curve (AUC) metric to evaluate the accuracy of the model. The AUC values can range between 0.5 and 1 [71]. If the AUC value is close to 0.5, it means that the dependent variable of the model is meaningless [71]. At AUC > 0.7, the dependent variable of the model has better explanatory ability [71]. AUC values approaching 1 indicate better explanatory ability; that is, the model fits the data better [71].

3. Results

3.1. Annual Fire Changes

The MODIS C6 and VIIRS V1 active fire location vector data provided by FIRMS for 2000–2019 were used to derive Arctic active fire frequency statistics. The annual average frequency based on MODIS C6 (2001–2019) data was 14,979, and that of VIIRS V1 (2012–2019) was 77,822. The spatial resolution of VIIRS V1 data is higher than that of MODIS C6 data; therefore, it can more easily detect active fires in smaller areas, and more frequent information can be gathered for each fire event. However, MODIS C6 provides a longer time series, which can better reflect the dynamics of active fire frequency. Figure 2 shows that the trends in active fire frequency extracted from MODIS C6 and VIIRS V1 data from 2012 to 2019 are very consistent. The cross-validation of the two kinds of data proves their reliability.
According to MODIS C6 results for 2001–2019 (Figure 2a), the active fire number was lowest in 2008 (2009 fires) and highest in 2019 (63,728 fires). VIIRS V1 results for 2012–2019 (Figure 2b) show that the minimum active fire number was in 2015 (19,631) and the maximum was in 2019 (244,610). Overall, the active fire number appears to have an increasing but fluctuating trend. The number and scale of fires in 2019 were significantly higher than in other years, especially in the summer of 2019, when Arctic temperatures were particularly high [72].

### 3.2. Monthly Fire Variation

The occurrence of active fires had obvious seasonality and was concentrated in June to August (summer). MODIS C6 and VIIRS V1 data show that 92.99% and 85.57% of active fires, respectively, occurred in summer (Figure 3). The frequency of active fires was highest in July at 41.42% and 38.94%, respectively. This may be because of high summer temperatures, low precipitation, lightning, and other factors.

### 3.3. Spatial Pattern Analysis

The occurrence of fires requires a combination of conditions, such as combustibles, ignition sources, etc. However, the types and quantities of combustibles, the climatic conditions, and the intensities of human activities and production vary in different regions of the Arctic, so that the fires in different regions are not evenly distributed. MODIS C6 and VIIRS V1 data showed similar spatial patterns (Figure 4). Most of the active fires were
in Russia, followed by the United States and Canada’s Yukon and Northwest Territories. According to MCD12C1 data, the fire areas of Russia and the United States are mainly covered by sparse shrubs. Canada is mainly grassland but the Yukon and Northwest Territories are mainly tropical savanna and sparse shrub. In these areas, where there is more vegetation and large amounts of dry biomass, fires are possible during the summer months.

Figure 4. Spatial patterns in the cumulative numbers of active fires according to (a) MODIS and (b) VIIRS data. The total number of MODIS C6 fires occurring from 2001 to 2019 was counted in the $2^\circ \times 2^\circ$ grid.

Because the time series of MODIS C6 active fire data is longer, we chose it for analysis. The long-term trend in MODIS C6 fires was analysed by the TS method with significance at 5% tested by the MK method. The long-term trend in MODIS C6 fire numbers from 2001 to 2019 (Figure 5) shows that the regions with increasing numbers are concentrated in Russia, and a few regions passed the significance test. There were also increases in the United States, Canada, and Norway, and declines elsewhere, but none of these trends were significant, suggesting that there was no clear long-term trend in fires across much of the Arctic over the past two decades.

Figure 5. Long-term trend in annual active fire frequency based on MODIS data from 2001 to 2019.

The spatial distribution of fires is related to combustible materials, fire sources, climate, and other factors. These factors differ between regions and have different degrees of influence on the occurrence of fires, so the spatial distribution of fires differs between regions.

The nearest neighbour ratios of MODIS C6 (2000–2019) and VIIRS V1 (2012–2019) active fire data are 0.08 and 0.05, respectively, which are both <1, indicating that both distributions are clustered. The $z$-values of MODIS C6 and VIIRS V1 active fire data are
−940.19 and −1434.77, which are far less than the determination value of −0.258. The p-values are both small at far less than 0.01, indicating that the significance of spatial differences is very high. Therefore, the pattern of active fires in the Arctic region is not random but aggregated due to the combined action of certain influencing factors.

3.4. Factors Influencing the Occurrence of Active Fires in the Arctic Region

The spatial and temporal distributions of active fires are affected by the types and quantities of combustibles, terrain, climate, ignition sources, and human activities. In this study, the influences of vegetation, terrain, climate, and human activities on active fires were modelled by logistic regression. The influence of each factor is discussed in detail in the following sections.

3.4.1. Vegetation Factors

(1) Vegetation Type—Different types of combustibles have different likelihoods of burning. According to the MCD12C1 land cover data, the vegetation types in the Arctic region include evergreen coniferous forest, deciduous coniferous forest, mixed forest, sparse shrubs, woody savanna, savanna, grassland, and sparse vegetation. As shown in Table 1, the trends in active fire frequency in MODIS C6 and VIIRS V1 data are basically consistent. The vegetation types most prone to fire are savanna, sparse shrubs, and woody savanna.

| Parameter                  | Evergreen Coniferous Forest | Deciduous Coniferous Forest | Mixed Forest | Sparse Shrub | Woody Savanna | Savanna | Grassland | Sparse Vegetation |
|----------------------------|-----------------------------|----------------------------|--------------|--------------|---------------|---------|-----------|------------------|
| Area *                     | 0.10%                       | 0.06%                      | 0.06%        | 44.06%       | 2.43%         | 7.19%   | 32.85%    | 13.25%           |
| Active fires (MODIS)       | 3.26%                       | 2.32%                      | 0.63%        | 15.56%       | 17.70%        | 58.20%  | 1.20%     | 1.13%            |
| Active fires (VIIRS)       | 3.16%                       | 1.80%                      | 0.19%        | 18.65%       | 13.56%        | 58.83%  | 1.65%     | 2.16%            |

* Area is the proportion of each vegetation type area to the land area.

(2) NDVI—The active fire frequency increased first and then decreased with the increases in NDVI (Supplementary Material Figure S1). There were active fires in the regions with NDVI of 0.4~0.8, and the number of fires was the largest when NDVI was 0.65. When the NDVI value is low, the amount of combustible material is also low and fires do not easily occur. With increases in NDVI, there is more combustible material and chance of fire. There are fewer areas with NDVI greater than 0.65, so the frequency of active fires is decreasing.

3.4.2. Terrain Factors

Terrain not only directly affects the occurrence of fire through local microclimate and airflow, but also indirectly affects the occurrence and spread of fire due to surface runoff and solar radiation, which affect the amount, structure, and moisture of combustibles [73].

(1) Elevation—Elevation affects not only the climate but also the zonal distribution of vegetation, which indirectly affects the occurrence of active fires. Active fires in the Arctic are more frequent below 600 m and are less frequent with elevation (as shown in Supplementary Material Figure S2, elevation map is shown in Supplementary Material Figure S3). This is because temperatures are lower at higher elevations, precipitation may be more abundant, and there is less vegetation and combustible material.

(2) Slope—Slope can affect the speed and direction of fire spreading. The steeper the slope, the faster the spread, and fire spreads faster uphill than downhill. Precipitation stays for longer on less steep slopes, affecting water loss and fuel moisture. The frequency of active fires in the Arctic region decreases with slope. Fires mainly occur...
3.4.3. Meteorological Factors

Meteorological factors play an important role in the occurrence and propagation of fires. They influence the moisture content of combustible materials and lightning may start fires. In long time scales, changes in meteorological factors affect the climatic zone, and vegetation distributions will move towards the poles and high-altitude areas, thus affecting the accumulation and distribution patterns of fuel. Short-term changes in meteorological factors have direct impacts on fire behaviour and fire-risk weather.

1) 2-m air temperature—High temperatures can accelerate the evaporation of moisture and drying of fuels such as hay, dead leaves, and conifer needles. The combustion rates are higher under high-temperature conditions than under cold ones, which increases the possibility of fire. Therefore, temperature is a good meteorological factor for fire risk prediction. Fires mainly occurred at temperatures of 10–20 °C. The active fire number first increases and then decreases with increases in 2-m air temperature (Supplementary Material Figure S6).

2) Precipitation—Precipitation has direct impacts on vegetation water content and ground dryness, and affects the risk and severity of fire. With increases in precipitation, the active fire frequency increases first and then decreases, mainly in the range of 0–3 mm (Supplementary Material Figure S7). With more precipitation, the chance of fire is almost zero.

3) 10-m wind speed—Wind can supply oxygen to fires to promote combustion, and affects the direction of fire spread. At higher wind speeds, convection is greater and fire can combustion and spread more rapidly. Under the action of wind, vegetation may dry faster, increasing the possibility of fire. Active fire number in the Arctic region has a non-linear relationship with 10-m wind speed. With increasing wind speed, the active fire number presents a double-peak structure, with the first peak at around 3 m/s with great fluctuations and the second peak at around 5 m/s with less fluctuation. Active fire frequency was highest at wind speeds of 2–6 m/s, among which the MODIS number was 144,919 fires, accounting for 89.67% of the total, and VIIRS active fire frequency was 528,554 fires, accounting for 84.90% of the total. At 10-m wind speeds >7 m/s, there were basically no fires (Supplementary Material Figure S8).

3.4.4. Human Activity Factors

With rapid economic development and increasing human activities, forest fires are increasing.

1) Distance from a road—Roads can be used to reflect the impact of human activities on fire, and human activities become more concentrated with proximity to a road. Behaviours such as smoking by drivers or passengers, as well as some items being transported, can be fire risks. In addition, traffic accidents may cause vehicle fires, and large-scale vehicle fires are more likely to cause the surrounding vegetation to burn. The closer a road, the greater the active fire frequency. Fire frequency decreases sharply with distance from a road (range = 0–3 km). Within this range, MODIS C6 and VIIRS V1 data accounted for 56.54% and 57.18% of the total active fires. At distances >20 km, there are basically no fires (Supplementary Material Figure S9).

2) Distance from a settlement—The greater the population density, the greater the human dependence on surrounding forest resources. In cities, regardless of population density, there are fewer opportunities to have contact with a forest, so the incidence of forest fires is low. The overall trend decreases with distance from settlements and most fires occur within 0–5 km of one (Supplementary Material Figure S10).
3.4.5. Lightning

Arctic active fires are often associated with lightning activity. However, not all cloud-to-ground lightning causes fire. Other conditions are also necessary, such as low precipitation. In addition, the probability of fire occurrence due to lightning is related to the vegetation status and meteorological conditions at the lightning location.

The results of lightning activity in the Arctic (Figure 6) show that lightning is relatively frequent in June, July, and August, with the highest activity in July, which is consistent with the monthly distribution of active fires in the Arctic region.

Figure 6. Monthly lightning frequency, April to September, Arctic region.
Higher temperatures not only increase the number of fires, they also increase the probability of thunderstorms, so the increase in the number of fires is caused by lightning from thunderstorms triggered by higher temperatures. If global warming continues, there will be an increase in fires in high latitudes due to climate change [74].

3.5. Fire Risk Assessment Results

The final logistic regression model obtained in our study is:

\[
p = \frac{e^z}{1+e^z} \\
z = -0.04 \times \text{vegetation type} + 0.000497 \times \text{elevation} \nonumber \\
-0.067 \times \text{slope} + 0.193 \times 2 \text{ mair temperature} \nonumber \\
-0.034 \times \text{precipitation} - 0.358 \times 10 \text{ mwind speed} \nonumber \\
-0.055 \times \text{distance from the road} \nonumber \\
-0.045 \times \text{distance from the settlement} \nonumber \\
+0.801 \nonumber \tag{9}
\]

where \(p\) is the probability of fire occurrence and \(e\) is a natural constant.

The AUC of the sample data is 0.85 (Supplementary Material Figure S11a), indicating that the model has high goodness of fit. The AUC of the verification data is 0.93 (Supplementary Material Figure S11b), indicating that the external accuracy verification effect is also good and that this model can be used for active fire prediction in the Arctic region.

A monthly active fire risk index in the Arctic region was calculated according to the above formula. We averaged the risk of all the active fires in a month, and the results (Figure 7) show that the most active fires occur between June and August, which is consistent with the monthly MODIS and VIIRS data and demonstrates the validity of the logistic regression model.

![Figure 7. Average fire risk index in the Arctic region.](image)

We calculated the risk indices of active fire sites from 2016 to 2019 by the logistic regression model. An active fire risk index value of 0–0.2 indicates low risk, 0.2–0.4 indicates moderately low risk, 0.4–0.6 indicates medium risk, 0.6–0.8 indicates moderately high risk, and 0.8–1 indicates high risk. Our results (Table 2) show that 85.73% to 94.94% of the fire sites from 2016 to 2019 are identified by the model as moderately high or high risk. Among them, 2018–2019 is the verification group, and 92.93% and 94.94% of the fire sites in the verification group are moderately high or high risk, which demonstrates the accuracy of our evaluation model.
Table 2. The percentage of points at each active fire risk level to all fires that year.

| Risk Level   | 2016  | 2017  | 2018  | 2019  |
|--------------|-------|-------|-------|-------|
| Low          | 1.12% | 5.20% | 1.04% | 0.65% |
| Moderately low| 3.37% | 2.64% | 2.82% | 1.57% |
| Medium       | 3.10% | 6.43% | 3.21% | 2.84% |
| Moderately high | 20.90% | 10.36% | 24.32% | 16.30% |
| High         | 71.51% | 75.37% | 68.61% | 78.64% |

4. Discussion

4.1. Spatiotemporal Analysis

Our study found that the spatial distribution of active fire in the Arctic is not completely random, but follow a clustered spatial distribution, which is consistent with the clustered spatial distribution pattern of fire in other regions, such as the Western United States [75] and the Amazon [76]. The occurrence of active fires depends on a complex and interacting set of factors, such as vegetation types, topographic conditions, climatic conditions, and human activities [75]. These factors are also the basis of our wildfire risk assessment model. The Siberian region of Russia, the region with the most active fires in the Arctic, has more vegetation and a large amount of dry biomass, which is consistent with Ponomarev et al. [40].

Most active fires occur in the summer, when temperatures are limited in other seasons. However, there are some regions where fires are active mostly in the spring, such as southeastern Siberia [41], where summer rainfall suppresses them. Active fires in the Arctic may occur in seasons when there is no lightning and vegetation is not dry enough [41].

Various spatial factors create the conditions for the occurrence of active fires [75], and these factors may change with time, leading to the recent increase of active fires in the Arctic. Among natural factors, topographic conditions are difficult to change, but climate and vegetation conditions may change, with vegetation change also affected by climate change [75]. Climate change affects wildfires [77] and is increasing the number of wildfires in the Northern Hemisphere [78]. This is due to increases in atmospheric CO$_2$ concentration and temperature. First, rising temperatures and carbon emissions lead to longer growing seasons, increasing the biomass of forests and grasslands and, thus, increasing surface fuel loads. Moreover, rising temperatures increase atmospheric evaporation, which exacerbates droughts and increases the risk of wildfires, especially in forested areas where combustible materials are abundant [79]. Moreover, carbon emissions from wildfires in the Arctic, where peatlands store a lot of carbon, are likely to exacerbate climate warming. Second, global warming increases the amount of lightning in the temperate atmosphere [80]. Stocks et al. [81] found that in Canada’s boreal forests, a single fire caused by lightning is much larger than a man-made fire. Lightning can explain more than 55% of the interannual fluctuations in wildfires in Alaska and northern Canada in recent years [82]. The temperature in 2019 was the second-highest in the Arctic’s history, and rising temperatures have led to drier temperatures and more lightning which, in turn, has started more wildfires. Since the end of the 20th century, the Arctic has been warming more than twice as fast as the global average, a phenomenon known as “Arctic amplification” [83], so Arctic wildfires will become more frequent.

Previous studies [84,85] have shown that there is also a remote correlation between sea surface temperature (SST) and fires, among which ENSO (El Niño–Southern Oscillation) is the most important SST driver. It can be predicted that the redistribution of precipitation by ENSO had led to extreme drought in 1/3 of the burned area of the world [84]. ENSO’s redistribution of precipitation causes extreme drought [86]. The magnitude and duration of ENSO’s effect on wildfires depend on the influence on forest fire weather and combustible characteristics [85]. ENSO has different effects in different regions. It contributes to wildfire risk in temperate Asia, East Africa, and equatorial Asia. ENSO is negatively correlated with growing season precipitation and combustible materials in northwest Australia, India, and South America, which limits the spread of wildfires [84]. Our study shows that years with
a higher frequency of fires across the Arctic do not correlate well with years of ENSO or La Niña events (refer to Supplementary Material Tables S5 and S6 for specific time), so it is not clear how ENSO relates to Arctic wildfires. Kim et al. [41] showed that in positive-phase years in Siberia, ENSO increases late winter temperatures in Siberia, leading to more forest fires in the spring. In conclusion, climate change has some influence on wildfires, and the complex internal mechanism is worthy of further study. In addition, recent study [74] has identified a new atmospheric circulation pattern around the North Pole, called the circum-Arctic wave, which could lead to larger wildfires around the poles, especially in Siberia and the North American subpolar regions.

Human activities have a significant impact on the occurrence of wildfires by influencing the state of surface vegetation and combustible materials, actively generating fire sources and extinguishing catastrophic fires. Human activities affect not only the spatial distribution of wildfires, but also the fire system and distribution. In our study, the distance from roads and settlements was used to reflect the influence of human activities, and the results showed that surface human activities had a certain promoting effect on the occurrence of active fires. Mollicone et al. [87] found that the fire density of forests affected by human activities was 6–7 times that of original forests, which also indicated that human activities played a dominant role in forest fires in Russia. In addition, the clearing of some farmland, pastures and plantations has led to deforestation and peatland degradation, and fire is often used as a means of clearing the surface vegetation [88]. However, some studies [89–91] have found that human activity inhibits fire in other regions. For example, Archibald et al. [90] found that the number of fires on the African continent first increased and then decreased with population density. The burned area initially remained the same as population density increased, and then decreased with population density increasing. Andela et al. [91] found that there was a positive correlation between livestock density and wildfire area in humid tropical regions, and a negative correlation in arid/semi-arid tropical regions and temperate northern hemisphere regions. Some studies [89–91] have suggested that human activity inhibits fire, which is attributed to many aspects, such as man-made fire fighting, intensive management, surface fragmentation, and reduced fuel connectivity caused by human activity. The current relationship between human activity and active fire in the Arctic is consistent with earlier periods of lack of management in other regions. We hope that more governments will pay attention to the arctic fires, increase capital input, and introduce management measures to curb the development of active fires.

4.2. Fire Risk Assessment Model

Logistic regression analysis has frequently been used both to predict and also to determine the causation of fires. The AUC of the sample data (0.85) and verification data (0.93) showed good predictive ability, which is acceptable and higher than the AUC values in other literatures [92]. For example, Vilar del Hoyo et al. [92] obtained an AUC value of 0.67 to 0.70 in establishing the risk assessment of human-induced forest fires in southern Europe. The regression analysis of natural fires also showed good predictive ability when evaluated using the validation dataset. If we take the medium-high risk and high-risk points as the predicted fire points, the accuracy is the lowest 85.73%, which is higher than the accuracy of other Logistic regression analysis-based fire risk assessment studies [48,49,93]. Even when we only used high-risk areas as the prediction points, the average accuracy rate was 73.53%, which is comparable to other studies [48,49,93]. For example, Lozano et al. [48] estimated the risk of fire in the Mediterranean with an accuracy of 65–70%. The Arctic is less disturbed by human factors, so fire risk assessments are more accurate.

Fire modelling represents a complex challenge, and its spread is usually related to several factors. In the current literatures [48–50], fire risk model input variables mainly include climate, topography, vegetation, and human factors. Our model contains the above factors. We used temperature, precipitation, and wind speed as climatic factors. Our
results show that these factors have some influence on active fire, which is consistent with other studies.

Topography plays an important role in controlling the distribution of vegetation and wind speed, as well as rainfall speed and soil moisture [48–50]. It is highly recommended to include topographic variables when simulating fire occurrence, as Preisler et al. [46] concluded. The topographic factors in our model are elevation and slope, which also are consistent with other studies [48–50].

The vegetation factor used in our model is vegetation type. There is a significant correlation between fire danger and vegetation water content. Live vegetation water content can be expressed in different terms: the Fuel Moisture Content, the Equivalent Water Thickness, or the Relative Water Content [94]. However, the above vegetation water index needs to be acquired by field sampling, and we cannot obtain the data in a large area. In current studies, vegetation index (such as NDVI, EVI), vegetation type and other remote sensing indicators are mainly used to reflect the vegetation water content [50]. Some commonly used vegetation indices, such as NDVI and EVI, do not use the water absorption band; however, they are very sensitive to changes in leaf area and chlorophyll content associated with the drying process [50]. For each vegetation type, the vegetation water content behaviour can be better represented by a vegetation index [50]. In addition, the flammability and connectivity of each vegetation type are different, and our study also shows that vegetation type has a certain effect on active fire. NDVI was moderately correlated with vegetation types. Therefore, our model uses vegetation type as the model input variable.

In the representation of the impact of human activities on wildfires, commonly used indicators include population density, farmland area, stocking density and per capita GROSS national product (GDP). The effects of human activities on fire are mainly included in the fire model by using the empirical relationship between observed fires and these indicators. The Arctic is sparsely populated and involves different countries and regions, so such data are not easy to collect. We use distances to settlements and roads to reflect human activity, factors that have been used in many studies [48–50].

We do not have classified data on lightning fires to determine which active fires are lightning fires in the Arctic, but lightning fires account for 33–63% of all forest fires in the United States and Canada [14]. Our study shows that lightning strike/lightning frequency has a certain effect on the occurrence of active fire, which is consistent with previous studies [93,95]. However, due to the coarse spatial resolution (2.5°) of the lightning data [61], we did not consider this factor in the risk assessment. In addition, the lightning data are averaged over the period 1995–2010 and are used to illustrate the high summer lightning density. Although the spatial and temporal pattern of lightning density may have changed between 2001 and 2019, the phenomenon of high summer lightning density should not change over time.

4.3. Limitations and Prospects

Our study did not distinguish the intensity or size of active fires. Small fires may not be detected due to the limited spatial resolution of remote sensing. Therefore, it has become a trend to develop more accurate fire point and spread area data based on satellite remote sensing technology. For example, the European Space Agency has been developing wildfire products with a spatial resolution of 10–30 m based on Landsat and Sentinel-2 satellite images. On the other hand, with the rapid development of unmanned aerial vehicle (UAV) technology, early warning of fires and fire situation monitoring at regional-landscape scales will become mainstream in the future. In addition, thermal infrared signals may not be able to monitor some fires due to the influence of cloudy weather, and microwave remote sensing detection will play an important role in the future. It is predicted that with the further improvement of space observation technology (e.g., Hyperspectral sensor, Lidar) and computing capacity, wildfire detection, monitoring and risk assessment technology will enter an era of high resolution and big data.
The fire signal used in our study is relatively simple, that is, only the ground thermal infrared radiation signal in the fire area. In recent years, more comprehensive wildfire data have been obtained by using satellite remote sensing technology, which promotes the detection of multiple wildfire indicators and the comprehensive evaluation of temporal and spatial patterns and ecological effects [96]. Archibald et al. [96] comprehensively quantified the wildfire regime based on five factors: fire size, frequency, intensity, season, and extent. Furthermore, we cannot detect fires in underground peat at present. Therefore, we suggest that more indicator systems should be included in the monitoring of active fires in the Arctic in the future.

Although the Logistic regression model is regarded as one of the most effective models in the study of fire, it is a simple generalised linear model in essence, and it cannot realise more in-depth information mining for various related factors of fire. Therefore, deep neural network and other models with stronger ability to extract information from multiple factors may be used in the study of wildfire risk in subsequent studies.

With the development and integration of fire risk prediction models based on satellite remote sensing technology, global atmospheric general flow model, and dynamic vegetation model, building more complex fire dynamic mechanism model and revealing coupling dynamics of fire and climate change at different scales will be the future research direction. In addition, the future use of high-resolution remote sensing data, the establishment of a variety of fuel models, and dynamic study of fire behaviour at landscape scale will significantly improve the prediction ability of models and the reliability of results.

Finally, our study lacks field validation and field observation data. Although field observation data can only be limited to local areas, we suggest that in future studies, observation sites should be established for areas with high wild risk, and remote sensing and field data should be combined to provide certain support for fire observation and risk assessment.

5. Conclusions

Based on FIRMS MODIS C6 data from 2000 to 2019 and VIIRS V1 data from 2012 to 2019, we analysed the characteristics of spatial-temporal variation in active fires in the Arctic. A total of nine fire risk factors were selected from vegetation, topographic, meteorological, and human activity factors to quantitatively analyse the relationship between active fire frequency and fire risk factors. The fire risk factors were preprocessed by multicollinearity testing, correlation analysis, and difference significance testing, and a fire risk assessment model was built based on logistic regression. The accuracy of the model was verified and the evaluation results were analysed. The main conclusions are as follows:

1. Throughout the Arctic, the active fire appears to be fluctuating but increasing overall.
2. There is obvious seasonality, being concentrated in summer (June to August) and highest in July.
3. Most active fires occur in Russia, followed by the United States and Canada’s Yukon and Northwest Territories. The regions with increasing numbers of fires are mainly in Russia.
4. The frequency of active fires is related to factors such as vegetation type, NDVI, elevation, slope, air temperature, precipitation, wind speed, distance from a road, and distance from a settlement.
5. The risk assessment model based on logistic regression demonstrated good performance, and the analysis of the risk assessment results further illustrate its effectiveness.
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