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Abstract—Under the condition of Karush-Kuhn-Tucker, the Pareto Set (PS) in the decision area of an m-objective optimization problem is a piecewise continuous (m-1)-D manifold. For illustrate the degree of convergence of the population, we employed the ratio of the sum of the first (m-1) largest eigenvalue of the population’s covariance matrix of the sum of all eigenvalue. Based on this property, this paper proposes a new algorithm, called DE/RM-MEDA, which mix differential evolutionary (DE) and the estimation of distribution algorithm (EDA) to generate and adaptively adjusts the number of new solutions by the ratio. The proposed algorithm is experimented on nine tec09 problems. The comparison results between DE/RM-MEDA and the others algorithms, called NSGA-II-DE and RM-MEDA, show that the proposed algorithm perform better in terms of convergence and diversity metric.

Index Terms—Differential evolution, estimation of distribution algorithm, hybrid operator, multi-objective optimization, rule characteristics.

I. INTRODUCTION

Multiobjective optimization problems (MOPs) takes place in many engineering field. Over the past three decades, the multi-objective optimizations problems (MOPs) have been presented, but because of their poor hypothesis and global search ability, multi-objective evolutionary algorithms (MOEAs) have been attracting more attention. Various number of MOEAs have been proposed, such as MOGA [1], NSGA [2], NSGA-II [3], PESA [4], PESA-II [5], PAES [6], MOEA/D [7], RM-MEDA [8], Multi-objective evolutionary algorithms produces excellent performance in different proposed field [9]-[11].

In the area of DE, multi-operator hybrid strategies have been deeply concerned. Different operator are used to generate different individuals in each generation, which are the crossover and mutation operators. It has more attention among multi-objective optimization [12]. It has the simply implementation and can solve problems efficiently. Because of its powerful convergence ability and robustness, the differential evolution [13] is suitable for solving m-objective optimization problems in complex environment. Such as NSGA-II-DE [25]. For the control parameters, F (scaling factor) and CR (crossover rate) [14] are set [15]. The distribution estimation algorithm (EDA) [16] establish a probability model and explicitly extracts global information from parent solutions. The new solutions are sampled from [16]-[18]. The EDAs have the ability to deal with hard problems, which are linkage or dependencies among decision variables [22]-[24]. When an inappropriate probabilistic model is selected, EDA become high computational cost and low efficiency. DE an EDA have their own advantages and characteristics do deal with complex MOPs. The RM-MEDA [8] outperform well in various field like a probabilistic model based MOEA. Under the Karush-Kuhn-Tucker (KKT) [19], [20] condition, the Pareto Set of a continuous m-objective optimization problem is a (m-1)-D manifold in the decision field [21]. Based on these characteristics, a parameter is introduced, which is the ratio of the sum of the first (m-1) largest eigenvalue of the population’s covariance matrix to the sum of the all eigenvalue, to indicate the degree of convergence of the population. This paper proposes a new hybrid algorithm called DE/RM-MEDA, which combine the DE and EDA operators for generating some new solution, and adaptively adjust the number of solutions obtained by different operators.

- In DE/RM-MEDA, the information of individual location and the global population distribution information are both used to generate trial solutions by introducing DE and EDA. While RM-MEDA only based on EDA.
- A parameter is introduced in DE/RM-MEDA to illustrate the convergence degree of the population, and adjust the number of new solution generated by these two methods.

The remainder of this paper is organized as follow. Section II introduce the multi-objective problems. Section III briefly describes the two other algorithms used in comparison. Section IV presents our proposed algorithm and its specific implementation. In section V, the experimental studies are given to demonstrate the efficiency of the proposed algorithm. Finally, the paper is conclude in section VI.

II. PROBLEM DEFINITION

In this paper, we consider the following multi-objective problem (MOP):

\[
\text{Minimize } F(x) = (f_1(x), ..., f_n(x)) \\
\text{subject to } x \in \Omega
\]  
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Where $\Pi_{n+1}^{n+1}[a_i, b_i]$ is the decision space of the parameter $x$ and $x = (x_1, ..., x_n)^T \in \Omega$ is a decision variable vector. $F: \Omega \rightarrow R^m$ consist of multi-objective function $f_i(x)$, $i = 1, ..., m$, and $R^m$ gives the objective field.

Usually, since the objectives in (1) contradict each other, nil point in $\Omega$ can minimize all the objectives simultaneously. The Pareto-optimal solutions, called Pareto set (PS), are the optimal trade off solutions among different objectives and its mapping to the objective field is the Pareto front (PF).

A vector $u = (u_1, ..., u_m)$ is said to dominate another vector $v = (v_1, ..., v_m)$ (given by $u < v$) if and only if $u_i \leq v_i \forall i \in i, ..., m$ and $u \neq v$. A point $x^* \in \Omega$ is the Pareto-optimal or non-dominated solution if there is no point such as $x < x^*$. That is, any improvement in the Pareto-optimal solution, at least one objective will certainly lead to a deterioration in one other objectives.

III. THE ALGORITHMS IN COMPARISON

A. THE RM-MEDA ALGORITHM

We can see from the condition of KKT that under mild conditions, for continuous multi-objective optimization problem, the Pareto set is continuous $(n-1)$-D piecewise manifold. The population in the decision area will be gradually scattered round the truly PS as the search continues. Based to this idea, in each generation, RM-MEDA [8] at the first time partitions the population into K disjoint clusters to approximate the PS by the $(n-1)$-D Local PCA algorithm instead of K-means clustering method in which a cluster centroid is a point. Among each clusters, RM-MEDA builds a probabilistic model by extracting the distribution information of parent solutions for the generation of new solutions instead of employing the crossover and mutation operators. In addition, the number of new solutions generated in each cluster is proportional to the volume of the cluster.

a) Modeling As the algorithm continues to iterate, the resulting population will increasingly approach the real Pareto optimal solution set, and be distributed evenly around the PS as shown in Fig. 1. In order to describe the distribution of data points in the population as accurately as possible, RM-MEDA establishes a model, and assumes that the points in the population are vectors independent observations of the vector $\xi$, and the center is $\xi$. In addition, $\xi$ is an $n$-1-dimensional continuous manifold in n-dimensional space, and $\varepsilon$ is an n-dimensional noise vector with zero as mean. For simplicity, suppose K segments of continuous manifolds, as shown in fig. 2 approximate that $\xi$.

\[ \xi = \xi + \varepsilon \]

Fig. 1. Schematic diagram of individual solutions distributed around PS

b) Sampling N new solutions need to be generated during sampling, and the number of new solutions generated by each cluster is proportional to the volume of this manifold $v \Omega(\Psi^i)$. The formula is as follows:

\[ \text{Prob}(A^i) = \frac{v \Omega(\Psi^i)}{v \sum_{i=1}^{k} \Omega(\Psi^i)} \]

Use $A^i$ to represent the new individual in the event from the model $\Psi^i$. $v \Omega(\Psi^i)$ indicates the space size of the $i$th cluster of the extraction manifold. The two-objective problem indicates the length of the line segment. The three-target problem indicates the area, and so on.

The selection use a fast non-dominated sort to select new individuals.

1) The Differential Algorithm (DE), like other evolutionary algorithms, is based on crossover, mutation, selection, etc., and the individuals are iteratively retains with strong environmental adaptability. The basic idea is to recombine the intermediate population with the differences of the current population individuals, and then use the offspring individuals to compete with the parent individuals to obtain a new generation of populations, which has strong global convergence ability and robustness. The most novel feature of the DE algorithm is its mutation operation. After selecting an individual, the difference between the other two individual weights is added to the individual to complete the variation. In the initial stage of the algorithm iteration, the individual differences of the population are large. Such mutation operation will make the algorithm have strong global search ability. By the end of iteration, the population tends to converge, and reduce the differences between individuals, making the algorithm have strong local search ability. It effectively avoids getting into local optimum while also allowing the algorithm to converge faster to the true optimal solution. The specific process is shown in Fig. 3.
2) The distribution estimation algorithm is an emerging stochastic optimization algorithm in the field of evolutionary computation, which is obviously different from DE or EDA. It organically combines evolutionary computing and statistical learning. The main idea is to establish a probability model for the distribution of individuals in the solution space by means of statistical methods, and then sample the model to generate a new individual. Different from the traditional evolutionary algorithm, the algorithm does not use crossover and mutation operations. The specific process is shown in Fig.4.

B. NSGA-II
Here, the NSGA-II [3] introduces the evolutionary multi-objective optimization algorithm framework based on Pareto dominance. The main components of NSGA-II include fast non-dominated sorting, congestion calculation, and elite retention strategy.

1) Fast non-dominated sort, the main idea of fast non-dominated sorting is to set an empty $S_p$ and $n_p$ with zero data for each individual $p$ in the population $P$. Where $S_p$ represents the other individuals in the population dominated by the individual $p$. $n_p$ represents the number of individuals in the population that dominate the individual $p$. For each individual $q$ in the population $P$ except the individual $p$, if $p$ dominates $q$, put $q$ into the set $S_p$, and if $q$ dominates $p$, increase the value of $n_p$ by one. When $n_p$ is zero, it means that the individual $p$ is not dominated by any individual and it is a non-dominated solution. Place all individuals with $n_p$ of zero on the first level $F_1$. At this point, we obtain the first layer then continue to stratify other individuals. For each individual $p$ in $F_1$, the $n_p$ of each individual $q$ in the individual set $S_p$ of the individual $p$ is reduced by 1, and if $n_p$ becomes zero at this time, the individual $q$ is divided into the second layer. In addition, put the individual $q$ into the second level set $Q$. After the individuals in $F_1$ have completed the above operations, the individuals in the set $Q$ are placed in the second layer, and the set $Q$ is then cleared. Repeat the above to get the next level.

2) The calculation of the crowded distance is meaningful in the calculation of the mutual dissatisfaction of the same layer, and the calculation of the crowded distance by the individuals is meaningless in different layers. The crowded distance calculation is a great significance for maintaining the diversity of the solutions when solutions are in selection. The main idea of the crowded distance is that all individual distances of the layer being sorted are set to zero. The individual sets are sorted according to the size of the first objective function value, then the first and the last ranked are set to the infinity distance. The crowded distance value of the individuals in the middle is calculated by finding the previous and next digits of the individual $x$ when sorted according to the objective function value, and calculating the sum of the unit distances between the two digits is the crowded distance value of the individual. Repeat the above process for the other $m-1$ objective functions, adding the results of the individual $x$ calculations as the final crowded distance of the individual $x$.

3) Elite retention strategy, the main purpose of the elite retention strategy is to speed up the convergence and reduce the amount of unnecessary calculations. The specific method is to combine the parent population $P_t$ of size $N$ and the newly generated progeny population $Q_t$ as $R_t$. Use the fast non-dominated sorting method to layer $R_t$, starting from the first layer, adding the individual accumulation of each layer, denoted as $F_t$, until $F_t > N$. Put all individuals before the last layer of
the calculation into $P_{t+1}$. Remember that the last layer is $F1$. The crowded distance is sorted for $F1$, and the calculation of the crowded distance is shown in Fig.6. Individuals with large crowded distances are added to $P_{t+1}$ in turn until the number of individuals in $P_{t+1}$ is $N$.

IV. OUR PROPOSED ALGORITHM

The proposed algorithm in this paper improves the generation stage of RM-MEDA generation, then adds DE operator to generate new individuals, and introduces a parameter to adjust the number of new solutions generated by two operators. In DE, the most novel feature of the algorithm is its mutation operation. After selecting an individual, the difference between the other two individual weights is added to the individual to complete the variation. In the initial stage of the algorithm iteration, the individual differences of the population are large. Such mutation operation will make the algorithm have strong global search ability. By the end of iteration, the population tends to converge, and the differences between individuals are reduced, making the algorithm have strong local search ability. It effectively avoids getting into local optimum while also allowing the algorithm to converge quickly to the true optimal solution.

The algorithm implementation include initialization, intra-cluster clustering, generation of children, selection, etc. are as follows:

1) Initialization
Generate an initial population in the data feasible domain using real coding and Latin hypercube sampling $p = \{x_1, x_2, ..., x_N\}$, and calculate is corresponding objective function value.

2) Internal clustering of populations
Since the cluster center is a manifold rather than a point, the population is divided into clusters using a local principal component analysis algorithm, which is $\{S^1, S^2, ..., S^K\}$.

For each cluster $S^i$, $i = 1, 2, ..., K$. Calculate the mean and covariance matrix using the following formula $COV$:

$$ x = \frac{1}{|S^i|} \sum_{x \in S^i} x $$

$$ \text{cov} = \frac{1}{|S^i|} \sum_{x \in S^i} (x - \bar{x})(x - \bar{x})^T $$

Will $U^i$ recorded as the $ith$ first feature vector corresponding to large eigenvalue, also known as the covariance matrix of the $ith$ principal component. Then, let $L^{m-1}$ recorded as cluster $S^i$ be the space formed by the points $(m-1)$ affine of the dimension. Its mathematical expression is:

$$ \left\{ x \in \mathbb{R}^m \mid x = x + \sum_{i=1}^{m-1} \theta U^i, \theta_i \in \mathbb{R}, i = 1, ..., m-1 \right\} $$

Moreover, the point $x$ to its affine $L^{m-1}$ Euclidean distance $\text{dist} (x, L^{m-1})$.

The algorithm framework of principal component analysis (PCA) is as follows:

**Step1.** Initialization includes a random point $L^{m-1}, i = 1, ..., K$
a. The individuals in the population $P$ are divide into clusters according to the following rules $\{s^1, s^2, ..., s^K\}$.

$$S^j = \{x|x \in P, \text{and} dist\left(x, L_i^{m-1}\right) \leq dist\left(x, L_i^m\right), k \neq j\}$$

b. Based on the income $S^j$ update $L_i^{m-1}$, $i = 1, ..., K$.

c. If the clustering result changes then go to Step 2.a otherwise, stop iterating.

3) Reproduction

In each cluster, the DE operator and the Gaussian probability model generate new solutions. Two parameters are introduced $\alpha$ and $\beta$ to adjust the number of new individuals to generate new solutions where $\alpha$ and $\beta$ are both real numbers between $[0,1]$. The new solution numbers generated by the DE operator and the probability model are respectively $k_1$ and $k_2$. The basic idea of the algorithm is to limit the number of new solutions generated by the DE operator to a certain range. $(\alpha + \beta * p)$ represent the proportion of the new solution generated by the probability model. For example, when $\alpha$ and $\beta$ are 0.1 and 0.7, the maximum and minimum values of new solutions generated by the probability model are 10% and 80%, respectively.

The probabilistic model sampling algorithm flow is as follows:

**Step1.** Create a probability model using the following formula:

$$\psi = \{x \in R^n | x = x' + \sum_{i=1}^{m-1} a_i U_i^j, a_i = 0.25 (b_i - a_i') \leq a \leq b_i + 0.25 (b_i - a_i'), i = 1, ..., m-1\}$$

**Step2.** Record $\lambda^j$ as the largest eigenvalue of the cluster. Set

$$\sigma_j = \frac{1}{n - m + 1} \sum_{i=m}^n \lambda^j_i$$

**Step3.** Generate a point $\bar{x}$ from $\psi$ and a noise vector $\bar{\epsilon}$ from $N(0, \sigma_j I)$, where $I$ is the $n \times n$ identity matrix.

**Step4.** Return the new solution $\bar{x} + \bar{\epsilon}$.

The reproduction algorithm framework is as follows:

**Step1.** Calculate the sum of the first $(m-1)$ eigenvalues of the population covariance matrix and the sum of all eigenvalues in each cluster.

$$\sigma_{m-1} = \sum_{i=1}^{m-1} \lambda_i^j, \sigma_n = \sum_{i=m}^n \lambda_i^j, p = \frac{\sigma_{m-1}}{\sigma_n}$$

**Step2.** Let

$$k_1 = N \times \frac{\text{vol}(\psi^j)}{\sum_{i=1}^k \text{vol}(\psi^j)} \times (\alpha + \beta \times p)$$

$$k_2 = N \times \frac{\text{vol}(\psi^j)}{\sum_{i=1}^k \text{vol}(\psi^j)} - k_1$$

Where $\text{vol}(\psi^j)$ is the volume of the $jth$ $(m-1)$-dimensional manifold, and

$$N \times \frac{\text{vol}(\psi^j)}{\sum_{i=1}^k \text{vol}(\psi^j)}$$

Indicates the number of new solutions generated by the $jth$ cluster.

**Step3.** Randomly select $k_2$ solutions in the $jth$ cluster to generate new individuals by using the DE generation operator.

**Step4.** Generate $k_1$ new solutions by using the probability model.

The differential algorithm (DE) uses the cross and mutation operations to generate the children. Different versions of the differential algorithm were proposed.

The DE algorithm mechanism is as follows:

**Step1.** Randomly select the parent individual from the cluster to satisfy the following conditions: $x^i \neq x^j \neq x^k \neq x^{\text{best}}$ where $x^{\text{best}}$ indicates that, in the current population there are not any Individuals dominated by other individuals.

**Step2.** Generate intermediate individuals $v$ by the following method:

$$v_k = \begin{cases} x_k^i + F(x_k^\text{best} - x_k^i) + F(x_k^i - x_k^j) & \text{if } r < CR \\ x_k^i & \text{otherwise} \end{cases}$$

Where $r$ is the random number between $[0,1]$.

**Step3.** Perform the following mutation on $v$ to generate a new solution $x$.

$$x_k = \begin{cases} v_k + \delta \times (u_k - l_k) & \text{if } r < P_m \\ v_k & \text{otherwise} \end{cases}$$

With

$$\delta = \begin{cases} \frac{1}{r+1} & \text{if } r < 0.5 \\ 1 - \frac{1}{r+1} & \text{otherwise} \end{cases}$$
Where \( \mu_k \) and \( I_k \) are the upper and lower bounds of the \( k \)th decision space.

4) Selection

Based on the NDS-selecion of RMMEDA, \( N \) individuals from \( P \cup Q \) are selected as new population \( P \) by quick sort.

5) Termination:

When the stopping condition is satisfied, the population \( P \) and their function values are exported as the output of the algorithm and then stop, otherwise go to internal clustering of population.

V. PERFORMANCE ANALYSIS

In the experimental environment, the algorithm is modeled and simulated by MATLAB, in order to verify that the proposed algorithm outperforms better than other multi-objective optimization algorithms and the solution to clustering problems, the performance of the algorithm was verified by using the tec09 test set.

PERFORMANCE ANALYSIS BASED ON TEC09 TEST SET

1) Figure test functions and parameters settings

In this section, the proposed algorithm is applied to nine test functions, F1 to F9 with complex Pareto set proposed in [15]. As comparison algorithms, we selected RM-MEDA [8] and NSGA-II-DE [25]. Where F6 has three objective functions and the other has two. The Front Pareto (PF) of F6 and F9 is non-convex, and the PF of other functions is convex. F7 and F8 have multiple local optimum PFs and are multi-peak problems. The independent variable dimension of F1-F5 and F9 is 30, and the other functions are 10. Each algorithm runs for 500 generations. The population size of the function F6 is 600, and the other functions are 300.

We chose IGD (Inverted Generational Distance) as the performance evaluation indicator. Its mathematical expression is:

\[
IGD(P, P^\ast) = \sum_{v \in P^\ast} d(v, p) \\
d(x, P^\ast) = \min_{y \in P^\ast} \| x - y \|
\]

(16)

Where \( P^\ast \) indicates the true Pareto Front, a set of solutions obtained by uniformly sampling the PF. \( P \) represents the approximation solution set obtained by the algorithm. The larger \( P^\ast \) the more representative of true Pareto Front, \( IGD(P, P^\ast) \) indicator can simultaneously measure the diversity and convergence of the population \( P \). The \( P^\ast \) for the two-objective problem in this paper usually consists of 500 points, while the three-target problem consists of 1000 points. All algorithms will run 20 times independently to ensure the fairness of the algorithm. In DE and polynomial mutation, the cross probability \( CR = 0.9 \), the variation rate of the scaling factor \( F = 0.5 \), \( \eta = 20 \) and \( \eta_m = 1/n \). In the algorithm DE/RM-MEDA, the parameters introduced to adjust the number of new solution \( \alpha \) and \( \beta \) are respectively 0.3 and 0.6 and the number of clusters \( K = 5 \).

2) Figure analysis of experimental parameters

The main control parameters of the DE/RM-MEDA algorithm include the number of clusters, the adjustment parameters \( \alpha \) and \( \beta \), and the decision space dimension.

First, test the effect of the number of clusters on the performance of the algorithm, the experiment selected F6 as a test function. The experiment setting of the number of clusters \( K = 3, 5, 7, 9, 11, 13, 15 \). Fig. 7 shows the IGD-Metric mean of the PS obtained by DE/RM-MEDA in the case of different objective function, calculation times and different cluster numbers. The results show that the algorithm DE/RM-MEDA obtains similar results in the number of clusters in different populations. The number of clusters within the population does not affect this algorithm. In addition, the algorithm after 500 iterations is able to reduce the IGD-Metric under 0.1.

Second, consider the impact of the search space dimension on the performance of the algorithm. We set the argument dimension \( d = 30, 50, 100 \). The results obtained by the three algorithms on the test functions F1 to F5 and F9 are ranked as shown in Fig. 8. It can be seen from the figure that the performance of the DE/RM-MEDA algorithm is not affected by the variation of the independent variable dimension, and the best results are obtained in the three algorithms.

Finally, consider the effects of different adjustment parameters \( \alpha \) and \( \beta \) on the performance of the algorithm. Fig.9. shows the experimental. We set \( \alpha \) and \( \beta \) to 0.1-0.7, 0.2-0.6, and 0.3-0.6 from left, to right corresponding to three data for each test function in the graph. In the fig. 9, the blue are set to \( \alpha = 0.1, \beta = 0.7 \), the green are set to \( \alpha = 0.2, \beta = 0.6 \), and the yellow are \( \alpha = 0.3, \beta = 0.6 \). The results show that the algorithm can achieve the best results when \( \alpha \) and \( \beta \) are respectively set to 0.3 and 0.6.

Fig. 7. The mean D-Metric value produced by DE/RM-MEDA for F6 include different numbers of cluster.
cated PS shapes. In our study, we find an existence of more local optimums makes the algorithm difficult. However, compared to F8, the algorithm is able to get a smaller IGD mean. Except for F7 and F8, other problems can be obtained with a smaller IGD mean square error. Maybe because F7 and F8 are multi-peak problems, and the existence of more local optimums makes the algorithm difficult. However, compared to F8, the algorithm is able to get a smaller IGD mean. The bigger the ratio is, the more new solutions will be generated by the simple DE and the hybrid MEDA algorithm can effici-
ently to generate new solutions based on the framework of non-dominated sorting. Meanwhile, the ratio of the sum of the first (m = 1) largest eigenvalue of the population’s covariance matrix to the sum of the whole eigenvalues has not be employed to illustrate the degree of convergence of the population. A hybrid algorithm named DE/RM-MEDA is proposed in this paper for multi-objective problems with complicated PS shapes. In our approach, the Gaussian probabilistic model based operator and the DE operator are employed to generate new solutions collaboratively. At each generation, the number of new solutions generated by the two operators is adjusted by the ratio. The bigger the ratio is, the more new solutions will be generated by Gaussian probabilistic model. The new algorithm combines individual and population information efficiently to balance the exploitation and the exploration search abilities. Experimental studies have shown that overall, the new algorithm proposed in

1) Algorithm comparison experiment

Table I gives the results of the statistical IGD indicators of DE/RM-MEDA on the six test functions. The results show that the IGD metric decreases with the increase of algebra, and the change is most obvious before the first 300 generations. That means the DE/RM-MEDA algorithm can efficiently find a stable solution set. After 500-generation iterations, all problems reached a small IGD mean. For F7 and F8, other problems can be obtained with a smaller IGD mean square error. Maybe because F7 and F8 are multi-peak problems, and the existence of more local optimums makes the algorithm difficult. However, compared to F8, the algorithm is able to get a smaller IGD mean on F7.

VI. CONCLUSION

It has not be well studied how to utilize the individual and population distribution information efficiently to generate new trial solutions based on the framework of non-dominated sorting. Meanwhile, the ratio of the sum of the first (m-1) largest eigenvalue of the population’s covariance matrix to the sum of the whole eigenvalue has not be employed to illustrate the degree of convergence of the population. A hybrid algorithm named DE/RM-MEDA is proposed in this paper for multi-objective problems with complicated PS shapes. In our approach, the Gaussian probabilistic model based operator and the DE operator are employed to generate new solutions collaboratively. At each generation, the number of new solutions generated by the two operators is adjusted by the ratio. The bigger the ratio is, the more new solutions will be generated by Gaussian probabilistic model. The new algorithm combines individual and population information efficiently to balance the exploitation and the exploration search abilities. Experimental studies have shown that overall, the new algorithm proposed in
this paper performs better than NSGA-II-DE and RM-MEDA on a set of test instances with complicated PS shapes. The proposed algorithm can approach the real Pareto frontier faster and more effectively than the RM-MEDA using the distribution estimation algorithm alone and the NSGA-II-DE using the differential algorithm alone.
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