New Electronic Phase Transitions in $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$
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Abstract. $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ is considered to be in the charge-density-wave (CDW) state below 8 K. We present new magnetoresistance data suggesting that the material undergoes a series of field-induced CDW (FICDW) transitions at pressures slightly exceeding the critical pressure $P_c$ at which the zero-field CDW state is destroyed. Further, we argue that a novel kind of FICDW transitions, entirely determined by a superposition of the strong Pauli and quantizing orbital effects of magnetic field on the CDW wavevector, arises when the field is strongly tilted towards the conducting layers. These new transitions can take place even in the case of a relatively well nested Fermi surface. Finally we report on the superconducting (SC) state and its coexistence with the CDW in the title compound under quasi-hydrostatic pressure. Below $P_c$ the material is most likely a heterogeneous SC/CDW mixture, with the SC phase persisting down to ambient pressure. The SC onset temperature appears to drastically increase upon entering the SC/CDW coexistence region.
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1. INTRODUCTION

The conducting system of $\alpha$-(BEDT-TTF)$_2$MHg(SCN)$_4$ (where $M=K$, Tl, Rb or NH$_4$) includes both the quasi-one-dimensional (q1D) electron-like and quasi-two-dimensional (q2D) hole-like carriers [1]. The salts with $M=K$, Tl and Rb undergo a phase transition at $T_p \approx 8-10$ K which is associated with the nesting of the q1D Fermi surface (FS). The $2k_F$-superstructure, observed originally in the angle-dependent magnetoresistance experiments (see e.g. [2] for a review), was recently confirmed by X-ray studies [3], thus suggesting a charge-density-wave (CDW) formation in these compounds. Current-voltage characteristics taken on the $M=K$ salt below $T_p$ [4] reveal the existence of a threshold electric field whose behaviour can be interpreted in terms of a CDW with a $d$-wave order parameter [5].

It is important that the transition temperature $T_p$ and, therefore, the relevant energy gap are much smaller than it is usually met in CDW materials. This leads to a very strong influence of a magnetic field on electronic properties, giving rise to numerous anomalies which stimulated high interest to these compounds for over a decade. The “magnetic field – temperature” ($B$–$T$) phase diagram studied extensively in the last few years [6-8] is in very good agreement with theoretical predictions for a CDW system [9-11], providing a strong argument for the CDW origin of the electronic instability. At ambient pressure, it is dominated by coupling of spins of the interacting electrons to the field, the so-called Pauli effect, which suppresses the CDW in a way analogous to the paramagnetic suppression of a singlet
superconductivity. In particular, one of the most prominent anomalies, the so-called kink transition, is associated with the transformation of the zero-field CDW₀ state to a high-field CDWₓ state which is analogous to the Larkin-Ovchinnikov-Fulde-Ferrel state in superconductors.

Under pressure the nesting property of the q1D FS becomes worse. This can be described by an enhancement of the second-order interchain transfer integral \( t'_{\perp} \) corresponding to the next-nearest-chain transfer in the plane of conducting layers. This obviously leads to a decrease of the zero-field transition temperature \( T_p(B=0) \). At these conditions, the second, orbital effect becomes important, leading to an increase of \( T_p \) with magnetic field [12]. At a high enough pressure, \( P_c \approx 2.3-2.5 \), the CDW is completely suppressed at \( B=0 \) but, according to theory [10,13], it can be restored in the form of a cascade of quantized field-induced CDW (FICDW) phases. This is similar to the well known field-induced spin-density-wave (FISDW) phenomenon (see [14,15] for a review). However, in our case one should take into account a competition between the orbital and Pauli effects. In the next section, we present new data on the magnetoresistance of \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) under quasi-hydrostatic pressure which support the existence of FICDW in this material. Further, we argue that a novel manifestation of the orbital quantization which originates from simultaneous effects of Pauli and orbital coupling of a high field to a CDW is observed in our compound already at ambient pressure in fields strongly tilted towards the conducting layers.

In the last section we consider the superconducting (SC) state in \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) and its coexistence with the CDW state under quasi-hydrostatic pressure. It was recently shown that the SC state emerges at \( T_c \leq 0.1 \) K under quasi-hydrostatic pressure above \( P_c \), when the zero-field CDW is completely suppressed [16]. The transition is rather sharp but the maximum \( T_c \) is more than an order of magnitude lower than that found previously under uniaxial strain [17,18]. Nevertheless, the superconductivity does not disappear completely at lowering the pressure below \( P_c \) and small fractions of the superconducting phase persist down to \( P = 0 \). Moreover, the onset of superconductivity appears to drastically increase up to \( \sim 0.3 \) K upon entering the CDW region of the phase diagram.

2. FIELD-INDUCED CHARGE-DENSITY-WAVE TRANSITIONS

2.1. Magnetoresistance in perpendicular fields, under pressure

Figure 1 shows interlayer magnetoresistance of \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) in fields perpendicular to the conducting layers recorded at \( T = 0.1 \) K at different pressures. Strong Shubnikov-de Haas (SdH) oscillations with the fundamental frequency of 670 to 740 T (depending on pressure) originate from the q2D band which remains metallic in the CDW state. At low pressure these oscillations are superimposed on a very high smooth background typical of the CDW state of this compound. With increasing \( P \) the CDW is gradually suppressed which is, in particular, reflected in a rapid decrease of the background magnetoresistance. Further, at \( P \geq P_c \), new oscillatory features emerge in the \( R(B) \) curves. They are most prominent at \( P = 3.5 \pm 0.5 \) kbar and fade away outside this pressure interval. It is important that this interval exactly matches the conditions at which the FICDW transitions are expected for our compound [10,12]: it corresponds to the antinesting parameter \( t'_{\perp} \) exceeding but still close to the critical value \( t'^* \) at which the zero-field CDW vanishes.

The new features are approximately periodic in \( 1/B \) with the frequency \( F \approx 20 \) T.
which does not change significantly between 2.5 and 4 kbar. However, the positions of the features shift notably to higher fields with increasing pressure (see dashed lines in Fig. 1), in line with their proposed FIC D W nature. Indeed, while the value of $t'$, determining the frequency, is expected to change only slightly within the narrow pressure range, already these small changes are supposed to significantly affect the $B$–$T$ phase diagram when $t'_{\perp}$ is close to $t'^{*}$.

From the frequency of the FIC D W transitions one can roughly estimate the value of $t'$ at the pressures near critical: $t'_{\perp} = \frac{\hbar^2}{3e} a_y v_F F = 0.55$ meV (here $e$ is the electron charge, $c$ is the light velocity, $a_y = 10^{-7}$ cm [1] is the interchain distance in the conducting plane, $v_F = 6.5 \times 10^6$ cm/s [19] is the Fermi velocity on the q1D FS). This is very close to the mean-field critical value [20] $t'^{*} = k_B T_c/1.13 \approx 0.63$ meV, assuming that the transition temperature for a perfectly nested FS is equal to $T_c(P=0) = 8$ K.

### 2.2. Ambient-pressure FIC D W transitions in strongly tilted fields

When the field is tilted by more than $\sim 60^\circ$ from the direction perpendicular to the layers, a series of features emerges in the resistivity and magnetisation recorded as a function of field [21-24]. The behaviour of the new structure can be described as follows. First, the features are independent of the azimuthal orientation of the field (see Fig. 2a) but depend on the tilt angle $\theta$, shifting to lower fields with increasing $\theta$. As shown in Fig. 2b, the shift rate increases as $\theta$ approaches 90°. It is therefore natural to suggest that the orbital effect (which is determined by the perpendicular field component $B \cos \theta$) is responsible for this behaviour. The interval of the tilt angles at which the structure is observed, $60^\circ \leq \theta < 90^\circ$, suggests that the orbital effect should be finite but sufficiently small. Further, as seen in Fig. 2b, the new features arise only above the kink field $B_k$, i.e. when the CDW wave vector starts to vary with field due to the Pauli effect. Therefore, a possible impact of the strong Pauli effect must also be taken into consideration. Finally, a clear hysteresis between field sweeps up and down (Fig. 2a) is a likely evidence of discontinuous changes in the system. The following qualitative model [24] proposes the observed structure to be a manifestation of FIC D W transitions originating from a superposition of the strong Pauli and orbital effects on the CDW state.

---

**Figure 2.** (a) Magnetic torque as a function of field at different orientations. Angles $\theta$ and $\phi$ are defined in the inset. (b) Positions of the kink transition (crosses) and new high-field anomalies in the torque (circles) versus tilt angle.

**Figure 3.** Schematic illustration of the superposition of the Pauli effect and orbital quantization on the CDW nesting vector (see text).
We consider the field dependence of the $Q_s$ component of the nesting vector in a CDW system with a moderately imperfect nesting ($t'_{\perp} \leq t'$). At zero field, $Q_n = 2k_F$ corresponds to the optimal nesting; the entire FS is gapped. At a finite magnetic field the degeneracy between the CDW's with different spin orientations is lifted. Treating each spin subband independently, one can express the optimal nesting conditions as $Q_{\alpha\beta}(B) = Q_n \pm 2\mu_BB/\hbar\nu_r$ where $\mu_B$ is Bohr magneton and the sign +/- stands for the spins parallel/antiparallel to the applied field. This splitting of the optimal nesting conditions is illustrated by dashed lines in Fig. 3. Nevertheless, both subbands remain fully gapped and the system as a whole maintains the constant nesting vector $Q_n$ up to the critical field $B_c \sim \Delta(B=0)/2\mu_B$. Above $B_c$, $Q_n$ is no more a good nesting vector as it leads to ungauged states in both subbands. As shown by Zanchi et al. [10], the CDW energy can be minimized in this case by introducing a field dependent term $q_{\alpha\beta}^{Pauli} = Q(B) - Q_n$ which is schematically represented in Fig. 3 by the thin solid line asymptotically approaching the value $2\mu_BB/\hbar\nu_r$. This obviously improves the nesting conditions for one of the spin subbands (say, the spin-up subband) at the cost of an additional “unnesting” of the other (spin-down).

Now it is important to take into account that the spin-down subband becomes unnested at $B > B_c$ and therefore is subject to a strong orbital effect. The situation is analogous to that with a large antinesting term $t'_{\perp} \geq t'$. One can therefore expect that, like in the “conventional” FISDW or FICDW case, an orbital quantization condition be set on the system. However, unlike in the FISDW case, the quantized levels are counted from $(Q_n - 2\mu_BB/\hbar\nu_r)$ rather than from $Q_n$, The corresponding values $q_{\alpha\beta} = -2\mu_BB/\hbar\nu_r + NG$ (where $G = eaB/\hbar c$, and $B_\perp = B\cos\theta$ is the field component perpendicular to the layers) are shown by dotted lines in Fig. 3.

As a result, the most favourable values of the nesting vector above $B_c$ are determined by intersections of the continuous curve $q_{\alpha\beta}^{Pauli}$ with the straight lines $q_{\alpha\beta}$, i.e. by the superposition of the Pauli and quantum orbital effects. Thus, with changing the field we obtain a series of discontinuous transitions between CDW subphases characterized by different quantized values of the nesting vector as schematically shown by thick lines in Fig. 3.

The multiple FICDW transitions can be observed when the distance $G$ between the quantized levels is smaller than $2\mu_BB/\hbar\nu_r$. This condition is obviously not fulfilled for $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ at the field perpendicular to the layers. With tilting the field, $G$ reduces, being determined by $B_\perp = B\cos\theta$, whereas the Pauli effect remains unchanged. This causes the transitions at low enough $\cos\theta$. With further increasing $\theta$, the transitions shift to lower fields, in agreement with the experiment.

Thus, the presented qualitative model seems to explain the physical origin of the multiple field-induced transitions in $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ and their evolution with changing the field orientation. The real phase lines shown in Fig. 3 look somewhat more complicated than one would derive from this simple consideration. A more thorough theoretical analysis aimed to provide a quantitative description of the new phenomenon is in progress.

Concluding this section, we note that, by contrast to the “conventional” FISDW or FICDW cases which clearly require a strongly imperfect nesting of the FS ($t'_{\perp} > t'$), the new transitions can occur even at $t'_{\perp} < t'$. In particular, they can be observed in $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ even at ambient pressure when the groundstate is a CDW. Another interesting point to be mentioned is that the quantum number $N$ of the CDW state increases with the field, in contrast to what is usually observed in known orbital quantization phenomena.

3. SUPERCONDUCTIVITY VERSUS CDW

In the $\alpha$-(BEDT-TTF)$_2$M(Hg(SCN)$_4$ family only the $M = NH_x$ salt is normal metallic and superconducting (SC) at ambient pressure with $T_c \approx 1.5$ K, the others, with $M = K$, Tl and Rb, being in the CDW state. By applying a uniaxial strain in an appropriate crystallographic direction the $M = K$ and NH$_x$ salts have been shown to be switched, respectively from the CDW to SC state [17,18] and vice versa [17]. The hydrostatic pressure is known to suppress the CDW state in the K-salt, however, no superconductivity at high pressures has been reported until very recently [16]. In fact, the K-salt does become a superconductor at a quasi-hydrostatic pressure $P \geq P_c$ [16] but the maximum critical temperature, $T_c \leq 0.11$ K is 20 times lower than that found in the uniaxial strain experiments [17,18]. It was argued [25] that
a compression along $c$ and, to a lesser extent, along $b^*$ direction enhances the SC instability while a compression along the $a$-axis (corresponding to the 1D direction) leads to an opposite effect. More work is necessary in order to understand whether the very low $T_c$ observed at the quasi-hydrostatic pressure is simply a coincidental result of a simultaneous compression in all three directions or it contains a new interesting physics.

When the pressure is decreased below $P_c \approx 2.5$ kbar, the CDW is stabilized; however, the superconductivity does not disappear immediately. As shown in Fig. 4 (main panel), the resistive SC transition shifts down in temperature and broadens as pressure is lowered but even at $P = 0$ the resistance slightly decreases, indicating an incomplete transition to the SC state. The latter observation is in agreement with the previous finding by Ito et al. [26]. It should be noted that the shape and magnitude of the SC transition below $P_c$ are strongly sample-dependent. To demonstrate this, an example of a zero-pressure transition on another sample is presented in the inset in Fig. 4. The resistance of this sample is nearly zero at the lowest temperature. This, however, does not mean that the whole sample is in the SC state: d.c. magnetization measurements performed on the same sample using the SQUID technique have not shown any Meissner signal down to below 10 mK. Therefore the zero resistance is most likely achieved via a percolation network of thin SC paths.

This suggestion is corroborated by the behaviour of the critical field perpendicular to the conducting $ac$-plane. Fig. 5 presents the temperature dependence of the critical field, determined as shown in the inset, at pressures around $P_c$. At zero field, the critical temperature does not change by more than 10% within this pressure interval. By contrast, the critical field shows a considerable enhancement at lowering the pressure, i.e. at entering the CDW region of the phase diagram. Moreover, the slope of the temperature dependence, linear above $P_c$, exhibits a clear positive curvature at the lowest pressure. We note that this behaviour remains the same independently of what point at the resistive transition, in either the temperature or field sweep, is chosen for the definition of the critical field. Similar results have been obtained on NbSe$_3$ in the region of coexisting CDW and SC phases [27] and in (TMTSF)$_2$PF$_6$ in which SDW and SC phases coexist in a narrow pressure range [28].

The presented results lead us to the conclusion that below $P_c$, the compound is in an inhomogeneous state in which tiny
SC fractions are included in a non-SC (actually CDW) matrix. The exact structure of this state is unknown at present; however, in analogy with NbSe₂, one could suppose that the SC is realized within boundaries between CDW domains where the CDW order parameter is suppressed [27].

So far, the described behaviour of $\alpha$-(BEDT-TTF)$_2$K$_x$(SCN)$_4$ under pressure has been fully consistent with the generally accepted concept of a competition between the CDW and SC instabilities in low-dimensional conductors (see e.g. [29]): the fraction of the SC phase rapidly decreases upon entering the CDW region and $T_c$ shifts to lower temperatures. However, looking carefully at the onset of superconductivity, one notices that the resistance starts to deviate downwards from the normal metallic behaviour considerably above the temperature of the main resistive transition, as soon as the pressure is decreased below $P_c$. This is shown in Fig. 6 in which the $R(T)$ curves for a few pressures are presented in an enlarged scale. The resistance decrease at temperatures between $\approx 0.1$ and $0.3$ K seen in the $P = 2$ kbar curves is very sensitive to the transport current and can be suppressed by the field of $\sim 10$ mT. Therefore it most likely indicates that traces of superconductivity already exist at temperatures well above the maximum temperature of the bulk transition. The effect is either absent or greatly reduced at pressures above $P_c$. Further studies are needed to understand this apparent “enhancement of superconductivity” at entering the CDW state.
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