Abstract—This paper introduces a data-dependent approximation of the forward kinematics map for certain types of animal motion models. It is assumed that motions are supported on a low-dimensional, unknown configuration manifold \( Q \) that is regularly embedded in high dimensional Euclidean space \( X := \mathbb{R}^d \). This paper introduces a method to estimate forward kinematics from the unknown configuration submanifold \( Q \) to an \( n \)-dimensional Euclidean space \( Y := \mathbb{R}^n \) of observations. A known reproducing kernel Hilbert space (RKHS) is defined over the ambient space \( X \) in terms of a known kernel function, and computations are performed using the known kernel defined on the ambient space \( X \). Estimates are constructed using a certain data-dependent approximation of the Koopman operator defined in terms of the known kernel on \( X \). However, the rate of convergence of approximations is studied in the space of restrictions to the unknown manifold \( Q \). Strong rates of convergence are derived in terms of the fill distance of samples in the unknown configuration manifold, provided that a novel regularity result holds for the Koopman operator. Additionally, we show that the derived rates of convergence can be applied in some cases to estimates generated by the extended dynamic mode decomposition (EDMD) method. We illustrate characteristics of the estimates for simulated data as well as samples collected during motion capture experiments.

I. INTRODUCTION

A. The Problem Summary and the Estimation Problem

There are a wide variety of kinematic studies that evaluate animal motion [1], [2], [3]. Recent studies have focused on discovering fundamental principles of locomotion [4] and lower-dimensional representations of motion models across a vast number of different animals [5]. However, applying learning algorithms to kinematic models has been primarily reserved for human motion with prominent methods including [6], [7]. Recent learning methods have utilized neural networks and deep learning to synthesize and predict human motion [8], [9]. The time-dependent nature of these models has lead researchers to utilize recurrent neural networks (RNNs) in synthesize human motion [10], [11].

As powerful and promising as these methods are, none of these references study rates of convergence of estimates of animal motions. This paper extends our most recent work in [12]. In the paper [12], the authors explore methods to generate approximations of mappings over certain smooth manifolds in applications that estimate the motion of reptiles. The analysis determines error bounds for the estimation of functions over the motion manifolds. However, in [12] it is assumed that a known “template manifold” underlies a given motion regime. This paper seeks to generalize these results to the case when the underlying motion manifold is unknown.

In this paper, we assume that the motion of the animal is governed by the uncertain equations

\[
\begin{align*}
x_{i+1} &= f(x_i), \\
y_{i+1} &= G(x_{i+1}),
\end{align*}
\]

where \( X := \mathbb{R}^d \) is the state space, \( Y := \mathbb{R}^n \) is the output space, the function \( f : X \rightarrow X \) that determines the dynamics is unknown, and the observable function \( G : X \rightarrow Y \) is unknown. It is further assumed that this evolution law exhibits some additional “hidden” structure. Specifically, it is assumed that there is a compact, smooth Riemannian manifold \( Q \) that is regularly embedded in \( X \) that is invariant under the flow generated by Equation 1. The task is to collect finite samples \( \{(x_{k_i}, y_{k_i})\}_{i=1}^{M} \in Z = X \times Y \) of state and output pairs at discrete times \( T_M := \{k_i \in \mathbb{N} | 1 \leq i \leq M \} \) and use them to build an estimate of the observable function \( G \). Here \( \mathbb{N} \) is the collection of nonnegative integers. Is it possible to choose the \( k_i \) sequentially so that \( k_1 = 1, k_2 = 2, \ldots \) etc, but the approach in this paper does not require uniform sampling.

Examples 1 and 2 described below show that the model class described above is very rich: there are a wide variety of models of the form above that are obtained when geometric methods [13], [14] are discretized in time.

Example 1: This first example illustrates how quite general motion estimation problems of the type governed by Equation 1 may arise. For a wide variety of animal models, it is popular to create models that consist of rigid bodies connected by ideal joints. Such a model for human motion can be constructed by choosing as states the rigid body motion of a core body, spherical joints for the hips and shoulders, and revolute joints for all the remaining joints of the body. For human motion, the full configuration manifold might be taken as

\[
X := SE(3) \times SO(3) \times S^1 \times SO(3) \times S^1 \times SO(3) \times S^1 \times SO(3) \times S^1 \times SO(3) \times S^1.
\]

In the above expression \( SE(3) \) and \( SO(3) \) designates the special Euclidean group and special orthogonal group respectively in three dimensions. It is known by the Nash embedding theorem that \( X \subset X = \mathbb{R}^d \) for a \( d \) large enough. Standard geometric methods as in [13], [14] describe how equations of motion generate a flow \( \{S(t)\}_{t \in \mathbb{R}^+} \) in continuous time over \( X \). By discretizing the flow at times \( t_p := p \Delta \) with \( \Delta \) a fixed time step, we obtain the evolution law \( x_{p+1} = S(\Delta)x_p \). The discretization yields a discrete
dynamics of the form in Equation 1 with \( f = S(\Delta) : \hat{X} \times X \rightarrow \hat{X} \subset X \). If we suppose that the output space \( Y \) consists of the inertial positions of \( j \) distinguished points on the body, the kinematics map \( G : \hat{X} \rightarrow \mathbb{R}^3 \) := \( Y \).

In motion capture studies that seek to study certain motion regimes, it is then natural to hypothesize an existence of an unknown submanifold \( Q \subset X \). The estimation problem is then to use the measurements \( \{(x_k, y_k)\}_{i=1}^M \) to build approximations of \( G : Q \rightarrow Y \), where manifold \( Q \) is unknown. The strategy in this paper can be realized, at least in principle, using RKH spaces with bases that are the tensor product of bases for functions over \( SO(3) \) or other homogeneous manifolds. Such bases are studied, for example, in [15], [16].

Example 2: For this short paper, we perform numerical studies of some simpler problems that are common in animal motion. Instead of modeling or studying motions in the full configuration space above, it is often of interest to understand the motion for just an appendage, or across a joint. For configuration space above, it is often of interest to understand studies of some simpler problems that are common in animal

In motion capture studies that seek to study certain motion regimes, it is then natural to hypothesize an existence of an unknown submanifold \( Q \subset X \). The estimation problem is then to use the measurements \( \{(x_k, y_k)\}_{i=1}^M \) to build approximations of \( G : Q \rightarrow Y \), where manifold \( Q \) is unknown. The strategy in this paper can be realized, at least in principle, using RKH spaces with bases that are the tensor product of bases for functions over \( SO(3) \) or other homogeneous manifolds. Such bases are studied, for example, in [15], [16].

B. Overview of New Results

The analysis of the uncertain estimation problem in this paper is carried out using tools from Koopman theory. Koopman theory is a family of results that studies the behavior of dynamical systems in terms of operator theory, and it constitutes a powerful framework for studying nonlinear dynamics. Very recent accounts of the general theory can be found in book [17] or edited volume [18]. Of the hundreds of papers related to Koopman theory, some of the most relevant to this paper investigate approximations of the Koopman operator, which includes [19], [20], [21], [22], [23]. Also, the specific work in [19], [20] that describes the extended dynamic mode decomposition (EDMD) algorithm for the approximation of the Koopman operator is also quite relevant to this paper. Later in Section II.C a detailed description is given of the EDMD algorithm and how it is used to approximate the Koopman operator. For this introduction and description of contributions, it suffices to note that the Koopman operator \( U_f \) associated with the discrete Equation 1 is defined by the identity \( U_f g = g \circ f \), with \( f \) the fixed function that appears in the unknown dynamics. References [24], [17], [19], [20], [21], [22], [23] give detailed accounts of how approximations of the Koopman operator \( U_f \) can be used in derivations of forecasting schemes or state estimators, estimation of observable functions, identification of nonlinear state equations, or in the approximation of Koopman modes, as well as other important estimation tasks.

To be precise about the contributions of this paper to the rapidly growing field of Koopman theory, we briefly summarize the overall strategy taken in this paper. This overall strategy is common to many of the approaches outlined in References [24], [17], [19], [20], [21], [22], [23], but in this paper, we focus on determining how to ensure error bounds not found in these references. Since \( Q \subset X \) is unknown, but the ambient space \( X \) is known, a kernel function \( \mathcal{K} : X \times X \rightarrow \mathbb{R} \) is selected that defines a reproducing kernel Hilbert space (RKHS) \( H \) of real-valued functions over the known set \( X \). A kernel section, or kernel basis function, centered at a point \( x \in X \) is defined in terms of the kernel as \( \hat{\mathcal{K}}_x(\cdot) := \mathcal{K}(x, \cdot) \). Finite dimensional spaces of approximants \( H_M \) are defined in terms of bases \( \{\hat{\mathcal{K}}_{\xi_M,i}\}_{i=1}^M \) over the full set \( X \), which depend on some set of samples \( \Xi_M := \{\xi_M,i := x_k \mid 1 \leq i \leq M\} \) collected along trajectories of the uncertain system at the discrete times \( T_M := \{t_k \mid 1 \leq i \leq M\} \). Hence, we have the spaces of approximants \( H_M := \text{span}\{\hat{\mathcal{K}}_{\xi_M,i} \mid \xi_M,i \in \Xi_M\} \).

Approximations of the observable function \( G \) for the uncertain system are built using the finite dimensional spaces \( H_M \) and the \( H \)-orthogonal projection \( \Pi_M : H \rightarrow H_M \). Data-dependent approximations \( U_f^M \) of the Koopman operator \( U_f \) are defined by the identity \( U_f^M g := \Pi_M((\Pi_M g) \circ f) \), which has a coordinate representation shown in Equation 9.

By inspection of the coordinate expression, it is clear that the approximation \( U_f^M \) of the Koopman operator \( U_f \) can be constructed from the samples \( \{(x_k, y_k)\}_{i=1}^M \) and the choice of finite dimensional space \( H_M \). This paper introduces an approximation method in which the distribution of the samples \( \{x_k\}_{i=1}^M \), the definition of the space \( H_M \), and the choice of the kernel \( \mathcal{K} \) determines the rate of convergence of \( U_f^M g \rightarrow U_f g \).

There are three distinct contributions in this paper to the state-of-the-art in estimation methods for the system in Equations 1 and 2.

1. Reduced Order Models of Animal Motion: Although Koopman methods have been studied for a wide variety of application areas, this paper is the first systematic study of the method for characterizing animal motions over submanifolds. The approach should be of general interest to those studying reduced order models of animal motions. The paper describes a rigorous formulation of a general method for approximating such motions, and the theory includes estimates of the rates of convergence in various function spaces as the number of samples \( M \) increases. Such estimates are not available in the literature on motion estimation such as in [6], [7], [9], [8], [10], [11].

2. Convergence Rates for Koopman Approximations: In addition, this paper describes general, strong rates of convergence of data-dependent approximations of the Koopman operator. This result is of interest in its own right. Full details on the derivation and interpretation of these rates is given in the discussion of Theorem 2 below, but we briefly summarize the structure and novelty of these rates here. The primary result of this paper defines a regularity assumption in the framework of Koopman theory that is particularly powerful and enables determination of strong error bounds.
The regularity assumption states that if the pullback space $f^*(H) := \{g: Q \to \mathbb{R} \mid g = h \circ f, h \in H\}$ is continuously embedded in a Sobolev space, then we get strong rates of convergence. These rates of approximation are bounded by $O(h_{\Xi,M,Q})$ where $h_{\Xi,M,Q}$ is the fill distance of samples $\Xi$ in the manifold $Q$, $h_{\Xi,M,Q} := \sup_{g \in \mathcal{Q}} \inf_{\xi,\zeta \in \Xi} d_Q(q, \xi, \zeta, M, r)$ where $d_Q$ is the metric over $Q$ and $r$ is an index that measures smoothness in a Sobolev space. Thus, even though the manifold $Q$ is unknown, we obtain a geometric characterization of the error. The convergence depends on how quickly samples fill up the unknown manifold. These rates for the Koopman approximation problem are qualitatively similar to rates of convergence that are familiar in regression in Euclidean spaces [25], interpolation over manifolds [26], Chapter 10 of [27], and ambient approximation over manifolds [28]. None of the recent studies of Koopman approximations [19], [20], [21], [22], [23] derive such rates of convergence in terms of fill distances.

(3) Rates of Convergence of the EDMD Algorithm Finally, this paper defines a general data-dependent approximation of the Koopman operator as it acts on a variety of function spaces. In some instances, this data dependent operator can be interpreted as a specific implementation of the extended dynamic mode decomposition (EDMD) algorithm. With this identification it is possible to derive rates of convergence for the EDMD algorithm in certain types of function spaces. This result is described in Theorem [3] and also has no precedent in the recent studies of the EDMD algorithm, as in [19], [22].

II. BACKGROUND THEORY

A. Symbols and Nomenclature

In this paper, $\mathbb{R}$ is the set of the real numbers. We write $a \lesssim b$ to mean that there is a constant $c$ that does not depend on $a, b$ such that $a \leq cb$, and $\lesssim$ is defined similarly. We let $X = \mathbb{R}^d$ be the input space, and $Y := \mathbb{R}^n$ be the output space. We assume that $Q$ is a smooth, compact Riemannian manifold that is regularly embedded in $X = \mathbb{R}^d$. The symbol $C(Q, Y)$ represents the space of continuous, $Y$-valued functions over the manifold $Q$, equipped with the usual supremum norm. We set $L^2_Q(Q, Y)$ to be the usual Lebesgue space of $Y$-valued, $\mu$-integrable functions over the manifold $Q$, with $\mu$ a measure on the manifold. This paper also employs the Sobolev space $W^{s,p}(Q)$ over the compact Riemannian manifold $Q$, which is defined intrinsically in [16] or extrinsically in [26]. Roughly speaking, for integer $s > 0$ this space consists of all functions in $L^2_Q(Q)$ that have derivatives through order $s$ that are elements of $L^2_Q(Q)$. The Sobolev spaces for real smoothness parameter $s > 0$ are obtained as interpolation spaces from those that have integer order. [16] We write $W^{s,p}(Q)$ for the $Y$-valued Sobolev spaces, $W^{s,p}(Q) := (W^{s,p}(Q))^n$.

B. Reproducing Kernel Hilbert Spaces

A number of constructions in reproducing kernel Hilbert spaces are used in this paper, and the reader is referred to [29], [30] for a good introduction that provides the needed background for the necessarily brief summary given here. Throughout the paper $\mathcal{R}: X \times X \to \mathbb{R}$ will be an admissible kernel that defines a native space $H$ of real-valued functions over $X$. We always assume that the kernel $\mathcal{R}$ is continuous, symmetric, and strictly positive definite in this paper, which means that for any finite set $\Xi_M := \{\xi_M,i \mid 1 \leq i \leq M\}$ of distinct points, the kernel matrix $[\mathcal{R}(\xi_M,i,\xi_M,j)] := \mathbb{K}(\xi_M,\Xi_M) \in \mathbb{R}^{M \times M}$ is a positive definite matrix. Kernels of this type include the exponential kernel, inverse multiquadric kernel, or Matern-Sobolev kernel, among others [27]. The space $H$ is defined as $H := \text{span}\{\mathcal{R}_x \mid x \in \Omega\}$ where the closure is taken with respect to the inner product that is defined as $(\mathcal{R}_x,\mathcal{R}_y)_H = \mathcal{R}(x, y)$ for all $x, y \in X$. The RKHS $H$ is characterized by the fact that it satisfies the reproducing property: we have $(\mathcal{R}_x, g)_H = g(x)$ for all $x \in X$ and $g \in H$.

In this paper, samples are generated along the trajectories of a discrete dynamical system over a subset $Q \subset X$ defined in terms of an unknown function $f$, and the function $f$ defines an RKHS that is important for our analysis. For a mapping $f: Q \subset X \to \mathbb{R}$, we define the pullback space $f^*(H)$ to be the set $\{h: Q \to \mathbb{R} \mid h = g \circ f, \text{for some } g \in H\}$. The pullback space $f^*(H)$ is itself an RKHS, with its kernel $\mathcal{R}^*: Q \times Q \to \mathbb{R}$ defined as $\mathcal{R}^*(q_1, q_2) = \mathcal{R}(f(q_1), f(q_2))$ for all $q_1, q_2 \in Q$. [30] The norm on the pullback space that is induced by the kernel $\mathcal{R}^*$ is equivalent to $\|h\|_{f^*(H)} := \inf\{\|g\|_H \mid h = g \circ f\}$. For a fixed $f: Q \to \Xi_M \subset X$ the Koopman operator $U_f$ is defined as $U_f g = g \circ f$: this definition makes sense for scalar-valued functions $g \in H$ as well as vector-valued functions $g \in H^n$. We define the trace or restriction operator $T_g := g|_Q$. The space of restrictions $\mathcal{R} := T(H)$ is itself an RKHS space. It is induced by the kernel $\mathcal{R} := T(H)$ and is the restriction of the kernel $\mathcal{R}$, so that $(\mathcal{R} x, y) = \mathcal{R}(x, y)$ for all $x, y \in Q$.

In this section, we review a few well-known observations regarding interpolation and projection for spaces defined in terms of scattered kernel bases. We summarize these properties for the finite-dimensional space $H_M := \text{span}\{\mathcal{R}_{\xi_M,i} \mid \xi_M,i \in \Xi_M, 1 \leq i \leq M\}$ that is defined in terms of scattered bases in $H$ that are located at the centers $\Xi_M := \{\xi_M,1,\ldots,\xi_M,M\}$. We let $\Pi_M H \to H_M$ be the $H$-orthogonal projection onto the closed subspace $H_M \subset H$. Since we have assumed that the kernel $\mathcal{R}$ on $H$ is strictly positive definite, we have the representation $\Pi_M g = \sum_{i,j=1}^{M} (\mathcal{K}(\Xi_M,\Xi_M))^{-1}_{ij} g(\xi_M,j)\mathcal{R}_{\xi_M,i}$. The projection operator $\Pi_M$ induces the $H$-orthogonal decomposition $H = H_M \oplus Z_M$ where $Z_M$ is the closed subspace $Z_M := \{f \in H \mid f(\xi) = 0 \text{ for all } \xi \in \Xi_M\}$. This decomposition implies that the complementary projection $I - \Pi_M$ satisfies $((I - \Pi_M) g)(\xi) = 0$ for all $\xi \in \Xi_M$. In other words, the orthogonal projection $\Pi_M g$ interpolates the function $g$ at the points in $\Xi_M$. When studying the convergence properties of estimates over the set $Q \subset X$, it
We want to use these data matrices to construct estimates of the Koopman operator $f$. Here we summarize the EDMD method. It has been studied carefully in recent work like [19], [20]. To simplify notation in this paper, we use the generic operator $\Pi_M$ to refer to any of the (generally different) projections from $H$, $R$, or $f^*(H)$ onto $H_M$, $R_M$, or $f^*(H_M)$, respectively. The specific choice of the domain and range of $\Pi_M$ is clear from the context in any particular equation that follows.

C. Koopman Theory and EDMD Algorithm

We have noted earlier that the Koopman operator $U_f$ is defined from the identity $U_f g := g \circ f$ for some fixed function $f$. One of the most common ways of approximating $U_f$ is based on the extended dynamic mode decomposition (EDMD) algorithm. It has been studied carefully in recent work like [19], [20]. Here we summarize the EDMD method using nomenclature that is common in these references so that we can distinguish it from the data-driven approximation studied in this paper. From a set of input-output samples of Equation 1 we define two data matrices $X$ and $Y$ defined as follows,

$$X = [x_1, \cdots, x_M] \in \mathbb{R}^{d \times M},$$

$$Y = [y_2, \cdots, y_{M+1}] := f(X) \in \mathbb{R}^{d \times M}.$$

We want to use these data matrices to construct estimates of the Koopman operator $U_f$. Since the operator $U_f$ is infinite dimensional, we define a finite dimensional subspace for building approximations. Suppose we choose basis functions $\{\psi_i | 1 \leq i \leq M\}$ for our approximations. We introduce the vector $\Psi = [\psi_1, \cdots, \psi_N]^T$. With the definition of the basis functions in $\Psi$, data matrices for the EDMD algorithm are then determined as follows

$$\Psi(X) = [\psi(x_1), \cdots, \psi(x_M)] \in \mathbb{R}^{N \times M},$$

$$\Psi(Y) = [\psi(x_2), \cdots, \psi(x_{M+1})] \in \mathbb{R}^{N \times M}.$$ 

Approximations of the Koopman operator $U_f$ are constructed in terms of the matrix solution $A_{N,M} \in \mathbb{R}^{N \times N}$ of the minimization problem

$$A_{N,M} := \arg \min_{A \in \mathbb{R}^{N \times N}} \|A\Psi(X) - \Psi(Y)\|_F^2.$$

The solution of this minimization problem is given by $A_{N,M} = \Psi(Y)(\Psi^T(X)\Psi(X))^{-1}\Psi^T(X)$. Finally, the approximation $U_{N,M}$ of the Koopman operator $U_f$ is given by

$$U_{N,M}(g) := \alpha^T A_{N,M} \Psi(\cdot)$$

for any function $g(\cdot) := \alpha^T \psi(\cdot)$ with $\alpha \in \mathbb{R}^N$.

III. Problem Formulation

The distribution-free learning problem is a general problem that has been studied in a wide variety of contexts, most commonly for mappings between Euclidean spaces. [25]. As in [12] we are interested in this paper in formulating and solving this problem, not over some known compact subset such as $\Omega := [a, b]^d \subset \mathbb{R}^d$, but rather over the unknown manifold $Q$.

A. Distribution-Free Learning in Euclidean Spaces

We begin by summarizing the general structure of the distribution-free learning problem for regression over $X := \mathbb{R}^d$, and subsequently, we discuss how the problem is cast in terms of the unknown manifold $Q$ for certain types of discrete evolution laws. When the distribution-free learning problem is applied to regression, we are faced with building approximations of some unknown function over $X$ that takes values in $Y = \mathbb{R}^n$. We are given samples $\{(x_i, y_i)\}_{i=1}^M \subset X \times Y$. Here $X$ is the inputs space and $Y$ is the output space, and we can view the samples as perhaps noisy measurements of the functional relationship $y = G(x)$ where $G : X \rightarrow Y$ is unknown. As noted previously, it is usually assumed that the samples are independent and identically distributed, with $\nu$ the probability distribution over $X \times Y$ that generates the samples. In the distribution-free learning problem, the probability distribution $\nu$ is unknown. The aim of learning theory is to build an approximation of the unknown function using the samples that makes some error measure small, and here we use the familiar quadratic error for arbitrary functions $g : X \rightarrow Y$,

$$E_\mu(g) := \int_X \int_Y \|y - g(x)\|_2^2 \nu(dx, dy),$$

where again we interpret $y = G(x)$ in the ideal case. A great deal is known about the structure of this particular problem in the space $L_2^\mu(\mathbb{R}^d)$, or even in $L_2^\mu(\Omega)$ with $\Omega$ a nice compact subset of $X$ like $\Omega = [a, b]^d$. It is known that the minimization of the quadratic error $E_\mu$ above is equivalent to minimizing the expression

$$E_\mu(g) := \int_X \|g(x) - H_\mu(x)\|_Y^2 \mu(x) + E_\mu(H_\mu)$$

where the measure $\nu$ is written as $\nu(dx, dy) = \mu_x(dy)\mu(dx)$, $\mu_x(dy)$ is the conditional probability over $Y$ given $x \in X$, $\mu(dx)$ is the marginal measure of $\nu$ over $X$, and $H_\mu(x) := \int_Y y \mu_x(dy)$ is the regressor function. Thus, the regressor $H_\mu$ is the optimal minimizer, but it cannot be computed from this closed form expression since $\nu$, and therefore $\mu_x$ is unknown. In practice, then, the ideal error measure above is replaced with the discrete

$$E_M(g) := \frac{1}{M} \sum_{i=1}^M \|y_i - g(x_i)\|_Y^2$$

that depends on the samples $\{(x_i, y_i)\}_{i=1}^M$, which leads to the method of empirical risk minimization. (Traditionally, note that the minimization is over sequentially collected samples in Equation 4) Note that the discrete error above can be evaluated for any given $g$. When estimates $G_{M,N} = \hat{\mu}_M(G(x)) = \int X \hat{\mu}_M(dx) = \int X \hat{\mu}_M(dx)$.
arg inf \{ E_M(g) \mid g \in H_N \} that minimize the empirical risk are calculated for some \(N\) dimensional space \(H_N\) of approximants, it is then possible to address in what sense \(G_{M,N} \rightarrow G_\mu\) as the number of samples \(M\) and the dimension \(N\) approach \(\infty\). The theory for such approximations is mature, and a summary of the state art in these cases can be found [25], [31], [32].

B. Distribution-Free Learning over an Unknown Manifold

The manifold estimation problem studied in this paper modifies the classical learning problem above in a number of ways: some changes are minor, while others lead to subtle issues. Note carefully that the samples generated by Equations (1) are defined from a deterministic, nonlinear, dependent measurement process, not one that is IID. It turns out that the assumption that samples are IID is central to many of the most refined estimates of errors in distribution-free learning theory. We will analyze the system in Equation (1) in two ways: some changes are minor, while others lead to subtle issues. In this case, we assume that the samples \(\{(x_i, y_i)\}_{i=1}^M\) are generated by choosing initial conditions randomly according to the unknown measure \(\mu\) on \(Q\), and then observations \(y_i\) are defined as in Equation (2). That is, the samples \(\{(x_i, y_i)\}_{i=1}^M\) are understood as the initial condition responses of the system in Equations (1) and (2) as the initial condition is chosen randomly over the unknown manifold \(Q\). (Later we extend our analysis to the case when samples are dependent and determined along a trajectory.) In this case, the measure \(\nu\) that generates the samples has the particular form \(\nu(dx, dy) = \delta_{G(f(x))}(dy)\mu(dx)\), and the regressor function is \(H_\mu(x) := \int_Q yG(f(x))(dy) = G \circ f\). With these definitions, the ideal error \(E_{\mu}\) in Equations (4) and (5) makes sense for the Lebesgue space of functions \(L^2_{\nu}(Q, Y)\) defined over the manifold \(Q\) without change. Likewise, the empirical error \(E_M\) in Equation (6) makes sense, since the evaluation operator is well-defined on \(H \subset C(X)\). In this situation, in contrast to the form of the regression error functional in Equation (5) we consider the ideal error

\[
E_{\mu}(g) = \int_Q \| (U_f(g - G))(x) \|^2 \mu(dx) + E_{\mu}(U_fG),
\]

where \(U_fh = h \circ f\) is the Koopman operator induced by the unknown function \(f\) that defines the unknown dynamics. The corresponding discrete error function is then

\[
E_M(g) := \frac{1}{M} \sum_{i=1}^{M} \| y_i - (g \circ f)(x_i) \|^2 = \frac{1}{M} \sum_{i=1}^{M} E_k^i(g),
\]

where \(E_k^i\) denotes the component-wise notation \(g := (g^1, \ldots, g^n)\) and \(G := (G^1, \ldots, G^n)\).

C. Projection for Regression in the Pullback Space

We start with a straightforward analysis under the assumptions of the last Section B. We interpret the empirical risk minimization in terms of projection or interpolation in a pullback space. We have chosen to start with this elementary case, since it makes clear some of the issues that distinguish the learning problem in this paper from the usual one in Euclidean space. We consider the minimization

\[
g_M^k := \arg\min\{ E_M^k(g^k) \mid g^k \in H_M \} \text{ with } H_M := \text{span}\{ \mathcal{R}_{M,i} \mid \xi_{M,i} \in \Xi_M \}
\]

that defines the empirical risk minimizer.

Theorem 1: Suppose that \(f(\Xi_M) := \{ f(\xi_{M,i}) \mid \xi_{M,i} \in \Xi_M \} \) are distinct points. The empirical risk minimizer \(g_M^k\) satisfies

\[
(U_f g_M^k(\cdot)) := \sum_{i,j} (\mathcal{K}(f(\Xi_M), f(\Xi_M)))_{i,j}^{-1} y_j^k \mathcal{K}(f(x_i), f(\cdot)).
\]

Proof: The proof of this theorem is a direct consequence of scattered data interpolation over the pullback space \(f^*(H)\). Define the space of approximants

\[
H_M^*: := \text{span}\{ \mathcal{R}_{M,i} \mid \xi_{M,i} \in \Xi_M \} \subset f^*(H).
\]

In this case, if we obtain a solution \(h_M^k \in f^*(H)\) to a minimization problem over the pullback space \(f^*(H)\),

\[
h_M^k = \arg\min_{h \in f^*(H)} \frac{1}{M} \sum_{i=1}^{M} \| (y_i^k - h)(x_i) \|^2,
\]

then, for any function \(g_M^k \in H\) such that \(h_M^k = U_f g_M^k\), \(g_M^k\) solves the empirical risk minimization problem in Equation (7). But Equation (8) is solved by the function \(h_M^k \in f^*(H)\) that interpolates the samples \(\{(x_i, y_i^k)\}_{i=1}^{M}\), since in this case the right hand side of Equation (8) is precisely zero. The right hand side of Equation (4) is precisely the coordinate expression for the \(f^*(H)\)-orthogonal projection onto \(H_M^* := f^*(H_M)\). Since the kernel \(\mathcal{R}\) is assumed to be positive definite over \(X \times X\), it follows that the pullback kernel \(\mathcal{R}(\cdot, \cdot) := \mathcal{R}(f(\cdot), f(\cdot))\) is also strictly positive definite over \(X \times Q\). The assumption that \(f(\Xi)\) are distinct points ensures that the Gramian in Equation (7) is invertible.

Overall, Theorem 1 is quite informative. It shows that the distribution-free learning problem at hand, which is expressed in terms of an unknown manifold \(Q\), measures \(\mu\) on \(Q\), and function \(f : Q \rightarrow Q\), can in principle be solved as a simple regression problem on the pullback space \(f^*(H)\). Unfortunately, the solution in Equation (7) is not of practical use in the problem at hand, since the solution depends on the unknown function \(f\). This makes clear a point that distinguishes the learning problem on manifolds that we study here, where the dynamics propagates according to some unknown function \(f\), from the classical regression problem.

D. Data-Driven Approximations

Finally, we study the uncertain system in Equations (1) and (2) in its full generality. The samples \(\{(x_{ki}, y_{ki})\}_{i=1}^{M}\) are collected along the deterministic, nonlinear system at discrete times \(T_M := \{ k_i \mid 1 \leq i \leq M \}\). Now the measure \(\mu\) is taken to be some convenient probability measure over \(Q\) for defining average error, but it does not generate the samples randomly. In this section we define a data-driven
approximation $U^M_f$ of the Koopman operator, which is used to bound the excess risk, which is defined by the left hand side of the inequality

$$E_\mu(g) - E_\mu(U_f G) = \int_Q \left\{ \left| (U_f(G - g))(x) \right|^2 \right\} \frac{\mu(dx)}{2},$$

$$\lesssim \left( \max_{1 \leq i \leq n} \| U_f(G^i) - U_f(g^i) \|_{C(Q,\mathbb{R})} \right)^2.$$  

We make the structural assumption that the pullback space $f^*(H)$ of functions over the manifold $Q$ is continuously embedded in the space of restrictions $\mathcal{R} := T(H), f^*(H) \hookrightarrow \mathcal{R}$, and furthermore, that the space of restrictions $\mathcal{R}$ is embedded continuously in the Sobolev space $W^{t,2}(Q)$. Following the strategy in [33], we define the data dependent approximation $U^M_f g$ of $U_f g$ to be given by

$$U^M_f g := \Pi_M((\Pi_M g) \circ f),$$

where this equation is interpreted componentwise for the vector-valued function $g$. That is, $U^M_f g := (U^M_f g^1, \ldots, U^M_f g^n)$ for $g = (g^1, \ldots, g^n)$. Based on the discussion in Section II-B, the coordinate expression for each component of this operator is

$$U^M_f g^k := \sum_{i,j=1}^M (\mathcal{K}(\Xi_M, \Xi_M))_{i,j}^{-1} \times \sum_{p,q=1}^M (\mathcal{K}(\Xi_M, \Xi_M))_{p,q}^{-1} g^k(\xi_{M,p}) \mathcal{K}(\Xi_M, f(\Xi_M))_{p,j} \mathbf{\xi}_{M,i}.$$  

(9)

**Theorem 2:** Suppose that $f^*(H) \hookrightarrow \mathcal{R} \approx W^{t,2}(Q)$. Then there are constants $C, H > 0$ such that for all $\Xi_M \subset Q$ that satisfy $h_{\Xi_M} \leq H$, we have

$$\| (U_f G)(x) - (U_M G)(x) \|_Y \leq C h_{\Xi_M}^{-m} \| g \|_{W^{t,2}(Q)}$$

for all $g \in W^{t,2}(Q)$ and $x \in Q$.

**Proof:** We define the approximation $U^M_f G$ as above, $U^M_f G = \Pi_M((\Pi_M g) \circ f)$. Note that the coordinate expression for $U^M_f G$ can be calculated using the observations \{$(x_i, y_i)$\}$_{i=1}^M = \{(x_i, G(f(x_i)))\}$_{i=1}^M. (Here we assume that we have collected the one additional measurement $x_{M+1} = f(x_M)$ also that is needed in the coordinate expression.)

The proof of this theorem follows that strategy in [33], generalizing it to the case when $Y = \mathbb{R}^n$, where

$$\| (U_f G)(x) - (U_M G)(x) \|_Y \lesssim \max_{1 \leq k \leq n} \| (G^k \circ f)(x) - \Pi_M((\Pi_M G^k) \circ f) \|,$$

$$\leq \max_{1 \leq k \leq n} \left\{ \| (I - \Pi_M)G^k \|_{C(Q,\mathbb{R})} + \| (I - \Pi_M)((\Pi_M G^k) \circ f) \|_{C(Q,\mathbb{R})} \right\}.$$  

Both term 1 and term 2 above are bounded using the many zeros Theorem on the manifold $Q$. Term 1 is bounded using the fact that $\mathcal{R} \approx W^{t,2}(Q) \rightarrow W^{m,2}(Q)$ and subsequently

$$\| (I - \Pi_M)G^k \|_{C(Q,\mathbb{R})} \lesssim \| (I - \Pi_M)G^k \|_{W^{m,2}(Q)},$$

$$\lesssim h_{\Xi_M}^{-m} \| (I - \Pi_M)G^k \|_{W^{t,2}(Q)},$$

$$\lesssim h_{\Xi_M}^{-m} \| G^k \|_{W^{t,2}(Q)}.$$  

In the above we have applied Theorem on the term $(I - \Pi_M)G^k$, which vanishes on $\Xi_M$. We also use that fact that $\Pi_M$ is a bounded operator on $\mathcal{R} = W^{t,2}(Q)$.

We can similarly bound the second term: (term 2) $\lesssim h_{\Xi_M}^{-m} \| G^k \|_{W^{t,2}(Q)}$. By virtue of the assumption that $f^*(H) \hookrightarrow \mathcal{R} \approx W^{t,2}(Q)$, we know (term 2) $\lesssim h_{\Xi_M}^{-m} \| G^k \|_{W^{t,2}(Q)}$ also. Collecting the different inequalities for each of the components $1 \leq k \leq n$ finishes the proof.

We close this section by showing that the analysis of this section enables similar error bounds to be defined for certain cases of the EDMD algorithm:

**Theorem 3:** Suppose that $U_{M,M}$ is the approximation of the Koopman operator derived by the EDMD algorithm in Equation 3 using the samples $\{(x_i, y_i)\}_{i=1}^N$, so that the basis vector $\psi$ is selected as $\psi := \{\mathbf{\xi}_1, \ldots, \mathbf{\xi}_M\}^T$. Under the hypotheses of Theorem 2 we have

$$\| (U_f G)(x) - (U_{M,M} G)(x) \|_Y \leq CH_{\Xi_M}^{-m} \| g \|_{W^{t,2}(Q)}$$

for the EDMD approximation $U_{M,M}$ of the Koopman operator $U_f$.

**Proof:** In general, the EDMD approximation of the Koopman operator depends on two parameters, the number of samples $M$ and the number of basis functions $N$. It is a more general method of building an approximation of $U_f$ than $U^M_f$ in this paper. However, when $M = N$ and the basis vector $\psi$ consists of $\psi := \{\mathbf{\xi}_1, \ldots, \mathbf{\xi}_M\}^T$, then the coordinate expression in Equation 9 for $U^M_f$ is precisely the same as that in Equation 3. Since $U^M_f = U_{M,M}$, the error bound follows.

IV. NUMERICAL RESULTS AND CONCLUSIONS

This section summarizes numerical results for some examples of estimates given a family of observations $\{(x_i, y_i)\}_{i=1}^M$ collected over an unknown manifold $Q$. We set the centers $\Xi_M := \{x_1, \ldots, x_M\}$ in this section. For our first example, we consider a simple closed form case to illustrate the concepts behind our empirical estimate. Our evolution $f : Q \rightarrow Q$ corresponds to the dynamics of a pendulum following the Störmer-Verlet scheme as given in Example 1.4 in [34]. In this example, $x_1$ and $x_2$ correspond to the pendulum’s momentum and position respectively. We build estimates for an unknown function $G : X := \mathbb{R}^2 \rightarrow \mathbb{R}$ from samples collected over $Q := \mathbb{R}^2$. The function $G$ is defined for each $x := \{x_1, x_2\} \in \mathbb{R}^2$ by $G(x) = 1.5 - \sin(x_2) + \frac{1}{2} x_1^2$.

Figure 1 depicts the estimates of the Koopman operator acting on the observable function $G$. In these studies, we use the Matern-Sobolev kernel:

$$\mathbf{\mathcal{R}}(\xi_{M,i}, x) = \left( 1 + \frac{\sqrt{3}}{\beta} \| x - \xi_{M,i} \|_2^2 \right) e^{-\frac{\sqrt{3}}{\beta} \| x - \xi_{M,i} \|_2^2}$$

with $\| \cdot \|$ as the standard Euclidean metric over $\mathbb{R}^2$ and the hyperparameter $\beta = 0.15$. From the figure, it is evident that
the approximation closely matches the intersection between the true function surface $U_f$ and the surface generated from the RKHS basis, $U^M_f$. This is a result of the interpolating properties of the RKHS approximation.

Figure 1. An example of the $U_f$ approximation in green of $G$, represented by the light yellow surface. Using $M$ samples collected over the composition $U_f$ the finite dimensional approximation $U^M_f$ is generated from the RKHS represented by the mesh blue surface. Minimizing the empirical risk over the samples corresponds to interpolating the function over the samples as represented by the red dashed line.

Figure 2 demonstrates the calculated error convergence of the estimate of the Koopman approximation to the true function as the number of samples increased. An increase in the number of samples collected on the manifold reduces the fill distance that bounds the error of the approximation. The decay rate is determined by selecting $t$ and $m$ as described in [33]. From the figure, it is clear that the error is bounded by $O(h_{T,M}^{t-m})$, which is represented by the dashed line above the curve.

Our second example uses three-dimensional motion capture data collected in [35] during a human walking experiment on a treadmill. The experiment tracks 5000 marker coordinates relative to a fixed inertial frame defined by the camera’s fixed position. For this simulation, a small candidate kinematic model is defined from the full collection of experimental trajectories. The marker coordinates of the hip, knee, and ankle in the full data set are projected to the sagittal plane that divides the left and right half of the body see Figure 3. With this projection, the joint angle $\theta_1$ roughly corresponds to hip flexion. It is calculated from the projected vector $v_1$ that connects the hip to knee from the inertial $b_1$ vector in the plane. The knee flexion angle $\theta_2$ is calculated by taking the dot product between the vector $v_1$ and the vector connecting the knee to the ankle $v_2$ in the sagittal plane. We then take these joint angles of the left leg as defining our configuration manifold $Q$. The measured outputs corresponded to the marker positions themselves and could be of arbitrary dimension $n$. For illustrative purposes, we chose to examine the kinematic map from the joint angles $\theta_1$ and $\theta_2$ to the ankle coordinate associated with the $b_2$ vector. Figure 4 shows the estimate of part of the forward kinematics from the empirical risk minimizer using 64 samples and kernel functions. Note that the estimate can be extended to observables $n > 1$ such as the ankles coordinates that correspond to the $b_1$, $b_2$, and $b_3$ vectors, but we would not be able to visualize all such coordinates simultaneously in the estimate.

Fig. 2. The rate of convergence of the estimate of the Koopman approximation. The rate of convergence is bounded by the fill distance represented by the dashed line above the curve.

Fig. 3. An illustration of the inputs $\theta_1$ and $\theta_2$, which roughly correspond to hip and knee flexion. These input variables can be mapped to measured marker coordinates placed on joints such as the knee or ankle.

Fig. 4. The estimate of our $b_2$-coordinate of the marker positioned on the left ankle using inputs $\theta_1$ and $\theta_2$.

V. Conclusion

This paper has derived methods for estimation of animal motions. We have derived a closed form expression for the empirical risk minimizer in a pullback RKHS space that depends on the unknown dynamics. We also have shown that approximations of the unknown function $G : Q \to Y$ can be constructed in terms of a data-dependent approximation of the the Koopman operator. For the kernel based method, we have derived error bounds based on scattered samples and kernel dependent bases defined over $Q$. Finally, we have presented numerical results to better illustrate the qualitative behavior of the algorithms.
**APPENDIX**

The proof of convergence for the approximation of the Koopman operator in Section II-D uses a version of the many zeros theorem that holds over compact, smooth, regularly embedded submanifolds $S \subset \mathbb{R}^d$.

**Theorem 4 ([26]Lemma 10):** Let $Q$ be a $k$ dimensional smooth manifold, $t \in \mathbb{R}$ with $t > k/2$, and $m \in \mathbb{N}$ satisfy $0 \leq m \leq |t| - 1$. There are constants $C, H$ such that if $H_{\Xi,M,Q} \leq H$ and $f \in W^{t,2}(Q)$ satisfies $f|_{\Xi,M} = 0$, then

$$\|f|_{W^{t,2}(Q)} \leq C\|H_{\Xi,M}f|_{W^{t,2}(Q)}.$$  

To apply this theorem in applications, we will need to choose the kernel $\mathcal{H}$ that is defined on all of $X$ in such a way that the space of restrictions $\mathcal{R}$ to $Q$ is equivalent to a Sobolev space over $Q$. This can be achieved using the strategy outline on page 1759 of [26]. The kernel $\mathcal{H}$ on $X \times X$ is said to have algebraic decay if its Fourier transform $\hat{\mathcal{H}}$ has algebraic decay in the sense that $\hat{\mathcal{H}}(\xi) \sim (1 + \|\xi\|_2)^{-\tau}$ for $\tau > d/2$. If the kernel satisfies this algebraic decay condition, then it follows that $H = W^{t,2}(\mathbb{R}^d)$. We then can use the following theorem, again from [26].

**Theorem 5 ([26] Theorem 5):** If the kernel $\mathcal{H}$ that induces $H$ satisfies the algebraic growth condition with exponent $\tau$, then we have $\mathcal{R} = T(H) = W^{\tau-(d-k)/2,2}(Q)$.
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