A MARKOV CHAIN SURROGATE MODEL FOR A TWO-DIMENSIONAL INTERACTING PARTICLE SYSTEM WITH INTERNAL COLLISIONS∗
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Abstract. A probabilistic Markov Chain (MC) surrogate model for a two-dimensional system of interacting particles within a square domain having inherent symmetries is developed. Particles are assumed to be circular and identical, colliding with each other and with rigid domain walls via perfectly elastic collisions. Simulation results over many realizations are used to develop and evaluate the surrogate MC model. The stationary quantity of interest (QoI) is the number of particles within each of nine coarser subdomains, delineated via three internal geometric symmetries. The surrogate model is used to quantify QoI mean properties and uncertainty as the particle radius is varied.

1. Introduction. In modeling material or biological systems, direct simulation is often used to investigate interactions among system components at microscopic scales. For example, such an approach may be considered when the full coupling of governing equations at disparate scales is difficult due to computational complexity or the lack of appropriate theoretical models describing interactions among system variables at coarser scales (Alarcon et al. [1]; Jacob [6]). Examples of direct simulation approaches include the use of representative domains (volume elements) (Guo et al. [4]; Halloran et al. [5]; Kanit et al. [10]), agent-based models (An et al. [2]; Jamali et al. [7]; Poleszczuk et al. [11]) or lattice-based models in biological applications (Anderson et al. [3]; Jiang et al. [8]). These approaches have been applied to simulate and identify complex or heterogeneous interactions on microscopic scales, and have seen wide use in a variety of applications. Yet, there remains a need for approaches that bridge finer-scale models, based on direct simulation, to coarser-scale models, e.g. based on continuum theories. One approach to addressing this need is to systematically identify stationary or stochastic dynamic properties of simulation results to develop, when possible or practical, probabilistic surrogate models.

Many interacting particle systems exhibit structure in their dynamics due to homogeneities of the particles or materials in the system, inherent geometric symmetries in the simulation domain, or a limited set of rules or natural laws governing their interactions. Data obtained via direct simulation over many realizations can facilitate systematic evaluation of dynamic transitions among quantities of interest. This, in turn, can enable quantification of the mean properties of stationary system variables as well as uncertainty due to inherent stochasticity. The approach considered in this study develops such a surrogate model that preserve the statistical features of key system variables using a simpler model representation in the context of a two-dimensional model of colliding circular particles within a square domain with internal symmetries.

In our model problem, quantities of interest can be tracked by classification into states at each point in time, and transitions between these states at successive times; hence, Markov chains (Privault [12]) provide a framework for developing a surrogate model. In the regime where dynamics are simulated over long time periods and many realizations, distributions for key quantities of interest can be identified and represented via a small number of parameters, provided that appropriate probability

∗
†Department of Physics, North Carolina State University, Raleigh, NC (tmandre2@ncsu.edu).
‡Numerica Corporation (james.nance@numerica.us).
§Department of Mathematics, North Carolina State University, Raleigh, NC (mahaider@ncsu.edu), Corresponding author.
density functions can be identified (e.g. mean and variance in a Gaussian distribution). Overall, the success of this approach will depend on several factors. First, the direct simulation model must be robust and efficient enough to exhibit stationary statistical properties over appropriate time scales and over many realizations. Second, the number and nature of the states identified for use in the Markov chain (MC) model must be such that the surrogate model can, in a practical sense, reproduce the full continuous (directly simulated) model. And, lastly, the data (histograms) for stationary quantities of interest obtained using the surrogate MC model should be self-consistent in that a family of distributions can be identified to accurately reproduce them via curve-fitting.

Based on this approach, this study develops and evaluates a probabilistic MC surrogate model in the context of a two-dimensional model problem comprising interacting circular particles within a square domain that exhibits some internal geometric symmetries. The particles are assumed to all have the same radius and to interact with each other, and with the rigid walls of the square domain, via perfectly elastic collisions. System dynamics are captured using a direct simulation model that enforces conservation of momentum for all collisions. The stationary quantity of interest is chosen as the number of particles within each of nine coarser subdomains, delineated based on three types of geometric features. Direct simulation of the continuous model is used to develop a surrogate (probabilistic) Markov Chain model and evaluate its accuracy. The resulting models are then used to quantify mean properties and uncertainty of the stationary variable as the particle radius is varied.

2. Models. We first describe the continuous model used to directly simulate particle interactions (Sec. 2.1) and then outline how the results can be used to develop a surrogate model, based on Markov chains, to accurately capture the system dynamics in an alternate manner (Sec. 2.2).

2.1. Continuous Model of Particle Interactions. We consider a square domain in two spatial dimensions with four rigid walls. Within this domain, 27 circular particles having identical mass and radius (\( R \)) are undergoing motion involving dynamic collisions with the other particles and with the four walls of the domain (Fig. 1-right). To facilitate development of the surrogate model (Sec. 2.2), the square domain is viewed as the union of nine, non-overlapping square subdomains of equal area. At \( t = 0 \), the 27 particles are partitioned into nine groups of three particles each and initially placed, as illustrated, into each of the nine subdomains (Fig. 1-left). The initial direction of motion for each particle is chosen randomly based on a uniform distribution and prescribed a constant initial speed \( |v| \). Once the system is set into motion \( (t > 0) \), the particles are assumed to exhibit perfectly elastic collisions with each other and with the four rigid walls of the square domain, i.e. all collisions conserve linear momentum.

Our goal is to investigate time evolution of the number of particles per subdomain and delineate the stationary response of this quantity of interest based on the subdomain type and particle radius \( R \). The three subdomain types are referred to as Corner (two exterior walls), One-wall (one exterior wall) and Center (no exterior walls) (Fig. 2-left). The entire simulation domain thus consists of four Corner subdomains, four One-wall subdomains, and one Center subdomain, along with adjacency relationships (Fig. 2-right).

Based on the system characteristics described above, we can make the following observations:

1. As the particle radius \( R \to 0 \), the expected value of the number of particles
per subdomain in the stationary response should tend to 3.
2. As the particle radius $R$ increases above zero, peripheral exclusion zones along the four domain walls limit the area that is available to be occupied by each particle in the Corner and One-wall subdomains.
3. Observation #2 implies that the expected value for the number of particles per subdomain should be greatest in the Center subdomain, smaller in the One-wall subdomains, and smallest in the Corner subdomains.

While these three observations can be made about this interacting particle system, the precise manner in which expected values of the number of particles per subdomain in the stationary response vary with both $R$ and the subdomain type is not readily ascertained, a priori.
2.2. Markov Chain Model. We aim to identify and quantify system properties of the directly simulated continuous model via time series $\eta_i(t_k)$ ($i = 1, \ldots, 9, t_k = k\Delta t, k = 0, \ldots, N$), that track the number of particles per subdomain, where $N$ is the total number of time steps. A particle is counted as being located in the $i$th subdomain at time $t_k$ if its center is located in that subdomain at time $t_k$. Introduce a second time series $c_i(t_k) = \eta_i(t_k) - \eta_i(t_{k-1})$ ($i = 1, \ldots, 9, k = 1, \ldots, N$). Assuming that $\Delta t$ is sufficiently small, this second time series will take one of three values, i.e.,

\[
(1) \quad c_i(t_k) = \begin{cases} 
0 & \text{if } \eta_i(t_k) = \eta_i(t_{k-1}) \\
-1 & \text{if } \eta_i(t_k) = \eta_i(t_{k-1}) - 1, \ i = 1, \ldots, 9, k = 1, \ldots, N. \\
+1 & \text{if } \eta_i(t_k) = \eta_i(t_{k-1}) + 1 
\end{cases} 
\]

When $\Delta t$ is small, a state change in which the number of particles in a subdomain changes by more than one particle is a rare event. Such instances are tracked in the implementation and adverse affects can be remedied by decreasing $\Delta t$ until the resulting state changes universally obey (1).

The following indicator function is also introduced to determine when the $i$th subdomain contains $j$ particles at time $t_k$:

\[
(2) \quad \gamma_{i,j}^k(t_k) = \begin{cases} 
1 & \text{if } \eta_i(t_k) = j \\
0 & \text{if } \eta_i(t_k) \neq j 
\end{cases}, \ i = 1, \ldots, 9, j = 0, \ldots, M, k = 1, \ldots, N,
\]

where $M$ ($\leq 27$) is the maximum number of particles present in a subdomain at any particular time. Two additional indicator functions are then used to determine when the $i$th subdomain (containing $j$ particles at time $t_k$) gained or lost (respectively) one particle from a neighboring subdomain as time advanced from $t = t_{k-1}$ to $t = t_k$:

\[
(3) \quad \beta_{i,j}^{+}(t_k) = \begin{cases} 
\gamma_{i,j}^k(t_k) & \text{if } c_i(t_k) = +1 \\
0 & \text{if } c_i(t_k) \neq +1 
\end{cases}, \ i = 1, \ldots, 9, j = 0, \ldots, M, k = 1, \ldots, N,
\]

\[
(4) \quad \beta_{i,j}^{-}(t_k) = \begin{cases} 
\gamma_{i,j}^k(t_k) & \text{if } c_i(t_k) = -1 \\
0 & \text{if } c_i(t_k) \neq -1 
\end{cases}, \ i = 1, \ldots, 9, j = 0, \ldots, M, k = 1, \ldots, N.
\]

The quantities in (2)-(4) are then used to determine probabilities for transitions between the number of particles per subdomain (states) as now outlined. Let $G_i^j$ track the number of time steps for which the $i$th subdomain contains $j$ particles during the time interval $[t_1, t_N]$:

\[
(5) \quad G_i^j = \sum_{k=1}^{N} \gamma_{i,j}^k(t_k), \ i = 1, \ldots, 9, j = 0, \ldots, M.
\]

Then, let $\delta_{i,j}^{+}$ count the number of time steps where the $i$th subdomain is in state $j$ and gains or loses (respectively) one particle:

\[
(6) \quad \delta_{i,j}^{+} = \sum_{k=1}^{N} \beta_{i,j}^{+}(t_k), \ \delta_{i,j}^{-} = \sum_{k=1}^{N} \beta_{i,j}^{-}(t_k), \ i = 1, \ldots, 9, j = 0, \ldots, M.
\]

Using (5)-(6), it then follows that the probabilities of the $i$th subdomain gaining or losing a particle when in a particular state $j$ are, respectively:

\[
(7) \quad \gamma_{i,j}^{+} = \frac{\delta_{i,j}^{+}}{G_i^j}, \ \gamma_{i,j}^{-} = \frac{\delta_{i,j}^{-}}{G_i^j}, \ i = 1, \ldots, 9, j = 0, \ldots, M.
\]
These probabilities are now specialized to the subdomains depicted in Fig. 2, i.e. four corner \((L)\) domains \((i = 1, 3, 7, 9)\), four one-wall \((I)\) domains \((i = 2, 4, 6, 8)\) and one center \((C)\) domain \((i = 5)\). Pooled probabilities for each of the three subdomain types are calculated as:

\[
(8) \quad p_{L}^{j^+} = \frac{\sum_{i=1,3,7,9} \delta_{i}^{j^+}}{\sum_{i=1,3,7,9} {G}_{i}}, \quad p_{I}^{j^+} = \frac{\sum_{i=2,4,6,8} \delta_{i}^{j^+}}{\sum_{i=2,4,6,8} {G}_{i}}, \quad p_{C}^{j^+} = \frac{\delta_{5}^{j^+}}{G_{5}}, \quad j = 0, \ldots, M,
\]

for gaining a particle and as:

\[
(9) \quad p_{L}^{j^-} = \frac{\sum_{i=1,3,7,9} \delta_{i}^{j^-}}{\sum_{i=1,3,7,9} {G}_{i}}, \quad p_{I}^{j^-} = \frac{\sum_{i=2,4,6,8} \delta_{i}^{j^-}}{\sum_{i=2,4,6,8} {G}_{i}}, \quad p_{C}^{j^-} = \delta_{5}^{j^-}, \quad j = 0, \ldots, M,
\]

for losing a particle.

By pooling data from (8)-(9) for each of the three subdomain types, the probability that a subdomain of type \(\alpha\) remains in state \(j\) in the Markov chain model is:

\[
(10) \quad p_{\alpha}^{j^*} = 1 - p_{\alpha}^{j^+} - p_{\alpha}^{j^-}, \quad \alpha = L, I, C, \quad j = 0, \ldots, N_{s},
\]

where \(N_{s}(\leq M)\) is the maximum number of particles per subdomain to be accounted for via the states in the Markov chain model. As \(N_{s}\) increases past 8-9 particles per subdomain, the occurrence of such states in a subdomain becomes quite rare. Hence, the model is calibrated to choose a value for \(N_{s}\) beyond which the associated results exhibit little sensitivity to further increasing \(N_{s}\). For illustration, the process of tracking state transitions in the case \(N_{s} = 10\) is shown in Fig. 3.

![Fig. 3: Illustration of the Markov chain model for tracking transition probabilities in the number of particles per subdomain at a snapshot in time when \(N_{s} = 10\). Note that transition probabilities are calculated separately for each of the three subdomain types \(\alpha = L, I, C\) using equation (10).](image-url)

The probabilities in equations (8)-(10) are used to assemble three tridiagonal
transition matrices for the Markov Chain model:

\[
P_\alpha = \begin{bmatrix}
p_0^0 & p_0^1 & 0 & \cdots & 0 \\
p_1^0 & p_1^1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & 0 & \cdots & \cdots & p_{N_s-1}^0 & p_{N_s-1}^1 & \cdots & p_{N_s-1}^N & \cdots & \cdots & \cdots & 0 \\
\end{bmatrix}, \ \alpha = L, I, C.
\] (11)

Lastly, stationary distributions of the three types of transition probability vectors \((\bar{\pi}_C, \bar{\pi}_I, \bar{\pi}_L)\) are computed as the solutions to the linear algebraic equations:

\[
\bar{\pi}_C = \bar{\pi}_C P_C, \quad \bar{\pi}_I = \bar{\pi}_I P_I, \quad \bar{\pi}_L = \bar{\pi}_L P_L.
\] (12)

The solutions of (12) then, effectively, constitute a surrogate Markov chain model for the directly simulated continuous model. These solutions also facilitate a detailed investigation of both the expected values and uncertainty for the number of particles per subdomain in the stationary regime as both the subdomain type and the particle radius are varied.

3. Results. We first illustrate some key properties of the continuous model used to directly simulate particle interactions and discuss its calibration (Sec. 3.1). Results are then compared to those obtained using the surrogate Markov chain model, and also used to study the stationary response for the number of particles per subdomain, quantifying both expected values and uncertainty with increasing particle radius (Sec. 3.2).

3.1. Continuous Model Results. To quantify uncertainty in the continuous model, simulations were run over a large number of realizations of the initial particle configuration on a square of side length 30. This length scale was normalized relative to a particle radius \(R\), i.e. with \(0 < R \leq 1\). A large number of time steps was also required to be in a regime where the average number of particles per subdomain exhibited a stationary response. This process was then repeated as the particle radius \(R\) was varied in the range \([0.1, 0.9]\) to determine effects of particle size on the quantity of interest. For each realization, each of the nine subdomains initially contained three particles. These initial particle positions were not varied across realizations. Particles were prescribed random initial velocities that were fixed in the sense that they were all prescribed the same initial speed \(|v| = 8\), but their initial directions were drawn from a uniform distribution. At each time step, the positions of all 27 particles were updated and the center of each particle was used to determine if the subdomain in which the particle resided at the prior time step had changed. Conservation of linear momentum was used to determine particle locations when a collision with another particle or with one of the four rigid walls occurred over the duration of one time step. The resulting set of particle locations was then used to compute the time series \(\eta_i(t_k)\) in Sec. 2.2 that track the number of particles per subdomain as time advances.

It was determined that a value of \(N = 2 \times 10^5\) (time steps), corresponding to \(\Delta t = 0.0125\), was sufficient for yielding data exhibiting the stationary properties needed to build the surrogate Markov chain model. This value of \(N\) was used in all subsequent simulations. The stationary nature of the average number of particles in each of the nine subdomains is illustrated for a single realization in Fig. 4 in the case \(R = 0.5\). Mean values of \(\bar{\eta}_\alpha (\alpha = L, I, C)\) of \(\eta_i(t_k)\) \((t_k = k\Delta t, k = 1, \ldots, N)\) were obtained by averaging over all times and then pooling data for each of the three
Fig. 4: Illustration of the stationary response for the average number of particles per subdomain in the case of 27 particles over the 9 subdomains shown in Fig. 2. Results are shown for a single realization in the case $R = 0.5$ and $\Delta t = 0.0125$ ($N = 2 \times 10^5$).

Fig. 5: Illustration of the effect on histograms for the number of particles per subdomain $\bar{\eta}_C$ as the number of realizations is increased. Results are shown for the center subdomain in the case $R = 0.5$.

Subdomain types, i.e. corner ($\alpha = L \leftrightarrow i = 1, 3, 7, 9$), one-wall ($\alpha = I \leftrightarrow i = 2, 4, 6, 8$) and center ($\alpha = C \leftrightarrow i = 5$) across all realizations. As illustrated in Fig. 5, 6,000 realizations were sufficient to stabilize variation in this statistic for the quantity of interest. Specifically, in this regime the mean and standard deviation in the normal distribution stabilized their values to 3.19 and 0.036, respectively, for the case shown in Fig. 4. Consequently, 6,000 realizations were used in all subsequent simulations.

Via direct simulation using the continuous model, histograms for the average number of particles per subdomain $\bar{\eta}_\alpha$ were determined as the particle radius $R$ was varied between 0.1 and 0.9. Results pooled for each of the three subdomain types indicated that this statistic appeared to follow a normal distribution (Fig. 6). These results also
Fig. 6: Histograms and fitted normal distributions for mean values of the number of particles per subdomain $\bar{\eta}_\alpha$ with varying subdomain type ($\alpha = L, I, C$) and particle radius $R$ obtained by direct simulation using the continuous model.

Illustrate observation 3 from Sec. 2.1, i.e. that the Center ($\alpha = C$) subdomain (left column) has, on average, a greater number of particles than the One-wall ($\alpha = I$) subdomains (middle column) which, in turn, have a greater number of particles than the Corner ($\alpha = L$) subdomains (right column). It is also observed (Fig. 6) that these differences become more pronounced as the particle radius $R$ was increased from a value of 0.1 to a value of 0.9.

Overall, these results for the continuous model provide data, obtained via direct simulation into the stationary regime over many realizations, for formulation of the Markov chain (surrogate) model described in Sec. 2.2. They also illustrate fundamental statistical properties for the quantity of interest with respect to particle radius $R$ and subdomain type $\alpha = L, I, C$ that will also be used to evaluate accuracy of the surrogate model.

3.2. Markov Chain Model Results. Based on direct numerical simulations performed using the continuous model, the Markov Chain model was formulated by calculating the transition probabilities in (8)-(11). The matrices in (11) were then used to determine the three stationary distributions $\vec{\pi}_\alpha$, $\alpha = L, I, C$ in (12). A qualitative analysis of the results indicated that a truncated normal distribution (Johnson et al. [9]) was well-suited for fitting a probability density function to all three stationary
Fig. 7: Effects of varying the maximum number of states per subdomain \( N_s \) in the Markov chain model. Stationary distributions obtained from (12) were fit with the probability density function (13) subject to the constraint (15) in the case \( R = 0.5 \): (a) Center \( (\alpha = C) \), (b) Corner \( (\alpha = L) \), (c) One-wall \( (\alpha = I) \).

This distribution is represented as:

\[
(13) \quad f(x; \mu, \sigma, a, b) = \frac{\phi\left(\frac{x-\mu}{\sigma}\right)}{\sigma \left(\Phi\left(\frac{b-\mu}{\sigma}\right) - \Phi\left(\frac{a-\mu}{\sigma}\right)\right)}, \quad a \leq x \leq b \leq \infty,
\]

where:

\[
(14) \quad \phi(\xi) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{1}{2} \xi^2\right) \quad \text{and} \quad \Phi(x) = \frac{1}{2}(1 + \erf(x/\sqrt{2})).
\]

In (14), \( \phi(\xi) \) and \( \Phi(x) \) are the probability density function and the cumulative distribution function of a standard normal distribution, respectively and \([a, b]\) is the range of the random variable being considered.

The bounds for the range of our random variable, which is the number of particles per subdomain (quantity of interest), were prescribed as \([a, b] = [0, N_s]\), recalling that \( N_s \) is the maximum number of states per subdomain in the Markov chain model. An appropriate choice for \( N_s \) was determined by increasing its value until curve fits of the truncated normal distribution to the stationary distributions in the Markov chain model \( \vec{\pi}_\alpha \) stabilized their shape. It should be noted that the occurrence of states becomes rarer as the number of particles per subdomain increases. The small probability values in \( \vec{\pi}_\alpha \) at these larger values make the process of fitting the truncated normal distribution quite sensitive to the method of curve-fitting. To address this
Fig. 8: Distributions for the number of particles in each subdomain type \((\alpha = L, I, C)\) with varying particle radius \(R\). Stationary distributions \(\tilde{\pi}_\alpha\) from the Markov Chain (surrogate) model are compared to data obtained using the (continuous) direct simulation model. The surrogate model was fit using the truncated normal distribution (13) subject to the constraint (15).
Fig. 9: Distributions for the number of particles in each subdomain grouped by subdomain type ($\alpha = L, I, C$) to illustrate effects of varying particle radius $R$. Stationary distributions $\bar{\pi}_\alpha$ from the Markov Chain (surrogate) model were fit using the truncated normal distribution (13) subject to the constraint (15).

$\mu + \frac{\phi \left( \frac{a - \mu}{\sigma} \right) - \phi \left( \frac{b - \mu}{\sigma} \right)}{\Phi \left( \frac{b - \mu}{\sigma} \right) - \Phi \left( \frac{a - \mu}{\sigma} \right)} - \sum_{j=0}^{N_s} j \bar{\pi}_\alpha = 0, \quad \alpha = L, I, C.$

Equation (15), with $a = 0$ and $b = N_s$, expresses the condition that the mean of the truncated normal distribution (14) should equal the expected value for the Markov chain model when $N_s$ states are included in the surrogate model.

An illustration of the process of refining $N_s$, including fits to the stationary distributions based on (13)-(15), is shown in Fig. 7. Based on this process, all subsequent results presented herein employed a value of $N_s = 13$. The resulting Markov chain stationary distributions ($\bar{\pi}_\alpha$ from (12)), corresponding continuous model data, and fits to both using the truncated normal distribution (13) were determined for each subdomain type ($\alpha = L, I, C$) and with varying particle radius $R$ in the range 0.1-0.9 (Fig. 8). Excellent agreement is observed between stationary distributions calculated using the continuous model and the (surrogate) Markov chain model. The corresponding values of the estimated parameters $\mu$ and $\sigma$ for the fits shown in Fig. 8
| Radius | Center | One-wall | Corner |
|--------|--------|----------|--------|
|        | $\mu$   | $\sigma$ | $\mu$   | $\sigma$ | $\mu$   | $\sigma$ |
| 0.1    | 2.8578  | 1.7037   | 2.8287  | 1.6967   | 2.8002  | 1.6904   |
| 0.3    | 2.9632  | 1.6869   | 2.8681  | 1.6670   | 2.7754  | 1.6473   |
| 0.5    | 3.0708  | 1.6559   | 2.9104  | 1.6247   | 2.7545  | 1.5924   |
| 0.7    | 3.1758  | 1.5869   | 2.9603  | 1.5463   | 2.7554  | 1.5057   |
| 0.9    | 3.2613  | 1.4926   | 3.0074  | 1.4453   | 2.7682  | 1.3981   |

Table 1: Values of the parameters $\mu$ and $\sigma$ when the truncated normal distribution (13) subject to the constraint (15) was fit to the direct simulation (continuous) model and to the Markov chain (surrogate) model.

![Fig. 10: Linear regression fits for the relationship between the average number of particles per subdomain $\bar{n}_\alpha, \alpha = L, I, C$ and the particle radius $R$, delineated by subdomain type.](image)

(see Table 1) demonstrate excellent agreement between the continuous and surrogate (MC) model for all cases shown in Fig. 8. Effects of increasing the particle radius $R$ for each of the three subdomain types resulted in significant shifts to the right in the
Table 2: Slope, intercept and coefficient of determination ($R^2$) for a linear regression analysis of the relationship between the average number of particles per subdomain $\bar{n}_\alpha$, $\alpha = L, I, C$ and the particle radius $R$ for the continuous and the Markov chain models.

| Subdomain     | Continuous | Markov Chain |
|---------------|------------|--------------|
|               | Slope     | Intercept   | $R^2$   | Slope     | Intercept   | $R^2$   |
| Center        | 0.3539    | 3.0067      | 0.9929  | 0.3595    | 3.0039      | 0.9939  |
| One-wall      | 0.0826    | 3.0021      | 0.9895  | 0.0868    | 2.9995      | 0.9921  |
| Corner        | -0.1688   | 2.9946      | 0.9928  | -0.1663   | 2.9923      | 0.9903  |

Distributions for the Center ($\alpha = C$) and One-wall ($\alpha = I$) subdomains, and much less pronounced variation for the Corner ($\alpha = L$) subdomains (Fig. 9).

Lastly, a regression analysis was performed to determine empirical relations between the mean value of the number of particles per subdomain ($\bar{n}_\alpha$) and the particle radius $R$ for each of the three subdomain types ($\alpha = L, I, C$) (Fig. 10, Table 2). Results demonstrated that linear regression provided excellent fits ($R^2 > 0.98$) for all three subdomain types. In the Center ($\alpha = C$) and Corner ($\alpha = L$) cases, the slope and intercept in the regression fits for the continuous model and the (surrogate) Markov chain model agreed to within 1.6% relative error. In the case of the One-wall subdomains ($\alpha = I$), the relative error was larger at a value of 5.1%, but it is noted that the slopes for this case are closer to zero as compared to the other two subdomain cases. The loss of available area as the particle radius $R$ is increased is reflected in the negative slope for the Corner subdomains where the area available to be occupied by particles is significantly reduced as $R$ increases. This is countermanded by the relatively large positive slope for the Center subdomain for which no available area is lost with increasing particle radius. Conversely, as $R \to 0$, all three regression lines appear to converge to a value of 3.00 particles per subdomain, as evidenced by the intercept values in Table 2.

4. Discussion and Conclusions. This study investigated a two-dimensional system of circular particles interacting, via perfectly elastic collisions, with each other and with the four walls of a square domain. By partitioning the simulation domain into 9 equal square subdomains, statistical properties of the system were delineated based on three subdomain types with differing geometric features. By taking the number of particles per subdomain as the quantity of interest, a surrogate model was formulated based on Markov chains. The states in the Markov chain model were the number of particles per subdomain and the quantity of interest, a surrogate model was formulated based on Markov chains. The states in the Markov chain model were the number of particles per subdomain, in each of the three subdomain categories, with transitions occurring between adjacent subdomains.

Excellent agreement between the directly simulated continuous model and the surrogate (Markov) model was achieved by tracking 14 states, i.e. significantly less than the total of 27 particles. Statistics for the quantity of interest indicated that a truncated normal distribution was well-suited to capturing statistical properties in estimates of the number of particles per subdomain type. Expected values were found to vary linearly with increasing particle radius $R$, and increased with $R$ for subdomains with zero walls or one wall, but decreased for subdomains with two walls. Results of this type can be used to estimate the aggregate density of particles, via direct simulations in a representative domain, since it is unclear that such measures can be predicted a priori, except in the limit $R \to 0$. Indeed, the uniform density
in this limiting case is consistent with Brownian motion (diffusion) on a square with insulated boundaries, yet the density profile as $R$ increases is difficult to predict analytically. Beyond expected values, the modeling approach presented herein has the advantage that it includes an estimate of uncertainty via the use of truncated normal distributions that were demonstrated to be well-suited for analyzing the quantity of interest.

The approach employed in this study may have potential application in other systems where aggregate properties are unknown but can be investigated via direct simulations of discrete entities on a representative domain. Success will depend on the ability to accurately and efficiently compute solutions using the direct model on time scales and for enough realizations to exhibit stationary statistical properties for the quantities of interest. More specifically, development of a surrogate model using Markov chains will require that the quantities of interest have a readily identified set of states and that the notion of transitions between these states can be easily defined. When states are continuous rather than discrete quantities, it is possible that a set of discrete states can still be defined by binning the random variable into adjoining sub-ranges of the continuous variable. The viability of this approach for such systems needs further investigation. When accurate Markov chain surrogate models can developed, they also have the potential to serve as useful tools for accelerating portions of simulations for complex systems while also providing a quantitative framework for uncertainty quantification.

Overall, the methods and approach developed in this study for a simpler two-dimensional system may have potential utility in multiscale modeling of more complex systems with discrete entities (e.g. particles, polymers or biological cells) exhibiting non-trivial dynamical interactions that can be directly and efficiently simulated on a representative domain.

5. Acknowledgements. Work supported by the National Science Foundation via grants DMS-1638521 and a NSF Graduate Research Fellowship.

6. Competing Interests Declaration. The author(s) declare none.

REFERENCES

[1] T. Alarcon, H. Byrne, and P. Maini A multiple scale model for tumor growth. Multiscale Modeling & Simulation 3 (2006), 440-475.
[2] G. An, B. G. Fitzpatrick, S. Christley, P. Federico, A. Kanarek, R. Miller Neilan, M. Oremland, R. Salinas, R. Laubenbacher, and S. Lenhart Optimization and control of agent-based models in biology: a perspective. Bulletin of Mathematical Biology 79 (2017), 63-87.
[3] A. R. A. Anderson, M. A. J. Chaplain, and K. A. Rejniak Single-Cell-Based Models in Biology and Medicine, Birkhauser, Basel (2007).
[4] Z. Guo, X. Shi, Y. Chen, H. Chen, X. Peng, and P. Harrison Mechanical modeling of incompressible particle-reinforced neo-Hookean composites based on numerical homogenization. Mechanics of Materials 70 (2014), 1-17.
[5] J. P. Halloran, S. C. Sibole, and A. Erdemir The potential for intercellular mechanical interaction: simulations of single chondrocyte versus anatomically based distribution. Biomechanics and Modeling in Mechanobiology (2017), https://doi.org/10.1007/s10237-017-0951-1.
[6] F. Jacob Multiscale Methods: Bridging the Scales in Science and Engineering, Oxford University Press, Oxford (2009).
[7] Y. Jamali, T. Jamali and M. R. K. Mofrad An agent based model of integrin clustering: Exploring the role of ligand clustering, integrin homo-oligomerization, integrin-ligand affinity, membrane crowdedness and ligand mobility. Journal of Computational Physics 244 (2013), 264-278.
[8] Y. Jiang, J. Pjesivac-Grbovic, C. Cantrell, and J.P. Freyer A multiscale model for avascular tumor growth. Biophysical Journal 89 (2005), P3884-3894.

[9] N. L. Johnson, S. Kotz and N. Balakrishnan Continuous Univariate Distributions, Vol. 2, Wiley-Interscience, New York (1995).

[10] T. Kanit, S. Forest, I. Galliet, V. Mounoury, and D. Jeulin Determination of the size of the representative volume element for random composites: statistical and numerical approach. International Journal of Solids and Structure 40 (2003), 3647-3679.

[11] J. Poleszczuk, P. Macklin, and H. Enderling Agent-based modeling of cancer stem cell driven solid tumor growth. Methods in Molecular Biology 1516 (2016), 335-346.

[12] N. Privault Understanding Markov Chains: Examples and Applications, Springer, New York (2013).