WEAK COMMUTATION RELATIONS OF UNBOUNDED OPERATORS AND APPLICATIONS

FABIO BAGARELLO, ATSUSHI INOUE, AND CAMILLO TRAPANI

ABSTRACT. Four possible definitions of the commutation relation \([S,T] = 1\) of two closable unbounded operators \(S,T\) are compared. The weak sense of this commutator is given in terms of the inner product of the Hilbert space \(\mathcal{H}\) where the operators act. Some consequences on the existence of eigenvectors of two number-like operators are derived and the partial \(O^*-\)algebra generated by \(S,T\) is studied. Some applications are also considered.

1. Introduction

Giving a meaning to a formal commutation relation \([A,B] = C\), when \(A,B,C\) are unbounded operators, can really be a touchy business. It is well known that even the fact that two operators commute can be understood in several different ways giving rise to deeply different conclusions. Nelson’s example \([13]\) provides a beautiful instance where \(A,B\) are essentially selfadjoint on a common invariant dense domain \(D\), they commute (i.e. \(AB\xi = BA\xi\), for every \(\xi \in D\)) but the corresponding spectral families (or, equivalently, the corresponding unitary groups they generate) do not commute. The situation becomes even more involved if we want to express a commutation relation \([A,B] = C\), with \(C \neq 0\). Commutators for unbounded operators can easily be meaningless. However, in many concrete applications, like in Quantum Theories, they play a so relevant role to deserve a full-fledged mathematical consideration. In recent papers by one of us \([3]-[5]\), generalizing the commutation relations for bosons \([a,a^\dagger] = 1\), the more general case \([a,b] = 1\), where \(b\) is not the adjoint of \(a\), has been considered and several interesting results on these pseudo-bosons have been derived, in particular for what concerns the existence and the behavior of bases of eigenvectors of two non self-adjoint operators.

Very likely, the most relevant link between commutators and operators is provided by the representation theory of infinite-dimensional Lie algebras. Let us in fact consider the Heisenberg Lie algebra \(\mathfrak{h}\) generated by three elements \(a,b,c\) whose Lie brackets are

\([a,b] = c, \quad [a,c] = [b,c] = 0\).

Representations of this Lie algebra have been extensively studied in the literature giving rise to a considerable amount of papers and monograph (we refer to \([6] [12]\) and references therein). One of the most relevant results
in this topic is the Stone - von Neumann theorem which states that every integrable representation of $\h$ is unitarily equivalent to the Schrödinger representation given by the annihilation operator $a$ and the creation operator $a^\dagger$, which satisfy the boson commutation relation $[a, a^\dagger] = 1$. Thus studying operators $A, B$, with $B \neq A^\dagger$, which satisfy, in some sense, the commutation relation $[A, B] = 1$ corresponds, finally, to analyzing certain nonintegrable representations of $\h$. We will not however pursue this line.

The paper is organized as follows. In Section 2 we discuss and compare four different definitions of the commutation relation $[S, T] = 1$, the operators $S, T$ being picked in the maximal partial $O^*$-algebra $\mathcal{L}^\dagger(D, \mathcal{H})$ on a dense domain $D$ of Hilbert space $\mathcal{H}$. To be more definite we recall that $\mathcal{L}^\dagger(D, \mathcal{H})$ denotes the set of all (closable) linear operators $X$ such that $D(X) = D$, $D(X^*) \supseteq D$. The set $\mathcal{L}^\dagger(D, \mathcal{H})$ is a partial *-algebra with respect to the usual sum $X_1 + X_2$, the scalar multiplication $\lambda X$, the involution $X \mapsto X^\dagger := X^*|D$ and the (weak) partial multiplication $X_1 \bullet X_2 = X_1^* X_2$, defined whenever $X_2$ is a weak right multiplier of $X_1$ (we shall write $X_2 \in \mathcal{R}_w(X_1)$ or $X_1 \in \mathcal{L}_w(X_2)$), that is, whenever $X_2 D \subset D(X_1^*)$ and $X_1^* D \subset D(X_2^*)$. Any $\dagger$–invariant subspace $\mathfrak{M}$ of $\mathcal{L}^\dagger(D, \mathcal{H})$ stable under the weak multiplication is called a partial $O^*$-algebra. By $\mathcal{L}^\dagger(D)$ we will denote the maximal $O^*$-algebra on $D$ consisting of all element $X \in \mathcal{L}^\dagger(D, \mathcal{H})$ which leave, together with their adjoint, the domain $D$ invariant. A *-subalgebra of $\mathcal{L}^\dagger(D)$ is named an $O^*$-algebra.

Among the possible definitions, we focus our attention, in particular, to the weak form of the commutation relation $[S, T] = 1$, which is given in terms of the inner product of $\mathcal{H}$. This choice reveals to be sufficient for the analysis of the existence of eigenvectors and for the construction of intertwining operators considered in Section 3.

The commutation relation $[S, T] = 1$ (even when $T \neq S^\dagger$) plays a relevant role in concrete applications to quantum mechanics, and have strong connections with what in the physical literature is called pseudo-hermitian quantum mechanics, (see [5] and references therein).

Section 4 is devoted to the construction of the partial $O^*$-algebra generated by two operators $S, T$ satisfying the commutation relation $[S, T] = 1$ in weak sense. The main outcome is that this partial $O^*$-algebra decomposes into a regular part (a partial *-algebra of polynomials in the variables $S, T, S^\dagger, T^\dagger$) and a singular part whose control is more difficult. This is closely reminiscent of similar results discussed in [11, Ch.3] for the case of commuting operators.

Finally, in Section 5 we discuss some more applicative aspects. In particular we derive two types of uncertainty relations for two operators $S, T$ satisfying the commutation relation $[S, T] = 1$ in weak sense. These two uncertainty relations are proven to be independent by showing examples where one of them possesses a state of minimal uncertainty and the other not and viceversa.
2. The commutation relation $[A, B] = \mathbb{I}$

Let $A, B$ be two closed operators with dense domain $D(A)$ and $D(B)$, respectively, in Hilbert space $\mathcal{H}$. We begin with a discussion about the mathematical meaning of the formal commutation relation $[A, B] = \mathbb{I}$. Of course we want the identity $AB - BA = \mathbb{I}$ to hold at least on a dense domain $\mathcal{D}$ of Hilbert space $\mathcal{H}$. For this we require that there exists a dense subspace $\mathcal{D}$ of $\mathcal{H}$ such that

\begin{enumerate}[(D.1)]
  \item $\mathcal{D} \subset D(AB) \cap D(BA)$;
  \item $AB\xi - BA\xi = \xi$, $\forall \xi \in \mathcal{D}$, where, as usual, $D(AB) = \{\xi \in D(B) : B\xi \in D(A)\}$.
\end{enumerate}

These two conditions do not provide any information about $D(A^*)$ and $D(B^*)$ apart from the fact that they are dense subspaces of $\mathcal{H}$. To get a better control on these two operators we suppose

\begin{enumerate}[(D.3)]
  \item $\mathcal{D} \subset D(A^*) \cap D(B^*)$.
\end{enumerate}

By the previous assumptions it follows that the operators $S := A \upharpoonright \mathcal{D}$ and $T := B \upharpoonright \mathcal{D}$ are elements of the partial *-algebra $L^\dagger(\mathcal{D}, \mathcal{H})$. It is readily checked that the operators $S$ and $T$ satisfy the equality

\begin{equation}
\langle T\xi \mid S^\dagger \eta \rangle - \langle S\xi \mid T^\dagger \eta \rangle = \langle \xi \mid \eta \rangle, \quad \forall \xi, \eta \in \mathcal{D}.
\end{equation}

It is then natural to consider (2.1) as a possible definition of the commutation relation $[S, T] = \mathbb{I}_\mathcal{D}$ (where $\mathbb{I}_\mathcal{D}$ denotes the identity operator of $\mathcal{D}$) for a couple of elements of $L^\dagger(\mathcal{D}, \mathcal{H})$.

**Lemma 2.1.** Let $S, T \in L^\dagger(\mathcal{D}, \mathcal{H})$ satisfy (2.1). Then, if $S \circ T$ (resp. $T \circ S$) is well defined then $T \circ S$ (resp. $S \circ T$) is well-defined and

$$S \circ T - T \circ S = \mathbb{I}_\mathcal{D}.$$  

**Proof.** Assume, for instance, that $S \circ T$ is well-defined. Then, we have, for every $\xi, \eta \in \mathcal{D}$,

$$\langle S\xi \mid T^\dagger \eta \rangle = \langle T\xi \mid S^\dagger \eta \rangle - \langle \xi \mid \eta \rangle$$

$$= \langle (S \circ T)\xi \mid \eta \rangle - \langle \xi \mid \eta \rangle.$$  

Hence, $S : \mathcal{D} \to D(T^\dagger \ast)$. Similarly one shows that $T^\dagger \ast \in D(S^\ast)$, for every $\eta \in \mathcal{D}$. Thus $T \circ S$ is also well defined and the equality $S \circ T - T \circ S = \mathbb{I}_\mathcal{D}$ follows immediately. The proof under the assumption that $T \circ S$ is well-defined is analogous.  

**Remark 2.2.** If $S, T$ are the restrictions of $A, B$ as above then we get a stronger result: if either $S^\dagger : \mathcal{D} \to D(T^\ast)$ or $T^\dagger : \mathcal{D} \to D(S^\ast)$, then $S \circ T$ and $T \circ S$ are both well-defined and $S \circ T - T \circ S = \mathbb{I}_\mathcal{D}$. This follows from the fact that (D.1) implies, evidently, that $T \mathcal{D} \subset D(A) \subset D(S^\ast)$ and $S \mathcal{D} \subset D(B) \subset D(T^\dagger \ast)$.

Before going forth we summarize some properties of semigroups of bounded operators.
Let \( t \mapsto V(t), \ t \geq 0 \), be a semigroup of bounded operators in Hilbert space. We recall that \( V \) is weakly continuous if
\[
\lim_{t \to t_0} \langle V(t)\xi | \eta \rangle = \langle V(t_0)\xi | \eta \rangle, \quad \forall \xi, \eta \in \mathcal{H}.
\]

A closed operator \( X \) is the generator of \( V(t) \) if
\[
D(X) = \left\{ \xi \in \mathcal{H}; \exists \xi' \in \mathcal{H}: \lim_{t \to 0} \left\langle \frac{V(t) - \mathbb{1}}{t}\xi | \eta \right\rangle = \langle \xi' | \eta \rangle, \forall \eta \in \mathcal{H} \right\}
\]
and
\[
X\xi = \xi', \quad \forall \xi \in D(X).
\]

If \( V(t) \) is a weakly continuous semigroup, then \( V^*(t) \) is also a weakly continuous semigroup and if \( X \) is the generator of \( V(t) \), then \( X^* \) is the generator of \( V^*(t) \).

**Remark 2.3.** In the previous discussion the assumption that \( V(t) \) is a weakly continuous semigroup can be replaced with the assumption that \( V(t) \) is strongly continuous since every weakly continuous semigroup is also strongly continuous and its generator is densely defined [9, Ch.IX, Sect. 1].

We will say that an operator \( X_0 \in \mathcal{L}^\dagger(\mathcal{D}, \mathcal{H}) \) is the \( \mathcal{D} \)-generator of a semigroup \( V(t) \) if \( V(t) \) is generated by some closed extension \( X \) of \( X_0 \) such that \( X_0 \subset X \subset X_0^\dagger \). The latter condition ensures us that if \( X_0 \) is the \( \mathcal{D} \)-generator of \( V(t) \), then \( X_0^\dagger \) is the \( \mathcal{D} \)-generator of \( V^*(t) \).

At the light of the previous discussion we give the following

**Definition 2.4.** Let \( S, T \in \mathcal{L}^\dagger(\mathcal{D}, \mathcal{H}) \). We say that

(CR.1) the commutation relation \([S, T] = \mathbb{1} D\) is satisfied (in \( \mathcal{L}^\dagger(\mathcal{D}, \mathcal{H}) \)) if, whenever \( S \Box T \) is well-defined, \( T \Box S \) is well-defined too and \( S \Box T - T \Box S = \mathbb{1} D \).

(CR.2) the commutation relation \([S, T] = \mathbb{1} D\) is satisfied in weak sense if
\[
\left\langle T\xi \left| S^\dagger \eta \right. \right\rangle - \left\langle S\xi \left| T^\dagger \eta \right. \right\rangle = \langle \xi | \eta \rangle, \quad \forall \xi, \eta \in \mathcal{D}.
\]

(CR.3) the commutation relation \([S, T] = \mathbb{1} D\) is satisfied in quasi-strong sense if \( S \) is the \( \mathcal{D} \)-generator of a weakly continuous semigroup of bounded operators \( V_S(\alpha) \) and
\[
\langle V_S(\alpha)T\xi | \eta \rangle - \left\langle V_S(\alpha)\xi \left| T^\dagger \eta \right. \right\rangle = \alpha \langle V_S(\alpha)\xi | \eta \rangle, \quad \forall \xi, \eta \in \mathcal{D}, \forall \alpha \geq 0.
\]

(CR.4) the commutation relation \([S, T] = \mathbb{1} D\) is satisfied in strong sense if \( S \) and \( T \) are \( \mathcal{D} \)-generators of weakly continuous semigroups of bounded operators \( V_S(\alpha), V_T(\beta) \), respectively, satisfying the generalized Weyl commutation relation
\[
V_S(\alpha)V_T(\beta) = e^{\alpha \beta}V_T(\beta)V_S(\alpha), \quad \forall \alpha, \beta \geq 0.
\]
Remark 2.5. If (CR.3) holds, then one can easily prove that, for every \( \alpha \geq 0 \), \( V_S(\alpha) : D \rightarrow D(T^*) \) and \( V_S(\alpha)^* : D \rightarrow D(T^*) \). Hence \( V_S(\alpha)^* T \) and \( T \circ V_S(\alpha) \) are both well-defined (we use the same notation for \( V_S(\alpha) \) and for its restriction to \( D \)) and we have
\[
V_S(\alpha)^* T - T \circ V_S(\alpha) = \alpha V_S(\alpha).
\]

Proposition 2.6. Let \( S, T \in \mathcal{L}(\mathcal{D}, \mathcal{H}) \). The following implications hold:
CR.4 \( \Rightarrow \) CR.3 \( \Rightarrow \) CR.2 \( \Rightarrow \) CR.1.

Proof. Assume that (CR.4) holds. Then if \( \xi, \eta \in D \) we have
\[
\langle V_S(\alpha) T \xi | \eta \rangle = \langle T \xi | V_S^*(\alpha) \eta \rangle = \lim_{\beta \to 0} \frac{V_T(\beta) - 1}{\beta} \langle V_S^*(\alpha) - 1 \xi | \eta \rangle
\]
\[
= \lim_{\beta \to 0} \langle V_S(\alpha) V_T(\beta) - 1 \xi | \eta \rangle
\]
\[
= \lim_{\beta \to 0} \langle e^{\alpha \beta} V_T(\beta) V_S(\alpha) - e^{\alpha \beta} \xi | \eta \rangle
\]
\[
= \lim_{\beta \to 0} \langle V_S(\alpha) e^{\alpha \beta} V_T(\beta) - e^{\alpha \beta} \xi | \eta \rangle
\]
\[
= \langle V_S(\alpha) \xi | T^* \eta \rangle + \alpha \langle V_S(\alpha) \xi | \eta \rangle.
\]
Thus (CR.3) holds.

Now assume that (CR.3) holds. Then if \( \xi, \eta \in D \) we have
\[
\langle T \xi | S^* \eta \rangle = \lim_{\alpha \to 0} \langle T \xi | \frac{V_S^*(\alpha) - 1}{\alpha} \eta \rangle
\]
\[
= \lim_{\alpha \to 0} \langle V_S(\alpha) - 1 \theta T \xi | \eta \rangle
\]
\[
= \lim_{\alpha \to 0} \left\{ \frac{V_S(\alpha) - 1}{\alpha} \xi | T^* \eta \right\} + \langle V_S(\alpha) \xi | \eta \rangle
\]
\[
= \langle S \xi | T^* \eta \rangle + \langle \xi | \eta \rangle.
\]

(CR.2) \( \Rightarrow \) (CR.1): this is nothing but Lemma 2.1.

Remark 2.7. The implications in the other direction do not hold, in general, also in the case where stronger assumptions on the operators \( S, T \) or on the semigroups they generate are made. For instance, there exist two essentially selfadjoint operators \( P, Q \) defined on a common invariant dense domain \( D \) such that \( PQ \xi - QP \xi = -i \xi \), for \( \xi \in D \), but the unitary groups
U_P(t), U_Q(s) generated by P, Q do not satisfy the Weyl commutation relation  \( U_P(t)U_Q(s) = e^{itS}U_Q(s)U_P(t) \),  \( s, t \in \mathbb{R} \), see [7] or [13, VIII.5]. For a complete analysis of the canonical commutation relations (for symmetric operators) we refer to [10, 11].

Remark 2.8. It is easily seen that if \( [S, T] = \mathbb{I}_D \) in anyone of the senses (CR.1), (CR.2) or (CR.4) of Definition 2.4, then \( [T^\dagger, S^\dagger] = \mathbb{I}_D \) in the same sense.

3. Some consequences of the weak commutation relation

3.1. Existence of eigenvectors. Let \( S, T \in \mathcal{L}^1(D, \mathcal{H}) \) satisfy the commutation relation \( [S, T] = \mathbb{I}_D \) in weak sense. Assume that there exists a vector \( 0 \neq \xi_0 \in D \) such that \( S\xi_0 = 0 \). Then

\[
\langle T\xi_0 | S^\dagger \eta \rangle = \langle \xi_0 | \eta \rangle , \quad \forall \eta \in D.
\]

This implies that \( T\xi_0 \neq 0 \) (otherwise, \( \xi_0 = 0 \)) and

\[
T\xi_0 \in D(S^\dagger*), \quad S^\dagger* T\xi_0 = \xi_0 \in D.
\]

Thus \( T \) can be applied once more and we get

\[
(TS^\dagger*) T\xi_0 = T(S^\dagger* T\xi_0) = T\xi_0.
\]

Hence \( T\xi_0 \) is an eigenvector of \( TS^\dagger* \) with eigenvalue 1.

Remark 3.1. From (3.2) it follows

\[
\langle T\xi_0 | S^\dagger \eta \rangle = \langle (TS^\dagger*) T\xi_0 | S^\dagger \eta \rangle = \langle \xi_0 | \eta \rangle , \quad \forall \eta \in D.
\]

Hence \( (TS^\dagger*) T\xi_0 \in D(S^\dagger*) \) (which is obvious) and

\[
S^\dagger* (TS^\dagger*) T\xi_0 = \xi_0 \Rightarrow (TS^\dagger*)^2 T\xi_0 = T\xi_0.
\]

By induction one can prove that \( T\xi_0 \in D((TS^\dagger*)^n) \), for all \( n \in \mathbb{N} \), and \( (TS^\dagger*)^n T\xi_0 = T\xi_0 \).

Let us now assume that \( T\xi_0 \in D \). Then we have

\[
\langle T(T\xi_0) | S^\dagger \eta \rangle − \langle S(T\xi_0) | T^\dagger \eta \rangle = \langle T\xi_0 | \eta \rangle , \quad \forall \eta \in D.
\]

Whence we obtain

\[
\langle T^2\xi_0 | S^\dagger \eta \rangle − \langle \xi_0 | T^\dagger \eta \rangle = \langle T\xi_0 | \eta \rangle , \quad \forall \eta \in D
\]

since \( ST\xi_0 = S^\dagger* T\xi_0 = \xi_0 \). Finally

\[
\langle T^2\xi_0 | S^\dagger \eta \rangle = 2 \langle T\xi_0 | \eta \rangle , \quad \forall \eta \in D.
\]

This implies that \( T^2\xi_0 \in D(S^\dagger*) \) and \( S^\dagger* T^2\xi_0 = 2T\xi_0 \). Therefore

\[
(TS^\dagger*) T^2\xi_0 = 2T^2\xi_0.
\]

Also \( T^2\xi_0 \neq 0 \), since, otherwise, \( T\xi_0 = 0 \) by (3.2). Iterating this procedure we conclude that
such that \( S\xi = 0 \) and the vectors \( T\xi_0, T^2\xi_0, \ldots T^{n-1}\xi_0 \) all belong to \( \mathcal{D} \). Then

(i) \( T^n\xi_0 \) is an eigenvector of \( T S^{\dagger*} \) with eigenvalue \( n \);
(ii) \( T^{n-1}\xi_0 \) is eigenvector of \( S^{\dagger*}T \) with eigenvalue \( n \).

**Proof.** For proving (i), we proceed by induction. For \( n = 1 \) the statement is true. Assume it is true for \( n-1 \). Then we have,

\[
\left< T(T^{n-1}\xi_0) \left| S^{\dagger}\eta \right> - \left< S(T^{n-1}\xi_0) \left| T^{\dagger}\eta \right> = \left< T^{n-1}\xi_0 \right| \eta \right>, \quad \forall \eta \in \mathcal{D}.
\]

By the assumption, \( T^{n-1}\xi_0 \in D(TS^{\dagger*}) \) and \( (TS)T^{n-1}\xi_0 = (TS^{\dagger*})T^{n-1}\xi_0 = (n-1)T^{n-1}\xi_0 \); thus by (3.4), we obtain

\[
\left< T^n\xi_0 \left| S^\dagger\eta \right> - (n-1) \left< T^{n-1}\xi_0 \right| \eta \right> = \left< T^{n-1}\xi_0 \right| \eta \right>, \quad \forall \eta \in \mathcal{D}.
\]

This implies that \( T^n\xi_0 \in D(S^{\dagger*}) \) and \( S^{\dagger*}T^n\xi_0 = nT^n\xi_0 \). The latter equality shows (ii) and implies that \( (TS^{\dagger*})T^n\xi_0 = nT^n\xi_0 \).

**Remark 3.3.** If \( \xi_0 \neq 0 \), the vectors \( \xi_0, T\xi_0, T^2\xi_0, \ldots T^n\xi_0 \) are linearly independent, being eigenvectors corresponding to different eigenvalues.

**Proposition 3.4.** Let \( S, T \in \mathcal{L}^+(\mathcal{D}, \mathcal{H}) \) satisfy the commutation relation \([S, T] = I_D\) in weak sense. Let \( \xi \in \mathcal{D} \) and assume that \( T^k\xi \in \mathcal{D} \) for \( k \leq n \), \( n \in \mathbb{N} \cup \{\infty\} \). Then \( S\xi \in D((T^{\dagger*})^k) \), \( k \leq n \) and

\[
ST^k\xi - (T^{\dagger*})^kS\xi = kT^{k-1}\xi, \quad k \leq n.
\]

**Proof.** Again, we use induction on \( k \). For \( k = 1 \), the statement follows directly from the weak commutation rule. Assume the statement is true for \( k-1 \). Then

\[
ST^k\xi = ST^{k-1}(T\xi) = (k-1)T^{k-2}(T\xi) + (T^{\dagger*})^{k-1}ST\xi = (k-1)T^{k-1}\xi + (T^{\dagger*})^{k-1}(T^{\dagger*}S\xi + \xi) = kT^{k-1}\xi + (T^{\dagger*})^kS\xi.
\]

**Remark 3.5.** In particular if \( S\xi = 0 \) then \( ST^k\xi = kT^{k-1}\xi \).

If the assumptions of Proposition 3.2 are satisfied one may have that the largest \( n \) for which \( T^n\xi_0 \in \mathcal{D} \) is finite or infinite. As we have seen the point spectrum \( \sigma_p(TS^{\dagger*}) \) contains all natural numbers up to \( n \). Let us denote by \( \mathcal{N}_0 \) the subspace of \( \mathcal{D} \) spanned by \( \{\xi_0, T\xi_0, \ldots T^n\xi_0\} \) and by \( \mathcal{N} := \overline{\mathcal{N}_0} \) its closure in \( \mathcal{H} \). Clearly \( TS^{\dagger*} \) leaves \( \mathcal{N}_0 \) invariant. The restriction of \( TS^{\dagger*} \) to \( \mathcal{N}_0 \), denoted by \( (TS^{\dagger*})_0 \), behaves in quite regular way. We have indeed

**Proposition 3.6.** In the assumptions of Proposition 3.2, the point spectrum \( \sigma_p((TS^{\dagger*})_0) \) of the operator \( (TS^{\dagger*})_0 \), the restriction of \( TS^{\dagger*} \) to \( \mathcal{N}_0 \), consists
that either \( \mu \in \mathbb{N} \cup \{ \infty \} \) is the largest natural number such that the vectors \( T^\xi_0, T^2\xi_0, \ldots T^{n-1}\xi_0 \) all belong to \( \mathcal{D} \). Each eigenvalue is simple (in \( \mathcal{N}_0 \)).

**Proof.** Let \( \lambda_0 \) be an eigenvalue of \( (TS^\dagger)_0 \) and \( 0 \neq \psi_0 = \sum_{k=0}^n \mu_k T^k \xi_0 \) a corresponding eigenvector. Then

\[
TS^\dagger \psi_0 - \lambda_0 \psi_0 = \sum_{k=0}^n \mu_k T^k \xi_0 - \lambda_0 \sum_{k=0}^n \mu_k T^k \xi_0 = \sum_{k=0}^n \mu_k (k - \lambda_0) T^k \xi_0 = 0.
\]

The linear independence of the vectors \( \{T^k \xi_0, k = 0, 1, \ldots n\} \) then implies that either \( \mu_k = 0 \) which is absurd, or that there exists \( k \in \{0,1,\ldots,n\} \) such that \( \mu_j = 0 \) for \( j \neq k \) and \( \lambda_0 = k \).

\( \square \)

**Example 3.7.** Let us consider the Hilbert space \( L^2(\mathbb{R}, wdx) \) where the weight \( w \) is a positive continuously differentiable function with the properties

- \( \lim_{|x| \to +\infty} w(x) = 0; \)
- \( \int_{\mathbb{R}} w(x) dx < \infty. \)

Let

\[
D(p) = \left\{ f \in L^2(\mathbb{R}, wdx) : \exists g \in L^2(\mathbb{R}, wdx), f(x) = \int_{-\infty}^x g(t) dt \right\}.
\]

For shortness, we adopt the notation \( f'(x) = g(x) \), for \( f \in D(p) \).

\[
D(q) = \{ f \in L^2(\mathbb{R}, wdx) : xf(x) \in L^2(\mathbb{R}, wdx) \}.
\]

Put \( \mathcal{D} = D(q) \cap D(p) \). Then both the operators \( S, T \) defined by

\[
(Sf)(x) = f'(x), \quad (Tf)(x) = xf(x), \quad f \in \mathcal{D}
\]

map \( \mathcal{D} \) into \( L^2(\mathbb{R}, wdx) \).

The operator \( T \) is symmetric in \( \mathcal{D} \). As for \( S \), we have (formally) for \( f \in \mathcal{D} \) and \( g \in L^2(\mathbb{R}, wdx) \),

\[
(Sf | g) = \int_{\mathbb{R}} f'(x) g(x) w(x) dx = - \int_{\mathbb{R}} f(x) \frac{d}{dx} \left( \frac{g(x) w(x)}{x} \right) dx = - \int_{\mathbb{R}} f(x) g'(x) w(x) dx - \int_{\mathbb{R}} f(x) g(x) w'(x) dx = - \int_{\mathbb{R}} f(x) g'(x) w(x) dx - \int_{\mathbb{R}} f(x) g(x) \frac{w'(x)}{w(x)} w(x) dx.
\]

Thus, \( g \in D(S^*) \) if, and only if \( g \in D(p) \) and \( g \frac{w'}{w} \in L^2(\mathbb{R}, wdx) \). In this case

\[
(S^*g)(x) = -g'(x) - g(x) \frac{w'(x)}{w(x)}.
\]

Hence \( S \in L_1(\mathcal{D}, \mathcal{H}) \), with \( \mathcal{H} = L^2(\mathbb{R}, wdx) \) if, and only if,

\[
\int_{\mathbb{R}} |g(x)|^2 \frac{|w'(x)|^2}{w(x)} dx < \infty.
\]
This is certainly satisfied if, for instance, $w'/w$ is a bounded function on $\mathbb{R}$. Now, for $f, g \in \mathcal{D}$, we have

$$\left\langle Tf \left| S^\dagger g \right. \right\rangle - \left\langle Sf \left| T^\dagger g \right. \right\rangle = -\int_\mathbb{R} xf \left( \overline{g'} + \overline{g'}w' \right) wdx - \int_\mathbb{R} f' x\overline{g}wdx$$

$$= -\int_\mathbb{R} x(f'\overline{g}w + f\overline{g}w + f\overline{g}w')dx$$

$$= -\int_\mathbb{R} x(f\overline{g}w)'dx = \int_\mathbb{R} f\overline{g}wdx = \langle f \left| g \right. \rangle .$$

Hence, the commutation relation $[S, T] = \mathbb{1}_D$ is satisfied in weak sense.

The function $u_0(x) = 1$, for every $x \in \mathbb{R}$, is clearly in the kernel of $S$ for every function $w$ satisfying the assumptions made so far.

Now make some particular choice of $w$.

Let us consider $w(x) = w_\alpha(x) = (1 + x^4)^{-\alpha}$, $\alpha > \frac{3}{4}$. It is easily seen that $w_\alpha(x)$ satisfies all the conditions we have required (for instance $w_\alpha'/w_\alpha$ is bounded). The function $u_0(x) = 1$, which belongs to $L^2(\mathbb{R}, w_\alpha dx)$ for any $\alpha > \frac{3}{4}$, satisfies $Su = 0$ and the largest $n$ for which $T^n u_0$ belongs to $\mathcal{D}$ satisfies $n < 2\alpha - \frac{3}{2}$. Hence, the dimension of the corresponding subspace $\mathcal{N}_0$ is $\lceil 2\alpha - \frac{3}{2} \rceil + 1$.

Let us now take $w(x) = e^{-x^2/2}$ and $\mathcal{D}$ the subspace consisting of all polynomials in $x$. In this case the functions $u_k(x) = x^k$, $k = 1, 2, \ldots$, belong to $\mathcal{D}$ and they satisfy $TS^\dagger u_k = ku_k$ for every $k \in \mathbb{N}$. The subspace $\mathcal{N}_0$ coincides in this case with $\mathcal{D}$. One can readily check that every complex number $\lambda$ with $\Re \lambda > -\frac{1}{2}$ is an eigenvalue of $TS^\dagger$; but the corresponding eigenvector is in $\mathcal{D}$ if and only if $\Re \lambda$ is a natural number.

As we have seen with the previous examples the subspace $\mathcal{N}_0$ spanned by $\{T^k \xi_0, k \in \mathbb{N}\}$ can be finite dimensional. Thus $N := (TS^\dagger)^*_0$ is a bounded symmetric operator on $\mathcal{N}_0 = N \cong \mathbb{C}^n$, having the numbers $0, 1, \ldots, n$ as eigenvalues. Hence $N$ is positive and thus there exists an operator $C \in B(\mathcal{N})$ such that $N = C^\dagger C$. None of the possible solutions of this operator equation can, however, satisfy the commutation relation $[C, C^\dagger] = \mathbb{1}$, due to the Wiener -Wielandt - von Neumann theorem. If $\mathcal{N}_0$ is infinite dimensional then $N$ may fail to be symmetric, as the last case in Example 3.7 shows.

### 3.2. Existence of intertwining operators.

As noticed in Remark 2.8 if $[S, T] = \mathbb{1}_D$ in weak sense, then $[T^\dagger, S^\dagger] = \mathbb{1}_D$ in weak sense, too. Hence it is worth considering the situation where the assumptions of Proposition 3.2 hold not only for the pair $S, T$ but also for the pair $T^\dagger, S^\dagger$. This means that we assume that there exists also a nonzero vector $\eta_0 \in \mathcal{D}$ such that $T^\dagger \eta_0 = 0$ and the vectors $S^\dagger \eta_0, (S^\dagger)^2 \eta_0, \ldots, (S^\dagger)^{m-1} \eta_0$ all belong to $\mathcal{D}$, then Proposition 3.2 gives that

(i) $(S^\dagger)^m \eta_0$ is an eigenvector of $S^\dagger T^*$ with eigenvalue $m$;
(ii) $(S^\dagger)^{m-1} \eta_0$ is eigenvector of $T^* S^\dagger$ with eigenvalue $m$. 
Let \( m \in \mathbb{N} \cup \{ \infty \} \) be the largest natural number such that the vectors \( S^i \eta_0, (S^i)^2 \eta_0, \ldots, (S^i)^{m-1} \eta_0 \) all belong to \( \mathcal{D} \) and \( \mathcal{M}_0 \) the linear span of these vectors. Then the point spectrum \( \sigma_p((S^iT^*)_0) \), of the operator \( (S^iT^*)_0 := S^iT^* \mid \mathcal{M}_0 \), consists, as before, of the numbers \( \{0, 1, \ldots, m\} \).

One may wonder if any relation between the two numbers \( n \) and \( m \) can be established. The answer is negative, in general. Indeed, the operators \( S,T \) considered in the second case of Example 3.7 provide an instance where \( n = \infty \) and \( m = 0 \). Thus it is apparently impossible to find a relationship between \( \mathcal{N}_0 \) and \( \mathcal{M}_0 \) without additional assumptions.

Let us now call \( \xi_k := \frac{1}{\sqrt{k}} T^k \xi_0, k = 1, \ldots, n \) and \( \eta_r := \frac{1}{\sqrt{r!}} (S^r)^r \eta_0, r = 1, \ldots, m \). It is always possible to choose the normalization of \( \xi_0 \) and \( \eta_0 \) in such a way that \( \langle \xi_0 | \eta_0 \rangle = 1 \). We put \( \mathcal{F}_\xi := \{ \xi_k; k = 1, \ldots, n \} \) \( \mathcal{F}_\eta := \{ \eta_r; r = 1, \ldots, m \} \). Then we have

**Lemma 3.8.** The sets \( \mathcal{F}_\xi \) and \( \mathcal{F}_\eta \) are biorthogonal:

\[
\langle \xi_i | \eta_j \rangle = \delta_{i,j},
\]

for all \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \).

The proof of this Lemma easily follows from the fact that \( \xi_i \) and \( \eta_j \) are eigenvectors of the two (non self-adjoint) operators, \( TS^t \) and \( S^i T^* \), having the property \( (TS^t)^* \supseteq S^t T^* \supseteq S^i T^* \).

Assume now that \( n = m = \infty \). Thus the subspaces \( \mathcal{N}_0 \) and \( \mathcal{M}_0 \) are both infinite dimensional. Then we can define two operators which obey interesting intertwining relations. More in detail, let us define \( K_\xi \) via its action on the basis \( \mathcal{F}_\eta \): \( K_\xi(\eta_j) = \xi_j, j \in \mathbb{N} \). We can also introduce a second operator \( K_\eta \) via its action on the second basis constructed above, \( \mathcal{F}_\xi \): \( K_\eta(\xi_j) = \eta_j, j \in \mathbb{N} \). Both the operators \( K_\xi \) and \( K_\eta \) are then extended by linearity to \( \mathcal{M}_0 \) and \( \mathcal{N}_0 \), respectively. It is clear that one is the inverse of the other: \( K_\eta = K_\xi^{-1} \), but in general neither \( K_\xi \) nor \( K_\eta \) are bounded. A direct computation shows that they obey the following intertwining relations:

\[
K_\eta \left( S^t T^* \right) \phi = \left( S^i T^* \right) K_\eta \phi, \forall \phi \in \mathcal{M}_0; \\
K_\xi \left( T S^t \right) \psi = \left( T S^i \right) K_\xi \psi, \forall \psi \in \mathcal{N}_0.
\]

In particular, if \( \mathcal{N}_0 = \mathcal{M}_0 = \mathcal{H} \) and \( K_\xi \) and \( K_\eta \) are bounded, it is possible to show that \( \mathcal{F}_\xi \) and \( \mathcal{F}_\eta \) are Riesz bases of \( \mathcal{H} \) and an orthonormal basis \( \mathcal{E} = \{ e_j \} \) can be defined by, for instance, \( e_j = K_\eta^{1/2} \xi_j \) (see [3]).

**Remark 3.9.** The analysis made so far started with the assumption that \( [S,T] = \mathbb{1}_D \) in weak sense. It is then natural to pose the question which improvements are obtained if we consider, instead, that (CR.3) or (CR.4) is fulfilled. More precisely, assume that (CR.3) is satisfied and that there exists a nonzero \( \xi_0 \in \mathcal{D} \) such that, \( V_S(\alpha) \xi_0 = \xi_0 \), for every \( \alpha \geq 0 \) (i.e., an invariant vector for \( V_S(\alpha) \)). This implies, as it is easily seen that \( S\xi_0 = 0 \) and so everything goes through in the very same way as before.
It is worth mentioning here that the properties discussed in Sections 3.1 and 3.2 depend in an essential way on the nonzero vectors $\xi_0$ and $\eta_0$ satisfying, respectively, $S\xi_0 = 0$ and $T^\dagger \eta_0 = 0$: choosing different elements in the kernels of $S$ and $T^\dagger$ may give drastically different results.

4. The partial $O^*$-algebra generated by $S$ and $T$

In this Section we will describe the partial $O^*$-algebra generated by $S, T \in \mathcal{L}^\dagger(\mathcal{D}, \mathcal{H})$ such that $[S, T] = \mathbb{I}_\mathcal{D}$ in weak sense, starting from observing that in the case where $S, T \in \mathcal{L}^\dagger(\mathcal{D})$ and $ST - TS = \mathbb{I}_\mathcal{D}$ the $O^*$-algebra generated by them is very regular in the sense that it consists only in polynomials in the variables $S^k T^h$, $(S^\dagger)^r (T^\dagger)^s$, with $k, h, r, s \in \mathbb{N}$. As we shall see below, the situation becomes more involved if $S$ and $T$ do not leave the domain $\mathcal{D}$ invariant. For an analogous analysis for commuting operators we refer the reader to [1, Sect. 3.3].

Let $S, T \in \mathcal{L}^\dagger(\mathcal{D}, \mathcal{H})$ satisfy the commutation relation $[S, T] = \mathbb{I}_\mathcal{D}$ in weak sense. Assume that $S^* = S^\dagger$, $T^* = T^\dagger$. This clearly implies that $S^k T^h$, $(S^\dagger)^r (T^\dagger)^s$, with $k, h, r, s \in \mathbb{N}$. We want to describe the partial $O^*$-algebra $\mathcal{N}[S, T]$ generated by $S, T$ and study its structure. We begin with defining the power length of $S, S^\dagger, T$ and $T^\dagger$.

Let $m_0$ be the largest of the numbers $k \in \mathbb{N} \cup \{\infty\}$ satisfying $\mathcal{D} \subset D(S^k) \cap D(T^\dagger)^k$. Suppose that

\[(4.1)\quad \mathcal{D} \subset D(TS) \cap D(T^* S^*).\]

Then, if $\eta \in \mathcal{D}$,

\[
\langle S^\dagger \xi | T \eta \rangle = \langle T^\dagger \xi | S \eta \rangle + \langle \xi | \eta \rangle = \langle \xi | T \overline{S} \eta \rangle + \langle \xi | \eta \rangle, \quad \forall \xi \in \mathcal{D}.
\]

Hence,

\[(4.2)\quad \eta \in D(S^\dagger T^*) = D(\overline{ST}) \quad \text{and} \quad \overline{ST} \eta = \overline{T S} \eta + \eta.
\]

Similarly, from the equality

\[
\langle S \xi | T^\dagger \eta \rangle = \langle T \xi | S^\dagger \eta \rangle - \langle \xi | \eta \rangle = \langle \xi | T^* S^\dagger \eta \rangle - \langle \xi | \eta \rangle, \quad \forall \xi \in \mathcal{D},
\]

we obtain

\[(4.3)\quad \eta \in D(T^* S^\dagger) \quad \text{and} \quad S^\dagger T^\dagger \eta = T^* S^\dagger \eta - \eta.
\]

Suppose \[(4.1)\] holds and that

\[(4.4)\quad \mathcal{D} \subset D(T^2) \cap D(T^* S^2).
\]
Then, if $\eta \in \mathcal{D}$, for every $\xi \in \mathcal{D}$, we get
\[
\langle S^\dagger \xi | TS\eta \rangle = \langle S^\dagger \xi | TS\eta + \eta \rangle \quad \text{by (4.2)}
\]
\[
= \langle S^\dagger \xi | TS\eta \rangle + \langle S^\dagger \xi | \eta \rangle \quad \text{by (4.1)}
\]
\[
= \langle T^* S^\dagger \xi | S\eta \rangle + \langle \xi | S\eta \rangle \quad \text{by (4.2)}
\]
\[
= \langle \xi | T S^2 \eta \rangle + \langle \xi | 2S\eta \rangle \quad \text{by (4.4)}.
\]
Hence,
\[
(4.5) \quad \eta \in D(S^2 T) \quad \text{and} \quad S^2 T\eta = TS^2 \eta + 2S\eta.
\]
Similarly, one can prove
\[
(4.6) \quad \eta \in D(S^{*2} T^\dagger) \quad \text{and} \quad S^{*2} T^\dagger \eta = T^* S^{*2} \eta - 2S^\dagger \eta.
\]
Repeating the above argument, we get that, if
\[
(4.7) \quad \mathcal{D} \subset \bigcap_{k=1}^n D(T S^k) \cap D(T^* S^k),
\]
then
\[
(4.8) \quad \mathcal{D} \subset \bigcap_{k=1}^n D(S^k T) \cap D(S^k T^\dagger)
\]
and
\[
(4.9) \quad S^k T\xi = TS^k \xi + kS^{k-1} \xi, \quad \forall \xi \in \mathcal{D}.
\]
Thus we define $m_1$ as the largest of the numbers $n \in \mathbb{N} \cup \{\infty\}$ such that
\[
\mathcal{D} \subset \bigcap_{k=1}^n D(T S^k) \cap D(T^* S^k).
\]
Then, $m_0 \geq m_1$,
\[
\mathcal{D} \subset \bigcap_{k=1}^n D(S^k T) \cap D(S^k T^\dagger)
\]
and
\[
(4.10) \quad S^k T\xi = TS^k \xi + kS^{k-1} \xi,
\]
\[
S^{*k} T^\dagger \xi = T^* S^{*k} \xi - kS^{*k-1} \xi, \quad \forall \xi \in \mathcal{D} \quad \text{and} \quad 0 \leq k \leq m_1.
\]
Now, suppose that
\[ D \subset D(T^2) \cap D(T^{*2}) \cap D(T^2 S) \cap D(T^{*2} S^\dagger). \]
Changing \( S \) and \( T \) in (4.5) and (4.6), we get
\[ D \subset D(S T^2) \cap D(S^{*} T^{*2}) \]
and
\[ S T^2 \xi = T^2 S \xi + 2 T \xi \quad \text{and} \quad S^{*} T^{*2} \xi = T^{*2} S^\dagger \xi - 2 T^{\dagger} \xi, \quad \forall \xi \in D. \]

Now suppose that
\[ D \subset \bigcap_{k=0}^{n} D(T^2 S^k) \cap D(T^{*2} S^{*k}). \]

Then, if \( \eta \in D \), for every \( \xi \in D \), we get
\[
\begin{align*}
\langle S^\dagger \xi | \overline{ST^2} \eta \rangle &= \langle S^\dagger \xi | \overline{T^2} S \eta + 2 T \eta \rangle \\
&= \langle T^{*2} S^\dagger \xi | S \eta \rangle + \langle \xi | 2 \overline{S} T \eta \rangle \\
&= \langle S^{*} T^{*2} \xi + 2 T^{\dagger} \xi | S \eta \rangle + \langle \xi | 2 \overline{S} T \eta \rangle \\
&= \langle \xi | \overline{T^2} \overline{S}^{2} \eta \rangle + \langle \xi | 2 \overline{T} S \eta \rangle + \langle \xi | 2 \overline{S} T \eta \rangle \\
&= \langle \xi | \overline{T^2} \overline{S}^{2} \eta + 4 \overline{T} S \eta + 2 \eta \rangle
\end{align*}
\]
by (4.11).
Hence,
\[ \eta \in D(S^{*2} T^2) \quad \text{and} \quad \overline{S}^{2} \overline{T}^{2} \eta = \overline{T^2} \overline{S}^{2} \eta + 4 \overline{T} S \eta + 2 \eta. \]

Similarly,
\[ \eta \in D(S^{*2} T^{*2}) \quad \text{and} \quad S^{*2} T^{*2} \eta = T^{*2} S^{*2} \eta - 4 T^{*} S^{*} \eta - 2 \eta. \]

Repeating the above argument, we get that, if
\[ D \subset \bigcap_{k=0}^{n} D(T^2 S^k) \cap D(T^{*2} S^{*k}), \]
then
\[ D \subset \bigcap_{k=0}^{n} D(S^k T^2) \cap D(S^{*k} T^{*2}) \]
and, for every \( \eta \in D \),
$$S^k T^2 \eta = T^2 S^k \eta + \sum_{k=0}^{n-1} \sum_{\ell=0}^{n-1} \alpha_{k\ell} T^k S^\ell \eta$$

(4.13)

$$S^{*k} T^{*2} \eta = T^{*2} S^{*k} \eta - \sum_{k=0}^{n-1} \sum_{\ell=0}^{n-1} \alpha_{k\ell} T^{*k} S^{*\ell} \eta,$$

(4.14)

where the $\alpha_{k\ell}$'s are integer numbers.

Thus we may define $m_2$ as the largest $n \in \mathbb{N} \cup \{0\} \cup \{\infty\}$ satisfying

$$D \subset \bigcap_{k=0}^{n} D(T^{2k}) \cap D(T^{*2} S^{*k}).$$

Clearly, $m_0 \geq m_1 \geq m_2$ and (4.12), (4.13) and (4.14) hold for every $k = 0, \ldots, m_2$. In the very same way, if all powers up to $n_0$ of $T$ are defined, repeating the above procedure with the appropriate assumptions on the domains, we can define numbers

$$m_0 \geq m_1 \geq m_2 \geq \cdots \geq m_{n_0}$$

and for every $r = 1, \ldots, n_0$ we will get, for every $\eta \in D$,

$$S^k T^r \eta = T^r S^k \eta + \sum_{k=0}^{m_0-1} \sum_{\ell=0}^{m_0-1} \alpha_{k\ell} T^k S^\ell \eta$$

(4.15)

$$S^{*k} T^{*r} \eta = T^{*r} S^{*k} \eta - \sum_{k=0}^{m_0-1} \sum_{\ell=0}^{m_0-1} \alpha_{k\ell} T^{*k} S^{*\ell} \eta,$$

(4.16)

From the assumptions $S^* = S^\dagger$, $T^* = T^\dagger$, it follows that $S^{*k} = S^{\dagger k}$, $T^{*k} = T^{\dagger k}$. Hence we put $X^{(k)} := X^k \upharpoonright D$, with $X \in \{S, S^\dagger, T, T^\dagger\}$. By (4.15) and (4.16), we can define the regular part $\mathcal{R}[S, T]$ of the partial O*-algebra $\mathcal{M}[S, T]$ generated by $S, T$ as

$$\mathcal{R}[S, T] = \left\{ p^{(0)}(S, T) := \sum_{k=0}^{m_0} (\alpha_{k0} S^{(k)} + \beta_{k0} S^{\dagger (k)}) \right.$$

$$+ \sum_{k=0}^{m_1} (\alpha_{k1} S^{(k)} T^{(1)} + \beta_{k1} S^{\dagger (k)} T^{\dagger (1)}) \right.$$

$$+ \cdots \right.$$

$$+ \sum_{k=0}^{m_{n_0}} (\alpha_{kn_0} S^{(k)} T^{(n_0)} + \beta_{kn_0} S^{\dagger (k)} T^{\dagger (n_0)}); \quad \alpha_{kj}, \beta_{kj} \in \mathbb{C} \right\}$$
The singular part $S[S,T]$ of $M[S,T]$ is defined as

$$S[S,T] := M[S,T] \setminus R[S,T].$$

In order to describe the singular part $S[S,T]$ we define the following sets.

$$\Sigma_1[S,T] = \text{linear span} \\{ p^{(1)}[S,T] = p^{(0)}_1[S,T] \square p^{(0)}_2[S,T] ; \quad p^{(0)}_1[S,T], p^{(0)}_2[S,T] \in R[S,T], p^{(0)}_1[S,T] \in L^w (p^{(0)}_2[S,T]) \}$$

$$\Sigma_2[S,T] = \text{linear span} \\{ p^{(2)}[S,T] = p^{(1)}_1[S,T] \square p^{(1)}_2[S,T] ; \quad p^{(1)}_1[S,T], p^{(1)}_2[S,T] \in \Sigma_1[S,T], p^{(1)}_1[S,T] \in L^w (p^{(1)}_2[S,T]) \}$$

......

Then, we have

$$R[S,T] \subset \Sigma_1[S,T] \subset \Sigma_2[S,T] \subset \cdots.$$

Now put,

$$S_1[S,T] = \Sigma_1[S,T] \setminus R[S,T]$$

$$S_2[S,T] = \Sigma_2[S,T] \setminus \Sigma_1[S,T]$$

......

$$S_{n+1}[S,T] = \Sigma_{n+1}[S,T] \setminus \Sigma_n[S,T].$$

Then, one has

$$S[S,T] = \bigcup_{k=1}^{\infty} S_k[S,T].$$

Thus, the following statement holds.

**Theorem 4.1.** Let $S, T \in \mathcal{L}^1(\mathcal{D}, \mathcal{H})$ satisfy the commutation relation $[S, T] = 1 1_D$ in weak sense and $S^* = ST^* = T^*S$. Then, the partial $O^*$-algebra $M[S,T]$ generated by $S$ and $T$ decomposes into a regular part $R[S,T]$ and a singular part $S[S,T]$, as described above.

5. Uncertainty relations and other applicative aspects

If $A \in \mathcal{L}^1(\mathcal{D}, \mathcal{H})$ and $z \in \mathbb{C}$, we define, for $\xi \in \mathcal{D}$ with $||\xi|| = 1$, 

$$(\Delta A)_{\xi}(z) = ||(A - z 1_D)\xi||.$$

We notice that for $z = \langle A\xi | \xi \rangle$, we obtain

$$(\Delta A)_{\xi} := (\Delta A)_{\xi}(\langle A\xi | \xi \rangle) = \left( \langle A\xi | A\xi \rangle - | \langle A\xi | \xi \rangle |^2 \right)^{1/2}$$

which reduces to the well known uncertainty of $A$ when $A$ is selfadjoint and $\xi \in D(A^2)$. 
Let now $S, T \in \mathcal{L}(D, \mathcal{H})$ satisfy (CR.2) Then, as it is easily seen, $S - z \mathbb{1}$ and $T - w \mathbb{1}$ also satisfy (CR.2) and a simple application of the Cauchy-Schwarz inequality gives, for every $\xi \in D$, with $\|\xi\| = 1$,
\[
\langle \xi | \xi \rangle \leq 2 \max \{\| (S - z \mathbb{1}) \xi \|, \| (S^\dagger - \overline{z} \mathbb{1}) \xi \| \} \max \{\| (T - w \mathbb{1}) \xi \|, \| (T^\dagger - \overline{w} \mathbb{1}) \xi \| \};
\]
or,

\begin{align*}
\langle \xi | \xi \rangle & \leq 2 \max \{\| \Delta S \xi(z) \|, \| \Delta S^\dagger \xi(\overline{z}) \| \} \max \{\| \Delta T \xi(w) \|, \| \Delta T^\dagger \xi(\overline{w}) \| \}.
\end{align*}

The latter inequality reads as an uncertainty principle for non necessarily selfadjoint operators satisfying (CR.2).

In the case of symmetric operators, if one of them is bounded from below it is known that there exists no vector $\xi$ for which the previous inequality becomes an equality (Arai [2]). We discuss here a similar result concerning non self-adjoint (or even symmetric) operators, whose proof will be based, rather than on a general theorem, on explicit counterexamples.

The first step consists in finding a reasonable counterpart of the Heisenberg uncertainty relation for non commuting operators which are not necessarily self-adjoint. One possibility is given, as we have seen, by the inequality (5.1). But this is not the only possible choice of uncertainty relation for $S$ and $T$. As a matter of fact, it is natural to consider the following second possibility: let $\alpha_S$ and $\alpha_T$ be two arbitrary (but fixed) real quantities and let $D = \alpha_S (S + S^\dagger)$ and $E = i \alpha_T (T - T^\dagger)$. Hence $D = D^\dagger$ and $E = E^\dagger$. Let us now suppose that (in the usual weak sense)
\[
[S^\dagger, T] = [S, T^\dagger] = 0.
\]

Hence we have $[D, E] = i C$, where $C = 2 \alpha_S \alpha_T \mathbb{1} = C^\dagger$, so that the standard Heisenberg uncertainty relation allows us to conclude that $\Delta D_\varphi \Delta E_\varphi \geq \frac{|\langle \varphi, C \varphi \rangle|}{2} = |\alpha_S \alpha_T|$. But, using the estimates $(\Delta D)_\varphi \leq |\alpha_S| \left( (\Delta S)_\varphi + (\Delta S)^\dagger_\varphi \right)$ and $(\Delta E)_\varphi \leq |\alpha_T| \left( (\Delta T)_\varphi + (\Delta T)^\dagger_\varphi \right)$, we conclude that, for all $\varphi \in D$,

\begin{align*}
(\Delta S)_\varphi + (\Delta S)^\dagger_\varphi \left( (\Delta T)_\varphi + (\Delta T)^\dagger_\varphi \right) & \geq 1.
\end{align*}

From now on we will call UR$_1$ condition \textbf{(5.1)} and UR$_2$ condition \textbf{(5.2)} (first and second uncertainty relation). We will now show that these are really inequivalent conditions.

\begin{remark}
It can be useful to extend the above inequalities to the case in which $[S, T] = C$, with $C \neq \mathbb{1}$, in general. These extensions look like
\[
\max \{\| \Delta S \varphi \|, \| \Delta S^\dagger \varphi \| \} \max \{\| \Delta T \varphi \|, \| \Delta T^\dagger \varphi \| \} \geq \frac{|\langle \varphi, C \varphi \rangle|}{2},
\]
and
\[
(\Delta S)_\varphi + (\Delta S)^\dagger_\varphi \left( (\Delta T)_\varphi + (\Delta T)^\dagger_\varphi \right) \geq |\Re \{\langle \varphi, C \varphi \rangle\}|.
\]
\end{remark}
Let us start with showing that a vector which saturates UR_1 does not necessarily saturate UR_2. Let a and a$^\dagger$ be such that $[a, a^\dagger] = \Id$. We consider the operators $S = \frac{1}{\sqrt{2}}(a + ia^\dagger)$ and $T = \frac{1}{\sqrt{2}}(a^\dagger + ia)$. It is clear that $[S, T] = \Id$, $S \neq T^\dagger$, and that $[S^\dagger, T] - [S, T^\dagger] = 0$. Let $\Phi(z)$ be the coherent state of $a$, [8]: $a\Phi(z) = z\Phi(z)$, for all $z \in \mathbb{C}$. An easy computation shows that $(\Delta S)_\varphi = (\Delta S)_\varphi^\dagger = (\Delta T)_\varphi = (\Delta T)_\varphi^\dagger = \frac{1}{\sqrt{2}}$. Hence UR_1 is saturated by $\Phi(z)$ while UR_2 is satisfied (this is obvious) but not saturated.

On the other hand, let us now show an example of a vector which saturates UR_2 but not UR_1. For that, it is enough to take $S = a$ and $T = a^\dagger$. Once again, we compute the uncertainty of these operators on $\Phi(z)$, getting $(\Delta S)_\varphi = (\Delta T)_\varphi^\dagger = 0$ and $(\Delta S)_\varphi^\dagger = (\Delta T)_\varphi = 1$. Therefore UR_2 is saturated while UR_1 is not.

These examples show that UR_1 and UR_2 are really different conditions and that both could be considered as uncertainty relations. However we should also say that UR_2 is relevant only if $T \neq T^\dagger$ and $S \neq -S^\dagger$ because, if this is not the case, then $E = 0$ or $D = 0$ so that [5] is trivialized, while UR_1 holds also for self-adjoint $S$ and $T$. We also notice that the two inequalities are different also for finite-dimensional Hilbert spaces. Let us consider, indeed, $\mathcal{H} = \mathbb{C}^2$. If we take

$$S = \begin{pmatrix} 0 & s \\ 0 & 0 \end{pmatrix}, \quad \text{and} \quad T = \begin{pmatrix} 0 & 0 \\ q & 0 \end{pmatrix},$$

with real $s$ and $q$, straightforward computations show that $(\Delta S)_\varphi = |s||\varphi_2|^2$, $(\Delta S)_\varphi^\dagger = |s||\varphi_1|^2$, $(\Delta T)_\varphi = |q||\varphi_1|^2$ and $(\Delta T)_\varphi^\dagger = |q||\varphi_2|^2$, where $\varphi = (\varphi_1, \varphi_2)$, $|\varphi_1|^2 + |\varphi_2|^2 = 1$. We conclude that UR_2 is saturated only if max$(|\varphi_1|^2, |\varphi_2|^2) = \sqrt{\frac{1}{2}|\varphi_1|^2 - |\varphi_2|^2}$, which is always false. On the other hand, UR_1 is saturated if $1 = ||\varphi_1|^2 - |\varphi_2|^2|$, which is always true if $\varphi_1 = 1$ or if $\varphi_2 = 1$.

5.1. The Swanson model. We will now show, in a concrete model, that UR_1 and UR_2 need not be satisfied at once by a certain vector. This is our version of the analogous result discussed in [2].

Let $a$ and $a^\dagger$ be such that $[a, a^\dagger] = \Id$, and let us introduce $S = a \cos(\theta) + ia^\dagger \sin(\theta)$ and $T = a^\dagger \cos(\theta) + ia \sin(\theta)$. Here $\theta$ is an angle which, in the Swanson model, is assumed to belong to the open interval $\left(\frac{-\pi}{4}, \frac{\pi}{4}\right]$. However, this limitation is not useful here and will not be assumed. Let $\varphi$ be a generic vector in $\mathcal{D}$, and let us introduce the quantities $C_\varphi = \langle \varphi, a^\dagger a \varphi \rangle - |\langle \varphi, a \varphi \rangle|^2$ and $E_\varphi = \exists \left\{ \langle \varphi, a^2 \varphi \rangle - \langle \varphi, a \varphi \rangle^2 \right\}$. Hence we find that

$$\begin{cases} (\Delta S)_\varphi^2 = C_\varphi + \sin^2(\theta) - \sin(2\theta)E_\varphi, \\
(\Delta S)_\varphi^\dagger = C_\varphi + \cos^2(\theta) - \sin(2\theta)E_\varphi, \\
(\Delta T)_\varphi^2 = C_\varphi + \cos^2(\theta) + \sin(2\theta)E_\varphi, \\
(\Delta T)_\varphi^\dagger = C_\varphi + \sin^2(\theta) + \sin(2\theta)E_\varphi. \end{cases}$$
We want to show now that, for particular choices of $\theta$, there exists no state which saturates $\text{UR}_1$ or $\text{UR}_2$.

Let us first consider $\theta = 0$. Hence $\text{UR}_2$ is saturated if and only if $C_{\phi} = 0$, which holds true if, for instance, $\phi$ is the vacuum of $a$ ($a\phi = 0$) or if $\phi$ is a coherent state for $a$ ($a\phi = z\phi$, for some $z \in \mathbb{C}$ related to $\phi$). On the other hand, it turns out that $\text{UR}_1$ is saturated if and only if $C_{\phi} = -\frac{1}{2}$, which is never satisfied since $C_{\phi}$ is always (i.e. for all possible $\phi \in D$) greater or equal to zero.

Let us now fix $\theta = \frac{\pi}{4}$. In this case $\text{UR}_1$ is saturated if $\phi$ is such that $\sqrt{(C_{\phi} + \frac{1}{2}) - E_{\phi}^2} = \frac{1}{2}$, while $\phi$ saturates $\text{UR}_2$ if $\sqrt{(C_{\phi} + \frac{1}{2}) - E_{\phi}^2} = \frac{1}{4}$. Hence, suppose that a vector $\phi_0$ exists in $D$ saturating the $\text{UR}_2$. For such vector, then, we should have $\sqrt{(C_{\phi_0} + \frac{1}{2}) - E_{\phi_0}^2} = \frac{1}{4}$, which is less than $\frac{1}{2}$. Hence $\phi_0$ does not satisfies $\text{UR}_1$, which is impossible. Hence such a vector cannot exist.
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