Abstract

We introduce Action-GPT, a plug and play framework for incorporating Large Language Models (LLMs) into text-based action generation models. Action phrases in current motion capture datasets contain minimal and to-the-point information. By carefully crafting prompts for LLMs, we generate richer and fine-grained descriptions of the action. We show that utilizing these detailed descriptions instead of the original action phrases leads to better alignment of text and motion spaces. Our experiments show qualitative and quantitative improvement in the quality of synthesized motions produced by recent text-to-motion models. Code, pretrained models and sample videos will be made available at https://actiongpt.github.io.

1. Introduction

Human motion generation finds a vast set of applications spanning from entertainment (e.g., game and film industry) to virtual reality and robotics. There have been significant contributions on category-conditioned human motion generations [5], with some works capable of generation at scale [6,7]. However, the generated samples are restricted to a finite set of action categories. More recent approaches focus on text-conditioned motion generation by constraining motion and language representations via a jointly optimized latent space [1,3,4].
The recent development of large-scale language models (LLMs) [8, 9] have triggered a paradigm shift in the field of Natural Language Processing (NLP). These models, pre-trained on enormous amounts of text [10] have demonstrated impressive generalization capabilities for challenging zero-shot setting tasks such as text generation [11]. This exciting advance has also driven progress for various applications in computer vision [12, 13], including the related task of pose-based human action recognition [12].

The appeal of LLM models lies in their ability to generate task relevant text when provided a so-called prompt - a small piece of text - as input. Motivated by this observation and the advances mentioned above, we introduce Action-GPT, an approach which utilizes the generative power of LLMs to improve the quality and generalization capabilities of action generative models. In particular, we demonstrate that our plug-and-play approach can be used to advance existing state-of-the-art motion generation architectures in a practical manner.

The contribution of our work is summarized as follows,

- To the best of our knowledge, we are the first to incorporate prompt-based data augmentation using LLMs for text-conditioned motion generation.
- We propose Action-GPT, a simple but effective framework that can easily be plugged into text-conditioned motion generation models, enhancing their performance.
- We demonstrate that our framework Action-GPT is capable enough of generating visibly more realistic sequences for complex and unseen text descriptions.

Code, pretrained models and sample videos will be made available at https://actiongpt.github.io.

2. Action-GPT

Our objective is to generate an actor performing the motion conditioned on the given action phrase. The input action phrase is a natural language text that gives a high level description of the action. It is denoted as a sequence of words $x = [w_1, w_2, ..., w_M]$. The action is represented as a sequence of human poses $H = \{H_1, ..., H_N\}$, where $N$ represents the number of timesteps. The human pose $H_n \in \mathbb{R}^{(J+1) \times 6}$, is the parametric SMPL [14] representation which encodes the global trajectory and the parent relative joint rotation using the 6D [15] rotation representation.

Our proposed framework Action-GPT can be incorporated in an autoencoder [3] or a Variational Auto Encoder [1, 4] based text-conditioned motion generation model. These motion generation models aim to generate a motion sequence conditioned on the text input by learning a joint latent space between the text and motion modalities. The key components in these models are Text Encoder $\mathcal{T}_{enc}$, Motion Encoder $\mathcal{M}_{enc}$ and Motion Decorder $\mathcal{M}_{dec}$. The two text and motion encoders encode the text sequence and motion sequence to text $Z_T$ and motion $Z_M$, latent embeddings of the same dimension respectively. In the case of autoencoders, the latent embeddings are obtained in a deterministic fashion, whereas in Variational Auto Encoders, the latent embeddings are sampled from the Gaussian distribution $\mathcal{N}(\mu, \Sigma)$, where $(\mu, \Sigma)$ are the outputs of the encoder. The motion decoder, on the other hand, uses the latent embedding $Z$ as input to generate a sequence of motion poses $\hat{H} = \{\hat{H}_1, ..., \hat{H}_N\}$.

Fig. 2 provides an overview of our approach to incorporate LLM (GPT-3 in our case) into the text conditioned motion generation models. In contrast to training directly using the action phrase $x$ from the dataset, our framework uses carefully crafted GPT-3 generated text descriptions $D$ which provide low level details about the movement of in-
individual body parts. The proposed framework consists of three steps (1) Constructing a prompt function $f_{\text{prompt}}$, (2) Aggregating multiple GPT-3 generated text descriptions $D_i$ and finally (3) utilizing the GPT-3 generated text descriptions $D_i$ in T2M models.

2.1. Prompt strategy

For a given action phrase $x$, we generate low level body movement details using GPT-3 [9]. GPT-3 is an autoregressive transformer model, which generates human-like textual descriptions relevant to the small amount of input text provided. However, directly providing the action phrase as input to GPT-3 fails to output text containing with the desired detail in body movement information and leads to unrealistic motion generations (see Fig.5). This necessitates the need for a suitable prompt function [10]. After multiple empirical trials, we determine the following prompting function $f_{\text{prompt}}$: Describe a person’s body movements who is performing the action $[x]$ in detail.

Figure 3. Visual comparison of generated motion sequences across models trained on Action-GPT framework on BABEL [2] dataset. Note that the generations using Action-GPT are well-aligned with the semantic information of action phrases. The example in right bottom-row shows latent space editing similar to MotionCLIP [3]. Action-GPT is better able to transfer the drink from mug style from standing to sitting pose.
Specifically, adding **Describe a person’s** to the prompt restricts the description from generic information to character movement. The phrase **body movements** forces GPT-3 to explain motion of individual body parts. Lastly, **in detail** forces the descriptions to provide low level details. Fig. 4 highlights the importance of different keywords in the prompt function.

### 2.2. Aggregating multiple descriptions

Given an action prompt $x_{prompt}$, GPT-3 is capable of generating multiple textual descriptions $D_1, \ldots, D_k$ of the action in a ranked order. The top ranked descriptions contain common and description-specific text segments which enhance the overall richness of action description (see Fig. 6). Therefore, we utilize multiple descriptions as part of the text processing pipeline. The GPT-3 generated top-$k$ text descriptions $(D_1, \ldots D_k)$ are passed through a Description Embedder $D_{emb}$ to obtain corresponding description embeddings $v_1, v_2, \ldots, v_k$. These $k$ description embeddings are aggregated into a single embedding $v_{agr}$ using an Embedding Aggregator $E_{agr}$.

#### 2.3. Utilizing GPT-3 generated text descriptions in T2M models

The text encoder $T_{enc}$ inputs the aggregated embedding $v_{agr}$ and the outputs are sampled to generate text latent embeddings $Z_T$. In a similar fashion, motion encoder $M_{enc}$ input the sequence of motion poses $H = H_1, \ldots, H_N$, where $H_n \in \mathbb{R}^{[J+1] \times 6}$ and samples motion latent embeddings $Z_M$ generates the distribution parameters $\mu_M$ and $\Sigma_M$ using the sequence of motion poses $H = H_1, \ldots, H_F$, where $H_f \in \mathbb{R}^{[J+1] \times 6}$ as input. Text embedding $Z_T$ and motion embedding $Z_M$ are sampled from the Gaussian distributions $N(\mu_T, \Sigma_T)$ and $N(\mu_M, \Sigma_M)$ respectively. These text and motion embeddings are then provided to the motion decoder which generates the 3D human motion sequence $\hat{H} = H_1, \ldots, H_F$, where $\hat{H}_f \in \mathbb{R}^{[J+1] \times 6}$

### 3. Experiments

**BABEL** [2] is a large dataset with language labels describing the actions being performed in motion capture sequences. It contains about 43 hours of mocap sequences, comprising over 65k textual labels which belong to over 250 unique action categories. We primarily focus our results on BABEL considering its vast and diverse set of motion sequences assigned to short text sequences which contain an average of 3-4 words. The action phrases of BABEL dataset are to the point and precise about the action information without any additional details about the actor.

#### 3.1. Models

We demonstrate our framework on state-of-the-art text conditioned motion generation models – TEMOS [2], MotionCLIP [3] and TEACH [1]. Since TEACH is an extension of TEMOS and uses only pairs of motion data of BABEL, we also demonstrate our results on TEMOS by re-training it on the all single action data segments of BABEL. We train these three models as per our framework using their publicly available codes and will call them as Action-GPT-[model] further.

**Action-GPT-MotionCLIP:** Similar to MotionCLIP [3], we use CLIP’s pretrained text encoder [16] as our sentence embedder, but we inputs all the $K$ text descriptions and generate the aggregated vector representation $v_{agr}$ using the embedding aggregator. Note that similar to MotionCLIP, we use CLIP-ViT-B/32 frozen model. We follow the same motion auto-encoder setup as that of MotionCLIP. There is no additional text encoder and sampling process as the constructed $v_{agr}$ itself is used as the text embedding $Z_T$ and the output of motion encoder is used as the motion embedding $Z_M$.

**Action-GPT-TEACH:** Instead of providing action phrase text, we pass multiple textual descriptions extracted from GPT-3 to DistilBERT [17] to obtain sentence embedding $v_i \in \mathbb{R}^{n_i \times e}$, where $n_i$ is the number of words in description $D_i$ and $e$ is the DistilBERT embedding dimension, thus $v_{agr} \in \mathbb{R}^{\max(n_i) \times e}$. Note that similar to TEMOS, we use pretrained DistilBERT and freeze its weights during training. The text encoder, motion encoder and motion decoder used are same as that of TEMOS. The sampled text embedding $Z_T$ and motion embedding $Z_M$ both $\in \mathbb{R}^d$ where $d$ is the dimension of latent space.

**Action-GPT-TEACH:** Since TEACH [1] is an extension of TEMOS, the process of generating sentence embeddings $v_i$ is same as that of in Action-GPT-TEACH. The text encoder, motion encoder and motion decoder are used same as that of TEACH. As TEACH is trained on the pairs of action data, the training iteration consists of two forward passes where in each pass an action phrase and its corresponding motion sequence are provided as input. In addition, a set of last few frames of generated motion in first pass are also provided as input in the second pass. In both the passes our framework uses the generated sentence embeddings corresponding to the input action phrases.

#### 3.2. Implementation details

We access GPT-3 via OpenAI API Beta Access program. Unless stated otherwise, we use the largest GPT-3 model available, davinci-002. The Action-GPT prompt strategy consumes a maximum of 140 tokens together for prompt and generation. We use the completions API endpoint with the parameters temperature and top-p set to 0.5 and 1, ensuring we have well defined diverse descriptions. All the other parameters are set to default. We conduct all our experiments on cluster machines with Intel Xenon E5 2640 v4 and Nvidia GeForce GTX Ti 12GB GPUs with
Figure 4. The table showcases descriptions generated by GPT-3 for the action phrase $(x \leftarrow \text{act like a dog})$ using different prompt strategies. Notice our prompt function (bottom row) generates the highest amount of required body movement descriptions. Note that the colored text descriptions correspond to the body movement details.

| Prompt Function $(f_{\text{prompt}}(x))$ | Detailed Description $(x_{\text{prompt}})$ |
|------------------------------------------|-------------------------------------------|
| Describe $[x]$                          | The javelin throw is an athletic event where the goal is to throw a javelin as far as possible. The javelin is a spear-like object that is thrown with the arm and hand. |
| Describe a person performing the action $[x]$ | The person stands with their feet shoulder-width apart and slightly bends their knees. They grip the javelin with their dominant hand in the middle of the shaft and their other hand near the end of the shaft. They then take a step forward with their dominant foot and throw the javelin up above. |
| Describe a person’s body movements who is performing the action $[x]$ | The person's body movements would be very fluid and smooth as they build up momentum to throw the javelin. Their arm would extend fully as they release the javelin, and their body would follow through with the throw. |
| Describe a person’s body movements who is performing the action $[x]$ in detail | The person stands with their feet shoulder-width apart and toes pointing forward. They grip the javelin with their dominant hand in the middle of the shaft and their other hand near the point. They bend their elbow and raise their arm back behind their head. As they throw, they extend their arm, release the javelin, and follow through with their arm and body. |

Figure 5. This figure highlights the importance of the prompt function. Observe that directly feeding the action phrase text $(x \leftarrow \text{act like a dog})$ to GPT-3 results in poor quality generations. In contrast, the fine-grained body movement details in the prompt-based text enables higher fidelity generations (last column).
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3.3. Quantitative analysis

We follow the metrics employed in TEACH [1] for quantitative evaluation, namely Average Positional Error (APE) and Average Variational Error (AVE), measured on the root joint and the rest of the body joints separately. The APE and AVE for a joint is the average of the L2 distances between the generated and ground truth joint positions and variances over the timesteps and test set samples respectively. Table 1 summarizes the results of using our framework in comparison with the default setup for each model. Incorporating detailed description for GPT-3 shows an improvement over all the APE (except for MotionCLIP and mean local for TEMOS) and AVE metrics. The metrics of root joints for MotionCLIP are empty since it generates only local pose without any locomotion.

3.4. Qualitative analysis

In Figure 3, we provide qualitative comparisons of the model generations. We observe the generations from our framework are more realistic and well-aligned with the semantic information of the action phrases compared to the default approach. The generations are able to capture the low level fine-grained details of the action suggested by the original text phrase input.

3.5. Ablations

We perform an ablation study to understand the underlying effects of Action-GPT framework. All of the ablation experiments are carried out on Action-GPT-TEACH model, unless stated otherwise.

- **Number of GPT-3 Text Sequences**: We analyzed the influence of number of generated descriptions in Action-GPT-TEACH framework by varying $k$ in
The person is doubled over, clutching their stomach with one hand while the other hand rubs circles on their lower abdomen. They may be moaning or crying out in pain.

The person may bend over double at the waist and hold their stomach. There may be involuntary muscle spasms in the stomach area.

The person’s body movements would be them clutching their stomach in pain, bending over, maybe pacing back and forth.

Action phrase: Stomach ache

(a)

(b)

Figure 6. This figure highlights the importance of using multiple GPT-3 generated descriptions (D₁, ..., Dₖ), k = 4 for each action phrase in Action-GPT framework for TEACH [1]. Notice the visibly improved generation quality when multiple prompted descriptions are used (bottom row). Body movement text common across descriptions is highlighted in blue. Movements unique to each description are highlighted in pink.

| Architectural Component | Ablation Details | root joint | global traj | mean local | mean global | root joint | global traj | mean local | mean global |
|-------------------------|-----------------|------------|-------------|------------|-------------|------------|-------------|------------|-------------|
| number of generated descriptions (K) | | | | | | | | | | |
| K = 1 | | 0.655 | 0.635 | 0.159 | 0.698 | 0.216 | 0.214 | 0.015 | 0.228 |
| K = 2 | | 0.637 | 0.617 | 0.158 | 0.680 | 0.211 | 0.209 | 0.015 | 0.223 |
| K = 8 | | 0.632 | 0.613 | 0.157 | 0.674 | 0.212 | 0.210 | 0.015 | 0.224 |
| GPT-3 Capacity | curie | 0.642 | 0.622 | 0.159 | 0.680 | 0.216 | 0.214 | 0.015 | 0.228 |
| Ours (K = 4) | davinci | 0.606 | 0.586 | 0.158 | 0.650 | 0.204 | 0.202 | 0.014 | 0.216 |

Table 2. Performance scores for ablative variants.

We observed that for all the values of k, Action-GPT-TEACH performances better than the default TEACH and the best results are obtained for k = 4 (see Tab. 1). Increasing the value of k up to a certain value improves performance. However, aggregating too many descriptions can lead to injection of excessive noise which dilutes the presence of text related to body movement details.

- **Language Model Capacity**: Open AI provides GPT-3 in different model capacities, davinci being the largest. We analyzed the influence of curie, the second largest GPT-3 model on the motion sequence generations of Action-GPT-TEACH (k=4) framework. Results show that having a larger model capacity helps in generating more realistic motion sequences, as the generated text descriptions provide much relevant and detailed information as required.
4. Conclusion

The key to good quality and generalizable text-conditioned action generation models lies in improving the alignment between the text and motion representations. Through our Action-GPT framework, we show that such alignment can be achieved efficiently by employing Large Language Models whose operation is guided by a judiciously crafted prompt function. The plug and play nature of our approach is practical for adoption within state-of-the-art text conditioned action generation models. Our experimental results demonstrate the generalization capabilities and action fidelity improvement for multiple adopted models, qualitatively and quantitatively. In addition, we also highlight the role of various prompt function components and the benefit of utilizing multiple prompts for improved generation quality.
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