LIMIT THEOREMS FOR ENTROPIC OPTIMAL TRANSPORT
MAPS AND THE SINKHORN DIVERGENCE
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ABSTRACT. We study limit theorems for entropic optimal transport (EOT) maps, dual potentials, and the Sinkhorn divergence. The key technical tool we use is a first and second-order Hadamard differentiability analysis of EOT potentials with respect to the marginal distributions, which may be of independent interest. Given the differentiability results, the functional delta method is used to obtain central limit theorems for empirical EOT potentials and maps. The second-order functional delta method is leveraged to establish the limit distribution of the empirical Sinkhorn divergence under the null. Building on the latter result, we further derive the null limit distribution of the Sinkhorn independence test statistic and characterize the correct order. Since our limit theorems follow from Hadamard differentiability of the relevant maps, as a byproduct, we also obtain bootstrap consistency and asymptotic efficiency of the empirical EOT map, potentials, and Sinkhorn divergence.

1. INTRODUCTION

1.1. Overview. Optimal Transport (OT) [Kan42] quantifies the discrepancy between Borel probability measures \( \mu^1, \mu^2 \) on \( \mathbb{R}^d \) as

\[
\text{OT}_c(\mu^1, \mu^2) := \inf_{\pi \in \Pi(\mu^1, \mu^2)} \int c \, d\pi,
\]

where \( c : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty) \) is the cost function and \( \Pi(\mu^1, \mu^2) \) is the set of couplings (or plans) between \( \mu^1 \) and \( \mu^2 \). Under certain conditions on the distributions and the cost function, the OT plan \( \pi \) that achieves the infimum in (1) concentrates on the graph of a deterministic map \( T \), called the OT map or the Brenier map when \( c \) is quadratic [Bre91, GM96]. OT tools have been successfully employed for various applications, encompassing machine learning [ACB17, GAA+17, TBGS18, BJGR19b, CGW21, BM19, WSK19, SDGP+15, CFTR16, RTG00, SL11, LWZ13], statistics [CCG16, CGHH17, PZ19, BJGR19a, PZ20, Big20, HdBCAM21, TGR21, CLM21, ZKP22, GS22], and applied mathematics [JKO98, San17]. We refer the reader to [Vil03, Vil08, AGS08, San15] as standard references on OT theory.

Statistical OT seeks to estimate and carry out inference for OT and related objects thereof based on data. Two central objects of interest are the OT cost, which has natural
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applications to minimum distance estimation and testing, and the OT map, which is useful for transfer learning and domain adaptation tasks. Alas, despite its widespread applicability, the OT problem suffers from computational and statistical scalability issues. In general, the OT cost is difficult to compute and its plug-in empirical estimator converges towards the ground truth at the rate \( n^{-1/d} \) [Dud69, FG15, WB19], which is known to be minimax optimal without further assumptions [NWR21]. Estimation of the Brenier map encounters similar difficulties, as the results of [HR21] suggest that the minimax rate would be \( n^{-1/d} \) in general (though formally a conjecture). Imposing smoothness on the marginal distributions or the Brenier map can speed up minimax rates, but verification of such assumptions is nontrivial and computations of the minimax optimal estimators tend to be burdensome [HR21, DGS21, MBNWW21].

Entropic OT (EOT) has emerged as an appealing alternative to the classic Kantorovich formulation that circumvents these statistical and computational difficulties. EOT regularizes the transportation cost by the Kullback-Leibler (KL) divergence as \[ S_{c,\varepsilon}(\mu^1, \mu^2) := \inf_{\pi \in \Pi(\mu^1, \mu^2)} c d\pi + \varepsilon D_{KL}(\pi||\mu^1 \otimes \mu^2), \tag{2} \]
where \( \varepsilon > 0 \) is a regularization parameter. As \( \varepsilon \to 0 \), the EOT problem converges towards OT, not only in terms of the transportation cost but also in optimal plans and dual potentials [Mik04, MT08, Léo12, CDPS17, CT21, CRL+20, Pal19, CPT22, BGN22, NW22, ANWS22]. For fixed \( \varepsilon > 0 \), EOT alleviates the computational and statistical challenges associated with classic OT. Indeed, EOT between discrete distributions (e.g., empirical distributions) can be efficiently solved via the Sinkhorn algorithm [Cut13, AWR17], whose time complexity scales quadratically in the number of support points. Regarding empirical estimation, EOT and its centered version \( \bar{S}_{c,\varepsilon}(\mu^1, \mu^2) = S_{c,\varepsilon}(\mu^1, \mu^2) - (S_{c,\varepsilon}(\mu^1, \mu^1) + S_{c,\varepsilon}(\mu^2, \mu^2))/2 \) (known as the Sinkhorn divergence) enjoy the parametric \( n^{-1/2} \) convergence rate under several settings [GCB+19, MNW19, dBGSLNW22, RS22]. Recent work has further established central limit theorems (CLTs) for the EOT cost in certain cases [MNW19, BCP19, KTM20, dBGSLNW22, GKR22] as well as estimation rate results for EOT maps and plans [PNW21, PCNW22, RS22]; see a literature review below. Still, much is left to be desired on deeper understanding of limit behaviors of EOT and related objects, such as EOT potentials, maps, and Sinkhorn divergences, whose analysis poses a significant challenge from a probabilistic perspective.

1.2. Contributions. The present paper contributes to the growing literature on statistical OT by establishing limit theorems of the aforementioned objects: EOT potentials, maps, and the Sinkhorn divergence. The key ingredient of our derivations is a first and second-order Hadamard differentiability analysis of the EOT potentials with respect to (w.r.t.) the marginal distributions. Importantly, we establish Hadamard differentiability of the EOT potentials as maps into Hölder function spaces. The derivation first establishes Hadamard differentiability as maps into the space of continuous functions (\( C \)-space) using the Schrödinger system, which characterizes EOT potentials, and a version of the implicit function theorem. We then lift the Hadamard differentiability to Hölder spaces by showing that derivatives of the EOT potentials are again Hadamard differentiable as maps into the \( C \)-space. Having this result, the functional delta method [R04] yields a CLT for the empirical EOT potentials, which, in turn, implies a CLT for the EOT map.
under the quadratic cost via the continuous mapping theorem. Both limit variables are characterized as Gaussians with values in the appropriate function spaces.

Hadamard differentiability results for the EOT potentials further enable developing a limit distribution theory for the Sinkhorn divergence. While asymptotic normality under the alternative (when \( \mu_1 \neq \mu_2 \)) is a straightforward consequence of existing EOT limit theorems [dBGSLNW22, GKRS22], the null case (when \( \mu_1 = \mu_2 \)) for general distributions is significantly more challenging and is a subject of this paper. The difficulty originates from the first-order Hadamard derivative of the Sinkhorn divergence nullifying when \( \mu_1 = \mu_2 \) (as the functional achieves its global minimum there), which implies that the variance of the empirical Sinkhorn divergence vanishes under the null and the limit degenerates. To overcome this, we employ the second-order functional delta method [Rö04], which requires second-order Hadamard derivatives of the EOT potentials and the Sinkhorn divergence. The Hadamard differentiability result of EOT potentials in Hölder spaces is key to finding such higher-order derivatives. Application of the second-order functional delta method then yields a distributional limit for the empirical Sinkhorn divergence at the rate of \( n^{-1} \). To the best of our knowledge, the null limit distribution for the Sinkhorn divergence beyond the discrete case has been an open problem, and our result closes this gap.

The Sinkhorn divergence was applied to independence testing in [LPH22], although the null limit distribution of the test statistic was not obtained in that work. [LPH22] proposed critical values of order \( n^{-1/2} \) derived from concentration inequalities, which is at odds with the \( n^{-1} \) order fluctuations under the null implied by our limit theorem. Building on the second-order Hadamard differentiability result for the Sinkhorn divergence and techniques for analysis of \( U \)-processes [dlPnG99, CK20], we establish the null limit distribution of the Sinkhorn independence test statistic and the correct \( n^{-1} \) order. Finally, the Hadamard differentiability results automatically yield bootstrap consistency and asymptotic efficiency of the empirical EOT potentials, map, and Sinkhorn divergence (under the alternative), which is another virtue of our approach.

1.3. Literature review. Statistical and probabilistic analyses of EOT and related objects have seen active research in the past couple of years. Regarding limit distribution theory, [BCP19, KTM20] derived CLTs for the EOT cost with \( c(x_1, y_2) = \|x_1 - x_2\|^p \) (\( p \in [1, \infty) \)) for finitely discrete distributions. [BCP19] also derived the null limit of the Sinkhorn divergence in the discrete case by parameterizing it by finite-dimensional simplex vectors and directly finding the Hessian w.r.t. the simplex vectors. This approach does not directly extend to the general case. For general sub-Gaussian distributions, [MNW19] showed asymptotic normality of \( \sqrt{n}(S_{\|\cdot\|^2,\varepsilon}(\hat{\mu}_n^1, \mu^2) - \mathbb{E}[S_{\|\cdot\|^2,\varepsilon}(\hat{\mu}_n^1, \mu^2)]) \) and its two-sample analog. The main limitation of this result is that the centering term is the expected empirical EOT cost, which precludes performing inference for \( S_{\|\cdot\|^2,\varepsilon}(\mu^1, \mu^2) \) itself. This limitation was addressed in [dBGSLNW22], who derived a limit theorem for the population centering by combining the CLT from [MNW19] with a bias bound of the form \( \mathbb{E}[S_{\|\cdot\|^2,\varepsilon}(\hat{\mu}_n^1, \mu^2)] = S_{\|\cdot\|^2,\varepsilon}(\mu^1, \mu^2) = o(n^{-1/2}) \). The recent work by the present authors [GKRS22] generalized this result to dependent data and further complemented it with asymptotic efficiency of the empirical EOT cost and consistency of the bootstrap estimate. It is worth noting that [dBGSLNW22] derived the \( n^{-1} \) rate for the empirical Sinkhorn divergence under the null but did not derive its limit distribution.
Estimation of the EOT plan and map were also studied as a means to obtain computationally efficient proxies of the OT plan and the Brenier map, respectively. [PNW21] considered estimation of the Brenier map under the quadratic cost via an entropic approximation; see also [PCNW22]. They analyzed the empirical EOT map and established a rate toward the Brenier map by taking \( \varepsilon = \varepsilon_n \to 0 \), which is however sub-optimal. [RS22] established the parametric rate toward the EOT map with \( \varepsilon > 0 \) fixed. CLTs for the empirical EOT plan were studied in [KTM20] for discrete distributions and [GX21] for more general cases. The latter work also obtained a limit theorem for the EOT potentials in the \( \mathcal{C} \)-space, which is derived via a significantly different proof technique than ours (not relying on Hadamard differentiability) and is weaker than the convergence in Hölder spaces established herein. Hadamard differentiability in Hölder spaces is crucial for obtaining the null limit distribution of the empirical Sinkhorn divergence, which is one of our main contributions. Furthermore, our argument based on Hadamard differentiability of EOT potentials yields not only limit distributions but also asymptotic efficiency and consistency of the bootstrap. Finally, [HLP20] derived limit theorems for a different entropic regularization that makes the optimal solution explicit and thus rely on analysis techniques that significantly differ from ours.

Our Hadamard differentiability results also contribute to the study of stability of EOT, which has attracted growing interest in the mathematics literature [Mik19, CL20, Mik21, GNB22, EN22, NW23], and hence would be of independent interest beyond statistical applications. Those references study stability of EOT-related objects w.r.t. varying marginals (e.g., weak convergence of marginals) under general settings, but do not contain differentiability results like ours. The recent preprint [RGK23] studies stability of the cost and dual potentials of the quadratic Gromov-Wasserstein distance with entropic panelty, leveraging the variational form from [ZGMS22] that represents it as an infimum of a sequence of EOT problems.

1.4. Concurrent work. The concurrent and independent work [GSLNW22] establishes similar results concerning limit distributions of EOT potentials and the Sinkhorn divergence, but via a markedly different proof technique that does not involve Hadamard derivatives or the functional delta method. They also do not discuss bootstrapping or asymptotic efficiency. Our overlapping results—a mean-zero Gaussian limit for the EOT potentials in the Hölder space and a non-Gaussian limit for the Sinkhorn divergence under the null (with a scaling factor of \( n \))—are consistent with each other, although they derive explicit forms of the limit distributions. Compared with [GSLNW22], our contribution is to formulate and derive Hadamard differentiability for the EOT potentials and the Sinkhorn divergence, including higher-order ones, from which the limit distributions, consistency of resampling methods, and asymptotic efficiency of the empirical estimators automatically follow. The resampling methods enable performing inference without knowing the explicit limits, and our semiparametric efficiency result implies that, though the limit is not explicit, it is the best one can hope for. Furthermore, the Hadamard differentiability results enable deriving limit distributions beyond the empirical estimators, such as for the Sinkhorn independence statistic. As such, we view the contributions of our work and that of [GSLNW22] as complementary to each other.

Another related work is [GSH23], which appeared after the initial version of this paper was posted on arXiv. That work derived several limit theorems for EOT-related
objects for nonsmooth costs, combining the approaches of [GSLNW22] and [RS22], but their scope and proof techniques are substantially different.

1.5. Organization. The rest of the paper is organized as follows. In Section 2, we collect background material on the EOT problem, potentials, map, and Sinkhorn divergence. In Section 3, we derive limit distributions of these objectives. We also derive the null limit distribution of the Sinkhorn independence test statistic in [LPH22]. In Section 4, we collect Hadamard differentiability results for the relevant maps, including higher-order objects for nonsmooth costs, combining the approaches of [GSLNW22] and [RS22], but

their scope and proof techniques are substantially different.

In Section 5, we discuss bootstrap consistency and asymptotic efficiency of the empirical estimators. Section 6 contains proofs for Sections 3 and 4. Section 7 leaves some concluding remarks and discussions on the extensions to the unbounded support case and multimarginal EOT. The Appendix contains additional results concerning the m-out-of-n bootstrap for the Sinkhorn null limit (including small-scale numerical experiments), proofs that are omitted from the main text, technical tools used in the proofs, and other auxiliary results.

1.6. Notation. For a subset $A$ of a topological space $S$, let $\overline{A}^S$ denote the closure of $A$. We use $\mathcal{P}(S)$ to denote the set of Borel probability measures on $S$. For $\mu \in \mathcal{P}(S)$, $\text{spt}(\mu)$ denotes its support. For a nonempty set $S$, let $C^\infty(S)$ denote the Banach space of bounded real functions on $S$ equipped with the sup-norm $\| \cdot \|_{\infty,S} = \sup_{x \in S} | \cdot |$. For every compact set $X \subset \mathbb{R}^d$, let $C(X)$ denote the Banach space of continuous functions on $X$ equipped with the sup-norm $\| \cdot \|_{\infty,X}$. For every multi-index $k = (k_1, \ldots, k_d) \in \mathbb{N}_0^d$ with $|k| = \sum_{j=1}^d k_j$ ($\mathbb{N}_0 = \mathbb{N} \cup \{0\}$), define the differential operator $D^k$ by $D^k = \frac{\partial^{k_1}}{\partial x_1^{k_1}} \cdots \frac{\partial^{k_d}}{\partial x_d^{k_d}}$ with $D^0 f = f$. For every $s \in \mathbb{N}_0$ and nonempty compact set $X \subset \mathbb{R}^d$ that agrees with the closure of its interior, $C^s(X)$ denotes the set of functions $f$ on $X$ such that $f$ has continuous derivatives of all orders $\leq s$ on $\text{int}(X)$ and the derivatives have continuous extensions to $X$. $C^0(X) = C(X)$, the norm $\| f \|_{C^s(X)} = \sum_{j=0}^s \max_{|k|=j} \| D^k f \|_{\infty,\text{int}(X)}$; $(C^s(X), \| \cdot \|_{C^s(X)})$ is a separable Banach space [see Problem 5.1 in [GT15]]; separability follows by noting that $f \mapsto (D^k f)_{|k| \leq s}$ is isomorphic from $C^s(X)$ onto a closed subset of $\prod_{|k| \leq s} C(A)$. We often identify a finite signed Borel measure $\gamma$ on $\mathbb{R}^d$ with the linear functional $f \mapsto \gamma(f) := \int f \, d\gamma$ defined on the bounded Borel functions on $\mathbb{R}^d$. For two real numbers $a$ and $b$, let $a \vee b = \max\{a,b\}$.

2. Background and Preliminaries

2.1. EOT problem. In this paper, we study EOT problems with smooth cost functions for compactly supported distributions on $\mathbb{R}^d$. We briefly review basic definitions and results concerning EOT problems. Let $c : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}_+$ be a smooth (i.e., infinitely differentiable) cost function. To simplify exposition concerning the Sinkhorn divergence, we will assume that $c$ is symmetric, i.e., $c(x_1, x_2) = c(x_2, x_1)$ for all $x_1, x_2 \in \mathbb{R}^d$. A canonical example is the quadratic cost $c(x_1, x_2) = \|x_1 - x_2\|^2/2$. The corresponding EOT problem for compactly supported distributions $\mu^1, \mu^2$ on $\mathbb{R}^d$ is defined as

$$S_{c,\varepsilon}(\mu^1, \mu^2) = \inf_{\pi \in \Pi(\mu^1, \mu^2)} \int c \, d\pi + \varepsilon \text{KL}(\pi||\mu^1 \otimes \mu^2),$$

(3)
where \( \varepsilon > 0 \) is a regularization parameter, \( \Pi(\mu^1, \mu^2) \) is the set of couplings of \((\mu^1, \mu^2)\), and \( D_{KL} \) is the Kullback-Leibler divergence defined by

\[
D_{KL}(\alpha \| \beta) := \begin{cases} 
\int \log(\alpha(x)/\beta(x)) \, dx & \text{if } \alpha \ll \beta \\
\infty & \text{otherwise}.
\end{cases}
\]

The EOT problem admits a unique solution \( \pi^* \), which we call the EOT plan. Throughout this paper, we assume that the regularization parameter \( \varepsilon > 0 \) is fixed, so we often omit the dependence on \( \varepsilon \).

The EOT problem admits strong duality, which reads as

\[
S_{c,\varepsilon}(\mu^1, \mu^2) = \sup_{\varphi = (\varphi_1, \varphi_2)} \int \varphi_1 \, d\mu^1 + \int \varphi_2 \, d\mu^2 - \varepsilon \int e^{\varphi_1 \oplus \varphi_2 - c} \, d\mu^1 \otimes \mu^2 + \varepsilon, \tag{4}
\]

where \((\varphi_1 \oplus \varphi_2)(x_1, x_2) = \varphi_1(x_1) + \varphi_2(x_2)\) and the supremum is taken over all \( \varphi = (\varphi_1, \varphi_2) \in L^1(\mu^1) \times L^1(\mu^2) \). There exist functions \( \varphi = (\varphi_1, \varphi_2) \in L^1(\mu^1) \times L^1(\mu^2) \) that achieve the supremum in the dual problem (4), which we call EOT potentials. EOT potentials are a.e. unique up to additive constants in the sense that if \( (\tilde{\varphi}_1, \tilde{\varphi}_2) \) is another pair of EOT potentials, then there exists a constant \( a \in \mathbb{R} \) such that \( \tilde{\varphi}_1 = \varphi_1 + a \mu^1 \)-a.e. and \( \tilde{\varphi}_2 = \varphi_2 - a \mu^2 \)-a.e. A pair of functions \( \varphi \in L^1(\mu^1) \times L^1(\mu^2) \) are EOT potentials if and only if they satisfy the so-called Schrödinger system

\[
\int e^{\varphi_1 \oplus \varphi_2 - c} \, d\mu^j = 1 = 0 \quad \text{\(\mu^i\)-a.e., } i \neq j,
\]

where \( \mu^j \) acts on the \( j \)-th coordinate, i.e.,

\[
\int e^{\varphi_1 \oplus \varphi_2 - c} \, d\mu^2 = \int e^{\varphi_1(x_1) + \varphi_2(x_2) - c(x_2)} \, d\mu^2(x_2).
\]

Given EOT potentials \((\varphi_1, \varphi_2)\), the (unique) EOT plan \( \pi^* \) can be expressed as

\[
d\pi^* = e^{\varphi_1 \oplus \varphi_2 - c} \, d(\mu^1 \otimes \mu^2). \tag{5}
\]

See Section 1 in [NW22] and the references therein for the above results.

2.2. EOT potentials. In what follows, we deal with distributions supported in a compact set \( \mathcal{X} \subset \mathbb{R}^d \). We will maintain the following assumption throughout the paper:

the set \( \mathcal{X} \subset \mathbb{R}^d \) is a bounded closed ball,

where we implicitly assume that the radius of \( \mathcal{X} \) is sufficiently large to contain the supports of the population distributions.

Our limit theorems rely on regularity properties of EOT potentials. These properties are summarized in the following lemma (proved in Appendix B), where the notation \( \equiv \) is used to represent equality that holds everywhere on the domain.

**Lemma 1** (Regularity of EOT potentials). Pick and fix an arbitrary reference point \((x_0^1, x_0^2) \in \mathcal{X} \times \mathcal{X} \). The following hold.

(i) For every \( \mu = (\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \), there exist EOT potentials \((\varphi_1, \varphi_2) \in \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \) such that

\[
\int e^{\varphi_1(x_1) + \varphi_2(x_2) - c(x_2)} \, d\mu^2(x_2) = 1 \equiv 0, \quad \int e^{\varphi_1(x_1) + \varphi_2(x_2) - c(x_1, x_2)} \, d\mu^1(x_1) = 1 \equiv 0. \tag{6}
\]
Furthermore, if \((\tilde{\varphi}_1, \tilde{\varphi}_2)\) is another pair of EOT potentials satisfying (6), then there exists \(a \in \mathbb{R}\) such that \((\tilde{\varphi}_1, \tilde{\varphi}_2) \equiv (\varphi_1 + a, \varphi_2 - a)\). Hence, there exists a unique pair of functions \(\varphi^\mu = (\varphi^\mu_1, \varphi^\mu_2) \in \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X})\) that satisfies (6) and \(\varphi^\mu_1(x_1) = \varphi^\mu_2(x_2)\).

(ii) For every \(s \in \mathbb{N}\), there exists \(R_s > 0\) that may depend on \(c, \varepsilon, d, \mathcal{X}\), such that \(\|\varphi^\mu_1\|_{\mathcal{C}^s(\mathcal{X})} \leq R_s\) for all \(\mu \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X})\).

(iii) Fix arbitrary \(s \in \mathbb{N}\) and equip \(\mathcal{P}(\mathcal{X})\) with the topology of weak convergence. Then, the map \(\mu \mapsto \varphi^\mu, \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \to \mathcal{C}^s(\mathcal{X}) \times \mathcal{C}^s(\mathcal{X})\) is continuous, i.e., if each \(\mu_n\) converges weakly to \(\mu^i (i = 1, 2)\), then \(\varphi^{\mu_n} \to \varphi^\mu\) in \(\mathcal{C}^s(\mathcal{X}) \times \mathcal{C}^s(\mathcal{X})\).

2.3. EOT map. The EOT map is an efficiently computable surrogate of the Brenier map. Recall that the (vanilla) OT problem with the quadratic cost between \((\mu^1, \mu^2)\) with absolutely continuous \(\mu^1\) admits a \((\mu^1\text{-a.e.})\) unique OT map (called the Brenier map) \(T : \mathbb{R}^d \to \mathbb{R}^d\) and the (unique) OT plan concentrates on the graph of \(T\), \(\{(x_1, T(x_1)) : x_1 \in \text{spt}(\mu^1)\}\). Hence, the Brenier map agrees with the conditional expectation of the second coordinate given the first under the OT plan (also called the barycenter projection). Motivated by this observation, [PNW21] considered the following EOT analog of the Brenier map.

**Definition 1** (EOT map). Consider the quadratic cost \(c(x_1, x_2) = \|x_1 - x_2\|^2/2\). For \(\mu = (\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X})\), the EOT map is defined by

\[
T^\mu = E_{\pi^*}[X_2 \mid X_1 = .], \quad (X_1, X_2) \sim \pi^*,
\]

where \(\pi^*\) is the unique EOT plan for \((\mu^1, \mu^2)\).

The EOT map is a priori defined only \(\mu^1\text{-a.e.}\) However, as noted in [PNW21], using the expression (5) of the EOT plan, we may define a version of the conditional expectation for all \(x_1 \in \mathcal{X}\) (and indeed \(x_1 \in \mathbb{R}^d\)) as

\[
T^\mu(x_1) = \frac{\int_{\mathcal{X}} x_2 e^{\frac{\varphi^\mu_1(x_2) - \|x_1 - x_2\|^2/2}{\varepsilon}} d\mu^2(x_2)}{\int_{\mathcal{X}} e^{\frac{\varphi^\mu_1(x_2) - \|x_1 - x_2\|^2/2}{\varepsilon}} d\mu^2(x_2)}, \quad x_1 \in \mathcal{X}. \tag{7}
\]

We always choose this version throughout the paper. Just as the Brenier map, the EOT map can be characterized in terms of the gradient of the EOT potential.

**Lemma 2** (Proposition 2 in [PNW21]). Under the setting of Definition 1, we have \(T^\mu(x_1) = x_1 - \nabla \varphi^\mu_1(x_1)\) for \(x_1 \in \mathcal{X}\).

[PNW21] used the EOT map as a means to estimate the (original) Brenier map by taking \(\varepsilon = \varepsilon_n \to 0\). Here, we view the EOT map \(T^\mu\) as an object of interest on its own right, rather than approximating the Brenier map.

**Example 1** (Vector quantile function). The Brenier map can be interpreted as a vector version of the quantile function when \(\mu^1\) is taken as a known reference measure, such as \(\mu^1 = \text{Unif}[0, 1]^d\) [CGHH17, CCG16, GS22]. Indeed, for \(d = 1\), the Brenier map sending \(\mu^1 = \text{Unif}[0, 1]\) to \(\mu^2\) agrees with the quantile function of \(\mu^2\) [San15]. The EOT map \(T^\mu\) can thus be viewed as an efficiently computable surrogate of the vector quantile function [CCDBG20].
2.4. Sinkhorn divergence. One drawback of EOT in (3) is that it is not a metric even for distance-like costs, such as \( c(x_1, x_2) = \|x_1 - x_2\|_p, p \geq 1 \). In fact, EOT is not even a divergence since \( S_{c, \epsilon}(\mu^1, \mu^2) \neq 0 \) when \( \mu^1 = \mu^2 \), which renders it incompatible for applications to homogeneity and independence testing.\(^1\) To remedy this issue, a popular approach is center EOT to obtain the Sinkhorn divergence:

\[
S_{c, \epsilon}(\mu^1, \mu^2) = S_{c, \epsilon}(\mu^1, \mu^2) - \frac{1}{2} \left( S_{c, \epsilon}(\mu^1, \mu^1) + S_{c, \epsilon}(\mu^2, \mu^2) \right). \tag{8}
\]

Under certain regularity conditions on the cost function (satisfied by the quadratic cost), the Sinkhorn divergence satisfies \( S_{c, \epsilon}(\mu^1, \mu^2) \geq 0 \) and \( S_{c, \epsilon}(\mu^1, \mu^2) = 0 \) if and only if \( \mu^1 = \mu^2 \) [FSV\textsuperscript{+}19].

Assuming \( x_1^2 = x_2^2 \), by duality (4) and \( \varphi(\mu^i, \mu^i) = \varphi_2(\mu^i, \mu^i) \) (which follows by symmetry of the cost function), the Sinkhorn divergence admits the following expression [PCNW\textsuperscript{22}]:

\[
\tilde{S}_{c, \epsilon}(\mu^1, \mu^2) = \int (\varphi_1(\mu^1, \mu^2) - \varphi_1(\mu^1, \mu^1)) \, d\mu^1 + \int (\varphi_2(\mu^1, \mu^2) - \varphi_2(\mu^2, \mu^2)) \, d\mu^2. \tag{9}
\]

We will use this expression when studying the null limit distribution of the empirical Sinkhorn divergence.

3. Main results

In this section, we derive limit distributions for the empirical EOT potentials, map, and Sinkhorn divergence. For \( \mu^i \in \mathcal{P}(\mathcal{X}), i = 1, 2 \), let \( \hat{\mu}_n^i \) denote the empirical distribution of a sample of \( n \) independent observations from \( \mu^i \), i.e., \( \hat{\mu}_n^i = n^{-1} \sum_{j=1}^n \delta_{X_j^i} \), where \( X_1^1, \ldots, X_n^1 \) are i.i.d. according to \( \mu^1 \). The samples from \( \mu^1 \) and \( \mu^2 \) are assumed to be independent, and we set \( \hat{\mu}_n = (\hat{\mu}_n^1, \hat{\mu}_n^2) \).

3.1. Limit theorems for EOT potentials and maps. Lemma 1 (ii) implies that EOT potentials lie in the Hölder space \( C^s(\mathcal{X}) \) for arbitrary \( s \in \mathbb{N} \). The first main result concerns a limit distribution for the empirical EOT potentials in \( C^s(\mathcal{X}) \times C^s(\mathcal{X}) \), which, in view of Lemma 2, automatically yields a limit distribution for the empirical EOT map in \( C^{s-1}(\mathcal{X}; \mathbb{R}^d) \). Recall that a random variable \( G \) with values in a (real) Banach space \( \mathbb{B} \) is called Gaussian if for every \( b^* \in \mathbb{B}^* \) (the topological dual of \( \mathbb{B} \)), \( b^*G \) is a real-valued Gaussian random variable. We say that \( G \) has mean zero if \( b^*G \) does so for every \( b^* \in \mathbb{B}^* \).

Let \( \overset{d}{\to} \) denote convergence in distribution. When necessary, convergence in distribution is understood in the sense of Hoffmann-Jørgensen (cf. Chapter 1 in [vdVW\textsuperscript{96}]). For the product of two metric (or normed) spaces, we always consider a product metric (or norm).

**Theorem 1** (Limit theorem for EOT potentials). Let \( s \in \mathbb{N} \) and \( \bm{\mu} = (\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \) be arbitrary. Then, for \( \hat{\varphi}_n = \varphi^{\hat{\mu}_n} \), we have as \( n \to \infty \),

\[
\sqrt{n}(\hat{\varphi}_n - \varphi^{\mu}) \overset{d}{\to} G^{\mu} \quad \text{in} \quad C^s(\mathcal{X}) \times C^s(\mathcal{X}),
\]

where \( G^{\mu} = (G_1^{\mu}, G_2^{\mu}) \) is a zero-mean Gaussian random variable with values in \( C^s(\mathcal{X}) \times C^s(\mathcal{X}) \).

---

\(^1\)A divergence on the space of probability distributions is a mapping to the extended reals that is nonnegative and nullifies if and only if the distributions are the same.
Theorem 1 immediately implies the following corollary concerning the limit distribution of the empirical EOT map. For \( s \in \mathbb{N}_0 \), let \( C^s(\mathcal{X};\mathbb{R}^d) \) denote the space of vector-valued functions \( f = (f_1, \ldots, f_d) : \mathcal{X} \to \mathbb{R}^d \) whose coordinate functions belong to \( C^s(\mathcal{X}) \), equipped with the norm \( \|f\|_{C^s(\mathcal{X};\mathbb{R}^d)} = \sum_{j=1}^d \|f_j\|_{C^s(\mathcal{X})} \).

**Corollary 1** (Limit theorem for EOT map). Let \( s \in \mathbb{N} \) and \( \mu = (\mu_1, \mu_2) \in P(\mathcal{X}) \times P(\mathcal{X}) \) be arbitrary. Consider the quadratic cost \( c(x_1, x_2) = \|x_1 - x_2\|^2 / 2 \) and the EOT map \( T^\mu \) given in (7). Then, for \( \hat{T}_n = T^{\hat{\mu}_n} \), we have as \( n \to \infty \),

\[
\sqrt{n}(\hat{T}_n - T^\mu) \xrightarrow{d} \nabla G_1^\mu \quad \text{in} \quad C^{s-1}(\mathcal{X};\mathbb{R}^d).
\]

The limit \( -\nabla G_1^\mu \) is a zero-mean Gaussian random variable in \( C^{s-1}(\mathcal{X};\mathbb{R}^d) \).

The recent work of [dBGSLNW22] shows that \( \mathbb{E}[\|\hat{\varphi}_1^n - \varphi_1^\mu\|_{C^s(\mathcal{X})}^2] \sqrt{\mathbb{E}[\|\hat{\varphi}_2^n - \varphi_2^\mu\|_{C^s(\mathcal{X})}^2]} = O(n^{-1}) \). Theorem 1 complements their result by further showing distributional convergence of \( \sqrt{n}(\hat{\varphi}_n - \varphi^\mu) \) in \( C^s(\mathcal{X}) \times C^s(\mathcal{X}) \).

The proof of Theorem 1 employs Hadamard differentiability of the map \( \mu \mapsto \varphi^\mu \) in \( C^s(\mathcal{X}) \times C^s(\mathcal{X}) \) (stated in Theorem 3 ahead) and the functional delta method; see Appendix C.1 for a review of Hadamard differentiability and the functional delta method.

**Remark 1** (One-sample case). We have only presented the two-sample limit distribution results for the EOT potentials and map, but as evident from the proof strategy, analogous conclusions continue to hold for the one-sample case where either \( \mu_1 \) or \( \mu_2 \) is known (cf. Example 1).

**Remark 2** (Measurability). Since \( (x_1, \ldots, x_n) \mapsto n^{-1} \sum_{j=1}^n \delta_{x_j}, X^n \to P(\mathcal{X}) \) is weakly continuous, in view of Lemma 1 (iii), \( \hat{\varphi}_n \) is a proper, \( C^s(\mathcal{X}) \times C^s(\mathcal{X}) \)-valued random variable. Likewise, the empirical EOT map \( \hat{T}_n \) is a proper, \( C^{s-1}(\mathcal{X};\mathbb{R}^d) \)-valued random variable.

**Remark 3** (Higher-order fluctuations). More can be said about higher-order fluctuations of the empirical EOT potentials. In Theorem 4, we will establish second-order Hadamard differentiability of the EOT potentials, which implies that

\[
n(\hat{\varphi}_n - \varphi^\mu - [\varphi^\mu]'(\hat{\mu}_n - \mu)) \quad \text{converges in distribution in} \quad C(\mathcal{X}) \times C(\mathcal{X}),
\]

where \( [\varphi^\mu]' \) is the first Hadamard derivative at \( \mu \) (cf. Theorem 3).

**Remark 4** (Comparison with [GX21]). Theorem 1 in the latest update of [GX21] (updated on July 9, 2022 on arXiv)^2 states a limit distribution result for the EOT potentials in

\[L^\infty(\mu_1) \times L^\infty(\mu_2)\].
\( \mathcal{C}(S_1) \times \mathcal{C}(S_2) \), where \( S_i := \text{spt}(\mu^i) \) is a compact convex set (in fact \[GX21\] consider the multimarginal setting, but we focus our discussion on the two-marginal case). Their proof differs from ours in that they do not derive Hadamard differentiability of EOT potentials (nor does the proof contain Hadamard differentiability results). Importantly, the Hadamard differentiability result is stronger than just deriving a limit distribution, as it automatically yields bootstrap consistency and asymptotic efficiency of the empirical estimators; see Section 5 for further discussion. The question of asymptotic efficiency is not accounted for in \[GX21\]. Furthermore, Hadamard differentiability of the EOT potentials in \( \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \) plays a crucial role in deriving the null limit distribution of the empirical Sinkhorn divergence that involves the second-order Hadamard derivative of the EOT potentials in \( \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \).

3.2. Limit theorems for Sinkhorn divergence. The second main result concerns limit distributions for the empirical Sinkhorn divergence. We first state an asymptotic normality result for the empirical Sinkhorn divergence.

**Proposition 1** (Limit theorem for Sinkhorn divergence). For every \( \mu = (\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \), we have

\[
\sqrt{n}(\hat{S}_{c,\varepsilon}(\hat{\mu}^1_n, \hat{\mu}^2_n) - \hat{S}_{c,\varepsilon}(\mu^1, \mu^2)) \xrightarrow{d} N(0, \sigma^2_\mu), \quad \text{as } n \to \infty,
\]

where \( \sigma^2_\mu = \text{Var}_\mu(\varphi^\mu_1 - \varphi^{(\mu^1,\mu^2)}_1) + \text{Var}_\mu(\varphi^\mu_2 - \varphi^{(\mu^2,\mu^2)}_2) \). Furthermore, the asymptotic variance \( \sigma^2_\mu \) is strictly positive whenever \( \hat{S}_{c,\varepsilon}(\mu^1, \mu^2) \neq 0 \) and \( \text{spt}(\mu^1) \cap \text{spt}(\mu^2) \neq \emptyset \).

**Remark 5.** Since \( (\mu^1, \mu^2) \mapsto \hat{S}_{c,\varepsilon}(\mu^1, \mu^2) \) is weakly continuous (this follows by Lemma 1 and the duality formula), \( \hat{S}_{c,\varepsilon}(\hat{\mu}^1_n, \hat{\mu}^2_n) \) is a proper random variable.

The first claim of this proposition follows from relatively minor modifications to the proof of Theorem 7 in \[GKRS22\] that establishes asymptotic normality of the empirical EOT for the quadratic cost (or \[dBGSLNW22\]). The second claim provides conditions under which the limiting Gaussian distribution is nondegenerate. If \( \hat{S}_{c,\varepsilon} \) is a valid divergence (e.g., when the cost is quadratic), then \( \hat{S}_{c,\varepsilon}(\mu^1, \mu^2) \neq 0 \) if and only if \( \mu^1 \neq \mu^2 \).

In Proposition 1, when \( \mu^1 = \mu^2 \), we have \( \sigma^2_\mu = 0 \), which entails \( \sqrt{n}\hat{S}_{c,\varepsilon}(\hat{\mu}^1_n, \hat{\mu}^2_n) \to 0 \) in probability. Indeed, \[dBGSLNW22\] show that \( \mathbb{E}[\hat{S}_{c,\varepsilon}(\hat{\mu}^1_n, \hat{\mu}^2_n)] = O(n^{-1}) \) under \( \mu^1 = \mu^2 \) for the quadratic cost, which implies that \( n\hat{S}_{c,\varepsilon}(\hat{\mu}^1_n, \hat{\mu}^2_n) \) is uniformly tight. The next theorem shows that, when \( \mu^1 = \mu^2 \), \( n\hat{S}_{c,\varepsilon}(\hat{\mu}^1_n, \hat{\mu}^2_n) \) in fact converges in distribution to some random variable, thereby determining a more precise random fluctuation of the empirical Sinkhorn divergence under the null.

**Theorem 2** (Limit theorem for Sinkhorn divergence under null). Suppose that \( \mu^1 = \mu^2 = \mu \in \mathcal{P}(\mathcal{X}) \). Then, \( n\hat{S}_{c,\varepsilon}(\hat{\mu}^1_n, \hat{\mu}^2_n) \xrightarrow{d} \chi_\mu \) as \( n \to \infty \) for some random variable \( \chi_\mu \). Furthermore, assuming nonnegativity of \( \hat{S}_{c,\varepsilon} \), the support of \( \chi_\mu \) agrees with \([0, \infty)\), unless \( \chi_\mu = 0 \) a.s.

The proof of Theorem 2 is significantly more involved than that of Proposition 1 and relies on the second-order functional delta method. To this end, we establish second-order Hadamard differentiability of the map \((\nu^1, \nu^2) \mapsto \hat{S}_{c,\varepsilon}(\nu^1, \nu^2) \) at \((\nu^1, \nu^2) = (\mu, \mu)\), which
in turn involves the second-order Hadamard derivative of the EOT potentials. The limit variable is given by a nonlinear functional of a certain Gaussian process, but it seems highly nontrivial to derive an explicit expression of the limit distribution from our derivation.\footnote{The concurrent work [GSLNW22] derives an explicit expression of the Sinkhorn null limit, albeit with a different technique.} Still, the limit distribution can be consistently estimated by the (two-sample version of) subsampling or the \(m\)-out-of-\(n\) bootstrap [PR94, BGvZ97]. See Appendix A for details. The proof of the consistency of the \(m\)-out-of-\(n\) bootstrap again relies on second-order Hadamard differentiability of the Sinkhorn divergence w.r.t. the marginals.

The second claim of the theorem shows that the limit variable \(\chi_\mu\) is nondegenerate in most cases. Indeed, assuming that either \(\mu^1\) or \(\mu^2\) is not a point mass, in view of Lemma 10 below, \(\chi_\mu = 0\) a.s. if and only if the second Hadamard derivative of \(\bar{S}_{c,\varepsilon}\) at \((\mu, \mu)\) is identically zero. Otherwise, the support of \(\chi_\mu\) agrees with \([0, \infty)\).

Remark 6 (One-sample case). Analogous results hold for the one-sample case. For example, when \(\mu^2\) is known, then
\[
\sqrt{n}(\bar{S}_{c,\varepsilon}(\hat{\mu}^1_n, \mu^2) - \bar{S}_{c,\varepsilon}(\mu^1, \mu^2)) \xrightarrow{d} N(0, \text{Var}(\varphi_1^\mu - \varphi_1^{(\mu^1, \mu^1)}))
\]
under the setting of Proposition 1, while \(n\bar{S}_{c,\varepsilon}(\hat{\mu}^1_n, \mu)\) converges in distribution to some random variable under the setting of Theorem 2.

Remark 7 (Higher-order fluctuations). The proof of Theorem 2 reveals that in general (i.e., \(\mu^1 \neq \mu^2\) is allowed), the following stochastic expansion holds:
\[
\sqrt{n}(\bar{S}_{c,\varepsilon}(\hat{\mu}^1_n, \hat{\mu}^2_n) - \bar{S}_{c,\varepsilon}(\mu^1, \mu^2)) = \sum_{i=1}^2 \sqrt{n}(\hat{\mu}^i_n - \mu^i)(\varphi_1^\mu - \varphi_1^{(\mu^1, \mu^1)}) + n^{-1/2} r_n,
\]
where \(r_n\) converges in distribution as \(n \to \infty\). This expansion characterizes more precise random fluctuations of \(\bar{S}_{c,\varepsilon}(\hat{\mu}^1_n, \hat{\mu}^2_n)\); similar expansions hold for the (uncentered) EOT cost \(S_{c,\varepsilon}\).

Remark 8 (Comparison with [BCP19]). A version of Theorem 2 was derived in [BCP19] when the (common) distribution \(\mu\) is finitely discrete, where the limit is given by a weighted sum of independent \(\chi_\mu^2\)-random variables. When \(\mu\) is finitely discrete, it may be parameterized by a finite-dimensional simplex vector. Using this parameterization, [BCP19] directly computed the Hessian matrix of the Sinkhorn divergence w.r.t. the simplex vectors and apply the second-order delta method. Clearly, this proof technique is restricted to the finitely discrete case and does not directly extend to the general case of Theorem 2. Indeed, the major challenge in the proof of Theorem 2 stems from the fact that in the general case, the problem is inherently infinite-dimensional and requires delicate functional analytic arguments. This is accounted for by the second-order Hadamard differentiability result of the Sinkhorn divergence, stated in Theorem 5.

3.2.1. Independence testing with Sinkhorn divergence. Let \((V_i, W_i) \in \mathbb{R}^{d_1} \times \mathbb{R}^{d_2}, i = 1, \ldots, n\) be i.i.d. with common distribution \(\pi\). Set \(d = d_1 + d_2\) and \(X_i = (V_i, W_i) \in \mathbb{R}^d\). Let \(\pi^V\) and \(\pi^W\) denote the marginal distributions of \(V_i\) and \(W_i\), respectively. Assume that \(\pi^V\) and \(\pi^W\) are compactly supported and let \(\mathcal{X} \subseteq \mathbb{R}^d\) be a closed ball containing \(\text{spt}(\pi^V) \times \text{spt}(\pi^W)\). Consider independence testing
\[
H_0 : \pi = \pi^V \otimes \pi^W \quad \text{vs.} \quad H_1 : \pi \neq \pi^V \otimes \pi^W.
\]
Motivated by computational considerations, [LPH22] proposed a test based on the Sinkhorn divergence that compares the empirical distribution of \(X_i = (V_i, W_i)\) with the product of the marginal empirical distributions of \(V_i\) and \(W_i\). [LPH22] focused on the quadratic cost, but we allow here a general smooth cost. Specifically, [LPH22] proposed a test that rejects the null for large values of the statistic

\[
D_n = \bar{S}_{c,\varepsilon}(\hat{\pi}_n, \hat{\pi}_n^V \otimes \hat{\pi}_n^W),
\]

where \(\hat{\pi}_n = n^{-1} \sum_{i=1}^n \delta_{X_i}\), \(\hat{\pi}_n^V = n^{-1} \sum_{i=1}^n \delta_{V_i}\), and \(\hat{\pi}_n^W = n^{-1} \sum_{i=1}^n \delta_{W_i}\). The rationale behind this test is as follows. By Varadarajan’s theorem, it holds that \(\hat{\pi}_n \to \pi\) and \(\hat{\pi}_n^V \otimes \hat{\pi}_n^W \to \pi^V \otimes \pi^W\) weakly a.s., so by Lemma 1 (iii) and duality, we have \(D_n \to S_{c,\varepsilon}(\pi, \pi^V \otimes \pi^W)\) a.s. At least for the quadratic cost, \(S_{c,\varepsilon}(\pi, \pi^V \otimes \pi^W) = 0\) if and only if \(\pi = \pi^V \otimes \pi^W\), so it is reasonable to reject \(H_0\) when \(D_n\) is large.

[LPH22] suggested a critical value of order \(n^{-1/2}\) derived from a finite sample deviation inequality for \(D_n\). However, under \(H_0\), both \(\hat{\pi}_n\) and \(\hat{\pi}_n^V \otimes \hat{\pi}_n^W\) converge to the same limit, so Theorem 2 suggests that the correct order of \(D_n\) under the null should be \(n^{-1}\). The next proposition confirms this, thereby determining the precise rate for \(D_n\) under the null.

**Proposition 2 (Null limit of Sinkhorn independence test).** Consider the setting as stated above. Then, under the null \(H_0\), we have \(nD_n \xrightarrow{d} K_\pi\) as \(n \to \infty\) for some random variable \(K_\pi\). Furthermore, assuming nonnegativity of \(\bar{S}_{c,\varepsilon}\), the support of \(K_\pi\) agrees with \([0, \infty)\), unless \(K_\pi = 0\) a.s.

Note that Proposition 2 does not immediately follow from Theorem 2 since \(\hat{\pi}_n^V \otimes \hat{\pi}_n^W\) is not an empirical process but a two-sample \(V\)-process [dlPnG99], and \(\hat{\pi}_n\) and \(\hat{\pi}_n^V \otimes \hat{\pi}_n^W\) are dependent. The proof first finds a joint limit distribution of \(\sqrt{n}(\hat{\pi}_n - \pi)\) and \(\sqrt{n}(\hat{\pi}_n^V \otimes \hat{\pi}_n^W - \pi)\) in \(L^\infty(B^s) \times L^\infty(B^s)\) with \(s > 2d\) using techniques from \(U\)-processes [CK20], and then applies the second-order functional delta method. Additionally, as in Theorem 2, unless \(\pi\) degenerates to a point mass or the second derivative of \(\bar{S}_{c,\varepsilon}\) at \((\pi, \pi)\) with \(\pi = \pi^V \otimes \pi^W\) is identically zero, the support of the limit variable \(K_\pi\) agrees with \([0, \infty)\), yielding nondegeneracy of the limit law.

4. Differentiability of EOT potentials and Sinkhorn divergence

As already stated, the main ingredients of the proofs of the results in the preceding section are the first and second-order Hadamard differentiability results for the EOT potentials and Sinkhorn divergence. The present section collects those results.

### 4.1. Hadamard differentiability of EOT potentials.

Our goal is to establish Hadamard differentiability of the map \(\mu \mapsto \varphi^\mu\). Since \(\mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X})\) is a priori not a vector space, we embed the preceding map into a normed space as follows. Note that \(\varphi^\mu\) is fully characterized as the solution of (6) (subject to the normalization \(\varphi_1(x_0^1) = \varphi_2(x_0^2)\)), and whenever \(\varphi_i \in C^s(\mathcal{X})\) for \(i = 1, 2\), we have

\[
\left( e^{\varphi_1(x_1^1)+\varphi_2(x_2^1)-\varphi(x_1^2)}, \ e^{\varphi_1(x_1^2)+\varphi_2(x_2^2)-\varphi(x_1^1)} \right) \in C^s(\mathcal{X}) \times C^s(\mathcal{X}), \ \forall (x_1, x_2) \in \mathcal{X} \times \mathcal{X},
\]
for \( s \in \mathbb{N} \) arbitrary. With this in mind, it is natural to think of \( \mu^i \) as a functional on \( C^s(\mathcal{X}) \), and we identify \( \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \) as a subset of \( \ell^\infty(B^s) \times \ell^\infty(B^s) \), where
\[
B^s = \{ f \in C^s(\mathcal{X}) : \| f \|_{C^s(\mathcal{X})} \leq 1 \}.
\]
Formally, defining \( \tau : \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \rightarrow \ell^\infty(B^s) \times \ell^\infty(B^s) \) by \( \tau \mu_i = (f \mapsto \int f \, d\mu_i)_{f \in B^s} \), \( i = 1, 2 \), we identify the map \( \nu \mapsto \varphi^\nu \) with \( \tau \nu \mapsto \varphi^\nu \). Since \( \tau \) is one-to-one (cf. Lemma 16), the latter map is well-defined. Equip \( \ell^\infty(B^s) \times \ell^\infty(B^s) \) with the norm \( \| \gamma^1 \|_{\infty, B^s} \vee \| \gamma^2 \|_{\infty, B^s} \) for \( \gamma = (\gamma^1, \gamma^2) \in \ell^\infty(B^s) \times \ell^\infty(B^s) \). Finally, for \( \eta \in \mathcal{P}(\mathcal{X}) \), set
\[
\mathcal{P}_\eta = \{ \nu \in \mathcal{P}(\mathcal{X}) : \text{spt}(\nu) \subset \text{spt}(\eta) \} \quad \text{and} \quad \mathcal{M}_\eta = \{ t(\nu - \eta) : \nu \in \mathcal{P}_\eta, t > 0 \}.
\]
Elements of \( \mathcal{M}_\eta \) are signed measures with total mass zero supported in \( \text{spt}(\eta) \). Observe that \( \mathcal{M}_\eta \subset \ell^\infty(B^s) \). These definitions are an artifact of our proof technique.

**Theorem 3** (Hadamard differentiability of EOT potentials). For every \( s \in \mathbb{N} \) and \( \mu = (\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \), the map \( \nu \mapsto \varphi^\nu \), \( \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \subset \ell^\infty(B^s) \times \ell^\infty(B^s) \rightarrow C^s(\mathcal{X}) \times C^s(\mathcal{X}) \) is Hadamard differentiable at \( \mu \) tangentially to \( \overline{\mathcal{M}}_{\mu^1}^{\ell^\infty(B^s)} \times \overline{\mathcal{M}}_{\mu^2}^{\ell^\infty(B^s)} \).

The first step of the proof of Theorem 3 is to establish Hadamard differentiability in \( \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \) instead of \( C^s(\mathcal{X}) \times C^s(\mathcal{X}) \). To this effect, we regard \( \varphi^\mu \) as a solution to the system of functional equations (6) and use a version of the implicit function theorem to prove Hadamard differentiability of the map \( \mu \mapsto \varphi^\mu \) in \( \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \). Precisely, Hadamard differentiability of the EOT potentials is first established in \( \mathcal{C}(\text{spt}(\mu^1)) \times \mathcal{C}(\text{spt}(\mu^2)) \), then the EOT potentials are extended to \( \mathcal{X} \times \mathcal{X} \) via (6) and differentiability in \( \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \) follows readily.

To lift the Hadamard differentiability to \( C^s(\mathcal{X}) \times C^s(\mathcal{X}) \), we again use the expression from (6),
\[
e^{-\varphi^\mu_i/\varepsilon}(x_i) = \int e^{(\varphi^\mu_i(x_j) - c(x_1, x_2))/\varepsilon} \, d\mu^j(x_j), \quad i \neq j,
\]
and show that derivatives of \( \varphi^\mu_i \) are Hadamard differentiable in \( \mathcal{C}(\mathcal{X}) \). This argument is partly inspired by the proof of Theorem 4.5 in [dBSL02]. Completeness of \( C^s(\mathcal{X}) \) then yields that the map \( \mu \mapsto \varphi^\mu_i \) is Hadamard differentiable in \( C^s(\mathcal{X}) \). See the proof in Section 6.1 for the full details.

**Remark 9** (Tangent cone). Since \( \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \) is convex, the set \( \overline{\mathcal{M}}_{\mu^1}^{\ell^\infty(B^s)} \times \overline{\mathcal{M}}_{\mu^2}^{\ell^\infty(B^s)} \) agrees with the tangent cone to \( \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \) at \( \mu \) in \( \ell^\infty(B^s) \times \ell^\infty(B^s) \) (cf. Chapter 4 in [AF09]; see also Appendix C.1). Each element of \( \overline{\mathcal{M}}_{\mu^1}^{\ell^\infty(B^s)} \) extends uniquely to a bounded linear functional on \( C^s(\mathcal{X}) \) (cf. Lemma 1 in [Nic09]). Hence, by the Riesz-Markov-Kakutani theorem, each \( \gamma^i \in \overline{\mathcal{M}}_{\mu^1}^{\ell^\infty(B^s)} \) corresponds to finite signed Borel measures \( \{ \gamma^i_k \}_{k \in \mathbb{N}, |k| \leq s} \) on \( \mathcal{X} \) supported in \( \text{spt}(\mu^i) \) such that \( \gamma^i(f) = \sum |k| \leq s \int D^k f \, d\gamma^i_k \) for \( f \in C^s(\mathcal{X}) \). We remark that this action also makes sense for a function \( f \in \mathcal{C}(\text{spt}(\mu^i)) \) that merely admits some extension \( \tilde{f} \in C^s(\mathcal{X}) \). Indeed, let \( \gamma^i_n \in \mathcal{M}_{\mu^i} \) converge to \( \gamma^i \) in \( \ell^\infty(B^s) \), then \( \gamma^i_n(f) = \gamma^i_n(\tilde{f}) \rightarrow \gamma^i(\tilde{f}) \) as \( \text{spt}(\gamma^i_n) \subset \text{spt}(\mu^i) \); the first equality also shows that the limit is independent of the choice of extension, hence we may define \( \gamma^i(\tilde{f}) := \gamma^i(\tilde{f}) \). Abusing notation, we often denote the action of \( \gamma^i \) on \( f \in \mathcal{C}(\text{spt}(\mu^i)) \) admitting a \( C^s \) extension to \( \mathcal{X} \) or \( f \in C^s(\mathcal{X}) \) as \( \gamma^i(f) = \int f \, d\gamma^i \).
**Remark 10** (Functional delta method). Recalling that \( s \) in Lemma 1 (ii) is arbitrary, if we choose \( s > d/2 \), then \( B^s \) is \( \mu^i \)-Donsker for each \( i = 1, 2 \) (cf. Theorem 2.7.1 in [vdVW96]). We use this fact in the proof of the limit theorem for EOT potentials from Theorem 1. Since the support of a tight \( \mu^i \)-Brownian bridge in \( \ell^\infty(B^s) \) is contained in \( M_{\mu^i}^{\ell^\infty(B^s)} \) (see Lemma 17), the functional delta method (see Lemma 11) immediately applies to the map \( \mu \mapsto \varphi^\mu \). Similar comments apply to other Hadamard differentiability results.

The derivation of the null limit distribution of the empirical Sinkhorn divergence involves the second-order Hadamard derivative of EOT potentials, which is given next.

**Theorem 4** (Second-order Hadamard differentiability of EOT potentials). For every \( s \in \mathbb{N} \) and \( \mu = (\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \), there exists a continuous map \( [\varphi^\mu]'' : M_{\mu^1}^{\ell^\infty(B^s)} \times M_{\mu^2}^{\ell^\infty(B^s)} \to \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \) such that for every sequence \( (\mu_t)_{t > 0} \subset \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \) with \( \gamma_t := t^{-1}(\mu_t - \mu) \rightarrow \gamma \) in \( \ell^\infty(B^s) \times \ell^\infty(B^s) \) as \( t \downarrow 0 \), we have

\[
\frac{\varphi^{\mu_t} - \varphi^\mu - t[\varphi^\mu]''(\gamma_t)}{t^2/2} \rightarrow [\varphi^\mu]''(\gamma) \quad \text{in} \ \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}).
\]

The map \( [\varphi^\mu]'' \) is positively homogeneous of degree 2, i.e., \( [\varphi^\mu]''(t\gamma) = t^2[\varphi^\mu]''(\gamma) \) for every \( t > 0 \) and \( \gamma \in M_{\mu^1}^{\ell^\infty(B^s)} \times M_{\mu^2}^{\ell^\infty(B^s)} \).

To prove this theorem, we extend Lemma 3.9.34 in [vdVW96] to the second-order Hadamard derivative, which is presented in Lemma 15. It is worth noting that, while the second-order Hadamard differentiability result is stated in terms of \( \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \), its proof requires the (first-order) Hadamard derivative in \( \mathcal{C}^s(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \) to verify Condition (iv) in Lemma 15. See the proof in Section 6.2 for details.

4.2. Hadamard differentiability of Sinkhorn divergence. In this section, we study Hadamard derivatives of the Sinkhorn divergence. The following lemma follows relatively easily from the proof of Theorem 7 in [GKRS22].

**Lemma 3** (Hadamard derivative of Sinkhorn divergence). For every \( s \in \mathbb{N} \) and \( \mu = (\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \), the map \( \nu = (\nu^1, \nu^2) \mapsto \tilde{S}_{c,\varepsilon}(\nu^1, \nu^2), \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \subset \ell^\infty(B^s) \times \ell^\infty(B^s) \rightarrow \mathbb{R} \) is Hadamard differentiable at \( \mu \) tangentially to \( M_{\mu^1}^{\ell^\infty(B^s)} \times M_{\mu^2}^{\ell^\infty(B^s)} \) with derivative

\[
[S^\mu_{c,\varepsilon}]'(\gamma) = \int \left( \varphi^\mu_1 - \varphi^\mu_1(\mu^1) \right) d\gamma^1 + \int \left( \varphi^\mu_2 - \varphi^\mu_2(\mu^2) \right) d\gamma^2
\]

for \( \gamma = (\gamma^1, \gamma^2) \in M_{\mu^1}^{\ell^\infty(B^s)} \times M_{\mu^2}^{\ell^\infty(B^s)} \).

When \( \mu^1 = \mu^2 \), we have \( [S^\mu_{c,\varepsilon}]'(\gamma) = 0 \). Therefore, to explore the limit distribution of the empirical Sinkhorn divergence under the null \( \mu^1 = \mu^2 \), we need to look at the second-order Hadamard derivative of the Sinkhorn divergence, which is given next.

**Theorem 5** (Second-order Hadamard derivative of Sinkhorn divergence). For every \( s \in \mathbb{N} \) and \( \mu = (\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \), there exists a continuous functional \( \Delta_{\mu} : M_{\mu}^{\ell^\infty(B^s)} \times M_{\mu}^{\ell^\infty(B^s)} \rightarrow \mathbb{R} \) such that for every sequence \( (\mu_1^t, \mu_2^t) \in \mathcal{P}_{\mu} \times \mathcal{P}_{\mu} \) with
with \( \gamma = (\gamma^1, \gamma^2) \). The functional \( \Delta_\mu \) is positively homogeneous of degree 2.

Given the first and second-order Hadamard differentiability results for the EOT potentials, the proof of Theorem 5 is reasonably straightforward. Indeed, the proof consists of expanding \( \varphi_i^{(\mu_1^1, \mu_1^2)} \) and \( \varphi_i^{(\mu_i^1, \mu_i^2)} \) up to the second-order and plugging these expansions into the dual expression (9) of \( \tilde{S}_{\epsilon, \delta}(\mu_1^1, \mu_2^2) \).

5. Bootstrap consistency and asymptotic efficiency

As discussed before, our limit theorems in Theorem 1, Corollary 1, and Proposition 1 follow by establishing Hadamard differentiability of the relevant maps. Importantly, Hadamard differentiability results automatically also yield bootstrap consistency and asymptotic efficiency (cf. Chapter 3.11 in [vdVW96] and Chapter 25 in [vdV98]) of the empirical estimators of the EOT potentials, map, and Sinkhorn divergence (with \( \mu_1 \neq \mu_2 \)). To simplify our discussion, we focus here on estimating the EOT map for the quadratic cost with known \( \mu \) (i.e., the one-sample case); other cases are similar. The setting of known \( \mu_1 \) is motivated by the connection of the EOT map to the vector quantile function (Example 1). Consider the setting of Corollary 1.

5.1. Bootstrap consistency. Let \( \tilde{T}_n = T(\mu_1, \mu_2^2) \) be the empirical EOT map, and \( \tilde{T}_n^B \) be its bootstrap analog, i.e., \( \tilde{T}_n^B = T(\tilde{\mu}_n^1, \tilde{\mu}_n^2^B) \), where \( \tilde{\mu}_n^2^B \) is the empirical distribution of a bootstrap sample from \( \tilde{\mu}_n^2 \) of size \( n \) (cf. Chapter 3.6 in [vdVW96] and Chapter 23 in [vdV98]).

Pick any \( s, s' \in \mathbb{N}_0 \) with \( s' < s \) and \( s > d/2 \). Lemma 2 and Theorem 3 yield that the map \( \delta : \nu^2 \mapsto T(\mu_1, \nu^2) \), \( \mathcal{P}_{\nu_2} \subset \ell^\infty(B^\nu) \rightarrow \mathcal{C}_s(^X; \mathbb{R}^d) \) is Hadamard differentiable at \( \nu^2 = \mu_2 \) tangentially to \( \overline{M}_{\mu_2}^{\ell^\infty(B^\nu)} \) with derivative \( \delta'_{\mu_2}(\gamma^2) = -[\nabla \varphi_1^\nu](0, \gamma^2) \).

The tangent cone \( \overline{M}_{\mu_2}^{\ell^\infty(B^\nu)} \) contains a vector subspace on which a tight \( \mu_2 \)-Brownian bridge \( \mathcal{G}_2^\nu \) in \( \ell^\infty(B^\nu) \) concentrates (cf. Lemma 17; note that \( B^\nu \) with \( s > d/2 \) is \( \mu_2 \)-Donsker). Hence, by the functional delta method, we have

\[
\sqrt{n}(\tilde{T}_n - T^\mu) \xrightarrow{d} \delta'_{\mu_2}(\mathcal{G}_2^\nu) \quad \text{in} \quad \mathcal{C}_s(^X; \mathbb{R}^d).
\]

Furthermore, by Theorems 3.6.1 and 3.9.11 in [vdVW96], the following bootstrap consistency holds:

\[
\sup_{h \in \text{BL}_1(\mathcal{C}_s(^X; \mathbb{R}^d))} \left| \mathbb{E}^B[h(\mathcal{G}_2^\nu)] - \mathbb{E}[h(\delta'_{\mu_2}(\mathcal{G}_2^\nu))] \right| \rightarrow 0 \quad (10)
\]

in outer probability, where \( \mathbb{E}^B \) denotes the conditional expectation given the sample and \( \text{BL}_1(\mathcal{C}_s(^X; \mathbb{R}^d)) \) is the class of 1-Lipschitz functions \( h : \mathcal{C}_s(^X; \mathbb{R}^d) \rightarrow [-1, 1] \).

Example 2 (Confidence bands for EOT map). Consider constructing confidence bands for \( T^\mu_j \) with \( T^\mu = (T^\mu_1, \ldots, T^\mu_d) \). The continuous mapping theorem yields that

\[
\sqrt{n}(\tilde{T}_n,j - T^\mu_j) \xrightarrow{d} \|\delta'_{\mu_2}(\mathcal{G}_2^\nu)\|_{\infty, ^X} \rightarrow \|\delta'_{\mu_2}(\mathcal{G}_2^\nu)\|_{\infty, ^X}.
\]

For a given \( \alpha \in (0, 1) \), let \( \hat{q}_{1-\alpha} \) denote the
Remark 11 (Statistical inference for unregularized Brenier maps). When the source measure $\mu^1$ is absolutely continuous, Brenier’s theorem [Bre91] guarantees the existence of the $\mu^1$-a.e. unique map (called the Brenier map) given by the gradient of a convex function transporting $\mu^1$ onto $\mu^2$. The EOT map approximates the (unregularized) Brenier map as $\varepsilon \to 0$ (cf. [Mik04, CPT22]). However, all the limit theorems in the present paper crucially rely on the fact that the regularization parameter $\varepsilon > 0$ is fixed and do not directly extend to the case where $\varepsilon = \varepsilon_n \to 0$. Indeed, estimation of the unregularized Brenier map suffers from the curse of dimensionality [HR21], so $\sqrt{n}$-consistency toward the unregularized Brenier map does not hold in general for $\varepsilon = \varepsilon_n \to 0$. One exception is the semidiscrete case where $\mu^1$ is absolutely continuous and $\mu^2$ is finitely discrete, for which [PDNW23] establish the parametric convergence rate of empirical EOT maps with vanishing regularization parameters under the $L^2$-loss. For the semidiscrete case, the recent preprint [SGK23] by a subset of the authors studies statistical inference for the empirical (unregularized) Brenier map. Beyond the semidiscrete case, however, the problem of developing valid inferential methods for Brenier maps remains largely open.

5.2. Asymptotic efficiency. Regarding asymptotic efficiency, we follow Chapter 3.11 in [vdVW96]. Consider the setting of Corollary 1 and fix $(\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X})$. As before, let $s, s' \in \mathbb{N}_0$ be such that $s' < s$ and $s > d/2$. For notational convenience, set $B = C^s(\mathcal{X}; \mathbb{R}^d)$. By linearity of the derivative, the limit variable $\delta_{\mu^2}(G^2_\varepsilon)$ is zero-mean Gaussian in $B$.

To apply the results of Chapter 3.11 in [vdVW96], we need to specify statistical experiments $(X_n, A_n, P_{n,h} : h \in H)$ indexed by a vector subspace $H$ of a Hilbert space and local parameters $\kappa_n(h)$. Choose $H$ to be the set of bounded measurable functions on $\mathcal{X}$ with $\mu^2$-mean zero equipped with the $L^2(\mu^2)$-inner product, and set $X_n = \mathcal{X}^n$, $A_n = (\text{Borel } \sigma\text{-field on } \mathcal{X}^n)$, $P_{n,h} = (\mu_{n,h}^2)^{\otimes n}$ with $d\mu_{n,h}^2 = (1 + h/\sqrt{n})d\mu^2$, and $\kappa_n(h) = \delta(\mu_{n,h}^2) = T_{(\mu^1, \mu_{n,h}^2)} : H \to B$. Note that for each $h \in H$, $\mu_{n,h}^2$ is a valid probability measure for sufficiently large $n$. By Lemma 3.10.11 in [vdVW96], the sequence of experiments $(X_n, A_n, P_{n,h} : h \in H)$ is asymptotically normal in the sense of [vdVW96, p 412]. Under this setup, the following proposition regarding asymptotic efficiency of the empirical EOT map holds. We say that the parameter sequence $\kappa_n(h)$ is regular if there exists a continuous linear operator $\hat{k} : H \to B$ such that $\sqrt{n}(\kappa_n(h) - \kappa_n(0)) \to \hat{k}(h)$ for every $h \in H$; a sequence of ($B$-measurable) estimators $T_n$ is called regular if the limit law of $\sqrt{n}(T_n - \kappa_n(h))$ under $P_{n,h}$ exists for every $h \in H$ and is independent of $h$. Additionally, a function $\ell : B \to \mathbb{R}_+$ is called subconvex if for every $c \in \mathbb{R}_+$, the level set $\ell^{-1}([0, c])$ is closed, convex, and symmetric.

Proposition 3 (Asymptotic efficiency of empirical EOT map). Consider the above setting. Then the following hold.

(i) (Convolution) The sequences of parameters $\kappa_n(h)$ and estimators $T_n$ are regular. For every regular sequence of $B$-measurable estimators $T_n$ based on $X_1^n, \ldots, X_n^n$, the limit
law of $\sqrt{n}(\mathcal{T}_n - T^\mu)$ under $P_{n,0}$ equals the distribution of the sum $\delta_{\mu}^*(\mathbb{G}_2^\mu) + W$ for some $\mathbb{B}$-valued random variable $W$ independent of $\delta_{\mu}^*(\mathbb{G}_2^\mu)$.

(ii) (Local asymptotic minimaxity) For every sequence of $\mathbb{B}$-measurable estimators $\mathcal{T}_n$ based on $X^1_n, \ldots, X^n_n$ and every subconvex function $\ell : \mathbb{B} \to \mathbb{R}_+$,

$$\sup_{I \subset H: \text{finite}} \liminf_{n \to \infty} \mathbb{E}_h \left[ \ell\left(\sqrt{n}(\mathcal{T}_n - \kappa_n(h))\right) \right] \geq \mathbb{E}\left[ \ell\left(\delta_{\mu}^*(\mathbb{G}_2^\mu)\right) \right],$$

where $\mathbb{E}_h$ denotes the expectation under $P_{n,h}$.

The regularity of the parameter sequence $\kappa_n(h)$ follows from Hadamard differentiability of the map $\nu^2 \mapsto T(\mu^1, \nu^2)$. The regularity of the empirical EOT map follows from the Hadamard differentiability result and Le Cam’s third lemma. The second claim of Proposition 3 (i) follows from applying Theorem 3.11.2 in [vdVW96]. To this effect, we need to verify that the law of the Gaussian variable appearing in the cited theorem agrees with that of $\delta_{\mu}^*(\mathbb{G}_2^\mu)$ in our setting, which follows by adapting the argument in the proof of Proposition 2 in [GKRS22]. Given (i), Proposition 3 (ii) directly follows from Theorem 3.11.5 in [vdVW96].

Proposition 3 (i) shows that the limit law $\delta_{\mu}^*(\mathbb{G}_2^\mu)$ of the empirical EOT map is the most concentrated around zero among all regular estimators for $T$. Furthermore, by regularity of the empirical EOT map, for every bounded continuous function $\ell : \mathbb{B} \to \mathbb{R}_+$ and every finite set $I \subset H$,

$$\lim_{n \to \infty} \sup_{h \in I} \mathbb{E}_h \left[ \ell\left(\sqrt{n}(\mathcal{T}_n - \kappa_n(h))\right) \right] = \mathbb{E}\left[ \ell\left(\delta_{\mu}^*(\mathbb{G}_2^\mu)\right) \right],$$

showing that $\mathcal{T}_n$ is asymptotically minimax in a local sense.

6. Proofs for Sections 3 and 4

6.1. Proof of Theorem 3. As noted in Section 4.1, we will first establish Hadamard differentiability of the map $\nu \mapsto \varphi^\nu$ in $\mathcal{C}(X) \times \mathcal{C}(X)$.

**Lemma 4.** Consider the setting of Theorem 3. Then, the map $\nu \mapsto \varphi^\nu, \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \subset \ell^\infty(B^\ast) \times \ell^\infty(B^\ast) \to \mathcal{C}(X) \times \mathcal{C}(X)$ is Hadamard differentiable at $\mu$ tangentially to $\mathcal{M}_{\mu^1} \ell^\infty(B^\ast) \times \mathcal{M}_{\mu^2} \ell^\infty(B^\ast)$.

The proof of Lemma 4 proceeds as follows. Fix $\mu = (\mu^1, \mu^2) \in \mathcal{P}(X) \times \mathcal{P}(X)$ with $S_i := \text{spt}(\mu^i)$ for $i = 1, 2$. For notational convenience, set $S := S_1 \times S_2$ and $\mathbb{D} := \mathcal{C}(S_1) \times \mathcal{C}(S_2)$. We equip $\mathbb{D}$ with a product norm, $\|(\varphi_1, \varphi_2)\|_\mathbb{D} = \|\varphi_1\|_{\infty,S_1} \vee \|\varphi_2\|_{\infty,S_2}$. Choose an arbitrary fixed reference point $(x_1^0, x_2^0) \in S$. With Lemma 1 in mind, consider

$$\Theta^s = \left\{ (\varphi_1|_{S_1}, \varphi_2|_{S_2}) : (\varphi_1, \varphi_2) \in \mathcal{C}^s(X) \times \mathcal{C}^s(X), \quad \|\varphi_1\|_{\mathcal{C}^s(X)} \vee \|\varphi_2\|_{\mathcal{C}^s(X)} \leq R_s, \varphi_1(x_1^0) = \varphi_2(x_2^0) \right\} \subset \mathbb{D}.$$

Define the map $\Psi : (\mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2}) \times \Theta^s \to \mathbb{D}$ by

$$\Psi(\nu, \varphi) = \left( \int e^{\frac{\varphi_1 \circ \varphi_2 - e}{\epsilon}} d\nu^2 - 1, \int e^{\frac{\varphi_1 \circ \varphi_2 - e}{\epsilon}} d\nu^1 - 1 \right) \quad (11)$$
for \( \nu = (\nu^1, \nu^2) \in \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \) and \( \varphi = (\varphi_1, \varphi_2) \in \Theta^s \). Given \( \nu \in \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \), the corresponding EOT potentials \( \varphi^\nu \) are fully characterized by its restriction to \( S \), \( \varphi^\nu|_S := (\varphi^\nu_1|_{S_1}, \varphi^\nu_2|_{S_2}) \in \Theta^s \), being the unique solution to \( \Psi(\nu, \varphi) \equiv 0 \) on \( S \). We will decompose the map \( \nu \mapsto \varphi^\nu \) into the composition of the maps \( \nu \mapsto \Psi(\nu, \cdot) \), \( \Psi(\nu, \cdot) \mapsto \varphi^\nu|_S \), and \( \varphi^\nu|_S \mapsto \varphi^\nu \), and separately show their Hadamard differentiability.

To formulate Hadamard differentiability of the map \( \Psi(\nu, \cdot) \mapsto \varphi^\nu|_S \), we consider the following setting (cf. Section 3.9.4.7 in [vdVW96]; see also Appendix C.2). Let \( \ell^\infty(\Theta^s, \mathbb{D}) \) be the Banach space of all uniformly norm-bounded maps \( z : \Theta^s \to \mathbb{D} \) equipped with the norm \( \|z\|_{\ell^\infty(\Theta^s, \mathbb{D})} = \sup_{z \in \Theta^s} \|z(\varphi)\|_{\mathbb{D}} \). Also, let \( Z(\Theta^s, \mathbb{D}) \) be the subset of \( \ell^\infty(\Theta^s, \mathbb{D}) \) consisting of all maps with at least one zero. Let \( \phi : Z(\Theta^s, \mathbb{D}) \to \Theta^s \) be a map that assigns each \( z \in Z(\Theta^s, \mathbb{D}) \) to one of its zeros \( \phi(z) \), i.e., \( z(\phi(z)) = 0 \).

For a given \( \nu \in \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \), \( \Psi(\nu, \cdot) : \varphi \mapsto \Psi(\nu, \varphi) \) is a uniformly norm-bounded map from \( \Theta^s \) into \( \mathbb{D} \) with a zero at \( \varphi^\nu|_S \), guaranteeing that \( \Psi(\nu, \cdot) \in Z(\Theta^s, \mathbb{D}) \). Uniqueness of the EOT potentials then yields that

\[
\varphi^\nu|_S = \phi \circ \Psi(\nu, \cdot).
\]

Furthermore, in light of (6), we have the following representation of the EOT potentials \( \varphi^\nu \) for \( \nu \in \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \),

\[
\varphi^\nu = -\varepsilon \left( \log \left( \int e^{\frac{\varphi^\nu_2|_{S_2}(x_2) - \epsilon(x_2)}{\varepsilon}} d\nu^2(x_2) \right), \log \left( \int e^{\frac{\varphi^\nu_1|_{S_1}(x_1) - \epsilon(x_1)}{\varepsilon}} d\nu^1(x_1) \right) \right), \tag{12}
\]

which depends on the potentials only through their restrictions to \( S_1 \) and \( S_2 \).

We will establish Hadamard differentiability of \( \phi \) at \( \Psi(\nu, \cdot) \) by invoking Lemma 3.9.34 in [vdVW96] (see also Lemma 14). Hadamard differentiability of the map \( \nu \mapsto \Psi(\nu, \cdot) \) is straightforward. The chain rule for Hadamard differentiable maps (cf. Lemma 3.9.3 in [vdVW96]) then yields Hadamard differentiability of the map \( \nu \mapsto \varphi^\nu|_S \) in \( \mathbb{D} \).

Hadamard differentiability of \( \nu \mapsto \varphi^\nu \) in \( \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \) follows readily.

We shall first verify Hadamard differentiability of the map \( \nu \mapsto \Psi(\nu, \cdot) \), \( \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \subset \ell^\infty(B^*) \times \ell^\infty(B^*) \to Z(\Theta^s, \mathbb{D}) \subset \ell^\infty(\Theta^s, \mathbb{D}) \). For notational convenience, define \( \psi : \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \to Z(\Theta^s, \mathbb{D}) \) by \( \psi(\nu) = \Psi(\nu, \cdot) \).

**Lemma 5.** The map \( \psi : \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \subset \ell^\infty(B^*) \times \ell^\infty(B^*) \to Z(\Theta^s, \mathbb{D}) \subset \ell^\infty(\Theta^s, \mathbb{D}) \) is Hadamard differentiable at \( \mu \) tangentially to \( \mathcal{M}_{\mu^1} \ell^\infty(B^*) \times \mathcal{M}_{\mu^2} \ell^\infty(B^*) \) with derivative \( \psi' : \mathcal{M}_{\mu^1} \ell^\infty(B^*) \times \mathcal{M}_{\mu^2} \ell^\infty(B^*) \to \ell^\infty(\Theta^s, \mathbb{D}) \) given by

\[
\psi'(\gamma)(\varphi) = \left( \int e^{\frac{\varphi_1(\gamma^1(x)) - \epsilon(x)}{\varepsilon}} d\gamma^2, \int e^{\frac{\varphi_2(\gamma^1(x)) - \epsilon(x)}{\varepsilon}} d\gamma^1 \right), \tag{13}
\]

\( \varphi = (\varphi_1, \varphi_2) \in \Theta^s, \gamma = (\gamma^1, \gamma^2) \in \mathcal{M}_{\mu^1} \ell^\infty(B^*) \times \mathcal{M}_{\mu^2} \ell^\infty(B^*) \).

As before, \( \gamma^j \) acts on the \( j \)-th coordinate, i.e.,

\[
\int e^{\frac{\varphi_1(\gamma^1(x)) - \epsilon(x)}{\varepsilon}} d\gamma^2 = \int e^{\frac{\varphi_1(\gamma^1(x)) + \varphi_2(\gamma^2(x)) - \epsilon(x)}{\varepsilon}} d\gamma^2(x_2).
\]

**Proof.** Let \( \mathcal{M}_t \) denote the space of finite signed Borel measures on \( \mathcal{X} \) supported in \( S_t = spt(\mu^t) \). The definition (13) makes sense for \( \gamma \in \mathcal{M}_1 \times \mathcal{M}_2 \), and the extended map \( \psi' : \mathcal{M}_1 \times \mathcal{M}_2 \to \ell^\infty(\Theta^s, \mathbb{D}) \) is linear. For every \( \varphi = (\varphi_1, \varphi_2) \in \Theta^s \), let \( \tilde{\varphi} = (\tilde{\varphi}_1, \tilde{\varphi}_2) \in \Theta^s \).
$C^s(X) \times C^s(X)$ denote an arbitrary $C^s$-extension with $\|\tilde{\varphi}_1\|_{C^s(X)} \vee \|\tilde{\varphi}_2\|_{C^s(X)} \leq R_s$. Observe that

$$R' = \sup_{(x_1,x_2) \in X \times X} \sup_{\langle \varphi_1, \varphi_2 \rangle \in \Theta} \left\| e^{\frac{\varphi_1(x_1) + \varphi_2(x_2) - \gamma(x_1,x_2)}{\varepsilon}} \right\|_{C^s(X)} \vee \left\| e^{\frac{\varphi_1(x_1) + \varphi_2(x_2) - \gamma(x_1,x_2)}{\varepsilon}} \right\|_{C^s(X)} < \infty. \quad (14)$$

Since $\psi'(\gamma)(\varphi) = \psi'(\gamma)(\tilde{\varphi})_s$ for every $\gamma \in M_1 \times M_2$, we have

$$\|\psi'(\gamma)\|_{\ell^\infty(\Theta^s, \mathbb{D})} \leq R'(\|\gamma\|_{\infty, B^s} \vee \|\gamma\|_{\infty, B^s}). \quad (15)$$

Hence, $\psi'$ extends uniquely to a continuous linear operator from $\prod_{1}^{\infty} B^s \times \prod_{2}^{\infty} B^s$ into $\ell^\infty(\Theta^s, \mathbb{D})$.

Second, for every $\gamma \in \prod_{1}^{\infty} B^s \times \prod_{2}^{\infty} B^s$, pick a sequence of pairs of signed Borel measures $(\gamma_t)_{t \geq 0}$ with total mass zero such that $\mu + t\gamma_t \in \mathcal{P}_1 \times \mathcal{P}_2$ for sufficiently small $t$ and $\gamma_t \rightarrow \gamma$ in $\ell^\infty(\Theta^s) \times \ell^\infty(\Theta^s)$ as $t \downarrow 0$. Then, as $t \downarrow 0$,

$$\frac{\psi(\mu + t\gamma_t) - \psi(\mu)}{t} = \psi'(\gamma_t) \rightarrow \psi'(\gamma) \quad \text{in} \quad \ell^\infty(\Theta^s, \mathbb{D}).$$

This completes the proof. \hfill $\square$

Next, we shall establish Hadamard differentiability of the map $\phi : Z(\Theta^s, \mathbb{D}) \subset \ell^\infty(\Theta^s, \mathbb{D}) \rightarrow \mathbb{D}$ at $\Psi_\mu := \Psi(\mu, \cdot)$. To this end, we apply Lemma 3.9.34 in [vdVW96]. The following lemma verifies the required conditions to apply the lemma. The proof, which we defer to Appendix B, relies on the results from [CL20].

**Lemma 6.** The following hold.

(i) The map $\Psi_\mu : \Theta^s \ni \varphi \mapsto \Psi(\mu, \varphi) \in \mathbb{D}$ is injective and its inverse (defined on $\Psi_\mu(\Theta^s)$) is continuous at 0.

(ii) The map $\Psi_\mu$ is Fréchet differentiable at $\varphi = \varphi^\mu |_S$ with derivative $\dot{\Psi}_\mu : \text{lin}(\Theta^s) \rightarrow \mathbb{D}$ given by

$$\dot{\Psi}_\mu(h) = \varepsilon^{-1} \left( \int e^{\frac{\varphi_1}{\varepsilon} \varphi - \mu_r} (h_1 \oplus h_2) d\mu^2, \int e^{\frac{\varphi_1}{\varepsilon} \varphi - \mu_r} (h_1 \oplus h_2) d\mu^1 \right)$$

for $h = (h_1, h_2) \in \text{lin}(\Theta^s)$, where $\text{lin}(\Theta^s)$ is the linear hull of $\Theta^s$. Furthermore, $\dot{\Psi}_\mu : (\text{lin}(\Theta^s), \| \cdot \|_\mathbb{D}) \rightarrow \mathbb{D}$ is injective and its inverse is continuous.

Extend $\dot{\Psi}_\mu^{-1}$ continuously to $\overline{\dot{\Psi}_\mu(\text{lin}(\Theta^s))}^\mathbb{D}$. Now, Lemma 3.9.34 in [vdVW96] implies the following. See also Appendix C.2.

**Lemma 7.** The map $\phi : Z(\Theta^s, \mathbb{D}) \subset \ell^\infty(\Theta^s, \mathbb{D}) \rightarrow \mathbb{D}$ is Hadamard differentiable at $\Psi_\mu := \Psi(\mu, \cdot)$ tangentially to the set

$$Z_\mu = \left\{ z \in \ell^\infty(\Theta^s, \mathbb{D}) : z = \lim_{t \downarrow 0} \frac{z_t - \Psi_\mu}{t} \quad \text{for some} \quad z_t \rightarrow \Psi_\mu \text{ in } Z(\Theta^s, \mathbb{D}), \quad t \downarrow 0 \right\} \bigcap \left\{ z \in \ell^\infty(\Theta^s, \mathbb{D}) : z \text{ is continuous at } \varphi^\mu |_S \right\}.$$  

The derivative is given by $\phi'_\varphi(z) = -\dot{\Psi}_\mu^{-1}(z(\varphi^\mu |_S))$. 

Hadamard differentiability of the map $\mathbf{ν} \in \mathcal{P}_{\mu_1} \times \mathcal{P}_{\mu_2} \mapsto \varphi'_\gamma |_{S} \in \mathcal{D}$ at $\mathbf{μ}$ now follows directly from Lemmas 5 and 7.

**Lemma 8.** The map $\mathbf{ν} \mapsto \varphi'_\gamma |_{S}$, $\mathcal{P}_{\mu_1} \times \mathcal{P}_{\mu_2} \subset \ell^\infty(B^s) \times \ell^\infty(B^s) \to \mathcal{D}$ is Hadamard differentiable at $\mathbf{μ}$ tangentially to $\mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)}$.

**Proof.** Given Lemmas 5 and 7, the lemma follows from the chain rule for Hadamard differentiable maps; see Lemma 3.9.3 in [vdVW96]. The only thing we need to verify is that, for every $\gamma = (\gamma^1, \gamma^2) \in \mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)}$, it holds that $\psi'(\gamma) \in \mathcal{Z}_{\mu}$. Let $(\mu_t)_{t>0} \subset \mathcal{P}_{\mu_1} \times \mathcal{P}_{\mu_2}$ be a sequence such that $\gamma_t := t^{-1}(\mu_t - \mu) \to \gamma$ in $\ell^\infty(B^s) \times \ell^\infty(B^s)$. Then $\Psi_{\mu_t} \in \mathcal{Z}(\Theta^s, \mathbb{D})$ and $t^{-1}(\Psi_{\mu_t} - \Psi_{\mu}) = \psi'(\gamma)_t \to \psi'(\gamma)$ in $\ell^\infty(\Theta^s, \mathbb{D})$. It remains to show that $\psi'(\gamma)$ is continuous at $\varphi'_{\mu} |_{S}$. By construction, for every $\eta > 0$, there exists $\tilde{\gamma} = (\tilde{\gamma}^1, \tilde{\gamma}^2) \in \mathcal{M}_{\mu_1} \times \mathcal{M}_{\mu_2}$ such that $\|\gamma^1 - \tilde{\gamma}^1\|_{\ell^\infty(B^s)} \vee \|\gamma^2 - \tilde{\gamma}^2\|_{\ell^\infty(B^s)} \leq \eta$. By (15), we have $\|\psi'(\gamma) - \psi'(\tilde{\gamma})\|_{\ell^\infty(\Theta^s, \mathbb{D})} \leq R^2 \eta$ with $R'$ given by (14). Since $\tilde{\gamma}$ is a pair of signed measures, for every sequence $\varphi_n \in \Theta^s$ with $\varphi_n - \varphi'_{\mu} |_{S} \to 0$, we see that $\|\psi'(\gamma)(\varphi_n) - \psi'(\tilde{\gamma})(\varphi_n)\|_\mathbb{D} \to 0$. We thus conclude that $\limsup_{n \to \infty} \|\psi'(\gamma)(\varphi_n) - \psi'(\tilde{\gamma})(\varphi'_{\mu} |_{S})\|_\mathbb{D} \leq 2R^2 \eta$, and as $\eta > 0$ is arbitrary, we have shown that $\psi'(\gamma)$ is continuous at $\varphi'_{\mu} |_{S}$. Hence, the chain rule applies, and the Hadamard derivative $[\varphi'_{\mu} |_{S}']: \mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)} \to \mathcal{D}$ is given by $[\varphi'_{\mu} |_{S}'](\gamma) = -\psi_{\mu}^{-1}(\psi'(\gamma)(\varphi'_{\mu} |_{S})).$ \hfill $\square$

Now, Lemma 8 and the formula for the potentials (12) together yield Lemma 4.

**Proof of Lemma 4.** We show Hadamard differentiability of the map $\mathbf{ν} \mapsto \varphi'_\gamma |_{S}$ at $\mathbf{μ}$; differentiability of the second potential follows analogously. To simplify notation, define

$$
\xi' : (x_1, x_2) \in \mathcal{X} \times S_2 \mapsto e^{\varphi'_{\gamma}(x_1, x_2) - \varphi_{\gamma}(x_1, x_2)}.
$$

By the formula (12) and the chain rule, it suffices to show that the map $\Upsilon : \mathbf{ν} \in \mathcal{P}_{\mu_1} \times \mathcal{P}_{\mu_2} \mapsto \int \xi'_{\nu}(\cdot, x_2) d\nu^2(x_2) \in \mathcal{C}(\mathcal{X})$ is Hadamard differentiable at $\mathbf{μ}$ tangentially to $\mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)}$. To this effect, let $(\mu_t)_{t>0} \subset \mathcal{P}_{\mu_1} \times \mathcal{P}_{\mu_2}$ be such that $\gamma_t := t^{-1}(\mu_t - \mu) \to \gamma$ in $\ell^\infty(B^s) \times \ell^\infty(B^s)$, and consider

$$
t^{-1}(\Upsilon(\mu_t) - \Upsilon(\mu)) = \int t^{-1}(\xi_{\mu_t}(\cdot, x_2) - \xi_{\mu}(\cdot, x_2)) d\mu^2(x_2) + \int \xi_{\mu}(\cdot, x_2) d\gamma^2_t(x_2).
$$

As $t \downarrow 0$, the first term on the right-hand side converges to the Hadamard derivative of the map $\mathbf{ν} \in \mathcal{P}_{\mu_1} \times \mathcal{P}_{\mu_2} \mapsto \int \xi'_{\nu}(\cdot, x_2) d\nu^2(x_2) \in \mathcal{C}(\mathcal{X})$ at $\mathbf{μ}$, which agrees with $e^{-1} \int \xi'_{\nu}(\cdot, x_2) [\varphi'_{\mu} |_{S}'](\gamma)(x_2) d\nu^2(x_2)$ by Lemma 8 and the chain rule.

Pertaining to the second term, since $\text{spt}(\gamma_t^2) \subset S_2$, we have

$$
\sup_{x_1 \in \mathcal{X}} \left| \int \xi_{\mu_t}(x_1, x_2) d\gamma^2_t(x_2) - \int \xi_{\mu}(x_1, x_2) d\gamma^2(x_2) \right|
\leq \sup_{x_1 \in \mathcal{X}} \left\| e^{\varphi'_{\mu_t}(\cdot, x_2)} - e^{\varphi'_{\mu}(\cdot, x_2)} \right\|_{C^s(\mathcal{X})} \left\| \gamma^2_t - \gamma^2 \right\|_{\ell^\infty(B^s)}
+ \sup_{x_1 \in \mathcal{X}} \left\| e^{\varphi'_{\mu_t}(\cdot, x_2)} - e^{\varphi'_{\mu}(\cdot, x_2)} \right\|_{C^s(\mathcal{X})} \left\| \gamma^2_t - \gamma^2 \right\|_{\ell^\infty(B^s)}.
$$
The right-hand side converges to 0 as \( t \downarrow 0 \) since \( \| \gamma_t^2 \|_{\infty,B^s} = O(1) \), \( \| \gamma_t^2 - \gamma^2 \|_{\infty,B^s} = o(1) \), and \( \varphi^\mu_2 \rightarrow \varphi^\mu_2 \) in \( \mathcal{C}(\mathcal{X}) \) by Lemma 1 (iii) (note that \( \mu^i \rightarrow \mu \in \ell^\infty(B^s) \times \ell^\infty(B^s) \) and hence \( \mu^i_1 \rightarrow \mu^i \) weakly for \( i = 1, 2 \) by Lemma 16). Conclude that, for \( \gamma \in \overline{\mathcal{M}_{\mu^i}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu^2}^{\ell^\infty(B^s)}} \),

\[
\gamma'_\mu(\gamma) = e^{-1} \int \xi^\mu(\cdot, x_2) [\varphi^\mu_2]_{S_2}'(\gamma)(x_2) \, d\mu_2^2(x_2) + \int \xi^\mu(\cdot, x_2) \, d\gamma^2(x_2),
\]

and hence \( [\varphi^\mu_2]'(\gamma) = -e^{\varphi^\mu_2} \gamma'_\mu(\gamma) \) by the chain rule.

\( \square \)

**Remark 12** (Compatibility of derivatives of EOT potentials). As Lemmas 8 and 4 establish, respectively, the Hadamard derivatives of the maps \( \nu \in \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \mapsto \varphi^\nu \big|_S \in \mathcal{D} \) and \( \nu \in \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \mapsto \varphi^\nu \in \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \), the latter derivative should extend the former. Indeed, for every \( \gamma \in \overline{\mathcal{M}_{\mu^1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu^2}^{\ell^\infty(B^s)}} \) and \( (\mu_t)_{t>0} \in \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \) for which \( t^{-1}(\mu_t - \mu) \rightarrow \gamma \) in \( \ell^\infty(B^s) \times \ell^\infty(B^s) \), \( t^{-1}(\varphi^\mu_t - \varphi^\mu) \mapsto [\varphi^\mu]'(\gamma) \) in \( \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \) and hence also in \( \mathcal{D} \). So, \( [\varphi^\mu]'(\gamma)|_S = [\varphi^\mu]|_S'[\gamma] \), as desired.

**Remark 13** (Choice of reference point). We have chosen a reference point \((x_0^1, x_0^2)\) from \( S \) in the proof of Lemma 4, but this is immaterial. Indeed, for a different choice of reference point \((\tilde{x}_1^1, \tilde{x}_0^2) \in \mathcal{X} \times \mathcal{X} \), the functions \( \tilde{\varphi}^\mu_1 = \varphi^\mu_1 - \frac{1}{2}(\varphi_1(\tilde{x}_1^0) - \varphi_2(\tilde{x}_0^2)) \) and \( \tilde{\varphi}^\mu_2 = \varphi^\mu_2 + \frac{1}{2}(\varphi_1(\tilde{x}_1^1) - \varphi_2(\tilde{x}_0^2)) \) are EOT potentials satisfying the constraint \( \tilde{\varphi}^\mu_1(\tilde{x}_1^0) = \tilde{\varphi}^\mu_2(\tilde{x}_0^2) \). Clearly, by construction, the map \( \nu \mapsto \tilde{\varphi}^\nu \mapsto \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \subset \ell^\infty(B^s) \times \ell^\infty(B^s) \rightarrow \mathcal{C}(\mathcal{X}) \times \mathcal{C}(\mathcal{X}) \) is Hadamard differentiable at \( \mu \). Hence the conclusion of Lemma 4 holds for an arbitrary reference point \((x_0^1, x_0^2) \in \mathcal{X} \times \mathcal{X} \).

We are now ready to prove Theorem 3.

**Proof of Theorem 3.** We divide the proof into two steps.

**Step 1.** Pick any multi-index \( k = (k_1, \ldots, k_d) \in \mathbb{N}_0^d \) with \( 0 < |k| \leq s \). In what follows, \( i \in \{1, 2\} \) is arbitrary. Also, \( \mu^{-1} = \mu^2 \) and \( \mu^{-2} = \mu^1 \). Similar conventions apply to \( x_{-i} \) etc. We will show that the map

\[
\nu \mapsto D^k\varphi^\nu, \ \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \subset \ell^\infty(B^s) \times \ell^\infty(B^s) \rightarrow \mathcal{C}(\mathcal{X})
\]

is Hadamard differentiable at \( \mu \). Observe that

\[
e^{-\varphi^\nu(x_i)/\varepsilon} = \int e^{\varphi^\nu_i(x_{-i}) - c(x_1, x_2)/\varepsilon} \, d\nu^{-i}(x_{-i}),
\]

so that by interchanging differentiation and integration, we see that \( D_{x_i}^k \left( e^{-\varphi^\nu_i(x_i)/\varepsilon} \right) \) can be expressed as a linear combination of functions of the form

\[
\int \prod_{j=1}^{J} \left[ D_{x_i}^{\ell_j} c(x_1, x_2) \right]^{m_j} \times e^{\varphi^\nu_i(x_{-i}) - c(x_1, x_2)/\varepsilon} \, d\nu^{-i}(x_{-i}),
\]

where \( 1 \leq J \leq |k| \), and \( m_1, \ldots, m_J \in \mathbb{N} \) and \( \ell_1, \ldots, \ell_J \in \mathbb{N}_0^d \setminus \{0\} \) are such that \( m_1 \ell_1 + \cdots + m_J \ell_J = k \). Combining the fact that \( (\log y)^{(n)}(y) = (-1)^{n+1}(n-1)!y^{-n} \) and the multivariate Faà di Bruno formula (cf. Theorem 2.1 in [CS96]), we see that
$D^k \varphi_i(x_t) = -\varepsilon D^k \log(e^{-\varphi_i(x_t)/\varepsilon})$ can be expressed as a linear combination of products of functions of the form

$$\int \zeta(x_1, x_2) e^{(\varphi_i(x_1) - c(x_1, x_2))/\varepsilon} \, d\nu^{-i}(x_1, x_2)$$

$$= \int \zeta(x_1, x_2) e^{\varphi_i(x_1) + \varphi_i(x_2) - c(x_1, x_2)} \, d\nu^{-i}(x_1),$$

where $\zeta$ is a smooth function on $\mathbb{R}^d \times \mathbb{R}^d$ that depends only on the cost $c$ and multi-index $k$. For example, for $y = (y_1, \ldots, y_d)$,

$$\frac{\partial^3}{\partial y_{j_1} \partial y_{j_2} \partial y_{j_3}} \log(f(y)) = \frac{\partial^3}{\partial y_{j_1} \partial y_{j_2} \partial y_{j_3}} f(y) - \frac{\partial^2}{\partial y_{j_1} \partial y_{j_2}} \frac{\partial}{\partial y_{j_3}} f(y) \frac{\partial^2}{\partial y_{j_1} \partial y_{j_3}} f(y) + 2 \frac{\partial^2}{\partial y_{j_1} \partial y_{j_2}} \frac{\partial}{\partial y_{j_3}} f(y) \frac{\partial}{\partial y_{j_1}} f(y) \frac{\partial}{\partial y_{j_2}} f(y).$$

Hence, it suffices to show that, for every smooth function $\zeta$ on $\mathbb{R}^d \times \mathbb{R}^d$, the map

$$\nu \mapsto \int \zeta(x_1, x_2) e^{\varphi_i(x_1) + \varphi_i(x_2) - c(x_1, x_2)} \, d\nu^{-i}(x_1, x_2), \ \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \subset \mathcal{C}(\mathbb{X})$$

is Hadamard differentiable at $\mu$. Let $(\mu_t)_{t \geq 0} \subset \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2}$ be a sequence such that $\gamma_t := t^{-1}(\mu_t - \mu) \to \gamma$ in $\mathcal{C}(\mathbb{X})$ as $t \downarrow 0$ with $\gamma = (\gamma_1, \gamma_2)$. Define

$$g_t(x_1, x_2) = \zeta(x_1, x_2) e^{\varphi_i(x_1) + \varphi_i(x_2) - c(x_1, x_2)}, \ t \geq 0$$

with $\mu_0 = \mu$. We have shown in Lemma 4 that $t^{-1}(\varphi^\mu_1 - \varphi^\mu_1) \to |\varphi^\mu_1|'(\gamma)$ in $\mathcal{C}(\mathbb{X})$ as $t \downarrow 0$, so that

$$t^{-1}(g_t - g_0) \to \varepsilon^{-1}\{[\varphi^\mu_1]'(\gamma) \oplus [\varphi^\mu_2]'(\gamma)\} g_0 =: h(\gamma) \in \mathcal{C}(\mathbb{X} \times \mathbb{X}).$$

Observe that

$$\int g_t(x_1, x_2) \, d\mu^{-i}(x_1) = \int g_t(x_1, x_2) \, d\mu^{-i}(x_1) + t \int g_t(x_1, x_2) \, d\gamma^{-i}(x_1).$$

As $t \downarrow 0$, we have

$$t^{-1}\left\{ \int g_t(x_1, x_2) \, d\mu^{-i}(x_1) - \int g_0(x_1, x_2) \, d\mu^{-i}(x_1) \right\} \to \int h(\gamma)(x_1, x_2) \, d\mu^{-i}(x_1) \in \mathcal{C}(\mathbb{X}).$$

To control $\int g_t(x_1, x_2) \, d\gamma^{-i}(x_1)$, observe that

$$\left| \int g_t(x_1, x_2) \, d\gamma^2(x_2) - \int g_0(x_1, x_2) \, d\gamma^2(x_2) \right| \leq \left| \int (g_t - g_0)(x_1, x_2) \, d\gamma^2(x_2) \right| + \left| \int g_0(x_1, x_2) \, d(\gamma^2 - \gamma^2)(x_2) \right| \leq \|g_t(x_1, \cdot) - g_0(x_1, \cdot)\|_{C^\infty(\mathbb{X})} \|\gamma^2\|_{\infty, B^2} + \|g_0(x_1, \cdot)\|_{C^\infty(\mathbb{X})} \|\gamma^2 - \gamma^2\|_{\infty, B^2}.$$
Remark 14. Another possible approach would be to employ the implicit function theorem for Banach spaces (see, e.g., Theorem I.5.9 in [Lan12]), which asks Fréchet differentiability of the map \( D_s \) satisfies that

\[
\sup_{x \in X} \| d_{\gamma_0} \|_{L^1} \leq \| h \|_{L^1(X)} \| d\gamma_0 \|_{L^1} \geq \| h \|_{L^1(X)} \| d\gamma_0 \|_{L^1},
\]

implies that \( \varphi_\mu \rightarrow \varphi_\nu \) in \( C^s(X) \times C^s(X) \), which in turn implies that \( \sup_{x_1 \in X} \| g_t(x_1, \cdot) - g_0(x_1, \cdot) \|_{C^s(X)} = o(1) \) as \( t \downarrow 0 \). Hence, we have

\[
\int g_t(\cdot, x_2) \, d\gamma_t^2(x_2) \rightarrow \int g_0(\cdot, x_2) \, d\gamma_0^2(x_2) \quad \text{in } C(X).
\]

Likewise, we have \( \int g_t(x_1, \cdot) \, d\gamma_t^1(x_1) \rightarrow \int g_0(x_1, \cdot) \, d\gamma_0^1(x_1) \) in \( C(X) \). Conclude that

\[
t^{-1} \left\{ \int g_t(x_1, x_2) \, d\mu^{-1}_t(x_{-1}) - \int g_0(x_1, x_2) \, d\mu^{-1}_0(x_{-1}) \right\}
\rightarrow \int h(\gamma)(x_1, x_2) \, d\mu^{-1}(x_{-1}) + \int g_0(x_1, x_2) \, d\gamma^1(x_{-1}) \quad \text{in } C(X).
\]

The limit is linear and continuous from \( M_\mu^{\ell^\infty(B^*)} \times M_\mu^{\ell^\infty(B^*)} \) into \( C(X) \).

Step 2. As in Step 1, let \( \langle \mu_t \rangle \subset P_\mu^1 \times P_\mu^2 \) be a sequence such that \( \gamma_t := t^{-1}(\mu_t - \mu) \rightarrow \gamma \) in \( \ell^\infty(B^*) \times \ell^\infty(B^*) \) as \( t \downarrow 0 \). By Lemma 4 and Step 1, for every multi-index \( k \in \mathbb{N}_0 \) with \( |k| \leq s \), the map \( \nu \mapsto D^k \varphi_\nu \), \( \nu_1 \times \nu_2 \subset \ell^\infty(B^*) \times \ell^\infty(B^*) \rightarrow C(X) \) is Hadamard differentiable at \( \mu \). Denote its derivative by \( [D^k \varphi_\nu]_{\mu} \), so that

\[
t^{-1}(D^k \varphi_\nu - D^k \varphi_\mu) \rightarrow [D^k \varphi_\nu]_{\mu}(\gamma) \quad \text{in } C(X).
\]

Pick any sequence \( t_n \downarrow 0 \). Then, \( t_n^{-1}(\varphi^{\nu}_{t_n} - \varphi^\mu) \) is Cauchy in \( C^s(X) \), so by completeness of \( C^s(X) \), the limit in \( C^s(X) \) exists, i.e., \( t_n^{-1}(\varphi^{\nu}_{t_n} - \varphi^\mu) \rightarrow \varphi \) in \( C^s(X) \). The limit \( \varphi \) satisfies that \( D^k \varphi = [D^k \varphi]_{\mu}(\gamma) \) for every multi-index \( k \in \mathbb{N}_0 \) with \( |k| \leq s \), which shows that \( \varphi^{\nu}_{t_n}(\gamma) \in C^s(X) \) with \( D^k \varphi^{\nu}_{t_n}(\gamma) = [D^k \varphi]_{\mu}(\gamma) \) for every multi-index \( k \in \mathbb{N}_0 \) with \( |k| \leq s \). Since the map \( \gamma \mapsto [\varphi^{\nu}_{t_n}]_{\mu}(\gamma) \) is linear and continuous from \( M_\mu^{\ell^\infty(B^*)} \times M_\mu^{\ell^\infty(B^*)} \) into \( C^s(X) \), we obtain the desired result. \( \square \)

6.2. Proof of Theorem 4. We divide the proof into two steps.

Step 1. We first show twice Hadamard differentiability of the mapping \( \nu \mapsto \varphi_\nu \) in \( \mathbb{D} \). Recall that \( \varphi_\mu \mid S = \phi \circ \Psi(\mu, \cdot) \). Observe that \( \Psi(\mu, \cdot) = \Psi(\mu, \cdot) + t \psi'(\gamma_t) \). We will apply Lemma 15 below with \( \Theta = \Theta^S, \mathbb{D} = \mathbb{D}, L = L, S = S, \varphi = \varphi_\mu, \theta_0 = \varphi_\mu \mid S, \theta_1 = \varphi_\mu \mid S, \) and \( \gamma_t = \psi'(\gamma_t) \). To this end, we shall verify the conditions in Lemma 15.

Twice Fréchet differentiability of \( \Psi(\mu, \cdot) \) is straightforward to verify, with second derivative given by

\[
\ddot{\Psi}_\mu(h_1, h_2) = \varepsilon^{-2} \left( \int e^{-\varphi^{\mu}_{\mu} \circ \varphi^{\mu}_{\mu} - \varepsilon} (h_1 \oplus h_2)^2 \, d\mu, \int e^{-\varphi^{\mu}_{\mu} \circ \varphi^{\mu}_{\mu} - \varepsilon} (h_1 \oplus h_2)^2 \, d\mu \right).
\]
We have already verified Conditions (i)–(ii) of Lemma 15 in the proof of Lemma 8. Regarding Condition (iii), since \( \psi'(\gamma_t) \in Z_{\mu} \) (cf. the proof of Lemma 8), in view of Remark 17 after Lemma 14, it holds that \( \psi'(\gamma_t)(\varphi^\mu|_S) \in \Psi_{\mu}(\lim(\Theta^s)) \). It remains to verify Condition (iv) in Lemma 15. Observe that, as \( \text{spt}(\gamma_t^1) \subset S_i \),

\[
\begin{aligned}
&\left( t^{-1} \{ \psi'(\gamma_t)(\varphi^\mu|_S) - \psi'(\gamma_t)(\varphi^\mu|_S) \} \right) \\
&= \left( \int t^{-1} \left( e^{\frac{\varphi^\mu_{t_1} + \varphi^\mu_{s_1} - \epsilon}{\epsilon}} - e^{\frac{\varphi^\mu_{t_2} + \varphi^\mu_{s_2} - \epsilon}{\epsilon}} \right) d\gamma_t^1, \int t^{-1} \left( e^{\frac{\varphi^\mu_{t_1} + \varphi^\mu_{s_1} - \epsilon}{\epsilon}} - e^{\frac{\varphi^\mu_{t_2} + \varphi^\mu_{s_2} - \epsilon}{\epsilon}} \right) d\gamma_t^1 \right).
\end{aligned}
\]

By symmetry, it suffices to show convergence of the first coordinate. Recall from Theorem 3 that \( t^{-1}(\varphi^\mu_{t_1} - \varphi^\mu_{t_2}) \to [\varphi^\mu_{t_1}]'(\gamma) \) in \( C^s(\mathcal{X}) \) for \( i = 1, 2 \). We shall show that

\[
\begin{aligned}
&\sup_{x_1 \in \mathcal{X}} \left\| t^{-1} \left\{ e^{\frac{\varphi^\mu_{t_1} + \varphi^\mu_{s_1} - \epsilon}{\epsilon}} - e^{\frac{\varphi^\mu_{t_2} + \varphi^\mu_{s_2} - \epsilon}{\epsilon}} \right\} \right\|_{C^s(\mathcal{X})} \\
&\to 0.
\end{aligned}
\]

Indeed, since \( \gamma_t^2 \to \gamma^2 \) in \( \ell^\infty(B^s) \), (17) implies that

\[
\int t^{-1} \left( e^{\frac{\varphi^\mu_{t_1} + \varphi^\mu_{s_1} - \epsilon}{\epsilon}} - e^{\frac{\varphi^\mu_{t_2} + \varphi^\mu_{s_2} - \epsilon}{\epsilon}} \right) d\gamma_t^2 \to \epsilon^{-1} \int \left\{ [\varphi^\mu_{t_1}]'(\gamma)(x_1) + [\varphi^\mu_{t_2}]'(\gamma)(\cdot) \right\} e^{\frac{\varphi^\mu_{t_1} + \varphi^\mu_{s_1} - \epsilon}{\epsilon}} d\gamma^2
\]

in \( C(\mathcal{X}) \), yielding the desired result in view of Remark 9.

Observe that, in general, for \( f, g \in C^s(\mathcal{X}) \), it holds that

\[
\|fg\|_{C^s(\mathcal{X})} \leq K \|f\|_{C^s(\mathcal{X})} \|g\|_{C^s(\mathcal{X})}
\]

for some constant \( K \) that depends only on \( s, d \). Now, since

\[
\begin{aligned}
&\sup_{x_1 \in \mathcal{X}} \left\| e^{-\frac{\varphi^\mu_{t_1} + \varphi^\mu_{s_1} - \epsilon}{\epsilon}} \right\|_{C^s(\mathcal{X})} < \infty
\end{aligned}
\]

by Lemma 1 (ii), the left-hand side of (17) is bounded by

\[
\begin{aligned}
&\sup_{x_1 \in \mathcal{X}} \left\| t^{-1} \left\{ e^{\frac{\varphi^\mu_{t_1} + \varphi^\mu_{s_1} - \epsilon}{\epsilon}} - 1 \right\} \right\|_{C^s(\mathcal{X})} \\
&\to 0.
\end{aligned}
\]

up to a constant independent of \( t \). It is not difficult to see that (18) converges to zero when \( \| \cdot \|_{C^s(\mathcal{X})} \) is replaced by \( \| \cdot \|_{\infty, \mathcal{X}} \). We shall show that for every multi-index \( k \in \mathbb{N}_0^d \) with \( 0 < |k| \leq s \),

\[
\begin{aligned}
&\sup_{x_1 \in \mathcal{X}} \left\| t^{-1} D_{x_2}^k \left( e^{\frac{\varphi^\mu_{t_1} + \varphi^\mu_{s_1} - \epsilon}{\epsilon}} \right) - \epsilon^{-1} D_{x_2}^k \left( \varphi^\mu_{t_2} \right)(\cdot) \right\|_{\infty, \mathcal{X}} \\
&\to 0.
\end{aligned}
\]

By the multivariate Faà di Bruno formula (cf. Theorem 2.1 in [CS96]),

\[
\begin{aligned}
t^{-1} D_{x_2}^k \left( e^{\frac{\varphi^\mu_{t_1} + \varphi^\mu_{s_1} - \epsilon}{\epsilon}} \right)
\end{aligned}
\]


can be expressed as a linear combination of functions of the form
\[ e^{\frac{\gamma_t^J(x_1) - \gamma_t^J(x_2) + \gamma_t^J(x_2) - \gamma_t^J(x_2)}{\varepsilon}} \times t^{-1} \prod_{j=1}^J \left[ D_{\gamma_t^j}(\varphi_2^\mu_t(x_2) - \varphi_2^\mu(x_2)) \right]^{m_j}, \] (20)
where \( 1 \leq J \leq |k| \), and \( m_1, \ldots, m_J \in \mathbb{N} \) and \( \ell_1, \ldots, \ell_J \in \mathbb{N}_0 \setminus \{0\} \) are such that \( m_1\ell_1 + \cdots + m_J\ell_J = k \). The coefficient for the leading term with \( J = 1 \) and \( m_1 = 1 \) is \( \varepsilon^{-1} \). Except for the leading term, the order of (20) is \( O(t) \) as \( t \downarrow 0 \) in \( \mathcal{C}(\mathcal{X} \times \mathcal{X}) \), so we arrive at the following expansion in \( \mathcal{C}(\mathcal{X} \times \mathcal{X}) \):
\[
t^{-1}D_{x_2}^k \left( e^{\frac{\gamma_t^J(x_1) - \gamma_t^J(x_2) + \gamma_t^J(x_2) - \gamma_t^J(x_2)}{\varepsilon}} \right)
= \varepsilon^{-1} e^{\frac{\gamma_t^J(x_1) - \gamma_t^J(x_2) + \gamma_t^J(x_2) - \gamma_t^J(x_2)}{\varepsilon}} \times t^{-1} D_{x_2}^k \left( \varphi_2^\mu_t(x_2) - \varphi_2^\mu(x_2) \right) + o(1).
\]
The right-hand side converges to \( \varepsilon^{-1} D_{x_2}^k \left[ \varphi_2^\mu_t \right](\gamma)(x_2) \) in \( \mathcal{C}(\mathcal{X} \times \mathcal{X}) \) as \( t^{-1}(\varphi_2^\mu_t - \varphi_2^\mu) \to [\varphi_2^\mu] \) in \( \mathcal{C}^1(\mathcal{X}) \) for \( i = 1, 2 \), which leads to (19) as desired.

Therefore, Lemma 15 guarantees that the limit
\[
\lim_{t \downarrow 0} \frac{\varphi_2^\mu_s - \varphi_2^\mu_s - t[\varphi_2^\mu_s](\gamma_t)}{t^2/2}
\]
exists in \( \mathbb{D} \). By our construction, the limit depends on \( \gamma \) but not on the choice of sequence \( \mu_t \), so denote the limit by \([\varphi_2^\mu_s]''(\gamma)\).

Step 2. Next, we leverage twice differentiability of \( \nu \mapsto \varphi_2^\nu \) to establish the second derivative of \( \nu \mapsto \varphi_2^\nu \) using (12). As in the proof of Lemma 4, we only deal with the first potential. Recall the notation \( \xi^\nu \) and \( \Upsilon \) that appeared in the proof of Lemma 4 and observe that \( \varphi_2^\nu = -\varepsilon \log(\Upsilon(\nu)) \). Precisely, \( \varphi_2^\nu \) agrees with the composition of the maps \( f \in \mathcal{C}_+(\mathcal{X}) \mapsto -\varepsilon \log(f) \in \mathcal{C}(\mathcal{X}) \) with \( \mathcal{C}_+(\mathcal{X}) = \{ f \in \mathcal{C}(\mathcal{X}) : f > 0 \} \) and \( \Upsilon : \mathcal{P}_{\mu_1} \times \mathcal{P}_{\mu_2} \to \mathcal{C}_+(\mathcal{X}) \). The former map is twice Hadamard (indeed Fréchet) differentiable and its domain \( \mathcal{C}_+(\mathcal{X}) \) is open in \( \mathcal{C}(\mathcal{X}) \), so the tangent cone \( \mathcal{T}_{\mathcal{C}_+(\mathcal{X})}(f) \) agrees with \( \mathcal{C}(\mathcal{X}) \) for every \( f \in \mathcal{C}_+(\mathcal{X}) \). From the second-order chain rule for Hadamard differentiable maps (see Lemma 12), it suffices to establish second-order Hadamard differentiability of \( \Upsilon \) at \( \mu \) tangentially to \( \mathcal{M}_{\mu_1}^{\infty}(B^s) \times \mathcal{M}_{\mu_2}^{\infty}(B^s) \). As such, with \( \mu_t \) and \( \gamma_t \) as above, recalling the expression of the derivative of \( \Upsilon \) from (16) and that \([\varphi_2^\mu_s]'(\gamma_t) = [\varphi_2^\mu_s]'(\gamma_t)\) on \( S_2 \) (see Remark 12), we have
\[
\frac{\Upsilon(\mu_t) - \Upsilon(\mu) - t \Upsilon'(\mu_t)(\gamma_t)}{t^2/2}
= (2/t^2) \int \left\{ \xi^\mu(\cdot, x_2) - \xi^\mu(\cdot, x_2) - t\varepsilon^{-1}\xi^\mu(\cdot, x_2)[\varphi_2^\mu(\gamma_t)(x_2)] \right\} d\mu^2(x_2)
+ (2/t) \int \left\{ \xi^\mu(\cdot, x_2) - \xi^\mu(\cdot, x_2) \right\} d\gamma_t^2(x_2),
\]
As \( t \downarrow 0 \), the first term on the right-hand side converges to the second-order Hadamard derivative of the map \( \nu \in \mathcal{P}_{\mu_1} \times \mathcal{P}_{\mu_2} \mapsto \int \xi^\nu(\cdot, x_2) d\mu^2(x_2) \in \mathcal{C}(\mathcal{X}) \) at \( \mu \), which agrees with
\[
\int \left\{ \varepsilon^{-2}\xi^\mu(\cdot, x_2) ([\varphi_2^\mu](\gamma(x_2))^2 + \varepsilon^{-1}\xi^\mu(\cdot, x_2)[\varphi_2^\mu_s]'(\gamma(x_2)) \right\} d\mu^2(x_2)
\]
by the chain rule and twice differentiability of the restricted potentials.

As in Step 1, one can show that the right-hand side of (21) converges to 0.

As before, we may assume without loss of generality that $\gamma^0(a) = 0$ for every constant $a \in \mathbb{R}$, we may assume without loss of generality that $x^0_1 = x^0_2$.

Step 1. The map $\nu = (\nu^1, \nu^2) \mapsto S_{c,\epsilon}(\nu^1, \nu^2), \mathcal{P}_{\mu^1} \times \mathcal{P}_{\mu^2} \subset \ell^\infty(B^s) \times \ell^\infty(B^s) \to \mathbb{R}$ is Hadamard differentiable at $\mu$ tangentially to $\mathcal{M}_{\mu^1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu^2}^{\ell^\infty(B^s)}$ with derivative

$$[S_{c,\epsilon}^\mu](\gamma) = \int \varphi_1^\mu d\gamma_1 + \int \varphi_2^\mu d\gamma_2.$$ Given regularity of EOT potentials (Lemma 1), the proof follows similarly to the proof (or its argument) of Theorem 7 in [GKRS22], with small modifications. To avoid repetitions, we omit the details.

Step 2. The conclusion of the lemma follows by Step 1 and noting that $\varphi_1^{(\mu^1, \mu^1)} = \varphi_2^{(\mu^1, \mu^1)}$ by symmetry of the cost function.

6.4. Proof of Theorem 5. As before, we may assume without loss of generality that $x^0_1 = x^0_2$. Using (9), we can expand $S_{c,\epsilon}(\mu^1_1, \mu^1_2)$ as

$$S_{c,\epsilon}(\mu^1_1, \mu^1_2) = \int \varphi_1^{(\mu^1_1, \mu^1_2)} d\mu^1_1 + \int \varphi_2^{(\mu^1_1, \mu^1_2)} d\mu^1_2 = \int \varphi_1^{(\mu^1_1, \mu^1_2)} d\gamma_1 + \int \varphi_2^{(\mu^1_1, \mu^1_2)} d\gamma_2.$$
By Theorem 3, we have
\[
\frac{\varphi_1(\mu^i_1, \mu^i_2) - \varphi_i(\mu, \mu)}{t} \rightarrow [\varphi_i(\mu, \mu)]'((\gamma^1_i, \gamma^2_i) \quad \text{ in } C^s(X)
\]
as \(t \downarrow 0\), while
\[
\frac{\varphi_1(\mu^i_1, \mu^i_2) - \varphi_i(\mu, \mu)}{t} \rightarrow [\varphi_i(\mu, \mu)]'((\gamma^1_i, \gamma^2_i) \quad \text{ in } C^s(X).
\]
Since \(\gamma^i_t \rightarrow \gamma^i\) in \(L^\infty(B^s)\) as \(t \downarrow 0\), we have
\[
\int (\varphi_i(\mu^i_1, \mu^i_2) - \varphi_i(\mu^i_1, \mu^i_2)) \, d\gamma^i_t = t \int [\varphi_i(\mu, \mu)]'(\gamma^1_i - \gamma^2_i, \gamma^2_i - \gamma^1_i) \, d\gamma^i_t + o(t).
\]
On the other hand, by Theorem 4, we have
\[
\frac{\varphi_1(\mu^i_1, \mu^i_2) - \varphi_1(\mu^i_1, \mu^i_2) }{t^2/2} \rightarrow [\varphi_1(\mu, \mu)]''((\gamma^1_1, \gamma^2_1) - [\varphi_1(\mu, \mu)]''((\gamma^1_1, \gamma^1_1) \quad \text{ in } C(X) \times C(X).
\]
A similar expansion holds for \(\varphi_2(\mu^i_1, \mu^i_2) - \varphi_2(\mu^i_1, \mu^i_2)\). Hence, we have
\[
\int (\varphi_1(\mu^i_1, \mu^i_2) - \varphi_1(\mu^i_1, \mu^i_2) ) \, d\mu + \int (\varphi_2(\mu^i_1, \mu^i_2) - \varphi_2(\mu^i_1, \mu^i_2) ) \, d\mu
\]
\[
= t \int \left( [\varphi_1(\mu, \mu)]'(0, \gamma^2_i - \gamma^1_i) + [\varphi_2(\mu, \mu)]'(\gamma^1_i - \gamma^2_i, 0) \right) \, d\mu
\]
\[
+ \frac{t^2}{2} \int \left( \sum_{i=1}^2 \left( [\varphi_i(\mu, \mu)]''((\gamma^1_i, \gamma^2_i) - [\varphi_i(\mu, \mu)]''((\gamma^i_i, \gamma^i_i)) \right) \right) \, d\mu + o(t^2).
\]
As the cost function is symmetric, we have
\[
[\varphi_2(\mu, \mu)]'(0, \gamma^2_1 + \gamma^2_i) = [\varphi_1(\mu, \mu)]'(0, \gamma^1_i + \gamma^1_2) = -[\varphi_1(\mu, \mu)]'(0, \gamma^2_i - \gamma^1_i),
\]
so that the first term on the right-hand side of (22) vanishes. Conclude that
\[
\lim_{t \downarrow 0} \frac{\bar{S}_{c,c}(\mu^i_1, \mu^i_2)}{t^2/2} = \int \left( \sum_{i=1}^2 \left( [\varphi_i(\mu, \mu)]''((\gamma^1_i, \gamma^2_i) - [\varphi_i(\mu, \mu)]''((\gamma^i_i, \gamma^i_i)) \right) \right) \, d\mu
\]
\[
+ 2 \sum_{i=1}^2 \int [\varphi_i(\mu, \mu)]'(\gamma^1_i - \gamma^2_i, \gamma^2_i - \gamma^1_i) \, d\gamma^i =: \Delta_\mu(\gamma).
\]
Continuity and positive homogeneity (of degree 2) of \(\Delta_\mu\) follows immediately (or from its construction).

6.5. **Proofs for Section 3 (except Proposition 2).** In what follows, let
\[
\mathcal{M}_\mu = \left\{ gd\mu^i : g : X \rightarrow \mathbb{R} \text{ is bounded and measurable with } \mu^i\text{-mean zero} \right\},
\]
where \(gd\mu^i\) should be understood as a signed measure \(A \mapsto \int_A gd\mu^i\).

For a (generic) probability measure \(\mu\) and a function class \(\mathcal{F} \subset L^2(\mu)\), a stochastic process \(G = (G(f))_{f \in \mathcal{F}}\) is called a \(\mu\)-Brownian bridge if it is a Gaussian process with mean zero and covariance function \(\mathbb{E}[G(f)G(g)] = \text{Cov}_\mu(f, g)\); furthermore, if \(G\) is a
tight measurable map into \( \ell^\infty(\mathcal{F}) \), then we call \( G \) a tight \( \mu \)-Brownian bridge in \( \ell^\infty(\mathcal{F}) \). Recall that a (zero-mean) Gaussian process that is a tight measurable map into \( \ell^\infty(\mathcal{F}) \) is an \( \ell^\infty(\mathcal{F}) \)-valued Gaussian random variable (with mean zero) in the Banach space sense; see Lemma 3.9.8 in [vdVW96].

**Lemma 9.** Let \( s \) be a positive integer with \( s > d/2 \). Then, for every \( \mu = (\mu^1, \mu^2) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \), we have

\[
\sqrt{n}(\mu_n - \mu) \xrightarrow{d} \mathcal{G}^\mu = (\mathcal{G}^\mu_1, \mathcal{G}^\mu_2) \quad \text{in} \quad \ell^\infty(B^s) \times \ell^\infty(B^s),
\]

(23)

where \( \mathcal{G}^\mu_1 \) and \( \mathcal{G}^\mu_2 \) are independent, tight \( \mu^1 \)- and \( \mu^2 \)-Brownian bridges in \( \ell^\infty(B^s) \) and \( \ell^\infty(B^s) \), respectively. Furthermore, \( \text{spt}(\mathcal{G}^\mu) \subset \mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)} \).

**Proof of Lemma 9.** The set \( B^s \) is \( \mu^1 \)-Donsker by Theorem 2.7.1 in [vdVW96]. Since the samples are independent, by Example 1.4.6 in [vdVW96] (combined with Lemma 3.2.4 in [Dud99] concerning measurable covers), we obtain the weak convergence result (23). The second claim follows by Lemma 17. \( \square \)

The following lemma will be used to prove the second claim of Theorem 2.

**Lemma 10.** Consider the setting of Theorem 5 and assume that \( \tilde{S}_{c,x} \) is nonnegative. Let \( W \) be a tight random variable with values in \( \ell^\infty(B^s) \times \ell^\infty(B^s) \) whose support is a cone \( \neq \{0\} \). Then, unless \( \Delta_\mu \) is identically zero, the support of \( \Delta_\mu(W) \) agrees with \( [0, \infty) \).

**Proof of Lemma 10.** Consider the restriction of \( \Delta_\mu \) on \( \text{spt}(W) \), which we denote by the same symbol. The restriction is still continuous and positively homogeneous of degree 2 (the latter follows as \( \text{spt}(W) \) is a cone). The functional \( \Delta_\mu \) is nonnegative by construction. By positive homogeneity, \( \Delta_\mu \) is either identically zero or onto \([0, \infty)\). In our setting, \( \Delta_\mu \) is onto \([0, \infty)\). For every open interval \((a, b) \subset [0, \infty)\), the inverse image \( \Delta_\mu^{-1}((a, b)) \) is nonempty and open in \( \text{spt}(W) \), and hence by the definition of support, we have \( \mathbb{P}(\Delta_\mu(W) \in (a, b)) > 0 \), which implies that \( \text{spt}(\Delta_\mu(W)) = [0, \infty) \). \( \square \)

We are now ready to prove Theorem 1, Corollary 1, Proposition 1, and Theorem 2.

**Proof of Theorem 1.** The theorem follows from the Hadamard differentiability result (Theorem 3) combined with the functional delta method. Let \( s > d/2 \), so that the weak convergence (23) holds. Since \( \sqrt{n}(\mu_n - \mu) \in \mathcal{P}_{\mu_1} \times \mathcal{P}_{\mu_2} \) a.s. (as \( \text{spt}(\hat{\mu}_n) \subset \text{spt}(\mu) \) a.s.) and \( \text{spt}(\mathcal{G}^\mu) \subset \mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)} \subset \mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)} \) (or the inclusion \( \text{spt}(\mathcal{G}^\mu) \subset \mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)} \) follows from the portmanteau theorem), we may apply the functional delta method (Lemma 11) to conclude that

\[
\sqrt{n}(\varphi_n - \varphi^\mu) \xrightarrow{d} [\varphi^\mu]'(\mathcal{G}^\mu) \quad \text{in} \quad \mathcal{C}^s(\mathcal{X}) \times \mathcal{C}^s(\mathcal{X}).
\]

Also, since \( \mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)} \) is a closed subspace of \( \ell^\infty(B^s) \times \ell^\infty(B^s) \) and the restriction of \( [\varphi^\mu]' \) to \( \mathcal{M}_{\mu_1}^{\ell^\infty(B^s)} \times \mathcal{M}_{\mu_2}^{\ell^\infty(B^s)} \) is a continuous linear operator, we see that \( [\varphi^\mu]'(\mathcal{G}^\mu) \) is a zero-mean Gaussian random variable with values in \( \mathcal{C}^s(\mathcal{X}) \times \mathcal{C}^s(\mathcal{X}) \). The result for the \( s \leq d/2 \) case follows by the fact the inclusion map \( f \mapsto \varphi^\mu \mathcal{C}^s(\mathcal{X}) \rightarrow \mathcal{C}^s(\mathcal{X}) \) with \( s' < s \) is continuous. \( \square \)
Proof of Theorem 2. Given the second-order Hadamard differentiability result (Theorem 5), the first claim of the theorem follows by applying the second-order functional delta method (Lemma 13), $nS_{c,ε}(\mu_1,\mu_2) \to \Delta_\mu(G(\mu_1,\mu_2))/2$. The second claim follows by Lemma 10, upon noting that $\text{spt}(G(\mu_1,\mu_2))$ is a vector subspace of $\ell^\infty(B^s) \times \ell^\infty(B^s)$ (cf. the proof of Lemma 17 or Lemma 5.1 in [VZvdV08]). \qed

6.6. Proof of Proposition 2. The proof uses techniques from $U$-processes. We refer to [dIlPnG99] as an excellent reference on $U$-processes. Assume $\pi = \pi^V \otimes \pi^W$. For notational convenience, set $\hat{\pi}_n = \hat{\pi}_n^V \otimes \hat{\pi}_n^W$. Let $B^s$ be the unit ball in $C^s(\mathcal{X})$ with $s > 2d$ (recall that $d = d_1 + d_2$ and $\mathcal{X} = \mathcal{V} \times \mathcal{W}$). We will derive a joint limit distribution for $\sqrt{n}(\hat{\pi}_n - \pi)$ and $\sqrt{n}(\hat{\pi}_n - \pi)$ in $\ell^\infty(B^s) \times \ell^\infty(B^s)$. As in [ABFRB15], define for $f \in B^s$, 

$$h_f(x_1, x_2) = h_f((v_1, w_1), (v_2, w_2))$$

$$: = f(v_1, w_1) + f(v_2, w_2) - f(v_1, w_2) - f(v_2, w_1).$$

(24)

The function $h_f$ is symmetric with $\|h_f\|_{C^s(\mathcal{X} \times \mathcal{X})} \leq 4$. As $V_i$ and $W_i$ are independent, the mean of $h_f(X_1, X_2)$ is zero: $\mathbb{E}[h_f(X_1, X_2)] = 0$. Consider the $U$-statistic with kernel $h_f$:

$$U_n(h_f) = \frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} h_f(X_i, X_j).$$
Then, keeping in mind $X_i = (V_i, W_i)$, we can expand $U_n(h_f)$ as
\[
U_n(h_f) = \frac{2}{n} \sum_{i=1}^n f(X_i) - \frac{2}{n(n-1)} \sum_{1 \leq i \neq j \leq n} f(V_i, W_j)
= \frac{2}{n} \sum_{i=1}^n f(X_i) - \frac{2}{n^2} \sum_{i,j=1}^n f(V_i, W_j)
+ \frac{2}{n^3 - n^2} \sum_{1 \leq i \neq j \leq n} f(V_i, W_j) + \frac{2}{n^2} \sum_{i=1}^n f(X_i)
= \frac{2}{n} \sum_{i=1}^n f(X_i) - \frac{2}{n^2} \sum_{i,j=1}^n f(V_i, W_j) + \frac{2}{n^2} \sum_{i=1}^n f(X_i)
= 2(\hat{\pi}_n(f) - \hat{\pi}_n(f)) + A_n(f),
\]
that is,
\[
\hat{\pi}_n(f) = \hat{\pi}_n(f) - \frac{1}{2} U_n(h_f) + \frac{1}{2} A_n(f).
\]
Since $|f| \leq 1$, we have $|A_n(f)| \leq 4/n$. We will approximate $U_n(h_f)$ by the Hajek process. Apply the Hoeffding decomposition to $h_f$:
\[
h_f^{(1)}(x) = \int h_f(x, x') d\pi(x'), \quad h_f^{(2)}(x, x') = h_f(x, x') - h_f^{(1)}(x) - h_f^{(1)}(x').
\]
Then, we can decompose $U_n(h_f)$ as $U_n(h_f) = 2\hat{\pi}_n(h_f^{(1)}) + U_n(h_f^{(2)})$.

Now, since \( \{h_f : f \in B^s\} \subseteq \{h \in C^s(\mathcal{X} \times \mathcal{X}) : \|h\|_{C^s(\mathcal{X} \times \mathcal{X})} \leq 4\} \) and the $t$-entropy number of the latter function class w.r.t. $\| \cdot \|_{\infty, \mathcal{X} \times \mathcal{X}}$ is of order $t^{-2d/s}$ as $t \downarrow 0$ by Theorem 2.7.1 in [vdVW96], applying Corollary 5.6 in [CK20] with $k = 2$, we have
\[
\mathbb{E}[\|U_n(h_f^{(2)})\|_{\infty, B^s}] \leq O(n^{-1}) \times \int_0^1 t^{-2d/s} dt = O(n^{-1}).
\]

Summarizing, we have $\mathbb{E}[\|\sqrt{n}(\hat{\pi}_n(f) - \hat{\pi}_n(f - h_f^{(1)})\|_{\infty, B^s}) \rightarrow 0.$

For notational convenience, set $\mathcal{G}_n = \sqrt{n}(\hat{\pi}_n - \pi)$ and $\hat{h}_f = f - h_f^{(1)}$. We will show that \((\mathcal{G}_n(f))_{f \in B^s}, (\mathcal{G}_n(h))_{f \in B^s}\) converges in distribution a tight limit in $\ell^\infty(B^s) \times \ell^\infty(B^s)$. To this end, we will apply Lemma 18. Again, by Theorem 2.7.1 in [vdVW96], $B^s$ and $\hat{\mathcal{H}} := \{\hat{h}_f : f \in B^s\}$ are both $\pi$-Donsker. Finite-dimensional convergence follows trivially, so by Lemma 18,
\[
((\mathcal{G}_n(f))_{f \in B^s}, (\mathcal{G}_n(h))_{h \in \hat{\mathcal{H}}}) \xrightarrow{d} G^\pi \quad \text{in} \quad \ell^\infty(B^s) \times \ell^\infty(\hat{\mathcal{H}}),
\]
for some tight limit $G^\pi$. Finally, since the map $\iota : \ell^\infty(\mathcal{H}) \rightarrow \ell^\infty(\mathcal{H}) \rightarrow \ell^\infty(\mathcal{H})$ is continuous, we conclude that
\[
((\mathcal{G}_n(f))_{f \in B^s}, (\mathcal{G}_n(h))_{f \in B^s}) \xrightarrow{d} \iota G^\pi =: \hat{G}^\pi \quad \text{in} \quad \ell^\infty(B^s) \times \ell^\infty(B^s).
\]
The limit variable $\tilde{G}^\pi = (\tilde{G}_1^\pi, \tilde{G}_2^\pi)$ is a two-dimensional Gaussian process with mean zero and covariance structure

$$\text{Cov}(\tilde{G}_1^\pi(f), \tilde{G}_1^\pi(g)) = \text{Cov}_\pi(f, g), \quad \text{Cov}(\tilde{G}_2^\pi(f), \tilde{G}_2^\pi(g)) = \text{Cov}(\tilde{h}_f, \tilde{h}_g),$$

and

$$\text{Cov}(\tilde{G}_1^\pi(f), \tilde{G}_2^\pi(g)) = \text{Cov}_\pi(f, \tilde{h}_g).$$

In view of the discussion above, the same limit holds for $(\sqrt{n}(\tilde{\pi}_n - \pi), \sqrt{n}(\tilde{\pi}_n^0 - \pi))$. Now, combining Theorem 4 and the second-order functional delta method (Lemma 13), we conclude that

$$nD_n = n\tilde{S}_{c,\varepsilon}(\tilde{\pi}_n, \tilde{\pi}_n^0) \xrightarrow{d} \frac{1}{2} \Delta_\pi(\tilde{G}^\pi).$$

Finally, the second claim of the proposition follows by Lemma 10, upon noting that the support of $\tilde{G}^\pi$ is a vector subspace of $\ell^\infty(B^*) \times \ell^\infty(B^*)$; cf. Lemma 5.1 in [vdVW96]. This completes the proof. 

\[\square\]

6.7. Proof of Proposition 3. (i). We first note that, as $h d\mu^2 \in \overline{\mathcal{M}}_{\mu^2}^{-\ell^\infty(B^*)}$, by Hadamard differentiability, $\kappa_n$ satisfies

$$\sqrt{n}(\kappa_n(h) - \kappa_n(0)) \rightarrow \delta^\mu_\mu(hd\mu^2) =: \kappa(h).$$

Since $h \mapsto hd\mu^2$ is linear and continuous from $H$ into $\ell^\infty(B^*)$ (cf. Example 1.5.10 in [vdVW96]), $\kappa : H \rightarrow \mathbb{B}$ is a continuous linear map, establishing regularity of the parameter sequence $\kappa_n(h)$.

Next, we shall verify regularity of the empirical EOT map $\tilde{T}_n$. Hadamard differentiability enables finding limit distributions under local alternatives. By the second claim of the functional delta method (Lemma 11), we have

$$\sqrt{n}(\tilde{T}_n - T^\mu) - \delta^\mu_\mu(\sqrt{n}(\tilde{\mu}_n^2 - \mu^2)) \rightarrow 0$$

in probability under $P_{n,0}$. From the proof of Theorem 3.10.12 in [vdVW96],

$$\left(\sqrt{n}(\tilde{\mu}_n^2 - \mu^2), \frac{dP_{n,h}}{dP_{n,0}} \right) \xrightarrow{d} (\mathcal{G}_2^{\mu^2}, \Lambda) \quad \text{in} \quad \ell^\infty(B^*) \times \mathbb{R}$$

under $P_{n,0}$, and the law $L$ on $\ell^\infty(B^*)$ defined by $L(A) = \mathbb{E}[\mathbb{1}_A(\mathcal{G}_2^{\mu^2})\Lambda]$ agrees with the law of $\mathcal{G}_2^{\mu^2} + hd\mu^2$ (note: $hd\mu^2$ should be understood as an element of $\ell^\infty(B^*)$). Combining these two displays above yields that

$$\left(\sqrt{n}(\tilde{T}_n - T^\mu), \frac{dP_{n,h}}{dP_{n,0}} \right) \xrightarrow{d} (\delta^\mu_\mu(\mathcal{G}_2^{\mu^2}), \Lambda) \quad \text{in} \quad \ell^\infty(B^*) \times \mathbb{R}$$

under $P_{n,0}$. Hence, by Le Cam’s third lemma (Theorem 3.10.7 in [vdVW96]), $\sqrt{n}(\tilde{T}_n - T^\mu) \xrightarrow{d} \delta^\mu_\mu(\mathcal{G}_2^{\mu^2} + hd\mu^2)$ under $P_{n,h}$. Note that $\mathcal{G}_2^{\mu^2} + hd\mu^2 \in \overline{\mathcal{M}}_{\mu^2}^{-\ell^\infty(B^*)}$. By linearity of the derivative, we have $\delta^\mu_\mu(\mathcal{G}_2^{\mu^2} + hd\mu^2) = \delta^\mu_\mu(\mathcal{G}_2^{\mu^2}) + \delta^\mu_\mu(hd\mu^2)$. Conclude that

$$\sqrt{n}(\tilde{T}_n - T^\mu) \xrightarrow{d} \delta^\mu_\mu(\mathcal{G}_2^{\mu^2}) + \delta^\mu_\mu(hd\mu^2) \quad \text{in} \quad \mathbb{B}$$

under $P_{n,h}$. This immediately implies that $\tilde{T}_n$ is regular, i.e., $\sqrt{n}(\tilde{T}_n - T(\mu^1, \mu_n^2,h)) \xrightarrow{d} \delta^\mu_\mu(\mathcal{G}_2^{\mu^2})$ under $P_{n,h}$.
Now, in view of Theorems 3.11.2 in [vdVW96], the last claim follows by verifying that
$$\delta'_{\mu^2}(G^2_{\mu^2}) \overset{d}{=} G$$
where $G$ is a Gaussian random variable in $\mathbb{B}$ such that for every $b^* \in \mathbb{B}^*$, $b^*G$ is Gaussian with mean zero and variance
$$\sup_{h \in H, \|h\|_{L^2(\mu^2)}} (b^*\delta'_{\mu^2}(h\mu^2))^2.$$ 

By construction $\delta'_{\mu^2,b^*} := b^* \circ \delta'_{\mu^2}$ is a continuous linear functional on $\mathcal{M}_{\mu^2} \supset \text{spt}(G^2_{\mu^2})$ with $\mathcal{M}_{\mu^2} = \{h\mu^2 : h \in H\}$ (Lemma 17). Note that $\mathcal{M}_{\mu^2}^{\infty(B^*)}$ is a closed subspace of $\ell^\infty(B^*)$. Arguing as in the proof of Proposition 2 in [GKRS22], we obtain
$$\operatorname{Var}(b^*G) = \sup_{h \in H, \|h\|_{L^2(\mu^2)}} (\delta'_{\mu^2,b^*}(h\mu^2))^2 = \operatorname{Var}(\delta'_{\mu^2,b^*}(G^2_{\mu^2})) = \operatorname{Var}(b^*\delta'_{\mu^2}(G^2_{\mu^2})).$$

Conclude that $\delta'_{\mu^2}(G^2_{\mu^2}) \overset{d}{=} G$.

(ii). Given the result of Part (i), Part (ii) follows directly from Theorem 3.11.5 in [vdVW96]. □

7. Discussions

We have established limit distributions for the EOT potentials, map, and Sinkhorn divergence. The main ingredient of our proofs was Hadamard differentiability of the relevant maps. Importantly, the Hadamard differentiability results yield not only limit distributions but also bootstrap consistency and asymptotic efficiency. Regarding the Sinkhorn divergence, our main contribution is the derivation of the null limit distribution for compactly supported distributions. When the population measures agree, the first Hadamard derivative of the Sinkhorn divergence vanishes, which necessitates looking into higher-order Hadamard derivatives. For this, Hadamard differentiability of the EOT map in (sufficiently regular) Hölder spaces plays an important role. As another contribution, we have derived the null limit distribution of the Sinkhorn independence test statistic and determined the precise order of the test statistic under the null, which was not available before. We end this paper with discussions of two possible extensions.

7.1. Unbounded supports. In the present paper, we have assumed that the marginals $\mu^1$ and $\mu^2$ are compactly supported, which excludes, for instance, Gaussian distributions (one exception is Proposition 1, where the compactness assumption can be relaxed to a sub-Gaussian condition when $c$ is quadratic; see [dBGSL22, GKRS22]). Indeed, the compactness assumption is essential to formulate the Hadamard differentiability results, where we first regard the dual potentials as a mapping into the Hölder space with arbitrary smoothness level (cf. Lemma 1 (ii)), and then embed each marginal into the topological dual of the Hölder space (cf. Remark 9). The second step is natural in view of the Schrödinger system, since whenever $\varphi_1, \varphi_2 \in \mathcal{C}^s(\mathcal{X})$, the exponentiated functions
$$e^{\varphi_1(x_1) + \varphi_2(x_2) - c(x_1, x_2)}$$
both lie in $\mathcal{C}^s(\mathcal{X})$ for every $x_1, x_2 \in \mathcal{X}$.

For a smooth cost, even when the marginals are not compactly supported, as long as they have sufficiently light tails, we may uniformly upper bound derivatives of EOT
where \( \Pi(\mu^1, \ldots, \mu^N) \) is the set of Borel probability measures on \( \mathcal{X}^N \) with marginals \( \mu^1, \ldots, \mu^N \). To simplify notation, we set \( \varepsilon = 1 \). The corresponding dual problem is

\[
\sup_{\varphi = (\varphi_1, \ldots, \varphi_N) \in \Pi^N_{i=1} L^\infty(\mu^i)} \sum_{i=1}^N \int \varphi_i \, d\mu^i - \int e^{\sum_{i=1}^N \varphi_i(x_i) - c(x_1, \ldots, x_N)} \, dm(x_1, \ldots, x_N) + 1.
\]

Bounded functions \( \varphi = (\varphi_1, \ldots, \varphi_N) \) solve the dual problem if and only if they satisfy the Schrödinger system, i.e.,

\[
\int e^{\sum_{i=1}^N \varphi_i(x_i) - c(x_1, \ldots, x_N)} \, dm^{-i}(x_{-i}) - 1 = 0 \quad \text{for } \mu^i\text{-a.e. } x_i, \ i = 1, \ldots, N,
\]

where \( m^{-i} = \otimes_{j \neq i} \mu^j \) and \( x_{-i} = (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N) \). See [CL20]. Theorem 4.3 in [CL20] shows that the Schrödinger system (27) admits a solution \( \varphi = (\varphi_1, \ldots, \varphi_N) \in \prod_{i=1}^N L^\infty(\mu^i) \), which is unique in the sense that if \( \tilde{\varphi} = (\tilde{\varphi}_1, \ldots, \tilde{\varphi}_N) \in \prod_{i=1}^N L^\infty(\mu^i) \) is another solution to the Schrödinger system (27), then \( \sum_{i=1}^N \varphi_i(x_i) = \sum_{i=1}^N \tilde{\varphi}_i(x_i) \) for \( m\text{-a.e. } (x_1, \ldots, x_N) \), i.e., there exist constants \( a_1, \ldots, a_N \) that sum to zero such that \( (\tilde{\varphi}_1, \ldots, \tilde{\varphi}_N) = (\varphi_1 + a_1, \ldots, \varphi_N + a_N) \) for \( m\text{-a.e. } (x_1, \ldots, x_N) \). We call \( \varphi \) EOT potentials. Then, the (unique) optimal solution to the multimarginal EOT problem (26) is given by

\[
d\pi^*(x_1, \ldots, x_N) = e^{\sum_{i=1}^N \varphi_i(x_i) - c(x_1, \ldots, x_N)} \, dm(x_1, \ldots, x_N).
\]

Given these preparations, it is not difficult to see that Lemma 1 naturally extends to the multimarginal setting. For simplicity, we choose a common reference point \( x^0 \in \mathcal{X} \). Then, for every \( \mu = (\mu^1, \ldots, \mu^N) \in \prod_{i=1}^N \mathcal{P}(\mathcal{X}) \), there exists a unique set of functions \( \varphi^\mu = (\varphi_1^\mu, \ldots, \varphi_N^\mu) \in \prod_{i=1}^N C(\mathcal{X}) \) satisfying the Schrödinger system (27) for every \( x_i \in \mathcal{X} \) for each \( i = 1, \ldots, N \), and such that \( \varphi_1^\mu(x^0) = \cdots = \varphi_N^\mu(x^0) \). Furthermore,
for every \( s \in \mathbb{N} \), there exists a constant \( R_s \) such that \( \max_{1 \leq i \leq N} \| \varphi_i^\mu \|_{C^s(X)} \leq R_s \) for all \( \mu \in \prod_{i=1}^N \mathcal{P}(X) \). Then, Theorem 3 extends to the multimarginal setting as follows.

**Theorem 6.** For every \( s \in \mathbb{N} \) and \( \mu = (\mu^1, \ldots, \mu^N) \in \prod_{i=1}^N \mathcal{P}(X) \), the map \( \nu \mapsto \varphi^\nu \), \( \prod_{i=1}^N \mathcal{P}(\mu^i) \subset \prod_{i=1}^N \ell^\infty(B^s) \to \prod_{i=1}^N C^s(X) \) is Hadamard differentiable tangentially to \( \prod_{i=1}^N \mathcal{M}(\mu^i) \).

The proof is similar to the two-marginal case, so omitted for brevity. Note that the proof of Lemma 6 relies on the results of [CCR20], but their results cover the multimarginal case. Other results extend similarly. For example, let \( \hat{\mu}^i_n \) denote the empirical distribution of \( n \) i.i.d. data from \( \mu^i \) and assume the samples from different marginal distributions are independent. Then, for \( \varphi_n = \varphi^{\hat{\mu}_n} \), we have that \( \sqrt{n}(\varphi_n - \varphi^\mu) \) converges in distribution to a zero-mean Gaussian random variable in \( \prod_{i=1}^N C^s(X) \).

**APPENDIX A.** \( m \)-out-of-\( n \) BOOTSTRAP FOR SINKHORN NULL LIMIT

We consider estimating the Sinkhorn null limit distribution in Theorem 2 by the two-sample \( m \)-out-of-\( n \) bootstrap. Let \( \mu = (\mu^1, \mu^2) \in \mathcal{P}(X) \times \mathcal{P}(X) \) be arbitrary. For each \( i = 1, 2 \), let \( X^i_1, \ldots, X^i_n \) be i.i.d. data from \( \mu^i \) with \( \hat{\mu}^i_n = n^{-1} \sum_{j=1}^n \delta_{X^i_j} \). Consider the pooled empirical distribution \( \hat{\rho}_n = (2n)^{-1} \sum_{j=1}^n (\delta_{X^1_j} + \delta_{X^2_j}) \), and let \( Z^B_1, \ldots, Z^B_m \) be an independent sample from \( \hat{\rho}_n \), where \( m = m_n \to \infty \). Set

\[
\hat{\rho}^{1,B}_{m,n} = \frac{1}{m} \sum_{j=1}^m \delta_{Z^B_j} \quad \text{and} \quad \hat{\rho}^{2,B}_{m,n} = \frac{1}{m} \sum_{j=m+1}^{2m} \delta_{Z^B_j}.
\]

The following proposition shows that the \( m \)-out-of-\( n \) bootstrap can consistently estimate the null limit law in Theorem 2 when \( \mu^1 = \mu^2 = \mu \). Recall that \( \mathcal{B}_1(\mathbb{R}) \) denotes the collection of 1-Lipschitz functions \( g : \mathbb{R} \to [-1, 1] \).

**Proposition 4.** Consider the above setting and set \( \rho = (\mu^1 + \mu^2)/2 \). Assume \( m = o(n) \). Then, we have

\[
\sup_{g \in \mathcal{B}_1(\mathbb{R})} \left| \mathbb{E} \left[ g(m \tilde{S}_{c,\varepsilon}(\hat{\rho}^{1,B}_{m,n}, \hat{\rho}^{2,B}_{m,n})) \right] - \mathbb{E} [g(\chi_\rho)] \right| \to 0 \quad (28)
\]

in probability, where \( \mathbb{E} \) denotes the conditional expectation given the sample and \( \chi_\rho \) follows the limit law in Theorem 2 with \( \mu \) replaced by \( \rho \).

**Remark 15.** Since \( \mathcal{B}_1(\mathbb{R}) \) is compact w.r.t. the topology of locally uniform convergence by the Ascoli-Arzelà theorem, the left-hand side of (28) reduces to the supremum over a countable subcollection of \( \mathcal{B}_1(\mathbb{R}) \) and hence is a proper random variable.

**Proof.** Fix \( s > d/2 \). Set \( G^1_{m,n} = \sqrt{m} (\hat{\rho}^{1,B}_{m,n} - \hat{\rho}_n) \) for \( i = 1, 2 \). Given the sample, \( (G^1_{m,n}, G^2_{m,n}) \) has only finitely many possible values, so induces the conditional distribution defined on the Borel \( \sigma \)-field on \( \ell^\infty(B^s) \times \ell^\infty(B^s) \). Then, since \( B^s \) is uniformly bounded and Donsker for \( \mu^1 \) and \( \mu^2 \), arguing as in the proof of Theorem 3.7.1 in [vdVW96], we have

\[
(G^1_{m,n}, G^2_{m,n}) \overset{d}{\to} (G^1_1, G^2_2) \quad \text{in} \quad \ell^\infty(B^s) \times \ell^\infty(B^s)
\]
given almost every sequence $X_1^1, X_1^2, \ldots, X_1^2, X_2^2, \ldots$, where $G_1^ρ$ and $G_2^ρ$ are independent tight $ρ$-Brownian bridges in $ℓ^∞(B^s)$. Furthermore, $𝔼[∥\sqrt{m}(\hat{ρ}_n - ρ)∥_∞] = O(\sqrt{m/n}) = o(1)$ by Theorem 2.14.1 in [vdWV96] and the assumption that $m = o(n)$, so $∥\sqrt{m}(\hat{ρ}_n - ρ)∥_∞ \to 0$ in probability by Markov’s inequality. Pick any subsequence $n'$ of $n$ and choose a further subsequence $n''$ for which $∥\sqrt{m}(\hat{ρ}_n - ρ)∥_∞ \to 0$ a.s. with $m'' = m_{n''}$. Now, since $\sqrt{m}(\hat{ρ}_{m,n} - ρ) = (\hat{σ}_{m,n}^1, \hat{σ}_{m,n}^2)$, we have

$$(\sqrt{m}(\hat{ρ}_{m,n'',n''}^1 - ρ), \sqrt{m}(\hat{ρ}_{m,n'',n''}^2 - ρ)) \xrightarrow{d} (G_1^ρ, G_2^ρ) \text{ in } ℓ^∞(B^s) \times ℓ^∞(B^s)$$

given almost every sequence $X_1^1, X_1^2, \ldots, X_2^1, X_2^2, \ldots$. Then, by the second-order Hadamard differentiability of $S_{c,ε}$ (Theorem 5) and the second-order functional delta method (Lemma 13), we have

$$m''S_{c,ε}(\hat{ρ}_{m'',n''}^1, \hat{ρ}_{m'',n''}^2) \xrightarrow{d} \frac{1}{2} Δρ(G_1^ρ, G_2^ρ) = χ_ρ$$

given almost every sequence $X_1^1, X_1^2, \ldots, X_2^1, X_2^2, \ldots$. Since the limit is independent of the choice of subsequence $n''$, we obtain the result. □

A.1. Numerical experiments. We present numerical experiments to assess the scaling for the Sinkhorn null limit in Theorem 2 as well as the finite sample performance of the two-sample $m$-out-of-$n$ bootstrap procedure.

Throughout, the cost function $c$ is the squared Euclidean distance, $ε = 1$, and $µ^1 = µ^2$ is taken to be the uniform distribution on $(0, 1/2)^2$. Figure 1 consists of two experiments. The first (top row) involves plotting a histogram of $S_n = nS_{c,ε}(\hat{µ}_n^1, \hat{µ}_n^2)$ for $n = 2500$ based on 1500 repetitions along with corresponding P-P plots for $S_n$. As the limit distribution $χ_ρ$ in Theorem 2 is not defined explicitly, we compute the coverage probabilities, $ℙ(S_n ≤ \hat{τ}_{n,α})$ for $α ∈ (0, 1)$, where $\hat{τ}_{n,α}$ is the $α$-quantile of the subsampled distribution. Precisely, for each of the 1500 repetitions, we construct the subsampled distribution function $F_{m,n}^B$ of $mS_{c,ε}(\hat{ρ}_{m,n}^1, \hat{ρ}_{m,n}^2)$ for $m = 0.1n$ and $m = 0.2n$ based on 1000 repetitions; for each such repetition, we compute the rank of $S_n$ w.r.t. $F_{m,n}^B$ (i.e., $F_{m,n}^B(S_n)$), and then approximate $ℙ(S_n ≤ \hat{τ}_{n,α})$ by the number of ranks with value less than $α$. The second experiment (bottom row) is performed similarly, but with $n = 5000$ rather than 2500 to see how these results vary with increasing $n$.

From these experiments, one can see that the empirical distribution of $S_n$ is observed to be reasonably stable in the finite sample regime, which is consistent with Theorem 2, and the coverage probabilities $ℙ(S_n ≤ \hat{τ}_{n,α})$ are close to the $45^o$ line uniformly over $α ∈ (0, 1)$, so the $m$-out-of-$n$ bootstrap approximates well the sampling distribution of $S_n$.

Appendix B. Auxiliary proofs

B.1. Proof of Lemma 1. The results are standard (except possibly (iii)), but we include the proof for completeness.
Figure 1. The top row consists (from left to right) of a histogram of \( \hat{S}_n = n \hat{S}_{c,\varepsilon}(\hat{\mu}_1^{n}, \hat{\mu}_2^{n}) \) for \( n = 2500 \), and P-P plots of \( \hat{S}_n \) generated using the methodology described in Appendix A.1 with \( m = 0.1n \) and \( m = 0.2n \) respectively along with a red 45° reference line. The bottom row compiles analogous plots for \( n = 5000 \).

(i). The argument is similar to Proposition 6 in [MNW19]. Pick any pair of EOT potentials \((\phi_1^0, \phi_2^0)\). Update \((\phi_1^1, \phi_2^1)\) as

\[
\phi_1(x_1) = -\varepsilon \log \int e^{\frac{\phi_2^0(x_2) - \epsilon(x_1, x_2)}{\varepsilon}} d\mu_2(x_2), \ x_1 \in \mathcal{X}, \\
\phi_2(x_2) = -\varepsilon \log \int e^{\frac{\phi_1^0(x_1) - \epsilon(x_1, x_2)}{\varepsilon}} d\mu_1(x_1), \ x_2 \in \mathcal{X}.
\]
The functions \((\varphi_1, \varphi_2)\) are well-defined pointwise by Jensen’s inequality. By construction, \(\int e^{\frac{\varphi_1(x_1') + \varphi_2(x_2)}{x}} d\mu_1(x_1') = 1\) for all \(x_2 \in \mathcal{X}\). Also, by Jensen’s inequality,

\[
\int (\varphi_1 - \varphi_1^0) d\mu_1 + \int (\varphi_2 - \varphi_2^0) d\mu_2
\]

\[
= -\varepsilon \int \log e^{\frac{\varphi_1 - \varphi_1}{\varepsilon}} d\mu_1 - \varepsilon \int \log e^{\frac{\varphi_2 - \varphi_2}{\varepsilon}} d\mu_2
\]

\[
\geq -\varepsilon \log \int e^{\frac{\varphi_1 - \varphi_1}{\varepsilon}} d\mu_1 - \varepsilon \log \int e^{\frac{\varphi_2 - \varphi_2}{\varepsilon}} d\mu_2
\]

\[
= -\varepsilon \log \int e^{\frac{\varphi_1 - \varphi_1^0}{\varepsilon}} d(\mu_1 \otimes \mu_2) - \varepsilon \log \int e^{\frac{\varphi_2 - \varphi_2^0}{\varepsilon}} d(\mu_1 \otimes \mu_2)
\]

\[
= 0,
\]

so that \((\varphi_1, \varphi_2)\) is a pair of EOT potentials and the inequality above is an equality. In particular, \(\int \log e^{\frac{\varphi_2 - \varphi_2}{\varepsilon}} d\mu_2 = \log \int e^{\frac{\varphi_2 - \varphi_2}{\varepsilon}} d\mu_2\), and by strict concavity of the logarithm, we have \(e^{\frac{\varphi_2 - \varphi_2}{\varepsilon}} = 1\), i.e., \(\varphi_2^0 = \varphi_2\mu^2\text{-a.e.}\). Thus,

\[
\int e^{\frac{\varphi_1(x_1) + \varphi_2(x_2)}{\varepsilon} - c(x_1, x_2)} d\mu_2(x_2) = \int e^{\frac{\varphi_1(x_1) + \varphi_2(x_2)}{\varepsilon} - c(x_1, x_2)} d\mu_2(x_2) = 1
\]

for all \(x_1 \in \mathcal{X}\). The other claims are straightforward.

(ii). This follows from the expressions

\[
\varphi_1^\mu(x_1) = -\varepsilon \log \int e^{\frac{u^\mu(x_1)}{\varepsilon} - c(x_1, x_2)} d\mu_2(x_2), \quad x_1 \in \mathcal{X},
\]

\[
\varphi_2^\mu(x_2) = -\varepsilon \log \int e^{\frac{u^\mu(x_1)}{\varepsilon} - c(x_1, x_2)} d\mu_1(x_1), \quad x_2 \in \mathcal{X}.
\]

First, by Lemma 2.1 in [NW22], there exists a version of EOT potentials \((\varphi_1, \varphi_2)\) satisfying (6) with \(\|\varphi_1\|_{\infty, \mathcal{X}} \leq 2\|c\|_{\infty, \mathcal{X} \times \mathcal{X}} \leq 3\|c\|_{\infty, \mathcal{X} \times \mathcal{X}}\). By uniqueness, \(\varphi_1^\mu = \varphi_1 - \frac{1}{2}(\varphi_1(x_1) - \varphi_2(x_2))\) and \(\varphi_2^\mu = \varphi_2 + \frac{1}{2}(\varphi_1(x_1) - \varphi_2(x_2))\), so \(\varphi_1^\mu, \varphi_2^\mu \in [\varphi_1, \varphi_2]\) are well-defined pointwise by Jensen’s inequality. By construction, \(\varphi_1^\mu, \varphi_2^\mu = \varphi_1\mu^2\text{-a.e.}\). Derivatives of \(\varphi_1^\mu\) and \(\varphi_2^\mu\) can be evaluated by interchanging differentiation and integration, which is guaranteed under the current assumption. See [GCB+19, MNW19] for similar arguments.

(iii). For notational convenience, let \(\varphi_n = \varphi_n^\mu\) and \(\varphi = \varphi^\mu\). By Part (ii), the Ascoli-Arzelà theorem, and the diagonal argument, for every subsequence \(n'\), there exists a further subsequence \(n''\) along which the derivatives \(D^k \varphi_{n,i}\) converge in \(C(\mathcal{X})\) for all \(i = 1, 2\) and \(k \in \mathbb{N}_0\) with \(|k| \leq s\), which implies that \(\varphi_{n'',i}\) is Cauchy in \(C^s(\mathcal{X})\) for \(i = 1, 2\). By completeness of \(C^s(\mathcal{X})\), we have \(\varphi_{n'',i} \rightarrow \varphi_i\) in \(C^s(\mathcal{X})\) for \(i = 1, 2\). By assumption, \(\mu_n\) converges weakly to \(\mu^i\), which implies that \(\sup_{f \in BL_1(\mathcal{X})} \| f(d\mu_n - d\mu^i) \| \rightarrow 0\), where \(BL_1(\mathcal{X})\) is the class of 1-Lipschitz functions \(f : \mathcal{X} \rightarrow [-1, 1]\) (cf. Chapter 1.12 in [vdVW96]). Again, by Part (ii), we see that

\[
\sup_{n \in \mathbb{N}} \sup_{(x_1, x_2) \in \mathcal{X} \times \mathcal{X}} \left\| \nabla_{x_1} \left( e^{\frac{\varphi_n(x_1) + \varphi_2(x_2)}{x} - c(x_1, x_2)} \right) \right\| < \infty.
\]
Hence, for each fixed $x_1 \in \mathcal{X}$,
\[
\int e^{-\varphi_n'\frac{1}{\varepsilon}(x_1) - \varphi_n'\frac{2}{\varepsilon}(x_2) - c(x_1,x_2)} \, d\mu_{n^*}(x_2) = \int e^{-\varphi_n'\frac{1}{\varepsilon}(x_1) - \varphi_n'\frac{2}{\varepsilon}(x_2) - c(x_1,x_2)} \, d\mu^2(x_2) + o(1)
\]
\[
= \int e^{\frac{\varphi_1(x_1) + \varphi_2(x_2) - c(x_1,x_2)}{\varepsilon}} \, d\mu^2(x_2) + o(1),
\]
where the second equality follows as $\|\varphi_n', \varepsilon - \varphi_i\|_{\infty, \mathcal{X}} \to 0$. Since the left-hand side is $\equiv 1$, we conclude that $\int e^{\frac{\varphi_1(x_1) + \varphi_2(x_2) - c(x_1,x_2)}{\varepsilon}} \, d\mu^2 \equiv 1$. By symmetry, we also have $\int e^{\frac{\varphi_1(x_1) + \varphi_2(x_2) - c(x_1,x_2)}{\varepsilon}} \, d\mu^1 \equiv 1$.

By construction, $\bar{\varphi}_1(x_1^o) = \bar{\varphi}_2(x_2^o)$, so that $\bar{\varphi} = \varphi$, i.e., $\varphi_n' \to \varphi$ in $C^s(\mathcal{X}) \times C^s(\mathcal{X})$. Since the limit does not depend on the choice of subsequence, we have $\varphi_n \to \varphi$ in $C^s(\mathcal{X}) \times C^s(\mathcal{X})$.

\[\square\]

B.2. Proof of Lemma 6. The proof relies on the results from [CL20]. We will use the following observation throughout the proof: for any continuous functions $f, g$ on $S_i = \text{spt}(\mu^i)$, if $f = g \mu^i$-a.e., then $f \equiv g$. Indeed, for every $A \subset S_i$ with $\mu^i$-measure 1, its closure $\overline{A}$ agrees with $S_i$, since otherwise $S_i \setminus \overline{A}$ is a nonempty open set, so $\mu^i(S_i \setminus \overline{A}) > 0$, which contradicts the assumption that $A$ has $\mu^i$-measure 1. Also, for any continuous function $f$ on $S_i$, we have $\|f\|_{L^\infty(\mu^i)} = \|f\|_{L^\infty(S_i)}$.

(i). Consider the map $\mathcal{T} : L^\infty(\mu^1) \times L^\infty(\mu^2) \to L^\infty(\mu^1) \times L^\infty(\mu^2)$ defined by
\[
\mathcal{T}(\varphi) = \left(\int e^{\frac{\varphi_1(x_1) + \varphi_2(x_2) - c}{\varepsilon}} \, d\mu^2, \int e^{\frac{\varphi_1(x_1) + \varphi_2(x_2) - c}{\varepsilon}} \, d\mu^1\right).
\]

By Theorem 4.3 in [CL20], $\mathcal{T}$ is injective in the sense that, if $\mathcal{T}(\varphi) = \mathcal{T}(\tilde{\varphi})$ ($\mu^1 \otimes \mu^2$)-a.e., then there exists a constant $a \in \mathbb{R}$ such that $(\varphi_1, \varphi_2) = (\tilde{\varphi}_1 + a, \tilde{\varphi}_2 - a)$ ($\mu^1 \otimes \mu^2$)-a.e. If $\varphi, \tilde{\varphi} \in \Theta^s$, then $(\varphi_1, \varphi_2) \equiv (\tilde{\varphi}_1 + a, \tilde{\varphi}_2 - a)$ on $S_i$, but because of the normalization $\varphi_1(x_1^o) = \varphi_2(x_2^o)$ and $\tilde{\varphi}_1(x_1^o) = \tilde{\varphi}_2(x_2^o)$, we have $a = 0$, i.e., $\varphi \equiv \tilde{\varphi}$. This shows injectivity of $\Psi_{\mu}$.

To show that the inverse of $\Psi_{\mu}$ is continuous at 0, it suffices to show that $\varphi_n \in \Theta^s$, $\|\Psi_{\mu}(\varphi_n)\|_D \to 0 \Rightarrow \|\varphi_n - \varphi_{\mu}\|_S \|_D \to 0$.

Recall $\Psi_{\mu}(\varphi_{\mu\mid S}) \equiv 0$ on $S$. Observe that the map $\Psi_{\mu}$ makes sense on $D$ and is continuous from $D$ into $D$. Since $\varphi_n \in \Theta^s$, by the Ascoli-Arzela theorem, for any subsequence $n'$, there exists a further subsequence $n''$ along which $\varphi_{n''} \to \varphi$ in $D$ for some $\varphi \in D$. Since $\Psi_{\mu}$ is continuous from $D$ into $D$, we have $\Psi_{\mu}(\varphi) \equiv 0$. By construction, $\bar{\varphi}_1(x_1^o) = \bar{\varphi}_2(x_2^o)$, so by Lemma 1 (i), we have $\varphi \equiv \varphi_{\mu\mid S}$. Since the limit $\varphi_{\mu\mid S}$ is independent of the choice of subsequence, we have $\varphi_n \to \varphi_{\mu\mid S}$ in $D$.

(ii). The first claim is straightforward. To show the second claim, it suffices to show that
\[
\inf_{h \in \text{lin}(\Theta^s), \|h\|_D = 1} \|\Psi_{\mu}(h)\|_D > 0.
\]

Consider the map $\hat{\mathcal{T}}_{\mu} : L^\infty(\mu^1) \times L^\infty(\mu^2) \to L^\infty(\mu^1) \times L^\infty(\mu^2)$ defined by
\[
\hat{\mathcal{T}}_{\mu}(h) = \left(\varepsilon^{-1} \int e^{\frac{\varphi_{\mu}(x_1) + \varphi_{\mu}(x_2) - c}{\varepsilon}} (h_1 \oplus h_2) \, d\mu^2, \varepsilon^{-1} \int e^{\frac{\varphi_{\mu}(x_1) + \varphi_{\mu}(x_2) - c}{\varepsilon}} (h_1 \oplus h_2) \, d\mu^1\right).
\]
Equip $L^\infty(\mu^1) \times L^\infty(\mu^2)$ with a product norm $\|h\|_{L^\infty(\mu)} := \|h_1\|_{L^\infty(\mu^1)} \vee \|h_2\|_{L^\infty(\mu^2)}$. By Proposition 3.1 in [CL20],
\[
\inf_{\|h\|_{L^\infty(\mu)}=1} \int h_1 \, d\mu^1 = 0.
\]
For $h \in \text{lin}(\Theta^*)$, define $\bar{h} = (h_1 - \int h_1 \, d\mu^1, h_2 + \int h_1 \, d\mu^1)$. Then $\|\bar{h}\|_{L^\infty(\mu)} = \|\bar{T}_\mu(h)\|_{L^\infty(\mu)} = \|\bar{\Psi}_\mu(h)\|_D$. It remains to show that
\[
\inf_{h \in \text{lin}(\Theta^*), \|h\|_D = 1} \|\bar{h}\|_D > 0.
\]
Suppose on the contrary that $\inf_{h \in \text{lin}(\Theta^*), \|h\|_D = 1} \|\bar{h}\|_D = 0$. Then, there exists a sequence $h_n \in \text{lin}(\Theta^*)$ with $\|h_n\|_D = 1$ such that $\|\bar{h}_n\|_D \to 0$. Since $\int h_n \, d\mu^1$ is bounded, there exists a subsequence along which $\int h_n \, d\mu^1 \to a$ for some $a \in \mathbb{R}$. Along the subsequence, $\|h_n - (a, -a)\|_D \to 0$. However, since $h_n,1(x_j^1) = h_n,2(x_j^2)$ by construction, we must have $a = 0$, i.e., $\|h_n\|_D \to 0$, which contradicts the assumption that $\|h_n\|_D = 1$. \(\square\)

**Appendix C. Technical tools**

C.1. Hadamard differentiability and functional delta method. In this appendix, we review concepts of Hadamard differentiability and the functional delta methods. Our exposition mostly follows [Rö4]. Other standard references are [vdVW96, vdV98].

Let $\mathcal{D}, \mathcal{E}$ be normed spaces and $\phi : \Theta \subset \mathcal{D} \to \mathcal{E}$ be a map. We say that $\phi$ is Hadamard directionally differentiable at $\theta$ in $\Theta$ if there exists a map $\phi' : \Theta \to \mathcal{E}$ such that
\[
\lim_{t \downarrow 0} \frac{\phi(t\theta) - \phi(\theta)}{t} = \phi'(\theta)
\]
for any sequence $(\theta_t)_{t>0} \subset \Theta$ with $t^{-1}(\theta_t - \theta) \to h$ as $t \downarrow 0$, where $\Theta(\theta)$ is the tangent (or adjacent) cone to $\Theta$ at $\theta$,
\[
\Theta(\theta) = \left\{ h \in \mathcal{D} : h = \lim_{t \downarrow 0} \frac{\theta_t - \theta}{t} \text{ for some } \theta_t \to \theta \text{ in } \Theta, t \downarrow 0 \right\}.
\]
The derivative $\phi'\theta$ is continuous (cf. Proposition 3.1 in [Sha90]) and positively homogeneous (but need not be linear). Furthermore, the tangent cone $\Theta(\theta)$ is closed, and: (i) if $\Theta$ is open, then $\Theta(\theta)$ agrees with $\mathcal{D}$; and (ii) if $\Theta$ is convex, then $\Theta(\theta)$ agrees with $\{t(\theta - \eta) : \eta \in \Theta, t > 0\}$ (cf. Chapter 4 in [AF09]).

If (29) only holds for $h \in \mathcal{D}_0$ for a subset $\mathcal{D}_0 \subset \Theta(\theta)$, then we say that $\phi$ is Hadamard directionally differentiable at $\theta$ in $\Theta$ tangentially to $\mathcal{D}_0$. In that case, the derivative $\phi'_\theta$ is defined only on $\mathcal{D}_0$. Finally, if the derivative $\phi'_\theta$ is linear, then we say that $\phi$ is Hadamard differentiable at $\theta$ (tangentially to $\mathcal{D}_0$ if $\phi'_\theta$ is defined only on $\mathcal{D}_0$). The tangent set $\mathcal{D}_0$ need not be a vector subspace of $\mathcal{D}$, so by linearity, we mean that, for any $\alpha_1, \ldots, \alpha_J \in \mathbb{R}$ and $h_1, \ldots, h_J \in \mathcal{D}_0$, whenever $\sum_{j=1}^J \alpha_j h_j = 0$, it holds that $\sum_{j=1}^J \alpha_j \phi'_\theta(h_j) = 0$, which is equivalent to $\phi'_\theta$ admitting a linear extension to the linear hull of $\mathcal{D}_0$ by Lemma 2.5.3 in [Dud99].

---

4Indeed, [Rö4] defines the Hadamard derivative on the (Bouligand) contingent cone, which is in general slightly bigger than the adjacent cone. For our purpose, this difference is immaterial. Note that both concepts agree when $\Theta$ is convex.
Lemma 11 (Functional delta method; [R04]). Let $\mathcal{D}, \mathcal{E}$ be normed spaces and $\phi : \Theta \subset \mathcal{D} \to \mathcal{E}$ be a map that is Hadamard directionally differentiable at $\theta \in \Theta$ tangentially to a set $\mathcal{D}_0 \subset \mathcal{T}_\Theta(\theta)$. Let $T_n : \Omega \to \Theta$ be maps such that $r_n(T_n - \theta) \xrightarrow{d} T$ for some $r_n \to \infty$ and Borel measurable map $T : \Omega \to \mathcal{D}$ with values in a separable subset of $\mathcal{D}_0$. Then the following hold: (i) $r_n(\phi(T_n) - \phi(\theta)) \xrightarrow{d} \phi'_\theta(T)$; (ii) If in addition $\Theta$ is convex and $\mathcal{D}_0 = \mathcal{T}_\Theta(\theta)$, then $r_n(\phi(T_n) - \phi(\theta)) - \phi'_\theta(r_n(T_n - \theta)) \to 0$ in outer probability.

Remark 16. Our definition of Hadamard differentiability is slightly different from [vdVW96, vdV98], in that those references do not require the tangent set $\mathcal{D}_0$ to be a subset of $\mathcal{T}_\Theta(\theta)$. Our modification is made to be consistent with the definition of Hadamard directional differentiability in [R04]. However, this modification is innocuous since, for any sequence $(\theta_t)_{t > 0} \subset \Theta$ with $h := \lim_{t \downarrow 0} t^{-1}(\theta_t - \theta)$ (if exists), we must have $h \in \mathcal{T}_\Theta(\theta)$.

The proof of Theorem 2 relies on the second-order functional delta method, which we describe next. We say that a map $h : \Theta \subset \mathcal{D} \to \mathcal{E}$ (with $\Theta$ being convex) is second-order Hadamard directionally differentiable at $\theta \in \Theta$ if it is (first-order) Hadamard directionally differentiable at $\theta$ and there exists a map $h'' : \mathcal{T}_\Theta(\theta) \to \mathcal{E}$ such that
\[
\lim_{t \downarrow 0} \frac{\phi(\theta_t) - \phi(\theta) - t\phi'_\theta(h_t)}{t^2/2} = h''(\theta)
\]
for any sequence $(\theta_t)_{t > 0} \subset \Theta$ with $h_t := t^{-1}(\theta_t - \theta) \to h$ as $t \downarrow 0$ (note: as $\Theta$ is convex, $h_t \in \mathcal{T}_\Theta(\theta)$, so that $h''(\theta)$ is well-defined). The map $h''(\theta)$ is continuous and positively homogeneous of degree 2.

Lemma 12 (Second-order chain rule). Let $\mathcal{D}, \mathcal{E}, \mathcal{F}$ be normed spaces, $\Theta \subset \mathcal{D}$, $\Xi \subset \mathcal{E}$ be convex, $\phi : \Theta \to \Xi$ be a map that is twice Hadamard directionally differentiable at $\theta \in \Theta$, and $\psi : \Xi \to \mathcal{F}$ be twice Hadamard directionally differentiable at $\phi(\theta)$ with linear first-order derivative at $\phi(\theta)$ defined on the linear hull of $\mathcal{T}_\Xi(\phi(\theta))$. Then, the composition $\psi \circ \phi : \Theta \to \mathcal{F}$ is twice Hadamard directionally differentiable at $\theta$ with
\[
[\psi \circ \phi]'''(\theta) = \psi''(\phi(\theta)) \circ \phi'' + \psi'(\phi(\theta)) \circ \phi'(\phi(\theta)).
\]

Proof. Let $(\theta_t)_{t > 0} \subset \Theta$ be such that $h_t := t^{-1}(\theta_t - \theta) \to h$ in $\mathcal{D}$ as $t \downarrow 0$. Observe that $(\phi(\theta_t))_{t > 0} \subset \Xi$ with $t^{-1}(\phi(\theta_t) - \phi(\theta)) \to \phi'(\theta)$ as $t \downarrow 0$, so that
\[
\psi(\phi(\theta_t)) - \psi(\phi(\theta)) = t\psi'_\phi(\phi(\theta) - \phi(\theta)) + \frac{t^2}{2} \psi''(\phi(\theta)) + o(t^2).
\]
By linearity of $\psi'_\phi(\phi(\theta))$, 
\[
t\psi'_\phi(\phi(\theta) - \phi(\theta)) - t\psi'_\phi(h_t) = \psi'_\phi(\phi(\theta) - \phi(\theta) - t\phi'(h_t)).
\]
It follows from continuity and positive homogeneity of $\psi'_\phi(\phi(\theta))$ that
\[
\lim_{t \downarrow 0} \frac{\psi(\phi(\theta_t)) - \psi(\phi(\theta)) - t\psi'_\phi(h_t)}{t^2/2} = \psi''(\phi(\theta)) + \psi'(\phi(\theta)) \circ \phi'(\phi(\theta)).
\]
□
The derivative is given by
\[
\frac{d}{dt} \phi(T_n - \theta) = \frac{1}{2} \phi''_0(T_n - \theta) - \frac{1}{2} \phi''_0(T_n - \theta) \rightarrow 0
\]
in outer probability.

C.2. Hadamard differentiability of Z-functional. Let \( \mathbb{D} \) be a Banach space, \( \Theta \) be an arbitrary nonempty subset of \( \mathbb{D} \), and \( L \) be another Banach space. Let \( Z(\Theta, L) \) be the subset of \( \ell^\infty(\Theta, L) \) consisting of all maps with at least one zero, and let \( \phi : Z(\Theta, L) \rightarrow \Theta \) be a map that assigns one of its zeros of to each \( z \in Z(\Theta, L) \). Following [vdVW96], we call \( \phi \) the Z-functional. We say that a map \( \Psi : \Theta \subset \mathbb{D} \rightarrow L \) is Fréchet differentiable at \( \theta_0 \in \Theta \) if there exists a bounded linear operator \( \hat{\Psi}_{\theta_0} : \text{lin}(\Theta) \rightarrow L \) such that
\[
\lim_{\|h\|_\mathbb{D} \to 0} \frac{\|\Psi(\theta_0 + h) - \Psi(\theta_0) - \hat{\Psi}_{\theta_0}(h)\|_L}{\|h\|_\mathbb{D}} = 0.
\]
The following is taken from Lemma 3.9.34 in [vdVW96], with a minor modification to adapt to our definition of Hadamard differentiability; cf. Remark 16.

Lemma 14 (Hadamard derivative of Z-functional). Suppose that (i) \( \Psi : \Theta \rightarrow L \) is uniformly norm-bounded, one-to-one, possesses a zero at \( \theta_0 \in \Theta \), and has an inverse that is continuous at 0, and (ii) \( \Psi \) is Fréchet differentiable at \( \theta_0 \in \Theta \) with derivative \( \hat{\Psi}_{\theta_0} \) that is one-to-one and such that its inverse is continuous on \( \hat{\Psi}_{\theta_0}(\text{lin}(\Theta)) \). Then, \( \phi \) is Hadamard differentiable at \( \Psi \) tangentially to the set
\[
Z_{\Psi} = \left\{ z \in \ell^\infty(\Theta, L) : z = \lim_{t \downarrow 0} \frac{z_t - \Psi}{t} \text{ for some } z_t \rightarrow \Psi \text{ in } Z(\Theta, L), \ t \downarrow 0 \right\} 
\cap \left\{ z \in \ell^\infty(\Theta, L) : z \text{ is continuous at } \theta_0 \right\}.
\]
The derivative is given by
\[
\phi'_{\Psi}(z) = -\hat{\Psi}_{\theta_0}^{-1}(z(\theta_0)).
\]

Remark 17. It is a priori not clear whether \( z(\theta_0) \) is in the domain of \( \hat{\Psi}_{\theta_0}^{-1} \), but this follows from the proof of Lemma 3.9.34 in [vdVW96]. Indeed, let \( (z_t)_{t > 0} \subset \ell^\infty(\Theta, L) \) be such that \( \Psi + t z_t \in Z(\Theta, L) \) for \( t \) sufficiently small, \( z_t \rightarrow z \) as \( t \downarrow 0 \), and \( z \) is continuous at \( \theta_0 \). Set \( \theta_t = \phi(\Psi + t z_t) \). Arguing as in the proof of Lemma 3.9.34 in [vdVW96], we have
\[
\Psi(\theta_t) = \hat{\Psi}_{\theta_0}(\theta_t - \theta_0) + R(t) \text{ with } \|R(t)\|_L = o(t) \text{ as } t \to 0,
\]
so that \( t^{-1}\{\Psi(\theta_t) - \theta_t\} = \hat{\Psi}_{\theta_0}(t^{-1}(\theta_t - \theta_0)) \in \hat{\Psi}_{\theta_0}(\text{lin}(\Theta)) \) while \( t^{-1}\{\Psi(\theta_t) - R(t)\} = -z(\theta_t - t^{-1}R(t) \rightarrow -z(\theta_0) \) in \( L \). Hence \( z(\theta_0) \in \hat{\Psi}_{\theta_0}(\text{lin}(\Theta)) \).

The following lemma concerns the second-order Hadamard derivative for the Z-functional, which is used in the proof of Theorem 4.

Lemma 15 (Second-order Hadamard derivative of Z-functional). Consider the assumption of the preceding lemma. Assume further that \( \Psi \) is twice Fréchet differentiable at \( \theta_0 \), in the sense that there exists a continuous operator \( \hat{\Psi}_{\theta_0} : \text{lin}(\Theta)^2 \rightarrow L \) positively
homogeneous of degree 2 such that

$$\lim_{\|h\| \to 0} \frac{\| \Psi(\theta_0 + h) - \Psi(\theta_0) - \dot{\Psi}_{\theta_0}(h) - \frac{1}{2} \ddot{\Psi}_{\theta_0}(h) \|_L}{\|h\|_H} = 0.$$  

Let \((z_t)_{t \geq 0} \in \ell^\infty(\Theta, \mathbb{L})\) be a sequence of maps such that (i) \(\Psi + tz_t \in Z(\Theta, \mathbb{L})\) for \(t\) sufficiently small, (ii) \(z_t \to z\) as \(t \downarrow 0\) for some \(z\) that is continuous at \(\theta_0\), (iii) \(z_t(\theta_0) \in \overline{\Psi_{\theta_0}(\text{lin}(\Theta))}\) for \(t\) sufficiently small, and (iv) there exists a limit \(t^{-1}(z_t(\theta_t) - z_t(\theta_0)) \to z_{\theta_0}\) in \(\mathbb{L}\) as \(t \downarrow 0\) with \(\theta_t = \phi(\Psi + tz_t)\). Then, we have

$$\frac{\phi(\Psi + tz_t) - \phi(\Psi) - t\phi'_{\Psi}(z_t)}{t^2/2} \to -\dot{\Psi}_{\theta_0}^{-1}\left(2z_{\theta_0} + \ddot{\Psi}_{\theta_0}(\phi'_{\Psi}(z))\right).$$

The above definition of second Fréchet derivative differs from the standard one (cf. [Zei12]), but suffices for our purpose.

**Proof.** Recall \(\theta_t = \phi(\Psi + tz_t)\), i.e., \(\Psi(\theta_t) + tz_t(\theta_t) = 0\). Arguing as in the proof of Lemma 3.9.34 in [vdVW96], we have \(\|\theta_t - \theta_0\| = O(t)\). Thus,

$$\frac{\Psi(\theta_t) - \Psi(\theta_0)}{-tz_t(\theta_t)} \to 0.$$

Subtracting \(-tz_t(\theta_0)\) from both sides, we have

$$-t(z_t(\theta_t) - z_t(\theta_0)) = \dot{\Psi}_{\theta_0}(\theta_t - \theta_0) - \frac{1}{2} \ddot{\Psi}_{\theta_0}(\theta_t - \theta_0) + o(t^2).$$

Since \(t^{-1}(\theta_t - \theta_0) \to \phi'_{\Psi}(z)\) by the preceding lemma, we have

$$\dot{\Psi}_{\theta_0}(\theta_t - \theta_0) = t^2 \ddot{\Psi}_{\theta_0}(\phi'_{\Psi}(z)) + o(t^2).$$

Also, by assumption,

$$-t(z_t(\theta_t) - z_t(\theta_0)) = -t^2 z_{\theta_0} + o(t^2).$$

Conclude that

$$\frac{\theta_t - \theta_0 - t\phi'_{\Psi}(z_t)}{t^2/2} \to -\dot{\Psi}_{\theta_0}^{-1}\left(2z_{\theta_0} + \ddot{\Psi}_{\theta_0}(\phi'_{\Psi}(z))\right).$$

□

**Appendix D. Other auxiliary results**

**Lemma 16** (Convergence in \(\ell^\infty(B^s)\) implies weak convergence). Let \(\mathcal{X} \subset \mathbb{R}^d\) be a compact set that agrees with the closure of its interior. Pick any \(s \in \mathbb{N}\) and set \(B^s\) to be the unit ball in \(C^s(\mathcal{X})\). For \(\mu_n, \mu \in \mathcal{P}(\mathcal{X})\), if \(\mu_n \to \mu\) in \(\ell^\infty(B^s)\), then \(\mu_n \to \mu\) weakly.

**Proof.** Pick any bounded 1-Lipschitz function \(f\) on \(\mathcal{X}\). By the Kirszbraun-McShane theorem, we may extend \(f\) to a 1-Lipschitz function on \(\mathbb{R}^d\), which we denote by the same symbol \(f\). Let \(K : \mathbb{R}^d \to \mathbb{R}\) be a compactly supported smooth density function and approximate \(f\) by \(f_t = t^{-d} \int_{\mathbb{R}^d} f(y)K((y - \cdot)/t)dy = \int_{\mathbb{R}^d} f(\cdot + tz)K(z)dz\) for \(t > 0\).
As \( f \) is 1-Lipschitz, \( f_t \) is smooth and 1-Lipshitz with \( \| f - f_t \|_{L^\infty} \leq t \). The restriction of \( f_t \) to \( \mathcal{X} \) belongs to \( C^\infty(\mathcal{X}) \), so that for any \( t > 0 \),

\[
\int_{\mathcal{X}} f \, d\mu_n \leq \int_{\mathcal{X}} f_t \, d\mu_n + t \leq \int_{\mathcal{X}} f \, d\mu + 2t + o(1), \quad n \to \infty.
\]

The reverse inequality follows similarly, so that we have \( \limsup_{n \to \infty} | \int_{\mathcal{X}} f \, d(\mu_n - \mu) | \leq 2t \). Sending \( t \downarrow 0 \), we have \( \int_{\mathcal{X}} f \, d\mu_n \to \int_{\mathcal{X}} f \, d\mu \), implying \( \mu_n \to \mu \) weakly. \( \square \)

**Lemma 17** (Support of Brownian bridge). Let \( \mu \) be a probability measure on a measurable space \( S \) and \( F \subset L^2(\mu) \) be a \( \mu \)-pre-Gaussian class, i.e., there exists a tight \( \mu \)-Brownian bridge \( G_\mu \) in \( \ell^\infty(F) \). Let

\[
\mathcal{M}_\mu = \left\{ g \, d\mu : g \text{ is a bounded measurable function on } S \text{ with } \mu \text{-mean zero} \right\}.
\]

Then \( \text{spt}(G_\mu) \subset \mathcal{M}_\mu^{\ell^\infty(F)} \).

**Proof.** Let \( C_u(F) \) denote the space of uniformly continuous functions on \( F \) relative to the pseudometric \( d_\mu(f, g) = \sqrt{\text{Var}_\mu(f - g)} \). Since \( F \) is \( \mu \)-pre-Gaussian, \( F \) is totally bounded for \( d_\mu \) (so that \( C_u(F) \) is a closed subspace of \( \ell^\infty(F) \)) and \( G_\mu \in C_u(F) \) a.s. (cf. Example 1.5.10 in [vdVW96]). For every \( f \in F \) and \( g_1, g_2 \in L^2(\mu) \) with \( \mu \)-mean zero,

\[
\int (f - \int f \, d\mu) (g_1 - g_2) \, d\mu \leq \sqrt{\text{Var}_\mu(f)} \sqrt{\text{Var}_\mu(g_1 - g_2)} \leq \sqrt{\text{Var}_\mu(f)} \text{Var}_\mu(g_1 - g_2)
\]

by the Cauchy-Schwarz inequality. Since \( \sup_{f \in F} \text{Var}_\mu(f) < \infty \) by total boundedness of \( F \) w.r.t. \( d_\mu \), we have that \( g \, d\mu \in \mathcal{M}_\mu^{\ell^\infty(F)} \) for every \( g \in L^2(\mu) \) with mean zero.

By Lemma 5.1 in [vZvdV08], the support \( \text{spt}(G_\mu) \) agrees with the \( \| \cdot \|_{\ell^\infty,F} \)-closure of the reproducing kernel Hilbert space (RKHS) for \( G_\mu \) (think of \( G_\mu \) as a zero-mean Gaussian random variable in \( C_u(F) \), which is a separable Banach space). There are two ways to define the RKHS for \( G_\mu \); by viewing \( G_\mu \) as a stochastic process or as a random variable with values in the Banach space \( C_u(F) \). In this case, however, they both agree; see Theorem 2.1 in [vZvdV08]. With this in mind, any element of the RKHS for \( G_\mu \) is of the form

\[
f \mapsto \mathbb{E}[G_\mu(f)X], \quad X \in \text{lin}\{G_\mu(g) : g \in F\}^{L^2(\mathcal{P})}.
\]

For \( X = \sum_{i=1}^s \alpha_i G_\mu(g_i) \) with \( \alpha_i \in \mathbb{R} \) and \( g_i \in F \), we have

\[
\mathbb{E}[G_\mu(f)X] = \sum_{i=1}^s \alpha_i \mathbb{E}[G_\mu(f)G_\mu(g_i)] = \sum_{i=1}^s \alpha_i \text{Cov}_\mu(f, g_i)
\]

\[
= \int f \left( \sum_{i=1}^s \alpha_i (g_i - \int g_i \, d\mu) \right) \, d\mu,
\]

so that \( \mathbb{E}[G_\mu(\cdot)X] \in \mathcal{M}_\mu^{\ell^\infty(F)} \). Furthermore, for any \( X \in \text{lin}\{G_\mu(g) : g \in F\}^{L^2(\mathcal{P})} \), choose \( X_n \in \text{lin}\{G_\mu(g) : g \in F\} \) such that \( \mathbb{E}[|X_n - X|^2] \to 0 \). Then,

\[
\| \mathbb{E}[G_\mu(\cdot)X] - \mathbb{E}[G_\mu(\cdot)X] \|_{\ell^\infty,F} \leq \sqrt{\sup_{f \in F} \text{Var}_\mu(f)} \sqrt{\mathbb{E}[|X_n - X|^2]} \to 0,
\]

which shows that \( \mathbb{E}[G_\mu(\cdot)X] \in \mathcal{M}_\mu^{\ell^\infty(F)} \). Conclude that \( \text{spt}(G_\mu) \subset \mathcal{M}_\mu^{\ell^\infty(F)} \). \( \square \)
**Lemma 18** (Weak convergence in product space). Let $S, T$ be nonempty sets and let $X_n = (X_n(s))_{s \in S}, Y_n = (Y_n(t))_{t \in T}$ be sequences of stochastic processes with bounded paths. Suppose that, marginally, $X_n$ and $Y_n$ converge in distribution to tight random variables in $\ell^\infty(S)$ and $\ell^\infty(T)$, respectively. Then, if the finite-dimensional distributions of $(X_n, Y_n)$ converge weakly, i.e., for every $s_1, \ldots, s_m \in S, t_1, \ldots, t_\ell \in T$, $(X_n(s_1), \ldots, X_n(s_m), Y_n(t_1), \ldots, Y_n(t_\ell))$ jointly converges in distribution in $\mathbb{R}^{m+\ell}$, then $(X_n, Y_n) \xrightarrow{d} (X, Y)$ in $\ell^\infty(S) \times \ell^\infty(T)$ for some tight limit $(X, Y)$.

**Proof.** The lemma follows from Prohorov’s theorem, upon observing that a tight limit is uniquely determined by the finite-dimensional convergence. One way to show the latter is to apply Lemma 1.3.12 in [vdVW96]. We present another more direct proof. Let $(X, Y) : \Omega \to \ell^\infty(S) \times \ell^\infty(T)$ be a tight (Borel measurable) random variable. Then, $X$ is tight in $\ell^\infty(S)$, so there exists a pseudometric $\rho_S$ on $S$ that makes $S$ totally bounded and such that $X \in C_u(S)$ a.s., where $C_u(S)$ is the space of $\rho_S$-uniformly continuous functions on $S$ equipped with the sup-norm $\| \cdot \|_{\infty, S}$; see Chapter 1.5 in [vdVW96]. Consider the Borel $\sigma$-field on $C_u(S)$. Define $C_u(T)$ analogously. Since $C_u(S)$ and $C_u(T)$ are separable, the Borel $\sigma$-field on $C_u(S) \times C_u(T)$ (defined w.r.t. the product topology) agrees with the product $\sigma$-field. In turn, the Borel $\sigma$-field on $C_u(S)$ agrees with the cylinder $\sigma$-field (i.e., the smallest $\sigma$-field that makes every coordinate projection $f \mapsto f(s)$ measurable). For $s_1, \ldots, s_m \in S$, let $\pi^S_{s_1, \ldots, s_m} : C_u(S) \to \mathbb{R}^m$ be the projection onto $s_1, \ldots, s_m$, i.e., $\pi^S_{s_1, \ldots, s_m}(f) = (f(s_1), \ldots, f(s_m))$. Define $\pi^T_{t_1, \ldots, t_\ell}$ analogously. Then, the collection of sets of the form

$$\left[\pi^S_{s_1, \ldots, s_m}\right]^{-1}(A) \times \left[\pi^T_{t_1, \ldots, t_\ell}\right]^{-1}(B) \subset C_u(S) \times C_u(T),$$

$s_i \in S, t_j \in T, A \subset \mathbb{R}^m, B \subset \mathbb{R}^\ell$ : Borel sets

is a $\pi$-system that generates the Borel $\sigma$-field on $C_u(S) \times C_u(T)$. Hence, the joint law of $(X, Y)$ is uniquely determined by the collection of the joint laws of random vectors of the form $(X(s_1), \ldots, X(s_m), Y(t_1), \ldots, Y(t_\ell))$.

The rest of the proof is standard. Since $X_n$ and $Y_n$ are marginally asymptotically tight and asymptotically measurable (Lemma 1.3.8 in [vdVW96]), $(X_n, Y_n)$ is jointly asymptotically tight and asymptotically measurable (Lemmas 1.4.3 and 1.4.4 in [vdVW96]). By Prohorov’s theorem (Theorem 1.3.9 in [vdVW96]), every subsequence has a further subsequence weakly convergent to a tight law. By finite-dimensional convergence, the weak limit is unique. Hence $(X_n, Y_n) \xrightarrow{d} (X, Y)$ in $\ell^\infty(S) \times \ell^\infty(T)$ for some tight limit $(X, Y)$. □
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