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ABSTRACT

A range of popular hybrid Reynolds averaged Navier-Stokes - large eddy simulation (RANS-LES) methods are tested for a cavity and two labyrinth seal geometries using an in-house high-order computational fluid dynamics (CFD) code and a commercial CFD code. The models include the standard Spalart-Allmaras (SA) and Menter SST versions of delayed detached eddy simulation (DDES) and the Menter scale adaptive simulation (SAS) model. A recently formulated, enhanced, variant of SA-DDES presented in the literature and a new variant using the Menter SST model are also investigated. The latter modify the original definition of the subgrid length-scale used in standard DDES based on local vorticity and strain. For all geometries, the meshes are considered to be hybrid RANS-LES adequate. Very low levels of resolved turbulence and quasi-two-dimensional flow fields are observed for the standard DDES and SAS models even for the test cases here that contain obstacles, sharp edges and swirling flow. Similar findings are observed for both the commercial and in-house high-order CFD codes. For the cavity simulations, when using standard DDES and SAS, there is a significant under prediction of turbulent statistics compared with experimental measurements. The enhanced versions of DDES, on the other hand, show a significant improvement and resolve turbulent content over a wide range of scales. Improved agreement with experimental measurements is also observed for profiles of the vertical velocity component. For the first labyrinth seal geometry swirl velocities are more accurately captured by the enhanced DDES versions. For the second labyrinth seal geometry, the mass flow coefficient prediction using the enhanced models is significantly improved (up to 30%).

Standard, industrially available hybrid RANS-LES models, when applied to the present canonical cases can produce little to no resolved turbulent content. The standard SA and Menter based DDES models can yield lower levels of eddy viscosity when compared to equivalent steady RANS simulations which means that they are not operating as RANS or LES. It is recommended that hybrid RANS-LES models should be extensively tested for specific
flow configurations and that special care is exercised by CFD practitioners when using many of the popular hybrid RANS-LES models that are currently available in commercial CFD packages.
NOMENCLATURE

Variables

\(A_i\) clearance area \([m^2]\)
\(d\) nearest wall distance \([m]\)
\(D\) cavity depth \([m]\)
\(h\) tip clearance height \([m]\)
\(H\) cavity height \([m]\)
\(H_t\) seal blade height \([m]\)

\(l_n\) cross product of unit vorticity vector and location of cell vertex \([m]\)
\(k\) kinetic energy of turbulent fluctuations per unit mass \([m^2 s^{-2}]\)

\(l_{DDES}\) DDES length scale \([m]\)
\(l_{MEN}\) Menter SST RANS length scale \([m]\)
\(L\) turbulent length scale or cavity length \([m]\)

\(L_{vk}\) von Kármán length scale \([m]\)
\(m\) mass flow rate \([kg s^{-1}]\)

\(P_m\) inlet pressure \([Nm^{-2}]\)
\(Q_{SAS}\) SAS source term \([kg s^{-2} m^{-3}]\)

\(R\) gas constant \([J kg^{-1} K^{-1}]\)

\(R_{ave}\) mean rotor radius \([m]\)

\(r_n\) location of cell vertex for a cell with center vector \(r\) \([m]\)

\(S\) magnitude of strain tensor \([s^{-1}]\)

\(\dot{S}\) local strain tensor \([s^{-1}]\)

\(T\) temperature \([K]\)

\(u, v, w\) velocity components in \(x, y\) and \(z\) directions \([m s^{-1}]\)

\(u_\tau\) friction velocity, \(\sqrt{\tau_w/\rho_u}\) \([m s^{-1}]\)

\(U\) velocity of freestream \([m s^{-1}]\)

\(U'\) first velocity derivative \([s^{-1}]\)

\(U''\) second velocity derivative \([s^{-2}]\)

\(U_\theta\) swirl velocity \([m s^{-1}]\)

\(x_i\) position vector in tensor notation \([m]\)

\(x, y, z\) rectangular cartesian coordinates \([m]\)

\(\Delta\) DDES filter width \([m]\)

\(\Delta_{vol}\) volume based filter width \([m]\)

\(\Delta_x, \Delta_y, \Delta_z\) incremental change in \(x, y, z\) \([m]\)

\(\bar{\Delta}\) shear layer adaptive DDES filter width \([m]\)
shear layer adaptive DDES filter width sensitized to vorticity [m]

\( \nu_t \)  
kinematic viscosity \([ \text{m}^2 \text{s}^{-1}]\)

\( \nu_t \)  
kinematic turbulent viscosity \([ \text{m}^2 \text{s}^{-1}]\)

\( \rho \)  
density \([ \text{kg m}^{-3}]\)

\( \tau_w \)  
surface shear stress \([ \text{kg m}^{-1} \text{s}^{-2}]\)

\( \phi \)  
flow coefficient \([1]\)

\( \omega \)  
specific dissipation rate or angular frequency \([ \text{s}^{-1}]\)

\( \Omega \)  
magnitude of vorticity vector \([ \text{s}^{-1}]\)

\( \Omega \)  
vorticity vector \([ \text{s}^{-1}]\)

**Dimensionless Quantities**

\( a_1 \)  
\( F_{KH} \) function constant

\( a_2 \)  
\( F_{KH} \) function constant

\( c_\mu \)  
SAS model constant

\( C \)  
SAS model constant

\( C_{d1} \)  
DDES model constant

\( C_{DES} \)  
DDES model constant

\( C_S \)  
SAS model constant

\( f_d \)  
DDES shielding function

\( F_{KH} \)  
Kelvin-Helmholtz instability function

\( F_{KH}^{\text{max}} \)  
VTM function constant

\( F_{KH}^{\text{min}} \)  
VTM function constant

\( F_1 \)  
Menter SST model blending function

\( n_\Omega \)  
unit vorticity vector

\( r_d \)  
DDES function

\( R_f \)  
radius fraction of cavity height

\( Re \)  
Reynolds number

\( VTM \)  
vortex tilt measure

\( x^+ \)  
dimensionless, sublayer-scaled, distance, \( u_\tau x / \nu \)

\( y^+ \)  
dimensionless, sublayer-scaled, distance, \( u_\tau y / \nu \)

\( z^+ \)  
dimensionless, sublayer-scaled, distance, \( u_\tau z / \nu \)

\( \alpha \)  
Menter SST model function

\( \beta \)  
Menter SST model function

\( \beta^* \)  
Menter SST model constant

\( \eta_2 \)  
SAS model constant
1 Introduction

The use of eddy resolving methods in turbomachinery has the potential to dramatically increase the predictive accuracy in numerical modelling and it is becoming more widespread for the prediction of gas turbine flows in all areas of the engine. The secondary air system is one area where expected benefits are high given the highly complex flow physics driven by the highly variable geometry and components with rotating walls. These flows have large regions of recirculation, complex strains, are highly anisotropic and RANS models can perform poorly. RANS models can also demonstrate extreme sensitivity to model choice [1] [2]. It is common for ad-hoc corrections to be applied to cases of specific interest (see example [2] [3]) to offer remedies for their inadequacy. Fully resolving flow features down to the smallest (Kolomogorov) scales (direct numerical simulation) is currently not feasible due to the high resolutions required and computational cost. Alleviating this to some extent, large eddy simulation (LES) proposes to resolve the large energy containing scales within the flow and model the smallest eddies which display a much higher degree of isotropy. Further cost saving may be obtained by using hybrid RANS-LES approaches which can significantly alleviate grid demand. This is because attached flow regions (i.e. boundary layers), where significant grid resolution is required to capture streak-like flow structures, is modelled with RANS. For boundary layers RANS is reasonably well calibrated. LES is used for free-shear regions where it is expected that high gains in accuracy will be obtained. Such methods can save orders of magnitude [4] in grid requirements in many areas of turbomachines. One of the most popular hybrid RANS-LES methods is detached eddy simulation [5]. Since its inception in 1997, detached eddy simulation (DES) has received various modifications to help address deficiencies reported in the academic literature. One of these deficiencies, as encountered in the studies of Menter and Kuntz [6], is modeled stress depletion. This occurs in the grey area between the switchover from RANS to LES where the velocity fluctuation from the LES content is not sufficient to compensate the loss of modeled turbulent stresses. In severe cases of modeled stress depletion, an underestimation of skin friction can result, leading to early separation. Also it has recently been suggested by Deck [7], that the possible delay in formation of instabilities in mixing layers may be due to the advection of upstream eddy viscosity. This may be particularly prevalent in cavity and seal flows where large recirculation regions are observed. DES has been widely used in many areas of the gas turbine, see for example the compressor [8], combustor [9], turbine [10], cavities [1] turbine blade cooling [11] and jets [12]. The method provides seamless integration between the RANS and LES regions and is primarily grid controlled. DES is a non-zonal method and hence is advantageous because locations of separations do not need to be known in advance or flagged by the user, which for complex geometries can become somewhat of a difficult and arduous task. An additional benefit is the ease at which resolved regions can revert to RANS. Implicit (I)LES, for example, implies zero eddy viscosity. This can create problems for some RANS models (see for example [13]) where it became necessary to freeze an eddy viscosity field from a precursor RANS simulation.

Various formulations of DES exist (see for example [14]), but the original and most popular uses a Spalart-Allmaras
(SA) base RANS model. With this a new length scale \( d \) is defined as \( \tilde{d} = \min(d, C_{DES}\Delta) \) where \( d \) is the nearest wall distance and \( \Delta \) is a filter width related to local cell dimensions. Boundary layers are covered by the original RANS formulation, and detached regions by LES. The filter width \( (\Delta) \) has traditionally been taken as the maximum local grid spacing of each coordinate direction for two reasons. The first is so that the model should return the RANS method in attached boundary layers and therefore represents the safest estimate to ensure that requirement [6]. This is to minimise the chance of modelled stress depletion which occurs when a mesh is not fine enough to support LES content after the switchover from RANS to LES (a common problem to most if not all hybrid RANS-LES methods). Secondly this filter definition is physically justified given that for isotropic eddies near the cut-off, the smallest dimensions of a strongly anisotropic grid cell do not contribute to the grid resolution capability [15]. Hence on strongly anisotropic grids the volume based filter definition \( (\Delta_{vol} = (\Delta x \Delta y \Delta z)^{1/3}) \) is not physically justified. The former filter definition has, however, contributed to the delay in development of shear layers and/or two-dimensional flow (see [7]).

To address the issue of slow shear layer development a recent variant of DDES is trialled in this work which has been formulated by Shur et al. [16]. It uses a modified definition of SGS lengthscale that is flow dependent. This follows development by several other authors on SGS length scales including [17] who propose a definition based on dissipation rate of isotropic turbulence on anisotropic grids and [18] who used a flow-dependent definition. The latter was based on the orientation of the local vorticity vector. In the early stages of a plane mixing layer, where the flow is highly two-dimensional, the vorticity vector is in the cross-stream direction. A plausible physical length scale was derived such that it became a function of the stream-wise and stream-normal mesh dimensions and in isotropic mesh regions reduced to the standard volume filter definition. The above has been re-formulated into a DDES context by Shur et al. [16] and is again based on the local orientation of the vorticity vector. However, [16] also use an additional term called the vortex tilt measure (VTM). This is designed to detect areas of flow with largely two-dimensional flow structures, and maintain a value close to zero. In regions of fully developed turbulence it is designed to be close to one. The VTM term is introduced as a multiplication factor with the enhanced length scale described above. In this paper we also trial a new variant using the Menter SST turbulence model. The key to these methods is that in fully developed turbulence and on isotropic meshes the standard DDES model is retained where it is physically justified. In addition, a range of popular hybrid RANS-LES models are investigated for comparison and are described in the following sections.

## 2 TURBULENCE MODELS

For the standard Spalart-Allmaras (SA) based DDES model [19] the wall distance in the SA RANS model is replaced with the following DDES length scale:

\[
l_{DDES,SA} = d - f_d \max(0, d - C_{DES,SA}\Delta)
\]  

(1)
where $\Delta = \max(\Delta x, \Delta y, \Delta z)$ for standard DDES, $C_{DES,SA} = 0.65$ and $d$ is the nearest wall distance. The shielding function of the DDES formulation is given by:

$$f_d = 1 - \tanh([C_d r_d]^3)$$

(2)

where $C_d = 8$ and:

$$r_d = \frac{v_t + v}{\kappa d^2 \sqrt{0.5 \cdot (S^2 + \Omega^2)}}$$

(3)

where $S$ is the magnitude of the strain rate tensor and $\Omega$ is the magnitude of the vorticity vector.

### 2.1 MSST-DDES

For Menter SST based DDES [20] the standard destruction term of the $k$ equation is modified as follows:

$$\beta^* k \omega \rightarrow \frac{k^{3/2}}{l_{DDES,MEN}}$$

(4)

where the DDES length scale is given by:

$$l_{DDES,MEN} = l_{MEN} - f_d \max(0, l_{MEN} - C_{DES,MEN} \Delta)$$

(5)

Here the function $f_d$ is the same as for SA based DDES with the exception that $C_d = 20$. Again $\Delta = \max(\Delta x, \Delta y, \Delta z)$ for standard DDES and $C_{DES,MEN} = 0.61$. The RANS length scale $l_{MEN}$ is given by:

$$l_{MEN} = \sqrt{\kappa \beta^* \omega}$$

(6)

Here $\beta^* = 0.09$ and:

$$C_{DES,MEN} = C_{DES,MEN1} \cdot F_1 + C_{DES,MEN2} \cdot (1 - F_1)$$

(7)
where \( F_1 \) is a blending function in the standard Menter SST model [21] and \( C_{DES,MEN1} = 0.78 \) and \( C_{DES,MEN2} = 0.61 \).

### 2.2 Enhanced DDES formulation

This method was recently presented by Shur et al. [16] using the SA turbulence model. Here, a new variant is also investigated using the Menter SST model. For both approaches, the subgrid length-scale definition \( \Delta \) is modified as:

\[
\tilde{\Delta} = \tilde{\Delta}_\Omega F_{KH}(<VTM>)
\]  

(8)

The quantity \( \tilde{\Delta}_\Omega \) is a mesh based length scale sensitized to strongly anisotropic cells by taking into account the direction of the local vorticity vector. It reads:

\[
\tilde{\Delta} = \frac{1}{\sqrt{3}} \max_{n,m=1,8} |\mathbf{l}_n - \mathbf{l}_m|
\]  

(9)

where \( \mathbf{l}_n = \mathbf{n}_\Omega \times \mathbf{r}_n \) and \( \mathbf{n}_\Omega \) is the unit vector of the direction of vorticity. Also \( \mathbf{r}_n \ (n = 1...8) \) are the locations of the cell vertices for a cell with the center vector \( \mathbf{r} \).

The \( VTM \) term provides a measure for the identification of early shear layer regions. It is based on the local strain tensor \( \hat{S} \) and the vorticity vector \( \Omega \). It reads:

\[
VTM = \frac{\sqrt{6} |(\hat{S} \cdot \Omega) \times \Omega|}{\Omega^2 \sqrt{3r(\hat{S})^2 - [r(\hat{S})]^2}} \max \{1, (\nu^*/\nu_t)\}
\]  

(10)

where \( \nu^* = 0.2 \nu \) and \( tr() \) denotes trace. To ensure rapid change between regions the following piecewise-linear function is used:

\[
F_{KH}(<VTM>) = \max \{F_{min}^{KH} \cdot \min \{F_{max}^{KH}, F_{min}^{KH} + \frac{F_{max}^{KH} - F_{min}^{KH}}{a_2 - a_1} (<VTM> - a_1)\}\}
\]  

(11)

where \( F_{max}^{KH}, F_{min}^{KH}, a_1, a_2 \) are 1.0, 0.1, 0.15 and 0.3 respectively and the angle brackets denote averaging of VTM over the current and closest neighboring cells.
2.3 SST-SAS

The transport equations for the SST-SAS [22] model differ from those of the SST RANS model by the addition of a SAS source term $Q_{SAS}$ in the transport equation for $\omega$. It reads:

$$Q_{SAS} = \max \left[ \rho \eta_2 \kappa S^2 \left( \frac{L}{L_N} \right)^2 - C \cdot \frac{2pk}{\sigma_0} \max \left( \frac{1}{\omega^2} \frac{\partial \omega}{\partial x_j} \frac{\partial \omega}{\partial x_j} \cdot k^2 \frac{\partial k}{\partial x_j}, 0 \right) \right]$$

where $\eta_2 = 3.51$, $\sigma_0 = 2/3$, $C = 2$ and $L = \sqrt{k}/c_\mu^{1/4}$ with $c_\mu = 0.09$. The von Kármán length scale $L_{\nu K}$ is given by:

$$L_{\nu K} = \kappa \left| \frac{U'}{U''} \right|$$

where $U' = \sqrt{\Sigma_{ij} S_{ij}}$ and $U'' = \sqrt{\frac{\partial^2 U_i}{\partial x_i^2} \frac{\partial^2 U_j}{\partial x_j^2}}$. To control the damping of high wave numbers a limiter is introduced through analyzing the equilibrium eddy viscosity of the SST-SAS model. It reads:

$$L_{\nu K} = \max \left( \kappa \left| \frac{U'}{U''} \right|, C_s \sqrt{\frac{\kappa \eta_2}{(\beta/c_\mu) - \alpha} \cdot \Delta_{vol}} \right)$$

where $\Delta_{vol} = (\Delta x \cdot \Delta y \cdot \Delta z)^{1/3}$, $C_s = 0.1$ and $\beta$ and $\alpha$ are functions of the SST model.

3 SOLVER AND NUMERICS

Simulations are performed using the in-house multi-block solver ‘DOLPHIN’ [3] and the ANSYS FLUENT [23] CFD code (Version 18.2). DOLPHIN solves the flow on structured grids which can be curvilinear and parallelizes over blocks using MPI. For spatial discretization, a finite difference approach is used motivated by the relative ease of extension to high-order accuracy. A sixth order compact scheme is used for the inviscid terms and standard second-order central differences for the viscous terms. For stability, a tenth order implicit filtering scheme is employed for the conservative variables following Visbal [24]. For problems with extremely fine mesh resolution, such as in the cases here, the stability of the explicit time-marching scheme used in [3] was found to be too restrictive and very inefficient. Therefore, the approximately factored diagonal implicit scheme of Pulliam and Chaussee [25] is used. This has the advantage of solving five scalar systems of equations rather than a block system thus considerably saving computational work. To further reduce computational work viscous flux Jacobians are approximated to the viscous Jacobian spectral radius and included as a diagonal term on the implicit side. The physical time derivative is discretized using a second order backwards difference and the equations are
subiterated in pseudotime at each physical timestep until convergence is achieved. Full details of the implicit numerical scheme implemented in DOLPHIN may be found in [25].

For FLUENT based simulations, the cavity and first labyrinth seal geometries use the pressure based solver with the semi-implicit method for pressure linked equations (SIMPLE) algorithm. The second-order bounded central difference scheme is used for momentum terms. For time advancement the bounded second order implicit formulation is used. For the second labyrinth seal geometry the flow in the seal gap reaches a Mach number of \( Ma \approx 0.5 \) and the density based solver was found to offer vastly superior convergence properties for this case. The third order MUSCL and implicit second order spatial and time discretization schemes were used. Full details of the numerical schemes may be found in [26].

4 CAVITY CASE SETUP

A cavity flow is investigated based on the experiments of Grace et al. [27] where detailed LASER Doppler velocimetry (LDV) and hot-wire measurements were made at a Reynolds number of 50,000 based on the length of the cavity. The cavity was of length 0.1 m and depth 0.025 m giving a length-to-depth ratio of \( L/D = 4 \). The span-wise extent was the full width of the wind tunnel (0.9114 m). This resulted in a cavity that satisfied the conditions for two-dimensional mean flow within the central portion of the cavity specified by [28]. Flow measurements over a range of spanwise locations were also conducted to confirm this [27]. A schematic of the geometry considered is shown in Figure 1. In the current simulation the spanwise extent of the domain is three cavity widths (3\( L \)). The inlet velocity profile is specified using experimental measurements at an \( x \) location of \( (x/L = -0.1) \) upstream of the cavity leading edge. The inlet profile is laminar and the measured inlet turbulence intensity was less than 0.2\%. Hence, transported turbulence quantities are obtained for a turbulent viscosity ratio \( (\nu_t/\nu) \) of 1. In DOLPHIN, at the outlet, all flow variables are extrapolated using second order differences apart from the static pressure which is specified. At the inlet, the velocity, temperature and turbulent transport variables are specified and the pressure is extrapolated from interior nodes. In FLUENT the standard “velocity inlet” and “pressure outlet” boundary conditions are used. Towards the upper wall the mesh is rapidly expanded and a slip wall boundary condition is specified. At the lower walls, a no-slip wall bound boundary condition is used and periodic boundary conditions are used in the cross-stream direction. Simulations are conducted on a mesh of 2.7 million nodes with an average first off-wall grid node spacing of \( y^+ < 1 \) and average streamwise and cross-stream grid spacings of \( \Delta x^+_\text{ave} \approx 60 \) and \( \Delta z^+_\text{ave} \approx 90 \), respectively. It is worth noting that a pure numerical LES (NLES) simulation was performed in [1] on a 7 million cell mesh and little difference in the results is observed. Simulations are run for around 30 cavity through-flow times and fields are then averaged for a further 30 cavity through-flow times.

5 Labyrinth Seal 1 Case Setup

The case examined here is based on the experiments of Denecke et al. [29] of a stepped labyrinth seal with a tip clearance \( h \) of 1.3 mm. This is approximately 30\% of the seal blade height \( (H_d) \) of 4 mm. A section taken from the rotor outward is shown in Figure 2 and the two velocity profile measurement locations are shown and denoted as \( A \) and \( B \). The lower rotor wall spins at \( \omega = 200\pi \text{ rad/s} \) (6000 rpm) and the upper wall is stationary. A swirl velocity is applied at the inlet of 0.3
times the wall velocity at a mean rotor radius of \( R_{ave} = 0.253 \, m \) which develops through the seal. The passage within the cavity narrows owing to the presence of the step which is representative of a compressor seal. Inflow and outflow boundary conditions are handled in an identical manner to the cavity case and periodic boundary conditions are applied in the tangential direction. The circumferential extent of the domain is a three degree sector and it was found necessary to ensure high grid quality for solution stability. The flow is modelled at a Reynolds number of 10,000 (\( Re = \frac{\dot{m}}{\mu m \pi R_{ave}} \)). A 5 million cell mesh is used which gives non-dimensional grid spacings of approximately \( \Delta x_{ave} \approx 30 \) and \( (r\Delta \theta)_{ave} \approx 100 \) where the dominant flow is in the \( \theta \) direction. Again the first off-wall grid node is located at \( y^+ < 1 \) and in terms of these values the mesh is close to wall-resolved requirements [30] and hybrid RANS-LES adequate [31].

6 LABYRINTH SEAL 2 CASE SETUP

Labyrinth seal 2 is based on the experiments of [32] and is an example of a straight-through labyrinth seal. The section of the seal is shown in Figure 3 and the tip-clearance has been exaggerated. The actual tip clearance is \( h = 0.1\,mm \) and it is less than 1% of the seal height. It should be noted that this is considerably lower than that of labyrinth Seal 1 and hence the flow physics is quite different. In the tooth region there are massive acceleration zones producing a tendency towards re-laminarisation, transition and separation and a wall bounded jet generating a shear layer. The seal blades are \( H/8 \) wide and neither the upper seal or the lower shaft are rotating. A pressure ratio of \( PR = 2.02 \) is applied across the seal and the Mach number within the seal clearance exceeds a value of \( M = 0.5 \). As for the previous seal, periodic boundary conditions are applied in the tangential direction and the resolution required to capture the seal clearances adequately leads to a total mesh cell count of approximately 7.2 million nodes. This gives non-dimensional grid spacings of approximately \( \Delta x_{ave} \approx 50 \) and \( (r\Delta \theta)_{ave} \approx 100 \) and a maximum first off-wall spacing of \( y^+ = 1 \).

7 CA VITY RESULTS

Figure 4 presents instantaneous flow visualizations of vorticity magnitude for enhanced DDES-SA, the new enhanced DDES-MEN, standard DDES-SA, standard DDES-MEN and SAS using DOLPHIN and FLUENT. As can be seen, the latter three models, in both codes, show large-scale turbulent structures of the order of the cavity size. They essentially produce two-dimensional steady-state flow solutions with very minor unsteady content. None of these models return fine-grained turbulence structures expected from eddy-resolving simulations in highly separated shear layers. The behavior is caused by excessive levels of eddy viscosity in the cavity shear layer and high levels of eddy viscosity generated in the recirculation region of the cavity which acts as an additional damping mechanism. It should be noted that lower levels of eddy viscosity (approximately half) were observed when compared to the equivalent RANS simulations for the standard SA and Menter SST DDES models apart from the SAS model where essentially the model reverted to the standard RANS solution with practically no level of unsteadiness. Hence, in this respect, the SAS model offers a safer alternative to the DDES approaches which exhibit levels of eddy viscosity somewhere between RANS and LES levels. In contrast, the enhanced DDES-SA and new enhanced DDES-MEN formulations lead to a rapid transition to fully 3D turbulence with scales of eddies appropriate to the grid resolution and the generation and growth of wake-like structures within the cavity shear layer as seen in Figure.
4. This is due to the modified definition of filter length scale in these models. If two-dimensional flow regions are detected, the model automatically adjusts the DDES length scale definition from the standard maximum local grid spacing to a more plausible definition of grid spacing based on the \( x \) and \( y \) directions where the vorticity vector is aligned with \( z \). The VTM term is also close to zero in two-dimensional flow regions and close to one in fully developed 3D flow with random orientations of strain and vorticity. Hence if two-dimensional flow regions are detected, as observed for the standard DDES models, the length scale is appropriately adjusted.

Comparisons are made with experimentally measured mean flow streamlines [27] in Figure 5. Upstream of \( (x/L = 0.38) \) there is a stagnated flow zone where flow velocities are lower than the measurement uncertainty and have hence been omitted from the comparison [27]. The flow is characterized by a large recirculation region centered towards the rear of the cavity. The agreement of the enhanced DDES models is very encouraging as the shape of the main vortex is accurately captured and the secondary left hand vortex is also captured. The asymmetric shape about the horizontal axis (positioned at the vortex core) is characterized by recirculating flow travelling upwards and being entrained into the mainstream flow shortly after reaching the lower call of the cavity. The enhanced DDES models also predict a third smaller vortex between the primary and secondary vortices, although the streamlines are sparse in this region in the experimental measurements and hence difficult for comparison. The standard DDES and SAS models are less accurate with the SAS and DDES-MEN models being particularly far off.

A comparison of streamwise and vertical velocity profiles are shown in Figure 6 at streamwise locations of \( x/L = 0.1, 0.38 \) and 0.96 corresponding to front, middle and rear locations within the cavity. Generally, all of the approaches show good agreement with the streamwise experimental measurements apart from close to the base of the cavity at \( x/L = 0.96 \) where the boundary layer appears to be too thick. There is some deviation in the lower part of the cavity at \( x/L = 0.38 \), particularly for the DDES-SA model. The enhanced DDES-SA and enhanced DDES-MEN models predict the overall trend of the streamwise curves with the greatest accuracy. Examination of the vertical profiles show that the enhanced DDES-SA and enhanced DDES-MEN approaches are significantly more accurate at all profile locations and are broadly similar to one another. Figure 7(a) shows profiles of mean resolved velocity fluctuations in the streamwise direction. The standard DDES and SAS models dramatically under-predict or do not generate any resolved turbulence content. Comparatively even lower levels of turbulence are observed for the cross Reynolds stress profiles in Figure 7(b). Note that the standard DDES-SA, DDES-MEN and SAS model profiles for both codes are all overlapping at the zero value in these plots. The enhanced DDES-SA and enhanced DDES-MEN models on the other hand show a considerable improvement and are in much better agreement with the measured flow characteristics.

8 LABYRINTH SEAL 1 RESULTS

Figure 8 shows contours of vorticity magnitude for the range of hybrid RANS-LES models tested for labyrinth seal 1 using DOLPHIN and FLUENT. A key feature of this geometry is the extreme difference in local length scales between the tooth tips, where the passage is contracted, and the large cavity regions that reside in-between. For both codes, again, a stark difference is observed between the enhanced DDES formulations and the rest of the standard hybrid RANS-LES models,
even for this highly featured geometry with significant swirl component. The former reveal highly complex turbulent flow fields containing intricate eddy flow structures with high levels of mixing. The seal teeth lead to the formation of instabilities which rapidly grow and generate highly 3-D turbulence. As the flow is accelerated through the seal gap high levels of turbulence are generated as vorticity is shed from the tooth tip. This flow impinges on the downstream step, the presence of which causes the flow to penetrate deep into the cavity. Examination of vorticity magnitude iso-surfaces for the standard DDES and SAS models revealed essentially quasi-two-dimensional fields. The rotating lower wall generates significant shear and production of eddy viscosity. It is thought that large recirculation regions formed within the cavities contribute to a reduction in resolved turbulent content through advection of eddy viscosity around the inside of cavities. Figure 9 shows profiles of swirl velocities at locations A and B and axial velocity at location A. The enhanced DDES formulations give the most accurate representations of swirl velocities across the seal gap at both locations whereas the other models over-predict the cavity swirl velocity by around 20% at location A. It should also be noted that both the enhanced DDES-SA and new enhanced DDES-MEN models perform comparably with one another at both locations. All models perform very similarly for the axial velocity predictions and general agreement is good. It is worth pointing out that in the experiments [29] bimodal velocity distributions were detected, and it is possible that significant errors exist in the experimental averages. In this case, as for the cavity case, very little unsteadiness was observed for the standard DDES methods and SAS. The enhanced DDES approaches on the other hand produce highly unsteady resolved turbulent content.

9 LABYRINTH SEAL 2 RESULTS

Figure 10 shows instantaneous contours of vorticity magnitude for labyrinth seal 2 and the range of models tested for both codes. For compactness, only two of the cavities are shown in each case. The standard DDES and SAS models remained essentially steady and two-dimensional with very little unsteady resolved content. On the other hand, as can be seen in Figure 10, the enhanced DDES models produce significant resolved turbulent content over a range of length scales within the cavity zones. A wall-jet is generated from the tip clearance exit and drives a large recirculation zones within each cavity. The amount of shear generated by the jets is reduced due to the presence of the recirculating zones and hence energy is lost in these shear layers. Following this, the shear layers spread downstream to be accelerated into the next clearance gap. A noticeable feature of this flow is the extreme acceleration of the fluid as it enters through the seal gap and it continues to accelerate until it reaches the next cavity. Following this it continues to develop rich turbulent structures.

Table 1 gives percentage errors in flow coefficient compared with the experimental measurements of $\phi$ [32]. The flow coefficient is defined as:

$$\phi = \frac{\dot{m}\sqrt{RT_i}}{A_iP_{in}}$$

(15)

where $\dot{m}$ is the mass flow rate through the seal, $P_{in}$ is the inlet pressure, $A_i$ is the clearance area and $R$ is the universal gas
The percentage errors are calculated using Equation 16. As can be seen, the standard DDES and SAS models significantly over-predict the mass flow coefficient by around 30%. There is around a 5-10% variation between codes for the standard DDES models and less than 1% difference for the SAS model. The enhanced DDES-SA and DDES-MEN approaches show significant (up to 35%) improvement compared to the standard DDES models and SAS models with 0.1% and 5% errors respectively. Interestingly, it is noted that the improvements observed with the enhanced models are due to the decreased flow coefficient indicating that there is insufficient blockage of the flow for the standard models. It should be noted that the enhanced simulations showed that the flow in the clearance region was essentially laminar ($\nu_l/\nu \approx 2$) with a very rapid transition to turbulent flow in the cavity regions. High levels of eddy viscosity in the wall-jet region for the standard DDES and SAS models damped out most resolved turbulent content. Although minimal, slightly higher levels of unsteadiness were observed in the standard DDES models using DOLPHIN with its high-order numerical schemes. This is thought to be the reason for the larger variation in flow coefficients observed between the standard models. There is some difference between standard DDES models between codes, which is attributed to different numerical schemes and level of artificial viscosity (lower in the case of the high-order scheme). It is interesting to note the higher flow coefficient for the higher order code, which could be due to a reduction in artificial viscosity in an essentially steady flow that is operating as neither RANS nor LES. The SAS model flow coefficients, between codes, are more comparable. This may be due to the SAS model operating in fully RANS mode, with higher levels of eddy viscosity and hence being less sensitive to code numerics. It should be noted that for all of the standard approaches, the over-prediction of flow coefficient would indicate insufficient blockage provided by the modelled component. The flow here generates highly unstable shear layers which are ingested into the next seal clearance. This behaviour (including transition) is historically challenging for RANS models to cope with, and the enhanced models that do resolve turbulent content are able to respond in a much more physical way.

10 CONCLUSIONS

A range of popular and industrially available hybrid RANS-LES models have been tested for a cavity and two labyrinth seal geometries using a commercial CFD solver and an in-house high-order code. The models include Menter and Spalart based delayed detached eddy simulation and the Menter scale adaptive simulation. Also, an enhanced version of Spalart DDES has been investigated (Shur et al. [16]) which modifies the original definition of the subgrid length-scale used in DDES based on local vorticity and strain. A new variant, using the Menter SST model, is also formulated and evaluated. For all cases, the meshes are hybrid RANS-LES adequate.

For the cavity case, the standard DDES and SAS models produced essentially two-dimensional, steady-state results resulting in very low, if any resolved turbulence for both codes. The behaviour is caused by excessive levels of eddy viscosity.
in the cavity shear layer and high turbulence production in the cavity recirculation region. The lack of resolved turbulence is reflected in the significant underprediction of streamwise turbulent velocity fluctuations and cross-stresses. In contrast, the enhanced DDES-SA and new enhanced DDES-MEN formulations lead to a rapid transition to fully 3D turbulence with a range of scales. Streamwise velocity profiles are reasonably predicted by all models but significant improvements are observed for cavity-normal velocity profiles using the enhanced DDES models. Comparison with mean flow streamlines indicate improved prediction of key flow structures compared with the standard DDES and SAS models.

For labyrinth seal 1, stark differences are observed between the enhanced DDES formulations and the rest of the hybrid RANS-LES models. The former reveal highly complex turbulent flow structures and the latter essentially quasi two-dimensional flow. There is significant production of eddy viscosity close the lower rotating wall for the standard DDES and SAS models which is thought to contribute significantly to the reduction in resolved content through advection in large recirculation regions. The enhanced DDES models give the most accurate representation of swirl velocities across the seal gap and perform comparably, where as the standard approaches overpredict swirl velocity by up to 20%. All models perform similarly for axial velocity predictions.

For labyrinth seal 2 the standard DDES and SAS models remained essentially steady and two-dimensional with no unsteady resolved content. The enhanced DDES models, on the other hand, produce resolved turbulence over a range of length scales. A key feature of the flow is the extreme acceleration of the fluid as it enters the seal gap. Wall-jets produced from the tip clearances drive large recirculation zones within the cavities and these produce rich turbulent structures. The enhanced DDES models lead to a significant improvement in flow coefficient prediction and improve upon the standard DDES and SAS models by approximately 30%. The standard DDES and SAS models provide insufficient flow blockage.

Standard, industrially available hybrid RANS-LES models, when applied to the present canonical cases can produce little to no resolved turbulent content, even though there are obstacles, sharp edges and swirling flows. The standard SA and Menter based DDES models can yield lower levels of eddy viscosity when compared to equivalent steady RANS simulations which means that they are not operating as RANS or LES. It is recommended that hybrid RANS-LES models should be extensively tested for specific flow configurations and that special care is exercised by CFD practitioners when using many of the popular hybrid RANS-LES models that are currently available in commercial CFD packages.

11 ACKNOWLEDGEMENTS

The author acknowledges the computational resources provided by HPC Midlands Plus.

References
[1] Jefferson-Loveday, R. J., Rao, V. N., Tyacke, J. C., and Tucker, P. G., 2013. “High-Order Detached Eddy Simulation, Zonal LES and URANS of Cavity and Labyrinth Seal Flows”. International Journal for Numerical Methods in Fluids, 73, pp. 830–846.
[2] Jefferson-Loveday, R. J., Tucker, P. G., Northall, J. D., and Rao, V. N., 2013. “Differential Equation Specification of Integral Turbulence Length Scales”. Journal of Turbomachinery, 135. 031013.
[3] Jefferson-Loveday, R. J., 2017. “Differential Equation-Based Specification of Turbulence Integral Length Scales for Cavity Flows”. *Journal of Engineering for Gas Turbines and Power*, 139, 062508.

[4] Tyacke, J., Tucker, P., Jefferson-Loveday, R., Rao, V. N., Watson, R., Naqavi, I., and Yang, X., 2014. “Large Eddy Simulation for Turbines: Methodologies, Cost and Future Outlooks”. *Journal of Turbomachinery*, 136, 061009.

[5] Spalart, P. R., 1999. “Strategies for Turbulence Modelling and Simulations”. In Proceedings of the 4th International Symposium on Engineering Turbulence Modelling and Measurements, Ajaccio, Corsica, France.

[6] Menter, F. R., and Kuntz, M., 2002. “Adaptation of Eddy-Viscosity Turbulence Models to Unsteady Separated Flow Behind Vehicles”. In Symposium on the aerodynamics of heavy vehicles: trucks, buses and trains Monterey, USA, 2-6 Dec 2004, pp. 339–352.

[7] Deck, S., 2011. “Recent Improvements in the Zonal Detached Eddy Simulation (ZDES) Formulation”. *Theoretical Fluid Dynamics*, 26, pp. 523–550.

[8] Wei, M. A., Gao, F., Ottavy, X., Lu, L., and Wang, A. J., 2016. “Numerical Investigation of Intermittent Corner Separation in a Linear Compressor Cascade”. In ASME Turbo Expo 2016. Paper number GT2016-57311.

[9] A. Widenhorn., B. Noll., M. A., 2009. “Numerical Study of a Non-Reacting Turbulent Flow in a Gas Turbine Model Combustor”. In Proceedings of 47th AIAA Aerospace Sciences Meeting Including The New Horizons Forum and Aerospace Exposition, 5-8 January, Orlando, Florida. Paper number 2009-647.

[10] Lin, D., Si, X., and Yuan, X., 2016. “Delayed Detached-Eddy Simulations of a High-Pressure Turbine Vane”. In ASME Turbo Expo 2016. Paper number GT2016-56911.

[11] Viswanathan, A. K., and Tafti, D. K., 2016. “Investigation of Detached Eddy Simulations in Capturing the Effects of Coriolis Forces and Centrifugal Buoyance in Ribbed Ducts”. In ASME Turbo Expo 2016. Paper number GT2016-56911.

[12] Dietiker, J., and Hoffmann, K. A., 2006. “Detached-Eddy-Simulation of Supersonic Jet Flows”. In Proceedings of 6th AIAA Aviation Technology, Integration and Operations Conference (ATIO), 25-27 September, Wichita State University, Kansas. Paper number 2006-7812.

[13] Jefferson-Loveday, R. J., and Tucker, P. G., 2011. “Wall-Resolved LES and Zonal LES of Round Jet Impingement Heat Transfer on a Flat Plate”. *Numerical Heat Transfer Part B - Fundamentals*, 59, pp. 190–208.

[14] Strelets, M., 2001. “Detached Eddy Simulation of Massively Separated Flows”. In Proceedings of the 39th AIAA fluid dynamics conference and exhibit. Paper number 2001-0879.

[15] Shur, M. L., Spalart, P. R., and Strelets, M. K., 2016. “Jet Noise Computations Based on Enhanced DES Formulations Accelerating the RANS-to-LES Transition in Free Shear Layers”. *International Journal of Aeroacoustics*, 15, pp. 595–613.

[16] Shur, M. L., Spalart, P. R., Strelets, M. K., and Travin, A. K., 2015. “An Enhanced Version of DES with Rapid Transition from RANS to LES in Separated Flows”. *Flow, Turbulence and Combustion*, 95, pp. 709–737.

[17] Scotti, A., and Meneveau, C., 1993. “Generalized Smagorinsky Model for Anisotropic Grids.”. *Physics of Fluids*, 5, pp. 2306–2308.
[18] Chauvet, N., Deck, S., and Jacquin, L., 2007. “Zonal-Detached-Eddy Simulation of a Controlled Propulsive Jet”. AIAA Journal, 45, pp. 2458–2473.

[19] Spalart, P. R., Deck, S., Shur, M. L., Squires, K. D., Strelets, M. K., and Travin, A., 2006. “A New Version of Detached-Eddy Simulation, Resistant to Ambiguous Grid Densities”. Theoretical and Computational Fluid Dynamics, 20, pp. 181–195.

[20] Gritskevich, M. S., Garbaruk, A. V., Schutze, J., and Menter, F. R., 2012. “Development of DDES and IDDES Formulations for the k-ω Shear Stress Transport Model”. Flow Turbulence and Combustion, 88, pp. 431–449.

[21] Menter, F. R., Kuntz, M., and Langtry, R., 2003. “Ten Years of Industrial Experience with the SST Turbulence Model”. Turbulence, Heat and Mass Transfer, 4, pp. 625–632.

[22] Menter, F. R., and Egorov, Y., 2010. “The Scale-Adaptive Simulation Method for Unsteady Turbulent Flow Predictions.”. Journal Flow Turbulence and Combustion, 85, pp. 113–138.

[23] Ansys Fluent User’s Guide. Ansys Inc. 2017, Canonsburg, PA.

[24] Visbal, M. R., and Gaitonde, D. V., 2002. “On the Use of Higher-Order Finite-Difference Schemes on Curvilinear and Deforming Meshes”. Journal of Computational Physics, 181, pp. 155–185.

[25] Pulliam, T. H., and Zingg, D. W., 2014. Fundamental Algorithms in Computational Fluid Dynamics. Springer, New York Dordrecht London.

[26] , 2017. Ansys Fluent Theory Guide. Ansys Inc., Canonsburg, PA.

[27] Grace, S. M., Dewar, W. G., and Wroblewski, D. E., 2004. “Experimental Investigation of the Flow Characteristics within a Shallow Wall Cavity for both Laminar and Turbulent Upstream Boundary Layers”. Experiments in Fluids, 36, pp. 791–804.

[28] Ahuja, K. K., and Mendoza, J., 1995. “Effects of Cavity Dimensions, Boundary Layer, and Temperature on Cavity Noise with Emphasis on Benchmark Data to Validate Computational Aeroacoustic Codes”. In NASA contractor report: Final Report Contract NAS1-19061, task 13.

[29] Denecke, J., Dullenkopf, K., Wittig, S., and Bauer, H. J., 2005. “Experimental Investigation of the Total Temperature Increase and Swirl Development in Rotating Labyrinth Seals.”. In ASME Turbo Expo 2005. Paper number GT2005-68677.

[30] Piomelli, U., and Balaras, E., 2002. “Wall-Layer Models for Large-Eddy Simulations”. The Annual Review of Fluid Mechanics, 34, pp. 349–374.

[31] Davidson, L., and Peng, S. H., 2003. “Hybrid LES-RANS: A Combination of a One-Equation SGS Model and a k-w Model for Predicting Recirculating Flows”. International Journal for Numerical Methods in Fluids, 43, pp. 1003–1018.

[32] Gamal, A. J. M., and Vance, J. M., 2008. “Labyrinth seal leakage tests: Tooth profile, tooth thickness, and eccentricity effects”. Journal of Engineering for Gas Turbines and Power, 130, p. 012510.

GTP-19-1652, Jefferson-Loveday 17
|                | ENHD DDES-SA | ENHD DDES-MEN | DDES-SA  | DDES-MEN  | SAS   |
|----------------|--------------|---------------|----------|-----------|-------|
| $\phi$ (DOLPHIN) | 0.202        | 0.212         | 0.275    | 0.266     | 0.255 |
| % Error        | 0.12         | 5.03          | 36.20    | 31.66     | 26.30 |
| $\phi$ (FLUENT) | -            | -             | 0.255    | 0.254     | 0.255 |
| % Error        | -            | -             | 26.20    | 25.87     | 26.10 |
Fig. 1. Schematic of cavity calculation domain
Fig. 2. Schematic of labyrinth seal 1 calculation domain
Fig. 3. Schematic of labyrinth seal 2 calculation domain
Fig. 4. Contours of instantaneous vorticity magnitude for the cavity flow using different hybrid RANS-LES models.
Fig. 5. Comparisons of experimental and simulated time-averaged streamlines for different hybrid RANS-LES models
Fig. 6. Comparisons of (a) $u/U$ and (b) $v/U$ at streamwise locations in cavity, DOLPHIN: solid curve, FLUENT: dashed curve
Fig. 7. Comparisons of (a) $u'/U$ and (b) $-u'v'/U^2$ at streamwise locations in cavity, DOLPHIN: solid curve, FLUENT: dashed curve
Fig. 8. Contours of instantaneous vorticity magnitude for the labyrinth seal 1 using different hybrid RANS-LES models.
Fig. 9. Comparisons of flow velocity: (a) swirl velocity at location (A), (b) swirl velocity at location (B), and (c) axial velocity at location (A), DOLPHIN: solid curve, FLUENT: dashed curve
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Fig. 10. Contours of instantaneous vorticity magnitude for the labyrinth seal 2 using different hybrid RANS-LES models.