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Abstract. We consider a family of character sums as multiplicative analogues of Kloosterman sums. Using Gauss sums, Jacobi sums and Katz’s bound for hypergeometric sums, we establish asymptotic formulae for any real (positive) moments of the above character sum as the character runs over all non-trivial multiplicative characters mod $p$. Moreover, an arcsine law is also established as a consequence of the method of moments. The evaluations of these moments also allow us to obtain asymptotic formulae for moments of such character sums weighted by special $L$-values (at $1/2$ and $1$).

1. Introduction and the main results

1.1. Notation and conventions. Throughout this paper, $p$ is always reserved for odd prime numbers. We do not distinguish $\mathbb{F}_p$ with the complete residue system mod $p$, where the former one denotes the finite field of $p$ elements.

- For an integer $a$ coprime to $p$, denote by $\bar{a}$ the multiplicative inverse of $a$ (mod $p$), i.e., $a\bar{a} \equiv 1$ (mod $p$).
- The symbol $\ast$ means to sum over primitive elements; e.g., primitive residue classes, or primitive characters as will be indicated.
- Denote by $\phi$ the quadratic multiplicative character mod $p$, i.e., the Legendre symbol.
- Put $\varepsilon_p = 1$ if $p \equiv 1$ (mod 4), and $= i$ if $p \equiv 3$ (mod 4).
- We use $\varepsilon$ to denote a very small positive number, which might be different at each occurrence; we also write $X^\varepsilon \log X \ll X^\varepsilon$. All implied constants in $O$ are absolute, with some exceptions that may depend on $\varepsilon$ only.

1.2. Backgrounds. Let $\chi$ be a non-trivial multiplicative character mod $p$. The main concern here is the character sum

\[
K(\chi) = \frac{1}{\sqrt{p}} \sum_{a \pmod{p}}^* \chi(a + \bar{a}).
\]

(1.1)

This is clearly motivated by the (normalized) classical Kloosterman sum

\[
Kl(\psi) = \frac{1}{\sqrt{p}} \sum_{a \pmod{p}}^* \psi(a + \bar{a}),
\]

(1.2)
where \( \psi \) is chosen as a non-trivial additive character mod \( p \).

The study of Kloosterman sums \( K(\psi) \) has received considerable attention in past decades. As an immediate consequence of his proof on the Riemann Hypothesis for curves over finite fields, Weil \([We48]\) obtained the inequality

\[
|K(\psi)| \leq 2.
\]

Note that \( K(\psi) \) is always real-valued, and its distribution in \([-2, 2]\) becomes clear thanks to the work of Deligne and Katz. For instance, Katz \([Ka88]\) proved (with suitable generalizations) that the set

\[
\{ K(\psi) : \psi \text{ (mod } p) \text{, } \psi \text{ non-trivial} \} \subseteq [-2, 2]
\]

becomes equidistributed with respect to the Sato–Tate measure

\[
\frac{1}{2\pi} \sqrt{4 - x^2} \, dx
\]

as \( p \to +\infty \) over primes.

Different from Kloosterman sums, \( K(\chi) \) is not real in general. It is obvious that \( K(\chi) \) vanishes if \( \chi \) is odd, i.e., \( \chi(-1) = -1 \), and it follows from Weil \([We48]\) that

\[
|K(\chi)| \leq 2
\]

when \( \chi \) is even and non-trivial. It is also natural to expect an equidistribution of \( K(\chi) \) in the disk \( \{ z \in \mathbb{C} : |z| \leq 2 \} \), or that of \( |K(\chi)| \) in the interval \([-2, 2]\), as long as \( \chi \) runs over a suitable family of even (non-trivial) multiplicative characters mod \( p \). We will see this is in fact the case when all non-trivial even characters are taken into account, and the underlying idea is to consider the moment

\[
M_k(p) = \sum_{\chi \text{ (mod } p)}^* |K(\chi)|^{2k}.
\]

More generally, we put

\[
M_\kappa(n, p) = \sum_{\chi \text{ (mod } p)}^* \chi(n)|K(\chi)|^{2\kappa}
\]

for any positive real number \( \kappa \) and \( n \in \mathbb{Z} \).

1.3. Equidistributions. Since \( K(\chi) \) is complex-valued in general, it should be easier to consider the distribution of the modulus \( |K(\chi)| \) for the moment. To this end, we henceforth write

\[
\mathfrak{A}(p) := \{ \chi \text{ (mod } p) : \chi(-1) = 1, \chi \text{ non-trivial} \}.
\]

**Theorem 1.1.** As \( p \to +\infty \) over primes, the set \( \{|K(\chi)| : \chi \in \mathfrak{A}(p)\} \) becomes equidistributed in \([0, 2]\) with respect to the measure \( \frac{2}{\pi} \frac{dx}{\sqrt{4 - x^2}} \). More precisely, for any interval \([a, b]\) \subseteq [0, 2], we have

\[
\lim_{p \to +\infty} \frac{|\{ \chi \in \mathfrak{A}(p) : |K(\chi)| \leq [a, b]\}|}{(p - 3)/2} = \frac{2}{\pi} (\arcsin(b/2) - \arcsin(a/2)).
\]

The measure \( \frac{2}{\pi} \frac{dx}{\sqrt{4 - x^2}} \) reminds us the arcsine distribution, the probability density function of which is \( \frac{1}{\pi \sqrt{1 - x^2}} \). With a slight modification on the random variable \( \chi \mapsto |K(\chi)| \), we may conclude the following arcsine law from Theorem 1.1.
Corollary 1.1. As \( p \to +\infty \) over primes, the random variables
\[
\chi \mapsto \sqrt{|K(\chi)|/2}
\]
on the \( \mathcal{A}(p) \) converge in distribution to the arcsine law. More precisely, for any given \( u \in [0, 1] \), we have
\[
\lim_{p \to +\infty} \frac{|\{\chi \in \mathcal{A}(p) : \sqrt{|K(\chi)|/2} \leq u\}|}{(p - 3)/2} = \frac{2}{\pi} \arcsin \sqrt{u}.
\]

In probability theory, the arcsine laws can appear in one-dimensional random walks and Brownian motion (the Wiener process). There are also some number theoretic models that have arcsine distributions (as special cases of Beta distributions). A very early example is due to Erdős [Er69], asserting that
\[
\lim_{x \to +\infty} \frac{1}{x} \sum_{n \leq x} \text{Prob}(D_n \leq u \log \log n) = \frac{2}{\pi} \arcsin \sqrt{u},
\]
where \( s(n) \) denotes the number of \( j \leq \omega(n) \) such that \( j \)-th prime factor \( p_j \) of \( n \) (in increasing order and counting without multiplicity) satisfies \( \log \log p_j < j \). Another instance is the so-called DDT Theorem proven by Deshouillers, Dress and Tenenbaum [DDT79] concerning the random variable \( D_n \) which takes the value \( \log d \) with the uniform probability \( 1/d(n) \), where \( d(n) \) counts the number of (positive) divisors of \( n \). Note that the expectation of \( D_n \) is \( 1/2 \log n \), and it is proven in [DDT79], as \( x \to +\infty \), that
\[
\frac{1}{x} \sum_{n \leq x} \frac{1}{x} \sum_{n \leq x} \text{Prob}(D_n \leq u \log n) = \frac{2}{\pi} \arcsin \sqrt{u} + O((\log x)^{-1/2})
\]
uniformly in \( u \in [0, 1] \). See [Te80, BM07, CW14, BT16, DT18] for instance with many other extensions and further developments. Corollary 1.1 above provides another interesting example that also has the arcsine law.

Since \( K(\chi) \) may take complex values, it is expected that Theorem 1.1 can be generalized to a two-dimensional equidistribution of \( K(\chi) \) in the disk \( \{ z \in \mathbb{C} : |z| \leq 2 \} \).

Theorem 1.2. As \( p \to +\infty \) over primes, the set \( \{K(\chi) : \chi \in \mathcal{A}(p)\} \) becomes equidistributed in \( \mathcal{D} := \{x + iy : x^2 + y^2 \leq 4, x, y \in \mathbb{R}\} \) with respect to the measure
\[
d\mu := \frac{1}{\pi^2} \frac{dx dy}{\sqrt{x^2 + y^2} \sqrt{4 - (x^2 + y^2)}}.
\]
More precisely, for any domain \( \mathcal{R} \subseteq \mathcal{D} \), we have
\[
\lim_{p \to +\infty} \frac{|\{\chi \in \mathcal{A}(p) : K(\chi) \in \mathcal{R}\}|}{(p - 3)/2} = \iint_{\mathcal{R}} d\mu.
\]

Making the change of variables \((x, y) \to (r \cos \theta, r \sin \theta)\), we then find \( d\mu \) is changed to
\[
\frac{1}{\pi^2} \frac{dr d\theta}{\sqrt{4 - r^2}} = \frac{2}{\pi} \frac{dr}{\sqrt{4 - r^2}} \cdot \frac{d\theta}{2\pi},
\]
which is exactly the product of the Lebesgue measure \( \frac{1}{2\pi} d\theta \) and the probability measure in Theorem 1.1. Since \( r \) stands for the modulus in \([0, 2]\) and \( \theta \) characterizes the arguments in \([−\pi, \pi]\), we may conclude the following equidistribution in the polar coordinates.
Theorem 1.3. For any intervals $I \subseteq [-\pi, \pi]$ and $J \subseteq [0, 2]$, we have
\[
\lim_{p \to +\infty} \frac{|\{\chi \in \mathfrak{A}(p) : \arg K(\chi) \in I, |K(\chi)| \in J\}|}{(p-3)/2} = \frac{|I|}{\pi^2} \int_0^2 \frac{dr}{\sqrt{4-r^2}}.
\]

Theorem 1.1 is now an immediately consequence of Theorem 1.3 by taking $I = [-\pi, \pi]$. On the other hand, taking $J = [0, 2]$ in Theorem 1.3, we can also obtain a uniform distribution of $\arg K(\chi)$ in $[-\pi, \pi]$. Therefore, as one might have imagined, $\{K(\chi) : \chi \in \mathfrak{A}(p)\}$ generate two random variables $\chi \mapsto \arg K(\chi)$ and $\chi \mapsto |K(\chi)|$ which become independent as $p \to +\infty$.

We will give a quick proof of Theorem 1.1 in Section 5 using the method of moments (see Appendix B), although we may conclude it from Theorem 1.3. The proof therein will be helpful to understand the proof of the latter one in Section 6.

Although $K(\chi)$ is complex-valued in general, we will see from Lemma 2.4 that the normalized sum $\varepsilon_p \overline{\chi}(2) K(\chi)$ is always real-valued and falls into $[-2, 2]$ for any non-trivial $\chi (\text{mod } p)$ with $\chi(-1) = 1$. Based on a similar argument in proving Theorems 1.1 and 1.2, we may conclude the following equidistribution.

Theorem 1.4. As $p \to +\infty$ over primes, the set
\[
\{\varepsilon_p \overline{\chi}(2) K(\chi) : \chi \in \mathfrak{A}(p)\} \subseteq [-2, 2]
\]
becomes equidistributed with respect to the measure $\frac{1}{\pi} \frac{dx}{\sqrt{4-x^2}}$. More precisely, for any interval $[a, b] \subseteq [-2, 2]$, we have
\[
\lim_{p \to +\infty} \frac{|\{\chi \in \mathfrak{A}(p) : \varepsilon_p \overline{\chi}(2) K(\chi) \in [a, b]\}|}{(p-3)/2} = \frac{1}{\pi} (\arcsin(b/2) - \arcsin(a/2)).
\]

1.4. Moments. As mentioned above, the underlying idea to prove equidistributions is evaluating the moment $M_\kappa(n, p)$ asymptotically as $p \to +\infty$.

Theorem 1.5. Let $\kappa$ be a fixed positive real number. For all large primes $p$, we have
\[
M_\kappa(n, p) = \frac{\Gamma(2\kappa+1)}{2\Gamma(\kappa+1)^2} \cdot \Delta_n \cdot p + O(\kappa 4^\kappa p^{1/2} \log p),
\]
where $\Delta_n = 1$ or $0$ according to $n \equiv \pm 1 \pmod{p}$ or not, and the implied constant is absolute.

Corollary 1.2. Let $k$ be a fixed positive integer. For all large primes $p$, we have
\[
M_k(n, p) = \frac{1}{2} \binom{2k}{k} \cdot \Delta_n \cdot p + O(k 4^k p^{1/2} \log p),
\]
where $\Delta_n$ is defined as above and the implied constant is absolute.

Thanks to the method of moments, one can imagine that Theorem 1.1 should be a direct consequence of Theorem 1.5. On the other hand, the proof of Theorem 1.2 would require to study the mixed moment
\[
M_{k,l}(n, p) = \sum_{\chi \pmod{p}} \chi(n) K(\chi)^k K(\chi)^l
\]
for all integers $k, l \geq 0$ and $n \in \mathbb{Z}$. Clearly, we have $M_{k,k}(n, p) = M_k(n, p)$. In general, we have following asymptotic evaluations.
Theorem 1.6. Let $k, l$ be two non-negative integers. For all large primes $p$, we have
\[ M_{k,l}(n,p) = \varepsilon_p^{k-l} \binom{k+l}{(k+l)/2} \cdot \frac{\Delta_{n;k,l}}{2} \cdot p + O((k+l)^2 p^\frac{3}{2} \log p), \]
where $\Delta_{n;k,l} = 1$ or $0$ according to $2^k \equiv \pm 2^l n \pmod{p}$ or not, and the implied constant is absolute.

As another consequence of Theorem 1.5, we can conclude asymptotic formulae for moments of $K(\chi)$ twisted by Dirichlet $L$-functions. To this end, let $\beta$ be the multiplicative function defined by $\beta(p^\nu) = 4^{-\nu} \binom{2
u}{\nu}$ for all primes $p$ and $\nu \in \mathbb{Z}^+$. Define
\[ \mathcal{G} := \sum_{n \geq 1} \frac{\beta(n)^2}{n^2}. \]

Corollary 1.3. Let $\kappa$ be a fixed positive real number. For all large primes $p$, we have
\[ \sum_{\chi \pmod{p}} \left| K(\chi) \right|^{2\kappa} |L(1, \chi)| = \frac{\Gamma(2\kappa + 1)}{2\Gamma(\kappa + 1)^2} \cdot \mathcal{G} \cdot p + O(4^\kappa p^\frac{1}{2} \log p), \]
where the implied constant is absolute.

The special case $n = \pm 1$ in Corollary 1.2 confirms a conjecture of Zhang [BRZ22]. Corollary 1.3 solves Conjecture 1.11 in Bag, Rojas-León and Zhang [BRZ22], and thus solves the conjecture of Zhang [Zh02] in view of Corollary 1.2.

With more efforts, we can also characterize the moment of $K(\chi)$ weighted by $|L(1/2, \chi)|^2$.

Theorem 1.7. Let $\kappa$ be a fixed positive real number. For all large primes $p$, we have
\[ \sum_{\chi \pmod{p}} \left| K(\chi) \right|^{2\kappa} |L(1/2, \chi)|^2 = \frac{\Gamma(2\kappa + 1)}{2\Gamma(\kappa + 1)^2} \cdot p \cdot \left( \log \frac{p}{8\pi} - \frac{\pi}{2} + \gamma \right) + O(p^{1-\delta}) \]
for any $\delta < 1/8$, where $\gamma$ is the Euler constant and the implied constant depends only on $\delta$.

The proof of Theorem 1.7 is also based on that of Theorem 1.5, expressing this weighted moment in terms of $M_\kappa(n, p)$ with suitable $n$. The main difficulty would come from bounding the error term, for which we will appeal to a deep estimate for smooth bilinear forms due to Fouvry, Kowalski and Michel [FKM14], and thus more algebro-geometric tools come into the picture.

The character sum $K(\chi)$ is ultimately related to the generalized Gauss sum
\[ \tau_2(n, \chi) = \sum_{v \pmod{p}} \chi(v) e \left( \frac{nv^2}{p} \right). \]

Zhang [Zh02] studied the $2k$-th moment of $|\tau_2(n, \chi)|$ for $k = 2, 3, 4$ as $\chi$ runs over all non-trivial characters mod $p$. Following the same arguments as in proving Theorem 1.5, we may also obtain all higher moments of $|\tau_2(n, \chi)|$, even with twists by Dirichlet $L$-functions, and we will come back to this issue in the last section.

It is worthy to point out that the work in this paper is partly motivated by Zhang [Zh02], Bag and Barman [BB21] and Bag, Rojas-León and Zhang [BRZ22]. Bag and Barman
[BB21] obtained asymptotic formulae for $2k$-th moments of $\tau_2(n, \chi)$ and $K(\chi)$ for some small integral $k$.

Our arguments are quite different from those in [BB21] and [BRZ22], and the tools here will include Gauss sums, Jacobi sums and also hypergeometric sums as we will see.

Motivated by hyper-Kloosterman sums (see (2.3) below), one may also consider the high-dimensional generalization of $K(\chi)$:

$$K_k(a, \chi) = \frac{1}{p^k} \sum_{a_1, a_2, \ldots, a_k \equiv a \pmod{p}} \chi(a_1 + a_2 + \cdots + a_k).$$

Clearly, $K(\chi) = K_2(1, \chi)$. The arguments in this paper would also work for studying the distribution and moments of $K_k(a, \chi)$, and we will address this issue in Section 10.
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2. Preliminaries

Many of the statements in this section are standard, and the readers can refer to many classical monographs (e.g., [IK04]).

2.1. Gauss sums. Given a multiplicative character $\chi \pmod{p}$ and $n \in \mathbb{Z}$, the Gauss sum is defined by

$$\tau(n, \chi) = \sum_{v \pmod{p}} \chi(v) e\left(\frac{nv}{p}\right).$$

In what follows, we write $\tau(\chi) = \tau(1, \chi)$. It is well-known that $|\tau(\chi)| = \sqrt{p}$ when $\chi$ is non-trivial. Recall that $\phi$ denotes the quadratic character mod $p$. The evaluation of $\tau(n, \phi)$ can be made explicitly as follows.

**Lemma 2.1.** For each integer $n$, we have

$$\tau(n, \phi) = \varepsilon_p \phi(n) \sqrt{p},$$

where $\varepsilon_p = 1$ if $p \equiv 1 \pmod{4}$, and $= i$ if $p \equiv 3 \pmod{4}$. In particular, $\tau(\phi) = \varepsilon_p \sqrt{p}$.

2.2. Jacobi sums. We also use the Jacobi sum

$$J(\chi_1, \chi_2) = \sum_{v \pmod{p}} \chi_1(v) \chi_2(1 - v)$$

for multiplicative characters $\chi_1, \chi_2 \pmod{p}$. In most cases, Jacobi sums can be expressed in terms of Gauss sums as follows.

**Lemma 2.2.** Suppose $\chi_1, \chi_2$ and $\chi_1 \chi_2$ are all non-trivial multiplicative characters. Then

$$J(\chi_1, \chi_2) = \frac{\tau(\chi_1) \tau(\chi_2)}{\tau(\chi_1 \chi_2)}.$$
2.3. Hypergeometric sums. We now consider hypergeometric sums introduced by Katz (see [Ka90, Chapter 8]), and the formulation is given in the settings of finite fields. Let \( m, n \) be two non-negative integers. Suppose \( \chi = (\chi_i)_{1 \leq i \leq m} \) and \( \eta = (\eta_j)_{1 \leq j \leq n} \) are two tuples of multiplicative characters of \( \mathbb{F}_p^\times \) (which can be identified as Dirichlet characters modulo \( p \) in a natural way). Katz introduced the following hypergeometric sum

\[
H(t; \chi, \eta, p) := \frac{(-1)^{m+n-1}}{p^{(m+n-1)/2}} \sum_{x \in (\mathbb{F}_p^\times)^m} \sum_{y \in (\mathbb{F}_p^\times)^n} \chi(x) \overline{\eta(y)} \psi(T(x) - T(y))
\]

for \( t \in \mathbb{F}_p^\times \), where, for \( x = (x_1, x_2, \ldots, x_m) \in (\mathbb{F}_p^\times)^m \),

\[
\chi(x) = \prod_{1 \leq i \leq m} \chi_i(x_i),
\]

(2.2) \( T(x) = x_1 + x_2 + \cdots + x_m \), \( N(x) = x_1 x_2 \cdots x_m \),

and the notation with \( y \) can be defined in the same way. We say \( \chi \) and \( \eta \) are disjoint if \( \chi_i \neq \eta_j \) for all \( 1 \leq i \leq m \) and \( 1 \leq j \leq n \).

As one may see, \( H(t; \chi, \eta, p) \) extends the classical (hyper-) Kloosterman sums. In particular, if \( n = 0 \) and \( \chi_i = 1 \) for each \( 1 \leq i \leq m \), the hypergeometric sum becomes the hyper-Kloosterman sum

(2.3) \( \text{Kl}_m(t, p) = \frac{(-1)^{m-1}}{q^{(m-1)/2}} \sum_{x \in (\mathbb{F}_p^\times)^m} \psi(T(x)) \),

which was already proved by Deligne [De80] that \( t \mapsto \text{Kl}_m(t, p) \) is the Frobenius trace function of a certain \( \ell \)-adic sheaf (\( \ell \neq p \)), which is geometrically irreducible of rank \( m \), lisse on \( \mathbb{G}_{m, \mathbb{F}_p} \) and pointwise pure of weight 0. In general, Katz [Ka90, Theorem 8.4.2] proved the following assertion, which is quite crucial in proving equidistributions as required in this paper.

**Lemma 2.3.** With the above notation, if \( \chi \) and \( \eta \) are disjoint, then for any \( \ell \neq p \), there exists a geometrically irreducible \( \ell \)-adic middle-extension sheaf \( \mathcal{H}(\chi, \eta) \) on \( \mathbb{A}_k^1 \) with trace function given by \( t \mapsto H(t; \chi, \eta, p) \), such that it is

- pointwise pure of weight 0 and of rank \( \max\{m, n\} \);
- lisse on \( \mathbb{G}_{m, \mathbb{F}_p} \), if \( m \neq n \);
- lisse on \( \mathbb{G}_{m, \mathbb{F}_p} - \{1\} \) and of rank \( m \), if \( m = n \).

Trivially we have

\[
|H(t; \chi, \eta, p)| \leq p^{(m+n-1)/2}.
\]

As a direct consequence, in the case that \( \chi \) and \( \eta \) are disjoint, we can bound the hypergeometric sum as

\[
|H(t; \chi, \eta, p)| \leq \max\{m, n\},
\]

illustrating square-root cancellations within the summations.
2.4. Transformations of $K(\chi)$. The following lemma expresses $K(\chi)$ as nonlinear character sums or Gauss sums.

**Lemma 2.4.** Let $\chi$ be a non-trivial multiplicative character mod $p$ with $\chi(-1) = 1$. Then

$$K(\chi) = \frac{\chi(2)}{\sqrt{p}} \sum_{b \pmod{p}} \chi(b)\phi(b^2 - 1).$$

Moreover, suppose $\chi = \chi_1^2$ for some character $\chi_1$, then we have

$$(2.4) \quad K(\chi) = \frac{2\chi(2)\tau(\phi)}{p^{3/2}} \cdot \text{Re}(\tau(\chi_1)\overline{\tau(\chi_1\phi)}) = \frac{2\chi(2)\overline{\tau(\phi)}}{p} \cdot \text{Re}(\tau(\chi_1)\overline{\tau(\chi_1\phi)}).$$

**Proof.** We first write

$$K(\chi) = \frac{1}{\sqrt{p}} \sum_{b \pmod{p}} \chi(b) \sum_{a \pmod{p}} 1 = \frac{1}{\sqrt{p}} \sum_{b \pmod{p}} \chi(b) \sum_{a \equiv b \pmod{p}} 1.$$

The first part follows by noting that the number of solutions to $a^2 - ba + 1 \equiv 0 \pmod{p}$ in $a \pmod{p}$ is exactly $1 + \phi(b^2 - 4)$.

Regarding the second part, we write

$$K(\chi) = \frac{\chi(2)}{\sqrt{p}} \sum_{b \pmod{p}} \chi_1(b^2)\phi(b^2 - 1)$$

$$= \frac{\chi(2)}{\sqrt{p}} \sum_{b \pmod{p}} (1 + \phi(b))\chi_1(b)\phi(b - 1).$$

Therefore,

$$K(\chi) = \frac{\chi(2)\phi(-1)}{\sqrt{p}} (J(\chi_1, \phi) + J(\chi_1\phi, \phi)).$$

Since $\chi$ is non-trivial, we must have $\chi_1 \neq \phi$, and it then follows from Lemma 2.2 that

$$K(\chi) = \frac{\chi(2)\phi(-1)}{\sqrt{p}} \left( \frac{\tau(\chi_1)\overline{\tau(\phi)}}{\tau(\chi_1\phi)} + \frac{\tau(\chi_1\phi)\overline{\tau(\phi)}}{\tau(\chi_1)} \right)$$

$$= \frac{\chi(2)\phi(-1)\tau(\phi)}{p^{3/2}} \left( \frac{\tau(\chi_1)\overline{\tau(\chi_1\phi)}}{\tau(\chi_1\phi)} + \tau(\chi_1\phi)\overline{\tau(\chi_1)} \right),$$

which completes the proof readily in view of $\phi(-1)\tau(\phi) = \overline{\tau(\phi)}$. □

**Lemma 2.5.** Let $k$ be a fixed positive integer and $(n, p) = 1$. Then we have

$$\sum_{\chi \pmod{p}} \chi(n)(\tau(\chi)\overline{\tau(\chi\phi)})^k = -(p - 1)p^{k-\frac{3}{2}}H(n; 1, \phi, p),$$

where $\phi = (\phi, \phi, \cdots, \phi)$ is the $k$-tuple of characters given by $\phi \pmod{p}$.

**Proof.** Denote by $T$ the sum in question. By definition we may write

$$T = \sum_{x, y \pmod{p}} \phi(N(y))e\left(\frac{T(x) - T(y)}{p}\right) \sum_{\chi \pmod{p}} \chi(N(x))\overline{\chi}(nN(y)).$$
where, for \( x \in [1, p^k] \), \( T(x) \) and \( N(x) \) are defined the same with (2.2). The lemma follows immediately from the orthogonality of multiplicative characters.

Lemma 2.6. Let \( k \) be a fixed positive integer and \((n, p) = 1\). Then we have

\[
\sum_{\chi \pmod{p}} \overline{\chi(n)} J(\chi, \phi)^k = -(p-1)p^{-\frac{k}{2}} \tau(\phi)^k H(n; 1, \phi, p).
\]

Moreover, we have

\[
\left| \sum_{\chi \pmod{p}} \overline{\chi(n)} J(\chi, \phi)^k \right| \leq kp^{k+\frac{1}{2}}.
\]

Proof. Denote by \( T \) the sum in question. Invoking Lemma 2.2, we may write

\[
T = \sum_{\chi \pmod{p}} \overline{\chi(n)} J(\chi, \phi)^k + \phi(n)(-\phi(-1))^k + (-1)^k
\]

\[
= \sum_{\chi \pmod{p}} \overline{\chi(n)} \left( \frac{\tau(\chi) \tau(\phi)}{\tau(\chi_0) \phi} \right)^k + \phi(n)(-\phi(-1))^k + (-1)^k
\]

\[
= p^{-k} \tau(\phi)^k \sum_{\chi \pmod{p}} \overline{\chi(n)} (\tau(\chi) \overline{\tau(\chi_0) \phi})^k + \phi(n)(-\phi(-1))^k + (-1)^k.
\]

The first part of the lemma then follows by noting that \( \tau(\phi)^2 = \phi(-1)p \), \( \tau(\chi_0) = -1 \) and Lemma 2.5. And the second part is an immediate consequence of Lemma 2.3. \( \square \)

3. GROUP OF CHARACTERS

Denote by \( \mathcal{C}_p \) be the set of all multiplicative characters \( \pmod{p} \). This forms a cyclic group of order \( p-1 \), which is isomorphic to \((\mathbb{Z}/p\mathbb{Z})^\times\). Fix \( \eta \) as a generator in \( \mathcal{C}_p \). It is clearly that \( \eta(a) = 1 \) if and only if \( a \equiv 1 \pmod{p} \). Denote by \( \mathcal{C}_p^+ \) the set of all even characters. This is an index two subgroup of \( \mathcal{C}_p \), and we may write

\[
\mathcal{C}_p^+ = \{ \eta^{2i} : 1 \leq i \leq (p-1)/2 \}.
\]

Lemma 3.1. Let \( k \) be a fixed positive integer and \((a, p) = 1\). Then we have

\[
\sum_{1 \leq i \leq \frac{p-1}{2}} \eta^i(a)(\tau(\eta^i) \overline{\tau(\eta^i \phi)})^k \ll kp^{k+\frac{1}{2}} \log p,
\]

where the implied constant is absolute.

Proof. Denote by \( \Sigma \) the sum in question. By definition, we may write

\[
\Sigma = \sum_{x \in [1, p^k]} \sum_{y \in [1, p^k]} \phi(N(y)) e\left( \frac{T(x) - T(y)}{p} \right) \sum_{1 \leq i \leq \frac{p-1}{2}} \eta(aN(x)/N(y))^i
\]

\[
= \sum_{x, y \in [1, p^k]} \phi(N(y)) e\left( \frac{x \cdot y - T(y)}{p} \right) \sum_{1 \leq i \leq \frac{p-1}{2}} \eta(aN(x))^i.
\]
\[ p - 1 \sum \sum_{x, y \in [1, p]^k} x \cdot y - T(y) p \]

\[ + \sum \sum_{x, y \in [1, p]^k} \phi(N(y)) e \left( \frac{x \cdot y - T(y)}{p} \right) \eta(N(x)) (1 - \phi(N(x))), \]

where we also introduced suitable changes of variables. By Lemma 2.1, we have

\[ \sum_{y \in [1, p]^k} \phi(N(y)) e \left( \frac{x \cdot y - T(y)}{p} \right) = \prod_{1 \leq j \leq k} \sum_{y_j \in [1, p]} \phi(y_j) e \left( \frac{(x_j - 1)y_j}{p} \right) \]

\[ = (\varepsilon_p \sqrt{p})^k \prod_{1 \leq j \leq k} \phi(x_j - 1). \]

It then follows that

\[ \Sigma = (\varepsilon_p \sqrt{p})^k \left( \frac{p - 1}{2} \Sigma_1 + \Sigma_2 \right), \]

where

\[ \Sigma_1 := \sum_{x_1 \cdots x_k \text{ (mod p)}} \phi((x_1 - 1) \cdots (x_k - 1)), \]

\[ \Sigma_2 := \sum_{x_1 \cdots x_k \text{ (mod p)}} \phi((x_1 - 1) \cdots (x_k - 1)) \frac{1 - \phi(x_1 \cdots x_k)}{1 - \bar{\eta}(x_1 \cdots x_k)}. \]

First, we have

\[ \Sigma_1 = \frac{1}{p - 1} \sum_{1 \leq j \leq p - 1} \sum_{x_1 \cdots x_k \text{ (mod p)}} \phi((x_1 - 1) \cdots (x_k - 1)) \eta(ax_1 \cdots x_k)^j \]

\[ = \frac{\phi(-1)^k}{p - 1} \sum_{1 \leq j \leq p - 1} \eta^j(a) J(\eta^j, \phi)^k. \]

From Lemma 2.6, it follows that

\[ \Sigma_1 \ll kp^{\frac{k - 1}{2}}. \]

We now turn to \( \Sigma_2 \). Denote by \( \mu_{p-1} \) the group of \((p - 1)\)-th roots of unity. Then

\[ \Sigma_2 = \sum_{\nu \in \mu_{p-1}} \frac{1}{1 - \nu} \sum_{x_1 \cdots x_k \text{ (mod p)}} \phi((x_1 - 1) \cdots (x_k - 1)) (1 - \phi(x_1 \cdots x_k)) \]

\[ = \frac{1}{p - 1} \sum_{1 \leq j \leq p - 1} \sum_{\nu \in \mu_{p-1}} \nu^{-j} \]

\[ \times \sum_{x_1 \cdots x_k \text{ (mod p)}} \phi((x_1 - 1) \cdots (x_k - 1)) (1 - \phi(x_1 \cdots x_k)) \eta(ax_1 \cdots x_k)^j. \]
\[ \phi(-1)^k \sum_{\substack{\nu \in \mu_{p-1} \\ \nu \neq 1}} \frac{1}{1 - \nu} \sum_{1 \leq j \leq p-1} \nu^{-j} \eta^j(a)(J(\eta^j, \phi)^k - J(\eta^j \phi, \phi)^k). \]

Given a multiplicative character \( \xi \pmod{p} \), \( \nu \in \mu_{p-1} \) and \( (a, p) = 1 \), we consider

\[ R_k(\nu, a, \xi) := \sum_{1 \leq j \leq p-1} \nu^{-j} \eta^j(a)J(\eta^j \xi, \phi)^k, \]

so that

\[ \Sigma_2 = \phi(-1)^k \sum_{\substack{\nu \in \mu_{p-1} \\ \nu \neq 1}} \frac{R_k(\nu, a, \chi_0) - R_k(\nu, a, \phi)}{1 - \nu}. \]

Without loss of generality, we assume \( \nu = e\left(\frac{h}{p-1}\right) \) for some \( h \in \mathbb{Z}/(p-1)\mathbb{Z} \), so that

\[ R_k(\nu, a, \xi) = \sum_{1 \leq j \leq p-1} e\left(\frac{-jh}{p-1}\right) \eta^j(a)J(\eta^j \xi, \phi)^k. \]

Suppose \( \eta \) is given by

\[ n \mapsto e\left(\frac{\text{ind}_g(n)}{p-1}\right), \quad n \in (\mathbb{Z}/p\mathbb{Z})^\times, \]

where \( g \) is a fixed primitive root mod \( p \), and \( \text{ind}_g(n) \) is defined to be the index of \( n \pmod{p} \) with base \( g \); i.e., the smallest non-negative integer \( \delta \) such that \( g^\delta \equiv n \pmod{p} \). Note that \( \eta^j \) runs over all multiplicative characters mod \( p \) as long as \( j \) runs over all integers in \([1, p-1]\).

Let \( \chi \) be a multiplicative character mod \( p \) given by

\[ \chi(n) = e\left(\frac{r\text{ind}_g(n)}{p-1}\right), \quad n \in (\mathbb{Z}/p\mathbb{Z})^\times \]

for some \( r \in \mathbb{Z} \). If \( \chi = \eta^j \) for some \( 1 \leq j \leq p-1 \), then \( r \equiv j \pmod{p-1} \). In this way, we may write

\[ e\left(\frac{-jh}{p-1}\right) = e\left(\frac{-rh}{p-1}\right) = e\left(\frac{-r\text{ind}_g(g^h)}{p-1}\right) = \chi(g^h). \]

Therefore, we conclude from Lemma 2.6 that

\[ R_k(\nu, a, \xi) = \sum_{\chi \pmod{p}} \chi(g^h)\chi(a)J(\chi \xi, \phi)^k \]

\[ = \xi(g^h)\xi(a) \sum_{\chi \pmod{p}} \chi(g^h)\chi(a)J(\chi, \phi)^k. \]

Substituting this into (3.1), we derive from Lemma 2.3 that

\[ \Sigma_2 \ll kp^{k-1} \sum_{1 \leq |h| \leq (p-1)/2} \frac{1}{|1 - e\left(\frac{h}{p-1}\right)|} \]

\[ \ll kp^{k-1} \sum_{1 \leq |h| \leq (p-1)/2} \frac{p}{|h|}. \]
\[ \ll kp^{k+\frac{1}{2}} \log p. \]

Combining the above estimates for \( \Sigma_1 \) and \( \Sigma_2 \), we obtain
\[ \Sigma \ll kp^{k+\frac{1}{2}} \log p, \]
where the implied constant is absolute. \( \square \)

4. Proof of Theorem 1.5

As in Section 3, we fix \( \eta \) as a generator of \( C_p \). It now follows from (2.4) that
\[ M_\kappa(n, p) = p^{-2\kappa} \sum_{1 \leq i \leq \frac{p-1}{2}} \eta^i(n^2) \left| \tau(\eta^i \overline{\tau(\eta^i')}) + \overline{\tau(\eta^i)} \tau(\eta^i') \right|^{2\kappa}. \]

For each \( 1 \leq i \leq \frac{p-3}{2} \), we have
\[ \left| \tau(\eta^i \overline{\tau(\eta^i')}) + \overline{\tau(\eta^i)} \tau(\eta^i') \right|^2 = 2p^2 + 2\Re(\tau(\eta^i)^2 \overline{\tau(\eta^i')}^2). \]

Expanding the \( \kappa \)-th power, we may write
\[ M_\kappa(n, p) = (2/p^2)^\kappa \sum_{1 \leq i \leq \frac{p-1}{2}} \eta^i(n^2)(p^2 + \Re(\tau(\eta^i)^2 \overline{\tau(\eta^i')}^2))^{\kappa} + O(p^{-\kappa}) \]
\[ = p^{-2\kappa} \Gamma(\kappa + 1) \sum_{j=0}^{\lfloor \frac{p-3}{2} \rfloor} \left( \frac{2p^2}{\kappa - j} \right) j! \Gamma(\kappa - j + 1) N_j(\eta, n, p) + O(p^{-\kappa}), \]

where
\[ N_j(\eta, n, p) = \sum_{1 \leq i \leq \frac{p-1}{2}} \eta^i(n^2)(\tau(\eta^i)^2 \overline{\tau(\eta^i')}^2 + \overline{\tau(\eta^i)}^2 \tau(\eta^i')^2)^j. \]

For \( j = 0 \), we have
\[ N_j(\eta, n, p) = \sum_{1 \leq i \leq \frac{p-1}{2}} \eta^i(n^2) = \frac{p - 1}{2} \]
if \( n \equiv \pm 1 \pmod{p} \), and otherwise
\[ N_j(\eta, n, p) = \frac{\eta(n^2)(1 - \eta(n^2))^{\frac{p-1}{2}}}{1 - \eta(n^2)} = \frac{\eta(n^2)(1 - \eta(n^{p-1}))}{1 - \eta(n^2)} = 0 \]
for \( (n, p) = 1 \).

We henceforth assume \( j > 0 \), for which we derive that
\[ N_j(\eta, n, p) = \sum_{0 \leq r \leq j} \binom{j}{r} \sum_{1 \leq i \leq \frac{p-1}{2}} \eta^i(n^2)(\tau(\eta^i)^2 \overline{\tau(\eta^i')}^2)^{2r} \tau(\eta^i)^{2(j-r)} \]
\[ = \sum_{0 \leq r \leq j} \binom{j}{r} p^{4(j-r)} \sum_{1 \leq i \leq \frac{p-1}{2}} \eta^i(n^2)(\tau(\eta^i)^2 \overline{\tau(\eta^i')}^2)^{4r-2j} + O(p^{2j}). \]
For $j/2 < r \leq j$, Lemma 3.1 yields
\[
p^{4(j-r)} \sum_{1 \leq i \leq \frac{p^2-1}{2}} \eta^i(n^2)(\tau(\eta^i)\overline{\tau(\eta^i)})^{4r-2j} \ll (2r - j)p^{2j + \frac{1}{2}} \log p.
\]

Similarly, for $0 \leq r < j/2$, we derive from Lemma 3.1 that
\[
p^{4(j-r)} \sum_{1 \leq i \leq \frac{p^2-1}{2}} \eta^i(n^2)(\tau(\eta^i)\overline{\tau(\eta^i)})^{4r-2j} = p^{4r} \sum_{1 \leq i \leq \frac{p^2-1}{2}} \eta^i(n^2)(\tau(\eta^i)\overline{\tau(\eta^i)})^{2j-4r} \ll (j - 2r)p^{2j + \frac{1}{2}} \log p.
\]

The term with $r = j/2$ will contribute to the main term for $N_j(\eta, n, p)$, which can only occur when $j$ is even.

Combining all the above arguments, we derive for $j > 0$ that
\[
N_j(\eta, n, p) = \frac{\delta_j \Delta_n}{2} \left( \frac{j}{j/2} \right) p^{2j+1} + O(j^{2j+\frac{1}{2}} \log p),
\]
where $\delta_j = 1$ or 0 according to $j$ is even or odd, and $\Delta_n = 1$ or 0 according to $n \equiv \pm 1 \pmod{p}$ or not. Inserting this into (4.1) we find
\[
M_\kappa(n, p) = 2^{\kappa-1} \Delta_n p + p^{-2\kappa} \Gamma(\kappa + 1) \Delta_n \sum_{j=1}^{(2p^2)^{\kappa-2j}} \frac{1}{(2j)! \Gamma(\kappa - 2j + 1)} \binom{2j}{j} p^{4j+1}
+ O(\kappa 4^\kappa p^{1/2} \log p),
\]
where the first and second terms come from $j = 0$ and $j > 0$ in (4.1), respectively. Then Theorem 1.5 follows immediately from the observation that
\[
1 + \sum_{j=1}^{(2p^2)^{\kappa-2j}} \frac{\Gamma(\kappa + 1)}{(2j)! \Gamma(\kappa - 2j + 1)} \binom{2j}{j} 2^{-2j} = \frac{\Gamma(2\kappa + 1)}{2^{\kappa} \Gamma(\kappa + 1)^2}
\]
by Proposition A.1 below.

5. Proof of Theorem 1.1

Theorem 1.1 is an immediate consequence of the method of moments that the convergence in distribution can be detected by the convergence of a sequence of moment sequences. See Appendix B for the precise formulation of this method.

It suffices to prove that, as $p$ tends to infinity along primes, the random variable $\chi \mapsto |K(\chi)|$ converges in distribution to a distribution function with the characteristic function given by
\[
f(t) = \frac{2}{\pi} \int_0^2 \frac{e^{itx}}{\sqrt{4 - x^2}} dx.
\]
In fact, Theorem 1.5 yields
\[ \frac{1}{(p - 3)/2} \sum_{\chi \mod p}^* |K(\chi)|^k = \frac{\Gamma(k + 1)}{\Gamma(k/2 + 1)^2} + O(2^k p^{-\frac{1}{2}} \log p), \]
from which and Lemma B.1 the characteristic function should be
\[ f(t) = \sum_{k \geq 0} \frac{\Gamma(k + 1)}{\Gamma(k/2 + 1)^2} \frac{(it)^k}{k!} = \frac{2}{\pi} \int_{0}^{\pi/2} \sum_{k \geq 0} \frac{(2it)^k}{k!} (\cos \theta)^k d\theta = \frac{2}{\pi} \int_{0}^{\pi/2} e^{2it \cos \theta} d\theta \]
in view of (A.3). This completes the proof of Theorem 1.1 by making a change of variable and Fourier inversion.

6. PROOF OF THEOREMS 1.2 AND 1.6

We first prove Theorem 1.6. Without loss of generality we assume \( r := l - k \geq 0 \). Recall that \( \eta \) is a generator of \( C_p \), the group of all multiplicative characters mod \( p \). From (2.4) we infer
\[ M_{k,l}(n,p) = \tau(\phi) p^{k+l} \sum_{1 \leq i \leq \frac{p-3}{2}} \eta^i(4^r n^2) (\tau(\eta^i) \tau(\eta^i \phi) + \tau(\eta^i) \tau(\eta^i \phi))^{k+l} \]
\[ = \tau(\phi) p^{k+l} \sum_{0 \leq j \leq k+l} \binom{k + l}{j} \sum_{1 \leq i \leq \frac{p-3}{2}} \eta^i(4^r n^2) \]
\[ \times (\tau(\eta^i) \tau(\eta^i \phi))^j (\tau(\eta^i) \tau(\eta^i \phi))^{k+l-j}. \]
If \( 2j \neq k + l \), we may derive from Lemma 3.1 that the \( i \)-sum is at most \( O((k + l)p^{k+l+\frac{1}{2}} \log p) \).
If \( 2j = k + l \), which can only happen when \( r \) is even, the \( i \)-sum is
\[ p^{k+l} \sum_{1 \leq i \leq \frac{p-3}{2}} \eta^i(4^r n^2) = p^{k+l} \sum_{\chi \in C_p^+} \chi(2^r n) + O(p^{k+l}) \]
\[ = \frac{1}{2} p^{k+l+1} \cdot \Delta_{2^r n} + O(p^{k+l}). \]
Combining the above two cases, it follows that
\[ M_{k,l}(n,p) = \left( \frac{\tau(\phi)}{\sqrt{p}} \right)^r \binom{k + l}{(k + l)/2} \cdot \frac{\Delta_{2^r n}}{2} \cdot 1 + O((k + l)2^{k+l} p^{\frac{1}{2}} \log p). \]
This completes the proof of Theorem 1.6 for \( l \geq k \), and the opposite case can be proven identically.

We now turn to the proof of Theorem 1.2. By Lemma B.1, it suffices to consider the mixed moment
\[ C(k_1, k_2) = \frac{1}{(p - 3)/2} \sum_{\chi \mod p}^* (\text{Re} K(\chi))^{k_1} (\text{Im} K(\chi))^{k_2}. \]
for any non-negative integers \( k_1, k_2 \).
Using the Taypor expansion, we write
\[ C(k_1, k_2) = \frac{1}{(p-3)/2} \sum_{\chi (\bmod p)}^* \left( \frac{K(\chi) + K(\overline{\chi})}{2} \right)^{k_1} \left( \frac{K(\chi) - K(\overline{\chi})}{2i} \right)^{k_2} \]
\[ = \frac{1}{(p-3)/2} \sum_{0 \leq j_1 \leq k_1} \sum_{0 \leq j_2 \leq k_2} \binom{k_1}{j_1} \binom{k_2}{j_2} \frac{(-1)^{k_2-j_2}}{2^{k_1(2i)^{k_2}}} M_{k_1+k_2-j_1-j_2,j_1+j_2}(1,p), \]
where \( M_{*,*}(1,p) \) is defined by (1.4). Hence
\[ C(k_1, k_2) = \binom{k_1+k_2}{(k_1+k_2)/2} \sum_{0 \leq j_1 \leq k_1} \sum_{0 \leq j_2 \leq k_2} \binom{k_1}{j_1} \binom{k_2}{j_2} \frac{(-1)^{k_2-j_2}}{2^{k_1(2i)^{k_2}}} \frac{k_1+k_2-2(j_1+j_2)}{p} + O((k_1 + k_2)2^{k_1+k_2}p^{-1/2} \log p), \]
where the first term vanishes if \( k_1 + k_2 \) is odd. For any \( k_1, k_2 = o(\log p) \) (as \( p \to +\infty \)), only the terms with \( 2(j_1 + j_2) = k_1 + k_2 \) survive in the double sum over \( j_1, j_2 \). Suppose that \( k_1 + k_2 = 2k \); we then have
\[ C(k_1, k_2) = \binom{2k}{k} \sum_{0 \leq j_1 \leq k_1} \sum_{0 \leq j_2 \leq k_2} \binom{k_1}{j_1} \binom{k_2}{j_2} \frac{(-1)^{k_2-j_2}}{2^{k_1(2i)^{k_2}}} \frac{k_1+k_2-2(j_1+j_2)}{p} + O(k4^k p^{-1/2} \log p). \]

Let \( F_p \) be the characteristic function of the joint distribution of Re\( K(\chi) \) and Im\( K(\chi) \):
\[ F_p(u,v) = \frac{1}{(p-3)/2} \sum_{\chi (\bmod p)}^* e^{iu \text{Re} K(\chi) + iv \text{Im} K(\chi)}. \]

Using the Taypor expansion, we write
\[ F_p(u,v) = \frac{1}{(p-3)/2} \sum_{\chi (\bmod p)}^* \sum_{k_1 \geq 0, k_2 \geq 0} \binom{k_1}{j_1} \binom{k_2}{j_2} \frac{(-1)^{k_2-j_2}}{2^{k_1(2i)^{k_2}}} \frac{k_1+k_2-2(j_1+j_2)}{p} + O(k4^k p^{-1/2} \log p). \]

In view of (6.1), the characteristic function of the limiting distribution, denoted by \( F \), should be
\[ F(u,v) = \sum_{k_1 \geq 0} \sum_{k_2 \geq 0} \binom{k_1}{j_1} \binom{k_2}{j_2} \frac{(-1)^{k_2-j_2}}{2^{k_1(2i)^{k_2}}} \frac{k_1+k_2-2(j_1+j_2)}{p} C(k_1, k_2). \]

and it suffices to prove that
\[ F(u,v) = \frac{1}{\pi^2} \int_{x^2+y^2 \leq 4} \frac{e^{ir(ux+vy)}}{\sqrt{x^2+y^2} \sqrt{4-(x^2+y^2)}} \, dx \, dy. \]
Grouping variables $k_1, k_2$ and $j_1, j_2$, and switching summations, we now derive from (6.2) that

$$F(u, v) = \sum_{k \geq 0} \binom{2k}{k} \frac{1}{k!2} \left( \frac{i u}{2} + \frac{v}{2} \right)^k \left( \frac{i u}{2} - \frac{v}{2} \right)^k$$

We then arrive at

$$F(u, v) = \sum_{k \geq 0} \binom{2k}{k} \frac{1}{k!2} \left( -\frac{u^2 + v^2}{4} \right)^k.$$ 

Appealing to (A.3), we may express $\binom{2k}{k}$ in terms of integrals, so that

$$F(u, v) = \frac{2}{\pi} \int_{0}^{\pi} \sum_{k \geq 0} \frac{(-1)^k}{k!2} (\sqrt{u^2 + v^2} \cos \theta)^2 k \, d\theta$$

$$= \frac{2}{\pi} \int_{0}^{\pi} J_0(2\sqrt{u^2 + v^2} \cos \theta) \, d\theta,$$

where $J_0$ is the Bessel function defined by (A.1) in Appendix A. Using the integral representation (A.2), it follows that

$$F(u, v) = \frac{1}{\pi^2} \int_{0}^{\pi} d\varphi \int_{-\pi}^{\pi} e^{2i \sqrt{u^2 + v^2} \cos \theta \sin \varphi} \, d\varphi.$$

Making changes of variables, we find

$$F(u, v) = \frac{1}{\pi^2} \int_{0}^{1} \frac{dr}{\sqrt{1 - r^2}} \int_{-\pi}^{\pi} e^{2ir \sqrt{u^2 + v^2} \sin \varphi} \, d\varphi$$

$$= \frac{1}{\pi^2} \int \int_{x^2 + y^2 \leq 4} \frac{e^{i \pi(ux + vy)}}{\sqrt{x^2 + y^2} \sqrt{4 - (x^2 + y^2)}} \, dx \, dy.$$

This proves (6.3), and thus completes the proof of Theorem 1.2 by Fourier inversion.
7. Proof of Theorem 1.4

The method of moments requires asymptotic evaluations of the moments

\[ M^*_k(p) := \sum_{\chi \in \mathfrak{A}(p)} \left( \frac{\chi(2) K(\chi) \tau(\phi)}{\sqrt{p}} \right)^k \]

for any \( k \in \mathbb{Z}^+ \). In fact, we see from (2.4) that

\[ M^*_k(p) = p^{-k} \sum_{1 \leq i \leq \frac{p-3}{2}} (\tau(\eta^i \phi) + \tau(\eta^i \phi)^k), \]

where \( \eta \) is a generator of \( C_p \). The argument in Section 4 yields

\[ M^*_k(p) = O(k^{2k} p^{\frac{1}{2}} \log p) \]

for each odd \( k \geq 1 \), where the implied constant is absolute. For each even \( k \geq 1 \), we may appeal to Theorem 1.5, getting

\[ M^*_k(p) = \frac{1}{2} \left( \frac{k}{k/2} \right) p + O(k^{2k} p^{\frac{1}{2}} \log p). \]

In view of Lemma B.1, the characteristic function \( f^* \) of the limiting distribution should be

\[ f^*(t) = \sum_{k \geq 0} \frac{(2k)! (it)^{2k}}{k!^2} = \sum_{k \geq 0} \frac{(-t^2)^k}{k!^2} = J_0(2t). \]

Thanks to the integral representation (A.2), we may write

\[ f^*(t) = \frac{1}{\pi} \int_0^\pi e^{2it \cos \theta} d\theta = \frac{1}{\pi} \int_{-1}^1 \frac{e^{2itx}}{\sqrt{1-x^2}} dx = \frac{1}{\pi} \int_{-2}^2 \frac{e^{itx}}{\sqrt{4-x^2}} dx. \]

This proves Theorem 1.4 by Fourier inversion.

8. Proof of Corollary 1.3

The proof of Corollary 1.3 will follow the arguments of Zhang [Zh02]. More precisely, we would like to prove the following preliminary lemma.

**Lemma 8.1.** For each multiplicative character \( \chi \pmod{p} \), attach a complex coefficient \( c(\chi) \) with \( |c(\chi)| \leq 1 \). For all large prime \( p \), we have

\[ \sum_{\chi \pmod{p}}^* c(\chi)|L(1, \chi)| = \sum_{\chi \pmod{p}}^* c(\chi)|B(\chi, N)|^2 + O(N^{-\frac{1}{2}} p + N^{-1} p^{\frac{5}{2}} \log p + p^{\frac{3}{2}} \log p) \]

for any \( N > 1 \), where

\[ B(\chi, N) = \sum_{n \leq N} \frac{\chi(n) \beta(n)}{n}. \]

**Proof.** First, we write

\[ B(\chi, N)^2 = \sum_{n_1, n_2 \leq N} \frac{\chi(n_1 n_2) \beta(n_1) \beta(n_2)}{n_1 n_2} = \sum_{n \leq N^2} \frac{\chi(n) \gamma(n, N)}{n}, \]
where

$$
\gamma(n, N) = \sum_{n_1 n_2 = n \atop n_1, n_2 \leq N} \beta(n_1) \beta(n_2).
$$

Note that \(\gamma(n, N) = (\beta \ast \beta)(n) = 1\) as long as \(n \leq N\). This gives

$$
B(\chi, N)^2 = \sum_{n \leq N} \frac{\chi(n)}{n} + \sum_{N < n \leq N^2} \frac{\chi(n) \gamma(n, N)}{n}.
$$

On the other hand, for each non-trivial multiplicative character \(\chi \pmod{p}\), we have

$$
L(1, \chi) = \sum_{n \leq N} \frac{\chi(n)}{n} + \int_N^{+\infty} \left( \sum_{N < n \leq y} \chi(n) \right) \frac{dy}{y^2} = \sum_{n \leq N} \frac{\chi(n)}{n} + O(N^{-1}p^{\frac{1}{2}} \log p)
$$

using the Pólya–Vinogradov inequality for incomplete character sums.

In this way, we derive that

$$
\sum_{\chi \pmod{p}}^* \left| \frac{K(\chi)}{2} \right| L(1, \chi) = \sum_{\chi \pmod{p}}^* \left| \frac{K(\chi)}{2} \right| B(\chi, N)^2 + O(p^{\frac{1}{2}} \log p) = \sum_{\chi \pmod{p}}^* \left| \frac{K(\chi)}{2} \right| L(1, \chi) + O(p^{\frac{1}{2}} \log p),
$$

say. By Cauchy–Schwarz,

$$
\sum_{\chi \pmod{p}}^* \left| \frac{K(\chi)}{2} \right| L(1, \chi) \leq p \sum_{\chi \pmod{p}}^* \left| \sum_{N < n \leq N^2} \frac{\chi(n) \gamma(n, N)}{n} \right|^2
$$

where we have used the trivial bound \(\|\beta\|_\infty \leq 1\). The lemma then follows by combining all above estimates.

We are now ready to prove Corollary 1.3. Taking \(c(\chi) = |K(\chi)/2|^{2\kappa}\) and \(N > p\) in Lemma 8.1, we have

$$
\sum_{\chi \pmod{p}}^* |K(\chi)|^{2\kappa} |L(1, \chi)| = \sum_{\chi \pmod{p}}^* |K(\chi)|^{2\kappa} |B(\chi, N)|^2 + O(p^{\frac{1}{2}} \log p).
$$

Invoking the expression (8.1), it follows that

$$
\sum_{\chi \pmod{p}}^* |K(\chi)|^{2\kappa} |L(1, \chi)| = \sum_{m, n \leq N \atop (mn, p) = 1} \frac{\beta(m) \beta(n)}{mn} \sum_{\chi \pmod{p}}^* \chi(mn) |K(\chi)|^{2\kappa} + O(p^{\frac{1}{2}} \log p).
$$
Then Theorem 1.5 yields
\[ \sum_{\chi \pmod{p}} |K(\chi)|^{2\kappa} |L(1, \chi)| = \frac{\Gamma(2\kappa + 1)}{2\Gamma(\kappa + 1)^2} \sum_{m,n \leq N} \frac{\beta(m)\beta(n)}{mn} \cdot p + O(4^\kappa p^{3/2} \log p). \]

In fact,
\[ \sum_{m,n \leq N} \frac{\beta(m)\beta(n)}{mn} = \sum_{n \leq N} \frac{\beta(n)^2}{n^2} + O(p^{-1}) = \mathcal{E} + O(p^{-1}), \]

and
\[ \sum_{m,n \leq N} \frac{\beta(m)\beta(n)}{mn} = O(p^{-1}). \]

Now Corollary 1.3 follows immediately.

9. Proof of Theorem 1.7

We start the proof of Theorem 1.7 from the following approximate functional equation; see [IK04, Theorem 5.3].

Lemma 9.1. Let \( \chi \) be a multiplicative character mod \( p \). Let \( G \) be an entire function satisfying the decay condition \( G(s) \ll (1 + |s|)^{-A} \) for any \( A > 0 \) in any strip \( |\Re(s)| < B \). Furthermore assume \( G(s) = G(-s) \) and that \( G \) has a double zero at each \( s \in \frac{1}{2} + \mathbb{Z} \). Then we have
\[ |L(1/2, \chi)|^2 = 2 \sum_{m,n \geq 1} \frac{\chi(m\overline{n})}{\sqrt{mn}} V_a \left( \frac{mn}{p} \right), \]
where \( a = (1 - \chi(-1))/2 \) and
\[ V_a(x) = \frac{1}{2\pi i} \int_{(1)} \pi^{-s} \frac{G(s) \Gamma \left( \frac{1 + s + a}{2} \right)^2}{s \Gamma \left( \frac{1 + a}{2} \right)^2} x^{-s} ds. \]

In particular, for all \( \ell \geq 0 \) we have
\[ x^\ell V_a^{(\ell)}(x) \ll (1 + |x|)^{-A} \]
for any \( A \geq 0 \) and
\[ x^\ell V_a^{(\ell)}(x) = \delta_\ell + O(|x|^{\frac{1}{2} - \varepsilon}), \]
where \( \delta_\ell = 1 \) or 0 according to \( \ell = 0 \) or \( \ell > 0 \), and the implied constants depends on \( A \) and \( \varepsilon \).

Remark 1. A typical example of choosing \( G \) would be \( G(s) = e^{s^2 \cos^2(\pi s)}. \)
By virtue of Lemma 9.1 we write
\[
\sum_{\chi \pmod{p}} |K(\chi)|^{2\kappa}|L(1/2, \chi)|^2 = 2 \sum_{m,n \geq 1} \frac{1}{\sqrt{mn}} V_0\left(\frac{mn}{p}\right) M_\kappa(m\overline{\chi}, p).
\]

The main term comes from \(m \equiv \pm n \pmod{p}\). It then follows that
\[
(9.1) \quad \sum_{\chi \pmod{p}} |K(\chi)|^{2\kappa}|L(1/2, \chi)|^2 = 2 M_\kappa(1, p) \mathcal{M}_\kappa(p) + \mathcal{E}_\kappa(p),
\]
where
\[
\mathcal{M}_\kappa(p) = \sum_{m,n \geq 1} \sum_{m \equiv \pm n \pmod{p}, (mn, p) = 1} \frac{1}{\sqrt{mn}} V_0\left(\frac{mn}{p}\right),
\]
\[
\mathcal{E}_\kappa(p) = 2 \sum_{m,n \geq 1} \sum_{m \not\equiv \pm n \pmod{p}, (mn, p) = 1} \frac{1}{\sqrt{mn}} V_0\left(\frac{mn}{p}\right) M_\kappa(m\overline{\chi} m, p).
\]

In fact,
\[
(9.2) \quad \mathcal{M}_\kappa(p) = \frac{1}{p} - \frac{1}{p-1} \sum_{\chi \pmod{p}} |L(1/2, \chi)|^2.
\]

Note that
\[
\sum_{m,n \geq 1} \frac{1}{\sqrt{mn}} V_0\left(\frac{mn}{p}\right) M_\kappa(m\overline{\chi} m, p) \ll 4^\kappa p^{1/2} \log p \sum_{n > p^{1+\epsilon}} \tau(n) \left| V_0\left(\frac{n}{p}\right) \right| \ll 4^\kappa
\]
due to the rapid decay of \(V_0\). Hence
\[
\mathcal{E}_\kappa(p) = 2 \sum_{m,n \geq 1} \sum_{m \not\equiv \pm n \pmod{p}, (mn, p) = 1} \frac{1}{\sqrt{mn}} V_0\left(\frac{mn}{p}\right) M_\kappa(m\overline{\chi} m, p) + O(4^\kappa).
\]

Following the similar arguments in proving Lemma 3.1, we need to study
\[
\mathcal{G}_k(h, p) := \sum_{m,n \geq 1} \sum_{mn \leq p^{1+\epsilon}} \frac{1}{\sqrt{mn}} V_0\left(\frac{mn}{p}\right) (1 - \phi(g^h mn)) K_{kl}(g^h(mn)^2, p)
\]
for each fixed integer \(k \geq 2\). Trivially, we have
\[
\mathcal{G}_k(h, p) \ll kp^{1+\epsilon},
\]
and the goal here is to prove
\[
(9.3) \quad \mathcal{G}_k(h, p) \ll k^B p^{1/2 - \delta}
\]
for some positive $\delta > 0$ and $B > 0$ uniformly in $h$, from which we then conclude that
\[ E_\kappa(p) \ll 5^\kappa p^{1-\delta+\varepsilon}. \]
Combining this with (9.1) and (4.1), we may conclude the following proposition.

**Proposition 9.1.** Let $\kappa$ be a fixed positive real number. For all large primes $p$, we have
\[ \sum_{\chi \pmod{p}}^* |K(\chi)|^{2\kappa}|L(1/2, \chi)|^2 = \frac{2M_\kappa(1, p)}{p-1} \sum_{\chi \pmod{p}}^* |L(1/2, \chi)|^2 + O(5^\kappa p^{1-\delta+\varepsilon}), \]
where $\delta$ is determined by (9.3) and the implied constant depends only on $\varepsilon$.

The second moment of $L(1/2, \chi)$ with $\chi$ varying over even primitive characters mod $p$ is already known to many authors with suitable generalizations or applications, see [IS99], [Co07] and [Yo11] for instance. The following version is sufficient for our purpose.

**Lemma 9.2.** We have
\[ \sum_{\chi \pmod{p}}^* |L(1/2, \chi)|^2 = \frac{(p-1)^2}{2p} \left( \log \frac{p}{8\pi} - \frac{\pi}{2} + \gamma \right) + O(\sqrt{p}), \]
where the implied constant is absolute.

Now Theorem 1.7 follows by combining Lemma 9.2 and Proposition 9.1 with some admissible $\delta > 0$.

It remains to prove the claim in (9.3) for any $\delta < 1/8$. The key point will be controlling the cancellations while summing over $m$ and $n$. To this end, we may invoke a general result of Fouvry, Kowalski and Michel on (smooth) bilinear forms for general trace functions, see [FKM14, Theorem 1.16].

To state the work of Fouvry, Kowalski and Michel, we assume $K$ is an isotypic trace weight associated to the $\ell$-adic sheaf $\mathcal{F}$ modulo $p$ of conductor $c(K)$. See [FKM14, Definition 1.3] for the precise definitions.

**Lemma 9.3.** Let $M, N, X \geq 1$ be parameters with $X/4 \leq MN \leq X$. Let $W_1, W_2, W_3$ be smooth functions with supports in $[1, 2]$ satisfying the growth condition
\[ x^j W_\ell^{(j)}(x) \ll_j Q_\ell^j \]
for some $Q_\ell \geq 1$ with $\ell = 1, 2, 3$ and all $j \geq 0$. Then we have
\[
\sum_{m} \sum_{n} K(mn) \left( \frac{m}{n} \right)^{it} W_1 \left( \frac{m}{M} \right) W_2 \left( \frac{n}{N} \right) W_3 \left( \frac{mn}{X} \right)
\ll (c(K) + |t| + Q_1 + Q_2)^B Q_3 X \left( 1 + \frac{p}{X} \right)^{1/2} p^{-\eta}
\]
for $t \in \mathbb{R}$ and for any $\eta < 1/8$ and some constant $B \geq 1$ depending on $\eta$ only. The implicit constant depends only on $\eta$ and the implied constants in (9.4).

Lemma 9.3 can not be applied directly to the bilinear form $\mathcal{G}_k(h, p)$ since one has the trace function $(m, n) \mapsto \text{Kl}_k(g^h \overline{mn})^2$. In fact, we would like to apply Poisson summation to one variable initially. To begin with, we write
\[ \mathcal{G}_k(h, p) = \mathcal{G}'_k(h, p) - \phi(g^h) \mathcal{G}''_k(h, p) \]
with
\[
\mathcal{G}'_k(h, p) := \sum_{m, n \geq 1 \atop mn \leq p^{1+\varepsilon}} \frac{1}{\sqrt{mn}} V_0 \left( \frac{mn}{p} \right) K_{k}(g^h (\overline{mn})^2, p),
\]
\[
\mathcal{G}''_k(h, p) := \sum_{m, n \geq 1 \atop mn \leq p^{1+\varepsilon}} \frac{1}{\sqrt{mn}} V_0 \left( \frac{mn}{p} \right) \phi(mn) K_{k}(g^h (\overline{mn})^2, p).
\]

Due to the similar features between \(\mathcal{G}'_k(h, p)\) and \(\mathcal{G}''_k(h, p)\), we only give the details for \(\mathcal{G}''_k(h, p)\), and in order to ease the presentation, we consider the following smoothed version
\[
\mathcal{G}_k := \sum_{m} \sum_{n} U \left( \frac{m}{M} \right) V \left( \frac{n}{N} \right) \phi(mn) K_{k}(g^h (\overline{mn})^2, p),
\]
where \(N \geq M, MN \leq p^{1+\varepsilon}\) and \(U, V\) are smooth functions with compact supports in \([1, 2]\) satisfying
\[
x^j U^{(j)}(x) \ll_j 1, \quad x^j V^{(j)}(x) \ll_j 1.
\]

We would like to show that
\[
\mathcal{G}_k \ll k^B p^{1-\delta},
\]
which would yield (9.3) with additional analysis (partition of unity, for instance).

Applying Poisson to the \(n\)-sum in \(\mathcal{G}_k\), we obtain
\[
\mathcal{G}_k = \frac{N}{\sqrt{p}} \sum_{m} \sum_{n} U \left( \frac{m}{M} \right) \hat{V} \left( \frac{nN}{p} \right) \phi(m) L_{k}(m, n; p, g^h),
\]
where
\[
L_{k}(m, n; p, a) := \frac{1}{\sqrt{p}} \sum_{x (\text{mod} p)} \phi(x) K_{k}(a(\overline{mx})^2, p) e \left( \frac{-nx}{p} \right).
\]
Making the change of variable \(x \mapsto mx\), we have
\[
L_{k}(m, n; p, a) = \frac{\phi(m)}{\sqrt{p}} \sum_{x (\text{mod} p)} \phi(x) K_{k}(a x^2, p) e \left( \frac{-mnx}{p} \right)
\]
In this way, we may write
\[
\mathcal{G}_k = \frac{N}{\sqrt{p}} \sum_{(m, p) = 1} \sum_{n} U \left( \frac{m}{M} \right) \hat{V} \left( \frac{nN}{p} \right) F_{k}(mn; p, g^h),
\]
where
\[
F_{k}(y; p, a) := \frac{1}{\sqrt{p}} \sum_{x (\text{mod} p)} \phi(x) K_{k}(a x^2, p) e \left( \frac{-yx}{p} \right).
\]
As a function in \(y\), \(F_{k}(y; p, a)\) is the (normalized) Fourier transform of \(\phi(x) K_{k}(a x^2, p)\).

According to Laumon [La87] on \(\ell\)-adic Fourier transforms, the underlying sheaf related to \(y \mapsto F_{k}(y; p, a)\), for each fixed \((a, p) = 1\), is geometrically irreducible and isotypic since \(L_{\phi} \otimes [x \mapsto ax^2]^* K\ell_k\) is exactly so, where \(L_{\phi}\) denotes the Kummer sheaf given by \(\phi\) and \(K\ell_k\).
is the hyper-Kloosterman sheaf of rank $k$. Moreover, the computation of Fouvry, Kowalski and Michel [FKM15] shows that the conductor of the trace function $y \mapsto F_k(y; p, a)$ is at most $10k^2$.

We are now in a good position to apply Lemma 9.3, getting

$$S_k \ll kBp^{1-\eta}$$

for any $\eta < 1/8$. This proves (9.5) and thus (9.3) with any $\delta < 1/8$.

10. Concluding remarks

10.1. Gauss sums with quadratic phases. As an extension to $\tau(n, \chi)$, we define Gauss sums with general monomial phases in additive characters:

$$\tau_k(n, \chi) = \sum_{v \pmod{p}} \chi(v)e\left(\frac{nv^k}{p}\right).$$

In particular, we have $\tau_1(n, \chi) = \tau(n, \chi)$. The case $k = 2$ is ultimately related to $K(\chi)$ as mentioned in the first section. In fact, if $\chi$ is non-trivial, we have

$$|\tau_2(n, \chi)|^2 = \sum_{u,v \pmod{p}} \chi(u)\overline{\chi(v)}e\left(\frac{n(u^2 - v^2)}{p}\right)$$

$$= \sum_{u,v \pmod{p}} \chi(u)e\left(\frac{nv^2(u^2 - 1)}{p}\right)$$

$$= \sum_{u \pmod{p}} \chi(u) \sum_{v \pmod{p}} e\left(\frac{nv^2(u^2 - 1)}{p}\right)$$

$$= (1 + \chi(-1))p + \phi(n)\tau(\phi) \sum_{u \pmod{p}} \chi(u)\phi(u^2 - 1).$$

From Lemma 2.4 it follows that

$$|\tau_2(n, \chi)|^2 = (1 + \chi(-1) + \varepsilon_p\phi(n)\overline{\chi}(2)K(\chi))p.$$

and thus all the above moments related to $K(\chi)$ can be reformulated in terms of $|\tau_2(n, \chi)|$. We omit the details here, and the statements with proofs are left to curious readers.

10.2. High-dimensional generalization of $K(\chi)$. As mentioned in the first section, it is very possible to extend our arguments to the general sum $K_k(a, \chi)$ as defined by (1.5). We will show that $K_k(a, \chi)$ can be interpreted in terms of Gauss sums and the following high-dimensional Jacobi sums:

$$(10.1) \quad J(\chi_1, \chi_2, \cdots, \chi_k) = \sum_{v_1, v_2, \cdots, v_k \pmod{p}} \chi_1(v_1)\chi_2(v_2)\cdots\chi_k(v_k),$$

where $\chi_1, \chi_2, \cdots, \chi_k$ can be any multiplicative characters mod $p$. 

Note that
\[ K_k(a, \chi) = p^{\frac{1-k}{2}} \sum_{x \equiv (\mod p)}^* \chi(x) N_k(a, x), \]
where \( N_k(a, x) \) counts the number of tuples \((a_1, a_2, \ldots, a_k) \in [1, p]^k \) satisfying
\[ a_1 a_2 \cdots a_k \equiv a \pmod{p}, \quad a_1 + a_2 + \cdots + a_k \equiv x \pmod{p}. \]
Using orthogonality of multiplicative characters, we may write
\[ N_k(a, x) = \frac{1}{\varphi(p)} \sum_{\rho \equiv (\mod p)} \bar{\rho}(a) \sum_{\rho(a_1) \rho(a_2) \cdots \rho(a_k)} J_0(\rho, \rho, \cdots, \rho) \]
for all \((x, p) = 1\), where there are \(k\) copies of \(\rho\) in \(J(\cdots)\). It then follows that
\[ K_k(a, \chi) = p^{\frac{1-k}{2}} \sum_{\rho \equiv (\mod p)} \rho(a) J_0(\rho, \rho, \cdots, \rho). \]

We may generalize Lemma 2.2 to the situation of high-dimensional Jacobi sums, so that
\[ K_k(a, \chi) = p^{\frac{1-k}{2}} \sum_{\rho \equiv (\mod p)} \rho(a) J_0(\rho, \rho, \cdots, \rho) \]
if \(\chi\) is non-trivial, where \(\tau(\rho)\) is a Gauss sum defined as before. This expression allows one to study the distribution and moments of \(K_k(a, \chi)\) by virtue of Gauss sums.

Appendix A. Special functions and a combinatorial identity

A.1. Special functions. Bessel functions were originally introduced to solve a differential equation of second order. We now formulate the Bessel function of the first kind
\[ J_\nu(z) = \sum_{k \geq 0} \frac{(-1)^k (z/2)^{2k+\nu}}{k! \Gamma(\nu + k + 1)} \]
for \(|\arg z| < \pi\) and \(\nu \in \mathbb{C}\). We also need integral representations for \(J_\nu\). In particular, for each non-negative integer \(n\), the definition (A.1) is valid for all \(z \in \mathbb{C}\), for which we have
\[ J_n(z) = \frac{1}{2\pi i} \int_{-\pi}^{\pi} e^{-ni\varphi + iz \sin \varphi} d\varphi. \]
See [GR07, Formula 1 in Section 8.41, pp.912].

We also need the following identity
\[ \int_{-\pi}^{\pi} (\cos \theta)^{2\mu} d\theta = \frac{\pi}{2^{2\mu+1} \Gamma(\mu+1)^2}, \quad \text{Re}\mu > -\frac{1}{2} \]
which is used in two directions in this paper; see [GR07, Formula 9 in Section 3.63, pp.397].
A.2. **A combinatorial identity.** We now present a combinatorial identity involving Gamma functions, which might have appeared in some existing references.

**Proposition A.1.** Let \( \kappa \geq 0 \) be a fixed real number. Then we have

\[
\sum_{j \geq 0} \frac{\Gamma(\kappa + 1)}{(2j)!\Gamma(\kappa - 2j + 1)} \left( \begin{array}{c} 2j \\ j \end{array} \right)^{2-2j} = \frac{\Gamma(2\kappa + 1)}{2^\kappa \Gamma(\kappa + 1)^2},
\]

The proof of Proposition A.1 is a routine application of the analytic theory of Gamma and Bessel functions. Denote by \( I \) the series in question. We start from the following contour representation:

\[
\frac{1}{\Gamma(z)} = \frac{1}{2\pi i} \int_{\mathcal{H}} s^{-z} e^s ds,
\]

where \( \mathcal{H} = \mathcal{H}(r) \) is the Hankel contour shown as follows (suppose the radius of the circle around 0 is \( r \)):

![Hankel contour](image)

We now have

\[
I = \sum_{j \geq 0} \frac{\Gamma(\kappa + 1)}{(2j)!} \left( \begin{array}{c} 2j \\ j \end{array} \right)^{2-2j} \frac{1}{2\pi i} \int_{\mathcal{H}} s^{-(\kappa-2j+1)} e^s ds
\]

\[
= \Gamma(\kappa + 1) \frac{1}{2\pi i} \int_{\mathcal{H}} s^{-(\kappa+1)} e^s ds \sum_{j \geq 0} \frac{(s^2/4)^j}{(j!)^2}
\]

\[
= \Gamma(\kappa + 1) \frac{1}{2\pi i} \int_{\mathcal{H}} s^{-(\kappa+1)} e^s J_0(is) ds,
\]

where \( J_\nu(s) \) is the Bessel function defined by (A.1). From the integral representation (A.2), it follows that

(A.4)

\[
I = \frac{\Gamma(\kappa + 1)}{2\pi} \int_{-\pi}^{\pi} I(\kappa, \theta) d\theta,
\]

where

\[
I(\kappa, \theta) := \frac{1}{2\pi i} \int_{\mathcal{H}} s^{-(\kappa+1)} e^{s(1-\sin \theta)} ds.
\]
For any $\theta \neq \pi/2 \pmod{\pi}$, we always have $1 - \sin \theta > 0$. Making the change of variable $s \mapsto s/(1 - \sin \theta)$, we infer

$$I(\kappa, \theta) = \frac{(1 - \sin \theta)^{\kappa}}{2\pi i} \int_{H(r(1-\sin \theta))} s^{-(\kappa+1)} e^{s} ds.$$

Again by the Hankel contour representation, we find

$$I(\kappa, \theta) = (1 - \sin \theta)^{\kappa} \Gamma(\kappa + 1),$$

from which and (A.4) it follows that

$$I = \frac{1}{2\pi} \int_{-\pi}^{\pi} (1 - \sin \theta)^{\kappa} d\theta = \frac{1}{2\pi} \int_{-\pi}^{\pi} (1 + \cos \theta)^{\kappa} d\theta = \frac{2^{\kappa+1}}{\pi} \int_{0}^{\pi} (\cos \theta)^{2\kappa} d\theta.$$

Now Proposition A.1 follows immediately from the identity (A.3).

**Appendix B. The method of moments**

In probability theory, the method of moments can be utilized to prove convergence in distribution by showing the convergence of a sequence of moment sequences. The following result was proven independently by Wintner [Wi28] and Fréchet and Shohat [FS31]. Its prototype is due to Markov, who would like to call this the Second Limit Theorem. The following formulation can also found in many references; see Billingsley [Bi95, Theorem 30.1, Exercise 30.6] for instance.

**Lemma B.1.** Let $n$ be a positive integer. Let $\mu$ be a probability measure on $\mathbb{R}^n$ such that

$$\int_{\mathbb{R}^n} |x_j|^k \mu(dx) < +\infty$$

for all $1 \leq j \leq n$ and $k \geq 1$. Suppose the power series in $\theta$

$$\sum_{k \geq 0} \frac{\theta^k}{k!} \int_{\mathbb{R}^n} |x_j|^k \mu(dx)$$

has a positive radius $r$ of convergence for each $1 \leq j \leq n$. Then $\mu$ is the only probability measure with the moments

$$m(k_1, \ldots, k_n) = \int_{\mathbb{R}^n} x_1^{k_1} \cdots x_n^{k_n} \mu(dx)$$

for non-negative integers $k_1, \ldots, k_n$, and the characteristic function $f$ of this distribution has the representation

$$f(t_1, \ldots, t_n) = \sum_{k_1, \ldots, k_n \geq 0} m(k_1, \ldots, k_n) \frac{(it_1)^{k_1} \cdots (it_n)^{k_n}}{k_1! \cdots k_n!}$$

in the disc $D^\alpha$ with $D = \{ t \in \mathbb{C} : |t| < r \}$.

Moreover, if there is a sequence of probability measures $\{\mu_\ell\}_{\ell \geq 1}$ satisfying the corresponding assumptions (B.1) and (B.2), and suppose that the moments satisfy

$$\lim_{\ell \to +\infty} \int_{\mathbb{R}^n} x_1^{k_1} \cdots x_n^{k_n} \mu_\ell(dx) = m(k_1, \ldots, k_n),$$
then $\mu_\ell$ converges weakly to $\mu$.
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