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Abstract: Finding changed and similar functions between a pair of binaries is an important problem in malware attribution and for the identification of new malware capabilities. This paper presents a new technique called Function Similarity using Family Context (FSFC) for this problem. FSFC trains a Support Vector Machine (SVM) model using pairs of similar functions from two program variants. This method improves upon previous research called Cross Version Contextual Function Similarity (CVCFS) by representing a function using features extracted not just from the function itself, but also, from other functions with which it has a caller and callee relationship. We present the results of an initial experiment that shows that the use of additional features from the context of a function significantly decreases the false positive rate, obviating the need for a separate pass for cleaning false positives. The more surprising and unexpected finding is that the SVM model produced by FSFC can abstract function similarity features from one pair of program variants to find similar functions in an unrelated pair of program variants. If validated by a larger study, this new property leads to the possibility of creating generic similar function classifiers that can be packaged and distributed in reverse engineering tools such as IDA Pro and Ghidra.
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1. Introduction

This paper provides a technique called Function Similarity using Family Context (FSFC). This is a 1-step method using a Support Vector Machine (SVM) model with a low false positive rate for identifying similar pairs of functions from two variants of a program. The primary innovation is to demonstrate that our SVM model abstracts function similarity features in function pairs from two program variants to find similar functions in an unrelated pair of program variants. A second innovation is a new technique that extracts features from each function under consideration as well as specific related functions. These contextual features strengthen the function similarity results and provide a substantial performance improvement over and above training with features taken from individual functions. FSFC is a one-step method for function similarity that performs well without pre-filtering and provides a low false positive rate. FSFC is built on previous research called Cross Version Contextual Function Similarity (CVCFS) [1].

Function similarity techniques are used for malware triage [2], program patch analysis [3], identification of library functions containing known bugs [4,5], malware authorship analysis [6], identification of similar function pairs in detailed malware analysis [7], and for plagiarism analysis [8].
Organisations performing anti-virus or threat intelligence work process large daily feeds of malware samples. Due to packing, these malware samples initially appear to be unique. However, after unpacking malware sample volumes may be reduced by orders of magnitude through the use of malware similarity techniques to reduce the malware feed to a smaller set of unique malware payloads [9]. Function level similarity can then be performed on the unique malware payloads for malware family identification.

Software vendors provide program patches for maintenance and security purposes. High-level details describing the program patches may be provided, but this level of detail may not be sufficient for some organisations. Program patch analysis uses function similarity for the identification of updated functions. This is the first step in a reverse engineering process to identify the vulnerabilities that have been patched.

Internet of Things (IoT) devices, including routers and consumer electronics, utilize open-source software and a wide range of Central Processing Unit (CPU) architectures. When software vulnerabilities are identified in open source libraries, a wide range of IoT devices become vulnerable. Function similarity techniques are used for cross-architecture bug search purposes to search IoT firmware for vulnerable functions.

Law enforcement anti-malware efforts prioritize the identification of malware authors. Function similarity techniques are used to identify code reuse in malware families, which can identify the malware products produced by specific malware authors [10].

Following the identification of new malware variants, detailed analysis is required to determine the new malware capabilities. Function similarity provides the first stage of this analysis and allows the elimination of unmodified functions from the reverse engineering workload [11].

Function similarity methods are also used for the analysis of compiled programs in cases where software plagiarism or breach of licensing conditions is suspected [8].

This paper provides two studies. The first study uses a Zeus malware dataset; the second study uses a dataset from a sample of ISFB banking malware [12]. The distinct and independent codebases of the Zeus and ISFB malware families have both been publicly leaked. The Zeus dataset study highlights the improved machine learning performance. Previous research [1] was re-run using the same testing configuration as the other experiments in this paper. This gave an F1 score of 0.19 for Zeus function similarity using the CVCFS algorithm [1], FSFC gives an average F1 score of 0.44 on the Zeus dataset with the same SVM model.

The ISFB study uses the training data from the Zeus dataset to predict function similarity in a dataset taken from a pair of ISFB variants where the compilation dates differ by approximately one year. In the ISFB study, FSFC gives an average F1 score of 0.34. This study shows that the SVM model abstracts features from the Zeus dataset sufficiently to predict function pairs in an independent malware family.

This paper makes the following contributions:

- An SVM model that can abstract function similarity features from one pair of program variants to identify similar functions in an unrelated pair of program variants.
- A one-step function similarity technique that extracts features from each function under consideration and specific related functions. This contextual similarity technique strengthens the function similarity results and provides a substantial performance improvement over and above training with features taken from individual functions and provides a low false positive rate.
- Improved performance of numeric features through the use of an improved encoding of these features.
- Run time reduction, as due to the higher performance of FSFC, there is no need for an additional step to remove false positives.
- Development of a curated dataset of matched functions in two versions of ISFB malware for use in future research.
Development of two labelled Interactive Disassembler (IDA) databases for ISFB malware versions 2.04.439, 2.16.861 (The datasets related to this research are available online at http://federation.edu.au/icsl/evolvedsimilarity).

The structure of this paper is as follows: Section 2 presents related work, Section 3 presents the research methodology, Section 4 presents the empirical evaluation of results, and Section 5 presents the conclusion.

2. Related Work

2.1. BinJuice Function Semantics

BinJuice computes abstract semantics for each basic block of all functions in a compiled program, by a process of disassembly, Control Flow Graph (CFG) generation, symbolic execution, algebraic simplification, and the computation of function semantics [13]. The aim of generating abstract semantics is to represent any two equivalent code sequences by the same semantics [14,15].

Existing tools are used to perform Disassembly and CFG extraction. Symbolic execution is used to generate basic block semantics. Symbolic execution does not involve execution on a physical processor; instead, the effects of the program instructions can be represented as a set of simultaneous equations. An algebraic simplifier provides simplification of the symbolic expressions resulting from the symbolic execution. The simplified symbolic expressions are mapped into a canonical form to ensure that sections of equivalent code having equivalent symbolic expressions are sorted in the same order. The juice operation addresses the problem of comparing sections of equivalent code containing different register allocations by renaming register names in the simplified symbolic expressions to consistent logical variables [13].

VirusBattle is built on BinJuice and is used to identify relationships between malware samples in a large database [16]. VirusBattle unpacks the submitted malware sample and creates four different representations of the unpacked code. These representations are disassembled code, generalised code, semantics, and generalised semantics (juice). VirusBattle identifies similar functions by comparing the hashes of the function’s generalised semantics. This provides a significant performance gain compared with non-approximate methods, e.g., theorem solvers [15]. VirusBattle has been commercialised by Cythereal Inc and is known as Cythereal MAGIC.

Cythereal function similarity aims to identify similar functions using semantic hashes derived from symbolic execution. Cythereal similarity makes use of the abstraction of each function, and if a pair of functions are similar but have different purposes, then Cythereal will still identify these as function pairs. The design goals of FSFC are to be able to identify function similarity in evolved variants of malware families [17] and so it aims to match function pairs, including those that differ as a result of software development. The use of contextual features allows FSFC to differentiate similar functions with different purposes due to their different position in the call tree. A further point of difference is that due to FSFC’s use of machine learning, there is the potential that this research could lead to a general-purpose function similarity engine that can identify similar functions in a broad range of programs.

2.2. Cross-Architecture Bug Search

DiscovRE [4] identifies vulnerable functions across a range of IoT devices. IoT devices often use open-source code and a variety of CPU architectures. Vulnerability discovery in an open-source library may impact a range of IoT devices. The identification of functions containing known vulnerabilities requires the capability to search code generated by different compilers, and a range of CPU architectures. DiscovRE uses k-Nearest Neighbors (kNN) machine learning to pre-filter potentially vulnerable functions. The Pearson product-moment correlation coefficient [18] has been used to select numeric features that are robust across multiple compilers, compiler options, and CPU architectures. The following function counts have been used as features: call instructions,
logic instructions, redirection instructions, transfer instructions, local variables, basic blocks, edges, incoming calls, and instructions. The final identification of vulnerable functions is performed using maximum common subgraph isomorphism.

In some scenarios, the DiscovRE pre-screening stage is unreliable [19]. CVSkSA performs cross-architecture searching for vulnerable functions in IoT device firmware using the kNN algorithm, followed by SVM machine learning for pre-filtering [19]. Bipartite graph matching [5] is then used to identify vulnerable functions from the pre-screened matches. Although the accuracy of the SVM model for pre-filtering is good, the run time is slow, but kNN pre-filtering reduces the number of functions to be checked by the SVM model, and this reduces execution time by a factor of four with a small reduction in vulnerability identification performance. CVSkSA uses two levels of features; function level features are used in the pre-filtering while basic block level features are used for graph matching. The function level features are call count, logic instruction count, redirection instruction count, transfer instruction count, local variables size, basic block count, incoming call count, and instruction count.

The above research techniques locate software vulnerabilities in one version of code, compiled for different CPU architectures. These techniques are optimised for cross-architecture vulnerability identification within one version of a program. The research in this paper provides identification of similar functions in different versions of a program compiled for a single CPU architecture.

2.3. CVCFS

This paper builds on an earlier research work called CVCFS [1], that identifies similar function pairs in two variants of the same program. There are three areas where FSFC has improved on CVCFS. The first is an improved definition of function context, the second is a rationalisation of the features, and the third is an improved encoding of numeric features. In CVCFS, a function context was defined as the set of non Application Programming Interface (API) functions that can be reached by walking the call graph starting from the selected function. This definition could lead to a large number of functions in a function context. FSFC restricts function context and limits the call graph depth for feature extraction. This use of smaller function contexts results in substantially higher performance. CVCFS makes use of the following local features from individual functions: the set of API calls, the set of constants, stack size, function callers count, and basic block count. The following contextual features were extracted: set of API calls, set of constants, stack size, return instruction release count, and call instructions count. CVCFS uses local and contextual features that are similar but are not fully aligned. For example, CVCFS local features contain function callers count, and the contextual features contain a call count feature. FCFS removes the distinction between local and contextual features and uses six consistent features, as defined in Section 3.3. In CVCFS, numeric features from each function in the context are summed, while API call names and constants are stored in sets. During the testing of CVCFS, the performance of the numeric features was low. In FCFS, numeric features are stored as a set, and each element in the set consists of a value from the function context. In CVCFS, 20,000 training iterations were used, FCFS research found that better performance resulted from 100,000 training iterations. This paper demonstrates the substantial performance improvements obtained in FCFS by using an improved definition of function context, improved encoding of numeric features, and increased training iterations.

3. Function Similarity Using Family Context

The FSFC research is introduced in the following order, experimental design, function context definition, feature definition, feature extraction, feature ratios, ground truth, and the FSFC algorithm.

3.1. Experimental Design

The FSFC method uses an SVM model to classify similar function pairs from a pair of program variants. Both the training and classification steps use features that are calculated from the pairwise comparison of all of the functions in two program variants. These features are calculated using the
feature ratios described in Section 3.5. The Function Similarity Ground Truth (FSGT) table (see Section 4.2) contains the Relative Virtual Addresses (RVAs) of each matching function pair in the training and testing datasets.

The FSGT table is used to label the training data. Due to the pairwise feature generation, many of the training features correspond to unmatched function pairs, and a smaller set of features correspond to matching function pairs. As a result, the training dataset is unbalanced, and this is discussed further in Section 4.4. The training features represent exact and approximate function matches. The SVM model training uses the feature labels to identify the features corresponding to matching function pairs. The trained SVM model contains weights and biases that can be used to classify similar functions. The SVM model classification indicates whether the features from each pairwise function pair correspond to a similar function. The FSGT table is used to identify whether the similarity classification is correct for each function pair. The function pairs classified correctly as similar functions are added to the True Positive (TP) count. Similarly, the correctly classified dissimilar function pairs are added to the True Negative (TN) count. Function pairs that are incorrectly identified as similar are added to the False Positive (FP) count, and function pairs that are incorrectly identified as dissimilar are added to the False Negative (FN) count. Precision and recall are calculated from the TP, TN, FP, and FN counts. Precision and recall [20] are defined in Equations (1) and (2), respectively.

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (1)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (2)
\]

The F1 score \( F1 \) [20] defined in Equation (3) is used to assess the quality of the results in terms of precision and recall.

\[
F1 = 2 \times (\text{Precision} \times \text{Recall}) / (\text{Precision} + \text{Recall}) \quad (3)
\]

3.2. Function Context

In FSFC, function context is defined as: Self (S), Child (C), Parent (P), Grandchild (GC), Grandparent (GP), Great-grandchild (GGC) and Great-grandparent (GGP). Each of these function contexts is a set of associated functions.

The Self (S) context of function \( f \) is the set of the non-API functions that are called from function \( f \).

\[
S(f) = \{s_0, s_1, ..., s_i\} \quad (4)
\]

The set of functions in the Child C context of \( f \) can be obtained by iterating through each of the functions in the Self context of \( f \) and extracting the non-API functions.

\[
C(f) = \{s(f') \forall f' \in S(f)\} \quad (5)
\]

The functions in the Grandchild GC context of function \( f \) can be obtained by iterating through each of the functions in the Child context of \( f \) and extracting the non-API functions.

\[
GC(f) = \{s(f') \forall f' \in C(f)\} \quad (6)
\]

The functions in the Great-Grandchild GGC context of \( f \) can be obtained by iterating through each of the functions in the Grandchild context of \( f \) and extracting the non-API functions.

\[
GGC(f) = \{s(f') \forall f' \in C(f)\} \quad (7)
\]

The functions in the Parent P context of \( f \) is the set of non-API functions that call function \( f \).

\[
P(f) = \{p_0, p_1, ..., p_j\} \quad (8)
\]
The functions in the Grandparent GP context of \( f \) can be obtained by identifying the callers of each of function in the Parent context of \( f \).

\[
GP(f) = \{P(f') \forall f' \in P(f)\}
\]  

(9)

The functions in the Great-Grandparent GGP context of \( f \) can be obtained by identifying the callers of each of function in the Grandparent context of \( f \).

\[
GGP(f) = \{P(f') \forall f' \in GP(f)\}
\]  

(10)

3.3. Features

FSFC extracts the following features from each function in the context of function \( f \):

- API calls,
- Function calls count,
- Return release count,
- Constants,
- Stack size,
- Basic block count.

API calls: The system programming interface for the Windows operating system is provided by the Windows API [21]. The API provides a dynamic function call interface for Windows system services. Windows programs that use the portable executable (PE) format. Let \( AC(f, p) \) be the set of API functions called by function \( f \) in a program \( p \).

\[
AC(f, p) = \{a_0, a_1, ..., a_k\}
\]  

(11)

Function calls count: Let \( FC(f, p) \) be the count of function call instructions \( c \) within function \( f \) in program \( p \).

\[
FC(f, p) = \{|\{c_0, c_1, ..., c_l\}|\}
\]  

(12)

Return release count: Let \( rc \) be the byte release count of any return instruction within function \( f \), and let \( m \) be the count of return instructions within \( f \). If \( rc \) is 0, then \( rc \) is set to 1. Let \( RC(f, p) \), the return release count, be the sum of the release count \( rc \) of all return instructions within function \( f \) in program \( p \).

\[
RC(f, p) = \sum_{i=0}^{i=m} \max(rc_i, 1)
\]  

(13)

Constants: The goal in extracting a set of constants is to extract invariant numerical constants from the operands of instructions in functions. Call and jump instructions were excluded because they have operands that contain program and stack addresses that are not invariant. Let \( CS(f, p) \) be the set of constants that are not program or stack addresses within function \( f \) in program \( p \).

\[
CS(f, p) = \{c_0, c_1, ..., c_n\}
\]  

(14)

Stack size: Let \( SS(f, p) \) be the stack size of function \( f \) in program \( p \).

\[
SS(f, p) = s_0
\]  

(15)

Basic block count: A basic block is defined as the maximal sequence of consecutive instructions that begin execution at the first instruction, and when the block is executed, all instructions in the basic block are executed sequentially without halting or branching, except for the last instruction in the block [22]. Let \( BB \) be the count of each basic block \( b \) within function \( f \) in program \( p \).
\[ BB(f, p) = \{|b_0, b_1, ..., b_q|\} \] (16)

### 3.4. Feature Extraction

CVCFS [1] summed numeric features, e.g., stack size, function callers count, function calls count, and basic block count to an individual number. In FSFC, all features are extracted from the context of a function and are stored in sets, with one value from each function in the context. For example, a context of three functions with stack sizes of 12, 0, and 24 bytes, in the earlier research, the stack size feature would be summed to 36 bytes, but in FSFC, the stack size feature would be \{12, 0, 24\}. Jaccard indexes provide an efficient measure of set similarity and have been used extensively in previous similarity research [2, 23]. Jaccard indexes are calculated from the contextual features for each function in the pair being compared. This calculation of Jaccard indexes for all features has simplified FSFC implementation.

### 3.5. Feature Ratios

Feature ratios use the Cartesian product of all functions in program \( p_1 \) and all functions in program \( p_2 \). It is noted that function similarity is commutative, and the same function pairs will be identified by comparing programs \( p_1 \) and \( p_2 \) as would be identified by comparing program \( p_2 \) and \( p_1 \). The following features definitions provide names for the features that are used in subsequent algorithms. Let \( F(p) \) be the set of all functions in program \( p \).

\[
F(p) = \{f_0, f_1, ..., f_l\} \quad (17)
\]

The set of function pairs \( FP(p_1, p_2) \) of programs \( p_1 \) and \( p_2 \) are defined as follows:

\[
FP(p_1, p_2) = F(p_1) \times F(p_2) \quad (18)
\]

Each element of the Cartesian product \( FP \) is a function pair \( fp \) consisting of one function \( f_1 \) from program \( p_1 \) and one function \( f_2 \) from program \( p_2 \).

\[
fp = (f_1, f_2) \quad (19)
\]

API Ratio: Let \( AC_1 \) and \( AC_2 \) be the sets of API calls extracted from the context of each function in function pair \( fp \). Let the API ratio \( ACR \) be the Jaccard index of \( AC_1 \) and \( AC_2 \).

Function Calls Ratio: Let \( FC_1 \) and \( FC_2 \) be the sets of the call instructions counts extracted from the context of each function in function pair \( fp \). Let the function calls ratio \( FCR \) be the Jaccard index of \( FC_1 \) and \( FC_2 \).

Return Release Count Ratio: Let \( RC_1 \) and \( RC_2 \) be the sets of return release counts extracted from the context of each function in function pair \( fp \). Let the return release count ratio \( RCR \) be the Jaccard index of \( RC_1 \) and \( RC_2 \).

Constants Ratio: Let \( CS_1 \) and \( CS_2 \) be the sets of constants extracted from each of the context of each function in function pair \( fp \). Let the constants ratio \( CSR \) be the Jaccard Index of \( CS_1 \) and \( CS_2 \).

Stack Ratio: Let \( SS_1 \) and \( SS_2 \) be the sets of stack sizes extracted from the context of each function in the function pair \( fp \). Let the stack ratio \( SSR \) be the Jaccard index of \( SS_1 \) and \( SS_2 \).

Blocks Ratio: Let \( BB_1 \) and \( BB_2 \) be the sets of basic block counts extracted from the context of each of the functions in the function pair \( fp \). Let the blocks ratio \( BBR \) be the Jaccard index of \( BB_1 \) and \( BB_2 \).

### 3.6. Ground Truth

As a supervised machine learning method, FSFC requires labelled data both for training the SVM model, and for the evaluation of the system performance. To support this, the FSRT table was constructed via manual reverse engineering of the malware samples against leaked malware source
code. The FSGT table contains data defining the pairing of the functions of the programs being compared. The FSGT table contains the RVAs of the function pairs.

3.7. FSFC Algorithm

The FSFC algorithm only operates on static non-API function calls. Figure 1 illustrates the relationships between the functions being processed. The function currently being processed is referred to as the current function. The self context contains those functions called by the current function. The child functions are those functions called from the self context functions. The child context consists of the function calls made from each of the child functions. The callers of the current function are referred to as parent functions. The parent context consists of the callers of each of the parent functions. The other relationships and contexts are identified in a similar manner and are defined in Section 3.2.

The function context extraction algorithm is shown in Figure 2. For each function $f$ in the program being analysed, the self context is the set of static non-API function calls made by $f$. The child context is the set of all static non-API function calls made by each function in the self context. The grandchild and great-grandchild contexts are calculated in a similar manner. The parent contexts are built in a similar manner by walking up the call tree. The parent context $p_1$ is the set of all static non-API function calls made to each function in the self context. The grandparent and great-grandparent contexts are calculated from the parent and grandparent contexts in a similar manner.
For each function f in program
   Build function callers map
For each function f in program
   S context c0 = static calls in f
   For each function f1 in self context c0
      C context c1 += static calls in f1
   For each f2 in child context c1
      GC context c2 += static calls in f2
   For each f3 in grandchild context c3
      GCC context c3 += static calls in f3
   From function callers map
      Build parent context P from f
   From p1
      Build grandparent context GP from P
   From p2
      Build great-grandparent context GGP from "GP

**Figure 2.** Function Context Extraction Algorithm.

The Cythereal output includes unpacked malware, disassembled code, generalized code, semantics, and generalized semantics. The FSFC algorithm reads the disassembly of the unpacked malware, extracts the functions from the disassembly, builds a map of function callers, and then iterates through each function in the program and builds the function context sets.

The algorithm for feature extraction is shown in Figure 3. This algorithm reads the Cythereal disassembly of each of the programs being compared. Next, it extracts the function contexts for each function in programs p1 and p2, and then calculates the features, AC, FC, RC, CS, SS, BB for the context of each function. For each function in program 1, and for each function in program 2, calculate the Jaccard Index of the features to produce the feature ratios ACR, FCR, RCR, CSR, SSR, BBR, then label each function combination using the FSGT table.

```plaintext
p1 = baseline version of program
p2 = updated version of program

for each function in p1
   extract function context for "function"

for each function in p2
   extract function context for "function"

for each function in p1
   calculate features AC1, FC1, RC1, CS1, SS1, BB1 for function "context"

for each function in p2
   calculate features AC2, FC2, RC2, CS2, SS2, BB2 for function "context"

for each f1 in p1
   for each f2 in p2
      #calculate feature ratios
      ACR = jaccard(AC1, AC2)
      FCR = jaccard(FC1, FC2)
      RCR = jaccard(RC1, RC2)
      CSR = jaccard(CS1, CS2)
      SSR = jaccard(SS1, SS2)
      BBR = jaccard(BB1, BB2)

      if f1, f2 in FSGT table
         set label = '1'
      else
         set label = '0'

rva1 = rva(f1)
rva2 = rva(f2)
f features = map(rva1, rva2, ACR, FCR, RCR, CSR, SSR, BBR)

**Figure 3.** Feature Extraction Algorithm.
```
4. Empirical Evaluation

The FSFC research is presented as two case studies. The first case study uses the Zeus dataset from the previous CVCFS research and provides a measure of the improvement in FSFC performance. The second case study uses the Zeus SVM model to predict similarity in a pair of ISFB malware variants. In the first experiment, the optimal number of training iterations is determined; the second experiment determines the context set that provides the best performance. The third experiment tests the performance of individual features. The fourth experiment evaluates all feature combinations to identify the highest performing feature combinations. A fifth experiment is performed using the CVCFS algorithm with the same iteration count as the FSFC research. This provides a comparison of the performance of the CVCFS and FSFC algorithms. A final experiment is performed to compare the performance of the numeric feature encoding method from CVCFS with the new numeric feature encoding in FSFC. These tests are run for the Zeus dataset and the ISFB dataset. This section concludes with a discussion of future research.

4.1. Datasets

Two malware datasets are used to evaluate FSFC; the first dataset is a Zeus dataset, and the second dataset is an ISFB dataset. Training features were extracted from Zeus samples 1 and 2. Function similarity prediction was performed on the features from Zeus samples 2 and 3 to show that the SVM model can abstract function similarity features from one pair of program variants to identify similar functions from later versions of the same malware family. Testing features were then extracted from ISFB Samples 4 and 5, and function similarity prediction was performed using the training features from the Zeus samples 1 and 2. This test was performed to show the ability of the SVM model to identify similar functions in a pair of malware variants from a different malware family. Table 1 gives the Secure Hash Algorithm 1 (SHA1) hashes identifying the malware samples used in this paper, and Table 2 shows the malware version numbers associated with these malware samples.

Cythereal provided the unpacked Zeus samples, and Malpedia provided the unpacked ISFB samples [24]. These samples were disassembled for manual analysis using IDA. The linker date in the Portable Executable (PE) header was used to indicate the time the malware samples were created. Although the linker date can be modified by the malware author, there are no inconsistencies that suggest that the linker date has been modified. The linker dates associated with the malware samples used in this paper are shown in Table 3. The linker dates provide the following development timeline: sample 2 was compiled one month after sample 1, sample 3 was compiled six months after sample 2, and sample 5 was compiled one year after sample 4.

| Sample SHA1 Hash | Version               |
|------------------|-----------------------|
| 8a7faa25f23a0c72a760075f08d22a91d2c85f57 | Zeus 2.0.8.7          |
| 706bf4dc01b8eceedf6d05cf5b55a27e4ff8ef0 | Zeus 2.0.8.9          |
| 30c6bb2328299a252436d2a3190f06a6f04f7e3f | Zeus 2.1.0.1          |
| ee0d9a91f52de9b74b8de36e25c2de91d008cee5 | ISFB 2.0.439          |
| 3ec5a5fe44c8e6b884b2fb9f11f99955daa608218 | ISFB 2.16.861         |

Table 1. Malware Sample Details.

| Sample Identifier | Version               |
|-------------------|-----------------------|
| Zeus Sample 1     | Zeus 2.0.8.7          |
| Zeus Sample 2     | Zeus 2.0.8.9          |
| Zeus Sample 3     | Zeus 2.1.0.1          |
| ISFB Sample 4     | ISFB 2.0.439          |
| ISFB Sample 5     | ISFB 2.16.861         |

Table 2. Malware Sample Versions.
Table 3. Malware Linker Dates.

| Sample Identifier | Linker Date       |
|-------------------|-------------------|
| Zeus Sample 1     | 14 September 2010 |
| Zeus Sample 2     | 15 October 2010   |
| Zeus Sample 3     | 24 March 2011     |
| ISFB Sample 4     | 17 September 2015 |
| ISFB Sample 5     | 14 September 2016 |

4.2. Ground Truth

The FSGT table identifies the function pairs, function names, and the function RVA for each malware sample used in this research. Manual analysis of the unpacked malware samples, using the leaked Zeus [25] and ISFB [26] source code was performed to identify the function pairs for the FSGT table. Function identification was performed based on the API calls, constants, and CFG structure. Function RVAs are used to identify functions in the Cythereal disassembly and in the research code. A summary of the function name labelling is shown in Table 4. Cythereal identified 1035 and 1133 functions in the ISFB samples, while manual analysis identified 1007 and 1098 functions in the ISFB samples. This difference arises from Cythereal’s identification of code fragments that perform a jump to a system call as functions. In this research, these code fragments are regarded as compiler artifacts and are excluded from the analysis. A total of 998 function pairs were identified that were common to the two ISFB samples. Of these 998 functions, 985 function pairs were present in both the Cythereal disassembly and in the manual function pair identification.

Table 4. Function Counts and Manual Match Count.

| Tool     | Version 1  | Count 1 | Version 2  | Count 2 |
|----------|------------|---------|------------|---------|
| IDA      | Zeus 2.0.8.7 | 577     | Zeus 2.0.8.9 | 553     |
| Cythereal| Zeus 2.0.8.7 | 577     | Zeus 2.0.8.9 | 539     |
| IDA      | Zeus 2.0.8.9 | 553     | Zeus 2.1.0.1 | 601     |
| Cythereal| Zeus 2.0.8.9 | 539     | Zeus 2.1.0.1 | 601     |
| IDA      | ISFB 2.04.439 | 1007   | ISFB 2.16.861 | 1098   |
| Cythereal| ISFB 2.04.439 | 1035   | ISFB 2.16.861 | 1133   |

4.3. Features

FSFC uses the following features:

- Set of API calls
- Set of constants
- Stack size
- Call instruction count
- Return release count
- Basic block count

The above features are extracted from the context of each function. Constants are extracted from mov, push, add, cmp, and sub instructions in each function and were stored in the set of constants feature. Ad-hoc analysis showed that these instructions contained a significant proportion of invariant
operands. Program and stack addresses were further filtered by excluding values greater than the program base address. As this research is based on static analysis, the non-API function call counts used in this research are a count of static function calls. Stack size is taken from the function prologue when it is present; otherwise, it is zero. The stack size \( SS \) is taken from the sub instruction in the function prologue shown in Figure 4. It is noted that some compilers may not use the same idiom for their function prologue.

\[
\begin{align*}
&\text{push}(ebp) \\
&\text{mov}(ebp, esp) \\
&\text{sub}(esp, SS)
\end{align*}
\]

\textbf{Figure 4. Function Prologue.}

4.4. SMOTE Oversampling

The function similarity training dataset in FSFC is imbalanced due to the use of the Cartesian product comparison, which results in an unstable performance of the SVM model. Assume that the two versions of the same program are being compared, and each program contains 500 functions. The maximum number of matching function pairs is 500. The number of function pairs generated by the Cartesian product is 250,000, and the minimum number of non-matching function pairs is 249,500. The use of a Cartesian product in the generation of training features inherently leads to an imbalanced dataset. The SVM model’s performance was improved using the Synthetic Minority Oversampling Technique (SMOTE) [27] to rebalance the training dataset.

4.5. SVM Model Training

Zeus samples 1 and 2 are used for SVM model training, as these two Zeus samples are similar but exhibit minor differences. Function similarity ratios are calculated for the Cartesian product of all functions in the training samples. These features are labelled as matching or not matching using the FSGT table. The SVM model is used to predict function similarity between Zeus samples 2 and 3, and to predict function similarity between ISFB samples 4 and 5.

Tests are performed for the Zeus and ISFB function similarity datasets to identify the following machine learning parameters:

- Iteration count,
- Best context combination,
- Individual feature performance,
- Best feature combination.

The features in each of these tests were assigned a binary identifier, e.g., the first feature is identified as 000001, and the second feature was identified as 000010. The use of binary identifiers allowed the numbering of individual tests, and these feature identifiers are shown in Table 5.

| Feat # | Vector   | Description           |
|--------|----------|-----------------------|
| 1      | 000001   | API Ratio             |
| 2      | 000010   | Calls Ratio           |
| 4      | 000100   | Return Release Ratio  |
| 8      | 001000   | Constants Ratio       |
| 16     | 010000   | Stack Ratio           |
| 32     | 100000   | Blocks Ratio          |

4.6. Context Sets

A function’s context is the set of functions associated with a specific function. This paper tests the question of whether it is possible to improve performance by creating sets composed of the sum of
different contexts. The context sets used in this research consist of the sum of the functions from the context sets shown in Table 6.

Table 6. Naming of Context Sets.

| Name            | Components                                      |
|-----------------|-------------------------------------------------|
| First Context Set | Self                                            |
| Second Context Set | Self, Child, Parent                             |
| Third Context Set | Self, Child, Parent, Grandchild, Grandparent    |
| Fourth Context Set | Self, Child, Parent, Grandchild, Grandparent, Great-Grandchild, Great-Grandparent |

4.7. Statistical Significance

Due to the stochastic nature of machine learning, the function similarity prediction results vary. To address this variation, each test in this paper is repeated 20 times, unless stated otherwise, and an average F1 score is calculated. There are cases where we need to determine whether a specific test configuration provides better results than another. To answer this question, we need to determine whether the test results are normally distributed. The three sets of Zeus function similarity results from Table 7 were tested to see if they followed a normal distribution. A Shapiro-Wilk test [28] was performed, and a p-value of 0.0173 indicated that we must reject the null-hypothesis and conclude that the results were not normally distributed. As a result, a two-tailed Wilcoxon signed-rank test [29] was used to determine whether selected test results differ at a 95% level of confidence.

4.8. Zeus Dataset Tests

The functions in Zeus samples 1 and 3 exhibit more differences due to software development than the training dataset. A testing set of function similarity features were created from the Cartesian product of all functions in samples 1 and 3. The SVM model was used to predict the matching function pairs from the testing feature set. The results of this prediction were evaluated using the FSGT table. Due to the stochastic nature of machine learning, the results from individual tests vary. The F1 score is used to assess the accuracy of the results.

The function similarity tests shown in Table 7 show the effect of varying the training iteration count. The column titled “S.D” indicates whether the current row was significantly different from the preceding row. The “p-value” column gives the p-value from the two-tailed Wilcoxon signed-rank test for this comparison. These tests show that performance increased with increasing training iterations and reached a maximum at 100,000 training iterations, which gave an average F1 score of 0.44. The two-tailed Wilcoxon signed-rank test indicated that the F1 score with 100,000 training iterations was not significantly different from the test using 50,000 iterations.

Table 7. Zeus Dataset—Training Iteration Performance.

| Iterations | Average F1 | S.D | p-Value |
|------------|------------|-----|---------|
| 50,000     | 0.31       | -   | -       |
| 100,000    | 0.44       | N   | 0.05238 |
| 150,000    | 0.44       | N   | 0.72634 |

The function similarity tests are shown in Table 8 and test the effect of varying combinations of function context. The tests used 100,000 training iterations and different combinations of function contexts. These results show that the best results were obtained using the second context set, giving an
average F1 score of 0.44. The F1 score of the second context set test was significantly different from the first context set test.

| Context Set | Average F1 | S.D. | p-Value |
|-------------|------------|------|---------|
| First       | 0.14       | -    | -       |
| Second      | 0.44       | Y    | 0.00008 |
| Third       | 0.29       | Y    | 0.0091  |
| Fourth      | 0.26       | N    | 0.5619  |

The performance of individual features was assessed by performing function similarity classification using SVM models trained for each feature. These tests used 100,000 training iterations and the second context set. The results of this evaluation are shown in Table 9.

Table 8. Zeus Dataset—Training Context Combinations.

Table 9. Zeus Individual Feature Performance.

| Test | Feature               | Average F1 |
|------|-----------------------|------------|
| 1    | API Ratio             | 0.23       |
| 2    | Calls Ratio           | 0.14       |
| 4    | Return Release Ratio  | 0.08       |
| 8    | Constants Ratio       | 0.10       |
| 16   | Stack Ratio           | 0.03       |
| 32   | Blocks Ratio          | 0.21       |

The best performing feature combinations are shown in Table 10. The function pair prediction results in this research vary from run to run due to the stochastic nature of machine learning. Owing to the time taken to run the SVM model for all 64 feature combinations of both datasets, the assessment of all feature combinations was only run five times.

Table 10. Zeus Dataset—Highest Performing Feature Combinations.

| Test | Vector  | Average F1 |
|------|---------|------------|
| 15   | 001111  | 0.47       |
| 37   | 100101  | 0.43       |
| 41   | 000111  | 0.40       |
| 44   | 101001  | 0.43       |
| 46   | 101110  | 0.43       |
| 47   | 101111  | 0.43       |
| 51   | 110011  | 0.44       |
| 53   | 110101  | 0.44       |
| 54   | 110110  | 0.40       |
| 63   | 111111  | 0.45       |

4.9. ISFB Dataset Tests

The second set of tests performed in this paper determines whether ISFB function similarity can be predicted from the Zeus SVM model. The functions in ISFB samples 4 and 5 exhibit differences due to approximately one year of software development. The SVM model was used to predict the matching function pairs in the ISFB data set. The function pair matches in the FSGT table were used to evaluate the prediction results.

The function similarity tests are shown in Table 11 and test the effect of varying the training iteration count. The tests were repeated 20 times using the second context set. The F1 score of 0.34 from 100,000 training iterations was significantly different (S.D.) from the F1 score of 0.22 for 50,000 training iterations and was not significantly different from the F1 score of 0.43 for 150,000 training iterations.
Table 11. ISFB Dataset—Training Iteration Performance.

| Iterations | Average F1 | S.D. | p-Value |
|------------|------------|------|---------|
| 50,000     | 0.22       | -    | -       |
| 100,000    | 0.34       | Y    | 0.0455  |
| 150,000    | 0.43       | N    | 0.0703  |

The function similarity tests shown in Table 12 show the effect of varying combinations of function context. The tests were repeated 20 times using 100,000 training iterations and different combinations of function contexts. The second context set gives the best performance for both the Zeus and ISFB datasets.

Table 12. ISFB Dataset—Training Context Combinations.

| Context Set | Average F1 | S.D. | p-Value  |
|-------------|------------|------|----------|
| First       | 0.11       | -    | -        |
| Second      | 0.38       | Y    | 0.00008  |
| Third       | 0.26       | Y    | 0.0096   |
| Fourth      | 0.16       | Y    | 0.02642  |

The performance of each feature was assessed by performing function similarity classification using SVM models trained for each feature. The function pair prediction was run with 100,000 iterations and the second context set. The results of this evaluation are shown in Table 13.

Table 13. ISFB Individual Feature Performance.

| Test | Feature               | Average F1 |
|------|-----------------------|------------|
| 1    | API Ratio             | 0.10       |
| 2    | Calls Ratio           | 0.12       |
| 4    | Return Release Ratio  | 0.11       |
| 8    | Constants Ratio       | 0.14       |
| 16   | Stack Ratio           | 0.01       |
| 32   | Blocks Ratio          | 0.20       |

The feature combinations that provided the best performance are shown in Table 14. The function pair prediction was run with 100,000 iterations and the second context set. Owing to the time taken to run the SVM model for all 64 feature combinations of both datasets, the assessment of all feature combinations was only run five times.

Table 14. ISFB Dataset—Highest Performing Feature Combinations.

| Test | Vector   | Average F1 |
|------|----------|------------|
| 7    | 000111   | 0.46       |
| 44   | 101100   | 0.49       |
| 46   | 101110   | 0.45       |
| 47   | 101111   | 0.44       |
| 54   | 110110   | 0.41       |
| 58   | 111010   | 0.40       |
| 59   | 111011   | 0.41       |
| 60   | 111100   | 0.41       |
| 61   | 111101   | 0.42       |
| 62   | 111110   | 0.43       |
| 63   | 111111   | 0.45       |
4.10. FSFC Evaluation

The F1 score for function similarity performance for the Zeus dataset shows an average value of 0.44, and for the ISFB dataset, an average value of 0.34. For comparison, a random classifier would result in a low F1 score due to the unbalanced distribution of the classes within these datasets. If we consider Zeus dataset 2, a random classifier would classify half of the 539 matching function pairs as matching and half as non-matching, and would similarly split the 323400 non-matching function pairs between these two classes. This would give a precision score of $269.5/(269.5 + 161700) = 0.0017$, and a recall of $269.5/539 = 0.5$. Combining these gives an F1 score of 0.0034. For the ISFB dataset with 1035 matching function pairs, a random classifier would give a precision score of 0.0009 and a recall score of 0.5, giving an F1 score of 0.0018. Thus, the F1 scores obtained by FSFC are well above those that would be expected using random classification.

The FSFC F1 scores provide a 57–65 percent improvement over the CVCFS algorithm. Table 8 shows the Zeus experiment with the second context set, resulting in an average of 480 true positive matches and 1384 false positive matches. Table 12 shows the ISFC experiment with the second context set, resulting in an average of 943 true positive matches and 4075 false positive matches. In the manual generation of the FSGT table, the time required to identify the function pairs in these two datasets was approximately two days for the Zeus dataset and four days for the ISFB dataset. The use of this research to generate a list of candidate similar function pairs is potentially of substantial benefit to a malware analyst.

Next, we examine the execution time performance of FSFC and show that the execution time is proportional to the product of the number of functions in the two malware variants. FSFC research made use of representative historical malware samples. Therefore, the timings reported are indicative of computational costs likely to occur with further malware analysis.

The experiments in this research were conducted on a workstation using an Intel i7-3770 3.40 GHz CPU with 32 GB of RAM. The SVM machine learning software was TensorFlow v1.15. Training features were generated using the Cartesian product of all functions in both training programs. The function counts in Table 4 from the Cythereal disassembly were used to calculate the total function pairs. All features were included in the training, 100,000 training iterations, and the second context set were used to obtain the timing details shown in Table 15. The time for SMOTE oversampling was 59 s. A summary of the feature extraction and machine learning times for the FSFC experiments is shown in Table 15. The column headings provide the following information: “Op” shows whether training or classification is being performed, “Dataset” shows the dataset, “Fn Pairs” shows the function pair count, “Feat Extr (s)” shows the feature extraction time in seconds, “Extr/Pair (µs)” shows the feature extraction time per function pair in microseconds, “SVM (s)” shows the total SVM execution time in seconds, and “SVM/Pair (µs)” shows the total SVM execution time per function pair in microseconds. The FSFC Operation times in Table 15 show that the FSFC training time corresponds to 91% of the execution time for the Zeus Dataset 2 classification and 77% of the execution time for ISFB Dataset 1 classification. The training and classification use features created by the pairwise combination of functions in the two malware variants. This use of the pairwise combination of functions results in execution times that are proportional to the product of the number of functions in the two malware variants.

| Op        | Dataset         | Fn Pairs | Feat Extr (s) | Extr/Pair (µs) | SVM (s) | SVM/Pair (µs) |
|------------|-----------------|----------|---------------|----------------|---------|--------------|
| Train      | Zeus Dataset 1  | 311,003  | 13            | 42             | 1330    | 4276         |
| Classify   | Zeus Dataset 2  | 323,939  | 14            | 43             | 112     | 346          |
| Classify   | ISFB Dataset 1  | 1,172,655| 37            | 32             | 357     | 304          |
4.11. Comparison With Previous Research

The Zeus and ISFB similarity experiments were re-run using the algorithm from the CVCFS research [1]. These tests used 100,000 training iterations, all features, and were repeated 20 times. The results of these tests are shown in Table 16. These test results are compared with the Zeus iterations test from Table 11 that gave an average F1 score of 0.44, and the ISFB Iterations test from Table 11 that gave an average F1 score value of 0.34. The difference between these results is statistically significant and shows that the techniques used in this paper provide a significant improvement over the CVCFS research.

Table 16. Zeus and ISFB Similarity Using Previous Research.

| Dataset | Average F1 | S.D. | p-Value |
|---------|------------|------|---------|
| Zeus    | 0.19       | Y    | 0.00038 |
| ISFB    | 0.12       | Y    | 0.00030 |

4.12. Numeric Feature Encoding

This paper encodes numeric features as a set of values taken from each function in the context; this allows the use of a Jaccard Index for the comparison of numeric features. For example, consider a context containing three functions with 5, 3, and 6 basic blocks. The updated numeric feature encoding encodes the blocks feature as the set 5, 3, 6, while the CVCFS method represented the blocks feature as the sum of the basic block counts, which is 14. Individual feature performance using an earlier summed numeric encoding method is shown for the Zeus dataset in Table 17, and for the ISFB dataset in Table 18. These tests used 100,000 training iterations and the second training context; 20 tests were run for each dataset. These results were compared with the individual feature performance using the new numerical feature encoding in Table 9. This comparison shows that excepting the Stack Ratio feature, the new numerical feature encoding performs significantly better than the CVCFS method. In the case of the Stack Ratio feature, the Wilcoxon test was unable to calculate an accurate p-value.

Table 17. Zeus Previous Numeric Feature Encoding

| Feature               | Average F1 | S.D. | p-Value |
|-----------------------|------------|------|---------|
| Calls Ratio           | 0.03       | Y    | 0.00008 |
| Return Release Ratio  | 0.02       | Y    | 0.00008 |
| Stack Ratio           | 0.02       | -    | -       |
| Blocks Ratio          | 0.02       | Y    | 0.00008 |

Table 18. ISFB Previous Numeric Feature Encoding.

| Feature               | Average F1 | S.D. | p-Value |
|-----------------------|------------|------|---------|
| Calls Ratio           | 0.01       | Y    | 0.00014 |
| Return Release Ratio  | 0.01       | Y    | 0.00008 |
| Stack Ratio           | 0.01       | -    | -       |
| Blocks Ratio          | 0.01       | Y    | 0.00008 |

The combined feature performance using the summed numeric encoding method for the Zeus and ISFB datasets is shown in Table 19. This test used 100,000 training iterations and the second training context; all features enabled, 20 tests were run for each dataset. The “Delta F1” column shows the difference from the corresponding FSFC F1 scores. A comparison of these results with the results using the improved numeric feature encoding in Tables 7 and 11 shows that the new numeric feature encoding method substantially improves the identification of similar function pairs.
Table 19. Previous Numeric Feature Encoding.

| Malware | Average F1 | Delta F1 | S.D. | p-Value |
|---------|------------|----------|------|---------|
| ISFB    | 0.22       | -0.11    | Y    | 0.00906 |
| Zeus    | 0.27       | -0.17    | Y    | 0.01046 |

4.13. Future Work

Work presented in this paper can be extended as follows:

- Investigate the limits of the generality of this research,
- Further improvement of features and feature encoding,
- Test this research on datasets exhibiting a higher degree of software evolution.

5. Conclusions

The ability to match compiled functions with similar code is important for malware triage, program patch analysis, identification of library functions containing known bugs, malware authorship analysis, identification of similar function pairs in detailed malware analysis, and for plagiarism analysis. This paper uses function similarity features from one pair of program variants (Zeus malware) to find function pairs in another unrelated program (ISFB malware). SVM models are trained on contextual features that are extracted not just from the function itself, but also, from a limited set of other functions with which it has a caller and callee relationship. These new contextual features improve the accuracy in detecting function pairs and substantially reduce the false positive rate, removing the need for an additional pass to remove false negatives. The improved numerical feature representation in FSFC results in an improvement in function similarity accuracy, and allows the use of a Jaccard Index for feature ratio comparison, and simplifies the FSFC algorithm.

A major finding of this research is that the SVM model produced by FSFC can abstract function similarity features from one pair of program variants to find function pairs in another unrelated program. This new property leads to the possibility of creating generic similar function classifiers. The Zeus training dataset is relatively small, consisting of approximately 550 function pairs. However, the SVM model trained on features from this dataset was able to predict similarity in the ISFB malware family, with an average F1 score of 0.34 for the ISFB function pair identification. The same training iteration count and context set gave the best results for both the Zeus and ISFB datasets. This result indicates that the FSFC method can abstract function similarity features from Zeus malware and successfully detect similar function pairs in a pair of ISFB malware variants. Future work will examine the ability of this approach to generalise across multiple independent programs.
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