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Abstract—Considering uncertainties and disturbances is an important, yet challenging, step in successful decision making. The problem becomes more challenging in safety-constrained environments. In this paper, we propose a robust and safe trajectory optimization algorithm through solving a constrained min-max optimal control problem. The proposed method leverages a game theoretic differential dynamic programming approach with barrier states to handle parametric and non-parametric uncertainties in safety-critical control systems. Barrier states are embedded into the differential game’s dynamics and cost to portray the constrained environment in a higher dimensional state space and certify the safety of the optimized trajectory. Moreover, to find a convergent optimal solution, we propose to perform line-search in a Stackleberg (leader-follower) game fashion instead of picking a constant learning rate. The proposed algorithm is evaluated on a velocity-constrained inverted pendulum model in a moderate and high parametric uncertainties to show its efficacy in such a comprehensible system. The algorithm is subsequently implemented on a quadrotor in a windy environment in which sinusoidal wind turbulences applied in all directions.

I. INTRODUCTION

Optimal control has been a central element in designing practical and successful decision policies including those relying upon reinforcement learning approaches for complex dynamical systems. Regardless of the employed methodology, sound decision policies must take uncertainties and disturbances into consideration. This is particularly true for safety-critical systems and especially when learning, models or policies, is involved.

Min-max optimal control, which can be considered as an $H_{\infty}$ optimal control technique, is a viable robust control methodology which has been proven theoretically and practically to handle various systems’ uncertainties such as model mismatch, signals noise and disturbances [1], [2]. The Min-max approach has a game-theoretic interpretation in which two non-cooperative players have opposing objectives [3]. Specifically, it is a game in which a player is to minimize some payoff function while the other is to maximize.

Differential Dynamic Programming (DDP), a second order trajectory optimization technique, is an effective technique to optimize high dimensional systems’ trajectories and to improve reinforcement learning outputs. With the goal of collecting meaningful training data for reinforcement learning, Morimoto et al. [4] proposed the first discrete min-max DDP to provide robust control polices. Independently, and around the same time, Ogunmolu et al. [5] and Sun et al. [6] proposed a correction in the value function’s recursions in the min-max DDP of Morimoto et al. [4] with applications to robust nonlinear controls in [5] and extensions to continuous time min-max DDP in [6]. Nonetheless, there has been no attempt to consider min-max DDP for safety-critical or constrained systems, which is a necessary extension.

Safety of dynamical systems can be verified through forward invariance of the desired set of allowed states [7]. Barrier-like based methods such as barrier certificates [8], [9], control barrier functions (CBFs) [10]–[12] and barrier states [13], [14], use barrier functions, well known in optimization, to show or enforce invariance. Utilizing barrier functions, the barrier states (BaS) method, firstly introduced in [13] for safe stabilization of continuous time systems, enforces forward invariance of the safe set through augmenting the state of the barrier function into the model of the control dynamical system converting the safety-critical control problem into a control design problem that seeks a stabilizing control law for the augmented model guaranteeing boundedness of the barrier states. This concept was adopted by the authors in the context of trajectory optimization for discrete time systems developing discrete barrier states in [14], which was shown to consistently outperforms the penalty methods and CBFs safety filters in providing safe optimal trajectories.
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Fig. 1. Barrier states embedded MinMax DDP successfully and safely drives the quadrotor to reach the target (green x) starting from the red circle under a Gaussian sinusoidal wind turbulence applied in all directions with a standard deviation of 15. Shown here are two robustness results, $R_v = \frac{1}{\Sigma \sigma} I$ (blue) and $R_v = \frac{1}{\sigma_0} I$ (purple), in which the solid trajectories represent the undisturbed trajectories and the shaded regions represent confidence regions of 95%.
A. Contributions and Organization of the paper

In this paper, we start by introducing some preliminaries about min-max optimal control and the associated Hamilton-Jacobi-Bellman-Isaacs partial differential equation and discrete barrier states used to enforce safety in trajectory optimization in Section II. In Section III, we use barrier states with min-max DDP to develop a safety embedded min-max DDP that provides robust and safe nonlinear control for safety-critical systems. Leveraging min-max optimal control assumptions, the developed algorithm utilizes a Stackelberg game strategy which helps finding the optimal strategies for each player, increasing the robustness of the min player that produces the feedback control policy of interest. We implement the proposed algorithm in Section IV first on a parametrically uncertain model of an inverted pendulum in which we consider two different cases of uncertainty levels. To show the efficacy of the algorithm on non-parametric disturbances, we implement it on a quadrotor flying in an obstacle course in a windy environment (Fig. 1). Similar to the pendulum, we consider two different cases of disturbance levels. The developed algorithm is shown to consistently outperform standard DBaS-DDP [14] in safely completing the task with a much less variance in the states at the expense of having a larger root-mean-square deviation (RMSD) from the target. Finally, we provide concluding remarks and future directions in Section V.

II. Preliminaries

A. Differential Games and Min-Max Optimal Control

Consider the differential game problem

$$ J(x, U, V) = \min_{u} \max_{v} \sum_{k=1}^{N-1} L(x_k, u_k, v_k) + \phi(x_N) $$  \quad (1)

subject to

$$ x_{k+1} = f(x_k, u_k, v_k) \quad \text{(2)} $$

where $k \in \mathbb{Z}^+_0$ is the time step, $x_k \in \mathcal{X} \subset \mathbb{R}^n$ is the state of the system at time step $k$, $u_k \in U \subset \mathbb{R}^m_u$ is the minimizing player, $v_k \in V \subset \mathbb{R}^m_v$ is the maximizing player, $U$ and $V$ are the minimizing and maximizing control sequences, $L : \mathbb{R}^n \times \mathbb{R}^{m_u} \times \mathbb{R}^{m_v} \to \mathbb{R}^+$ is a running cost, $\phi : \mathbb{R}^n \to \mathbb{R}^+$ is a terminal cost and $f : \mathcal{X} \to \mathcal{X}$ is the model of some dynamical system. In control theory, this problem is classically looked at as an optimal control problem with some disturbance or uncertainty in the dynamics in which it is desired to find an optimal control policy that is robust against disturbances and uncertainties. This problem is also known as a min-max optimal control problem.

In optimal control, it is well known that under certain conditions, the optimal solution, known as the value function $V$, satisfies the Hamilton-Jacobi-Bellman (HJB) partial differential equation (PDE). In min-max optimal control, i.e. for the game in (1)-(2), the corresponding PDE is known as the Hamilton-Jacobi-Bellman-Isaacs (HJBI) PDE [15] which is given by

$$ V(x_k) = \min_{u_k} \max_{v_k} \{ L(x_k, u_k, v_k) + V(x_{k+1}) \} \quad \text{(3)} $$

B. Barrier States

In essence, a barrier function can be defined as a continuous real valued function on a non-empty open set whose value approaches infinity as its independent variable goes close to the boundaries of the set’s complement. Namely, consider a superlevel set $S \subset \mathbb{R}^n$ defined by a smooth real valued function $h : \mathcal{X} \subset \mathbb{R}^n \to \mathbb{R}$ such that the set, its interior and its boundary are defined respectively as $S = \{ x \in \mathcal{X} : h(x) \geq 0 \}$, $S^o = \{ x \in \mathcal{X} : h(x) > 0 \}$ and $\partial S = \{ x \in \mathcal{X} : h(x) = 0 \}$. We can define a barrier function $B : \mathbb{R}^n \to \mathbb{R}$ to be a smooth function such that for some $x \in S^o$, if $x \to \partial S$ and $h \to 0$, then $B(h) \to \infty$. $B$ is commonly selected to be a logarithmic barrier or an inverse barrier.

Consider the discrete-time nonlinear safety-critical control system

$$ x_{k+1} = f(x_k, u_k) \quad \text{(4)} $$

whose states are desired to stay in the interior of the superlevel set $S$ under the feedback controller $u_k = K(x_k)$. That is, we seek to render $S^o$ controlled invariant with respect to the closed loop system $f(x_k, K(x_k))$.

**Definition 1.** The set $S^o \subset \mathbb{R}^n$ is controlled invariant, also referred to as safe, with respect to the control dynamical system (4) if $\forall x_0 \in S^o$, given the feedback policy $u_k = K(x_k)$, $x_k \in S^o \forall k \in \mathbb{Z}^+$. Equivalently, the safety condition

$$ h(x_k) > 0 \forall k \geq 0; \ x(0) \in S^o \quad (5) $$

is satisfied.

The barrier states (BaS) method [13] enforces safety by embedding the state of the barrier function into the model of the safety-critical system expressing hard constraints as states of the system to be driven and stabilized with the original states. In other words, the safety constraints are transformed into performance objectives in a higher dimensional state space. It is worth noting that in optimal control settings, this also elevates the dimension of the sought-after value function.

As $B$ can be picked to be any valid barrier function, we define the barrier function of $x$ to be $\beta(x_k) := B \circ h(x_k)$. To achieve forward invariance of the set $S^o$, define the barrier state $u_k := \beta_k - \beta^d$, where $\beta_k = \beta(x_k)$ and $\beta^d = B \circ h(x^d)$ for the target state $x^d$. As noted in [14], shifting $w$ by $\beta^d$ is not required specifically for our development of safe trajectory optimization. From Definition 1 and the definition of barrier functions, the following proposition states a necessary and sufficient condition to enforce safety [14].

**Proposition 1.** The safe set $S^o$ is controlled invariant through the feedback control law $u_k = K(x_k)$ if and only if $w_0 < \infty \Rightarrow w_k < \infty \forall k \in \mathbb{Z}^+$.

In other words, as long as the barrier state is rendered bounded, the system is safe. Hence, the discrete barrier state (DBaS) of the safety condition (5) for the system (4) can be given as

$$ w_{t+1} = B \circ h(f(x_t, u_t)) - \beta^d \quad \text{(6)} $$
III. ROBUST AND SAFE TRAJECTORY OPTIMIZATION

In this paper, we wish to design a safe and robust feedback control policy \( u \) with the existence of an invasive player \( v \). To solve this problem, we consider the min-max optimal control problem (1)-(2) in a constrained environment, i.e. the dynamics of the system is subject to some safety constraints. Specifically, the min-max optimal control problem is subject to \( h(x_k) > 0 \ \forall k \in [0, N] \). To address the safety constraint, we use discrete barrier states to portray the safety condition in the optimization problem which is then solved through differentials programming (DDP). In our development, we do not impose other than standard regularity conditions on the optimization problem and the safety constraints. Namely, the dynamics of the system \( f \) and the function \( h \) defining the safe set are continuously differentiable, the running and terminal costs are at least twice continuously differentiable and the players polices are continuous.

A. Game Theoretic Discrete Time Barrier States

To address the safety constrained min-max optimal control problem, we reformulate the DBaS according to the differential dynamics in (2). Consequently, we derive the game theoretic discrete barrier state equation (GT-DBaS) as

\[
w_{k+1} = B(h(f(x_k, u_k, v_k))) - \beta^d
\]

(7)

For \( q \) constraints, depending on the problem settings, one could define a single barrier state or multiple barrier states for multiple constraints. Let \( w \in \mathbb{R}^q \) be a vector of \( q \) barrier states. Augmenting this state vector to the differential games dynamical system’s states, we get \( \hat{x} = \left[ \begin{array}{c} x \\ w \end{array} \right] \). Therefore, the safety embedded differential game becomes

\[
J(\hat{x}, U, V) = \min_u \max_v \sum_{k=1}^{N-1} \mathcal{L}(\hat{x}_k, u_k, v_k) + \phi(\hat{x}_N)
\]

(8)

subject to the dynamics

\[
\dot{\hat{x}}_{k+1} = \hat{f}(\hat{x}_k, u_k, v_k)
\]

(9)

where \( \hat{f} = B(h(f(x_k, u_k, v_k))) - \beta^d \). It is worth noting that the GT-DBaS can also be driven by the adversarial control \( v \) and is part of the cost function posing more difficulties to the minimizing control \( u \) in achieving performance and safety objectives in which the latter is achieved by ensuring boundedness of the GT-DBaS. As a result, unlike the unconstrained case, picking \( R_v \) just slightly bigger than \( R_u \) may not result in a convergent solution as the hostile player also has access to the safety critical state’s dynamics and cost. Hence, one needs to tune \( R_v \) with a relatively high penalty to get a convergent solution as we will show in the application examples in Section IV.

B. Safety Embedded Min-Max DDP

Aiming to develop robust control policies for high-dimensional discrete-time systems, Morimoto et al. [4] used discrete DDP in a min-max framework. The developed optimal policy generated by the min-max DDP was implemented on a simulated biped robot and shown to outweigh a hand-tuned PD controller which failed to handle unknown disturbances as did the standard DDP. Sun et al. [6] extended the min-max DDP to continuous time systems and included more terms missed in the previous attempt in the DDP algorithm for the discrete case. The developed algorithm, named game-theoretic DDP (GT-DDP), was experimented on a quadrotor with a sling load which can lead to major errors in the model due to the pendulous oscillation during flight.

In this work, we are interested in robustifying the trajectory optimization problem in safety-critical environments. In particular, we are to develop a safe and robust optimal control policy through the use of DBaS-DDP in [14] in the framework of differential games, i.e. using min-max DDP.

Consider a nominal trajectory of the safety embedded states and the players policies \((\hat{x}, \hat{u}, \hat{v})\), and the safety embedded HJBI equation

\[
V(\hat{x}_t) = \min_{u_t} \max_{v_t} \{ \mathcal{L}(\hat{x}_t, u_t, v_t) + V(\hat{x}_{t+1}) \}
\]

(10)

with a boundary condition \( V(\hat{x}_N) = \phi(\hat{x}_N) \). The algorithm consists of iterative backward passes along the value function and its derivatives along the system’s states resulting from expanding the HJBI equation (10) around the state-inputs nominal trajectory and forward passes along the safety embedded dynamics (9). In consideration of that, given a nominal trajectory, we compute the local second order model of the variation function \( \mathcal{H} \) resulted from expanding the HJBI equation as

\[
\mathcal{H}_x = \mathcal{L}_x + V\hat{x}_f, \quad \mathcal{H}_{\hat{x}\hat{x}} = \mathcal{L}_{\hat{x}\hat{x}} + \bar{f}_x^T V\hat{x}_x \hat{x}_f + V_x \hat{x}_f
\]

\[
\mathcal{H}_u = \mathcal{L}_u + V\hat{x}_f, \quad \mathcal{H}_{uu} = \mathcal{L}_{uu} + \bar{f}_u^T V\hat{x}_x \hat{x}_u + V_x \hat{x}_u
\]

\[
\mathcal{H}_v = \mathcal{L}_v + V\hat{x}_f, \quad \mathcal{H}_{vv} = \mathcal{L}_{vv} + \bar{f}_v^T V\hat{x}_x \hat{x}_u + V_x \hat{x}_u
\]

\[
\mathcal{H}_{\hat{x}u} = \mathcal{L}_{\hat{x}u} + \bar{f}_x^T V\hat{x}_x \hat{x}_u + V_x \hat{x}_u, \quad \mathcal{H}_{\hat{x}v} = \mathcal{L}_{\hat{x}v} + \bar{f}_x^T V\hat{x}_x \hat{x}_v + V_x \hat{x}_v
\]

\[
\mathcal{H}_{uv} = \mathcal{L}_{uv} + \bar{f}_u^T V\hat{x}_x \hat{x}_u + V_x \hat{x}_u
\]

(11)

Following the derivations in [6] for the safety embedded min-max problem, the optimal polices are then computed as

\[
\delta u^*_k = k_{u_k} + K_{u_k} \delta x_k, \quad \delta v^*_k = K_{v_k} \delta x_k
\]

(12)

where at time instant \( k \),

\[
k_u = -\bar{\mathcal{H}}^{-1}_{uu}(\mathcal{H}_u - \mathcal{H}_{uv} \mathcal{H}_{vv}^{-1} \mathcal{H}_v)
\]

\[
K_u = -\bar{\mathcal{H}}^{-1}_{uu}(\mathcal{H}_{ux} - \mathcal{H}_{uv} \mathcal{H}_{vv}^{-1} \mathcal{H}_{vx})
\]

\[
k_v = -\bar{\mathcal{H}}^{-1}_{vv}(\mathcal{H}_v - \mathcal{H}_{vu} \mathcal{H}_{uu}^{-1} \mathcal{H}_u)
\]

\[
K_v = -\bar{\mathcal{H}}^{-1}_{vv}(\mathcal{H}_{vx} - \mathcal{H}_{vu} \mathcal{H}_{uv}^{-1} \mathcal{H}_{uv})
\]

given

\[
\bar{\mathcal{H}}_{uu} = \mathcal{H}_{uu} - \mathcal{H}_{uv} \mathcal{H}_{vv}^{-1} \mathcal{H}_{vu}, \quad \bar{\mathcal{H}}_{vv} = \mathcal{H}_{vv} - \mathcal{H}_{vu} \mathcal{H}_{uv}^{-1} \mathcal{H}_{uv}
\]
Accordingly, the value function’s equations used in the backward propagation are

\[ V_k = V_{k+1} + k^T u H u + k^T v H v + \ldots \alpha u \text{ and update } u^* \text{ given } (\bar{x}, u^*, v^*); \]

Forward propagate \( \hat{f}(\bar{x}, u^*, v^*) \);
end
Update \( \Delta V, \bar{x}, \bar{u}, \bar{v} \)
end

To our interest, preforming a proper line-search for both players helps converging to the optimal solution and hence robustifying our controller. Indeed, performing line-search for the max player makes it more aggressive in the sense that it tries to find the optimal strategy to increase the cost which then the min player observes and optimizes about hoping to achieve a saddle point with a more robust control. Min-max DDP [5], [6] with regularization only, solves the unconstrained problems with no issues. However, once the constraints are imposed, a more complex problem is faced, and the algorithm fails to find a convergent solution.

The performed backtracking search takes the form

\[ \delta v^*_k = \alpha_v k v v + k v u \delta \bar{x}_k, \delta u^*_k = \alpha_u k u u + k u u \delta \bar{x}_k \]

where \( \alpha_u \) and \( \alpha_v \) are the search parameters, which start with a value of 1 and are iteratively reduced as needed. As in [18], we use the expected total cost change

\[ \Delta J(\alpha_u, \alpha_v) = \sum_{k=1}^{N-1} \alpha_u k u u \alpha_v k v v + \]

\[ \alpha_v k v v \alpha_u k u u \delta \bar{x}_k \]

(14)

The solution is accepted when the ratio of the actual change in cost to the expected one, \( z = \frac{\Delta V}{\Delta J} \), is positive when minimizing and is negative when maximizing. The proposed algorithm is summarized in Algorithm 1.

Algorithm 1: Safety Embedded Min-Max DDP

Input: Model \( f \), initial condition \( x_0 \), running cost \( L \), terminal cost \( \phi \), safe region’s function \( h \), nominal controls \( \bar{u}, \bar{v} \), horizon \( N \), convergence threshold \( \epsilon \);  
Output: \( V^*, x^*, u^*, v^*, K_u, K_v, V^*_x, V^*_v \); 
Precompute: Barrier state dynamics \( f_w \) and create \( \hat{f} \), nominal trajectory \( \bar{x} \); 
while \( \Delta V > \epsilon \) do  
Compute costs \( L, \phi \) and \( V, V_{\bar{x}}, V_{\bar{v}} \) at \( k = N \); 
for \( k = N-1 \) to 1 do 
Compute \( \hat{f}_x, \hat{f}_u, \hat{f}_v \); 
Compute the matrices in (11); 
Regularize \( H_{uu} \) and \( H_{vv} \) if needed; 
Compute \( k_u, K_u, K_v, V^*_x, V^*_v \); 
end
for \( k = 1 \) to \( N-1 \) do 
Compute \( \delta v^* \) and \( v^* = \bar{v} + \delta v^* \); 
Backtracking line-search \( \alpha_v \) and update \( v^* \) given \( (\bar{x}, \bar{v}, v^*) \); 
Compute \( \delta u^* \) and \( u^* = \bar{u} + \delta u^* \); 
Backtracking line-search \( \alpha_u \) and update \( u^* \) given \( (\bar{x}, \bar{u}, v^*) \); 
Forward propagate \( \hat{f}(\bar{x}, u^*, v^*) \); 
end
Update \( \Delta V, \bar{x}, \bar{u}, \bar{v} \); 
end
TABLE I
COMPARISON OF MINMAX DBAS-DDP (PROPOSED) AND DBAS-DDP (BASELINE) UNDER DIFFERENT UNCERTAINTY OR DISTURBANCE LEVELS.

| System | Noise Level | Pendulum | Quadrator |
|--------|-------------|----------|-----------|
|        |            | Moderate | High      | Moderate | Baseline | Moderate | Baseline |
| Safety (%) | Proposed | 89.8 | 79.4 | 81.7 | 79.5 | 98.6 | 90.8 | 94.3 | 83.3 |
| Reachability (%) | Proposed | 86.7 | 95.6 | 71 | 79.7 | 98.1 | 99.4 | 86.5 | 90.4 |
| Success (%) | Baseline | 86.4 | 75.5 | 66.3 | 48.9 | 96.7 | 90.3 | 81.6 | 75.2 |
| RMSD | Baseline | 0.202 | 0.119 | 0.275 | 0.209 | 0.65 | 0.584 | 0.852 | 0.791 |
| Total State Variance | Baseline | 39.8 | 86.3 | 172.9 | 209.9 | 230.2 | 320.3 | 421.8 | 603.5 |

TOTAL STATE VARIANCE IS THE SUM OF VARIANCES OF ALL STATES OVER THE ENTIRE TIME HORIZON.

IV. APPLICATION EXAMPLES

In this section, we implement the proposed algorithm, MinMax DBaS-DDP, and compare it against DBaS-DDP [14]. The two methods are compared in terms of safety (defined as not violating the safety constraints), reachability (defined as reaching a terminal state within a pre-specified distance from the target), success (defined as safely reaching the target), root-mean-square deviation from reaching the exact target state and total state variance (defined as the sum of variances of all states over the entire time horizon). We consider two scenarios for each problem, one with a moderate disturbance level and one with a high disturbance level. The numerical results are provided in Table I. To get meaningful results, each experiment is run for 1000 Monte Carlo simulations. In both examples, and for both cases of noise levels, MinMax DBaS-DDP consistently achieves the highest safety and success rates with lower variance but that comes at the expense of having a bigger RMSD from the target, which means slightly less reachability rate. It is worth mentioning that min-max DDP with barrier states but without the proposed line-search as the algorithms in [5], [6] fails to converge or compute meaningful solutions as we hypothesised. Moreover, it is worth mentioning that converging to a meaningful saddle point, i.e. a solution that provides a robust feedback policy, using an iterative local algorithm for such a constrained differential game may not be easy. Hence, a dense line-search could be needed.

All systems are initialized with steady-state nominal trajectories (zero input for the inverted pendulum and hovering over the initial condition for the quadrotor). Both systems are discretized using the forward Euler method with \( \Delta t = 0.01 \).

A. Velocity Constrained Inverted Pendulum

We start with a constrained simple inverted pendulum to get a good comprehension about the effect of considering a maximizing player to the safety-critical problem. Consider the inverted pendulum dynamics

\[
I \ddot{\theta} + b \dot{\theta} - mgl \sin(\theta) = u + v
\]

with a safety constraint in the angular velocity not to exceed 5, i.e. \(|\dot{\theta}| < 5 \) rad/sec. We assume that the model that we use to design our controller has \( l = 0.75 \) m, \( b = 0.15 \) N·s/m, \( m = 1.5 \) kg, \( I = ml^2 \) and \( g = 9.81 \) m/s². The model’s parameters are assumed to be off from the true system. We consider two scenarios in which for the first scenario, the uncertainty is moderate which is modeled by a normal distribution with mean \( \mu_{\text{Moderate}} = 10\% \) and standard deviation \( \sigma_{\text{Moderate}} = 30\% \). For the second scenario, the uncertainty is high which is modeled by a normal distribution with mean \( \mu_{\text{High}} = 20\% \) and standard deviation \( \sigma_{\text{High}} = 50\% \). Moreover, we assume that each model parameter has a different uncertainty, i.e. \( l_{\text{true}} = 0.75c_1 \) m, \( b_{\text{true}} = 0.15c_2 \) N·s/m and \( m_{\text{true}} = 1.5c_3 \) kg, where \( c_i = 1 - x_i \), where \( x \sim \mathcal{N}(\mu, \sigma) \) and \( i = 1, 2, 3 \). The goal is to swing up the pendulum to the up right position \( \theta = 0 \) in one and a half seconds and finish the task with a small angular velocity. The target is reached if the final angle is within 0.3 rad from the target 0. Forming the problem as an optimal control problem while considering a hostile disturbance, we consider the quadratic cost function

\[
J = \min_u \max_v \sum_{k=1}^{N-1} (R_u u_k^2 - R_v v_k^2) + x_N^T S x_N
\]

subject to (15) and \(|\dot{\theta}| < 5 \) rad/sec. To address the safety constraint, we define \( h = 5^2 - \dot{\theta}^2 \) and create the barrier function \( \beta = \frac{1}{\sigma^2 - \dot{\theta}^2} \) and finally we define a DBaS, \( w \), according to (7). Embedding the DBaS into the dynamics gives a third order system with the cost function

\[
J = \min_u \max_v \sum_{k=1}^{N-1} (Q_{\text{DBaS}} w_k^2 + R_u u_k^2 - R_v v_k^2) + x_N^T S x_N
\]

where we choose \( Q_{\text{DBaS}} = 1000 \), \( R_u = 0.1 \), \( R_v = 1.1 \), \( S = \text{diag}(1000, 5, 500) \). In such a problem, it must be noted that the barrier state uses the poor model and is propagated based on the poor model.

The results are As shown in Fig. 2 and in Table I. It can be concluded that the proposed MinMax-DBaS-DDP clearly robustifies the controller in terms of handling uncertainty and completing the task safely. Nonetheless, this comes at the sacrifice of having a larger RMSD, which can be seen in Fig. 2 near the end of the trajectory that it has a larger variance.

B. Quadrotor in a Windy Constrained Environment

We consider a quadrotor flying in a windy environment with obstacles. We use the model derived in [20] in which the force of a sinusoidal wind turbulence enters the linear velocities, in the body frame, of the quadrotor in all three dimensions \( x, y \) and \( z \) randomly with a zero mean and a standard deviation \( \sigma \), i.e. \( F_{\text{wind}} = \sigma \rho \sin(t) \) where \( F \) is
the force, \( i \) is \( x, y \) or \( z \) and \( \rho \) is a random variable drawn from the standard normal distribution. The obstacle course consists of randomly generated obstacles and thus the safe set is defined as \( S^w = \{ [x \ y \ z]^T \in \mathbb{R}^3 \mid (x - o_j)^2 + (y - o_j)^2 + (z - o_j)^2 - r_j^2 > 0 \} \) where \( j \) is number of obstacles, and \( o_j \) and \( r_j \) are the \( j \) obstacle’s center and radius. The quadrotor is to fly from the starting point \((10, 0, -1)\) to the target point \((-5, -3, 2)\) in a moderate turbulence with \( \sigma = 15 \) and a high turbulence with \( \sigma = 20 \) in 5 seconds. The target is considered reached if the final position is within 2 units from it.

We first examine different robustness results with different choices of \( R_v \) under the moderate turbulence. For a quadratic cost as in \((16)\) and one DBaS representing all the obstacles, we choose the parameters, \( R_v = 10^{-4}I, Q_{\text{DBaS}} = 0.1, S = I, S_i = 10 \). Fig. 1 shows two robustness results for two different penalization coefficients of the maximizing player’s input, \( R_v = \frac{1}{1000}I \) (blue) and \( R_v = \frac{1}{100}I \) (purple). The solid trajectories represent the mean trajectories and the shaded regions represent confidence regions of 95% generated by 1000 trajectories. It can be seen that the control policy generated by the min player with less penalization of the max player generates a more risk sensitive solution and is completely safe.

Now we compare the proposed approach against the standard DBaS-DDP while allowing less control authority for the minimizing player. Namely, we pick \( R_u = 10^{-2}I \) and \( R_v = 15 \times 10^{-2} \), which is the smallest coefficient obtained with a convergent solution. Fig. 3 shows a comparison between the proposed MinMax-DBaS-DDP and the DBaS-DDP flying the quadrotor in the moderately turbulent environment. As shown, the proposed controller provides a substantial improvement in robustness compared to the standard DBaS-DDP. The standard DBaS-DDP has a larger, hazardous confidence region while the more robust MinMax-DBaS-DDP, has a tighter and safer confidence region. Table I provides the detailed comparison under the moderate disturbance as well as the high disturbance in which it is shown that the proposed method achieves higher safety and success rates and less variance but a lower reachability rate and a larger RMSD.

From our experiments, we can conclude that penalizing \( R_u \) less or \( R_v \) more tends to ease the problem for the min player and thus converges quickly, but makes the controller less robust. However, to increase robustness, the max player needs to be penalized less but needs to be tuned carefully to avoid divergence especially with the existence of GT-DBaS as we mentioned earlier. Moreover, penalizing the running and terminal states more, including the GT-DBaS, tends to decrease robustness of the min player. This can be interpreted as increasing the importance of achieving the target over handling disturbances. In other words, there is a trade-off between increasing robustness and completing the task with a small deviation from the target.

V. Conclusion

In this paper, a robust and safe trajectory optimization algorithm was presented. To enforce safety, the proposed algorithm utilized barrier states that are embedded into the model of the safety-critical system to reconstruct the constraints as performance objectives in a higher dimensional state space. For robustness, a min-max optimal control approach was adopted utilizing a game-theoretic interpretation to the problem developing a more robust minimizing controller. The min-max optimal control problem was solved using differential dynamic programming. Finally, an improved line-search strategy in the feed-forward gains of players was proposed. The line-search helps the max player to increase the cost and helps avoiding irregularities in \( H_{vv} \) and \( H_{uu} \).
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