Introduction of Balinese Script Handwriting Using Zoning and Multilayer Perceptron
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Abstract
Handwriting identification is one out of the many research ever conducted. In its development, the handwriting can be written in real time by the user by using the mouse (online character recognition). Various studies on the traditional character handwriting recognition continue to be developed. One of them is the recognition of the Balinese characters. Balinese characters have their own unique characters compared with the other regions. The difference between the shapes of the characters with the other characters are quite similar, or there are some characters that can only be distinguished by a small sketch or doodle.

This study uses Artificial Neural Network with Backpropagation algorithm to perform the Balinese characters recognition and zoning as a method of feature extraction. In a variation of the extraction method, the characteristics used are Image Centroid and Zone (ICZ), Zone Centroid and Zone (ZCZ) and normalization of features. Of the three methods, it will be determined the best method used in the Balinese characters recognition.

From the test results of the extraction method, the combined characteristics of the ICZ, ZCZ and normalization of features were the most effective to be used for the recognition of the Balinese characters. The level of accuracy obtained from the results of the online testing was 71.28% and 72.31% for offline testing, with parameters of Backpropagation, which used the value of learning rate of 0.03, a momentum value of 0.5 and the number of neurons in the hidden layer of 130.
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1. INTRODUCTION

Current technological developments provide a great influence on science and the development of technology will provide convenience for its users. Pattern recognition is one of the fields nowadays which is widely developed and used in various introductions such as fingerprint recognition, speech recognition and writing recognition. Pattern recognition itself is a scientific discipline that classifies objects based on predetermined parameters into several classes or categories. So that computers are required to be able to recognize a pattern like human abilities. Among its applications, the introduction of writing has its own uniqueness and level of difficulty to recognize.

Given that Indonesia has cultural diversity, Indonesia also has a diversity of regional writings. For this reason, the object of writing is Balinese script. The Balinese script writing has
its own uniqueness with other regional writings. The difference in form between one character and another character is almost the same and there are characters that are only distinguished by small strokes or strokes. From these problems, an application needs to be able to recognize Balinese script well. In addition, it is expected to contribute to the preservation of culture. In the last few years, many techniques have been used in handwriting recognition, such as the Modified Discrimination Function (MDF) Classifier and Learning Vector Quantization [1], Vector Machine Support and Nearest Neighbor [2].

The zoning method is one of the feature extraction methods in popular and simple imagery that is used to extract features from an image. By using the image zoning method, it will be divided into several zones of the same size and then the respective zones will be taken. From the method, in this study the Artificial Neural Network (ANN) method, the Multilayer Perceptron with Backpropagation and zoning algorithms, is used as a feature extraction method to be able to recognize Balinese script well. Variations in feature extraction methods used are Image Centroid and Zone (ICZ), Zone Centroid and Zone (ZCZ) [3] and normalization of features. In this research the system will be developed to be able to do an online introduction where Balinese script writing data can be written using the mouse in real time by the user.

2. METHODS

2.1. Zoning Feature Extraction

Retrieving the characteristics of the image using the zoning method. One of them is the distance feature metric extraction method of centroid and zone (ICZ) and Zone Centroid Zone (ZCZ) [3]. Using this method, the first centroid will be calculated from the input image. Coordinates can be expressed by points \((x_c, y_c)\).

\[
\begin{align*}
x_c &= \frac{\sum_{i=1}^{x} f(x,y)x_i}{\sum f(x,y)}, & y_c &= \frac{\sum_{i=1}^{y} f(x,y)y_i}{\sum f(x,y)}
\end{align*}
\]

With \(f(x,y)\) pixel value of the image in a certain position. Then, the image will be divided into \(n\) zones. Dimensional input image size \(m \times n\) will be divided into \(n\) zones so that the size of each zone is \(m/n \times n/n\). The results of this stage will produce \(n\) features of each Balinese character. Using a combination will produce \(2n\) features.

Following is the Zoning Image Centroid and Zone (ICZ) Algorithm:

a) Calculate the centroid of the input image
b) Calculate the distance of the centroid of the image with each pixel in the zone
c) Repeat steps (c) for all pixels in the zone
d) Calculate the average distance between these points
e) Repeat steps (c) to (e) for all zones in sequence
f) Save \(n\) features for the next stage

Following is the Centroid and Zone (ZCZ) Zoning Zone Algorithm:

a) Share the image into \(n\) zones
b) Calculate the centroid of each zone
c) Calculate the distance of the zone centroid with each pixel in the zone
d) Repeat steps (c) for all pixels in the zone
e) Calculate the average distance between these points
f) Repeat steps (b) to (e) for all zones in sequence

Artificial Neural Network (ANN) is a concept of knowledge engineering in the field of artificial intelligence that is designed by adopting the human nervous system, whose processing is mainly in the brain [4].
The ANN design is generally shown in Figure 1. The image, the input vector consists of a number of values given as input values in ANN. The input vector has three values \((x_1, x_2, x_i)\) as features in the data that will be processed in ANN. Each input value passes a \(w\)-weighted relationship, then all values are combined. The combined value is then processed by the activation function to produce the \(y\) signal as output.

The activation function uses a (threshold) value to limit the output value so that it is always within the specified value limit.

![ANN Architecture](image)

Figure 1 ANN Architecture

Judging from the number of layers, ANN can be divided into two types, namely ANN single layer and plural ANN layers. A single ANN has one layer of processing neurons. One layer can contain many neurons. Figure 1 is an example of a single layer ANN with the number of one neuron. Examples of single layer ANN algorithms are Perceptron, Delta, and so on. While the multi-layer ANN has a number of intermediate neurons that connect input vectors with the exit layer. The intermediate layer is called hidden layer (hidden layer). Examples of multiple layer ANN algorithms are Constructive Backpropagation, Recurrent Neural Network, Backpropagation and so on.

2.3. Multilayer Perceptron with Backpropagation

Multiple layer perceptron (Multilayer Perceptron / MLP) is a derivative ANN from Perceptron, in the form of feedback ANN (feedforward) with one or more hidden layers (hidden layer). Usually, the network consists of one input layer, at least one layer of computing neurons in the middle (hidden), and a computational neuron layer output. The input signal is propagated with forward direction at layer-by-layer [4]. The MLP architecture is shown in Figure 2.

![MLP Architecture](image)

Figure 2 MLP Architecture

Many training algorithms are available, but the most popular is Backpropagation. This method was first proposed in 1969 (Bryson and Ho, 1969), but was later ignored because of heavy computing. In the mid 1980s this algorithm was again discussed. The training method carried out by the Backpropagation algorithm is the same as the Perceptron. A number of training data as input patterns are given to the network. The network calculates the output pattern. If there is an error (the difference between the desired output target and the output value), the weight in the network will be updated to reduce the error.

Dalam In MLP Backpropagation, the training algorithm has two phases. The first phase, the vector / input pattern is given in the input layer. The network then propagates the input pattern from the input layer to the first hidden layer, then passes it to the next hidden layer until
the output value is generated by the output layer. The second phase, if the output value/pattern is different from the desired output value, the error will be calculated, then reversed from the output layer until it returns to the input layer. Weight is modified during the reverse propagation process [5].

The backpropagation training algorithm with binary sigmoid activation functions is as follows:

0) Initialize weights with small random numbers.
1) If the condition is not reached, do steps 2 - 9.
2) For each pair of training data, do steps 3 - 8.

Forward propagation
3) Each input unit \( x_i, i = 1, 2, \ldots, n \) receive \( x_i \) signal and forward this signal to all hidden layer units.
4) Calculate all output in the hidden unit \( z_j (j = 1, \ldots, p) \).

\[
\begin{align*}
  z_{\text{net}}_j &= v_{ji} + \sum_{i=1}^{n} x_i v_{ji} \\
  z_j &= f(z_{\text{net}}_j) = \frac{1}{1 + e^{-z_{\text{net}}_j}}
\end{align*}
\]  

0) Calculate all network output in the unit \( y_k (k = 1, 2, \ldots, m) \).

\[
\begin{align*}
  y_{\text{net}}_k &= w_{kj} + \sum_{j=1}^{p} z_j w_{kj} \\
  y_k &= f(y_{\text{net}}_k) = \frac{1}{1 + e^{-y_{\text{net}}_k}}
\end{align*}
\]

Reverse propagation
1) Calculate factors \( \delta \) output unit based on errors in each output unit \( y_k (k = 1, 2, \ldots, m) \).

\[
\delta_k = (t_k - y_k) y_k (1 - y_k)
\]

Calculate weight correction (used to renew \( w_{kj} \)) with the acceleration rate \( \alpha \).

\[
\Delta w_{kj} = \alpha \delta_k z_j
\]

2) Calculate factors \( \delta \) hidden units based on errors in each hidden unit \( z_j (j = 1, 2, \ldots, p) \).

\[
\delta_{\text{net}}_j = \sum_{k=1}^{m} \delta_k w_{kj}
\]

Calculate error information \( \delta \) by multiplying \( \delta_{\text{net}}_j \) with the activation function derivative.

\[
\delta_j = \delta_{\text{net}}_j z_j (1 - z_j)
\]

Calculate changes in weight \( v_{ji} \) (which will be used to change the weight \( v_{ji} \)).

\[
\Delta v_{ji} = \alpha \delta_i x_i
\]

3) Calculate all weight changes to the output units and hidden units

\[
\begin{align*}
  w_{kj}(baru) &= w_{kj}(lama) + \Delta w_{kj} \\
  v_{ji}(baru) &= v_{ji}(lama) + \Delta v_{ji}
\end{align*}
\]

4) The condition test stops using RMSE or the maximum iteration.

2.4 Research Design
This study took the title "Introduction to Balinese Script Online Using Artificial Neural Network". This research belongs to experimental research research [6]. The object of research is
Balinese characters and the method used is Multilayer Perceptron with the Backpropagation algorithm. The research object will be treated or treated. The treatment in question is in the process of recognition, the object will be carried out an introduction process with different artificial neural network architectures.

The treatment given is the difference in the number of neurons in the hidden layer, the size of the learning rate and the momentum value. Then from the results of treatment or treatment that has been done, it will be seen the accuracy of the introduction of each MLP network architecture in the character recognition of Balinese characters.

In this research, the independent variable (the manipulated factor) is the architecture of the Multilayer network Perceptron changes the number of neurons in the hidden layer, the rate of the learning rate and momentum. The dependent variable is the accuracy of the introduction of Balinese script. By using the number of neurons in the hidden layer, different rates of learning and momentum will give different recognition accuracy.

2.5 Data Collection

In this study the type of data used is primary data. Data will be taken by scanning handwritten data from each respondent. The data was collected by respondents themselves by writing each character so that for each respondent got 65. The number of respondents used in this study was 13 people with the image format in the form of .bmp. In addition, the data will be collected from the fonts of the dwijendra bali simbar. In this study an online introduction will be carried out, so data is also collected from handwriting using a mouse.

2.6 Preprocessing

To get information from the image, the previous image will be processed to get the information, called the initial data processing stage (preprocessing). Figure 3 is the initial stage flowchart carried out in the system.

![Figure 3 Preprocessing Phase](image-url)
2.7 Methods Used

In this study, the method used for feature extraction is the zoning method and for Balinese script pattern recognition using the Multilayer Perceptron using the Backpropagation learning method. The research method scheme can be seen in Figure 4.

![Research Method Scheme](image)

**Figure 4 Research Method Scheme**

2.8 Testing and Evaluation

Character samples have their own characteristics for each different writing and different respondents. In data collection there were 10 respondents consisting of men and women with an average age of 22 years and 3 respondents from Balinese language teachers. From the results of collecting datasets, 1170 data will be used for training and 195 data used for testing.

In the testing process the accuracy or level of character recognition with the program will be tested. In this study testing was carried out by making several changes to the number of neurons in the hidden layer, learning rate and momentum values. Planning the number of neurons in the hidden layer to be used is 80 to 130. The learning rate and momentum to be used are several values in the range from 0.01 to close to 1.

In the test some changes were made, for each test performed the accuracy value was calculated (system accuracy). The value of accuracy can be calculated by the following equation [7]:

\[
P(N) = \frac{I_N}{N} \cdot 100
\]

Information:
- \( P(N) \) : Value of accuracy (accuracy)
- \( I_N \) : Amount of data that was successfully identified
- \( N \) : Total number of samples
3. RESULTS AND DISCUSSION

3.1 Feature Extraction Method

The testing of this feature extraction method was carried out to determine the level of accuracy produced by each extraction method. The method that has the highest accuracy will be used to analyze backpropagation networks. The training data used are the results of the collection of handwritten scans, handwriting with the mouse and fonts of the dwijendra cymbals. 18 sample samples were used for each character, so there were 1170 training data samples. The number of samples for testing there are 3 samples per script, so there are 195 sample testing data. Data for testing is different from data for training. The method used in this study is image centroid and zone (ICZ), a combination of image centroid and zone (ICZ) and zone centroid zone (ZCZ) and a combination of ICZ, ZCZ and normalization. The characteristics of backpropagation used to perform this test are the learning rate value 0.01, the number of hidden layer 130 neurons, the momentum value of 0.5 and the target error of 0.01. The maximum epoch limit is 10000.

From the results in Table 1, the use of extraction methods influences the level of accuracy produced because the features produced from an image will represent the identity of the image itself.

3.2 Backpropagation Parameter Analysis

In this analysis several tests were carried out using research variables, namely the learning rate, the number of neurons in the hidden layer and momentum in the training process using the backpropagation algorithm. The feature extraction method used is a combination of ICZ, ZCZ and normalization. In each test used training data 1170 and testing data used is 195 data. The error target used is 0.0189 and the iteration limit is 10000.

The first is learning rate testing. This test was conducted to determine the effect of using learning rate values on system accuracy. The initial momentum value and the number of hidden layer neurons are 0.5 and 130.

Table 1 Feature Extraction Test Results

| Extraction Method | Results | Accuracy |
|-------------------|---------|----------|
| ICZ               | 116     | 79       | 59.49%  |
| ICZ + ZCZ        | 125     | 70       | 64.1%   |
| ICZ + ZCZ + Norm | 140     | 55       | 71.79%  |

Table 2 Learning Rate Testing Results

| No. | Learning Rate | Epoch | RMSE | Accuracy |
|-----|---------------|-------|------|----------|
| 1   | 0.01          | 10000 | 0.0188 | 71.79%   |
| 2   | 0.03          | 7003  | 0.0188 | 72.31%   |
| 3   | 0.05          | 9181  | 0.0188 | 71.79%   |
| 4   | 0.1           | 5778  | 0.0188 | 69.23%   |
| 5   | 0.3           | 4747  | 0.0188 | 67.69%   |
| 6   | 0.5           | 2322  | 0.0188 | 67.17%   |

From the results obtained in table 2, the best learning rate value obtained in this study was 0.03 with an accuracy rate of 72.31%.
Furthermore, testing is done on the number of neurons in the hidden layer. The leaning rate used is 0.03 and the momentum value is 0.5.

**Table 3 Test Results for the Number of Hidden Layer Neurons**

| No. | Neuron Hidden Layer | Epoch | RMSE  | Accuracy   |
|-----|---------------------|-------|-------|------------|
| 1   | 90                  | 8768  | 0.0188| 69.74%     |
| 2   | 100                 | 5775  | 0.0188| 70.25%     |
| 3   | 110                 | 10000 | 0.0195| 69.74%     |
| 4   | 120                 | 8421  | 0.0188| 70.25%     |
| 5   | 130                 | 6190  | 0.0188| 71.79%     |
| 6   | 140                 | 10000 | 0.0191| 68.71%     |

From table 3, the best number of neurons in the hidden layer in this study is 130 with an accuracy of 71.79%.

The last test was carried out on momentum. The learning rate value used is 0.03 and the number of neurons in the hidden layer 130.

**Table 4 Momentum Test Results**

| No. | Momentum | Epoch | RMSE  | Accuracy   |
|-----|----------|-------|-------|------------|
| 1   | 0.3      | 5302  | 0.0188| 70.76%     |
| 2   | 0.4      | 5528  | 0.0188| 71.79%     |
| 3   | 0.5      | 7003  | 0.0188| 72.31%     |
| 4   | 0.6      | 10000 | 0.0192| 69.23%     |
| 5   | 0.7      | 10000 | 0.0197| 68.72%     |
| 6   | 0.8      | 10000 | 0.0215| 67.18%     |

From the results obtained in table 4, the best momentum value in this study is 0.5 with an accuracy rate of 72.31%.

**4.3 Data Testing Testing**

This test is done after getting the best parameters from the learning rate, the number of neurons in the hidden layer and the momentum value. The best value obtained in this study is the learning rate of 0.03, the number of neurons in the hidden layer 130 and momentum 0.5. The feature extraction method used is a combination of ICZ, ZCZ and normalization of features. Testing will be done offline and online.

Offline testing will be carried out on 195 scan testing data from handwriting. The results of testing data testing obtained an accuracy rate of 72.31%.

**Table 5 Data Testing Testing Results**

| Test data                  | Accuracy |
|----------------------------|----------|
| Handwritten scan data      | 72.31%   |
| Writing data with the mouse| 71.28%   |
Furthermore, online testing will be carried out because in this study an online introduction was developed. Users will write Balinese characters in real time on the system using the mouse on the frame provided and the introduction process will be carried out. Each script will be tested 3 times so that the total online testing data is 195. The level of accuracy obtained is 71.28%.

3.4 Analysis of Other Factors

Other causes of accuracy were still low, the data used in the study. The level of variance of the data used will affect the level of accuracy. The image used in the study is handwriting so it is varied than the script image using fonts. Using handwriting is lower because everyone has a different writing style. In addition to the character of Balinese scripts, some characters have similarities with other characters. One example of the test results of the letters A-building (2 true prediction data), predicted data (1 data is predicted as a-kara).

4. CONCLUSION

Conclusions can be drawn from the research that has been done that the Artificial Neural Network method with Backpropagation algorithm and feature zoning extraction method can be used to do Balinese Script handwriting recognition with 71.28% online testing accuracy and 72.31% offline testing using feature extraction methods a combination of ICZ, ZCZ and normalization of features.

The combined feature extraction method of ICZ, ZCZ and normalization of features produced the highest accuracy in this study, so this method was most effectively used in the introduction of Balinese script.

The results of parameter linkage analysis of the backpropagation network indicate an influence on the level of accuracy. The choice of parameters must be optimal to get optimal results. In this study the best parameter is the learning rate value of 0.03, the momentum value is 0.5 and the number of neurons in the hidden layer used is 130.

The low value of accuracy obtained in this study is caused by the use of zoning methods which sometimes give similar values to different characters.

REFERENCES

[1] Agung BW. T., Hermanto, I. R., & Novi D. R. (2009). Pengenalan Huruf Bali Menggunakan Metode Modified Direction Feature (MDF) dan Learning Vector Quantization (LVQ). Konferensi Nasional Sistem dan Informatika, 7-12.
[2] Rajashekararadhya, S. V., & Ranjan, P. V. (2005-2008). Efficient Zone Based Feature Extraction Algorithm For Handwritten Numeral Recognition of Four Popular South Indian Scripts. Journal of Theoretical and Applied Information Technology, 1171-1181.
[3] Rajashekararadhya, S. V., & Ranjan, P. V. (2009). Handwritten Numeral Recognition of Kannada Script. Proceedings of the International Workshop on Machine Intelligence Research (pp. 80-86). Nagpur: MIR Labs.
[4] Prasetyo, E. (2012). DATA MINING Konsep dan Aplikasi menggunakan MATLAB. Yogyakarta: ANDI.
[5] Fausett, L. (1994). Fundamentals of Neural Network : Architecture, Algorithm, and Application. New Jersey: Prentice-Hall.
[6] Hasibuan, Z. A. (2007). Metodologi Penelitian pada Bidang Ilmu Komputer dan Teknologi
Informasi. Depok: Fasilkom Universitas Indonesia.

[7] Kohavi, R., & Provost, F. (1998). Glossary of Terms: Special Issue on Applications of Machine Learning and the Knowledge Discovery Process. *Machine Learning, Vol 30* (hal. 271-274). Boston: Kluwer Academic Publishers.