Perspective

Supervised Hebbian learning

FRANCESCO ALEMANNO1,2, MIRIAM AQUARO3,4, IDO KANTER5, ADRIANO BARRA1,2(a) and ELENA AGLIARI3,4

1 Dipartimento di Matematica e Fisica, Università del Salento - Campus Ecotekne, via Monteroni, Lecce 73100, Italy
2 Istituto Nazionale di Fisica Nucleare, Sezione di Lecce - Campus Ecotekne, via Monteroni, Lecce 73100, Italy
3 Dipartimento di Matematica, Sapienza Università di Roma - P.le A. Moro 5, 00185, Rome, Italy
4 Istituto Nazionale d’Alta Matematica (GNFM) “F. Severi” - P.le A. Moro 5, 00185, Rome, Italy
5 Department of Physics, Bar-Ilan University - Ramat-Gan, 52900, Israel

received 8 September 2022; accepted in final form 23 November 2022
published online 4 January 2023

Abstract – In neural network’s literature, Hebbian learning traditionally refers to the procedure by which the Hopfield model and its generalizations store archetypes (i.e., definite patterns that are experienced just once to form the synaptic matrix). However, the term learning in machine learning refers to the ability of the machine to extract features from the supplied dataset (e.g., made of blurred examples of these archetypes), in order to make its own representation of the unavailable archetypes. Here, given a sample of examples, we define a supervised learning protocol based on Hebb’s rule and by which the Hopfield network can infer the archetypes. By an analytical inspection, we detect the correct control parameters (including size and quality of the dataset) that tune the system performance and we depict its phase diagram. We also prove that, for structureless datasets, the Hopfield model equipped with this supervised learning rule is equivalent to a restricted Boltzmann machine and this suggests an optimal and interpretable training routine. Finally, this approach is generalized to structured datasets: we highlight an ultrametric-like organization (reminiscent of replica-symmetry-breaking) in the analyzed datasets and, consequently, we introduce an additional broken-replica hidden layer for its (partial) disentanglement, which is shown to improve MNIST classification from $\sim 75\%$ to $\sim 95\%$, and to offer a new perspective on deep architectures.

Forty years have elapsed since Hopfield’s seminal work, yielding a model for biological information processing [1]; meanwhile, we have witnessed a striking development of artificial machine learning (see, e.g., [2–4]) and we are finally in a stage where ideas, techniques and results stemming from biological and artificial sides can be fruitfully compared (see, e.g., [5–9]). Here we leverage their analogies to unveil the internal mechanisms of a learning machine, focusing on two paradigmatic models, that is, respectively, the Hopfield neural network (HNN) and the restricted Boltzmann machine (RBM). In order for this comparison to be exhaustive, we first need to profoundly revise the assumptions underlying the theory developed by Amit, Gutfreund and Sompolinsky (AGS) [10], who, in the eighties, gave a pioneering statistical-mechanical treatment of the HNN based on spin glasses [11]. The point is that, in the AGS theory, the HNN actually does not learn, rather it stores definite patterns —hereafter called archetypes— by the so-called Hebb rule (or countless variations on the theme); on the other hand, in standard machine learning the network has to infer these archetypes by solely experiencing (a finite number of) their noisy versions —hereafter called examples— while the original archetypes remain unknown. Hence, in order to match biological and artificial information processing, we must supply the HNN with examples rather than directly archetypes and therefore turn Hebb’s rule into a genuine learning rule. Despite some notable contributions in the late eighties and nineties, during the first wave of formalization of neural networks via statistical mechanics, see, e.g., [12–15], this particular aspect has remained overlooked. In the following we will reach such a framework, whence we will show that standard machine learning rules based on contrastive divergence algorithms collapse onto Hebb’s learning rule, and we will highlight quantitative control parameters whose tuning determines the learning machine failure or success. These results are obtained analytically by statistical-mechanics
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tools for random, unstructured datasets, where we can also establish a direct connection between the number of archetypes and the number of hidden neurons in the RBM. As for structured datasets, the robustness of these results is checked numerically for the MNIST and the fashion-MNIST datasets [16,17] and we also generalize the connection between the size of the hidden layer(s) and the intrinsic complexity of the dataset, exploiting an iterative rule, reminiscent of the replica-symmetry-breaking (RSB) paradigm [11].

Let us start with the theoretical approach and introduce the information the network has to deal with: we define $K$ archetypes denoted with $\xi^\mu, \mu \in \{1, \ldots, K\}$, as binary vectors of length $N$ and whose entries are i.i.d. variables drawn from

$$P(\xi^\mu) = \frac{1}{2} \delta(\xi^\mu - 1) + \frac{1}{2} \delta(\xi^\mu + 1),$$

for any $i \in \{1, \ldots, N\}$ and $\mu \in \{1, \ldots, K\}$, then, for each of them we generate $M$ examples $\eta^{\mu a}, a \in \{1, \ldots, M\}$, that we obtain by corrupting the archetype flipping its digits randomly as

$$\eta^{\mu a} \propto \xi^\mu_i, \quad P(\xi^\mu_i) = \frac{1}{2} \delta(\xi^\mu_i - 1) + \frac{1}{2} \delta(\xi^\mu_i + 1),$$

for any $i, \mu, a$, being $r \in (0, 1]$ a parameter tuning the quality of the sample. We now feed the HNN on the dataset $S = \{\eta^{\mu a}\}_{\mu=1}^K$ and, for this operation to be unambiguous, we also need to specify how these examples are presented to the network, mirroring supervised and unsupervised learning. In fact, the HNN Hamiltonian reads as $H^{(\text{HNN})}(\sigma | J) = - \sum_{i<j} J_{ij} \sigma_i \sigma_j$, where $\sigma = \{\sigma_i\}_{i=1}^N \in \{-1,1\}^N$ are $N$ binary neurons and the synaptic connections $J_{ij}$'s incorporate the accessible information: in the original setting, where archetypes are available, the Hebbian (storing) rule reads as $J_{ij} \propto \sum_a \xi^\mu_i \xi^\mu_j$, while here $J_{ij} = J_{ij}(S)$ and we envisage the following protocols.

**Supervised Hebbian learning:** A teacher discloses the example labels and they can therefore be combined as

$$J_{ij}^{\text{sup}} \propto \sum_{\mu=1}^K \sum_{a=1}^M \eta^{\mu a}_i \eta^{\mu a}_j.$$  

**Unsupervised Hebbian learning:** Without a teacher that tells how to cluster examples, we mix them up obtaining

$$J_{ij}^{\text{unsup}} \propto \sum_{\mu=1}^K \sum_{a=1}^M \eta^{\mu a}_i \eta^{\mu a}_j.$$  

Clearly, when $r = 1, M$ becomes a dummy variable because examples coincide with the related archetype and we recover the classical Hebbian rule in both cases. Here we focus on the former (4), while we refer to the Supplementary Material Supplementary material.pdf (SM) for a discussion on the latter (5).

A convenient control parameter to assess the information content in $S$ is $\rho := \frac{1}{M^2}$. To see this, let us focus on the $\mu$-th pattern and the $i$-th digit, whose related block is $\eta^\mu_i = (\eta^{\mu 1}_i, \eta^{\mu 2}_i, \ldots, \eta^{\mu M}_i)$; the error probability for any single entry is $P(\chi^{\mu a}_i = -1) = (1 - \rho)/2$ and, by applying the majority rule on the block, it is reduced to $P(\text{sgn}(\sum_a \chi^{\mu a}_i) = -1) \approx M^{\beta r^2} M^{\beta r^2} \rho$, thus, the conditional entropy $H(\xi^\mu_i | \eta^\mu_i)$, that quantifies the amount of information needed to describe the original message $\xi^\mu_i$, given the related $M$-length block $\eta^\mu_i$, is monotonically increasing with $\rho$, saturating to 1 bit. Hence, in order for the dataset to retain information on the original archetypes, $\rho$ must be finite, that is, $M r^2$ must be non-vanishing.

This scaling, arising from an information theory perspective, is recovered and sharpened in the neural network framework. We start with the signal-to-noise analysis on the HNN to check for local stability of the archetype retrieval configurations in the noiseless limit, that is, we study the conditions under which the internal field $h_i(\sigma) = \sum_{j=1}^N J_{ij}(S) \sigma_j$, namely the post-synaptic potential experienced by the neuron $i$, is aligned with the neural activity $\sigma$, while $\sigma = \xi^\mu_i$, for any arbitrary $\mu$ and $i$. This is usually inspected by checking that the “signal” (i.e., the expectation of $h_i(\xi^\mu_i, \eta^\mu_i)$ over the realization of archetypes and examples) is larger than the “noise” (i.e., the standard deviation of $h_i(\xi^\mu_i, \xi^\mu_i)$). As detailed in the SM, this condition can be recast into the requirement that the system configuration after one Monte Carlo step exhibits at least a fraction $(1 + 1/\sqrt{2})/2 \approx 0.85$ of spins aligned with $\xi^\mu$ and this, in turn, returns $K \frac{N}{N}(1 + \frac{1}{M^{\beta r^2}})^2 + \frac{1}{M^{\beta r^2}} \approx 1$. This relation advises on the suitable rescaling of the dataset size ($M \gtrsim r^2$), as the dataset quality is impaired ($r \to 0$), in order to preserve network’s abilities; note that power-law scalings were already evidenced in the machine-learning context, see, e.g., [18]. To achieve a quantitative picture and control of the network behavior, we work out a statistical-mechanics investigation and we start by introducing the Boltzmann-Gibbs measure for the system, $P_{\beta}(\sigma | J) = \frac{1}{Z_{\beta}^{(\text{HNN})}} e^{-\beta H^{(\text{HNN})}(\sigma | J)}$, where $Z_{\beta}^{(\text{HNN})}$ is the partition function and $\beta := 1/T \in \mathbb{R}^+$ tunes the distribution broadness; $\beta$ along with the load $\alpha := \lim_{N \to \infty} K/N$ and the dataset “entropy” $\rho = (1 - r^2)/M r^2$, make up the set of control parameters. Further, we introduce the macroscopic observables (order parameters) useful to describe the system behavior, namely

$$m := \frac{N}{N} \sum_{i=1}^N \xi^\mu_i \sigma_i,$$

---

1 Details concerning calculations and numerical simulations can be found in the SM.
where we defined, respectively, the Mattis magnetization of the archetype (eq. (7)), the typical magnetization of the example (eq. (8)), and the two-replica overlap (eq. (9)); for $m$ and $n$ we referred to $\mu = 1$ without loss of generality.

Under the replica-symmetry (RS) ansatz, all the order parameters do not fluctuate in the thermodynamic limit, i.e., being $P(x)$ the probability distribution for the observable $x = (m, n, q_{12})$ and $\langle x \rangle$ its expectation, then $\lim_{N \to \infty} P(x) = \delta(x - \langle x \rangle)$. These expectation values can be obtained by extremizing the quenched free energy of the model with respect to the order parameters and, as explained in the SM, for $N \to \infty$ and $M \gg 1$, we obtain the following set of self-consistent equations:

\[
\langle m \rangle = E_z \tanh \left\{ \frac{\beta (n)}{\langle n \rangle^2 \rho + \frac{\alpha (q)}{1 - \beta (1 - \langle q \rangle)} \right\},
\]

\[
\langle n \rangle = \frac{\langle m \rangle}{(1 + \rho) - \rho \beta (1 - \langle q \rangle)},
\]

\[
\langle q \rangle = E_z \tanh \left\{ \frac{\beta (n)}{\langle n \rangle^2 \rho + \frac{\alpha (q)}{1 - \beta (1 - \langle q \rangle)} \right\},
\]

where $E_z$ denotes the average with respect to the standard Gaussian variable $z$. The inspection of eqs. (10)–(12) provides a quantitative picture of the system behavior in the space of the control parameters as reported in fig. 1(a), (b). In particular, like in the classical HNN, we recognize the emergence of an ergodic region corresponding to large values of $T$ and a retrieval region for relatively small values of $\alpha$ and $T$, yet, the Hebbian learning rule (4) makes the phenomenom much richer: here we have an additional tunable parameter $\rho$ which controls the width of the retrieval region. Denoting with $\alpha_c (T, \rho)$ the first-order transition line between the spin-glass phase and the retrieval phase, we show that $\alpha_c (T = 0, \rho)$ is a decreasing function of $\rho$ and, as expected, $\alpha_c (T = 0, \rho = 0) \approx 0.138$, consistently with the AGS theory. Signatures of this transition are also found by means of finite-size Monte Carlo (MC) simulations as shown in fig. 1(c), (d). Further, looking at eqs. (10)–(12) and requiring a non-vanishing magnetization $\langle m \rangle$, we derive that $\rho$ must be finite and therefore we recover the scaling $M \sim r^{-2}$; also, in the zero fast-noise limit $T \to 0$, these equations can be treated to get explicit expressions as achieved in the SM.

We now bridge this theory with the machine learning counterpart. We consider a RBM made of two layers, a visible one endowed with $N$ binary neurons $\sigma = \{\sigma_i\}_{i=1,\ldots,N} \in \{-1,+1\}^N$, and a hidden one built of $K$ real-valued neurons $z = \{z_{\mu}\}_{\mu=1,\ldots,K} \in \mathbb{R}^K$ with a Gaussian prior, and whose Hamiltonian reads as $\mathcal{H}^{\text{(RBM)}}(\sigma, z | W) = -\sum_{\mu=1}^{N,K} W_{\mu \rho} \sigma_\mu z_\rho$. The length of the hidden layer to match the number of archetypes in such a way that, as we will see, we can assign to each hidden neuron the recognition of a unique archetype. The Boltzmann-Gibbs distribution associated to $\mathcal{H}^{\text{(RBM)}}$ is

\[
P_\beta (\sigma, z | W) = \frac{1}{Z^{\text{(RBM)}}(W)} e^{-\beta \mathcal{H}^{\text{(RBM)}}(\sigma, z | W)}.
\]

Now, the goal is to find the weight setting such that this measure mimics the target one, referred to as $\mathcal{Q}$, which generated the examples in $\mathcal{S}$. Focusing on a classification task, we adopt the so-called grandmother cell scheme: during training, the generic input-output pair is $(\mathbf{w}^{\mu}, z^{(\nu)})$, where $z^{(\nu)}$ is the one-hot vector whose $\nu$-th entry is the single non-null entry [19,20]. Thus, the target distribution reads as

\[
\mathcal{Q}(\sigma, z) = \sum_{\mu, \nu} \delta(\mathbf{w}^{\mu} - \sigma) \delta(z^{(\nu)} - z),
\]

and, if training is successful, we expect that, initializing the visible layer as a test example $\tilde{\mathbf{w}}^{\nu}$ of the $\nu$-th archetype
and letting the neurons evolve freely up to thermalization, the hidden layer will provide the estimated class as argmax \( \langle z | \tilde{\eta} \rangle \).

The learning rule can be derived by a gradient descent on the Kullback-Leibler (KL) cross entropy \( D_{\text{KL}}(Q||P) \) between the distributions \( Q \) and \( P \), that is, \( W_{n+1}^{i,\mu} = W_n^{i,\mu} - \epsilon \frac{\partial D_{\text{KL}}(Q||P)}{\partial W_{n+1}} \), where \( n \) accounts for the training iterations and \( \epsilon \) is the learning rate; recalling (14) this yields

\[
W_{n+1}^{i,\mu} = W_n^{i,\mu} + \epsilon \left( \langle \sigma_i z_{\mu} \sigma_k z \rangle - \langle \sigma_i z_{\mu} \rangle \right),
\]

where the brackets denote the expectation under the Boltzmann-Gibbs measure (13) and the bracket subscript specifies the clamped variables.

In the case of orthogonal patterns, the configuration where weight entries are set as the empirical average of example entries, i.e., \( W_{\mu \mu} = \tilde{\eta}_{\mu \mu} := \frac{1}{H} \sum_{i=1}^H \eta_{\mu a} \), is a fixed point for the contrastive divergence and therefore compatible with a trained machine (see the SM and [19,22]). Further, with this choice we can prove that the RBM is equivalent, in distribution, to the HNN with supervised Hebbian rule; in fact, by a Gaussian integration,

\[
Z^\text{RBM}_\eta(W) = Z^\text{HNN}_\eta(S) = \sum_{\sigma} e^{\sum_{\mu} \langle \sigma_i z_{\mu} \rangle} \frac{1}{\sqrt{2\pi}} \int e^{-\frac{1}{2} z^2} dz = \sum_{\sigma} e^{\sum_{\mu} \langle \sigma_i z_{\mu} \rangle} \frac{1}{\sqrt{2\pi}} \int e^{-\frac{1}{2} z^2} dz.
\]

This equivalence implies that the phase diagram outlined for the HNN (see fig. 1(a), (b)) also applies to the RBM, as confirmed in fig. 2. In particular, the retrieval region corresponds to a parameter setting where the trained RBM relaxes to configurations such that the overlap between the visible layer and the archetype are close to one. Remarkably, this is consistent with the usual performance and score values [14] or error-based measures as in the Vapnik-Chervonenkis learning theory [23] where one aims to minimize the distance between the output and the instances of a test set. In fact, \(- (\sigma - \xi)^2 \propto \sigma^2 \propto n \), whatever the network is in the retrieval region, for some archetype \( \mu \) it is minimizing one of these Loss functions \( L_{\text{EL}} = (1/2N) \| \mu \|_2^2 \propto 1 + m_\mu \) as the Hophed Hamiltonian can be written as

\[
\mathcal{H}^\text{RBM}(\sigma | J) = -N \sum_{\mu=1}^K (1 - L_{\mu}^a L_{\mu}^c),
\]

where the term \( L_{\mu}^a L_{\mu}^c \) guarantees that it learns both the pattern \( \xi^\mu \) and its gauge symmetric copy \(-\xi^\mu\).

In order to appreciate further the equivalence between HNN and RBM, we show that it can be reached from a different perspective, namely using the maximum-entropy principle, according to Jaynes’ inferential interpretation [24,25]. Let us look for the least structured probability distribution \( P(\sigma, z) \) that is compatible with the set of data \{\((\eta_{\mu a}, z^{(\mu)})\)\}_{\mu=1}^M\) to inspect which kind of correlations the machine detects in the dataset. While extensive calculations are provided in the SM, here we report the main findings: the minimal constraints needed to recover the HNN and RBM’s Boltzmann-Gibbs distribution concern the variance of hidden units and the correlations between visible and hidden units —set equal to their empirical estimates \( C_{\mu \nu}^z \) and \( C_{\alpha \beta}^{\eta_{\alpha \nu}} \) for \( i = 1, \ldots, N \) and \( \mu = 1, \ldots, K \), respectively— beyond those for \( P \) to be well defined. The constrained optimization problem therefore reads: max\( \max_{\{\lambda_0, \lambda_1, \lambda_{\alpha \mu}\}} S[P], \) with

\[
S[P] = -\langle P \ln P \rangle + \lambda_0 \langle (P) P - 1 \rangle + \lambda_1 \left( \sum_{\mu=1}^K \frac{z_{\mu}^2}{\beta} - C_{\xi_{\mu}^2} \right) + \sum_{i,\mu} \lambda_{i,\mu} \left[ \langle \sigma_i z_{\mu} \rangle - C_{\alpha_{\beta i} \mu} \right],
\]

where \( \langle \cdot \rangle \) denotes the expectation over \( P \). The solution yields the following Lagrange multipliers:

\[
e^{-\lambda_0} = \sum_{\sigma, z} P(\sigma, z), \lambda_1 = 1, \quad \lambda_{i,\mu} = \sqrt{\frac{\beta}{N r^2 (1 + \rho)}} \frac{1}{M} \sum_{a=1}^M \eta_{\mu a}.
\]
Therefore, this machine captures correlations between the two classes of neurons and, under the supervised learning protocol chosen here, these are recast into empirical averages over examples. In particular, the hidden-layer size can be interpreted as a measure of the model flexibility: a larger $K$ allows for a larger number of degrees of freedom and for a finer inference, yet too large a flexibility can imply overfitting phenomena which in our framework are naturally recast as the emergence of a pure spin-glass phase. According to the phase diagram in fig. 1(a), the maximum flexibility allowed is $K_c = \alpha_c(\rho)N$; this estimate is successfully checked in fig. 2(c).

Up to now, we proved that, when dealing with a random, structureless dataset, the HNN with supervised Hebbian rule and the RBM trained under a grandmother cell scheme are equivalent, and that parameters that emerge naturally in a statistical mechanics framework can be related to standard quantifiers in a machine learning context. More challenging datasets can also be treated as long as the intrinsic structure is properly encoded in the system as we are going to explain. Let us denote with $\mathcal{S} = \{S_{\alpha a}^{\mu} y_{a=1,...,K} \}_{\mu=1,...,M}$ the sample of examples, where the change of notation underlines that now, in general, there is no archetype available hence $S_{\alpha a}^{\mu}$ cannot be obtained by flipping some pixels in the related archetype as in eq. (2). Moreover, in the structureless case, scrolling through the various examples belonging to the same class, pixels are all homogeneously subject to a flipping probability, while in the structured case some pixels turn out to be more persistent than others. This recalls the difference between ergodic and glassy configurations in spin models. In particular, glassy configurations are characterized by peculiar statistical properties (e.g., lack of self-averaging) which are in turn related to an ultrametric organization. The existence of an analogous organization for dataset items may suggest effective strategies for their processing of a learning machine. In fig. 3 we show some evidence in this sense: the distribution of item overlaps —mirroring replica overlaps in spin systems— resembles the Parisi distribution [11], further (as analyzed in depth in the SM) Ghirlanda-Guerra identities [26] are numerically shown to hold. In the light of this result we expect that, when employing the basic, two-layered network for structured data, non-trivial correlations among hidden neurons arise, impairing the overall performance. To disentangle such correlations we conceive a routine that extends the previous grandmother cell scheme: We pre-treat each sub-sample $\mathcal{S}_\mu = \{S_{\alpha a}^{\mu} \}_{a=1,...,M}$ to assess its intrinsic structure (e.g., by principal component analysis), whence we determine $K_\mu$ disjoint and exhaustive sub-groups $\{S_\ell^\mu \}_{\ell=1,...,K_\mu}$ and we allocate as many hidden neurons for each class, the overall size of the hidden layer therefore reads as $\bar{K} = \sum_{\mu} K_\mu$. The weight matrix $W \in \mathbb{R}^{\bar{K} \times N}$ is determined by averaging over instances assigned to each sub-group $S_\ell^\mu$ for $\ell = 1, \ldots, K$. Classification is finally performed over this hidden layer by an additional softmax layer $\pi = \text{softmax}(\Gamma \cdot (W \cdot \sigma)^T)$, where $\Gamma$ can again be determined by simple, algebraic operations over the training set, see fig. 4 and the SM. Notice that the determination of the weights $W$ and $\Gamma$ is again “one-shot” and does not require any lengthy extremization procedure.

The rationale underlying this scheme is that we want to achieve a “simplified” representation of data that can be supplied to the classifier: each sub-sample in the structureless case displays a RS representation that allows for an identification between the class and the archetype and therefore for a direct classification; conversely, in

\[ P(q) \text{ obtained for the random (panel (a)), the MNIST (panel (b)), and the fashion-MNIST (panel (c)) datasets; three different item sizes are also considered, see the legend. From left to right, we move from a RS scenario where } P(q) \text{ exhibits two peaks that get sharper as the item size increases, to a RSB scenario where } P(q) \text{ is bimodal but with increasing broadness as the item size increases. Lower plots: we report the violation of the Ghirlanda-Guerra identities (} GG_1, GG_2 \text{) and the violation of self-averaging } SA \text{ as obtained for the random (panel (d)), the MNIST (panel (e)) and the fashion-MNIST (panel (f)) datasets. Again from left to right we move from a RS scenario where the self-averaging relations hold and the Ghirlanda-Guerra relations (corresponding to trivial identities) are fast vanishing, to a picture resembling RSB, where self-averaging does not hold any longer but the Ghirlanda-Guerra relations are still preserved (this time in a non-trivial manner). See the SM for further explanation.} \]
for the simple (RS) machine, see figs. S6, S7 in the SM.
be compared with, respectively, 75% and 63% obtained about 95% for MNIST and 84% for fashion-MNIST, to the two benchmark datasets obtaining an accuracy of machine learning.

sion (expected to give rise to a RSB-picture of the free energy landscape) and the typical loss functions used in machine learning.

The machine obtained in this way has been tested over the two benchmark datasets obtaining an accuracy of about 95% for MNIST and 84% for fashion-MNIST, to be compared with, respectively, 75% and 63% obtained for the simple (RS) machine, see figs. S6, S7 in the SM.
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