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Abstract—Objective: A characteristic of neurological signal processing is high levels of noise from sub-cellular ion channels up to whole-brain processes. In this paper, we propose a new model of electroencephalogram (EEG) background periodograms, based on a family of functions which we call generalized van der Ziel–McWhorter (GVZM) power spectral densities (PSDs). To the best of our knowledge, the GVZM PSD function is the only EEG noise model which has relatively few parameters, matches recorded EEG PSD's with high accuracy from 0 Hz to over 30 Hz, and has approximately $1/f^\alpha$ behavior in the mid-frequencies without infinites. Methods: We validate this model using three approaches. First, we show how GVZM PSDs can arise in population of ion channels in maximum entropy equilibrium. Second, we present a class of mixed autoregressive models, which simulate brain background noise and whose periodograms are asymptotic to the GVZM PSD. Third, we present two real-time estimation algorithms for steady-state visual evoked potential (SSVEP) frequencies, and analyze their performance statistically. Results: In pairwise comparisons, the GVZM-based algorithms showed statistically significant accuracy improvement over two well-known and widely-used SSVEP estimators. Conclusion: The GVZM noise model can be a useful and reliable technique for EEG signal processing. Significance: Understanding EEG noise is essential for EEG-based neurology and applications such as real-time brain-computer interfaces (BCIs), which must make accurate control decisions from very short data epochs. The GVZM approach represents a successful new paradigm for understanding and managing this neurological noise.

Index Terms— $1/f$ noise, brain-computer interface (BCI), electroencephalogram, ion channels, maximum entropy, neural noise, neurological noise, periodogram, SSVEP

I. INTRODUCTION

A. Neurological Noise Research: Background and Motivation

Signals recorded from living neurological tissue are extremely noisy at all scales from individual ion channels [1] through collections of one or more neurons [2]–[4] up to scalp-recorded EEGs [5] (Fig. 1). As a result, the theory of neurological noise continues to be a thriving area for research [6], with theoretical and practical implications for neurological signal processing and neurology.

In this paper we examine the statistical characteristics of EEG periodograms [7], [8]. Specifically, we present a new model for the statistical properties of EEG background processes which, for the purpose of many applications, may be regarded as “brain noise”. To the best of our knowledge, it is the first simple and general noise model in the EEG literature which closely matches recorded EEG periodograms from near 0 Hz to over 30 Hz. We then validate this new model using three different and complementary approaches. Our research on neurological noise is inspired by three main goals:

- To improve the performance of real-time neurological algorithms: Certain neurological signal processing tasks, such as extracting event-related potentials (ERPs), increase signal-to-noise ratios (SNRs) by averaging many epochs of data recorded over long experimental periods [9]. However, time-frequency algorithms, which assume high levels of nonstationarity [10], and BCIs [11], [12], which are meant to provide disabled patients with a sense of real-time control, must work with much shorter, single-trial epochs.

Ordinary linear filtering of such short epochs is problematic, since there is evidence that the brain’s responses are highly nonlinear [13], and because the target signals can be nearly indistinguishable from the background (cf. Fig. 1). Moreover, poorly-fitting models of the detailed statistical characteristics of brain processes reduces the precision of detection/estimation procedures and makes model validation
uncertain.

We are particularly interested in developing real-time SSVEP BCI algorithms which are accurate into the γ-band, a region of the EEG spectrum which is dominated by noise.

- To create statistically-realistic simulations of neurological signals: The common practice is to add artificial noise sources to neurological simulations in order to increase their realism and to measure the performance of models and algorithms [4]. Good simulations of neurological signals are essential for development and testing of medical and BCI algorithms. This is especially true for critical applications to human neurology [4]. Good simulations of neurological signals are essential for neurological simulations in order to increase their realism.

- To create new insight into the underlying neurological processes: Statistical models of neurological noise have had remarkable success in providing indirect tests of neuroscience hypotheses. This was spectacularly true for the elucidation of the acetylcholine neurotransmission mechanisms in the 1970’s by Katz & Miledi [14]. But noise models continue to enhance our understanding of neurological illness [15], [16], cognitive processes [17], and may even explain brain nonlinearity [18].

We believe that the theory of neurological noise processes will play an increasingly important role in interpreting the behavior of the billions of neurons and trillions of ion channels in large-scale, biological brain networks.

B. Steady-State Visual Evoked Potential BCIs

Sudden stimuli such as a touch, a sound, or a bright flash will elicit a detectable brain reaction called an event-related potential or evoked potential (EP). Such EPs typically last on the order of 500 ms before disappearing, and usually may be reinvoked after a short refractory period. However, if the stimuli are repeated at a regular rate faster than about 2Hz, the EPs will not have time to decay and the brain’s reaction will be a periodic signal called a steady-state evoked potential whose fundamental frequency is the same as the stimulus. In particular, periodic visual stimuli will cause an SSVEP [19].

These stimulus-dependent brain frequencies can be used to control BCIs [12], by flashing lights at various distinct frequencies simultaneously in different locations on a computer screen or LED device. The strongest SSVEP response peak detected corresponds to the location on which the subject’s attention was most focused and usually represents the selection.

Low frequency visual stimuli also induce harmonics [20] (cf. Fig. 5a) which also may be used for BCI detection [21]. Thus the corresponding subject selections can be identified by simple algorithms. It is worth remarking that such harmonic responses prove conclusively that the brain is a nonlinear system since pure linear systems cannot generate harmonics. On the other hand, higher frequencies, especially those which approach the gamma-band above 30 Hz, are much more difficult to detect, because their response power is close to that of the background and all harmonics (if they exist at all) and are lost in the gamma-band noise. This is seen most clearly in Fig. 1 which shows a 28 Hz brain response almost indistinguishable from background noise. (However, note that our new GVZM-based algorithms in Section V detect the 28 Hz peak even in this difficult data set.)

C. Modeling EEG Noise and Noise Power Spectral Densities

EEG noise has often been modeled using PSDs [7], [8] that are power law functions [18], [22] of the form \( S(f) \propto 1/f^\theta \) for some \( 0 \leq \theta < 2 \). Neurological noise PSDs at all scales have long been claimed [1], [4], [23] to have the general characteristics of such “1/\( f \)–type noise” [22] even though this claim implies the obvious paradox of infinite total power in a biological system.

Also, autoregressive (AR) [12] and autoregressive-moving average (ARMA) models of [8] of EEG recordings are very commonly used, in particular to simulate noise for the SSVEP detection algorithm [24]. Such models are useful approximations but yield PSDs which are rational functions and are more appropriate to stationary, linear systems. However, brain signals are known to be neither stationary [10] nor linear [18].

A useful approach has been to model the statistical variations of noise periodograms around their mean PSD. In many cases, the periodogram values \( S_x(k) \) of a discrete-time random process \( x(n) \) are independent, scaled \( \chi^2(2) \) random variables [25], whose expected value \( \mathbb{E}[S_x(k)] \) gives the mean spectral power at the frequency index \( k \). This result holds exactly for many important special cases, such as white Gaussian noise and causal periodic ARMA processes. (See Appendix A for the definition.) In more general situations, the \( \chi^2(2) \) distribution is approached only asymptotically as the data length increases, however the result still has very broad applicability [8].

The idea of detecting SSVEP responses for BCI applications by performing statistical testing of the periodogram (often called the Spectral F-Test (SFT)) was developed by several research groups in the mid-90’s [26] and is based on “hidden periodicity” methods dating back to the 40’s [8]. The idea has been used regularly, most notably in [24], [27] which enhanced the flexibility of the original SFT procedure.

D. Contributions and Paper Organization

The central innovation of this article is a new statistical model of the discrete Fourier transform (DFT) periodograms [7] of EEG noise processes, the so-called GVZM noise model. We validate this model via three distinct approaches: (i) developing a neurological noise model based on quantum mechanical ion channel kinetics, (ii) linking autoregressive time series to the GVZM noise model and EEG noise, (iii) and designing and evaluating two real-time SSVEP BCI estimation algorithms, based on the new GVZM noise model. Our contributions can be summarized as the following.

- We introduce a novel, five-parameter GVZM PSD function, and we show that this function accurately matches the PSD function of recorded EEG noise, from near 0 Hz to 30 Hz. Also, we show that this function is approximately of the form \( 1/f^\theta \) in the mid-frequencies but has finite total power and finite amplitude as \( f \to 0 \). We provide a biophysical meaning of the function parameters and indicate how the function can be derived from a theory of ion channel noise.

- We use the GVZM PSD function to define a new statistical model of the DFT periodograms of EEG noise processes, which we call the GVZM noise model. We show that this model
successfully captures the statistics of EEG periodograms, allows rigorous statistical testing, detection, and estimation, and enables statistically accurate simulations of EEG noise periodograms.

- We define a class of mixed autoregressive (AR) time series, which we call AR-GVZM processes, containing accurate simulations of EEG noise time series, and whose PSD functions converge asymptotically to the GVZM PSD function (GVZM noise model). We show also that, if recorded EEG noise is assumed to be Gaussian and satisfies the GVZM noise model, it can be approximated arbitrarily closely by AR-GVZM processes.

- We define two new SSVEP frequency estimation algorithms based on the GVZM noise model: a simple $\chi^2$-distribution detection algorithm for frequency spikes and a more sophisticated, $F$-distribution estimator based on the well-known algorithm in [24]. We demonstrate statistically that these algorithms outperform two well-known rivals [19], [28], [29], thus providing evidence for the truth of our noise model.

The practical success of the GVZM noise model provides indirect validation of the underlying ion channel noise model from which it was developed.

The remainder of this paper is organized as follows: Section II introduces the GVZM PSD function, defines the GVZM noise model, and discusses the behavior of the GVZM PSD function. Section III briefly summarizes the results of the theory of quantum-controlled ion channels. Section IV introduces AR-GVZM processes and discusses their link to GVZM noise model and EEG noise. Section V describes and compares statistically two GVZM-based SSVEP algorithms and two rival SSVEP estimators. Section VI presents our conclusions.

II. THE GVZM EEG PERIODOGRAM MODEL

In this section, we first specify the notion of periodogram we are using and then define the GVZM PSD function. We then present the GVZM EEG periodogram model.

A. Defining the Periodogram

Definition 1. For the purpose of this article, the single-epoch periodogram of a discrete-time signal $x(n)$, $0 \leq n \leq N - 1$, is defined as

$$S_x(k) \overset{\text{def}}{=} \frac{2\pi}{N} |X(k)|^2, \quad 0 \leq k \leq N - 1,$$

where $X(k) = \sum_{n=0}^{N-1} x(n) e^{-i(2\pi/N)kn}$ is the DFT of $x(n)$ [7]. The factor $2\pi$ is present to convert $S_x(k)$ to dimension amplitude$^2$/frequency, where frequency has dimension 1/time, not angle/time; i.e., units of Hz rather than radians/sec.

B. Defining the GVZM PSD Function

Definition 2. The GVZM PSD $S_{\text{GVZM}}(f)$ is the family of functions with five parameters $0 < \theta < 2$, $0 < \nu_1 < \nu_2$, $P_0 \geq 0$, $P_s \geq 0$ and defined by

$$S_{\text{GVZM}}(f) \overset{\text{def}}{=} P_0 |f|^{-\theta} (\tan^{-1}(2\pi \nu_2 |f|) - \tan^{-1}(2\pi \nu_1 |f|)) + P_s,$$

where

$$\tan^{-1}(x) \overset{\text{def}}{=} \text{sgn}(x) \int_{0}^{|x|} \frac{u^{\theta-1}}{1+u^2} du.$$  

Note that for $\theta = 1$, Eq. (2) is the ordinary arctan ($x$) (cf. Fig. 2). The dimension of $\nu_1$, $\nu_2$ is time while that of $P_0$, $P_s$ is amplitude$^2$/frequency (i.e., noise power). The spectral exponent $\theta$ is dimensionless. The biophysical meaning of these parameters is described in Section III-B.

The importance of this definition is that, so far as the authors are aware, this is the first simple model of the average EEG background noise spectrum proposed in the literature which can match recorded EEG periodograms from near 0 Hz to over 30 Hz, with a fixed number of parameters. Moreover, the GVZM PSD function approximates a power law $1/f^\theta$ in the mid-frequencies without requiring infinite power. In fact, $S_{\text{GVZM}}(f)$ always has finite amplitude and finite total power.

In the next section, the GVZM PSD will be used to define a statistical model of EEG periodograms, the core of our work and the basis of the new SSVEP algorithms in Section V.

C. The GVZM Noise Model

Definition 3. Let $x(n)$, $0 \leq n \leq N - 1$ be samples of an EEG electrode, taken at sampling frequency $f_{\text{samp}}$, which measures a naturally-occurring, stationary ensemble of brain background processes for a single individual. Then the GVZM noise model of the periodogram values $S_x(k)$, $0 \leq k \leq N - 1$ is the random process

$$S_x(k) = S_{\text{GVZM}}(k \Delta f) \cdot (1/2) \Xi(k),$$

where $\Xi(k)$ is a sequence of $\chi^2(2)$ distributed random variables, which are independent for $0 \leq k, l < N/2$ when $k \neq l$, $\Delta f \overset{\text{def}}{=} f_{\text{samp}}/N$, and $S_{\text{GVZM}}(f)$ is an appropriate GVZM PSD defined by (1).

Note that the reason for the restriction of independence to $0 \leq k, l < N/2$ is that, since $x(\cdot)$ is real, we have $S_x(N-k) = S_x(k)$. Also note that the half-interval definition $0 \leq k, l < N/2$ applies whether $N$ is even or odd.

We can write (3) informally as

$$S_x(k) \sim S_{\text{GVZM}}(k \Delta f) \cdot (1/2) \chi^2(2),$$

where $\sim$ denotes “is distributed as.”
The (1/2) $\chi^2(2)$ periodogram distribution holds exactly for special processes such as $N$-periodic ARMA described in Appendix A.  When conditions for the Central Limit Theorem hold, the (1/2) $\chi^2(2)$ distribution holds asymptotically as the data length $N \to \infty$ [8].  Both $N$-periodic ARMA and the large-$N$ approximations are appropriate for EEG noise.

Note that Eq. (3) implies that the expected values $E[ S_x(k) ]$ are equal to $S_{\text{GVZM}}(k \Delta f)$.  Using general results presented in [8], the converse holds asymptotically: that is, the process $S_x(k)$ converges uniformly in distribution to $S_{\text{GVZM}}(k \Delta f) \cdot (1/2) \Xi(k)$ as $N \to \infty$, at least when conditions for Central Limit Theorem hold. (cf. [8], Chapter 10 for details.)

Def. 3 is consistent with the single-epoch approach of [8], [24] but multi-epoch averages of such single-epoch spectra can be used as well.  Our methods will apply to such general periodograms merely by replacing “$\chi^2(2)$” with “$1/M \chi^2(M)$,” where $M$ is the number of (statistically independent) epochs.

**D. The Behavior of the GVZM PSD Function**

The properties of $\tan^{-1}(x)$ show that once the noise floor $P_n$ is subtracted we have the approximate proportionality  

$$S_{\text{GVZM}}(f) \propto 1/f^\theta$$

(i.e., a constant) for $f < 1/(2\pi v_2)$, $S_{\text{GVZM}}(f) \propto 1/f^\theta$ for $1/(2\pi v_2) < f < 1/(2\pi v_1)$, and $S_{\text{GVZM}}(f) \propto 1/f^2$ for $f > 1/(2\pi v_1)$.  Thus its roll-off transitions smoothly through the $1/f^\theta$ regime, without any of the so-called “catastrophes” [24] of apparent infinite power when $f \to 0$ and infinite integrals as $f \to \infty$ which plague true $1/f$-type noises.  In particular, $S_{\text{GVZM}}(f)$ approaches a (calculable) limiting value as $f \to 0$.

Fig. 3a shows a GVZM PSD function fitted to the periodogram of recorded EEG data from an SSVEP session.  The GVZM curve follows the periodogram closely except for the $\alpha$-band power [5] and the SSVEP response spike.

We observe that the simulated periodogram of Fig. 3b is visually indistinguishable from the background periodogram of Fig. 3a.

**Eq. (1)** has its origin in investigations dating to the 1930’s [30] on apparent $1/f$-type noise in vacuum tubes and semiconductors.  In 1957, A.L. McWhorter proposed [31] a simple explanation for $1/f$–type semiconductor noise at thermal equilibrium, based on the assumption that the logarithm of the rate at which electrons drop from an activated state was proportional to the energy of that state.  Subsequently A. van der Ziel and others [32] abstracted the McWhorter mechanism to general noise processes.  Our formula (1) reduces to the original van der Ziel-McWhorter PSD function for $\theta = 1$.

**III. NEUROLOGICAL NOISE THEORY AND QUANTUM MECHANICAL ION CHANNEL KINETICS**

In this section we briefly discuss the theoretical foundation of our GVZM PSD function in Def. 2 using a new model of ion channel quantum stochastic processes we have developed, and whose details are presented in the supplementary document [33].  For the present paper we extract a simplified form of one type of potential autocorrelation function in [33] and provide the biophysical interpretation of its parameters.

**A. Are Ion Channels the Source of $1/f$-type Noise?**

Ion channels are protein-based micromachines densely embedded in all neuron membranes, which create and control the transmission of information by regulating the passage of ions in response to neurotransmitters, local voltages, or external stimuli such as temperature, pressure, or photon reception [3].

Soon after Hodgkin & Huxley decoded the generation of action potentials by the K+/Na+ channel system [34], researchers began to model ion conductance variations in membranes as resulting from simple Markov processes governing the open/close kinetics of the embedded ion channels [1].  These conductance variations were recognized quickly as a potential source of neurological noise, at least at the neuron level [35].

In a series of articles [1] in the early 1970’s, Hill & Chen examined several versions of Markov models, including one which was claimed to test the original van der Ziel-McWhorter
paradigm (Section II), with the stated goal of excluding ion channels as sources of the 1/f-type noise component seen in neuron-level recordings. The limited computational resources available at that time prevented detailed simulations, and they eventually rejected ion channel kinetics as the source of the 1/f-type noise, thus leaving its origin unexplained. Since then there have been attempts to explain this neurological noise by various other mechanisms [4], however, none of these explanations have been completely successful.

B. Maximum Entropy in Populations of Quantum Ion Channels and GVZM Noise

We have revisited the conclusion of of Hill & Chen in [33] by considering network-level behavior of large populations of ion channels in statistical equilibrium. Specifically, we have returned to McWhorter’s original model (Section II) of noise generation in semiconductors and identified channel analogies to McWhorter’s energy-dependent rate constants and maximum entropy distributions. We have applied McWhorter’s abstract maximum entropy paradigm by creating a new quantum mechanical model of ion channel kinetics, which we call activated measurement processes. In the following, we recall a special case of our work in [33]:

Theorem 1. Let $C$ be a population of ion channels whose kinetic rate matrices at gating level $V$ are obtained from activation energy operators $\{E_c(V) \mid c \in C\}$ according to the standard activated measurement model [33]. Let $\{\Psi(c), p(c) \mid c \in C\}$ be the entropy-maximizing state and density functions under the energy constraint

$$\int_C \text{tr} [E_c(V) \cdot \Psi(c)] \cdot p(c) \, dc = \bar{E}$$

for fixed gating level $V$ and mean activation energy $\bar{E}$, where $\text{tr} [\cdot]$ is the trace operator.

Then there are conditions such that the autocorrelation of the population’s channel conductance $g$ is

$$R_g(\tau) = P_0 \int_{v_2}^{v_1} \frac{1}{\nu^2 - \theta} e^{-|\tau|/\nu} \, dv + P_s \cdot \delta(\tau), \quad (4)$$

for constants $P_0, v_1, v_2, \theta, P_s$.

(The “conditions” mentioned in Thm. 1 are technical and are omitted.)

Note that the Fourier transform of (4) is easily seen to be the GVZM PSD function in Def. 2.

While these results have immediate relevance only for populations of ion channels, we have argued in [33] that the presence of GVZM noise in large-scale EEG recordings ultimately derives from the collective behavior of billions of ion channels balanced in statistical equilibrium.

A rough idea of the biophysical meaning of the parameters can be given. The values $\nu(x)$ represents the range of possible reciprocal eigenvalues (“modes”) of the kinetic rate matrices [3] of all possible ion channels in a large network while $X$ is an index set for these modes. The $P_s \cdot \delta(\tau)$ term represents “sputter” in the channels: the possibility that a channel's state is not quite open or closed completely. The $1/\nu(x)$ prefactor in the integrand derives from the proportionality between activation energy and $\log(\nu)$, a feature common to both the McWhorter paradigm as well as an alternative ion channel mechanism called Eyring rate theory [35].

Most importantly, the exponent $\theta$ is the normalization parameter for a standard thermodynamic partition function

$$Z(\theta) = \int_X e^{-\theta E(\nu)} \, dv,$$

where, as previously mentioned, the activation energy of mode $\nu$ is $E(\nu) \propto \log(\nu)$.

This latter point is very significant. Many attempts have been made to explain irrational exponents in 1/f$^\theta$-type spectra by means of purported power laws, “scaling”, or “self-similarity” phenomena in neural tissue [22]. We consider our interpretation of spectral exponents as normalizing constants for logarithmically-determined energy levels to represent a needed influx of reality into the field of neurological noise.

Fig. 4: Periodogram of AR-GVZM simulation of EEG noise, with $K = 300$, using the Fig. 3a parameters.

IV. AUTOREGRESSIVE GVZM SIMULATIONS OF EEG NOISE

The GVZM noise model in Def. 3 concerns periodograms and makes no claims about the underlying time domain signal from which they were calculated. In this section, we define a class of mixed autoregressive time series called autoregressive GVZM (AR-GVZM) processes, which are useful simulations of EEG noise and are closely associated with GVZM periodograms. In Section IV-A, we define AR-GVZM processes and show an example based on the parameters derived from recorded data (Fig. 4), in Section IV-B we connect the asymptotic properties of AR-GVZM, periodograms to the GVZM noise model.

A. AR-GVZM, Processes

Let $0 < v_1 < v_2$ be fixed parameters with the dimension of time, $0 < \theta < 2$ be dimensionless, and $P_0, P_s \geq 0$ have dimension amplitude$^2$/frequency. Let $K > 0$ be an integer and define $\Delta \nu = (v_2 - v_1)/(K - 1)$. Let $\Delta t > 0$ be a time step.
For $0 \leq k \leq K - 1$, define the AR coefficients $a_k$, $b_k$ and weights $w_k$ by

\begin{align*}
    a_k &\equiv e^{-\Delta t/(v_1 + k\Delta v)}, & b_k &\equiv \sqrt{1 - a_k^2}, \\
    w_k &\equiv \frac{1}{(v_1 + k\Delta v)^{2-\theta}} \Delta v \Delta t.
\end{align*}  \tag{5}

Let $x_k(n)$ be the 1st-order, stationary AR process \[x_k(n) = a_k x_k(n - 1) + b_k \sqrt{P_0} e_k(n),\]
where the error processes $e_k(n)$ are iid $N(0, 1)$ random variables.

Then EEG background processes can be modeled by the discrete-time, mixed AR simulations

\[x_K(n) \equiv \sum_{k=0}^{K-1} w_k x_k(n) + \sqrt{P_0} f_s(n),\]  \tag{6}

where the error process $f_s(n)$ is an $N(0, 1)$ random variable which is independent of all the $e_k(n)$’s. We call such processes AR-GVZM, simulations of EEG noise.

Fig. 3b shows the direct simulation of an EEG periodogram, with no underlying time series. Fig. 3b shows the direct simulation of an EEG periodogram, with no underlying time series.

B. The Convergence of AR-GVZM, Processes to the GVZM Noise Model

We choose some $0 \leq k \leq K - 1$ and let $v = v_1 + k\Delta v$ in (5). For small $\Delta t$, we find $a_k = 1 - \Delta t/v$ and $b_k = \sqrt{2\Delta t/v}$, where we have ignored terms of order higher than $\Delta t$. Defining $\Delta x_k(n) \equiv x_k(n) - x_k(n - 1)$, we easily calculate

\[\frac{\Delta x_k(n)}{\Delta t} + \frac{1}{v} \cdot x_k(n - 1) = \sqrt{\frac{2P_0}{v\Delta t}} \cdot e_k(n).\]  \tag{7}

Let $y_k(n) \equiv w_k x_k(n)$. Using the definition of $w_k$ in (5), (7) becomes

\[\frac{\Delta y_k(n)}{\Delta t} + \frac{1}{v} \cdot y_k(n - 1) = \sqrt{\frac{2P_0}{v \cdot v^2 - \theta}} \cdot e_k(n).\]

Now suppose the values $e_k(n)$ are samples $e_k(n\Delta t)$ of a continuous-time, iid $N(0, 1)$ process $e_k(t)$. Then, as $\Delta t \to 0$, $y_k(n)$ will approach a continuous-time, stationary, Gaussian AR process $y_k(t)$ satisfying the stochastic differential equation

\[\frac{dy_k}{dt} + \frac{1}{v} \cdot y_k(t) = \sqrt{\frac{2P_0}{v \cdot v^2 - \theta}} \cdot e_k(t).\]  \tag{8}

It is well-known that the autocorrelation function of $y_k(t)$ satisfying (8) is

\[R_k(\tau) = P_0 \frac{1}{v^{2-\theta}} e^{-|\tau|/v} \Delta v.\]

Using (8), suppose the values $f_s(n)$ are also samples $f_s(n\Delta t)$ of a continuous-time, iid $N(0, 1)$ process $f_s(t)$ which is independent of all the $e_k(t)$’s. We observe that the AR-GVZM processes $x_K(n)$ in (6) approach a continuous-time, stationary, Gaussian, mixed AR process with autocorrelation function

\[R_K(\tau) = P_0 \sum_{k=0}^{K-1} \frac{1}{v^{2-\theta}} e^{-|\tau|/v} \Delta v + P_s \cdot \delta(t).\]

Therefore, as $K \to \infty$, the $x_K(t)$’s will approach a Gaussian process $x_s(t)$ with autocorrelation

\[R_s(\tau) = P_0 \int v^2 \frac{1}{v^{2-\theta}} e^{-|\tau|/v} d\tau + P_s \cdot \delta(\tau).\]  \tag{9}

It is now easy to check that the PSD function of $x_s(t)$, which is the Fourier transform of $R_s(\tau)$, is given precisely by the formula of Eq. 1, i.e., the GVZM PSD function.

This is a significant result since zero-mean, Gaussian processes are uniquely defined by their autocorrelation function. Noting that the GVZM periodogram model implies the autocorrelation must be given by (9), if we make the additional assumption that the EEG noise time series is zero-mean, Gaussian, then that time series must be $x_s(t)$. This means that the AR-GVZM, simulations can be made to approximate EEG background noise with arbitrary precision by means of the double limiting process $\Delta t, \Delta v \to 0$ described above.

Note also that the converse can be proven using methods of 8: that is, if the EEG noise time series is given by limits of AR-GVZM, processes, then the GVZM periodogram model must be valid. This is important for practical applications because it defines the correct statistical model of the periodogram if AR-GVZM, approximations are used to simulate EEG noise.

V. REAL-TIME BCI ALGORITHMS AND EEG NOISE

In this section, we explore two new SSVEP frequency estimation algorithms we have designed, based on the GVZM noise model, which we refer to as GVZM-$\chi^2$ and the GVZM-$F$. We evaluate the performance of the new algorithms by comparing each with an existing, commonly-used procedure (to be described later). Our statistical analysis demonstrates that the GVZM-based algorithms outperform both their rivals.

In Section V-B, we examine the GVZM-$\chi^2$ algorithm, which is based on GVZM-$\chi^2$ critical levels for the EEG periodogram. These critical levels are curves drawn on the graph of the periodogram, which are parallel to the GVZM spectrum $S_{GVZM}(f)$ defined in Section II-B. Each represents the PSD level beneath which a random $S_{GVZM}(f) \cdot (1/2) \chi^2(2)$ variable should remain, with specified probability (see Fig. 5a and Fig. 5b for examples of GVZM-$\chi^2$ critical levels.)

In Section V-C, we perform a statistical performance comparison of GVZM-$\chi^2$ against a commonly-used BCI algorithm [1], [28], [29] we refer to as BCI-SNR. Note that BCI-SNR is based on forming certain ratios of periodogram values around the frequencies that are being tested as SSVEP stimuli (see Def. 4 in Section V-C).
Section V-D implements two versions of the well-known periodogram \( F \)-test frequency estimation method used in [24], [27]. The first version, which we call the smoothed-\( F \) algorithm, is a direct implementation of [24]. The second version, which we call the GVZM-\( F \) algorithm, replaces a key data-estimated periodogram with the optimally-fitting GVZM PSD and making no other alterations. We compare the performance of the GVZM-\( F \) and the smoothed-\( F \) algorithms statistically.

All four algorithms are used as SSVEP frequency estimators according to the protocol described in Appendix B. This Appendix also describes the procedures we used to generate the summary data statistics in Table I and Table II.

A. Set-up and Preprocessing

As our data, we used the publicly-available EEG recordings [27] of four subjects undergoing a series of SSVEP experiments, using a 128-channel Biosemi active-electrode EEG system (http://www.biosemi.com) sampled at 256 Hz. Each subject experienced 15 25-second trials divided into five trials each of approximately 8 Hz, 16 Hz, and 28 Hz stimulation frequencies. Each 25-second trial consisted of a 5-second pre-stimulation epoch, a 15-second visual stimulation epoch, and a 5-second post-stimulation epoch. Further experimental conditions are presented in [27].

We preprocessed each epoch separately. Using standard treatments for Biosemi recordings [27], quadratic trends in each channel were removed and the central Cz channel (in 10/20-nomenclature was subtracted from all other electrodes. A virtual electrode over the visual cortex was created by averaging the Biosemi-nomenclature electrodes A14, A15, A16, A21, A22, A23, A25, A27, A28, and A29. A virtual electrode close to the eye muscles was created by averaging the frontal 10/20 Fp2, Fpz, and Fp1 electrodes. The visual electrode was linearly regressed onto the eye electrode and the residual was used as the SSVEP response signal. This simple method of removing eyeblink artifacts worked well for our subjects.

We excluded the mid-alpha (9.5 Hz–13.5 Hz) and high beta (23.5 Hz–26.5 Hz) non-stationary bands [24] from all PSD functions, as well as frequencies below 6 Hz and above 50 Hz. This left 614 frequencies per periodogram for testing against the known stimuli.

The cumulative distribution functions (CDFs) of the BCI-SNR statistic, required in Section V-C, were calculated by bootstrap resampling [36]. Specifically, for every one of the four subjects, each of their 15 pre-stimulation epochs was independently concatenated to their 15 post-stimulation epochs, yielding 225 sample baseline datasets which were then multiplied by a Tukey window with parameter 0.1 (using the window of [29]). For each baseline, the BCI-SNR statistic was computed using equation Eq. (10) at each of the 614 test frequencies resulting in 614 “urns”, each urn containing the approximately 225 distinct SNR values which occurred at that frequency. For each test frequency, 1000 samples (with replacement) of size 225 were then selected from its urn. Each of these 1000 samples generated its own CDF. Then these 1000 CDFs were averaged to obtain a representative CDF at that frequency. Repeating this procedure at every one of the 614 test frequencies yielded 614 empirical CDFs for each of the four subjects.

The smoothed-\( F \) algorithm [24] of Section V-D estimated the expected PSD of the pre-stimulation epoch \( x_{\text{pre}}(n) \) by the smoothed periodogram approach of [37]. The circular autocorrelation \( R_{\text{pre}}(m) \) of \( x_{\text{pre}}(n) \) was computed and then the DFT \( S_{\text{pre}}(k) \) of the windowed autocorrelation \( h(m) \cdot R_{\text{pre}}(m) \) was regarded as the expected PSD. The window \( h(m) \) was a symmetric Hamming window of length \( 2M + 1 \), where \( M \) is approximately 10% of the data length of \( x_{\text{pre}}(n) \). In [24], the pre-stimulation data length was specifically chosen to be same as the stimulated epoch \( x_{\text{stim}}(n) \) so that their respective DFTs \( S_{\text{pre}}(k) \) and \( S_{\text{stim}}(k) \) could be compared easily at equal frequency indices \( k \). Since our pre-stimulation epochs are shorter than the stimulation epochs, spline interpolation of \( S_{\text{pre}}(k) \) was performed to resample it to the larger length.

We found that the 10% smoothed periodogram was sufficiently smooth that such resampling was very accurate.

The authors of [24] time-averaged multiple epochs to improve the SNR prior to detection. This required about 2 minutes of trial data, a very long duration for a practical real-time BCI. For example, the longest epoch used by the well-known and successful SSVEP BCI of [31] was 8 seconds, which was then continuously processed to yield average inter-selection intervals between 3.40 and 5.68 seconds. We therefore tested the GVZM-\( F \) and smoothed-\( F \) algorithms on the single-trial, unaveraged epochs of 15 seconds.

We performed the paired algorithm comparisons of GVZM-\( \chi^2 \) vs. BCI-SNR in Section V-C and GVZM-\( F \) vs. smoothed-\( F \) in Section V-D by procedures outlined in Appendix B. (See Fig. 3 Fig. 8 Table I and Table II.)

All fits of GVZM PSDs in Def. 2 to actual EEG periodograms, used by both the GVZM-\( \chi^2 \) and GVZM-\( F \) algorithms, were obtained by weighted least-squares optimization. We used weights proportional to \( f^{\beta} \), for \( \beta \approx 1.5 \), where the \( f \) are the frequencies over which we are optimizing. We observed that weighting increases the accuracy in the higher frequencies where the signal power is inherently small.

Figures displaying spectra and the results of spectral tests show power density \( S \) in dB relative to 1; that is \( 10 \log_{10}(S/1) \). However, all actual critical values have been determined and hypothesis tests were performed in the original units of (amplitude unit)²/Hz.

B. Real-time Estimation of SSVEP Responses using the GVZM-\( \chi^2 \) Algorithm

The most direct way to utilize the GVZM noise model in an estimation algorithm is by optimally fitting a GVZM PSD to recorded periodogram and calculating \( (1/2) \chi^2(2) \) critical levels parallel to it. Recall that a GVZM-\( \chi^2 \)-critical level at particular \( P \)-value is a curve parallel to \( S_{\text{GVZM}}(f) \), showing the power below which periodogram values are confined with probability \( 1 - P \), assuming the GVZM noise model to be correct. The frequencies of any spikes which extend above a pre-assigned \( P \)-value then are regarded as positives: frequencies at which the GVZM-\( \chi^2 \) algorithm will report the EEG as having
true power, not merely random noise. All others are reported as negatives. In this way, stimulus frequency estimation is implemented by a sequence of hypothesis tests [25], [38], one at every frequency we intend to examine.

Fig. 5a and Fig. 5b show the results of the GVZM-\(\chi^2\) algorithm for SSVEP experiments at 8 Hz and 28 Hz respectively (subject 3, trial 2). In particular, according to the GVZM noise model, it is 99.5% probable that a spectral spike will lie below the upper dashed critical level. These critical levels also display how accurately the GVZM noise model fits the spectra of recorded EEG background processes.

It is clear from Fig. 5a that the GVZM-\(\chi^2\) algorithm accurately estimated the 8 Hz fundamental SSVEP response and its two harmonics at significance level \(P = 0.005\), thus generating no false negatives (also called) Type II errors [25]. Moreover, it has correctly excluded all other spikes as simply random noise and thus avoided all false positives. (Also called Type I errors [25] or false discoveries [38]).

In Fig. 5b the 28 Hz response was estimated accurately however there are several false positives arising, because of non-stationary power in the alpha- and beta-bands (approximately 25 Hz). As discussed in Section V-A, such bands need to be pre-excluded from the frequencies to be tested.

C. SSVEP Frequency Estimation Using the GVZM-\(\chi^2\) and BCI-SNR Algorithms

In this section, we describe the BCI-SNR algorithm and compare it to the GVZM-\(\chi^2\) algorithm.

The BCI-SNR statistic for SSVEP procedures was first defined in [11], where it was used as a simple measure of signal strength for determining optimal stimulus frequencies. It subsequently became a popular frequency estimator for SSVEP BCIs [29] and more general applications [19]. The phrase “power spectral density analysis” (PSDA) also has been used [28] for methods based on the BCI-SNR.

Definition 4. The BCI-SNR statistic [11] of a signal \(x\) at the \(k^{th}\) test frequency \(f_k\) is the ratio

\[
SNR_x(f_k) = \frac{n \cdot \hat{S}_x(f_k)}{\sum_{j=-n/2}^{n/2} \hat{S}_x(f_k + j \cdot \Delta f)}
\]

where \(\hat{S}_x\) is an estimator of the sample spectrum, \(\Delta f\) is the spectral resolution of the estimated frequency domain, and \(n\) is a small integer. To be consistent with [29], we use \(n = 6\).

The BCI-SNR statistic is sometimes used as a non-blind detector for a short list \(f_1, \ldots, f_K\) of known SSVEP BCI selection frequencies. The subject’s selection is considered to be that frequency \(f_k\) which has the largest \(SNR_x\) value; i.e., \(f_{selected} = \arg \max_k SNR_x(f_k)\). (For example, [28], [29].)

To use the BCI-SNR algorithm as a blind SSVEP frequency estimator, as described by Appendix B, we require each individual probability distribution function of \(SNR_x(f_k)\) for every test frequency \(f_k\). These were estimated by bootstrap resampling as described in Section V-A.

![Fig. 6: GVZM-\(\chi^2\) vs. BCI-SNR example: the minimum-variance, unbiased, single-trial ROC estimator, showing optimal receiver operating](image-url)
characteristics (ROC) graph as described in Appendix B. The dataset is that of Fig. 1 (subject 3, trial 1, 28 Hz stimulus).

In Fig. TPR and FPR denote the true and false positive rates, calculated at 256 operating points as detailed in the Appendix. Confusion measures the fractional distance of an operating point from ideal performance TPR = 1, FPR = 0 while the truth rate is a weighted average of the TPR and the true negative rate TNR = (1 - FPR) intended as a measure of accuracy

\[
\left\{
\begin{align*}
\text{Confusion} &= \sqrt{(1 - \text{TPR})^2 + \text{FPR}^2} / \sqrt{2} \\
\text{Truth Rate} &= (1 - p_0) \cdot \text{TPR} + p_0 \cdot (1 - \text{FPR}),
\end{align*}\right.
\]

where \(0 \leq p_0 \leq 1\). In a Bayesian situation, with \(p_0\) the probability of the null hypothesis \([25]\), the truth rate is the probability of a true decision. We assume \(p_0 = 1/2\).

We observe that the GVZM-\(\chi^2\) algorithm outperforms the BCI-SNR algorithm at nearly every operating point. Moreover, even on this very difficult 28Hz stimulus, the optimal operating point for GVZM-\(\chi^2\) identifies the true stimulus frequency with probability above 90% with FPR below 20%.

**TABLE I**

**PERFORMANCE IMPROVEMENT OF GVZM-\(\chi^2\) OVER BCI-SNR**

| Combined Optimal Results | %  | Unconfused Trials | Pooled SE | \(t\)-score | df | P-value |
|--------------------------|----|-------------------|-----------|-------------|----|---------|
| Confinement Decrease     | 29.77 | 34 | 0.0371 | 3.253 | 11 | 0.004  |
| Truth Rate Increase      | 17.92 | 34 | 0.0356 | 3.133 | 11 | 0.005  |

Table II summarizes the pooled ROC results for \(N = 34\) trials, in which at least one of the algorithms had confusion below 35% ("unconfused" trials by definition). Pooled SE denotes the standard error

\[
\text{Pooled SE} = \sqrt{(\sigma_{GVZM}^2 + \sigma_{SNR}^2) / N}
\]

appropriate to the \(t\)-test for the difference of means.

Table II shows that the GVZM-\(\chi^2\) algorithm outperforms the BCI-SNR algorithm on both the confusion and truth rate measures with statistical significance above 99%.

**D. SSVEP Frequency Estimation Using the GVZM-F and Smoothed-F Algorithms**

In [24], the authors assume, based on the theory of periodograms developed in detail in [8], that the periodogram random process \(S_x(k), 0 \leq k \leq N - 1\) of the EEG background time series \(x(n)\) is given asymptotically by

\[
S_x(k) = \mathbb{E}[S_x(k)] \cdot (1/2) \Xi(k),
\]

where \(\Xi(k), 0 \leq k \leq N - 1\) is a process with \(\Xi(k) \sim \chi^2(2)\) and which are independent for \(0 \leq k, l < N/2\) with \(k \neq l\).

If the function \(\mathbb{E}[S_x(k)]\) were known, then (11) implies that the test statistics

\[
s_x(k) \overset{\text{def}}{=} 2 \cdot S_x(k) / \mathbb{E}[S_x(k)]
\]

for \(0 \leq k \leq N - 1\) would be iid \(\chi^2(2)\) random variables.

A fixed set of indices \(\Omega \subseteq \{0, 1, \cdots, N - 1\}\) is selected to represent what we regard as stationary frequencies; e.g., alpha-band frequencies are excluded (cf. Section V-A). Then, under the null hypothesis that there is no SSVEP spike at frequency index \(k_{test}\) we have

\[
\sum_{k \in \Omega_{test}} s_x(k) / N_{test} \sim F \left(N_{test}, N_{\Omega} - N_{test}\right) - \Omega_{test}
\]

where \(\Omega_{test}\) is the set of indices \(k_{test}\) and its harmonics in \(\Omega\), \(N_{test}\) is the size of \(\Omega_{test}\), \(N_{\Omega}\) the size of \(\Omega\), and \(F \left(d_1, d_2\right)\) is the \(F\)-distribution with degrees of freedom \(d_1, d_2\) [25].

The key issue is how to obtain the function \(\mathbb{E}[S_x(k)]\). In [24], the authors estimated this function by computing a “smoothed periodogram” \(S_{smooth}(k)\) of a pre-stimulation epoch as described in Section V-A and used \(S_{smooth}(k)\) as a substitute for \(\mathbb{E}[S_x(k)]\). This constituted their smoothed-F algorithm.

However, by using the GVZM noise model, we expect to obtain a more accurate baseline estimate by using the GVZM PSD which optimally fits the same pre-stimulus epoch as a substitute for \(\mathbb{E}[S_x(k)]\). This is our GVZM-F algorithm. Fig. 7 shows the periodogram from the pre-stimulus epoch of the data of Fig. 1 (subject 3, trial 1, 28Hz stimulus) with both the smoothed periodogram and the fitted GVZM PSD displayed. The two algorithms are compared as described in Appendix B. Fig. 8 shows an example of a minimum-variance, unbiased, single-trial estimate of the comparison ROC graph.

**TABLE II**

**PERFORMANCE IMPROVEMENT OF GVZM-F OVER SMOOTHED-F**

| Combined Optimal Results | %  | Unconfused Trials | Pooled SE | \(t\)-score | df | P-value |
|--------------------------|----|-------------------|-----------|-------------|----|---------|
| Confinement Decrease     | 30.57 | 56 | 0.0322 | 2.903 | 11 | 0.007  |
| Truth Rate Increase      | 12.67 | 56 | 0.0278 | 3.234 | 11 | 0.004  |
Table II summarizes the pooled ROC results as described in Appendix B for the 56 trials in which at least one of the algorithms had confusion below 35%. The large number of unconfused trials of these algorithms is a result of the inherent stability of the carefully-designed underlying statistic (12).

Table II shows that GVZM-F algorithm outperforms the smoothed-F algorithm on both the confusion and accuracy measures with statistical significance above 99%.

Fig. 8: GVZM-F vs. Smoothed-F example: the minimum-variance, unbiased, single-trial ROC estimator, showing optimal operating points, using the 28 Hz data of Fig. 1.

VI. CONCLUSIONS

In this paper, we showed the necessity of accurate statistical models of EEG background noise for applications to neuroscience, neurology, and real-time BCIs.

Based on our analysis and numerical experiments, we proposed a specific, five-parameter statistical family of EEG background periodograms using the GVZM PSD function. To the best of our knowledge, the GVZM PSD function is the only EEG noise PSD model with a fixed number of parameters, matches recorded EEG PSD’s with high accuracy over the full spectrum from 0 Hz to 30 Hz, and has approximately 1/fβ behavior in the mid-frequencies without infinities.

We validated this model using three complementary approaches. First, we briefly discussed our theoretical work [33] on neurological ion channels and quantum stochastic processes and noted that this theory implies the applicability of the GVZM PSD function to large networks of ion channels in maximum entropy statistical equilibrium. Second, we presented a class of time series we call AR-GVZM, processes which simulate EEG background noise. We showed that the periodograms of AR-GVZM, processes approach the GVZM PSD function as the number of subprocesses becomes large.

Third, we designed two algorithms to estimate SSVEP frequencies for real-time BCI applications and applied them to a public set of SSVEP recorded data. We showed statistically that both GVZM-based algorithms were more accurate than two commonly used alternatives, even on difficult data.

We conclude that the GVZM noise model accurately characterizes the statistics of EEG background periodograms and, therefore, is a very suitable model for algorithm design, brain signal simulation, and neuroscience investigations. In addition, we believe our applied results indirectly validate quantum ion channel maximum entropy analysis, which is the theoretical foundation of the GVZM noise model.

VII. APPENDIXES

Appendix A presents the background for a useful class of random processes we call ARMA(P,Q,N) processes which provide motivation for the GVZM model of Section II. Appendix B is an overview of the statistical methodology used for the algorithm comparisons of Section VII.

A. The Periodogram Distribution of Periodic ARMA Processes

Definition 5. A periodic Gaussian ARMA (P,Q,N) process is a zero-mean, stationary random process \( \{ x(n) \}_{n=-\infty}^{\infty} \) satisfying

\[
\sum_{p=0}^{P} a_p x(n-p) = \sum_{q=0}^{Q} b_q \nu(n-q),
\]

where \( a_0 = b_0 = 1 \) and \( \{ \nu(n) \}_{n=-\infty}^{\infty} \) is an iid, zero-mean, Gaussian process which is \( N \)-periodic: \( \nu(n+N) = \nu(n) \), for all \( n \), and the polynomials \( A(z) = \sum_{p=0}^{P} a_p z^p \) and \( B(z) = \sum_{q=0}^{Q} b_q z^q \) have no common zeros. The equality in the periodicity condition is meant to be exact; i.e., there are really only \( N \) distinct random processes \( \nu(0), \ldots, \nu(N-1) \).

Definition 6. An ARMA(P,Q,N) system is causal if the polynomial \( A(z) \) defined above has no zeros on or inside the unit circle.

Theorem 2. Let \( x(0), \ldots, x(N-1) \) be one period of a causal Gaussian ARMA(P,Q,N) process and let \( S_x(k) \), \( 0 \leq k \leq N-1 \), be its periodogram (Def. 1). Then

\[
S_x(k) = 2 \pi \sigma^2 \cdot \left| \frac{B(e^{-i(2\pi k/N)})}{A(e^{-i(2\pi k/N)})} \right|^2 \cdot (1/2) \Xi(k),
\]

where \( \Xi(k) \), \( 0 \leq k \leq N-1 \), is a sequence of \( \chi^2(2) \) distributed [25] random variables which are independent for \( 0 \leq k, l < N/2 \) when \( k \neq l \) and \( \sigma^2 \) is the variance of \( \nu(n) \).

Because of space limitations, we omit the proof of this result, which is a simple application of the techniques of [8].

B. Comparison Protocols for SSVEP Estimation Algorithms

To simplify analysis of the algorithms of Section VII, all four were reduced to a common m-ary test [38] protocol, outlined by the flow chart Fig. 9.

Every \( f \in F_{test} \) in a given set of test frequencies is to be independently judged by the algorithm for its presence or absence as an SSVEP stimulus in the experimental periodogram \( S \). No constraint is placed on the number of test frequencies \( f \in F_{test} \) the algorithm may report as present (positives, P), absent (negatives, N), or undetermined (u). Both pairs in a comparison (GVZM-\( \chi^2 \) vs. BCI-SNR and GVZM-F vs. smoothed-F) are tested against the same ground truth, which has access to the true SSVEP stimulus frequencies.
and possible harmonics for this experiment. Each algorithm is characterized by a test statistic $X(S,f)$ with CDFs

$$P_X(x,f) \overset{\text{def}}{=} \text{Prob}[X(S,f) \leq x],$$

where $S$ is a random variable varying over all possible periodograms that $X(\cdot,f)$ could receive ($S$ is a particular value of $S$). We assume that the larger the value of $X(S,f)$, the more likely $f$ is a stimulus frequency.

**GVZM-$\chi^2$:** $X(S,f) = S(f)/S_{\text{GVZM}}(f)$ and $P_X(x,f)$ is given by the inverse $(1/2)\cdot \chi^2(2)$ distribution (see Eq. (5)).

**BCI-SNR:** $X(S,f)$ is given by Eq. (10) and the CDFs are obtained empirically by bootstrap resampling as described in Section V-A.

**GVZM-$F$:** $X(S,f)$ is the ratio Eq. (12), with $E[S_x(k)]$ the GVZM fit to the baseline data. The CDFs are the inverse $F$ distribution with appropriate degrees of freedom.

**smoothed-$F$:** $X(S,f)$ is the ratio Eq. (12), with $E[S_x(k)]$ the smoothed periodogram of $S$ (7). The CDFs are the inverse $F$ distribution with appropriate degrees of freedom.

Let $0 \leq \alpha \leq 1$ be the 1-ary significance level. The $\alpha$-urn test for $X(S,f)$ is a conceptual container of paired values $x_0 \leq x_1$ whose likelihood of occurrence is determined by $P_X(x,f)$. The $\alpha$-urn test is the following randomized procedure: Calculate $X(S,f)$ and independently select a pair $x_0, x_1$ from the $\alpha$-urn. Then $f$ is adjudged present in $S$ if $X(S,f) \geq x_1$, absent if $X(S,f) < x_0$, and undetermined otherwise.

Ground truth answers questions about binary hypotheses $H_0(f), H_a(f)$, where the null hypothesis $H_0(f)$ is: frequency $f$ is not an SSVEP stimulus. It may fail to answer, which we symbolize in Fig. 9 by “$h(f)$”. Since no estimation algorithm can be 100% accurate, ground truth must contain a parameter $\delta f$ which determines how much error $|f - f_{\text{ssvep}}|$ it will tolerate between a test frequency $f$ and a known stimulus or harmonic frequency $f_{\text{ssvep}}$. We have found SSVEP estimation to be very sensitive to $\delta f$ and its optimal value must be determined for each subject during pre-test training.

With these definitions, the single-trial contingency table $CT(S)$ can be calculated as shown in Fig. 9. Note that multiple true positives are possible, even with a single stimulus frequency $f_{\text{ssvep}}$, both because ground truth may report harmonics of $f_{\text{ssvep}}$ and because the resolution $\delta f > 0$ must report test frequencies in an interval around $f_{\text{ssvep}}$. When a particular periodogram $S = S$ is analyzed, the conditional expectation $\overline{C T}(S) \overset{\text{def}}{=} E[CT(\cdot) \mid S]$, which is known to be the minimum variance unbiased estimator of $CT(\cdot)$ (25), can be calculated. From the cells of $\overline{C T}(S)$, we can derive the TPR and FPR (Section V-C) as $\text{TPR} = \text{TP}/N_a$, $\text{FPR} = \text{FP}/N_0$, where TP, FP are the number of true and false positives and $N_a, N_0$ are the number of true hypotheses $H_a, H_0$ respectively.

As seen in Fig. 9 the estimator $\overline{C T}(\alpha, \delta f; S)$ depends on the parameters $\alpha, \delta f$. By varying these, we can plot the resulting operating points (FPR $(\alpha, \delta f)$, TPR $(\alpha, \delta f)$) on a single-trial ROC graph (39). The ROC determines the optimal values of $\alpha, \delta f$ for the periodogram $S$. Fig. 4 and Fig. 8 show the operating points of 256 choices of $\alpha, \delta f$ for the various algorithms, on the ground truth, as well as the optimal operating points according to the two accuracy measures described in Section V-C.

By creating single-trial ROCs for all periodograms $S$ in an experiment, the statistical distribution of optimal accuracy measures can be inferred. Table I and Table II show the analysis of $N = 12$ optimal operating point measures corresponding to the three subjects and four possible stimulus frequencies, each of which were tested in five trials (Section V-A).

### References

[1] T. Hill and Y.-D. Chen, “On the theory of ion transport across the nerve membrane, IV. Noise from the open-close kinetics of K+ channels,” *Biophys. J.*, vol. 12, pp. 948–959, 1972.

[2] A. Manwani and C. Koch, “Detecting and estimating signals in noisy cable structures, I: Neuronal noise sources,” *Neural Computation*, vol. 11, pp. 1797–1829, 1999.

[3] B. Hille, *Ion Channels of Excitable Membranes*, 3rd ed. Sunderland, MA: Sinauer Associates, Inc., 2001.

[4] K. Diba, H. Lester, and C. Koch, “Intrinsic noise in cultured hippocampal neurons: Experiment and modeling,” *J. of Neuroscience*, vol. 24, no. 43, pp. 9723–9733, October 27, 2004.

[5] P. L. Nunez and R. Srinivasan, *Electric fields of the brain: The neurophysics of EEG*, 2nd ed. Oxford: Oxford University Press, 2006.

[6] A. Destexhe and M. Rudolph-Lilith, *Neuronal Noise, ser. Springer Series in Computational Neuroscience*, Vol. 8. Springer, 2012.

[7] A. V. Oppenheim and R. W. Schafer, *Digital Signal Processing*. Englewood Cliffs, N.J: Prentice-Hall, 1975, includes bibliographical references.

[8] P. J. Brockwell and R. A. Davis, *Time Series: Theory and Methods*, 2nd ed. New York: Springer-Verlag, 1991.

[9] S. J. Luck, *An Introduction to the Event-Related Potential Technique*, 2nd ed. Cambridge, MA: MIT Press, 2014.

[10] L. Rankine, N. Stevenson, M. Mesbah, and B. Boashash, “A nonstationary model of newborn EEG,” *IEEE Trans. Biomed. Eng.*, vol. 54, no. 1, pp. 19–28, January 2007.

[11] Y. Wang, R. Wang, X. Gao, B. Hong, and S. Gao, “A practical VEP-based brain-computer interface,” *IEEE Trans. Biomed. Eng.*, vol. 14, no. 2, pp. 234–239, 2006.
[12] B. Z. Allison, D. J. McFarland, G. Schalk, S. D. Zheng, M. M. Jackson, and J. R. Wolpaw, “Towards an independent brain-computer interface using steady state visual evoked potentials,” Clin. Neurophysiol., vol. 119, no. 2, pp. 399–408, 2008.

[13] R. Tetzlaff, T. Niederhofer, and P. Fischer, “Automated detection of a preseizure state: Non-linear EEG analysis in epilepsy by cellular nonlinear networks and Volterra kernels,” Int. J. Circuit Th. and Applications, vol. 34, no. 1, pp. 89–108, Jan-Feb 2006.

[14] B. Katz and R. Miledi, “The statistical nature of the acetylcholine potential and its molecular components,” J. Physiol., vol. 224, pp. 665–699, 1972.

[15] A. Díez, V. Suazo, P. Casado, M. Martín-Loeches, and V. Molina, “Spatial distribution and cognitive correlates of gamma noise power in schizophrenia,” Psychological Medicine, vol. 43, no. 6, pp. 1175–1185, June 2013.

[16] O. Vysata, A. Procházka, J. Mares, R. Rusina, L. Pazdera, M. Valis, and J. Kakal, “Change in the characteristics of EEG color noise in Alzheimer’s disease,” Clinical EEG And Neuroscience, vol. 45, no. 3, pp. 147–151, July 2014.

[17] R. Legenstein and W. Maass, “Ensembles of spiking neurons with noise support optimal probabilistic inference in a dynamically changing environment,” PLoS Computational Biology, vol. 10, no. 10, pp. 1–27, 2014.

[18] K. D. Miller and T. W. Troyer, “Neural noise can explain expansive, power-law nonlinearities in neural response functions,” J. Neurophysiol., vol. 87, pp. 653–659, 2002.

[19] F.-B. Viallette, M. Marice, J. Dauwels, and A. Cichocki, “Steady-state evoked potentials: Focus on essential paradigms and future perspectives,” Progress in Neurobiology, no. 90, pp. 418–438, 2010.

[20] C. S. Herrmann, “Human EEG responses to 1-100 Hz flicker: Resonance phenomena in visual cortex and their potential correlation to cognitive phenomena,” Exper. Brain Res., vol. 137, no. 3-4, pp. 346–355, Apr. 2001.

[21] G. R. Muller-Putz, R. Scherer, C. Brauneis, and G. Pfurtscheller, “Steady-state visual evoked potential (SSVEP)-based communication: impact of harmonic frequency components,” J. of Neural Eng., vol. 2, no. 4, pp. 123–130, Dec. 2005.

[22] B. Mandelbrot, Multifractals and 1/f Noise. New York: Springer-Verlag, 1999.

[23] K. Linkenkaer-Hansen, V. V. Nikouline, J. M. Palva, and R. Ilmoniemi, “Long-range temporal correlations and scaling behavior in human brain oscillations,” J. of Neuroscience, no. 4, pp. 1370–1377, February 2001.

[24] A. P. Liavas, G. V. Moustakides, G. Henning, E. Psarakis, and P. Husar, “A periodogram-based method for the detection of steady-state visually evoked potentials,” IEEE Trans. Biomed. Eng., vol. 45, pp. 242–248, Feb. 1998.

[25] A. M. Mood, F. A. Graybill, and D. C. Boes, Introduction to the Theory of Statistics, 3rd ed. New York: McGraw-Hill, 1974.

[26] A. M. L. F. M. de Sa, A. F. C. Infantosi, and V. V. Lazarev, “Evaluating the statistical frequency test,” in 29th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Cité Internationale, Lyon, France, 2007.

[27] H. Bakardjian, T. Tanaka, and A. Cichocki, “Optimization of SSVEP brain responses with application to eight-command brain computer interface,” Neurosci Lett., vol. 469, no. 1, pp. 34–38, 2010. Available: http://www.bakardjian.com/work/ssvep_data_Bakardjian.html

[28] Q. Wei, M. Xiao, and Z. Lu, “A comparative study of correlation analysis and power spectral density analysis for SSVEP detection,” in Third International Conference on Intelligent Human-Machine Systems and Cybernetics, 2011, pp. 7–10.

[29] R. Kuş, A. Dusyk, P. Milanowski, M. Łabecki et al., “On the quantification of SSVEP frequency responses in human EEG in realistic BCI conditions,” PLoS ONE, vol. 8, no. 10, pp. e77536:1–9, October 2013.

[30] J. Bernamont, Proc. Phys. Soc. Lond., vol. 49, p. 138, 1937.

[31] A. L. McWhorter, “1/f noise and related surface effects in Germanium, MIT Lincoln Laboratory Report No. 80,” in Semiconductor Surface Physics, R. Kingston, Ed. Univ. of Penns. Press, 1957, p. 207.

[32] A. van der Ziel, Appl. Phys. Lett., pp. 883–884, 1978.

[33] A. Paris, G. Atia, A. Vosoughi, and S. Berman, “Formalized Quantum Stochastic Processes and Hidden Quantum Models with Applications to Neuron Ion Channel Kinetics,” [Online]. 2015. Available: http://arXiv.org/abs/1511.00057

[34] A. Hodgkin and A. Huxley, “A quantitative description of membrane current and its application to conduction and excitation in nerve,” J. Physiol., vol. 117, pp. 500–544, 1952.