SCATTERING OF THE ENERGY-CRITICAL NLS WITH DIPOLAR INTERACTION

ALEX H. ARDILA

Abstract. In this paper, we investigate the global well-posedness and $H^1$ scattering theory for a 3d energy-critical Schrödinger equation under the influence of magnetic dipole interaction $\lambda_1 |u|^2 u + \lambda_2 (K \ast |u|^2) u$, where $K$ is the dipole-dipole interaction kernel. Our proof of global well-posedness result is based on the argument of Zhang [23]. Moreover, adopting the induction of energy technique of Killip-Oh-Pocovnicu-Visan [20], we obtain a condition for scattering.

1. Introduction

The nonlinear Schrödinger equations with dipolar interactions have been intensively studied in the last decade. Most works concern local existence [8], stability and instability of standing waves [1,4,17], blow-up in finite time and small data scattering [3,4,8,18]. Recently, results on scattering for “large” data were obtained [2]. In this paper, we consider the Cauchy problem for the following energy-critical NLS under the influence of magnetic dipole interaction arising in Bose-Einstein condensation of dipolar quantum gases

\[
\begin{aligned}
(i \partial_t + \Delta)u &= \lambda_1 |u|^2 u + \lambda_2 (K \ast |u|^2) u + |u|^4 u, \\
u(0) &= u_0 \in H^1(\mathbb{R}^3),
\end{aligned}
\]

where $u : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{C}$. The physical parameters $\lambda_1, \lambda_2 \in \mathbb{R}$ describe the strength of the dipolar interaction. The dipole interaction kernel is given by

\[
K(x) = \frac{1 - 3 \cos^2(\theta)}{|x|^4},
\]

where $\theta = \theta(x)$ is the angle between the dipole axis $n$ and the vector $x$, i.e. $\cos(\theta) = x \cdot n / |x|$. For simplicity, without restriction of generality, we fix the dipole axis as the vector $n = (0, 0, 1)$. The equations of the form (1.1) arise in a wide variety of physical models and have been investigated by many authors [1,2,4,8,18,22]. Experimental investigations of the collapse dynamics of (1.1) in the unstable regime can be found in [6,19]; see introduction in [18] for more details.

The term “energy-critical” refers to the fact that if we ignore the long-range dipolar interaction $\lambda_1 |u|^2 u + \lambda_2 (K \ast |u|^2) u$ (i.e., $\lambda_1 = \lambda_2 = 0$) in (1.1), then the family of transformations $u(t,x) = \lambda^\frac{4}{1} t^\frac{1}{4} \lambda^{-1} x$ preserves both the equation and the energy. Global well-posedness and scattering theory for the energy critical and mass critical NLS has been intensively studied in the last years; see Colliander-Keel-Staffilani-Takaoka-Tao [10], Tao-Visan-Zhang [21], J. Bourgain [7], B. Dodson [12], Kenig-Merle [14], Killip-Visan [15] and references therein for more details.
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In this paper, we focus on the case when \( \lambda_1 \) and \( \lambda_2 \in \mathbb{R} \) fulfill the following conditions (the so-called Unstable Regime [8]):
\[
\begin{cases}
\lambda_1 - \frac{4\pi}{3} \lambda_2 < 0 & \text{if } \lambda_2 > 0, \\
\lambda_1 + \frac{4\pi}{3} \lambda_2 < 0 & \text{if } \lambda_2 < 0.
\end{cases}
\] (1.3)

Equation (1.1) admits the conservation of the energy, defined by
\[
E(u) := \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u|^2 + \frac{\lambda_1}{4} |u|^4 + \frac{\lambda_2}{4} (K * |u|^2)|u|^2 \, dx + \frac{1}{6} |u|^6 \, dx.
\]
for sufficient smooth solutions. We have the following result concerning with the well-posedness of the problem (1.1).

**Theorem 1.1** (Global well-posedness). Assume that \( \lambda_1 \) and \( \lambda_2 \) do not vanish simultaneously. Let \( u_0 \in H^1(\mathbb{R}^3) \). Then the initial value problem (1.1) admits a unique global solution \( u \in C(\mathbb{R}, H^1(\mathbb{R}^3)) \) such that \( u(0) = u_0 \). Moreover, we have the conservation of energy, mass and momentum: for all \( t \in \mathbb{R} \),
\[
M(u(t)) := \| u(t) \|_{L^2}^2 = M(u_0), \quad \text{and} \quad E(u(t)) = E(u_0),
\]
\[
P(u(t)) := \int_{\mathbb{R}^3} 2 \text{Im}(\bar{u} \nabla u) \, dx = P(u_0).
\]

In this paper, we consider the scattering theory of the solutions to (1.1). We recall that a solution \( u \) to (1.1) scatters in \( H^1(\mathbb{R}^3) \) (both forward and backward time) if there exists a unique scattering state \( u_{\pm} \in H^1(\mathbb{R}^3) \) such that
\[
\lim_{t \to \pm \infty} \| u(t) - e^{it\Delta} u_{\pm} \|_{H^1} = 0,
\]
where \( e^{it\Delta} \) is the Schrödinger group.

**Proposition 1.2** (Small data scattering). Let \( u_0 \in H^1 \) and \( u \) denote the global solution to (1.1) with \( u(0) = u_0 \) given in Theorem 1.1. Then, there exists \( \delta > 0 \), \( \delta \) depending on the \( \dot{H}^1(\mathbb{R}^3) \) norm of the initial data \( u_0 \), such that if \( \| u_0 \|_{L^2} < \delta \), then \( u \) scatters in \( H^1(\mathbb{R}^3) \).

In view of Proposition 1.2, it is natural to ask under which conditions on the initial date scattering holds. Removing the critical term \( |u|^4 u \) one recovers the non-local NLS arising in Bose-Einstein condensation of dipolar quantum gases
\[
(i \partial_t + \Delta)u = \lambda_1 |u|^2 u + \lambda_2 (K * |u|^2) u.
\] (1.4)

Bellazzini and Forcella [2] have obtained the following sufficient condition for scattering of (1.4): assume that \( \lambda_1, \lambda_2 \) belong to the unstable regime (1.3) and define the set
\[
\mathcal{M} = \left\{ u \in H^1(\mathbb{R}^3) : E(u_0) M(u_0) < E(Q) M(Q) \quad \text{and} \quad \| \nabla u_0 \|_{L^2} \| u_0 \|_{L^2} < \| \nabla Q \|_{L^2} \| Q \|_{L^2} \right\},
\]
where \( Q \) is a ground state associated with equation (1.4). The set \( \mathcal{M} \) is invariant by the flow of (1.4) and if \( u_0 \in \mathcal{M} \), then the corresponding solution to (1.1) with initial data \( u_0 \) is global and scatters. For other results in this direction see also [3,4,11,18].

By Proposition 1.2 we have that solutions of (1.1) with small initial data scatters in \( H^1(\mathbb{R}^3) \). Notice that the equation (1.1) admits a nonscattering solutions of the form \( u(t, x) = e^{it\omega} Q_\omega(x) \), where \( Q_\omega \) is a nontrivial solution of the elliptic problem (see Corollary 4.3 below)
\[
- \Delta Q_\omega + \lambda_1 |Q_\omega|^2 Q_\omega + \lambda_2 (K * |Q_\omega|^2) Q_\omega + |Q_\omega|^4 Q_\omega + \omega Q_\omega = 0.
\] (1.5)

The goal this paper is to find a region \( K \) (see (1.10) below) of the mass/energy plane such that if the initial data \( u_0 \in H^1(\mathbb{R}^3) \) satisfies \( (M(u_0), E(u_0)) \in K \), then the
corresponding solution with initial data \( u_0 \) scatter in \( H^1(\mathbb{R}^3) \). With this in mind, for \( \alpha > 0 \), we consider the following sharp \( \alpha \)-Gagliardo-Nirenberg-Hölder inequality

\[- \lambda_1 \| f \|_{L^4}^4 - \lambda_2 \| (K * |f|^2) f \|_{L^4} \leq C_\alpha \| f \|_{L^2} \| \nabla f \|_{L^2}^{\frac{2}{\alpha}} \| f \|_{L^4}^{\frac{4-2\alpha}{\alpha}}, \quad (1.6)\]

where the sharp constant \( C_\alpha > 0 \) is explicitly given by (see Theorem 4.2 and Corollary 4.4)

\[ C_\alpha = \frac{4(1 + \alpha)}{3\alpha} \| Q_{\alpha} \|_{L^2}^{-\frac{1}{2}} \| \nabla Q_{\alpha} \|_{L^2}^{\frac{\alpha-1}{2}}. \quad (1.7)\]

We also define the following minimization problem

\[ \mathcal{E}(m) := \inf \{ E(u) : u \in H^1(\mathbb{R}^3), M(u) = m \text{ and } I(u) = 0 \}, \quad (1.8)\]

where \( m \geq 0 \) and \( I \) (virial functional) is given for \( v \in H^1(\mathbb{R}^3) \)

\[ I(v) := \| \nabla v \|_{L^4}^4 + \| v \|_{L^6}^6 + \frac{3}{4} \lambda_1 \| v \|_{L^6}^6 + \frac{3}{4} \lambda_2 \| (K * |v|^2) |v|^2 \|_{L^4}. \quad (1.9)\]

If no function obeys the constrain \( \{ u \in H^1(\mathbb{R}^3), M(u) = m \text{ and } I(u) = 0 \} \), then we assume that \( \mathcal{E}(m) = \infty \). Finally, following [20], we define the following open region \( \mathcal{K} \) of \( \mathbb{R}^2 \),

\[ \mathcal{K} := \{(m, e) : 0 < m < M(Q_1) \text{ and } 0 < e < \mathcal{E}(m)\}, \quad (1.10)\]

where is \( Q_1 \) is an optimizer (see (1.7)) of the \((\alpha = 1)\)-Gagliardo-Nirenberg-Hölder inequality (1.6).

**Remark 1.3 (Description of the region \( \mathcal{K} \)).** We set \( S(x) := \frac{1}{\sqrt{2}} Q_1(\sqrt{x} x) \). Notice that \( M(S) < M(Q_1) \), \( I(S) = 0 \) and \( E(S) > 0 \) (see Section 5 for more details). In Theorem 5.2 we will show that the function \( \mathcal{E} : [0, M(Q_1)] \to \mathbb{R} \) given by (1.8) satisfies: \( \mathcal{E}(m) = \infty \) on \((0, M(S))\), \( \mathcal{E}(m) \in (0, E(S)] \) on \([M(S), M(Q_1)]\) and \( \mathcal{E}(m) = 0 \) when \( m = M(Q_1) \). Moreover, \( \mathcal{E} \) is strictly decreasing on \([M(S), M(Q_1)]\); see Figure 1 for an illustration of the shape of the function \( \mathcal{E} \).

**Figure 1. Mass/Energy Plane**

Since \( \mathcal{K} \) contains a neighborhood of \((0, 0)\), and solutions of equation (1.1) with small initial values scatter (see Proposition 1.2), a question that naturally arises is whether or not all solutions of (1.1) such that \((M(u), E(u)) \in \mathcal{K}\) also scatter. In this paper, we give a positive answer to this question.

**Theorem 1.4.** Let \( \lambda_1, \lambda_2 \) belong to the unstable regime (1.3) and let \( \mathcal{K} \) be defined by (1.10). Given any \( u_0 \in H^1(\mathbb{R}^3) \) such that \((M(u_0), E(u_0)) \in \mathcal{K}\), it follows that the corresponding global solution \( u \) of (1.1) scatters in \( H^1(\mathbb{R}^3) \).
Notice that by Theorem 1.4 and Remark 1.3 we infer that if the initial data \( u_0 \in H^1(\mathbb{R}^3) \) satisfies \( \| u_0 \|_{L^2_x} < \| S \|_{L^2_x} \), then the corresponding solution \( u(t) \) to (1.1) scatter in \( H^1(\mathbb{R}^3) \); compare with Proposition 1.2.

Our proof scattering result is based on the argument of Killip-Oh-Pocovnicu-Visan [20], which treated the cubic-quintic problem in three dimensions. We remark that the so-called unstable regime in the original dipole model can be thought of as a focusing cubic nonlinearity (see Remark 2.3 in [1], and therefore it is natural to use Killip-Oh-Pocovnicu-Visan’s [20] approach to study the equation (1.1). In particular, we adopt the concentration compactness approach to induction on energy. However, in the present situation new technical problems appear related especially to the presence of the dipole interaction kernel that makes the analysis more delicate.

**Stable regime.** We say that \( \lambda_1 \) and \( \lambda_2 \in \mathbb{R} \) belong to the stable regime if (1.3) is not satisfied, i.e.,

\[
\begin{align*}
\lambda_1 - \frac{4\pi}{3} \lambda_2 & \geq 0 & \text{if } \lambda_2 > 0, \\
\lambda_1 + \frac{4\pi}{3} \lambda_2 & \geq 0 & \text{if } \lambda_2 < 0.
\end{align*}
\]

(1.11)

Notice that in this case we have that \(- \lambda_1 \| \varphi \|_{L^4_x}^4 - \lambda_2 \| (K \ast |\varphi|^2) |\varphi|^2 \|_{L_x^4} \leq 0 \) for every \( \varphi \in H^1(\mathbb{R}^3) \). In particular, from Lemma 4.1 (see also [18, Theorem 3.3 (1)]) below we infer that no solutions to stationary problem (1.5) exists in \( H^1(\mathbb{R}^3) \). Moreover, we can use the same argument as in Theorem 1.4, with some natural modifications (see [13, Section 7] and [16] for more details), to establish the following result.

**Corollary 1.5.** Let \( \lambda_1, \lambda_2 \) belong to the stable regime (1.11). Then every solution of (1.1) scatters in \( H^1(\mathbb{R}^3) \).

Outline of the paper. At the end of Introduction we fix notation to be used throughout the rest of paper. In Section 2 we collect some useful results, including Strichartz estimates. In Section 3, we prove the Theorem 1.1 and Proposition 1.2. In Section 4 we consider the sharp \( \alpha \)-Gagliardo-Nirenberg-Hölder inequality (1.6). In Section 5, we give the description of the set \( \mathcal{K} \). Section 6 is devoted to a stability result for (1.1) and a profile decomposition property. Section 7 is devoted to the construction of a critical solution. Finally, in Section 8 we prove the scattering result by a rigidity argument (Theorem 1.4).

**Notations.** We write \( A \lesssim B \) or \( B \gtrsim A \) to denote \( A \leq CB \) for some \( C > 0 \). If \( A \lesssim B \lesssim A \) we write \( A \sim B \). For a function \( u : I \times \mathbb{R}^3 \to \mathbb{C} \), \( I \subset \mathbb{R} \), we write

\[
\| u \|_{L^q_t L^r_x(I \times \mathbb{R}^3)} = \| u(t) \|_{L^q_x(I \times \mathbb{R}^3)} \| L^r_x(I)
\]

with \( 1 \leq q \leq r \leq \infty \). Moreover, the Fourier transform on \( \mathbb{R}^3 \) is defined by

\[
\hat{f}(\xi) = \int_{\mathbb{R}^3} e^{-ix \cdot \xi} f(x) dx.
\]

We say that \((q, r)\) is admissible if \( 2 \leq q, r \leq \infty \) and \( \frac{2}{q} + \frac{3}{r} = \frac{3}{2} \). Also, we define

\[
\| u \|_{S^0(I)} := \sup \left\{ \| u \|_{L^q_t L^r_x(I \times \mathbb{R}^3)} : \ (q, r) \text{ is admissible} \right\}.
\]

We use the “Japanese bracket” \( \langle \nabla \rangle = (1 - \Delta)^{1/2} \) and we define the Sobolev norms

\[
\| u \|_{H^{s, r}(\mathbb{R}^3)} := \| \langle \nabla \rangle^s u \|_{L^r_x(\mathbb{R}^3)}.
\]

Given \( p \), we let \( p' \) denote the conjugate of \( p \).
2. Preliminaries

We have the following global-in-time Strichartz estimates.

**Lemma 2.1** (Strichartz estimates). Let \((q,r)\) be an admissible pair. Then the solution \(u\) of \((i\partial_t + \Delta)u = F\) with initial data \(u_0\) obeys
\[
\|u\|_{L_t^q L_x^r(I \times \mathbb{R}^3)} \lesssim \|u_0\|_{L_x^q(\mathbb{R}^3)} + \|F\|_{L_t^q L_x^r(I \times \mathbb{R}^3)},
\]
where \(2 \leq \tilde{q}, \tilde{r} \leq \infty\) with \(\frac{1}{\tilde{q}} + \frac{1}{\tilde{r}} = \frac{2}{3}\) and for some interval \(I \subset \mathbb{R}\).

As mentioned in the introduction, we can assume that the applied magnetic field is parallel to the \(x_3\)-axis. In this case \(n = (0,0,1)\) and we have that (see \((1.2)\))
\[
K(x) = \frac{x_1^2 + x_2^2 - 2x_3^2}{|x|^6}.
\]
We have the following result (see [8] for more details).

**Lemma 2.2.** The operator \(K : u \mapsto K \ast u\) can be extended as a continuous operator on \(L^p(\mathbb{R}^3)\) for \(1 < p < \infty\). In addition, the Fourier transform of \(K\) is given by
\[
\hat{K}(\xi) = \frac{4\pi}{3} \left( \frac{2\xi_3^2 - \xi_1^2 - \xi_2^2}{|\xi|^4} \right).
\]
In particular, \(\hat{K}(\xi) \in [-\frac{4\pi}{3}, \frac{4\pi}{3}]\).

We will need moreover the following result (see \([18, \text{Lemma } 8.1.])\).

**Lemma 2.3.** Let \(\lambda_1, \lambda_2\) belong to the unstable regime \((1.3)\). Then for each \(m > 0\) there exists some \(f \in H^1(\mathbb{R}^3)\) with \(\|f\|_{L^2} = m\) such that \(N(f) > 0\), where
\[
N(f) := -\lambda_1 \|f\|_{L^4}^4 - \lambda_2 \|(K \ast |f|^2)|f|^2\|_{L^1}.
\]

Finally, we introduce the energy-critical NLS in \(\mathbb{R}^3\),
\[
\begin{cases}
(i\partial_t + \Delta)u = |u|^4u, \\
u(0) = u_0 \in H^1_x(\mathbb{R}^3),
\end{cases}
\]  
which play an important role in the scattering theory of \((1.1)\). We have the following result.

**Theorem 2.4** (Global well-posedness). For any \(u_0 \in \dot{H}^1(\mathbb{R}^3)\) there exists a unique global solution \(u \in C(\mathbb{R}, \dot{H}^1(\mathbb{R}^3))\) to \((2.1)\). Furthermore, we have the following space-time bound
\[
\|u\|_{L_{t,x}^{10}(\mathbb{R} \times \mathbb{R}^3)} \leq C(\|u_0\|_{\dot{H}^1}).
\]

For the proof of Theorem 2.4 in the radial setting see Bourgain [7], and in its full generality see Colliander, Keel, Staffilani, Takaoka and Tao [10]; see also [15].

3. Well-posedness and small data scattering

In this section we study the local theory of \((1.1)\). It plays an important role in scattering theory. The idea is originally due to Zhang [23]. First we need the following result, which gives local existence, uniqueness and conservation of mass and energy for any initial data in \(H^1(\mathbb{R}^3)\).

**Proposition 3.1.** Assume that \(\lambda_1\) and \(\lambda_2\) do not vanish simultaneously. For any \(u_0 \in H^1(\mathbb{R}^3)\), there exists a unique solution \(u \in C(I, H^1(\mathbb{R}^3))\) to the Cauchy problem \((1.1)\) on some interval \(I := (-T_{\text{min}}, T_{\text{max}}) \ni 0\). Furthermore,
\begin{enumerate}[(i)]
\item There is conservation of mass and energy.
\end{enumerate}
(ii) \( u \in L_t^1 L_x^6(K \times \mathbb{R}^3) \) for every compact time interval \( K \subset I \) and for any admissible pair \((q,r)\).

(iii) If \( T_{\text{max}} \) is finite, then
\[
\lim_{t \to T_{\text{max}}} \|u(t)\|_{H^2_x} = \infty \quad \text{or} \quad \sup_{(q,r)-\text{admissible}} \|u\|_{L_t^q H_x^{1-r}(0,T_{\text{max}}) \times \mathbb{R}^3} = \infty,
\]
for every admissible pair \((q,r)\) with \(2 < r < 6\). An analogous statement holds when \( T_{\text{min}} \) is finite.

(iv) The solution \( u \) depends continuously on the initial data \( u_0 \).

**Proof.** We can prove the proposition in the same way as in [9, Section 4.5]. So we omit the details. \( \square \)

**Lemma 3.2.** The solution \( u \) to (1.1) given in Proposition 3.1 is global, i.e. \( I = \mathbb{R} \).

**Proof.** Step 1. Kinetic energy control. By Plancherel identity, the energy functional can be rewritten as
\[
E(u) = \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u|^2 \, dx + \frac{1}{4(2\pi)} \int_{\mathbb{R}^3} (\lambda_1 + \lambda_2 \hat{K}(\xi))|u|^2 \, d\xi + \frac{1}{6} \int_{\mathbb{R}^3} |u|^6 \, dx.
\]
Since \( \hat{K}(\xi) \in [-\frac{\pi}{4}, \frac{\pi}{4}] \), we infer that there exists \( \beta > 0 \) such that
\[
-\lambda_1 \|u\|_{L^4_x}^4 - \lambda_2 \|(u + |u|^2)|u\|_{L^1_x} \leq \beta \|u\|_{L^4_x}^4,
\]
and so we have
\[
E(u) + M(u) \gtrsim \|u\|_{L^4_x}^2 + \frac{1}{3} \int_{\mathbb{R}^3} |u|^2 \left( |u|^2 - \frac{3}{4} \beta \right)^2 \, dx.
\]
This implies that
\[
\sup_{t \in I} \|\nabla u(t)\|_{L^2_x}^2 + \|u(t)\|_{L^6_x}^6 \lesssim E(u_0) + M(u_0). \quad (3.1)
\]

**Step 2. Local space-time bound.** We consider the defocusing quintic Schrödinger equation
\[
\begin{cases}
(i\partial_t + \Delta) v = |v|^4 v, \\
v(0) = u_0 \in \dot{H}^1(\mathbb{R}^3).
\end{cases} \quad (3.2)
\]
By Theorem 2.4 we have that there exists a unique global solution \( v \in C(\mathbb{R}, \dot{H}^1_x) \) to (3.2) which satisfies
\[
\|v\|_{L_t^q L_x^4(\mathbb{R} \times \mathbb{R}^3)} + \|v\|_{L_t^6 H_x^{1-r}(\mathbb{R} \times \mathbb{R}^3)} \leq C(\|u_0\|_{H^1_x}, \|u_0\|_{L^2_x}), \quad (3.3)
\]
for every admissible pair \((q,r)\). We set \( w := u - v \), where \( u \) is the local solution to (1.1) given in Proposition 3.1 and \( v \) is the global solution of the problem (3.2). On taking the difference of the two equations we infer that \( w \) satisfies the Cauchy problem:
\[
(i\partial_t + \Delta)w = \lambda_1 |w|^2 (w + u) + \lambda_2 (K * |w|^2)(w + u) + |w + u|^4 (w + u) - |v|^4 v,
\]
with initial condition \( w(0) = 0 \). For a time slab \( I \subset \mathbb{R} \) we define the spaces
\[
\dot{B}^0_I = L^4_t L_x^\infty (I \times \mathbb{R}^3) \cap L^{10}_t L_x^\infty (I \times \mathbb{R}^3) \cap L^6_t L_x^\infty (I \times \mathbb{R}^3),
\]
\[
\dot{B}^1_I = \{ w; \nabla u \in \dot{B}^0_I \}, \quad B^1_I = \dot{B}^0_I \cap \dot{B}^1_I.
\]
From Lemma 1.7 in [23] we have
\[
\|\nabla^4(|u|^2u)\|_{L_t^{10} L_x^\infty (I \times \mathbb{R}^3)} \lesssim \|u\|_{\dot{B}^1_I}^2 \|u\|_{\dot{B}^1_I},
\]
\[
\|\nabla^4(|u|^2u)\|_{L_t^6 L_x^\infty (I \times \mathbb{R}^3)} \lesssim |I|^{\frac{2}{3}} \|u\|_{\dot{B}^1_I}^2 \|u\|_{\dot{B}^1_I},
\]
for $s = 0, 1$. On the other hand, using the fact that $\frac{1}{17} = \frac{1}{12} + \frac{1}{2}, \frac{1}{12} = \frac{1}{17} + \frac{5}{12},$ by Hölder inequality and Sobolev embedding we obtain for $s = 0, 1$
\[\|\nabla u^s(K \ast |u|)^2 u\|_{L^2_t L^\infty_x(I \times \mathbb{R}^d)} \lesssim |I|^\frac{s}{2} \|u\|^2_{B^s_t} \|u\|_{B^0_t}.\]

The proof of Lemma 3.2 now follows the same lines as in [23, Section 2.3]. Indeed, by the inequalities above, (3.3) and using the inductive argument developed in [23, Pag 431] we have that the initial value problem (3.4) has a unique solution $w$ on an interval $[0,T]$ ($T = T(\|u_0\|_{H^s}) > 0$) such that $\|w\|_{B^s_{[0,T)}} \lesssim C$. Since, by construction, $u = v + w$ on $[0,T]$, we obtain a unique solution $u$ of (1.1) on an interval $[0,T]$ such that
\[\|u\|_{B^s_{[0,T)}} \leq \|w\|_{B^s_{[0,T)}} + \|v\|_{B^s_{[0,T)}} \lesssim u_0 C \] (3.5)

Therefore, since the equation (1.1) is time translation invariant, by (3.1) and (3.5) we infer that the solution is global. This completes the proof of Lemma.

\[\Box\]

**Proof of Theorem 1.1.** Theorem 1.1 follows immediately from Proposition 3.1 and Lemma 3.2.

In the following result we show that the solution scatters in $H^1(\mathbb{R}^3)$ when the initial data is small in $L^2(\mathbb{R}^3)$.

**Proposition 3.3.** Let $u_0 \in H^1(\mathbb{R}^3)$. Then there exists a constant $\delta > 0$ (depending on the $H^1(\mathbb{R}^3)$-norm of $u_0$) such that if $\|u_0\|_{L^2} \leq \delta$, then the corresponding solution $u$ of (1.1) satisfies the global space-time bound $\|u\|_{L^1_t H^1_x(\mathbb{R} \times \mathbb{R}^3)} \lesssim 1$ for any admissible pair $(p,r)$. In particular, $u$ scatters in $H^1_x$.

**Proof.** Step 1. Global space-time bound. Following [23, Subsection 3.3], the idea is to approximate (1.1) by (3.2) globally in the time. With this in mind, we define the spaces
\[Z^0 I = L^1_t L^8_x(I \times \mathbb{R}^3) \cap L^{10}_t L^{20}_x(I \times \mathbb{R}^3), \quad Z^1 I = \left\{ u; \nabla u \in Z^0 I \right\}, \quad Z^1 = Z^0 \cap Z^1,\]
for a time slab $I \subset \mathbb{R}$. Let $v$ the global solution of the defocusing quintic Schrödinger equation (3.2) with $v(0) = u_0$. Again, as in Lemma 3.2 above, we set $w := u - v$, where $u$ is the global solution to (1.1) with initial data $u_0$. Then $w$ satisfies the Cauchy problem
\[(i\partial_t + \Delta)w = \lambda_1 |w + v|^2(w + v) + \lambda_2 (K \ast |w + v|)^2(w + v) + |w + v|^4(w + v) - |v|^4v,\] (3.6)

with initial data $w(0) = 0$. Making using of Hölder inequality we have (see [23, Pag 437])
\[\|w + v|^2(w + v)\|_{L^1_t H^1_x \cap W^{1,p}_x(I \times \mathbb{R}^3)} \lesssim \|w\|^2_{Z^1_j} + \|w\|_{Z^1_j} \|v\|_{Z^1_j} + \|v\|_{Z^1_j} \|v\|_{Z^1_j} + \|v\|_{Z^1_j} \|v\|_{Z^1_j},\] (3.7)

Now, Hölder inequality implies that
\[\|w + v|^4(w + v) - |v|^4v\|_{L^1_t H^1_x \cap W^{1,p}_x(I \times \mathbb{R}^3)} \lesssim \sum_{i=1}^4 \|w\|_{Z^1_j} \|v\|_{Z^1_j} \] (3.8)
Moreover, since the operator $f \mapsto K \ast f$ is continuous on $L^p(\mathbb{R}^3)$ for each $1 < p < \infty$ (see Lemma 2.2), we obtain
\[
\| (K \ast |w + v|^2)(w + v) \|_{L^2_w H^s_x} \lesssim \| (K \ast (1 + |\nabla|)|w + v|^2)(w + v) \|_{L^2_w} \| w + v \|_{L^4_w} \\
+ \| K \ast |w + v|^2 \|_{L^2_w} + \| (1 + |\nabla|)(w + v) \|_{L^4_w} \| w + v \|_{L^4_w} \lesssim \| w + v \|_{L^2_w}^2 \| (1 + |\nabla|)(w + v) \|_{L^4_w}.
\]
Therefore,
\[
\| (K \ast |w + v|^2)(w + v) \|_{L^2_w H^s_x} \lesssim \| w + v \|_{L^2_w}^2 \| w + v \|_{L^4_w} \| w + v \|_{L^4_w},
\]
and thanks to inequality $\| f \|_{L^2_w L^2_z} \lesssim \| f \|_{Z^2_{w,z}}$ we deduce that
\[
\| (K \ast |w + v|^2)(w + v) \|_{L^2_w H^s_x} \lesssim \| w \|_{Z^2_{w,z}}^2 + \| |w| |v| \|_{Z^1_{w,z}} + \| |v| \|_{Z^1_{w,z}} \| w \|_{Z^2_{w,z}} + \| |v| \|_{Z^1_{w,z}} \| v \|_{Z^2_{w,z}}. \tag{3.9}
\]
Combining the estimates (3.7), (3.8) and (3.9) and using the inductive argument developed in [23, Pag 438] we can show that there exists $\delta := \delta(H^1(\mathbb{R}^3)) > 0$ such that if $\| u_0 \|_{H^1} \leq \delta$, then the initial value problem (3.6) has a unique solution in $\mathbb{R}$ such that $\| w \|_{Z^2_{w,z}} \leq C(\| u_0 \|_{H^1})$. From (3.3), one gets
\[
\| u \|_{Z^2_{w,z}} \leq \| w \|_{Z^2_{w,z}} + \| v \|_{Z^2_{w,z}} \leq C(\| u_0 \|_{H^1}).
\]
Finally, making use of Strichartz estimates, we have
\[
\| u \|_{L^4_t H^s_x(\mathbb{R} \times \mathbb{R}^3)} \leq C(\| u_0 \|_{H^1}),
\]
for any admissible pair $(p, r)$.

**Step 2. Scattering.** According the Duhamel formula, for $F(u) = \lambda_1 |u|^2 u + \lambda_2 (K \ast |u|^2) u + |u|^3 u$, we define
\[
u(t) = u_0 - i \int_0^t e^{i(t-\tau)} F(u(\tau)) d\tau.
\]
This is well defined in $H^1(\mathbb{R}^3)$, since by Hölder (see (3.7), (3.8) and (3.9)) and Strichartz estimates we get
\[
\| \nu(t_1) - u(t_2) \|_{H^1} \lesssim \| \nu(t_1) - u(t_2) \|_{L^4_t H^s_x(\mathbb{R}^3)} \lesssim \| u \|_{Z^5_{t,|u|}}^{\frac{3}{2}} \to 0,
\]
as $t_1, t_2 \to \infty$. Analogously we have
\[
\| u(t) - e^{it} u_0 \|_{H^1} \lesssim \| u \|_{Z^5_{t,|u|}}^{\frac{3}{2}} + \| u \|_{Z^5_{t,|u|}}^{\frac{5}{2}},
\]
which is converging to 0 as $t \to \infty$. This completes the proof of proposition. □

**Proof of Proposition 1.2.** Proposition 1.2 is an immediately consequence of Proposition 3.3. □

4. The sharp Gagliardo-Nirenberg-Hölder inequality

In section we discuss the sharp $\alpha$-Gagliardo-Nirenberg-Hölder inequality (1.6). We begin with the following lemma.
Lemma 4.1. If \( \varphi \) satisfies the equation (1.5), then the following identities hold:
\[
\begin{align*}
\|\nabla \varphi\|_{L^2}^2 + \|\varphi\|_{L^6}^6 - N(\varphi) + \omega \|\varphi\|_{L^2}^2 &= 0 \quad (4.1) \\
\frac{1}{6} \|\nabla \varphi\|_{L^2}^2 + \frac{1}{6} \|\varphi\|_{L^6}^6 - \frac{1}{4} N(\varphi) + \frac{\omega}{2} \|\varphi\|_{L^2}^2 &= 0., \quad (4.2)
\end{align*}
\]
where \( N(\varphi) := -\lambda_1 \|\varphi\|_{L^4}^4 - \lambda_2 ((K + |\varphi|^2)|\varphi|^2)_{L^1} \). In particular, if \( \varphi \neq 0 \), then \( \omega > 0 \) and \( N(\varphi) > 0 \).

Proof. To obtain (4.1), we multiply (1.5) by \( \varphi \) and integrate over \( \mathbb{R}^3 \). Similarly, multiplying (1.5) by \( x \cdot \nabla \varphi \) and integrate we get (4.2). A rigorous proof can be found in [5, Section 2.1] (see also [1, Lemma 2.2]). On the other hand, combining the identities (4.1) and (4.2) we obtain:
\[
N(\varphi) = 4\omega \|\varphi\|_{L^2}^2, \quad \|\nabla \varphi\|_{L^2}^2 + \|\varphi\|_{L^6}^6 = 3\omega \|\varphi\|_{L^2}^2.
\]
Thus we infer that \( \omega > 0 \). Finally, in view of (4.3) we see that \( N(\varphi) > 0 \) when \( \varphi \neq 0 \).

Through this section we assume that \( \lambda_1, \lambda_2 \) belong to the unstable regime (1.3).

Theorem 4.2 (\( \alpha \)-Gagliardo-Nirenberg-Hölder inequality). Let \( 0 < \alpha < \infty \), Then the infimum
\[
C_{\alpha}^{-1} := \inf_{f \in \mathcal{B}} \frac{\|f\|_{L^2} \|\nabla f\|_{L^2}^{1+\alpha} \|f\|_{L^\infty}^{\frac{2\alpha}{2+\alpha}} \|f\|_{L^2}^{\frac{1}{2+\alpha}}}{\|f\|_{L^2}}
\]
where \( \mathcal{B} := \{ f \in H^1(\mathbb{R}^3) : -\lambda_1 \|f\|_{L^4}^4 - \lambda_2 ((K + |f|^2)|f|^2)_{L^1} > 0 \} \) is attained. Furthermore, any minimizing sequence of problem (4.4) is relatively compact in \( H^1(\mathbb{R}^3) \) up to dilations, multiplication by constants and translations.
(Note that the inequality (1.6) holds trivially if \( -\lambda_1 \|f\|_{L^4}^4 - \lambda_2 ((K + |f|^2)|f|^2)_{L^1} \leq 0 \).

Proof. First we show that \( 0 < C_\alpha < \infty \). Indeed, we set
\[
N(f) := -\lambda_1 \|f\|_{L^4}^4 - \lambda_2 ((K + |f|^2)|f|^2)_{L^1}.
\]
Notice that Lemma 2.3 ensure that the set \( \mathcal{B} \) is not empty. Thus, \( C_\alpha > 0 \). Also note
\[
N(f) \lesssim \|f\|_{L^4}^4 \lesssim \|f\|_{L^2} \|\nabla f\|_{L^2} \|
\]
then by the Sobolev embedding \( H^1(\mathbb{R}^3) \hookrightarrow L^6(\mathbb{R}^3) \) we infer
\[
\frac{\|f\|_{L^2} \|\nabla f\|_{L^2}^{1+\alpha} \|f\|_{L^\infty}^{\frac{2\alpha}{2+\alpha}} \|f\|_{L^2}^{\frac{1}{2+\alpha}}}{N(f)} \gtrsim \frac{\|f\|_{L^2} \|\nabla f\|_{L^2}}{N(f)} \gtrsim 1.
\]
This implies that \( C_\alpha < \infty \). Next we define the Weinstein functional
\[
W(f) := \frac{\|f\|_{L^2} \|\nabla f\|_{L^2}^{1+\alpha} \|f\|_{L^\infty}^{\frac{2\alpha}{2+\alpha}} \|f\|_{L^2}^{\frac{1}{2+\alpha}}}{N(f)}.
\]
Let \( \{f_n\}_{n \in \mathbb{N}} \) be a minimizing sequence for the infimum \( C_\alpha \). By exploiting the fact that \( W(f_{n,s}) = W(f) \), where \( f_{n,s}(x) := af(sx), \) we can rescale the sequence \( \{f_n\}_{n \in \mathbb{N}} \) such that \( \|f_n\|_{L^2} = 1 \) and \( \|\nabla f_n\|_{L^2} = 1 \). Thus, \( \{f_n\}_{n \in \mathbb{N}} \) is a bounded sequence in \( H^1(\mathbb{R}^3) \). Since
\[
W(f_n) = \frac{\|f_n\|_{L^2} \|\nabla f_n\|_{L^2}^{1+\alpha} \|f_n\|_{L^\infty}^{\frac{2\alpha}{2+\alpha}} \|f_n\|_{L^2}^{\frac{1}{2+\alpha}}}{N(f_n)} \gtrsim \frac{\|f_n\|_{L^2} \|\nabla f_n\|_{L^2}}{N(f_n)} = \frac{\|f_n\|_{L^2} \|\nabla f_n\|_{L^2}}{N(f_n)}
\]
it follows that \( \|f_n\|_{L^2} \gtrsim 1 \). Therefore, we infer from Lieb’s compactness lemma, that, after a translation if necessary, \( \{f_n\}_{n \in \mathbb{N}} \) converges weakly in \( H^1(\mathbb{R}^3) \) and
a.e. to a function \( f \neq 0 \). In particular, \( \|f\|_{L^2} > 0 \), \( \|f\|_{L^4} > 0 \), \( \|f\|_{L^6} > 0 \) and \( \|\nabla f\|_{L^2} > 0 \). Here we have used that \( \|f\|_{L^4}^4 \lesssim \|f\|_{L^2}\|\nabla f\|_{L^2}^3 \). Now we put
\[
\gamma = \lim_{n \to \infty} \|f_n\|_{L^6}, \quad \|f\|_{L^2} = m, \quad \|\nabla f\|_{L^2} = t.
\]
It is clear that \( \gamma > 0 \). Indeed, \( 1 \lesssim \|f_n\|_{L^4} \leq \|f_n\|_{L^6}^3 \). Moreover, \( m, t \in (0,1) \) and
\[
C^{-1}_\alpha = \gamma^{-\frac{3\alpha}{\alpha+1}} \left( \lim_{n \to \infty} N(f_n) \right)^{-1}.
\]
We introduce the remainder \( r_n := f_n - f \). We have
\[
\lim_{n \to \infty} \|r_n\|_{L^2}^2 = 1 - m^2, \quad \lim_{n \to \infty} \|\nabla r_n\|_{L^2}^2 = 1 - t^2.
\]
The weak convergence in \( H^1(\mathbb{R}^3) \) and Brézis-Lieb lemma implies that (see [1, p. 430])
\[
\lim_{n \to \infty} N(r_n) = \lim_{n \to \infty} [N(r_n) - N(f_n)] + \lim_{n \to \infty} N(f_n)
\]
\[
= -N(f) + \gamma^{\frac{3\alpha}{\alpha+1}} C_{\alpha}.
\]
Thus,
\[
C^{-1}_\alpha \leq \lim_{n \to \infty} W(r_n) \leq \frac{(1 - m^2)^{\frac{1}{2}}(1 - t^2)^{\frac{1}{2}}(\frac{\alpha}{\alpha+1})^{\frac{3\alpha}{\alpha+1}}}{\gamma^{\frac{3\alpha}{\alpha+1}} C_{\alpha}}.
\]
Now, since
\[
C^{-1}_\alpha N(f) \leq m^{\frac{3\alpha}{\alpha+1}} t^{\frac{3\alpha}{\alpha+1}} \|f\|_{L^6}^{\frac{3\alpha}{\alpha+1}} \leq m t^{\frac{3\alpha}{\alpha+1}} \gamma^{-\frac{3\alpha}{\alpha+1}},
\]
and \( \gamma > 0 \) it follows that
\[
(1 - m^2)^{\frac{1}{2}}(1 - t^2)^{\frac{1}{2}}(\frac{\alpha}{\alpha+1})^{\frac{3\alpha}{\alpha+1}} + m t^{\frac{3\alpha}{\alpha+1}} \geq 1.
\]
Finally, as \( \alpha > 0 \) and \( m, t \in (0,1] \), it is not difficult to show that the inequality above implies that \( m = 1 \) and \( t = 1 \). Thus, \( \{f_n\}_{n \in \mathbb{N}} \) converges to \( f \) strongly in \( H^1(\mathbb{R}^3) \), which means that \( f \) is a minimizer. This completes the proof of theorem. \( \square \)

**Corollary 4.3** (Existence of standing waves). There exists at least one non-negative solution \( Q \in H^1(\mathbb{R}^3) \) of the problem \( (1.5) \). Moreover, if \( \lambda_2 < 0 \), then \( Q \) is (up to translation) axially symmetric with respect to the \( x_3 \)-axis; if \( \lambda_2 > 0 \), then \( Q \) is (up to translation) radially symmetric in the \( (x_1, x_2) \)-plane.

**Proof.** Let \( f \) be the minimizer of the Weinstein functional given in Theorem 4.2. As \( \|\nabla f\|_{L^2}^2 \leq \|\nabla f\|_{L^6}^2 \) we have \( W(|f|) \leq \mathcal{W}(f) \). This implies that \( f(x) \geq 0 \). Now, since \( f \) is a minimizer, it follows that \( f \) is a solution of the Euler-Lagrange equation
\[
\frac{d}{d\varepsilon} \mathcal{W}(f + \varepsilon \phi) \mid_{\varepsilon = 0} = 0, \quad \text{for all } \phi \in C^{\infty}_0(\mathbb{R}^3),
\]
and so we have that \( f \) satisfies the equation
\[
\frac{N'(f)}{N(f)} = \frac{3\alpha}{\alpha+1} \|f\|_{L^6}^2 |f|^4 f + \frac{3}{\alpha+1} \|\nabla f\|_{L^2}^2 (-\Delta f).
\]
Since (see [1, Lemma 3.1.])
\[
N'(f) = -4|\lambda_1||f|^2 f + \lambda_2(K * |f|^2) f
\]
we obtain
\[
-\Delta f + \frac{4(\alpha+1) \lambda_1 |f|^2 f + \lambda_2(K * |f|^2) f}{N(f)} + \alpha \|\nabla f\|_{L^2}^2 \|\nabla f\|_{L^6}^6 |f|^4 f
\]
\[
+ \left( \frac{\alpha+1}{3} \right) \|\nabla f\|_{L^2}^2 \|\nabla f\|_{L^6}^2 f = 0.
\]
Next we rescale $f$ to a solution of the equation (1.5). Indeed, we set $Q(x) = af(bx)$, where
\[
a^{-2} = \frac{4(1 + \alpha)}{3\alpha} \frac{\|f\|_{L^6}^6}{N(f)} \quad \text{and} \quad b^{-2} = \frac{16(1 + \alpha)^2}{9\alpha} \frac{\|f\|_{L^2}^2 \|f\|_{L^6}^6}{N(f)^2}.
\]
Then $Q$ is solution of
\[
-\Delta Q + \lambda_1 Q^3 + \lambda_1 (K*|Q|^2)Q + Q^2 + \omega Q = 0, \quad \text{where} \quad \omega = \frac{3\alpha}{16(1 + \alpha)} \frac{N(f)^2}{\|f\|_{L^2}^2 \|f\|_{L^6}^6}.
\]
Finally, the symmetry assertions can be found in [18, Proposition 3.4 (2)], and this completes the proof of corollary.

**Corollary 4.4** (The sharp constant $C_\alpha$). Let $0 < \alpha < \infty$. Then the sharp constant $C_\alpha$ in the $\alpha$-Gagliardo-Nirenberg-Hölder inequality (1.6) is explicitly given by
\[
C_\alpha = \frac{4(1 + \alpha)}{3\alpha (2\alpha - 1)} \frac{\|\nabla Q_\alpha\|_{L^2}^{2\alpha - 1}}{\|Q_\alpha\|_{L^2}}, \quad \text{(4.7)}
\]
where $Q_\alpha$ is an optimizer of the problem (4.4) with $\|Q_\alpha\|_{L^6}^6 = \alpha \|\nabla Q_\alpha\|_{L^2}^2$.

**Proof.** Let $f$ be an optimizer of the problem (4.4). We put $\Gamma(f) := \frac{\|f\|_{L^6}^6}{\|\nabla f\|_{L^2}^2}$. By Pohozaev identities (4.1)-(4.2) we have
\[
N(f) = \frac{4}{3}(1 + \Gamma(f)) \|\nabla f\|_{L^2}^2. \quad \text{(4.8)}
\]
Since $\|f\|_{L^6}^6 = \Gamma(f) \|\nabla f\|_{L^2}^2$, it follows that
\[
C_\alpha = \frac{1}{W(f)} = \frac{N(f)}{\|f\|_{L^6}^6 \|\nabla f\|_{L^2}^2 \|f\|_{L^6}^{2\alpha}} = \frac{4(1 + \Gamma(f)) \|\nabla f\|_{L^2}^{2\alpha - 1}}{3\Gamma(f) (2\alpha - 1)} \|f\|_{L^2}^2.
\]
It is easy to show that there exist $a_0$, $b_0 > 0$ such that $\Gamma(a_0 f(b_0 x)) = \alpha$. We set $Q_\alpha(x) := a_0 f(b_0 x)$. By using the fact that the Weinstein functional $W$ is invariant under the scaling $f(x) \mapsto af(bx)$, we see that $Q_\alpha$ is an optimizer of (4.4) and
\[
C_\alpha = \frac{4(1 + \alpha)}{3\alpha (2\alpha - 1)} \frac{\|\nabla Q_\alpha\|_{L^2}^{2\alpha - 1}}{\|Q_\alpha\|_{L^2}},
\]
which finishes the proof.

**Remark 4.5.** We observe that $E(Q_1) = 0$. Indeed, since (see (4.8)) $N(Q_1) = \frac{b}{2} \|\nabla Q_1\|_{L^2}^2$ and $\|Q_1\|_{L^6}^6 = \|\nabla Q_1\|_{L^2}^2$, it follows that
\[
E(Q_1) = \frac{1}{2} \|\nabla Q_1\|_{L^2}^2 - \frac{1}{4} N(Q_1) + \frac{1}{6} \|Q_1\|_{L^6}^6 = 0.
\]

5. **DEscription of the region of scattering**

In this section we study some properties of the set $K$ defined by (1.10). Through the rest of the paper $Q_1$ is the optimizer of the problem (4.4) given in Corollary 4.3 with $\alpha = 1$. Moreover, we set $S(x) := \frac{1}{\sqrt{2}} Q_1(\frac{x}{\sqrt{2}})$. 
**Variational analysis.** We consider the infimum function \( d : [0, \infty) \to \mathbb{R} \),
\[
d(m) := \inf \left\{ E(u) : u \in H^1(\mathbb{R}^3), \; M(u) = m \right\},
\]
and we define the number
\[
m_* := \sup \{ m > 0 : d(m) = 0 \}.
\]

In the following result, we will study some properties of the variational problem (5.1).

**Proposition 5.1.** Let \( \lambda_1, \lambda_2 \) belong to the unstable regime (1.3).

(i) If \( 0 \leq m \leq M(Q_1) \), then \( d(m) = 0 \).

(ii) If \( m > M(Q_1) \), then \( d(m) < 0 \). In particular, \( m_* = M(Q_1) \).

(iii) The function \( d : [0, \infty) \to \mathbb{R} \) is non-increasing, non-positive, concave and thus continuous on \([0, \infty)\). Finally, if \( m \geq M(Q_1) \), then the variational problem (5.1) is well-defined and there exists \( v \in H^1(\mathbb{R}^3) \) such that \( d(m) = E(v) \). Moreover, \( v \) satisfies \( I(v) = 0 \).

**Proof.** Notice that \( d(m) = 0 \) when \( m = 0 \). Now it is easy to see that \( d(m) \leq 0 \) for \( m > 0 \). Indeed, consider the scaled functions \( v_s(x) := s^\frac{3}{2} v(sx) \). Then \( M(v_s) = M(v) \) and
\[
E(v_s) = \frac{s^2}{2} \int_{\mathbb{R}^3} |v| + s^3 \frac{\lambda_1}{4} |v|^4 + s^3 \frac{\lambda_2}{4} (K * |v|^2) |v|^2 dx + \frac{s^6}{6} |v|^6 dx \to 0
\]
as \( s \to 0 \). This show that \( d(m) \leq 0 \). On the other hand, by Gagliardo-Nirenberg inequality (1.6) with \( \alpha = 1 \) we have
\[
-\lambda_1 \|u\|_4^4 - \lambda_2 (K * |u|^2) |u|^2 \|_{L^1} \leq \frac{8}{3} \left( \frac{M(u)}{M(Q_1)} \right)^\frac{1}{2} \|\nabla u\|_2^2 \|u\|_6^2,
\]
and by young’s inequality we find
\[
E(u) \geq \frac{1}{2} \|\nabla u\|_2^2 + \frac{1}{6} \|u\|_6^6 - \frac{2}{3} \left( \frac{M(u)}{M(Q_1)} \right)^\frac{1}{2} \|\nabla u\|_2^2 \|u\|_6^2
\]
\[
\quad \geq \left[ 1 - \left( \frac{M(u)}{M(Q_1)} \right)^\frac{1}{2} \right] \left[ \frac{1}{2} \|\nabla u\|_2^2 + \frac{1}{6} \|u\|_6^6 \right].
\]
Then for any \( u \in H^1(\mathbb{R}^3) \) with \( 0 \leq m \leq M(Q_1) \) we have \( E(u) \geq 0 \). Hence Item (i) is true. We now prove Item (ii). First, we note that \( E(Q_1) = 0 \) (see Remark 4.5), which implies by (5.2) that \( d(M(Q_1)) = E(Q_1) = 0 \). Next, assume that \( m > M(Q_1) \). We set \( Q_1^s(x) = s^{-\frac{3}{2}} Q_1(s^{-1}x) \), where \( s^2 = m/M(Q_1) \). It is clear that \( s > 1, M(Q_1) = m \) and
\[
E(Q_1^s) = E(Q_1) - (s - 1) N(Q_1).
\]
Since \( N(Q_1) > 0 \) and \( E(Q_1) = 0 \), we infer that \( d(m) < 0 \) when \( m > M(Q_1) \). In particular, \( d(m) \) is non-positive for all \( m \geq 0 \). Finally, let \( m_1 < m_2 \). Since \( \lambda_1, \lambda_2 \) belong to the unstable regime (1.3), we infer that there exists \( u \in H^1(\mathbb{R}^3) \) such that \( M(u) = m_1 \) and \( N(u) > 0 \) (see Lemma 2.3). We define \( u^s(x) := s^{-\frac{3}{2}} u(s^{-1}x) \) with \( s^2 := m_1/m_2 \). Therefore, we have \( M(u^s) = m_2 \) and
\[
E(u^s) = E(u) - (s - 1) N(u) < E(u).
\]
This implies that \( d(m_1) \leq d(m_2) \). One can find a proof of continuity and concavity of the function \( d \) in [18, Lemmas 8.2 and 8.3]. Finally, Theorem 3.3 (2) in [18] establishes the existence of at least one minimizer for the variational problem (5.1). Indeed, in Theorem 3.3 (2) of that paper it is shown that (5.1) has at least one minimizer when \( m > m_* \). Thus, by Item (ii) we infer that the infimum \( d(m) \) is
achieved for all $m \geq M(Q_1)$. Moreover, by Proposition 4.1 in [18] we see that $I(v) = 0$, which completes the proof of proposition.

We recall the following minimization problem defined in the introduction:

$$
E(m) := \inf \{ E(u) : u \in H^1(\mathbb{R}^3), M(u) = m \text{ and } I(u) = 0 \}.
$$

By definition, $E(m) = \infty$ when the set $\{ M(u) = m \text{ and } I(u) = 0 \}$ is empty. In the following result, we prove some properties of function $E(m)$. We recall that $S(x) := \frac{1}{\sqrt{3}} Q_1(\frac{\sqrt{3}}{2} x)$.

**Theorem 5.2.** Let $(M(u), E(u)) \in K$. Then the following statements are true.

(i) $I(u) > 0$, where the functional $I$ is defined in (1.9).

(ii) If $0 < m < M(S)$, then $E(m) = \infty$.

(iii) If $M(S) \leq m < M(Q_1)$, then $0 < E(m) < \infty$.

(iv) If $m \geq M(Q_1)$ then $E(m) = d(m)$. In particular, $E(M(Q_1)) = 0$.

Moreover, the function $E$ is strictly decreasing on the interval $[M(S), M(Q_1)]$.

**Remark 5.3.** By applying a similar argument as in [4, 18], one should prove that the minimization problem (5.3) is achieved when $M(S) \leq m < M(Q_1)$. Observe that the existence of minimizers for (5.3) plays no role in the proof of the scattering result of Theorem 1.4.

In order to prove the Theorem 5.2 we need the following lemmas.

**Lemma 5.4.** Let $u \in H^1(\mathbb{R}^3) \setminus \{0\}$. Assume that either

(i) $I(u) < 0$ or

(ii) $I(u) = 0$ and $\Gamma(u) < \frac{1}{\delta}$, where $\Gamma(u) = \frac{\|u\|_6}{\|\nabla u\|_{L^2}}$.

Then there exists $s > 1$ such that $I(u^s) = 0$, $\Gamma(u^s) \geq \frac{1}{\delta}$ and $E(u^s) < E(u)$, where $u^s(x) := s^{2} u(s x)$.

**Proof.** A simple calculation shows that

$$
I(u^s) = s \frac{d}{ds} E(u^s) = s^{2} \| \nabla u \|_{L^2}^2 + s^{4} \lambda_1 \| u \|_{L^4}^4
$$

$$
+ s^{3} \frac{3}{4} \lambda_2 \| (K * |u|^2) |u|^2 \|_{L^1} + s^{6} \| u \|_{L^6}^6.
$$

(5.4)

It follows from (5.4) that $I(u^s) \to \infty$ as $s$ goes to $\infty$. If $I(u) < 0$, then by continuity there exists $s_0 > 0$ such that $I(u^{s_0}) = 0$ and $I(u^{s_0}) < 0$ for all $s \in [1, s_0)$. Thus, by (5.4) we have $E(u^{s_0}) < E(u)$. Now, since $\frac{d}{ds} I(u^s) |_{s=s_0} \geq 0$ and $I(u^{s_0}) = 0$ we obtain

$$
0 \leq 2s_0 \| \nabla u \|_{L^2}^2 + s_0^2 \frac{9}{4} \lambda_1 \| u \|_{L^4}^4 + s_0^2 \frac{9}{4} \lambda_2 \| (K * |u|^2) |u|^2 \|_{L^1} + 6s_0^5 \| u \|_{L^6}^6
$$

$$
= - s_0 \| \nabla u \|_{L^2}^2 + 3s_0^6 \| u \|_{L^6}^6.
$$

This implies that $\Gamma(u^{s_0}) = s_0^3 \Gamma(u) \geq \frac{1}{\delta}$. Thus, we complete the proof of (i). Now we assume that $I(u) = 0$ and $\Gamma(u) < \frac{1}{\delta}$. Then, as $I(u) = 0$, it follow that

$$
\frac{3}{4} \lambda_1 \| u \|_{L^4}^4 - \frac{3}{4} \lambda_2 \| (K * |u|^2) |u|^2 \|_{L^1} = (1 + \Gamma(u)) \| \nabla u \|_{L^2}^2.
$$

Therefore, by (5.4) we get

$$
I(u^s) = s^2 (1 - s)(1 - \Gamma(u)s - \Gamma(u)s^2 - \Gamma(u)s^3) \| \nabla u \|_{L^2}^2.
$$

Notice that $\frac{d}{ds} I(u^s) |_{s=1} = (3\Gamma(u) - 1) \| \nabla u \|_{L^2}^2$. Since $\Gamma(u) < \frac{1}{\delta}$, we have $\frac{d}{ds} I(u^s) |_{s=1} < 0$. It follows that $I(u^s) < 0$ and $E(u^s) < E(u)$ for sufficient small $s > 1$. Therefore, by (i) we infer that there exists $s_1 > 1$ such that $I(u^{s_1}) = 0$, $\Gamma(u^{s_1}) \geq \frac{1}{\delta}$ and $E(u^{s_1}) < E(u)$. 

\[\square\]
Lemma 5.5. Let $m > 0$. If $u \in H^1(\mathbb{R}^3)$ satisfies $0 < M(u) < m$ and $I(u) = 0$, then there exists $v \in H^1(\mathbb{R}^3)$ such that

\[ M(v) = m, \quad E(v) \leq E(u) - \left( \frac{m - M(u)}{6M(u)} \right) \| \nabla u \|^2_{L^2} \quad \text{and} \quad I(v) = 0. \tag{5.5} \]

Proof. We adapt here the proof given in [20, Lemma 5.4]. By Lemma 5.4, we may assume that $\Gamma(u) \geq \frac{1}{4}$. Consider the function

\[ f(\tau) = \frac{(1 + \tau^2 \Gamma(u))^2}{\tau(1 + \Gamma(u))^2}, \quad \tau > 1. \]

As $f'(\tau) > 0$, there exist a unique $\tau_0 > 1$ such that $m = f(\tau_0)M(u)$. Also, since $f'(\tau) \leq 3\Gamma(u)\tau^2 - 1$ for all $\tau > 1$, it is not difficult to show that

\[ \frac{m - M(u)}{M(u)} \leq \Gamma(u)(\tau_0 - 1) - (\tau_0 - 1). \tag{5.6} \]

Now we set $v(x) := \sqrt{\tau_0}u(\sigma x)$ with $\sigma = \sqrt{\tau_0[f(\tau_0)]^{-1}}$. It follows that

\[ \| \nabla v \|^2_{L^2} = \tau_0\| \nabla u \|^2_{L^2}, \quad \| v \|^2_{L^2} = \tau_0\sigma^{-1}\| u \|^2_{L^2}, \quad \| v \|^2_{L^6} = \tau_0\sigma^{-2}\| u \|^2_{L^2}, \quad \| (K \ast |v|^2)v \|^2_{L^1} = \tau_0^{-1}\| (K \ast |u|^2)|u|^2 \|^2_{L^1}. \tag{5.7} \]

Thus, $M(v) = m$. Moreover, since $I(u) = 0$, from straightforward calculations and (5.7) we obtain that $I(v) = 0$. Finally, by using the fact that

\[ \frac{3}{4} \{ \lambda_1\| u \|^4_{L^4} + \lambda_2\| (K \ast |u|^2)|u|^2 \|_{L^1} \} = -(1 + \Gamma(u))\| \nabla u \|^2_{L^2} \quad \text{and} \quad \| u \|^6_{L^6} = \Gamma(u)\| \nabla u \|^2_{L^2}, \]

from (5.7) and (5.6) we have

\[ E(v) = E(u) - \frac{1}{6}\Gamma(u)(\tau_0^2 - 1) - (\tau_0 - 1)\| \nabla u \|^2_{L^2} \leq E(u) - \left( \frac{m - M(u)}{M(u)} \right) \| \nabla u \|^2_{L^2}. \]

This completes the proof of lemma. \qed

Proof of Theorem 5.2. Consider $u \in H^1(\mathbb{R}^3)$ such that $(M(u), E(u)) \in \mathcal{K}$. First we prove that $I(u) > 0$. Note that, by definition of $\mathcal{K}$, $I(u) \neq 0$. Assume by contradiction that $I(u) < 0$. By Lemma 5.4, we can see that there is $s > 1$ such that $M(u^s) = M(u)$, $I(u^s) = 0$ and $E(u^s) < E(u)$. Then, from the definition $E(m)$ we have $E(m) < E(u)$, which is impossible because $(M(u), E(u)) \in \mathcal{K}$. This proves the part (i) of theorem.

Now assume that $0 < m < M(S)$. We set

\[ \varphi^{a,b}(x) := aQ_1(bx), \quad a > 0, \quad b > 0, \tag{5.8} \]

which implies

\[ \| \nabla \varphi^{a,b} \|^2_{L^2} = a^2b^{-1}\| \nabla Q_1 \|^2_{L^2}, \quad \| \varphi^{a,b} \|^4_{L^2} = a^4b^{-3}\| Q_1 \|^4_{L^2}, \quad \| \varphi^{a,b} \|^6_{L^2} = a^6b^{-3}\| Q_1 \|^6_{L^2}, \quad \| (K \ast |\varphi^{a,b}|^2)|\varphi^{a,b}|^2 \|_{L^1} = a^4b^{-3}\| (K \ast |Q_1|^2)|Q_1|^2 \|_{L^1}. \tag{5.9} \]

Since $\Gamma(Q_1) = 1$, we obtain that

\[ \Gamma(\varphi^{a,b}) = \frac{a^4}{b^2} \Gamma(Q_1) = \frac{a^4}{b^2}. \]

Similarly, as $I(Q_1) = 0$, it follows from straightforward calculation and (5.9) that

\[ I(\varphi^{a,b}) = \left( \frac{a^2}{b} + \frac{a^6}{b^3} - \frac{2a^4}{b^3} \right) \| \nabla Q_1 \|^2_{L^2}. \]
In particular, we see that

$$M(S) = \frac{4}{3\sqrt{3}} M(Q_1), \quad \Gamma(S) = \frac{1}{3}, \quad I(S) = 0.$$  

On the other hand, as the Weinstein functional is invariant by scaling (5.8), we infer that $S$ is an optimizer for the $(\alpha = 1)$-Gagliardo-Nirenberg-Hölder inequality (1.6). Therefore we have

$$C_1 = -\lambda_1 \|S\|_{L^4}^4 - \lambda_2 \|(S \ast |S|^2)|S|\|_{L^4}^2 \|S\|_{L^2}^2\|\nabla S\|_{L^2}^2\|S\|_{L^6}^{10/3}$$

$$= \frac{4^2}{3^2} \|S\|_{L^2}^2 \|\nabla S\|_{L^2}^2 \|S\|_{L^6}^{3/2}$$

$$= \frac{4^2}{3^2} \left( \frac{3}{2} \right) \|S\|_{L^2}^2 \|\nabla u\|_{L^2}^2 + \|u\|_{L^6}^6.$$  

Here we have used the fact that $\|S\|_{L^6}^6 = 3^{-1} \|\nabla S\|_{L^2}^2$ and

$$-\lambda_1 \|S\|_{L^4}^4 - \lambda_2 \|(S \ast |S|^2)|S|\|_{L^4}^2 = \frac{4}{3} \{ \|S\|_{L^6}^6 + \|\nabla S\|_{L^2}^2 \} = \frac{4^2}{3^2} \|\nabla S\|_{L^2}^2.$$  

Combining the $(\alpha = 1)$-Gagliardo-Nirenberg-Hölder inequality (1.6) and the Young inequality we get

$$-\lambda_1 \|u\|_{L^4}^4 - \lambda_2 \|(u \ast |u|^2)|u|\|_{L^4}^2 \leq \frac{4^2}{3^2} \|u\|_{L^2}^2 \|\nabla u\|_{L^2}^2 (3\|u\|_{L^6}^6)^{1/3} (\|u\|_{L^2}^2)^{1/3}$$

$$\leq \frac{4}{3} \|u\|_{L^2}^2 \|\nabla u\|_{L^2}^2 + \|u\|_{L^6}^6.$$  

Thus, if $0 < M(u) < M(S)$, then $I(u) > 0$. This implies that no function obeys the constrain $\{u \in H^1(\mathbb{R}^3), M(u) = m \text{ and } I(u) = 0\}$ and therefore $\mathcal{E}(m) = \infty$. This proves the part (ii) of theorem.

Now assume that $M(S) \leq m < M(Q_1)$. Note that if $I(u) = 0$, then

$$\|\nabla u\|_{L^2}^2 \leq -\lambda_1 \|u\|_{L^4}^4 - \lambda_2 \|(u \ast |u|^2)|u|\|_{L^4}^2 \leq \|\nabla u\|_{L^2}^2 \|u\|_{L^2}^2,$$

this implies that $\|\nabla u\|_{L^2}^2 \|u\|_{L^2}^2 \geq 1$. Moreover, from (4.7), we can rewrite the $(\alpha = 1)$-Gagliardo-Nirenberg-Hölder inequality as

$$-\lambda_1 \|u\|_{L^4}^4 - \lambda_2 \|(u \ast |u|^2)|u|\|_{L^4}^2 \leq \frac{8}{3} \left( \frac{M(u)}{M(Q_1)} \right)^{1/2} \|\nabla u\|_{L^2}^2 \|u\|_{L^6}^2.$$  

Combining these inequalities, we get

$$E(u) \geq \frac{1}{2} \|\nabla v\|_{L^2}^2 + \frac{1}{6} \|v\|_{L^6}^6 - \frac{1}{2} \left( \frac{M(u)}{M(Q_1)} \right)^{1/2} \|\nabla u\|_{L^2}^2 \|u\|_{L^6}^2$$

$$\geq \left[ 1 - \left( \frac{M(u)}{M(Q_1)} \right)^{1/2} \right] \left\{ \frac{1}{2} \|\nabla v\|_{L^2}^2 + \frac{1}{6} \|v\|_{L^6}^6 \right\}$$

$$\geq \left[ 1 - \left( \frac{M(u)}{M(Q_1)} \right)^{1/2} \right] |M(u)|^{-1}.$$  

Therefore, if $M(S) \leq M(u) < M(Q_1)$ and $I(u) = 0$, then $\mathcal{E}(M(u)) > 0$. On the other hand, thanks to Lemma 5.5 with $u = S$, we infer that $\mathcal{E}(m) \leq E(S) < \infty$ when $M(S) \leq M(u) < M(Q_1)$.

Now we will that $\mathcal{E}(m)$ is strictly decreasing on the interval $[M(S), M(Q_1))$. Indeed, let $m_2 < m_1$ with $m_2, m_1 \in [M(S), M(Q_1))$ and $\{u_n\}_{n \in \mathbb{N}}$ be a minimizing sequence for $\mathcal{E}(m_2)$. Thus, $M(u_n) = m_2, I(u_n) = 0$ and $E(u_n) \to \mathcal{E}(m_2)$. As $I(u_n) = 0,$
by applying the same argument as above we have \( \|\nabla u_n\|_{L^2}^2 \geq C/m_2 \), where the constant \( C > 0 \) does not depend on \( n \). Therefore, by Lemma 5.5 we obtain a sequence \( \{v_n\}_{n \in \mathbb{N}} \) such that \( M(v_n) = m_1 \), \( I(v_n) = 0 \) and
\[
E(u_n) \leq E(u_n) - \frac{m_1 - m_2}{6m_2^2},
\]
which implies, by the definition of \( E(m) \) that \( E(m_1) < E(m_2) \). We also note that \( E(m) = d(m) \) when \( m \geq M(Q_1) \). Indeed, this is an immediate consequence of Proposition 5.1 (iii). This implies by Proposition 5.1 that the function \( E \), is decreasing and continuous on \([M(Q_1), \infty)\). \( \square \)

6. Perturbation theory and profile decomposition property

First we introduce some useful preliminaries in the spirit of the results of [20, Subsection 5.2]. We define the continuous map \( \mathcal{L} : H^1(\mathbb{R}^3) \to [0, \infty) \),
\[
\mathcal{L}(u) := \mathcal{L}(M(u), E(u)) := \begin{cases} E(u) + \frac{M(u) + E(u)}{\text{dist}(M(u), E(u)), \Omega)}, & \text{if } (M(u), E(u)) \notin \Omega \\ \infty, & \text{otherwise}, \end{cases}
\]
where
\[
\Omega := \{(m, e) \in \mathbb{R}^2 : m \geq M(S) \text{ and } e \geq E(m)\}.
\]
We note that \( \mathcal{L} \) is conserved by the flow of (1.1). Next we collect some useful facts on \( \mathcal{L} \).

Lemma 6.1. The function \( \mathcal{L} \) satisfies the following properties:
(i) \( \mathcal{L}(u) = 0 \) if and only if \( u \equiv 0 \). Moreover, \( 0 < \mathcal{L}(u) < \infty \) if and only if \( (M(u), E(u)) \in K \).
(ii) If \( 0 < \mathcal{L}(u) < \infty \), then \( I(u) > 0 \).
(iii) If \( M(u_1) \leq M(u_2) \) and \( E(u_1) \leq E(u_2) \), then \( \mathcal{L}(u_1) \leq \mathcal{L}(u_2) \).
(iv) Let \( u \in H^1(\mathbb{R}^3) \) with \( \mathcal{L}(u) \leq \mathcal{L}_0 \), where \( \mathcal{L}_0 \in (0, \infty) \). Then we have
\[
\|\nabla u\|_{L^2}^2 \leq \mathcal{L}_0 E(u), \quad \text{and} \quad \|u\|_{H^1}^2 \sim \mathcal{L}_0 E(u) + M(u) \sim \mathcal{L}_0 \mathcal{L}(u).
\]
(v) If \( M(u_n) \leq M_0 \), \( E(u_n) \leq E_0 \), and \( \mathcal{L}(u_n) \to \mathcal{L}(M_0, E_0) \), then \( (M(u_n), E(u_n)) \to (M_0, E_0) \) as \( n \to \infty \).

Proof. It is clear that \( \mathcal{L}(u) = 0 \) if and only if \( u \equiv 0 \). Now notice that if \( 0 < \mathcal{L}(u) < \infty \), then by definition \( (M(u), E(u)) \notin \Omega \). In particular, \( 0 < M(u) < M(Q_1) \) and \( E(m) \leq c \). By inequality (1.6) with \( \alpha = 1 \) we obtain
\[
-\lambda_1 \|u\|_{L^4}^4 - \lambda_2 \|K \ast |u|^2|u|^2\|_{L^1} \leq \frac{8}{3} \left( \frac{M(u)}{M(Q_1)} \right)^\frac{1}{2} \|\nabla u\|_{L^2}^2 \|u\|_{L^6}^3.
\]
Then, young’s inequality implies that
\[
E(u) \geq \frac{1}{2} \|\nabla u\|_{L^2}^2 + \frac{1}{6} \|u\|_{L^6}^6 - \frac{2}{3} \left( \frac{M(u)}{M(Q_1)} \right)^\frac{1}{2} \|\nabla u\|_{L^2}^2 \|u\|_{L^6}^3 \geq \left[ 1 - \left( \frac{M(u)}{M(Q_1)} \right) \right] \left[ \frac{1}{2} \|\nabla u\|_{L^2}^2 + \frac{1}{6} \|u\|_{L^6}^6 \right].
\]
Therefore, \( e = E(u) > 0 \) if \( 0 < \mathcal{L}(u) < \infty \), which implies (i).
Now assume that \( 0 < \mathcal{L}(u) < \infty \). From (i) we obtain that \( (M(u), E(u)) \in K \). Thus by Theorem 5.2 we infer that \( I(u) > 0 \), which proves item (ii).
By using the monotonicity of \( \mathcal{E}(m) \) (see Theorem 5.2) we see that if \( M(u_1) \leq M(u_2) \) and \( \mathcal{L}(u_1) \leq \mathcal{L}(u_2) \) then
\[
\text{dist} \left( (M(u_1), E(u_1)), \Omega \right) \geq \text{dist} \left( (M(u_2), E(u_2)), \Omega \right).
\]
From the definition of $L$, we have that $L(u_1) \leq L(u_2)$. This proves item (iii).

Next, we consider (iv). Suppose that $L(u) \leq L_0$. Notice that by item (i) $E(u) \geq 0$. First, by inequality (6.2) we see that $E(f) \geq 0$ when $M(f) = M(Q_1)$. This implies that there exists $(m^*, e^*) \in \Omega$ such that $m^* = M(Q_1)$ and $e^* = E(u)$. In particular, we have

$$\text{dist} \left((M(u), E(u)), \Omega\right) \leq \text{dist} \left((M(u), E(u)), (m^*, e^*)\right) = M(Q_1) - M(u).$$

Since $E(u) \geq 0$, we infer that

$$L(u) \geq \frac{M(u)}{M(Q_1) - M(u)}. \quad (6.4)$$

By inequality above, since $\frac{M(u)}{M(Q_1) - M(u)} < 1$, a simple calculation shows that

$$1 - \frac{\sqrt{\frac{M(u)}{M(Q_1)}}}{2E(u) + 2} \geq \frac{1}{4L(u) + 4} \geq \frac{1}{4E(u) + 4} \geq \frac{1}{4L(u) + 4} \geq \frac{1}{2E(u) + 2}. \quad (6.5)$$

From inequality (6.2) we obtain

$$L(u) \geq E(u) \geq \frac{1}{2L(u) + 2} \left[ \frac{1}{2} \|\nabla u\|^2_{L^2} + \frac{1}{6} \|u\|^6_{L^6} \right] \geq \frac{1}{4L(u) + 4} \|u\|^2_{H^1}. \quad (6.5)$$

Inequality above show that $\|u\|^2_{H^1} \leq L_0 E(u)$ uniformly for all $u \in H^1(\mathbb{R}^3)$ such that $L(u) \leq L_0$. In particular, by (6.4) and (6.5) we get $\|u\|^2_{H^1} \leq L_0 L(u)$. Notice also that since $N(u) \leq C\|u\|^4_{L^4}$, by the Sobolev embedding we have

$$E(u) = \frac{1}{2} \|u\|^2_{H^1} + \frac{1}{6} \|u\|^6_{L^6} - N(u) \leq \|u\|^2_{H^1} (1 + L(u)^2).$$

On the other hand, we have that $E(u) + M(u) \sim \|u\|^2_{H^1}$. Indeed, notice that $N(u) \leq C\|u\|^4_{L^4}$ for some positive constant $C$. A simple calculation shows that

$$2E(u) + \frac{2}{3} \left( \frac{3}{6} C \right)^2 M(u) \geq \|\nabla u\|^2_{L^2} + \frac{1}{3} \int_{\mathbb{R}^3} |u|^2 \left( |u|^2 - \frac{3}{4} C \right)^2 dx.$$

Therefore,

$$\|u\|^2_{H^1} \leq E(u) + M(u) \lesssim \|u\|^2_{H^1} (1 + L(u)^2).$$

To complete the proof of Item (iv), we need to show that $E(u) + M(u) \sim L(u)$. First, we note that if $\frac{M(u)}{M(Q_1)} \geq 1$, then

$$L(u) \leq \frac{4L_0}{M(Q_1)} M(u) + E(u).$$

Here we have used that $E(u) \geq 0$. On the other hand, if $\frac{M(u)}{M(Q_1)} \leq 1$, we see that

$$\text{dist} \left((M(u), E(u)), \Omega\right) \geq M(S) - M(Q_1) = \frac{4}{3\sqrt{3}} - \frac{1}{4} \geq \frac{1}{2} M(Q_1).$$

This implies, by definition of $L$, that

$$L(u) \leq (1 + 2[M(Q_1)]^{-1}) E(u) + (2[M(Q_1)]^{-1}) M(u).$$

Moreover, combining (6.4) and (6.5) we obtain

$$E(u) + M(u) \leq [1 + M(Q_1)] L(u),$$

which completes the proof of Item (iv). Finally, Item (v) is immediate from the definition of the function $L$ and (6.3).

Next we have a small data scattering result.
Proposition 6.2. Let $u_0 \in H^1(\mathbb{R}^3)$. There exists $\delta > 0$ such that if $\mathcal{L}(u_0) < \delta$, then there exists a unique solution to (1.1) in $\mathbb{R} \times \mathbb{R}^3$ with initial condition $u(0) = u_0$, which satisfies
\[
\|u\|_{L_t^{|x|} \times L_t^2} \lesssim \|\nabla u_0\|_{L^2}.
\] (6.6)

In particular, the solution scatters in $H^1(\mathbb{R}^3)$, that is, there exists $u_\pm$ such that
\[
\lim_{t \to \infty} \|u(t) - e^{it\Delta}u_\pm\|_{H^1} = 0.
\]

Proof. Throughout the proof, all space-time norms will be taken over $\mathbb{R} \times \mathbb{R}^3$. We will show that the solution map $u \mapsto \Phi(u)$,
\[
[\Phi u](t) = e^{it\Delta}u_0 - i \int_0^t e^{i(t-s)\Delta}F(u(s))ds,
\]
where
\[
F(u) = |u|^4u + \lambda_1|u|^2u + \lambda_2(K \ast |u|^2)u,
\]
is a contraction on the function space
\[
X = \left\{ u \in L_t^\infty H_x^1 \cap L_t^2 H_x^{1.6} \cap L_t^{10} : \|u\|_{L_t^\infty H_x^1} \leq 2\delta^{1/2}, \quad \|u\|_{L_t^2 H_x^{1.6}} \leq 2A\delta^{1/2}, \quad \|u\|_{L_t^{10}} \leq 2A\delta^{1/2} \right\},
\]
under the metric given by
\[
d(u,v) = \|u - v\|_{L_t^7 L_x^5}.
\]
We observe that $X$ is closed (hence complete) under this metric. Now estimating via Hölder inequality we have that
\[
\| \langle \nabla \rangle |u|^4u \|_{L_t^\infty L_x^2} \lesssim \|u\|_{L_t^{10}}^4 \|\nabla\|_{L_t^{12}} \|u\|_{L_t^2 L_x^5},
\] (6.7)
and
\[
\| \langle \nabla \rangle |u|^2u \|_{L_t^7 L_x^5} \lesssim \|u\|_{L_t^{10}}^2 \|u\|_{L_t^{2} L_x^5}^2 \|\nabla\|_{L_t^{5}} \|\langle \nabla \rangle u\|_{L_t^{5} L_x^5}.
\] (6.8)

Moreover, by using the fact that the operator $f \mapsto K \ast f$ is continuous on $L^p(\mathbb{R}^3)$ for each $1 < p < \infty$ we obtain
\[
\| \langle \nabla \rangle [(K \ast |u|^2)u] \|_{L_t^7 L_x^5} \lesssim \|\nabla\|_{L_t^{5}} \|u\|_{L_t^{2} L_x^5}^2 \|\nabla\|_{L_t^{5}} \|u\|_{L_t^{2} L_x^5} + \|u\|_{L_t^{5}} \|\nabla\|_{L_t^{5}} \|u\|_{L_t^{2} L_x^5} \|\nabla\|_{L_t^{5}} \|u\|_{L_t^{2} L_x^5} \lesssim \|u\|_{L_t^{10}} \|u\|_{L_t^{2} L_x^5} \|\nabla\|_{L_t^{5}} \|u\|_{L_t^{2} L_x^5} \|\nabla\|_{L_t^{5}} \|u\|_{L_t^{2} L_x^5}.
\] (6.9)

Thus, we apply Strichartz estimates to estimate
\[
\|\Phi u\|_{L_t^{10} \cap L_t^2 H_x^{1.6}} \lesssim \|\nabla\|_{L_t^{5}} \|u\|_{L_t^{2} L_x^5} + \|u\|_{L_t^{5}} \|u\|_{L_t^{10}} \|\nabla\|_{L_t^{5}} \|u\|_{L_t^{2} L_x^5} + \|u\|_{L_t^{5}} \|\nabla\|_{L_t^{5}} \|u\|_{L_t^{2} L_x^5} + \|u\|_{L_t^{2} L_x^5}.
\]

Similarly, combining (6.7), (6.8), (6.9) and the Sobolev embedding $L_t^{10} L_x^{1.6} \hookrightarrow L_t^{10} L_x^{1.6}$ we obtain
\[
\|\Phi u\|_{L_t^{10} L_x^{1.6}} \lesssim \|\nabla u_0\|_{L_t^{2} L_x^5} + \|u\|_{L_t^{5}} \|u\|_{L_t^{10}} \|\nabla u\|_{L_t^{2} L_x^5} + \|u\|_{L_t^{5}} \|\nabla u\|_{L_t^{2} L_x^5} \lesssim \|u\|_{L_t^{2} L_x^5} + \|u\|_{L_t^{5}} \|\nabla u\|_{L_t^{2} L_x^5}.
\] (6.10)

Since $\|u\|_{H_t^2}^2 \lesssim \mathcal{L}(u(t)) = \mathcal{L}(u_0) < \delta$, choosing $\delta$ sufficiently small and $A$ sufficiently large, we have that the functional $\Phi$ map $X$ back to itself. Next we show that $\Phi$ is a contraction. Indeed, first notice that estimating via Hölder as above,
\[
\|u|^4u - |v|^4v\|_{L_t^{\infty} L_x^2} \lesssim \|u|^2u - |v|^2v\|_{L_t^{\infty} L_x^2} \lesssim (\delta^4 + \delta)\|u - v\|_{L_t^2 L_x^5}.
\]
Moreover,
\[
\| (K * |u|^2) u - (K * |v|^2) v \|_{L^2_t L^6_x} \lesssim \| (K * |u|^2)(u - v) - (K * (|u|^2 - |v|^2)v \|_{L^2_t L^6_x}
\]
\[
\lesssim \| |u|^2 \|_{L^2_t} \| u - v \|_{L^2_x} + \| |v|^2 \|_{L^2_x} \| u - v \|_{L^2_x}^2
\]
\[
\lesssim \| u \|_{L^2_x} \| u \|_{L^6_x} \| u - v \|_{L^2_x} + \| v \|_{L^2_x} \| u \|_{L^6_x} \| u - v \|_{L^2_x}.
\]

Thus,
\[
\| (K * |u|^2) u - (K * |v|^2) v \|_{L^2_t L^6_x} \lesssim \| u - v \|_{L^2_t L^6_x},
\]
which implies that
\[
\| \Phi u - \Phi v \|_{L^2_t L^6_x} \lesssim \| u - v \|_{L^2_t L^6_x}.
\]

Therefore, choosing δ even smaller (if necessary), we see that Φ is a contraction on X. Notice that the global space-time bound (6.6) follows from inequality (6.10). Finally, scattering follows from another application of inequalities (6.7), (6.8) and (6.10), as above.

\[\square\]

Remark 6.3. (Persistence of regularity) Suppose that \( u : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{C} \) is a solution to (1.1) such that \( \| u \|_{L^1_{t,x}} \leq L \). Then
\[
\| \nabla^s u \|_{S^0(\mathbb{R})} \leq C(L, M(u)) \| \nabla^s u(t_0) \|_{L^2_x}, \quad s = 0, 1,
\]
for any \( t_0 \in \mathbb{R} \). Indeed, since \( \| u \|_{L^1_{t,x}} \leq L \), given \( \varepsilon > 0 \) (to be choose below) we can decompose \( \mathbb{R} \) into \( m \) many intervals \( I_j = [t_j, t_{j+1}] \) with \( \| u \|_{L^1_{t,x}(I_j)} \leq \varepsilon \). In the following, we take all space-time norms over \( I_j \times \mathbb{R}^3 \). Combining the inequalities (6.7), (6.8) and (6.10), via Strichartz estimates we obtain
\[
\| \nabla^s u \|_{S^0(I_j)} \lesssim \| \nabla^s u(t_j) \|_{L^2_x} + \| u \|_{L^4_{t,x}} \| u \|_{L^6_{t,x}} \| \nabla^s u \|_{L^4_{t,x}} + \| u \|_{L^4_{t,x}}^4 \| \nabla^s u \|_{L^2_{t,x}}^4 \lesssim \| \nabla^s u(t_j) \|_{L^2_x} + \varepsilon (\varepsilon^2 + M(u)^{1/2}) \| \nabla^s u \|_{S^0(I_j)},
\]
where \( \varepsilon = \varepsilon(M(u)) > 0 \) is chosen small enough that \( \| \nabla^s u \|_{S^0(I_j)} \lesssim \| \nabla^s u(t_j) \|_{L^2_x} \). Finally, by summing over the \( m \) intervals, we get (6.11).

Remark 6.4. Let \( u \) be a solution to (1.1) on \( \mathbb{R} \times \mathbb{R}^3 \) such that \( \| u \|_{L^1_{t,x}(\mathbb{R} \times \mathbb{R}^3)} < \infty \). Combining Remark 6.3 and Strichartz estimates (as in the proof of Proposition 6.2), it is not difficult to show that \( u \) scatters in \( H^1(\mathbb{R}^3) \).

Now we have a stability result for (1.1), which will play an important role in the proof of Theorem 1.4.

Lemma 6.5 (Stability result). Let \( I \subset \mathbb{R} \) be a time interval containing \( t_0 \) and let \( \tilde{u} \) defined on \( I \times \mathbb{R}^3 \) be a solution of the problem
\[
(i \partial_t + \Delta) \tilde{u} = \lambda_1 |\tilde{u}|^2 \tilde{u} + \lambda_2 (K * |\tilde{u}|^2) \tilde{u} + |\tilde{u}|^4 \tilde{u} + \varepsilon, \quad \tilde{u}(t_0) = \tilde{u}_0
\]
for some error \( \varepsilon : I \times \mathbb{R}^3 \to \mathbb{C} \). Assume also the conditions
\[
\| \tilde{u} \|_{L^6_t H^1_x(I \times \mathbb{R}^3)} \leq A \quad (6.13)
\]
\[
\| \tilde{u} \|_{L^6_t H^2_x(I \times \mathbb{R}^3)} \leq L \quad (6.14)
\]
for some \( A, L > 0 \). Let \( u_0 \in H^1(\mathbb{R}^3) \) such that \( \| u_0 \|_{L^2} \leq M \) for some positive constant \( M \). There exists \( \varepsilon_0 = \varepsilon_0(A, L, M) > 0 \) such that if \( 0 < \varepsilon < \varepsilon_0 \) and
\[
\| u_0 - \tilde{u}_0 \|_{H^3_x} \leq \varepsilon \quad (6.15)
\]
\[
\| \nabla e \|_{L^6_t H^2_x(I \times \mathbb{R}^3)} \leq \varepsilon, \quad (6.16)
\]
then there exists a unique global solution \( u \) to (1.1) with initial data \( u_0 \) at the time \( t = t_0 \) satisfying
\[
\| \nabla (u - \tilde{u}) \|_{S^0(I)} \leq C(E, L, M) \varepsilon. \quad (6.17)
\]
Proof. First, we show that
\[
\|\nabla \tilde{u}\|_{S^0(I)} \leq C(A, L). \tag{6.18}
\]
Indeed, notice that from (6.14) we may decompose \( \mathbb{R} \) into \( m(\eta, L) \) many intervals \( I_j = [t_j, t_{j+1}] \) such that on each space-time slab \( I_j \times \mathbb{R}^3 \),
\[
\|u\|_{L^p_t(L^q_x)}(I_j) \leq \eta
\]
for \( \eta > 0 \) to be chosen later. By Strichartz we have (see (6.12))
\[
\|\nabla \tilde{u}\|_{S^0(I_j)} \lesssim \|\tilde{u}\|_{L^\infty_t H^2_x(I_j \times \mathbb{R}^3)} + \|\tilde{u}\|_{L^2_t L^4_x} \|\nabla \tilde{u}\|_{L^2_t L^4_x} + \|\nabla \epsilon\|_{L^\infty_t L^2_x} \lesssim A + \varepsilon + \eta \|\nabla \tilde{u}\|_{S^0(I_j)}.
\]
Choosing \( \eta \) and \( \varepsilon \) small enough, a standard continuity argument show that
\[
\|\nabla \tilde{u}\|_{S^0(I)} \leq C(A, L).
\]
Summation over \( I_j \) yields the space time bound (6.18). By symmetry we may assume that \( t_0 = 0 \). Using the estimates (6.14), (6.18), and a standard combinatorial argument, we may prove the lemma under the additional hypothesis
\[
\|\tilde{u}\|_{L^p_t(L^q_x)} + \|\nabla \tilde{u}\|_{L^2_t L^4_x} \leq \eta, \tag{6.19}
\]
for a small constant \( \eta > 0 \) to be chosen in a moment. Let \( w := u - \tilde{u} \). It is clear that \( w \) solve the initial value problem
\[
\begin{cases}
(i \partial_t + \Delta)w = F(\tilde{u} + w) - F(\tilde{u}) - \epsilon, \\
w(0) = u_0 - \tilde{u}_0,
\end{cases}
\]
where
\[
F(u) = |u|^4 u + \lambda_1 |u|^2 u + \lambda_2 (K * |u|^2) u.
\]
In the following, we take all space-time norms over \( (I \cap [-t, t]) \times \mathbb{R}^3 \). From Hölder inequality we get
\[
\|\nabla(|w + \tilde{u}|^4(w + \tilde{u}) - |\tilde{u}|^4 \tilde{u})\|_{L^6_t L^{18}_x} \lesssim \|\nabla w\|_{L^2_t L^4_x} \|\tilde{u}\|_{L^6_t L^{18}_x}^4 + \|w\|_{L^6_t L^{18}_x}^4
\]
\[
+ \|\nabla \tilde{u}\|_{L^2_t L^4_x} \|\tilde{u}\|_{L^6_t L^{18}_x}^4 \|w\|_{L^6_t L^{18}_x} + \|w\|_{L^6_t L^{18}_x}^4 \|w\|_{L^6_t L^{18}_x}^4.
\]
\[
\|\nabla(|w + \tilde{u}|^2(w + \tilde{u}) - |\tilde{u}|^2 \tilde{u})\|_{L^6_t L^{18}_x} \lesssim \|\nabla w\|_{L^2_t L^4_x} \|\tilde{u}\|_{L^6_t L^{18}_x}^2 \|\tilde{u}\|_{L^6_t L^{18}_x} \|w\|_{L^6_t L^{18}_x} \|w\|_{L^6_t L^{18}_x} + \|w\|_{L^6_t L^{18}_x} \|w\|_{L^6_t L^{18}_x}.
\]
On the other hand,
\[
\nabla[K * |w + \tilde{u}|^2(w + \tilde{u}) - K * |\tilde{u}|^2 \tilde{u}] = [K * |w + \tilde{u}|^2 \nabla(w + \tilde{u}) - K * |\tilde{u}|^2 \nabla \tilde{u}]
\]
\[
+ [(K * \nabla |w + \tilde{u}|^2)(w + \tilde{u}) - (K * \nabla |\tilde{u}|^2) \tilde{u}].
\]
(6.23)
Since the operator \( f \mapsto K * f \) is continuous on \( L^p(\mathbb{R}^3) \) (see Lemma 2.2), via Hölder inequality we obtain
\[
\|K * |w + \tilde{u}|^2 \nabla(w + \tilde{u}) - K * |\tilde{u}|^2 \nabla \tilde{u}\|_{L^6_t L^{18}_x} \lesssim \|\nabla \tilde{u}\|_{L^2_t L^4_x} \|w\|_{L^6_t L^{18}_x} \|\tilde{u}\|_{L^6_t L^{18}_x} + \|w\|_{L^6_t L^{18}_x} \|w\|_{L^6_t L^{18}_x}
\]
\[
+ \|\nabla w\|_{L^2_t L^4_x} \|\tilde{u}\|_{L^6_t L^{18}_x} \|w\|_{L^6_t L^{18}_x} \|w\|_{L^6_t L^{18}_x}.
\]
(6.24)
In addition, we can write
\[ \|(K \ast (w + \tilde{u}))(w + \tilde{u}) - (K \ast (w + \tilde{u}))\|_{L_t^2 L_x^{2\theta_0}} \lesssim (\|w\|_{L_{\xi}^{\infty}} + 1)(\|w\|_{L_t^2 L_x^5} + \|\nabla \tilde{u}\|_{L_t^2 L_x^5}) (\|w\|_{L_{\xi}^{\infty}} + \|\tilde{u}\|_{L_{\xi}^{\infty}}). \] (6.25)

Since \( \|\tilde{u}\|_{L_{\xi}^{\infty}} + \|w\|_{L_{\xi}^{\infty}} \lesssim A, M \), we deduce from (6.21), (6.22), (6.23), and (6.24) that
\[ \varphi(t) \lesssim \varepsilon + \eta^2 + \eta \varphi(t) + \eta^4 \varphi(t) + \eta \varphi(t)^4 + \varphi(t)^2 + \varphi(t)^5, \] (6.26)
where we have set
\[ \varphi(t) := \|w\|_{S^1(I \cap [-t, t])}. \]

Thus, by (6.26) and the usual bootstrap argument yields (6.17), provided \( \varepsilon_1 \) and \( \eta \) are chosen sufficiently small depending on \( E, L, M \). This completes the proof of lemma.

\[ \square \]

We need the following profile decomposition property, which is a key ingredient in proving the existence of minimal blowup solutions.

**Theorem 6.6 (Linear profile decomposition).** Let \( \{f_n\}_{n \in \mathbb{N}} \) be a bounded sequence of \( H^1(\mathbb{R}^3) \). Up to subsequence, there exist \( J^* \in \{0, 1, 2, \ldots\} \cup \{\infty\} \), non-zero profiles \( \{\phi^j\}_{j=1}^{J^*} \subset H^1_x(\mathbb{R}^3) \setminus \{0\} \) and parameters \( \{(\lambda_n^j, t_n^j, x_n^j)\}_{j=1}^{J^*} \subset (0, 1] \times \mathbb{R} \times \mathbb{R}^3 \) satisfying for any fixed \( j \),

- \( \lambda_n^j \equiv 1 \) or \( \lambda_n^j \to 0 \) and \( t_n^j \equiv 0 \) or \( t_n^j \to \pm \infty \),
- If \( \lambda_n^j \equiv 1 \) then \( \{\phi^j\}_{j=1}^{J^*} \subset H^1_x(\mathbb{R}^3) \).

In addition, we can write
\[ f_n = \sum_{j=1}^{J} \phi^j_n + W_n^J \] (6.27)
for each finite \( 1 \leq J \leq J^* \), where
\[ \phi^j_n(x) := \begin{cases} \left[ e^{i t_n^j \Delta} \phi^j \right]|(x - x_n^j), & \text{if } \lambda_n^j \equiv 1, \\ \left( \lambda_n^j \right)^{-\frac{3}{2}} e^{i t_n^j \Delta} P_{\leq \lambda_n^j} \phi^j \left( \frac{x - x_n^j}{\lambda_n^j} \right), & \text{if } \lambda_n^j \to 0, \end{cases} \] (6.28)
for some \( 0 < \theta < 1 \). Furthermore, the following properties hold:

- **Smallness of the reminder:**
  
  for every \( \varepsilon > 0 \) there is \( J = J(\varepsilon) \) such that \( \limsup_{n \to \infty} \|e^{it \Delta} W_n^J\|_{L_{t,x}^\infty} < \varepsilon \). (6.29)

- **Weak convergence property:**
  
  \[ e^{-it \Delta} \left[ (\lambda_n^{j^*})^\frac{\theta}{2} W_n^{j^*} (\lambda_n^{j^*} x + x_n^{j^*}) \right] \to 0 \quad \text{in } H^1_x, \quad \text{as } n \to \infty. \] (6.30)

- **The time and space sequence have a pairwise divergence property:** for all \( 1 \leq j \neq k \leq J^* \),
  
  \[ \lim_{n \to \infty} \left[ \frac{\lambda_n^j \lambda_n^k}{\lambda_n^j + \lambda_n^k} + \frac{|x_n^j - x_n^k|}{\lambda_n^j \lambda_n^k} + \frac{|t_n^j (\lambda_n^j)^2 - t_n^k (\lambda_n^k)^2|}{\lambda_n^j \lambda_n^k} \right] = \infty. \] (6.31)
Orthogonality in norms: for any $J \in \mathbb{N}$
\[
\|f_n\|_{L^2_J}^2 = \sum_{j=1}^{J} \|\phi_n^j\|_{L^2_J}^2 + \|W_n^j\|_{L^2_J}^2 + o_n(1), \tag{6.32}
\]
\[
\|f_n\|_{L^4_J}^4 = \sum_{j=1}^{J} \|\phi_n^j\|_{L^4_J}^4 + \|W_n^j\|_{L^4_J}^4 + o_n(1), \tag{6.33}
\]
\[
\|f_n\|_{L^6_J}^6 = \sum_{j=1}^{J} \|\phi_n^j\|_{L^6_J}^6 + \|W_n^j\|_{L^6_J}^6 + o_n(1), \tag{6.34}
\]
\[
\|f_n\|_{H^1_J}^2 = \sum_{j=1}^{J} \|\phi_n^j\|_{H^1_J}^2 + \|W_n^j\|_{H^1_J}^2 + o_n(1). \tag{6.35}
\]

**Proof.** See Theorem 7.5 in [20].

**Lemma 6.7.** Under the hypotheses of Theorem 6.6, we have for any $J \in \mathbb{N}$,
\[
\int_{\mathbb{R}^3} (K*|f_n|^2)|f_n|^2 \, dx = \sum_{j=1}^{J} \int_{\mathbb{R}^3} (K*|\phi_n^j|^2)|\phi_n^j|^2 \, dx + \int_{\mathbb{R}^3} (K*|W_n^j|^2)|W_n^j|^2 \, dx + o_n(1), \tag{6.36}
\]
and in particular,
\[
E(f_n) = \sum_{j=1}^{J} E(\phi_n^j) + E(W_n^j) + o_n(1), \tag{6.37}
\]
where $o_n(1) \to 0$ as $n \to \infty$.

**Proof.** The proof is essentially the same as in Proposition 4.3 and Corollary 4.4 in [2].

## 7. Existence of a critical solution

In the next sections, we give the proof of Theorem 1.4. As mentioned in the introduction, our arguments are parallel those of [20]. For every $\tau > 0$ we define the number $B(\tau)$ as follows:
\[
B(\tau) := \sup \left\{ \|u\|_{L^{1}_{t,x} (\mathbb{R} \times \mathbb{R}^3)} : u \text{ solves (1.1)} \text{ and } \mathcal{L}(u) \leq \tau \right\}.
\]

Notice that by Proposition 6.2 and (6.1), there exists $\tau > 0$ small enough such that if $\mathcal{L}(u(1)) = \mathcal{L}(u_0) < \tau$, then $\|u\|_{L^{1}_{t,x} (\mathbb{R} \times \mathbb{R}^3)} \lesssim \|\nabla u_0\|_{L^2} \lesssim E(u_0)^{\frac{1}{2}}$; that is, taking $\tau > 0$ sufficiently small implies that $B(\tau) < \infty$. Suppose by contraction that Theorem 1.4 fails. By the monotonicity of $B$ and Remark 6.4, there exists a critical level $0 < \tau_c < \infty$ such that
\[
\tau_c = \sup \left\{ \tau : B(\tau) < \infty \right\} = \inf \left\{ \tau : B(\tau) = \infty \right\}. \tag{7.1}
\]

From Lemma 6.5, it is not difficult to show that $B(\tau_c) = \infty$. Since $B(\tau_c) = \infty$, by definition of $B$, we can find a sequence of solutions of (1.1) with $\mathcal{L}(u_n) \to \tau_c$ such that $\|u_n\|_{L^{1}_{t,x} (\mathbb{R} \times \mathbb{R}^3)} \to \infty$ as $n \to \infty$. By translating $u_n$ in the time, we can assume that $\|u_n\|_{L^{1}_{t,x} ((0,\infty) \times \mathbb{R}^3)} = \|u_n\|_{L^{1}_{t,x} ((-\infty,0) \times \mathbb{R}^3)} \to \infty$. Now our goal is to prove the existence of critical element $u_c \in H^1(\mathbb{R}^3)$, which is a solution of (1.1) with $u_c(0) = u_{c,0}$ such that $\mathcal{L}(u_c) = \tau_c$ and
\[
\|u_c\|_{L^{1}_{t,x} ((0,\infty) \times \mathbb{R}^3)} = \|u_c\|_{L^{1}_{t,x} ((-\infty,0) \times \mathbb{R}^3)} = \infty. \tag{7.2}
\]

Also, we prove that the orbit $\{ u(t) : t \in \mathbb{R} \}$ is precompact in $H^1(\mathbb{R}^3)$ modulo translations. More specifically, we have the following result.
Theorem 7.1 (Existence and compactness of a critical solution). Let $\tau_c$ be defined by (7.1). There exists $u_{c,0} \in H^1(\mathbb{R}^3)$ with $\mathcal{L}(u_{c,0}) = \tau_c$ such that if $u_c$ is the global solution to (1.1) with initial data $u_c(0) = u_{c,0}$, then (7.2) holds. Moreover, the orbit $\{u(t) : t \in \mathbb{R}\}$ is relatively compact in $H^1(\mathbb{R}^3)$ modulo translations.

The main step in the proof of the Theorem 7.1 is the following result, related with the linear profile decomposition Theorem 6.6.

Proposition 7.2. Let $\{u_n\}_{n \in \mathbb{N}} \subset H^1(\mathbb{R}^3)$ be a sequence of global solutions of (1.1) and suppose that $\lim_{n \to \infty} \mathcal{L}(u_n) = \tau_c$ and

$$\lim_{n \to \infty} \|u_n\|_{L^6_{t,x}((t_n,\infty) \times \mathbb{R}^3)} = \|u_n\|_{L^6_{t,x}((\infty, t_n) \times \mathbb{R}^3)} = \infty,$$

(7.3)

where $\{t_n\}_{n \in \mathbb{N}} \subset \mathbb{R}$. It follows that there exists a subsequence, which we still denote by $\{u_n\}_{n \in \mathbb{N}}$, and $\{x_n\}_{n \in \mathbb{N}} \subset \mathbb{R}^3$ such that $\{u_n(t,\cdot + x_n)\}$ converges in $H^1(\mathbb{R}^3)$.

We assume the Proposition 7.2 for the moment, and proceed with the proof of Theorem 7.1

Proof of Theorem 7.1. As $B(\tau_c) = \infty$, by definition it means that there exists a sequence of initial data $u_n(0)$ such that $\lim_{n \to \infty} \mathcal{L}(u_n(0)) = \tau_c$. Moreover, if $u_n(t)$ is the corresponding solution to (1.1) with initial data $u_n(0)$, then we can have that (7.3) holds. By translating $u_n$ in the time, we may assume that

$$\|u_n\|_{L^6_{t,x}([0,\infty) \times \mathbb{R}^3)} = \|u_n\|_{L^6_{t,x}((\infty, 0) \times \mathbb{R}^3)} \to \infty, \quad \text{as} \ n \to \infty.$$

(7.4)

Using Proposition 7.2, it follows that the sequence $u_n(0)$ has a converging subsequence in $H^1(\mathbb{R}^3)$ modulo spatial translations. Thus, by symmetry, we may assume that there exists $u_{0,c} \in H^1(\mathbb{R}^3)$ such that $u_n(0) \to u_{0,c}$ in $H^1(\mathbb{R}^3)$ as $n \to \infty$. Let $u_c$ be the global solution to (1.1) with initial data $u_{0,c}$, then $\mathcal{L}(u_c(t)) = \mathcal{L}(u_{0,c}) = \tau_c$.

In particular, combining (6.1), (6.11) and Lemma 6.5, we obtain that

$$\|u_c\|_{L^6_{t,x}([0,\infty) \times \mathbb{R}^3)} = \|u_c\|_{L^6_{t,x}((\infty, 0) \times \mathbb{R}^3)} = \infty.$$

(7.5)

Otherwise, $\|u_n\|_{L^6_{t,x}(\mathbb{R} \times \mathbb{R}^3)} \lesssim 1$ uniformly in $n$, which contradicts with (7.4).

Finally, we consider the precompactness of $\{u(t) : t \in \mathbb{R}\}$ in $H^1(\mathbb{R}^3)$ modulo translations. Indeed, since $u$ is locally in $L^6_{t,x}$ (see Proposition 3.1) we infer that

$$\|u_n\|_{L^6_{t,x}((T_n,\infty) \times \mathbb{R}^3)} = \|u_n\|_{L^6_{t,x}((\infty, T_n) \times \mathbb{R}^3)} = \infty,$$

for some time sequence $\{T_n\}_{n \in \mathbb{N}} \subset \mathbb{R}$. Hence, from Proposition 7.2 we see that $u_n(T_n)$ is precompact in $H^1(\mathbb{R}^3)$ modulo translations.

The remainder of this section is dedicated to the proof of Proposition 7.2. In the proof of Proposition 7.2, we use the following lemma.

Lemma 7.3. Let $\{\lambda_n\}_{n \in \mathbb{N}} \subset (0, \infty)$ satisfy $\lambda_n \to 0$ as $n \to \infty$. Let $\phi \in H^1(\mathbb{R}^3)$, $\{x_n\}_{n \in \mathbb{N}} \subset \mathbb{R}^3$ and the time sequence $\{t_n\}_{n \in \mathbb{N}} \subset \mathbb{R}$ such that either $t_n \equiv 0$ or $t_n \to \pm \infty$. For $0 < \theta < 1$, we define

$$\phi_n(x) = \lambda_n^{-\frac{1}{4}} [e^{it_n \Delta} \mathcal{P}_{\geq \lambda_n^\theta} \phi](\frac{x - x_n}{\lambda_n}).$$

Then taking $n$ large enough, we have that the corresponding global solution $u(t)$ of (1.1) with initial data $u_0 = \phi_n$ satisfies

$$\|\nabla u_n\|_{S^0(\mathbb{R})} \leq C(\|\phi\|_{H^1}).$$

(7.6)
In addition, for every $\varepsilon > 0$ there exist a number $N = N(\varepsilon) \in \mathbb{N}$ and smooth compact supported functions $\chi_\varepsilon$, $\psi_\varepsilon$ and $\xi_\varepsilon$ on $\mathbb{R} \times \mathbb{R}^3$ satisfying for all $n \geq N$
\[
\|u_n(t, x) - \lambda_n^{-1/2}\chi_\varepsilon\left(\frac{t}{\lambda_n} + t_n, \frac{x - x_n}{\lambda_n}\right)\|_{L^1_{t,x}} < \varepsilon, \tag{7.7}
\]
\[
\|\nabla u_n(t, x) - \lambda_n^{-3/2}\psi_\varepsilon\left(\frac{t}{\lambda_n} + t_n, \frac{x - x_n}{\lambda_n}\right)\|_{L^1_{t,x}} < \varepsilon. \tag{7.8}
\]

Proof. By symmetry, we may assume that $x_n \equiv 0$. Following the same argument as in [20, Proposition 8.3] we get that for every $n \in \mathbb{N}$ there exists a unique global solution $\tilde{u}_n$ of the defocusing quintic Schrödinger equation

\[(i\partial_t + \Delta)v = |\psi|^4 v,
\]

such that
\[
\|\nabla \tilde{u}_n\|_{S^{0}(\mathbb{R})} \leq C(\|\phi\|_{H^1}) \quad \text{and} \quad \|\tilde{u}_n\|_{S^{0}(\mathbb{R})} \leq C(\|\phi\|_{H^1}) \lambda_n^{1/2},
\]
\[
\|\tilde{u}_n(0) - \phi_n\|_{H^1} \to 0 \quad \text{as} \quad n \to \infty. \tag{7.9}
\]

Next we set $c := -\lambda_1|\tilde{u}_n|^2\tilde{u}_n - \lambda_2(K*S)\tilde{u}_n$. We deduce by interpolation
\[
\|\nabla[(K*S)|\tilde{u}_n|^2\tilde{u}_n]\|_{L^6_{t,x}} \lesssim \|\nabla[(K*S)|\tilde{u}_n|^2\tilde{u}_n]\|_{L^3_{t,x}} + \|\nabla[(K*S)|\tilde{u}_n|^2]\tilde{u}_n\|_{L^6_{t,x}}
\]
\[
\lesssim \|\nabla|\tilde{u}_n|^2\|_{L^6_{t,x}} \|\tilde{u}_n\|_{L^6_{t,x}} + \|\tilde{u}_n\|_{L^6_{t,x}} \|\tilde{u}_n\|_{L^6_{t,x}}
\]
Thus we infer that
\[
\|\nabla[(K*S)|\tilde{u}_n|^2\tilde{u}_n]\|_{L^6_{t,x}} \lesssim \|\nabla \tilde{u}_n\|_{L^6_{t,x}} \|\tilde{u}_n\|_{L^{10}_{t,x}} \|\tilde{u}_n\|_{L^1_{t,x}} \tag{7.10}
\]

Similarly,
\[
\|\nabla|\tilde{u}_n|^2\tilde{u}_n\|_{L^6_{t,x}} \lesssim \|\nabla \tilde{u}_n\|_{L^6_{t,x}} \|\tilde{u}_n\|_{L^{10}_{t,x}} \|\tilde{u}_n\|_{L^1_{t,x}} \tag{7.11}
\]

Combining (7.10), (7.11) and (7.9) we obtain
\[
\|\nabla \tilde{u}_n\|_{L^6_{t,x}} \lesssim \|\nabla \tilde{u}_n\|_{L^{5}_{t,x}} \|\tilde{u}_n\|_{L^{4}_{t,x}} \|\tilde{u}_n\|_{L^{1/2}_{t,x}} \lesssim C(\|\phi\|_{H^1}) \lambda_n^{1/2} \to 0, \tag{7.12}
\]

as $n \to \infty$. Thus, by (7.9), (7.12) and Lemma 6.5 we see that for $n$ sufficiently large there exists a unique global solution $u_n$ of (1.1) with initial data $u_n(0) = \phi_n$ such that (7.6) holds. Finally, (7.7) and (7.8) can be proved along the same lines as Proposition 8.3 in [20].

Proof of Proposition 7.2. By translating $u_n$ in the time, we can have that $t_n \equiv 0$ in (7.3). First, by (6.1) we deduce that
\[
\|u_n(0)\|_{H^1} \lesssim \mathcal{L}(u_n) \lesssim \tau_c.
\]

Using Theorem 6.6 to $\{u_n(0)\}_{n \in \mathbb{N}}$ we write (after extracting a subsequence) for each $J \leq J^*$,
\[
u_n(0) = \sum_{j=1}^{J} \phi_n^j + W_n^j \tag{7.13}
\]

where the various sequences satisfy properties of Theorem 6.6 and Lemma 6.7. Moreover, up to subsequence, we may assume that $M(u_n) \to M_0$, $E(u_n) \to E_0$ and therefore $\tau_c = \mathcal{L}(M_0, E_0)$. We define $\phi^j$ in the following form:

- For the case $\lambda_n^j \equiv 1$ and $t_n^j \to +\infty$ as $n \to \infty$, we define $\phi^j$ to be the global solution of (1.1) which scatters to $e^{it\Delta} \phi^j$ when $t \to +\infty$. Similarly, if $\lambda_n^j \equiv 1$ and $t_n^j \to -\infty$ as $n \to \infty$, we define $\phi^j$ to be the global solution...
of (1.1) which scatters to $e^{it\Delta}\phi^j$ when $t \to -\infty$. In either case, we define the global solution to (1.1)
\[ \psi^j_n(t, x) := \psi^j(t + t^j_n, x - x^j_n). \]
- For the case $\lambda^j_n \equiv 1$ and $t^j_n \equiv 0$, we define $\psi^j_n$ to be the global solution of (1.1) with the initial data $\psi^j_n(0) = \phi^j_n$.
- For the case $\lambda^j_n \to 0$ as $n \to \infty$, we define $\psi^j_n$ to be the global solution of (1.1) with the initial data $\psi^j_n(0) = \phi^j_n$ established in Lemma 7.3.

Therefore, associated to $\phi^j_n$ we have a new nonlinear profile $\psi^j_n(0)$ such that
\[ \| \psi^j_n(0) - \phi^j_n \|_{H^1} \to 0, \quad \text{as} \ n \to \infty. \]  
(7.14)
By the energy Pythagorean expansion (6.37) and (6.32) we see that
\[ \limsup_{n \to \infty} \sum_{j=1}^{J} M(\psi^j_n) + M(W^j_n) \leq M_0, \]  
(7.15)
\[ \limsup_{n \to \infty} \sum_{j=1}^{J} E(\psi^j_n) + E(W^j_n) \leq E_0, \]  
(7.16)
for any $J$. Since the profiles are non-trivial, from (7.14) (7.15) and inequality (6.5) implies that for $n$ big enough $E(\psi^j_n) > 0$. And, again by (7.15), (7.16) and (6.5) we obtain that $E(W^j_n) \geq 0$ for $n$ large.

From (7.15) and (7.16), there are two scenarios to consider; we will show that Scenario 1 leads the compactness conclusion; on the other hand, we will show that Scenario 2 leads to contradiction and therefore does not occur.

**Scenario 1:**
\[ \sup_j \limsup_{n \to \infty} M(\psi^j_n) = M_0 \quad \text{and} \quad \sup_j \limsup_{n \to \infty} E(\psi^j_n) = E_0. \]  
(7.17)
Since $M(W^j_n) \geq 0$ and $E(W^j_n) \geq 0$, we have that $\limsup_{n \to \infty} E(\psi^j_n) = E_0$ for some $j$. We may have $j = 1$ by reordering. Thus we see that $J = 1$ and $W^1_n \to 0$ in $H_x^1$ as $n \to \infty$. Indeed, since $\limsup_{n \to \infty} E(W^1_n) = 0$ and $\limsup_{n \to \infty} M(W^1_n) = 0$, it follows from inequality (6.1) that $\limsup_{n \to \infty} \|W^1_n\|_{H^1}^2 = 0$. Therefore we have
\[ u_n(0) = \phi^1_n + W^1_n, \quad \lim_{n \to \infty} \|W^1_n\|_{H^1}^2 = 0. \]  
(7.18)
If $\lambda^1_n \equiv 0$ and $t^1_n \equiv 0$, then $u_n(0, \cdot + x^1_n) \to \phi^1$ strongly in $H^1(\mathbb{R}^3)$. On the other hand, suppose that $\lambda^1_n \equiv 0$ and $t^1_n \to \infty$ as $n \to \infty$. By Sobolev embedding, Strichartz estimates, monotone convergence theorem and (7.18) we infer that
\[ \|e^{it\Delta}u_n(0)\|_{L_{t,x}^3([0,\infty)\times \mathbb{R}^3)} \leq \|\phi^1_n\|_{L_{t,x}^3([0,\infty)\times \mathbb{R}^3)} + \|W^1_n\|_{L_{t,x}^3([0,\infty)\times \mathbb{R}^3)} \leq \|\phi^1\|_{L_{t,x}^3([0,\infty)\times \mathbb{R}^3)} + \|W^1_n\|_{H^1} \to 0, \]  
(7.19)
as $n \to \infty$. Let $\varepsilon > 0$. We set $\tilde{u} := e^{it\Delta}u_n(0)$ and $\varepsilon := -\lambda_1|\tilde{u}_n|^2\tilde{u}_n - \lambda_2(K|\tilde{u}_n|^2)\tilde{u}_n$.

Then for $n$ sufficiently large, combining (7.12) and (7.19) we obtain
\[ \|\tilde{u}\|_{L_{t,x}^3([0,\infty)\times \mathbb{R}^3)} + \|\nabla \varepsilon\|_{L_{t,x}^3([0,\infty)\times \mathbb{R}^3)} \leq \varepsilon. \]
From (7.18), we may apply the Lemma 6.5 to obtain that for $n$ sufficiently large $\|u_n\|_{L_{t,x}^3([0,\infty)\times \mathbb{R}^3)}$ is negligible, a contradiction with (7.3). An analogous argument holds when $\lambda^1_n \equiv 0$ and $t^1_n \to -\infty$ as $n \to \infty$ Finally, assume that $\lambda^1_n \to 0$ as $n \to \infty$. From (7.18) we have
\[ \|\psi^1_n(0) - u_n(0)\|_{H^1} \to 0, \quad \text{as} \ n \to \infty. \]  
(7.20)
By Proposition 7.3, (7.6), (7.20) and Lemma 6.5 (perturbation theory) we infer that \(\|\nabla u_n\|_{L^\infty_x(\mathbb{R})}\) is uniformly limited for large \(n\), which is a contradiction with our hypothesis (7.3).

**Scenario 2:** On the contrary, we assume that (7.17) fails for all \(j\). Then there exists \(\delta > 0\) such that

\[
\sup_j \limsup_{n \to \infty} M(\psi^j_n) \leq M_0 - \delta \quad \text{or} \quad \sup_j \limsup_{n \to \infty} E(\psi^j_n) \leq E_0 - \delta.
\]

(7.21)

Now the idea of the proof is approximate

\[
u_n(t) \approx \sum_{j=1}^J \psi^j_n(t) + e^{it\Delta} W^j_n,
\]

under tree cases: \(\lambda^j_n \equiv 1\) and \(t^j_n \to \pm \infty\) as \(n \to \infty\); \(\lambda^j_n \equiv 1\) and \(t^j_n \equiv 0\); \(\lambda^j_n \to 0\) as \(n \to \infty\), and we use perturbation argument (Lemma 6.5) to obtain a contradiction with (7.3). With this in mind, we define

\[
u^j_n(t) := \sum_{j=1}^J \psi^j_n(t) + e^{it\Delta} W^j_n.
\]

Now consider the equation

\[(i\partial_t + \Delta) u^j_n = \lambda_1|u^j_n|^2 u^j_n + \lambda_2(K * |u^j_n|^2) u^j_n + |u^j_n|^4 u^j_n + e^j_n,
\]

where the “error” \(e^j_n\) is given by \(e^j_n := (i\partial_t + \Delta) u^j_n - \lambda_1|u^j_n|^2 u^j_n - \lambda_2(K * |u^j_n|^2) u^j_n + |u^j_n|^4 u^j_n\). We want to apply Lemma 6.5. We assume the following two claims for a moment to conclude the proof.

**Claim I.** We have the following global space bound

\[
\sup_j \limsup_{n \to \infty} \left[ \|u^j_n\|_{L^1_t(L^\infty_x(\mathbb{R}^3))} + \|u^j_n\|_{L^4_t(L^{12}_x(\mathbb{R}^3))} \right] \lesssim_{\tau, \epsilon, \delta} 1.
\]

(7.22)

**Claim II.** Let \(\epsilon > 0\). For \(J\) big enough (depending on \(\epsilon\)) we have

\[
\limsup_{n \to \infty} \|\nabla e^j_n\|_{L^4_t(L^{12}_x(\mathbb{R}^3))} \leq \epsilon.
\]

(7.23)

Now from (7.14) and (7.13) we get

\[
\|u^j_n(0) - \psi^j_n(0)\|_{L^1_t(\mathbb{R}^3)} \to 0, \quad \text{as} \quad n \to \infty.
\]

(7.24)

Moreover, by interpolation inequality we obtain

\[
\| \nabla \cdot (|u^j_n|^4) u^j_n \|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})} \lesssim \|u^j_n\|_{L^1_t(L^\infty_x(\mathbb{R}^3))} \left[ \|\nabla u^j_n\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})} + \|\nabla(u^j_n)\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})} \right] + \|\nabla (K * |u^j_n|^2) u^j_n\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})}
\]

\[
\lesssim \|u^j_n\|_{L^1_t(L^\infty_x(\mathbb{R}^3))} \left[ \|\nabla u^j_n\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})} + \|\nabla(u^j_n)\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})} \right] + \|\nabla e^j_n\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})}
\]

(7.25)

where all space-time norms will be taken over \(\mathbb{R} \times \mathbb{R}^3\). Thus, using the Duhamel formula and estimating via Strichartz we have

\[
\|u^j_n\|_{L^\infty_t L^2_x(\mathbb{R} \times \mathbb{R}^3)} \lesssim \|u^j_n(0)\|_{L^1_t(L^\infty_x(\mathbb{R}^3))} \|\nabla u^j_n\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})} \left[ \|\nabla u^j_n\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})} + \|\nabla e^j_n\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})} \right]
\]

(7.26)

+ \|\nabla e^j_n\|_{L^{\frac{6}{1+\delta}}(L^{\frac{12}{1+\delta}})}
\]

Combining (7.22), (7.23) and (7.25) we have for \(J\) sufficiently large

\[
\limsup_{n \to \infty} \|u^j_n\|_{L^\infty_t L^2_x(\mathbb{R} \times \mathbb{R}^3)} \lesssim_{\tau, \epsilon, \delta} 1.
\]

(7.26)

Applying (7.26), (7.22), (7.24), (7.23) to Lemma 6.5 gives \(\|u_n\|_{L^1_{t,x}} \lesssim_{\tau, \epsilon, \delta} 1\) for \(n\) sufficiently large, which a contradiction with (7.3).
Therefore, it remains to establish the above claims. Indeed, using Lemma 6.1 (v) and (7.21), for each finite $J \leq J^*$, we see that for $n$ sufficiently large $M(\psi_n^j) \leq M_0 = \delta/2$ or $E(\psi_n^j) \leq E_0 = \delta/2$ and $1 \leq j \leq J$. Thus we get that there exists $\varepsilon_1 = \varepsilon_1(\delta) > 0$ such that $E(\psi_n^j) \leq \varepsilon_1$ for $n$ sufficiently large. Then by definition of $\tau_c$ given by (7.1) we infer that
\[ \|\psi_n^j\|_{L^\infty_t} \lesssim_{\delta, \tau_c} 1. \] (7.27)
Thus, from inequalities (6.10), (6.11) and (6.5) we see that
\[ \|\psi_n^j\|_{L^1_t} + \|\nabla \psi_n^j\|_{L^\infty_t} \lesssim_{\delta, \tau_c} \|\nabla \psi_n^j(0)\|_{L^2_t} \lesssim_{\delta, \tau_c} E(\psi_n^j)^{1/2} \] (7.28)
and
\[ \|\psi_n^j\|_{L^\infty_t} \lesssim_{\delta, \tau_c} M(\psi_n^j)^{1/2}. \] (7.29)

**Proof of Claim I.** Throughout the proof, all space-time norms will be taken over $\mathbb{R} \times \mathbb{R}^3$. We fix $J \leq J^*$. First, by (7.28), Lemma 7.3 and following the same argument developed in [20, Lemma 9.2] we have for $j \neq k$
\[ \lim_{n \to \infty} \left( \|\psi_n^j \psi_n^k\|_{L^1_t} + \|\psi_n^j \nabla \psi_n^k\|_{L^\infty_t} + \|\nabla \psi_n^j \nabla \psi_n^k\|_{L^2_t} + \|\psi_n^j \psi_n^k\|_{L^\infty_t} \right) = 0. \] (7.30)
Moreover, we also have for $j \neq k$
\[ \lim_{n \to \infty} \|\psi_n^j \psi_n^k\|_{L^\infty_t} = 0. \] (7.31)
Indeed, if $\lambda_n^j \equiv 1$ and $\lambda_n^k \equiv 1$, then using the same argument as in Lemma 9.2 in [20] again, yields (7.31). Now, in the case when $\lambda_n^j \to 0$, by (7.14), (7.29), Bernstein inequality and definition of $\phi_n^k$ given by (6.28) we get
\[ \|\psi_n^j\|_{L^\infty_t} \lesssim_{\delta, \tau_c} \|\psi_n^j(0)\|_{L^2_t} \lesssim_{\delta, \tau_c} (\lambda_n^k)^{-1/5} \|\nabla \phi^j\|_{L^2_t} + \|\psi_n^j(0) - \phi_n^k\|_{L^2_t} \to 0, \]
as $n \to \infty$. And analogous argument holds for $\lambda_n^j \to 0$. Using (7.27), inequality above and interpolation we obtain
\[ \|\psi_n^j \psi_n^k\|_{L^\infty_t} \lesssim \|\psi_n^j\|_{L^1_t} \|\psi_n^k\|_{L^\infty_t} \to 0 \quad \text{as } n \to \infty, \]
which yields (7.31). From (7.30),(7.29), (7.15) and Strichartz estimates we get
\[ \|u_n^j\|_{L^2_t}^2 + \|u_n^j\|_{L^\infty_t}^2 \lesssim_{\delta, \tau_c} \sum_{j=1}^J \|\psi_n^j\|_{L^2_t}^2 + \|\psi_n^j\|_{L^\infty_t}^2 + \|W_n^j\|_{L^2_t}^2 \] (7.32)
\[ \lesssim_{\delta, \tau_c} \sum_{j=1}^J M(\psi_n^j) + \sum_{j \neq k} o(1) + M(W_n^j) \lesssim_{\delta, \tau_c} 1 + J^2 o(1), \]
as $n \to \infty$. Similarly, by (7.30),(7.28), (6.5) and (7.16) we obtain
\[ \|u_n^j\|_{L^\infty_t}^2 + \|u_n^j\|_{L^2_t}^2 \lesssim_{\delta, \tau_c} \sum_{j=1}^J E(\psi_n^j) + \sum_{j \neq k} o(1) + E(W_n^j) \] (7.33)
\[ \lesssim_{\delta, \tau_c} 1 + J^2 o(1), \quad \text{as } n \to \infty. \]
Combining (7.32) and (7.33) yields (7.22). \hfill \Box

**Proof of Claim II.** Since $\psi_n^j$ is solution of (1.1) we have
\[ e_n^j = \sum_{j=1}^J F(\psi_n^j) - F(\sum_{j=1}^J \psi_n^j) \]
(7.34)
\[ = F(u_n^j - e^{itA} W_n^j) - F(u_n^j), \] (7.35)
where \( F(u) = F_1(u) + F_2(u) \), with \( F_1(u) = \lambda_2(K \ast |u|^2)u \) and \( F_2(u) = \lambda_1 |u|^2u + |u|^4u \).

By interpolation we have,
\[
\| \sum_{j=1}^{J} F_1(\psi_n^j) - F_1(\sum_{j=1}^{J} \psi_n^j) \|_{L^\infty} \leq \sum_{j \neq k} \| [K \ast \nabla(\psi_n^j \tilde{\psi}_n^k)] \psi_n^j \|_{L^\infty} + \sum_{j \neq k} \| [K \ast (\psi_n^j \tilde{\psi}_n^k)] \nabla \psi_n^j \|_{L^\infty} \tag{7.36}
\]

Similarly,
\[
\| \sum_{j=1}^{J} F_2(\psi_n^j) - F_2(\sum_{j=1}^{J} \psi_n^j) \|_{L^\infty} \leq \sum_{j \neq k} \| \psi_n^j \|_{L^3} \| \psi_n^k \nabla \psi_n^j \|_{L^\infty} + \| \nabla \psi_n^j \|_{L^\infty} \| \psi_n^k \nabla \psi_n^j \|_{L^\infty} \tag{7.37}
\]

Combining (7.28), (7.29), (7.30), (7.36), (7.31) and (7.37) we have
\[
\limsup_{n \to \infty} \left\| \frac{u_n}{\| \nabla \tilde{u}_n \|_{L^1}} \right\|_{L^1(x)} \lesssim_{j, \delta, \tau} o(1) \text{ as } n \to \infty. \tag{7.38}
\]

On the other hand, by interpolation
\[
\| (7.35) \|_{L^\infty} \leq u_n^j \| \nabla e^{it\Delta} W_n^j \|_{L^\infty} + \| \nabla u_n^j \|_{L^3} \| e^{it\Delta} W_n^j \|_{L^1} \| u_n^j \|_{L^\infty} + \| \nabla u_n^j \|_{L^3} \| e^{it\Delta} W_n^j \|_{L^1} \| u_n^j \|_{L^\infty} + \| \nabla u_n^j \|_{L^3} \| e^{it\Delta} W_n^j \|_{L^1} \| u_n^j \|_{L^\infty} + \| \nabla u_n^j \|_{L^3} \| e^{it\Delta} W_n^j \|_{L^1} \| u_n^j \|_{L^\infty} \tag{7.39}
\]

Notice that
\[
\lim_{j \to J^*} \limsup_{n \to \infty} \| u_n^j \nabla e^{it\Delta} W_n^j \|_{L^\infty} = 0. \tag{7.40}
\]

Such statement can be proved along the same lines as Lemma 9.5 in [20]. Now we show that
\[
\lim_{j \to J^*} \limsup_{n \to \infty} \| K \ast |u_n^j|^2 \nabla e^{it\Delta} W_n^j \|_{L^\infty} = 0. \tag{7.41}
\]

By orthogonality we have that for \( j \neq k \),
\[
\| K \ast (\psi_n^j \tilde{\psi}_n^k) \nabla e^{it\Delta} W_n^j \|_{L^\infty} \leq \| K \ast (\psi_n^j \tilde{\psi}_n^k) \|_{L^\infty} \| \nabla e^{it\Delta} W_n^j \|_{L^\infty} \leq \| \psi_n^j \tilde{\psi}_n^k \|_{L^\infty} \| \nabla e^{it\Delta} W_n^j \|_{L^\infty} \to 0,
\]
as $n \to \infty$, where we have used Lemma 2.2 and (7.31). This implies by triangle inequality, Hölder inequality, (6.29), (7.29) and (7.15)

$$
\lim_{J \to J^*} \limsup_{n \to \infty} \| K \ast |u_n|^2 \nabla e^{it\Delta} W_n \|_{L_{t,x}^p} \leq \lim_{J \to J^*} \limsup_{n \to \infty} \| K \ast \left( \sum_{j=1}^J |\psi_j|^2 \right) \nabla e^{it\Delta} W_n \|_{L_{t,x}^p} \\
+ \lim_{J \to J^*} \limsup_{n \to \infty} \sum_{j=1}^J \| \psi_j \|_{L_{t,x}^p} \| e^{it\Delta} W_n \|_{L_{t,x}^p} \| \nabla e^{it\Delta} W_n \|_{L_{t,x}^p} \\
+ \lim_{J \to J^*} \limsup_{n \to \infty} \| e^{it\Delta} W_n \|_{L_{t,x}^p} \| e^{it\Delta} W_n \|_{L_{t,x}^p} \leq \lim_{J \to J^*} \limsup_{n \to \infty} \| K \ast \left( \sum_{j=1}^J |\psi_j|^2 \right) \nabla e^{it\Delta} W_n \|_{L_{t,x}^p}.
$$

On the other hand, by Hölder inequality, (7.31) (7.29), (7.15) and (7.28) we get

$$
\| \sum_{j=1}^J |\psi_j|^2 \|_{L_{t,x}^2}^2 \leq \sum_{j \neq k} \| \psi_j \|_{L_{t,x}^2}^2 + \sum_{j \neq j'} \| \psi_j \|_{L_{t,x}^2}^2 \\
\leq \sum_{j \neq k} o(1) + M_0 \sum_{j \neq j'} E(\psi_j), \quad \text{as } n \to \infty.
$$

Thus, by (7.16) we infer that for any $\varepsilon_1 > 0$ there exists $J' = J'(\varepsilon_1) \in \mathbb{N}$ such that

$$
\limsup_{n \to \infty} \| \sum_{j=1}^J |\psi_j|^2 \|_{L_{t,x}^2} \leq \varepsilon_1,
$$

for all $J \leq J'$. Then, from Hölder inequality, Lemma 2.2 and (7.16) we get

$$
\lim_{J \to J^*} \limsup_{n \to \infty} \| K \ast \left( \sum_{j=1}^J |\psi_j|^2 \right) \nabla e^{it\Delta} W_n \|_{L_{t,x}^p} \leq \lim_{J \to J^*} \limsup_{n \to \infty} \| \sum_{j=1}^J |\psi_j|^2 \|_{L_{t,x}^p} \leq \varepsilon_1.
$$

Therefore, to prove (7.41) it is enough to show that

$$
\lim_{J \to J^*} \limsup_{n \to \infty} \| K \ast |\psi_j|^2 \nabla e^{it\Delta} W_n \|_{L_{t,x}^p} = 0, \quad \text{for all } j \in \{1, 2, \ldots, J'\}.
$$

First we consider the case $\lambda_j \to 0$ as $n \to \infty$. Thus we fix $1 \leq j \leq J'$ (notice that $J'$ is finite) with $\lambda_j \to 0$ as $n \to \infty$. Proceeding like in [20], by Lemma 7.3 we infer that for $\varepsilon > 0$ sufficiently small there exists $Q_\varepsilon \in C^\infty_c(\mathbb{R} \times \mathbb{R}^3)$ such that

$$
\left\| \psi_j - \frac{1}{(\lambda_j)^{1/2}} \frac{t}{(\lambda_j)^2} + t_j \frac{x - x_j}{\lambda_j} \right\|_{L_{t,x}^p} < \varepsilon. \quad (7.42)
$$

Using the fact that $K$ is homogeneous of degree $-3$, from Lemma 2.2 we see that there exists $C$ such that

$$
\left\| K \ast |\psi_j|^2 - \frac{1}{\lambda_j} K \ast |Q_\varepsilon|^2 \left( \frac{t}{(\lambda_j)^2} + t_j \frac{x - x_j}{\lambda_j} \right) \right\|_{L_{t,x}^p} \leq C \varepsilon. \quad (7.43)
$$

Now the function $K \ast |Q_\varepsilon|^2$ is compactly supported in time, and in $L_p^p(\mathbb{R}^3)$ for all $p \in (1, \infty)$. Therefore, there exists $\chi_\varepsilon$ compactly supported in space-time such that

$$
\| K \ast |Q_\varepsilon|^2 - \chi_\varepsilon \|_{L_{t,x}^p} < \varepsilon. \quad (7.44)
$$
In particular,
\[
\left\| K \ast |\psi_n|^2 - (\lambda_n^+)^{-1} \chi^*_n \left( \frac{t}{(\lambda_n^+)^2} + \frac{t}{\lambda_n^+} \frac{x - x_n^+}{\lambda_n^+} \right) \right\|_{L_{t,x}^2} \lesssim \varepsilon, \tag{7.45}
\]
for \( n \) sufficiently large. We set \( \tilde{W}_n(t,x) := (\lambda_n^+)^{3/2} e^{it\Delta} W_n([\lambda_n^+]^2(t - t_n^+), \lambda_n^+, x + x_n^+) \).

Applying [20, Lemma 1.8] and commuting the dilation with the propagator, via Hölder inequality we obtain
\[
\| K \ast |\psi_n|^2 \nabla e^{it\Delta} W_n^J \|_{L_{t,x}^1} \lesssim \varepsilon \| \nabla e^{it\Delta} W_n^J \|_{L_{t,x}^1} + \| \chi^*_n \nabla \tilde{W}_n^J \|_{L_{t,x}^1}. \tag{7.46}
\]
For the last term, Hölder inequality yields
\[
\| \chi^*_n \nabla \tilde{W}_n^J \|_{L_{t,x}^1} \leq \| \chi^*_n \|_{L_{t,x}^\infty} \| \nabla \tilde{W}_n^J \|_{L_{t,x}^{1\/2}} \| \nabla \tilde{W}_n^J \|_{L_{t,x}^{1\/2}}. \tag{7.47}
\]
The quantity \( \| \chi^*_n \|_{L_{t,x}^\infty} \) is finite since \( \chi^*_n \) is compactly supported in space-time, with an implicit dependence upon \( \varepsilon \). Finally, since \( \varepsilon > 0 \) is arbitrary, by (7.46)-(7.47) and (6.29) we obtain the claim (7.41). The other case \( \lambda_n^+ \equiv 1 \) can be dealt with similarly.

Combining (6.29), (7.22), (7.39) and (7.40)-(7.41) we have
\[
\lim_{J \to \infty} \lim_{n \to \infty} \sup_{t \geq 0} ||(7.35)||_{L_{t,x}^2} = 0. \tag{7.48}
\]
Finally, (7.23) follows by (7.38) and (7.48).

Thus completes the proof of Proposition 7.2.

\section{8. Extinction of the critical element}

In this section we will apply the localized virial identities to preclude the critical element \( \xi_c \) given in Theorem 7.1. We begin with the following result.

\begin{proposition}
Let \( \xi_c(t) \) be the critical solution in Theorem 7.1. The following properties hold:
(i) (Precompactness of flow) There exists a continuous path \( x(t) \) in \( \mathbb{R}^3 \) such that \( \{ \xi_c(t + \pi(t)) \} \) is precompact in \( H^1(\mathbb{R}^3) \).
(ii) (Uniform localization) For every \( \varepsilon > 0 \) there exists \( C(\varepsilon) > 0 \) such that
\[
\sup_{t \in \mathbb{R}} \int_{|z - x(t)| > C(\varepsilon)} |\nabla u(x,t)|^2 + |u(x,t)|^2 + |u(x,t)|^4 + |u(x,t)|^6 dx \leq \varepsilon. \tag{8.1}
\]
(iii) (Zero momentum of \( \xi_c \)) The conserved momentum \( P(\xi_c(t)) := \int_{\mathbb{R}^3} 2 \text{Im}(\bar{\xi}_c(t) \nabla \xi_c(t)) dx \) is zero.
(iv) (Control of the spatial translation \( x(t) \)) The spacial center function \( x(t) \) in Item (i) satisfies
\[
\left| \frac{x(t)}{t} \right| \to 0, \quad \text{as } t \to \pm \infty.
\]
(v) (Uniform bound for \( I(\xi_c(t)) \)) There exists \( \eta > 0 \) such that
\[
I(\xi_c(t)) = \| \nabla \xi_c(t) \|_{L^2}^2 + \| \xi_c(t) \|_{L^6}^6 + \frac{3}{4} \lambda_1 \| \xi_c(t) \|_{L^4}^4 + \frac{3}{4} \lambda_2 (|K \ast |\xi_c(t)|^2| \xi_c(t)|^2)_{L^1} \geq \eta, \quad \text{for all } t \in \mathbb{R}. \tag{8.2}
\]
\end{proposition}

\textit{Proof.} The proof of Item (i) follows from exactly the same argument in [13, Proposition 3.2]. By Item (i), Gagliardo-Nirenberg inequality and Sobolev embedding,
property (ii) follows easily. Now assume by contradiction that \( P(u_c) \neq 0 \). We consider the following global solution to \((1.1)\),
\[
w_c(t, x) = e^{ix \cdot \xi_0} e^{-it \xi_0^2} u_c(t, x - 2\xi_0 t),
\]
where \( \xi_0 = -P(u_c)/M(u_c) \). Notice that \( M(w_c) = M(v_c) \) and
\[
E(w_c) = E(u_c) - \frac{1}{2} \frac{|P(u_c)|^2}{M(u_c)} < E(u_c).
\]
This implies that \( L(w_c) < L(u_c) = \tau_c \). Moreover, Theorem 7.1 implies
\[
\|w_c\|_{L^2([0, \infty) \times \mathbb{R}^3)} = \|u_c\|_{L^2([0, \infty) \times \mathbb{R}^3)} = \infty,
\]
\[
\|w_c\|_{L^2([-\infty, 0] \times \mathbb{R}^3)} = \|u_c\|_{L^2([-\infty, 0] \times \mathbb{R}^3)} = \infty,
\]
which is a contradiction with the definition of \( u_c \). Next, applying (8.1) and Item (iii), Item (iv) can be proved along the same lines as Proposition 10.2 in [20]. We now prove (8.2). We argue by contradiction. Suppose that (8.2) is false. Then there exists a sequence of times \( \{t_n\}_{n \in \mathbb{N}} \) such that \( \lim_{n \to \infty} I(u(t_n)) = 0 \). Since \( \{u(t_n)\}_{n \in \mathbb{N}} \) is precompact modulo translation, there exists a sequence (still denoted by itself) and \( v \in H^1(\mathbb{R}^3) \) such that \( u(t_n) \to v \) in \( H^1(\mathbb{R}^3) \) as \( n \to \infty \). By strong convergence and continuity of \( L \) and \( I \) we have
\[
I(v) = 0 \quad \text{and} \quad L(v) = L(u(t)) = \tau_c \in (0, \infty),
\]
which is a contradiction with Lemma 6.1(ii). This completes the proof of proposition. 

Now we give the proof of Theorem 1.4.

**Proof of Theorem 1.4.** We will show that the critical solution \( u_c \) constructed in Theorem 7.1 can not exist. Indeed, consider the localized Virial identity
\[
V(t) := \int_{\mathbb{R}^3} \phi(x)|u(t, x)|^2 dx.
\]
It follows from straightforward calculations that
\[
V'(t) = 2 \text{Im} \int_{\mathbb{R}^3} \nabla \phi \cdot \nabla u \overline{u} dx
\]
and
\[
V''(t) = 4 \int_{\mathbb{R}^3} \left[ \text{Re} \nabla \overline{u} \nabla^2 \phi \nabla u dx + \lambda_1 \Delta \phi |u|^4 + \frac{4}{3} \Delta \phi |u|^6 - \Delta^2 \phi |u|^2 \right] dx
\]
\[-2 \int_{\mathbb{R}^3} \lambda_2 \nabla \phi \nabla [K * |u|^2] |u|^2 dx.
\]
If \( \phi \) is a radial function we have
\[
V''(t) = 4 \int_{\mathbb{R}^3} \frac{\phi'}{r} |\nabla u|^2 dx + 4 \int_{\mathbb{R}^3} \left( \frac{\phi''}{r^2} - \frac{\phi'}{r^3} \right) |x \cdot \nabla u|^2 dx
\]
\[+ \int_{\mathbb{R}^3} \left( \phi''(r) + \frac{2}{r} \phi'(r) \right) (\lambda_1 |u|^4 + \frac{4}{3} |u|^6) dx
\]
\[-2 \int_{\mathbb{R}^3} \Delta^2 \phi |u|^2 dx - 2 \lambda_2 \int_{\mathbb{R}^3} \frac{\phi'}{r} x \cdot \nabla [K * |u|^2] |u|^2 dx.
\]
Now we choose the radial function \( \phi(x) = R^2 \psi(\frac{|x|}{R}) \), where the function \( \psi \) satisfies
\[
\psi(r) = \begin{cases} r^2, & 0 \leq r \leq R; \\ 0, & r \geq 2R, \end{cases} \quad 0 \leq \psi \leq r^2, \quad \psi'' \leq 2, \quad \psi^4 \leq \frac{4}{R^2}.
\]
Then, using the estimate obtained in [2, Lemma 6.2], namely,

\[-2λ₂ \int_{\mathbb{R}^3} \frac{\phi'}{r} x \cdot \nabla (K \ast |u|^2)|u|^2 \, dx \geq 6λ₂ \int_{\mathbb{R}^3} (K \ast |u|^2)|u|^2 \, dx + O\left(\int_{|x| \geq R} \left[|\nabla u|^2 + R^{-2} |u|^2 + |u|^4\right] (t, x) \, dx\right),\]

by the property of \( \phi \) we get

\[V''(t) \geq 8I(u(t)) + O\left(\int_{|x| \geq R} \left[|\nabla u|^2 + |u|^2 + |u|^4 + |u|^6\right] (t, x) \, dx\right). \tag{8.3}\]

We recall that from (8.2) there exists \( η > 0 \) independent of \( t \) such that \( I(u(t)) \geq η \).

Let \( ε > 0 \) be a parameter to be chosen sufficiently small below (depending on \( η \)).

We deduce from Proposition 8.1 (iv) that there exists \( t₀ > 0 \) such that

\[|x(t)| \leq εt, \text{ for all } T \geq t₀. \tag{8.4}\]

Given \( T > t₀ \), we put

\[R_T = C(ε) + εT,\]

where \( C(ε) \) is as in (8.1). Then \( \{|x| \geq R_T\} \subset \{|x - x(t)| \geq C(ε)\} \) for all \( t \in [t₀, T] \)

and so, by (8.3) and (8.1), we infer that for \( ε \) small enough (depending on \( η \)),

\[V''(t) \geq 2η, \text{ for all } t \in [t₀, T]. \tag{8.5}\]

Notice that from (6.1) we have

\[|V'(t)| \leq CR\|u(t)\|_{L^2}^2 \|∇u(t)\|_{L^2} \leq AR, \tag{8.6}\]

for some constant \( A \) independent of \( t \) and \( R > 0 \). Then integrating (8.5) and applying (8.6) we get

\[2η(T - t₀) \leq \int_{t₀}^{T} V''(t) \, dt \leq |V'(T) - V'(t₀)| \leq 2AR_T = 2A(C(ε) + εT). \]

Choosing \( ε \) sufficiently small and taking \( T \) large enough, we obtain a contradiction, the proof of Theorem 1.4 is now completed. \( \square \)
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