THE INTEGRALS AND INTEGRAL TRANSFORMATIONS CONNECTED WITH THE
JOINT VECTOR GAUSSIAN DISTRIBUTION

Abstract. In many applications it is desirable to consider not one random vector but a number of random vectors with the
joint distribution. This paper is devoted to the integral and integral transformations connected with the joint vector Gaussian
probability density function. Such integral and transformations arise in the statistical decision theory, particularly, in the dual
control theory based on the statistical decision theory. One of the results represented in the paper is the integral of the joint
Gaussian probability density function. The other results are the total probability formula and Bayes formula formulated in
terms of the joint vector Gaussian probability density function. As an example the Bayesian estimations of the coefficients
of the multiple regression function are obtained. The proposed integrals can be used as table integrals in various fields of
research.
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Introduction. The integrals connected with probability distributions are used in many applications,
one of them being the statistical decision theory, or, in other words, the Bayesian approach in statistics
[1–4]. The statistical decision theory attracts much attention due to the ability to formulate problems in
strict mathematical form and to process data in real time. One of the technical problems solved by the
statistical decision theory is the dual control problem [5]. The equations of dynamic programming in the
dual control problem contain the integrals connected with the multivariate probability distributions. The
integrals and integral transformations connected with the vector Gaussian distribution were considered
in papers [6, 7]. However, it is desirable to consider not one separate random vector, but a number of ran-
random vectors. In this paper, the results of works [6, 7] are generalized for the case of the joint Gaussian distribution.

1. **Integrals connected with the joint vector Gaussian distribution.** The random $k_\Xi$-component vector $\Xi^T = (\Xi_1, ..., \Xi_{k_\Xi})$ is distributed by the Gaussian (or normal) law if its probability density function has the following form:

$$f(\xi) = \frac{1}{\sqrt{(2\pi)^{k_\Xi} | d_\Xi |}} \exp \left( -\frac{1}{2} (\xi - \nu_\Xi)^T d_\Xi^{-1} (\xi - \nu_\Xi) \right),$$

(1)

where $\xi^T = (\xi_1, ..., \xi_{k_\Xi})$ is the row vector of the arguments, $\nu_\Xi^T = (\nu_{\Xi_1}, ..., \nu_{\Xi_{k_\Xi}})$ is the row vector of the parameters, $d_\Xi^T = (d_{\Xi,i,j})$, $i, j = 1, k_\Xi$, is the symmetric positive definite $(k_\Xi \times k_\Xi)$-matrix of the parameters, $d_{\Xi,i,j}^{-1}$ is the matrix inverse to the $d_{\Xi,i,j}$, $| d_\Xi |$ is the determinant of the matrix $d_\Xi$, and $T$ is the transpose symbol. The parameters $\nu_\Xi$ and $d_\Xi$ are the mathematical expectation and variance-covariance matrix of the random vector $\Xi$ respectively.

The following integral connected with formula (1) was proved in [6]:

$$\int_{E_{\Xi}} \exp \left( -\frac{1}{2} \xi^T A_\xi + B^T \xi \right) d\xi = \sqrt{(2\pi)^{k_\Xi} | A^{-1} |} \exp \left( -\frac{1}{2} B^T A^{-1} B \right),$$

(2)

where $\xi^T = (\xi_1, ..., \xi_{k_\Xi})$, $A = (a_{i,j})$, $i, j = 1, k_\Xi$, is the symmetric positive definite matrix, $B^T = (B_{1,i}, ..., B_{k_\Xi,i})$ is the row vector, $A^{-1}$ is the matrix inverse to the $A$, $| A^{-1} |$ is the determinant of the matrix $A^{-1}$, and $E_{\Xi}$ is the $k_\Xi$-dimensional Euclidean space.

In some cases, it is desirable to consider not one random vector with the Gaussian distribution, but several random vectors with the joint Gaussian distribution. This case is possible to study by partitioning the vector $\xi^T = (\xi_1, \xi_2, ..., \xi_{k_\Xi})$ with $k_\Xi$ components into $m$ vectors with $k_1, k_2, ..., k_m$ components, $k_1 + k_2 + ... + k_m = k_\Xi$, so that the vector $\xi^T$ in (1) is $\xi^T = (\xi^T_1, \xi^T_2, ..., \xi^T_m)$, where $\xi^T_1, \xi^T_2, ..., \xi^T_m$ are the row vectors. Let as also the vector $\nu^T_\Xi = (\nu_{\Xi_1}, ..., \nu_{\Xi_{k_\Xi}})$ in (1) into $m$ vectors with $k_1, k_2, ..., k_m$ components, so that $\nu^T_\Xi = (\nu^T_{\Xi,1}, \nu^T_{\Xi,2}, ..., \nu^T_{\Xi,k_{\Xi}})$, and partition the rows and columns of the matrix $d_{\Xi,i,j}^{-1}$ into $m$ groups of rows and columns, agreed with the partitioning of the vectors $\xi^T_1$ and $\nu^T_\Xi$, so that $d_{\Xi,i,j}^{-1} = (d_{\Xi,i,j}^{1,i,j})$, $i, j = 1, m$, where $d_{\Xi,i,j}^{1,i,j}$ are blocks of the matrix $d_{\Xi,i,j}^{-1}$. As a result, we get the following expression instead of formula (1):

$$f(\xi_1, \xi_2, ..., \xi_m) = \frac{1}{\sqrt{(2\pi)^{k_\Xi} | d_\Xi |}} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} (\xi_i - \nu_{\Xi,i})^T d_{\Xi,i,j}^{1,i,j} (\xi_j - \nu_{\Xi,j}) \right) = \frac{1}{\sqrt{(2\pi)^{k_\Xi} | d_\Xi |}} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_i^T d_{\Xi,i,j}^{1,i,j} \xi_j + \sum_{i=1}^{m} \sum_{j=1}^{m} \nu_{\Xi,i}^T d_{\Xi,i,j}^{1,i,j} \xi_j - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \nu_{\Xi,i}^T d_{\Xi,i,j}^{1,i,j} \nu_{\Xi,j} \right).$$

(3)

We will call expression (3) as the joint Gaussian probability density function of the random vectors $\Xi_1, \Xi_2, ..., \Xi_m$. It is supposed that the matrix $d_{\Xi,i,j} = (d_{\Xi,i,j})$, $i, j = 1, m$, in (1) is partitioned into the blocks corresponding to the blocks of the matrix $d_{\Xi,i,j}^{-1}$, so that the $d_{\Xi,i,j}$ is the variance-covariance matrix of the random vector $\Xi_i$, and the $d_{\Xi,i,j}$, $i \neq j$, is the covariance matrix of the random vectors $\Xi_i, \Xi_j$. The $\nu_{\Xi,i}$ is the mathematical expectation of the random vector $\Xi_i$.

Let us formulate the task of generalizing formula (2) to the case of many vector variables, i.e. the task of calculating the integral connected with function (3). More specifically, let it be required to calculate the following integral:

$$\int_{E_{\Xi}} \exp \left( -\frac{1}{2} \xi^T A_\xi + B^T \xi \right) d\xi$$

(4)

provided the matrix $A$ is the symmetric positive definite and the vector $\xi^T$ consists of $m$ vectors.
In order to solve this task, we partition the $k_2$-component vectors $\xi^T$ and $B^T$ into $m$ vectors with $k_1, k_2, \ldots, k_m$, components, $k_1 + k_2 + \ldots + k_m = k$, i.e., represent them in the forms of $\xi^T = (\xi_1^T, \xi_2^T, \ldots, \xi_m^T)$ and $B^T = (B_1^T, B_2^T, \ldots, B_m^T)$ so that the vectors $\xi_i^T$ and $B_i^T$ consist of the same numbers of components. We partition also the rows of the matrix $A = (a_{i,j})$, $i, j = 1, k$, into $m$ groups of rows and the columns into $m$ groups of columns, coordinated with the partition of the vectors $\xi^T$ and $B^T$. As a result, we obtain the matrix with block elements $A_{i,j}$ (the so-called block matrix), which we will denote

$$A = (A_{i,j}), \ i, j = 1, m.$$  

Let the following integral be subjected to the following calculation:

$$\int_{E^k} \exp \left( -\frac{1}{2} \xi^T A \xi + B^T \xi \right) d\xi = \int_{E^k} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_i A_{i,j} \xi_j + \sum_{i=1}^{m} B_i^T \xi_i \right) d\xi_1 \cdots d\xi_m. \tag{6}$$

Let us proceed to the calculation of integral (6).

The application to the block matrix $A = (A_{i,j})$ (5) of the generalized (block) Gauss algorithm [8] gives us the following block upper triangular matrix:

$$G = \begin{pmatrix}
A_{i,1}^{(0)} & A_{i,2}^{(0)} & \cdots & A_{i,m}^{(0)} \\
0 & A_{i,2}^{(1)} & \cdots & A_{i,m}^{(1)} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{m,m}^{(m-1)}
\end{pmatrix}, \ i, j = 1, m. \tag{7}$$

If $i > j$ then the blocks $A_{i,j}^{(i-1)}$ in (7) is equal to zero $A_{i,j}^{(i-1)} = 0$. The determinant of the block upper triangular matrix $G$ (7) is equal to the product of the determinants of the diagonal blocks and the same as the determinant of the matrix $A$ [8]:

$$|G| = |A_{i,1}^{(0)}||A_{i,2}^{(1)}|\cdots|A_{m,m}^{(m-1)}| = |A| = \prod_{i=1}^{m} |A_{i,i}^{(i-1)}|.$$  

The matrix $A$ can be represented in the form of

$$A = G^T \tilde{D} G,$$  

where $\tilde{D}$ is the block diagonal matrix

$$\tilde{D} = \text{diag}\left\{ \left( A_{i,1}^{(0)} \right)^{-1}, \left( A_{i,2}^{(1)} \right)^{-1}, \ldots, \left( A_{m,m}^{(m-1)} \right)^{-1} \right\}. \tag{9}$$

We denote the diagonal blocks of the matrix $\tilde{D}$ (9) as $\tilde{D}_{i,j} = \left( A_{i,i}^{(i-1)} \right)^{-1}, i = 1, m$. The following equalities are fulfilled:

$$|\tilde{D}^{-1}| = |G| = |A| = \prod_{i=1}^{m} |A_{i,i}^{(i-1)}|. \tag{10}$$

Let us suppose that we can find in the block form the inverse matrix $G^{-1} = (G_{i,j})$, $i, j = 1, m$. The replacing of variables

$$x = G^{-1}z \tag{11}$$

transforms the integrated function $F(x) = \exp \left( -\frac{1}{2} \xi^T A \xi + B^T \xi \right)$ in (4) to the following function of the argument $z$:

$$F(z) = \exp \left( -\frac{1}{2} z^T Pz + Dz \right),$$

where

$$P = G^T D G,$$  

and

$$D = \text{diag}\left\{ \left( A_{i,1}^{(0)} \right), \left( A_{i,2}^{(1)} \right), \ldots, \left( A_{m,m}^{(m-1)} \right) \right\}.$$
where

\[ P = (G^{-1})^T AG^{-1}, \]

\[ D = B^T G^{-1} = (D_i) = \left( \sum_{j=1}^{m} B_{ij}^T G_{i,j} \right), \quad i = 1, m. \]  

(12)

Since, given (8),

\[ P = (G^{-1})^T AG^{-1} = (G^{-1})^T G^T \hat{D}GG^{-1} = \hat{D}, \]

we have the following function of the argument \( z = (z_i), \ i = 1, m \) (\( z_i \) are vectors):

\[ F(z) = \exp \left( -\frac{1}{2} z^T \hat{D} z + Dz \right). \]  

(13)

As it is known, the following equality is fulfilled when the variables are replaced:

\[ \int_{E^k \in \Xi} F(x)dx = J \int_{E^k \in \Xi} F(z)dz, \]  

(14)

where \( J \) is the Jacobian of the transformation (11):

\[ J = |G^{-1}||\hat{D}| = \prod_{i=1}^{m} \left| (A_{ij}^{(i-1)})^{-1} \right|. \]

Let us rewrite function \( F(z) \) (13) as the function of the elements of its matrices:

\[ F(z) = \exp \left( -\frac{1}{2} \sum_{i=1}^{m} z_i^T \left( A_{ij}^{(i-1)} \right)^{-1} z_i + \sum_{i=1}^{m} D_i z_i \right) = \prod_{i=1}^{m} \exp \left( -\frac{1}{2} z_i^T \left( A_{ij}^{(i-1)} \right)^{-1} z_i + D_i z_i \right). \]

(15)

Substituting (15) into (14), we obtain

\[ \int_{E^k \in \Xi} F(x)dx = J \int_{E^k \in \Xi} \prod_{i=1}^{m} \exp \left( -\frac{1}{2} z_i^T \left( A_{ij}^{(i-1)} \right)^{-1} z_i + D_i z_i \right)dz_i. \]  

(16)

The integral in the right-hand side of expression (16) is the integral of type (2). In such a case

\[ \int_{E^k \in \Xi} \exp \left( -\frac{1}{2} \xi_i^T \left( A_{ij}^{(i-1)} \right)^{-1} \xi_i + D_i \xi_i \right) d\xi_i = \sqrt{(2\pi)^k | \left( A_{ij}^{(i-1)} \right)|} \exp \left( \frac{1}{2} D_i A_{ij}^{(i-1)} D_i^T \right). \]  

(17)

Substituting (17) into (16), we obtain the following formula

\[ \int_{E^k \in \Xi} \exp \left( -\frac{1}{2} \xi^T A \xi + B^T \xi \right) d\xi = \int_{E^k \in \Xi} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_i A_{ij} \xi_j + \sum_{i=1}^{m} B_{ij} \xi_i \right) d\xi_1 \cdots d\xi_m = \prod_{i=1}^{m} \sqrt{(2\pi)^k | \left( A_{ij}^{(i-1)} \right)|} \exp \left( \sum_{i=1}^{m} \frac{1}{2} D_i A_{ij}^{(i-1)} D_i^T \right) \]  

or in block-matrix form

\[ \int_{E^k \in \Xi} \exp \left( -\frac{1}{2} \xi^T A \xi + B^T \xi \right) d\xi = \sqrt{(2\pi)^k | \tilde{D}|} \exp \left( \frac{1}{2} \tilde{D}^{-1} \tilde{D}^T \right). \]  

(18)

Let us come back in (18) from the matrices \( \tilde{D} \) and \( \tilde{D} \) to the matrices \( A \) and \( B \). Since \( |D| = |A^{-1}| \) (formula (10)), \( \tilde{D}^{-1} = GA^{-1}G^T \) (formula (8)) and \( D = B^T G^{-1} \) (formula (12)), then
and instead of (18) we get the following expression:

\[
\int_{E^{k_\Xi}} \exp \left( -\frac{1}{2} \xi^T A \xi + B^T \xi \right) d\xi = \int_{E^{k_\Xi}} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_i \xi_i^j A_{i,j} \xi_j + \sum_{i=1}^{m} B_{i}^T \xi_i \right) d\xi_1 \cdots d\xi_m = \\
= \sqrt{(2\pi)^{k_\Xi}} \left| A^{-1} \right| \exp \left( \frac{1}{2} B^T A^{-1} B \right) = \sqrt{(2\pi)^{k_\Xi}} \left| A^{-1} \right| \exp \left( \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} B_{i}^T A_{i,j} B_{j} \right).
\]  

(19)

It should be taken into account that the matrices \( A \) and \( B \) in (19) are block matrices, i.e. \( A = (A_{i,j}) \), \( B = (B_i) \), \( i, j = 1, m \), and one deals with the block operations of inversion and of multiplication.

Let us summarize the obtained result in the form of the following theorem.

**Theorem 1** (the integral connected with the joint Gaussian distribution of the random vectors). If \( A = (A_{i,j}) \), \( i, j = 1, m \), is the square block symmetric positive definite matrix, \( A^{-1} = (A^{-1}_{i,j}) \) is the block matrix inverse to the matrix \( A = (A_{i,j}) \), \( | A^{-1} | \) is the determinant of the matrix \( A^{-1} \), \( \xi_i = (\xi_1^T, \xi_2^T, \ldots, \xi_m^T) \) is the vector composed of vectors \( \xi_1^T, \xi_2^T, \ldots, \xi_m^T \) and permitting the block multiplication \( A \xi_i \), \( k_i \) is the number of the scalar components of the vector \( \xi_i \), \( k_1 + k_2 + \ldots + k_m = k \), \( B^T = (B_1^T, B_2^T, \ldots, B_m^T) \) is the vector of the parameters composed of vectors \( B_1^T, B_2^T, \ldots, B_m^T \) and permitting the block multiplication \( B_i \xi_i \), then equalities (19) are fulfilled.

2. **Total probability formulae for the joint vector Gaussian distribution.**

**Theorem 2** (total probability formula for the joint vector Gaussian distribution). Let \( \Xi = (\Xi_1, \Xi_2, \ldots, \Xi_m) \) be a random vector composed of vectors \( \Xi_1, \Xi_2, \ldots, \Xi_m \), \( k_{\Xi, i} \) the number of the scalar components of the vector \( \Xi_i \), \( i = 1, m \), \( f(\xi) \) the probability density function of the vector \( \Xi \), \( k_\Xi = k_{\Xi, 1} + k_{\Xi, 2} + \ldots + k_{\Xi, m} \) the number of the scalar components of the vector \( \Xi \), \( f(\xi/\gamma) \) the conditional probability density function of the random vector \( Y \), \( k_\gamma \) the number of the scalar components of the vector \( Y \), and \( E^{k_\Xi} \) the \( k_\Xi \)-dimensional Euclidean space. If in the total probability formula

\[
f(y) = \int_{E^{k_\Xi}} f(y/\xi) f(\xi) d\xi
\]

the conditional probability density function \( f(y/\xi) \) is represented in the form

\[
f(y/\xi) = \frac{1}{\sqrt{(2\pi)^{k_\gamma}} |d_\gamma|} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_{i,j} S_{i,j} \xi_{i,j} + \sum_{i=1}^{m} V_i^T \xi_i - \frac{1}{2} W \right\}
\]

(21)

where \( S_{i,j} \) are the blocks of a block symmetric positive definite matrix \( S = (S_{i,j}) \), \( i, j = 1, m \), \( V_i^T \) are the blocks of a block matrix \( V^T = (V_i^T) \), \( i = 1, m \), \( W \) is a scalar, and the probability density function \( f(\xi) \) is represented in the form

\[
f(\xi) = \frac{1}{\sqrt{(2\pi)^{k_\Xi}} |d_\xi|} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} (\xi_i - \nu_{\Xi, i}) d_\Xi^{i,j} (\xi_j - \nu_{\Xi, j}) \right\} = \\
= \frac{1}{\sqrt{(2\pi)^{k_\Xi}} |d_\xi|} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_{i,j} d_{\Xi, i,j}^{i,j} S_{i,j} + \sum_{i=1}^{m} \sum_{j=1}^{m} \nu_{\Xi, i,j} d_{\Xi, i,j}^{i,j} S_{i,j} - \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{2} V_i^T S_{i,j} V_j \right\},
\]

(22)

where \( d_{\Xi, i,j}^{i,j} \) are the blocks of a block symmetric positive definite matrix \( d_{\Xi, i,j}^{-1} = (d_{\Xi, i,j}^{i,j}) \), \( i, j = 1, m \), \( \nu_{\Xi, i,j} \) are the blocks of a block matrix \( \nu_{\Xi, i,j} = (\nu_{\Xi, i,j}) \), \( i, j = 1, m \), then integral (20) (the total probability formula) is defined by the following expression

\[
f(y) = \int_{E^{k_\Xi}} f(y/\xi) f(\xi) d\xi = \frac{1}{\sqrt{(2\pi)^{k_\gamma}} |d_\gamma||d_\xi| A || |} \exp \left\{ \frac{1}{2} B^T A^{-1} B - \frac{1}{2} C \right\} = 
\]
\[ f(y / \xi) = \frac{1}{\sqrt{(2\pi)^{k_y + k_\Xi}}} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} B_i^T A_i j B_j - \frac{1}{2} C \right\}, \]

where

\[ A = (A_{i,j}) = \left( d_{\Xi_j}^{i,j} + S_{i,j} \right) = d_{\Xi_1}^{i} + S, \quad i, j = 1, m, \]

\[ B = (B_i) = \left( \sum_{j=1}^{m} d_{\Xi_j}^{i,j} x_{\Xi_j,j} + V_i \right) = d_{\Xi_1}^{i} x_{\Xi_j,j} + V, \quad i = 1, m, \]

\[ C = \sum_{i=1}^{m} \sum_{j=1}^{m} x_{\Xi_j,j} d_{\Xi_j}^{i,j} x_{\Xi_j,j} + W. \]

**Proof.** Multiplying (21) by (22), we get the following expression of the integrated function in (20):

\[ f(y / \xi) f(\xi) = \frac{1}{\sqrt{(2\pi)^{k_y + k_\Xi}}} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} x_{\Xi_j}^T A_{i,j} x_{\Xi_j} + \sum_{i=1}^{m} B_i x_{\Xi_i} - \frac{1}{2} C \right\}, \]

where \( A, B, C \) are determined by formulae (24), (25), (26). In order to integrate the received function we can use formula (19) and write the equality

\[ f(y) = \int_{E^{k_\Xi}} f(y / \xi) f(\xi) d\xi = \frac{1}{\sqrt{(2\pi)^{k_y}} d_y} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{m} B_i^T A^{-1} B_i - \frac{1}{2} C \right\}. \]

The proof is completed.

The functions \( f(y / \xi) \) and \( f(\xi) \) in total probability formula (20) are usually given not in the form of expressions (21), (22), but in the natural for the Gaussian distribution form. In this case, theorem 2 takes the form of theorem 3, more convenient for the practical utilization.

**Theorem 3.** Let \( \Xi^T = (\Xi_1^T, \Xi_2^T, ..., \Xi_m^T) \) be a random vector composed of vectors \( \Xi_1^T, \Xi_2^T, ..., \Xi_m^T \), \( k_\Xi, i \) the number of the scalar components of the vector \( \Xi, i = 1, m \), \( f(\xi) \) the probability density function of the vector \( \Xi, \) \( f_y(y / \xi) \) the conditional probability density function of the random vector \( Y, k_y \) the number of the scalar components of the vector \( Y, \) and \( E^{k_\Xi} \) the \( k_\Xi \)-dimensional Euclidean space. If in the total probability formula

\[ f(y) = \int_{E^{k_\Xi}} f(y / \xi) f(\xi) d\xi \]

the conditional probability density function \( f(y / \xi) \) has the following form

\[ f(y / \xi) = \frac{1}{\sqrt{(2\pi)^{k_y}}} \exp \left\{ -\frac{1}{2} (y - h_\xi)^T d_\Xi^{-1} (y - h_\xi) \right\} = \frac{1}{\sqrt{(2\pi)^{k_y}}} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{m} h_i^T x_{\Xi_i} (y - m \sum_{i=1}^{m} h_i^T x_{\Xi_i}) \right\}, \]

where \( h = (h_1, h_2, ..., h_m) \) is a matrix composed of \( (k_y \times k_\Xi) \)-matrices (blocks) \( h_i, \ i = 1, m \), and the probability density function \( f(\xi) \) has the following form

\[ f(\xi) = \frac{1}{\sqrt{(2\pi)^{k_\Xi}}} \exp \left\{ -\frac{1}{2} (\xi - v_\Xi)^T d_\Xi^{-1} (\xi - v_\Xi) \right\} = \frac{1}{\sqrt{(2\pi)^{k_\Xi}}} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} (\xi_i - v_{\Xi,i})^T d_{\Xi_i}^{-1} (\xi_j - v_{\Xi,j}) \right\}, \]
where \( \nu_{\Xi,j} \) are blocks of the matrix \( \nu_{\Xi} = (\nu_{\Xi,j}) \), corresponding to the blocks of the random vector \( \Xi_i \)
\( i = 1, m \), \( d_{\Xi}^{ij} \) are the blocks of the symmetric positive definite matrix \( d_{\Xi}^{-1} = (d_{\Xi}^{ij}) \), \( i, j = 1, m \), defined by the following expression:

\[
D_Y = d_Y + h\Xi d_{\Xi}^{-1}d_{\Xi} + \sum_{i=1}^{m} h_i d_{\Xi,j,i}h_j^T.
\]

This theorem is the generalization of the theorem proved in [7].

3. The Bayes formula for the joint vector Gaussian distribution.

Theorem 4 (the Bayes formula for the joint vector Gaussian distribution). Let \( \Xi_i = (\Xi_{1i}, \Xi_{2i}, \ldots, \Xi_{mi})^T \) be a random vector composed of vectors \( \Xi_{1i}, \ldots, \Xi_{mi} \), \( k \) the number of the scalar components of the vector \( \Xi_i \), \( f(\xi) \) the probability density function of the vector \( \Xi \), \( k = k_{\Xi,1} + k_{\Xi,2} + \cdots + k_{\Xi,m} \) the number of the scalar components of the vector \( \Xi \), \( f(y/\xi) \) the conditional probability density function of the random vector \( Y \), and \( k_Y \) the number of the scalar components of the vector \( Y \). If in the Bayes formula

\[
f(\xi / y) = \frac{f(\xi) f(y / \xi)}{f(y / \xi) d\xi} \tag{28}
\]

the conditional probability density function \( f(y/\xi) \) is represented in the form

\[
f(y / \xi) = \frac{1}{\sqrt{(2\pi)^k \det D_{\Xi}}} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{k} \xi_i^T S_{i,j} \xi_j + \sum_{i=1}^{m} V_i^T \xi_i - \frac{1}{2} W \right),
\]

where \( S_{i,j} \) are the blocks of a block symmetric positive definite matrix \( S = (S_{i,j}) \), \( i, j = 1, m \), \( V_i^T \) is the blocks of a block matrix \( V_i = (V_i^T) \), \( i = 1, m \), \( W \) is a scalar, and the probability density function \( f(\xi) \) is represented in the form

\[
f(\xi) = \frac{1}{\sqrt{(2\pi)^k \det d_{\Xi}}} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{k} \xi_i^T d_{\Xi}^{ij} \xi_j - \frac{1}{2} W \right), \tag{29}
\]

where \( d_{\Xi}^{ij} \) are the blocks of a block symmetric positive definite matrix \( d_{\Xi}^{-1} = (d_{\Xi}^{ij}) \), \( i, j = 1, m \), \( V_{\Xi,i}^j \) are the blocks of a block matrix \( V_{\Xi,i}^j = (V_{\Xi,i}^j) \), \( i = 1, m \), then the posterior probability density function \( f(\xi/y) \) of the random vector \( \Xi \) defined by the Bayes formula (28), has the following form:

\[
f(\xi / y) = \frac{1}{\sqrt{(2\pi)^k \det D_{\Xi}}} \exp \left( -\frac{1}{2} (\xi - N_{\Xi})^T D_{\Xi}^{-1} (\xi - N_{\Xi}) \right) =
\]

\[
= \frac{1}{\sqrt{(2\pi)^k \det D_{\Xi}}} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{k} \xi_i^T \sum_{k=1}^{m} D_{\Xi,i,k} B_k \xi_j - \frac{1}{2} \sum_{i=1}^{m} D_{\Xi,i,k} B_k \right), \tag{30}
\]

where
\[ D^{-1}_\Xi = (D^{-1}_\Xi)^j = (d^{-1}_{ij} + S_{ij}) = d^{-1}_\Xi + S, \quad i, j = 1, m, \]

\[ B = (B_i) = \left\{ \sum_{j=1}^m d^{-1}_{ij} v_{\Xi, j} + V_i \right\} = d^{-1}_\Xi v_\Xi + V, \]

\[ N_\Xi = (N_\Xi, j) = D_\Xi B = \sum_{k=1}^m D_{\Xi, j, k} B_k. \]

**Proof.** Let us note that the given theorem is formulated in the same conditions and notations as theorem 2. In this case the numerator of the Bayes formula (28) is defined by expression (27) and the denominator by the total probability formula (23). Dividing (27) by (23), we get the formula

\[
 f(\xi / y) = \frac{1}{\sqrt{(2\pi)^k \prod |A_i^{-1}|}} \times \\
 \times \exp \left\{ - \frac{1}{2} \sum_{i=1}^m \sum_{j=1}^m (\xi_i - N_{\Xi, j})^T A_{i,j} (\xi_i - N_{\Xi, j}) \right\},
\]

where \( A \) and \( B \) are defined by formulae (24), (25). Formula (31) can be written in the following form

\[
 f(\xi / y) = \frac{1}{\sqrt{(2\pi)^k \prod |A_i^{-1}|}} \exp \left\{ - \frac{1}{2} \sum_{i=1}^m \sum_{j=1}^m (\xi_i - N_{\Xi, j})^T A_{i,j} (\xi_i - N_{\Xi, j}) \right\},
\]

where

\[ N_{\Xi, j} = \sum_{j=1}^m A^{i,j} B_j. \]

We will be convinced in the equality between (31) and (32) by multiplication in (32) given expression (33).

The matrix \( d^{-1}_\Xi = (d^{-1}_{ij}), \quad i, j = 1, m, \) in formula (29) is the block priory variance-covariance matrix of the random vector \( \Xi^T = (\Xi^T_1, \Xi^T_2, \ldots, \Xi^T_m) \), the matrices \( d^{-1}_{ij} \) are the elements (blocks) of the block inverse matrix \( d^{-1}_\Xi = (d^{-1}_{ij}), \quad i, j = 1, m, \) and the vector \( v_\Xi = (v_{\Xi, 1}, v_{\Xi, 2}, \ldots, v_{\Xi, m}) \) is the block priory mathematical expectation of the random vector \( \Xi^T = (\Xi^T_1, \Xi^T_2, \ldots, \Xi^T_m) \). The matrix \( A = (A^{i,j}) \) in the Bayes formula (32) is the posterior variance-covariance matrix of the random vectors \( \Xi (A^{i,j} = \text{cov}(\Xi_i, \Xi_j / y)) \) that we denote now \( D_\Xi = (D_{\Xi, i, j}) = A^{-1} = (A^{i,j}) \). The vector \( N_\Xi = (N_{\Xi, j}) = \left( \sum_{j=1}^m A^{i,j} B_j \right) = \left( \sum_{j=1}^m D_{\Xi, i, j} B_j \right), \quad i = 1, m, \) in the Bayes formula (32) is the posterior mathematical expectation of the random vector \( \Xi^T = (\Xi^T_1, \Xi^T_2, \ldots, \Xi^T_m) \) \( (N_{\Xi, j} = E(\Xi_i / y)). \)

This completes the proof of theorem 4.

**4. Example. Multiple Bayesian regression.** We consider an example of obtaining the Bayes estimations of the coefficients of the multiple regression function. Let \( x^T = (x_1, x_2, \ldots, x_N) \) be the vector input variable of some regression object and the scalar output variable \( Y \) of this object have the Gaussian probability density function

\[
 f(y / x, \Xi) = \frac{1}{\sqrt{2\pi d_y}} \exp \left\{ - \frac{1}{2} d^{-1}_y (y - \sum_{k=1}^m h^T_k \Xi_k)^2 \right\},
\]

where \( \sum_{k=1}^m h^T_k \Xi_k = \) the regression function of \( Y \) on \( x \). In contrast to the classical case, we consider the case when the vector of the basis functions \( h^T = (h^T_1, h^T_2, \ldots, h^T_m) \) contains not the scalar components, but is
represented as a set of the vector components $h_1^T, h_2^T, ..., h_m^T$, $h_i^T = h_i^T (x)$, $i = 1, 2, ..., m$. The vector $\Xi^T = (\Xi_1^T, \Xi_2^T, ..., \Xi_m^T)$ is the vector of the coefficients of the regression function which is represented, like the vector $h$, by a set of its vector components $\Xi_1^T, \Xi_2^T, ..., \Xi_m^T$. Each vector $\Xi$, has the $k_\Xi$, scalar components. Let the vector coefficients $\Xi_1, \Xi_1, ..., \Xi_m$ have the mean values $\nu_\Xi_1, \nu_\Xi_2, ..., \nu_\Xi_m$ and the covariance matrices $d_{\Xi,ij}$, $i, j = 1, 2, ..., m$, so that $d_{\Xi} = (d_{\Xi,ij})$ is the block variance-covariance matrix of the vector $\Xi$. Let the vector $\Xi$ have the Gaussian probability density function:

$$f(\xi) = \frac{1}{\sqrt{(2\pi)^k |d_\Xi|}} \exp\left(-\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} (\xi_i - \nu_\Xi_i)^T d_{\Xi,ij}^{-1} (\xi_j - \nu_\Xi_j)\right), \quad k_\Xi = k_\Xi_1 + ... + k_\Xi_m,$$  \hspace{1cm} (34)

where $d_{\Xi,ij}^{-1}$ are the blocks of the matrix $d_{\Xi}^{-1} = (d_{\Xi,ij})$ inverse to the matrix $d_{\Xi} = (d_{\Xi,ij})$.

Let us formulate the task of finding the Bayes estimations $\Xi_k$ of the coefficients $\Xi_k$ of the regression function $h = \Xi_{\Xi,1}^T$ on the basis of independent measurements $(x_1, y_1)$, $(x_2, y_2)$, ..., $(x_n, y_n)$.

Let the regression function be the function of two variables $x_1, x_2$ in the following form:

$$\varphi = \alpha + \beta_1 x_1 + \beta_2 x_2 + 2 \gamma_1 x_1^2 + 2 \gamma_2 x_2^2 + 2 \gamma_3 x_1 x_2,$$

where $\alpha, \beta_1, \beta_2, \gamma_1, \gamma_2, \gamma_3$ are the unknown coefficients, and we wish to divide these coefficients into 3 vectors representing the intercept, linear, and quadratic parts of the regression function. Then we have to choose the following vectors of the coefficients:

$$\Xi_1 = \alpha, \quad \Xi_2^T = (\beta_1, \beta_2), \quad \Xi_3^T = (\gamma_1, \gamma_2, \gamma_3),$$

and the following vectors of the basis functions:

$$h_1 = 1, \quad h_2^T = (x_1, x_2), \quad h_3^T = (x_1^2, x_2^2, x_1 x_2).$$

We will use theorem 4 for solving the task. The set of the measurements $y = (y_\mu), \mu = 1, n$, is the vector with following probability density function:

$$f(y / \Xi, \Xi) = \prod_{\mu=1}^{n} f(y_\mu / x_\mu, \Xi) = \frac{1}{\sqrt{(2\pi)^n y d_y}} \exp\left(-\frac{1}{2} \sum_{\mu=1}^{n} d_y^{-1} \left(y_\mu - \Xi_{h,\mu}^T \Xi_j\right)^2\right).$$  \hspace{1cm} (35)

Let us transform function (35) to the form

$$f(y / \Xi, \Xi) = \frac{1}{\sqrt{(2\pi)^n y d_y}} \exp\left(-\frac{1}{2} \sum_{\mu=1}^{n} \sum_{j=1}^{m} \xi_j^T S_{h,ij} \xi_j + \sum_{j=1}^{m} V_j^T \xi_j - \frac{1}{2} W\right),$$  \hspace{1cm} (36)

which is supposed in theorem 4. Since we have in (35)

$$u_{\mu} = \left(\sum_{j=1}^{m} h_{\mu,j}^T \Xi_j\right)^2 = \left(\sum_{i=1}^{n} \Xi_i^T h_{\mu,i}\right) \left(\sum_{j=1}^{m} h_{\mu,j}^T \Xi_j\right) = \sum_{i=1}^{n} \Xi_i^T h_{\mu,i} h_{\mu,i}^T \Xi_j,$$

then

$$\sum_{\mu=1}^{n} d_y^{-1} u_{\mu} = d_y^{-1} \sum_{\mu=1}^{n} u_{\mu} = \sum_{i=1}^{n} \sum_{j=1}^{m} \Xi_i^T \left(d_y^{-1} \sum_{\mu=1}^{n} h_{\mu,i}^T \Xi_j\right) \Xi_j = \sum_{i=1}^{n} \sum_{j=1}^{m} \Xi_i^T \left(d_y^{-1} S_{h,ij}\right) \Xi_j,$$

where

$$S_{h,ij} = \sum_{\mu=1}^{n} h_{\mu,j}^T h_{\mu,i}^T, \quad S_{hh} = (S_{h,ij}) = \left(\sum_{\mu=1}^{n} h_{\mu,j}^T h_{\mu,i}^T\right), \quad i, j = 1, m.$$
In such a case we obtain the following expression for $S_{i,j}$ in (36):

$$S_{i,j} = d_Y^{-1}S_{hh,i,j} = d_Y^{-1} \sum_{\mu=1}^{n} h_{\mu,i}h_{\mu,j}^T, \quad S = (S_{i,j}) = d_Y^{-1}S_{hh}, \quad i, j = 1, m.$$  

Further, since in (35)

$$\sum_{\mu=1}^{n} d_Y^{-1} y_{\mu} \sum_{j=1}^{m} h_{\mu,j}^T \Xi_j = \sum_{j=1}^{m} \left( d_Y^{-1} \sum_{\mu=1}^{n} y_{\mu} h_{\mu,j}^T \right) \Xi_j = \sum_{j=1}^{m} d_Y^{-1} S_{hh,j}^T \Xi_j,$$

where

$$S_{hh,j}^T = \sum_{\mu=1}^{n} y_{\mu} h_{\mu,j}^T, \quad S_{hh}^T = (S_{hh,j}^T) = \left( \sum_{\mu=1}^{n} y_{\mu} h_{\mu,j}^T \right), \quad i, j = 1, m,$$

then we obtain the following expression for $V_j^T$ in (36):

$$V_j^T = d_Y^{-1}S_{hh,j}^T = d_Y^{-1} \sum_{\mu=1}^{n} y_{\mu} h_{\mu,j}^T, \quad V^T = \left( V_j^T \right) = \left( d_Y^{-1} S_{hh,j}^T \right) = d_Y^{-1} S_{hh}^T, \quad j = 1, m.$$  

The probability density function $f(\xi)$ (34) is presented easily in the following form:

$$f(\xi) = \frac{1}{\sqrt{(2\pi)^{2\Xi} | D_{\Xi} |}} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_i d_{ij}^{\xi} \xi_j + \sum_{k=1}^{m} \sum_{j=1}^{m} \sqrt{\xi_j} d_{ij}^{\xi} \nu_j - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \nu_j d_{ij}^{\xi} \nu_{ij,j} \right),$$

supposed in theorem 4.

Thus, on the basis of theorem 4 (formula (30)), the joint posterior probability density function of the coefficients $\Xi_1, \Xi_1, ..., \Xi_m$ has the following form:

$$f(\xi / Y, X) = \frac{1}{\sqrt{(2\pi)^{2\Xi} | D_{\Xi} |}} \exp \left( -\frac{1}{2} (\xi - N_{\Xi})^T D_{\Xi}^{-1} (\xi - N_{\Xi}) \right) =$$

$$= \frac{1}{\sqrt{(2\pi)^{2\Xi} | D_{\Xi} |}} \exp \left( -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \xi_i D_{i,j}^{\xi} B_k \right) \xi_j - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \nu_j D_{i,j}^{\xi} \nu_{ij,j} \right),$$

where

$$D_{i,j}^{\xi} = \left( D_{i,j}^{\xi} \right) = \left( d_{ij}^{\xi} + d_Y^{-1} S_{hh,i,j} \right) = d_{ij}^{\xi} + d_Y^{-1} S_{hh}, \quad S_{hh} = (S_{hh,i,j}) = \left( \sum_{\mu=1}^{n} h_{\mu,i} h_{\mu,j}^T \right), \quad i, j = 1, m,$$

$$B = (B_i) = \left( \sum_{j=1}^{m} d_{ij}^{\xi} \nu_{\Xi,j} + d_Y^{-1} S_{hh,i} \right) = d_{ij}^{\xi} \nu_{\Xi} + d_Y^{-1} S_{hh}, \quad S_{hh} = (S_{hh,i,j}) = \left( \sum_{\mu=1}^{n} y_{\mu} h_{\mu,i} \right), \quad N_{\Xi} = D_{\Xi} B.$$

The $N_{\Xi}$ and the $D_{\Xi}$, are the block posterior mathematical expectation and the block posterior variance-covariance matrix of the random vector $\Xi$ respectively.

The calculations are performed in the following order. The parameters of the unknown block vector parameter $\Xi$ distribution are given: the block variance-covariance matrix $d_{\Xi} = (d_{\Xi,i,j}), \quad i, j = 1, m$, and the block vector of mathematical expectation $v_{\Xi} = (v_{\Xi,j}), \quad i = 1, m$. Then the block matrix $d_{\Xi}^{-1} = \left( d_{\Xi,i,j}^{-1} \right)$ inverse to the matrix $d_{\Xi}$ is calculated. Further, the block matrices $S_{hh} = (S_{hh,i,j}), \quad S_{hh} = (S_{hh,i,j}), \quad B = (B_j) = \left( d_{\Xi}^{-1} v_{\Xi} \right) + d_Y^{-1} S_{hh}, \quad i = 1, m$, are calculated. After that the block matrix $D_{\Xi} = \left( D_{\Xi,i,j} \right) = \left( d_{\Xi,i,j}^{-1} + d_Y^{-1} S_{hh,i,j} \right), \quad i, j = 1, m$, is formed and the inverse to it block matrix $D_{\Xi} = (D_{\Xi,i,j}), \quad i, j = 1, m$, is calculated. Finally, the block vector of the posterior mathematical expectation
N_E = D_E B is defined. For performing these operations we need the programs of transposing, multiplying and inverting of the block matrices.

**Conclusion.** The results obtained in this paper are aimed at solving the dual control problems formulated in works [9, 10]. The sequence of the control actions in the dual control of the multivariate stochastic objects is defined by the functional equations of the dynamic programming [9], which contain the integrals like the integrals calculated in this article. One of the practical examples is the task of the optimal allowance distribution as the task of the dual control considered in work [10].
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