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1 Introduction

Entanglement and quantum information have played increasingly important roles in our understanding of quantum field theory (QFT), equilibrium and non-equilibrium dynamics of strongly correlated condensed matter systems, and quantum gravity. Results from operator algebras and techniques developed in algebraic approach to quantum field theory provide powerful tools for organizing and obtaining quantum information properties of QFT and quantum statistical systems (see e.g. [1] for a recent review).

In the standard textbook approach to quantum field theory, the central object is the Hilbert space of physical states. Algebraic quantum field theory (AQFT) was developed in the 1960s as an alternative approach where one treats the algebra of local physical observables as the central object [2–4]. According to the Stone-von Neumann uniqueness theorem the algebra of observables of a quantum system with a finite number of degrees of freedom has a unique irreducible Hilbert space representation up to unitary transformations. Thus, the Hilbert space approach and algebraic approach are equivalent. For a system with an infinite number of degrees of freedom, like a QFT, the algebra of observables allows infinitely many inequivalent representations in the Hilbert space. The algebraic approach provides a more intrinsic description than any of the irreducible representation of the observables. For example, in a system with spontaneous symmetry breaking or phase transitions, different macroscopic states correspond to inequivalent representations of Hilbert space, but all share the same algebra of observables.

Compared with the standard approach, the algebraic approach is significantly more mathematical and abstract, and as a result, it is harder to perform explicit calculations in model theories. However, deep and rich mathematical structures have been uncovered about quantum field theory using this approach. These structures provide powerful tools to study the quantum information properties of states in QFT and quantum statistical systems. For instance,

1. The Reeh-Schlieder theorem says that bounded operators restricted to an arbitrary open set in spacetime are enough to generate the full vacuum sector of the Hilbert space. It indicates that generic finite energy states in QFT are not only entangled, but also are entangled at all scales. Entanglement entropy in QFT is a property of the local algebra of observables and not just the states.

2. The Hilbert space of a continuum quantum field theory does not have a tensor product structure. More explicitly, consider an open region $U$ on a Cauchy slice $\Sigma$ with its
complement given by $U_c$, one can not factorize the Hilbert space $\mathcal{H}$ into $\mathcal{H}_U \otimes \mathcal{H}_{U_c}$. The standard measures of entanglement such as entanglement entropy and Renyi entropies defined using the reduced density matrices are, thus ill-defined. Nonetheless, the algebraic approach provides intrinsic definitions of those quantum information quantities which are well defined in the continuum limit and free of ultraviolet ambiguities. An important object is Araki’s relative modular operator, which provides an algebraic definition of relative entropy [5, 6], a central quantity in quantum information [7].

3. According to the Unruh effect, a uniformly accelerated observer in the vacuum state of QFT feels a thermal bath at a temperature proportional to its proper acceleration. The emergence of a thermal bath has to do with the entanglement structure of the vacuum state and the fact that the accelerated observer has no access to the region of spacetime that is outside of its causal horizon. There is a generalization of this effect to observers restricted to a general spacetime region. The Tomita-Takesaki theory defines a self-adjoint operator called the modular Hamiltonian which generates a modular time evolution. A local observer whose clock ticks with modular time finds itself in a thermal bath. The modular Hamiltonian and the modular flow provide powerful mathematical tools for dealing with the entanglement structure of a QFT.

4. The algebraic approach introduces many operator inequalities (e.g. the positivity of the modular and the relative modular operator, and the half-sided modular inclusion inequality [1, 8]) which should provide tight global constraints on quantum information properties of QFT.

So far only bits of this deep and rich mathematical structure have been used, but they have already yielded remarkable results on long-standing questions. For example, a quantum version of the null energy condition was conjectured and proved recently [9, 10]. Modular operator and relative entropy were also used to provide a precise formulation of the Bekenstein bound [11]. Recently, the monotonicity of the relative modular operator was used to derive new inequalities for correlation functions of QFT [12]. The modular operator of a spherical region in a conformal field theory has a local expression in terms of the stress tensor [13] which has become an important tool for studying the entanglement properties of states of conformal field theory as well as those of holographic theories [14–16]. See also [17–19, 21] for other applications.

In holography there is strong evidence that modular flows play an important role in reconstructing the corresponding bulk spacetime from the boundary quantum field theory [22–25]. A better understanding of modular flows and relative modular flows should yield new insights into various aspects of bulk reconstruction, including the emergence of bulk causality and a better physical understanding of the entanglement wedge from the perspective of the boundary theory.

Despite their importance, our understanding of modular flows in QFT is limited (previous results include [13, 26–37]). In each case, where the modular operator has been found, significant insights have been obtained. Very little is known about modular operators and
modular flows in excited states and for general regions. One reason is that the modular operators for general states in general regions are believed to be highly nonlocal and complicated. Nevertheless, it is of great interest to characterize this non-locality and hopefully extract universal features.

In this paper, we develop new techniques for studying the modular flow of excited states, and the relative modular operator of general excited states. A key observation is that generic excited states can be obtained by acting on the vacuum (or any cyclic and separating state) with invertible operators from the algebra of a region. More precisely, we show that such states are dense in the Hilbert space. This observation enables us to express, in a simple way, the modular and the relative modular operator, as well as relative entropies, of generic excited states in terms of the modular operator of the vacuum. Since the modular or relative modular flows are continuous (see section 3), we can obtain the modular flow of any state from those of a dense set of states. Modular, relative modular operators or their unbounded functions (such as logarithm) are not continuous, thus for these quantities we have access to generic states, but not all states in the Hilbert space. A related observation is that the modular flow in an excited state can be obtained from that of the vacuum via the so-called unitary cocycle, which in general is easier to construct and study than the modular operator of an excited state. Equivalently, one could also obtain the modular flow in an excited state using the relative modular flow. Previous discussions of modular operators for excited states include [38, 39].

We illustrate the formalism using some simple examples, including states near the vacuum, and coherent and squeezed states in generalized free field theory. To our knowledge, the relative modular operator in QFT has not been explicitly worked out in any examples, not even in free theories.\footnote{After the submission of this work on arXiv we learned about the work in [40].}

The plan of the paper is as follows. In section 2, we review the algebraic approach to general quantum systems and the Tomita-Takesaki modular theory. Furthermore, in appendix A we discuss the modular theory from the perspective of quantum information theory using tensor diagrams.

In section 3, we first prove two lemmas regarding the class of states which can be generated by acting by invertible operators on the vacuum (or any cyclic and separating state). Then, we obtain their modular and relative modular operators. We also consider the structure of Kubo-Mori Fisher information metric in this light.

In section 4, we consider the excited states that correspond to coherent and squeezed coherent states in generalized free field theory, and work out explicit expressions for the modular flow of local operators in these states.

We conclude in section 5 with a brief discussion of future directions.

2 Essential aspects of algebraic quantum field theory

We start by reviewing the essential aspects of the algebraic approach to quantum systems which will be relevant for our discussion in this paper (see [3] for a textbook review).
2.1 Algebraic setup

Consider a quantum field theory with field operators \( \{ A_i \} \), where the index \( i \) labels different operators (including all operators and not just “fundamental” ones). We will be concerned with bounded operators \( \{ A_i \} \) and the \( \ast \)-algebra \( \mathcal{A} \) they form, i.e. they are closed under multiplications, and allow an adjoint operation.

A state \( \psi \) is defined as a linear functional \( \psi(A) : \mathcal{A} \to \mathbb{C} \) on the algebra, which is positive, i.e. \( \psi(A^\dagger A) \geq 0 \) for all \( A \in \mathcal{A} \), and normalized \( \psi(I) = 1 \) (\( I \) denotes the identity operator). Given a state \( \psi \), the Gelfand-Naimark-Segal (GNS) construction builds a Hilbert space \( \mathcal{H} \) that carries a representation, \( \pi_\psi \), of the \( \ast \)-algebra \( \mathcal{A} \). In particular, there exists a vector \( |\Psi\rangle \in \mathcal{H} \) for which \( \psi(A) = \langle \Psi | A | \Psi \rangle \) for all \( A \in \mathcal{A} \). The choice of the state and its corresponding Hilbert space is highly non-unique, and depends on the nature of the theory and the physical questions under consideration.

For a quantum field theory in Minkowski spacetime, we assume that there exists a unique Poincaré invariant state \( \omega \). The GNS Hilbert space associated with \( \omega \) is referred to as the vacuum sector, and coincides with the usual definition of the Hilbert space in the standard approach (e.g. in Wightman axioms). The vector \( |\Omega\rangle \in \mathcal{H} \) that corresponds to state \( \omega \) will be referred to as the vacuum. Throughout this paper, we restrict to the vacuum sector of theories in Minkowski spacetime.

Now consider an open region \( \mathcal{O} \) in Minkowski spacetime. The operators which have their supports inside \( \mathcal{O} \) also form a \( \ast \)-algebra, which we denote as \( \mathcal{A}(\mathcal{O}) \). In particular, self-adjoint elements of \( \mathcal{A}(\mathcal{O}) \) can be interpreted as observables which can be measured in \( \mathcal{O} \). We will take the set of \( \mathcal{A}(\mathcal{O}) \) (for all \( \mathcal{O} \)) to have the following properties:

1. \( \mathcal{A}(\mathcal{O}) \) is closed under the weak convergence limit. More explicitly, we say a sequence of operators \( \{ A_n \in \mathcal{A}(\mathcal{O}) \} \) with \( n = 1, 2, \ldots \) converge to an operator \( A \) if all the matrix elements converge, i.e. \( \langle \psi | A_n | \phi \rangle \to \langle \psi | A | \phi \rangle \) for any \( |\psi\rangle, |\phi\rangle \in \mathcal{H} \). A \( \ast \)-algebra which is closed under the weak convergence limit is a von Neumann algebra.

An important property of a von Neumann algebra \( \mathcal{M} \) is that it is equal to its double commutant, \( \mathcal{M}'' = \mathcal{M} \), where \( \mathcal{M}' \) denotes the commutant of \( \mathcal{M} \), i.e. the set of bounded operators which commute with \( \mathcal{M} \). Therefore, we have \( \mathcal{A}(\mathcal{O}) = \mathcal{A}''(\mathcal{O}) \).

2. For \( \mathcal{O}_1 \subset \mathcal{O}_2 \) we have \( \mathcal{A}(\mathcal{O}_1) \subset \mathcal{A}(\mathcal{O}_2) \).

3. For a Poincaré transformation \( g \), denoting the unitary action on \( \mathcal{A} \) that coresponds to \( g \) by \( \alpha_g \), we have

\[
\alpha_g \mathcal{A}(\mathcal{O}) = \mathcal{A}(g\mathcal{O}).
\] (2.1)

4. \( \mathcal{A}(\mathcal{O}_1) \) commutes with \( \mathcal{A}(\mathcal{O}_2) \) if \( \mathcal{O}_{1,2} \) are spacelike separated,

\[
[\mathcal{A}(\mathcal{O}_1), \mathcal{A}(\mathcal{O}_2)] = 0.
\] (2.2)

\footnote{In full generality, our convergence limit should hold for any net of operators. We thank the referee for pointing this out to us. We continue to use the term “sequence” instead of a “net” of operators to make it more accessible to the physics audience.}
5. Let \( \hat{O} \) denotes the causal completion of \( \mathcal{O} \), then

\[
\mathcal{A}(\hat{O}) = \mathcal{A}(\mathcal{O}),
\]

which requires that the dynamical laws be consistent with the causal structure. Equation (2.3) can be derived if one assumes the so-called Haag duality

\[
\mathcal{A}(\mathcal{O'}) = \mathcal{A}'(\mathcal{O}),
\]

where \( \mathcal{O}' \) denotes the causal complement of \( \mathcal{O} \). However, it is known that the Haag duality is violated in some situations. \[41\]

A striking statement regarding the local operator algebra \( \mathcal{A}(\mathcal{O}) \) is the Reeh-Schlieder theorem which says that for any open region \( \mathcal{O} \), the set of vectors \( \mathcal{A}(\mathcal{O})|\Omega\rangle \) is dense in \( \mathcal{H} \). This theorem has far reaching consequences. For example, it means that by performing a local operation on the Earth one could in principle create, say a basketball, in the Andromeda galaxy. One could do so no matter what the size of region \( \mathcal{O} \) is. The theorem implies that the state \(|\Omega\rangle\) must be entangled at all scales. Thus one could take advantage of the long range correlations in \(|\Omega\rangle\) judiciously to choose operators in \( \mathcal{O} \) to achieve the desired outcome just like in an EPR experiment. Clearly, to take full advantage of the entanglement one has to apply operators from the algebra that are in general non-unitary.

Mathematically, what the Reeh-Schlieder theorem says is that the vacuum state \(|\Omega\rangle\) is cyclic and separating with respect to \( \mathcal{A}(\mathcal{O}) \) for any open region \( \mathcal{O} \). We say \(|\Omega\rangle\) is cyclic with respect to \( \mathcal{A}(\mathcal{O}) \) if \( \mathcal{A}(\mathcal{O})|\Omega\rangle \) is dense in \( \mathcal{H} \). We say that \(|\Omega\rangle\) is separating with respect to \( \mathcal{A}(\mathcal{O}) \), if exists no operator \( A \in \mathcal{A}(\mathcal{O}) \) such that \( A|\Omega\rangle = 0 \). Consider another open region \( \hat{\mathcal{O}} \) which is causally disconnected from \( \mathcal{O} \). From the Reeh-Schlieder theorem \( \mathcal{A}(\hat{\mathcal{O}})|\Omega\rangle \) is also dense in \( \mathcal{H} \). Now suppose there exists an \( A \in \mathcal{A}(\mathcal{O}) \) such that \( A|\Omega\rangle = 0 \), then we also have \( AA|\Omega\rangle = AA|\Omega\rangle = 0 \) for any \( A \in \mathcal{A}(\hat{\mathcal{O}}) \). Since \( \mathcal{A}(\hat{\mathcal{O}})|\Omega\rangle \) is dense in \( \mathcal{H} \) this can only happen if \( A = 0 \). Note that the theorem can also be generalized to a state with bounded energy, and thus any such state is cyclic and separating with respect to \( \mathcal{A}(\mathcal{O}) \).

2.2 Algebraic approach to entanglement: a toy “spacetime”

To exhibit the entanglement structure implied by the Reeh-Schlieder theorem for a quantum field theory, let us first consider a toy model to build up some intuition.

Consider a “spacetime” whose spatial manifold consists of only two points: \( L \) and \( R \). The full Hilbert space of the system has a tensor product structure \( \mathcal{H} = \mathcal{H}_L \otimes \mathcal{H}_R \) with isomorphic \( \mathcal{H}_{L,R} \) for each point. For simplicity, we take them to have finite dimension \( D \). The local algebra for point \( L \) is thus \( \mathcal{A}_L = \mathcal{B}(\mathcal{H}_L) \otimes \mathcal{I} \) and that for point \( R \) is \( \mathcal{A}_R = \mathcal{I} \otimes \mathcal{B}(\mathcal{H}_R) \), where \( \mathcal{B}(\mathcal{H}_{L,R}) \) denotes the set of bounded operators on Hilbert space \( \mathcal{H}_{L,R} \) and \( \mathcal{I} \) is the identity operator. The operator algebra for the full system is \( \mathcal{A} = \mathcal{A}_L \otimes \mathcal{A}_R \). Clearly \([\mathcal{A}_L, \mathcal{A}_R] = 0\) as in (2.2), and \( \mathcal{A}_L = \mathcal{A}'_L \). Since \( \mathcal{A}'_{L,R} = \mathcal{A}_{L,R} \) both \( \mathcal{A}_{L,R} \) are von Neumann algebras.

Now, consider a cyclic and separating state \(|\Omega\rangle\) for \( \mathcal{A}_L \). Using the Schmidt decomposition of a bipartite state one can readily see that such a state can be written as

\[
|\Omega\rangle = \sum_{a=1}^{D} \sqrt{\lambda_a} |a\rangle_L |a\rangle_R, \quad \lambda_a > 0, \quad \sum_{a=1}^{D} \lambda_a = 1
\]
with \(|a\rangle, a = 1, \cdots D\) some basis for \(H_{L,R}\). Assuming no vanishing Schmidt coefficient \(\lambda_a\) is equivalent to assuming that the state is cyclic and separating. The reduced density matrix \(\rho^L_\Omega\) is obtained by tracing over \(H_L\):

\[
\rho^L_\Omega = \sum_{a=1}^{D} \lambda_a |a\rangle_L \langle a|,
\]

and has full rank. The same holds for \(\rho^R_\Omega\). Thus, the cyclic and separating condition means that \(|\Omega\rangle\) is fully entangled between \(H_L\) and \(H_R\) with an entanglement entropy

\[
S_\Omega = -\text{Tr}_L \left( \rho^L_\Omega \log \rho^L_\Omega \right) = -\text{Tr}_R \left( \rho^R_\Omega \log \rho^R_\Omega \right) = -\sum_a \lambda_a \log \lambda_a.
\]

### 2.2.1 Modular conjugation and modular operators

We now explore the entanglement structure of a cyclic and separating state \(|\Omega\rangle\) from the perspective of the algebras \(A\) and \(A_{L,R}\). It is convenient to introduce an unnormalized maximally entangled vector

\[
|E_\Omega\rangle \equiv \sum_a |a\rangle_L |a\rangle_R
\]

in terms of which we can write \(|\Omega\rangle\) as

\[
|\Omega\rangle = \left( (\rho^L_\Omega)^{\frac{1}{2}} \otimes I \right) |E_\Omega\rangle.
\]

Note that the definition of \(E_\Omega\) depends on the choice of \(|\Omega\rangle\) which selects the basis \(|a\rangle\).

Using \(|E_\Omega\rangle\) we can define an anti-linear operator \(J_\Omega\) on \(H\) as follows: for \(|\phi\rangle = \phi_{ab} |a\rangle_L |b\rangle_R\)

\[
J_\Omega |\phi\rangle \equiv \phi_{ab}^* R_L \langle b| E_\Omega \rangle_L \langle a| E_\Omega \rangle_R = \phi_{ab}^* |b\rangle_R |a\rangle_L.
\]

(2.9)

It can be readily checked that \(J_\Omega\) is anti-unitary, satisfies \(J_\Omega^2 = 1\), i.e. \(J_\Omega = J_\Omega^{-1} = J_\Omega^\dagger\), and

\[
J_\Omega |\Omega\rangle = |\Omega\rangle.
\]

(2.10)

An interesting property of \(J_\Omega\) is that it takes an operator \(A \in A_R\) to an operator in \(A_L\),

\[
J_\Omega A_L J_\Omega = A_R = A'_L,
\]

(2.11)

and vice versa. More explicitly, taking \(A = A_{ab} |a\rangle_L \langle b| \in A_L\), we find

\[
J_\Omega A_{\Omega} J_\Omega = A_{ab}^* |a\rangle_R \langle b| \in A_R.
\]

(2.12)

We will refer to \(J_\Omega\) as the modular conjugation operator.

Now, introduce the modular operator

\[
\Delta_\Omega = \rho^L_\Omega \otimes (\rho^R_\Omega)^{-1} = e^{-K^L_\Omega} \otimes e^{K^R_\Omega}
\]

(2.13)

with

\[
K^R_\Omega = - \log \rho^R_\Omega, \quad K^L_\Omega = - \log \rho^L_\Omega, \quad K^L_\Omega = J_\Omega K^R_\Omega J_\Omega.
\]

(2.14)

The operator \(\Delta_\Omega\) is positive and satisfies

\[
\Delta_\Omega |\Omega\rangle = |\Omega\rangle, \quad J_\Omega \Delta_\Omega J_\Omega = \Delta_\Omega^{-1}.
\]

(2.15)
The modular operator $\Delta_\Omega$ can be used to define a unitary flow for $A_{L,R}$ respectively,

$$U_\Omega(s)A_L U_\Omega^\dagger(s) = A_L, \quad U_\Omega(s)A_R U_\Omega^\dagger(s) = A_R, \quad U_\Omega(s) \equiv \Delta_\Omega^{-is}. \quad (2.16)$$

More explicitly, for $A \in A_R$ and $A' \in A_L$, we have

$$U_\Omega(s)AU_\Omega^\dagger(s) = e^{iK_R s} A e^{-iK_R s} \in A_R, \quad U_\Omega(s)A'U_\Omega^\dagger(s) = e^{-iK_L s} A' e^{iK_L s} \in A_L. \quad (2.17)$$

Physically, $U_\Omega(s)$ defines a “local” time evolution under which an observer in $R$ (or $L$) remains in $R$ (or $L$).\(^3\) In particular, under such an evolution, the $R$ (or $L$) observer experiences a thermal state with inverse temperature $\beta = 1$.

Finally, let us consider the anti-linear $S_\Omega \equiv J_\Omega \Delta_\Omega^{1/2}$

which has the properties

$$S_\Omega^2 = 1, \quad S_\Omega^\dagger S_\Omega = \Delta_\Omega, \quad S_\Omega S_\Omega^\dagger = \Delta_\Omega^{-1}, \quad S_\Omega |\Omega\rangle = |\Omega\rangle. \quad (2.19)$$

From the action of $J_\Omega$ and $\Delta_\Omega$, one also finds that

$$S_\Omega A |\Omega\rangle = A^\dagger |\Omega\rangle, \quad S_\Omega^\dagger A' |\Omega\rangle = A'^\dagger |\Omega\rangle, \quad \forall A \in A_R, \forall A' \in A_L. \quad (2.20)$$

To summarize, the states $|\Omega\rangle$ that are cyclic and separating in $A_{L,R}$ are entangled in every physical mode between $L, R$. On one hand, this can be seen from the fact that the corresponding reduced density matrices $\rho_{L,R}^{\Omega}$ are full rank. On the other hand, being cyclic and separating leads to the existence of $J_\Omega, \Delta_\Omega, S_\Omega$, and their properties. Thus, the algebraic structure can be considered as an alternative way to probe the entangled nature of $|\Omega\rangle$. This is of particular importance in quantum field theory where the density matrix is not well-defined, nonetheless the algebraic approach continues to hold. All the algebraic relations discussed above can be conveniently represented using tensor diagrams which make them more intuitive. See appendix A.

### 2.2.2 Relative modular operator and relative entropy

Now, consider a second state $|\Psi\rangle$. We can find the corresponding $\rho_\Psi^{\Omega}$ by tracing over $\mathcal{H}_R$. The relative entropy between $\rho_\Psi^{\Omega}$ and $\rho_\Omega^{\Omega}$ can be written as

$$S(\Psi \parallel \Omega) = \text{Tr}_L \left( \rho_\Psi^{\Omega} \log \rho_\Psi^{\Omega} - \rho_\Psi^{\Omega} \log \rho_\Omega^{\Omega} \right). \quad (2.21)$$

Since $\rho_\Omega^{\Omega}$ is full rank the above quantity is well defined regardless of the nature of $|\Psi\rangle$.

Introduce the relative modular operator between $|\Psi\rangle$ and $|\Omega\rangle$ as

$$\Delta_{\Psi\Omega} = \rho_\Psi^{\Omega} \otimes (\rho_\Omega^{\Omega})^{-1}. \quad (2.22)$$

The relative entropy (2.21) can be written in terms of $\Delta_{\Psi\Omega}$ as

$$S(\Psi \parallel \Omega) = \langle \Psi | \log \Delta_{\Psi\Omega} | \Psi \rangle. \quad (2.23)$$

\(^3\)In contrast, a generic Hamiltonian $H$ defined on $\mathcal{H}$ will not preserve $A_{R,L}$ under evolution.
Suppose $|\Psi\rangle$ is also cyclic and separating with respect to $A_{L,R}$, i.e.

$$|\Psi\rangle = \sum_a \sqrt{\sigma_a} |\tilde{a}\rangle_L |\tilde{a}\rangle_R, \quad \sigma_a > 0, \quad \sum_a \sigma_a = 1 \quad (2.24)$$

with $\{ |\tilde{a}\rangle \}$ some other basis of $\mathcal{H}_{L,R}$. We denote the modular conjugation, modular operator and the Tomita operator for the state $|\Psi\rangle$, respectively, with $J_\Psi, \Delta_\Psi$ and $S_\Psi$. If the basis $\{ |\tilde{a}\rangle \}$ coincides with $\{ |a\rangle \}$ then $J_\Psi = J_\Omega$, but in general this is not the case.

We can introduce a relative conjugation operator $J_{\Psi\Omega}$ as

$$J_{\Psi\Omega}|v\rangle_L |w\rangle_R = R \langle w|E_\Psi|v\rangle_L \langle E_\Omega | |w\rangle_R \quad (2.25)$$

where $E_\Psi$ is defined analogously as $E_\Omega$. One can check that $J_{\Psi\Omega}$ is anti-unitary and satisfies

$$J_{\Psi\Omega}J_{\Omega\Psi} = 1, \quad J_{\Psi\Omega} = J_{\Omega\Psi}^\dagger. \quad (2.26)$$

With $\rho_\Psi$ full rank we can introduce its logarithm as in (2.14), and write (2.22) and the corresponding relative modular flow operator as

$$\Delta_{\Psi\Omega} = e^{-K_L^\Psi e^{K_R^\Omega}} \quad U_{\Psi\Omega}(s) = \Delta_{\Omega\Psi}^{-is} e^{iK_L^\Psi s} e^{-iK_R^\Omega s}. \quad (2.27)$$

We then find that

$$U_{\Psi\Omega}(s) A U_{\Omega\Psi}^\dagger(s) = U_\Psi(s) A U_\Omega^\dagger(s), \quad A \in A_L, \quad (2.28)$$

$$U_{\Psi\Omega}(s) A' U_{\Omega\Psi}^\dagger(s) = U_\Omega(s) A' U_\Omega^\dagger(s), \quad A' \in A_R. \quad (2.29)$$

Also note that

$$J_{\Psi\Omega} \Delta_{\Psi\Omega} J_{\Omega\Psi}^\dagger = \Delta_{\Omega\Psi}^{-1}. \quad (2.30)$$

Introducing

$$S_{\Psi\Omega} = J_{\Psi\Omega} \Delta_{\Psi\Omega}^{\frac{1}{2}} \quad (2.31)$$

we find

$$S_{\Psi\Omega} A |\Omega\rangle = A |\Psi\rangle, \quad S_{\Psi\Omega}^\dagger A' |\Omega\rangle = A' |\Psi\rangle, \quad \forall A \in A_L, \forall A' \in A_R. \quad (2.32)$$

The unitary flow operator $U_{\Psi\Omega}$ in (2.27) belongs to neither of $A_{L,R}$. We can also define unitary operators which belong to $A_{L,R}$,

$$u_{\Psi\Omega}(s) = e^{isK_L^\Psi} e^{-isK_R^\Omega} = U_{\Psi\Omega}(s) U_{\Omega\Psi}^\dagger(s) \in A_L \quad (2.33)$$

$$u'_{\Psi\Omega}(s) = e^{-isK_R^\Psi} e^{isK_R^\Omega} = U_{\Omega\Psi}(s) U_{\Omega\Psi}^\dagger(s) \in A_R. \quad (2.34)$$

### 2.3 Modular operator and modular flows in QFT

Now, let us come back to quantum field theory. A key difference with the toy spacetime of previous subsection is that the Hilbert space of quantum field theory does not have a tensor product structure. More explicitly, consider an open region $U$ on a Cauchy slice $\Sigma$ with its complement given by $U_c$, one can not factorize the Hilbert space $\mathcal{H}$ into $\mathcal{H}_U \otimes \mathcal{H}_{U_c}$. In other words, the reduced density matrix associated with a region $U$ does not exist. Thus,
we can no longer use (2.7) and (2.21) to characterize the entanglement properties of a state $|\Omega\rangle$ and the relative quantum information between $|\Omega\rangle$ and $|\Psi\rangle$.

Fortunately, thanks to the Tomita-Takesaki theory, even in the absence of tensor product structure and reduced density matrices, the algebraic structure discussed in previous subsection survives and can be used to capture entanglement properties of the system.

Before stating the main results of the Tomita-Takesaki theory, we should note that it is common practice to put a quantum field theory on a lattice, where a tensor product structure for $H$ does exist, calculate the entanglement entropy (2.7), and then take the continuum limit. The continuum limit does not really exist as $\rho^L_R$ do not exist, which is reflected in that their corresponding entanglement entropies suffer from ultraviolet divergences and are sensitive to the short-distance cutoff. While it is often possible to extract valuable long-distance information from the divergent value,\(^4\) it is clearly mathematically and physically preferable to directly deal with quantities which are intrinsically defined in the continuum.

Let $\mathcal{H}$ be a Hilbert space and $\mathcal{M}$ a von Neumann algebra acting on this space with $\mathcal{M}'$ its commutant. Suppose the vector $|\Omega\rangle$ is cyclic and separating for $\mathcal{M}$. The Tomita-Takesaki theory asserts:

1. There exists an anti-unitary modular conjugation operator $J_\Omega$ and a positive modular operator $\Delta_\Omega$ satisfying

$$J_\Omega|\Omega\rangle = |\Omega\rangle, \quad \Delta_\Omega|\Omega\rangle = |\Omega\rangle, \quad J_\Omega = J_\Omega^{-1} = J_\Omega^\dagger, \quad J_\Omega\Delta_\Omega J_\Omega = \Delta_\Omega^{-1}. \quad (2.35)$$

2. $J_\Omega$ takes an operator in $\mathcal{M}$ to $\mathcal{M}'$, i.e.

$$J_\Omega \mathcal{M} J_\Omega = \mathcal{M}'. \quad (2.36)$$

3. $\Delta_\Omega$ defines a unitary flow for $\mathcal{M}, \mathcal{M}'$ respectively,

$$U_\Omega(s) \mathcal{M} U_\Omega^\dagger(s) = \mathcal{M}, \quad U_\Omega(s) \mathcal{M}' U_\Omega^\dagger(s) = \mathcal{M}', \quad U_\Omega(s) \equiv \Delta^{-is}_\Omega. \quad (2.37)$$

4. Let

$$S_\Omega \equiv J_\Omega \Delta_\Omega^{\frac{1}{2}} \quad (2.38)$$

then

$$S_\Omega^2 = 1, \quad S_\Omega^\dagger S_\Omega = \Delta_\Omega, \quad S_\Omega S_\Omega^\dagger = \Delta_\Omega^{-1}, \quad S_\Omega |\Omega\rangle = |\Omega\rangle \quad (2.39)$$

and

$$S_\Omega A |\Omega\rangle = A^\dagger |\Omega\rangle, \quad S_\Omega^\dagger A' |\Omega\rangle = A'^\dagger |\Omega\rangle, \quad \forall A \in \mathcal{M}, \forall A' \in \mathcal{M}'. \quad (2.40)$$

In the last subsection, we obtained these properties with the help of tensor product structure of the Hilbert space and the corresponding reduced density matrices. The Tomita-Takesaki theory tells us these structures are in fact direct consequences of being cyclic and separating even in the absence of a tensor product structure.

\(^4\)An alternative is to use replica trick via Euclidean path integrals.
As discussed in section 2.1, the operator algebra $A(O)$ for an open region $O$ in quantum field theory is a von Neumann algebra. By the Reeh-Schlieder theorem, the vacuum state of quantum fields $|\Omega\rangle$ is cyclic and separating therefore it satisfies the properties listed above.

### 2.4 Relative modular operator, relative entropy, and relative modular flows

The Tomita-Takesaki theory can be generalized to give relative quantum information between two states $|\Psi\rangle$ and $|\Omega\rangle$ again only assuming that they are cyclic and separating:

1. There exists an anti-unitary operator $J_{\Psi\Omega}$ and a positive relative modular operator $\Delta_{\Psi\Omega}$ which have the properties
   
   \[ J_{\Psi\Omega}J_{\Omega\Psi} = 1, \quad J_{\Psi\Omega} = J_{\Omega\Psi}^\dagger, \quad J_{\Psi\Omega}\Delta_{\Psi\Omega}J_{\Psi\Omega}^\dagger = \Delta_{\Omega\Psi}^{-1}. \tag{2.41} \]

2. The relative entropy can be obtained as
   
   \[ S(\Psi\parallel\Omega) = -\langle\Psi|\log\Delta_{\Omega\Psi}|\Psi\rangle. \tag{2.42} \]

   Note that while both (2.23) and (2.42) reduce to the expression in (2.21) for a system with a finite dimensional Hilbert space, only (2.42) applies to a quantum field theory.\footnote{For instance, if $\Psi = U|\Omega\rangle$ for $U$ a unitary in the algebra, the expression (2.23) gives $S(\Psi\parallel\Omega) = 0$ which is clearly incorrect.}

3. Introducing the relative modular flow
   
   \[ U_{\Psi\Omega}(s) = \Delta_{\Psi\Omega}^{-is}. \tag{2.43} \]

   one obtains the unitary evolutions
   
   \[ U_{\Psi\Omega}(s)AU_{\Psi\Omega}^\dagger(s) = U_{\Psi}(s)AU_{\Psi}^\dagger(s), \quad A \in \mathcal{M}, \tag{2.44} \]

   \[ U_{\Psi\Omega}(s)A'U_{\Psi\Omega}^\dagger(s) = U_{\Omega}(s)A'U_{\Omega}^\dagger(s), \quad A' \in \mathcal{M}'. \tag{2.45} \]

4. With
   
   \[ S_{\Psi\Omega} = J_{\Psi\Omega}\Delta_{\Psi\Omega}^{\frac{1}{2}}, \quad S_{\Psi\Omega}^\dagger = \Delta_{\Omega\Psi}^{\frac{1}{2}}J_{\Psi\Omega}^\dagger = J_{\Omega\Psi}\Delta_{\Omega\Psi}^{-\frac{1}{2}}. \tag{2.46} \]

   then
   
   \[ S_{\Psi\Omega}A\Omega = A^\dagger\Psi, \quad S_{\Psi\Omega}^\dagger A'\Omega = A'^\dagger\Psi, \quad \forall A \in \mathcal{M}, \forall A' \in \mathcal{M}'. \tag{2.47} \]

5. One can also show that \cite{42}

   \[ u_{\Psi\Omega}(s) \equiv U_{\Psi\Omega}(s)U_{\Omega}^\dagger(s) \in \mathcal{M}. \tag{2.48} \]

   \[ u'_{\Psi\Omega}(s) \equiv U_{\Psi\Omega}(s)U_{\Omega}^\dagger(s) \in \mathcal{M}'. \tag{2.49} \]

   Note that both $U_{\Psi\Omega}(s)$ and $U_{\Omega}^\dagger(s)$ are defined outside $\mathcal{M}$ or $\mathcal{M}'$. It is a highly nontrivial statement that the particular combinations above belong to $\mathcal{M}$ and $\mathcal{M}'$. $u_{\Psi\Omega}(s)$, which is often referred as the unitary co-cycle, has the following properties (similarly with $u'_{\Psi\Omega}$):
(a) Cocycle identity:
\[
\psi_{\Omega}(t_1 + t_2) = \psi_{\Omega}(t_1) \left( U_{\Omega}(t_1) \psi_{\Omega}(t_2) U_{\Omega}^\dagger(t_1) \right).
\]
\[ (2.50) \]

(b) Chain rule:
\[
\psi_{\Omega}(t) \varphi_{\Phi}(t) = \psi_{\Phi}(t).
\]
\[ (2.51) \]

(c) Intertwining property:
\[
\psi_{\Omega}(t)(U_{\Omega}(t) A U_{\Omega}^\dagger(t)) = (U_{\Psi}(t) A U_{\Psi}^\dagger(t)) \psi_{\Omega}(t)
\]
\[ (2.52) \]
\[
\psi_{\Omega}(t)(U_{\Omega}(t) A' U_{\Omega}^\dagger(t)) = (U_{\Psi}(t) A' U_{\Psi}^\dagger(t)) \psi_{\Omega}(t)
\]
\[ (2.53) \]

Given \( \psi_{\Omega}(0) = 1 \), we can introduce the relative Hamiltonian as
\[
h_{\psi_{\Omega}} = i \frac{\partial \psi_{\Omega}(t)}{\partial t} \bigg|_{t=0}.
\]
\[ (2.54) \]
which can be written more explicitly as
\[
h_{\psi_{\Omega}} = K_{\psi_{\Omega}} - K_{\Omega} = K_{\Psi} - K_{\Omega \Psi}
\]
\[ (2.55) \]
with
\[
K_{\Omega} = -\log \Delta_{\Omega}, \quad K_{\Psi} = -\log \Delta_{\Psi}, \quad K_{\Omega \Psi} = -\log \Delta_{\Omega \Psi}, \quad K_{\Omega \Psi} = -\log \Delta_{\Psi}.
\]
\[ (2.56) \]

We reiterate that even though we obtained the properties above earlier assuming a tensor product structure, the fact they continue to exist in the absence of the tensor product is a highly nontrivial mathematical statement that follows from the Tomita-Takesaki modular theory.

3 Modular flows of excited states

In this section, we first develop a formalism to obtain the modular operator and the relative modular operator of general excited states from the modular operator of the vacuum \( |\Omega\rangle \) (or any cyclic and separating state). We then discuss these operators for near vacuum states in general theories, as an illustration of the formalism. In the next section, we apply the formalism to coherent and squeezed states in generalized free theories.

3.1 Dense sets of states

Our starting point is an open region \( \mathcal{O} \) in spacetime and its corresponding local von Neumann operator algebra \( \mathcal{M} = \mathcal{A}^{\mathcal{O}} \). We denote the commutant by \( \mathcal{M}' \). The Reeh-Schlieder theorem tells us that the vacuum state \( |\Omega\rangle \) is cyclic and separating with respect to \( \mathcal{M} \).

Connes and Stormer proved in \([43]\) that the set of excited states \( U U' |\Omega\rangle \) with unitaries \( U \in \mathcal{M} \) and \( U' \in \mathcal{M}' \) is dense in the Hilbert space.\(^6\) For a state created by local unitaries, it is straightforward to see that the anti-linear operator
\[
S_{UU'VV'} = U' \varphi_{\Omega} \psi_{\Psi} U^\dagger V^\dagger
\]
\[ (3.1) \]
\(^6\)The mathematical statement they showed is that a von Neumann algebra is a type II\(_1\) factor (same type as the local algebra in QFT) if and only if the set of states \( U U' |\Omega\rangle \) is dense in the Hilbert space.
satisfies the equation that defines the relative Tomita operator
\[ S_{UU'|VV'} a |VV'\rangle = a^\dagger |UU'\rangle . \] (3.2)
The relative modular operator corresponding to this state is then given by
\[ \Delta_{UU'|VV'} = V'U \Delta U^{\dagger} V'^{\dagger} . \] (3.3)
Setting \( V = U \) and \( V' = U' \) in the above expression we obtain the Tomita operator and the modular operator of the excited state \( UU'|\Omega\rangle \).

In many examples of interest, we may be interested in considering a state generated by an operator \( \Psi \in \mathcal{M} \), i.e. \( |\Psi\rangle = \Psi |\Omega\rangle \) (up to a normalization constant). From the Reeh-Schlieder theorem such states are dense in the Hilbert space, i.e. they come arbitrarily close to any state. Below, we consider a subset of such states which is also dense in the Hilbert space, and in the next subsection we obtain their modular operator and relative modular operator. The states of interest are \( \Psi |\Omega\rangle \) with \( \Psi \) an invertible operator in the algebra. Note that an operator \( \Psi \) is invertible if neither its point spectrum nor its residual spectrum contains a zero.

**Lemma 3.1.** The vectors \( \Psi |\Omega\rangle \) and \( \Psi^\dagger |\Omega\rangle \) with \( \Psi \in \mathcal{M} \) are separating if and only if \( \Psi \) and \( \Psi^\dagger \) are invertible. The inverse operators need not be bounded, but they are densely defined in the Hilbert space. Moreover, any such state is automatically cyclic.

*Proof.* First note that if \( \Psi \) is invertible \( \Psi^\dagger \) is also invertible. This is because every \( \Psi \in \mathcal{M} \) admits a polar decomposition \( \Psi = W|\Psi| \) with \( W \) a partial isometry and \( |\Psi| \) self adjoint. Invertible \( \Psi \) necessarily implies that \( W \) is a unitary and \( |\Psi| \) is invertible, which in turn implies that \( \Psi^\dagger \) must be invertible; see appendix B.

The converse statement is simple to prove. The vector \( \Psi |\Omega\rangle \) is not separating if there exists an \( A \in \mathcal{M} \) such that \( A |\Psi\rangle = 0 \). However, this implies that the operator \( A\Psi \in \mathcal{M} \) kills \( |\Omega\rangle \) which contradicts the separating property of \( |\Omega\rangle \). In general, it is possible that \( A\Psi = 0 \), however this is never the case when \( \Psi \) is invertible, as \( \Psi^{-1} \) is densely defined in the Hilbert space. This establishes the converse statement.

Now, suppose \( \Psi |\Omega\rangle \) is separating. The operator \( \Psi^\dagger \) is invertible if there are no zeros neither in its point spectrum nor in its residual spectrum. By definition, the point spectrum of \( \Psi^\dagger \) contains zero if there exists a vector \( |\Psi_0\rangle \) such that \( \Psi^\dagger |\Psi_0\rangle = 0 \). Since \( \Psi |\Omega\rangle \) is separating, there exists a sequence of operators \( a'_n \in \mathcal{M}' \) such that \( \lim_n a'_n \Psi |\Omega\rangle \) gives \( |\Psi_0\rangle \), i.e.
\[ \lim_n \langle \Psi_0 | a'_n \Psi |\Omega\rangle = 1 . \] (3.4)
Since \( [a'_n, \Psi] = 0 \) we find
\[ \lim_n \langle \Psi_0 | \Psi a'_n |\Omega\rangle = 1 \] (3.5)
which cannot be the case if \( \Psi^\dagger \) has a zero eigenvector. We thus conclude \( \Psi^\dagger \) cannot have a zero in its point spectrum. Since \( \Psi^\dagger |\Omega\rangle \) is also separating we conclude that both \( \Psi \) and \( \Psi^\dagger \) are injective. The operator \( \Psi \) is bounded, hence its action is defined on all vectors in the Hilbert space. Now consider any \( a' \in \mathcal{M}' \), then the set \( \{a'\Psi |\Omega\rangle \} \) is dense in the Hilbert
space due to the separating property of $\Psi|\Omega\rangle$. Since $\Psi a'|\Omega\rangle = a'\Psi|\Omega\rangle$ and $|\Omega\rangle$ is separating, we conclude that the range of $\Psi$ is also dense. This means that there are no zeros in the residual spectrum of neither $\Psi$ nor $\Psi^\dagger$. To summarize, we have established that if $\Psi|\Omega\rangle$ and $\Psi^\dagger|\Omega\rangle$ are separating both $\Psi$ and $\Psi^\dagger$ are invertible. If $\Psi$ has a zero in its continuous spectrum, then its inverse is unbounded.

Finally, we show that if $\Psi|\Omega\rangle$ and $\Psi^\dagger|\Omega\rangle$ are separating they are also cyclic. Suppose they are not cyclic, then, there exists an $a' \neq 0 \in \mathcal{M}'$ such that $a' \Psi|\Omega\rangle = \Psi a'|\Omega\rangle = 0$. Since the vacuum is cyclic $a'|\Omega\rangle \neq 0$ and we then find a contradiction with the statement proved earlier that $\Psi$ does not have a zero in its point spectrum. This concludes the proof.

We now show that the set of states of lemma 1 is, in fact, dense in the Hilbert space.

**Lemma 3.2.** Let $\mathcal{M}$ denote a von Neumann algebra acting on a Hilbert space $\mathcal{H}$. Let $|\Omega\rangle$ be a cyclic and separating vector. Let $G(\mathcal{M}) = \{a \in \mathcal{M} : a^{-1} \in \mathcal{M}\}$. Then, $G(\mathcal{M})|\Omega\rangle$ is dense in $\mathcal{H}$.

**Proof.** We first note a theorem of [44, 45] which says that $G(\mathcal{M})$ is a dense subset of $\mathcal{M}$ in the strong operator topology.

Let $|\chi\rangle$ be an arbitrary vector in the Hilbert space. Then, from the cyclicity of $|\Omega\rangle$, we can construct a sequence $a_n \in \mathcal{M}$ such that

$$\lim_n a_n|\Omega\rangle = |\chi\rangle \quad (3.6)$$

which means, given $\epsilon > 0$, there is an $N_\epsilon$ such that

$$|||\chi\rangle - a_n|\Omega\rangle|| < \epsilon \quad \forall n \geq N_\epsilon. \quad (3.7)$$

For each $n$, from the fact that $G(\mathcal{M})$ is strongly dense in $\mathcal{M}$, we can construct a sequence $b_{m,n} \in G(\mathcal{M})$ such that

$$\lim_m b_{m,n}|\Omega\rangle = a_n|\Omega\rangle \quad (3.8)$$

which means that there are $M_n$ such that

$$||b_{m,n}|\Omega\rangle - a_n|\Omega\rangle|| < 1/n \quad \forall m \geq M_n. \quad (3.9)$$

Introduce a new sequence $b_n$ defined by

$$b_n = b_{M_n+1,n}. \quad (3.10)$$

We would like to show that for any $\epsilon$ there exists a $K_\epsilon$ such that

$$|||\chi\rangle - b_n|\Omega\rangle|| \leq \epsilon, \quad \forall n > K_\epsilon. \quad (3.11)$$

For this purpose, we choose $\epsilon_1 = \frac{1}{2}\epsilon$ in (3.7) and $K_\epsilon = \max(N_{\epsilon/2}, 2/\epsilon)$. Then for any $n > K_\epsilon$ we have

$$|||\chi\rangle - b_n|\Omega\rangle|| \leq |||\chi\rangle - a_n|\Omega\rangle|| + ||a_n|\Omega\rangle - b_n|\Omega\rangle|| < \frac{\epsilon}{2} + \frac{1}{n} < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon. \quad (3.12)$$

This concludes the proof.
Finally, we would like to remark on the continuity properties of the relative modular operator. Consider two sequences of $|\Phi_n\rangle$ and $|\Psi_n\rangle$ that converge to $|\Phi\rangle$ and $|\Psi\rangle$, respectively, with $|\Psi\rangle$ cyclic separating. For any bounded continuous function $f$ we have the continuity property [6]:

$$\lim_{n} f\left(\Delta_{\Phi_n^{\alpha}}\Phi_n^{\beta}\right) = f\left(\Delta_{\Phi^{\alpha}}\Phi^{\beta}\right)$$

(3.13)

in the strong operator topology. Here, $|\Phi_C^n\rangle$, $|\Psi_C^n\rangle$, $|\Phi_C\rangle$ are the vector representatives of $|\Phi_n\rangle$, $|\Psi\rangle$, $|\Phi\rangle$ in the so-called natural positive cone of $|\Psi\rangle$. Since the modular flow of any state is independent of the precise vector we choose to represent the state with, this implies we can obtain the modular flow of any state from those of the dense set of states created by invertible operators by taking the limit

$$\lim_{n} \Delta_{\Phi_n}^{it} A \Delta_{\Phi_n}^{-it} = \lim_{n} (\Delta_{\Phi_n}^{it} A \Delta_{\Phi_n}^{-it}) = (\Delta_{\Phi}^{it} A \Delta_{\Phi}^{-it}) = \Delta_{\Phi}^{it} A \Delta_{\Phi}^{-it}.$$  

(3.14)

again in the strong operator topology. This statement also holds true for non-cyclic states.

However, logarithm is an unbounded operator and as was argued in [6] relative entropy is only lower semi-continuous. That is to say

$$\lim_{n} S(\Phi_n||\Psi_n) \leq S(\Phi||\Psi).$$

(3.15)

where $\lim$ is the limit inferior of a sequence. This means that while we can compute the relative entropy of a dense set of states we do not have access to the relative entropy of limit states.

3.2 Modular and relative modular operators

In the previous subsection, we demonstrated that the set of states generated by invertible $\Psi$ is dense in the Hilbert space. It can be readily seen that the Tomita operator $S_\Psi$ for such a state $|\Psi\rangle$ is

$$S_\Psi = (\Psi \dagger)^{-1} S_\Omega \Psi \dagger.$$  

(3.16)

Indeed,

$$S_\Psi A |\Omega\rangle = (\Psi \dagger)^{-1} S_\Omega \Psi \dagger A |\Omega\rangle = (\Psi \dagger)^{-1} \Psi \dagger A \Psi |\Omega\rangle = A \Psi |\Omega\rangle, \quad \forall A \in A(O)$$

(3.17)

$$S_{\Psi}^\dagger A' \Psi |\Omega\rangle = \Psi S_{\Omega}^\dagger \Psi^{-1} A' \Psi |\Omega\rangle = \Psi S_{\Omega}^\dagger A' |\Omega\rangle = A' \Psi |\Omega\rangle, \quad \forall A' \in A'(O)$$

(3.18)

where in the second line we have used the fact that $A'$ commutes with $\Psi$. The modular operator for $|\Psi\rangle$ can then be written as

$$\Delta_{\Psi} = S_{\Omega}^\dagger S_{\Psi} = \Psi S_{\Omega}^\dagger \Psi^{-1} (\Psi^{-1})^\dagger S_{\Omega} \Psi \dagger.$$  

(3.19)

One can obtain the modular conjugation operator $J_\Psi$ from $J_\Psi = S_{\Psi} \Delta_{\Psi}^{-\frac{1}{2}}$, which is somewhat complicated. From the definition of the positive part of an operator $|\Psi|^2 = \Psi \dagger \Psi$ we know that (3.19) can be written as

$$\Delta_{\Psi} = \Psi S_{\Omega}^\dagger (\Psi \dagger)^{-1} S_{\Omega} \Psi \dagger = \Psi \Delta_{\Omega}^{1/2} (\Psi \dagger)^{-1} \Delta_{\Omega}^{1/2} \Psi \dagger,$$

(3.20)

where $\Psi_J \equiv J_\Omega \Psi J_\Omega$ belongs to the commutant algebra, and we have used $J_{\Omega} = J_{\Omega}^\dagger = J_{\Omega}^{-1}$.\footnote{Note that $(\Psi_J)^{-1} = (\Psi^{-1})_J$ and $(\Psi^J)_J = (\Psi_J)^\dagger$. However, $(|\Psi|^2)^{-1} \neq |\Psi^{-1}|^2$ and here we denote $(|\Psi|^2)^{-1}$ by $|\Psi^{-2}|$.}
Let us consider the relative modular operator between $|\Psi\rangle$ and another state $|\Phi\rangle = \Phi|\Omega\rangle$ where $\Phi$ is not necessarily invertible. To simplify the notation let us assume that both $\Psi$ and $\Phi$ are normalized such that $\langle \Psi | \Psi \rangle = \langle \Phi | \Phi \rangle = 1$. Then we have
\begin{equation}
S_{\Phi \Psi} = (\Psi^\dagger)^{-1} S_{\Omega} \Phi^\dagger
\end{equation}
which indeed satisfies
\begin{align}
S_{\Phi \Psi} A |\Psi\rangle &= (\Psi^\dagger)^{-1} S_{\Omega} \Phi^\dagger A |\Psi\rangle |\Omega\rangle = (\Psi^\dagger)^{-1} \Psi^\dagger A^\dagger |\Phi\rangle |\Omega\rangle, \quad \forall A \in \mathcal{A}(\mathcal{O}), \\
S_{\Psi \Phi} A^\dagger |\Psi\rangle &= \Phi S_{\Omega}^\dagger \Psi^{-1} A^\dagger |\Omega\rangle = \Phi A^\dagger |\Phi\rangle, \quad \forall A' \in \mathcal{A}'(\mathcal{O}).
\end{align}

The relative modular operator can be written as
\begin{equation}
\Delta_{\Phi \Psi} = S_{\Phi \Psi}^\dagger S_{\Phi \Psi} = \Phi S_{\Omega}^\dagger (\Psi^{-1})^\dagger S_{\Omega} \Phi^\dagger = \Delta_{\Omega}^{1/2} \Phi_{-\frac{i}{2}} |\Psi\rangle^{-2} \left( \Phi_{-\frac{i}{2}} \right)^\dagger \Delta_{\Omega}^{1/2} (3.24)
\end{equation}
where we have introduced $\Phi_{-\frac{i}{2}} \equiv \Delta_{\Omega}^{-1/2} \Phi \Delta_{\Omega}^{1/2}$ Again $J_{\Phi \Psi}$ can be obtained indirectly from $S_{\Phi \Psi}$ and $\Delta_{\Phi \Psi}$. In particular, the relative modular operator when one state is the vacuum is simpler
\begin{align}
S_{\Phi |\Psi\rangle} &= S_{\Omega} \Phi^\dagger, \quad \Delta_{\Phi |\Psi\rangle} = \Phi \Delta_{\Omega} \Phi^\dagger \\
S_{|\Psi\rangle \Phi} &= (\Psi^\dagger)^{-1} S_{\Omega}, \quad \Delta_{|\Psi\rangle \Phi} = \Delta_{\Omega}^{1/2} |\Psi\rangle^{-2} \Delta_{\Omega}^{1/2}. (3.25)
\end{align}

Now we summarise a couple of important observations of eq. (3.24).

Note that for eq. (3.24) to be well defined, we need $\Psi$ to be invertible.

Next, for a generic operator $\Phi \in \mathcal{A}$, if the operator $\Phi_{-\frac{i}{2}}$ is unbounded, it can be shown to be non-closeable [46]. In our later applications to perturbation theory, it is essential that this operator and its adjoint be both densely defined; therefore, its closeability is essential.

To ensure this, given a von Neumann algebra $\mathcal{A}$, we consider one of its very important self adjoint subalgebras $\mathcal{A}_T$, called the Tomita subalgebra of $\mathcal{A}$. This satisfies the following very important properties: i) the modular flow of elements in $\mathcal{A}_T$ is entire analytic and ii) $\mathcal{A}_T$ is SOT dense in $\mathcal{A}$.

Practically, what this means, is if $\Phi$ is bounded, and chosen to be in $\mathcal{A}_T$, then $\Phi_{-\frac{i}{2}}$ automatically becomes bounded. Secondly, it is sufficient to consider eq. (3.24) between those $|\Phi\rangle, |\Psi\rangle$ states such that $|\Psi\rangle$ is created by an invertible operator and $|\Phi\rangle$ is created by an operator in the Tomita algebra. Since both these classes of states are dense in the Hilbert space, we can use the continuity argument of the previous subsection to compute modular flows for all states. We discuss such operators in an appendix.

Finally, we can ask for explicit examples of operators in $\mathcal{A}_T$. A particularly nice set of such operators is given by the smearing of modular evolved operators against gaussians (or really, any function holomorphic in a suitable strip in the complex plane)
\begin{equation}
\int_{-\infty}^{\infty} dt e^{-rt^2} \Phi(t) \quad r > 0 \quad \Phi(t) = \Delta_{-it} \Phi \Delta_{it}. (3.27)
\end{equation}

\footnote{We thank Y. Tanimoto for pointing out the importance of this class of operators for our applications. For further discussions, see [47].}
In the subsequent, whenever the expression \( \Phi - i/2 \) is encountered, such a smeared operator should be kept in mind.

Now consider a cyclic and separating \( \Phi |\Omega \rangle \). If we are interested in the modular flow of operators that are either in \( \mathcal{A} \) or the commutant \( \mathcal{A}' \) using the identity (2.28) we can replace the modular flow with the relative modular flow with one state chosen to be the vacuum. Comparing (3.25) and (3.19) we see that \( U_{\Phi\Omega}(s) = \Delta^{-is}_{\Phi\Omega} \) is in general much easier to obtain than \( U_{\Omega\Psi}(s) = \Delta^{-is}_{\Omega\Psi} \). Thus, we use (2.28) as a calculational tool since the relative modular flows in general provide a much easier way to obtain modular flows of excited states. This will be the approach we use in next section when performing explicit calculations.

In the special case that \( \Psi = U \in \mathcal{A} \) is a unitary operator, various expressions above simplify. In such a case the corresponding \( |U\rangle \) may be considered as a “local” state as any observables lying in the causal complement region \( O_c \) has the same expectation value as the vacuum,

\[
\langle U|A'|U\rangle = \langle \Omega|U^\dagger A'U|\Omega \rangle = \langle \Omega|A'|\Omega \rangle, \quad A' \in \mathcal{A}(O_c)
\]

where we have used that \( U \) and \( A' \) commute. The modular operator and the corresponding modular flow are simply

\[
\Delta_U = U\Delta_{\Omega}U^\dagger, \quad \Delta^{-is}_{U} = U\Delta^{-is}_{\Omega}U^\dagger, \quad J_U = UJ_{\Omega}U^\dagger.
\]

Similarly

\[
S_{U\Omega} = S_{\Omega}U^\dagger, \quad \Delta_{U\Omega} = U\Delta_{\Omega}, \quad J_{U\Omega} = J_{\Omega}U^\dagger, \quad \Delta_{\Omega U} = \Delta_{\Omega}
\]

and the corresponding unitary co-cycle (2.48) \( u_{U\Omega} = 1 \). Note for an arbitrary \( \Phi \) which is not necessarily separating nor cyclic we find

\[
\Delta_{\Phi U} = \Phi\Delta_{\Omega}\Phi^\dagger = \Delta_{\Phi\Omega}
\]

which is in fact independent of \( U \). Finally, if \( \Phi \) is also a unitary operator we have

\[
S_{VU} = US_{\Omega}V^\dagger, \quad \Delta_{VU} = V\Delta_{\Omega}V^\dagger = \Delta_{V}, \quad J_{VU} = UJ_{\Omega}V^\dagger, \quad u_{VU} = U_{\Omega\Omega}U_{U\Omega}^\dagger = U_{V}U_{U}^\dagger.
\]

Clearly \( u_{VU} \) acts trivially on any operator in \( \mathcal{A}'(O) \).

In general, to compute the relative modular flow for non-unitary states (2.43) we need to obtain

\[
K_{\Phi\Psi} = -\log \Delta_{\Phi\Psi}
\]

in an explicit form. In next subsection, we discuss a perturbative series that achieves this.

### 3.3 A perturbative series

Consider two operators \( \tilde{\Delta} \) and \( \Delta \) which are close, in the sense that \( \tilde{\Delta} - \Delta \) can be expanded in some small parameter. We will obtain a perturbative series for \( \log \tilde{\Delta} - \log \Delta \) in terms of \( \tilde{\Delta} - \Delta \) and unitarity flows \( \Delta^t \) generated by \( \Delta \).

It can be shown that \( \log \tilde{\Delta} \) can be written as [48]

\[
-\log \tilde{\Delta} = -\log \Delta + \sum_{m=1}^{\infty} Q_m
\]

(3.34)
where

\[ Q_m = 2\pi \lim_{\epsilon_i \to 0} \int dt_1 \int dt_2 \cdots \int dt_m F_{\epsilon_i}(t_1, t_2, \ldots, t_m) \delta(t_1) \cdots \delta(t_m) \tag{3.35} \]

and the kernel \( F \) is defined by

\[ F_{\epsilon_i}(t_1, t_2, \ldots, t_m) = f(t_1)g_{\epsilon_i}(t_2 - t_1)g_{\epsilon_2}(t_3 - t_2) \cdots g_{\epsilon_{m-1}}(t_m - t_{m-1})f(t_m) \tag{3.37} \]

In (3.35) it should be understood that the limit \( \epsilon_i \to 0 \) are taken after doing the integrals. A variant of (3.34)–(3.35) has appeared previously in [39].\(^9\) The kernel \( F_{\epsilon_i}(t_1, t_2, \ldots, t_m) \) has remarkable symmetric properties and one can write \( Q_m \) in terms of nested commutators

\[ Q_m = \frac{2\pi}{m} \lim_{\epsilon_i \to 0} \int dt_1 \int dt_2 \cdots \int dt_m F_{\epsilon_i}(t_1, t_2, \ldots, t_m)[\cdots [\delta(t_1), \delta(t_2)], \cdots], \delta(t_m)] + P_m \tag{3.39} \]

where \( P_m \) are “contact terms” with only \( m-2 \) time integrations. For a complete description of contact terms see [48]. Their structure for general \( m \) is somewhat complicated which we will not need here. Below we only give the first few terms:

\[ Q_1 = \frac{\pi}{2} \int_{-\infty}^{\infty} \frac{dt}{\cosh^2(\pi t)} \delta(t), \tag{3.40} \]

\[ Q_2 = \frac{\pi}{4} \int \frac{dt_1dt_2 g_{\epsilon_1}(t_2 - t_1)}{\cosh(\pi t_1) \cosh(\pi t_2)} [\delta(t_1), \delta(t_2)], \tag{3.41} \]

\[ Q_3 = \frac{\pi}{6} \int \frac{dt_1dt_2dt_3 g_{\epsilon_1}(t_2 - t_1)g_{\epsilon_2}(t_3 - t_2)}{\cosh(\pi t_1) \cosh(\pi t_3)} [[\delta(t_1), \delta(t_2)], \delta(t_3)] + \frac{\pi}{24} \int \frac{dt}{\cosh^2(\pi t)} \delta^3(t), \tag{3.42} \]

\[ Q_4 = \frac{\pi}{8} \int \frac{dt_1dt_2dt_3dt_4 g_{\epsilon_1}(t_2 - t_1)g_{\epsilon_2}(t_3 - t_2)g_{\epsilon_3}(t_4 - t_3)}{\cosh(\pi t_1) \cosh(\pi t_4)} [[[[\delta(t_1), \delta(t_2)], \delta(t_3)], \delta(t_4)]

\[ + \frac{\pi}{32} \int \frac{dt_1dt_2 g_{\epsilon_1}(t_2 - t_1)}{\cosh(\pi t_1) \cosh(\pi t_2)} \{ \delta(t_2), [\delta(t_1), \delta^2(t_2)] \} \] \tag{3.43} \]

where it should be understood that \( \epsilon_i \)'s are taken to zero at the end.

### 3.4 Modular and relative modular Hamiltonians for states close to vacuum

Let us now apply the discussion of previous subsection to \( K_{\Phi \Psi} = - \log \Delta_{\Phi \Psi} \) with both \( |\Psi\rangle \) and \( |\Phi\rangle \) chosen to be close to the vacuum. From (3.24) we find the corresponding \( \alpha \) and \( \delta \)

\[ \alpha = 1 - \Phi_{-\frac{1}{2}} |\Psi\rangle \langle \Phi| \Phi_{-\frac{1}{2}} \dagger, \quad \delta = 2 \frac{1 - \Phi_{-\frac{1}{2}} |\Psi\rangle \langle \Phi| \Phi_{-\frac{1}{2}} \dagger}{1 + \Phi_{-\frac{1}{2}} |\Psi\rangle \langle \Phi| \Phi_{-\frac{1}{2}} \dagger}. \tag{3.44} \]

\(^9\)The expression in [39] is similar to (3.35), but there are some important differences: \( \delta \) was not introduced there and the \( i\epsilon \) prescription, the integration contours, and operator orderings also appear different.
We consider Hermitian operators $\Phi(\lambda)$ and $\Psi(\mu)$ which are close to the identity
\begin{equation}
\Phi(\lambda) = 1 + \lambda \phi^{(1)} + \frac{\lambda^2}{2} \phi^{(2)} + \cdots, \quad \Psi(\mu) = 1 + \mu \psi^{(1)} + \frac{\mu^2}{2} \psi^{(2)} + \cdots
\end{equation}
with $\lambda$ and $\mu$ some small continuous parameters. Normalizations for these states imply that
\begin{equation}
\langle \Omega | \phi^{(1)} | \Omega \rangle = \langle \Omega | \psi^{(1)} | \Omega \rangle = \langle \Omega | (\phi^{(1)})^2 + \phi^{(2)} | \Omega \rangle = \langle \Omega | (\psi^{(1)})^2 + \psi^{(2)} | \Omega \rangle = 0. \quad (3.46)
\end{equation}

We can now expand $\lambda$ and $K_{\Phi}$ in $\lambda$ and $\mu$ as (with $K_{\Omega} = -\log \Delta_{\Omega}$)
\begin{equation}
\delta = \lambda \delta^{(10)} + \mu \delta^{(01)} + \mu \lambda \delta^{(11)} + \frac{\lambda^2}{2} \delta^{(20)} + \frac{\mu^2}{2} \delta^{(02)} + \cdots,
\end{equation}
where
\begin{equation}
\delta^{(10)} = -\frac{\phi^{(1)}}{2} - \frac{\phi^{(1)}}{2}, \quad \delta^{(01)} = 2 \psi^{(1)}, \quad \delta^{(11)} = 0, \quad (3.48)
\end{equation}
\begin{equation}
\delta^{(20)} = 2 \left( (\phi^{(1)})^2 \right) \frac{\phi^{(1)}}{2} + 2 \left( (\phi^{(1)})^2 \right) \frac{\phi^{(1)}}{2}, \quad \delta^{(02)} = -4 \left( \psi^{(1)} \right) \frac{\psi^{(1)}}{2}. \quad (3.49)
\end{equation}

and
\begin{equation}
K^{(10)} = \frac{\pi}{2} \int_{-\infty}^{\infty} \frac{dt}{\cosh^2(\pi t)} \delta^{(10)}(t), \quad K^{(01)} = \frac{\pi}{2} \int_{-\infty}^{\infty} \frac{dt}{\cosh^2(\pi t)} \delta^{(01)}(t), \quad K^{(11)} = 0. \quad (3.50)
\end{equation}
\begin{equation}
K^{(20)} = \frac{\pi}{2} \int_{-\infty}^{\infty} \frac{dt}{\cosh^2(\pi t)} \delta^{(20)}(t) + \frac{\pi}{2} \int dt_0 dt_1 \frac{g(t_1 - t_0)}{\cosh(\pi t_0) \cosh(\pi t_1)} \left[ \delta^{(10)}(t_0), \delta^{(10)}(t_1) \right], \quad (3.51)
\end{equation}
\begin{equation}
K^{(02)} = \frac{\pi}{2} \int_{-\infty}^{\infty} \frac{dt}{\cosh^2(\pi t)} \delta^{(02)}(t) + \frac{\pi}{2} \int dt_0 dt_1 \frac{g(t_1 - t_0)}{\cosh(\pi t_0) \cosh(\pi t_1)} \left[ \delta^{(01)}(t_0), \delta^{(01)}(t_1) \right]. \quad (3.52)
\end{equation}

Setting $\Phi$ and $\Psi$ in the above expressions to $\Omega$ or $\Psi$ or $\Phi$ we obtain, respectively, $K_{\Omega\Phi}$, $K_{\Phi\Omega}$, $K_{\Phi}$ and $K_{\Psi}$.

In (3.48)–(3.49) we have used the following two operations for an operator $A \in M'$:
\begin{equation}
A_f = J_{\Omega} A J_{\Omega} \in M', \quad A_{\pm i/2} = \Delta_{\Omega}^{\pm 1/2} A \Delta_{\Omega}^{\mp 1/2} \quad (3.53)
\end{equation}
where the operator $A_{i/2}$ is the modular flow of $A$ by an imaginary amount $-i/2$. The operators $A_{\pm i/2}$ commute with everything in $M'$. To see this, note that $A_{\pm i/2} = \Delta_{\Omega}^{\pm 1/2} A \Delta_{\Omega}^{\mp 1/2} = JSASJ$ (suppressing $\Omega$ subscript for $J$ and $\Delta$), and for any $B, C \in M$
\begin{equation}
[SAS, B]|C\rangle = (SASBC - BSASC)|\Omega\rangle = (BCA^\dagger - BCA)|\Omega\rangle = 0. \quad (3.54)
\end{equation}
Since $|C\rangle$ form a dense subset we conclude that
\begin{equation}
[SAS, B] = 0. \quad (3.55)
\end{equation}

Now for any operator $A' \in M'$ we can write it as $A' = JBJ$ for some $B \in M$, we then conclude that
\begin{equation}
[A_{i/2}, A'] = [JSASJ, JBJ] = J[SAS, B]J = 0. \quad (3.56)
\end{equation}
Similarly for $A_{-i/2}$.
Various terms in the above expressions can be written more explicitly as

\[ [\psi_{-\frac{1}{2}}, \psi_j^{(1)}] = 0, \quad [\phi_{-\frac{1}{2} j}, \psi_j^{(1)}(t), \psi_j^{(1)}(t')] = 0 \]  

which can be used to obtain the relative Hamiltonian

\[
\lambda_{\Phi\Psi} = K_{\Phi\Psi} - K_\Psi = K_\Phi - K_{\Phi\Phi}.
\]  

At the first order in \( \lambda \) and \( \mu \) we have

\[
K_{\Phi\Psi} - K_\Psi = \lambda(K_{\Phi\Psi}^{(10)} - K_{\Phi\Psi}^{(01)}) + \mu(K_{\Phi\Psi}^{(01)} - K_{\Phi\Psi}^{(01)}) + \cdots
\]

\[
= \frac{\pi}{2} \int_{-\infty}^{\infty} \frac{d\tau}{\cosh^2(\pi \tau)} \left( \mu \left( \phi_{-\frac{1}{2} \frac{1}{2}} - \phi_{\frac{1}{2} \frac{1}{2}} \right) - \lambda \left( \phi_{-\frac{1}{2} \frac{3}{2}} + \phi_{\frac{3}{2} \frac{1}{2}} \right) \right) + \cdots
\]

\[
= \lambda(K_{\Phi\Psi}^{(10)} - K_{\Phi\Psi}^{(01)}) + \mu(K_{\Phi\Psi}^{(01)} - K_{\Phi\Psi}^{(01)}) + \cdots.
\]  

It can be checked explicitly that at higher orders in perturbation theory the identity (3.58) is satisfied.

### 3.5 Relative entropy and Fisher information

We now examine the behavior of relative entropy (2.42) between two states generated by (3.45). We expand \( S(\Psi|\Phi) \) explicitly in terms of \( \lambda, \mu \) as

\[
S(\Psi|\Phi) = -\langle \Psi | \Delta_{\Phi\Psi} | \Psi \rangle = S^{(0)} + \lambda S^{(10)} + \mu S^{(01)} + \lambda \mu S^{(11)} + \frac{\lambda^2}{2} S^{(20)} + \frac{\mu^2}{2} S^{(02)} + \cdots
\]

It can be readily seen that \( S^{(0)} = S^{(10)} = S^{(01)} = 0 \) due to the fact that \( K_{\Omega}|\Omega\rangle = 0, \Delta_{\Omega}|\Omega\rangle = |\Omega\rangle \), and \( \langle \Omega | \delta_{\Phi\Psi}^{(10)}(t) | \Omega \rangle = \langle \Omega | \delta_{\Phi\Psi}^{(01)}(t) | \Omega \rangle = 0 \) (from (3.46)). At order \( \lambda \mu \) we find the Kubo-Mori Fisher information

\[
F_{\Omega}(\Psi, \Phi) = S^{(11)}(\Psi|\Phi) = \langle \Omega | \{ \psi^{(1)}, K_{\Phi\Psi}^{(10)} \} | \Omega \rangle
\]

\[
= -\frac{\pi}{2} \int \frac{d\tau}{\cosh^2(\pi \tau)} \langle \psi^{(1)}(\Delta^{1/2} + \Delta^{-1/2}) \phi^{(1)}(t) \rangle + \text{h.c.}
\]  

which is manifestly symmetric in \( \Psi \) and \( \Phi \). Similar expressions for the Kubo-Mori Fisher information have been obtained in [38, 39]

Furthermore, \( S^{(20)} \) and \( S^{(02)} \) are given by

\[
S^{(20)}(\Psi|\Phi) = \langle \Omega | K_{\Phi\Psi}^{(20)} | \Omega \rangle
\]

\[
S^{(02)}(\Psi|\Phi) = \langle \Omega | K_{\Phi\Psi}^{(02)} | \Omega \rangle.
\]  

Various terms in the above expressions can be written more explicitly as

\[
2 \langle \Omega | \{ K_{\Phi\Psi}^{(01)}, \psi^{(1)} \} | \Omega \rangle = 4 \pi \int \frac{d\tau}{\cosh^2(\pi \tau)} \langle \Omega | \psi^{(1)}(t) \rangle | \Omega \rangle,
\]

\[
\langle \Omega | K_{\Phi\Psi}^{(02)} | \Omega \rangle = -4 \langle \Omega | \psi^{(1)} | \Omega \rangle + 2 \pi \int \frac{dt_0 dt_1 g(t_1 - t_0)}{\cosh(\pi t_0) \cosh(\pi t_1)} \langle \psi_j(t_0), \psi_j(t_1) \rangle
\]

\[
= -4 \langle \Omega | \psi^{(1)2} | \Omega \rangle + \pi \int \frac{ds g(s)}{\sinh(\pi s)} \langle \Omega | \psi^{(1)}(\Delta^{-is} - \Delta^i) \psi^{(1)} | \Omega \rangle.
\]  

\[
= -4 \langle \Omega | \psi^{(1)2} | \Omega \rangle + \pi \int \frac{ds g(s)}{\sinh(\pi s)} \langle \Omega | \psi^{(1)}(\Delta^{-is} - \Delta^i) \psi^{(1)} | \Omega \rangle.
\]  

\[
= -4 \langle \Omega | \psi^{(1)2} | \Omega \rangle + \pi \int \frac{ds g(s)}{\sinh(\pi s)} \langle \Omega | \psi^{(1)}(\Delta^{-is} - \Delta^i) \psi^{(1)} | \Omega \rangle.
\]  

\[
= -4 \langle \Omega | \psi^{(1)2} | \Omega \rangle + \pi \int \frac{ds g(s)}{\sinh(\pi s)} \langle \Omega | \psi^{(1)}(\Delta^{-is} - \Delta^i) \psi^{(1)} | \Omega \rangle.
\]
where we have changed variables \( s = t_1 - t_0 \) and \( t = t_1 + t_0 \) in the last line, and used \( J \Delta^{is} J = \Delta^{is} \). Similarly,

\[
\langle \Omega | K_{\Phi}^{(20)} | \Omega \rangle = 4 \langle \Omega | (\phi^{(1)})^2 | \Omega \rangle + \pi \int \frac{ds \, sg(s)}{\sinh(\pi s)} \langle \Omega | \phi^{(1)}(\Delta^{1/2} + \Delta^{-1/2})^2(\Delta^{-is} - \Delta^{is})\phi^{(1)} | \Omega \rangle.
\]

(3.64)

### 4 Generalized free fields

As an illustration of the general formalism of section 3, in this section, we consider the modular and relative modular operators for coherent and squeezed states in a theory of generalized free fields.

Suppose \( \phi \) is a generalized free field with commutator

\[
[\phi(x), \phi(y)] = -i \Delta(x - y),
\]

(4.1)

where \( \Delta(x - y) \) is some distribution multiplied by the identity operator. For a region \( \mathcal{O} \), we consider smear fields \( \Phi(f) = \int_\mathcal{O} f(x)\phi(x) \) with \( f(x) \) to have support in \( \mathcal{O} \) (i.e. vanish at the boundary of the region). The algebra of local operators in \( \mathcal{O} \) is generated by unitary operators \( W(f) = e^{i\Phi(f)} \), with multiplication rule \( W(f)W(g) = e^{i\sigma(f,g)}W(f + g) \),\(^{10}\) where \( \sigma(f,g) \) is an anti-symmetric bilinear determined from (4.1). We will take \( \mathcal{O} \) to be the right Rindler wedge \( x^1 > |t| \), for which the vacuum modular Hamiltonian \( K_\Omega \) is simply the boost operator, which acts on \( \Phi(f) \) as

\[
e^{iK_\Omega t} \Phi(f)e^{-iK_\Omega t} = \Phi(e^{iD} f) \equiv \Phi(f_D), \quad D = (x^1 \partial_0 + x^0 \partial_1).
\]

(4.2)

### 4.1 Unitary states

#### 4.1.1 Coherent states

Consider the unitary coherent state

\[
|f\rangle = U(f)|\Omega\rangle, \quad U(f) = e^{i\Phi(f)}.
\]

(4.3)

Recall from our discussion of section 3.2 that the modular Hamiltonian \( K_U \) for a state \( |U\rangle = U|\Omega\rangle \) generated from a unitary operator \( U \) is

\[
K_U = U K_\Omega U^\dagger.
\]

(4.4)

As a result, the modular flow in these excited states act as

\[
\forall a \in \mathcal{A}(\mathcal{O}) : \quad e^{iK_U t}ae^{-iK_U t} = U e^{iK_\Omega t} (U^\dagger a U) e^{-iK_\Omega t} U^\dagger = Ad_U ((Ad_{U^{-1}}(a))(t))
\]

(4.5)

\[
\forall a' \in \mathcal{A}(\mathcal{O}'): \quad e^{iK_U t'} a' e^{-iK_U t'} = U e^{iK_\Omega t'} a' e^{-iK_\Omega t'} U^\dagger = Ad_{U'} (a'(t))
\]

(4.6)

where \( Ad_U(a) = U a U^\dagger \) and \( a(t) = e^{iK_\Omega t} a e^{-iK_\Omega t} \). Below for a self-adjoint operator \( \Phi \) we will also use the notation \( ad_\Phi a = [\Phi, a] \). We then have for (4.3)

\[
\Delta_f = e^{-2\pi K_f} \quad K_f = U(f) K_\Omega U^\dagger(f).
\]

(4.7)

\(^{10}\)In the case of a free scalar field we mod out \( W(f) \) by the solutions to the Klein-Gordon equation of motion to make \( \sigma(f,g) \) non-degenerate. In this case, \( \sigma(f,g) \) is a symplectic form in phase space.
To compute (4.4)–(4.6) we note the commutators

\[ [\Phi(f), \Phi(g)] = -i \int f(x) \Delta(x-y)g(y) \equiv -i \langle f, \Delta g \rangle \]  
\[ (4.8) \]

\[ ad_{\Phi(f)} K_\Omega = [\Phi(f), K_\Omega] = \int_R f(x)[\phi(x), K_\Omega] = -i \int_R f(x)D\phi(x) = i\Phi(Df) \]  
\[ (4.9) \]

\[ ad_{\Phi(f)}^2 K_\Omega = [\Phi(f), [\Phi(f), K_\Omega]] = \langle f, \Delta Df \rangle \]  
\[ (4.10) \]

\[ ad_{\Phi(f)}^n K_\Omega = [\Phi(f), ad_{\Phi(f)}^{n-1} K_\Omega] = 0 \quad \forall n > 2, \]  
\[ (4.11) \]

where we have used an integration by part since \( f(x) \) vanishes on the boundary of \( R \): \( \mathcal{D}\Phi(f) = -\Phi(Df) \). The series expansion that corresponds to \( K_f \) truncates because the second nested operator is proportional to identity:

\[ K_f = \sum_{n=0}^{\infty} \frac{1}{n!} ad_{\Phi(f)}^n K = K + i\Phi(f), K] + \frac{1}{2}[i\Phi(f), [i\Phi(f), K]] + \cdots \]

\[ = K - \Phi(Df) - \frac{1}{2} \langle f, \Delta Df \rangle. \]  
\[ (4.12) \]

This form of the modular Hamiltonian is non-local; however, its non-locality is of the form of an integral over the Rindler wedge of a local operator, and a term that is bi-local in the region and proportional to the identity operator. Terms that are proportional to the identity operator do not contribute to the modular flow. To compute the modular evolution of an operator \( \Phi(g) \) we need

\[ ad_{K_f} \Phi(g) \equiv [K_f, \Phi(g)] = (-i) (\Phi(Dg) + \langle f, \Delta Dg \rangle) \]

\[ ad_{K_f}^2 \Phi(g) \equiv [K_f, [K_f, \Phi(g)]] = (-i)^2 \left( \Phi(D^2g) + \langle f, \Delta D^2g \rangle \right) \]

\[ ad_{K_f}^n \Phi(g) \equiv [K_f, \cdots [K_f, \Phi(g)]] = (-i)^n (\Phi(D^ng) + \langle f, \Delta D^ng \rangle). \]  
\[ (4.13) \]

The modular flow becomes

\[ e^{itK_f} \Phi(g) e^{-itK_f} = \sum_{n=0}^{\infty} \frac{1}{n!} ad_{itK_f}^n \Phi(g) = \Phi(g_{2nt}) + \langle f, \Delta g_{2nt} \rangle - \langle f, \Delta g \rangle, \quad g_t = e^{iDg}. \]  
\[ (4.14) \]

The relative modular flow of the state \( |f\rangle \) with respect to the vacuum is the same as the modular flow of the state \( |f\rangle \)

\[ \Delta f_{\Omega} = \Delta f \]  
\[ (4.15) \]

and the unitary cocyle for the state \( |f\rangle \) with respect to the vacuum \( |\Omega\rangle \) is

\[ u_{f\Omega}(t) = e^{itK_f} e^{-itK_\Omega}. \]  
\[ (4.16) \]

The above discussion does not depend on the nature of generalized free field \( \phi \) or the specific form of the modular \( K_\Omega \). As far as \( K_\Omega \) and its modular flow are known we can obtain those of \( K_f \). For \( \phi \) an ordinary free scalar field with mass \( m \), one can proceed alternatively. In this \( K_\Omega \) can be considered as an operator built from \( \phi \) and its canonical momentum \( \pi \), i.e \( K_\Omega = K_\Omega(\phi, \pi) \). Note that

\[ Ad_U \phi(x) = U(f)\phi(x)U^\dagger(f) = \phi(x) + [i\Phi(f), \phi(x)] = \phi(x) + \tilde{f}(x), \]  
\[ (4.17) \]

\[ Ad_U \pi(x) = U(f)\pi(x)U^\dagger(f) = \pi(x) + [i\Phi(f), \pi(x)] = \pi(x) + \partial_x \tilde{f}(x) \]  
\[ (4.18) \]
where
\[ \tilde{f}(x) = \int_R f(y) \Delta(y-x) \equiv \langle f, \Delta \delta \rangle. \] (4.19)

We can then write \( K_f \) as
\[ K_f = K_{\Omega}(\phi + \tilde{f}, \pi + \partial_t \tilde{f}). \] (4.20)

Accordingly, the modular flow in this excited state can be written as
\[ e^{iK_J t} \phi(x) e^{-iK_J t} = U(f) e^{iK_{\Omega} t} U(f)^\dagger \phi(x) U(f) e^{-iK_{\Omega} t} U(f)^\dagger, \]
\[ = U(f) \left( \phi(x_{2\pi t}) - \tilde{f}(x) \right) U(f)^\dagger = \phi(x_{2\pi t}) + \tilde{f}(x_{2\pi t}) - \tilde{f}(x). \] (4.21)

Equation (4.21) is consistent with (4.14) if we choose \( g = \delta(x-y) \) such that \( \Phi(g) = \phi(x) \).

4.1.2 Unitary squeezed states
Now consider the state \( |f_s\rangle = e^{i\Phi(f)^2} \Omega \) where \( \Phi(f) = \int_R f(x) \phi(x) \). These correspond to unitary squeezed coherent states because the operator \( \Phi(f)^2 \) is second order in creation and annihilation operators. Note that \( \Phi(f)^2 \) is bi-local. The modular Hamiltonian of this state is
\[ K_{f_s} = e^{i\Phi(f)^2} K e^{-i\Phi(f)^2} \] (4.22)

which is found by considering
\[ U(f_s) \phi(x) U^\dagger(f_s) = \phi(x) + i[\Phi(f)^2, \phi(x)] = \phi(x) + 2\Phi(f) \tilde{f}(x) \]
\[ U(f_s) \pi(x) U^\dagger(f_s) = \pi(x) + i[\Phi(f)^2, \pi(x)] = \pi(x) + 2\Phi(f) \partial_t \tilde{f}(x) \]
\[ \tilde{f}(y) = \int_R f(x) \Delta(x-y) = \langle f, \Delta \delta \rangle. \] (4.23)

Therefore, the modular Hamiltonian of \( |f_s\rangle \) and the relative modular Hamiltonian of \( |f_s\rangle \) with respect to the vacuum are
\[ K_f = K_{f_s} = K \left( \phi(x) + 2\Phi(f) \tilde{f}, \pi(x) + 2\Phi(f) \partial_t \tilde{f}(x) \right). \] (4.24)

The modular flow of operator \( \Phi(g) \) in this excited state is
\[ e^{itK_{f_s}} \Phi(g) e^{-itK_{f_s}} = e^{i\Phi(f)^2} e^{itK} e^{-i\Phi(f)^2} \Phi(g) e^{i\Phi(f)^2} e^{-itK} e^{-i\Phi(f)^2} \]
\[ = e^{i\Phi(f)^2} e^{itK} \left( \Phi(g) - 2\Phi(f) \langle f, \Delta g \rangle \right) e^{-itK} e^{-i\Phi(f)^2} \]
\[ = e^{i\Phi(f)^2} (\Phi(g_t) - 2\Phi(f_t) \langle f, \Delta g_t \rangle - 4\Phi(\langle f, \Delta f_t \rangle \langle f, \Delta g \rangle) \]
\[ = \Phi(g_t) - 2\Phi(f_t) \langle f, \Delta g \rangle + 2\Phi(f) \langle f, \Delta g_t \rangle - 4\Phi(\langle f, \Delta f_t \rangle \langle f, \Delta g \rangle) \]
\]
\[ (4.25) \]

The unitary cocycle flow is
\[ (Df_2 : D\Omega)(t) \phi(x)(Df_2 : D\Omega)^\dagger(t) = \phi(x) + 2\Phi(f) \tilde{f}(x) - 2\tilde{f}(x_{2\pi t}) \Phi_{2\pi t}(f) \]
\[ \Phi_t(f) = \int_R f(x) \phi(x_t) + 2\Phi(f) \int_R f(x) \tilde{f}(x_t). \] (4.26)
Similar to the discussion of coherent states the BCH expansion can be used to obtain an expression for the modular Hamiltonian in terms of an integral over the Rindler wedge. To this aim, we compute the following commutators

\[ ad_{\Phi(f)}^2 K = [\Phi(f)^2, K] = i (\Phi(f) \Phi(Df) + \Phi(Df) \Phi(f)) \]

\[ [\Phi(f)^2, \Phi(g) \Phi(h)] = -2i (\Phi(f) \Phi(h)(f, \Delta g) + \Phi(g) \Phi(f)(f, \Delta h)) \]

where we have assumed that \( f(x) \) vanishes on the boundary of the right Rindler wedge. Note that by anti-symmetry of \( \Delta(x - y) \) we have \( f(\Delta f) = 0 \). Therefore,

\[ ad_{\Phi(f)}^2 K = [\Phi(f)^2, [\Phi(f)^2, K]] = 4 (f, \Delta D f) \Phi^2(f) \]

\[ ad_{\Phi(f)}^2 K = [\Phi(f)^2, \cdots, [\Phi(f)^2, [\Phi(f)^2, K]]] = 0 \quad n > 2. \]

Plugging this in the BCH expansion of (4.22) we find

\[ K_{\lambda} = K - (\Phi(f) \Phi(Df) + \Phi(Df) \Phi(f)) - 2 (f, \Delta D f) \Phi(f)^2, \]

where we have used integration by parts \( D \Phi(f) = -\Phi(Df) \).

### 4.2 Non-unitary states

Now, we consider non-unitary states generated by non-unitary operators of the type \( e^{-\alpha \Phi(f)} \) and \( e^{-\alpha \Phi(f)^2} \). These states are of physical interest as they may be considered as representing states generated by unitary operators whose supports lie outside of the region \( O \). For instance, consider a free scalar field theory of \( \phi \). One can show that \( e^{\Phi(f)}|\Omega\rangle \) with a smearing function \( f \) supported outside of \( O \) is equal to \( e^{\Phi(f)}|\Omega\rangle \) with \( \tilde{f} \) complex and supported inside \( O \); see appendix E. Note that the operator \( e^{-\alpha \Phi(f)^2} \) is bounded with an (unbounded) inverse, which lies within the subset of operators we discussed in section 3. But \( e^{-\alpha \Phi(f)} \) is not bounded, and thus lies outside.

But the formula derived previously for the relative Tomita operator continues to hold for this case. This follows from the Bisognano-Wichmann theorem and the closure of the Tomita operator.

As a first example, let us compute the relative modular Hamiltonian \( K_{\lambda} \) in a perturbation theory in \( \lambda \), where \( f_1 \) corresponds to the state \( e^{-\lambda \Phi(f)}|\Omega\rangle \). From Wick’s theorem we know that \( \langle e^{2\lambda \Phi} \rangle = \exp (2\lambda^2 \langle \Phi^2 \rangle) \). Therefore,

\[ K_{\lambda} = -\log \left( \Delta_{\Omega}^{1/2} e^{2\lambda \Phi(f)} \right) + 2\lambda^2 \langle \Phi^2 \rangle. \]

Given the exponential form of the operator \( e^{-\lambda \Phi(f)} \) and the fact that after the truncation in their spectrum the operators are bounded one can use the Baker-Campbell-Hausdorff expansion (BCH) to compute the above expression. In appendix F we compute the above logarithm using both the BCH expansion and the real-time expansion scheme introduced in section 3.3. The final result is given by

\[ K_{\lambda} = K_{\lambda} + 2\lambda^2 \langle \Phi(f)^2 \rangle - \lambda \pi \int \frac{dt}{\cosh^2(\pi t)} \Phi(f(t)) \]

\[ + \pi \lambda^2 \int dt_1 dt_2 \frac{g(t_2 - t_1)}{\cosh(\pi t_1) \cosh(\pi t_2)} [\Phi(f(t_1)), \Phi(f(t_2))], \]

where we have used integration by parts and

\[ \Phi(f)^2 = \frac{1}{\pi} \int \frac{dt}{\cosh^2(\pi t)} \Phi(f(t)) \]

in section 3.3. The final result is given by

\[ K_{\lambda} = K_{\lambda} + 2\lambda^2 \langle \Phi(f)^2 \rangle - \lambda \pi \int \frac{dt}{\cosh(\pi t)} \Phi(f(t)) \]

\[ + \pi \lambda^2 \int dt_1 dt_2 \frac{g(t_2 - t_1)}{\cosh(\pi t_1) \cosh(\pi t_2)} [\Phi(f(t_1)), \Phi(f(t_2))], \]

where we have used integration by parts and

\[ \Phi(f)^2 = \frac{1}{\pi} \int \frac{dt}{\cosh^2(\pi t)} \Phi(f(t)) \]
where $\Phi(f)$ was defined in (4.2) and the function $g(t)$ is defined in (3.37). Interestingly, the series expansion of $K_{1\Omega f_2}$ terminates at order $\lambda^2$ due to the fact that the commutator of fundamental free fields is proportional to the identity operator.

Similarly, one can find $K_{f_2\lambda g_2}$ where $f_\lambda$ and $g_\lambda$ correspond to $e^{-\lambda\Phi(f)|\Omega}$ and $e^{-\lambda\Phi(g)|\Omega}$, respectively. From (3.44) we have

$$
\alpha_{f_\lambda g_\lambda} = e^{-\lambda\Phi_{-1/2}(f)} e^{2\lambda\Phi(g)} e^{-\lambda\Phi_{1/2}(f)},
$$

and the relative modular Hamiltonian is

$$
K_{f_\lambda g_\lambda} = \frac{\pi \lambda}{2} \int_{-\infty}^{\infty} \frac{dt}{\cosh^2(\pi t)} \left( \Phi(f)_{1/2} + \Phi(f)_{-1/2} - \Phi_J(g) \right)
$$

$$
\quad + \pi \lambda^2 \int dt_1 dt_2 \frac{g(t_2 - t_1)}{\cosh(\pi t_1)\cosh(\pi t_2)} \left[ \Phi_J(g_{t_1}), \Phi_J(g_{t_2}) \right]
$$

$$
\quad + \pi \lambda^2 \int dt_1 dt_2 \frac{g(t_2 - t_1)}{\cosh(\pi t_1)\cosh(\pi t_2)} \left[ \Phi(f_{t_1})_{1/2} + \Phi(f_{t_1})_{-1/2}, \Phi(f_{t_2})_{1/2} + \Phi(f_{t_2})_{-1/2} \right].
$$

See appendix G for a discussion of the commutator $[\Phi_{1/2}(f), \Phi_{-1/2}(g)]$.

As a second example, we consider the non-unitary squeezed state $|\tilde{f}_2\rangle = e^{-\Phi(f)^2}|\Omega\rangle$.

We would like to compute $K_{1\Omega f_2}$ for this state and derive the modular flow. In this case, we find that the operator $\delta$ defined in (3.44) is

$$
\delta = -2 \tanh \left( \lambda \Phi_J(f)^2 \right)
$$

$$
\left[ \Phi_J(f)^2, \Phi_J(g)^2 \right] = 2[\Phi_J(f), \Phi_J(g)] [\Phi_J(f), \Phi_J(g)]
$$

$$
\left[ \Phi_J(f)^2, \Phi_J(h)^2 \right] = 4[\Phi_J(f), \Phi_J(g)] [\Phi_J(f), \Phi_J(h)]
$$

$$
\quad + [\Phi_J(g), \Phi_J(h)] [\Phi_J(f), \Phi_J(h)].
$$

Using Wick’s theorem we can find the normalization of this state to be $\langle e^{-2\lambda \Phi^2} \rangle = (1 + 4\lambda \Phi^2)^{-1/2}$. Then, the relative modular operator is

$$
K_{\Omega f_2} = K_{\Omega} - \frac{1}{2} \log(1 + 4\lambda \Phi^2) - \pi \int \frac{dt}{\cosh^2(\pi t)} \Phi_J(f_1)^2
$$

$$
\quad + \frac{\pi \lambda^2}{2} \int dt_0 dt_1 g(t_1 - t_0) \left[ \left[ \Phi_J(f_{t_0}), \Phi_J(f_{t_1}) \right] [\Phi_J(f_{t_0}), \Phi_J(f_{t_1})] \right]
$$

$$
\quad - \frac{16\pi \lambda^3}{3} \int dt_0 dt_1 dt_2 \frac{g(t_2 - t_1)}{\cosh(\pi t_0)\cosh(\pi t_2)} g(t_1 - t_0) [\Phi_J(f_{t_0}), \Phi_J(f_{t_1})]
$$

$$
\quad \times \left( [\Phi_J(f_{t_0}), \Phi_J(f_{t_2})] [\Phi_J(f_{t_1}), \Phi_J(f_{t_2})] + [\Phi_J(f_{t_1}), \Phi_J(f_{t_2})] [\Phi_J(f_{t_0}), \Phi_J(f_{t_2})] \right) + O(\lambda^5).
$$

Similar expressions hold for $K_{\tilde{f}_2 g_2}$.

5 Conclusions

In this paper, we developed a formalism to obtain the modular and the relative modular operator of general excited states from the modular operator in the vacuum. This enables
us to obtain the modular and the relative modular flow of all excited states. It would be interesting to apply these techniques to more examples of excited states and more general regions of a QFT. We would also like to point out a few future directions for potential applications of our work:

1. The study of modular flows in excited states of a conformal field theory for a half-space or spherical regions for which the vacuum modular operators are known explicitly [13, 26].

2. The study of modular flows for regions which are obtained from half space by small deformations in a general excited state. Such modular flows have played an important role in recent proofs of the average null energy condition and quantum null energy condition [10, 49]. The techniques and perspectives developed here could be helpful for finding a simpler proof of the quantum null energy condition, which currently requires rather intricate replica trick discussions [10].

3. The study of modular flows in conformal perturbation theory (i.e. conformal field theory perturbed by a relevant operator).

4. The study of the entanglement wedge reconstruction in holography. Furthermore, the entanglement entropy of the boundary theory for disconnected regions can undergo “phase transitions” as one varies the size of boundary regions [50]. This implies that the entanglement wedge in the bulk and its modular flow patterns also undergo a similar transition.
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A Tensor diagrams

In 1971 Penrose proposed a diagrammatic notation to graphically represent tensor manipulations [51]. This tensor diagram notation was further generalized and evolved into the tensor network notation that is, nowadays, widely used in the study of multi-partite finite quantum systems and quantum information theory. See [52] for a review. In this appendix, we use tensor network diagrams to graphically represent the statements of the Tomita-Takesaki theory.

A tensor with \( k \) indices can be thought of as an \( k \)-dimensional array of complex numbers that we depict by a box with \( k \) legs attached. A box with one leg attached represents a complex vector that we choose to belong to a local Hilbert space \( \mathcal{H} \) of dimension \( d \) written in a particular basis, see figure 1(b) (we often represent vectors with triangles and arrays
with more indices with boxes). We pick the convention that a leg at the top of the box represents a ket vector in a Hilbert space $|\psi\rangle$, and an leg to the bottom is a dual vector $\langle\psi|$. Therefore, a box with a leg below and above is a linear operator $A : \mathcal{H} \to \mathcal{H}$. Attaching legs has the interpretation of computing the inner product of two vectors; figure 2(d). For simplicity, we assume all local Hilbert spaces to be isomorphic. The implicit choice of basis picked by thinking of an array of complex numbers as linear operators in this notation is often referred to as the computational basis. A tensor with $m$ legs to the bottom and $n$ to is a linear operator from $\mathcal{H}_{\otimes m}$ to $\mathcal{H}_{\otimes n}$.

The discussion below parallels the discussion in section 2.2. A density matrix $\sigma$ can be thought of either as a map from $\mathcal{H} \to \mathcal{H}$ or as its purification in a two-copy Hilbert space $\mathcal{H}_L \otimes \mathcal{H}_R$:

$$|\Omega\rangle = \sum_{a=1}^{d} \sqrt{\lambda_a} |a\rangle_L |a\rangle_R . \tag{A.1}$$

Here, the two copies $\mathcal{H}_L$ and $\mathcal{H}_R$ are isomorphic. It is convenient to use the Schmidt basis of $|\Omega\rangle$ to define an unnormalized maximally entangled state

$$|E_\Omega\rangle \equiv \sum_a |a\rangle_L |a\rangle_R \tag{A.2}$$

as we did in (2.8). It is clear that $|\Omega\rangle = (\sigma^{1/2} \otimes I)|E_\Omega\rangle$; see figure 2. The expectation value of an operator $A \in \mathcal{H}_L$ in density matrix $\sigma$ is $\langle \Omega | A | \Omega \rangle = \text{tr}(\sigma A)$. Note that the state $|E_\Omega\rangle$ provides a definition of a trace for operators: $\langle E_\Omega | A | E_\Omega \rangle = \text{tr}(A)$. This is because $\langle E_\Omega | AB | E_\Omega \rangle = \langle E_\Omega | BA | E_\Omega \rangle$.

The purification of $\sigma$ by $|\Omega\rangle$ defines for us an anti-linear map $T_\sigma : \mathcal{H}_L \to \mathcal{H}_R$:

$$T|v\rangle_L = L\langle v|E_\Omega\rangle = |\bar{v}\rangle_R$$

$$|v\rangle_L = \sum_a v_a |a\rangle_L$$

$$|\bar{v}\rangle_R = \sum_a v^*_a |a\rangle_R . \tag{A.3}$$
This is the same operator we introduced in (2.9). In terms of the definition of adjoint is changed to \( T^{\dagger} \sigma \). The purification of \( \sigma \) in a two-copy Hilbert space. (d) The expectation value of an operator in a state: \( \sigma(A) = \langle E_\Omega | (\sigma^{1/2} \otimes 1) A (\sigma^{1/2} \otimes 1) | E_\Omega \rangle = \text{tr}(\sigma A) \).

The operator \( T_\sigma \) is anti-unitary because \( \langle T_\sigma v | T_\sigma \omega \rangle = \langle v | \omega \rangle^* \). For anti-unitary operators the definition of adjoint is changed to \( \langle v | T^\dagger | w \rangle \equiv \langle T v | w \rangle^* \). Therefore, \( T_\sigma = T_\sigma^* = T_\sigma^{-1} \); see figure 3.

We define the anti-linear operator \( J_\Omega \) that acts on the bi-partite Hilbert space in the following way:

\[
J_\Omega |v\rangle_L |w\rangle_R = R \langle w | E_\Omega \rangle_L \langle v | E_\Omega \rangle = |\bar{w}\rangle_L |\bar{v}\rangle_R .
\]  

(A.4)

This is the same operator we introduced in (2.9). In terms of \( T_\sigma \) this is simply \( J_\Omega = S(T_\sigma \otimes T_\sigma) \), where the swap operator \( S \) is defined by \( S |v\rangle_L |w\rangle_R = |w\rangle_L |v\rangle_R \); see figure 4. Similar to \( T_\sigma \), we have \( J_\Omega = J_\Omega^{-1} = J_\Omega^L \). It is straightforward to check the equation (2.11)

\[
J_\Omega A_R J_\Omega = (T_\sigma \otimes T_\sigma) A_R S(T_\sigma \otimes T_\sigma) = (T_\sigma \otimes T_\sigma) A_L (T_\sigma \otimes T_\sigma) = A_L^L
\]  

(A.5)

where the complex conjugate \( A_L^* \) is defined with respect to the basis of \( |E_\Omega\rangle \).

Figure 5 illustrates two useful identities that we use to simplify tensor diagrams. The first identity 5(a) says that the inner product of the tripartite state \( |E_\Omega\rangle_{12} \otimes |v\rangle_3 \) with the bipartite state \( |E_\Omega\rangle_{23} \) gives the state \( |v\rangle_1 \):

\[
\langle E_\Omega|_{23} (|E_\Omega\rangle_{12} \otimes |v\rangle_3) = |v\rangle_1 .
\]  

(A.6)
If Alice holds systems 1 and Bob holds systems 2 and 3, this identity says if they start sharing a maximally entangled pair, then Bob can transfer any quantum state $|\nu\rangle$ to Alice by performing a measurement on his systems in a judiciously chosen basis. This is the idea behind the teleportation protocol.\footnote{The classical communication needed to achieve the teleportation protocol is hidden here in the basis dependence of $|E_\Omega\rangle$.} The second identity 5(b) says that if Alice and Bob share a maximally entangled pair Bob by acting locally with an operator $A^T$ can reproduce the same effect as Alice acting with $A$. An advantage of the tensor network representation is that using this identities one can simplify complicated diagrams by pulling on lines to straighten them, and pushing operators through entangled pairs.

The starting point of the Tomita-Takesaki theory is the anti-linear operator $S_\Omega$ defined in (2.20):

$$
\forall A_L \in A_L \quad S_\Omega A_L |\Omega\rangle = A_L^\dagger |\Omega\rangle
$$

Figure 6 uses tensor diagrams to show that $S_\Omega = J_\sigma (\sigma_L^{1/2} \otimes \sigma_R^{1/2})$. Here, the swap operator $S$ swaps two lines. This equation can be understood as a polar decomposition of $S_\Omega$ in terms of an anti-unitary $J_\Omega$ and a positive operator $\Delta_\Omega^{1/2}$. The operator $\Delta_\Omega$ is the modular operator of $\Omega$:

$$
\Delta_\Omega = S_\Omega^\dagger S_\Omega = \sigma_L \otimes \sigma_R^{-1}.
$$

\textbf{Figure 4.} The definition of the anti-linear operator $J_\Omega$. 

\textbf{Figure 5.} Tensor diagram identities.
The state $\Omega$ is symmetric under the action of $S_\Omega|\Omega\rangle = J_\Omega|\Omega\rangle = \Delta_\Omega|\Omega\rangle = |\Omega\rangle$. The unitary transformations associated with this symmetry are called the modular flow, i.e. $U_\Omega(s) = \Delta^{i s}_\Omega$ for real $s$.

Note that the modular operator acts on an operator in $\mathcal{H}_L$ as
\[
\Delta_\Omega A = \sigma^{1/2} A (\sigma^{-1/2})^T \tag{A.9}
\]
where $\sigma^T$ is the transpose of $\sigma$.

According to the GNS quantization other vectors in the Hilbert space are found by the action of $\Psi_L \in \mathcal{A}_L$ on $|\Omega\rangle$:
\[
|\Psi_\Omega\rangle \equiv (\Psi_L \otimes \mathcal{I})|\Omega\rangle \\
\langle \Psi_\Omega^\dagger |A|\Psi_\Omega\rangle = \text{tr}(\psi_\sigma A), \tag{A.10}
\]
where $\psi_\sigma = \Psi \sigma \Psi^\dagger$ is another density matrix in $\mathcal{H}_L$. Following (2.32), we define the relative Tomita operator $S_{\Psi\Omega}$ for any two density matrices $\psi$ and $\sigma$ by
\[
\forall A_L \in \mathcal{A}_L \quad S_{\Psi\Omega} A_L |\Omega\rangle = A_L^\dagger |\Psi_\Omega\rangle, \tag{A.11}
\]
Using tensor diagrams it is straightforward to see that the operator $S_{\Psi\Omega} = J_\Omega (\Psi_L^\dagger \sigma_L^{1/2} \otimes \sigma_R^{-1/2})$. The Hermitian operator
\[
\Delta_{\Psi\Omega} \equiv S_{\Psi\Omega}^\dagger S_{\Psi\sigma} = \Psi_L^\dagger \sigma_L \Psi_L \otimes \sigma_R^{-1} \tag{A.12}
\]
is called the relative modular operator of $\Psi$ and $\Omega$. It generates a group of unitary transformations $U_{\Psi\Omega}(s) = \Delta^{is}_{\Psi\Omega}$, as in (2.27). It is clear that when $\Psi = \Omega$ ($\Psi_L = \mathcal{I}_L$) the relative modular flow reduces to the modular flow $U_\Omega(s)$. 

\[
S_\Omega A |\Omega\rangle = S (\sigma^{1/2} \otimes \sigma^{-1/2}) A |\Omega\rangle = A^\dagger |\Omega\rangle
\]
Finally, we compute the cocycle in (2.33) for three density matrices \( \sigma \) and \( \psi = \Psi \dagger \sigma \Psi \), \( \phi = \Phi \dagger \sigma \Phi \).

We define the unitary transformations

\[
\begin{aligned}
    u_{\psi \Omega}(t) &\equiv U_{\psi \Phi}(t) U_{\Omega \Phi}^\dagger(t) = (\psi^\dagger_L \otimes \phi_R^{-it})(\sigma^\dagger_L \otimes \phi_R^{-it})^\dagger = (\psi^\dagger_L \sigma^\dagger_L \otimes I) \otimes I \\
    u_{\phi \Omega}^\prime(t) &\equiv U_{\Phi \psi}(t) U_{\Omega \Phi}(t) = (\phi^\dagger_L \otimes \psi_R^{-it})^\dagger (\phi^\dagger_L \otimes \sigma_R^{-it}) = I \otimes (\psi^\dagger_R \sigma^\dagger_R) .
\end{aligned}
\]

As opposed to modular and relative modular flows, the flow generated by the cocycle acts only on \( \mathcal{H}_L \). Both definitions of independent of the choice of the state \( \Phi \), therefore we can choose \( \Phi = \Omega \)

\[
(D \Psi : D \Omega)(t) \equiv u_{\psi \Omega}(t) = \Delta^\dagger_{\psi \Omega} \Delta^{-it}_{\psi \Omega} = (\psi^\dagger_L \sigma^\dagger_L) \otimes I .
\]

### B Polar decomposition

Consider an operator \( \Phi^\dagger \) and its polar decomposition \( \Phi^\dagger = W |\Phi| \) with \( W \) a partial isometry and \( |\Phi|^2 = \Phi^\dagger \Phi \). We would like to show that if \( \Phi^\dagger \) is invertible \( W \) is a unitary and \( |\Phi| \) is also invertible. First note that an injective \( \Phi^\dagger \) implies that \( |\Phi| \) is injective. Since \( |\Phi| \) is self adjoint and injective it has a dense range. Therefore, \( |\Phi|^{-1} \) is a densely defined linear operator:

\[
|\Phi|^{-1} = (\Phi^\dagger)^{-1} W .
\]

If there were a non-zero vector \( |x\rangle \in \mathcal{H} \) such that \( W|x\rangle = 0 \) we would get \( (\Phi^\dagger)^{-1} W|x\rangle = 0 \), which would make \( |x\rangle \in \text{domain}(|\Phi|^{-1}) \). Since \( |\Phi|^{-1} \) is injective on its domain the partial isometry \( W \) is also injective, i.e., it is an isometry. That is to say

\[
W^\dagger W = I_{\mathcal{H}} .
\]

Since \( \Phi^\dagger \) has dense range then

\[
\text{range}(\Phi^\dagger) = W(\text{range}(|\Phi|)) \subseteq \text{range}(W) .
\]

This means the range of \( W \) is dense. Since the range of any isometry is always closed, this implies \( W \) is surjective, hence it is a unitary.

### C BCH for the unitary case

A vector \( x \in \mathcal{H} \) is said to be analytic for operator \( T \) if the series representation for \( e^{Ts} \) converges absolutely on \( x \) for some \( s > 0 \):

\[
\begin{aligned}
    x &\in D(T^n) \quad \forall n > 0 \\
    \sum_{n=0}^{\infty} \frac{s^n}{n!} ||T^n x|| &< \infty .
\end{aligned}
\]
Suppose \( \mathcal{W} \) is a wedge. Let \( \Phi(f) \) be the field operators smeared against Schwarz space functions having support inside the wedge. The common invariant domain of the \( \Phi(f) \) is the set
\[
D_0 = \{ x \in \mathcal{H} : x = \Phi(f_1) \ldots \Phi(f_n) | \Omega), \supp(f_i) \in \mathcal{W} \}. \quad \text{(C.3)}
\]
This \( D_0 \) is dense in \( \mathcal{H} \). The following is a true operator statement
\[
U(t)\Phi(f)U^\dagger(t) = \Phi(f_t). \quad \text{(C.4)}
\]
\( U(t) \) is the strongly continuous unitary generating boosts preserving the wedge. Next, Stone’s theorem tells us that there is a self adjoint operator \( K \) such that
\[
iK|\psi\rangle = \frac{d}{dt}U(t)|\psi\rangle_{t=0}. \quad \text{(C.5)}
\]
Domain of \( K \) is the set of vectors for which the r.h.s. exists. Eq. (C.4) implies the domain of \( K \) contains at least \( D_0 \) and also that the following is true at least on \( D_0 \)
\[
i[K, \Phi(f)] = \Phi(D_f). \quad \text{(C.6)}
\]
This also implies \( KD_0 \subseteq D_0 \), i.e., \( D_0 \) is invariant under \( K \) (in fact, invariant under arbitrary powers of \( K \) and the boost unitary \( e^{itK} \)). Moreover, \( D_0 \) is known to be analytic (in fact, entire) for each operator \( \Phi(f) \) in free field theory (this is theorem 5.2.3 in [53]).

The question now is can we series expand \( e^{\lambda \Phi(f)}Ke^{-\lambda \Phi(f)} \) on \( D_0 \)?

In general, no. Because the operator \( e^{-\lambda \Phi(f)} \) typically takes us out of \( D_0 \) for any complex \( \lambda \). For the case of unitaries in free field theory, one can argue as follows. Consider the operator
\[
e^{i\lambda \Phi(f)}e^{itK}e^{-i\lambda \Phi(f)} = e^{i\lambda \Phi(f)}e^{-i\lambda \Phi(f_t)}e^{itK}. \quad \text{(C.7)}
\]
Acting this on the domain \( D_0 \) and using the fact that \( e^{itK}D_0 \subseteq D_0 \), we get
\[
e^{i\lambda \Phi(f)}e^{itK}e^{-i\lambda \Phi(f)}D_0 = e^{i\lambda \Phi(f)}e^{-i\lambda \Phi(f_t)}e^{itK}D_0 = e^{i\lambda \Phi(f)}e^{-i\lambda \Phi(f_t)}D_0. \quad \text{(C.8)}
\]
Next, we use the Weyl algebra to simplify this as
\[
e^{i\lambda \Phi(f)}e^{itK}e^{-i\lambda \Phi(f)}D_0 = e^{i\lambda \Phi(f)}e^{-i\lambda \Phi(f_t)}e^{itK}D_0 = e^{i\lambda \Phi(f)}e^{-i\lambda \Phi(f_t)}D_0 = \alpha(t)e^{i\lambda \Phi(f_t)}D_0. \quad \text{(C.9)}
\]
\( \alpha(t) \) is a \( c \)-number. Next, we prove that at least the first derivative in \( t \) exists as a series expansion in \( \lambda \) for the following operator
\[
e^{i\lambda \Phi(f_t)}. \quad \text{(C.11)}
\]
when acting on \( D_0 \). Here, \( f \) is an arbitrary Schwarz space function with support contained in the wedge. Consider an arbitrary \( x \in D_0 \). Then, there is a (absolutely) convergent \( \lambda \) expansion on \( x \)
\[
e^{i\lambda \Phi(f_t)}x = \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} \Phi(f_t)^n x. \quad \text{(C.12)}
\]
Next, one can Taylor expand
\[
\Phi(f_t)^n x = \Phi(f)^n x + t \sum_{j=0}^{n-1} \Phi(f)^j \Phi(Df) \Phi(f)^{n-j-1} x + R_n(t)x. \tag{C.13}
\]

Here, \(R_n(t)\) is a remainder term that goes to 0 as \(t \to 0\). The second term above can be rearranged to give
\[
\sum_{j=0}^{n-1} \Phi(f)^j \Phi(Df) \Phi(f)^{n-j-1} x = i[\Phi(Df, \Phi(f))] \sum_{j=0}^{n-2} (n-j-1) \Phi(f)^{j-2} x + \Phi(f)^{n-1} \Phi(Df)x
\]
\[
= i[\Phi(Df, \Phi(f))] \frac{n(n-1)}{2} \Phi(f)^{n-2} x + \Phi(f)^{n-1} \Phi(Df)x. \tag{C.14}
\]

Thus, we get
\[
e^{i\lambda \Phi(f_t)} x = \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} \Phi(f_t)^n x \tag{C.15}
\]
\[
= \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} \Phi(f)^n x + t \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} i[\Phi(Df, \Phi(f))] \frac{n(n-1)}{2} \Phi(f)^{n-2} x \tag{C.16}
\]
\[
+ t \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} \Phi(f)^{n-1} \Phi(Df)x + \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} R_n(t)x. \tag{C.17}
\]

In a \(t\)-neighbourhood of 0, one can show that eq. (C.15) converges uniformly in \(t\) due to the bounds given in theorem 5.2.3 \cite{53} and the Weierstrass M-test. This automatically implies all terms in eq. (C.17) converge uniformly in \(t\) which implies
\[
\lim_{t \to 0} \sum_{n=0}^{\infty} \frac{i^n \lambda^n}{n!} R_n(t)x = 0. \tag{C.18}
\]

Thus, Taylor’s theorem with remainder now implies the first \(t\)-derivative of the l.h.s. of eq. (C.15) exists as a convergent power series in \(\lambda\). This is sufficient to conclude
\[
e^{i\lambda \Phi(f)} Ke^{-i\lambda \Phi(f)}, \tag{C.19}
\]
exists as a power series in \(\lambda\) at least on \(D_0\).

### D Analytic properties of modular evolved operators

Consider the following operator:
\[
I = \int_{-\infty}^{\infty} dt e^{-rt^2} \Phi(t), \tag{D.1}
\]
where \(\Phi \in A, \Phi(t) = \sigma_t^\Omega(\Phi)\) is the modular flow of \(\Phi\) in the state \(|\Omega\rangle\).
Note that the modular flow of $I$ is simply

$$\sigma_{t_0}(I) = \int_{-\infty}^{\infty} dt e^{-r(t-t_0)^2} \Phi(t).$$

This makes it clear that $\sigma_{t_0}(I)$ has an entire analytic extension in $t_0$ for bounded $\Phi$, because the dominated convergence theorem justifies the differentiation with respect to $t_0$ inside the integral sign since $\Phi(t)$ is uniformly bounded in $t$.

Finally, lets discuss the case when $\Phi(t)$ is an unbounded closeable local operator. In general, the integral over a closeable operator need not be closeable.

However, note that $\sigma_{z}(I)|\Omega\rangle$ is entire analytic in $z$ by the same argument as above.

Further we note that $\sigma_{z}(I)$ is closeable for each $z$: this is because the domain of its adjoint contains $A'_T|\Omega\rangle$ which is dense. Thus, we conclude $\sigma_{-i/2}(I)$ is a densely defined closeable operator defined at least on $A'_T|\Omega\rangle$.

### E Unitary versus non-unitary operators in free fields

Consider the non-unitary operator $e^{\Phi(f)}$ with $f$ supported in the right Rindler wedge. Our goal is to demonstrate that the state $e^{-\Phi(f)}|\Omega\rangle$ in free field theory can also be created by a unitary $e^{iO}|\Omega\rangle$ where $O$ is supported in a larger region than just the right wedge.

It can be checked explicitly using the canonical commutation relations that

$$e^{\Phi(f)}|\Omega\rangle \propto e^{iO}|\Omega\rangle,$$  \hspace{1cm} (E.1)

where the operator $O$ is defined on a constant time slice $\Sigma : x^0 = 0$:

$$O = \int_{\Sigma} d^{d-1}x (\phi(x)\partial_t \gamma - \gamma(x)\partial_t \phi(x))$$  \hspace{1cm} (E.2)

and the $\gamma$ function is

$$\gamma(x) = \int d^{d}y f(y) \langle \{\phi(x)\phi(y)\}\rangle$$  \hspace{1cm} (E.3)

with the $y$-integral running over the whole spacetime. The important point is that since $\langle \{\phi(x)\phi(y)\}\rangle$ is non-zero for $y$ outside of the right wedge the support of the function $\gamma(x)$ leaks outside of the right wedge.

### F Some calculation details

Here, we present the calculation that leads to the expression in (4.31) using both the BCH method and the real-time perturbation series in section 3.

#### F.1 BCH method

In the family of non-unitary states discussed in section 4, the operators $e^{-\lambda \Phi(f)}$ are exponentials of integrated local operators, hence it seems convenient to work with a perturbative
\( \lambda \) expansion of the relative modular operator in terms of the exponents \( \Phi(f) \). Such an expansion is provided by the Baker-Campbell-Hausdorff (BCH) formula. To use the BCH formula we first write the relative modular Hamiltonian as

\[
K_{\Omega f \lambda} = -\log \left( e^{\lambda X(f)} e^Y \right) + 2\lambda^2 \langle \Phi(f)^2 \rangle \\
X(f) = 2(\Phi,f)_{1/2}(f), \quad Y = -K.
\] (F.1)

The BCH formula written in a compact form is the following expansion

\[
\log \left( e^{A} e^{B} \right) = A + \int_{0}^{1} dt \left( e^{\text{ad}_{A} t e^{\text{ad}_{B}}} B \right) \\
= B + \int_{0}^{1} dt \tilde{\psi} \left( e^{\text{ad}_{A} t e^{\text{ad}_{B}}} \right) A \\
\psi(e^x) = e^x \tilde{\psi}(e^x) = \frac{xe^x}{e^x - 1} = x + \tilde{\psi}(e^x)
\]

\[
\tilde{\psi}(e^x) = \sum_{n=0}^{\infty} \frac{B^-_{n}}{n!} x^n \\
\psi(e^x) = \sum_{n=0}^{\infty} \frac{B^+_{n}}{n!} x^n, \quad B^-_{n} = (-1)^n B^+_n
\] (F.2)

where

\[
\text{ad}_A B = [A, B], \quad \text{ad}^n_A B = [A, \text{ad}^{n-1}_A B],
\] (F.3)

the coefficients \( B^\pm_n \) are the Bernoulli numbers, and \( \psi \) and \( \tilde{\psi} \) are their generating functions.

In a free theory, the commutator of fundamental fields is

\[
[\Phi(f), \Phi(g)] = -i(f, \Delta g)
\] (F.4)

where \( (f, \Delta g) \) is anti-symmetric. In particular, \( (f, \Delta f) = 0 \). From (4.8) for the operator \( X(f) \) in (F.1) we find

\[
\text{ad}^n_X X(f) = (iD)^m X(f).
\]

As a result we learn that \( \text{ad}_X \text{ad}^n_Y X = 0 \). Consider the BCH expansion of \( \log(e^{\lambda X} e^Y) \) when \( \text{ad}_X \text{ad}^n_Y X \) is proportional to the identity operator for \( m \) odd and vanishes for \( m \) even. Our goal is to show that in this case the BCH expansion terminates at \( O(X^2) \).

First consider the BCH expansion up to the second order in \( \lambda \)

\[
\log \left( e^{\lambda A} e^B \right) = B + \lambda \int_{0}^{1} dt \left( \sum_{n=0}^{\infty} \frac{B^-_{n}}{n!} \hat{x}^n \right) A \\
\hat{x} = \log \left( e^{\lambda \text{ad}_{A} e^{\text{ad}_{B}}} \right) = \text{ad}_B + t\lambda \tilde{\psi}(e^{\text{ad}_{A} e^{\text{ad}_{B}}}) \text{ad}_A + O(\lambda^2).
\] (F.5)

Therefore,

\[
\log \left( e^{\lambda A} e^B \right) = B + \lambda \tilde{\psi}(e^{\text{ad}_{B}}) A + \frac{\lambda^2}{2} \sum_{n=1}^{\infty} \sum_{k=0}^{n-1} \frac{B^-_{n}}{n!} \text{ad}^k_B \tilde{\psi}(e^{\text{ad}_{A} e^{\text{ad}_{B}}} \text{ad}_A \text{ad}^{n-k-1}_B A + O(\lambda^3).
\] (F.6)
If $ad_X ad_Y^n X$ is a c-number as was the case for non-unitary coherent states we have

\[
[ady, ad_X] ad_Y^n X = -ad_X ad_Y^{n+1} X
\]

\[
[ady, \cdots [ady, ad_X]] ad_Y^n X = (-1)^n ad_X ad_Y^{n+n} X
\]

\[
\tilde{\psi}(e^{ad_{ady}}) ad_X ad_Y^n X = \sum_{n=0}^{\infty} \frac{B_n^+}{n!} ad_X ad_Y^{n+n} X. \tag{F.7}
\]

Hence, in the expansion (F.6) of $\log(e^{\lambda X} e^Y)$ at the second order only the $k = 0$ term contributes. Furthermore at order $\lambda^3$ or higher in the BCH expansion, we always have at least two $ad_X$ whose action on $ad_Y^n X$ vanishes. Therefore, in this case, the BCH expansion is $\lambda^2$ exact and given by

\[
\log(e^{\lambda X} e^Y) = Y + \lambda \tilde{\psi}(e^{ad_{ady}}) X + \frac{\lambda^2}{2} ad_X F(ad_Y) X
\]

\[
F(x) = \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{B_m B_n^+}{n! m!} x^{m+n-1} = \frac{e^x}{e^x - 1} \left( \frac{x}{e^x - 1} - 1 \right) = \frac{x + 1 - e^x}{4 \sinh^2(x/2)}. \tag{F.8}
\]

As we discussed earlier, we can drop the terms in $F(x)$ that have even powers of $x$.

Since the commutator of $[\Phi(f), (iD)^m \Phi(f)]$ is proportional to the identity operator the BCH expansion for the relative modular operator truncates at order $\lambda^2$ and becomes

\[
K_{\Omega f\lambda} - K_{\Omega} = -2\lambda \tilde{\psi}(e^{ad-Y})(\Phi(f)_{i/2}(f)) - 2\lambda^2 \left( [\Phi(f)_{i/2}(f), F(ad_{-K}) (\Phi(f)_{i/2}(f))] + 2\lambda^2 \langle \Phi(f)^2 \rangle \right). \tag{F.9}
\]

Let us start with the term linear in $\lambda$. We use the spectral decomposition of $\Delta$:

\[
\Delta = \int_{-\infty}^{\infty} e^{-\omega} P(d\omega), \tag{F.10}
\]

with $P(d\omega)$ a projection-operator-valued-measure (POVM). We write the first order term in $\lambda$ as

\[
\tilde{\psi}(e^{ad_{-K}}) X_{i/2} = \int_{-\infty}^{\infty} d\omega d\omega' \frac{(\omega - \omega')}{1 - e^{-(\omega-\omega')}} P(d\omega) X_{i/2} P(d\omega')
\]

\[
= \int_{-\infty}^{\infty} d\omega d\omega' \frac{(\omega - \omega')}{2 \sinh \left( \frac{\omega}{2} \right)} P(d\omega) X P(d\omega')
\]

\[
= \int_{-\infty}^{\infty} d\omega d\omega' \int_{-\infty}^{\infty} dt \frac{\pi e^{i(\omega-\omega') t}}{2 \cosh^2(\pi t)} P(d\omega) X P(d\omega')
\]

\[
= \frac{\pi}{2} \int \frac{dt}{\cosh^2(\pi t)} X(t). \tag{F.11}
\]

Plugging $X = -2\Phi(f)$ in the above expression we find that the first order correction to the relative modular operator is

\[
K_{\Omega f\lambda}^{(1)} = -\pi \int \frac{dt}{\cosh^2(\pi t)} \Phi_J(f). \tag{F.12}
\]
Now, consider the second order term:
\[
\left[(\Phi_f)_{i/2}(f), \mathcal{F}(ad_{-K})(\Phi_f)_{i/2}(f)\right] = \int d\omega d\omega' d\omega'' P(d\omega)\Phi_f P(d\omega')\Phi_f P(d\omega'') \times e^{-(\omega-\omega'')} / 2 \left(\mathcal{F}(\omega'' - \omega') - \mathcal{F}(\omega' - \omega)\right). \quad (F.13)
\]
Since we are only considering free fields we focus on the part of the above commutator that
is proportional to the identity operator by setting \(\omega = \omega''\). This “diagonal term” is
\[
\int d\omega d\omega' (\omega - \omega') \sinh(\omega - \omega') 1 - \cosh(\omega - \omega') P(d\omega)\Phi_f P(d\omega')\Phi_f P(d\omega). \quad (F.14)
\]
We use the identity
\[
(\omega - \omega') - \sinh(\omega - \omega') 1 - \cosh(\omega - \omega') = -\pi \int_{-\infty}^{\infty} dt ds \frac{ds}{\cosh(\pi t) \cosh(\pi s)} g(s - t) \left(e^{i(\omega - \omega')(s - t)} - e^{-i(\omega - \omega')(s - t)}\right)
\]
to write the (F.13) as
\[
-\pi \int_{-\infty}^{\infty} dt ds \frac{ds}{\cosh(\pi t) \cosh(\pi s)} g(s - t)[\Phi_f(t), \Phi_f(s)]. \quad (F.15)
\]
Plugging (F.12) and (F.15) back into (F.9) we obtain
\[
K_{\Omega f_A} - K_{\Omega} = 2\lambda^2 \langle \Phi(f)^2 \rangle - \pi \lambda \int \frac{dt}{\cosh^2(\pi t)} \Phi_f(f_t) + \pi \lambda^2 \int_{-\infty}^{\infty} dt ds \frac{ds}{\cosh(\pi t) \cosh(\pi s)} g(s - t)[\Phi_f(t), \Phi_f(s)] \quad (F.16)
\]
as was promised in section 4.

F.2 Real-time method

Now, we reproduce the BCH answer above using the perturbation theory in \(\lambda\) discussed in section 3. We show that there are non-trivial cancellations between the commutator terms and contact terms that make all terms of order \(\lambda^3\) and higher vanish.

From the analysis of section 3, for states \(|f_\lambda\rangle = e^{-\lambda \Phi(f)}\), we have
\[
S_{\Omega f_A} = e^{\lambda \Phi(f)} S_\Omega, \quad \Delta_{\Omega f_A} = \Delta_{\Omega}^{1/2} e^{2\lambda \Phi_f} \Delta_{\Omega}^{1/2}, \quad \alpha_{\Omega f_A} = 1 - e^{2\lambda \Phi(f)} J, \quad (F.17)
\]
\[
\delta = 2 \frac{1 - e^{2\lambda \Phi_f}}{1 + e^{2\lambda \Phi_f}} = -2 \tanh(\lambda \Phi_f(f)) = -2\lambda \Phi_f(f) + \frac{2\lambda^3}{3} \Phi_f(f)^3 - \frac{4\lambda^5}{15} \Phi_f(f)^5 + \cdots \quad (F.18)
\]
Using the result of section 3.3 we expand the relative modular operator as
\[
K_{\Omega f_A} = K_{\Omega} + 2\lambda^2 \langle \Phi(f)^2 \rangle + \sum_{m=1}^{\infty} Q_m. \quad (F.19)
\]
We need the following commutators:
\[
[[\delta_{(t_1)}, \delta_{(t_2)}]] = 4\lambda^2 [\Phi_f(f_{t_1}), \Phi_f(f_{t_2})] - \frac{4\lambda^4}{3} \left([\Phi_f^2(f_{t_0}), \Phi_f(f_{t_1})] + [\Phi_f(f_{t_0}), \Phi_f^2(f_{t_1})]\right) + O(\lambda^6),
\]
\[
[[\delta_{(t_1)}, \delta_{(t_2)}], \delta_{(t_3)}] = \frac{8\lambda^5}{3} \left([[\Phi_f(f_{t_1}), \Phi_f(f_{t_2})]^2, \Phi_f(f_{t_3})] + [[\Phi_f(f_{t_1})^3, \Phi_f(f_{t_2})], \Phi_f(f_{t_3})]\right) + O(\lambda^7).
\]
Other nested commutators that appear in the expansion can be checked to be $O(\lambda^6)$ and higher. To find the contact terms we also need the following terms:

$$\delta(t)^3 = -8\lambda^3 \Phi_J(f_t)^3 + 8\lambda^5 \Phi_J(f_t)^5 + O(\lambda^6),$$  \hspace{1cm} (F.20)

$$\{\delta(t_1), [\delta(t_1), \delta(t_2)^2]\} = 16\lambda^4 \left\{ \Phi_J(f_{t_1})[\Phi_J(f_{t_1}), \Phi_J(f_{t_2})] \right\}. $$  \hspace{1cm} (F.21)

Then, the first term in the expansion for the relative modular Hamiltonian is the operator

$$Q_1 = \frac{\pi}{2} \int \frac{dt}{\cosh^2(\pi t)} \delta(t) = \frac{\pi}{2} \int \frac{dt}{\cosh^2(\pi t)} \left( -2\lambda \Phi_J(f_t) + \frac{2\lambda^3}{3} \Phi_J(f_t)^3 - \frac{4\lambda^5}{15} \Phi_J(f_t)^5 + O(\lambda^6) \right). $$  \hspace{1cm} (F.22)

The next term is

$$Q_2 = \frac{\pi}{4} \int dt_1 dt_2 \frac{g(t_2-t_1)}{\cosh(\pi t_1)\cosh(\pi t_2)} \left( 4\lambda^2 [\Phi_J(f_{t_1}), \Phi_J(f_{t_2})] - \frac{8\lambda^4}{3} [\Phi_J(f_{t_1}), \Phi_J(f_{t_2})^3] + O(\lambda^6) \right).$$

Putting these together we already reproduce the result

$$K_{\Omega f_3} - K_{\Omega} = 2\lambda^2 (\Phi(f))^2 - \pi \lambda \int \frac{dt}{\cosh^2(\pi t)} \Phi_J(f_t) + \pi \lambda^3 \int_{-\infty}^{\infty} \frac{dt ds}{\cosh(\pi t) \cosh(\pi s)} g(s-t) [\Phi_J(t), \Phi_J(s)] + O(\lambda^5). $$  \hspace{1cm} (F.23)

Now, we need to show that all higher order terms in $\lambda$ cancel for free fields. In this case, the commutator of fundamental fields is proportional to the identity operator, hence we obtain

$$Q^\text{free}_2 = \int dt_1 dt_2 \frac{g(t_2-t_1)}{\cosh(\pi t_1)\cosh(\pi t_2)} \left( \pi \lambda^2 [\Phi_J(f_{t_1}), \Phi_J(f_{t_2})] - 2\pi \lambda^4 [\Phi_J(f_{t_1}), \Phi_J(f_{t_2})] [\Phi_J(f_{t_2})^3] + O(\lambda^6) \right).$$

The terms $Q_m$ with $m > 2$ in (3.39), in addition to the nested commutators $I_m$ also include contact terms that we denoted by $P_m$. The third term $Q_3$ splits according to

$$Q_3 = I_3 + P_3$$

$$I_3 = \frac{4\pi \lambda^5}{9} \int dt_1 dt_2 dt_3 \frac{g(t_2-t_1)g(t_3-t_2)}{\cosh(\pi t_1)\cosh(\pi t_3)} \left( \{[\Phi_J(f_{t_1}), \Phi_J(f_{t_2})^3], [\Phi_J(f_{t_2}), \Phi_J(f_{t_3})]\} + \{[\Phi_J(f_{t_1}), \Phi_J(f_{t_2})], [\Phi_J(f_{t_2})^3], \Phi_J(f_{t_3})\}\right)$$

$$\quad + O(\lambda^6)$$

$$P_3 = \frac{\pi}{24} \int \frac{dt}{\cosh^2(\pi t)} \left[ -8\lambda^3 \Phi_J(f_t)^3 + 8\lambda^5 \Phi_J(f_t)^5 + O(\lambda^6) \right]. $$  \hspace{1cm} (F.24)

Specialising to free field theory, we obtain the following simplification for $Q_3$:

$$I^\text{free}_3 = \frac{8\pi \lambda^5}{3} \int dt_1 dt_2 dt_3 \frac{g(t_2-t_1)g(t_3-t_2)}{\cosh(\pi t_1)\cosh(\pi t_3)} \left( \Phi_J(f_{t_2})[\Phi_J(f_{t_1}), \Phi_J(f_{t_2})][\Phi_J(f_{t_2})], \Phi_J(f_{t_3})\right)$$

$$\quad + \Phi_J(f_{t_1})[\Phi_J(f_{t_1}), \Phi_J(f_{t_2})][\Phi_J(f_{t_2}), \Phi_J(f_{t_3})]\right)$$

$$P^\text{free}_3 = \frac{\pi}{3} \int \frac{dt}{\cosh^2(\pi t)} \left[ -\lambda^3 \Phi_J(f_t)^3 + \lambda^5 \Phi_J(f_t)^5 \right]. $$  \hspace{1cm} (F.25)
The same analysis can be applied to $Q_4$:

$$Q_4 = I_4 + P_4$$

$$I_4 = O(\lambda^6)$$

$$P_4 = \frac{\pi}{2} \lambda^4 \int dt_1 dt_2 \frac{g(t_2 - t_1)}{\cosh(\pi t_1) \cosh(\pi t_2)} \left( \Phi_J(f_{t_2})[\Phi_J(f_{t_1}), \Phi_J(f_{t_2})]^2 + [\Phi_J(f_{t_1}), \Phi_J(f_{t_2})]^2 \Phi_J(f_{t_2}) \right) + O(\lambda^6)$$

which also simplify for free fields

$$P_{4,\text{free}}^4 = 2\pi \lambda^4 \int dt_1 dt_2 \frac{g(t_2 - t_1)}{\cosh(\pi t_1) \cosh(\pi t_2)} \left( \Phi_J(f_{t_2})^2[\Phi_J(f_{t_1}), \Phi_J(f_{t_2})] \right).$$

Finally, the last term that can contribute to order $\lambda^5$ is

$$Q_5 = I_5 + P_5$$

$$I_5 = O(\lambda^7)$$

$$P_5 = \frac{\pi}{40} \int \frac{g(t_2 - t_1)g(t_3 - t_2)}{\cosh(\pi t_1) \cosh(\pi t_3)} \left[ \delta(t_1)^3 \delta(t_2)^2 \delta(t_3) + \delta(t_2)^2 \delta(t_3)^2 \delta(t_3) + \delta(t_1)^2 \delta(t_3)^2 \delta(t_2)^2 
+ \delta(t_1) \delta(t_2) \delta(t_3)^3 + \delta(t_1) \delta(t_2)^2 \delta(t_3) \delta(t_2) + \delta(t_1)^2 \delta(t_2) \delta(t_3) \delta(t_1) - \delta(t_1)^2 \delta(t_2) \delta(t_3)^2 \delta(t_2) - \delta(t_2)^2 \delta(t_3)^2 \delta(t_1) \delta(t_2)^2 + \delta(t_1) \delta(t_2)^3 \delta(t_3)^2 \right].$$

Specializing to free field theory, we find

$$P_{5,\text{free}}^5 = \frac{-8\pi \lambda^5}{3} \int dt_1 dt_2 dt_3 \frac{g(t_2 - t_1)g(t_3 - t_2)}{\cosh(\pi t_1) \cosh(\pi t_3)} \Phi_J(f_{t_1})[\Phi_J(f_{t_1}), \Phi_J(f_{t_2})][\Phi_J(f_{t_1}), \Phi_J(f_{t_3})]$$

$$+ \frac{8\pi \lambda^5}{3} \int \frac{g(t_2 - t_1)g(t_3 - t_2)}{\cosh(\pi t_1) \cosh(\pi t_3)} \Phi_J(f_{t_2})[\Phi_J(f_{t_2}), \Phi_J(f_{t_3})][\Phi_J(f_{t_2}), \Phi_J(f_{t_1})]$$

$$- \frac{\pi \lambda^5}{5} \int dt \frac{\Phi_J(f)^5}{\cosh^2(\pi t)} + O(\lambda^6).$$

Putting all this together we find that all the $O(\lambda^3, \lambda^4, \lambda^5)$ terms cancel explicitly.

G Commutator of Euclidean evolved operators

In the expression for the relative modular Hamiltonian $K_{\Phi I}$ we found in section 3 various commutators of $\phi^{(1)}_2$ and $\phi^{(1)}_{-2}$ appear; see (3.48). It is clear that

$$\left[ \phi^{(1)}_{\pm 2}(t), \phi^{(1)}_{\mp 2}(s) \right] = \Delta^{\pm \frac{3}{2}} \left[ \phi^{(1)}(t), \phi^{(1)}(s) \right] \Delta^{\pm \frac{3}{2}}. \quad (G.1)$$

However, the commutators $\left[ \phi^{(1)}_{\pm 2}(t), \phi^{(1)}_{\pm 2}(s) \right]$ are more subtle. In this appendix, we comment on this type of commutators using the spectral decomposition of the modular operator.
The Euclidean commutator

\[ [\Phi(f)_{i/2}, \Phi(g)_{-i/2}] = \int d\omega d\omega' d\omega'' \left( e^{\omega' - \frac{\omega'}{2} - \frac{\omega''}{2}} - e^{\omega' - \frac{\omega'}{2} - \frac{\omega''}{2}} \right) P(d\omega) \Phi(f) P(d\omega') \Phi(g) P(d\omega'') \]

is convergent for a nice enough function \( f \). Naively, one might have thought that the commutator \( (G) \) can be computed by comparing the perturbative expansion of section 3 for unitary states \( e^{i\lambda \Phi(f)}|\Omega\rangle \) with the exact answer from the BCH expansion. However, as we show below, formal manipulation of the commutator, indeed, reproduces the same result for the relative modular Hamiltonian of unitary states we obtained in section 3:

\[ K e^{i\lambda \Phi(f)} e^{-i\lambda \Phi(f)} = K + i\lambda [\log \Delta, \Phi(f)] - \frac{(i\lambda)^2}{2} [[\log \Delta, \Phi(f)], \Phi(f)] + O(\lambda^3), \]

(G.2)

In free theories, from the fact that commutators of fundamental fields is central we expect the commutator \([\Phi(f)_{i/2}, \Phi(g)_{-i/2}]\) to be proportional to the identity operator:

\[ -2 \int d\omega d\omega' \sinh(\omega - \omega') P(d\omega) \Phi(f) P(d\omega') \Phi(g) P(d\omega). \]

(G.3)

This is simply the Fourier transform of the statement that we are considering commutators of Euclidean evolved operators and leads to no insight about them.

We again stress these are formal manipulations and we are not concerned with domain questions and closeability in the following. Therefore, in this appendix, we do not perform the smearing we discussed earlier in appendix D.

To obtain intuition about how this commutator reproduces the correct answer for unitary states we go through this example step by step. Consider a unitary state \( U = e^{i\lambda \Phi(f)} \). The relative modular operator

\[ \Delta U|\Omega\rangle = e^{i\lambda \Phi(f)} \Delta e^{-i\lambda \Phi(f)}. \]

(G.4)

Define

\[ a = \left( e^{i\lambda \Phi(f)} \right)_{-i/2} \left( e^{-i\lambda \Phi(f)} \right)_{i/2} \]

\[ \Phi_{i/2} \equiv \Delta^{1/2} \Delta^{-1/2}. \]

(G.5)

Since the state \( U \) creates is already normalized we expand \( a \) in \( \lambda \) to find

\[ a = 1 + \lambda a_1 + \frac{\lambda^2}{2} a_2 + O(\lambda^3) \]

\[ a_1 = i \left( \Phi_{-i/2}(f) - \Phi_{i/2}(f) \right) \]

\[ a_2 = -\Phi_{-i/2}^2(f) - \Phi_{i/2}^2(f) + 2\Phi_{-i/2}(f)\Phi_{i/2}(f). \]

(G.6)
Following the notation in section 3 we expand $\delta$ in $\lambda$

$$
\delta = \frac{2(1-a)}{1+a} = -\lambda a_1 + \frac{\lambda^2}{2}(a_1^2 - a_2) + O(\lambda^3)
$$

$$
= \lambda \delta^{(1)} + \frac{\lambda^2}{2}\delta^{(2)} + O(\lambda^3)
$$

$\delta^{(1)} = i \left( \Phi_{1/2}(f) - \Phi_{-1/2}(f) \right)$

$\delta^{(2)} = [\Phi_{1/2}(f), \Phi_{-1/2}(f)]$. \hspace{1cm} (G.7)

Since $\delta$ starts at order $\lambda$ then if we are interested in the modular Hamiltonian up to the second order in $\lambda$ we only need

$$
Q_0 = \frac{\pi}{2} \int \frac{dt}{\cosh^2(\pi t)} \delta(t) = \int_0^\infty d\beta \frac{\Delta^{1/2}}{\Delta + \beta} \frac{\Delta^{1/2}}{\Delta + \beta} 
$$

$$
Q_1 = \frac{\pi}{4} \int \frac{dtds}{\cosh(\pi t) \cosh(\pi s)} g(s-t)[\delta(t), \delta(s)]
$$

$$
= \int_0^\infty d\beta \frac{\Delta^{1/2}}{\Delta + \beta} \frac{\Delta - \beta}{2(\Delta + \beta)} \frac{\Delta^{1/2}}{\Delta + \beta} 
$$

where we have used the following two integrals

$$
\frac{\Delta^{1/2}}{\Delta + \beta} = \int_{-\infty}^{\infty} \frac{d\beta}{\cosh(\pi t)} \Delta^{-it}
$$

$$
\frac{\Delta - \beta}{2(\Delta + \beta)} = \int_{-\infty}^{\infty} dt \beta \Delta^{-it}.
$$

(G.9)

Expanding the relative modular Hamiltonian we have

$$
K_{U\Omega} = K_\Omega + \lambda K^{(1)} + \frac{\lambda^2}{2} K^{(2)} + O(\lambda^3)
$$

$$
K^{(1)} = \frac{\pi}{2} \int \frac{dt}{\cosh^2(\pi t)} \delta^{(1)}(t) 
$$

$$
K^{(2)} = \frac{\pi}{2} \int \frac{dt}{\cosh^2(\pi t)} \delta^{(2)}(t) + \frac{\pi}{2} \int \frac{dtds}{\cosh(\pi t) \cosh(\pi s)} g(s-t)[\delta^{(1)}(t), \delta^{(1)}(s)]
$$

We would like to compare this answer with the result we found in (4.12)

$$
K_{U\Omega} = e^{i\lambda \Phi} Ke^{-i\lambda \Phi} = K + i \lambda [\log \Delta, \Phi(f)] - \frac{(i\lambda)^2}{2} [\log \Delta, \Phi(f)], \Phi(f)]
$$

$$
= K - \lambda \Phi(D f) - \frac{\lambda^2}{2} \langle f, \Delta D f \rangle
$$

(G.10)

where $D = x^1 \partial_0 - x^0 \partial_1$ is the generator of boost.
The operator $K^{(1)}$ written using the spectral decomposition of $\Delta$ in (F.10) is

$$K^{(1)} = \frac{i\pi}{2} \int \frac{dt}{\cosh^2(\pi t)} \left( e^{iK(t+i/2)}\Phi(f) e^{-iK(t-i/2)} - e^{iK(t-i/2)}\Phi(f) e^{-iK(t+i/2)} \right)$$

$$= \frac{i\pi}{2} \int d\omega d\omega' \int \frac{dt}{\cosh^2(\pi t)} \left( e^{i(t+i/2)(\omega-\omega')} - e^{i(t-i/2)(\omega-\omega')} \right) P(d\omega)\Phi(f) P(d\omega')$$

$$= -i \int d\omega d\omega' (\omega-\omega') P(d\omega)\Phi(f) P(d\omega') = i[\Phi(f), K] \quad (G.11)$$

where we have used the fact $\int d\omega P(\omega) = I$. This is the correct answer at order $\lambda$. At the second order we expect to find

$$- [\{K, \Phi(f)\}, \Phi(f)] = \int d\omega d\omega' d\omega'' (2\omega' - \omega - \omega'') P(d\omega)\Phi(f) P(d\omega')\Phi(f) P(d\omega'') \quad (G.12)$$

We show this explicitly below.

At the second order in $\lambda$ we have two terms, first

$$\frac{\pi}{2} \int \frac{dt}{\cosh^2(\pi t)} \delta^{(2)} = \frac{\pi}{2} \int d\omega d\omega' d\omega'' \int \frac{dt}{\cosh^2(\pi t)} P(d\omega)\Phi(f) P(d\omega')\Phi(f) P(d\omega'') \times \left( e^{\omega'} e^{i\omega(t+i/2)} e^{-i\omega''(t-i/2)} - e^{-\omega'} e^{i\omega(t-i/2)} e^{-i\omega''(t+i/2)} \right)$$

$$= \int d\omega d\omega' d\omega'' P(d\omega)\Phi(f) P(d\omega')\Phi(f) P(d\omega'') (\omega-\omega'') \left( \frac{e^{\omega'}}{e^{\omega'} - e^{\omega''}} + \frac{e^{-\omega'}}{e^{-\omega'} - e^{-\omega''}} \right)$$

and the second term

$$\int_0^\infty d\beta \frac{\Delta^{1/2}}{\Delta + \beta} \frac{\Delta - \beta}{\Delta + \beta} \frac{\alpha^{1/2}}{\Delta + \beta} = - \int_0^\infty d\beta \int d\omega d\omega' d\omega'' P(d\omega)\Phi(f) P(d\omega')\Phi(f) P(d\omega'') \left( \frac{e^{-\omega'/2}}{e^{-\omega'} + \beta} \frac{e^{-\omega''/2}}{e^{-\omega''} + \beta} \right) \times \left( e^{-\omega'/2 + \omega''/2 - \omega'} - e^{-\omega'/2 + \omega''/2 - \omega'} + e^{\omega'/2 - \omega''/2} \right). \quad (G.13)$$

The $\beta$ integral can be performed explicitly to give

$$\int_0^\infty d\beta \left( \frac{e^{-\omega'/2}}{e^{-\omega'} + \beta} \frac{e^{-\omega''/2}}{e^{-\omega''} + \beta} \right) = \frac{1}{4} \cosh \left( \frac{\omega - \omega'}{2} \right) \cosh \left( \frac{\omega' - \omega''}{2} \right) \left( \omega + \omega'' - 2\omega' \right)$$

$$+ (\omega - \omega'') \frac{\sinh \left( \frac{\omega + \omega'' - 2\omega'}{2} \right)}{\sinh(\omega - \omega') - \sinh(\omega - \omega'')} + \sinh(\omega' - \omega''). \quad (G.14)$$

Plugging this back in (G.13) and adding both $\lambda^2$ terms we find

$$\int d\omega d\omega' d\omega'' P(d\omega)\Phi(f) P(d\omega')\Phi(f) P(d\omega'') (2\omega' - \omega - \omega'') = 2\Phi(f)K\Phi(f) - K\Phi(f)^2 - \Phi(f)^2K$$

$$= -[[K, \Phi(f)], \Phi(f)] \quad (G.15)$$

which is consistent with the result in (G.10).
H Domain issues

Consider the relative modular operator between $\mathcal{O}|\Omega\rangle$ and $|\Omega\rangle$.

H.1 Bounded $\mathcal{O}$

First consider $\mathcal{O} \in \mathcal{A}$. Then, we have with $S_0 = \overline{\mathcal{S}}_\Omega \mathcal{O}^*$, $S_0^\dagger = \mathcal{S}_\Omega^* a$, $a \in \mathcal{A}$ and $a' \in \mathcal{A}'$,

\[
S_0[a|\Omega\rangle] = a^*\mathcal{O}|\Omega\rangle \\
S_0^\dagger[a'|\Omega\rangle] = a'^*\mathcal{O}|\Omega\rangle
\]

as needed. Thus, we conclude $S_0 \subset \overline{\mathcal{S}}_\Omega \mathcal{O}^*$ and $S_0^\dagger \subset S_\Omega^* \mathcal{O}$ in the domains indicated. This automatically implies that the true relative modular operator extends the quadratic form $S_0^\dagger S_0$ defined on the domain above. What we mean is

\[
||\Delta^{1/2}_{\Omega}a|\Omega\rangle||^2 = \langle \Omega|\mathcal{O}^* aa^*|\Omega\rangle = \langle \Omega|\mathcal{O}^* \mathcal{O} \Delta_{\Omega} \mathcal{O}^* a|\Omega\rangle.
\]

Of course to carry out perturbation theory, $\mathcal{O} \in \mathcal{A}_T$, as discussed previously.

Similarly, with $\mathcal{O} \in \mathcal{A}$ and $\mathcal{O}^{-1} \in \mathcal{A}$, we have with $T_0 = (\mathcal{O}^*)^{-1} \overline{\mathcal{S}}_\Omega$ and $T_0^\dagger = S_\Omega^* \mathcal{O}^{-1}$, we get

\[
T_0[a|\Omega\rangle] = a^*|\Omega\rangle \\
T_0^\dagger[a'|\Omega\rangle] = a'^*|\Omega\rangle,
\]

and we get

\[
||\Delta^{1/2}_{\Omega} a|\Omega\rangle||^2 = \langle \Omega|aa^*|\Omega\rangle = \langle \Omega|\mathcal{O}^* \mathcal{O} \Delta_{\Omega}^{-1} \mathcal{O}^* \Delta_{\Omega}^{1/2} a|\Omega\rangle.
\]

In principle, the same results occur if we restrict the operators $a \in \mathcal{A}_T \subset \mathcal{A}$ the Tomita algebra.

H.2 Unbounded $\mathcal{O}$

In the case when $\mathcal{O}$ is unbounded one needs to be careful. WLOG, we can choose $\mathcal{O} = \exp(\beta \Phi)$ to be of exponential form. Then, the issue arises because vectors of the form $a|\Omega\rangle$ with $a \in \mathcal{A}$, are not in the domain of the local operators $\Phi$ while vectors of the form $a'|\Omega\rangle$, $a' \in \mathcal{A}'$ are (see lemma 2.3 in [54]). To navigate around this, one uses the Tomita algebra. We note

\[
\mathcal{a}_T|\Omega\rangle = (\mathcal{a}_T^*)^*|\Omega\rangle = J \Delta_{\Omega}^{1/2}(\mathcal{a}_T^*)|\Omega\rangle = J a_T^*(i/2)J|\Omega\rangle = b_T^*|\Omega\rangle \\
b_T^* = J a_T^*(i/2)J.
\]

Here $a_T(i/2)$ is the analytic continuation of the modular evolved operator $a_T(t)$ evaluated at $t = i/2$. Formally, $a_T(i/2) = \Delta_{\Omega}^{1/2} a_T \Delta_{\Omega}^{-1/2}$. But it is more rigorous to think of $a_T(i/2)$ as simply the analytically continued operator $a_T(z)$ evaluated at $z = i/2$.

Now, $b_T^*$ is a bounded operator in the commutant. Here we have used the fact that arbitrary complex powers of $\Delta_{\Omega}$ induce automorphisms of the Tomita algebra.
Then, for the case where $|\psi\rangle = \exp(\beta \Phi)|\Omega\rangle$, we get with $X_0 = \tilde{S}_\Omega \mathcal{O}$, $Y_0 = \mathcal{O}^{-1} \tilde{S}_\Omega$, using the previous result,

$$
X_0[a_T|\Omega\rangle] = a_T^r|\psi\rangle,
$$

$$
Y_0[a_T|\psi\rangle] = a_T^r|\Omega\rangle,
$$

and the previous relations for the quadratic forms continue to hold here.

### H.3 Domain of perturbation theory

In our real time perturbation theory, for the definitions of $\delta$ to make sense, we need to work in the common domain of the operators $\Delta_0^{1/2}(\Delta + \beta)^{-1}$ and $\Delta_0^{-1/2}\Delta(\Delta + \beta)^{-1}$.

First let us consider the case where $\Delta = \Delta_\Omega \Psi$, the relative modular operator between the vacuum and $|\Psi\rangle = \Psi|\Omega\rangle$, with $|\Psi\rangle$ invertible. $\Delta_0 = \Delta_\Omega$, the modular operator of the vacuum. We choose $a \in A_T(\Omega)$, the Tomita algebra of the vacuum state.

Using the integral representation,

$$
(\Delta + \beta)^{-1}a|\Psi\rangle = \frac{i}{2} \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t + i\epsilon))} \beta^{-it} \Delta^t a|\Psi\rangle
$$

$$
= \frac{i}{2} \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t + i\epsilon))} \beta^{-it} \sigma^\Omega_t(a) \Delta^t|\Psi\rangle
$$

$$
= \frac{i}{2} \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t + i\epsilon))} \beta^{-it} \sigma^\Omega_t(a)|D\Omega : D\Psi|_t|\Psi\rangle,
$$

where $\sigma^\Omega_t(a)$ is the modular flow of $a$ and $[D\Omega : D\Psi]|_t$ is the cocycle. Obviously, the $\epsilon \to 0$ limit exits on the r.h.s.

We observe that the integrand above is in the domain of $\Delta_0^{1/2}$. And, we get

$$
\Delta_0^{1/2} \sigma^\Omega_t(a)[D\Omega : D\Psi]|_t|\Psi\rangle = \sigma^\Omega_t(-i/2)(a) J \Psi^* [D\Omega : D\Psi]|_t|\Omega\rangle
$$

where, by definition of the Tomita algebra, $\sigma^\Omega_t(a)$ is an analytic function of $z$. We have also used $[D\Omega : D\Psi]|_t = [D\Psi : D\Omega]|_t$. Moreover, the vector on the r.h.s. seen as a function of $t$ is uniformly bounded. Therefore, for any $0 < \epsilon < 1$, the following integral exists,

$$
\int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t + i\epsilon))} \beta^{-it} \sigma^\Omega_t(-i/2)(a) J \Psi^* [D\Omega : D\Psi]|_t|\Omega\rangle. \tag{H.1}
$$

Since $\Delta_0^{1/2}$ is a closed operator, Hille’s theorem for the Bochner integral guarantees

$$
\int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t + i\epsilon))} \beta^{-it} \sigma^\Omega_t(a)[D\Omega : D\Psi]|_t|\Psi\rangle \in D(\Delta_0^{1/2}). \tag{H.2}
$$

and also

$$
\Delta_0^{1/2} \int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t + i\epsilon))} \beta^{-it} \sigma^\Omega_t(a)[D\Omega : D\Psi]|_t|\Psi\rangle
$$

$$
= \int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t + i\epsilon))} \beta^{-it} \sigma^\Omega_t(-i/2)(a) J \Psi^* [D\Omega : D\Omega]|_t|\Omega\rangle
$$

$$
= \int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t + i\epsilon))} \beta^{-it} \sigma^\Omega_t(-i/2)(a) J \Psi^* \Delta^t_{\Psi}|_t|\Omega\rangle. \tag{H.3}
$$
Since $|\Omega\rangle$ is in the domain of $\Delta_{\Psi,\Omega}^{1/2}$, the vector valued function $\Delta_{\Psi,\Omega}^{i\beta/2}|\Omega\rangle$ is analytic in the strip $\{ z : -1/2 < \text{Im}(z) < 0 \}$. This means $J\Psi^*\Delta_{\Psi,\Omega}^{i\beta/2}|\Omega\rangle$ is analytic in the strip $\{ z : 0 < \text{Im}(z) < 1/2 \}$ by the antilinearity of $J$. Therefore, $\sigma_{\Omega,z-1/2}(a)J\Psi^*\Delta_{\Psi,\Omega}^{i\beta/2}|\Omega\rangle$ is analytic in this strip. Then, one can use the Cauchy theorem to write,

$$
\Delta_0^{1/2}\int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t+i\epsilon))} \beta^{-it}\sigma_t^{\Omega}(a)[D\Omega : D\Psi]|\Psi\rangle
$$

$$
= -i\sqrt{\beta}\int_{-\infty}^{\infty} \frac{dt}{\cosh(\pi(t+i\epsilon))} \beta^{-it}\sigma_t^{\Omega}(a)J\Psi^*\Delta_{\Psi,\Omega}^{it+1/2}|\Omega\rangle.
$$

This implies, by the dominated convergence theorem

$$
\lim_{\epsilon \to 0} \Delta_0^{1/2}\left( \int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t+i\epsilon))} \beta^{-it}\sigma_t^{\Omega}(a)[D\Omega : D\Psi]|\Psi\rangle \right)
$$

$$
= -i\sqrt{\beta}\int_{-\infty}^{\infty} \frac{dt}{\cosh(\pi t)} \beta^{-it}\sigma_t^{\Omega}(a)J\Psi^*\Delta_{\Psi,\Omega}^{it+1/2}|\Omega\rangle.
$$

Obviously the last integral converges. Since $\Delta_0^{1/2}$ is a closed operator, this is sufficient to guarantee $a|\Psi\rangle$ is in the domain of $\Delta_0^{1/2}\Delta(\Delta + \beta)^{1/2}$. Next we look at

$$
\Delta_0^{-1/2}\Delta(\Delta + \beta)^{1/2}a|\Psi\rangle.
$$

Again, an integral representation tells us

$$
\Delta(\Delta + \beta)^{1/2}a|\Psi\rangle = -\frac{i}{2} \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} \frac{dt}{\sinh(\pi(t+i\epsilon))} \beta^{-it}\sigma_t^{\Omega}(a)\Delta^{it}|\Psi\rangle.
$$

Using an argument very similar to the previous ones and using Cauchy’s theorem we are able to write

$$
\Delta(\Delta + \beta)^{1/2}a|\Psi\rangle = \frac{1}{2\sqrt{\beta}} \int_{-\infty}^{\infty} \frac{dt}{\cosh(\pi t)} \beta^{-it}\sigma_t^{\Omega}(a)\Delta^{it}\Delta^{1/2}|\Psi\rangle.
$$

Next, we note

$$
\Delta^{1/2}|\Psi\rangle = J_{\Psi,\Omega}|\Omega\rangle = \Theta_{\Psi,\Omega}|\Omega\rangle,
$$

where $\Theta_{\Psi,\Omega} = J_{\Psi,\Omega}J_{\Omega}$ is the conjugation cocycle which is a unitary in the commutant. This implies

$$
\Delta(\Delta + \beta)^{1/2}a|\Psi\rangle = \frac{1}{2\sqrt{\beta}} \int_{-\infty}^{\infty} \frac{dt}{\cosh(\pi t)} \beta^{-it}\sigma_t^{\Omega}(a)\Delta^{it}\Theta_{\Psi,\Omega}|\Omega\rangle.
$$

Finally, we can use

$$
\Delta^{it} := \Delta_{\Psi,\Omega}^{it} = (\Delta_{\Psi,\Omega}^{i\beta})^{-it}.
$$

Here, the prime on the last term indicates the relative modular operator with respect to the commutant. This implies

$$
\Delta(\Delta + \beta)^{1/2}a|\Psi\rangle = \frac{1}{2\sqrt{\beta}} \int_{-\infty}^{\infty} \frac{dt}{\cosh(\pi t)} \beta^{-it}\sigma_t^{\Omega}(a)[D\Omega : D\Psi]|\Psi\rangle.
$$
where \([D\Psi : D\Omega]'_{-t} = (\Delta'_{\Psi\Omega})^{-it}(\Delta'_{\Omega})^{it}\) is the unitary cocycle in the commutant. Finally, we note that if \(b\) is in the Tomita algebra and \(|\alpha\rangle\) is in the domain of \(\Delta^{-1/2}_0\), then \(\Delta^{-1/2}_0 b|\alpha\rangle = \sigma_{t/2}(b)\Delta^{-1/2}_0|\alpha\rangle\). This shows that the integrand in the previous equation is in the domain of \(\Delta^{-1/2}_0\). Moreover, by Hille’s theorem again,

\[
\Delta_0^{-1/2} \int_{-\infty}^{\infty} \frac{dt}{\cosh(\pi t)} \beta^{-it}\sigma^\Omega_{t-i/2}(a)[D\Psi : D\Omega]'_{-t}\sigma^\Omega_{t}(\Theta_{\Psi\Omega})|\Omega\rangle
\]

we get that \(\Delta(\Delta + \beta)^{1/2}_0 a|\Psi\rangle\) is also in the domain of \(\Delta^{-1/2}_0\) since the latter integral converges.
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