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Abstract
Policy learning is a quickly growing area. As robotics and computers control day-to-day life, their error rate needs to be minimized and controlled. There are many policy learning methods and bandit methods with provable error rates that accompany them. We show an error or regret bound and convergence of the Deep Epsilon Greedy method which chooses actions with a neural network’s prediction. We also show that Epsilon Greedy method regret upper bound is minimized with cubic root exploration. In experiments with the real-world dataset MNIST, we construct a nonlinear reinforcement learning problem. We witness how with either high or low noise, some methods do and some do not converge which agrees with our proof of convergence.

1. Introduction and Related Work
In recent years, computer automation has taken control over many processes and tasks. Researchers have searched for the best methods for computers to optimize their performance. We call a method that chooses actions a ‘policy’. Many methods are shown to converge to the best possible policy over time with various assumptions, like the bandit assumption. The Epsilon Greedy method is one of the oldest methods (Sutton & Barto, 1998). And when the state/context of a system is constant, Epsilon Greedy is known to converge to the optimal policy (Auer et al., 2002). Other methods like Upper Confidence Bound (UCB) and Thompson Sampling also converge ((Auer et al., 2002), (Agrawal & Goyal, 2012)). When the state/context may change, the problem is more challenging. Many papers, including this one, will assume that the state is a random variable sampled at each time step and independent of past actions and rewards. This is known as unconfoundedness (Athey & Wager, 2021). And in ((Athey & Wager, 2021), (Xu et al., 2021)), convergence is shown for the Doubly Robust method. When state X is sampled on a low dimensional manifold, fast convergence is shown in (Chen et al., 2020). Other neural network based policy learning methods also converge (Zhou et al., 2020), (Rawson & Freeman, 2021). We will show convergence for Deep Epsilon Greedy method under reasonable assumptions and then discuss variations and generalizations. The convergence of policy learning depends on the policy and the neural network. The neural network’s convergence that we use goes back to (Györfi et al., 2002) which bounds the neural network’s parameter weights. This is equivalent to a Lipschitz bound on the employed class of neural networks (Zou et al., 2019).

2. Algorithm
First we describe the well known Epsilon Greedy method in Algorithm 1. We will use and analyze this algorithm throughout this paper. This method runs for M time steps and at each time step takes in a state vector, X_t, and chooses an action, D_t, from A = \{action_1, ..., action_K\}. The reward at each time step is recorded and the attempt is to maximize the total rewards received.

3. Results

Theorem 3.1. [(Györfi et al., 2002) Theorem 16.3] Let \( \Phi_n \) be a neural network with n parameters and the parameters are optimized to minimize MSE of the training data, \( S = \{(X_i, Y_i)\} \) where X and Y are almost surely bounded. Let the training data, be size n, and \( Y_i = R(x_i) \sim N(\mu_x, \sigma_x) \) where \( R: \mathbb{R}^m \rightarrow \mathbb{R} \). Then for n large enough,

\[
E_S \int |\Phi_n(x) - E(R(x))|^2 dP(x) \leq c \sqrt{\frac{\log(n)}{n}} \tag{1}
\]

for some \( c > 0 \).

Assume there are K actions to play. Let \( T_j(t) \) be the random variable equal to number of times action \( j \) is chosen in the first \( t - 1 \) steps. Let \( T_j^R(t) \) be the number of times action \( j \) is chosen in the first \( t - 1 \) steps by the uniform random branch of the algorithm. Let X be the state vector at some time step t and \( Y_i^j \) be the reward of action \( j \) at time step t both almost surely bounded. Let \( \mu_j(X) := E(Y_i^j|X) \). We’ll use * for an optimal action index, for example let
Algorithm 1 Deep Epsilon Greedy

Input:
M ∈ N : Total time steps
m ∈ N : Context dimension
X ∈ R^{M}\times m \text{ where state } X_t \in R^m \text{ for time step } t
A = \{ action_1, \ldots, action_K \} : \text{Available Actions}
Φ : R^m \rightarrow R : \text{Untrained Neural Network}
Reward : \mathbb{N}_{[1,K]} \rightarrow \mathbb{R}

Output:
D ∈ \mathbb{N}^M : \text{Decision Record}
R ∈ \mathbb{R}^M \text{ where } R_t \text{ stores the reward from time step } t

Begin:
for \( t = 1, 2, \ldots, M \) do
    for \( j = 1 \ldots K \) do
        \( \mu_{\text{action}_j} = \Phi_j, t(X_t) \) (predict reward)
    end
    \( \eta \sim \text{Uniform}(0,1) \)
    \( \epsilon_t = 1/t \)
    if \( \eta > \epsilon_t \) then
        \( D_t = \arg \max_{1 \leq j \leq K} \mu_{\text{action}_j} \)
    else
        \( \rho \sim \text{Uniform}(\{1, \ldots, K\}) \)
        \( D_t = A_\rho \)
    end
    \( R_t = \text{Reward}(D_t) \)
(Training Stage)
for \( j = 1 \ldots K \) do
    \( S_j = \{ l : 1 \leq l \leq t, D_l = j \} \)
    \( \text{TrainNNNet}(\Phi_{j, t-1}, \text{input} = X_{S_j}, \text{output} = R_{S_j}) \)
end
end

\( \mu_{\ast}(X) \) be the expectation of all optimal actions at \( X \). Let \( \Delta_{\ast}(X) := \max_0 \{ 0, \mu_{\ast}(X) - \mu_j(X) \} \). Let \( \epsilon_t = 1/t \). Let \( I_t \) be the action chosen at time \( t \). Assume state \( X \) is sampled from an unknown distribution i.i.d. at each time step \( t \).

Theorem 3.2. Assume there is optimality gap \( \delta > 0 \) with \( \delta \leq \Delta_{\ast}(X) \) for all \( j \) and \( X \) where \( j \) is suboptimal. Assume there is at least one suboptimal action for any context. With the assumptions from above and from Theorem 3.1, the Deep Epsilon Greedy method converges with expected regret approaching 0 almost surely. Let \( C_i \) be the constant from Theorem 3.1 for neural network \( i \) and let \( n_i \) be the minimal value of the training data size such that equation 1 holds. Set \( C_0 = 8\sqrt{2} \max C_i \) and \( t_0 = \exp(2K) \max \{ e, \max n_i \} \). Then for every \( t > t_0 \) with probability at least \( 1 - K \exp(-3\ln(t)/(2K)) \),

\[
\frac{\delta(tK)}{tK} \leq E_X E_t E_{R} \left[ R_{\ast}(X_t) - R(X_t) \right] \leq \frac{\max_i E_X \Delta_i(X_t)}{t} + K^{3/2} C_0 \frac{\ln(\ln(t)) - \ln(2K)}{\ln(t)}. \tag{2}
\]

The expectations in above equations refer to the specific time step \( t \). The probability refers to the stochastic policy’s choices at previous time steps, 1 to \( t - 1 \).

Theorem 3.3. Let \( \epsilon_t = 1/t^p \) where \( 0 < p < 1 \). Assume the assumptions of Theorem 3.2. Set \( C_0 = 8\sqrt{2} \max C_i \) and \( t_0 > (2(1-p)K)^{1/(1-p)} \). Then for every \( t > t_0 \) with probability at least

\[
1 - K \exp \left( -\frac{3(t - p + 1)}{2(1-p)} \ln(2K) \right).
\tag{4}
\]

The expectations in above equations refer to the specific time step \( t \). The probability refers to the stochastic policy’s choices at previous time steps, 1 to \( t - 1 \).

Proof in appendix.

Lemma 3.4. Recall that \( T_{i}^R(t) \) is the number of times action \( j \) is chosen in the first \( t - 1 \) steps by the branch of the algorithm. For the case \( \epsilon_t = 1/t \),

\[
\mathbb{P} \left( \bigwedge_{i=1}^{K} \left\{ T_{i}^R(t) \geq \ln(t)/(2K) \right\} \right) \geq 1 - K \exp \left( -\frac{3\ln(t)}{28K} \right). \tag{7}
\]

For the case \( \epsilon_t = 1/t^p \), where \( 0 < p < 1 \),

\[
\mathbb{P} \left( \bigwedge_{i=1}^{K} \left\{ T_{i}^R(t) \geq \frac{t - p + 1}{2(1-p)K} \right\} \right) \geq 1 - K \exp \left( -\frac{3(t - p)^{p+1}K}{28(1-p)K} \right). \tag{10}
\]

Proof of lemma 3.4, part I. Fix \( i \). Recall \( \epsilon_t = 1/t \). Following the proof of theorem 3 in (Auer et al., 2002),

\[
\mathbb{E}(T_{i}^R(t)) = \sum_{l=1}^{t-1} \mathbb{P}(\eta < \epsilon_l \land \rho = i) = \sum_{l=1}^{t-1} \mathbb{P}(\eta < \epsilon_l) \mathbb{P}(\rho = i)
\]

\[
= \sum_{l=1}^{t-1} \epsilon_l/K = \frac{1}{K} \sum_{l=1}^{t-1} l \geq \frac{1}{K} \ln(t).
\]

Set \( B(t) := \frac{1}{K} \sum_{l=1}^{t-1} \frac{1}{l} \). Then we have

\[
\mathbb{V}ar(T_{i}^R(t)) = \sum_{l=1}^{t-1} \epsilon_l (1 - \epsilon_l/K) \leq \frac{1}{K} \sum_{l=1}^{t-1} \epsilon_l = \frac{1}{K} \sum_{l=1}^{t-1} l = B(t).
\]
By Bernstein’s inequality
\[
\mathbb{P}(T_i^R(t) \leq B(t)/2) = \mathbb{P}(T_i^R(t) - B(t) \leq -B(t)/2) \\
\leq \exp \left( \frac{-B(t)^2/8}{\text{Var}(T_i^R(t)) + \frac{1}{3} B(t)/2} \right) \\
\leq \exp \left( \frac{-B(t)^2/8}{B(t) + \frac{1}{3} B(t)/2} \right) \\
\leq \exp \left( \frac{-3B(t)}{28} \right) \leq \exp \left( \frac{-3 \ln(t)}{28K} \right).
\]

So by union bound
\[
\mathbb{P} \left( \bigvee_{i=1}^{K} \{ T_i^R(t) \leq \ln(t)/(2K) \} \right) \\
\leq K \mathbb{P}(T_1^R(t) \leq \ln(t)/(2K)) \leq K \exp \left( \frac{-3 \ln(t)}{28K} \right).
\]

And
\[
\mathbb{P} \left( \bigvee_{i=1}^{K} \{ T_i^R(t) \geq \ln(t)/(2K) \} \right) \geq 1 - K \exp \left( \frac{-3 \ln(t)}{28K} \right).
\]

This prove Equation (7). A similar proof for Equation (9) is contained in the appendix.

**Proof of theorem 3.2.** Let \( \sigma \) be an optimal action at \( X_t \) and \( R \) the reward from the epsilon greedy method.

Let \( \Phi_{\sigma,t} \) be the trained neural network for action \( i \) and have \( t \) parameters. By lemma 3.4, with probability greater than \( 1 - K \exp(-3 \ln(t)/(28K)) \), \( T_i^R(t) \geq \ln(t)/(2K) \) for all \( i \). In this case, we have

\[
\mathbb{E}_X \mathbb{E}_I \mathbb{E}_R[R_s(X_t) - R(X_t)] \\
= \mathbb{E}_X [\mu_s(X_t) - \mathbb{E}_I \mathbb{E}_R R(X_t)] \\
= \mathbb{E}_X [\mu_s(X_t) - \sum_{i=1}^{K} \mu_i(X_t) \mathbb{P}(I_t = i|X_t)] \\
= \mathbb{E}_X \sum_{i} \Delta_i(X_t) \mathbb{P}(I_t = i|X_t) \\
= \sum_{i} \mathbb{E}_X \Delta_i(X_t) \mathbb{P}(I_t = i|X_t)
\]

Then
\[
\mathbb{E}_X [\Delta_i(X_t) \mathbb{P}(I_t = i|X_t)] \\
\leq \mathbb{E}_X [\Delta_i(X_t) \epsilon_i/K + \mathbb{P}(\Phi_{\sigma,t}(X_t) \geq \Phi_{\sigma,t}(X_t))]
\]

and, with Markov’s inequality,
\[
\mathbb{P}(\Phi_{\sigma,t}(X_t) \geq \Phi_{\sigma,t}(X_t)) \\
\leq \mathbb{P}(\Phi_{\sigma,t}(X_t) \geq \mu_s(X_t) + \Delta_i(X_t)/2) + \\
+ \mathbb{P}(\Phi_{\sigma,t}(X_t) \leq \mu_s(X_t) - \Delta_i(X_t)/2) \\
= \int_1^{1/\Phi_{\sigma,t}(X_t) \geq \mu_s(X_t) + \Delta_i(X_t)/2} dP_t + \\
+ \int_1^{1/\Phi_{\sigma,t}(X_t) \leq \mu_s(X_t) - \Delta_i(X_t)/2} dP_s \\
\leq \int_1^{1/|\Phi_{\sigma,t}(X_t) - \mu_s(X_t)|/2} dP_t + \\
+ \int_1^{1/|\Phi_{\sigma,t}(X_t) - \mu_s(X_t)|/2} dP_s \\
\leq \int_1^{\Phi_{\sigma,t}(X_t) - \mu_s(X_t)^2/4} dP_t + \\
+ \int_1^{\Phi_{\sigma,t}(X_t) - \mu_s(X_t)^2/4} dP_s
\]

Then
\[
\mathbb{E}_X [\Delta_i(X_t) \mathbb{P}(I_t = i|X_t)] \\
\leq \mathbb{E}_X \Delta_i(X_t) \epsilon_i/K + \\
+ \mathbb{E}_X \Delta_i(X_t) \int \frac{\Phi_{\sigma,t}(X_t) - \mu_s(X_t)}{\Delta_i(X_t)/2} dP_t + \\
+ \mathbb{E}_X \Delta_i(X_t) \int \frac{\Phi_{\sigma,t}(X_t) - \mu_s(X_t)}{\Delta_i(X_t)/2} dP_s \\
\leq \mathbb{E}_X \Delta_i(X_t) \epsilon_i/K + \\
+ \frac{4}{\delta} \int_{x_1 \neq \sigma} \int \Phi_{\sigma,t}(x_t) - \mu_s(x_t)^2 dP_t dP_{x_1} + \\
+ \frac{4}{\delta} \int_{x_1 \neq \sigma} \int |\Phi_{\sigma,t}(x_t) - \mu_s(x_t)|^2 dP_s dP_{x_1},
\]

by dominated convergence,
\[
\leq \mathbb{E}_X \Delta_i(X_t) \epsilon_i/K + \\
+ \frac{4}{\delta} \int \Phi_{\sigma,t}(x_t) - \mu_s(x_t)^2 dP_t dP_{x_1} + \\
+ \frac{4}{\delta} \int |\Phi_{\sigma,t}(x_t) - \mu_s(x_t)|^2 dP_s dP_{x_1},
\]

Recall that we are in the case that \( T_i^R(t) \geq \ln(t)/(2K) \) for all \( i \). Let \( C_i \) be the constant from Theorem 3.1 for neural network \( i \) and let \( n_i \) be the minimal value of the training data size such that equation 1 holds. Choose \( t_0 \geq \exp(2K \max(e, \max_i n_i)) \). Since the map \( x \mapsto \sqrt{\frac{\ln(x)}{x}} \) is monotone decreasing for \( x > e \), the above expression is
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further upper bounded by
\[
\begin{align*}
\leq \mathbb{E}_X \Delta_i(X_t) \frac{\epsilon_t}{K} + \frac{4C_t}{\delta} \sqrt{\frac{\ln(T_i(t))}{T_i(t)}} + \frac{4C_s}{\delta} \sqrt{\frac{\ln(T_s(t))}{T_s(t)}} \\
\leq \mathbb{E}_X \Delta_i(X_t) \frac{\epsilon_t}{K} + \frac{4C_t}{\delta} \sqrt{\frac{\ln(T_i^{\star}(t))}{T_i^{\star}(t)}} + \frac{4C_s}{\delta} \sqrt{\frac{\ln(T_s^{\star}(t))}{T_s^{\star}(t)}} \\
\leq \frac{\mathbb{E}_X \Delta_i(X_t) \epsilon_t}{tK} + \left[ \frac{4C_t}{\delta} + \frac{4C_s}{\delta} \right] \sqrt{\frac{\ln(\ln(t))/(2K)}{\ln(t)/(2K)}} + \frac{4C_t}{\delta} \sqrt{\frac{\ln(T_i^{\star}(t))}{T_i^{\star}(t)}} + \frac{4C_s}{\delta} \sqrt{\frac{\ln(T_s^{\star}(t))}{T_s^{\star}(t)}}
\end{align*}
\]

So
\[
\mathbb{E}_X \epsilon_i \mathbb{E}_R[R_s(X_t) - R(X_t)] = \mathbb{E}_X \epsilon_i \mathbb{E}_R[R_s(X_t)] = \sum_i \mathbb{E}_X \epsilon_i \mathbb{E}_R[R_s(X_t)] \mathbb{P}(I_t = i | X_t) \\
\leq \max_i \mathbb{E}_X \epsilon_i \mathbb{E}_R[R_s(X_t)] \mathbb{P}(I_t = i | X_t) + K^{3/2} \sqrt{\frac{4 \max_i C_t}{\delta} + \frac{4C_s}{\delta} \frac{\ln(\ln(t))/(2K)}{\ln(t)/(2K)}}
\]
from where (3) follows. To prove the lower bound, we have, for \(i\) not optimal, that
\[
\mathbb{E}_X \epsilon_i \mathbb{E}_R[R_s(X_t)] \mathbb{P}(I_t = i | X_t) \geq \mathbb{E}_X \epsilon_i \mathbb{E}_R[R_s(X_t)] \mathbb{P}(I_t = i | X_t) \geq \mathbb{E}_X \epsilon_i \mathbb{E}_R[R_s(X_t)] \mathbb{P}(I_t = i | X_t) \geq \delta/(tK).
\]

Then using the suboptimal action, assumed to exist, we get
\[
\mathbb{E}_X \epsilon_i \mathbb{E}_R[R_s(X_t) - R(X_t)] = \sum_i \mathbb{E}_X \epsilon_i \mathbb{E}_R[R_s(X_t)] \mathbb{P}(I_t = i | X_t) \geq \delta/(tK).
\]

\[\square\]

**Corollary 3.5.** The Epsilon Greedy method with any predictor, neural network or otherwise, with convergence of \(c \sqrt{\ln(n)}/n\), or better, will have regret converging to 0 almost surely.

**Remark 3.6.** With \(\epsilon_t = 1/t^p\) with \(p \leq 1\), enough samples will be taken to train an approximation to convergence. When \(p > 1\), the number of samples is finite and the approximation will not converge in general. This is called a starvation scenario since the optimal action is not sampled sufficiently.

**Corollary 3.7.** The optimal \(p\) for \(\epsilon_t = 1/t^p\) with the fastest converging upper bound of Theorem 3.2 for Deep Epsilon Greedy is \(p = 1/3\).

**Proof of Corollary 3.7.** From the above remark, we know \(p \leq 1\). First we show that \(0 < p < 1\) converges faster than \(p = 1\). Theorem 3.2 gives the bound of
\[
\max_i \mathbb{E}_X \Delta_i(X_t) \frac{tP}{K} + K^{3/2} \frac{C_0}{\delta} \sqrt{\frac{\ln(t) / \ln(2K)}{\ln(t)}}
\]
for \(p = 1\). Theorem 3.3 gives the bound of
\[
\frac{\max_i \mathbb{E}_X \Delta_i(X_t) tP}{K} + K^{3/2} \frac{C_0}{\delta} \sqrt{\frac{\ln(t) / \ln(2K)}{\ln(t)}} + \epsilon_t^2 / K
\]
for \(p < 1\). Set \(\alpha_t := \max_i \mathbb{E}_X \Delta_i(X_t)\) and \(\beta_t = K^{3/2} \frac{C_0}{\delta} \sqrt{\ln(t) / \ln(2K)}\) and \(\gamma_t = K^{3/2} \frac{C_0}{\delta} \sqrt{\ln(t) / \ln(2K)}\)

\[
\lim_{t \to \infty} \alpha_t t^{-p} + \alpha_t t^{-1} + \beta_t / \ln(t) = \lim_{t \to \infty} \alpha_t t^{-p} + \beta_t / \ln(t)
\]

\[
= \lim_{t \to \infty} \alpha_t t^{-p} + \beta_t / \ln(t)
\]

\[\square\]

4. MNIST Experiments

We experiment with the MNIST (Yann LeCun, 2021) dataset which contains real world, handwritten digits 0-9. The action set is \(\{a_1, \ldots, a_5\}\). The state, \(X_t\) at each time step, \(t\), is 5 random images. Each digit has an equal chance of being chosen. The reward \(Y_t = R(X_t, I_t)\) is the digit of the image corresponding to the chosen action plus Gaussian noise. We plot the regret convergence to 0 of the Deep Epsilon Greedy method in Figure 1. We get a convergence rate of approximately \(t^{-1/2}\) which is within the bounds of Theorem 3.2. Next, we compare the Uniform Random method (see Algorithm 2), the Linear Regression method (see Algorithm 4), the LinUCB method (Li et al., 2010) (see Algorithm 5), the Deep Epsilon Greedy method (see Algorithm 1), and the Simple Deep Epsilon Greedy method (only 1 hidden layer). The Deep Epsilon Greedy method uses 3 convolutional layers followed by a fully connected layer of width 100. The Simple Deep Epsilon Greedy method uses just one fully connected layer of width 100. For all methods, training is every 20 time steps. For the neural networks, number of training epochs is always 16 and the initial learning rate is \(10^{-3}\). We plot the reward normalized
We see that in both the high noise and low noise case, Deep Epsilon Greedy converges to the optimal but Simple Deep Epsilon Greedy does not. Simple Deep Epsilon does not have the necessary complexity to converge required by Theorem 3.1. Because the neural network does not converge, the regret in this policy does not converge to 0. The LinUCB and Linear Regression also cannot converge to the solution because they are linear models but this is a non-linear problem. So they perform as well as purely random actions.

Figure 1. Deep Epsilon Greedy method convergence of regret to 0 at rate $t^{-1/2}$. Plotting normalized reward of optimal method minus normalized reward of Deep Epsilon Greedy method. No noise added to MNIST dataset. Single run with 1000 neurons in the fully connected, final layer.

Figure 2. Low Noise: Mean reward normalized (divide by time step) plotted over time steps for each method. Task is to choose the largest MNIST image (digit) of 5 random images. No Gaussian noise added to reward. Mean is over 12 independent runs.

Figure 3. High Noise: Mean reward normalized (divide by time step) plotted over time steps for each method. Task is to choose the largest MNIST image (digit) of 5 random images. Gaussian noise, sigma = 1, added to reward. Mean is over 12 independent runs.

5. Summary

We have shown convergence guarantees for the Deep Epsilon Greedy method, Algorithm 1. In Corollary 3.5, we have shown convergence of generalizations to other common predictive models. We have shown convergence failure with $\epsilon_t = 1/t^p$ for $p > 1$. In Corollary 3.7, we showed that $\epsilon_t = 1/t^{1/3}$ gives the fastest convergence bound. To see these results in experiments, we perform a standard MNIST (Yann LeCun, 2021) experiment. The converging methods vs non-converging methods is empiri-
cally confirmed and displayed in Figures 1, 2, and 3.
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Appendix

Proof of lemma 3.4, part II. Fix \( i \). Recall \( \epsilon_t = 1/t^p \). Following the proof of theorem 3 in (Auer et al., 2002),

\[
\mathbb{E}(T_i^R(t)) = \sum_{i=1}^{t-1} \mathbb{P}(\eta < \epsilon_i \land \rho = i) = \sum_{i=1}^{t-1} \mathbb{P}(\eta < \epsilon_i) \mathbb{P}(\rho = i) \\
= \frac{1}{K} \sum_{i=1}^{t-1} \epsilon_i = \frac{1}{K} \sum_{i=1}^{t-1} \frac{1}{t^p} \geq \frac{1}{(1-p)K} t^{1-p}
\]

Set \( B(t) := \frac{1}{K} \sum_{i=1}^{t-1} \frac{1}{t^p} \). We have

\[
\text{Var}(T_i^R(t)) = \sum_{i=1}^{t-1} \frac{\epsilon_i}{K} (1 - \frac{\epsilon_i}{K}) \leq \frac{1}{K} \sum_{i=1}^{t-1} \epsilon_i \\
= \frac{1}{K} \sum_{i=1}^{t-1} \frac{1}{t^p} = B(t).
\]

By Bernstein’s inequality,

\[
\mathbb{P}(T_i^R(t) \leq B(t)/2) = \mathbb{P}(T_i^R(t) - B(t) \leq -B(t)/2) \leq \exp \left( \frac{B(t)^2/8}{\text{Var}(T_i^R(t)) + \frac{1}{3} B(t)/2} \right) \\
\leq \exp \left( \frac{-B(t)^2/8}{B(t) + \frac{1}{3} B(t)/2} \right) \\
\leq \exp \left( \frac{-3B(t)/28}{28} \right) \leq \exp \left( \frac{-3}{28} \frac{t^{p+1}}{(p+1)K^2} \right).
\]

So by union bound

\[
\mathbb{P}\left( \bigvee_{i=1}^{K} \{ T_i^R(t) \leq \frac{t^{p+1}}{2(p+1)K^2} \} \right) \leq K \mathbb{P}(T_i^R(t) \leq \frac{t^{p+1}}{2(p+1)K^2}) \leq K \exp \left( \frac{-3}{28} \frac{t^{p+1}}{(p+1)K^2} \right).
\]

And

\[
\mathbb{P}\left( \bigwedge_{i=1}^{K} \{ T_i^R(t) \geq \frac{t^{p+1}}{2(p+1)K^2} \} \right) \geq 1 - K \exp \left( \frac{-3}{28} \frac{t^{p+1}}{(p+1)K^2} \right).
\]

This prove Equation (9). A similar proof for Equation (7) is above. \( \square \)

Proof of theorem 3.3. Let \( \ast \) be an optimal action at \( X_i \) and \( R \) the reward from the epsilon greedy method.

Let \( \Phi_{i,t} \) be the trained neural network for action \( i \) and have \( t \) parameters. By lemma 3.4, with probability greater than

\[
1 - K \exp \left( \frac{-3}{28} \frac{t^{p+1}}{(p+1)K} \right), T_i^R(t) \geq \frac{t^{p+1}}{2(p+1)K} \text{ for all } i. \in
\]

In this case, we have

\[
\mathbb{E}_{X_i, \Phi_{i,t}} [R_k(X_i) - R(X_i)] = \mathbb{E}_{X_i} [\mu_\ast(X_i) - \mathbb{E}_I \mathbb{E}_R R(X_i)] \\
= \mathbb{E}_{X_i} [\mu_\ast(X_i) - \sum_{i=1}^{K} \mu_i(X_i) \mathbb{P}(I_i = i|X_i)] \\
= \mathbb{E}_{X_i} \sum_{i} \Delta_i(X_i) \mathbb{P}(I_i = i|X_i) \\
= \sum_{i} \mathbb{E}_{X_i} \Delta_i(X_i) \mathbb{P}(I_i = i|X_i)
\]

Then

\[
\mathbb{E}_{X_i, \Phi_{i,t}} [\Delta_i(X_i) \mathbb{P}(I_i = i|X_i)] \leq \mathbb{E}_{X_i} \Delta_i(X_i) \epsilon_t / K + \mathbb{E}_{X_i} \Delta_i(X_i) \int \frac{|\Phi_{i,t}(X_i) - \mu_\ast(X_i)|}{\Delta_i(X_i)/2} dP_t + \mathbb{E}_{X_i} \Delta_i(X_i) \int \frac{|\Phi_{i,t}(X_i) - \mu_\ast(X_i)|}{\Delta_i(X_i)/2} dP_\ast
\]

Then

\[
\mathbb{E}_{X_i} \Delta_i(X_i) \mathbb{P}(I_i = i|X_i) \leq \mathbb{E}_{X_i} \Delta_i(X_i) \epsilon_t / K + \mathbb{E}_{X_i} \Delta_i(X_i) \int \frac{|\Phi_{i,t}(X_i) - \mu_\ast(X_i)|}{\Delta_i(X_i)/2} dP_t + \mathbb{E}_{X_i} \Delta_i(X_i) \int \frac{|\Phi_{i,t}(X_i) - \mu_\ast(X_i)|}{\Delta_i(X_i)/2} dP_\ast
\]
\[
\begin{align*}
&\leq \mathbb{E}_X \Delta_i(X_t) \epsilon_t / K \\
&+ \frac{4}{\delta} \int_{x_i \neq x} \int \Phi_{i,t}(x_i) - \mu_i(x_i) \|^2 dP_x dP_t \\
&+ \frac{4}{\delta} \int_{x_i \neq x} \int |\Phi_{i,t}(x_i) - \mu_i(x_i)|^2 dP_x dP_t,
\end{align*}
\]
by dominated convergence,
\[
\begin{align*}
&\leq \mathbb{E}_X \Delta_i(X_t) \epsilon_t / K \\
&+ \frac{4}{\delta} \int_{x_i \neq x} \int \Phi_{i,t}(x_i) - \mu_i(x_i) \|^2 dP_x dP_t \\
&+ \frac{4}{\delta} \int_{x_i \neq x} \int |\Phi_{i,t}(x_i) - \mu_i(x_i)|^2 dP_x dP_t,
\end{align*}
\]
Recall that we are in the case that \( T_i^R(t) \geq \frac{4^{-p+1}}{2(1-p)K} \) for all \( i \). Let \( C_i \) be the constant from Theorem 3.1 for neural network \( i \) and let \( n_i \) be the minimal value of the training data size such that equation 1 holds. Choose \( t_0 > \frac{2(1-p)K \max \{ e, \max_i n_i \} }{1/(1-p)} \). Since the map 
\[
x \mapsto \sqrt{\frac{\ln x}{2}}
\]
is monotonically increasing for \( x > e \), the above expression is further upper bounded by
\[
\begin{align*}
&\leq \mathbb{E}_X \Delta_i(X_t) \epsilon_t / K \\
&+ \frac{4}{\delta} \int_{x_i \neq x} \int \Phi_{i,t}(x_i) - \mu_i(x_i) \|^2 dP_x dP_t \\
&+ \frac{4}{\delta} \int_{x_i \neq x} \int |\Phi_{i,t}(x_i) - \mu_i(x_i)|^2 dP_x dP_t.
\end{align*}
\]
Then using the suboptimal action, assumed to exist, we get
\[
\begin{align*}
&= \sum_i \mathbb{E}_X \Delta_i(X_t) \mathbb{P}(I_t = i | X_t) \\
&\geq \sum_i \mathbb{E}_X \Delta_i(X_t) \mathbb{P}(I_t = i | X_t) \geq \delta / (K t^p).
\end{align*}
\]

\text{Algorithm 2 Random}
\begin{itemize}
  \item \textbf{Input:} \( M \in \mathbb{N} \): Total time steps
  \item \( m \in \mathbb{N} \): Context dimension
  \item \( X \in \mathbb{R}^{M \times m} \) where state \( X_i \in \mathbb{R}^m \) for time step \( t \)
  \item \( A = \{ \text{action}_1, ..., \text{action}_K \} \): Available Actions
  \item \( Reward : \mathbb{N}_{[1,K]} \rightarrow \mathbb{R} \)
  \item \( D \in \mathbb{N}^M \): Decision Record
  \item \( R \in \mathbb{R}^M \) where \( R_t \) stores the reward from time step \( t \)
\end{itemize}
\begin{itemize}
  \item \textbf{Begin:}
    \item \( \rho \sim \text{Uniform}(\{1,...,K\}) \)
    \item \( D_t = A_{\rho} \) (Choose Random Action)
    \item \( R_t = \text{Reward}(D_t) \)
  \item \textbf{end}
\end{itemize}

\text{Algorithm 3 Optimal}
\begin{itemize}
  \item \textbf{Input:} \( M \in \mathbb{N} \): Total time steps
  \item \( m \in \mathbb{N} \): Context dimension
  \item \( X \in \mathbb{R}^{M \times m} \) where state \( X_i \in \mathbb{R}^m \) for time step \( t \)
  \item \( A = \{ \text{action}_1, ..., \text{action}_K \} \): Available Actions
  \item \( Reward : \mathbb{N}_{[1,K]} \rightarrow \mathbb{R} \)
  \item \( oracle : \mathbb{N}_{[1,M]} \rightarrow \mathbb{N}_{[1,K]} \): Oracle for correct action index
  \item \( D \in \mathbb{N}^M \): Decision Record
  \item \( R \in \mathbb{R}^M \) where \( R_t \) stores the reward from time step \( t \)
\end{itemize}
\begin{itemize}
  \item \textbf{Begin:}
    \item \( \rho \sim \text{Uniform}(\{1,...,K\}) \)
    \item \( D_t = oracle(t) \) (Choose Correct Action)
    \item \( R_t = \text{Reward}(D_t) \)
  \item \textbf{end}
\end{itemize}
Algorithm 4 Linear

Input:
\( M \in \mathbb{N} \): Total time steps
\( m \in \mathbb{N} \): Context dimension
\( X \in \mathbb{R}^{M \times m} \) where state \( X_t \in \mathbb{R}^m \) for time step \( t \)
\( A = \{\text{action}_1, ..., \text{action}_K\} \): Available Actions
\( \text{Reward} : \mathbb{N}_{[1,K]} \rightarrow \mathbb{R} \)

Output:
\( B_j \in \mathbb{R}^m \): Linear Models for \( 1 \leq j \leq K \)
\( D \in \mathbb{N}^M \): Decision Record
\( R \in \mathbb{R}^M \) where \( R_t \) stores the reward from time step \( t \)

Begin:
  for \( j = 1, 2, ..., K \) do
    \( B_j = 0 \)
  end
for \( t = 1, 2, ..., M \) do
  for \( j = 1, 2, ..., K \) do
    \( \hat{\mu}_{\text{action}_j} = B_j^T X_t \) (predict rewards)
  end
  \( D_t = \arg \max_{1 \leq j \leq K} \hat{\mu}_{\text{action}_j} \)
  \( R_t = \text{Reward}(D_t) \) (Training Stage)
  \( S = \{1 : 1 \leq l \leq t, D_l = D_t\} \)
  \( B_{D_t} = \arg \min_B \| R_S - B X_S^T \|_2 \)
end

Algorithm 5 LinUCB

Input:
\( M \in \mathbb{N} \): Total time steps
\( m \in \mathbb{N} \): Context dimension
\( X \in \mathbb{R}^{M \times m} \) where state \( X_t \in \mathbb{R}^m \) for time step \( t \)
\( A = \{\text{action}_1, ..., \text{action}_K\} \): Available Actions
\( \text{Reward} : \mathbb{N}_{[1,K]} \rightarrow \mathbb{R} \)

Output:
\( B_j \in \mathbb{R}^{m \times m} \): Linear Maps for \( 1 \leq j \leq K \)
\( b_j \in \mathbb{R}^m \): Linear Models for \( 1 \leq j \leq K \)
\( D \in \mathbb{N}^M \): Decision Record
\( R \in \mathbb{R}^M \) where \( R_t \) stores the reward from time step \( t \)

Begin:
  for \( j = 1, 2, ..., K \) do
    \( B_j = I \)
    \( b_j = 0 \)
  end
for \( t = 1, 2, ..., M \) do
  for \( j = 1, 2, ..., K \) do
    \( \Theta = B_j^{-1} b_j \) (Predict Rewards)
    \( \hat{\mu}_{\text{action}_j} = \Theta^T X_t + \sqrt{X_t^T B_j^{-1} X_t} \)
  end
  \( D_t = \arg \max_{1 \leq j \leq K} \hat{\mu}_{\text{action}_j} \)
  \( R_t = \text{Reward}(D_t) \) (Training Stage)
  \( B_{D_t} = \sqrt{B_{D_t}} + X_t X_t^T \)
  \( b_{D_t} = b_{D_t} + R_t X_t \)
end