A Deep Learning Approach to Private Data Sharing of Medical Images Using Conditional GANs
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Abstract

Sharing data from clinical studies can facilitate innovative data-driven research and ultimately lead to better public health. However, sharing biomedical data can put sensitive personal information at risk. This is usually solved by anonymization, which is a slow and expensive process. An alternative to anonymization is sharing a synthetic dataset that bears a behaviour similar to the real data but preserves privacy. As part of the collaboration between Novartis and the Oxford Big Data Institute, we generate a synthetic dataset based on COSENTYX® (secukinumab) Ankylosing Spondylitis clinical study. We apply an Auxiliary Classifier GAN to generate synthetic MRIs of vertebral units. The images are conditioned on the VU location (cervical, thoracic and lumbar). In this paper, we present a method for generating a synthetic dataset and conduct an in-depth analysis on its properties along three key metrics: image fidelity, sample diversity and dataset privacy.

1. Introduction

In recent years, deep learning has become an indispensable tool for clinical image analysis ranging from ophthalmology[1], pathology[2] to medical imaging[3, 4]. By the end of 2020, PubMed[5] had a total of 9,497 entries for “deep learning + image” with more than half of them published in 2020. While the number of publications using such techniques has exploded, the number of publicly available datasets has not. Many institutions are still unable to share data due to privacy concerns. It results in each research group working independently on its own databases with no pooling and centralization of the data. This drastically reduces the impact of each individual analysis. The lack of data availability also impacts reproducibility and replication studies[6]. Most method papers are not published with the corresponding research data, which restrains other scientists from verifying results and validating hypotheses. More generally, sharing medical data is arduous due to privacy[7, 8], ethical[9], legal[10], and institutional challenges[11].

Despite some notable efforts in data sharing[12], privacy remains a major hurdle in the democratization of datasets. The most common way to share data while preserving privacy is by anonymizing it. One way of doing so is by applying risk-based anonymization[13]. Risk-based anonymization aims at controlling the likelihood that a patient can be re-identified by using the available data. Though risk-based anonymization can allow fine privacy control, it often relies on de-identification or on dropping features that contain sensitive information.

Another type of anonymization technique is differential
privacy[14] where carefully crafted noise is added to samples during a query process. This solution is one of the leading anonymization methods on tabular data because it offers strong, customizable, mathematically grounded privacy guarantees. However, differential privacy does not translate well to the image domain. Adding noise to individual pixels only fundamentally alters the image on a mathematical level while preserving higher resolution features and image content, this makes the effectiveness of any pixel-based anonymization elusive. Efficient implementations of differential privacy rely on altering data during each new query process, this means that data needs to be hosted on internal servers so it can be altered before being shared. Because the standards for image datasets do not rely on query-based databases, it is practically much more complicated to apply differential privacy to image data. There is little related work available on the direct applications of differential privacy to images with most work still being limited to feasibility studies[15]. Literature on privacy application to images is focused more on making the training process of neural networks differentially private[16] than transforming sensitive data into differentially private data.

Federated learning[17] is another solution to privacy challenges: in the federated learning framework, instead of sharing the data, it is the model that is being shared between scientists. Each team then trains the model on their own private data rather than by pooling all the datasets together. This solution totally bypasses the need for anonymization but the trade-off is that the model itself needs to guarantee privacy. More precisely, the training samples should not be identifiable by reverse engineering the trained model. An additional limitation is that all the researchers have to work with one single model and are unable to prototype on the other teams’ private datasets.

Responsible data sharing can be tackled by sharing a synthetic version of a sensitive dataset that preserves global properties while preserving patients privacy. While nothing will ever replace an actual dataset, an approximate version can help for important research steps. For example, a synthetic dataset could be used to prototype new methods and new architectures, be used for data challenges and hackathons or as surrogate data for research papers. The privacy aspect of synthetic dataset is closely related to risk-based anonymisation: unlike differential privacy which upholds strict privacy guarantees by design, the privacy assessment of synthetic datasets has to be done by evaluating the risk of re-identification.

In this paper we propose to use generative adversarial networks (GANs)[18] to create synthetic images while conserving their association with clinical variables (as shown in Figure 1). We define three core properties that a synthetic dataset should display to be shared externally as a meaningful substitute of the original dataset: fidelity, diversity and privacy. We then confirm that our synthetic dataset produces realistic samples (fidelity), that the samples exhibit similar variations as the original dataset (diversity), and that no original sample can be retrieved from the synthetic dataset (privacy).

2. Results

To evaluate the effectiveness of the GANs as a privacy method, we create a synthetic dataset of T1 magnetic resonance images (MRIs) of vertebral units (VUs) labelled with VU location (cervical, thoracic and lumbar) and assess the fidelity, diversity and privacy of the synthetic dataset.

2.1. Fidelity

We start by assessing the fidelity of the generated images by evaluating whether the synthetic VUs are visually similar to real VUs for a given location. Figure 2-A shows a collection of real and synthetic data. Assessing perceptual quality of images in a quantitative manner is an open topic with which the computer vision community has been struggling for decades. The most successful perceptual metrics used to grade synthetic images are Inception Score (IS) and Frechet Inception Distance (FID). Both metrics work by comparing the distribution of low or mid level image features from real and generated images. These techniques therefore require a pretrained network. Unfortunately, no such model is available for our data type (3D MRI with 9 channels).

We therefore had to rely on visual inspection to assess the fidelity of the GAN model. Synthetic samples look similar to real samples and display region specific features depending on the conditioned location (i.e. cervical, thoracic and lumbar). Inspired by the works on face morphing with GANs[19], we show in Figure 2-B that the generation behaviour can be controlled by continuously changing the condition vector c. This is done by linearly interpolating between the source and target region wanted. The fact that interpolated VUs look realistic strengthen the idea that realistic, high fidelity samples can be generated for any combination of input parameters.

2.2. Diversity

In this section we evaluate the diversity of the synthetic dataset. This analysis is conducted at a dataset level (instead of at a sample level like for fidelity). We compare whether the real and synthetic dataset have similar global distributions as seen on Figure 3-A. To obtain a meaningful low dimensional representation of the synthetic and original dataset, we apply a UMAP[20] transform to our datasets of VUs. UMAP is a powerful non-linear dimensionality reduction technique. It is similar under many aspects to t-SNE[21] but one key difference is that the transformation from high dimension to low dimension is learnable. We
Figure 1: Overview of the privacy computing workflow to share synthetic medical images (vertebra MRIs) with our privacy GAN model (pGAN). We trained an auxiliary classifier generative adversarial network (AC-GAN) from a dataset composed of vertebra images alongside their corresponding locations (cervical, thoracic, lumbar). We then used our trained pGAN to generate a synthetic dataset of vertebrae. The quality of the output synthetic dataset was evaluated based on three criteria (privacy, fidelity and diversity). With all criteria passed, we can safely share those synthetic data with external scientists without any privacy risk while retaining most of the data usefulness.

We can observe from Figure 3-A that the synthetic samples span the same global region as the real samples. The original dataset also appears separable based on VU location in the UMAP space and this behavior is well preserved during synthetic generation. The general distribution of real and synthetic data behaves in a similar manner. However, only few synthetic samples lay on the edge of the distribution meaning the GAN generates a more conservative dataset with less fringe and rare cases.

We further examine the quality of the synthetic dataset in terms of its capability to serve as a functional equivalent to a real dataset for downstream training tasks by training two ResNet-18\[22\] based classifiers $F_{\text{real}}$ and $F_{\text{synth}}$ with real and synthetic data respectively. Figure 3-C shows the ROC curves for both classifiers. We observe that, while $F_{\text{synth}}$ slightly underperforms compared to $F_{\text{real}}$, the synthetic dataset can approximate the distribution in the original data when tested for VU region. The slight discrepancy in performance is unsurprising as the conservation of privacy can be expected to come at a cost in data quality. While, in principle, the performance of $F_{\text{synth}}$ could asymptotically reach the one of $F_{\text{real}}$, in practice there is a trade-off between overfitting the training set and replicating the classification statistics of a network trained solely on the training set.

2.3. Privacy

We define a privacy leakage as finding traces of the training dataset within the synthetic dataset. In this section, we restrict the study to only sharing a synthetic and finite dataset rather than the trained generative model itself. This restriction makes privacy attacks much more difficult because they cannot be conducted by reverse engineering the network’s output and there is no direct access to the generative model’s latent space. This means only attacks that rely on directly comparing candidate images with the synthetic dataset can jeopardise privacy. We evaluate privacy in a risk-based manner by measuring the likelihood of re-identification of patients from the training set.

We identified two main potential vulnerabilities for a synthetic dataset:

- **Pairwise attacks**: where finding a synthetic image which is similar to a given sample would prove that this sample was used during training.
Figure 2: A) Examples of real and synthetic vertebrae and their corresponding vertebrae units (VU) locations. Each row shows 4 consecutive vertical slices for a real and fake VU (each slice is of size 64x64). The first two rows are cervical VUs, followed respectively by thoracic and lumbar. B) Morphing an image from one location to another was done by interpolating the condition $c$ while keeping the latent variable $z$ untouched. Here we are using a single step $n = 1$ for each morphing such that the shown intermediate states correspond to a 50%/50% morph between two locations.
Figure 3: A) Low dimensional UMAP representation of real and synthetic vertebra units locations cervical, thoracic and lumbar labelled as blue, green and red respectively. B) Confusion matrices of $F_{\text{real}}$ (left) and $F_{\text{synth}}$ (right) when tested on A2209. The predicted class for a sample image $x_i$ corresponds to $\max(F_{\text{real}}(x_i))$ and $\max(F_{\text{synth}}(x_i))$ respectively. The class distribution of the test set corresponds to $(p_C, p_T, p_L) = (0.23, 0.55, 0.22)$. C) ROC and AUC for $F_{\text{real}}$ (left) and $F_{\text{synth}}$ (right) when tested on A2209. Every class specific ROC curve was computed by treating the other two classes as negative instances, effectively reformulating the classification for each class as a binary problem.
• **Distribution attacks**: where a high density of synthetic images cluster around one or a few real images.

To assess the robustness to these attacks, we simulate them (supplementary Figure S1) by using a “candidate dataset” composed in equal proportion by training, validation and test samples. We then evaluate which samples can accurately be traced back to the training set.

### 2.3.1 Robustness to pairwise attacks

For robustness to pairwise attacks, we compute the similarity between a candidate sample and all the images from the synthetic dataset. A relatively small L2 distance may indicate that the candidate was used for the generator training. The distribution of minimum distances between candidate and synthetic images is represented in Figure 4-A. On this graph, we would expect the lowest distances to be train-synthetic pairs and the largest ones to be test-synthetic due to some overfitting behaviour from the GANs. In the privacy-threatening scenario, images from training are easy to identify by a simple anomaly detection task. An anomaly detection with reference distances is available on supplementary Figure S2. On our observed synthetic dataset however, it is impossible to reliably identify candidates originating from training from the ones coming from validation. This is also confirmed using an embedding space obtained by applying a UMAP. Our synthetic dataset hence shows robustness to pairwise attacks, in both pixel and embedding space.

### 2.3.2 Robustness to distribution attacks

To evaluate the robustness to distribution attacks, we identify clusters of synthetic images around a given candidate. The clusters are defined by counting the number of synthetic images in the candidate neighbourhood and the results are shown in Figure 4-B. We expect large clusters of synthetic data to form around candidates from the training set and other candidates to have a small number of synthetic neighbours. This is reflected on the privacy-threatening scenario on the left figures from 4-B. The observed behaviour of the synthetic dataset is shown on the two most right figures. Candidates from the test set rarely belong to large clusters unlike candidates from training or validation. Even if this method can help identify a handful of training examples it stays limited by the size of the synthetic dataset. Indeed, the size of the training set and the synthetic set are around the same (around 10,000 samples each). This means that by construction, our synthetic dataset is safe from distribution attacks because clusters cannot be meaningfully large without first heavily loosening the definition of neighbourhood.

It is also worth noting that the embedding space is not uniformly populated. As seen on Figure 4-C, high density of synthetic images is in general linked to a high density of real images (blue dots on the figure) and not due to the GAN generation collapsing. A detailed detection of training samples is available in the supplementary material Figure S3, Figure S4 and Table S1.

### 3. Discussion

Sharing data across research groups and institutions provides an opportunity to answer complex questions through the pooling of information and resources. However, there is a need to share data safely and faster. Sharing synthetic dataset overcomes the privacy and legal barriers to enable efficient collaborations. We propose generating synthetic datasets of labelled medical images with a type of GAN model. It is worth noting that besides privacy protection, GANs have been used often in medical research, mostly as a data augmentation [23, 24] approach, see for instance [25, 26, 27, 28, 29, 30]. To create a synthetic dataset we used an AC-GAN to generate synthetic samples with their respective location labels. The synthetic dataset can safely be shared as a surrogate for the real dataset because it meets the consistency and privacy criteria.

- **Fidelity**: The synthetic samples are realistic and bear high visual quality of samples.
- **Diversity**: The behaviour of the real dataset was replicated and dataset wide analysis such as classification (trained from scratch) performed to a similar level on both the synthetic and the real dataset.
- **Privacy**: No sample from the synthetic dataset can be associated with a sample from the real dataset making it impossible to trace back patient information from a synthetic sample.

In our case, we decided to only share a fixed sized dataset to avoid privacy concerns coming from the model itself. The major privacy attack we have to be wary of are membership inference attacks [31]. They aim at determining whether data from a target patient is included in the study. A general approach to protect data from such attacks is differential privacy [14], which masks real data with a carefully designed noise during training. It provides a strong protection of privacy and has been applied in a variety of problems, including synthetic data generation with GAN [32, 25, 33]. We do not compare our results against pure differential privacy because the effectiveness of noise-based methods on images is hard to evaluate. On images, noise only alters mathematical similarities while keeping general shapes and image content intact. For example the effectiveness of differential privacy (like additive Laplacian noise) can, to some extent, be mitigated by CNN denoisers [15] which makes it an imperfect benchmark.
Figure 4: A) **Simulation of pairwise attacks.** A small distance indicates that the candidate is likely from the training set. 1-2 are toy examples of a privacy threatening scenario with easily identifiable candidates from training. 3-4 are the observed behavior of our synthetic dataset. B) **Simulation of distribution attacks.** Large cluster indicates that the candidate is likely coming from the training set. 1-2 are privacy threatening and 3-4 are observed behavior on the synthetic dataset. Cluster size refers to the number of neighbors of a candidate sample and a cluster rank n means the cluster is the $n^{th}$ biggest cluster of the set. C) 2D projection of the synthetic and training dataset. Shades of yellow-red are density levels of synthetic images and blue dots are individual training examples.

We only evaluate privacy through the re-identification of training samples (by outlier detection) which, in our case, is the only potential type of attack. Our results show our GAN did not replicate samples from the training set and tends to be robust to pairwise attacks. The presence of artifacts, for example, affects the similarity measures in pixel space rendering the comparison of real and synthetic samples particularly difficult. Comparing in feature space does not solve the problem because the only embedding space where synthetic and training images share similar features is the GAN embedding space itself. Density attacks seem to be more dangerous than pairwise attacks because it does not require an exact match between a synthetic and a candidate sample. Simply having multiple synthetic images that are like
a candidate image could already be enough to conclude on its origin. Thankfully, by sharing a dataset of small enough size our synthetic dataset is robust to density attacks. With around 1.2 synthetic data points per real data point, our synthetic dataset is too small to create meaningful clusters. This means clusters will either be large but composed of barely similar images or too small to draw conclusions.

The quantitative analysis available in the supplementary material shows the limited discriminative power of outliers detection to identify training samples. On the table S1, we can see that by selecting the top 50 outliers identified either by smallest distance or by largest clusters, at best two thirds of the outliers are rightfully attributed to the training set while one third in fact belong to the validation set. When selecting all probable training samples as outliers (top 333 out of 1000 candidate samples), the validation and training samples are nearly indistinguishable. We can conclude that, for these specific challenging conditions, the privacy of the dataset is well preserved. However, these guarantees might not be enough for all applications and privacy is not guaranteed to hold for some more extreme cases. Defining acceptable privacy thresholds based on the sensitivity of the data and the downstream application seems an important direction for further investigation. This is especially crucial in our case because privacy is not tied to a single, easily tweakable hyper parameter like with $\epsilon$ for differential privacy.

4. Limitations

Ensuring privacy is a challenging aspect of this project, it is particularly difficult to define a robust method to assess similarity between images[34]. Due to the limited amount of samples that were available, we only investigated generating VUs instead of full spine images. For computing efficiency, we resampled the images to a smaller format. We also tried conditioning the AC-GAN on clinical metrics but the imbalance between the number of positive samples and negative samples as well as the intra-reader discrepancies led to similarly noisy results that proved too hard to analyse. Finally, in our approach, the synthetic dataset has a fixed privacy tolerance. This fixed tolerance is a factor of the real dataset and the GAN’s convergence and cannot be modulated based on specific needs.

5. Future steps

Even though the synthetic dataset produced in this evaluation does not contain synthetic samples close to real samples, the generator can theoretically create such images. It is unlikely to happen as the curse of dimensionality greatly reduces the probability of sampling an image with the exact same parameters as the real data. However, having to check that the network did not reproduce a real sample after each generation is inefficient. A direction for further research could be to learn where the real images lie in the latent space of the generator and then create a careful sampling strategy to avoid sampling around these points. Another research direction that is considered is to condition the generation process not only on a few classes but on large tabular data (such as clinical and demographic data). In fact, the current architecture would have to change significantly. Another step of privacy preserving synthetic generation, this time of tabular data would be necessary. Additionally, the loss function of the AC-GAN does not behave well with soft labels and conditions with small or no correlation with the content of the images. On the spine dataset, a useful feature would also be to generate a full spine and instead of independent VUs. Finding a good trade-off between VUs consistency and memory is important however since generating 21 VUs at once is extremely memory intensive while only a weak correlation between VUs would be required.

6. Methods

6.1. Dataset descriptions

This work is based on the anonymized dataset of the seukimunab clinical trials for Ankylosing spondylitis. We used MEASURE 1 F2305 (CAIN457F2305) study[35], for which imaging was done using T1 and STIR sagittal MRI at baseline and weeks 16, 52, 104, 156 and 208. For our work, we discarded STIR and pooled all T1 images regardless of their acquisition date. We then extracted 23 vertebral units (VU: section between two adjacent vertebrae) using SpineNet[36]. F2305 was used for the training and validation, with respectively 7832 and 2205 vertebral units (VUs). The validation set and training set are split so that there is no overlap of patients in both sets. The validation set is exclusively used for the privacy assessment, the GAN hyperparameter tuning was done based on training set metrics. The dataset from the A2209 (CAIN457A2209) study, is composed of 1625 VUs and was solely used for testing purposes. Each VU was pre-processed to have 9 slices (4 before and after from the central one) and labelled according to its anatomical region (cervical, thoracic and lumbar). VUs from the sacrum were excluded from the pooled dataset. All VUs were rotated to align together vertically and zoomed to have consistent a size-ratio.

6.2. Auxiliary classifier Generative adversarial networks (AC-GAN)

We use auxiliary classifier generative adversarial networks (AC-GAN)[37] to generate synthetic VUs and associated VU regions. AC-GAN is a variation of generative adversarial networks (GAN) that relies on the competition between two deep neural networks, the generator and discriminator, to create realistic images. Figure 5 shows the
The general structure of the AC-GAN model.

The training is done by iteratively improving the generator and discriminator. The loss consists of two components, the discriminative loss $L_D$ for distinguishing between real and fake images and an $\alpha$ weighted classification loss $L_C$ for predicting class labels, i.e.

$$L = L_D + \alpha L_C$$

where

$$L_D = E \left[ \log P(\text{real}|X_{\text{real}}) \right] + E \left[ \log P(\text{fake}|X_{\text{fake}}) \right]$$

$$L_C = E \left[ \log P(\hat{c} = c|X) \right]$$

• **Pre-processing:** we keep the same 9 slices of VUs and rescale each slice from 112x224 to 64x64. For this specific dataset of VUs, although being 3D images, VUs are treated as 2-dimensional images with 9 channels and learnt with a 2D AC-GAN model, as the 3-dimensional structure in VUs are not very strong due to large slice thicknesses.

• **Feature vector:** apart from the additional 3 dimension for class labels (region encoded as a length 3 one-hot vector), we used a 100-dimensional standard Gaussian random noise as the input to the generator.

• **Generator:** the generator consists of five 2-dimensional deconvolutions (transposed convolution) layers with 512, 256, 128, 64 and 9 output channels, respectively. We used a kernel of size 4 in all layers. The first layer has a stride of 1 and 0 padding to upsample the image size from 1x1 to 4x4. The rest layers are set with stride size 2 and padding 1 to double the image size. Rectified Linear Unit (ReLU) activations were used in the first 4 layers and the hyperbolic tangent ($\tanh$) activation was used in the last layer to restrict the output pixels within the range of [-1, 1].

• **Discriminator:** the discriminator consists of five 2-dimensional convolution layers with 64, 128, 256, 512, 64 output channels, respectively, and each layer is set with kernel size 4. A stride size 2 and padding 1 is used in all layers but the last one. The last layer is set with stride size 1 and padding 0. Leaky ReLU activations were used in all layers with a negative slope of 0.2. After passing through the convolution layers, VUs are then going through two separate fully connected layers with sigmoid and softmax activation, respectively, to produce the decision between real vs fake as well as the predicted classification label.

• **Loss:** the classification loss is weighted by $\alpha = 1$ during training.

• **Optimization:** Training is done with Adam optimizer[38] with learning rate $10^{-4}$ for both the generator and the discriminator.

• **Model Selection:** When performing hyperparameter search for training the model, we rely on visual inspection, adversarial and classification loss during training as well as classification on the A2209 test set.

• **Synthetic Data:** to generate the synthetic dataset, we first simulate VU location from the empirical distribution of it in the real data. We then use the sampled VU location to condition the generator and generate the entire image.

• **Reproducibility:** Trial data used for the GAN training is restricted, but synthetic VU data used for the diversity results are available. Additionally, all Python codes are fully available.

### 6.3. Real vs. synthetic ResNet-18 performance

Prior to the training of $F_{\text{synth}}$, we created a synthetic dataset using our trained generator. We designed the synthetic dataset size and class distribution to approximate F2305 by generating 10,000 synthetic images whereas the class assignment is sampled from a distribution $(p_C, p_T, p_L) = (0.25, 0.55, 0.2)$ where we denote the probability for cervical, thoracic and lumbar respectively.

We train two ResNet-18 based classifiers $F$ for the VU region. For the first classifier $F_{\text{real}}$ we use F2305 as the training set while the second classifier $F_{\text{synth}}$ is trained solely on synthetic data. In both cases, A2209 was used as independent test set. Both models use the same hyperparameters and an identical training procedure.

• **Optimization:** We use stochastic gradient descent with a learning rate of $10^{-4}$ and momentum of 0.9. Networks were trained for 20 epochs with a batch of 32.

• **Loss:** We use the cross-entropy loss.

We compute a single global ROC curve for each classifier by averaging the class specific ROC curves using equal weights (macro-average). The 95 percentile confidence intervals for the AUCs were computed using bias-corrected and accelerated bootstrapping[39] with 2000 resamples.

### 6.4. Image morphing

To generate our synthetic image, we input a tensor that concatenates a random noise $z \in \mathbb{R}^{100}$ and a condition $c_k \in \mathbb{R}^K$. The tensor $c_k$ is a hot-encoding vector representing the vertebra location

$$c_{k,i} = \delta_{ki}$$
Figure 5: The AC-GAN structure. The generator (G) is a deep neural network that transforms a feature vector of the class label (c) and a random noise (z) to an image. The discriminator (D) distinguishes between the real images and fake images and also predicts the class labels for any image.

where $\delta$ is the Kronecker delta. In the case of $K = 3$ we have

$$c_1 = [1, 0, 0]^T \quad \text{(cervical)}$$
$$c_2 = [0, 1, 0]^T \quad \text{(thoracic)}$$
$$c_3 = [0, 0, 1]^T \quad \text{(lumbar)}$$

To morph an image from a location to a new one, we only need to modify our tensor $c$ to impact the generator, thus leaving untouched $z$. We use linear interpolation between source condition $c_k$ and the target one $c_{k'}$. For $n$ steps we have for step $t \in \{0, 1, ..., n\}$

$$c_{k \rightarrow k', i} = \begin{cases} \frac{n-t}{n}, & \text{if } i = k \\ \frac{t}{n}, & \text{if } i = k' \\ 0, & \text{otherwise} \end{cases}$$

Using this definition, we have for morphing from cervical to lumbar at step $t$

$$c_{1 \rightarrow 3}^t = \frac{1}{n} \begin{bmatrix} n-t \\ 0 \\ t \end{bmatrix}$$

6.5. Privacy

To evaluate privacy, we created a list of candidate samples composed of 1000 images. 1/3 from training, 1/3 from validation (20% of F2305 exclusively used in the privacy assessment) and 1/3 from test. For pairwise attacks, the comparison between synthetic and candidate is done in pixel space and embedding space. For the pixel space, similarity is computed as the minimum Euclidean distance between one candidate and all the synthetic samples. The embedding distance is obtained by training a UMAP trained on 5000 images (3000 from the train set, 1000 from the validation set, 1000 from the test set). The UMAP compresses the samples down to 64 features, the feature distance is obtained as the minimum Euclidean distance on features. For the distribution attacks, the threshold for 2 points to be considered as neighbours is that their distance is part of the 1st percentile in pixel space and 0.1st percentile in embedding space.

7. Data and Code availability

The real datasets (F2305, A2209) used for training and testing are part of an ongoing clinical trial and not publicly shareable. Instead, a synthetic version of the training dataset (with similar sample size and distribution) is shared as a substitute. Paper code and synthetic datasets can be found at [https://github.com/tcoroller/pGAN](https://github.com/tcoroller/pGAN). Novartis is committed to sharing with qualified external researchers’ access to patient-level data and supporting clinical documents from eligible studies. These requests are reviewed and approved based on scientific merit. All data provided are anonymized to respect the privacy of patients who have participated in the trial in line with applicable laws and regulations. The data may be requested from the corresponding author of the manuscript. The protocol would be made available on request by contacting the journal or the corresponding author.
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Figure S1: **Candidate pair definition.** Column A: example of a pairwise attack of a synthetic dataset. The green digit from candidates closely matches the green digit from the synthetic dataset meaning this candidate is likely in the train set and privacy is not preserved. Column B: example of a distribution attack on a synthetic dataset. While not being an exact match, the green digit is very similar to many digits from the synthetic dataset. This indicates that the green digit is likely present in the train set.
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Figure S2: **Pairwise attack with reference.** In this experiment, the abnormally low distances between candidates and synthetic can be identified by anomaly detection. An abnormal sample is any sample that diverges largely from the distance test-synthetic (green distribution). For our synthetic dataset, validation samples are also classified as outliers, privacy is preserved.
Figure S3: **ROC curves.** ROC for classification of candidate samples from train vs validation (orange) and train vs test (green).  
A) Pairwise attacks: The classification is under the assumption candidates with the lowest distances are likely from training.  
B) Distribution attacks: The classification is done by associating large clusters to training samples. A high AUC means it is easy to classify training from other samples.

Figure S4: **Cut-off curves.** Cut off defines the threshold for a point to be considered an outlier (outlier means the image is probably from training). The curve orange shows the proportion of outliers from training vs outliers from validation. The green curve shows the proportion of outliers from training vs outliers from test. A privacy threatening case correspond to almost all of outliers coming from the training set.
**Table S1:** Classification of candidate origin. Proportion of origin for different candidates at given cut-off. Cut off of 50 means the top 50 largest clusters (pairwise attacks) or smallest distances (distribution attacks) are considered outliers (50 is top 5% of the 1000 candidate images). In extreme privacy threatening scenarios, we expect that all training sample can be identified as outliers meaning they would represent 100% of the top 333 candidates.

| Cut off | Toy example | L2 distance | Embedding distance |
|---------|-------------|-------------|--------------------|
|         | 50  | 333 | 50  | 333 | 50  | 333 | 50  | 333 |
| Train proportion | 1.00 | 0.89 | 0.58 | 0.48 | 0.51 | 0.43 |
| Val proportion | 0.00 | 0.04 | 0.36 | 0.43 | 0.27 | 0.38 |
| Test proportion | 0.00 | 0.07 | 0.05 | 0.09 | 0.22 | 0.19 |

| Cut off | Toy example | L2 distance | Embedding distance |
|---------|-------------|-------------|--------------------|
|         | 50  | 333 | 50  | 333 | 50  | 333 |
| Train proportion | 0.93 | 0.91 | 0.64 | 0.49 | 0.62 | 0.43 |
| Val proportion | 0.05 | 0.07 | 0.33 | 0.42 | 0.24 | 0.39 |
| Test proportion | 0.02 | 0.02 | 0.04 | 0.09 | 0.15 | 0.18 |