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Abstract

Event sequence data is increasingly available. Many business operations are supported by information systems that record transactions, events, state changes, message exchanges, and so forth. This observation is equally valid for various industries, including production, logistics, healthcare, financial services, education, to name but a few. The variety of application areas explains that techniques for event sequence data analysis have been developed rather independently in different fields of computer science. Most prominent are contributions from information visualization and from process mining. So far, the contributions from these two fields have neither been compared nor have they been mapped to an integrated framework. In this paper, we develop the Event Sequence Visualization framework (ESeVis) that gives due credit to the traditions of both fields. Our mapping study provides an integrated perspective on both fields and identifies potential for synergies for future research.

Keywords: Event Sequence Data, Information Visualization, Process Mining

2010 MSC: 00-01, 99-00
1. Introduction

Event sequence analysis is an important field of computer science due to its relevance to a diverse spectrum of application domains such as manufacturing, logistics, healthcare, financial services, education [1], to name but a few. Despite this broad relevance across these domains, it is striking to observe that techniques for event sequence data analysis have been developed rather independently in different fields of computer science.

The most prominent research fields investigating the analysis of event sequence data are process mining and information visualization. Process mining has emerged as a subfield of research into workflow management systems [2]. Its focus is the development of new techniques for automatic process discovery from event sequence data with the ambition to provide a meaningful and understandable summary of the behaviour to the business process analyst. Information visualization is a field of computer graphics, which originated as a subfield of human-computer interaction [3]. Its focus is on devising new techniques for visualizing event sequence data in a meaningful way such that analysts can effectively explore them. Typical representations frequently used in this field are timelines that plot conceptually related sequences of events over a time axis. As similar as the ambitions of these research areas may sound, it is surprising that there is hardly any exchange of ideas. Cross-references are scarce and mutual awareness and understanding is limited. All this makes research on event sequence analysis a fragmented field with scattered contributions.

So far, the contributions from these two fields have neither been compared nor have they been mapped to an integrated framework. For this reason, it is not clear to which extent both fields have developed complementary concepts and insights. In this paper, we develop such a framework that we call EseVis and that gives due credit to the traditions of both fields. Our mapping study

\footnote{For instance, by December 2021 there are less than ten articles in IEEE Transactions on Visualization and Computer Graphics that mention the term “process mining” at all.}
provides an integrated perspective on both fields and potential synergies for future research. In this way, our work contributes towards overcoming the fragmentation of research on event sequence data analysis.

The paper is structured as follows. Section 2 discusses the background of our research. We use the example of event sequence data of sepsis treatments in a hospital to illustrate and define categories of event sequence data representations and visualizations. Based on both representations and visualizations, we develop our ESeVis framework. Section 3 describes our method of systematically reviewing the literature on event sequence data analysis in the fields of information visualization and process mining. Section 4 presents our findings. We provide descriptive results on the distribution of contributions over the different categories of the ESeVis framework. Furthermore, we illustrate key concepts for each category of the framework. Section 5 concludes the paper and gives an outlook on future research.

2. Background

In this section, we discuss the background of our research. First, we describe the various types, characteristics and formats of event sequence data. Then, we distinguish two distinct conceptual categories of event sequence representation, namely sequence representation and model representation. Moreover, we identify five visualization techniques. Based on conceptual representation and visualization technique, we develop our ESeVis framework for event sequence data analysis. We use the term representation to refer to the formal syntax and semantics of the event sequence data types and visualization to refer to specific visualization techniques, similar to the distinction made by Keim [4].

2.1. Example of Sepsis Treatment in a Hospital

Event sequence data originates from a variety of real-world processes. For example, such data is recorded by information systems, such as enterprise resource planning systems [5] or healthcare systems [6]). These systems capture sequences of transactions, web click streams [7], student learning progress [8], or
Table 1: Example of a typical steps in the Sepsis process based on data of [11].

| Steps             | Description                                                                 |
|-------------------|-----------------------------------------------------------------------------|
| ER Registration   | Register a patient                                                          |
| ER Triage         | Fill a general document to assign degree of an illness and decide the order of treatment (Triage document) |
| ER Sepsis Triage  | Fill an additional triage document if a patient is suspected to have sepsis |
| CRP               | Activity related to measurement of C-Reactive Protein (CRP)                  |
| LacticAcid        | Activity related to measurement of LacticAcid                                |
| Leucocytes        | Activity related to measurement of Leucocytes                                |
| Release C         | Patient discharge                                                           |

any other traces of human behavior [9,10]. The common characteristic of these event sequence data is that they encode sequences of events over time.

We use the example of the event sequence data originating from the transaction system of a hospital for illustrating important characteristics of such data. This example covers the event sequences of handling sepsis cases [11]. The events of these sequences refer to the progression of patients in the hospital including registration, tests, diagnoses, possible transfer to care units, and release. Table 1 summarizes the most frequent steps of this process. These represent the typical treatment sequence of a patient.

2.2. Representation of Events in Event Sequence Data

Event sequence data represents event sequences such as documented cases of treating sepsis patients. An event sequence is an ordered list of events [12]. One event represents a step in a process, such as ER Sepsis Triage for the Sepsis process. Each sequence has a start event, such as ER Registration, and finishes with an end event, such as Release A. Events can be represented as a symbolic value, numerical value, or as a complex data type comprising of a set of values of different types. It depends on the real-world phenomenon and the supporting
systems which kind of event data can be recorded. In particular, we distinguish different categories of event data [12].

- **Simple symbolic sequence:** If each event in the sequence can be described by one categorical value, then the sequence of such values forms a simple symbolic sequence. Formally, this data is an ordered list of events instantiated from some alphabet \( \{e_1, e_2, \ldots, e_n\} \). These event sequences can represent web click streams or program execution sequences. The sequence of sepsis-related treatment events for one patient are, for instance, \textit{ER Registration}, \textit{ER Triage}, \textit{LacticAcid}, \textit{Release A}.

- **Complex symbolic sequence:** When events are represented as tuples of categorical values, the event sequences formed by such events is called complex symbolic sequence. This type of data is an ordered list of vectors that capture values drawn from some alphabet \( \{\vec{e}_1, \vec{e}_2, \ldots, \vec{e}_n\} \). One example of recording events related to procedures performed on a patient for \textit{Sepsis} case would be:

\( \langle (ER\text{Registration}, Private\text{Insurance}), (ER\text{Triage}, Dr.Garcia), (Lactic\text{Acid}, Leucocytes, Dr.Williams), \ldots, (ReleaseA) \rangle. \)

- **Simple time series:** If an event represents a single numerical value combined with the time when this value was recorded, the event sequences originating from these events is called a simple time series. This type of data is a sequence of timestamped real-valued numbers, representing a change of a value over predefined time periods. In the \textit{Sepsis} process, the time series reflecting the current number of treated patients in the clinic is one example and another one the change of health indicators of a patient over time. For instance, \( \langle (t_1, 37^\circ), (t_2, 39^\circ), \ldots, (t_n, 38^\circ) \rangle \) can represent the body temperature of a patient.
• **Multivariate time series:** In this representation, each event is captured as several numerical values. This type of data is a sequence of timestamped real-valued vectors, describing how these vectors change over time. Each single event is represented by a list of values. In the *Sepsis* example, several health statistics related to a patient can be grouped together into multivariate time series. The change of body temperature and blood sugar can be represented as multivariate time series $\langle (t_1, \langle 37.9^\circ, 190 \rangle), ..., (t_n, \langle 36.6^\circ, 120 \rangle) \rangle$

• **Complex event sequence:** When real-world phenomena are captured with rich information, recorded events can contain complex content. This type of data is the sequence of values that have complex data types, each event containing a number of values, usually including timestamp and multiple other event characteristics of textual, numerical and categorical types. For each event related to a patient in the *Sepsis* data set, the timestamp, event name, and many other characteristics can be recorded. The example of an event can be 10:05 10.05.2021 $\langle \text{AdmissionIC}, 36.6^\circ, 120\% \rangle$ that describes the event *Admission IC* that was recorded on 10:05 10.05.2021, and the person in question had a body temperature of 36.6 and a sugar level at 120.

The choice of how events are represented in event sequence data determines which analysis can be done. Simple symbolic sequence and complex symbolic sequences can be used to discover the sequential patterns of events. The simple and multivariate time series can be used to calculate regression and numerical statistics. The complex event sequences can be used for a combination of these analyses.

2.3. Representation of Event Sequences

No matter how events are stored, we can distinguish two ways how event sequences can be represented. First, we describe different *instance-based representations* of event sequences. These representations have in common that they list event sequences according to different principles. They describe the actual
event sequences that have been observed. Second, model-based representations do not describe individual sequences, but the rules by which these sequences can be generated. They abstract from actual event sequences. We describe both representations in turn.

2.3.1. Instance-based Representation of Event Sequences

Instance-based representations organize data on events of several event sequences in different ways. We distinguish event enumeration, case-event enumeration, and case-state enumeration (see Figure 1). Different file formats exist for each of these categories.

![Figure 1: Examples of different instance-based representations of event sequences](image)

**Event enumeration.** This event sequence representation stores data as a sequence of events. These events contain the event name, timestamp, and any additional attributes related to the event. Additional attributes contain important information that can be used to order events into separate event sequences (or cases). One example for event enumeration is the OCEL file format that is used to store lists of events and support multiple case notions [13]. An example of data stored in this format is shown in Figure 1A. The OCEL format was developed to solve the problem of storing events that can be grouped according to different case notions into different event sequences. For instance, events of the sepsis data collection can be grouped into sequences based on the same patient (sequence of the treatment) or based on the same nurse (sequence of a shift).
OCEL was designed to use XML-based syntax to store event sequence data with a possibility of storing also the information about the relation between objects within event sequences. That information allows the data analysis to identify the resulting case notion and resulting event sequences at the stage of analysis. OCEL provides a general process mining standard to interchange object-centric event data with multiple case notions.

Case-event enumeration. This type of storing event sequences requires the definition of an order of events and their reference to one specific case. This yields a hierarchical representation, where each event belongs to a case, which usually represents one instance of a process. The eXtensible Event Stream (XES) format is an XML-based standard event sequence format for information systems [14]. This format is used by software tools for process mining, such as ProM [15] or Disco [16]. An example of storing data in this way is shown in Figure 1.B. It covers the Sepsis data in the XES format. Using case-event enumeration, each event is assigned to a case. Here, each case represents one patient in the clinic, and the events represent the procedures performed.

Case-state enumeration. This representation focuses on the event sequences as changes of states for a particular case. The STate Sequence (STS) format considers states as a data unit instead of events [17]. This representation still uses the tabular format to store data, but with a different structure. As shown in Figure 1.C, rows correspond to the sequence of equitemporally spaced timestamps with corresponding states for each case in that time.

2.3.2. Model-based Representation of Event Sequences

Model-based representations (or for short: models) describe how individual sequences can be generated and which characteristics they have. In this way, they aggregate event sequences into abstract specifications. Several categories of the model-based representations of event sequences exist. We describe four examples that are frequently used for process mining, namely directly-follows
graphs, Petri nets, Declare constraints, and process trees [2]. It is well known that transformations exist between many of these representations [18, 19, 20].

**Directly-follows graphs.** Event sequences can be modeled as a graph, where each node represents a type of event and arcs describe directly-follows relationships between these event types [2]. An exemplary directly-follows graph using Sepsis is shown in Figure 2. In essence, it shows for each event types like ER Sepsis Triage the event types that can follow next in an event sequence, here Leucocytes and CRP.

![Figure 2: Directly-follows graph for the Sepsis example](image)

**Petri nets.** This representation is a specific kind of a bipartite graph [21]. There are two types of nodes: places and transitions. These can be connected by arcs representing the flow relations. Each place can hold several tokens, which collectively define the current state of the system. Changing the state by firing enabled transitions produces sequences. Petri nets are more expressive than directly-follows graphs, because they can explicit describe concurrency [22]. The Petri net in Figure 3 shows that ER Sepsis Triage can be followed by either Leucocytes or CRP.

![Figure 3: Petri net for the Sepsis example](image)

**LTL (Linear Temporal Logic).** is the temporal logic with modalities that describe time. Event sequences can be described as a collection of rules by which
the underlying behavior is constrained. One such specific modeling language that uses LTL for describing event sequence data is Declare [23, 20]. Table 2 shows a set of rules showing that constrain event sequences. For example, the rule ChainSuccession(ER Registration, ER Sepsis Triage) means that that the first event type has to be directly followed by the second.

| Rule | Explanation |
|------|-------------|
| ChainSuccession(ER Registration, ER Sepsis Triage) | If ER Registration occurs then ER Sepsis Triage occurs immediately afterwards |
| ChainPrecedence(ER Sepsis Triage, Leucocytes) | If Leucocytes occurs then ER Sepsis Triage occurs immediately beforehand |
| AtMostOne(ER Sepsis Triage) | If ER Sepsis Triage occurs, then it occurs at most once |
| NotSuccession(Release A, CRP) | Release A occurs if and only if CRP does not occur afterwards |

... Process Trees. are abstract hierarchical representations of a process model [24]. This tree represents events as leaf nodes, and control-flow operators as non-leaf nodes. There are a number of operators available such as exclusive choice \( \times \), sequence \( \rightarrow \), parallelism \( \wedge \). A process tree for the Sepsis case is shown in Figure 1. The sequence operator at the root of the tree indicates that the child nodes will be sequentially executed. The event sequence starts with ER Registration, continues with ER Sepsis Triage, which follows by either Leucocytes or CRP. The sequence finishes by the final event Release A.

2.4. Visualization of Event Sequence Data

There are various archetypes of how event sequence representations can be visualized. Here, we use the term visualization to refer to an arrangement of visual elements on a canvas. In this section, we explain different visualization
types that are used to support the analysis of event sequence data. We use the taxonomy presented in [25] to differentiate five main categories. We describe these categories in the order from most specific to least specific. In Figure 5, we exemplify each of these five categories for instance-based and model-based representations using the Sepsis example.

2.4.1. Matrix Visualization
A matrix visualization is the most specific visualization of event sequences. The key feature of this visualization is that event sequences or aggregate values from event sequences are mapped to rows and columns of a matrix. Relationships between two orthogonal categories are shown as various glyphs at the matrix cell where both categories intersect. Figure 5.A shows an instance-based matrix visualization inspired by the design presented in [26]. Each row of this matrix represents one sequence from the Sepsis treatment process. The columns correspond to various events that appear in the event sequences. The model-based matrix visualization is inspired by the design of [27] shown in Figure 5.B. Here, the rows of the matrix correspond to clusters of patients based on event sequences and columns represent the events that are present in those categories.

2.4.2. Timeline Visualization
Timeline visualizations are visual representations of event sequences that use a time axis to align the elements. This visualization is usually used to convey the evolution of events over time, the evolution of aggregate values, or the order of events in event sequences. The example visualization shown in Figure 5.C is based on the dotted chart design [26]. It uses circles to position each individual
Figure 5: Example of representation using Sepsis use-case
event on a horizontal timeline for each patient of the Sepsis use-case. The model-based representation of ToPIN [8] is depicted in Figure 5.D. It shows the events associated with different activities as they are executed in event sequences. In this way, it conveys information of the general order, number of events, and about groups of events (events are shown below or above the timeline).

2.4.3. Hierarchy Visualization

Hierarchy visualizations are graph-based event sequence visualizations that use a tree topology. These visualizations convey hierarchical dependence and proximity of events in event sequences. Such visualizations can be generated using clustering algorithms. Figure 5.E shows the design of individual event sequences with an order of events. The same activities are grouped together to convey the hierarchical relationships in the data. The visualization of [28, 29] is shown in Figure 5.F. It shows the hierarchy-based model representation of event sequences, conveying information about general patterns in this data set.

2.4.4. Sankey Visualization

Sankey visualizations are inspired by flow charts, showing events as bars and transitions as lines connecting them. Lines are proportional to the number of transitions in the event data. This visualizations type also includes node-link diagrams and directly-follows graph [30]. The visualization depicted in Figure 5.G shows a sankey diagram for an instance-based representation of event sequences. Each event sequence, e.g. a sepsis patient, is visible as a line going through the bars of each event. The shown variant is based on the sequence braiding visualization [31]. The model-based representation described in [32] is depicted in Figure 5.H. It shows a directly-follows graph for a sepsis case. This visualization arranges the data as a graph, showing the aggregated number of transitions between events.

2.4.5. Other Chart Visualizations

Some visualizations are more basic or combinations of other archetypes. We put all these other visualizations into this category. These typically include visual-
izations that combine simple visualization types such as bar charts, pie charts or box plots with means to convey some sequential information of the event sequence data. An instance representation inspired by [33] is shown in Figure 5.I. It uses a bar chart to represent individual sequences in the visualization. An example of model-based visualization is shown in Figure 5.J. Here, the sequence of charts are used to convey information extracted from the raw event sequences. In this case, the progression of the patients’ condition through the hospital process is displayed with bar charts. These charts are commonly used as additional views to the main visualization.

2.5. Event Sequence Visualization Framework (ESeVis)

We have identified and discussed two orthogonal dimensions for describing event sequence data: instance-based or model-based representation as the conceptual axis and five different visualization types as the visual axis. Our Event Sequence Visualization Framework (ESeVis) builds on these two axes. Table 3 describes the $2 \times 5$ categories of our framework. In the following, we will use ESeVis for categorizing contributions from the research fields of information visualization and process mining, in turn.

3. Research design

Research on visualizations of event sequence data have been published in major outlets of process mining and information visualization research. In this section, we describe how we review these streams of literature. We follow guidelines as outlined in [34, 35] and exemplified in [36]. First, we explicate our overall review objectives. Then, we define our search and selection procedures. Finally, we report our classification procedures.

3.1. Research objectives

The goal of this survey is to analyze the visualizations for event sequence data from two notable streams of research: information visualization and process mining. While both of these fields share commonalities in terms of data types,
Table 3: ESeVis Framework

| Model representation | Instance representation |
|-----------------------|--------------------------|
| Aggregated values coming from events, their additional values, or whole event sequences are mapped to rows and columns of the matrix. Each cell then shows some characteristics of these aggregations. | Event sequences and their features are mapped to the rows and columns of the matrix. Each matrix cell shows some values such as the presence of a particular event in the sequence. |
| The event sequences are aggregated before being mapped to the visual elements on the visualization with a time axis. | Each event sequence is mapped to the visual elements on the visualization with a time axis. |
| Event sequences are hierarchically clustered and mapped to the visualization elements that convey and highlight a hierarchical relationship present in event sequences. The event sequences are usually clustered with prefix-based clustering algorithms. | The event sequences are mapped to the visual elements on the visualization with a time axis. |
| Sankey-based visualization displays event sequences after aggregations over the initial event sequences. | Each event sequence from a collection of event sequences is directly mapped to the visual elements of a Sankey-based visualization. |
| Aggregate statistics derived from an event sequence are visualized with chart-based visualization or a set of chart-based visualizations. | Chart-based visualizations or their elements are used to map event sequence data to the visual elements. |
they have developed largely disconnected from each other. Our systematic literature review aims to categorize contributions from these two research fields in order to highlight commonalities and potential for mutual inspiration. We approach these objectives by focusing on the following research question (Q):

\[ Q1: \text{Which type of event sequence visualizations have been proposed by which stream of research?} \]

We refine this research question into the following sub-questions:

- Q1.1: How can event sequence visualizations be classified?
- Q1.2: How has research on event sequence visualizations developed over time?
- Q1.3: What are the main difference between two research streams?

3.2. Literature Search

We focused on the major process mining and information visualization journals for our systematic literature review. We consider the recent period between 2000-2020 for the search. We selected three major research journals in the information visualization field that publish articles about event sequence visualizations. These journals are IEEE Transactions on Visualization and Computer Graphics (TVCG), Information Visualization (IV), and Computer Graphics Forum (CGF). For process mining research, we selected the following three major journals: Information Systems (IS), IEEE Transactions on Knowledge and Data Engineering (TKDE), and Decision Support Systems (DSS).

Information visualization and process mining related publications use a different vocabulary to describe the works focusing on event sequence data. Therefore, we iteratively defined an initial keyword list, and extended it with the

\footnote{Note that the choice for this period is driven by the assumption that relevant visualizations should be in publications over such a span of time. Both fields look back at a more than 100 year old history\cite{37,3}.}
keywords extracted from relevant publications. For the visualization journals we searched for the following keywords: *event-based data*, *temporal event data*, *timeline*, *sankey*, *process mining*. Looking through the results we identified additional keywords and added them to our search list: *flow*, *sequence mining*, *action sequence*, *Temporal visualization*, *behaviour*, *log data*, *timenets*, *Temporal Categorical*, *sequential pattern mining*, *event sequence*, *Event sequences*, *temporal event sequences*. For process mining focused journals we used the following search keywords: *Process mining*, *Event sequence* and additional keywords *Event sequences*. For the selection of relevant papers, we used the Publish or Perish software [38] with the Google Scholar backend. We build our queries using the ISSN journal identifiers and mentioned keywords.

3.3. Selection Procedure

The selection procedure has the aim to identify step by step relevant papers. The starting point are the papers identified by the search queries. Figure 6 gives an overview of the procedure.

1. We selected all the papers returned by the keyword search.
2. We analyzed the titles of each paper for being unrelated or potentially related based on our inclusion criterion. Our inclusion criterion considers research articles as relevant that propose new visualization techniques for event sequence data.
3. We analyzed abstracts and visualizations presented in papers. If a paper contains an abstract that discusses the visualization of event sequence data, or shows visualizations related to one of the categories described in Section 2.4 we consider it to be potentially relevant.
4. We fully read the papers and identified the set of relevant papers. We documented the steps as summarized in Table 4. Overall, we identified 62 relevant papers.
Table 4: Selection of papers

|                | Stage 1 | Stage 2 | Stage 3 | Stage 4 |
|----------------|---------|---------|---------|---------|
| TVCG           | 339     | 180     | 56      | 37      |
| IV             | 66      | 34      | 6       | 1       |
| CGF            | 113     | 54      | 11      | 9       |
| Information Visualization | 518     | 267     | 73      | 47      |
| IS             | 195     | 108     | 9       | 9       |
| TKDE           | 158     | 28      | 1       | 1       |
| DSS            | 111     | 36      | 6       | 5       |
| Process Mining | 464     | 172     | 16      | 15      |
| **Total**      | **982** | **440** | **89**  | **62**  |

3.4. Classification Procedure

The aim of the classification is to identify where which type of contributions have been made. We analyzed each of the 62 included papers and their visualizations and categorized the contributions according to our ESeVis framework (see Table 3). We documented additional details about specifics of the identified visualizations. Often, research articles introduce visualization systems that contain one or more views to show a specific perspective on the event sequence data. Therefore, each contribution can belong to several categories in the 2x5 framework. Moreover, several visualizations introduce views that can be classified into more than one categories (e.g. the icicle plot in [29] is categorized into the timeline-based, model-based category and the hierarchy-based model repre-
sentation as it adheres to definitions of both). Next, we present our findings.

4. Findings

In this section, we describe the results of our literature review. First, we will give an overview of the contributions. Then, we will discuss each of the five types of visualization and their sub-types in turn.

4.1. Overview of Contributions

The number of relevant papers is shown in Table 4. 62 articles were selected from the six journals. We observe that TVCG appears to be the journal with the most articles on the visualization of event sequence data. More than half of the relevant papers, namely 37 of 62, are published in this journal. CGF and IS follow with 9 articles each. DSS has five articles, both IV and DSS one.

Research on the visualization of event sequence data has been developing in the twenty years since 2000. The distribution over years is shown for each journal in Figure 7. We observe that there are a few articles between 2008 and 2013. Only 2014 sees a drastic increase of published contributions. Since then, almost 10 articles are published each year, most of them in TVCG. Figure 8 shows how the contributions of these articles are distributed over the different categories of visualizations for event sequence data. We will now discuss each category in detail. We use "IV" for information visualization and "PM" for process mining together with the reference number of the paper to indicate to which category a reference belongs.
4.2. Matrix-based Visualizations

Matrix-based visualizations use a matrix layout to display characteristics of event sequence data. This visual representation has two dimensions, where the rows correspond to one characteristic such as unique event sequence identifiers, and columns correspond to another dimension of data, such as events in a sequence, or transitions between events. The summary of contributions that use a matrix-based visualizations is presented in Table 5. Next, we separately discuss Matrix-based Visualizations and then Extended Matrix-based Visualizations.

4.2.1. Matrix-based Visualizations

In Matrix-based visualizations, the matrix cells are used to represent elementary information that can be described as a categorical values (see Figure 9). The cells are usually distinguished with color, which represent the type of the cell.

Bose et al. use the matrix layout to display event sequence data at the sequence representation level.
They arrange event sequences in a matrix view as follows: each line represents one event sequence and each column represents an event type. This visualization supports the analysis and complements a corresponding algorithm that minimizes the number of vertical gaps in the matrix for aligning similar event sequences.

Other works use Matrix-based visualizations to show aggregated characteristics of event sequence data [27, 39, IV] by conveying categorical information with color hue. Chen et al. [27, IV] use topic modeling algorithms to aggregate event sequences into topics, and generate visualizations showing how these topics map to events in a matrix form. Kwon et al. [39, IV] use a matrix view to show medical data using hidden markov models (HMM). They lay out the discovered states of these models as columns and multiple event sequence attributes as rows.

4.2.2. Extended Matrix-based Visualizations

Some matrix visualizations are more complex. They use the cells in order to convey additional quantitative and qualitative information through a special glyph designs. This design is used to convey more information than just simple categorical values (Figure 10).
Loorak et al. [40] IV represent the medical data of stroke patients. Instead of showing the raw event sequences only, they use a matrix visualization to convey information about additional parameters attached to each sequence. In this way, the matrix cells show quantities as bar charts, categorical information with color, and shapes.

Some Extended Matrix-based visualizations convey aggregated information about event sequences. Jin et al. [41] IV use a matrix view to present a causality analysis for event sequence data. They use the rows of the matrix to represent causes and the columns to show effects. Each cell of a matrix is split into an outer and an inner region to represent two casual relation groups. Color saturation is used to represent the strength of the corresponding relations. Another usage of a matrix view is presented by Xie et al. [42] IV. They use a matrix with a custom glyph design to represent passes in football.

### 4.3. Timeline-based Visualizations

A timeline-based visualization is a visual representation of event sequence data that has a fixed time axis (usually the x-axis) to arrange visual elements that represent events or derived properties in temporal order. Next, we describe several categories of timeline-based visualizations. For a summary of papers in this category refer to Table 6.

#### 4.3.1. Fixed timeline-based

The first category is called Fixed timeline-based visualizations and is depicted in Figure 11. Visualizations in this category present event sequences as elements that are aligned along the timeline.

Bose et al. [26] PM use a representation of event sequences, in which each event has one timestamp (beginning or the end of event execution). This visualization
is called dotted chart. An event sequences is shown as a sequence of circular glyphs colored by event type. Each sequence is arranged as a row. Similar visualization are used in several visual systems [43, 39, 53, IV], with different glyph shapes including triangles [53, 44, IV] and rhombus [54, IV]. Other works also use Fixed timeline-based visualizations [45, 44, IV], but combine them with a Duration timeline-based visualization that is described as a next category.

Some works use a Fixed timeline-based visualizations to represent aggregated event sequences. The visualization system by [53, IV] shows the colored vertical rectangles on the timeline to visualize all events and when they happened on the timeline. de Leoni et al. [60, PM] use a timeline view with circular glyphs to show the events that are planned to be performed in the future. Grouping of several circles creates a bigger circle that is used as a pie chart to represent if some of the contained events were already executed.

### 4.3.2. Duration timeline-based
In this event sequence visualization type, each event is mapped to a timeline with duration information encoded as a length of a glyph (see Figure 12).

The authors of [55, 27, 46, IV] and [58, PM] use a horizontal timeline to arrange the rectangular visual elements colored according to their event type. In this way, they convey the time from the beginning to the end of the event, often to capture the duration of an activity execution. Another group of works [9, 52, IV] encodes events as a color-coded rectangle and aligns them to the vertical timeline. Rosenthal et al. [50, IV] describe a visualization system that shows problems and their severity with a color of a standard sized boxes, while the lead time (completion time) is shown as a line extending past the box instead of the enlarged box size. Other works, instead of showing individual events from event sequence data, focus on conveying some information derived from event sequences on the timeline. Richter et al. [59, PM] use a duration timeline-based visualization to show when particular transitions between events were performed.

The two categories discussed so far are often considered to be pure event-based visualizations. They convey information about the time of when an event happened as one dimension of the visualization of the event sequence. The following two categories deal with more complex visualizations, in which additional information is integrated.

4.3.3. Converging-diverging timeline-based

This type of timeline visualization illustrated in Figure 13 displays event sequences as converging and diverging lines. Each of these lines corresponds to an event sequence. The lines that lay close together usually correspond to some common characteristic such as location proximity, same state, or joint resource executing these events.
This category has only been discussed in the field of information visualization. Some works build on Marey graphs to represent event sequences. Xu et al. [47, IV] use a Marey graph to represent the assembly line performance at a factory, showing progression of events as vertical lines that follow a sequence of predefined events along the graph. This visualization uses color to highlight those parts of the lines that represent delays. Another Marey graph based visualization is shown in [39, IV], using color to highlight the event types for the use case of disease progression pathways.

Baumgartl et al. [49, IV] use a vertical Converging-diverging timeline-based visualization in a system for the analysis of pathogen transmission in hospitals. The horizontal interactive timeline contains the lines representing patients and their health status. The lines that converge show the patient contacts. The visualization by Liu et al. presented in [48, IV] uses lines to represent the characters of a story and events that involve them as converging lines of several lines. Another Converging-diverging timeline-based visualization by Reda et al. [57, IV] shows the evolution of how social groups evolve with time. The lines that stretch horizontally represent the group membership, while diverging and converging of the lines convey the change of the group membership.

4.3.4. Evolution timeline-based

The Evolution timeline-based visualization (Figure 14) conveys event sequence information as a density chart arranged along the timeline. Event types are often distinguished by color and the area size is used to show additional characteristics.

Wu et al. [50, IV] introduce the Opinionflow visualization that shows the opinion diffusion on social media as a sankey-based-density map visualization. In this visualization, where the event sequences are aggregated in several horizontal timelines. The size of the area shows the number of opinion expressions on social media and the color shows the type
of opinion. Sung et al. [8, IV] present a Evolution timeline-based view as part of their visualization system. This view is called a theme river and it summarizes a number of events as a color-highlighted area displayed over a horizontal timeline. A similar view is presented as part of the ChronoCorrelator visualization system [54, IV]. It includes a density plot showing the number of all events that happen as an area arranged with a horizontal timeline.

The papers in this category focus on displaying the features derived from event sequence data in the timeline-based graphs. Suriadi et al. [61, 62, PM] use line graphs to show how different event sequence parameters change with time. These graphs allow for inspection of the time-related changes in the event sequences.

4.3.5. Combinations

In this section we discuss visualization systems that combine several visualization categories in their designs.

The visualizations presented in [44, 45, IV] show a combination of Fixed timeline-based and Duration timeline-based visualization systems. They use triangular [44, IV] and circular [45, IV] glyphs to represent the individual events, and range-plot visual elements to convey the information about events with a duration. The ToPIN visualization [8, IV] captures the online learners behavior with a ToPIN timeline-based visualization as a combination of Fixed timeline-based and Duration timeline-based. In this visualization different events from event sequences are grouped in the rectangles that convey the average time range of when the events grouped to this rectangle happened. Additionally, these rectangles connected with a timeline axis with curved lines show the exact timestamps of individual events that they contain.

The LiveGantt visualization [51, IV] combines Duration timeline-based and Evolution timeline-based designs. The visual elements are placed on the horizontal timeline with the length representing the duration of the event, and the height representing the number of events of the same type that occurred at a given time. The Coreflow visualization [29, IV] presents the main visualization
Table 7: Selection of papers for timeline-based visualizations

| Node-link   | Flow          | Treemap       |
|-------------|---------------|---------------|
| Law et al.  | Guo et al.    | Jang et al.   |
| Vrotsou et al. | Jang et al.   | Jang et al.   |
| Vrotsou et al. | Liu et al.    |               |
| Krause et al. |               |               |
| Wongphasawat et al. | Guo et al. |               |

that shows the tree-like patterns discovered from event sequences. Coreflow is presented in two ways, as an icicle plot and as a node-link visualization showing branching patterns of event sequence data. Both visualizations also preserve aggregated timestamps for each event. While this visualization is also showing a hierarchy-based representation, it is also a Duration timeline-based and Evolution timeline-based visualization.

4.4. Hierarchy-based

Hierarchy-based visualizations convey hierarchical relationships found in event sequence data. These visualizations group sequences by their prefix similarity. A summary of contributions that design visualization systems using this visual representation is shown in Table 7.

4.4.1. Node-link hierarchy-based

This type of visualizations (Figure 15) captures information about event sequences as a node-link diagram, where nodes usually represent events and the links represent transition between events.
In many visualization designs an elementary node-link diagrams is used, e.g. in [53, 63, IV] and [26, 69, 60, PM]. Law et al. [63, IV] and Bose et al. [26, PM] use color to distinguish different event types. Also Leite et al. [53, IV] and de Leoni et al. [69, 60, PM] use various glyph designs for event types additionally to color.

A second group of Node-link hierarchy-based visualization designs consider the node size, link size or both to show additional dimension in the data. For instance, Vrotsou et al. [28, 29, IV] use the size of a link in node-link diagram to represent the frequency of the corresponding transition between two events. The visualization design by Krause et al. [64, IV] takes the size of the links, size of nodes, and the color of nodes to convey the information about the frequencies and additional characteristics of a cohort of event sequence data.

While many hierarchy-based visualizations aggregate the event sequence data, the work by Vrotsou et al. [9, IV] defines a node-link based visualization that only groups sequences containing the same sub-sequence of activities using user defined queries. This visualization shows hierarchically grouped sequences that are still individually identifiable.

4.4.2. Flow hierarchy-based

Flow hierarchy-based visualizations aggregate event sequences in the sankey based visualization that shows the hierarchical dependencies in the event sequence data (see Figure 16). These visualizations use the horizontal or vertical layouts with sequentially ordered elements, in which the width of a transition shows its frequency.

Liu et al. [29, IV] show Coreflow and its icicle plot as Flow hierarchy-based visualization. This vertical design shows event sequences grouped by prefixes starting from the top of the visualization where similar prefixes are laid
out proceeding downward to more specific events. The width of the events show the number of transition. Similar design, but laid out horizontally is used in the Outflow visualization [65, IV]. In this visualization, the patterns are grouped and colored by an outcome by the scale green to red for a positive or a negative outcome. The EventThread system [66, IV] extends the EventFlow visualization and its icicle plot design with color to highlight the different event types. Jang et al. [10, IV] present the MotionFlow system that uses glyphs to identify events, and the transition width and color to show separate aggregated event sequences.

Several special cases of Flow hierarchy-based visualizations are described in [66, 67, 63, 68, IV]. Guo et al. [66, 68, IV] present a system for the analysis of event sequence data that splits event sequences into stages. Their systems use nodes of a horizontally laid out graph to represent information about stages of event sequences. These nodes are connected with semi-transparent lines that use width to indicate the frequency of a certain path. Law et al. [63, IV] show the MAQUI system in which the workspace view illustrates patterns as the vertical colored rectangles. Event transitions are shown with the gray horizontal rectangles using height to indicate the frequency of a transition. Finally, the system by Liu et al. [67] shows the icicle view for patterns for different groups of users. Unlike the standard icicle plot, this visualization shows separate patterns for each group.

4.4.3. Treemap hierarchy-based

This category includes visualizations of the event sequences that are aggregated into a treemap view (Figure 17). This visualization uses nested figures such as rectangles to represent hierarchical dependencies in the data.

The Motionflow system by Jang et al. [10, IV] features a treemap view to complement a Flow hierarchy-based view. It uses a nested rectangle layout, coloring the rectangles in the same way as the paths in the flow.
visual representations. This view then shows a hierarchical relationship of which patterns exists in the event sequence data.

4.5. Sankey-based

Sankey-based visualizations show event sequence data as a graph of transitions between event types. Articles that employ sankey-based visualization designs are summarized in Table 8.

4.5.1. Node-link sankey-based

The category of Node-link sankey-based visualizations use a graph layout in which the events are represented as nodes and the transitions are shown as links (see Figure 18). A node-link visualization can convey additional information by
the size of the node or the width of links such as frequency of occurrence of a
specific type of transition.

The authors of [26, 78] use node-link diagrams as an aggregated model derived from event sequence data. They annotate the transitions and nodes with frequencies. Song et al. [69] show the social network derived from event sequences as a node-link based representation. They use colors to distinguish event types. Baumgartl et al. [49] use a node-link representation to show the contact network view for the data of pathogen transmission between patients in the hospital. They use color to highlight the patient status and their contacts. The ViSeq visualization [70] defines a node-link design that arranges the events vertically and the transitions as arcs.

4.5.2. Extended node-link sankey-based

Extended node-link sankey-based visualizations combine designs that convey information beyond the transitions between event types and their frequencies (see Figure 19). These include characteristics such as the type of transition, the distribution of events as a single node, and nodes with different semantics (such as Petri nets [79]).

Some works distinguish transition types in the node-link visualizations. Leoni et al. [80] show the node-link graph that describes the Declare rules applying to pairs of events. They add arrows, circles, and other glyphs on top of transitions to indicate the rule type as a transition. Bolt et al. [32] use colors of transitions and dashed lines to represent differences between data and some predetermined rules.

There are works that describe node designs that convey additional information. Leite et al. [53] uses the
color and shape of the events to show the frequency and the type of the node. Jang et al. [10, IV] define water-drop nodes in Motionflow that contain representations of the human motion patterns. The transitions in this node-link diagram show the change of a person’s position. So-called Extended Compliance Rule Graphs by Knuplesch et al. [81, PM] visualize the compliance of an event sequences with the model. These graphs use different node shapes to represent various node types. Song et al. [69, PM] adopt Petri nets and color the transitions with two-color schema (color of a circle and its border) to show performance measures.

Low et al. [58, PM] use pie charts as nodes to show the extent of swap of resources that work on events. EmoCo [46, IV] define views that convey additional information about the aggregated events as colored pie charts. Wynn at al. [83, PM] present Petri nets in the three-dimensional space including bar charts on the nodes to represent additional information, such as injury severity. Munoz-Gama et al. [79, PM] also use Petri nets to support visual conformance checking, as much as van Dongen et al. [82, PM] who convey additional information as horizontal bar charts in the nodes and various transition designs (solid lines, dashed lines, etc.).

4.5.3. Flow sankey-based

In the Flow sankey-based visualizations the event sequences are aggregated showing the transitions of events in the event sequences (see Figure 20). These visualizations are horizontally arranged from left to right according to the temporal order of events, and the width of transitions show the frequency of transitions.

Nguyen et al. [71, IV] present a sankey-based flow visualization, in which each event type is associated with a histogram to show its variability across processes. Gotz et al. [72, IV] use a sankey diagram to aggregate the flow of events representing them as colored rectangles and their size scaled to their
aggregated frequency. Jin et al. [41, IV] arrange cause-effect relations in a sankey diagram. The RoseRiver visualization system [73, IV] shows the change in groups of event sequences as a sankey-inspired diagram. For each step, color indicates the event sequence group and height frequency. The Loyaltracker [74, IV] visualizes the loyalty of search engine users. They use color hue to differentiate between three groups users: strictly loyal, medium loyal, and barely loyal. The flow of users represents those that join or leave a search engine at each point in time. The Opinion Flow system [50, IV] shows the information about the flow of interconnected events as a sankey-based-density map, where the color intensity and hue capture the state of the system and the separate flows indicate the frequency of a particular opinion discovered from raw event sequence. On demand, parts of the raw event sequence with the directly follows relations can be shown. The EmoCo visualization [46, IV] is a three-steps sankey diagram showing facial-emotion change along the sequence of particular words.

The STBins visualization system [75, IV] is a sankey-based design for analyzing multi-thread execution log data. Event sequences are grouped in threads and visually encoded as rectangles containing circles that represent events. The transitions between circles within the thread and across threads encode the change in sequences.

Guo et al. [68, IV] use several chart-based visualizations (area charts, bar charts) in combination with a Flow sankey-based visualization to convey different characteristic of event aggregations.

### 4.5.4. Converging-diverging sankey-based

Converging-diverging sankey-based visualizations have in common that they use horizontal lines that converge and diverge showing change of state of a sequence or a group of sequences (Figure 21).

Bartolomeo et al. [31, IV] present a Sequence Braiding visualization system that uses vertically lines grouped into categories and highlighted with color. These lines...
show how the status diabetic patients change with events of food consumption.

Chou et al. [76, IV] present a similar visualization design, grouping similar sequences with the same color. Vrotsou et al. [52, IV] define a related design, but instead of arranging the events vertically by one categorical measure, each step is represented based on quantitative measure. This visualization focuses on information derived from event sequence data, and not on the sequential order.

Agarwal et al. [77, IV] present a Converging-diverging sankey-based design that represents group membership of event sequence changes over time. Line width indicates additional characteristics and bar chart display distribution information related to an event type.

4.5.5. Chord sankey-based

The Chord sankey-based visualization captures events as circles with transitions as arcs (see Figure 22).

Chen et al. [70, IV] present a Chord sankey-based representation as part of their visualization system. It is used for showing aggregated transitions of event sequence data in different time windows (weeks). The width of each flow in this chord diagram shows the frequency of this transition. The design allows for better comparison between different event sequence groups.

4.6. Other Chart-based

This group of event sequence data visualization designs use well-established visualization charts to display information derived from event sequence data. The examples of these charts are bar chart, histogram, pie chart, and sequence chart. Visualization systems often integrate a combination of several chart-based visualizations in one design. A summary of related contributions is shown in Table 9.
| Sequence | Sequence-Duration | Bar-chart | Other chart | Composition |
|----------|-------------------|-----------|-------------|-------------|
| Kwon et al. [39] | Wang et al. [84] | Unger et al. [33] | Liu et al. [67] | Vrotsou et al. [28] |
| Nguyen et al. [7] | Chen et al. [70] | Guo et al. [66] | Guo et al. [68] | Jin et al. [41] |
| Loorak et al. [30] | Xu et al. [47] | Jin et al. [41] | Xu et al. [47] | Xu et al. [33] |
| Chen et al. [70] | Unger et al. [33] | Jin et al. [41] | Xu et al. [47] | Xu et al. [47] |
| Guo et al. [66] | Xue et al. [47] | Kwon et al. [33] | Xie et al. [42] | Xu et al. [47] |
| Nguyen et al. [7] | Chen et al. [70] | Kwon et al. [33] | Xie et al. [42] | Xu et al. [47] |
| Jin et al. [41] | Law et al. [43] | Isaccs et al. [86] | Jo et al. [51] | Xie et al. [42] |
| Cappere et al. [27] | Chen et al. [33] | Bernhard [6] | Xie et al. [42] | Xu et al. [47] |

| Sequence | Sequence-Duration | Bar-chart | Other chart | Composition |
|----------|-------------------|-----------|-------------|-------------|
| IV       | CGF               |           |             |             |
| Rosenthal et al. [50] | Dortmont et al. [53] | Agarwal et al. [72] |             |             |
| IS       | DSS               |           |             |             |
| Leoni et al. [62] [PM] | Low et al. [59] | Bolt et al. [72] | Richter et al. [59] | Low et al. [59] |
| TKDE     | ENDS             |           |             |             |
| Suriadi et al. [62] [PM] |             | Lie et al. [74] |             |             |
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4.6.1. Frequently used Chart Types

In this section we describe frequently used chart types for visualizing event sequences.

A. Sequence chart-based. In this category, events of sequences are mapped to visual elements such as different glyphs or shapes. Color is often used to show the event type (see Figure 23). Visualizations in this category are arranged horizontally or vertically, such that the order of events is easily understood. In two-dimensional layouts, lines are used to connect glyphs. Sequence chart-based visualizations are similar to Fixed timeline-based, but without the requirement to show elements arranged along the timeline.

![Figure 23: Sequence chart-based visualization](image)

The first group of sequence chart-based works focus on providing an overview of event sequences. They visualize events as sequence of circles [43, 39, IV], triangles [84, IV], rectangles [33, IV], squares [28, 67, IV], and other shapes [80, PM]. Each event sequences is shown as a separate line. Some of these visualizations can highlight a particular event type in all sequences [28, IV] or align events according to one specific event type [67, 84, IV]. These visualizations show from as few as five [84, IV] to hundreds [67, IV] of event sequences in one view. Representations in this category convey also patterns of aggregated event sequence data. Nguyen et al. [7, IV] use visual highlighting to show aggregations. Chen et al. [70, IV] distinguish different event types using different shapes.

A second group of Sequence chart-based visualizations display one or more event sequences using visual elements. Long sequences are split into several rows and glyphs are connected with lines [66, 63, 68, 41, IV]. This design is used to show details of a concrete event sequence for analysis. This representation can also be used for aggregated event sequences. MAQUI [63, IV] shows the major patterns discovered from event sequence data. Capper et al. [85, IV] present a visualization system for individual event sequences and aggregated event se-
quences, using a sequence of annotated rectangles capturing rules discovered from event sequences. Chen et al. [43 IV] introduced a visualization system that uses a Sequence chart-based representation. They use a sequence of colored rectangles to represent the aggregated event sequences. This visualization design supports interactive exploration of details related to specific patterns. These patterns are displayed as taller rectangles and aligned below the original aggregated sequence.

B. Sequence-duration chart-based. Sequence-duration chart-based visualizations map event sequences to the visual items in such a way that the size of the elements are proportional to characteristics such as the event duration (see Figure 24).

Loorak et al. [40 33 IV] present a vertical design of Sequence-duration chart-based visualization of event sequences and their duration. These sequences are arranged along the x-axis and the y-axis showing the duration of individual events in event sequence. Xu et al. [47 IV] describe a radial representation, arranging the event sequence around a circle. Rosenthal et al. [56 IV] use a one-dimensional Sequence-duration chart-based overview of event sequence data. The color of the rectangles indicate the event type and size shows the number of aggregated events.

C. Bar-chart-based. Bar charts visualize data of different categories as rectangular visual elements, where width is fixed and height represents some quantitative value (see Figure 25). Stacked bar charts offer a comparison between different subcategories of data.

Event sequence data visualization systems use bar chart views to present some distributional aspects of the
data. Some works use bar charts to show the distribution of gender [64 [72 [41 [IV]], race of participants [72 [IV]], or event frequencies [72 [41 [51 [47 [IV]]. Kwon et al. [39 [IV] provide bar charts to summarize various other characteristics of the event sequence data. Agarwal et al. [77 [IV] give an overview of the number of events per a specified time ranges. Nguyen et al. [71 [IV] use the bar chart with a chart for each sequence. One bar represents two variables, one captured by its height and the other by its color. Suriadi et al. [62 [PM] use bar charts to show the average length of queue before each event in the sequences. Low et al. [58 [PM] show the difference in resource utilization between two event sequence datasets. Bose et al. [26 uses bar charts as a additional view, in which each bar corresponding to one event and the extent its traces are aligned with a predefined model.

4.6.2. Other Chart Types

D. Histogram. A histogram is a visualization of data that is based on the bar chart. Instead of displaying bars for a categorical value, the histogram replaces them with ranges derived from a quantitative values.

Wang et al. [84 [IV] use histograms and stacked histograms to aggregate and show the distribution of event types on a daily basis. Similarly, the authors of [70 [64 [IV] use histograms to show the distribution of outcomes of an event sequence. Gotz et al. [72 [IV] and Jin et al. [41 [IV] use histograms to display age distribution in the data. Nguyen et al. [71 [IV] utilize modified histograms to show the frequency of different process variants. These modified histograms use a second x-axis with another variable connecting the two axes with shadowed lines.

E. Line Chart. Line chart displays the series of data points connected by a line in a two-dimensional graph. It shows a change of a variable over time. Xie et al. [32 [IV] use line charts to display statistics of event sequences derived from football data. Jo et al. [51 [IV] use a line chart to represent outcome changes per group of event sequences. They color slopes of this line chart use hue and saturation for an increase or decrease of value.
F. Scatter plot. Scatter plots show the distribution of values of a two-dimensional numerical variable. These values are plotted on the x- and y-axes. Nguyen et al. [71, IV] show a scatter plot of how two attributes correlate. In this way, they compare exclusive and inclusive run-time of event sequences from parallel program executions. Gotz et al. [72, IV] present a so-called scatter-and-focus visualization. This interactive visualization uses a green-red color scale for differentiating the points and for choosing the focus points for further analysis. Chen et al. [70, IV] use a scatter plot as a projection view of their visualization. They display the event sequences aggregated and sorted by similarity with respect to a predefined time period.

G. Pie chart. Pie charts are charts that slice a circle for showing proportions taken by different groups. Bolt et al. [32, PM] use pie charts to present the results of a classification algorithm for detection of differences between behavior and business rules. Liu et al. [87, PM] show a pie chart of the aggregated distribution of different causes of anomaly.

H. Heat map. Heat maps visualize quantities of data using a color scale projected onto a two-dimensional space. Isaacs et al. [86, IV] employ the heat maps to visualize program execution traces. They arrange the event sequences in rows and their time in columns. The color scheme from light blue to red identifies the delay of execution of certain events. Lie et al. [87, PM] use a heat map to highlight the columns in a matrix according to the extent of abnormal behavior present in corresponding event sequences.

I. Map. This visualization type positions visual elements on a two-dimensional map. Leoni et al. [63, PM] display individual events of event sequences on a city map. They use several glyph types (rectangles, circles) to distinguish event types.

J. Calendar. This visual representation utilizes a calendar of dates in the month to present information. Xu et al. [47, IV] use a calendar view to represent the number of faults for each day. They color squares scaled by color lightness.
**K. Density Plot.** A density plot is a smoothed version of a histogram that is used to show how the numerical variable is distributed. It is used as a building block among others by Xu et al. [47, IV], Wu et al. [50, IV], and Dortmont et al. [54, IV].

**L. Box Plot.** A Box plot is a visualization method to aggregate and display a set of numerical values. This representation displays data through quartiles, drawing a rectangle showing second and third quartiles with lines extending further to show lower and upper quartiles. Bernard et al. [6, IV] use it as part of their visualizations.

### 4.6.3. Compositions of Chart Types

A key property of technology is its compositional nature [88]. Also visualization techniques inherit this compositionality. Here, we describe works that integrate different chart-based techniques in one visualization view. Several authors use a combination of Sequence chart-based visualizations together with other chart-based visualizations.

Chen et al. [70] display individual event sequences as sequences of glyphs as in Sequence chart-based overlaying with line charts to show how quantities change with progress. Xie et al. [42, IV] use a map visualization to position elements of a Sequence chart-based. They use the map of a football pitch to show the sequence of passes that lead to a certain situation (e.g. a goal).

Low et al. [58, PM] combine a Sequence chart-based visualization to show which activities have a time shift, and a diverging bar chart to display the aggregated time shift between two event log datasets. Xie et al. [42] use a combination of Sequence chart-based and Bar-chart-based visualizations. They use the bar charts to show the aggregate current state of a system, while on each bar an event can be displayed as a circle to show individual event sequences. Isaacs et al. [86, IV] use a combination of Sequence chart-based, Bar-chart-based and heatmaps in their visualizations. The individual events are arranged by rows and columns as rectangles that are colored by hue and saturation to show how
late events are due to some predetermined criteria. Additionally, at the bottom of this view, the bar chart shows the overview of the whole event sequence while the main view only shows the chosen part.

Richter et al. [59, PM] and Zeng et al. [46, IV] use the Sequence-duration chart-based to show individual event sequences next to a line chart to show how additional quantitative characteristic changes with time of the sequence. Richter et al. [59, PM] also combines line chart and scatter plot using the same x-axis to display two different characteristics for each transitions between two event types. The scatter plot shows the duration of these transitions and a line chart for identifying when the changes in behavior occur.

Xu et al. [47, IV] use a Node-link sankey-based visualization arranged vertically. For each event type, a small density plot is displayed showing the occurrence distribution of this event in the data. Chen et al. [27, IV] use a scatter plot to arrange pie charts on the two dimensional space. Bernard et al. [6, IV] group several different charts into a group, and a sequence of instances of this group of charts to signify how the characteristic of a group of event sequences changes with time. In this design the bar charts, box plots, pie charts, matrix views are combined into a group to show the characteristics. This system was designed for a medical system for monitoring to analyse cohorts of patients.

4.7. Discussion

We analyzed contributions from the fields of process mining and information visualization using the ESeVis framework. We observe that both fields differ in terms of their emphasis on sequence representations and model representations.

Contributions focusing on instance representations are dominated by the field of information visualization. A larger share of these works are in the category of timeline-based visualizations and in the category of other chart types. The articles of our review include few works that build on matrix-based, hierarchy-based, or sankey-based visualizations of event sequences. There are very few contributions from process mining research on instance representation. Contributions on model representations are more balanced between both re-
search fields. A larger share of these works are sankey-based or in the category of other chart types. There are some hierarchy-based, some timeline-based, and few matrix-based works. Process mining contributions are to a larger share related to sankey diagrams and the category of other chart-based visualizations.

These findings highlight some strengths of the process mining field. They reflect the fact that process mining research puts a strong emphasis on discovery algorithms that generate process models such as variants of node-link diagrams or Petri nets from event sequence data \cite{2}. We observe that this focus on designing new algorithms integrates into a fertile discourse on which knowledge can be extracted from event sequence data. The findings also point to strengths of the information visualization field. This field puts a strong emphasis on the creative development of powerful visual interfaces to interact with complex analysis algorithms, often designed for the specific requirements of a given application domain. Formal notations like Petri nets are hardly considered. Our findings underline the potential for stronger synergies of research on process mining and information visualization.

Our review extends insights from previous review articles. Several frameworks on corresponding review articles have been written in the field of information visualization. McNabb et al. \cite{89} introduce a survey of surveys of information visualization. They categorize the field into topic clusters using a 2-dimensional classification schema. For the first dimension, the phase of information visualization pipeline \cite{90} is used. In the second dimension, the survey papers are categorized by the subject of the study \cite{90} (e.g. graphs and networks vs. geospace). While some of the categories mention the use of data including events (geospace+time, data-centric surveys), this survey of surveys does not point to an existing survey that reviews event sequence data visualizations.

Aigner et al. \cite{3, 91} focus their survey on time-oriented data visualizations. The survey in \cite{91} categorizes visualization designs by three categories: time, data, and representation. In their taxonomy, the notion of event data is introduced as part of the data category, showing that events represent one level of data abstraction. The recent survey, by Gue et al. \cite{25} introduces a summary
of visual analysis approaches for event sequence data. They propose a taxonomy based on research articles in the field of information visualization. They categorize visualizations into design space clusters: data scales, analysis techniques, visual representation, and interactions. Another focus of the survey is identifying and clustering the papers according to visual analytics tasks. Our survey adopted five visual representation categories from [25]. Within each of these categories, we extended the categorization into subcategories bringing a fine-granular distinction in visualization designs. None of these review articles explicitly considers contributions from process mining.

There are also several review articles on process mining. Their focus is on the comparison of process discovery algorithms, while the visual representations of discovery results are usually limited to assumed options. Weerdt et al. [92] present a multi-dimensional quality assessment of process discovery algorithms. Their quality assessment focuses on distinguishing process discovery algorithm types, and typical challenges of discovery (e.g. a problem of incorrectly detecting a loop in a model). They evaluate the results of process discovery for each of the surveyed approaches after conversion of the result to Petri nets representation. Visualization is not considered. A more recent survey article, by Augusto et al. [93] explicitly clusters articles by model languages produced by their process discovery algorithms in categories such as process trees, casual nets, BPMN models, state machines. To assess the quality of results, this survey still converts these representations into Petri nets, and does not focus on visualizations of these models. Only recently, the effective visualization of process mining results has become a subject of research [94], building on insights on the cognitive effectiveness of diagrams [95]. Contributions from information visualization provide concepts to inform this emerging research.

5. Conclusions

In this paper, we have presented a review of visualization approaches for event sequence data. To this end, we have developed the ESeVis Framework for cate-
gorizing visualizations from information visualization and process mining fields. Our findings highlight strengths of the process mining field in terms of generating formal models and the information visualization of creatively developing powerful visual interfaces to interact with complex analysis algorithms. Our findings underline the potential for stronger synergies of research on process mining and information visualization. Future research can utilize our work for identifying useful contributions from both fields, which will eventually help towards the integration of these fields.
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