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Abstract

INTRODUCTION: The quantity of audio and visual data is increasing exponentially due to the internet's rapid growth. The digital information in images and videos could be used for fully automated captions, indexing, and image structuring. The online image and video data system has seen a significant increase. In such a dataset, images and videos must be retrieved, explored, as well as inspected.

OBJECTIVES: Text extraction is crucial for locating critical as well as important data. Disturbance is indeed a critical factor that affects image quality, and this is primarily generated during image acquisition and communication operations. An image can be contaminated by a variety of noise-type disturbances. A text in the complex image includes a variety of information which is used to recognise textual as well as non-textual particulars. The particulars in the complicated corrupted images have been considered important for individuals seeing the entire issue. However, text in complicated degraded images exhibits a rapidly changing form in an unconstrained circumstance, making textual data recognition complicated.

METHODS: The naïve bayes algorithm is a weighted reading technique is used to generate the correct text data from the complicated image regions. Usually, images hold some disturbance as a result of the fact that filtration is proposed during the early pre-processing step. To restore the image's quality, the input image is processed employing gradient and contrast image methods. Following that, the contrast of the source images would be enhanced using an adaptive image map. Stroke width transform, Gabor transform, and weighted naïve bayes classifier methodologies have been used in complicated degraded images to segment, features extraction, and detect textual and non-textual elements.

RESULTS: Finally, to identify categorised textual data, the confluence of deep neural networks and particle swarm optimization is being used. The dataset IIIT5K is used for the development portion, and also the performance of the suggested methodology is assessed by utilizing parameters like as accuracy, recall, precision, and F1 score. It performs well enough for record collections such as articles, even when significantly distorted, and is thus suitable for creating library information system databases.

CONCLUSION: A combination of deep neural network and particle swarm optimization is being used to recognise classified text. The dataset IIIT5K is used for the development portion, and while high performance is achieved with parameters such as accuracy, recall, precision, and F1 score, characters may occasionally deviate. Alternatively, the same character is frequently extracted [3] multiple times, which may result in incorrect textual data being extracted from natural images. As a result, an efficient technique for avoiding such flaws in the text retrieval process must be implemented in the near future.
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1. Introduction

The intricate deteriorated image document is a widely accessible and useful media that contains crucial, helpful data that need to transfer on wireless network [55]. These data are composed of pixels, of which important information is extracted from complex images according to the requirements of the computer vision [50]. Complex videos and complex image text messages produce quality, just like text messages in images are used in many complex image learning [43] and indulging implementation processes, including language translators, book digitization, video or image recovery [44]. Considerable devotion has been paid recently to the use of pre-programmed text detection and text recognition [33] over wireless network [54]. In the past, a lot of research was carried out to remove text from transmitted complex scenes images over communication network, and this process of text acquisition is one of the most important parts of OCR [30]. After text detection and further binarization OCR [26] is used to recognize text from images [16].

The visual images provide accurate and appropriate details for oblivious direction-finding, image perceptive, and retrieval methods, respectively [13]. This complex image frequently incorporates a variety of fonts and other properties [2]. The primary focus of the complicated corrupted images could include distinct-designed characters, information exposed in digital signpost information displayed on a monitor. This is a very common task for traditional OCR: identifying textual information with a different appearance. The texts are sprinkled throughout this complex degraded image, and the preceding information about their position is not presented. The input documents from the camera recognize the line spacing number, character, but the complex image text does not contain any formatting rules, so it is not possible to directly apply the segmentation approach to complex images [22]. The process of detecting text in complex degraded images consists of two major steps: classification of textual image and non-textual image and character recognition [28].

A primary goal of textual information extraction [39] from images would be generally used for directing visitors, locating vehicle locations, visually impaired people, and so on. Throughout this approach, an effective DNN is incorporated with the purpose of fetching of the text from tarnished image [29]. In advance to that, the distorted frame of image must be evaluated to determine whether or not the usable image contains any relevant information. To achieve this, a weighted [11] have based classifier-based method is used before using deep learning-based [27] recognition of characters. weighted naive based classifier distinguishes between textual and non-textual images [7]. The error caused by reassessment mostly during the text classification process can be decreased by further using an optimization algorithm. Finally, an image containing the text is fed into the DNN algorithm for text extraction. Furthermore, the load parameter available in DNN [1] during the text extraction method reduces the likelihood of reliability in DNN. To avoid such a situation, a hybrid approach combining particle swarm optimization and DNN has been used, that further results in an optimal weight parameter for DNN.

The following is how this paper is structured. The literature review is illustrated in section 2. Section 3 is concerned with problem statement and motivation. Section 4 deliberates the suggested methodology. Finally, section 5 summaries the proposed methodology’s results.

2. Literature Review

This section introduces a numerous approach for textual data classification and character identification have been explored, and the effectiveness of all these approaches has also been evaluated.

In [20] the detection of the bowed and multifaceted textual data in a unified type from complex degraded images frame via evolving a new mask region-based convolutional neural network-based text detection method [45]. However, according to [8] a new method for data recognition and detection has been a connected component-focused on method that made use of the maximally stable extreme regions. The multiple blurs produced by motion and defocus makes the text detection process a challenging one.

In this [47], a method for text identification process in a distorted or non-distorted image is discussed and the contrast variants experienced in nearby pixels were identified in this method to evaluate the blur degree, moreover, the low pass filter was used for de-blurring. Mostly this approach gives pixels under consideration for de-blurring images. The process of detecting the scene text from videos attains high value in several information removal hinged audiovisual applications like video-frame recovery and investigation.

This [45], gives text recognition methods aimed at frames of videos [48]. The public scene text video was included in this method which outperforms the other existing methods.

According to [24], texture data was retrieved and analyzed from complex degraded images using an improved algorithm. To begin, the Discrete Wavelet Transform (DWT) was used to detect edges in images. Following that, the textual regions were located using the Ada Boost classification model and connected component clustering.

In [40] morphological reconstruction is introduced, which is based on a technique known as geodesic transform, which emphasizes artifacts in the image's center while erasing light and dark constructions that are problematic near the image's boundary. This binarization technique has been found to be far superior to other text binarization techniques.

This [51] discussed the utilization information of edge for identifying textual blocks from grayscale images. Its primary goal is to detect text in noisy images and distinguish
it from graphical images. In this case, an algorithm is created to extract features from various objects and then classify those feature points to identify textual regions. Directionally placed text blocks can be easily obtained by using methods such as line of approximation and layout categorization. In the final step a feature dependent, connected component is merged with alike textual parts exist inside the bounding rectangles. The methods anticipated here yield promising results, demonstrating the method's effectiveness.

In [41], a binarization technique for color images is discussed, and it is discovered that the traditional method, which is based on thresholding, does not produce better results for images that contain both foreground and background colours. To begin, features of the image under consideration are obtained based on luminance distribution. Binarization [34] was then performed using a decision-tree-based method that chose different features of color images to binarize images. If it is discovered that the colors in a color image are intense within a defined color range during the feature extraction process [35], an effective saturation is put in to the image. In addition, if the image colors in the foreground are more dominant, luminance is one of the most important parameters to consider. Finally, luminance was supposed to apply when the coloring of the image's background appears to be strenuous within a specified boundary, and saturation was supposed to apply when the number of pixels to limited luminosity would be less than 60; however, both luminance and saturation are enforced.

The analyses reported in this article include 519 colour images in total. The majority of those are itemized receipts as well as name-card images. The suggested binarization method outperforms others in terms of shape as well as connected-component in this study.

As said by [17], detecting text present in image, frames, or videos is thought to be an important step in retrieving any multimedia information. The author proposed an improved algorithm for detecting, localizing, and retrieving side to side oriented textual data in image frames with degraded backgrounds. The proposed method is based on colour reduction techniques, an edge detection-based method, and text region localization [5] used a projection profile, which evaluates geometric attributes of color images. This same algorithm generates a series of textbox with a very simple layout, and improve ment of tarnished images is presented. The outcomes obtained after the experiment showed that the algorithm proposed in this work may improve the denoising performance.

According to [21], provides information about textual information available in images and video frames for annotation, indexing, and image constructing. Identification, localization, tracking, fetching, enrichment, and identification of text data from an image are all processes involved in retrieving such information from an image. Variations in textual data due to various parameters, on the other hand, may cause problems in automatic text extraction.

Based on [10], a two-phase noise removing scheme based on a two-phase noise removing technique from images such as salt and pepper is presented. In the first phase, an adaptive median filter is used to identify picture elements that are most probably influenced by noise. In the second phase, the image is revamped again using a regularisation function that is applied to the selected noisy images. Edge perpetuation and noise reduction, as well as their regained image frames, provide a considerable improvement over nonlinear filter.

In [31] proposed that using local wiener filtering in conjunction with the wavelet domain is an operative image noise removal technique for non-severely degraded images. In this paper, the author proposes a doubly local wiener filtering algorithms-based method, which uses an elliptic directional window for various sub-bands to perform the calculation on the variances of signal for noisy wavelet coefficients, and the two other process of local wiener filtering are accomplished on the distortion containing images. The outcomes obtained after the experiment showed that the algorithm proposed in this work may improve the denoising performance.

As per [15], a novel adaptive method for binarization and improvement of tarnished images is presented. The approach described does not show any user-changeable requirement parameters and can easily handle image distortion, which is commonly caused by shadows, uneven illumination, low contrast, extremely signal-dependent noise, smear, and strain.

According to [36], a Morphological Component Analysis (MCA) procedure based on sparse expression of signals. The morphological component analysis is built on the hypothesis that each signal's elemental behavior must be segregated, and that there is a dictionary for doing so using sparse representation. Following that, the pursuit algorithm for the sparse representation can be used to obtain the desired separation. The paper also includes several image content application results as well as some theoretical results that explain the separation process.

In [37] presents a novel method that is focused on the addition of the basis pursuit denoising (BPDN) algorithm along with total-variation regularization methodology used for the separating of texture features and cartoon parts from the image. The author suggests using two dictionaries for the representation of textures and natural scene parts respectively. Both dictionaries prompt sparse representations of image over single image content. The main use of the basis pursuit denoising gives a method for desired separation as well as noise removal. The separation
process is directed using a TV regularization scheme, also it is used for removing ringing artefacts. A highly improved numerical scheme describes a method to provide the solution for a combined optimization problem and several investigational outcomes that validated the fulfillment of the proposed algorithm.

As [42] proposed modeling of textured images using function and partial differential equation minimization. In this work, the image is decomposed into a summation of two procedures represented by \( u + v \), where \( u \) represents a bounded variation procedure, while \( v \) is a procedure denoting the texture or noise. The algorithm proposed uses a differential equation and is simple to solve. It also explained the method can be used for texture discrimination of textures and texture segmentation.

In [18], gives a theory of Marr's primal sketch that integrates three components like texture model, a generative model along with image primitives and a Gestalt field. It also describes the meaning of "stretchability", which helps to divides image into texture and geometry and after the study and examining two different types of the model i.e., the detailed Markov random field model and the generative wavelet/sparse coding model s

### 3. Problem Statement and Motivation

As an active field of research, a large scientific community has concentrated on pattern recognition and computer vision, detection of textual data, and recognition of textual data. Text finding and apprehension may be considered a lively exploring domain, due to recent development of various portable devices and smart phone-based applications. Nowadays, text detection is a difficult and complicated task as there is a strong difference between textual and non-textual areas, as well as segregating every character from the frame of reference. This makes the textual data fetching process much more difficult to streamline. Furthermore, the intensity of illumination is the most important part of what makes textual data identification and recognition in ordinary scene images intricate.

The intensity of photos is often influenced by available darkness and different lighting in the setting, but intricate backgrounds of photos are usually obtained from outdoor images, making text fetching more difficult to automate. As a consequence, effective text detection filtering is necessary [20]. As a result, sub parts of images from the main image are retrieved and classified as textual as well as non-textual. The same would be done for sliding-windows of different sizes.

An efficient classifier that identifies the textual and non-textual parts from natural scene images [49] with less error classification is required to eliminate this repetitive process. The textual part that has been classified is then given to a deep neural network for character recognition. DNN requires optimal parameter (weight) selection, which is accomplished using an optimization algorithm.

### 4. Proposed Methodology

This section goes over the proposed methodology. As shown in figure. 1, the proposed strategy is divided into three main components: In the first segment, distortion is detached from the input image and then restored by utilizing a filtering mechanism. This will increase the visibility of the source images. To maintain the image variations within the images, the contrast of local image and gradient of local image methods have been deployed to the reconstructed images as mentioned throughout the second part. In the final section, image segmentation, extraction of features, and textual and non-textual data classification are carried out.

The proposed method is simple, robust, and provides significant results when compared with the existing technique. Table 1 details the schematic text retrieval methodology, which begins with a pre-processed image frame. source image is transformed throughout the pre-processing step. If this is a colourized version of the image, it would be transformed to grayscale. Now for contrast improvement, its pre-processed images get processed also with an adaptive contrast map.

The improved image would then be segregated using the marker-controlled watershed technique. The features of segmented images are then fetched by applying the Gabor’s transform and the stroke width transform, and the extracted features are fed into a weighted nave bayes classifier to distinguish text and non-text images.

An emperor penguin optimal method is used to obtain error reduction together with a weighted nave classification algorithm. The letters inside the words were segregated as well as offered to a deep neural network with particle swarm optimization algorithm to final identification of characters in textual images.

The proposed method is simple, robust, and provides significant results when compared with the existing technique. Table 1 details the schematic text retrieval methodology, which begins with a pre-processed image frame. source image is transformed throughout the pre-processing step. If this is a colourized version of the image, it would be transformed to grayscale. Now for contrast improvement, its pre-processed images get processed also with an adaptive contrast map.

The improved image would then be segregated using the marker-controlled watershed technique. The features of segmented images are then fetched by applying the Gabor’s transform and the stroke width transform, and the extracted features are fed into a weighted nave bayes classifier to distinguish text and non-text images.

An emperor penguin optimal method is used to obtain error reduction together with a weighted nave classification algorithm. The letters inside the words were segregated as well as offered to a deep neural network with particle swarm optimization algorithm to final identification of characters in textual images.

An emperor penguin optimal method is used to obtain error reduction together with a weighted nave classification algorithm. The features of segmented images are then fetched by applying the Gabor’s transform and the stroke width transform, and the extracted features are fed into a weighted nave bayes classifier to distinguish text and non-text images.
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Figure 1. Work flow of suggested methodology for text extraction

Table 1. Algorithm of proposed methodology for entire text extraction process

| Step | Description |
|------|-------------|
| 1    | Incorporate filtration technologies to enhance the smoothness, erase noise, and re-establish the image data. |
| 2    | If the image to be input is in colour, this will be converted into grayscale. |
| 3    | The input image is processed utilizing gradient image and contrast image techniques. |
| 4    | To enhance the intensity of a source images, an adaptive contrast map would be used. |
| 5    | Segment the contrast enhanced image using marker-based watershed segmentation algorithm. |
| 6    | Features present in segmented image is retrieved by using Gabor transform, and Stroke width transform. |
| 7    | Based on this extracted feature, the weighted naïve bayes classifier identified the textual and non-textual parts. |
| 8    | The error occur during the process of classification is minimized by using emperor penguin optimization algorithm by providing optimal solution and it also prevents the solution from falling into the local optimum. |
| 9    | The classified textual part is then given for deep neural network for identification of character[9]. |
| 10   | Optimal parameter (weight) selection is necessary for deep neural network which is achieved by particle swarm optimization. |
| 11   | The classification error that occur during text extraction is minimise by determining the Manhattan distance between the strings. |
| 12   | Accomplish a Lexicon search; if the Manhattan proximity is zero, the text or string is the same; otherwise, if the proximity is one, the optimised word is gained. |

The suggested text retrieval process's work flow would be to properly recognise a text from an image, as well as the identified labels were saved in such a text document. The lexicon search was then used to compute the value of distance and if the computed distance measure is zero, the retrieved scene text and sequence are identical; if the distance is non-zero, the improved composition of word is identified. The process's main goal is to recognise a character through natural scenes and afterwards merge it to interpret a text and also make an appropriate classification model with few errors in order to increase a text classification process's reliability.

5. Results and Discussion

The suggested process is carried out, and also the results are evaluated to determine precision, recall, accuracy, and F1-score. After this, an assessed measurement has been contrasted to some of the most notable available methods. The above methodology has been discovered to be much more efficacious than other traditional approaches. Figure 2 shows textual images used in this suggested technique. Figure 3 illustrated images obtained after executing a pre-processing step and then watershed segmentation performed and segmented image is depicted in figure. 4. Correspondingly, a text extracted from such an obtainable source image is reported in figure 5.
Figure 3. Pre-processed textual images after utilising gradient image and contrast image techniques.

Figure 4. Textual images after applying adaptive contrast map.

Figure 5. Textual images after applying segmentation.

Figure 6. Extracted textual images after applying deep neural network and particle swarm optimization.

The textual images used for this entire implementation stage are taken from the IIIT5K repository, which is widely used by various scientific professionals. All images throughout this repository vary greatly with scale, distortion, appearance and design with blur, color, distortion, font, and brightness. The dataset used here is comprised of about 3,000 textual images taken from scenario photographs, including pictures with text-data from born-digital images. Of such 3,000 pictures, 1,000 will be chosen for model training, while 2,000 will be picked for testing of the model. A few of the images captured from every phase for such an implementation phase as well as its corresponding outcome can be seen in the figure.

Figure 7. Extracted textual images after applying DNN and PSO on four different input textual images.
5.1 Evaluation metrics

Ansari et al [6], He et al [19], Almaz’an [4], Khlif [23], Zhu [53], Zhang [52], R-FCN, FasterR-CNN [32]. Are a few well-known textual data retrieval methodologies that are used to draw comparison [19]. The measurements of results are obtained with four True Positive (TP), True Negative (TN), False Positive (FP) and False Negative parameters. (FN).

The text part that are correctly identified as text is determined by TP. The text part that is incorrectly identified as non-text part is determined by FN.

The non-text part that is correctly identified as non-text is determined by TN. The non-text part that is incorrectly identified as text is determined by FP.

5.1.1 Accuracy

The most basic and important metric used in evaluate the effectiveness of classification and recognition is accuracy. The formula for determining the accuracy is given in equation (1).

\[
\text{Accuracy(in\%)} = \frac{(TP+TN)}{(TP+TN+FP+FN)} \times 100 \quad (1)
\]

| Methods          | Accuracy (in percentages) |
|------------------|---------------------------|
| Proposed         | 98.39                     |
| Ansari et al [6] | 95.3                      |
| He et al [19]    | 94                        |
| Almaz’an et al. [4] | 93.66                   |

As shown in table 2, the suggested technique has a better accuracy value compared to the existing method of text extraction. Few of the known methodology such as Ansari [6], He [19], and Almaz’an [4] are considered as a pre-existing method. Based on these values the below graph is plotted shown in figure 8. The accuracy of this work is found to be higher than the remaining three existing techniques.

![Figure 8. Accuracy (in percentages) of proposed and existing methods](image-url)
5.1.2 Precision

Precision is calculated as the proportion of true positives (TP) to complete detections. Precision can be expressed mathematically in equation (2). As shown in table 3, the precision efficacy of the suggested approach is considerably higher than those of the existing method of text extraction. Few of the known approaches like like Khif [23], Zhu [53], Zhang [52], R-FCN [12], FasterR-CNN FasterR-CNN [32] are considered as a pre-existing method. Based on these values the below graph is plotted shown in figure 9.

\[
p = \frac{TP}{TP+FP} \times 100
\]  

(2)

Table 3. Precision of proposed and prevailing methods

| Methods       | Precision (in percentages) |
|---------------|----------------------------|
| Proposed      | 93.79                      |
| Khif [23]     | 89.94                      |
| R-FCN [12]    | 89.75                      |
| FasterR-CNN   | 87                         |
| Zhu [53]      | 83.35                      |
| Zhang [52]    | 78                         |

Figure 9. Comparison of precision for proposed and existing methods

5.1.3 Recall

The proportion of the reported true positive textual data to the entire identified true positive text as well as false negative textual data is determined by recall. The recall metric-score [37] can be mathematically expressed by equation (3).

\[
r = \frac{TP}{TP+FN} \times 100
\]  

(3)

As shown in table 4, the suggested approach has an elevated recall value than that of the existing method of textual data fetching. Few of the known approaches like like Khif [23], Zhu [53], Zhang [52], R-FCN [12], FasterR-CNN FasterR-CNN [32] are taken as the existing method. Based on these values the below graph is plotted shown in figure 10

Table 4. Recall of proposed and prevailing methods

| Methods       | Recall (in percentages) |
|---------------|--------------------------|
| Proposed      | 96.8                     |
| Khif [23]     | 83.28                    |
| Zhu [53]      | 84                       |
| Zhang [52]    | 88                       |
| R-FCN [12]    | 76                       |
| FasterR-CNN   | 75                       |


5.1.4 F1-score

Among a various performance parameter, the F1 score is considered an essential one. It functions as a metric for the proposed method. Precision and recall are both utilised in the F1-score estimation. The F1-score [42] can be expressed mathematically by equation (4). The F1-score value of suggested approach gives better outcome than the pre-existing method of text extraction as shown in the table 5.

Few of the known approaches like Khlif [23], Zhu [53], Zhang [52], R-FCN [12], FasterR-CNN FasterR-CNN [32] are considered as a pre-existing method. Based on these values the below graph is plotted shown in figure 11.

F1-score (in percentage) = \( \frac{2 \times (p \times r)}{(p + r)} \times 100 \)  \hspace{1cm} (4)

![Figure 10. Comparison of recall for proposed and existing methods](image)

| Methods       | F1-score (%) |
|---------------|--------------|
| Proposed      | 95.2         |
| Khlif [23]    | 85.94        |
| Zhu [53]      | 84           |
| Zhang [52]    | 83           |
| R-FCN [12]    | 83           |
| FasterR-CNN [32] | 80       |

Table 5. F1-score for suggested and prevalent approaches
5.2 Comparative Analysis

The precision, recall, and F1-score performance calculations of suggested and pre-existing textual data identification methods are depicted in figure 12. Textual data from rationally intricate corrupted images. The outcomes of the performance criteria being expressed as a percentage. The accessible alternatives show that the proposed methods outperform than other existing techniques for extracting.
6. Conclusion

In this research, an effective method based on deep learning [38] is used to recover text from intricately corrupted images. To begin, smoothing, noise removal, and restoration techniques are applied to the input images, and if the input image is coloured, it is converted to a grayscale. The input image is then processed using gradient and contrast image techniques to regain the image's quality. Following that, the input image's contrast will be improved using an adaptive contrast map. Stroke width transform, Gabor transform, and weighted naïve bayes classifier techniques are also used to segment, extract features, and detect textual and non-textual components in complex degraded images.

Finally, a combination of deep neural network and particle swarm optimization is being used to recognize classified text. The dataset IIIT5K is used for the development portion, and while high performance is achieved with parameters such as accuracy, recall, precision, and F1 score, characters may occasionally deviate. Alternatively, the same character is frequently extracted [3] multiple times, which may result in incorrect textual data being extracted from natural images. As a result, an efficient technique for avoiding such flaws in the text retrieval process must be implemented in the near future. In order to improve the performance of the deep neural network architecture, an adaptive [46] rain optimization technique may be used.
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