Spatial mapping of disordered 2D systems: the conductance Sudoku
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Abstract
Motivated by recent advances on local conductance measurement techniques at the nanoscale, timely questions are being raised about what possible information can be extracted from a disordered graphene sheet by selectively interrogating its transport properties. Here we demonstrate how an inversion technique originally developed to identify the number of scatterers in a quantum device can be adapted to a multi-terminal setup in order to provide detailed information about the spatial distribution of impurities on the surface of graphene, as well as other 2D material systems. The methodology input are conductance readings (for instance, as a function of the chemical potential) between different electrode pairs, the output being the spatially resolved impurity density. We discuss how the obtained spatial resolution depends on the number of such readings and on the electrode geometry. Furthermore, by separating the impurity locations into partitions arranged in a grid-like geometry, this inversion procedure resembles a Sudoku puzzle in which the compositions of different sectors of a device are found by imposing that they must add up to specific constrained values established for the grid rows and columns. We argue that this technique may provide alternative new ways of extracting information from a disordered material through the selective probing of local quantities.
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1. Introduction

Inverse Problems (IP) in science are those that attempt to obtain from a set of observations the causal factors that generated them in the first place. IP are intrinsic parts of several visualization tools [1–4] but are far less ubiquitous in the quantum realm [5, 6]. In contrast, Materials Science appears as fertile ground for applications of IP since it involves studying the physical properties of structures for which the underlying Hamiltonians are often unknown [7–14].

Finding the precise parent Hamiltonian that generates a specific observable is an arduous process. In general, it consists of solving the Schrödinger equation with a Hamiltonian containing one (or more) variable
parameter(s) which are varied until the solution closely matches the original observation. Because of the enormous number of possibilities, finding the exact configuration may be a computationally demanding task. It is worth stating that efficient codes and powerful computers alone are not sufficient to make this approach feasible and alternative ways of probing the phase space of possibilities are required. Neural-network-based search engines [15, 16], genetic algorithms [17] and, more recently, machine-learning strategies [18–27] have been proposed and, with different degrees of success, can speed up the search for the "inverted" configuration. As a result, simulations are starting to have an impact in reducing the time and cost associated with materials design, specially those involving high throughput studies of material groups [28–36]. These are large scale simulations that generate a gigantic volume of data with the intention of identifying optimal combinations that can be subsequently used as candidates for an exploratory experimental search of new materials. Despite the advances offered by these approaches, so far they are all based on “black-box” algorithms that bring little insight into the problems they aim to address [37]. Moreover, it should be stressed that disorder effects have not been addressed by this line of research.

Disorder is ubiquitous in graphene systems. As a consequence, due to quantum interference their ballistic and diffusive electronic transport properties show universal fluctuations at low temperatures [38, 39]. Although the average conductance of these systems can be understood in terms of simple quantities, such as the kind of defects and their concentration, quite often the fluctuations make the comparison between theory and experiment particularly challenging. A recent communication [40] proposes a procedure to accurately identify the average conductance from a given finite data set (with fluctuations) and, further, puts forward an inversion technique that uses this information to extract structural and compositional information from a disordered graphene device. Using the energy-dependent two-terminal conductance as the sole input, the reported inversion method identifies the exact number of impurities within the disordered material. Furthermore, it is particularly suitable to be used in carbon based, as well as in other 2D materials, is very stable and works in the ballistic, diffusive as well as at the onset of the localised transport regimes. While the ability to determine the precise number of impurities in a device through conductance inversion is in itself a significant achievement, the referred technique is not able to capture the spatial distribution of impurities but only the average concentration between a pair of electrodes. In this manuscript, we demonstrate that the inversion technique can be used to handle a multi-terminal disordered device. Interestingly, this generalisation gives enormous flexibility to how a disordered structure can be interrogated and, in doing so, leads to an inversion tool that obtains spatial information about the impurity concentration, something that Ref. [40] lacked. Remarkably, by resolving the impurity distributions into system partitions, that we call “cells”, arranged in a grid-like geometry, the inversion procedure resembles a Sudoku puzzle in which the compositions of different sectors of a device are obtained by imposing that they must add up to specific values established for the grid rows and columns.

The experimental setup required to implement our proposal can be easily realised with current nanoscale fabrication techniques. Multi-terminal experiments (see, e.g, Ref. [41] for an introduction) have played a key role in the understanding of the electronic transport properties of graphene [42–44], as well as in a variety of 2D systems [45, 46] and surface states in topological insulators [43]. Through multiple measurements of local and non-local resistances [47], one can in principle experimentally determine the multiterminal conductance matrix. The possibilities have been vastly improved by techniques that enable to directly probe the local conductances at the nanoscale, some of them already applied to carbon based systems, such as scanning gate microscopy [48–51] and multi-probe scanning tunneling spectroscopy [52, 53], to name but a few. These recent experimental developments provide extra motivation to explore what type of information can be obtained from a disordered device through selectively interrogating its transport properties, which is precisely the underlying idea behind this work.

This manuscript is structured as follows: We begin presenting the inversion methodology in a multi-electrode framework and applying it first to an illustrative case in which the impurity concentration is captured as a whole but not spatially resolved. Subsequently, we demonstrate how the same inversion tool can be implemented to extract information about the spatial distribution of impurities from the conductance between terminals, sampling the electronic transport flow at different parts of the device. This will be done for a few different cases where the device is divided into a number of cells that determines the spatial resolution of the inversion.

2
2. Model and Methods

Fig. 1(a) shows a schematic diagram of the multi-terminal setup considered here and will be used as a reference throughout the manuscript. It consists of a graphene system connected to multiple electrodes represented by the coloured stripes labelled $L_1$ to $L_n$ located on the edges of the device. Horizontal (Vertical) edges are chosen to be along the crystallographic armchair (zigzag) direction. We stress that since the terminals are placed on both kinds of edge terminations, this arbitrary choice of boundary conditions has no impact on any of our findings. The graphene sheet contains a finite number of randomly distributed impurities represented by dots, here assumed to represent substitutional atoms other than those of the host 2D material. Adsorbed impurities [54] or vacancies [55] can be easily considered as well. In this paper, due to its relevance and model simplicity [56], we choose a graphene sheet as a case in point. We stress that the inversion methodology is also applicable to a variety of carbon-based materials and 2D systems, see for instance Ref. [57].

Our analysis employs the Landauer-Büttiker approach to describe the multi-terminal electronic transport properties. The latter has been very successfully used in both ballistic and diffusive graphene systems [38, 39]. In linear response theory, the multi-terminal Landauer-Büttiker formula for the electronic current $I_j$ at the terminal $j$ reads [41, 47, 58, 59]

$$ I_j = \sum_{\ell=1}^{N} G_{j,\ell} (V_j - V_\ell), $$

where $V_j$ is the voltage applied to the $j$-terminal and $G_{j,\ell}$ is the conductance given by

$$ G_{j,\ell} = \frac{2e^2}{h} \int_{-\infty}^{\infty} dE \left( -\frac{\partial f}{\partial E} \right) T_{j,\ell}(E) $$

expressed in terms of the the Fermi distribution $f(E) = [1 + e^{(E-\mu)/k_B T}]^{-1}$ and the transmission coefficient $T_{j,\ell}(E)$. The factor 2 assumes spin degeneracy. The conductance $G_{j,\ell}$ is a function of the chemical potential $\mu$ and, in principle, can be either calculated or measured experimentally (see discussion below). For simplicity, we use the transmission coefficients $T_{j,\ell}(E)$ in our analysis.

The transmission $T_{j,\ell}(E)$ is given by [60]

$$ T_{j,\ell}(E) = \text{tr} [\Gamma_{\ell}(E)G^r(E) \Gamma_j(E)G^a(E)] $$

(3)

where $G^r = (G^a)^\dagger$ is the retarded Green’s function of the full system, while $\Gamma_\ell$ is the line or decay width matrix of the lead corresponding to the $\ell$-terminal. Both $G^r$ and $\Gamma_\ell$ are conveniently expressed in a discrete representation, typically a set of Wannier-like basis states. While $G^r$ has the dimension of the number of Wannier-like states in the central region, the dimension of $\Gamma_\ell$ is the number of states at the $\ell$-lead-central region interface. The leads are considered as semi-infinite and the decay widths are computed by the standard prescription [61]. Note that the most significant contribution to the integral in Eq. (2) comes from the transmission $T_{j,\ell}(E)$ at energies close to the chemical potential (Fermi level) $\mu$. For that reason, throughout this manuscript we shall use the dimensionless energy-dependent transmission coefficient $T_{j,\ell}$ as a proxy for the conductance between electrodes $j$ and $\ell$.

Multi-probe experiments measure the resistance $R_{j,\ell}$ and non-local voltages $V_{j,\ell}^{NL}$ between different pairs of electrodes (see, for instance, Ref. [41]). Using gauge invariance and conservation of current, Büttiker [47] has shown that $R$ and $V^{NL}$ can be cast in terms of the conductance matrix. Hence, by taking different combinations of biased electrodes and voltage probes, one can reconstruct $G_{j,\ell}$ from experimentally obtained $R_{j,\ell}$ and $V_{j,\ell}^{NL}$ data. It is important to mention that the conductance $G_{j,\ell}$ depends on the system-electrode contact resistances, but the multi-probe set up allows one to determine them and extract the system electronic properties [47].

The multi-terminal conductance expression, Eq. (2), is written in terms of Green functions and as such it is model independent. In other words, once the Hamiltonian is known one can find the corresponding
Green function and subsequently obtain the energy dependent conductance of the system. The inversion method has been shown to work for single- and multiple-orbital [57] tight-binding models, as well as for density functional theory calculations [40]. We stress that the method does not rely on any specific property of the electronic structure calculation implementation.

For the sake of simplicity, we model the graphene electronic properties using a single-orbital nearest neighbour tight-binding Hamiltonian [56], namely $H = -t \sum_{\langle i,j \rangle} (c_i^\dagger c_j + \text{H.c.})$, where $t$ is the hopping integral that we adopt as the energy unit and $c_i^\dagger (c_i)$ stands for the operator of electron creation (annihilation) at the $i^{\text{th}}$ lattice site, and $\langle \cdots \rangle$ indicates that the sum is restricted over pairs of nearest neighbor sites. The disorder is modeled by adding to the Hamiltonian $H$ the local potential term $U = \lambda \sum_i c_i^\dagger c_i$, where $i$ runs over the $N$ randomly-selected impurity sites and $\lambda = t$ is the impurity on-site energy. The number of impurities $N$ and its corresponding concentration $\chi$ may be used interchangeably in the manuscript.

The inversion procedure introduced in [40] allows one to obtain $N$ from transport measurements by combining Configuration-Average (CA) with the ergodic principle that associates average (energy) conductance of a single sample with sample-to-sample average at a fixed energy. More specifically, the ergodic hypothesis assumes that a running average over a continuous parameter upon which the conductance depends is equivalent to the ensemble average over different impurity configurations. In mathematical terms, this is done by considering the so-called misfit function defined as

$$\chi_{j,j'}(N) = \frac{1}{E_+ - E_-} \int_{E_-}^{E_+} dE \left[ \langle T_{j,j'}(E) \rangle - \langle T_{j,j'}(E,N) \rangle \right]^2,$$

where the integration limits $E_+$ and $E_-$ are arbitrarily chosen energy values within the conduction band, provided $E_+ - E_-$ is much larger than the transmission autocorrelation width. The CA transmission $\langle T_{j,j'} \rangle$ is defined as $\langle T_{j,j'} \rangle = (1/M) \sum_{m=1}^M T_{j,j'}^{(m)}$, where the superscript $(m)$ labels the different realisations of disorder configurations. While both $T_{j,j'}$ and $\langle T_{j,j'} \rangle$ are functions of energy, the latter is also a function of impurity concentration $n$. When plotted as a function of $N$ (or $n$), the misfit function is expected to display a minimum at a value that corresponds to the actual impurity concentration. It is straightforward to generalise the misfit function to resolve the impurity distribution on a grid with $N_{\text{grid}}$ partitions, namely, $\chi_{j,j'}(\{N_{\nu}\})$ with $\nu = 1, \cdots, N_{\text{grid}}$. However, the inversion problem would involve finding the global minimum of a $N_{\text{grid}}$-dimensional function, which is a quite challenging task for increasing $N_{\text{grid}}$. In what follows we discuss and show the results of a more practical and ingenious inversion procedure based on accounting for few constraints.

3. Results

Figure 1(b) shows the calculated values of $T_{1,2}$ and $T_{4,6}$ of a device of size $D_x = 30\sqrt{3}a$ and $D_y = 50a$, $a$ being the lattice parameter of graphene, containing a total of $N = 50$ substitutional impurities, i.e. a concentration of $n \approx 1.5\%$, both plotted as a function of energy. Although the actual number of impurities and how they are spatially distributed in the parent Hamiltonian are needed to generate $T_{1,2}$ and $T_{4,6}$, this information is not to be used in any part of the subsequent calculations but serves only as a reference to be compared against the final inverted results. Therefore, the conductance is the sole input function for the inversion procedure. The transmissions $T_{1,2}$ and $T_{4,6}$ show fluctuations of order unit over small energy scales, consistent with the universal conductance fluctuation characteristic of (chaotic) ballistic and diffusive electronic transport [62, 63]. Hence, as previously alluded to, a naive approach attempting a comparison of the input function with the conductance for every single possible configuration is neither practical, since involves a prohibitively large number of combinations, nor insightful.

Fig. 1(b) also displays the misfit functions $\chi_{1,2}$ and $\chi_{4,6}$ plotted as a function of the impurity number $N$. Both curves are obviously different but, reassuringly, possess distinctive minima at the same concentration value of $N = 50$, which coincides exactly with the chosen impurity concentration that generated the transmission matrix elements $T_{ij}$. Furthermore, when plotting the CA transmissions $\langle T_{1,2} \rangle$ and $\langle T_{1,6} \rangle$ evaluated for the same impurity concentration we find very good agreement with the input functions $T_{1,2}$
and $T_{4,6}$ despite the fluctuations, as seen in Fig. 1(b). This is unmistakable evidence that the inversion method introduced in [40] can indeed account for the case of multiple electrodes.

One question that may arise at this point is about the computational cost of calculating the misfit function since it contains an energy integral as well as an average involving $M$ configurations of disorder, nor to mention the need to repeat the same procedure for a range of concentration values. Firstly, although expressed as an integral, the misfit function can be calculated as a discrete sum containing a reasonably small number of terms, usually 50 or more, without compromising in accuracy. Regarding the CA procedure, we find that by taking $M \approx 10^5$ configurations leads to results for the inverted concentrations with errors well below 5%, a remarkable achievement for a quantum inversion procedure [40]. Finally, regarding the need to evaluate the misfit function for several concentration values, we adopt a machine-learning-based interpolating scheme [57] that provides excellent resolution in $\chi_{1,2}(n)$ generated with only five distinct concentration values.

Since it was possible to obtain the total number of impurities in the device with only a single reading (either $T_{1,2}$ or $T_{4,6}$), we assume that the use of additional input functions might enable us to spatially resolve how these impurities are distributed. With that in mind, we devise four partitions and assign the impurity numbers in each one of them as $N_1$ to $N_4$. It is important to stress that these are not physically built cells but simply a way in which we resolve the impurity number into smaller sections of the device. Vertical and horizontal dashed lines are drawn as a guide to the eyes in Fig. 1(a) delineating the four distinct cells.

Similar steps can be taken in regard to the CA conductances in order to obtain the misfit functions defined in Eq.(4) but this time the impurity numbers within the device may be broken into two separate parts: $N_T = N_1 + N_2$ and $N_B = N_3 + N_4$, i.e., the top- and bottom-half values, respectively. This apparently adds one extra degree of freedom to the misfit function which should now read $\chi_{1,2}(N_T, N_B)$. Finding the minimum of $\chi_{1,2}(N_T, N_B)$ would in principle involve searching for minima of a two-variable function, but thanks to the previously obtained information about the total number of impurities in the device, we know that both variables are not independent but constrained to obey $N_T + N_B = N$. This is thus equivalent to a single-variable search.

In addition, the same can be done with horizontally placed electrodes. In this case $T_{5,6}$ corresponds to the conductance between the top and bottom electrodes on the right of the device. Once again, two
new variables are defined, namely, \( N_L = N_1 + N_3 \) and \( N_R = N_2 + N_4 \), which are the impurity numbers on the left and right halves of the device, respectively. The misfit function \( \chi_{4,6}(N_L, N_R) \) is another two-variable function that in practice depends only on one of them because they are also constrained to satisfy \( N_L + N_R = N \). Fig. 2 depicts the misfit functions \( \chi_{1,2} \) and \( \chi_{5,6} \) plotted as a function of \( N_T \) and \( N_L \), respectively. Both curves display different minima located at values \( N_T = 28 \) and \( N_L = 24 \), respectively. Impurity numbers seen in Fig. 1(a) may differ slightly from the occupation obtained from a single misfit-function minimum. Combined with the previously obtained result of \( N = 50 \), in this case we may conclude that \( N_B = 22 \) and \( N_R = 26 \). Since \( N_T, N_B, N_L \) and \( N_R \) are not linearly independent quantities, knowing them is not sufficient to uniquely identify the impurity numbers in each one of the four cells. For that an additional inversion involving the conductance between diagonally opposite electrodes is required, which is achieved with \( T_{1,3} \). A similar procedure leads to the corresponding misfit function \( \chi_{1,3}(N_D, N_D') \), where the variables \( N_D = N_1 + N_4 \) and \( N_D' = N_2 + N_3 \) refer to the impurity numbers along the two diagonals. Obviously, they must also obey that \( N_D + N_D' = N \). Fig. 2 also shows \( \chi_{1,3} \) plotted as a function of \( N_D' \), with a clear minimum at \( N_D' = 29 \) (\( N_D = 21 \)). The set of equations that cast these constraints is easily solved when expressed in matrix form, i.e.,
\[
\begin{pmatrix}
N_1 \\
N_2 \\
N_3 \\
N_4
\end{pmatrix} = 
\begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{pmatrix}^{-1}
\begin{pmatrix}
N \\
N_T \\
N_L \\
N_D
\end{pmatrix},
\]
which leads to the impurity numbers on each of the four cells. In this case, \( N_1 = 12.5 \), \( N_2 = 16.5 \), \( N_3 = 12.5 \) and \( N_4 = 9.5 \). Interestingly, this is somewhat analogous to solving a Sudoku puzzle that starts from the conductance readings and finds the exact impurity numbers within each cell by imposing that they must add up to the specific values (\( N_T, N_L, N_B \) and \( N_D \)) which are themselves determined through our inversion procedure.

Three input functions (\( T_{1,2}, T_{5,6} \) and \( T_{1,3} \)) were needed to find the impurity number in each of the four cells, i.e., two extra readings when compared to the inversion for finding the total number. This not only proves our earlier assumption that additional readings would enable us to spatially resolve the concentration but also suggests that an even better resolution is possible by interrogating the system further. It is important to stress that additional readings must be used in a hierarchical fashion, i.e., they provide new information about the device always availing of results obtained by pre-existing readings, also offering constraints for a next higher resolution inversion procedure. In this way we are able to increase the resolution without the need for excessive new input functions but keeping them to a minimum. Following this path, we are able to
go beyond the four-cell resolution. In this case a larger number of smaller cells is required, as seen in Fig. 3 where the same impurities are shown schematically without the underlying hexagonal atomic structure to avoid too congested a figure. Dashed lines in panels (a) and (b) are used to delineate nine and sixteen cells, respectively, each containing a certain fraction of the total number of impurities. Our goal is to find the exact impurity number (concentration) in each one of these cells and the procedure is analogous to the case of four cells. The difference lies primarily in how the cells are combined to carry out the inversion. While the results of Fig. 2 were obtained by combining cells into rows and columns, there are very many ways of selecting how the individual cells can be clustered. This gives an enormous degree of flexibility on finding the actual number of impurities in each cell. Examples of a few different ways in which this is done can be found in the Supplemental Material (SM), but they all require five different readings, which once again involve an extra two input functions when compared to the four-cell case. For the sake of comparison, the boldface integers on the left and right parts of Table 1 indicate the impurity number \( N_j \) in cell \( j \) found through the Sudoku-style inversion in the case of nine and sixteen cells, respectively. Also shown in parenthesis is the real number of impurities contained in each cell. Note that the agreement is very good and that discrepancies rarely exceed a single unit. It is worth mentioning that natural uncertainties arise when impurities lie very close to the dashed lines separating the cells, since their scattering range may extend over more than one cell. This is particularly problematic as the cells are made smaller and the ratio between the cell perimeter and its area increases. Having mapped the concentration across the entire device in \( 3 \times 3 \) or \( 4 \times 4 \) cells, it is also possible to use this information to find the impurity number in a cell of arbitrary shape like the one shown in Fig. 3(c) for instance. The size and location of that specific cell highlighted in green does not correspond to any of the cells seen in panels (a) and (b) and yet, the number of impurities occupying that specific cell can be found by carrying out a single CA calculation using the same input functions already utilised previously. As seen in the SM, this involves obtaining the minimum of a single-variable misfit function which, as previously mentioned, is not computationally intensive.
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Figure 3: A schematic representation of the device resolved in (a) nine and (b) sixteen cells with the help of blue dashed lines. (c) Green region represents a cell of arbitrary size and location within the device.

Up to this point, all results were based on the specific setup shown in Fig.1(a) but equally successful inversions can be achieved with small variations, including electrodes of different shapes and sizes. The fact that our results and conclusions are not too sensitive to these variations indicates the robustness of our method. Furthermore, to demonstrate that there is great flexibility in how the device can be interrogated, we reproduce one of the cases shown previously and resolve the impurity concentration into four quadrants but this time we adopt a different setup for the electrodes, as shown in the SM. In this alternative setup electrodes are not of similar sizes, with one spanning the full-length of the device while the other is a quarter of its length. Reassuringly, this setup renders the same findings as the ones obtained with the dashed-line cells defined in Fig. 1(a). That degree of flexibility suggests that a wide range of different possibilities exists to probe the local conductances of disordered 2D materials in order to map how their impurities and defects are spatially distributed.

We test the inversion accuracy by defining the error as \( \alpha = \frac{1}{J} \sum_j |N_j^{\text{min}} - N_j^P|/N_j^P \), where \( N_j^P \) is the number of impurities in cell \( j \) of the parent (input) configuration and \( N_j^{\text{min}} \) is the corresponding value that
minimizes the misfit function. $\alpha$ consists of an average over the total number of cells $J$, so that large values of $J$ correspond to higher spatial resolution in the impurity distribution. Having considered the cases of $J = 1$, $J = 4$, $J = 9$ and $J = 16$, we may conclude that the inversion accuracy decreases as we attempt to increase the resolution, as seen in Table 2. These values are obtained out of repeated inversions from 100 different parent configurations in order to achieve statistical significance. The higher the number of cells the higher the resolution but, unfortunately, the lower the accuracy (roughly a $1/\sqrt{N}$ scaling, where $N$ is the average number of defects in a cell). Given the diverse ways in which a device can be probed and interrogated, it is possible that by increasing the number of readings and/or by selecting more appropriate electrode setups, the accuracy can be further improved. A brief account of the method scalability appears in the SM. Remarkably, moderate resolution can be achieved in mapping how impurities are distributed with this inversion methodology.

### 4. Conclusion and outlook

The Sudoku-style inversion tool presented here has been based entirely on multi-terminal conductance measurements serving as input functions. However, the basic non-spatially-resolving inversion has been shown to work with other input signals[40, 57]. In fact, other quantities that can be written in terms of two-point correlation functions are likely candidates to display similar characteristics in the presence of disorder and, therefore, may serve as potential input functions from which spatial mapping of impurity concentration becomes possible. This may pave the way to using thermal conductivities, spin susceptibilities, to name but a few, as sources capable of providing spatial information about a disordered device when only moderate resolution is required.

In summary, we have shown how a recently proposed inversion methodology capable of identifying the global number of impurities from seemingly noisy two-terminal conductance signals of a 2D quantum device can be extended to determine how such impurities are spatially distributed. By generalising the method to a multi-terminal framework and mapping the device into a grid-like structure, the inversion specifies the total impurity number in separate rows and columns. These are constraints that must be satisfied in order to find the exact concentration in each one of the individual cells, in a way that resembles a Sudoku puzzle. The impurity distribution can be resolved into smaller sections of the device, depending on how the local conductance is being probed. Furthermore, spatial resolution can certainly be improved by increasing the number of conductance readings. We envisage this inversion methodology being implemented beyond conductance measurements which will provide a framework for visualising impurities from simple measurements of different physical properties.
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1. Formulation of the inversion method for an arbitrary number of terminals and partitions

Flexibility of the inversion procedure allows more than one approach to extract spatial information of the disordered components inside the flake. In the main manuscript the graphene flake is resolved into four quarters making use of a 6 electrode setup. However this is by no means the only arrangement used to map impurities in the graphene flake. Fig. 1(a) and 1(b) show a schematic representation of the graphene flake connected with six electrodes, together with imaginary dashed (blue) lines resolving the graphene flake into 9 and 16 cells, respectively. In main manuscript a system of four linear equations is defined to resolve the flake in quarter cells. To resolve the flake in 9 or 16 cells we need to define a system of linear equations which can be written in the form

$$AX - B = \lambda,$$

where $A$ is a square matrix and the other elements are all single-column vectors whose size matches the number of cells. For example, in the case of 9 cells the equation takes the form of Eq. (1) with $\lambda = 0$. Matrix $A$ contains information about regions chosen to define 9 misfit functions such that $\det A \neq 0$. Variables $N_i$, with $i$ running from 1 to 9, indicate the impurity occupation of the individual cells shown in Fig. 1(a) and $M_i$ is the occupation of corresponding region obtained from the inversion. Note that we have flexibility on how we choose to interrogate the different parts of the flake, which means that the form of matrix $A$ is not unique but depends on that exact choice. Eq. 2 shows one such choice of a system of linear equations for the given arrangement of electrodes.

$$\begin{pmatrix} 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\ 1 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} N_1 \\ N_2 \\ N_3 \\ N_4 \\ N_5 \\ N_6 \\ N_7 \\ N_8 \\ N_9 \end{pmatrix} = \begin{pmatrix} M_1 \\ M_2 \\ M_3 \\ M_4 \\ M_5 \\ M_6 \\ M_7 \\ M_8 \\ M_9 \end{pmatrix}$$

For example, the top-row identity from the matrix equation above reads that $N_1 + N_2 + N_3 = M_1$. By minimising a misfit function defined in terms of the variable $M_1$, we obtain the exact number of impurities...
in the top row of the flake, as shown in Fig. 1(a). The same must be done with other regions such that we find the values of all $M_i$ in Eq.(2). Analogously to the four-cell case, the inversion is carried out with a few different readings. In this case, $M_1$, $M_2$ and $M_3$ are found from $T_{1,2}$; $M_4$, $M_5$ and $M_6$ are found from $T_{5,6}$; $M_7$ and $M_8$ are found from $T_{1,3}$; finally $M_9$ is obtained from $T_{4,6}$.

The remaining task is to solve the sudoku-style puzzle of identifying the impurity numbers $N_i$ of individual cells constrained to match the values of $M_i$. We obviously must account for the possibility of error in the inversion procedure which would lead to the incorrect mapping of the disorder concentration. This can be alleviated by obtaining more information about the flake and availing of more misfit functions, which will then serve as extra constraints in Eq.(1). Constrained optimization methods like Lagrange multiplier or differential evolution are very well established procedures and are suitable to be used here to find the values of $N_j$.

Left half of Table I in the main manuscript displays the numbers found for the nine cells together with the real occupation (in brackets). The agreement between the numbers is very good and the discrepancy is not more than a single impurity. In the case of sixteen cells, the dashed lines of Fig. 1 delineate them together with the corresponding occupation numbers $N_i$, with $i$ running from 1 to 16. Analogously to the previous cases considered and in line with Eq.(1), we must select regions based on which the misfit function will be calculated. In the case of four quarters in the main manuscript, $T_{1,2}$ served as input to the misfit function in order to extract information about top half of the flake. The same method can be implemented to obtain occupation of each of the four rows. We define such misfit function as $\chi_1,2(N_a,N_b,N_c,N_d)$ where $N_a$ is the occupation of disorders in the first row, $N_b$ second row and so on as shown in Fig. 2(a) with blue, black and red lines contouring respective area of the flake. Note that occupation in rows is constrained by $N_a + N_b + N_c + N_d = N$.

Similarly, misfit function defined using the input in form of $T_{5,6}$ yields total occupation ($N_e$, $N_f$, $N_g$, and $N_h$) in each column of the flake in Fig. 1(b). The remaining equations needed to complete the system of linear equations come from the diagonal misfit functions. Diagonal misfit functions are defined using input transmission spectra from leads which are diagonally opposite to each other, namely $L_{1,3}$ and $L_{4,6}$. We need to define a system of sixteen linear equations to obtain the occupation of each one of the cells. We have seven equations coming from $L_{1,3}$ and $L_{4,6}$. Two extra input signals from diagonally arranged leads

Figure 1: A schematic representation of graphene flake embedded with substitutional disorder with a six electrode setup labelled as $L_i$, with $i$ running from 1 to 6. Dashed lines separate the flake into 9 and 16 regions and $N_j$ represents the number of impurities contained in each of these cells.
Figure 2: Flake is resolved into 16 cells with \( N \) running from 1 to 16 gives occupation of each cell of the flake. (a) Misfit function and corresponding CA is defined for the regions enclosed in blue, black and red lines for input signal generated from leads position presented in the form of double arrow lines. (b) For the leads positioned diagonally opposite of the flake dashed red green lines shows non-trivial consideration of region for the inversion.
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Figure 3: Misfit function in blue defined for region enclosed in the thick black line in Fig. 2(b) shows minimum at \( N = 35 \) which closely coincides with \( N = 37 \) actual number of disorders in region. Brown and red misfit curves locate the occupation of regions enclosed by dashed red line and dashed green line of Fig. 2, respectively.

![Figure 3](image)

will provide the remaining equations, namely \( T_{1,3} \) and \( T_{4,6} \). Using \( T_{1,3} \) as input the flake is scanned in four different regions as shown in Fig. 2 contoured by dashed lines in black, green, red and blue colours.

In Fig. 3, three misfit functions are plotted as a function of number of impurities. Misfit function in red is defined with variables enclosed by dashed red line shown in Fig. 2(b). Misfit function in blue is defined for region enclosed by black lines in the schematic representation seen in Fig. 2(b). It is worth mentioning that the misfit function is minimum at \( N = 35 \) and when compared with the actual distribution of impurities in the parent configuration the discrepancy does not exceed two impurities. Finally, the misfit function defined using the input signal \( T_{4,6} \) completes the set of equations necessary to generate the system of linear equations. It is important to note that this is by no means the only way to resolve the device in sixteen cells. Different arrangement of leads may lead to different ways of mapping the impurities. Following our
definition and choice for how the system was probed, the matrix $A$ of Eq.(1) is given by

\[
A = \begin{pmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 
\end{pmatrix}
\]

After solving this system of linear equations we can finally map the impurity distribution across the flake and this is shown on the right part of Table I in the main manuscript. The table shows the real occupation of impurities for all sixteen cells together with the sudoku-style solutions.

### 2. Role of the system-electrode contact geometry

![Diagram](image1)

Figure 4: (a) A schematic presentation of the hybrid approach where one lead spans entire width of the and other electrodes are of different lengths. (b) Misfit function plotted in blue color is defined using input signal $T_{3,4}$ scans left half of the device. Misfit function defined using $T_{1,2}$ yields occupation of row constrained by pink leads and dashed blue lines.

In the first part of this SM we showed how flexible this inversion technique is to the extent that we may obtain the spatial distribution of impurities on a 2D flake in a few different ways. With this in mind, we now illustrate yet another way in which the impurity distribution can be spatially mapped, this time using electrodes of different lengths. In the main manuscript we considered a 6 electrode setup. We considered the
case in which both injecting and extracting electrodes were of similar in size. We now relax this constraint and assume that electrodes have different dimensions, which we refer to as the hybrid approach. A schematic representation of this can be seen in Fig. 4 where one lead spans the entire width of the flake whereas the other is either half, a quarter of the length of its counterpart or even shorter than the quarter length, as size of the electrode is not a critical factor in the IP. It is important to stress that the exact setups, either the one shown in Fig. 1 of the main manuscript or the one in Fig. 4 here, are not unique regarding the positions and respective sizes of the electrodes being used. The key here is to have them in a non-symmetric disposition. In other words, the inversion success is not sensitive to the precise electrodes setup probing the conductance matrix. This makes the experimental realisation far less challenging than if it depended on the exact and precise placements of the electrodes. Here we follow similar steps to the ones taken previously and find exactly the same results as the ones found in Fig. 1 of the main manuscript. In fact, Fig. 4(b) displays the misfit functions plotted as a function of impurity numbers in the entire flake using leads in magenta and green colors. Although the functions are different, both display a distinctive minimum at the same value of $N = 50$. In the inset another two misfit functions are plotted with minima indicating the occupation of the top row (red) and left half (blue) of the flake indicated with the dashed lines of Fig. 4.

3. Generalised partitions

In the main manuscript and previous sections of the SM, we presented a simple methodology to map the disorder of the system in the Sudoku-style structure of the flake. We resolved the flake into 4, 9 and 16 cells. Suppose that we are interested in establishing the impurity concentration within a certain sector of the device that does not coincide with any of the cells defined previously. In that case, instead of carrying out a full sudoku-style mapping which would involve defining a whole range of other cells, we may avail of the information obtained for the 4, 9 and/or 16 cells as a constraint in the search for the occupation in the cell of interest. Consider for example the green cell highlighted in Fig. 3(c) of the main manuscript. That cell does not match with any other previously used cells but it is possible to find the impurity number $N_G$ within that green cell by carrying out an additional CA calculation. This extra calculation is not particularly intense and simply involves a new misfit function that depends on $N_G$ as its key variable but uses the information already obtained as constraints. Assuming that the green cell lies within one of the four sectors defined in the $2 \times 2$ case, whose solution is known from a previous inversion to be $N_4$, the misfit function that captures the problem at hand is $\chi(N_G, N, N_4)$. Using $N$ and $N_4$ as constraints, we show in Fig. 5 this misfit function that displays a clear minimum at $N_G = 5$, which closely matches the actual number seen in Fig. 3(c). It is important to note that no additional input spectrum is needed to resolve the impurity concentration within an arbitrary region of the flake besides the readings already carried out.

![Figure 5: Misfit function defined for an arbitrary green region with $N_G$ as the impurity number for that region. Minimum at $N_G = 5$ identifies the number of impurities for the green cell of Fig. 3(c). The previously obtained input spectrum $T_{1,3}$ was used to define the misfit function.](image-url)
4. Scalability

In the manuscript, we presented a six electrode setup in Fig.1(a) to resolve the device in different ways. A minimum of four input signals are required to resolve the flake into sixteen cells. As stated in the main manuscript, by increasing the number of cells the resolution accuracy drops. Table 2 in the main manuscript encapsulates how the accuracy changes as a function of resolution. Accuracy of the spatial mapping depends on three main parameters: (i) size of the system, (ii) impurity concentration and (iii) number of input readings. It can be shown that the error decreases with larger device sizes and with a reduced impurity concentration [1]. Therefore, increasing our device size will make the accuracy values seen in Table 2 significantly better. For example, device sizes in the range of $\mu$m are likely to present errors well below 20% when divided into the same sixteen cells shown in the manuscript. While there are no methodology limitations to considering devices sizes in this range, the computational cost of carrying out a full inversion in a system of that size makes this task unfortunately very challenging at this point in time. However, by increasing the number of electrodes one can generate more input signals which in turn can provide additional information about the spatial distribution of the disorder resulting in the improvement of the accuracy, similarly to the case of generic reconstruction algorithms.
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