In this paper, we start with the quantum Hamilton-Jacobi approach and show that the underlying complex pole evolution of the Schrödinger equation is described by the quantum action in terms of a random matrix. The wave function is given by the random matrix probability distribution function. In literature this is known as the famous Cole-Hopf Transformation.

I. INTRODUCTION

The classical action first appeared in the quantum mechanics as quantization rule given by Wilson and Sommerfeld, wherein the energy levels are approximately obtained by setting the classical action variable equal to an integral multiple of the Planck’s constant. Later on several attempts were made to construct a quantum analogue to the classical action. Defining a quantum action allows us to transform one set of canonically conjugate coordinates and momenta to another set, analogous to the classical mechanics. This is known as quantum transformation, originated from the works of Jordon and Dirac. Dirac defined the following quantum action $S$ as the quantum analogue of the classical action function such that

$$(\xi'|\alpha') = \exp(iS/\hbar)$$

where $(\xi'|\alpha')$ is the transformation function that connects the $\xi$ representation to $\alpha$ representation. Starting from the definition, he has shown that the quantum transformation equations have the same form as the classical equations.

Dirac quantum action $S$ has connections to the Feynmann path integral formulation of quantum mechanics. The comprehensive examination of the quantum transformation theory is done by Schwinger in the references. Schwinger postulated the action principle such that one obtains operators $\delta S$ by the variation of one operator $S$. He derived the Schrödinger equation from an "action" principle in a way very similar to the Hamilton derivation of the Hamilton-Jacobi equation from the classical action principle. It is shown in the references that the Schwinger’s action principle is identical to the Dirac’s original expression.

Leacock and Padgett developed quantum transformation theory as a generalization of classical Hamilton-Jacobi theory. In the Quantum Hamilton-Jacobi approach, we start with the Schrödinger equation,

$$-\frac{\hbar^2}{2m}\frac{\partial^2}{\partial x^2}\psi(x) + V(x)\psi(x) = E\psi(x).$$

We define a function in terms of quantum action or quantum characteristic function $S$ analogous to the classical
characteristic function by the relation

\[ \psi = \exp \left( \frac{iS}{\hbar} \right). \]  

(3)

The equation (3) is known as Cole-Hopf transformation and when substituted in (2), gives

\[ \left( \frac{d}{dx} S \right)^2 - i\hbar \frac{d}{dx} \left( \frac{d}{dx} S \right) = 2m(E - V(x)). \]  

(4)

The quantum momentum function \( p \) is

\[ p = \frac{d}{dx} S. \]  

(5)

Substituting (5) in (4) gives the Quantum Hamilton-Jacobi equation for \( p \) as

\[ p^2 - i\hbar \frac{dp}{dx} = 2m(E - V(x)), \]  

(6)

which is the Riccati equation. It should be clear to the readers from the equation (6) when \( \hbar \to 0 \) we get the classical momentum function \( p^2_c = 2m(E - V(x)) \). The relation between the quantum momentum function and the wave function is given by

\[ p = \frac{ih}{2\pi} \frac{d}{dx} \ln \psi(x). \]  

(7)

It is shown by Leacock and Padgett [10, 11] that the action angle variable gives rise to the exact quantization condition

\[ J(E) = \frac{1}{2\pi} \oint_C p \, dx = nh. \]  

(8)

We would like to point out that the transformation (3) is used in the Wentzel, Kramers, Brillouin (WKB) approximation and is the semi-classical approach. The \( S \) defined in WKB is the classical action whereas \( S \) defined in equation (3) is the quantum action. For more details refer to appendix C of [11]. From the equation (6) it is evident that the term \( i\hbar \frac{dp}{dx} \) is the one that gives rise to quantum effects and is absent in classical momentum function. Hence, the \( S \) defined in equation (3) is the effective action or the quantum action [12]. The connection between the QHJ and Dirac’s action is given in the appendix. Readers should note that all the definitions of quantum action defined in literature have correspondence to the Dirac’s action [11].

In this paper, we show that the quantum action \( S \) is described by the random matrix of Gaussian unitary ensemble and the Cole-Hopf transformation (3) is the random matrix probability distribution function. We use the fact that quantum Hamilton-Jacobi can be solved in two different ways. One way of solving is by using the Riccati equation which leads to the action angle variable gives rise to the exact quantization condition (8). The other way is using the Burger equation. We show that this way of solving quantum Hamilton-Jacobi gives quantum action. In literature, the transformation (3) is used to map the Schrödinger equation to the Burger equation [13]. It is well known that underlying complex pole evolution of Burger equation in turn the Schrödinger equation is described by the Kirchhoff equations [14]

\[ \dot{x}_i = 2\Gamma \sum_{i \neq j}^{n} \frac{1}{(x_i - x_j)} + iW(x_i), \]  

(9)

where \( x_i \) is the position of charges and \( W(x_i) \) is the superpotential. These equations describe the evolution of \( n \) point vortices in Hydrodynamics. The solution to the stationary Kirchhoff equations [9], that is \( \dot{x}_i = 0 \), is by found by
the Stieltjes electrostatic model \[16, 17\]. The Stieltjes electrostatic model enables the Langrangian formalism. We show that when Stieltjes electrostatic model is used for solving quantum Hamiltonian-Jacobi it leads to quantum action $S$. In random matrix theory the probability distribution function of random matrix is the stationary solution of Fokker-Planck equation. We observe that when Fokker-Planck equation is mapped to Schrödinger equation by Cole-Hopf transformation. We also use the fact that Stieltjes electrostatic model is used to solve the Dyson-log-gas model in random matrix theory \[18\]. The equations obtained in Dyson-log-gas model are the Kirchhoff equations. In the reference \[44\] the authors have shown that equations obtained in Dyson-log-gas model is obtained by minimizing action. Hence, the claim of this paper is the Dirac action is same is the action obtained in reference \[44\] by using the Stieltjes electrostatic model.

II. RANDOM MATRICES

In physics, random matrices' initial application was to describe the excited states of the atomic nuclei \[19\] by Wigner. Random matrix theory has a wide variety of applications from chiral symmetry breaking in quantum chromodynamics, quantum chaos to many-body physics \[20–22, 24–29, 43\]. Here the dynamics of the underlying system is treated as an ensemble of random matrix $H$ and is described by the probability distribution of the eigenvalues $x_i$ \[18\].

\[
\mathcal{P}(x_1, \ldots, x_N) d\Lambda = c_n e^{-\beta Tr(H)} d\Lambda, \quad (10)
\]

here the index $\beta = 1, 2, 4$ and

\[
Tr(H) = -\sum_{i=1}^{N} V(x_i) - \beta \sum_{i<j}^{N} \ln|x_i - x_j| \quad (11)
\]

where $V(x_i)$ is the potential then $\prod_{i<j} |x_i - x_j|$ is the Vandermonde determinant, $d\Lambda = dx_1 \ldots dx_N$ and $c_n$ is the constant of proportionality. For details please refer to \[18, 30–34\]. The $\beta$ in equation (10) characterizes the real parameters of the symmetry class of orthogonal, unitary and symplectic respectively for the random matrix $H$.

As the random matrix is invariant under the symmetry group these ensembles are called the invariant ensembles. The probability distribution function can be rewritten as \[30\]

\[
\mathcal{P}(x_1, \ldots, x_N) d\Lambda = c_n \prod_{i=1}^{N} w_\beta(x_i) \prod_{i<j} |x_i - x_j|^\beta d\Lambda \quad (12)
\]

where $w_\beta(x_i)$ is the weight function of the classical orthogonal polynomials. The classical orthogonal polynomials are classified into three different categories depending upon the range of the polynomials. The polynomials in the interval $(-\infty; \infty)$ with weight function $w = e^{-x^2}$ are the Hermite polynomials. In the interval $[0; \infty)$ with weight function $w = x^b e^{-x}$ are the Laguerre polynomials. In the interval $[-1; 1]$ with weight function $w = (1 + x)^a (1 - x)^b$ are the Jacobi polynomials.

The random matrices are used to model the real world problems and one of the well known model is the Dyson-log-gas model. The probability distribution function for Dyson-log-gas model is given by \[18, 35\]

\[
P(x_1 x_2 \ldots x_n) = c_n e^{-\beta H} = \frac{1}{c_\beta^*} e^{-\beta (\sum_{j=1}^n x_j^2 + \sum_{j<k} \ln(x_j - x_k))}. \quad (13)
\]
Dyson treated this as the partition function and the random matrix $H$ as potential energy. Then the thermodynamic equilibrium for this model is obtained by minimizing the energy

$$\frac{d}{dx_j}H = \sum_{1 \leq j \leq k, j \neq k}^{n} \frac{1}{x_j - x_k} - x_j = 0.$$ (14)

The equation (14) is the system of $n$ linear equations which is solved using the Stieltjes electrostatic model [18].

Theorem 1: In Stieltjes electrostatic model, the following Lagrangian

$$L = -\sum_{1 \leq i < k \leq n}^{n} ln|x_i - x_j| - p \sum_{i=1}^{n} ln(|1 - x_i|) - q \sum_{i=1}^{n} ln(|1 + x_i|),$$ (15)

is considered, where $x_i$ is the position of charges, with interaction forces for the $n$ moving unit charges arising from a logarithmic potential which are in between the two fixed charges $p$ and $q$ at $-1$ and $1$ respectively on a real line. Then he proved in ref [16, 17] that the expression (15) becomes a minimum when $(x_1, x_2, \cdots, x_n)$ are the zeros of the Jacobi polynomial. For the proof refer to Szego’s book (section 6.7) [36]. The zeros of the Laguerre and the Hermite polynomials admit the same interpretation. Thus, we solve (14) using Stieltjes electrostatic model. By using the following identity [18]

$$\sum_{1 \leq j \leq k, j \neq k}^{n} \frac{1}{x_j - x_k} = \frac{f''(x_j)}{2f'(x_j)},$$ (16)

and substituting in equation (14) reduces to

$$f''(x_j) - 2x_j f'(x_j) = 0.$$ (17)

This system has thermodynamic equilibrium at the zeros of the Hermite orthogonal polynomial. Thus the differential equation (17) reduces to Hermite differential equation

$$f''(x) - 2x f'(x) + 2\lambda f(x) = 0,$$ (18)

and the solutions are the Hermite orthogonal polynomials

$$f(x) = c_n e^{-x^2} \cdot H_n (x), \quad n = 0, 1, 2, \ldots$$ (19)

In the next section we present a connection between the random matrices and the self-adjoint operator.

III. RANDOM MATRICES AND THE SELF-ADJOINT OPERATOR

It is well known that the probability distribution function of a random matrix is the stationary solution of the Fokker-Planck equation [18]. Then the the Fokker-Planck operator is mapped to the Schrödinger equation is studied in reference [37]. We observe the mapping of Fokker-Planck operator to Schrödinger equation is through a by Cole-Hopf transformation.

Theorem 2: The probability distribution function in the equation (10) is a stationary solution of the Fokker-Planck equation [18].

Proof: Differentiating the probability distribution function (10) gives

$$\frac{\partial P}{\partial x_j} = -\beta P \frac{dH}{dx_j}.$$ (20)
where $H$ is random matrix. In general it need not be of the form (11). Differentiating the equation (20) again w.r.t $x_j$, follows that

$$
\sum_{j=1}^{N} \frac{1}{\beta} \frac{\partial^2 P}{\partial x_j^2} + \frac{\partial}{\partial x_j} (H'(x_j)P) = 0.
$$

(21)

Since the Fokker-Planck equation is

$$
\frac{\partial P}{\partial t} = \sum_{j=1}^{N} \left\{ \frac{1}{\beta} \frac{\partial^2 P}{\partial x_j^2} + \frac{\partial}{\partial x_j} (H'(x_j)P) \right\},
$$

(22)

it follows that $P$ is a stationary solution of the Fokker-Planck equation. This ends the proof.

**Theorem 3:** The Fokker-Planck operator is self-adjoint if and only if the drift term is the gradient of a potential $\beta \psi$.

**Proof:** We start with the Fokker-Planck equation

$$
\frac{\partial P}{\partial t} = \sum_{j=1}^{N} \left\{ \frac{1}{\beta} \frac{\partial^2 P}{\partial x_j^2} + \frac{\partial}{\partial x_j} (H'(x_j)P) \right\},
$$

(23)

By defining a new function

$$
P = Ne^{-\frac{1}{2}H(x) + \frac{1}{2}Et} \psi
$$

(24)

where $\beta$ is a parameter which will be identified later and $N$ is a constant. Thus, the Fokker-Planck operator (23) reduces to

$$
\frac{1}{\beta} \frac{\partial^2 \psi}{\partial x_j^2} + V \psi = \frac{1}{2} E \psi
$$

(25)

which can be interpreted as the Schrödinger operator for appropriate $\beta$ with the potential defined as

$$
V = \frac{1}{2} \frac{\partial^2 H(x_j)}{\partial x_j^2} - \beta \left( \frac{\partial H(x_j)}{\partial x_j} \right)^2.
$$

(26)

where $W(x) = \frac{\partial H}{\partial x_j}$ is superpotential defined in equation (57) and for $\beta = 2$ the equation (25) reduces to the Schrödinger type equation. Hence, from equation (20) the drift term is the gradient of the potential. This ends the proof.

**Corollary 1:** Fokker-Planck reduces to the Schrödinger equation (2) in imaginary time formalism that is $t \to iT$ in equation (23) and the term $H(x) - E_2T$ in exponential (24) is the canonical transformation (49).

**Proof:** When exponential factor $e^{i(H(x)-\frac{1}{2}ET)}$ that is $\beta = -2i$ and $iW(x) = \frac{\partial H}{\partial x_j}$ Schrödinger equation (25) reduces to (2) with $V = -\frac{1}{2}(W^2(x) - W'(x))$. Thus, the term $H(x) - \frac{E}{2}T$ in exponential (24) is the Legendre transformation (49). Then the quantum Hamilton-Jacobi connection to random matrix is immediate and in turn to Dirac’s action. This ends proof.

**IV. TWO APPROACHES OF QUANTUM HAMILTON-JACOBI**

There are two ways of approaching quantum Hamiltonian-Jacobi formalism. The first way is by using the quantum momentum function (5) and second way is through Stieltjes electrostatic model (15). In the first case, it is evident that the quantum momentum function is the solution to the Riccati equation (6). Thus, by analytically continuing
p to the complex plane and knowing the singularities of the quantum momentum function is sufficient to determine the wave functions [38]. The solutions of the Riccati equation have two types of singularities [39], the fixed and the moving singularities. The fixed singular points of \( p(x) \) are reflected in the potential and are energy independent. The pole structure of the Riccati equation is given in terms of quantum momentum function [38]

\[
p = \sum_{j=1}^{n} \frac{-i\hbar}{x - x_j} + Q(x).
\]

(27)

where \( Q(x) \) is meromorphic function and \( i\hbar \) are the residues of moving poles in the quantum momentum function [38]. The equation (27) represents \( n \) moving poles on a real line coming from \( \sum_{j=1}^{n} \frac{-i\hbar}{x - x_j} \) between the two fixed poles coming from the \( Q(x_j) \).

Theorem 4: The equation (27) admits orthogonal polynomial solutions and this leads to quantization provided the function \( Q(x_j) \) is a superpotential.

Proof: Starting from equation (27) and introducing the polynomial

\[
\psi(x) = (x - x_1)(x - x_2)\cdots(x - x_n) = \prod_{k=1}^{n}(x - x_j),
\]

(28)

and substituting the equation (28) in the quantum momentum function (27) and taking \( \hbar = 1 \) reads as

\[
p = -i\frac{f'(x)}{f(x)} + Q(x)
\]

(29)

and substituting equation (29) in equation (6) one gets

\[
-f''(x) + 2Q(x)f'(x) + [Q^2(x) - iQ'(x) - E + V(x)]f(x) = 0.
\]

(30)

Finding the polynomial solutions to the equation (30) leads to quantization. This is equivalent to demanding that \( [Q^2(x) - iQ'(x) - E + V(x)] \) is a constant. From equation (30) this is only possible if \( Q(x) = iW(x) \) is the superpotential. Thus, the differential equation (30) reduces to Sturm-Liouville equation. This ends the proof.

In the second case that is by Stieltjes electrostatic model, the problem is solved using the complex pole evolution of Burger’s equation.

Theorem 5: The Schrödinger equation is mapped to Burger equation by the complex Cole-Hopf transformation [13].

Proof: Substituting the complex Cole-Hopf transformation (3) in the Schrödinger equation (2) gives the Riccati equation (6). Differentiating the equation (6) with respect to \( x \) gives

\[
-i\hbar\frac{\partial^2 p}{\partial x^2} - 2p\frac{\partial p}{\partial x} + \frac{\partial V}{\partial x} = 0
\]

(31)

This is Burger’s equation and \( p \) is given in equation (5), this ends the proof.

It is clear from the equation (31) quantum momentum function \( p \) is also solution to Burger’s equation. Therefore, we consider the following pole structure quantum momentum function \( p \) with \( V(x) = 0 \), that is

\[
p(x) = \sum_{k=1}^{n} \frac{-i\hbar}{x - x_k}.
\]

(32)

Theorem 6: The complex pole expansions of the form (32) of the Burger’s equation is satisfied if and only if the following system of differential equations are satisfied or the complex poles evolve according to the system of \( n \) linear
equations given by
\[
\frac{dx_j}{dt} = \sum_{1 \leq j \leq n, j \neq k}^{n} \frac{1}{x_k - x_j}.
\] (33)

For proof please refer to [40]. The equation (33) are known as Kirchhoff equation. Therefore, in the stationary case \( \frac{dx}{dt} = 0 \) the equation (33), reduces to the free particle Kirchhoff equations (19) for \( \Gamma = \hbar / 2 \) and the superpotential \( W = 0 \). Thus by adding a potential term to Kirchhoff equation (33) and working in stationary case reads as
\[
\sum_{1 \leq j \leq n, j \neq k}^{n} \frac{-i\hbar}{x_k - x_j} + Q(x_j) = 0.
\] (34)

where \( Q(x_j) \) is meromorphic function. If \( x_j \) are eigenvalues, \( i\hbar = 1 \) and \( Q(x_j) = x_j \) then equation (34) reduces to Dyson log-gas model (14).

**Theorem 7:** The stationary Kirchhoff equation (34) are solved using Stieltjes electrostatic model and admits a classical polynomial solution if \( Q(x_j) \) is superpotential. [14]

Proof: We start with the Kirchhoff equation (34) and using (16) we get
\[
-f''(x_j) + 2iQ(x_j)f'(x_j) = 0.
\] (35)

This system has thermodynamic equilibrium at the zeros of the classical orthogonal polynomial provided the equation (35) reduces to the equation (30). Therefore, from theorem 4 we get \( Q(x_j) = iW(x_j) \) is the superpotential. This ends the proof.

V. RANDOM MATRICES AND QUANTUM ACTION

It should be clear to the readers from previous section that solving the quantum Hamiltonian-Jacobi through Riccati equation (6) and the burger equation (31) leads to the differential equation (30). In this section, we show that solving the quantum Hamiltonian-Jacobi through the burger equation (31) leads to Kirchhoff equations (34). These Kirchhoff equations (34) are solved using Stieltjes electrostatic model. Hence, from theorem 1 this model allows a Lagrangian formalism. We show that when Stieltjes electrostatic model is used for solving quantum Hamiltonian-Jacobi it leads to quantum action \( S \).

**Theorem 8:** The quantum action or quantum characteristic function \( S \), defined in (3), is
\[
S = i \sum_{i \neq j} \ln |(x_k - x_j)| + i \sum_{j} \int W(x_j) dx_j.
\] (36)

Proof: We refer readers for proof [44]. End of proof We start by defining the quantum momentum function \( p \) to be
\[
p = \sum_{1 \leq j \leq n, j \neq k}^{n} \frac{-i}{x_k - x_j} + iW(x_j).
\] (37)

This is justified because the quantum momentum function \( p \) is the solution to the Riccati equation (6) and Burger equation (31). The equation (37) is complex pole evolution of Burger equation (31) whose pole structure is identical to quantum momentum function (27). Substituting (37) in equation (50) and taking measure \( dx = \prod_{j} dx_j [44] \), we get that equation (36). Using the definition of the quantum momentum function (5) and minimizing it
\[
p = \frac{dS}{dx_j} = 0
\] (38)
gives (34). Thus, equation (38) is minimizing quantum action $S$. Therefore, the equation (36) is quantum action.

In the classical Hamilton-Jacobi, equation of motion is governed by the Hamiltonian and the problem is solved by continuously transforming the Hamiltonian from the initial state to the final state through a series of canonical transformations. In random matrix theory, the probability distribution function (10) is a stationary solution of Fokker-Planck equation. From theorem 3 and Corollary 1 it is evident, that the Fokker-Planck equation is mapped to Schrödinger equation by transformations (24). The exponential in transformation (24) is a Cole-Hopf transformations. Then, it is obvious that by a series of Cole-Hopf transformations leads to Burger equation whose complex pole evolution is given by Kirchhoff equations (34). Integrating these Kirchhoff equations (34) gives a random matrix (11). Thus, this picture is exactly identical to classical Hamilton-Jacobi. Therefore, the $H(x)$ is the quantum action.

Theorem 9: The quantum action (51) is the random matrix and the associated probability distribution function is the famous Cole-Hopf transformation.\[14\]

Proof: We start with the random matrix probability distribution function (10) taking $\beta = -i$ which reduces to Cole-Hopf transformation (3) given by

$$\psi = P(x_1, \ldots, x_N) = C_n e^{iH}$$

where $H$ is given by equation (11). Substituting (39) in Schrödinger equation (2) gives (6) with the quantum momentum function defined as $p = \frac{\partial H}{\partial x_j}$. If $V(x_j) = \int W(x_j) dx_j$ is superpotential in the random matrix $H$ is given by equation (11) then it reduces to quantum action (50). It is also evident from the theorem 2 and 3 that the random matrix probability distribution function (10) is the solution to the self-adjoint operator that is the Schrödinger equation. This ends the proof.

Theorem 10: If $V(x_j) = \int W(x_j) dx_j$ is the superpotential then the random matrix probability distribution (10) reduces to (12) for $\beta = 2$, that is Gaussian unitary ensemble, in terms of the weight function and is of the form [14]

$$P(x_\alpha, x_1, \ldots, x_n) = \sum_i |\psi(x_i)|^2$$

the quantum mechanics probability distribution is in natural units.

Proof: It is clear from theorem 9 that the random matrix probability distribution function (39) is Cole-Hopf transformation if $V(x_j) = \int W(x_j) dx_j$ is the superpotential in the equation (11). In quantum mechanics, wave function for polynomial solutions are of the form square root of weight function times the polynomial. Therefore, quantum mechanics probability distribution in natural units (40) reduces to random matrix probability distribution (12) for $\beta = 2$, that is the Gaussian unitary ensemble. The Vandermonde determinant (12) is written in terms of polynomials [42]. The weight function and superpotential are related as

$$W(x_j) = \frac{d}{dx_j} \ln(w(x_j))$$

where $w(x_j)$ is the weight function. In quantum Hamilton-Jacobi the superpotential essentially captures the fixed poles, these are computed from the turning points of the classical potential, which are reflected in the range of classical orthogonal polynomials in terms of weight function. This ends the proof.

It should be noted that from Corollary 1 we have $\beta = -2i$. Then, from theorem 9 and 10 we have $\beta = i$ and $\beta = 2$ respectively. Suppose, if we use $\beta = -2i$ in theorem 9 and rewrite potential in terms of weight function (11) we get random matrix probability distribution (12) is consistent with Theorem 10. Probability distribution function
in quantum mechanics ground state starts from \( x_0 \) and in the random matrix probability distribution function \( P(x_1, \ldots, x_n) \) starts from \( x_1 \) by definition.

**VI. ILLUSTRATIONS**

As a first illustration, we consider the 1-D harmonic oscillator. The harmonic oscillator potential in natural units is \( V(x_j) = \frac{1}{2}x_j^2 \) such that the superpotential is \( \mathcal{W}(x_j) = x_j^{\frac{1}{2}} \). Hence, Kirchhoff equation (34) read as

\[
\sum_{1 \leq j \leq n, j \neq k} \frac{-i}{x_k - x_j} + ix_j = 0. \tag{42}
\]

Integrating these equations gives the quantum action from theorem 9 and the wave function for the Jacobi polynomials is given by \( \mathcal{W}(x) = \mathcal{W}(x_j) \). The probability distribution function in quantum mechanics is given by

\[
\psi(x) = c_ne^{-\frac{x^2}{2}} \cdot H_n(x), \quad n = 0, 1, 2, \ldots. \tag{43}
\]

It is well known in literature that the equation (43) can be written as

\[
\psi(x) = c_n e^{-\frac{x^2}{2}} \cdot \frac{H_0(x_0) \ H_0(x_1) \ \ldots \ H_0(x_n)}{H_0(x_0) \ H_1(x_1) \ \ldots}, \tag{44}
\]

The matrix in the equation (44) is the Vandermonde determinant and its connection to polynomials is given reference 42. The probability distribution function in quantum mechanics is given by

Hence, then the probability distribution explicitly

\[
P(x_n, x_1, \ldots, x_n) = C_n e^{-X^2} \prod_{0 \leq i < j \leq n} |X_i - X_j|^2 \tag{45}\]

Readers should note that we have used \( X \) instead of \( x \), it is well known in quantum mechanics that one obtains Hermite differential equation from Schrödinger equation for a dimensionless variables \( X = \sqrt{\frac{2m}{\hbar}} x \) as we have solved in natural units \( m = \omega = \hbar = 1 \). Thus the quantum bound state problems mimic the Coulomb Dyson-gas model. It is clear from this example that weight function and the superpotential are related.

As another illustration, we consider the Coulomb problem and the wave function is given by

\[
\psi(r) = r^{l+1} e^{\frac{1}{2}r} L_n^{2l+1}(r) \tag{46}\]

where the weight function \( w_r(r) = \frac{1}{2} r e^{\frac{1}{2}r} \) and the \( L_n^{2l+1}(r) \) are Laguerre polynomials. We obtain the superpotential the Coulomb problem as follows

\[
\mathcal{W}(r_j) = \frac{d}{dr_j} \ln(w(r_j)) = \frac{d}{dr_j} \ln(r_j^{l+1} e^{\frac{1}{2}r_j}) = \frac{d}{dr_j} ((l+1)lnr_j - \frac{1}{2}r_j) = \frac{(l+1)}{r_j} - \frac{1}{2}. \tag{47}\]

is the desired result. As the third illustration, the weight function for the Jacobi polynomials is given by \( w(x_j) = (1 - x_j)^\alpha (1 + x_j)^\beta \), then the superpotential is given as follows

\[
\mathcal{W}(x) = \frac{d}{dx_j} \ln(w(x_j)) = \frac{1}{w(x_j)} \frac{d}{dx_j} (w(x_j)) = \frac{1}{w(x_j)} \frac{d}{dx_j} ((1 - x_j)^\alpha (1 + x_j)^\beta) = \frac{\beta}{(1 + x_j)} - \frac{\alpha}{(1 - x_j)}. \tag{48}\]
is the desired result. Hence, we have proved that the random matrix probability distribution function is the famous Cole-Hopf transformation and the underlying complex pole evolution of the Schrödinger equation is described quantum action in terms of random matrix.

VII. CONCLUSION

In this paper, starting with the quantum Hamilton-Jacobi approach, we have shown that the underlying complex pole evolution of the Schrödinger equation is described quantum action in terms of random matrix. The random matrix probability distribution function is the famous Cole-Hopf transformation. The quantum bound state problems mimic the Coulomb Dyson-gas model. Thus the physical systems which are modeled using random matrices in terms of the Coulomb Dyson-gas model can use all quantum bound state potentials. Random matrix is the heart of quantum transformation theory.
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VIII. APPENDIX

A. Dirac quantum characteristic function and quantum Hamilton-Jacobi

When the Hamiltonian does not explicitly depend on time, the Hamilton’s principle in classical Hamilton-Jacobi is given by

\[ S(x, t) = S(x) - Et \]  \hspace{1cm} (49)

where \( S(x) \) does not depend on \( t \) and the Hamilton’s characteristic function and action is defined as

\[ S = \int p \, dx \]  \hspace{1cm} (50)

where \( p = \frac{\partial S}{\partial x} \) is the momentum function. For more details refer ro \[43\]. substituting

\[ \psi = \exp\left(\frac{i}{\hbar}S(x, t)\right) \]  \hspace{1cm} (51)

in the time dependent Schrödinger equation

\[ i\hbar \frac{\partial}{\partial t} \psi(x, t) = \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V(x, t) \right] \psi(x, t). \]  \hspace{1cm} (52)

gives

\[ \frac{\hbar}{i} \frac{\partial^2}{\partial x^2} S(x, t) + \left( \frac{\partial}{\partial x} S(x, t) \right)^2 = 2m \left( -\frac{\partial}{\partial t} S(x, t) - V(x) \right). \]  \hspace{1cm} (53)

Substituting equation (51) in equation (53) reduces to (4). Thus, \( S \) in equation (4) is the Dirac quantum characteristic function.
B. Supersymmetry

In supersymmetric quantum mechanics, the superpotential $W(x)$ is defined in terms of the intertwining operators $\hat{A}$ and $\hat{A}^\dagger$ as

$$\hat{A} = \frac{d}{dx} + W(x), \quad \hat{A}^\dagger = -\frac{d}{dx} + W(x),$$

This allows one to define a pair of factorized Hamiltonians $H^\pm$ as

$$H^+ = \hat{A}^\dagger \hat{A} = -\frac{d^2}{dx^2} + V^+(x) - E, \quad (55)$$
$$H^- = \hat{A} \hat{A}^\dagger = -\frac{d^2}{dx^2} + V^-(x) - E, \quad (56)$$

where $E$ is the factorization energy. The partner potentials $V^\pm(x)$ are related to $W(x)$ by

$$V^\pm(x) = W^2(x) \mp W'(x) + E. \quad (57)$$
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