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Abstract

Adversarial training can considerably robustify deep neural networks to resist adversarial attacks. However, some works suggested that adversarial training might comprise the privacy-preserving and generalization abilities. This paper establishes and quantifies the privacy-robustness trade-off and generalization-robustness trade-off in adversarial training from both theoretical and empirical aspects. We first define a notion, *robustified intensity*, to measure the robustness of an adversarial training algorithm. This measure can be approximate empirically by an asymptotically consistent empirical estimator, *empirical robustified intensity*. Based on the robustified intensity, we prove that (1) adversarial training is $(\varepsilon, \delta)$-differentially private, where the magnitude of the differential privacy has a positive correlation with the robustified intensity; and (2) the generalization error of adversarial training can be upper bounded by an $O(\sqrt{\log N/N})$ on-average bound and an $O(1/\sqrt{N})$ high-probability bound, both of which have positive correlations with the robustified intensity. Additionally, our generalization bounds do not explicitly rely on the parameter size which would be prohibitively large in deep learning. Systematic experiments on standard datasets, CIFAR-10 and CIFAR-100, are in full agreement with our theories. The source code package is available at https://github.com/fshp971/RPG.
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1 Introduction

Adversarial training [14, 48, 3, 96] can considerably improve the adversarial robustness of deep neural networks against adversarial examples [6, 80, 26, 65, 91]. Specifically, adversarial training can be formulated as solving the following minimax-loss problem,

$$\min_{\theta} \frac{1}{N} \sum_{i=1}^{N} \max_{\|x'_i - x_i\| \leq \rho} \ell(h_{\theta}(x'_i), y_i),$$

where $h_{\theta}$ is the hypothesis parameterized by $\theta$, $N$ is the training sample size, $x_i$ is a feature, $y_i$ is the corresponding label, and $\ell$ is the loss function. Intuitively, adversarial training optimizes neural networks according to the performance on worst-case examples, which are most likely to be adversarial examples.

This paper studies how adversarial training would influence the privacy-preserving [17, 18] and generalization [86, 58] abilities, both of which are of profound importance in machine learning. Based on both theoretical
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and empirical evidence, we prove that:

*The minimax-based approach can hurt the privacy-preserving and generalization abilities, while it can enhance the adversarial robustness.*

The first question raised is *how to measure adversarial robustness?* Two straightforward measures would be the accuracy on the adversarial examples and the radius \(\rho\) in adversarial training. However, it might be difficult to develop theoretical foundations upon either of them.

In this paper, we define a new term, *robustified intensity*, to assess the adversarial robustness of a learning algorithm. It is defined as the difference in the gradient norm introduced by the adversarial training, measured by the division operation. We further define an empirical estimator, *empirical robustified intensity*, for practical utilization. We prove that empirical robustified intensity is asymptotically consistent with robustified intensity. A comprehensive empirical study demonstrates that there is a clear positive correlation between robustified intensity and adversarial accuracy. This implies that robustified intensity is an informative measure.

We then study the privacy-robustness relationship. Instead of optimizing the average performance on all training examples, adversarial training optimizes neural networks on worst-case examples. This forces the learned model more heavily relying on a small subset of the training sample set. Therefore, one may have a considerably increased chance to launch a successful *differential attack*, which first replaces one training example by a fake example, and then infers other training examples by the change of the output model. We prove that adversarial training is \((\varepsilon, \delta)\)-differentially private when using stochastic gradient descent (SGD) to optimize the minimax loss. Further, the magnitude of both \(\varepsilon\) and \(\delta\) have a positive correlation with the robustified intensity, which is the first result that establishes the theoretical foundations for the privacy-robustness trade-off.

Based on the privacy preservation, we prove an \(O(\sqrt{\log N}/N)\) on-average generalization bound and an \(O(1/\sqrt{N})\) high-probability generalization bound for adversarial training, where \(N\) is the training sample size. The two bounds are established based on a novel theorem linking algorithmic stability and differential privacy. Furthermore, our generalization bounds do not have any explicit dependence on the parameter size, which can be prohibitively large in deep learning. The only term that would rely on the model size, the norm of the gradient, is verified by the experiments to be small.

From the empirical aspect, we conduct systematic experiments on two standard datasets, CIFAR-10 and CIFAR-100 [41], with two different metric norms, \(L_\infty\) and \(L_2\), for adversarial training while strictly controlling irrelevant variables. The privacy-preserving abilities are measured by the accuracies of the membership inference attack [73, 93]. Meanwhile, the generalizabilities are measured by the difference between the training accuracies and the test accuracies. The membership inference attack accuracies, generalization gaps, and empirical robustified intensities of the models trained in various settings are collected for analysis. The empirical results are in full agreement with our hypotheses. The training code, learned models, and collected data are available at [https://github.com/fshp971/RPG](https://github.com/fshp971/RPG).

The rest of this paper is organized as follows. Section 2 reviews related works. Section 3 presents notations and preliminaries necessary to the following discussions. Section 4 defines the robustified intensity and its empirical estimator. Sections 5 and 6 establish the privacy-robustness relationship and generalization-robustness relationship, respectively. Section 7 collects all the omitted proofs. Section 8 presents implementation details of our experiments. Section 9 concludes this paper.
2 Background

This section reviews the background of this work.

Deep learning theory. Deep learning has been deployed successfully in many real-world scenarios. However, the theoretical foundations of deep learning are still elusive. For example, there is no explanation for how deep learning algorithms work, why they can succeed, when they would fail, and whether they would hurt society. Such deficiency in explainability questions the transparency and accountability of deep learning, and further undermines our confidence of deploying deep learning in security-critical application domains, such [51, 79], medical diagnosis [42, 74], and drug discovery [11]. Many works have emerged to establish the theoretical foundations of deep learning via VC dimension [28], Rademacher complexity [25, 4], covering number [4], Fisher-Rao norm [49, 83], PAC-Bayesian framework [62], algorithmic stability [27, 45, 87], and the dynamics of stochastic gradient descent or its variants [54, 59, 30]. Please see more related works in surveys [20, 31, 68]. This work is committed to establishing theoretical foundations of privacy, generalization, adversarial attack in deep learning, all of which have profound importance in enhancing the explainability, transparency, and accountability of deep models.

Generalization. Good generalization guarantees that an algorithm learns the underlying patterns in training data rather than just memorize the data. In this way, good generalization abilities provide confidence that the models trained on existing data can be applied to similar but unseen scenarios. Three major approaches in analyzing the generalizability are seen in the literature: (1) generalization bounds based on the hypothesis complexity, including VC dimension [7, 85], Rademacher complexity [40, 39, 5], and covering number [15, 29]. The results are usually obtained via concentration inequalities. They also suggest controlling the model size to secure the generalizability, which is no longer valid in deep learning; (2) generalization bounds based on the algorithmic stability [70, 8, 92]. The results in this stream follow the motivation that learning algorithms robust to small disturbances in input data usually have good generalizability; and (3) generalization bounds in the PAC-Bayes framework [55, 56]. The results are obtained based on information-theoretical versions of concentration inequalities.

Privacy preservation. Deep learning has become a dominant player in many real-world application areas, including financial services [22], healthcare [88], and biometric authentication [76], where massive personal data has been collected. However, an increasing number of privacy breaches have been reported. An infamous scandal in 2018 shocked people that Cambridge Analytics harvested large amounts of personal data without consent for political advertising. The customers are fed meticulously selected advertisement to promote specific politicians and agendas. It sheds lights to the prohibitive reality that machine learning algorithms can quietly navigate consumers’ choice by the data that was supposed to be private.

A popular measure for the privacy-preserving ability is differential privacy [18] based on the privacy loss; please see for more details. The magnitude of differential privacy $(\varepsilon, \delta)$ represents the ability to resist differential attacks that employing fake data to steal private information in the training data. Many variants of differential privacy have emerged to date: (1) concentration differential privacy is proposed under assumptions that the distribution of the privacy loss is sub-Gaussian [19, 9]; (2) mutual-information differential privacy replace the division operation in difference privacy by mutual information [13, 90, 50]; (3) KL differential privacy replace the mutual information by the KL divergence [10]; (4) similarly, Rényi differential privacy replaces the KL divergence by Rényi divergence further [57, 23]. Abadi et al. [1] and Arachchige et al. [2] have also studied the privacy preservation of deep learning.

Adversarial robustness. Many works suggest that adversarial examples are widespread in the feature spaces of deep models [6, 80, 26, 65, 12, 35]. Specifically, for (almost) any training example, one can find an adversarial example closed to it but the neural network assigns the adversarial example to a different class.
Thus, one can slightly modify an example to fool a neural network. This would expose deep learning-based systems to adversarial attacks [63, 43, 53, 64, 24]. Many defence strategies [14, 48, 3, 96, 89] can increase the robustness of neural networks to adversarial attacks [63, 43, 53, 64, 24]. However, it is also reported that these approaches would undermine privacy preservation and generalization.

**Generalization-robustness relationship.** Some works have studied the trade-off between generalization and robustness. Tsipras et al. [82] prove the existence of a trade-off between the standard accuracy of a model and its robustness to adversarial perturbations. Sun et al. [78] prove that adversarial training needs more training data to achieve the same test accuracy as standard ERM. Nakkiran [60] suggest that “robust classification may require more complex classifiers (i.e., more capacity) than standard classification”. Additionally, they prove a quantitative trade-off between the robustness and standard accuracy for simple classifiers. Three $O(1/\sqrt{N})$ generalization bounds are given by [94, 37, 84], which are based on the Rademacher complexity and covering number of the hypothesis space. A detailed comparison of the tightness is given in Section 6. Schmidt et al. [71] prove that the hypothesis complexity of models learned by adversarial training is larger than those learned by empirical risk minimization (ERM), which is also verified empirically. However, the existing results relying on hypothesis capacity/complexity of neural networks, which are prohibitively large. Our paper proposes two novel generalization bounds at rate $O(\sqrt{\log N}/N)$ and $O(1/\sqrt{N})$, respectively, without explicitly relying on the capacity/complexity. Instead, gradient norm, the only factor in our bounds that could depend on the parameter size, is verified to be considerably small by experiments.

**Robustness-privacy relationship.** There have been initial attempts to study the robustness-privacy relationship. Some works suggest that differentially private machine learning algorithms are robust to adversarial examples [46, 47]. Pinot et al. [67] define two terms, adversarial robustness and generalized adversarial robustness, to express the robustness to adversarial examples, which are similar to the differential privacy and its variants. The paper then argues that the two new terms are equivalent to Rényi differential privacy, but without theoretical proof. Phan et al. [66] design algorithms with both theoretical guarantees in the privacy-preserving ability and adversarial robustness. Song et al. [77] conduct comprehensive experiments to investigate the relationship between robustness and privacy, with the results suggesting that adversarial training has privacy risks. However, there is so far no theoretical foundation has been established to discover the robustness-privacy relationship.

### 3 Notations

Suppose $S = \{(x_1, y_1), \ldots, (x_N, y_N)|x_i \in \mathbb{R}^{d_X}, y_i \in \mathbb{R}^{d_Y}, i = 1, \ldots, N\}$ is a sample set, where $d_X$ and $d_Y$ are the dimension of the feature $X$ and the label $Y$, respectively. For the brevity, we define $z_i = (x_i, y_i)$, which is an independent and identically distributed (i.i.d.) observation of variable $Z = (X, Y) \in \mathcal{Z}$.

Differential privacy measures the ability of preserving privacy [18]. A stochastic algorithm $\mathcal{A}$ is called $(\varepsilon, \delta)$-differentially private, if for any subset $B \subset \mathcal{H}$ and any neighboring sample set pair $S$ and $S'$ which are different by only one example, we have

$$\log \left[ \frac{P_{\mathcal{A}(S)}(\mathcal{A}(S) \in B)}{P_{\mathcal{A}(S')} (\mathcal{A}(S') \in B)} \right] - \delta \leq \varepsilon. \quad (1)$$

Algorithm $\mathcal{A}$ is also called $\varepsilon$-differentially private, if it is $(\varepsilon, 0)$-differentially private. Differential privacy controls the privacy loss (cf. [18], p.18) defined as below,

$$\log \left[ \frac{P_{\mathcal{A}(S)}(\mathcal{A}(S) \in B)}{P_{\mathcal{A}(S')} (\mathcal{A}(S') \in B)} \right].$$
For the hypothesis \( A(S) \) learned by an algorithm \( A \) on the training sample set \( S \), the expected risk \( \mathcal{R}(A(S)) \) and empirical risk \( \hat{\mathcal{R}}(A(S)) \) of the algorithm \( A \) are defined as follows,

\[
\mathcal{R}(A(S)) = \mathbb{E}_Z \ell(A(S), Z),
\]
\[
\hat{\mathcal{R}}_S(A(S)) = \frac{1}{N} \sum_{i=1}^{N} \ell(A(S), z_i).
\]

It worths noting that the randomness of \( A(S) \) can come from both the stochastic algorithm \( A \) and the training sample set \( S \). Then, the generalization error is defined as the difference between the expected risk and empirical risk, whose upper bound is called the generalization bound.

Learning algorithms usually solve the following empirical risk minimization (ERM) problem to approach the optimal hypothesis,

\[
\min_{\theta} \hat{\mathcal{R}}_S(\theta) = \min_{\theta} \frac{1}{N} \sum_{i=1}^{N} \ell(h_\theta(x_i), y_i).
\]

We usually employ stochastic gradient-based optimizers for ERM in deep learning. Popular options of stochastic gradient-based optimizers include stochastic gradient descent (SGD) [69], momentum [61, 81], and Adam [38]. For the brevity, we analyze SGD in this paper. The analysis for other stochastic gradient-based optimizers is similar.

Suppose \( B \) is a mini batch randomly drawn from the training sample set \( S \). Then, the stochastic gradient on \( B \) is as follows,

\[
\hat{g}^{\text{ERM}}(\theta) = \frac{1}{|B|} \sum_{(x_i, y_i) \in B} \nabla_{\theta} \ell(h_\theta(x_i), y_i).
\]

In the \( t \)-th iteration, the weight is updated as follows,

\[
\theta_{t+1}^{\text{ERM}} = \theta_t^{\text{ERM}} - \eta_t \hat{g}^{\text{ERM}}(\theta_t^{\text{ERM}}),
\]

where \( \theta_t^{\text{ERM}} \) is the weight vector in the \( t \)-th iteration and \( \eta_t \) is the corresponding learning rate.

Meanwhile, adversarial training employs SGD to solve the following minimax problem,

\[
\min_{\theta} \hat{\mathcal{R}}_S^A(\theta) = \min_{\theta} \frac{1}{N} \sum_{i=1}^{N} \max_{\|x'_i - x_i\| \leq \rho} \ell(h_\theta(x'_i), y_i), \tag{2}
\]

where \( \rho \) is the radius of the ball centered at the example \( (x_i, y_i) \). Here, we call \( \hat{\mathcal{R}}_S^A(\theta) \) adversarial empirical risk. Correspondingly, the stochastic gradient on a mini batch \( B \) and the weight update are calculated as below,

\[
\hat{g}^{A}(\theta) = \frac{1}{|B|} \sum_{(x_i, y_i) \in B} \nabla_{\theta} \max_{\|x'_i - x_i\| \leq \rho} \ell(h_\theta(x'_i), y_i),
\]

\[
\theta_{t+1}^{A} = \theta_t^{A} - \eta_t \hat{g}^{A}(\theta_t^{A}). \tag{3}
\]
4 Measurement of robustness

This section presents a new term, *robustified intensity*, to measure the adversarial robustness. We also design an asymptotically consistent empirical estimator, *empirical robustified intensity*, to empirically approximate robustified intensity.

4.1 Robustified intensity

We first define *single-iteration robustified intensity* as follows:

**Definition 4.1** (Single-iteration robustified intensity). The single-iteration robustified intensity of the $t$-th iteration in adversarial training (eq. 2) is defined to be

$$ I_t = \max_{(x,y) \in Z} \max_{\|x' - x\| \leq \rho} \| \nabla_\theta \ell(h_\theta(x'), y) \|_{\theta = \theta^A_t} / \max_{(x,y) \in Z} \| \nabla_\theta \ell(h_\theta(x), y) \|_{\theta = \theta^\text{ERM}_t}, $$

where $x'$ is arbitrary in the input space subject to the condition $\|x' - x\| \leq \rho$, $\| \cdot \|$ is the norm on the parameter space, and $\theta^A_t$ and $\theta^\text{ERM}_t$ are the parameters in the $t$-th iteration of adversarial training and ERM, respectively.

For brevity, we term the nominator and the denominator as $L^A_t$ and $L^\text{ERM}_t$, respectively. Thus, $I_t = \frac{L^A_t}{L^\text{ERM}_t}$. In adversarial training, $L^A_t$ is usually larger than $L^\text{ERM}_t$ and thus $I_t > 1$.

We then extend our measure for adversarial robustness to whole training procedures. Suppose there are $T$ iterations in an adversarial training process, and the corresponding single-iteration robustified intensities are $I_1, \cdots, I_T$, respectively. We define a *robustified intensity* for the whole algorithm based on the single-iteration robustified intensities as below:

**Definition 4.2** (Robustified intensity). Suppose $T$ iterations exist in an adversarial training procedure. Then, the robustified intensity for this procedure is defined to be

$$ I_{1:T} = \left( \frac{1}{T} \sum_{t=1}^T I^4_t \right)^\frac{1}{4}, $$

where $I_t$ is the single-iteration robustified intensity of the $t$-th iteration.

**Remark 4.1.** The fourth-order exponential operations in Definition 4.2 are designed for the convenience in establishing the privacy-robustness relationship. Moreover, our experiments show that such designing may not compromise the efficiency in evaluating the adversarial robustness.

4.2 How to empirically estimate robustified intensity?

Calculating the robustified intensity is technically impossible as it involves searching the maximal value of gradient norms across the Euclidean space. We thus define *empirical single-iteration robustified intensity* and *empirical robustified intensity* to empirically estimate their theoretical counterparts.

**Definition 4.3** (Empirical single-iteration robustified intensity). The empirical single-iteration robustified intensity is defined to be

$$ \hat{I}_t = \frac{\max_{(x,y) \in Z} \max_{\|x' - x\| \leq \rho} \| \nabla_\theta \ell(h_\theta(x'), y) \|_{\theta = \theta^A_t}}{\max_{(x,y) \in Z} \| \nabla_\theta \ell(h_\theta(x), y) \|_{\theta = \theta^\text{ERM}_t}}, $$

where $x'$ is arbitrary in the input space subject to the condition $\|x' - x\| \leq \rho$, $\| \cdot \|$ is the norm on the parameter space, and $\theta^A_t$ and $\theta^\text{ERM}_t$ are the parameters in the $t$-th iteration of adversarial training and ERM, respectively.
Figure 1: We conduct experiments on CIFAR-10 and CIFAR-100 with two different adversarial training metric norms, $L_\infty$ norm and $L_2$ norm. For each experiment, we draw two plots: (1) robustified intensity vs. radius $\rho$; and (2) adversarial accuracy vs. robustified intensity. Fourth-order polynomial regression is used for curve fitting in each figure. robustified intensity has positive correlations with both radius $\rho$ and adversarial accuracy, which demonstrates that robustified intensity is an informative robustness measurement.

**intensity of the $t$-th iteration in adversarial training (eq. 2) is defined to be**

$$\hat{I}_t = \frac{\max_{(x_i, y_i) \in B} \left\| \nabla_\theta \max_{\|x_i' - x_i\| \leq \rho} \ell(h_\theta(x_i'), y_i) \right\|_{\theta = \theta_A^t}}{\max_{(x_i, y_i) \in B} \left\| \nabla_\theta \ell(h_\theta(x_i), y_i) \right\|_{\theta = \theta_{ERM}^t}},$$

where $B$ is a mini batch sub-sampled from the training sample set $S$ and $\| \cdot \|$ is a norm defined in the space of the gradient.

**Definition 4.4 (Empirical robustified intensity). Suppose $T$ iterations exist in an adversarial training procedure. Then, the empirical robustified intensity for this procedure is defined to be**

$$\hat{I}_{1:T} = \left( \frac{1}{T} \sum_{t=1}^{T} \hat{I}_t^4 \right)^{\frac{1}{4}},$$

where $\hat{I}_t$ is the empirical single-iteration robustified intensity of the $t$-th iteration.

We can prove that both empirical estimators asymptotically consistent with their theoretical counterparts. The proofs need one mild assumption as below.

**Assumption 4.1.** The gradient of loss function $\nabla_\theta \ell(\theta, z) \in C^0(Z)$; i.e., for any hypothesis $h_\theta \in \mathcal{H}$, $\nabla_\theta \ell(h_\theta, z)$ is continuous with respect to example $z$.

The continuity with respect to the data $z$ can be easily meet in practice. Then, the asymptotical consistency is presented in the following two theorems.
Theorem 4.1 (Asymptotic consistency of empirical single-iteration robustified intensity). Suppose the empirical single-iteration robustified intensity in the $t$-th training iteration is $\hat{I}_t^{(\tau)}$ where the batch size is $\tau$. Then, the $\hat{I}_t^{(\tau)}$ is an unbiased estimator for the single-iteration robustified intensity $I_t$; i.e., $\lim_{\tau \to \infty} \hat{I}_t^{(\tau)} = I_t$.

Theorem 4.2 (Asymptotic consistency of empirical robustified intensity). Suppose the empirical robustified intensity in the $t$-th training iteration is $\hat{I}_{1:T}^{(\tau)}$ where the batch size is $\tau$. Then, the $\hat{I}_{1:T}^{(\tau)}$ is an unbiased estimator for the robustified intensity $I_t$; i.e., $\lim_{\tau \to \infty} \hat{I}_{1:T}^{(\tau)} = I_{1:T}$.

These two theorems secure that when the batch size for estimation is sufficiently large, the empirical single-iteration robustified intensity rigorously equals to the single-iteration robustified intensity. The proofs are novel and technically non-trivial. Please see details in Section 7.1.

4.3 Is robustified intensity informative?

A comprehensive empirical study is conducted, comparing empirical robustified intensity $\hat{I}_{1:T}$, radius $\rho$, and adversarial accuracy on the CIFAR-10 and CIFAR-100 datasets. Implementation details are given in Section 8.

The empirical robustified intensity, radius, and adversarial accuracy are collected in every setting, as shown in fig. 1. Fourth-order polynomial regression is employed for curve fitting.\footnote{We grid searched different values of the polynomial regression order in $\{1, 2, \ldots, 6\}$. 4 is the “sweet point” between “under-fitting” and “over-fitting”. In the rest of this paper, we employ polynomial regression for curve fitting multiple times. The orders are:}

Figure 2: Histograms of the gradient noises from different iterations in ERM under different experimental settings. Each plot is based on 10,000,000 gradient noises. All the plots show that the distribution of gradient noise is similar to Laplacian distribution, which justifies that it is favorable to model gradient noise with Laplacian distribution.
we obtain two major observations: (1) the (empirical) robustified intensity has a clear positive correlation with the radius $\rho$; and (2) the adversarial accuracy has a clear positive correlation with the robustified intensity is observed in the full interval of robustified intensity. The two observations verify that the robustified intensity is comparably informative to two standard measures for adversarial robustness, radius and adversarial accuracy.

5 Privacy-robustness trade-off

This section studies the relationship between privacy preservation and robustness in adversarial training.

5.1 What is the distribution of gradient noise?

Stochastic gradient-based optimizers introduce noise in optimization. It is interesting to ask what is the distribution of gradient noise? Some works [44, 52, 54, 34, 75] assumed that the gradient noise is drawn from a Gauss distribution. In this work, we conducted a large-scale experiment to investigate the distribution of gradient noise. The experiment results on CIFAR-10 and CIFAR-100 are collected in fig. 2, which demonstrate that Laplacian distribution is appropriate to model the distribution of gradient noise. Then, we make the following assumption. For more implementation details, please see Section 8.

**Assumption 5.1.** The gradient calculated from a mini-batch is drawn from a Laplacian distribution centered at the empirical risk,

$$\frac{1}{T} \sum_{(x,y) \in B} \nabla_{\theta} \max_{\|x' - x\| \leq \rho} \ell(h_{\theta}(x'), y) \sim \text{Lap} \left( \nabla_{\theta} \hat{R}_{\rho}^E, b \right).$$

5.2 Theoretical evidence

Following the Laplacian mechanism, we approximate the differential privacy of adversarial training as the following two theorems.

**Theorem 5.1 (Privacy-robustness relationship I).** Suppose one employs SGD for adversarial training and the whole training procedure has $T$ iterations. Then, the adversarial training is $(\varepsilon_A, \delta_A)$-differentially private, where

$$\varepsilon_A = \sqrt{2 \log \frac{N}{\delta} \sum_{t=1}^{T} \varepsilon_t^2 + \sum_{t=1}^{T} \varepsilon_t e^{\varepsilon_t} - 1},$$

$$\delta_A = \frac{\delta'}{N},$$

in which

$$\varepsilon_t = \frac{2L_t^{\text{ERM}}}{N b} I_t,$$

and $\delta'$ is a positive real, $I_t$ is the single-iteration robustified intensity in the $t$-th iteration, and $b$ is the Laplacian parameter.
**Theorem 5.2 (Privacy-robustness relationship II).** Suppose a $T$-iteration SGD is employed to solve the minimax optimization problem in adversarial training. Then, the adversarial training is $(\varepsilon_A, \delta_A)$-differentially private, where

$$
\varepsilon_A = \varepsilon_{1:T} \sqrt{2T \log \frac{N}{\delta'}} + O\left(\frac{1}{N^2}\right),
$$

$$
\delta_A = \frac{\delta'}{N},
$$

where

$$
\varepsilon_{1:T} = \frac{2L_{1:T}^{\text{ERM}}}{Nb} I_{1:T},
$$

and $L_{1:T}^{\text{ERM}} := \left(\frac{1}{T} \sum_{t=1}^{T} (L_t^{\text{ERM}})^4\right)^{1/4}$, $\delta'$ is a positive real, $I_{1:T}$ is the robustified intensity for the whole training procedure (see Definition 4.2), and $b$ is the Laplacian parameter.

**Remark 5.1.** Theorems 5.1 and 5.2 suggest a negative correlation between adversarial robustness and privacy preservation.

**Remark 5.2.** Theorem 5.1 approximate the differential privacy of a learning algorithm based on the adversarial robustness of its every iteration $(I_1, \ldots, I_T)$, while Theorem 5.2 approximate the differential privacy based on the adversarial robustness of the whole algorithm $(I_{1:T})$.

**Remark 5.3.** The approximation of differential privacy given by Theorem 5.2 is $(O(\sqrt{\log N/N}), O(1/N))$. Similarly, we can approximate the differential privacy of ERM in the following corollary.

**Corollary 5.1.** Suppose one employs SGD for ERM and the whole training procedure has $T$ iterations. Then, the ERM is $(\varepsilon, \delta)$-differentially private, where

$$
\varepsilon = \varepsilon_{1:T}^{\text{ERM}} \sqrt{2T \log \frac{N}{\delta'}} + O\left(\frac{1}{N^2}\right),
$$

$$
\delta = \frac{\delta'}{N},
$$

in which,

$$
\varepsilon_{1:T}^{\text{ERM}} = \frac{2L_{1:T}^{\text{ERM}}}{Nb},
$$

and $L_{1:T}^{\text{ERM}} := \left(\frac{1}{T} \sum_{t=1}^{T} (L_t^{\text{ERM}})^4\right)^{1/4}$, $\delta'$ is a positive real.

Comparing the results for adversarial training and ERM, we have

$$
\varepsilon_{1:T} = I_{1:T} \cdot \varepsilon_{1:T}^{\text{ERM}} + O(1/N^2).
$$

Theorem 5.2 and Corollary 5.1 show that both factors $\varepsilon$ and $\delta$ have positive correlations with the robustified intensity, which suggests a trade-off between privacy preservation and adversarial robustness.
Figure 3: Plots of membership inference attack accuracy vs. empirical robustified intensity. The datasets and adversarial training metric norms of the four plots are respectively (1) CIFAR-10 and $L_{\infty}$ norm; (2) CIFAR-100 and $L_{\infty}$ norm; (3) CIFAR-10 and $L_2$ norm; and (4) CIFAR-100 and $L_2$ norm. Fourth-order polynomial regression is used for curve fitting in each figure. Based on these figures, we find that membership inference attack accuracy has a positive correlation with robustified intensity, which demonstrates a negative correlation between privacy preservation and adversarial robustness.

5.2.1 Proof skeleton

This section presents the proof skeleton. Detailed proofs for Theorems 5.1 and 5.2 are given in Sections 7.2 and 7.3, respectively.

It is usually hard to calculate the differential privacy of iterative algorithm directly. However, the differential privacy of every single step in the iterative algorithm can be easily derived. Based on the differential privacy of every steps, composition theorems can then approximate the differential privacy of the whole learning algorithm. The proofs for calculating the differential privacy of adversarial training follows the intuition above.

In this paper, we employs the tightest composition theorem by He et al. [32] as follows.

**Lemma 5.1** (Advanced composition; cf. [32], Theorem 5). Suppose an iterative algorithm has $T$ steps, and the $t$-th step is $\varepsilon_t$-differentially private. Then, the whole algorithm is $(\varepsilon, \delta)$-differentially private, where

$$\varepsilon = \sqrt{2 \log \frac{1}{\delta} \sum_{t=1}^{T} \varepsilon_t^2 + \sum_{t=1}^{T} \varepsilon_t^e \frac{e^{\varepsilon_t} - 1}{e^{\varepsilon_t} + 1}},$$

and $\delta$ is a positive real.

5.3 Empirical evidence

We trained Wide ResNet on datasets CIFAR-10 and CIFAR-100 to verify the privacy-robustness trade-off. For more implementation details, please see Section 8.

The privacy-preserving ability is measured by membership inference attack [73, 93], a standard privacy attack tool. Membership inference attack aims to inference whether a given data point comes from the training set based on the output of the model. A higher membership inference attack accuracy means that a privacy attack for private information is more likely to succeed and thus implies a worse privacy-preserving ability.

The membership inference attack accuracies and empirical robustified intensities of all models are collected, as shown in fig. 3. From the four figures, we observe a clear positive correlation between the membership inference attack accuracy and the robustified intensity $I_{1:T}$, which demonstrates a negative correlation
between privacy preservation and robustness.

6 Generalization-robustness trade-off

This section studies the relationship between generalization and robustness.

We first prove a high-probability generalization bound for an \((\varepsilon, \delta)\)-differentially private machine learning algorithm. Combining the established privacy-robustness relationship, this bound helps study the generalizability of adversarial training.

**Theorem 6.1** (High-probability generalization bound via differential privacy). Suppose all conditions of Theorem 5.2 hold. Then, the algorithm \(A\) has a high-probability generalization bound as follows. Specifically, the following inequality holds with probability at least \(1 - \gamma\):

\[
E_A R(A(S)) - E_A \tilde{R}_S(A(S)) \leq c \left( M (1 - e^{-\varepsilon} + e^{-\varepsilon} \delta) \log N \log \frac{N}{\gamma} + \sqrt{\log \frac{1}{\gamma} \log N} \right),
\]

where \(\gamma\) is an arbitrary probability mass, \(M\) is the bound for loss \(l\), \(N\) is the training sample size, \(c\) is a universal constant for any sample distribution, and the probability is defined over the sample set \(S\).

We also prove an on-average generalization bound, which expresses the “expected” generalizability. It worths noting that high-probability generalization bounds can also lead to on-average bounds by integration in theory. However, the calculations would be prohibitively difficult. Thus, we practice an independent approach to prove the on-average bound.

**Theorem 6.2** (On-average generalization bound via differential privacy). Suppose all conditions of Theorem 5.2 hold. Then, the on-average generalization error of the algorithm \(A\) is upper bounded by

\[
E_{S, A} \left[ R(A(S)) - \tilde{R}_S(A(S)) \right] \leq M \delta e^{-\varepsilon} + M (1 - e^{-\varepsilon}).
\]

**Remark 6.1.** By the Post-processing property of differential privacy, since \(B: h \rightarrow \max_{x' \in \mathcal{B}_+} \ell(h, (x', *))\) is a one-to-one mapping, \(\max_{x' \in \mathcal{B}_+} \ell(A, (x', *))\) is \((\varepsilon, \delta)\) differentially private. Therefore, Theorem 6.1 and 6.2 hold for adversarial learning algorithms.

Both generalization bounds have positive correlations with the magnitude of the differential privacy, which further has a positive correlation with the adversarial robustness. This leads to the following corollary.

**Corollary 6.1.** There is a trade-off between generalizability and adversarial robustness (measured by robustified intensity) in adversarial training.

6.1 Establishing generalization bounds based on algorithmic stability

Theorems 6.1 and 6.2 are established via algorithmic stability which measures how stable an algorithm is when the training sample is exposed to disturbance [70, 36, 8]. While algorithmic stability has many different definitions, this paper mainly discusses the uniform stability.

**Definition 6.1** (Uniform stability; cf. [8]). A machine learning algorithm \(A\) is uniformly stable, if for any neighboring sample pair \(S\) and \(S'\) which are different by only one example, we have the following inequality,

\[
\left| E_A \ell(A(S), Z) - E_A \ell(A(S'), Z) \right| \leq \beta,
\]
where $Z$ is an arbitrary example, $A(S)$ and $A(S')$ are the output hypotheses learned on the training sets $S$ and $S'$, respectively, and $\beta$ is a positive real constant. The constant $\beta$ is called the uniform stability of the algorithm $A$.

In this paper, we prove that $(\varepsilon, \delta)$-differentially private machine learning algorithms are algorithmic stable as the following lemma.

**Lemma 6.1 (Stability-privacy relationship).** Suppose that a machine learning algorithm $A$ is $(\varepsilon, \delta)$-differentially private. Assume the loss function $l$ is upper bounded by a positive real constant $M > 0$. Then, the algorithm $A$ is uniformly stable,

$$\left| \mathbb{E}_A \ell(A(S), Z) - \mathbb{E}_A \ell(A(S'), Z) \right| \leq M \delta e^{-\varepsilon} + M (1 - e^{-\varepsilon}).$$

### 6.1.1 Establishing high-probability generalization bound

Our high-probability generalization bound relies on the following lemma by Feldman et al. [21].

**Lemma 6.2 (cf. [21], Theorem 1).** Suppose a deterministic machine learning algorithm $A$ is stable with uniform stability $\beta$. Suppose $l \leq 1$. Then, for any sample distribution and any $\gamma \in (0, 1)$, there exists a universal constant $c$, such that, with probability at least $1 - \gamma$ over the draw of sample, the generalization error can be upper bounded as follows,

$$\mathbb{E}_{z \sim P} \ell(A(S), z) - \frac{1}{N} \sum_{z \in S} \ell(A(S), z) \leq c \left( \beta \log N \log \frac{N}{\gamma} + \sqrt{\frac{\log 1/\gamma}{N}} \right).$$

**Proof of Theorem 6.1.** Combining Lemma 6.1 and Lemma 6.2, we can directly prove Theorem 6.1. \qed

### 6.1.2 Establishing on-average generalization bound

Our on-average generalization bound relies on the following lemma by Dwork et al. [16].

**Lemma 6.3 (Lemma 11, cf. [72]).** Suppose the loss function is upper bounded. For any machine learning algorithm with $\beta$ Replace-one stability, its generalization error is upper bound as follows,

$$\mathcal{R}(A(S)) - \hat{\mathcal{R}}_S(A(S)) \leq \beta.$$
Figure 5: Plots of generalization gap vs. empirical robustified intensity. The datasets and PGD metric norms of the four plots are respectively (1) CIFAR-10 and $L_\infty$ norm; (2) CIFAR-100 and $L_\infty$ norm; (3) CIFAR-10 and $L_2$ norm; and (4) CIFAR-100 and $L_2$ norm. Fourth-order polynomial regression is used for curve fitting in each figure. Based on these figures, we find that generalization gap has a positive correlation with robustified intensity, which demonstrates a negative correlation between privacy preservation and adversarial robustness.

Proof of Theorem 6.2. Combining Lemma 6.1 and Lemma 6.3, we can directly prove Theorem 6.2.

6.2 Tightness of generalization bounds

This section analyses the tightness of generalization bounds.

Dependency on the training sample size $N$. In Section 5, we have approximated the rate of adversarial training’s differential privacy with respect to the training sample size $N$; see Remark 5.3. Combining Theorems 6.1 and 6.2, we can approximate the tightness of the high-probability generalization bound and the on-average generalization bound as the following two remarks.

Remark 6.2. The high-probability generalization bound given by Theorem 6.1 is $O(1/\sqrt{N})$.

Remark 6.3. The on-average generalization bound given by Theorem 6.2 is $O(\sqrt{\log N}/N)$.

Dependency on the model size. Our generalization bounds do not explicitly rely on the parameter size, which would be prohibitively large in deep learning. The only terms that could rely on the model size are the max gradient norms. We empirically investigated their magnitude. We trained Wide ResNets on CIFAR-10, CIFAR-100, under the frameworks of ERM and adversarial training with multiple different values of the radius $\rho$ and two different metric norms in adversarial training, $L_2$ norm and $L_\infty$ norm. The collected data is shown in fig. 4. The box plots clearly demonstrate that the gradient norms are very small comparing to the parameter size, which would be tens of millions.

Comparing with existing bounds. Existing works have proved generalization bounds based on hypothesis complexity. Yin et al. [94] prove an $O(1/\sqrt{N})$ generalization bound for models learned by adversarial training, based on Rademacher complexity of the deep neural networks. Khim and Loh [37] also prove an $O(1/\sqrt{N})$ generalization bound based on the Rademacher complexity of the hypothesis space. Tu et al. [84] prove an $O(1/\sqrt{N})$ generalization bound based on the covering number of the hypothesis space. All these bounds heavily rely on the hypothesis complexity, which would, however, be prohibitively large in deep learning.

6.3 Experimental evidence

The empirical study on the generalization-robustness trade-off is based on Wide ResNet and datasets of CIFAR-10, CIFAR-100. The generalization abilities of all models are evaluated by the generalization
gap, which is defined to be the difference between the training accuracy and test accuracy. For more implementation details, please see Section 8.

We collect the generalization gaps and empirical robustified intensities of all models. Based on the collected data, four plots are shown in fig. 5. Fourth-order polynomial regression is employed for curve fitting. A larger generalization gap implies a worse generalizability. From the plots, one major observation is obtained: the generalization gap has a clear positive correlation with the robustified intensity, which verifies the generalization-robustness trade-off.

7 Proofs

In this section, we provide detail proofs omitted in the previous sections.

7.1 Proof of Theorem 4.2

We first recall additional preliminaries that necessary in the proofs.

Suppose every example $z$ is independently and identically (i.i.d.) sampled from the data distribution is $D$; i.e., $z \sim D$. Thus, the training sample set $S \sim D^N$, where $N$ is the training sample size.

Besides, we need the following two definitions in the rest of the paper.

Definition 7.1 (Ball and sphere). The ball in space $\mathcal{H}$ centered at point $x \in \mathcal{H}$ of radius $r > 0$ in term of norm $\| \cdot \|$ is denoted by

$$
\mathbb{B}_h(r) = \{ x : \| x - h \| \leq r \}.
$$

The sphere $\partial \mathbb{B}_h(r)$ of ball $\mathbb{B}_h(r)$ is defined as below,

$$
\partial \mathbb{B}_h(r) = \{ x : \| x - h \| = r \}.
$$

Definition 7.2 (Complementary set). For a subset $A \subset \mathcal{H}$ of a space $\mathcal{H}$, its complementary set $A^c$ is defined as below,

$$
A^c = \{ h : h \in \mathcal{H}, h \notin A \}.
$$

Proof of Theorem 4.2. We only need to prove that almost surely

$$
\lim_{\tau \to \infty} \max_{(x_i, y_i) \in B} \left\| \nabla_\theta \max_{\| x' - x_i \| \leq \rho} l(h_\theta(x'_i), y_i) \right\| = \max_{x, y} \left\| \nabla_\theta \max_{\| x' - x \| \leq \rho} l(h_\theta(x'), y) \right\| ,
$$

and almost surely

$$
\lim_{\tau \to \infty} \max_{(x_i, y_i) \in B} \| \nabla_\theta l(h_\theta(x_i), y_i) \| = \max_{x, y} \| \nabla_\theta l(h_\theta(x), y) \| .
$$

We first prove that for any positive real $\rho > 0$,

$$
g(\theta, z) = \nabla_\theta \max_{x' \in \mathbb{B}_z(\rho)} l(h_\theta(x'), y)
$$

is a continuous function with respect to $z = (x, y)$, where

$$
\mathbb{B}_z(\rho) = \{ x' : \| x - x' \| \leq \rho \}.
$$
is a ball centered at \( x \) with radius of \( \rho \).

Fixing \( y \in \mathcal{Y} \), define

\[
T_y(x) = \arg \max_{x' \in B_x(\rho)} \ell(h_{\theta}(x'), y)
\]

as a mapping from \( \mathcal{X} \) to \( \mathcal{X} \). We will prove \( T_y(x) \) is continuous with respect to \( (x, y) \) by reduction to absurdity. Suppose there exists a sequence

\[
\{z_i = (x_i^i, y_i^i)\}_{i=1}^{\infty}, \quad \lim_{i \to \infty} z_i = z_0,
\]

and a constant \( \varepsilon_A > 0 \) such that

\[
\| T_{y^i}(x^i) - T_{y^0}(x^0) \| \geq \varepsilon_A.
\]

Since \( \{T_{y^i}(x^i)\}_{i=1}^{\infty} \) is a bounded set, there exists an increasing subsequence \( \{k_i\}_{i=1}^{\infty} \subseteq \mathbb{Z}^+ \) such that \( \{T_{y_{k_i}}(x_{k_i})\}_{i=1}^{\infty} \) converges to some point \( T_\infty \). Then, we have that

\[
T_\infty \in \bigcup_{i=1}^{\infty} \cap_{j=1}^{\infty} B_{x_{k_i}}(\rho) \subset B_{x^0}(\rho).
\]

Furthermore, for any \( \varepsilon \geq 0 \), there exists a \( \delta > 0 \), such that for any \( x \in B_{T_{y^0}(x^0)}(\delta) \),

\[
\ell(h_{\theta}(x), y^0) \geq \ell(h_{\theta}(T_{y^0}(x^0)), y^0) - \varepsilon.
\]

In case \( T_{y^0}(x^0) \in \partial B_{x^0}(\rho) \) such that \( T_{y^0}(x^0) \not\in \bigcap_{i=1}^{\infty} B_{x_{k_i}}(\rho) \), let \( x' \in B_{T_{y^0}(x^0)}(\delta) \) be an inner point of \( B_{x^0}(\rho) \). When \( i \) is large enough, we have \( x' \in B_{x_{k_i}}(\rho) \), which yields

\[
\ell(h_{\theta}(x'), y_{k_i}) \leq \ell(h_{\theta}(T_{y_{k_i}}(x_{k_i})), y_{k_i}).
\]

Let \( i \) approaches \( \infty \), we then have

\[
\ell(h_{\theta}(T_{y^0}(x^0)), y^0) - \varepsilon \leq \ell(h_{\theta}(x'), y^0) \leq \ell(h_{\theta}(T_\infty), y^0).
\]

Since \( \varepsilon \) is arbitrarily selected, we then have

\[
\ell(h_{\theta}(T_{y^0}(x^0)), y^0) \leq \ell(h_{\theta}(T_\infty), y^0) \leq \ell(h_{\theta}(T_{y^0}(x^0)), y^0).
\]

Therefore, \( T_\infty = T_{y^0}(x^0) \), which leads to a contradictory since

\[
\| T_{y^i}(x^i) - T_{y^0}(x^0) \| \geq \varepsilon_A.
\]

Since \( g(\theta, z) \) can be rewritten as

\[
g(\theta, z) = \nabla_\theta \max_{x' \in B_x(\rho)} l(h_{\theta}(x'), y) = \nabla_\theta \ell(h_{\theta}(T_y(x)), y),
\]

by Assumption 4.1, we have \( g(\theta, z) \) is continuous with respect to \( z \).

Now we can prove eq. (6) and eq. (7). As for eq. (6), there exist \( z_0 = (x^0, y^0) \) such that

\[
\left\| \nabla_\theta \max_{\|x' - x^0\| \leq \rho} l(h_{\theta}(x'), y^0) \right\| = \max_{(x, y)} \left\| \nabla_\theta \max_{\|x' - x\| \leq \rho} l(h_{\theta}(x'), y) \right\|.
\]
For any $\varepsilon > 0$, since $g(\theta, z)$ is continuous with respect to $z$, there exists a $\delta > 0$, such that for any $(x', y') \in B(x^0, y^0)(\delta)$,

$$g(\theta, (x', y')) \geq g(\theta, (x^0, y^0)) - \varepsilon.$$ 

Therefore,

$$\{(x, y) : g(\theta, (x, y)) < g(\theta, (x^0, y^0)) - \varepsilon\} \subset \left(B(x^0, y^0)(\delta)\right)^c,$$

and we have that

$$P_{B \sim D^\tau} \left(\max_{z_i \in B} g(\theta, z_i) < \max z g(\theta, z) - \varepsilon\right) \leq P_{B \sim D^\tau} \left(\max_{z_i \in B} g(\theta, z_i) < g(\theta, z_0) - \varepsilon\right) \leq P_{B \sim D^\tau} \left(B \cap B(x^0, y^0)(\delta) = \emptyset\right) = (1 - P_{z \sim D}(z \in B(x^0, y^0)(\delta)))^\tau.$$

As $\tau \to \infty$, we have

$$\lim_{\tau \to \infty} P_{B \sim D^\tau} \left(\max_{z_i \in B} g(\theta, z_i) \leq \max z g(\theta, z) - \varepsilon\right) = 0.$$

Since $\varepsilon$ is arbitrarily selected, we have

$$\lim_{\tau \to \infty} P_{B \sim D^\tau} \left(\max_{z_i \in B} g(\theta, z_i) \leq \max z g(\theta, z)\right) = 0,$$

which proves eq. (6).

Replacing $g(\theta, z) = \nabla_\theta \ell(h_\theta(x), y)$, we can prove eq. (7) following the same routine.

The proof is completed. \qed

### 7.2 Proof of Theorem 5.1

This section proves Theorem 5.1. We first prove two lemmas.

Practically, high-probability approximations of $\varepsilon$-differential privacy are easier to be obtained from concentration inequalities. Lemma 7.1 presents a relationship between high-probability approximations of $\varepsilon$-differential privacy and approximations of $(\varepsilon, \delta)$-differential privacy. Similar arguments are used in some related works; see, for example, the proof of Theorem 3.20 in [18]. Here, we give a detailed proof to make this paper completed.

**Lemma 7.1.** Suppose $A : \mathcal{Z}^N \to \mathcal{H}$ is a stochastic algorithm, whose output hypothesis learned on the training sample set $S$ is $A(S)$. For any hypothesis $h \in \mathcal{H}$, if for probability at least $1 - \delta$ over the randomness of $A(S)$,

$$\log \left[\frac{P[A(S) = h]}{P[A(S') = h]}\right] \leq \varepsilon,$$

the algorithm $A$ is $(\varepsilon, \delta)$-differentially private.

**Proof.** After rearranging eq. (9), we have that for probability at least $1 - \delta$,

$$P[A(S) = h] \leq P[A(S') = h] e^\varepsilon,$$

(10)
For the brevity, we define an event as follows,

\[ B_0 = \left\{ h : \log \frac{\mathbb{P}[A(S) = h]}{\mathbb{P}[A(S') = h]} \leq \varepsilon \right\}. \]

Also, define that \( B_0^c = \mathcal{H} - B_0 \).

Apparently, for any subset \( B \in \mathcal{H} \),

\[
\mathbb{P}[A(S) \in B_0 \cap B] \leq \mathbb{P}[A(S') \in B_0 \cap B] e^\varepsilon, \tag{11}
\]
\[
\mathbb{P}[A(S) \in B_0] \geq 1 - \delta,
\]
\[
\mathbb{P}[A(S) \in B_0^c] \leq \delta. \tag{12}
\]

Then, for any subset \( B \in \Theta \), we have that

\[
\mathbb{P}[A(S) \in B] = \mathbb{P}[A(S) \in B \cap (B_0 \cup B_0^c)] \\
= \mathbb{P}[A(S) \in B \cap B_0] + \mathbb{P}[A(S) \in B \cap B_0^c] \\
\leq \mathbb{P}[A(S) \in B \cap B_0] + \mathbb{P}[A(S) \in B_0^c].
\]

Combining eqs. (10), (11), and (12), we have that

\[
\mathbb{P}[A(S) \in B] \leq e^\varepsilon \mathbb{P}[A(S') \in B \cap B_0] + \delta \\
\leq e^\varepsilon \mathbb{P}[A(S') \in B] + \delta.
\]

Therefore, the stochastic algorithm \( A \) is \((\varepsilon, \delta)\)-differentially private.

The proof is completed. \( \square \)

We now prove the Theorem 5.1.

**Proof of Theorem 5.1.** We assume that the gradients calculated from random sampled mini batch \( B \) with size \( \tau \) are random variables drawn from a Laplace distribution (see a justification in the main text):

\[
\frac{1}{\tau} \sum_{z \in B} \nabla_\theta \max_{\|x' - x\| \leq \rho} \ell(\theta, x, y) \sim \text{Lap} \left( \nabla_{\theta} \hat{\mathcal{R}}_S^A(\theta), b \right).
\]

Correspondingly, its counterpart on the training sample set \( S' \) is as follows,

\[
\frac{1}{\tau} \sum_{z \in S'} \nabla_\theta \max_{\|x' - x\| \leq \rho} \ell(\theta, x, y) \sim \text{Lap} \left( \nabla_{\theta} \hat{\mathcal{R}}_{S'}^A(\theta), b \right),
\]

where \( B' \) is uniformly sampled from \( S' \) with size \( \tau \).

The output hypothesis is uniquely indexed by the weight. Specifically, we denote the weight after the \( t \)-th iteration as \( \theta_{t+1}^A \). Furthermore, the weight updates \( \Delta \theta_t^A = \theta_{t+1}^A - \theta_t^A \) are uniquely determined by the
gradients. Therefore, we can calculate the probability of the gradients to approximate the differential privacy. For any $\hat{g}_t^A$,

$$\log \left[ \frac{p \left\{ \text{Lap} \left( \nabla_\theta \hat{R}_S^A (\theta_t^A), b = \hat{g}_t^A \right) \right\}}{p \left\{ \text{Lap} \left( \nabla_\theta \hat{R}_S^A (\theta_t^A), b = \hat{g}_t^A \right) \right\}} \right] = \log \left[ \frac{\exp \left\{ - \frac{\| \nabla_\theta \hat{R}_S^A (\theta_t^A) - \hat{g}_t^A \|_b^2} {b} \right\}}{\exp \left\{ - \frac{\| \nabla_\theta \hat{R}_S^A (\theta_t^A) - \hat{g}_t^A \|_b^2} {b} \right\}} \right] \right] = \frac{1}{b} \left[ - \left\| \nabla_\theta \hat{R}_S^A (\theta_t^A) - \hat{g}_t^A \right\|_b^2 + \left\| \nabla_\theta \hat{R}_{S'}^A (\theta_t^A) - \hat{g}_t^A \right\|_b^2 \right].$$

(13)

Define that

$$L_t^A = \max_{(x,y)} \left\| \nabla_\theta \max_{\|x'-x\|_b^2 \leq \rho} \ell(\theta_t^A, x, y) \right\|,$$

and

$$v = \nabla_\theta \hat{R}_S^A (\theta_t^A) - \nabla_\theta \hat{R}_{S'}^A (\theta_t^A).$$

Because there only one pair of examples is different between the training sample set pair $S$ and $S'$, we have that,

$$\|v\| \leq \frac{2L_A}{N}.$$  

(14)

Combining eqs. (13) and (14), we have that

$$\log \left[ \frac{p \left\{ \text{Lap} \left( \nabla_\theta \hat{R}_S^A (\theta_t^A), b = \hat{g}_t^A \right) \right\}}{p \left\{ \text{Lap} \left( \nabla_\theta \hat{R}_{S'}^A (\theta_t^A), b = \hat{g}_t^A \right) \right\}} \right] = \frac{1}{b} \left[ - \left\| \nabla_\theta \hat{R}_S^A (\theta_t^A) - \hat{g}_t^A \right\|_b^2 + \left\| \nabla_\theta \hat{R}_{S'}^A (\theta_t^A) - \hat{g}_t^A \right\|_b^2 \right]$$

$$= \frac{2L_A}{Nb}.$$  

(15)

Since $L_t^A = I_t L_t^{\text{ERM}}$, we have that

$$\log \left[ \frac{p \left\{ \text{Lap} \left( \nabla_\theta \hat{R}_S^A (\theta_t^A), b = \hat{g}_t^A \right) \right\}}{p \left\{ \text{Lap} \left( \nabla_\theta \hat{R}_{S'}^A (\theta_t^A), b = \hat{g}_t^A \right) \right\}} \right] \leq \frac{2L_t^{\text{ERM}}}{Nb} I_t.$$

Define that

$$\varepsilon_t = \frac{2L_t^{\text{ERM}}}{Nb} I_t.$$

Applying Lemma 5.1 with $\varepsilon_1, \cdots, \varepsilon_T$ and $\delta = \frac{\varepsilon_T}{N}$, the proof is completed. \qed
7.3 Proof of Theorem 5.2

Proof of Theorem 5.2. By Theorem 5.1, we have that the adversarial training is \((\varepsilon_A, \delta_A)\)-differentially private, where

\[
\varepsilon_A = \sqrt{2 \log \frac{N'}{\delta'} \sum_{t=1}^{T} \varepsilon_t^2 + \sum_{t=1}^{T} \varepsilon_t \varepsilon_t - 1},
\]

and \(\delta_A = \frac{\delta'}{N}, \varepsilon_t = \frac{2L_{ERM}^t}{Nb_I} I_t\).

To bridge the gap between differential privacy and the robustified intensity \(I_{1:T}\), we then bound \(\varepsilon_A\) as follows,

\[
\varepsilon_A \leq \sqrt{2 \log \frac{N}{\delta} \sum_{t=1}^{T} \varepsilon_t^2 + \frac{1}{2} \sum_{t=1}^{T} \varepsilon_t (\varepsilon_t - 1)} = \sqrt{2 \log \frac{N}{\delta} \sum_{t=1}^{T} \varepsilon_t^2 + O\left(\frac{1}{N^2}\right)}.
\]

(16)

Notice that the first term in eq. (16) is \(O(\sqrt{\log N}/N)\), which suggests that eq. (16) is dominated by its first term and the factor \(\sum_{t=1}^{T} \varepsilon_t^2\) is a good indicator to measure the privacy preserving ability of the adversarial training. Therefore, we further bound the factor \(\sum_{t=1}^{T} \varepsilon_t^2\) as follows,

\[
\sum_{t=1}^{T} \varepsilon_t^2 \leq \sum_{t=1}^{T} \left(\frac{2L_{ERM}^t}{Nb} I_t\right)^2 \leq \sum_{t=1}^{T} \left(\frac{2L_{ERM}^t}{Nb}\right)^4 \cdot \sum_{t=1}^{T} I_t^4 \leq \sqrt{\sum_{t=1}^{T} \left(\frac{2}{Nb}\right)^4 \cdot T \cdot (L_{ERM}^t)^4 \cdot \sqrt{T} \cdot I_{1:T}^4} = T \cdot \left(\frac{2L_{ERM}^t}{Nb} I_{1:T}\right)^2 = T \cdot \varepsilon_{1:T}^2
\]

(17)

where eq. (17) follows by Cauchy–Schwarz inequality. Inserting eq. (18) into eq. (16), we have that

\[
\varepsilon_A \leq \varepsilon_{1:T} \sqrt{2T \log \frac{N}{\delta}} + O\left(\frac{1}{N^2}\right).
\]

Finally, defining \(\varepsilon := \varepsilon_{1:T} \sqrt{2T \log \frac{N}{\delta}} + O\left(\frac{1}{N^2}\right)\) and \(\delta := \delta_A = \frac{\delta'}{N}\), then according to the definition of differential privacy, we can conclude that the adversarial training is also \((\varepsilon, \delta)\)-differentially private, which completes the proof.

7.4 Proof of Lemma 6.1

This section proves the relationship between differential privacy and uniform stability.

We first prove a weaker version of Lemma 6.1 when algorithm \(A\) has \(\varepsilon\)-pure differential privacy.
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Lemma 7.2. Suppose a machine learning algorithm $\mathcal{A}$ is $\varepsilon$-differentially private. Assume the loss function $l$ is upper bounded by a positive real constant $M > 0$. Then, the algorithm $\mathcal{A}$ is uniformly stable,

$$\left| \mathbb{E}_{\mathcal{A}(S)} l(\mathcal{A}(S), Z) - \mathbb{E}_{\mathcal{A}(S')} l(\mathcal{A}(S'), Z) \right| \leq M(1 - e^{-\varepsilon}).$$

Proof. Let set $B$ defined as $B = \{ h \in H : \ell(h, z) > t \}$, where $t$ is an arbitrary real. Then, for any $t \in \mathbb{R},$

$$\mathbb{P}_{\mathcal{A}(S)}(\mathcal{A}(S) \in B) \leq e^{\varepsilon}\mathbb{P}_{\mathcal{A}(S')}(\mathcal{A}(S') \in B). \tag{19}$$

By rearranging eq. (19), we have

$$e^{-\varepsilon}\mathbb{P}_{\mathcal{A}(S)}(\mathcal{A}(S) \in B) \leq \mathbb{P}_{\mathcal{A}(S')}(\mathcal{A}(S') \in B),$$

and

$$(e^{-\varepsilon} - 1)\mathbb{P}_{\mathcal{A}(S)}(\mathcal{A}(S) \in B) \leq \mathbb{P}_{\mathcal{A}(S')}(\mathcal{A}(S') \in B) - \mathbb{P}_{\mathcal{A}(S)}(\mathcal{A}(S) \in B).$$

Since $\varepsilon > 0$, we have $e^{-\varepsilon} < 1$. Therefore,

$$(e^{-\varepsilon} - 1) \leq \mathbb{P}_{\mathcal{A}(S')}(\mathcal{A}(S') \in B) - \mathbb{P}_{\mathcal{A}(S)}(\mathcal{A}(S) \in B). \tag{20}$$

Eq. (20) stands for every neighbor sample set pair $S$ and $S'$. Thus,

$$e^{-\varepsilon} - 1 \leq \min_{S \text{ and } S' \text{ neighbor}} (\mathbb{P}_{\mathcal{A}(S')}(\mathcal{A}(S') \in B) - \mathbb{P}_{\mathcal{A}(S)}(\mathcal{A}(S) \in B)).$$

Therefore,

$$\max_{S \text{ and } S' \text{ neighbor}} \left| \mathbb{P}_{\mathcal{A}(S')}(\mathcal{A}(S') \in B) - \mathbb{P}_{\mathcal{A}(S)}(\mathcal{A}(S) \in B) \right| \leq 1 - e^{-\varepsilon}.$$

Thus,

$$\left| \mathbb{E}_{\mathcal{A}(S')} l(\mathcal{A}(S'), z) - \mathbb{E}_{\mathcal{A}(S)} l(\mathcal{A}(S), z) \right| \leq \max \{ I_1, I_2 \} \leq M(1 - e^{-\varepsilon}),$$

where $I_1$ and $I_2$ in inequality $(*)$ is defined as

$$I_1 = \int_{\mathbb{P}_{\mathcal{A}(S)} > \mathbb{P}_{\mathcal{A}(S')}} \ell(\mathcal{A}(S), z) \left( \mathbb{P}_{\mathcal{A}(S)} - \mathbb{P}_{\mathcal{A}(S')} \right),$$

$$I_2 = \int_{\mathbb{P}_{\mathcal{A}(S)} \leq \mathbb{P}_{\mathcal{A}(S')}} \ell(\mathcal{A}(S), z) \left( \mathbb{P}_{\mathcal{A}(S')} - \mathbb{P}_{\mathcal{A}(S)} \right).$$

The proof is completed. \hfill \Box

Then, we prove Lemma 6.1 using a different method.
Proof of Lemma 6.1. As the algorithm $\mathcal{A}$ is $(\varepsilon, \delta)$-differentially private, we have
\[
P_{\mathcal{A}(S)}(\mathcal{A}(S) \in B) \leq e^\varepsilon P_{\mathcal{A}(S')}(\mathcal{A}(S') \in B) + \delta,
\]
where the subset $B$ is arbitrary from the hypothesis space $\mathcal{H}$. Let $B = \{ h \in H : \ell(h, z) > t \}$. Then we have the following inequality,
\[
P_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) > t) \leq e^\varepsilon P_{\mathcal{A}(S')}(\ell(\mathcal{A}(S'), z) > t) + \delta. \tag{21}
\]
Additionally, $E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z)$ is calculated as follows,
\[
E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) = \int_0^M P_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) > t)dt.
\]
Applying eq. (21), we have
\[
E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) \\
= \int_0^M P_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) > t)dt \\
\leq e^\varepsilon \int_0^M P_{\mathcal{A}(S')}(\ell(\mathcal{A}(S'), z) > t)dt + M\delta \\
= e^\varepsilon E_{\mathcal{A}(S')}(\ell(\mathcal{A}(S'), z) + M\delta. \tag{22}
\]
Rearranging eq. (22), we have
\[
e^{-\varepsilon}E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) \leq E_{\mathcal{A}(S')}(\ell(\mathcal{A}(S'), z) + e^{-\varepsilon}M\delta,
\]
and
\[
(e^{-\varepsilon} - 1)E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) \leq E_{\mathcal{A}(S')}(\ell(\mathcal{A}(S'), z) - E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) + e^{-\varepsilon}M\delta.
\]
Therefore,
\[
E_{\mathcal{A}(S')}(\ell(\mathcal{A}(S'), z) - E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) \leq e^{-\varepsilon}M\delta + (1 - e^{-\varepsilon})E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z).
\]
Similarly, we can get the following inequality,
\[
- E_{\mathcal{A}(S')}(\ell(\mathcal{A}(S'), z) + E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z) \leq e^{-\varepsilon}M\delta + (1 - e^{-\varepsilon})E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), z).
\]
Thus,
\[
|E_{\mathcal{A}(S)}(\ell(\mathcal{A}(S), Z) - E_{\mathcal{A}(S')}(\ell(\mathcal{A}(S'), Z)| \leq M\delta e^{-\varepsilon} + M(1 - e^{-\varepsilon}).
\]
The proof is completed.
8 Experimental implementation details

This section presents implementation details of our experiments, including the settings of adversarial training, the calculation of empirical composite robustified intensity and gradient noise, and the implementation of membership inference attack. The running time of both ERM and adversarial training is also presented. The training code, learned models, and collected data are available at https://github.com/fshp971/RPG.

8.1 Datasets

We use the CIFAR-10 and CIFAR-100 datasets [41] in our experiments. Both datasets contain 60,000 32 × 32 color images, where 50,000 are training images and 10,000 are test images. The images in CIFAR-10 are grouped into 10 different categories, while images in CIFAR-100 have 100 different categories. No pre-processing is involved. The datasets can be downloaded from https://www.cs.toronto.edu/~kriz/cifar.html.

8.2 Neural network architectures

We use a 34-layer Wide ResNet [95], WRN-34-10, in all experiments. The detailed architectures of WRN-34-10 are presented in Table 1, where “conv x-c” represents a convolutional layer with kernel size x × x and c output channels, “fc-c” represents a fully-connected layer with c output channels, and “[ ]” represents the residual block named basic block [33]. Each convolution layer is followed by batch normalization and then ReLU activation.

| Table 1: Neural network architecture of WRN-34-10. |
|---------------------------------------------------|
| WRN-34-10                                         |
| conv3-16                                          |
| [conv3-160, conv3-160] × 5                        |
| [conv3-320, conv3-320] × 5                        |
| [conv3-640, conv3-640] × 5                        |
| avgpool                                           |
| fc-10 or fc-10                                    |

8.3 Projected gradient descent

Projected gradient descent (PGD) [53] performs K iterative gradient ascent to search an example that maximizes the training loss. When using the $L_\infty$ norm, the k-th update in PGD is as follows,

$$x_k = \prod_{\|x' - x\|_\infty \leq \rho} [x_{k-1} + \alpha \cdot \text{sign} (\nabla_x l (h_{\theta}(x_{k-1}), y))] ,$$
where $x_k$ is the adversarial example obtained in the $k$-th iteration, $\alpha$ is the step size, and $\prod_{x' : \|x' - x\|_\infty \leq \rho}$ means that the projection is calculated in the ball sphere $\mathbb{B}(x, \rho) = \{x' : \|x' - x\|_\infty \leq \rho\}$. Besides, when using $L_2$ norm as the metric, the $k$-th update is as follows,

$$x_k = \prod_{x' : \|x' - x\|_2 \leq \rho} [x_{k-1} + \alpha \cdot \nabla_x l(h_\theta(x_{k-1}), y)].$$

The iterations number $K$ is set as 8. The step size $\alpha$ is set as $\rho/4$.

### 8.4 Training settings

All the models are trained by SGD for 80,000 iterations. The momentum factor is set as 0.9, the weight decay factor is set as 0.0002, and the batch size is set as 128. The learning rate is initialized as 0.1 and then decays by 0.1 every 30,000 iterations. The list of the radius $\rho$ is presented in Table 2 as well as other factors.

| Setting | Dataset | Norm of PGD | Radius $\rho$ |
|---------|---------|-------------|---------------|
| A       | CIFAR-10 | $L_\infty$ | $\{\frac{i}{255} : i = 0, 1, \ldots, 10\}$ |
| B       | CIFAR-100 | $L_\infty$ | $\{\frac{i}{255} : i = 0, 1, \ldots, 10\}$ |
| C       | CIFAR-10  | $L_2$     | $\left\{\frac{25i}{255} : i = 0, 1, \ldots, 12\right\}$ |
| D       | CIFAR-100 | $L_2$     | $\left\{\frac{25i}{255} : i = 0, 1, \ldots, 12\right\}$ |

### 8.5 Calculation of empirical robustified intensity

Calculating the empirical robustified intensity would be of a considerable high computational cost. We thus apply a sparse version in our experiments. We calculate the empirical single-iteration robustified intensities every $m$ iterations. Thus, we obtain $\lfloor T/m \rfloor$ empirical single-iteration robustified intensities $\hat{I}_m, \hat{I}_{2m}, \ldots, \hat{I}_{\lfloor T/m \rfloor m}$. The sparse version of empirical robustified intensity is as below,

$$\left( \frac{1}{\lfloor T/m \rfloor} \sum_{i=1}^{\lfloor T/m \rfloor} \hat{I}_{m+i}^4 \right)^{\frac{1}{4}}.$$

In our experiments, the calculation interval $m$ is set as 100.

### 8.6 Calculation of gradient noise

We apply a five-step approach to estimate the gradient noise for a specific parameter $\theta$: (1) calculate the gradient $\nabla_\theta \mathcal{R}_S(\theta)$ of the full training set $S$; (2) randomly draw a mini batch from the training set and then calculate the gradient whereon; (3) calculate the difference between the mini-batch gradient and its full-batch counterpart; (4) randomly sample a set of components of the difference vector in the previous step; and (5) normalize all components in the sampled vector by their standard deviation.
8.7 Membership inference attack

We employ a threshold-based version of membership inference attack [93] to empirically assess the privacy-preserving abilities. Given a training set $S_{\text{train}}$, a test set $S_{\text{test}}$, and a trained model $h_\theta(\cdot)$. Suppose a data point $(x, y)$ comes from $S_{\text{train}}$ or $S_{\text{test}}$ with equal probabilities. Then, the membership inference attack accuracy with a threshold $\zeta$ is calculated as follows,

$$\text{Acc}(\zeta) = \frac{1}{2} \times \left( \frac{\sum_{(x, y) \in S_{\text{train}}} 1[h_\theta(x)_y \geq \zeta]}{|S_{\text{train}}|} + \frac{\sum_{(x, y) \in S_{\text{test}}} 1[h_\theta(x)_y < \zeta]}{|S_{\text{test}}|} \right),$$

where $h_\theta(x)_y$ is the output confidence for label $y$ and $1[\cdot]$ is the indicator function. Therefore, the goal of the threshold-based attack model is to find an optimal threshold $\zeta_{\text{opt}}$ that maximizes the attack accuracy, i.e.,

$$\zeta_{\text{opt}} = \arg \max_\zeta \text{Acc}(\zeta),$$

and this can be done by enumerating all possible threshold values $\zeta$.

8.8 Hardware environment

All our experiments are conducted on a computing cluster with GPUs of NVIDIA® Tesla™ V100 16GB and CPUs of Intel® Xeon® Gold 6140 CPU @ 2.30GHz.

8.9 Running time

We estimate the experiment running time based on the log files, as shown in Table 3. The running time includes both the training time and the time of calculating the robustified intensities in every setting. It is worth noting that precise running time may vary depending on the specific experimental conditions such as the temperature of GPUs and the working load of computing cluster. Therefore, the estimated running time given here would be not precise.

| Setting | Setting A | Setting B | Setting C | Setting D |
|---------|-----------|-----------|-----------|-----------|
| ERM     | 7.5 hrs   | 7.4 hrs   | 7.5 hrs   | 7.4 hrs   |
| AT      | 53.1 hrs  | 49.8 hrs  | 56.4 hrs  | 52.4 hrs  |

9 Conclusion

This paper studies the privacy-preserving and generalization abilities of adversarial training. We prove that the adversarial robustness, privacy preservation, and generalization are interrelated from both theoretical and empirical perspectives. We define robustified intensity and design its empirical version, empirical robustified intensity, which is proved to be asymptotically consistent with the robustified intensity. We then prove that adversarial training scheme is $(\varepsilon, \delta)$-differentially private, in which the magnitude of the differential privacy $(\varepsilon, \delta)$ has a positive correlation with the robustified intensity. Based on the privacy-robustness relationship, an $O(\sqrt{\log N}/N)$ on-average generalization bound and a $O(1/\sqrt{N})$ high-probability one for adversarial training are delivered ($N$ is the training sample size). Extensive systematic experiments are conducted based
on network architecture Wide ResNet and datasets CIFAR-10, CIFAR-100. The results fully support our theories.
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