STABILITY OF THE WAVE EQUATION WITH LOCALIZED KELVIN-VOIGT DAMPING AND BOUNDARY DELAY FEEDBACK
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ABSTRACT. We study the stabilization problem for the wave equation with localized Kelvin–Voigt damping and mixed boundary condition with time delay. By using a frequency domain approach we show that, under an appropriate condition between the internal damping and the boundary feedback, an exponential stability result holds. In this sense, this extends the result of [19] where, in a more general setting, the case of distributed structural damping is considered.

1. Introduction. Let $\Omega \subset \mathbb{R}^n$ be an open bounded set with a boundary $\Gamma$ of class $C^2$. We assume that $\Gamma$ is divided into two open parts $\Gamma_0$ and $\Gamma_1$, i.e. $\Gamma = \Gamma_0 \cup \Gamma_1$, with $\Gamma_0 \cap \Gamma_1 = \emptyset$ and $\text{meas} \Gamma_i \neq 0$, $i = 0, 1$.

In this domain $\Omega$, we consider the initial boundary value problem

\begin{align*}
    u_{tt}(x,t) - \Delta u(x,t) - \text{div} \left( a(x) \nabla u_t(x,t) \right) &= 0 \quad \text{in} \quad \Omega \times (0, +\infty), \quad (1.1) \\
    u(x,t) &= 0 \quad \text{on} \quad \Gamma_0 \times (0, +\infty), \quad (1.2) \\
    \frac{\partial u}{\partial \nu}(x,t) &= -a(x) \frac{\partial u_t}{\partial \nu}(x,t) - ku_t(x,t - \tau) \quad \text{on} \quad \Gamma_1 \times (0, +\infty), \quad (1.3) \\
    u(x,0) &= u_0(x) \quad \text{and} \quad u_t(x,0) = u_1(x) \quad \text{in} \quad \Omega, \quad (1.4) \\
    u_t(x,t) &= f_0(x,t) \quad \text{in} \quad \Gamma_1 \times (-\tau,0), \quad (1.5)
\end{align*}

where $\nu(x)$ denotes the outer unit normal vector to the point $x \in \Gamma$ and $\frac{\partial u}{\partial \nu}$ is the normal derivative of $u$. Moreover, $\tau > 0$ is the time delay, $k$ is a real number and $a(x) \in L^\infty(\Omega)$ satisfies

\[ a(x) \geq 0 \quad \text{a.e.} \quad \Omega, \quad a(x) \geq a_0 > 0 \quad \text{a.e.} \quad \omega, \]

where $\omega \subset \Omega$ is an open neighborhood of the part $\Gamma_1$ of the boundary that is supposed to be connected and such that $\text{meas} (\omega \cap \Gamma_0) > 0$. The initial datum $(u_0, u_1, f_0)$ belongs to a suitable space.
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We are interested in giving an exponential stability result for such a problem under a suitable relation between the function \( a(x) \) and the constant \( k \).

We will show that, under some geometrical assumptions described below and the condition

\[
a_0 > |k| C_P, \tag{1.6}
\]

where \( C_P \) is a sort of Poincaré constant, the energy of the solutions of system (1.1)–(1.5) satisfies a uniform exponential decay estimate.

More precisely, \( C_P \) is the smallest positive constant such that

\[
\int_{\Gamma_1} |v|^2 d\Gamma \leq C_P \int_\Omega |\nabla v|^2 dx, \forall v \in H^1_{0_0}(\Omega), \tag{1.7}
\]

where, as usual,

\[
H^1_{0_0}(\Omega) = \{ u \in H^1(\Omega) : u = 0 \text{ on } \Gamma_0 \}. \]

The stability problem for the wave equation with local Kelvin-Voigt damping and null Dirichlet boundary condition has been first considered by Liu and Rao [16], without any delay term. They proved an exponential stability result under suitable assumptions. We also refer to [3, 4, 12, 13, 14, 9, 10, 11, 15, 22] for stability results, in absence of time delays (i.e. \( \tau = 0 \)) and for \( k > 0 \), in the most studied case \( a \equiv 0 \), when \( \Gamma_1 \) satisfies a control geometric property.

Time delay effects are often present in applications and physical models and it is well-known that a delay arbitrarily small may induce instability phenomena in several evolution problems, which are uniformly stable in absence of delay. In particular, this is the case of wave type equations (see e.g. [5, 6]). Therefore, it is important to look for feedback laws which are robust with respect to (small) delays. We refer to [18, 21] for stability results for wave equations with delay in the case of frictional damping or standard boundary dissipative damping.

The problem (1.1)–(1.5), in the particular case of a distributed damping, i.e.

\[
a(x) = a_0 \text{ a.e. } x \in \Omega, \text{ with } a_0 > 0,
\]

has been investigated in [19] (see also Morgul [17] who proposed a class of dynamic boundary controllers in the 1-d case). More precisely, there we consider abstract second-order evolution equations with (dynamic) boundary feedback laws with delay and distributed structural damping and prove an exponential stability result under a suitable condition between the internal damping and the boundary conditions. The problem at hand enters in that abstract framework in the case of \( a(x) \) constant. We refer also to [1] and [2] for the analysis of related problems for wave equations with distributed Kelvin–Voigt damping and time delay effects.

The proof in [19] relies mainly on multipliers arguments allowing to obtain appropriate estimates for suitable Lyapunov functionals. The case of a local structural damping is more difficult to deal with, due to the unboundedness of the damping. Then, the analysis of [19] cannot be performed here. Our stability result will be now obtained by using a frequency domain approach introduced by Huang [8] and Prüss [20].

First of all we still consider the problem without time delay and extend the analysis of Liu and Rao [16] to the case of a mixed boundary condition, Dirichlet on the part \( \Gamma_0 \) of the boundary and dynamic boundary condition on \( \Gamma_1 \). Then, we use the stability result for the undelayed problem to obtain the exponential stability of the problem with delay, under the condition (1.6). Note that, as suggested from some counterexamples of [19], such a condition seems to be optimal in order to have stability.
The paper is organized as follows. In sect. 2 we give a well–posedness result by using semigroup theory; in sect. 3 we prove the stability for the delay problem by using the stability of the undelayed one which will be proved in sect. 4.

2. Well-posedness of the problem. In this section we will give well–posedness results for problem (1.1)–(1.5) using semigroup theory.

Like in [18] we introduce the auxiliary unknown
\[ z(x, \rho, t) = u_t(x, t - \tau \rho), \quad x \in \Gamma_1, \; \rho \in (0, 1), \; t > 0. \]  
(2.1)

Then, problem (1.1)–(1.5) is equivalent to
\[ u_{tt}(x, t) - \Delta u(x, t) - \text{div} (a(x)\nabla u_t(x, t)) = 0 \quad \text{in} \quad \Omega \times (0, +\infty), \]  
(2.2)
\[ \tau z_t(x, \rho, t) + z_\rho(x, \rho, t) = 0 \quad \text{in} \quad \Gamma_1 \times (0, 1) \times (0, +\infty), \]  
(2.3)
\[ u(x, t) = 0 \quad \text{on} \quad \Gamma_0 \times (0, +\infty), \]  
(2.4)
\[ \frac{\partial u}{\partial \nu}(x, t) + a \frac{\partial u_t}{\partial \nu}(x, t) = -k z(x, 1, t) \quad \text{on} \quad \Gamma_1 \times (0, +\infty), \]  
(2.5)
\[ z(x, 0, t) = u_t(x, t) \quad \text{on} \quad \Gamma_1 \times (0, \infty), \]  
(2.6)
\[ u(x, 0) = u_0(x) \quad \text{and} \quad u_t(x, 0) = u_1(x) \quad \text{in} \quad \Omega, \]  
(2.7)
\[ z(x, \rho, 0) = f_0(x, -\rho \tau) \quad \text{in} \quad \Gamma_1 \times (0, 1). \]  
(2.8)

If we denote
\[ U := (u, u_t, z)^\top, \]  
then
\[ U' := (u_t, u_{tt}, z_t)^\top = (u_t, \Delta u + \text{div} (a\nabla u_t), -\tau^{-1} z_\rho)^\top. \]

Therefore, problem (2.2)–(2.8) can be rewritten as
\[
\begin{aligned}
U' &= A U, \\
U(0) &= (u_0, u_1, f_0(\cdot, -\tau))^\top,
\end{aligned}
\]  
(2.9)
where the operator \( A \) is defined by
\[
A \begin{pmatrix} u \\ v \\ z \end{pmatrix} := \begin{pmatrix} v \\ \text{div} (\nabla u + a\nabla v) \\ -\tau^{-1} z_\rho \end{pmatrix},
\]
with domain
\[
\mathcal{D}(A) := \left\{ (u, v, z)^\top \in H_{L_0}^{1}(\Omega)^2 \times L^2(\Gamma_1; H^1(0, 1)) : \right. \\
& \text{div} (\nabla u + a\nabla v) \in L^2(\Omega), \\
& \frac{\partial u}{\partial \nu} + a \frac{\partial v}{\partial \nu} = -k z(\cdot, 1) \mod \Gamma_1; \quad v = z(\cdot, 0) \mod \Gamma_1 \left\}. \right.
\]  
(2.10)

Recall that for a vector field \( v \in H(\text{div}, \Omega) = \{ v \in L^2(\Omega)^n : \text{div} v \in L^2(\Omega) \} \), \( v \cdot \nu \) belongs to \( H^{-1/2}(\Gamma_1) \), the dual space of \( H^{1/2}(\Gamma_1) \) (the space of functions \( u \) in \( H^{1/2}(\Gamma_1) \) such that its extension \( \tilde{u} \) by zero outside \( \Gamma_1 \) belongs to \( H^{1/2}(\Gamma) \)) and the next Green formula is valid (see the identity (1.2.17) and Theorems I.2.4 and I.2.5 of [7])
\[
\int_\Omega v \cdot \nabla w dx = - \int_\Omega \text{div} vwdx + (v \cdot \nu; w)_{\Gamma_1} \forall w \in H_{L_0}^1(\Omega),
\]  
(2.11)
where \( \langle \cdot ; \cdot \rangle_{\Gamma_1} \) means the duality pairing between \( H^{-1/2}(\Gamma_1) \) and \( H^{1/2}(\Gamma_1) \).

Note further that for \( (u, v, z)^\top \in \mathcal{D}(A), \frac{\partial u}{\partial \nu} + a \frac{\partial v}{\partial \nu} \) belongs to \( L^2(\Gamma_1) \) since \( z(\cdot, 1) \) is in \( L^2(\Gamma_1) \).
Denote by $\mathcal{H}$ the Hilbert space
\[ \mathcal{H} := H^1_{\Gamma_0}(\Omega) \times L^2(\Omega) \times L^2(\Gamma_1 \times (0, 1)). \] (2.12)

Assuming that (compare with (1.6))
\[ |k| \leq \frac{a_0}{C_P}, \] (2.13)

we will show that $A$ generates a $C_0$ semigroup on $\mathcal{H}$.

Let $\xi$ be a positive real number such that
\[ |k| \leq \xi \tau \leq 2a_0 C_P - |k|. \] (2.14)

Note that, from (2.13), such a constant $\xi$ exists.

Let us define on the Hilbert space $\mathcal{H}$ the inner product
\[ \langle \begin{pmatrix} u \\ v \\ z \end{pmatrix}, \begin{pmatrix} \bar{u} \\ \bar{v} \\ \bar{z} \end{pmatrix} \rangle_{\mathcal{H}} := \int_{\Omega} \{ \nabla u(x) \cdot \nabla \bar{u}(x) + v(x) \bar{v}(x) \} \, dx \\ + \xi \int_{\Gamma_1} \int_0^1 z(x, \rho) \bar{z}(x, \rho) \, d\rho \, d\Gamma. \] (2.15)

Theorem 2.1. Assume that (2.13) holds. Then for any initial datum $U_0 \in \mathcal{H}$ there exists a unique solution $U \in C([0, +\infty), \mathcal{H})$ of problem (2.9). Moreover, if $U_0 \in D(A)$, then
\[ U \in C([0, +\infty), D(A)) \cap C^1([0, +\infty), \mathcal{H}). \]

Proof. Take $U = (u, v, z)^\top \in D(A)$. Then
\[ \langle A U, U \rangle_{\mathcal{H}} = \left\langle \begin{pmatrix} \frac{v}{\Delta u + \text{div}(a \nabla v)} \\ -\tau^{-1} z \rho \end{pmatrix}, \begin{pmatrix} u \\ v \\ z \end{pmatrix} \right\rangle_{\mathcal{H}} = \int_{\Omega} \{ \nabla v(x) \nabla \bar{u}(x) + \bar{v}(x)(\Delta u + \text{div}(a \nabla v))(x) \} \, dx \\ -\xi \tau^{-1} \int_{\Gamma_1} \int_0^1 z(x, \rho) \bar{z}(x, \rho) \, d\rho \, d\Gamma. \] (2.16)

So, by Green's formula and using the definition of $D(A)$ we get
\[ \Re \langle A U, U \rangle_{\mathcal{H}} = -\int_{\Omega} a(x)|\nabla v|^2 \, dx - k \Re \int_{\Gamma_1} z(x, 1) \bar{v}(x) \, d\Gamma \\ - \frac{\xi}{2\tau} \int_{\Gamma_1} |z(x, 1)|^2 - |v(x)|^2 \, d\Gamma. \] (2.16)

Using the Cauchy–Schwarz and the Young inequalities we find
\[ \Re \langle A U, U \rangle_{\mathcal{H}} \leq -\int_{\Omega} a(x)|\nabla v|^2 \, dx + \left( \frac{|k|}{2} + \frac{\xi}{2\tau} \right) \int_{\Gamma_1} |v(x)|^2 \, d\Gamma \\ + \left( \frac{1}{2} - \frac{\xi}{2\tau} \right) \int_{\Gamma_1} |z(x, 1)|^2 \, d\Gamma. \] (2.17)
Using the definition (1.7) of $C_P$, we deduce that
\[
\Re (\langle AU, U \rangle_H) \leq \left( -a_0 + C_P \left( \frac{|k|}{2} + \frac{\xi}{2r} \right) \right) \int_\omega |\nabla v|^2 \, dx + \left( \frac{|k|}{2} - \frac{\xi}{2r} \right) \int_{\Gamma_1} |z(x,1)|^2 \, d\Gamma \\
- \int_{\Omega \setminus \omega} a(x)|\nabla v|^2 \, dx.
\]
(2.18)

Now, observing that from (2.14),
\[
- a_0 + C_P \left( \frac{|k|}{2} + \frac{\xi}{2r} \right) \leq 0,
\]
\[
|k|^2 - \xi^2 \leq 0,
\]
(2.19)
we obtain
\[
\langle A U, U \rangle_H \leq 0,
\]
which means that the operator $A$ is dissipative.

Now, we will show that $A$ is surjective. Given $(f, g, h)^\top \in \mathcal{H}$, we seek a $U = (u, v, z)^\top \in D(A)$ solution of
\[
A \begin{pmatrix} u \\ v \\ z \end{pmatrix} = \begin{pmatrix} f \\ g \\ h \end{pmatrix},
\]
that is, verifying
\[
\begin{cases}
v = f, \\
\Delta u + \text{div} (a \nabla v) = g, \\
- \tau^{-1} z = h.
\end{cases}
\]
(2.20)
The first equation of (2.20) gives $v$. From the third equation we deduce
\[
z(x, \rho) = f(x) - \tau \int_0^\rho h(x, \sigma) \, d\sigma \quad \text{on } \Gamma_1 \times (0, 1),
\]
(2.21)
and, in particular,
\[
z(x, 1) = z_0(x) = f(x) - \tau \int_0^1 h(x, \sigma) \, d\sigma, \quad x \in \Gamma_1.
\]
(2.22)
The second equation of (2.20) can be reformulated as
\[
\int_\Omega [\Delta u + \text{div}(a \nabla f)] \, w \, dx = \int_\Omega g \, w \, dx, \quad \forall \ w \in H^1_{\Gamma_0}(\Omega).
\]
(2.23)
Then, integrating by parts,
\[
\int_\Omega [\nabla u \nabla \bar{w} + a \nabla f \nabla w] \, dx - \int_{\Gamma_1} \left( \frac{\partial u}{\partial \nu} + a \frac{\partial v}{\partial \nu} \right) \bar{w} \, d\Gamma \\
= - \int_\Omega g \, w \, dx, \quad \forall \ w \in H^1_{\Gamma_0}(\Omega),
\]
and so, from (2.5),
\[
\int_\Omega \nabla u \nabla \bar{w} \, dx = - \int_\Omega (a \nabla f \nabla \bar{w} + g \bar{w}) \, dx - k \int_{\Gamma_1} z_0 \bar{w} \, d\Gamma, \quad \forall \ w \in H^1_{\Gamma_0}(\Omega).
\]
(2.24)
Therefore, the Lax-Milgram Theorem ensures the existence of a unique solution $u \in H^1_{\Gamma_0}(\Omega)$ of (2.24). If we consider $w \in \mathcal{D}(\Omega)$, then from (2.24) we deduce
\[
\nabla u + a \nabla v = \nabla u + a \nabla f \in H(\text{div}, \Omega).
\]
Moreover, using the Green formula (2.11) in (2.24), we obtain
\[
\frac{\partial u}{\partial \nu} + a \frac{\partial u_t}{\partial \nu} = -k z(x, 1).
\]
So, we have found a triple $(u, v, z)^\top \in \mathcal{D}(A)$ solution of (2.20).
From (2.20), (2.23) and (2.24) we easily deduce
\[ \| (u, v, z) \|_H \leq C \| (f, g, h) \|_H. \]
Then, \( 0 \in \rho(A) \). Therefore, by the contraction principle we obtain \( R(\lambda I - A) = H \) for \( \lambda > 0 \) sufficiently small.

Thus, applying the Lumer-Phillips Theorem we conclude that the operator \( A \) generates a \( C_0 \) semigroup of contractions on \( H \).

Let us introduce the energy of the system
\[
E(t) := E(u(t)) = \frac{1}{2} \int_\Omega \left( u_t^2(x, t) + |\nabla u(x, t)|^2 \right) dx
+ \frac{\xi}{2\tau} \int_{t-\tau}^t \int_{\Gamma_1} |u_t(x, s)|^2 d\Gamma ds,
\]
which is the standard energy for wave equation plus an integral term due to the presence of a time delay, where \( \xi > 0 \) is the parameter fixed above.

**Proposition 2.2.** For any regular solution \( U = (u, u_t, z) \) of problem (1.1)–(1.5) the energy is decreasing and there exists a positive constant \( C \) such that
\[
E'(t) \leq -C \left\{ \int_\Omega |\nabla u_t(x, t)|^2 dx + \int_{\Gamma_1} |u_t(x, t-\tau)|^2 d\Gamma \right\} - \int_{\Omega\setminus\omega} a(x)|\nabla u_t(x, t)|^2 dx.
\]

**Proof.** It suffices to notice that
\[ 2E(t) = \| U \|^2_H, \]
hence
\[ E'(t) = \Re \langle U', U \rangle_H = \Re \langle AU, U \rangle_H. \]
We then conclude owing to (2.18) and the assumption on \( \xi \).

3. **Stability of the delay problem.**

In this section, we will prove an exponential stability result for problem (1.1)–(1.5) under the assumption (1.6) and some geometrical assumptions described below.

Our stability result is based on a frequency domain approach, namely the exponential decay of the energy is obtained by using the following result (see [20] or [8]):

**Lemma 3.1.** A \( C_0 \) semigroup \( (e^{tA})_{t \geq 0} \) of contractions on a Hilbert space \( H \) is exponentially stable, i.e., satisfies
\[ \| e^{tA}U_0 \|_H \leq C e^{-\omega t} \| U_0 \|_H, \quad \forall U_0 \in H, \quad \forall t \geq 0, \]
for some positive constants \( C \) and \( \omega \) if and only if
\[ \rho(A) \ni \{ i\beta \mid \beta \in \mathbb{R} \} \equiv i\mathbb{R}, \]
and
\[ \sup_{\beta \in \mathbb{R}} \| (i\beta - A)^{-1} \|_{\mathcal{L}(H)} < \infty, \]
where \( \rho(A) \) denotes the resolvent set of the operator \( A \).

From this result, we are reduced to check that the imaginary axis is included in the resolvent set (condition (3.1)) and to analyze the behaviour of the resolvent on the imaginary axis.
3.1. **Spectrum on the imaginary axis.** Since the resolvent of $\mathcal{A}$ is not compact, we check condition (3.1) by showing that $\ker(i\beta I - \mathcal{A}) = \{0\}$, and $R(i\beta I - \mathcal{A}) = \mathcal{H}$, for all $\beta \in \mathbb{R}$.

**Lemma 3.2.** For all $\beta \in \mathbb{R}$, one has

$$\ker(i\beta I - \mathcal{A}) = \{0\}.$$  

**Proof.** Let $(u, v, z)^T \in \mathcal{D}(\mathcal{A})$ be such that

$$\mathcal{A}(u, v, z) = i\beta(u, v, z).$$  

(3.3)

Recall that (2.18) means that

$$\Re \langle \mathcal{A}(u, v, z), (u, v, z) \rangle_{\mathcal{H}} \leq -(a_0 - \frac{|k|}{2} C_P - \frac{\xi \tau^{-1}}{2} C_P) \int_{\Omega} |\nabla v|^2 dx$$

$$- \left( \frac{\xi \tau^{-1}}{2} - \frac{|k|}{2} \right) \int_{\Gamma_1} |z(x, 1)|^2 d\Gamma - \int_{\Omega \setminus \omega} a(x) |\nabla v|^2 dx,$$  

(3.4)

where $C_P$ is the constant in (1.7). Then, recalling (3.3) and (2.19), from (3.4) we deduce

$$\int_{\omega} |\nabla v|^2 dx = 0, \quad \int_{\Gamma_1} |z(x, 1)|^2 d\Gamma = 0, \quad \text{and} \quad \int_{\Omega \setminus \omega} a(x) |\nabla v|^2 dx = 0.$$  

(3.5)

Therefore, from (3.5) we have that

$$a \nabla v = 0 \quad \text{in} \quad \Omega,$$  

(3.6)

and so, since $a \geq a_0 > 0$ in $\omega$,

$$\nabla v = 0 \quad \text{in} \quad \omega,$$  

(3.7)

and then

$$v = c \quad \text{in} \quad \omega,$$  

(3.8)

for some real constant $c$. Moreover, from (3.5), we deduce

$$z(x, 1) = 0 \quad \text{on} \quad \Gamma_1.$$  

(3.9)

Now, note that (3.3) can be rewritten as

$$\begin{cases}
    i\beta u - v = 0 & \text{in} \ \Omega, \\
    \Delta u + \text{div}(a \nabla v) = i\beta v & \text{in} \ \Omega, \\
    \tau^{-1} z_\rho + i\tau \beta z = 0 & \text{in} \ \Gamma_1 \times (0, 1).
\end{cases}$$  

(3.10)

Using (3.6) in (3.10) we have

$$\begin{cases}
    i\beta u - v = 0 & \text{in} \ \Omega, \\
    \beta^2 u + \Delta u = 0 & \text{in} \ \Omega, \\
    z_\rho + i\tau \beta z = 0 & \text{in} \ \Gamma_1 \times (0, 1).
\end{cases}$$  

(3.11)

Then, from the third equation in (3.11) and (3.9) we can obtain

$$z(x, \rho) = 0 \quad \text{in} \ \Gamma_1 \times (0, 1),$$  

(3.12)

and thus

$$v(x) = z(x, 0) = 0, \quad x \in \Gamma_1.$$  

(3.13)

Therefore, from (3.13) and (3.8), we deduce

$$v = 0, \quad \text{in} \ \omega.$$  

(3.14)

Now, using the first equation of (3.11), we have also

$$u = 0, \quad \text{in} \ \omega.$$
Since $u$ satisfies the second equation of (3.11) a unique continuation result allows to deduce
\[ u = 0, \quad \text{in} \quad \Omega. \tag{3.15} \]
Therefore, $(u, v, z) = (0, 0, 0)$. \hfill \Box

**Proposition 3.3.** Assume that $a \in C^{1,1}(\bar{\Omega})$. Then for all $\beta \in \mathbb{R}$, one has
\[ R(i\beta I - A) = \mathcal{H}. \]

**Proof.** Since we have already shown in Theorem 2.1 that $R(A) = \mathcal{H}$, we only need to prove that $R(i\beta I - A) = \mathcal{H}$, for all $\beta \in \mathbb{R}$, $\beta \neq 0$.

Given $(f, g, h) \in \mathcal{H}$, we have to find $(u, v, z) \in D(A)$ such that
\[ (i\beta I - A)(u, v, z) = (f, g, h), \tag{3.16} \]
that is
\[
\begin{aligned}
  i\beta u - v &= f \quad \text{in} \quad \Omega, \\
  i\beta v - \Delta u - \text{div} (a \nabla v) &= g \quad \text{in} \quad \Omega, \\
  i\beta z + \tau^{-1}z_{\rho} &= h \quad \text{on} \quad \Gamma_{1} \times (0,1). 
\end{aligned} \tag{3.17}
\]
The first identity of (3.17) gives
\[ v = i\beta u - f. \tag{3.18} \]

Now, observe that, from the third identity in (3.17),
\[ z(x, \rho) = e^{-i\tau \beta \rho}(v + \tau \int_{0}^{\rho} e^{i\tau \beta \sigma} h(x, \sigma) d\sigma), \tag{3.19} \]
and then
\[ z(x, 1) = e^{-i\beta v} + \tau e^{-i\beta} \int_{0}^{1} e^{i\tau \beta \sigma} h(x, \sigma) d\sigma. \tag{3.20} \]
Let us now introduce the auxiliary variable
\[ \tilde{u} = u + av. \tag{3.21} \]

Since, by (3.18), $f = i\beta u - v$, we find
\[
\begin{aligned}
  u &= \frac{\tilde{u} + af}{1 + i\beta a}; \\
  v &= \frac{1 + i\beta a}{1 + i\beta a} \tilde{u} - \frac{1}{1 + i\beta a} f. 
\end{aligned} \tag{3.22}
\]

Now, observe that
\[ \nabla u + a \nabla v = \nabla (u + av) - v \nabla a = \nabla \tilde{u} - v \nabla a, \]
and so
\[- \text{div} (\nabla u + a \nabla v) = -\Delta \tilde{u} + \text{div} (v \nabla a). \]
Then, the second identity of (3.17),
\[ i\beta v - \text{div} (\nabla u + a \nabla v) = g, \]
can be rewritten as
\[ i\beta v - \Delta \tilde{u} + \text{div} (v \nabla a) = g. \tag{3.23} \]

Multiplying (3.23) by $\varpi \in H^{1}_{\omega}(\Omega)$ and integrating in $\Omega$, we find
\[ \int_{\Omega} (i\beta v - \Delta \tilde{u} + \text{div} (v \nabla a)) \varpi dx = \int_{\Omega} g \varpi dx, \]
and then, after integration by parts,
\[
\int_{\Omega} (i\beta v \overline{w} + \nabla \overline{u} \cdot \nabla w + \text{div} (v \nabla a) \overline{w}) \, dx - \int_{\Gamma_1} \frac{\partial \overline{u}}{\partial \nu} \overline{w} \, d\Gamma = \int_{\Omega} g \overline{w} \, dx. \tag{3.24}
\]
Now observe that, from the boundary condition on \(\Gamma_1\),
\[
\frac{\partial \overline{u}}{\partial \nu} = \frac{\partial u}{\partial \nu} + a \frac{\partial v}{\partial \nu} + \frac{\partial a}{\partial \nu} v = -kz(\cdot, 1) + \frac{\partial a}{\partial \nu} v.
\]
Hence by (3.20), we get
\[
\frac{\partial \overline{u}}{\partial \nu} = \frac{\partial u}{\partial \nu} + a \frac{\partial v}{\partial \nu} + \frac{\partial a}{\partial \nu} v = -\left(ke^{-i\tau \beta} - \frac{\partial a}{\partial \nu} v - k\tau e^{-i\tau \beta} \int_0^1 e^{i\tau \beta \sigma} h(x, \sigma) d\sigma\right). \tag{3.25}
\]
This identity and (3.22) allow to transform (3.24) as
\[
\int_{\Omega} \left\{ i\beta \left( i\beta (i\beta - 1) + i\beta a \right) \overline{w} + \nabla \overline{u} \cdot \nabla w \right. \\
\left. + \text{div} \left( \left( i\beta (i\beta - 1) + i\beta a \right) \nabla a \right) \overline{w} \right\} \, dx \\
+ \int_{\Gamma_1} (ke^{-i\tau \beta} - \frac{\partial a}{\partial \nu}) \left( i\beta (i\beta - 1) + i\beta a \right) \overline{u} \, d\Gamma \\
= \int_{\Omega} g \overline{w} \, dx + \int_{\Gamma_1} k\tau e^{-i\tau \beta} \left( \int_0^1 e^{i\tau \beta \sigma} h(x, \sigma) d\sigma \right) \overline{w} \, d\Gamma. \tag{3.26}
\]
Then,
\[
\int_{\Omega} \left\{ -\beta^2 \overline{u} w + \nabla \overline{u} \cdot \nabla w + i\beta \text{div} \left( \frac{\overline{u}}{1 + i\beta a} \nabla a \right) w \right\} \, dx \\
+ i\beta \int_{\Gamma_1} (ke^{-i\tau \beta} - \frac{\partial a}{\partial \nu}) \frac{\overline{u}}{1 + i\beta a} \overline{w} \, d\Gamma \\
= \int_{\Omega} g \overline{w} \, dx + \int_{\Omega} \frac{i\beta f}{1 + i\beta a} \overline{w} \, dx + \int_{\Omega} \text{div} \left( f \nabla a \right) \overline{w} \, dx \\
+ \int_{\Gamma_1} (ke^{-i\tau \beta} - \frac{\partial a}{\partial \nu}) \frac{f}{1 + i\beta a} \overline{w} \, d\Gamma \\
+ \int_{\Gamma_1} k\tau e^{-i\tau \beta} \left( \int_0^1 e^{i\tau \beta \sigma} h(x, \sigma) d\sigma \right) \overline{w} \, d\Gamma. \tag{3.27}
\]
So we can rewrite identity (3.27) as
\[
a_{\tau, \beta}(\overline{u}, w) = F_{\tau, \beta}(w), \quad \forall w \in H^1_{\Gamma_0}(\Omega). \tag{3.28}
\]
Let us denote
\[
V := H^1_{\Gamma_0}(\Omega)
\]
and let \(V'\) its dual space. We introduce the operator
\[
A_{\tau, \beta} : V \to V' : \overline{u} \mapsto A_{\tau, \beta} \overline{u}
\]
with
\[
(A_{\tau, \beta} \overline{u})(w) = a_{\tau, \beta}(\overline{u}, w), \quad \forall \ w \in V.
\]
Then, we rewrite identity (3.28) as
\[
A_{\tau, \beta} \overline{u} = F_{\tau, \beta} \text{ in } V'. \tag{3.30}
\]
Let us denote, for \( s > \frac{1}{2}, \)
\[
H^s_{\Gamma_0}(\Omega) = \{ u \in H^s(\Omega) : u = 0 \text{ on } \Gamma_0 \}.
\]
To conclude the proof of Proposition 3.3 we need some preliminary results.

**Proposition 3.4.** For \( \tau \geq 0 \) and for every \( \beta, \beta' \in \mathbb{R} \), the operator \( A_{\tau, \beta} - A_{\tau, \beta'} \) is compact.

**Proof.** From (3.27) we have

\[
\begin{align*}
\nonumber a_{\tau, \beta}(\tilde{u}, w) - a_{\tau, \beta'}(\tilde{u}, w) &= \int \Omega \left\{ \left( \frac{\beta'^2}{1+ia\beta'} - \frac{\beta^2}{1+ia\beta} \right) \tilde{u} w \right. \\
\nonumber &+ \text{div} \left( \frac{i\beta'}{1+ia\beta'} \tilde{u} \nabla a \right) w \} \, dx + \int_{\Gamma_1} \frac{\partial a}{\partial \nu} \left( \frac{i\beta'}{1+ia\beta'} - \frac{i\beta}{1+ia\beta} \right) \tilde{u} w d\Gamma \\
\nonumber &+ \int_{\Gamma_2} k \left( \frac{i\beta e^{-t\tau}}{1+ia\beta} - \frac{i\beta' e^{-t\tau}}{1+ia\beta'} \right) \tilde{u} w d\Gamma.
\end{align*}
\]

Therefore,

\[
|a_{\tau, \beta}(\tilde{u}, w) - a_{\tau, \beta'}(\tilde{u}, w)| \leq C \|\tilde{u}\|_{H^1(\Omega)} \|w\|_{L^2(\Omega)} + C \|\tilde{u}\|_{L^2(\Gamma_1)} \|w\|_{L^2(\Gamma_1)},
\]

for a suitable positive constant \( C \). And so,

\[
|a_{\tau, \beta}(\tilde{u}, w) - a_{\tau, \beta'}(\tilde{u}, w)| \leq C \|\tilde{u}\|_{H^s(\Omega)} \|w\|_{H^{-s}(\Omega)},
\]

for all \( s \in (\frac{1}{2}, 1) \), for a suitable constant \( C \).

This proves that \( A_{\tau, \beta} - A_{\tau, \beta'} \in L(V, (H^s_{\Gamma_0}(\Omega))^\prime) \).

Since from \( H^1_{\Gamma_0}(\Omega) \hookrightarrow C H^s_{\Gamma_0}(\Omega) \) we deduce \( (H^s_{\Gamma_0}(\Omega))' \hookrightarrow C (H^1_{\Gamma_0}(\Omega))' \), and the claim follows. \qed

**Corollary 3.5.** For any \( \tau \geq 0 \), if \( A_{\tau, 0} \) is an isomorphism, then \( A_{\tau, \beta} \) is a Fredholm operator of index 0, for all \( \beta \in \mathbb{R} \).

**Corollary 3.6.** For any \( \tau \geq 0 \), if \( A_{\tau, 0} \) is an isomorphism and \( \ker A_{\tau, \beta} = \{0\} \), then \( A_{\tau, \beta} \) is an isomorphism, for all \( \beta \in \mathbb{R} \).

**Lemma 3.7.** For any \( \tau \geq 0 \), \( A_{\tau, 0} \) is an isomorphism.

**Proof.** For \( \beta = 0 \), one has

\[
a_{\tau, 0}(\tilde{u}, w) = \int \Omega \nabla \tilde{u} \nabla w \, dx.
\]

Hence, the statement holds owing to Poincaré inequality. \qed

**Lemma 3.8.** For any \( \tau > 0 \), and for all \( \beta \in \mathbb{R} \) it holds

\[
\ker A_{\tau, \beta} = \{0\}.
\]

**Proof.** Let \( \tilde{u} \in \ker A_{\tau, \beta} \), i.e.

\[
a_{\tau, \beta}(\tilde{u}, w) = 0, \quad \forall w \in V.
\]

Then from (3.27) we find that

\[
-\frac{\beta^2}{1+ia\beta} \tilde{u} - \text{div} \nabla \tilde{u} + i\beta \text{div} \left( \frac{\tilde{u}}{1+ia\beta} \nabla a \right) = 0 \quad \text{in} \; \mathcal{D}'(\Omega) \tag{3.31}
\]

and

\[
\frac{\partial \tilde{u}}{\partial \nu} + \left( ke^{-t\tau} - \frac{\partial a}{\partial \nu} \right) \frac{1}{1+ia\beta} \tilde{u} = 0 \quad \text{on} \; \Gamma_1. \tag{3.32}
\]
Thus, if we set
\[ u = \frac{\tilde{u}}{1 + i\beta a} \quad \text{and} \quad v = \frac{i\beta}{1 + i\beta a} \tilde{u} , \]
and define (compare with (3.19))
\[ z(x, \rho) = e^{-i\tau \beta \rho} v , \]
we find that \((u, v, z)\) belongs to \(D(A)\) and satisfies
\[
(i\beta - A) \begin{pmatrix} u \\ v \\ z \end{pmatrix} = \begin{pmatrix} i\beta u - v \\ i\beta v - \Delta u - \text{div} \left( a \nabla v \right) \\ 0 \end{pmatrix} = \begin{pmatrix} 0 \\ i\beta v - \text{div} \left( \nabla u + a \nabla v \right) \\ 0 \end{pmatrix} .
\]
(3.33)

Now, observe that
\[
\nabla u + a \nabla v = \nabla \left( \frac{\tilde{u}}{1 + i\beta a} \right) + ai\beta \nabla \left( \frac{\tilde{u}}{1 + i\beta a} \right)
\]
\[
= (1 + i\beta a) \left( \frac{\nabla \tilde{u}}{1 + i\beta a} \right) + (1 + i\beta a) \tilde{u} \nabla \left( \frac{1}{1 + i\beta a} \right)
\]
\[
= \nabla \tilde{u} - \frac{1}{1 + i\beta a} \tilde{u} (i\beta a) .
\]
(3.34)

Hence,
\[
i\beta v - \text{div} \left( \nabla u + a \nabla v \right) = \frac{-\beta^2 \tilde{u}}{1 + i\beta a} - \text{div} \nabla \tilde{u} + i\beta \text{div} \left( \frac{\tilde{u}}{1 + i\beta a} \nabla a \right) = 0 ,
\]
and therefore, from (3.33), we deduce
\[
(i\beta - A) \begin{pmatrix} u \\ v \\ z \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} .
\]
(3.35)

This implies \(u = v = z = 0\), then \(\tilde{u} = 0\). \(\square\)

**End of the proof of Proposition 3.3.**

Given \((f, g, h) \in \mathcal{H}\), the previous considerations yield a unique \(\tilde{u} \in H^1_{\Gamma_0}(\Omega)\) solution of (3.28). Defining \(u, v\) by (3.22) and \(z\) by (3.19), we get \((u, v, z) \in D(A)\) solution of (3.16). \(\square\)

### 3.2. Boundedness of the resolvent on the imaginary axis.

Inspired from Liu and Rao [16], we assume

(H) \(\text{meas } \Gamma_1 > 0\);

(A1) \(\exists \delta > 0 \quad : \quad a(x) \geq a_0 > 0 \quad \forall x \in \mathcal{O}_\delta\), where
\[
\mathcal{O}_\delta = \{ x \in \Omega : |x - y| \leq \delta, \forall y \in \Gamma_1 \} ;
\]

(A2) \(a \in C^{1,1}(\overline{\Omega})\), \(\Delta a \in L^\infty(\Omega)\).

Also, we assume the following conditions.

There exists a function \(q \in C^1(\Omega; \mathbb{R}^n)\) and constants \(0 < \alpha < \beta < \delta\) such that

(Q1) \(\partial_j q_k = \partial_k q_j\), \(\text{div} \ q \in C^1(\Omega_\delta)\) and \(q \equiv 0\) on \(\mathcal{O}_\alpha\), where \(\Omega_\beta = \Omega \setminus \mathcal{O}_\beta\);

(Q2) there exists a constant \(\sigma > 0\) such that
\[
(\partial_j q_k)_{1 \leq k, j \leq n} \geq \sigma I , \quad \forall \ x \in \Omega_\beta ;
\]
there exists a constant $C > 0$ such that for all $v \in H^1_0(\Omega)$ we have
\[ |(q \cdot \nabla)v - (g \cdot \nabla)\nabla a| \leq C \sqrt{a} |\nabla v|, \ \forall \ x \in \Omega \beta; \]

(Q4) $q(x) \cdot \nu(x) \leq 0 \ \forall \ x \in \Gamma_0$.

**Remark 3.9.** For examples and simple situations where (Q1)–(Q4) are satisfied we refer to Remark 3.1 in [16].

Introduce
\[ H_0 = H^1_{\Gamma_0}(\Omega) \times L^2(\Omega), \] (3.36)
equipped with the inner product
\[ \langle (u, v)^\top, (\tilde{u}, \tilde{v})^\top \rangle_{H_0} := \int_{\Omega} \{ \nabla u(x) \cdot \nabla \tilde{u}(x) + v(x)\tilde{v}(x) \} \ dx, \]
and let $A_0$ be the operator corresponding to $\tau = 0$ and $k = 1$, that is
\[ A_0 : D(A_0) \to H_0 : (u, v)^\top \to (v, \text{div} (\nabla u + a \nabla v))^\top, \]
with
\[ D(A_0) = \left\{ (u, v) \in H^1_{\Gamma_0}(\Omega)^2 : \text{div} (\nabla u + a \nabla v) \in L^2(\Omega), \ \frac{\partial u}{\partial \nu} + a \frac{\partial v}{\partial \nu} = -v \text{ on } \Gamma_1 \right\}. \]

We will prove in the next section that the above assumptions imply that $A_0$ generates an exponentially stable semigroup. Then, from [8], we know that $i \mathbb{R} \subset \rho(A_0)$ and that there exists $C > 0$ such that
\[ \| (i \xi - A_0)^{-1} \|_{L(H_0)} \leq C, \ \forall \ \xi \in \mathbb{R}. \] (3.37)

From this estimate, we can deduce the estimate (3.42) below that will be useful in Proposition 3.10. Indeed, from (3.37), for every $F_0 \in H_0$, the solution $(u^*, v^*)^\top \in D(A_0)$ of
\[ (i \xi - A_0) \left( \begin{array}{c} u^* \\ v^* \end{array} \right) = F_0, \] (3.38)
satisfies
\[ \left\| \left( \begin{array}{c} u^* \\ v^* \end{array} \right) \right\|_{H_0} \leq C \| F_0 \|_{H_0}, \] (3.39)
which is equivalent to
\[ \| u^* \|_{H^1_{\Gamma_0}(\Omega)} + \| v^* \|_{L^2(\Omega)} \leq C \| F_0 \|_{H_0}. \] (3.40)
Moreover,
\[ \Re \left\langle A_0 \left( \begin{array}{c} u^* \\ v^* \end{array} \right), \left( \begin{array}{c} u^* \\ v^* \end{array} \right) \right\rangle_{H_0} = - \int_{\Omega} a |\nabla v^*|^2 \ d x - \int_{\Gamma_1} |v^*|^2 \ d \Gamma. \]

Then,
\[ \int_{\Gamma_1} |v^*|^2 \ d \Gamma + \int_{\Omega} a |\nabla v^*|^2 \ d x = \Re \left\langle (i \xi - A_0) \left( \begin{array}{c} u^* \\ v^* \end{array} \right), \left( \begin{array}{c} u^* \\ v^* \end{array} \right) \right\rangle_{H_0} = \Re \left\langle F_0, \left( \begin{array}{c} u^* \\ v^* \end{array} \right) \right\rangle_{H_0} \leq \| F_0 \|_{H_0} \left\| \left( \begin{array}{c} u^* \\ v^* \end{array} \right) \right\|_{H_0} \leq C \| F_0 \|^2_{H_0} \] (3.41)
and so
\[ \int_{\Gamma_1} |v|^2 \ d \Gamma \leq C \| F_0 \|^2_{H_0}. \] (3.42)
Proposition 3.10. Under the assumptions (1.6), (H), (A1), (A2), (Q1)−(Q4), the operator $A$ satisfies
\[ \sup_{\beta \in \mathbb{R}} \|(i\beta I - A)^{-1}\|_{\mathcal{H}} < +\infty. \]

Proof. For $F \in \mathcal{H}$ and $\beta \in \mathbb{R}$, let $U \in \mathcal{D}(A)$ be a solution of
\[ (i\beta - A)U = F = (f, g, h)^\top, \]
that is
\[ \begin{cases} 
    i\beta u - v = f & \text{in } \Omega, \\
    i\beta v - \Delta u - \text{div} \; (a\nabla v) = g & \text{in } \Omega, \\
    i\beta z + \tau^{-1}z_\rho = h & \text{on } \Gamma_1.
\end{cases} \]  

The first identity of (3.44) gives
\[ v = i\beta u - f. \]

Now, observe that, from the identity (3.20),
\[ v(x) = e^{i\tau \beta}z(x, 1) - \tau \int_0^1 e^{i\tau \beta \sigma}h(x, \sigma)d\sigma, \]
and so,
\[ \|v\|_{L^2(\Gamma_1)} \leq \|z(\cdot, 1)\|_{L^2(\Gamma_1)} + C\|h\|_{L^2(\Gamma_1 \times (0, 1))}. \]  

Moreover, from (2.18), we have
\[ C \int_{\Gamma_1} |z(x, 1)|^2d\Gamma \leq -\Re \langle AU, U \rangle_{\mathcal{H}}. \]

Then,
\[ C \int_{\Gamma_1} |z(x, 1)|^2d\Gamma \leq \Re \langle F, U \rangle_{\mathcal{H}} \leq \|F\|_{\mathcal{H}}\|U\|_{\mathcal{H}}. \]  

From (3.47) and (3.46) we deduce
\[ \|v\|_{L^2(\Gamma_1)}^2 \leq C(\|F\|_{\mathcal{H}}^2 + \|F\|_{\mathcal{H}}\|U\|_{\mathcal{H}}). \]  

From (3.20) we have also
\[ \|z\|_{L^2(\Gamma_1 \times (0, 1))} \leq C(\|v\|_{L^2(\Gamma_1)} + \|h\|_{L^2(\Gamma_1 \times (0, 1))}). \]  

By using (3.49) in (3.48) we obtain
\[ \|v\|_{L^2(\Gamma_1)}^2 \leq C(\|F\|_{\mathcal{H}}^2 + \|F\|_{\mathcal{H}}(\|u, v\|_{\mathcal{H}_0} + \|v\|_{L^2(\Gamma_1)} + \|h\|_{L^2(\Gamma_1 \times (0, 1))})), \]
and therefore
\[ \|v\|_{L^2(\Gamma_1)}^2 \leq C(\|F\|_{\mathcal{H}}^2 + \|F\|_{\mathcal{H}}(\|u, v\|_{\mathcal{H}_0} + \|v\|_{L^2(\Gamma_1)}), \]
from which follows, by using Young’s inequality,
\[ \|v\|_{L^2(\Gamma_1)}^2 \leq C(\|F\|_{\mathcal{H}}^2 + \|F\|_{\mathcal{H}}(\|u, v\|_{\mathcal{H}_0})). \]  

Estimates (3.47), (3.49) and (3.50) imply
\[ \|z(\cdot, 1)\|_{L^2(\Gamma_1)}^2 \leq C(\|F\|_{\mathcal{H}}^2 + \|F\|_{\mathcal{H}}(\|u, v\|_{\mathcal{H}_0})). \]

We have now to estimate $\|(u, v)\|_{\mathcal{H}_0}$. For this, let $(u^*, v^*) \in \mathcal{D}(A_0)$ be the solution of
\[ (-i\beta - A_0) \begin{pmatrix} u^* \\ v^* \end{pmatrix} = \begin{pmatrix} u \\ -v \end{pmatrix}, \]  
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which is equivalent to
\[
\begin{aligned}
-\beta u^* - v^* &= u \quad \text{in } \Omega, \\
-\beta v^* - \text{div} (\nabla u^* + a \nabla v^*) &= -v \quad \text{in } \Omega, \\
\frac{\partial u^*}{\partial \nu} + a \frac{\partial v^*}{\partial \nu} &= -v^* \quad \text{on } \Gamma_1.
\end{aligned}
\] (3.53)

We have then
\[
\langle (i\beta - A)U, \begin{pmatrix} u^* \\ -v^* \\ 0 \end{pmatrix} \rangle_H = \int_\Omega \left\{ \nabla (i\beta u - v) \cdot \nabla \bar{u}^* - (i\beta v - \text{div}(\nabla u + a \nabla v)) \cdot \bar{v}^* \right\} dx
- \int_{\Gamma_1} k z(x,1) \bar{v}^* d\Gamma
= \int_\Omega \left\{ -\nabla u \nabla (i\beta u^* - \nabla v^*) - i\beta v \cdot \bar{v}^* - \nabla v (\nabla \bar{u}^* + a \nabla \bar{v}^*) \right\} dx
- \int_{\Gamma_1} k z(x,1) \bar{v}^* d\Gamma
= \int_\Omega \left\{ -\nabla u \nabla v + v^* - i\beta v \cdot v^* \quad \text{in } \Omega, \\
\frac{\partial u^*}{\partial \nu} + a \frac{\partial v^*}{\partial \nu} &= -v^* \quad \text{on } \Gamma_1.
\end{aligned}
\]

Thus, using the boundary condition on \( \Gamma_1 \),
\[
\langle (i\beta - A)U, \begin{pmatrix} u^* \\ -v^* \\ 0 \end{pmatrix} \rangle_H = \int_\Omega \left\{ \nabla u \nabla (i\beta u^* - \nabla v^*) - i\beta v \cdot \bar{v}^* - \nabla v (\nabla \bar{u}^* + a \nabla \bar{v}^*) \right\} dx
- \int_{\Gamma_1} k z(x,1) \bar{v}^* d\Gamma
= \int_\Omega \left\{ -\nabla u \nabla v + v^* - i\beta v \cdot v^* \quad \text{in } \Omega, \\
\frac{\partial u^*}{\partial \nu} + a \frac{\partial v^*}{\partial \nu} &= -v^* \quad \text{on } \Gamma_1.
\end{aligned}
\]

Then, from (3.53), we have
\[
\langle (i\beta - A)U, \begin{pmatrix} u^* \\ -v^* \\ 0 \end{pmatrix} \rangle_H = \int_\Omega (|\nabla u|^2 + |v|^2) dx - \int_{\Gamma_1} k z(x,1) \bar{v}^* d\Gamma + \int_{\Gamma_1} v v^* d\Gamma,
\]
and so
\[
\int_\Omega (|\nabla u|^2 + |v|^2) dx = \int_{\Gamma_1} (k z(x,1) - v) \bar{v}^* d\Gamma,
\]
from which follows, by using Cauchy–Schwarz inequality,
\[
\| (u, v) \|^2_{\mathcal{H}_0} \leq \| F \|_{\mathcal{H}} \| (u^*, v^*) \|_{\mathcal{H}_0} + (|k| \|z(\cdot, 1)\|_{L^2(\Gamma_1)} + \|v\|_{L^2(\Gamma_1)}) \|v^*\|_{L^2(\Gamma_1)}. \] (3.54)

Now, observe that from the estimates (3.39) and (3.42) we have
\[
\| (u^*, v^*) \|_{\mathcal{H}_0} \leq C \| (u, v) \|_{\mathcal{H}_0},
\]
and
\[
\| v^* \|_{L^2(\Gamma_1)} \leq C \| (u, v) \|_{\mathcal{H}_0}.
\]
Using these last inequalities in (3.54), we obtain
\[ \| (u,v) \|_{H_0} \leq C \left( \| F \|_{H} + \| z(x,1) \|_{L^2(\Gamma_1)} + \| v \|_{L^2(\Gamma_1)} \right). \]

By recalling (3.50) and (3.51) we have then
\[ \| (u,v) \|_{H_0}^2 \leq C \left( \| F \|_{H}^2 + \| F \|_{H} \| (u,v) \|_{H_0} \right), \]
and so, using Young’s inequality,
\[ \| (u,v) \|_{H_0} \leq C \| F \|_{H_0}. \tag{3.55} \]

Using (3.55) in (3.50), we obtain
\[ \| v \|_{L^2(\Gamma_1)} \leq C \| F \|_{H} \]
and then, from (3.49),
\[ \| z \|_{L^2(\Gamma_1 \times (0,1))} \leq C \| F \|_{H}. \]
This proves that the resolvent of \( A \) is uniformly bounded on the imaginary axis. \( \square \)

The above resolvent analysis and Lemma 3.1 allow to state our stability result.

**Theorem 3.11.** Under the assumptions (H), (A1), (A2), (Q1) – (Q4), if condition (1.6) is satisfied, then there are two constants \( M > 0, \omega > 0 \), such that for all initial data \( U_0 \in \mathcal{H} \) the solution \( U := (u,u_t,z) \) of problem (1.1) – (1.5) satisfies the following uniform exponential decay estimate
\[ \| U(t) \|_{\mathcal{H}} \leq Me^{-\omega t} \| U_0 \|_{\mathcal{H}}. \]

4. Stability of the undelayed problem.

As in section 2, we can prove that \( A_0 \) generates a \( C_0 \)-semigroup of contractions in \( \mathcal{H}_0 \). Hence in order to prove that this semigroup is exponentially decaying, we again use Lemma 3.1.

As before we start with condition (3.1).

**Lemma 4.1.** For all \( \beta \in \mathbb{R} \), one has
\[ \ker(i\beta I - A_0) = \{0\}. \]

**Proof.** Let \( U = (u,v)^T \in \mathcal{D}(A_0) \) be such that
\[ A_0(u,v)^T = i\beta(u,v)^T. \]
As
\[ \Re(A_0U, U)_{H_0} = - \int_{\Omega} a(x)|\nabla v|^2 \, dx - \int_{\Gamma_1} |v(x)|^2 \, d\Gamma, \]
we deduce that
\[ v = 0, \quad \text{in } \omega. \tag{4.1} \]
As \( (u,v)^T \) also satisfies
\[ \begin{cases} i\beta u - v = 0 & \text{in } \Omega, \\ \beta^2 u + \Delta u = 0 & \text{in } \Omega, \end{cases} \]
u is also equal to 0 in \( \omega \) and a unique continuation result allows to deduce \( u = 0 \) and hence \( v = 0 \). \( \square \)

**Lemma 4.2.** If \( a \in C^{1,1}(\bar{\Omega}) \), then for all \( \beta \in \mathbb{R} \), one has
\[ R(i\beta I - A_0) = \mathcal{H}_0. \]
Proof. Given \((f, g) \in \mathcal{H}\), we have to find \((u, v) \in \mathcal{D}(\mathcal{A})\) such that
\[
(i \beta I - \mathcal{A}_0)(u, v) = (f, g),
\]
that is
\[
\begin{aligned}
 i \beta u - v &= f \quad \text{in } \Omega, \\
 i \beta v - \Delta u - \text{div} \, (a \nabla v) &= g \quad \text{in } \Omega.
\end{aligned}
\]
We denote
\[
\tilde{u} = u + av.
\]
Since, by (4.3), \(f = i \beta u - v\), we find
\[
\begin{aligned}
 u &= \frac{\tilde{u} + af}{1 + i \beta a}; \\
 v &= \frac{i \beta}{1 + i \beta a} \tilde{u} - \frac{1}{1 + i \beta a} f.
\end{aligned}
\]
Now, observe that
\[
\nabla u + a \nabla v = \nabla (u + av) - v \nabla a = \nabla \tilde{u} - v \nabla a,
\]
and so
\[
-\text{div} \, (\nabla u + a \nabla v) = -\Delta \tilde{u} + \text{div} \, (v \nabla a).
\]
Then, the second identity of (4.3),
\[
i \beta v - \text{div} \, (\nabla u + a \nabla v) = g,
\]
can be rewritten as
\[
i \beta v - \Delta \tilde{u} + \text{div} \, (v \nabla a) = g.
\]
Multiplying (4.6) by \(\overline{w} \in H^1_{\Gamma_0}(\Omega)\) and integrating in \(\Omega\), we find
\[
\int_{\Omega} (i \beta v - \Delta \tilde{u} + \text{div} \, (v \nabla a)) \overline{w} \, dx = \int_{\Omega} g \overline{w} \, dx,
\]
and then, after integration by parts,
\[
\int_{\Omega} (i \beta v \overline{w} + \nabla \tilde{u} \cdot \nabla \overline{w} + \text{div} \, (v \nabla a) \overline{w}) \, dx - \int_{\Gamma_1} \frac{\partial \tilde{u}}{\partial \nu} \overline{w} d\Gamma = \int_{\Omega} g \overline{w} \, dx.
\]
Now observe that, from the boundary condition on \(\Gamma_1\),
\[
\frac{\partial \tilde{u}}{\partial \nu} - \frac{\partial u}{\partial \nu} + a \frac{\partial v}{\partial \nu} + \frac{\partial a}{\partial v} v = -(1 - \frac{\partial a}{\partial v}) v.
\]
Therefore, (4.7) becomes
\[
\int_{\Omega} \left\{ i \beta \left( \frac{i \beta}{1 + i \beta a} \tilde{u} - \frac{1}{1 + i \beta a} f \right) \overline{w} + \nabla \tilde{u} \cdot \nabla \overline{w} \\
+ \text{div} \, \left( \left( \frac{i \beta}{1 + i \beta a} \tilde{u} - \frac{1}{1 + i \beta a} f \right) \nabla a \right) \overline{w} \right\} \, dx + \int_{\Gamma_1} (1 - \frac{\partial a}{\partial v}) \left( \frac{i \beta}{1 + i \beta a} \tilde{u} - \frac{1}{1 + i \beta a} f \right) \overline{w} d\Gamma = \int_{\Omega} g \overline{w} \, dx.
\]
Then,
\[
\int_{\Omega} \left\{ \frac{-\beta^2}{1 + ia\beta} \hat{u}w + \nabla \hat{u} \nabla w + i\beta \text{div} \left( \frac{\hat{u}}{1 + ia\beta} \nabla a \right) w \right\} dx + i\beta \int_{\Gamma_1} \left( 1 - \frac{\partial a}{\partial \nu} \right) \frac{1}{1 + ia\beta} \hat{u} w d\Gamma \\
= \int_{\Omega} g w dx + \int_{\Omega} i\beta f \frac{w}{1 + ia\beta} dx + \int_{\Omega} \text{div} \left( \frac{f \nabla a}{1 + ia\beta} \right) \frac{w}{1 + ia\beta} dx + \int_{\Gamma_1} \left( 1 - \frac{\partial a}{\partial \nu} \right) \frac{f}{1 + ia\beta} w d\Gamma.
\]
(4.10)

With the notations introduced before, (4.10) is equivalent to
\[
a_{0,\beta}(\hat{u}, w) = F_{0,\beta}(w), \quad \forall w \in H^1_{\Gamma_0}(\Omega),
\]
(4.11)
or equivalently
\[
A_{0,\beta} \hat{u} = F_{0,\beta} \text{ in } V'.
\]
(4.12)

Since we have shown in the previous section that $A_{0,\beta}$ is a Fredholm operator of index 0, for all $\beta \in \mathbb{R}$, then the result follows from Lemma 4.3 below.

**Lemma 4.3.** For all $\beta \in \mathbb{R}$ it holds
\[
\ker A_{0,\beta} = \{0\}.
\]

**Proof.** Let $\hat{u} \in \ker A_{0,\beta}$, i.e.
\[
a_{\beta}(\hat{u}, w) = 0, \quad \forall w \in V.
\]
Then from (4.10) we find that $\hat{u}$ satisfies (3.31) and (3.32) with $\tau = 0$. Thus, if we set
\[
u = \frac{i\beta}{1 + i\beta a} \text{ and } v = \frac{i\beta}{1 + i\beta a} \hat{u},
\]
we find that $(u, v) \in D(A_0)$ and that
\[
(i\beta - A_0) \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]
This implies $u = v = 0$, then $\hat{u} = 0$.

**Lemma 4.4.** Under the assumptions (H), (A1), (A2) and (Q1)–(Q4), $A_0$ satisfies
\[
\sup_{\beta \in \mathbb{R}} \| (i\beta I - A_0)^{-1} \|_{\mathcal{L}(H_0)} < +\infty.
\]
(4.13)

**Proof.** Suppose that (4.13) does not hold. Then, there exist a sequence $\{\beta_n\} \in \mathbb{R}$ and a sequence $\{(u_n, v_n)\} \in D(A_0)$ such that
\[
|\beta_n| \to +\infty,
\]
(4.14)
\[
\|u_n\|_V^2 + \|v_n\|_{\tilde{H}}^2 = 1,
\]
(4.15)
\[
i\beta_n(u_n, v_n) - A(u_n, v_n) := (f_n, g_n) \to 0 \text{ in } \mathcal{H}.
\]
(4.16)
Then,
\[
i\beta_n u_n - v_n := f_n \to 0 \text{ in } V,
\]
(4.17)
\[
i\beta_n v_n - \text{div} (\nabla u_n + a \nabla v_n) := g_n \to 0 \text{ in } H = L^2(\Omega).
\]
(4.18)
Taking the inner product of (4.17) with $u_n$ in $V$ and of (4.18) with $v_n$ in $H$, we obtain

$$i\beta_n \|u_n\|_V^2 - \langle u_n, v_n \rangle_V = o(1),$$

$$i\beta_n \|v_n\|_H^2 + \langle u_n, v_n \rangle_V + \int_\Omega a\nabla v_n^2 dx + \int_{\Gamma_1} |v_n|^2 d\Gamma = o(1). \quad (4.19)$$

Summing the above identities and taking the real part, we deduce

$$\int_\Omega a|\nabla v_n|^2 dx + \int_{\Gamma_1} |v_n|^2 d\Gamma = o(1). \quad (4.20)$$

Now, taking the inner product in $H$ of (4.17) with $v_n$ and (4.18) with $u_n$, we have

$$i\beta_n \langle u_n, v_n \rangle_H - \|v_n\|_H^2 = o(1), \quad (4.21)$$

and

$$i\beta_n \langle v_n, u_n \rangle_H + \|u_n\|_V^2 + \int_\Omega a\nabla v_n \nabla \bar{u}_n dx + \int_{\Gamma_1} v_n \bar{u}_n d\Gamma = o(1). \quad (4.22)$$

Thus, summing (4.21) and (4.22) and taking the real part, using also (4.20), we deduce

$$\|u_n\|_V^2 \sim \|v_n\|_H^2. \quad (4.23)$$

Now, we want to prove that

$$\|u_n\|_V = o(1), \quad (4.24)$$

arriving in this way, by (4.23), to a contradiction with (4.15). From (4.20), by using the assumption (A1) and Poincaré inequality, we find

$$\int_{\Omega_\delta} |v_n|^2 dx = o(1). \quad (4.25)$$

Now we introduce a cut-off function $\eta \in C^1(\Omega)$ such that

$$\eta(x) = \begin{cases} 
1 & \text{if } x \in \Omega_{\delta-\epsilon}, \\
0 & \text{if } x \in \Omega_\delta, \\
\eta(x) \in [0,1] & \text{elsewhere}.
\end{cases} \quad (4.26)$$

Multiplying (4.18) by $\eta u_n$, we obtain, after integration by parts,

$$\int_{\Omega_\delta} \eta |u_n|^2 dx + \int_{\Omega_\delta} (i\beta_n v_n \eta \bar{u}_n + \bar{u}_n \nabla u_n \cdot \nabla \eta + a \nabla v_n \cdot \nabla (\eta \bar{u}_n)) dx = o(1), \quad (4.27)$$

where we have used the fact that

$$\int_{\Gamma_1} \left( \frac{\partial u_n}{\partial \nu} + a \frac{\partial v_n}{\partial \nu} \right) \eta \bar{u}_n d\Gamma = \int_{\Gamma_1} v_n \bar{u}_n d\Gamma = o(1). \quad (4.28)$$

Now, from (4.15) and (4.17), we deduce that $\|\beta_n u_n\|_H \leq \|v_n\|_H + \|f_n\|_V$ is uniformly bounded for $n \to \infty$. Then, from (4.20) and (4.25), we easily deduce

$$\int_{\Omega_\delta} |\nabla u_n|^2 dx = o(1). \quad (4.29)$$

Multiplying (4.18) by $i\beta_n a v_n$, and integrating by parts we have

$$\int_{\Omega} a |\beta_n v_n|^2 dx = \int_{\Omega} i\beta_n (\nabla u_n + a \nabla v_n) \nabla (a \bar{v}_n) dx$$

\[ - \int_{\Omega} i\beta_n \bar{v}_n g_n dx + i\beta_n \int_{\Gamma_1} \left( \frac{\partial u_n}{\partial \nu} + a \frac{\partial v_n}{\partial \nu} \right) a \bar{v}_n d\Gamma. \]
Since
\[ i\beta_n \int_{\Gamma_1} \left( \frac{\partial u_n}{\partial \nu} + a \frac{\partial v_n}{\partial \nu} \right) a v_n d\Gamma = i\beta_n \int_{\Gamma_1} |v_n|^2 d\Gamma \]
then
\[ \Re \left( i\beta_n \int_{\Gamma_1} \left( \frac{\partial u_n}{\partial \nu} + a \frac{\partial v_n}{\partial \nu} \right) a v_n d\Gamma \right) = 0. \]
Thus, arguing like Liu and Rao ([16], p. 427), we deduce
\[ \Re \left( i\beta_n \int_{\Gamma_1} \left( \frac{\partial u_n}{\partial \nu} + a \frac{\partial v_n}{\partial \nu} \right) a v_n d\Gamma \right) = 0. \]
and so, from (A2) and (4.15),
\[ \int_{\Omega} a|\beta_n v_n|^2 dx \leq c \|\Delta a\|_{\infty} \int_{\Omega} |v_n|^2 dx + o(1), \quad (4.30) \]
and so, from (A2) and (4.15),
\[ \int_{\Omega} a|\beta_n v_n|^2 dx \leq c \|\Delta a\|_{\infty} + o(1) \leq C, \quad (4.31) \]
for a suitable positive constant C.

Now observe that
\[ \text{div} \ ( \nabla u_n + a \nabla v_n ) \in L^2(\Omega), \]
and
\[ \text{div} \ ( \nabla u_n + a \nabla v_n ) \in L^2(\Omega) = \text{div} \ ( \nabla (u_n + av_n) - \nabla av_n ). \]
Then,
\[ \begin{cases} \Delta (u_n + av_n) \in L^2(\Omega), \\ u_n + av_n = 0 \text{ on } \Gamma_0, \end{cases} \]
which implies
\[ u_n + av_n \in H^2(\Omega \setminus W) \]
where W is any neighborhood of \( \Gamma_1 \). Let
\[ M_n = \nabla u_n + a \nabla v_n = \nabla u_n + o(1). \quad (4.32) \]
Then \( q \cdot M_n \in H^1(\Omega) \). Now, observe that by (4.18), taking the inner product with \( q \cdot M_n \), it results
\[ \Re \int_{\Omega} i\beta_n v_n q \cdot \tilde{M}_n dx - \Re \int_{\Omega} \text{div} \ M_n q \cdot \tilde{M}_n dx = o(1). \quad (4.33) \]
Further using Green’s formula, we have
\[ \int_{\Omega} \text{div} \ M_n q \cdot \tilde{M}_n dx = \int_{\partial \Omega} M_n \cdot \nu q \cdot \tilde{M}_n d\Gamma - \int_{\Omega} M_n \nabla (q \cdot \tilde{M}_n) dx \]
\[ = \int_{\Gamma_0} M_n \cdot \nu q \cdot M_n d\Gamma - \int_{\Omega} M_n \nabla (q \cdot M_n) dx. \quad (4.34) \]
From (4.34), using the definition (4.32) of \( M_n \) and the boundary condition \( u = 0 \) on \( \Gamma_0 \), we deduce
\[ -\int_{\Omega} \text{div} \ M_n q \cdot \tilde{M}_n dx = -\int_{\Gamma_0} q \cdot \nu |M_n \cdot \nu|^2 d\Gamma \]
\[ + \int_{\Omega} (M_{n,j} \partial_j q_k \tilde{M}_{n,k} + M_{n,j} q_k \partial_k \tilde{M}_{n,j}) dx \]
\[ = -\int_{\Gamma_0} q \cdot \nu |M_n \cdot \nu|^2 d\Gamma + \int_{\Omega} (M_{n,j} \partial_j q_k \tilde{M}_{n,k} + M_{n,j} q_k \partial_k \tilde{M}_{n,j}) dx \]
\[ \int_{\Omega} M_{n,j} q_k (\partial_j \tilde{M}_{n,k} - \partial_k \tilde{M}_{n,j}) dx. \quad (4.35) \]
Let us denote
\[ I = \int_\Omega M_{n,j} q_k \partial_k \tilde{M}_{n,j} dx. \] (4.36)

Integrating by parts,
\[ I = -\int_\Omega \partial_k ( M_{n,j} q_k ) \tilde{M}_{n,j} dx + \int_{\Gamma_0^\beta} q \cdot \nu |M_n|^2 d\Gamma \\
- \tilde{I} - \int_\Omega \text{div} q |M_n|^2 dx + \int_{\Gamma_0} q \cdot \nu |M_n|^2 d\Gamma. \] (4.37)

Then,
\[ \Re I = -\frac{1}{2} \int_\Omega \text{div} M_n q \cdot \tilde{M}_n dx + \int_{\Gamma_0} q \cdot \nu |M_n|^2 d\Gamma. \] (4.38)

Using (4.38) in (4.35), we obtain
\[ -\Re \int_\Omega \text{div} M_n q \cdot \tilde{M}_n dx = -\frac{1}{2} \int_{\Gamma_0} q \cdot \nu |M_n|^2 d\Gamma \\
+ \Re \int_\Omega ( M_{n,j} \partial_j q_k \tilde{M}_{n,k} - \frac{1}{2} \text{div} q |M_n|^2 ) dx \\
+ \Re \int_\Omega M_{n,j} q_k ( \partial_j \tilde{M}_{n,k} - \partial_k \tilde{M}_{n,j} ) dx. \] (4.39)

Note that
\[ \partial_j \tilde{M}_{n,k} - \partial_k \tilde{M}_{n,j} = \partial_j ( \partial_k u_n + a \partial_k v_n ) - \partial_k ( \partial_j u_n + a \partial_j v_n ) \\
= \partial_j a \partial_k v_n - \partial_k a \partial_j v_n. \]

Then,
\[ \Re \int_\Omega M_{n,j} q_k ( \partial_j \tilde{M}_{n,k} - \partial_k \tilde{M}_{n,j} ) dx = \Re \int_\Omega M_{n,j} q_k ( \partial_j a \partial_k \tilde{v}_n - \partial_k a \partial_j \tilde{v}_n ) dx \\
= \Re \int_\Omega ( M_n \cdot \nabla a q \cdot \nabla \tilde{v} - M_n \cdot \nabla \tilde{v} q \cdot \nabla a ) dx. \] (4.40)

Using (4.40) in (4.39), we have
\[ -\Re \int_\Omega \text{div} M_n q \cdot \tilde{M}_n dx = -\frac{1}{2} \int_{\Gamma_0} q \cdot \nu |M_n|^2 d\Gamma \\
+ \Re \int_\Omega ( M_{n,j} \partial_j q_k \tilde{M}_{n,k} - \frac{1}{2} \text{div} q |M_n|^2 ) dx \\
+ \Re \int_\Omega ( M_n \cdot \nabla a q \cdot \nabla \tilde{v} - M_n \cdot \nabla \tilde{v} q \cdot \nabla a ) dx. \] (4.41)

Now, observe that
\[ \Re \int_\Omega i \beta_n v_n q \cdot M_n dx = \Re \int_\Omega i \beta_n v_n q \cdot \nabla \tilde{u}_n dx + o(1) \\
= -\Re \int_\Omega v_n q \cdot \nabla ( \tilde{v}_n + \tilde{f}_n ) dx + o(1) = -\Re \int_\Omega v_n q \cdot \nabla \tilde{v}_n dx + o(1). \] (4.42)

We have
\[ \int_\Omega v_n q \cdot \nabla \tilde{v}_n dx = \int_\Omega ( -|v_n|^2 \text{div} q + q \cdot \nabla v_n \tilde{v}_n ) dx, \]
and then
\[ \Re \int_\Omega v_n q \cdot \nabla \tilde{v}_n dx = -\frac{1}{2} \int_\Omega |v_n|^2 \text{div} q dx. \] (4.43)
From (4.42) and (4.43), we have
\[ \Re \int_\Omega i \beta_n v_n q \cdot \bar{M}_n dx = \frac{1}{2} \int_\Omega |v_n|^2 \text{div } q dx + o(1). \] (4.44)

Now, let \( h \in C^0(\Omega) \). By multiplying (4.17) by \( h \bar{v}_n \) and (4.18) by \( h \bar{\bar{u}}_n \), we have
\[ \int_\Omega i \beta_n h u_n \bar{v}_n dx - \int_\Omega h |v_n|^2 dx = o(1), \] (4.45)
\[ \int_\Omega i \beta_n h v_n \bar{u}_n dx + \int_\Omega (\nabla u_n + a \nabla v_n) \cdot \nabla (h \bar{\bar{u}}_n) dx \]
\[ + \int_{\Gamma_1} v_n h \bar{\bar{u}}_n d\Gamma = o(1). \] (4.46)

Recalling (4.15), (4.20) and (4.27), we deduce from (4.46)
\[ \int_\Omega i \beta_n h v_n \bar{u}_n dx + \int_\Omega (h |\nabla u_n|^2 + \nabla u_n \cdot \nabla h \bar{\bar{u}}_n) dx = o(1). \] (4.47)

Taking the real part of the sum of (4.45) and (4.47) we have
\[ \int_\Omega h |\nabla u_n|^2 dx = \int_\Omega |v_n|^2 dx - \int_\Omega \bar{u}_n \nabla u_n \cdot \nabla h dx + o(1). \] (4.48)

Moreover, using (4.17),
\[ \int_\Omega \bar{u}_n \nabla u_n \cdot \nabla h dx = - \frac{i}{\beta_n} \int_\Omega (\bar{v}_n + \bar{f}_n) \nabla u_n \cdot \nabla h dx = o(1). \] (4.49)

From (4.48) and (4.49) we get
\[ \int_\Omega h |v_n|^2 dx = \int_\Omega h |\nabla u_n|^2 dx + o(1). \] (4.50)

Choosing \( h = \text{div } q \) in (4.50) and using it in (4.44), we deduce
\[ \Re \int_\Omega i \beta_n v_n q \cdot \bar{M}_n dx = \int_\Omega \frac{1}{2} \text{div } q |\nabla u_n|^2 dx + o(1). \] (4.51)

By using the definition (4.32) of \( M_n \), we can estimate the second integral in the right–hand side of (4.41) as
\[ \int_\Omega \left( M_{n,j} \partial_j q_k \bar{M}_{n,k} - \frac{1}{2} \text{div } q |M_n|^2 \right) dx \]
\[ = \int_\Omega \left( \partial_j u_n \partial_j q_k \partial_k \bar{u}_n - \frac{1}{2} \text{div } q |\nabla u_n|^2 \right) dx + o(1). \] (4.52)

From (Q3), (4.20) and the fact that \( M_n \) is bounded in \( L^2(\Omega) \), we can estimate the third integral in the right–hand side of (4.41) as
\[ \int_\Omega |M_n| |q \cdot \nabla \bar{v}_n| \nabla a - (q \cdot \nabla a) \nabla \bar{v}_n| dx \leq C \int_\Omega |M_n|^2 dx \int_\Omega |\nabla v_n|^2 dx = o(1). \] (4.53)

Coming back to (4.33), by substituting (4.41) (taking into account (4.52) and (4.53)) and (4.51) we deduce
\[ \int_\Omega \partial_j q_k \partial_j u_n \partial_k \bar{u}_n dx - \frac{1}{2} \int_{\Gamma_0} q \cdot \nu |M_n \cdot \nu|^2 d\Gamma = o(1), \] (4.54)
and so, recalling (Q3) and (4.28)
\[ C \int_{\Omega_\beta} |\nabla u_n|^2 dx - \frac{1}{2} \int_{\Gamma_0} q \cdot \nu |M_n \cdot \nu|^2 d\Gamma = o(1), \]
for some $C > 0$. By the assumption (Q4) we then get

$$\int_{\Omega_2} |\nabla u_n|^2 \, dx = o(1).$$

This property and (4.28) lead to (4.24). Hence the contradiction by (4.23).

In summary we have obtained the next stability result.

**Theorem 4.5.** Under the assumptions (H), (A1), (A2), (Q1) – (Q4), if condition (1.6) is satisfied, then $A_0$ generates a $C_0$-semigroup of contraction $(T_0(t))_{t \geq 0}$ that is exponentially stable, namely there exist two constants $M_0 > 0$ and $\omega_0 > 0$, such that for all $U_0 \in H_0$ we have

$$\|T_0(t)U_0\|_{H_0} \leq M_0 e^{-\omega_0 t}\|U_0\|_{H_0}, \forall t \geq 0.$$
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