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Abstract

Pseudo-labels are confident predictions made on unlabeled target data by a classifier trained on labeled source data. They are widely used for adapting a model to unlabeled data, e.g., in a semi-supervised learning setting.

Our key insight is that pseudo-labels are naturally imbalanced due to intrinsic data similarity, even when a model is trained on balanced source data and evaluated on balanced target data. If we address this previously unknown imbalanced classification problem arising from pseudo-labels instead of ground-truth training labels, we could remove model biases towards false majorities created by pseudo-labels.

We propose a novel and effective debiased learning method with pseudo-labels, based on counterfactual reasoning and adaptive margins: The former removes the classifier response bias, whereas the latter adjusts the margin of each class according to the imbalance of pseudo-labels. Validated by extensive experimentation, our simple debiased learning delivers significant accuracy gains over the state-of-the-art on ImageNet-1K: 26% for semi-supervised learning with 0.2% annotations and 9% for zero-shot learning. Our code is available at: https://github.com/frank-xwang/debiased-pseudo-labeling.

1. Introduction

Real-world observations, as well as non-curated datasets, are naturally long-tail distributed \[18, 56\]. Imbalanced classification \[10, 24, 59\] tackles such data biases to prevent models from being dominated by head-class instances. Developing visual recognition systems capable of countering biases also has significant social impacts \[34\].

While existing methods focus on debiasing from imbalanced ground-truth labels collected by human annotators, we discover that pseudo-labels produced by machine learning models are naturally imbalanced, creating another source for widespread biased learning!

Pseudo-labels are highly confident predictions made by an existing (teacher) model on unlabeled data, which then become part of the training data for supervising the (student) model adaptation to unlabeled data (Fig. 1a). When the student model is the teacher model itself, the learning process is also known as self-training \[4, 5, 29, 53, 65\]. Pseudo-labeling is widely used in semi-supervised learning (SSL) \[32, 53\], domain adaptation \[25, 37\], and transfer learning \[1\].

We examine pseudo-label distributions in two common tasks. 1) In zero-shot transfer learning (ZSL) where the source and target domains are different, a pretrained CLIP model \[45\] produces highly imbalanced predictions on the curated and balanced ImageNet-1K dataset, although the training set of CLIP is approximately balanced (Fig. 1c). More than 3500 instances are predicted as class 0, 3 times the actual number of samples in class 0.

2) In semi-supervised learning where the source and target domains are the same, FixMatch \[53\] trained on labeled CIFAR10 images generates highly biased pseudo-labels on unlabeled images, although both the labeled and unlabeled sets are balanced (Fig. 1b).

That is, pseudo-labels created by machines are naturally imbalanced, just like ground-truth labels created by humans. If we address this previously unknown imbalanced classification problem arising from pseudo-labels instead of ground-truth training labels, we could improve model learning based...
on pseudo-labels and remove the model bias towards false majorities created by pseudo-labels.

We propose a novel and effective debiased learning method with pseudo-labels, without any knowledge about the distribution of actual classification margins that are readily available to debiased learning with ground-truth labels [22, 33, 57]. It consists of an adaptive debiasing module and an adaptive marginal loss. The former dynamically removes the classifier response bias through counterfactual reasoning, whereas the latter dynamically adjusts the margin of each class according to the imbalance of pseudo-labels.

Validated by our extensive experiments, our simple debiased learning not only improves the state-of-the-art on ImageNet-1K by 26% for SSL with 0.2% annotations and 9% for ZSL, but is also a universal add-on to various pseudo-labeling methods with more robustness to domain shift. The imbalanced pseudo-labeling issue is even more severe when the unlabeled raw data is naturally imbalanced, and the model tends to mislabel tail-class samples as head-class. By applying debiased learning, we improve SSL performance under long-tailed settings by a large margin.

Our work makes four major contributions. 1) We systematically investigate and discover that pseudo-labels are naturally imbalanced and create biased learning. 2) We propose a simple debiased learning method with pseudo-labeled instances, requiring no knowledge of their actual classification margins. 3) We improve the ZSL/SSL state-of-the-art by a large margin and demonstrate that our debiasing is a universal add-on to various pseudo-labeling models. 4) We establish a new effective ZSL/SSL pipeline for applying vision-and-language pre-trained models such as CLIP.

2. Related Work

Semi-Supervised Learning integrates unlabeled data into training a model given limited labeled data. There are four lines of approaches. 1) Consistency-based regularization methods impose classification invariance loss on unlabeled data upon perturbations [36, 51, 55, 64]. 2) Pseudo-labeling expands model training data from labeled data to additional unlabeled but confidently pseudo-labeled data [4, 5, 29, 31, 53, 65]. 3) Transfer learning trains the model first on large unlabeled data through self-supervised representation learning, e.g., contrastive learning, and then on small labeled data through supervised classifier learning [2, 13]. 4) Data-centric SSL assumes that labeled data are not given but can be optimally selected among unlabeled data for labeling [60]. Focusing on this practical issue of labeled data selection turns out to bring substantial gains for SSL.

CReST [62] improves existing SSL methods on class-imbalanced data by leveraging a class-rebalanced sampler, which samples more frequently for the minority class according to the labeled data distribution. CReST does not work when the labeled data is balanced. In contrast, our approach does not assume any prior distribution for the labeled set.

Although previous literature has achieved tremendous success in SSL, the implicitly biased pseudo-labeling issue in SSL is previously unknown and has not been thoroughly analyzed, which, however, has a great impact on the learning efficiency. The focus of this work is on proposing a simple yet effective debiasing module to eliminate this critical issue. Zero-shot Classification refers to the problem setting where a zero-shot model classifies images from novel classes into correct categories that the model has not seen during training [44, 47, 58]. Several strategies have been considered from various sets of viewpoints: 1) hand-engineered attributes [15, 27]; 2) pretrained embeddings that incorporate prior knowledge in form of semantic descriptions of classes [16, 52]; 3) modeling relations between seen and unseen classes with knowledge graphs [23, 38]; 4) learning generic visual concepts with vision-language models, allowing zero-shot transfer of the model to a variety of downstream classification tasks [8, 45].

Long-Tailed Recognition (LTR) aims to learn accurate “few-shot” models for classes with a few instances, without sacrificing the performance on “many-shot” classes, for which many instances are available. 1) re-balancing/re-weighting method $\tau$-norm [24] tackles LTR problem by giving more importance to tail classes; 2) margin-based method LDAM [10] proposes a label-distribution-aware margin loss to improve the generalization of minority classes by encouraging larger margins for tail classes; 3) post-hoc adjustment approach modifies a trained model’s predictions according to the prior knowledge of class distribution, such as LA [35], or pursues the direct causal effect by removing the paradoxical effects of the momentum, such as Causal Norm [54]; 4) ensemble-based approach RIDE [59] optimizes multiple diversified experts and a dynamic expert routing module to reduce model bias and variance on long-tailed data.

In stark contrast to previous works on LTR which either requires the prior knowledge of class distribution or are applied post-hoc to a trained model, the proposed debias module does not require any prior knowledge and focuses on the biased pseudo-labels issue which is previously unknown.

3. Pseudo-Labels are Naturally Imbalanced

In contrast to previous work that concentrated on biases caused by trained on imbalanced data, our focus is on pseudo-label biases, even when trained on balanced data. In this section, we provide an analysis of this previously unknown issue hidden behind the tremendous success of FixMatch [53] on SSL and CLIP [45] on ZSL, both of which require the use of “pseudo-labeling” to transfer knowledge learned in source data to target data.

We first describe the backgrounds for pseudo-labeling approaches and then analyze their bias issue. We attribute the cause of bias to the inter-class correlation problem.
3.1. Background

**FixMatch for semi-supervised learning.** The core technique of FixMatch [53] is pseudo-labeling [29]. It selects unlabeled samples with high confidence as training targets.

Suppose we have a labeled dataset \( X_L = \{(x_i, y_i)\}_{i=1}^L \) with \( L \) labeled instances, and an unlabeled dataset \( X_U = \{(x_i)\}_{i=L+1}^{L+U} \) with \( U \) instances. \( x_i \) is the input instance and \( y_i = [y_i^1, ..., y_i^C] \subseteq \{0, 1\}^C \) is a discrete annotated target with \( C \) classes. \( X_L \) and \( X_U \) share the same semantic labels. The optimization objective consists of two terms: \( L = \mathcal{L}_s + \lambda_u \mathcal{L}_u \), i.e., the supervised loss \( \mathcal{L}_s \) applied to labeled data and an unsupervised loss \( \mathcal{L}_u \) applied to unlabeled data, and \( \lambda_u \) is a scalar hyperparameter.

The supervised loss \( \mathcal{L}_s \) is the cross-entropy between the model predictions and the ground truth: \( \mathcal{L}_s = \frac{1}{B} \sum_{i=1}^{B} H(y_i, p(\alpha(x_i))) \), where \( \alpha \) is the weak augmentation, and \( B \) is the batch size. The pseudo-labels \( y_i \) for unlabeled instances are generated from the weakly-augmented unlabeled samples, which are used to supervise the model prediction of the strongly-augmented samples. Instances whose largest probability fall under a confidence threshold \( \tau \) are regarded as unreliable samples and discarded. Formally, the unsupervised loss \( \mathcal{L}_u \) can be formulated as:

\[
\mathcal{L}_u = \frac{1}{\mu B} \sum_{i=1}^{\mu B} \mathbb{1}[\text{max}(p(\alpha(x_i))) \geq \tau] \cdot H(y_i, p(\beta(x_i)))
\]  

where \( \beta \) is a strong augmentation [14], and \( \mu \) determines the ratio of labeled and unlabeled samples in the minibatch.

**CLIP for zero-shot learning.** CLIP [45] is an efficient and scalable way to learn image representations from scratch on a dataset of 400M image-text pairs, which is manually curated to be approximately query-balanced. At pre-training time, an image encoder and a text encoder are optimized by maximizing (minimizing) the similarity between paired (unpaired) captions and visual images.

For producing pseudo-labels of unlabeled data, natural language prompting is used to enable zero-shot transfer to target datasets: CLIP uses the names or descriptions of the target dataset’s classes as the set of potential text pairings (e.g. “a photo of a dog”) and predicts the most probable class according to the cosine similarity of image-text pairs. Specifically, the feature embedding of the image and the feature embedding of the set of possible texts are first computed by their respective encoders. The cosine similarity of these embeddings is then evaluated, and normalized into a probability distribution via a softmax function.

3.2. Biases in Semi-supervised Learning

Fig. 2 visualizes the FixMatch probability distributions averaged on all unlabeled data at various training epochs. Surprisingly, even when labeled and unlabeled data are both curated (class-balanced), the pseudo-labels are still highly class-imbalanced, most notably at the early training stage. As the training progresses, this situation persists.

A student model will inherit the implicitly imbalanced pseudo-labels and, in turn, reinforces the teacher model’s biases. Once confusing samples are wrongly pseudo-labeled, the mistake is almost impossible to be self-corrected. On the contrary, it may even mislead the model and further amplify existing bias to produce more wrong predictions. Without intervention, the model will get trapped in irreparable biases.

On the contrary, as in Fig. 2, although DebiasPL is also
3.3. Biases in Zero-Shot Learning

CLIP actually generates highly biased predictions on ImageNet, which is hidden behind CLIP’s tremendous success in terms of overall zero-shot prediction accuracy.

Except for the imbalance problem, the precision and recall of many high-frequency classes are much lower than many medium-/few-shot classes, as illustrated in Fig. 3. Thresholding the CLIP predictions based on the confidence score may help. However, simply setting a higher confidence score threshold could lead to even more imbalanced distributions (more details in appendix). There is a trade-off between imbalance ratio and precision/recall.

Highly biased zero-shot predictions are not unique to ImageNet. They are widely present on many benchmarks, such as EuroSAT [20], MNIST [28], CIFAR10 [26], CIFAR100 [26], and Food101 [7], as shown in Fig. 4.

3.4. Inter-Class Correlations

To delve into the causes of biased pseudo-labels, we provide an analysis of inter-class correlations. For CLIP, we first compute one image centroid per class by taking the mean of the normalized image features, extracted by the image encoder of a pre-trained CLIP model, that belong to this class.

The cosine similarity between the image centroid of classes with top-10/least-10 prediction frequency and their closest “confusing” classes are visualized. The prediction confusions indicate image similarities at the class level. Fig. 5 shows that the low-frequency classes of ImageNet, with the least-10 number of CLIP predictions per class, usually have strong inter-class confusions.

Fig. 6a shows the confusion matrix of FixMatch’s pseudo-labels. It is observed that many instances in some categories tend to be misclassified into one or two specific negative classes; for instance, “ship” is often misclassified as “plane”.

Based on our analysis of the inter-class correlations, we believe that the blame for the pseudo-label bias can be largely attributed to inter-class confounding, which the proposed DebiasPL can successfully address as in Fig. 6b. DebiasPL will be introduced in the next section.

4. Debiased Pseudo-Labeling

This section introduces Debiased Pseudo-Labeling (DebiasPL) and methods to integrate it into ZSL and SSL tasks. It is worth noting that the proposed simple yet effective approach is universally applicable to various networks and benchmarks, not limited to the ones introduced here.

4.1. Adaptive Debiasing

Our DebiasPL approach aims at dynamically alleviating biased pseudo labels’ influence on a student model without leveraging any prior knowledge on marginal class distribution, even when exposed to source and target data that follow different distributions. An adaptive debiasing module with counterfactual reasoning and an adaptive marginal loss is proposed to fulfill this goal, described next.

Adaptive Debias w/ Counterfactual Reasoning. Causal Inference is the undertaking of deriving counterfactual conclusions using only factual premises, in which causal graphical models represent the interventions among the variables [17,40,42,48,49]. It has been widely studied and applied in various tasks to remove selection bias which is pervasive in almost all empirical studies [3], eliminating the confounding effect using causal intervention [67], disentangling the desired direct effects with counterfactual reasoning [6], etc.
Motivated by this, to dynamically mitigate impacts of unwanted bias (counterfactual), we incorporate causality of producing debiased predictions through counterfactual reasoning [21, 40–43].

Given the proposed causal graph in Fig. 8, we can delineate our goal for generating debiased predictions: the pursuit of the direct causal effect along $A_i \rightarrow Y_i$, defined as Controlled Direct Effect (CDE) [17, 42, 43, 46, 54]:

$$\text{CDE}(Y_i) = [Y_i|\text{do}(A_i), \text{do}(D)] - [Y_i|\text{do}(\bar{A}), \text{do}(D)]$$ (2)

i.e. the contrast between the counterfactual outcome if the individual were exposed at $A = A_i$ (with $\text{do}(A_i)$ notation) and the counterfactual outcome if the same individual were exposed at $A = \bar{A} = \{A_1, ..., A_n\}$, with the mediator set to a fixed level $D$. CDE [17, 42] disentangles the model bias in a counterfactual world, where the model bias is considered as the $Y$’s indirect effect when $A = \bar{A}$ but $D$ retains the value when $A = A_i$.

However, measuring the counterfactual outcome via visiting all training samples is significantly computational expensive. We use Approximated Controlled Direct Effect (ACDE) instead. ACDE assumes that the model bias is not drastically changed, therefore, the momentum-updated counterfactual outcomes (Eqn. 4) can be served as an approximation to the actual $[Y_i|\text{do}(A), \text{do}(D)]$. The debiased logits with counterfactual reasoning, which is later used to perform pseudo-labeling (i.e., replace $p(\alpha(x_i))$ in Eqn. 1), can be formulated:

$$\hat{f}_i = f(\alpha(x_i)) - \lambda \log \hat{p}$$ (3)

$$\hat{p} \leftarrow m\hat{p} + (1 - m) \frac{1}{\mu B} \sum_{k=1}^{\mu B} p_k$$ (4)

$m \in [0, 1]$ is a momentum coefficient, $f(\alpha(\cdot))$ refers to logits of weakly-augmented unlabeled instance, $p_k$ is the probability distribution for instance $\alpha(x_k)$ obtained via a softmax function. $\lambda$ denotes the debias factor, which controls the strength of the indirect effect. If the debias factor is too strong, it is hard for a model to fit on the data, while too small a factor can barely eliminate the biases and, ultimately, impairs the generalization ability. Since the scale of logits is unstable, most notably at the early training stage, we use the probability distribution $p_k$ rather than directly using the logit vector in the second term of Eqn. 3. A log function is applied to rescale $\hat{p}$ to match the magnitude of logit.

Eqn. 3 can be associated with re-weighting and logits adjustment methods in long-tailed recognition, whereas ours is dynamically adaptive.

**Adaptive Marginal Loss**. As aforementioned in Sec. 3, the biases in pseudo-labels may be partially caused by inter-class confusion. Motivated by this, we apply adaptive margin loss to demand a larger margin between hardly biased and highly biased classes, so that scores for dominant classes, towards which the model highly biased, do not overwhelm the other categories. In addition, by enforcing a dynamic class-specific margin, inter-class confusion can be greatly counteracted, which is further empirically evidenced in Fig. 6. $\mathcal{L}_{\text{AML}}$ can be formulated as:

$$\mathcal{L}_{\text{AML}} = -\log \frac{e^{(z_i - \Delta_j)}}{e^{(z_i - \Delta_j)} + \sum_{k \neq \hat{y}_i} e^{(z_k - \Delta_k)}}$$ (5)

where $\Delta_j = \lambda \log(\frac{1}{\hat{p}_j})$ for $j \in \{1, ..., C\}$, $z = f(\beta(x_i))$. We use $\mathcal{L}_{\text{AML}}$ to replaced $H(\hat{y}_i, f(\beta(x_i)))$ in Eqn. 1. We then get the final unsupervised loss by updating Eqn. 1 with Eqn. 3 and Eqn. 5.

(Optional) All unlabeled instances with low probabilities do not contribute to the final loss. We find it beneficial to apply cross-level instance-group discrimination loss CLD [61] to unlabeled instances to leverage their information fully.

**4.2. Distinctions and Connections with Alternatives**

Please refer to Sec. 2 for an introduction to LA, LDAM, and Causal Norm. Another often adopted method in SSL distribution alignment (DA) [4] is also compared. It aims to encourage the actual marginal distribution of the model’s predictions to match the actual marginal class distribution.

Please refer to Tab. 1 to check the distinctions and connections with these alternatives handling distribution mismatch and long-tailed recognition in key properties, and Tab. 2 and Tab. 3 to compare experimental results.

The use of a momentum updated $\hat{p}$ for debiasing pseudo-labels with counterfactual reasoning and applying adaptive marginal loss is crucial to the success of DebiasPL, which also enables our training objective does not necessarily need to use the true marginal class distribution as prior knowledge. Furthermore, since more training samples per class...
Table 1. Our method is the only one with all these desired properties. Comparisons with previous works concentrating on resolving training data distribution issues, including LA [35], LDAM [10], DA [4], Causal Norm [54] and our DebiasPL, in key properties. Desired (undesired) properties are in green (red).

| Desired Properties                        | LA or LDAM | Causal Norm | DA | Ours |
|-------------------------------------------|------------|-------------|----|------|
| Improve representation learning at training time | ✓          | ✗           | ✓  | ✓    |
| No prior knowledge on true marginal class distribution | ✗          | ✓           | ✗  | ✓    |
| Adaptive as the training progresses       | ✗          | ✓           | ✓  | ✓    |
| Applicable to both imbalanced and balanced data | ✗          | ✓           | ✓  | ✓    |
| Source and target data can come from varying distributions | ✗          | ✓           | ✓  | ✓    |

**do not** necessarily lead to a higher model bias against it, dynamically adjusting the margin rather than measuring margins based on the number of samples per class as in LA and LDAM could better respect the degree of bias against each class. The number of samples alone can not determine the degree of bias. Also, unlike previous works, e.g., LA/LDAM and Causal Norm, that use fixed margins or adjustments, we argue that the degree of bias of each class should never be a fixed value, but is in a process of dynamic change. The cause of bias cannot be attributed to the data alone, but the cause of the interaction between model and data.

For DA, the biggest issue is that it is limited to scenarios where either true marginal class distribution is available, or source and target data are collected from the same distribution, which is too ideal in the real world.

Experiments on several benchmarks are made to show the validity and feasibility of DebiasPL. For imbalanced data, Tab. 1 shows that integrating LA [35] into FixMatch lags far behind FixMatch w/ DebiasPL. For balanced data, since the adjustment or re-weighting vector is calculated based on the true class distribution, most existing long-tailed methods that rely on true marginal class distribution are no longer applicable without major changes (balanced class distribution leads to identical treatment for all classes).

### 4.3. DebiasPL for T-ZSL and SSL

**For semi-supervised learning**, the proposed DebiasPL can be integrated into FixMatch, as in Fig. 7, by adopting the adaptive debiasing module and adaptive marginal loss. To further boost the performance of SSL and exploit the power of the vision-language pre-trained model, during the training time, we can also integrate CLIP into FixMatch/DebiasPL by pseudo-labeling the discarded unlabeled instances with CLIP. Because the instances CLIP are not confident on may be noisy, only these unlabeled instances with a CLIP confidence score greater than $\tau_{\text{clip}}$ are pseudo-labeled by CLIP. We could get CLIP’s predictions on all training data and store it in a dictionary without re-predicting per iteration. Therefore, the computational overheads introduced by using the CLIP model are negligible. We only leverage CLIP in large-scale datasets since using CLIP on low-resolution datasets like CIFAR10 can only observe marginal gains, partly due to the lack of scale-based data augmentation in CLIP [45].

**For transductive zero-shot learning**, to better exploit knowledge learned from the vision-language pre-trained model and alleviate the domain shift problem when transferring the knowledge to downstream ZSL tasks, a new framework to conduct transductive zero-shot learning (T-ZSL) based on FixMatch and CLIP is developed.

Specifically, we again make use of the *pseudo-labeling* idea by leveraging the one-hot labels (i.e., the arg max of the model’s output) and retaining pseudo labels whose largest class probability fall above a confidence threshold $\tau_{\text{clip}}$ (= 0.95 by default). These instances, along with their pseudo labels, are considered “labeled data” in SSL.

After this, we could follow the original FixMatch pipeline to optimize “labeled” and “unlabeled” data jointly. To make a fair comparison with previous works and simplify the overall system, all other training recipes and settings are consistent with the original FixMatch + EMAN settings, including the model initialization part. The diagram is in the appendix.

Because CLIP is highly biased, the vanilla FixMatch + CLIP framework under-performs the original CLIP zero-shot learning, confirming our earlier hypothesis that learning from a biased model may further amplify existing bias and produce more wrong predictions. Therefore, we update the unsupervised loss $L_u$ with our Adaptive Marginal Loss for alleviating the inter-class confusion and Adaptive Debias for producing debiased pseudo-labels as in Sec. 4.1.

### 5. Experiment

In this section, we conduct empirical experiments to show that DebiasPL: 1) delivers state-of-the-art results on both semi-supervised and zero-shot learning benchmarks; 2) works as a universal add-on and brings consistent performance gains to various methods; 3) exhibits stronger robustness to domain shifts; 4) is capable of improving performance on long-tailed, balanced and even hybrid data.

#### 5.1. Semi-supervised Learning

**Dataset.** We perform comprehensive evaluations of DebiasPL on multiple SSL benchmarks, including CIFAR10 [26], long-tailed CIFAR10 (CIFAR10-LT) [26], and ImageNet-1K [50], with varying amounts of labeled data. For the balanced benchmarks, the performance almost saturates when using more than 2% labeled data. We put our focus on the extremely low-shot settings, i.e., 0.08%/0.16%/2% on CIFAR10 and 1%/0.2% on ImageNet-1K. For imbalanced
we reduce the total optimization iterations by half.

Table 2. Without any prior knowledge of the marginal class distribution of unlabeled/labeled data, the performance of DebiasPL on both CIFAR and CIFAR-LT SSL benchmarks surpasses previous SOTAs, which are either designed for balanced data or meticulously tuned for long-tailed data. DebiasPL is agnostic to source/target data distribution of-the-art methods, which are either designed for balanced data or meticulously tuned for long-tailed data. DibasMatch is experimented with the same set of hyper-parameters across all benchmarks. § states the best-reported results of counterpart methods, copied from [31], [53] or [62]. γ: imbalance ratio. We report results averaged on 5 different folds.

Table 3. DebiasPL delivers state-of-the-arts results on ImageNet-1K semi-supervised learning with various fractions of labeling samples, especially for extremely low-shot settings. All results are produced with a backbone of ResNet-50. †: unsupervised pre-trained for 800 epochs, except for PAWS [2], which is pre-trained for 300 epochs with pseudo-labels generated non-parametrically. ∗: reproduced.

For experiments on ImageNet-1K, we use ResNet50 as the backbone network and follow the training recipes introduced in FixMatch w/ EMAN [9], which is also the default baseline of all experiments on ImageNet-1K. The model is initialized with MoCo v2 + EMAN as in [9]. For the setting with multiple views, we perform two strong augmentations and two weak augmentations on each unlabeled sample. Each strongly-augmented instance is paired with one weakly-augmented instance, and we jointly optimize the two pairs via pseudo-labeling as in the original setting of Fig. 7. Multi-views could increase the convergence speed and stabilize the training process.

DebiasPL is simple yet effective. Tab. 2 and Tab. 3 show that DebiasPL delivers state-of-the-art performance on all experimented benchmarks, outperforming current approaches by a large margin. Without using CLIP, DebiasPL can outperform CoMatch on CIFAR, and is comparable to CoMatch on ImageNet-1K. DebiasPL wins on its merit of simplicity. Leveraging the power of CLIP could significantly improve the performance of DebiasPL, surpassing CoMatch by about 2% on ImageNet-1K SSL.

DebiasPL is agnostic to source/target data distribution. Tab. 2 shows that, for both CIFAR and long-tailed CIFAR SSL benchmarks, using a unified framework and the same set of hyper-parameters, DebiasPL can surpass previous state-of-the-art methods, which are either designed for balanced...
Table 4. DebiasPL consistently improves the performance of SSL when the unlabeled data is either the same as labeled data, i.e., long-tailed distributed, or different with labeled data, i.e., balanced distributed across semantics. We report results averaged on 5 folds.

| Method               | Labeled: LT; 10% labeled, γ = 200 | Unlabeled: LT | Unlabeled: Balanced          |
|----------------------|-----------------------------------|----------------|-----------------------------|
| FixMatch [53]        | 62.3 ± 1.6                        | 72.1 ± 2.3     | 83.5 ± 2.4 (+11.4)          |
| DebiasPL              | 71.4 ± 2.0 (+9.1)                 | 85.7 ± 2.4 (+8.7) |

Table 5. DebiasPL is a universal add-on. Top-1 accuracies of various SSL methods on CIFAR10, averaged on 5 folds, are compared. 4 instances per class are labeled.

| Method      | #param | Accuracy (%) | 
|-------------|--------|--------------|
| Baseline    |        |              |
| + DebiasPL  |        |              |
| FixMatch    |        |              |
| MixMatch    |        |              |
| UDA         |        |              |

Table 6. DebiasPL delivers state-of-the-art results of zero-shot learning on ImageNet-1K, outperforming CLIP with bigger models or fine-tuned with labels. †: CoOp and CLIP (few-shot) are fine-tuned with about 1.5% annotated data.

In this paper, we conduct research on the previously unknown biased pseudo-labeling issue. A simple yet effective method DebiasPL is proposed to dynamically alleviate biased pseudo-labels’ influence on a student model, without leveraging any prior knowledge of true data distribution. As a universal add-on, DebiasPL delivers significantly better performance than previous state-of-the-arts on both semi-supervised learning and transductive zero-shot learning tasks and exhibits stronger robustness to domain shifts.
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