The Estimation Life Cycle of Lithium-Ion Battery Based on Deep Learning Network and Genetic Algorithm
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Abstract: This study uses deep learning to model the discharge characteristic curve of the lithium-ion battery. The battery measurement instrument was used to charge and discharge the battery to establish the discharge characteristic curve. The parameter method tries to find the discharge characteristic curve and was improved by MLP (multilayer perceptron), RNN (recurrent neural network), LSTM (long short-term memory), and GRU (gated recurrent unit). The results obtained by these methods were graphs. We used genetic algorithm (GA) to obtain the parameters of the discharge characteristic curve equation.
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1. Introduction

Energy demand is increasing, from power generation to today’s nuclear power generation. In recent years, environmental protection issues have gradually risen and environmental pollution caused by power generation has become a threshold that must not be crossed by technological development [1].

To achieve convenience, countless devices have been invented, which use electrical energy as the main source. People have invented, improved, and simplified these devices. Portable electronic products can integrate various high-tech features. Modern high-tech products can be seen everywhere such as notebook computers, mobile phones, navigation devices, smart-watches, tablet computers, etc. To realize these elements, the battery is an indispensable component [2].

In recent years, different energy storage equipment has been developed but some challenges remain. These challenges include the reduction in the cost of energy storage equipment and its size, extended lifespan and improved performance, and the system for measuring the remaining battery power. Each discharge characteristic curve is different for different manufacturers. It is very important to establish a battery discharge characteristic module. To build a battery model, we need to understand the health of the battery, the discharge current, and the battery capacity. Then, the life of the battery can be predicted.
As it is difficult to build a battery model, the voltage is measured at different time points with different current levels. To reduce time and cost, deep learning was used to solve the problem. We used different deep learning algorithms to train our model and to find the most similar characteristic curve.

The discharge characteristic curve of the lithium-ion battery has been modeled by several methods [3–5] including the discharge test [6], ampere hour counting [4], open circuit voltage [4], linear modeling [7], physical properties of the electrolyte [4], internal resistance [4], impedance spectroscopy [8], Kalman filter [9], and artificial intelligence [10,11]. The methods of the discharge test, ampere hour counting, open circuit voltage, impedance spectroscopy, Kalman filter, and artificial intelligence are suitable for all battery modeling, which have the advantages of online and easy to accurate, but have the drawbacks of adjusting the battery state, needing regular re-calibration points, low dynamics, cost intensive, the problem of determining initial parameters, and needing the training data, respectively. The method of linear modeling, the physical properties of the electrolyte and the internal resistance are usually in the application of lead, Ni/Cd, and Zn/Br batteries, which are not suitable for lithium-ion batteries [4].

The goal of our study was to predict the different model battery life based on the optimization algorithm and deep learning method. We adopted the optimization algorithm to find different battery charge and discharge regression parameters and used recurrent a deep neural network to predict the real discharge battery lifetime. Another objective is our hope that these studies can help in the prediction of electric vehicle batteries.

This paper used different deep learning methods to study the discharge behavior of the battery to establish a discharge model and to understand the characteristics of the battery discharge. The measured discharge characteristic curve value was input into multilayer perceptron, recurrent neural network, long short-term memory, gated recurrent unit, and genetic algorithm, which are five different algorithms for training. The parameter values obtained were then compared with the characteristic values of the originally measured discharge curve.

The rest of this article is organized as follows. Section 1 describes our study motivation and Section 2 introduces the related works about battery life prediction. Section 3 contributes to our proposed method. The experimental section excludes our different battery model. Finally, we conclude our results in the last section.

2. Related Works

In recent years, the use of artificial intelligence has greatly increased in the application of modeling the discharge of lithium-ion batteries [4,5,11]. Artificial intelligence is realized among the methods of machine learning and deep learning. Deep learning is a training method of machine learning and is the main mode of operation of artificial intelligence today. In this era of automation, the application of deep learning can be seen everywhere [12].

Since the 1980s, the reduction in computer hardware costs and the advancement of storage equipment has helped machine learning to flourish. It has evolved from a single-layer network to the current multi-layer network [13].

Deep learning is used for image recognition in self-driving cars. For artificial intelligence, the real challenge lies in how to solve the problem intuitively for humans. The image recognition based on deep learning can be retrieved as efficient features by convolution operators because some features are difficult for humans to extract. Deep learning has evolved and has been improved and simplified. There are many algorithms and models for everyone to apply because different algorithms or models have different characteristics, training methods, performance, and efficiency.

2.1. MLP (Multilayer Perceptron)

Multi-layer perceptron is a supervised learning algorithm. The multi-layer architecture deals with nonlinear problems. MLP is roughly divided into three levels: input layer,
hidden layer, and output layer. Each neuron is fully connected, and each connected neuron has weights that are used to calculate whether the input data has the information we need [14–16].

2.2. RNN (Recurrent Neural Network)

The recurrent neural network was invented by David Rumelhart in 1986 [17]. It is roughly divided into three levels: input layer, state layer, and output layer. The state layer can also be regarded as a hidden layer, but the difference from MLP is that the state layer of RNN will have one more output value of the previous layer as input. Therefore, RNN is a kind of neural network with short-term memory [11,16,18,19].

RNN is a kind of neural network that is good at dealing with sequence problems. It specializes in dealing with related topics such as weather observation, stock trading, video data, and other temporal data. RNN emphasizes a concept: if a specific message appears multiple times in a sequence, then the matter of sharing information will become extremely important.

RNN has a vanishing gradient problem. When the program is performed longer, the earlier data will become less important. This results in the incomplete calculation of the weights and the entire program cannot be carried out. It is impossible to remember what happened a long time ago. This problem was solved by Sepp Hochreiter and Jürgen Schmidhuber, who invented LSTM to improve the vanishing gradient problem.

2.3. LSTM (Long Short-Term Memory)

LSTM is a special RNN model proposed by Sepp Hochreiter and Jürgen Schmidhuber in 1997 to improve the vanishing gradient problem [20]. Compared to RNN, LSTM is complicated. This algorithm introduces three gates to control memory, namely input gate, forget gate, and output gate. It gives the machine an ability to select information [21–24]. Here, we must mention three types of activation functions commonly used in deep learning. The commonly used activation functions in deep learning are the sigmoid function, tanh function, and rectified linear unit (ReLU). Sigmoid function is monotonous, continuous, and easy to solve [25]. The disadvantage of this function is that it can cause the vanishing gradient problem in the saturated regions at both ends. The advantages of the tanh function are similar to the sigmoid function, but the slope of the tanh function is larger, and the convergence and training speed will be faster [26]. The training range is from $-1.0$ to $1.0$, so a more approximate value can be found. The disadvantage is the same as that of the sigmoid function (i.e., a vanishing gradient problem). The activation function rectified linear unit (ReLU) has no vanishing gradient problem and no complicated exponential calculations [27] with a fast convergence rate. The disadvantage of ReLU is that when the input is less than zero, it will not be able to update the data for the next calculation.

2.4. GRU (Gated Recurrent Unit)

The gated recurrent unit is a type of recurrent neural network. It was invented by Junyoung Chung et al. in 2014 [28]. Like LSTM, it is designed to solve the vanishing gradient problem. The biggest difference is that this algorithm combines the forget gate and the input gate and replaces it with an update gate. Because of this, the GRU required calculation time and the required resources are greatly reduced [29–32].

The following table shows the three model (RNN, LSTM, and GRU) equations, separately. The below table shows the RNN, LSTM, and GRU equations.
Recurrent Neural Network Equation

The output of RNN:
\[ h_t = \sigma(U_h \times X_t + W_h \times h_{t-1} + b_h) \]
\( \sigma() \) is activation function.
\( h_t \) is the hidden layer activations in time \( t \).
\( X_t \) is the input vector.
\( U_h \) is the weight of input vector.
\( W_h \) is the weight of hidden layer activations.
\( b_h \) is the bias.

Long Short Term Memory Equation

Forgotten gate:
\[ f_t = \sigma(W_{xf} \times X_t + W_{hf} \times h_{t-1} + b_f) \]
\( \sigma() \) is activation function.
\( f_t \) is the current forgotten gate.
\( X_t \) is the current input vector.
\( W_{xf} \) is the current weight of input vector.
\( W_{hf} \) is the weight of the hidden vector.
\( h_{t-1} \) is the weight of hidden vector in time \( t-1 \).
\( b_f \) is the bias.

Input gate:
\[ i_t = \sigma(W_{xi} \times X_t + W_{hi} \times h_{t-1} + b_i) \]
\[ s_t = i_t \times \sigma(W_{xs} \times X_t + W_{hs} \times h_{t-1} + b_s) + f_t \times s_{t-1} \]
\( i_t \) is the external input gate.
\( s_t \) is the state.

Output gate:
\[ O_t = \sigma(W_{xo} \times X_t + W_{ho} \times h_{t-1} + b_o) \]
\[ h_t = O_t \times \text{tanh}(s_t) \]
\( O_t \) is the output gate.
\( h_t \) is the output.

Gated Recurrent Unit Equation

Update gate:
\[ Z_t = \sigma(W_z \times X_t + W_{hz} \times h_{t-1} + b_z) \]
\( Z_t \) is the update gate.

Reset gate:
\[ R_t = \sigma(W_r \times X_t + W_{hr} \times h_{t-1} + b_r) \]
\( R_t \) is the reset gate.

3. Our Proposed Battery Model and Prediction Method

Through the description in the previous section, we found that the recurrent deep neural network had better prediction performance and the battery life was a sequential predicted problem. Therefore, our study must discover different battery parameters with a battery regression function, so we designed a battery charge or discharge activation process to discuss the battery characteristics. We also introduced our major optimization algorithm—genetic algorithm—to help us to find the parameters of the battery charge/discharge function.

3.1. Battery Characteristics

This paper used 18,650 commercial lithium-ion cylindrical batteries, which were common brands with good reliability and currently available on the market. We named them L brand, P brand, and S brand. The basic specifications and charging and discharging conditions are shown in Table 1. The charge cut-off voltage was 4.2 V and the discharge cut-off voltage was 3 V.
3.1. Battery Characteristics

This paper used 18,650 commercial lithium-ion cylindrical batteries, which were common brands with good reliability and currently available on the market. We named different C numbers of constant current. The L brand and S brand used 0.04 C, 0.1 C, 0.2 C, 0.5 C, and 1 C, respectively, with five different ways to discharge. The P brand used 0.025 C, 0.1 C, 0.15 C, 0.2 C, 0.5 C, 1 C, and 1.5 C to discharge in seven different ways. After the battery had to be activated before the charge and discharge study as the measured charge and discharge characteristics can reflect the characteristics of the battery. The battery activation flow chart is shown in Figure 1 below.

Table 1. Specifications for 18,650 commercial lithium-ion cylindrical batteries.

|                     | L Brand | P Brand | S Brand |
|---------------------|---------|---------|---------|
| Average voltage     | 3.7 V   | 3.7 V   | 3.7 V   |
| Charging cut-off voltage | 4.2 V  | 4.2 V   | 4.2 V   |
| Discharge cut-off voltage | 3.0 V  | 3.0 V   | 3.0 V   |
| Nominal capacity    | 2200 mAh | 2200 mAh | 2200 mAh |
| Maximum discharge rate | ≥300   | ≥300    | ≥300    |
| Charging working temperature | 10 °C~45 °C | 10 °C~45 °C | 10 °C~45 °C |
| Discharge working temperature | –10 °C~60 °C | –10 °C~60 °C | ±10 °C~60 °C |

3.2. Lithium-Ion Battery Charge and Discharge

After understanding the charging and discharging conditions of the battery, one can use the battery tester to set multiple groups of different charging and discharging rates as an electronic load to test the battery characteristics of a single battery core. Automated battery testing equipment can be used to measure various parameters of the battery in operation (such as voltage, current, current flow, and battery surface temperature, etc...), analyze these data to understand battery characteristics, and build battery characteristics data based on this fuel gauge model [3].

3.3. Lithium-Ion Battery Activation

Since the selected lithium-ion battery was used for the first time, the lithium-ion battery had to be activated before the charge and discharge study as the measured charge and discharge characteristics can reflect the characteristics of the battery. The battery activation flow chart is shown in Figure 1 below.

![Activation flowchart (LOOP 5 times).](image)

The procedure is as follows: charge with a constant current of 88 mA (0.04 C) and charge to 4.2 V with a constant voltage until the current is less than 88 mA; after the battery is fully charged, wait for 30 min to restore the voltage to a stable state; discharge with a constant current of 88 mA until the terminal voltage reaches 3 V; again, wait for 30 min; repeat this process five times to activate the battery and make the measured charge and discharge characteristics more convincing.

3.4. Lithium-Ion Battery Charging and Discharging

A total of 18,650 commercial lithium-ion cylindrical batteries were discharged with different C numbers of constant current. The L brand and S brand used 0.04 C, 0.1 C, 0.2 C, 0.5 C, and 1 C, respectively, with five different ways to discharge. The P brand used 0.025 C, 0.1 C, 0.15 C, 0.2 C, 0.5 C, 1 C, and 1.5 C to discharge in seven different ways. After the batteries were activated, we considered four batteries in series as one unit. Taking the L brand battery as an example, we first charged it with a constant current/voltage at 0.1 C to make the terminal voltage reach 16.8 V, then divided it into four batteries and discharged it with constant current from the terminal voltage of 4.2 V to 3 V. This was stopped when the discharge current dropped to 1/3 or 1/4, then we waited for 15 min before repeating this process 300 times, as shown in Figure 2.
3.5. Multilayer Perceptron

Multilayer perceptron is a kind of forward pass neural network, which contains at least three layers (input layer, hidden layer, and output layer), and uses the technology of “backward propagation” to achieve supervised learning. In the current development of deep learning, MLP is actually a special case of a deep neural network. The recurrent neural network, long short-term memory, and gated recurrent unit concept are basically the same as MLP. Only DNN has more techniques and layers in the learning process, which will be greater and deeper. Therefore, our studies emphasized these three recurrent type deep neural networks and are described in the following section.

3.6. Recurrent Neural Network, Long Short Term Memory, and Gated Recurrent Unit

The simplest kind of neural network was introduced above, as multilayer neural networks (MLP). The output of each layer of calculation will only be forwarded to the input of the next layer in a single direction, that is to say, input and output are independent. One of the more advanced changes is the recurrent neural network (RNN). The difference between RNN and MLP is that RNN can pass the calculated output of a certain layer back to the layer itself as input. The output also becomes one of its own inputs at the next point in time (not another hidden layer). Therefore, there is memory in RNN. Because many application scenarios have the concept of sequence such as battery charge/discharge process (the probability of the next battery state depends on what the previous state is). Therefore, to train RNN, you need sequential data, where the input of RNN is the value of each variable in each time series. However, RNN has a shortcoming, that is, the earlier information has less influence on subsequent decision-making. When the time sequence passes, the influence of the previous information almost approaches zero. Therefore, we need a bit of a paradoxical network—long short term memory (LSTM). LSTM introduces three mechanisms to control memory, namely input gate, output gate, and forget gate. The changes in the opening and closing of these three gates have also become one of the variables. The machine learns to open or close by itself through data, thereby determining which information is the focus and which is noise. LSTM uses memory to enhance current decision-making, and uses three control gates to determine the storage and use of memory.

1. In addition to the predicted output, a memory branch is added and updated over time. The current memory is represented by the “forget gate”, and “input gate” is used to determine whether to update the memory.
2. Forget Gate: If the current sentence is a new topic or the opposite of the previous sentence, the previous sentence will be filtered out by this gate. Otherwise, it may continue to be retained in memory. This gate is usually a Sigmoid function.
3. Input Gate: This determines whether the current input and the newly generated memory cell are added to the long term memory. This gate is also a Sigmoid function, which means that it needs to be added or not.
4. Output Gate: This determines whether the current state is added to the output. This gate is also a Sigmoid function, indicating whether to add it or not.
5. Finally, for whether the long-term memory is added to the output, the tanh function is usually used. The value of the output gate will fall between [−1, 1], and the −1 means removing the long-term memory.

LSTM also has the problem of slow execution speed, so the gated recurrent unit (GRU) was proposed to speed up execution and reduce memory consumption. The difference
between GRU and LSTM is that GRU only uses two gates, namely the update gate and reset gate. The reset gate controls what percentage of the previous hidden state should be used to calculate the next hidden state with the new input. The update gate is to adjust the ratio of the hidden state to the previous hidden state to obtain the final hidden state.

3.7. Genetic Algorithm

Genetic algorithm (GA) [33–37] was proposed by Professor John Holland and his students around the 1970s and has been widely used to obtain the best results. It is used for optimization problems, artificial intelligence, data retrieval, machine learning, and deep learning. It is said to be a calculation method that simulates the evolution of natural organisms as various species will compete with each other in the environment and only the fittest will be able to survive.

There are some commonly used terms and concepts in genetic algorithms. The population is composed of several different individuals. Individuals are composed of genes and genes are the basic elements of forming chromosomes. A generation refers to the process of evolution. Holland believes that the process of natural evolution occurs within the genes of chromosomes. Evolution refers to the changes that occur in each generation of organisms. The characteristics of each organism are the genes of the previous generation, which determine the level of fitness. Therefore, the principle of survival of the fittest will leave the excellent genes behind and weed out the unsuitable ones. The evolutionary processes of these simulated organisms include reproduction, crossover, and mutation.

Crossover is the most important operation method in genetic algorithms. The process of evolution in the biological world may take tens of thousands of years, but it only takes a few seconds or minutes to use machines to execute genetic algorithms. If you want to obtain strong offspring, you must choose different genes for mating. The common selection methods are roulette wheel selection and tournament selection.

The roulette-style selection method is that each generation of individuals represents a block on the roulette. The size of the block is proportional to the fitness value of the individual. The two selected individuals will be sent to the mating pool for mating to obtain excellent offspring.

For competitive selection, two or more individuals are selected and the individual with a higher fitness value will be sent to the mating pool to wait. In the mating process, two chromosomes are used to produce offspring with some parent-like characteristics. The goal of mating is that the offspring have highly adapted chromosomes. However, it is also possible to inherit the shortcomings of the parents and the mating may not produce better offspring. After eliminating the offspring with shortcomings, an excellent offspring can continue to survive.

The mutation process will make random changes to the chromosomes. The common method will change a certain gene in the chromosome. The purpose of mutation is to let the genetic algorithm search for genes that have not appeared before and bring new genes into the population. However, too many mutations will destroy the structure of the genetic algorithm and cause the offspring to be quite different from their parents. If the number of mutations is too small, the offspring and their parents will not change in any way, so mutations will be regarded as a secondary calculation method.

4. Experiment Result

4.1. Manual Extraction Parameters

Before starting the experiment, we needed to know the discharge characteristic curve of the battery. Taking L brand 18650 as an example, Figure 3 shows the voltage curve of the battery under different discharge rates using a battery measuring instrument. From the viewpoint of energy conservation, the discharge time is shorter before the higher discharge rate reaches the discharge cut-off voltage, which is a normal phenomenon.
Figure 3. Discharge curve of L brand 18650.

The following equation employs three series subcells to describe the discharge characteristics of 18,650 commercial lithium-ion cylindrical batteries [4,38], where Vo1, Vo2, Vo3, Vc, Vk, I, K, τ1, τ2, τ3, τ4, and τ5 are the open-circuit voltage of subcell 1 to subcell 3, open-circuit voltage of batteries, voltage drop of external resistance, discharge current, decline constant of internal resistance, time constant 1 to 5, respectively.

\[
V(t) = \frac{1}{220} \left( -\frac{1}{220} \frac{V_{c1} - 1}{220} \right) \left( -\frac{1}{220} \frac{V_{k1} - 1}{220} e^{-\frac{t}{\tau_1}} \right) + \frac{1}{220} \left( -\frac{1}{220} \frac{V_{c2} - 1}{220} \right) \left( -\frac{1}{220} \frac{V_{k2} - 1}{220} e^{-\frac{t}{\tau_2}} \right) + \frac{1}{220} \left( -\frac{1}{220} \frac{V_{c3} - 1}{220} \right) \left( -\frac{1}{220} \frac{V_{k3} - 1}{220} e^{-\frac{t}{\tau_3}} \right) + \frac{1}{220} \left( -\frac{1}{220} \frac{V_{c4} - 1}{220} \right) \left( -\frac{1}{220} \frac{V_{k4} - 1}{220} e^{-\frac{t}{\tau_4}} \right) + \frac{1}{220} \left( -\frac{1}{220} \frac{V_{c5} - 1}{220} \right) \left( -\frac{1}{220} \frac{V_{k5} - 1}{220} e^{-\frac{t}{\tau_5}} \right)
\]  

Using the discharge characteristic equation, we can find Figure 4 by manually extracting the parameters. Model is the original parameter and measurement is the value obtained from the manual extraction parameter. As shown in Figure 4, the manual extraction parameters differed from the original data. Considering the time cost, different algorithms were used to solve this problem.

Figure 4. Measurement of L brand 18650.

We used the root mean square error equation (RMSE) to express the training score where a smaller value is better.
4.2. MLP Result

Figures 5–7 show the measurement data of the L brand, P brand, and S brand batteries with varying discharging current: Epoch = 100, look_back = 10; model is the training data.

**Figure 5.** Curve of L brand 18650, Epoch = 100, look_back = 10.

**Figure 6.** Curve of P brand 18650, Epoch = 100, look_back = 10.

**Figure 7.** Curve of S brand 18650, Epoch = 100, look_back = 10.

Table 2 shows the score after the completion of training for Epoch = 100 and look_back = 10.

Table 2. Results of MLP, Epoch = 100, look_back = 10.

|                  | L Brand 18650 Score | P Brand 18650 Score | S Brand 18650 Score |
|------------------|---------------------|---------------------|---------------------|
| C1E100LB10       | 2.3962              | 1.9665              | 1.416               |
| C2E100LB10       | 1.0355              | 2.5641              | 5.1457              |
| C3E100LB10       | 1.9235              | 2.1702              | 1.4973              |
| C4E100LB10       | 2.5563              | 1.2151              | 1.9197              |
| C5E100LB10       | 1.8657              | 3.4141              | 2.2744              |
| C6E100LB10       | 2.1928              |                     |                     |
| C7E100LB10       | 1.8609              |                     |                     |

4.3. RNN Result

Figures 8–10 show the measurement data of the L brand, P brand, and S brand batteries with varying discharging current: Epoch = 100, look_back = 10; model is the training data.

Table 2 shows the score after the completion of training for Epoch = 100 and look_back = 10.
Table 2. Results of MLP, Epoch = 100, look_back = 10.

| L Brand 18650 Score | P Brand 18650 Score | S Brand 18650 Score |
|---------------------|---------------------|---------------------|
| C1E100LB10 2.3962   | C1E100LB10 1.9665   | C1E100LB10 1.416    |
| C2E100LB10 1.0355   | C2E100LB10 2.5641   | C2E100LB10 5.1457   |
| C3E100LB10 1.9235   | C3E100LB10 2.1702   | C3E100LB10 1.4973   |
| C4E100LB10 2.5563   | C4E100LB10 1.2151   | C4E100LB10 1.9197   |
| C5E100LB10 1.8657   | C5E100LB10 3.4141   | C5E100LB10 2.2744   |
| C6E100LB10 2.1928   |                    |                     |
| C7E100LB10 1.8609   |                    |                     |

4.3. RNN Result

Figures 8–10 show the measurement data of the L brand, P brand, and S brand batteries with varying discharging current: Epoch = 100, look_back = 10; model is the training data.

Figure 8. Curve of L brand 18650, Epoch = 100, look_back = 10.

Figure 9. Curve of P brand 18650, Epoch = 100, look_back = 10.
Figure 8. Curve of L brand 18650, Epoch = 100, look_back = 10.

Figure 9. Curve of P brand 18650, Epoch = 100, look_back = 10.

Figure 10. Curve of S brand 18650, Epoch = 100, look_back = 10.

Table 3 shows the score after the completion of training for Epoch = 100 and look_back = 10.

Table 3. Results of RNN, Epoch = 100, look_back = 10.

| L Brand 18650 | Score  | P Brand 18650 | Score  | S Brand 18650 | Score  |
|---------------|--------|---------------|--------|---------------|--------|
| C1E100LB10    | 22.7628| C1E100LB10    | 26.1699| C1E100LB10    | 10.2164|
| C2E100LB10    | 12.8867| C2E100LB10    | 15.3611| C2E100LB10    | 11.8313|
| C3E100LB10    | 19.2566| C3E100LB10    | 7.8641 | C3E100LB10    | 16.3885|
| C4E100LB10    | 16.4656| C4E100LB10    | 13.1751| C4E100LB10    | 47.0949|
| C5E100LB10    | 14.4838| C5E100LB10    | 27.3929| C5E100LB10    | 23.4548|
| C6E100LB10    |        | C6E100LB10    | 12.1015|               |        |
| C7E100LB10    |        | C7E100LB10    | 11.0649|               |        |

4.4. LSTM Result

Figures 11–13 show the measurement data of the L brand, P brand, and S brand batteries with varying discharging current: Epoch = 100, look_back = 10; model is the training data.
Table 3 shows the score after the completion of training for Epoch = 100 and look_back = 10.

|                  | L Brand 18650 Score | P Brand 18650 Score | S Brand 18650 Score |
|------------------|---------------------|---------------------|---------------------|
| C1E100LB10       | 22.7628             | 26.1699             | 10.2164             |
| C2E100LB10       | 12.8867             | 15.3611             | 11.8313             |
| C3E100LB10       | 19.2566             | 7.8641              | 16.3885             |
| C4E100LB10       | 16.4656             | 13.1751             | 47.0949             |
| C5E100LB10       | 14.4838             | 27.3929             | 23.4548             |
| C6E100LB10       | 12.1015             |                      |                     |
| C7E100LB10       | 11.0649             |                      |                     |

4.4. LSTM Result

Figures 11–13 show the measurement data of the L brand, P brand, and S brand batteries with varying discharging current: Epoch = 100, look_back = 10; model is the training data.

Figure 11. Curve of L brand 18650, Epoch = 100, look_back = 10.

Figure 12. Curve of P brand 18650, Epoch = 150, look_back = 20.

Figure 13. Curve of S brand 18650, Epoch = 100, look_back = 10.

Table 4 shows the score after the completion of training for Epoch = 100 and look_back = 10.

Table 4. Results of LSTM, Epoch = 100, look_back = 10.

|                  | L Brand 18650 Score | P Brand 18650 Score | S Brand 18650 Score |
|------------------|---------------------|---------------------|---------------------|
| C1E100LB10       | 35.2445             | 5.3272              | 5.2539              |
| C2E100LB10       | 34.7757             | 7.2181              | 30.271              |
| C3E100LB10       | 16.183              | 9.3963              | 8.6395              |
| C4E100LB10       | 4.7719              | 3.2441              | 16.1969             |
| C5E100LB10       | 7.4273              | 7.3323              | 11.1258             |
| C6E100LB10       | 5.8578              |                      |                     |
| C7E100LB10       | 3.7878              |                      |                     |

4.5. GRU Result

Figures 14–16 show the measurement data of the L brand, P brand, and S brand batteries with varying discharging current: Epoch = 100, look_back = 10; model is the training data.
Table 4 shows the score after the completion of training for Epoch = 100 and look_back = 10.

| L Brand 18650 Score | P Brand 18650 Score | S Brand 18650 Score |
|---------------------|---------------------|---------------------|
| C1E100LB10 35.2445  | C1E100LB10 5.3272   | C1E100LB10 5.2539   |
| C2E100LB10 34.7757  | C2E100LB10 7.2181   | C2E100LB10 30.271   |
| C3E100LB10 16.183   | C3E100LB10 9.3963   | C3E100LB10 8.6395   |
| C4E100LB10 4.7719   | C4E100LB10 3.2441   | C4E100LB10 16.1969  |
| C5E100LB10 7.4273   | C5E100LB10 7.3323   | C5E100LB10 11.1258  |
| C6E100LB10 5.8578   | C7E100LB10 3.7878   | 4.5. GRU Result     |

Table 5 shows the score after the completion of training for Epoch = 100 and look_back = 10.

| L Brand 18650 Score | P Brand 18650 Score | S Brand 18650 Score |
|---------------------|---------------------|---------------------|
| C1E100LB10 11.7349  | C1E100LB10 13.9564  | C1E100LB10 7.9086   |
| C2E100LB10 22.561   | C2E100LB10 10.8346  | C2E100LB10 14.9015  |
| C3E100LB10 15.0054  | C3E100LB10 8.2631   | C3E100LB10 7.614    |
| C4E100LB10 5.245    | C4E100LB10 5.8903   | C4E100LB10 21.8592  |
| C5E100LB10 5.2089   | C5E100LB10 12.3002  | C5E100LB10 8.8804   |
| C6E100LB10 7.3077   | C7E100LB10 5.1895   | 4.5. GRU Result     |

Table 5 shows the score after the completion of training for Epoch = 100 and look_back = 10.

Figure 14. Curve of L brand 18650, Epoch = 100, look_back = 10.

Figure 15. Curve of P brand 18650, Epoch = 100, look_back = 10.

Figure 16. Curve of S brand 18650, Epoch = 100, look_back = 10.

Table 5 shows the score after the completion of training for Epoch = 100 and look_back = 10.
Table 5. Results of GRU, Epoch = 100, look_back = 10.

| L Brand 18650 | Score | P Brand 18650 | Score | S Brand 18650 | Score |
|--------------|-------|--------------|-------|---------------|-------|
| C1E100LB10   | 11.7349 | C1E100LB10   | 13.9564 | C1E100LB10    | 7.9086 |
| C2E100LB10   | 22.561  | C2E100LB10   | 10.8346 | C2E100LB10    | 14.9015 |
| C3E100LB10   | 15.0054 | C3E100LB10   | 8.2631  | C3E100LB10    | 7.614  |
| C4E100LB10   | 5.245   | C4E100LB10   | 5.8903  | C4E100LB10    | 21.8592 |
| C5E100LB10   | 5.2089  | C5E100LB10   | 12.3002 | C5E100LB10    | 8.8804 |
| C6E100LB10   | 7.3077  |
| C7E100LB10   | 5.1895  |

4.6. GA Results

4.6.1. L Brand 18650

Figure 17 shows the results of L brand 18650 training with genetic algorithm (GA). The arrow points to the location where improvement is needed.

![Figure 17](image-url)

Figure 17. GA results (L brand 18650).

Figure 18 utilizes the improved data. The arrow in Figure 18 is consistent with that in Figure 17, and the arrow in Figure 19 is narrower than that in Figure 17. We added an extra capacitor to the discharge characteristic curve equation and increased the mutation rate and mating rate to make it easier for the program to find approximate values. Table 6 shows the parameters of GA for L brand 18650.

![Figure 18](image-url)

Figure 18. GA results 2 (L brand 18650).
Figure 19. GA results 2 (L brand 18650): reduce the range at the arrow.

| Parameter | Range                        | True Value   |
|-----------|------------------------------|--------------|
| I         | 0.01~110                     | 72.6875      |
| K         | $1.4 \times 10^{-13}$~$1.4 \times 10^{-19}$ | $1.3633 \times 10^{-13}$ |
| V<sub>k</sub> | 0~4000                     | 3674         |
| V<sub>c</sub> | 0~42,000                    | 1292         |
| V<sub>01</sub> | 0~3000                     | 2404         |
| V<sub>02</sub> | 0~35,000                    | 10,603       |
| V<sub>03</sub> | 0~4000                      | 2555         |
| V<sub>04</sub> | 0~70,000                    | 30,444       |
| τ<sub>1</sub> | 0~140,000                   | 5339         |
| τ<sub>2</sub> | 0~450,000,000               | 113,874,966  |
| τ<sub>3</sub> | 0~187,000                   | 55,007       |
| τ<sub>4</sub> | 0~170,000                   | 81,575       |
| τ<sub>5</sub> | 0~10,000                    | 604          |
| τ<sub>6</sub> | 0~900,000,000               | 195,378,993  |

4.6.2. P Brand 18650

Figure 20 is the result of P brand 18650 training with genetic algorithm (GA). The arrow points to the locations where improvement is needed.

Figure 21 represents the improved data. The arrow in Figure 20 is significantly consistent with that in Figure 21. The arrow in Figure 22 is narrower than that in Figure 20. We added two more capacitors to the discharge characteristic curve equation and increased the mutation rate and mating rate to make it easier for the program to find approximate values. Table 7 shows the parameters of GA for P brand 18650.
Figure 20. GA results (P brand 18650).

Figure 21 represents the improved data. The arrow in Figure 20 is significantly consistent with that in Figure 21. The arrow in Figure 22 is narrower than that in Figure 20. We added two more capacitors to the discharge characteristic curve equation and increased the mutation rate and mating rate to make it easier for the program to find approximate values. Table 7 shows the parameters of GA for P brand 18650.

Figure 22. GA results 2 (P brand 18650): reduce the range at the arrow.

4.6.3. S Brand 18650

Figure 23 shows the results of S-brand 18650 training with genetic algorithm (GA). The arrow marks the points where improvement is needed.
Table 7. The parameters of GA (P brand 18650).

| Parameter | Range         | True Value  |
|-----------|---------------|-------------|
| I         | 0.01~110      | 76.8125     |
| K         | $1.4 \times 10^{-13}$~$1.4 \times 10^{-19}$ | $9.1103 \times 10^{-14}$ |
| V<sub>k</sub> | 0~4000     | 2941        |
| V<sub>c</sub> | 0~42,000    | 1087        |
| V<sub>o1</sub> | 0~3000      | 697         |
| V<sub>o2</sub> | 0~35,000    | 9232        |
| V<sub>o3</sub> | 0~4000      | 3554        |
| V<sub>o4</sub> | 0~70,000    | 8213        |
| V<sub>o5</sub> | 0~70,000    | 34247       |
| τ<sub>1</sub> | 0~140,000   | 35186       |
| τ<sub>2</sub> | 0~450,000,000 | 151,985,257 |
| τ<sub>3</sub> | 0~187,000   | 7117        |
| τ<sub>4</sub> | 0~170,000   | 87,017      |
| τ<sub>5</sub> | 0~10,000    | 651         |
| τ<sub>6</sub> | 0~900,000,000 | 155,079,888 |
| τ<sub>7</sub> | 0~900,000,000 | 712,175,902 |

4.6.3. S Brand 18650

Figure 23 shows the results of S-brand 18650 training with genetic algorithm (GA). The arrow marks the points where improvement is needed.

Figure 24 shows the improved data. The arrow in Figure 24 is consistent with that in Figure 23 and the arrow in Figure 25 is narrower than that in Figure 23. We added two more capacitors to the discharge characteristic curve equation and increased the mutation rate and mating rate to make it easier for the program to find approximate values. Table 8 shows the parameters of GA for S brand 18650.
Figure 23. GA results (S brand 18650).

Figure 24 shows the improved data. The arrow in Figure 24 is consistent with that in Figure 23 and the arrow in Figure 25 is narrower than that in Figure 23. We added two more capacitors to the discharge characteristic curve equation and increased the mutation rate and mating rate to make it easier for the program to find approximate values. Table 8 shows the parameters of GA for S brand 18650.

![Figure 24. GA results 2 (S brand 18650).](image)

Figure 25. GA results 2 (S brand 18650): reduce the range at the arrow.

Table 8. The parameters of GA (S brand 18650).

| Parameter | Range | True Value |
|-----------|-------|------------|
| I         | 0.01~110 | 82.75      |
| K         | $1.4 \times 10^{-13}$~$1.4 \times 10^{-19}$ | $1.3061 \times 10^{-13}$ |
| V<sub>k</sub> | 0~4000 | 2965       |
| V<sub>c</sub> | 0~42,000 | 1144       |
| V<sub>o1</sub> | 0~3000 | 2456       |
| V<sub>o2</sub> | 0~35,000 | 33,368     |
| V<sub>o3</sub> | 0~4000 | 2632       |
| V<sub>o4</sub> | 0~70,000 | 52,797     |
| V<sub>o5</sub> | 0~70,000 | 27,897     |
| τ<sub>1</sub> | 0~140,000 | 139,951    |
| τ<sub>2</sub> | 0~450,000,000 | 210,499,733 |
| τ<sub>3</sub> | 0~187,000 | 2942       |
| τ<sub>4</sub> | 0~170,000 | 47,774     |
| τ<sub>5</sub> | 0~10,000 | 671        |
| τ<sub>6</sub> | 0~900,000,000 | 818,734,152 |
| τ<sub>7</sub> | 0~900,000,000 | 457,604,887 |
5. Discussion

From the data, it is evident that the training result will have a similar curve to the output. By a simple lookup of the table, the data at different times, voltages, and currents can be found. However, for the values of time parameters and temperature, we cannot use these four methods.

To obtain all the parameter values that make up the equation and to solve this problem, we chose to use the genetic algorithm (GA). This method can set the parameters and range that are required to be solved. The program can imitate the natural world’s “survival of the fittest” and the rule of “elimination” to screen data.

In Tables 3–5, we can find the scores (RMSE) between different three recurrent-type model such as RNN, LSTM, and GRU. The average scores of LSTM were better than those of RNN and GRU, and the average of RNN was the worst score. However, we could also find the cure fitting type of Figures 8–16. The LSTM cure was also estimated to describe the recurrent-type model more reliably. From Figures 17–25, the predicted battery life of P brand 18650 was found as the GA parameters fit the battery life curve. However, S brand 18650 and L brand 18650 were not smooth discharge situations and their discharge situations in our study process were not always at the down state. Therefore, as a whole, the battery discharge equation of the GA parameters is efficient to estimate the battery life.

6. Conclusions

In this paper, deep learning was used to describe the discharge characteristic curve of the battery. The discharge characteristic curve was used as the basis to establish the discharge model. The battery measuring instrument was used to charge and discharge the battery to establish the discharge characteristic curve.

First, we tried to find the discharge characteristic curve by manually extracting the parameters and found that the effect was not good and the time cost was huge. Therefore, MLP (multilayer perceptron), RNN (recurrent neural network), LSTM (long short-term memory), and GRU (gated recurrent unit) were used to improve this cost. The results obtained by these methods were graphs, but the requirement was to obtain the parameters of the discharge characteristic curve equation. Finally, we used the genetic algorithm (GA) to find the parameters of the discharge characteristic curve equation. This method can effectively find the parameter values that constitute the discharge characteristic curve equation.
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