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Order release planning with predictive lead times: a machine learning approach

Manuel Schneckenreither, Stefan Haeussler and Christoph Gerhold

Department of Information Systems, Production and Logistics Management, University of Innsbruck, Innsbruck, Austria

ABSTRACT
An essential task in manufacturing planning and control is to determine when to release orders to the shop floor. One key parameter is the lead time which is the planned time that elapses between the release of an order and its completion. Lead times are normally determined based on the observed time orders previously took to traverse the production system (flow times). Traditional order release models assume static lead times, although it has been shown that they should be set dynamically to reflect the dynamics of the system. Therefore, we present a flow time estimation procedure to set lead times dynamically using an artificial neural network. Additionally, we implement a safety lead time to incorporate the underlying cost ratio between finished inventory holding and backorder costs in the order release model. We test our proposed approach using a simulation model of a three-stage make-to-order flow-shop and compare the forecast accuracy and the cost performance to other forecast-based order release models from the literature. We show that our proposed model using artificial neural networks outperforms the other tested approaches, especially for scenarios with high utilisation and high variability in processing times.

1. Introduction
Manufacturing planning and control (MPC) systems are designed to efficiently manage the flow of materials and goods, and the utilisation of people, equipment and capacity. In order to handle the complexity of manufacturing firms, MPC systems, especially for discrete manufacturing, are often hierarchically structured into two levels: a top level and a base level. The top level coordinates the material flow over the entire logistic chain or manufacturing process and the base level is primarily responsible for detailed scheduling (Bertrand, Wortmann, and Wijngaard 1990; Vollmann, Berry, and Whybark 2005). These two planning levels are interrelated by instructions set by the top level (e.g. which orders to be released) and feedback from the base level. Targets set by the top level have to be feasible in terms of the resource constraints at the base level. This is done by employing an aggregated (i.e. implicit) model of the base level within the top level model (Schneeweiss 1995, 2003; de Kok and Fransoo 2003). Therefore, the top level has to anticipate the future states of the base level such as inventory levels, total available capacity and flow times. The interface between the top and the base level is the order release decision, which is defined as the earliest possible start date of the production of this order, it is the point at which material is made available to the production system and control over its progress passes to the base level. Thus, the order release quantity determines the workload of the shop floor. The timing of the order release decision is generally based on a planned lead time which makes it one of the key modelling parameters for the top level within hierarchical MPC models. The lead time refers to the planned time that will elapse between the release of an order and its arrival in the finished goods inventory. In contrast to that, the observable actual time an order needs through the production system, the flow time (or cycle time), is commonly used as a performance measure.

Setting ‘correct’ lead times has been of concern both in academia and industry for decades (see e.g. Mather and Plossl 1978; Billington, McClain, and Thomas 1983; Selcuk, Fransoo, and Kok 2006; Milne, Mahapatra, and Wang 2015). In traditional production planning models (e.g. MRP) lead times are static parameters (constants) where a large body of literature exists on how to set these fixed lead times optimally. This stream of literature covers stochastic and deterministic methods in both make-to-order and make-to-stock environments by using different approaches like analytical modelling, mathematical programming or simulation models (e.g. Mohan and Ritzman 1998; Enns 2001; Dolgui and Ould-Louly 2002; Ould-Louly and Dolgui 2004; Dolgui and Prodhon 2007; Teo, Bhatnagar, and Graves 2012; Ben-Ammar and...
Within MRP systems, lead times are adjusted only seldom, although the benefits of updating lead times have long been recognised (e.g., Hoyt 1978). An early study by Kanet (1986) and a more recent paper by Milne, Mahapatra, and Wang (2015) show that dynamically set lead times can lead to favourable results in a MRP setting. Enns and Suwanruji (2004) introduce a reactive lead time management approach where they investigate the use of exponential smoothing to forecast flow times. Based on these forecasts they set the lead times in a supply chain setting, and show the sensitivity of the system to safety lead time factors and lot-sizing choices. Similarly to the latter study, Selcuk, Fransoo, and Kok (2006) use exponential smoothing to forecast flow times and set lead times within a multi-period optimisation based order release model.

Interestingly, there is no forecast-based order release model that uses artificial neural networks (ANN), although these are capable of modelling non-linearity and interaction effects. Therefore, we propose an order release model that forecasts flow times through an ANN to set lead times in combination with an extended schedule visibility (Bergamaschi et al. 1997). We also present a technique to add safety lead times which takes the cost ratio of finished goods inventory and backorder cost into account, and provide evidence of the viability of our approach by comparing it to other forecast-based order release methods from literature using a simulation model of a multi-stage, multi-product flow shop in a rolling horizon setting. This performance increase is measured in two ways: We show an increased forecast accuracy for ANN-based flow time forecasts and the proposed method leads to lower total costs, especially reducing costs related to timing performance (finished goods holding and backorder costs).

In summary, the main contribution of this paper is as follows: We apply a machine learning technique – an ANN – to forecast flow times to set lead times dynamically, which are used to make order release decisions. Our proposed model goes beyond earlier approaches by using an extended schedule visibility to anticipate future backorders and adjust the order release decision accordingly. Thus, our new predictive order release approach paves the way for this new generation of order release models. Furthermore, we provide insights to feature selection, i.e., a correlation analysis, which detects the production characteristics that best describe the system state and thus should be used in an ANN. Finally, we apply a recently introduced safety time procedure (Haeussler, Schneckenreither, and Gerhold 2019), which uses the cost ratio between finished goods inventory holding costs and backorder costs.

The rest of the paper is structured as follows. The next section presents related work. Section 3 introduces the required formalisms and additionally provides details of the simulation models and the experimental setup. Section 4 elaborates on static and dynamic lead times and presents the proposed method. In Section 5 the results are discussed, while Section 6 concludes the paper.

2. Related work

In most MPC systems order releases are determined by a planning parameter – the lead time – which is based on the observed flow times of past orders (Bertrand, Wortmann, and Wijngaard 1990). Most companies and researchers using traditional MPC systems (e.g., MRP) assume that lead times are constant over time (e.g., Yano 1987; Molinder 1997; Teo, Bhatnagar, and Graves 2012). In order to cope with uncertainties and the dynamic environment, most practitioners add safety time to cover ‘worst-case’ scenarios (Enns and Suwanruji 2004; Graves 2011). This behaviour was criticised early on by Hoyt (1978) who argues that lead times should be set dynamically in order to reflect the dynamic operational characteristics of the production process. Intuitively, the problem of setting lead times dynamically is solved by perfectly matching the lead times to the flow times. We can distinguish two major streams of research (Tatsiopoulos and Kingsman 1983). The first treats lead times as a control problem assuming that lead times are an endogenous variable and should be managed by controlling the workload on the shop floor. An enormous body of research on workload control models has evolved over time incorporating fixed and dynamic lead times (Thuerer, Stevenson, and Silva 2011; Haeussler and Netzer 2020; Missbauer and Uzsoy 2020). The second approach assumes that lead times are an exogenous variable that should be based on flow time forecasts, although we must distinguish between setting lead times and making decisions based on the set lead times.

Here, we can further divide the approaches into three groups:

1. **Reactive lead time management** approaches set lead times by reacting to earlier flow times (e.g., Enns and Suwanruji 2004; Selcuk, Fransoo, and Kok 2006).
2. **Proactive lead time management** may incorporate past information as well as the current system state, i.e., it assumes a certain behaviour of the system in the future to set lead times (e.g., Bertrand 1983; Chung and Huang 2002).
3. **Predictive lead time management** may not only incorporate past data and the current system state, but also

---
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utilises the anticipated future system state to detect arising issues of future periods and react accordingly (e.g. Paternina-Arboleda and Das 2001; Schneckenreither and Haeussler 2019).

In this paper we use the terms reactive, proactive and predictive to refer to the corresponding lead time management approaches.

The remainder of this section is structured into three application areas, which are quite unconnected problems, but share the common theme of setting lead times based on flow time forecasts: (i) due date assignment, (ii) scheduling and (iii) order release planning.

Due date assignment rules differ from each other depending on which information is used such as the order characteristics or the (dynamic) shop floor status. The early static approaches (e.g. Conway and Maxwell 1967) set the due dates by adding a factor depending on the processing time (Total Work Content (TWK) rule) or the number of operations of an order. These due date assignment rules have been extended by several researchers to proactive approaches (Eilon and Chowdhury 1976; Kanet 1986; Enns 1995)). Furthermore, Bertrand (1983) shows the dependency of flow times on the workload and the machine capacity in the shop, which led to the development of workload dependent due date assignment rules. The basic idea is to estimate the flow time of an order on its arrival by measuring the number of orders queued on the order’s routing which can be done analytically (e.g. Chung and Huang 2002), by the use of a simulation model (e.g. Vig and Dooley 1991), statistical methods (e.g. Tai, Pearn, and Lee 2012) or using hybrid approaches (e.g. Kaplan and Unal 1993).

To incorporate non-linear and interaction effects, several proactive due date assignment methods that utilise neural networks exist. Philipoom, Rees, and Wiegmann (1994); Philipoom, Wiegmann, and Rees (1997) use a neural network to forecast the due date of orders in a simple flow shop. They show that their approach outperforms the traditional approaches such as the TWK rule and regression models in most of the test instances with regard to forecast quality and standard deviation of lateness. Hsu and Sha (2004) use a neural network to forecast flow times in a complex job shop and test the performance of their due date assignment method under different order release and dispatching rules. The performance of their approach is superior to traditional due date assignment methods yielding better on-time delivery and mean tardiness measures. Patil (2008) develops a hybrid method consisting of machine learning and genetic algorithms to predict flow times in order to set due dates for a job shop production system. Their hybrid model yields better forecast accuracy and standard deviation of lateness than conventional neural network approaches in most experiments. Chang, Wang, and Ting (2008) also suggest a hybrid approach to forecast flow times for a semiconductor factory. They combine a neural network and fuzzy logic where fuzzy rules are created using the neural network. Their method performs better with regard to forecast accuracy than case-based reasoning and a conventional neural network approach.

In the context of dispatching, the flow time estimates are used to determine the priority of the orders on the shop floor. If the estimated flow time is greater than the slack time of an order, then the order gets a higher priority. Several different estimation methods are studied ranging from analytical and statistical methods (Chung and Huang 2002; Ioannou and Dimitriou 2012) to reactive (e.g. Chang 1997) and proactive methods using artificial intelligence like expert systems (e.g. Savell, Perez, and Koh 1989), decision and regression trees (e.g. Öztürk, KayalGil and Özdemirel 2006; Metan, Sabuncuoglu, and Pierreval 2010; Tirkel 2013) or approaches using neural networks sometimes in conjunction with other methods (e.g. Raaymakers and Weijters 2003; Li et al. 2007; Akyol and Bayhan 2007) which show promising results. However, these studies neglect or use a simple immediate release logic although the order release level largely influences lead times and the performance of the dispatching level (e.g. Wein 1988; Ragatz and Mabert 1988; Lu, Ramaswamy, and Kumar 1994; Land and Gaalman 1996; Fowler, Hogg, and Mason 2002; Stevenson and Hendry 2006).

Finally, in regard to order release planning, which is the focus of this study, Enns and Suwanruji (2004) use a reactive approach and investigate the use of exponential smoothing to forecast flow times and based on that set lead times in a two-stage distribution requirements planning (DRP) system. They use a simulation model of a multi-stage, multi-product supply chain and show the sensitivity of the system to lot-sizing decisions and safety lead time factors. With regard to setting safety times, a large body of literature exists that focuses on inventory control (e.g. Weeks 1979; Yano 1987; Gong, Kok, and Ding 1994; Rao, Swaminathan, and Zhang 2005; Atan et al. 2016; Jansen et al. 2018, 2019). Most studies within this research domain make use of the analogy between the problem of setting lead times to the newsvendor problem. The aim is to find an optimal lead time for each production stage while minimising the expected inventory holding and backorder costs and at the optimum backorder and holding costs are balanced. This line of thought is also followed in this paper (see Section 4.2.2 below). Selcuk, Fransoo, and Kok (2006) also use exponential smoothing to forecast flow times to set lead times for a capacitated multi-stage make-to-stock system. They
show that their approach performs better than fixed lead time approaches for most experiments. However, they also exhibit an extreme scenario of this problem, called ‘lead time syndrome’, which describes a vicious cycle where increasing flow times perpetually inflate the lead times which leads to worse performance (e.g. Mather and Plossl 1978; Selcuk, Fransoo, and Kok 2006; Knollmann and Windt 2013).

To the best of the authors’ knowledge there are only three studies that use machine learning technique for the order release problem. Lee, Piramuthu, and Tsai (1997) combine a genetic algorithm with an induced decision tree. They test their approach on two job shops in which a CONWIP release rule determines the release of the orders and a decision tree to find the order release sequence. Paternina-Arboleda and Das (2001) introduce a predictive order release model by using reinforcement learning in a single product, serial flow line and compare its performance (WIP costs) with conventional order release policies (e.g. Kanban and CONWIP). Both studies use a continuous order release method (CONWIP) although in practice order release decisions often need to be made on a periodical basis, e.g. daily (Gelders and Wassenhove 1982). Finally, Schneckenreither and Haeusler (2019) use several different predictive reinforcement learning algorithms to make periodic order release decisions for a flow shop production system. They show that their approach outperforms static order release mechanisms by yielding lower costs, lateness and standard deviation of lateness.

Given the reviewed literature above, there is a lack of studies that use AI techniques for making order release decisions. This is quite interesting since early studies that use forecast-based order release models utilising dynamic lead times have shown their potential to outperform traditional static models. This gap in the literature might also be explained by the increased complexity of order release planning in comparison to due date assignment and scheduling. The key difference, in terms of problem complexity, is that for both of the latter methods the order release is independent of the forecasts. In due date assignment the release mechanism is predetermined and thus not dependent of the assignment of due dates, while for scheduling the order release quantities are given. This breaks the vicious cycle, and thus the lead time syndrome and its effects on the production system are either non-existing or independent of the generated flow time forecasts. This paper addresses this gap by proposing a periodic predictive order release model in a rolling horizon environment that utilises flow time estimations inferred by an ANN. The proposed method is a predictive lead time management approach that iterates between the (re-)calculation of the lead times according to the system state at hand and the order release decision by repeatedly updating its forecasts after each release of an order.

3. Simulation model

To evaluate the viability of our approach we use a simulation model of a make-to-order (MTO) flow shop with six different products and six work-centres. We examine the system under moderate and high utilisation in combination with moderate or high variability in demand and processing times. This section provides the details of the simulation model and the experimental setup.

3.1. Make-to-order flow shop

In our simulation model, depicted in Figure 1, the customers initiate the process by placing orders. This is indicated by the dashed line.

The manufacturer produces six different product types, each of which is identified by a natural number 1, 2, . . . , 6 and has a different routing through the production system. The routing setup is provided by corresponding labels of the edges. For instance, product types 1–3 are routed from machine M1 to machine M2, while the other products are transferred to machine M3. The production system consists of three production stages with diverging material flow and no return visits. We expect the incoming orders to be uniformly distributed among the product types. A period lasts 960 minutes (= 16 hours) which represent two 8-hour shifts. At the beginning of each period orders can be released into the production system assuming material availability for all orders at their release date. Upon release, the orders are placed in the buffer at machine M1. Buffers and inventories are plotted as filled squares. Thus, each workstation is equipped with a buffer which queues the orders until processing is started. All buffers use a first-come-first-serve dispatching rule. Furthermore, each workstation processes only one order at a time and early deliveries are prohibited. Orders completed ahead if their due date remain in the finished goods inventory (FGI) until they are due and sent to the customer.

3.1.1. Processing times

The machine processing time distributions are given under the corresponding node labels of the machines. To simulate high or moderate variance the processing times for all machines are drawn from an exponential or an uniform distribution, respectively. There is one bottleneck machine (M5) and therefore we refer to product types 2 and 5, those routed through machine M5, as bottleneck
products whereas products 1, 3, 4, 6 are non-bottleneck products.

3.1.2. Demand
The incoming orders are placed in the order pool with a due date slack of 10 periods, that is each order arriving within period \( t \) will be due at the end of period \( t + 10 \). The due date slack of 10 is chosen to (i) ensure sufficient time between the first occurrence of orders in the order pool and the latest possible release of orders and (ii) to have a clear cause and effect relationship between the order release decision and the cost performance in the analysis. To simulate high and moderate variability of the demand process the interarrival time between consecutive incoming orders is either drawn from an exponential (\( \text{Exp} \)) or a uniform (\( \text{Unif} \)) distribution, which are adjusted to yield the desired bottleneck utilisation level of either 70% with \( \text{Exp}(135) \) and \( \text{Unif}(95, 175) \), or 80% with \( \text{Exp}(118) \) and \( \text{Unif}(78, 158) \). These values were chosen to test the influence of the non-linear relationship between flow times and high utilisation levels.

3.1.3. Order release
Before the order release decision is made, all orders in the order pool are sorted by due date. This portrays the implementation of a sequencing rule (for a review on order pool sequencing rules see Thuuer, Stevenson, and Qu 2016). According to this sequence, orders are considered for release in the beginning of each period starting with the highest priority order.

In our model, orders are released by specifying lead times \( LT_1, LT_2, \ldots, LT_6 \geq 1 \), where the index corresponds to the product type and \( LT_i \in \mathbb{N} \). By setting a lead time \( LT_i \), a planned release date is computed for each order \( j \) of product type \( i \) in the order pool given by

\[
\text{PRD}_j = \text{DD}_j - LT_i,  \tag{1}
\]

where \( \text{DD}_j \) denotes the due date of the order. For dynamic order releases the lead times \( LT_j \) may vary from period to period, whereas in static order release methods the lead times are predetermined and fixed (Ragatz and Mabert 1988; Kim and Bobrowski 1995). For both approaches a job of product type \( i \) with lead time \( LT_j \) in period \( t \) and due date \( DD_j \) is released at the end of period \( t \) if and only if \( t \geq \text{PRD}_j \). Thus, in the dynamic setting the planned release date \( \text{PRD}_j \) of order \( j \) can be updated several times before it is actually released to the production system. However, once an order is released its release cannot be revoked. If there are several orders with the same due date the order release sequence is randomised. Hence, if the set lead time corresponds with the actual flow time the product is finished in the same period as it is shipped. If the lead times are set either too long or short, the order has to wait in the FGI until it is due or the order is late and backorder (BO) costs occur.

3.1.4. Costs
The cost parameters are set by assuming an increase in value from raw material (1 Dollar per order and period) to the final product (4 Dollar per order and period) and the backorder costs are set very high (16 Dollar per order and period) due to the MTO environment. All costs are assessed based on the production system state at the end of each period.

4. Lead time setting
This section describes the examined static and dynamic lead time setting approaches. For the dynamic approach we also integrate safety lead times (Enns and Suwannruji 2004, see also Haeussler, Schneckenreither, and Gerhold 2019). This addition incorporates the ratio of FGI and backorder costs into the lead time setting procedure.
4.1. Static lead times
A common approach for handling order release decisions is to use fixed (static) lead times. Therefore, we use a backward infinite loading (BIL) technique as an external benchmark, where the lead time planning parameters $LT_i$ are predetermined and constant over time.

4.2. Dynamic lead times
As stated above, a forecast-based order release model may generate an erratic order release pattern resulting in the lead time syndrome (Mather and Plossl 1978; Selcuk, Fransoo, and Kok 2006; Knollmann and Windt 2013). Thus, updating lead times may trigger the lead time syndrome as an increase of the lead time usually happens once the flow times exceeded the lead times. The increased lead times result in additional releases, i.e. a higher work-in-process level and thus over time in increased flow times, which may cause another increase of the lead time. For example, consider the flow time as the only input for forecasting the lead time. By definition the flow time can only be observed after the orders traverse the whole production system, which may take several periods. Thus, the flow times observed at a particular time were caused by an order release decision that was taken various periods in the past. Therefore, if the actual flow times exceed the lead times, the lead time may be increased accordingly. In other words, if the previously used expectations (lead times) are not matched by extended flow times the expectations are readjusted to match the measured values. However, this leads to more releases and therefore a higher work-in-process level which again increases the flow times, i.e. the effects of the lead-time syndrome occur. Thus, to prevent an uncontrolled increase of the lead times (and order releases), we enforce an upper bound on it. Based on pilot runs we set the maximum lead time to 4 periods which provides a sensible bound for the lead time of our simulation model. This approach is comparable to a backward finite loading technique (e.g. Ragatz and Mabert 1988; Bobrowski 1989; Kim and Bobrowski 1995), but instead of a maximum workload norm we set a upper bound for the lead times. By setting this upper lead time bound we enable the possibility of adaptively changing the lead times without triggering the lead time syndrome.

Figure 2 illustrates the opportunity of dynamic lead time setting, where the dashed line depicts the upper bound of the lead time. The expected minimum lead time required to fulfil all orders on time for a predetermined demand and constant maximum capacity is depicted as the solid black line. Note that the minimum required lead time to fulfil the demand of two consecutive periods are connected. For instance, in Figure 2 if a static lead time is used to release the orders, the gap between periods of the minimum required lead time consists only of the difference of orders that left the production system and the number of jobs that arrived within the upper lead time bound of the order pool between these two periods. Therefore, the size of the gaps of the required lead time is due to the variability of the demand and the manufacturing process.

The shaded areas are the opportunities a simple reactive order release mechanism may use to reduce the flow times to save holding costs. In contrast, proactive and predictive forecasting technique may be able to shift the additional load of period $t + 5$ to an earlier period to prevent backorders. However, in the context of flow time forecasts this requires per order forecasts of the production system state as this allows an iterative process of releasing an order and updating the production system state by adding the released order to the corresponding queue.

In the sequel we introduce the reactive and predictive approaches analysed. The first two models stem from reactive lead time management and are based on the study of Enns and Suwanruji (2004). Afterwards the more comprehensive predictive approach using an ANN is presented.
4.2.1. Reactive lead time management: exponentially smoothed lead times

We use exponential smoothing to forecast the flow times for each product type. That is, at period \( t \) we set the lead times

\[
LT_{i,t} = \alpha FT_{i,t} + (1 - \alpha) \cdot LT_{i,t-1},
\]

of product type \( i \) based on the forecasted flow times, where \( FT_{i,t} \) is the last observed flow time for product type \( i \) and \( 0 \leq \alpha \leq 1 \) the smoothing parameter. Clearly at period \( t \) the release mechanism is initialised with \( LT_{i,t} = LT_{i,t-1} \). We test \( \alpha \)-values of 0.1 and 0.2, as these have been shown to perform well for the given setup (Haeussler, Schneckenreither, and Gerhold 2019). To increase accuracy we forecast the flow time in minutes and round to the closest period.

4.2.2. Reactive lead time management: exponentially smoothed lead times with safety lead time

Neglecting the periodicity, and under the assumption of normally distributed deviations of the actual flow times from the lead times, the BO costs exceed the FGI costs by about the ratio of these costs. We observed deviations from this rule of thumb mainly if (i) high forecast errors occurred, and (ii) the lead times were often overridden by the upper lead time bound. Nonetheless, balancing these costs constitutes an important enhancement, especially for cost-related measures. Therefore, we developed a method to incorporate the cost ratio similar to safety stock levels in inventory systems (e.g. Silver, Pyke, and Peterson 1998). To clarify, consider Figure 3 which depicts the deviations between lead times and flow times. To match the ratio of FGI and backorder costs we select the \( z \)-quantile of the normal distribution to be at 80%. The standard deviation used for calculating the actual safety lead time from the \( z \)-quantile is continuously updated. The additional safety lead time is then added to the forecasted flow time. A similar approach was presented by Enns and Suwanruji (2004) in a supply chain context. However, their motivation rather lies in safety stock than in balancing of cost ratios. Additionally, they simply use a constant value as opposed to deducing the safety lead time from the cost structure.

4.2.3. Predictive lead time management via artificial neural network forecasting

In the sequel we present a predictive lead time management approach which is based on forecasts obtained using a feedforward ANN. Therefore, we first introduce the concept of feedforward ANNs, its parameterisation and the training procedure, before presenting the iterative order release algorithm.

Feedforward Neural Networks. ANNs are used to approximate functions learned using sample data. In this paper we use fully-connected feedforward ANNs and thus for a more comprehensive introduction to ANNs refer to Yegnanarayana (2009). Figure 4 depicts a fully-connected feedforward ANN, in which \( n_{\text{inp}} \) scalar input data values \( ft_i \), called features, are streamed from node to node along the directed edges and thus in one direction only. Each edge represents a weight parameter \( w_{i,j} \) for layer \( i \) and numbered by \( j \). To preserve readability these are not labelled in the figure. All edges pointing to a node are linearly connected between each other. For instance node \( h_{1,1} = \sum_{i=1}^{n_{\text{inp}}} w_{1,i} ft_i \). Therefore, to be able to approximate non-linear functions after each layer, except for the input layer, a non-linear (activation) function is applied to the weighted sum, i.e. instead of using the value of \( h_{1,1} \) in the next layer an activation function \( f_1 \) is applied and \( f_1(h_{1,1}) \) passed to the next layer.

Feature Extraction and Selection. As there is no standard procedure for the model building process and rules of thumb work only for special problems (Zhang 2006) we manually optimised the ANN architecture by trial-and-error and found the following as most appropriate in our setting. To reduce the complexity and computation time we developed separate flow time forecasting models for bottleneck and non-bottleneck products. That is, we train and evaluate on two separate neural networks. For both networks the input layer nodes were preselected by using the PMI-based (Sharma 2000) input selection algorithm PMIS as presented by Galelli et al. (2014). The PMIS algorithm is a filter input variable selection.
method which evaluates the relevance of potential input nodes based on mutual information of the input variable and the output. Additionally to account for redundancy of input variables, conditionals on any inputs that have already been selected are also evaluated.

As possible features we identified 36 production system characteristics with regard to the product type for which the forecast is demanded: The total expected processing time of the product type (P), number of operations of the product type (NO), the mean flow time of the product type (MF order), the mean flow time of the last three periods of the product type (MF LP order), the mean queuing time of the product type at each stage (MQ S1, MQ S2, MQ S3), the mean queuing time of the product type at each stage of the last three periods (MQ S1 LP, MQ S2 LP, MQ S2 LP), the mean queuing time per operation of the product type (Mq), the mean queuing time per operation of the product of the last three periods (Mq LP), the standard deviation of the flow times of the product type (SF order), the standard deviation of the product type's queuing time at each stage (SQ S1, SQ S2, SQ S3), the standard deviation of queuing time per operation of the product type (Sq), the exponentially smoothed flow time \((\alpha = 0.3\) for all exponentially smoothed features) of the product type (MF EX order), the exponentially smoothed queuing time of the product type at each stage (MQ S1 EX, MQ S2 EX, MQ S3 EX), the expected total processing time of all jobs at stage 1, 2, and 3 on the product’s routing (WIQ 1, WIQ 2, WIQ 3), the number of jobs in the queues of stage 1, 2 and 3 on the product’s routing (JIQ 1, JIQ 2, and JIQ 3 respectively), the number of jobs in the system (JIS), the mean flow time of all jobs in the system (MF), the mean flow time of all jobs in the system of the last three periods (MF LP), the mean queuing time of all jobs in the system (MQ), the mean queuing time of all jobs in the system of the last three periods (MQ LP), the standard deviation of the flow times of all jobs in the system (SF), the standard deviation of the queuing time of all jobs in the system (SQ), the exponentially smoothed flow time of all jobs in the system (MF EX) and finally the exponentially smoothed queuing time of all jobs in the system (MQ EX).

**Input Features and Network Output.** The result of the feature selection provides 30 input features for both networks, cf. Table 1 where the features are sorted by their partial mutual information (PMI), of which 19 input nodes for the neural network of the bottleneck products and 21 for the non-bottleneck products are significant. Note that the jobs in queue in stage 3 are the most relevant feature for the bottleneck network, while for the non-bottleneck network the jobs in the buffer of stage 1 are the most important feature. This is due to the bottleneck machine being located at stage 3. Similarly, for both networks the exponentially smoothed overall mean queuing time (MQEX) is an important feature, while the exponentially smoothed mean queuing time of stage 3 (MQEX, S3) is much more relevant in the bottleneck network. Overall the actual numbers of jobs (JIS, JIQ1, ·) are the most relevant input features for the bottleneck product network, while accumulated key

![Figure 4. The artificial neural network architecture.](image-url)
figures like exponentially smoothed queuing times over the last 3 periods (e.g. MF,LP) are less important. The expected total processing times (WIQ1–WIQ3) are only the last 3 periods (e.g. MF,LP) are less important. The figures like exponentially smoothed queuing times over the previous customers and the corresponding service times. This is represented by the WIP level as a measure for waiting times and the observed flow times, which include the service time.

As the order release problem faces sampling issues since the system’s state depends on the order release quantities the training set is generated based on static order release mechanisms only. This prevents learning from data that fall into the lead time syndrome. We also performed a manual evaluation of the selected features, by comparing the forecast accuracy of using all features to the accuracy when disabling a specific feature. It resulted in dropping the mean queuing time of the job at stage 2 (MQ S2) for both networks and the standard deviation of queuing time of the product type at stage 3 (SQ S3) for the non-bottleneck products. Thus the input layers consist of 18 nodes for the neural network of the bottleneck products and 19 nodes for the non-bottleneck products. The output layers consist of a single node representing the flow time, as depicted in Figure 4.

Both input and output values are scaled to the range \([-1, 1]\) using the min-max normalisation before being fed into the network. The minimum and maximum values are computed beforehand over the training data. Thus, the output of the neural network is re-scaled to the range \([-\infty, \infty]\) and under the current production system state \(\text{pss}\). The lead time \(LT_{i,\text{pss}}\) is calculated by adding the safety lead time as described in Section 4.2.2:

\[
LT_{i,\text{pss}} = \overline{LT}_{i,\text{pss}} + LT_{i,\text{Safety}}.
\]

Therefore, the release mechanism is initialised with \(LT_{i} = LT_{i,\text{pss}}\), whenever \(\text{pss}\) is the currently observable production system state.

**Hidden Layers and Activation Functions.** For both networks there are two hidden layers, where the first consists of 28 nodes and the second of 14 nodes. We arrived at this setup by repeatedly training different network architectures. We started with the hidden layers each containing 1.5 times the sum of input and output nodes, i.e. 3, and then iteratively reduced the number of nodes while searching for the smallest mean squared error (MSE) of the validation set (20% of the training data). After each layer, except the input layer, the commonly used activation function ReLU (rectified linear unit) is applied, that is \(f_1 = f_2 = f_{out} = \text{ReLU}\). This allows the neural network to disable some neurons on certain inputs leading to sparse networks, similar to the hypothesised sparsity of brain structures (Glorot, Bordes, and Bengio 2011).

**Training.** As ANNs are a data-driven approach a data set must be generated and trained before the neural
network returns sensible output. For this data-generation process we used overall about 400 thousand orders, where the orders were released using BIL with lead times 1–5 (see Equation (1)). The generated data was randomised and split into batches of 256 orders to smooth the learning process. As recommended by Zhang (2006) 80% of the data was used for training and 20% as a validation set, where we dropped the fine-tuning portion, as we were able to regenerate data from the simulation. Other batch-sizes (64, 128, 512) were evaluated but discarded due to worse estimates (higher MSEs). To obtain an acceptable mean squared error of around 3.5% on the validation set we cycled the training process up to 5 times. For training the gradients based on the squared loss are propagated back using Adagrad (Duchi, Elad, and Yoram 2011) with a learning rate of 0.01, where again we tested different values (0.001, 0.005, 0.01) and chose the best performing one. We also tested the RMSProp (Tieleman and Hinton 2012) backpropagation algorithm as optimiser, but favoured Adagrad due to better performance.

Order Release. As this forecasting technique is order-based and incorporates the status of the shop floor we iteratively forecast the flow time of orders and release them accordingly. This allows us to anticipate future backorders and, avoid them by releasing orders earlier. According to the reference framework of Bergamaschi et al. (1997), the procedure is similar to a time bucketing approach (e.g. Bobrowski 1989) with an extended schedule visibility and works as follows, where $t$ is initialised as current period:

Step 0  Forecast the flow time of all orders in the order pool, one at a time, starting with the order having the earliest due date and release all orders $j$ with $\text{PRD}_j \leq t$. Initialise the time-bucketing algorithm with the current production system state, unmark all orders remaining in the order pool and set $t' = t + 1$.

Step 1  For each unmarked order $j$ in the order pool, starting with the order having the earliest due date, forecast the flow time, where the marked orders are added to the WIP level of the orders’ gateway work centre. Then by calculating the corresponding lead time infer its planned release date $\text{PRD}_j$:

1. if $\text{PRD}_j < t'$: Release the order with the earliest due date of the order pool and remove order $j$ from the simulation, further unmark all orders, set $t' = t + 1$ and go to Step 1.
2. if $\text{PRD}_j = t'$: Mark the order and continue the loop.
3. if $\text{PRD}_j > t'$: Continue the loop.

Step 2  Increment $t'$ by 1, reduce the WIP level of all stages by the expected system output and go to Step 1 until all orders of the order pool are marked.

This algorithm continuously loops through the orders of the order pool, evaluates the expected planned release date for each order and marks orders to keep track of orders that are expected to be completed on time. If an order is expected to arrive at the inventory after its due date, the algorithm is designed to release orders earlier, i.e. it shifts the expected additional load of later periods to the previous periods. The loop halts if, based on the forecasts generated by the ANN, all orders are expected to arrive on time.

Example 4.1: For simplicity consider a single product type (product type 1), suppose the current period is $t$, and that there are no orders in the bucket with due date $t + 1$ (bucket A), 4 orders in the bucket with $t + 2$ (bucket B) and 10 orders in the bucket $t + 3$ (bucket C) as in Figure 1. Furthermore, let the lead time $\text{LT}_{1_{\text{pss}}} = 1$ for all orders.

Then in the current period there is nothing to be released as all orders have $\text{PRD}_j \geq t + 1$. Thus, the time-bucketing algorithm starts with no released orders in the current period. In the first iteration $t' = t + 1$ the algorithm marks the orders of bucket $B$ one after the other. After processing bucket $B$ assume a lead time update to $\text{LT}_{1_{\text{pss}}} = 2$ due to the additional load in the buffer of M1. Then after marking all jobs of bucket $B$ it continues with checking the orders of bucket $C$. It may happen that after marking some but not all orders of bucket $C$ the estimated flow time again increases due to the additionally marked orders. In this case the next job will have a planned release date of $t' - 1$, thus another order of bucket $B$ is released at the current period $t$, and the process restarts, until all orders of the order pool are expected to be on time.

5. Results

This section presents the results of the forecast accuracy and proofs the viability of dynamic order release methods. The length of each simulation run to evaluate the performance was 8000 periods including a warm-up period of 1000 periods. Each simulated scenario was run for 30 replications and their means are reported. Welch’s procedure was applied to approximate the length of the warm-up period (see Law and Kelton 2000).

5.1. Forecast accuracy

The forecast accuracy is measured as average absolute deviation over all products between forecasted and actual
flow times (given in minutes). Figure 5 depicts the forecast accuracy for all tested scenarios. For brevity, we use a triple to denote each scenario: The first component corresponds to either 70% or 80% bottleneck utilisation, the second denotes the interarrival times of the demand, and the third, Exp or Unif, represents the distribution for the processing times.

Figure 5 reveals that the process time variability has the biggest impact on forecast accuracy, since the forecast deviations increase from cases with uniformly to exponentially distributed processing times.

Overall, the forecasts of the artificial neural network are more accurate than with the exponential smoothing technique for all scenarios and the relative advantage increases from 70% to 80% utilisation and is biggest for the 80-Exp-Exp scenario.

### 5.2. Computational experiments

Table 2 shows the results of the evaluations for an utilisation level of 70%. The first column denotes the tested order release approaches, namely (i) the static lead time approach (denoted as BIL), (ii) the reactive approaches ESSLT$_{0.1}$ and ESSLT$_{0.2}$ with safety lead time where the corresponding $\alpha$-value is given as index, and (iii) the predictive ANN approach using the artificial neural network. Column two to six depict the cost-based performance measures in $10^3$ Dollars: the costs for held WIP (WIPC), finished goods inventory costs (FGIC), backorder costs (BOC), timing costs which is the sum of FGIC and BOC and sum over all costs (SUM). The mean of all values are compared for all algorithms at a significance level of $p = 0.05$ using a Wilcoxon/Mann–Whitney-U Test. The values marked with an asterisk are not significantly different from the best performing model. Finally, the last column shows the service level denoted as SL(%) reached in percent.

As one can see, for an utilisation level of 70%, ESSLT$_{0.1}$ performs best regarding the total costs measure for two out of three scenarios. However, the differences between the two best performing approaches (ESSLT$_{0.1}$ and ANN) is rather small (13.3 for 70-Exp-Unif and 9.9 for 70-Unif-Exp) but significant. The main difference between these two approaches is that the ANN yields the highest WIP costs of all tested approaches which we attribute to its strong emphasis on timing performance. In this regard, the ANN model performs best (lowest FGIC+BOC costs for all scenarios) where since it yields the second highest service level together with a quite balanced ratio between FGIC and BO costs for all scenarios. This suggests that the proposed method can be further refined by reducing the WIP costs (for a first step into this direction see Section 5.3.4 below). However,

### Table 2. Results for a bottleneck utilisation of 70%.

| Scenario     | WIPC  | FGIC  | BOC   | FGIC+BOC  | SUM   | SL(%) |
|--------------|-------|-------|-------|-----------|-------|-------|
| 70-Exp-Unif  |       |       |       |           |       |       |
| ESSLT$_{0.1}$ | 34.2  | 47.2  | 151.8 | 199.0     | 233.2 | 82.5% |
| ANN          | 48.5  | 187.2 | 10.8  | 198.0*    | 246.4 | 98.8% |
| ESSLT$_{0.2}$| 35.4  | 39.0  | 184.3 | 223.3     | 258.6 | 78.7% |
| BIL          | 29.3  | 480.2 | 0.5   | 480.7     | 510.0 | 99.9% |
| 70-Unif-Exp  |       |       |       |           |       |       |
| ESSLT$_{0.1}$| 45.3  | 75.6  | 177.5 | 253.2     | 298.4 | 82.7% |
| ANN          | 67.5  | 180.7 | 60.2  | 240.9     | 308.4 | 94.3% |
| ESSLT$_{0.2}$| 48.3  | 73.1  | 207.0 | 280.1     | 328.4 | 79.9% |
| BIL          | 40.1  | 439.7 | 11.1  | 450.8     | 490.8 | 99.1% |
| 70-Unif-Exp  |       |       |       |           |       |       |
| ESSLT$_{0.1}$| 55.3  | 89.1  | 228.0 | 317.2     | 372.5 | 79.5% |
| ANN          | 76.6  | 169.7 | 92.5  | 262.2     | 338.8 | 91.6% |
| ESSLT$_{0.2}$| 57.9  | 88.7  | 242.5 | 331.2     | 398.1 | 78.5% |
| BIL          | 48.6  | 409.0 | 24.2  | 433.2     | 481.8 | 98.0% |
Table 3. Results for a bottleneck utilisation of 80%.

| 80-Exp-Unif | WIPC | FGI | BOC | FGIC+BOC | SUM | SL(%) |
|-------------|------|-----|-----|----------|-----|------|
| ESSLT\(_{0.1}\) | 55.4 | 71.1 | 170.6 | 241.8 | 297.2 | 84.7% |
| ANN         | 88.1 | 165.0 | 69.2 | 234.1 | 322.2 | 93.9% |
| ESSLT\(_{0.2}\) | 59.1 | 64.5 | 211.4 | 275.9 | 350.0 | 81.1% |
| BIL         | 45.9 | 501.8 | 7.8 | 509.6 | 555.5 | 99.4% |

80-Unif-Exp | WIPC | FGI | BOC | FGIC+BOC | SUM | SL(%) |
|-------------|------|-----|-----|----------|-----|------|
| ANN         | 109.2 | 211.2 | 141.9 | 353.0 | 462.2 | 90.3% |
| ESSLT\(_{0.1}\) | 79.5 | 103.0 | 311.7 | 414.7 | 494.3 | 77.3% |
| ESSLT\(_{0.2}\) | 83.1 | 96.6 | 333.7 | 430.3 | 513.3 | 76.0% |
| BIL         | 65.4 | 436.2 | 57.6 | 493.8 | 559.2 | 96.5% |

80-Exp-Exp | WIPC | FGI | BOC | FGIC+BOC | SUM | SL(%) |
|-------------|------|-----|-----|----------|-----|------|
| ANN         | 116.3 | 188.0 | 220.0 | 407.9 | 524.3 | 86.0% |
| ESSLT\(_{0.1}\) | 93.0 | 136.9 | 367.9 | 504.8 | 597.8 | 76.2% |
| ESSLT\(_{0.2}\) | 78.4 | 396.0 | 131.8 | 527.8 | 606.2 | 94.0% |
| BIL         | 98.4 | 121.6 | 411.9 | 533.5 | 631.8 | 73.9% |

5.3. Sensitivity analysis

In this subsection, the different order release approaches are analysed in multiple settings. More precisely, we test the influence of a job shop production environment, the safety lead time, different cost parameters and limiting the release quantity. We use the 80-Exp-Exp scenario as a base treatment and compare the cost performance between ANN, ESSLT\(_{0.1}\), ESSLT\(_{0.2}\) and BIL.

5.3.1. Job shop production environment

In order to guarantee comparability to the tested flow shop we use a restricted job shop (as defined by Oosterman, Land, and Gaalman 2000) with three machines where six products are processed. All products visit all work centres, but the sequence of the visits is different for each product (see Figure 6). The interarrival time of orders at the job shop is equal to the interarrival times for the flow shop which yields an average utilisation of 80% and there is one bottleneck work centre (M3).

Regarding the forecast accuracy the ANN yields an average forecast deviation of 482.4 compared to 532.13 with the exponential smoothing technique. This means that, similar to above (see Figure 5), the forecasts of the ANN are more accurate, although the relative difference is smaller for the job shop.

Table 4. Results for job shop production environment.

| 80-Exp-Exp | WIPC | FGI | BOC | FGIC+BOC | SUM | SL(%) |
|------------|------|-----|-----|----------|-----|------|
| ANN         | 77.2 | 189.8 | 95.5 | 285.3 | 362.6 | 91.1% |
| ESSLT\(_{0.1}\) | 45.2 | 88.7 | 232.6 | 321.3 | 366.5* | 79.4% |
| ESSLT\(_{0.2}\) | 52.2 | 80.9 | 274.2 | 355.1 | 407.3 | 76.0% |
| BIL         | 34.5 | 545.2 | 2.5 | 547.7 | 582.2 | 99.8% |

Table 5. Results for 80-Exp-Exp with (top) and without safety lead times (bottom).

| Safety lead time | WIPC | FGI | BOC | FGIC+BOC | SUM | SL(%) |
|------------------|------|-----|-----|----------|-----|------|
| ANN              | 116.3 | 188.0 | 220.0 | 407.9 | 524.3 | 86.0% |
| ESSLT\(_{0.1}\)  | 93.0 | 136.9 | 367.9 | 504.8 | 597.8 | 76.2% |
| ESSLT\(_{0.2}\)  | 98.4 | 121.6 | 411.9 | 533.5 | 631.8 | 73.9% |
| No Safety lead time | WIPC | FGI | BOC | FGIC+BOC | SUM | SL(%) |
| ANN...no safety  | 124.9 | 168.0 | 315.2 | 483.2 | 608.2 | 79.9% |
| ESSLT\(_{0.1}\)  | 97.6 | 37.2 | 896.7 | 933.8 | 1031.4 | 43.4% |
| ESSLT\(_{0.2}\)  | 103.3 | 31.2 | 957.1 | 988.3 | 1091.6 | 40.2% |

5.3.2. Safety lead time

Table 5 compares the order release methods in regard to the safety lead time. In the top part of the Table, all methods are configured to use the safety lead times as specified in Subsection 4.2.2, whereas the bottom part of the table shows the results for the base treatment (80-Exp-Exp), but with safety lead times disabled. For all ‘no safety lead time’ scenarios we test whether the results are significantly different from to the initial results at a significance level of $p = 0.05$ using a Wilcoxon/Mann–Whitney-U Test. Thus, the values marked with an asterisk are not significantly different from the corresponding ‘safety lead time’ values.

One can see that setting the safety lead time has a positive effect on the total costs and the service level of all treatments. The latter increases for all methods and the total costs decrease by 83.9, 433.6 and 459.8 for ANN, ESSLT\(_{0.1}\), and ESSLT\(_{0.2}\) respectively. Thus, exponential smoothing benefits more from safety lead times than ANN, which is due to the worse estimates and reactive behaviour. Finally, the comparative...
The advantage of ANN_no_safety over the two exponential smoothing approaches (ES_{0.1} and ES_{0.2}) remains unchanged where ANN_no_safety yields the highest WIPC (128.0% of ES_{0.1}) better timing (FGIC+BOC) and total costs. However, the relative advantage increased vastly: ANN_no_safety results in 51.7% of the timing and 59.0% of the total costs compared to ES_{0.1}.

5.3.3. Cost parameters
To investigate the behaviour under different cost structures, which alter the safety lead times by changing the used z-values (cf. Section 4.2.2), Table 6 establishes a sensitivity analysis for all treatments with modified cost ratios of 1:9 and 1:19 in regard to FGIC and BOC as supposed to 1:4 in the initial experimental design, where the WIP costs remain unchanged (see Table 3). The mean of all values are compared for all algorithms at a significance level of $p = 0.05$ using a Wilcoxon/Mann–Whitney-U Test. The values marked with an asterisk are not significantly different from the best performing model.

Table 6 is divided into four parts where, for convenience, the top part depicts the initial results without limit (denoted as 'no limit') and the second to the lowest part present the cost performance for simulation runs with limits of 10, 12 and 14 orders (recall the expected arrival of just above 8 orders per period).

The results with altered cost parameters show that the comparative advantage of our proposed ANN remains unchanged: Again the WIPC are the highest, the timing and total costs (FGIC+BOC) are the lowest for the ANN approach for all scenarios. Additionally, the cost ratios can be interpreted as target service levels such that a cost ratio of 1:9 and 1:19 represent a target value of 90% and 95%. As can be seen in Table 6 our proposed ANN approach meets that target in five out of eight cases, while in two cases the target service level was only missed by less than 1.1% (80-Unif-Exp 1:9 and 80-Exp-Exp 1:9) and in one case (80-Exp-Exp 1:19) by 4.1%. The exponential smoothing approaches never reach the target service level. The conclusion from this sensitivity analysis is twofold: First, the safety time procedure works quite well for our predictive order release approach. Second from a practical point of view, it eases the applicability of our approach since the safety time procedure is easy to understand and well known from inventory control literature.

5.3.4. Limiting the release quantities
Since in all of the above tested scenarios our proposed predictive order release approach (ANN) yields the highest WIP costs, we also analyse the potential of limiting the release quantity. Therefore, we introduce a limit to the jobs in the queue of the gateway work centre. This limit is checked after each released order, if the limit is reached no more orders are released and thus remain in the order pool until the next period.

Table 7 is divided into four parts where, for convenience, the top part depicts the initial results without limit (denoted as 'no limit') and the second to the lowest part present the cost performance for simulation runs with limits of 10, 12 and 14 orders (recall the expected arrival of just above 8 orders per period).
5.4. Managerial implications

The ANN model yields high quality flow time estimates which can help decision makers to adapt lead times dynamically. Furthermore, if the resource configuration remains unchanged for a relatively long period, an order release model using ANN-based flow time forecasts may be a viable alternative to existing approaches. Therefore, the main practical relevance of this research is that ANN models can support planners to make refined order release decisions.

Thus, we encourage companies to use ANN based flow time forecasts to reduce production costs and preserve marketability. The presented examples of making order release decisions based on these forecasts show that, especially in cases with high processing times variability, our predictive model outperforms static and reactive lead time approaches. For instance, the ANN model reduced the total aggregated costs to about 70.3% as compared to a model that uses static lead times in the case of moderate utilisation (70%) and high variability in demand and processing times (see Table 2). Therefore, we suggest to implement the presented predictive approach in both, flow shops and job shops.

6. Conclusion

An essential task in manufacturing planning and control is to determine when to release orders to the shop floor. One key parameter is the lead time, which is defined as the planned time that elapses between the release of an order and its completion. Lead times are normally determined based on the actual duration that an order takes to traverse through the production system (flow times). Traditional order release models assume static lead times, although they should be set dynamically to reflect the dynamic operational characteristics of the system. Therefore, this paper presents a flow time estimation procedure to set lead times dynamically using an artificial neural network. We use a simulation of a three-stage flow-shop and compare the performance to other forecast-based order release models from literature and measure the performance by comparing the forecast accuracy and the aggregate holding and backorder costs. The results show that regarding the forecast accuracy, the machine learning model outperforms the approach using exponential smoothing in all scenarios with high processing time variability and in cases with high utilisation. With regard to the cost performance, our proposed order release model perform best for all but one scenario with 80% utilisation (exponentially distributed interarrival times and uniform processing times) and for two scenarios with 70% utilisation. The latter scenarios, where the machine learning algorithm yield second best, highlights the main weakness of the approach, namely that it yields the highest WIP costs among all scenarios. Thus, we conduct an additional test to analyse the influence of limiting the release quantities and showed that this is a promising extension. Therefore, we identify three viable research directions: First, future studies should use more sophisticated machine learning techniques which allow to include WIP costs like reinforcement learning. The study by Schneckenreither and Haeussler (2019) presents a promising approach in this direction. Second, in addition of using an upper bound for the lead time we will combine ANN flow time forecasting with workload norms as used in the traditional time bucketing approach (e.g. Ragatz and Mabert 1988; Bobrowski 1989; Kim and Bobrowski 1995). Our sensitivity analysis showed that the relative advantage of our approach is robust across different settings, i.e. a job shop
environment, without safety lead times and with different cost structures. Third, as discussed there exists an interdependence between the order release policy and the data used for training the ANN. The training data determines the order release policy and thus to some extend the probability distribution over the states the system will enter. Hence, different training data impose different order release policies. This interdependence likely exists in any data-driven approach, such as clearing functions, which makes it an interesting research area for future data-driven order release research.

The main practical implication of this research is that ANN models can help planners to make refined order release decisions and that they are a viable alternative to existing static and reactive approaches. Thus, we encourage companies to use ANN based flow time forecasts to reduce production costs and preserve marketability and suggest to implement the presented order release approach in both, flow and job shops. Furthermore, one can also integrate our ANN approach into already implemented workload control mechanisms (e.g. Yan et al. 2016; Thuerer, Stevenson, and Qu 2016; Hutter, Haeussler, and Missbauer 2018), i.e. to set more realistic planned release dates.

Despite the good performance of our proposed adaptive order release model using neural networks we are aware of its limitations. Firstly, the results are limited to the simulated case and the validity of the results for other production systems must be assessed in future studies. Secondly, adding further experimental factors would be beneficial like including scenarios with machine failures and different scheduling rules.

In conclusion we found that ANN-based forecasting for setting lead times harbours enormous potential. This exemplifies in significantly better forecast accuracy for almost all cases. Furthermore, it enables the possibility of predictive lead time management with which production costs can be reduced. Additionally as the results provide a clear direction for further improvement we expect future models to be better.

Note

1. We also conducted all of the following sensitivity analyses with the above described job shop which are presented in Appendix.
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Appendix. Sensitivity Analysis for the job shop environment
In this Section we present the sensitivity analysis for the job shop environment described in Section 5.3.1. We follow the structure from above and pursue three analyses where we analyse the influence of (i) safety lead times on the performance of the models, (ii) changed cost ratios between finished goods holding and backorder costs and (iii) limiting of the release quantities.

Table A1. Results for 80-Exp-Exp with (top) and without safety lead times (bottom).

| Safety lead time | WIPC | FGIC | BOC | FGIC+BOC | SUM | SL(%) |
|------------------|------|------|-----|---------|-----|-------|
| ANN              | 77.2 | 189.8| 95.5| 285.3   | 362.6| 91.1% |
| ESSLT0.1         | 45.2 | 88.7 | 232.6| 321.3   | 366.5| 79.4% |
| ESSLT0.2         | 52.2 | 80.9 | 274.2| 355.1   | 407.3| 76.0% |
| No Safety lead time | WIPC | FGIC | BOC | FGIC+BOC | SUM | SL(%) |
| ANN              | 77.3 | 241.5| 137.0| 378.5   | 455.8| 94.2% |
| ANN_no_safety    | 88.8 | 160.4| 211.5| 371.9   | 460.6| 81.4% |
| ES0.1            | 42.1 | 12.3 | 515.3| 527.7   | 569.7| 54.6% |
| ES0.2            | 46.6 | 12.7 | 519.1| 531.7   | 578.3| 55.0% |

Table A2. Sensitivity analysis for modified cost ratios of FGIC and BOC.

| JS-80-Exp-Exp 1:9 | WIPC | FGIC | BOC | FGIC+BOC | SUM | SL(%) |
|-------------------|------|------|-----|---------|-----|-------|
| ANN               | 40.7 | 131.0| 241.8| 372.8   | 413.5| 90.3% |
| ESSLT0.1          | 44.9 | 129.2| 268.2| 397.4   | 442.3| 89.3% |
| ESSLT0.2          | 77.3 | 241.5| 137.0| 378.5   | 455.8| 94.2% |
| ANN               | 72.2 | 294.1| 182.4| 476.5   | 548.7| 96.3% |
| ES0.1             | 43.5 | 161.7| 452.7| 594.5   | 637.9| 91.7% |
| ES0.2             | 48.0 | 160.8| 459.3| 620.0   | 668.0| 91.3% |

Table A1 above shows the initial results for the predictive (ANN) and reactive (ESSLT0.1 and ESSLT0.2) order release models and the lower part shows the results without safety lead times. For all ‘no safety lead time’ scenarios we test whether the results are significantly different to the initial results at a significance level of $p = 0.05$ using a Wilcoxon-Mann–Whitney-U Test. Thus, the values marked with an asterisk are not significantly different from the corresponding ‘safety lead time’ values.

Similar to the results for the flow shop (Section 5.3.2), we can see that safety lead times have a positive effect on all order release models where the models using exponential smoothing to forecast the flow times benefit more than the ANN model. Thus, for the scenarios with no safety lead time (lower part of Table A1) the relative advantage of ANN_no_safety to ES0.1 and ES0.2 increases.

Table A2 depicts the results for modified cost parameters where the top part shows a ratio of finished goods inventory costs to backorder cost of 1:9 and the lower part of 1:19 which represents a z-quantile of 90% and 95% respectively (cf. Section 4.2.2). The mean of all values are compared for all algorithms at a significance level of $p = 0.05$ using a Wilcoxon-Mann–Whitney-U Test. The values marked with an asterisk are not significantly different from the best performing model.

Interestingly in the 1:9 cost ratio scenario, ESSLT0.1 yields the lowest total and timing (FGIC+BOC) cost, although the margins to the other approaches is small but significant. Here, the ESSLT0.1 exactly yields the target service level of 90% where the ANN yields a service level of 94.2% which leads to almost twice as high FGIC in comparison to ESSLT0.1. Furthermore, ANN results in the highest WIP costs for all scenarios which leads to the highest total costs in the 1:9 cost ratio case, although in the 1:19 cost ratio scenario the ANN is the best performing approach. Here, the ANN order release model, yields the lowest total and timing costs and is the only one that reaches the target service level of 95%.
Table A3. Results for 80-Exp-Exp with limited release quantity.

| JS-no limit  | WIPC | FGIC | BOC | FGIC+BOC | SUM  | SL(%) |
|-------------|------|------|-----|----------|------|-------|
| ANN         | 77.2 | 189.8| 95.5| 285.3    | 362.6| 91.1% |
| ESSLT0.1    | 45.2 | 88.7 | 232.6| 321.3    | 366.5*| 79.4% |
| ESSLT0.2    | 52.2 | 80.9 | 274.2| 355.1    | 407.3 | 76.0% |
| JS-limit 10 | WIPC | FGIC | BOC | FGIC+BOC | SUM  | SL(%) |
| ANN         | 42.4 | 125.9| 159.6| 285.6*   | 327.9| 86.3% |
| ESSLT0.1    | 44.1 | 83.0 | 252.1| 335.1    | 379.2| 77.8% |
| ESSLT0.2    | 51.3*| 74.0 | 298.3| 372.3    | 423.7| 74.2% |
| JS-limit 12 | WIPC | FGIC | BOC | FGIC+BOC | SUM  | SL(%) |
| ANN         | 49.4 | 142.8| 128.1| 270.9    | 320.3| 88.6% |
| ESSLT0.1    | 45.1*| 86.8*| 240.3| 327.1    | 372.2| 78.8% |
| ESSLT0.2    | 51.5*| 75.7 | 290.6| 366.3    | 417.8| 74.6% |
| JS-limit 14 | WIPC | FGIC | BOC | FGIC+BOC | SUM  | SL(%) |
| ANN         | 57.7 | 159.3| 117.7| 277.0    | 334.7| 89.5% |
| ESSLT0.1    | 44.4*| 84.6 | 241.1| 325.7*   | 370.1*| 78.6% |
| ESSLT0.2    | 51.9*| 78.9*| 282.4| 361.3    | 413.2| 75.4% |

Table A3 shows the influence of limiting the release quantities. We split the table into four parts where the top part shows the initial results for the reactive (ESSLT<sub>0.1</sub> and ESSLT<sub>0.2</sub>) and predictive (ANN) order release models and the second to the fourth part show the results for introducing a limit of 10, 12 and 14 respectively. For all scenarios with limited release quantities, we test whether the results are significant different to the initial results at a significance level of $p = 0.05$ using a Wilcoxon/Mann–Whitney-$U$ Test. Thus, the values marked with an asterisk are not significantly different from the corresponding ‘no limit’ values.

As expected, the introduction of a release limit reduces the service level for all scenarios. Furthermore, similar to the results for the flow shop (see Section 5.3.4), the order release approaches using exponential smoothing do not benefit from this extension since the total costs increase for all scenarios incorporating a limit. Regarding the ANN approach one can see that the limits have an influence on its performance which is more pronounced as for the flow shop: The WIPC can be decreased substantially for all scenarios and for a limit of 12 and 14 orders also the timing and total costs are significantly lower in comparison to the ‘no limit’ scenario.