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Abstract

We investigate the dynamics of the well-known RSK bijection on permutations when iterated on various reading words of the recording tableau. In the setting of the ordinary (row) reading word, we show that there is exactly one fixed point per partition shape, and that it is always reached within two steps from any starting permutation.

We also consider the modified dynamical systems formed by iterating RSK on the column reading word and the reversed reading word of the recording tableau. We show that the column reading word gives similar dynamics to the row reading word. On the other hand, for the reversed reading word, we always reach either a 2-cycle or fixed point after two steps. In fact, we reach a fixed point if and only if the shape of the initial tableau is self-conjugate.

1 Introduction

A permutation of $1,2,\ldots,n$ is a rearrangement of the numbers $1,2,3,\ldots,n$ in some order. A standard Young tableau, or SYT, is a way of writing the numbers $1,2,3,\ldots,n$ in the unit squares in the first quadrant such that the rows are left-aligned and increasing from left to right, and the columns are bottom-aligned and increasing from bottom to top.

Robinson [5] famously discovered a bijection between permutations and pairs of standard Young tableaux of the same shape. (See Figure 1.1 for an example.) Schensted and Knuth [7, 3] later generalized this bijection to a correspondence between words or two-line arrays and pairs involving semistandard Young tableau, in which numbers may repeat. Together, their discovery is often referred to as the Robinson-Schensted-Knuth bijection, or simply RSK.

The RSK bijection has great importance in many areas of mathematics, including representation theory, geometry, and combinatorics. As one famous application, it gives a combinatorial proof of the identity

$$\sum_{\lambda \vdash n} (f^\lambda)^2 = n!$$

where $f^\lambda$ is the number of standard Young tableaux of shape $\lambda$.

\[5,1,4,6,2,3,7 \xrightarrow{\text{RSK}} \begin{pmatrix} 5 \ 4 & 6 \\ 1 & 2 & 3 & 7 \end{pmatrix}, \begin{pmatrix} 5 \ 2 & 6 \\ 1 & 3 & 4 & 7 \end{pmatrix}\]

Figure 1.1: A permutation and the pair of standard Young tableaux that it corresponds to under the RSK bijection.
In the representation theory of the symmetric group $S_n$, this identity reflects the fact that the irreducible Specht module $V_\lambda$ has dimension $f_\lambda$, and the regular representation (of dimension $n!$) contains $f_\lambda$ copies of $V_\lambda$ for each shape $\lambda$ (see [6] for a thorough introduction to these topics). Young tableaux and RSK-like insertion algorithms also have direct applications to the geometry of Grassmannians [4, Chapter 10], symmetric function theory [9, Chapter 7], the representation theory of Lie groups and algebras [4, Chapter 8], and crystal base theory [1].

The RSK algorithm on permutations takes a permutation $\pi$ and returns a pair $(S, T)$ of standard Young tableaux. The tableau $S$ is called the insertion tableau and $T$ is called the recording tableau. It is well-known that if one takes the reading word $w$ of $S$, formed by reading the rows in order from top to bottom, then applying the RSK algorithm again to $w$ will result in the same insertion tableau $S$ (and possibly a different recording tableau). This leads naturally to the following question.

**Question 1.1.** What happens when one applies the RSK algorithm again to the reading word of the recording tableau $T$?

In this paper, we investigate the above question by analyzing the dynamical system $f : S_n \to S_n$ on the set of permutations defined by applying RSK to a permutation and returning the reading word of the recording tableau. It is natural to ask what its fixed points, cycles, and orbits look like.

Our main results are as follows. First, under iterating the dynamical system $f$, the shape of the RSK tableaux remains constant, and the orbits all hit fixed points within two steps. We also prove that there exists exactly one fixed point per shape of SYT, and so the number of fixed points is the number $p(n)$ of partitions of $n$. (See Section 3 for the full statements and proofs of these results.)

There are many natural variants of this iterative procedure that may be defined by alternative reading words. One such variant is given by the column reading word formed by reading down the columns from left to right, which is known to have the same insertion tableau as the row reading word. We show in Section 4.1 that iterating this process $c : S_n \to S_n$, given by taking RSK of a permutation and then taking the column reading word of the recording tableau, also results in a fixed point in at most two steps, the shape is invariant, and there is one fixed point per shape.

In Section 4.2, we also consider the process of iterating RSK on the reverse reading word of the recording tableau, which has more interesting dynamics. We show that in this case, the orbits enter a 1- or 2-cycle in at most two steps, and we classify these 2-cycles and fixed points completely.

## 2 Background and notation

We begin by recalling some basic combinatorial definitions and notations.

### 2.1 Permutations

A permutation of size $n$ is an ordering of the set $\{1, 2, 3, \ldots, n\}$. We denote a permutation with commas separating the numbers, as in

$$2, 4, 7, 3, 5, 1, 6, 8.$$  

For example, the permutations of size 3 are

$$1, 2, 3 \quad 2, 1, 3 \quad 3, 1, 2$$

$$1, 3, 2 \quad 2, 3, 1 \quad 3, 2, 1$$

2
for a total of \(3! = 6\) permutations. In general, there are \(n!\) permutations of size \(n\).

**Definition 2.1.** The **inverse** of a permutation \(\pi\) is the permutation \(\sigma\) of \(1, 2, \ldots, n\) for which \(\sigma_i = j\) if and only if \(\pi_j = i\). We write \(\pi^{-1}\) to denote the inverse of \(\pi\).

For example, if \(\pi\) is the permutation \(2, 3, 1\), then the first element of the inverse would be 3, because 1 is in the **third** position. The next element is 1, because 2 is in the **first** position. The final element is 2, because 3 is found in the **second** position. Therefore, the inverse permutation of \(2, 3, 1\) is \(3, 1, 2\).

**Remark 2.2.** If we think of the permutation \(\pi_1, \ldots, \pi_n\) as the bijection from \(\{1, 2, \ldots, n\}\) to itself that sends \(i\) to \(\pi_i\) for all \(i\), then the inverse permutation corresponds to the inverse function.

**Definition 2.3.** An **involution** is a permutation whose inverse is itself.

**Example 2.4.** The inverse of the permutation \(2, 1, 3\) is \(2, 1, 3\) (itself), so \(2, 1, 3\) is an involution.

### 2.2 Partitions and Young tableaux

A **partition** of a positive integer \(n\) is a sequence \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k)\) of positive integers satisfying \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k\) and \(\sum \lambda_i = n\). If \(\lambda\) is a partition of \(n\) we write \(\lambda \vdash n\).

We draw a partition \(\lambda\) using a **Young diagram** in French notation by stacking \(\lambda_i\) left-justified boxes on the \(i\)-th row from the bottom of the diagram for each \(i\).

**Definition 2.5.** A **standard Young tableau**, or SYT, is a filling of the boxes of a Young diagram of size \(n\) with the numbers \(1, 2, \ldots, n\), such that the numbers in each row are increasing from left to right, and the numbers in each column are increasing from bottom to top.

**Example 2.6.** The diagram below is an example of a standard Young tableau of size 8, filling the partition shape \(\lambda = (4, 2, 2)\).

```
4 6
2 5
1 3 7 8
```

**Definition 2.7.** The **reading word** of an SYT is the permutation formed by concatenating the rows from top to bottom. In other words, the reading word is obtained by reading the numbers from left to right, then top to bottom, as you would words on a page.

For example, the reading word of the tableau in Example 2.6 is \(4, 6, 2, 5, 1, 3, 7, 8\).

**Remark 2.8.** Not every permutation is a reading word. For example, any permutation that starts with 1 (excluding \(1, 2, 3, \ldots, n\)) cannot be the reading word of any tableau because the 1 is anchored to the bottom row.

**Definition 2.9.** The **transpose** of a Young diagram or tableau is the result of reflecting the shape or tableau about the diagonal starting from the bottom-left corner. For example, the transpose of the tableau at left is the tableau at right:

```
4 2 1 3
3 1 2 4
```

### 2.3 The RSK bijection on permutations

The RSK bijection assigns to each permutation \(\pi\) of size \(n\) a unique pair \(\text{RSK}(\pi) = (S, T)\) of standard Young tableaux, known as the **insertion tableau** and **recording tableau**.
2.3.1 Insertion tableau

To define the insertion tableau corresponding to a permutation \( \pi = \pi_1, \pi_2, \ldots, \pi_n \), we read the permutation from left to right and insert the \( i \)-th term \( \pi_i \) into the tableau on the \( i \)-th step (starting with the empty tableau on step 0).

Case 1: When we are inserting \( \pi_i \) into the SYT, if it is bigger than any box in the bottom row, then we place it at the end of that row. For example, the permutation 1, 2, 3 gives us the sequence of tableaux

\[
\emptyset \rightarrow \begin{array}{cc}
& \\
& \\
\end{array} \rightarrow \begin{array}{ccc}
& & \\
& & \\
1 & & \\
& & \\
\end{array} \rightarrow \begin{array}{ccc}
& & \\
& & \\
1 & 2 & \\
& & \\
\end{array}
\]

since each number is bigger than all the previous numbers. The final tableau, \( \begin{array}{ccc}
& & \\
& & \\
1 & 2 & 3 \\
& & \\
\end{array} \), is the insertion tableau of the permutation 1, 2, 3.

Case 2: If instead \( a = \pi_i \) is not larger than every entry in the first row, then a different process applies. We define \( b \) to be the leftmost box in the first row that is greater than \( a \). This box \( b \) will get replaced by \( a \). Now, we insert box \( b \) into the second row following the same rules as above; putting it at the end of the second row if larger, or replacing some box \( c \) again. This process continues as necessary until all boxes are placed in some row.

We then repeat the algorithms given by the two cases until all the numbers \( \pi_1, \ldots, \pi_n \) have been inserted, and the result is the insertion tableau.

For example, given the permutation 2, 3, 1, we first place the 2 and 3 giving

\[
\begin{array}{cc}
& \\
& \\
2 & 3 \\
& \\
\end{array}
\]

Then, we must replace the 2 with a 1 since 2 is the first number greater than 1 from left-to-right on the bottom row. The 2 is then placed at the end of the second row to obtain the insertion tableau

\[
\begin{array}{ccc}
& & \\
& & \\
2 & 1 & 3 \\
& & \\
\end{array}
\]

2.3.2 Recording tableau

The recording tableau of the RSK bijection is not generated from the permutation directly, but rather from the steps taken when producing the insertion tableau. For its construction, we look at the shape of the insertion tableau and record the number of the step in which each box was added. More precisely:

Definition 2.10. The **recording tableau** for a permutation \( \pi \) is defined as follows. When inserting \( \pi_i \) using the insertion algorithm above, the shape increases by exactly one box; this box is labeled by \( i \) in the recording tableau.

Note that the definition above guarantees that the insertion and recording tableaux have the same shape. For example, consider the permutation 2, 4, 7, 3, 5, 1, 6, 8. The RSK algorithm applied to this permutation is illustrated in the table in Figure 2.1.

Putting these definitions together, let \( S_n \) be the set of all permutations of 1, 2, \ldots, \( n \), and let \( \text{SYT}(\lambda) \) be the set of all standard Young tableaux of shape \( \lambda \). Then the RSK bijection is the map

\[
\text{RSK} : S_n \rightarrow \bigcup_{\lambda \vdash n} \text{SYT}(\lambda) \times \text{SYT}(\lambda)
\]
such that $RSK(\pi) = (S, T)$ where $S$ is the insertion tableau and $T$ is the recording tableau of the permutation $\pi$. Thus, for example, we have that $RSK(2, 4, 7, 3, 5, 1, 6, 8)$ is the pair of tableaux

$$\begin{pmatrix} 4 & 2 & 7 \\ 2 & 7 & 1 & 3 & 5 & 6 & 8 \end{pmatrix}, \quad \begin{pmatrix} 6 & 4 & 5 \\ 1 & 2 & 3 & 7 & 8 \end{pmatrix}. $$

It was shown by Robinson [5] that the map $RSK$ above is a bijection.

### 2.4 RSK and reading words

In the example above, the insertion tableau (left) has reading word $4, 2, 7, 1, 3, 5, 6, 8$. The recording tableau (right) has a reading word of $6, 4, 5, 1, 2, 3, 7, 8$.

As mentioned in the introduction, applying RSK to the reading word of the insertion tableau yields the same insertion tableau. Indeed, applying RSK to the permutation $4, 2, 7, 1, 3, 5, 6, 8$ yields the pair of tableaux

$$\begin{pmatrix} 4 & 2 & 7 \\ 2 & 7 & 1 & 3 & 5 & 6 & 8 \end{pmatrix}, \quad \begin{pmatrix} 4 & 2 & 5 \\ 2 & 5 & 1 & 3 & 6 & 7 & 8 \end{pmatrix},$$

which has the same insertion tableau as above (but a different recording tableau). We state this fact precisely as follows.
**Theorem 2.11** ([9, Theorems A.1.1.4, A.1.1.6]). Let $S$ be a standard Young tableau with reading word $s$. Then applying the RSK algorithm to $s$ will generate the same insertion tableau $S$.

In particular, repeating the process of applying RSK to the reading word of the insertion tableau will therefore reach a fixed point in just one step. However, the same is not true of the recording tableau, as we will see in Section 3.

Finally, we recall how RSK interacts with inverse permutations.

**Theorem 2.12** ([9, Theorem 7.13.1]). If $\text{RSK}(\pi) = (S, T)$, where $S$ and $T$ are the insertion and recording tableaux respectively, then $\text{RSK}(\pi^{-1}) = (T, S)$.

The following corollary is a known fact, but we state it here and provide a brief proof for the reader’s convenience.

**Corollary 2.13.** A permutation is an involution if and only if its insertion and recording tableaux are identical.

**Proof.** Let $\pi$ be an involution. Applying the RSK algorithm to $\pi$ will produce an SYT pair $(S, T)$. Then $\text{RSK}(\pi^{-1}) = (T, S)$ by Theorem 2.12. Because $\pi$ is an involution, by Definition 2.3, $\pi^{-1} = \pi$. Therefore, $\text{RSK}(\pi^{-1}) = \text{RSK}(\pi)$, so $(T, S) = (S, T)$ as pairs. Therefore, $S = T$. □

**2.5 The shape of RSK**

It turns out that the partition shape $\lambda$ of the insertion tableau of a permutation is entirely determined by certain statistics involving subsequences.

**Definition 2.14.** A subsequence of a sequence $w$ is a sequence obtained by deleting some or no elements of $w$ without changing the order of the remaining elements.

**Definition 2.15.** Let $w$ be a permutation. For a positive integer $k$, we say that a subsequence of $w$ is $k$-decreasing if it can be decomposed into $k$ disjoint decreasing subsequences – equivalently, if it does not contain an increasing subsequence of length $k + 1$. For example,

$$(7, 8, 6, 2, 3, 1, 5, 4)$$

is 3-decreasing since it can be decomposed into subsequences $(7, 2, 1)$, $(8, 6, 3)$, and $(5, 4)$. We denote the maximum length of a $k$-decreasing subsequence of $w$ by $D_k(w)$. In this example, $D_2(w) = 7$ since then we can take the subsequence $(7, 8, 6, 2, 1, 5, 4)$, which can be decomposed into 2 subsequences

$$(7, 6, 5, 4) \quad (8, 2, 1)$$

Similarly, we say that a subsequence of $w$ is $k$-increasing if it can be decomposed into $k$ disjoint increasing subsequences – equivalently, if it does not contain a decreasing subsequence of length $k + 1$. We denote the maximum length of a $k$-decreasing subsequence of $w$ by $I_k(w)$.

**Theorem 2.16** ([9, Theorem 7.23.13]). Suppose the permutation $w$ maps under RSK to a pair of tableaux having partition shape $\lambda$. Then for any $j$, we have that

$$\lambda_1 + \cdots + \lambda_j = I_j(w).$$

Similarly, if $\lambda'$ is the transpose partition, then

$$\lambda'_1 + \cdots + \lambda'_j = D_j(w).$$
(Note that $\lambda'_i$ can be interpreted as the length of the $i$-th column of the diagram of $\lambda$.)

For instance, consider the permutation $2, 4, 7, 3, 5, 1, 6, 8$ from our running example, which maps to the pair:

$$\begin{pmatrix}
4 & 2 & 7 \\
1 & 3 & 5 & 6 & 8
\end{pmatrix}, \quad
\begin{pmatrix}
6 & 4 & 5 \\
1 & 2 & 3 & 7 & 8
\end{pmatrix}$$

The longest increasing subsequence of the permutation has length 5 (e.g., $(2, 3, 5, 6, 8)$, though this is not a unique choice). The longest decreasing subsequence has length 3 (e.g., $(7, 5, 1)$) and these facts are reflected in the observation that the tableaux have width 5 and height 3. The longest 2-decreasing subsequence has length 5 (e.g., $(4, 7, 3, 5, 1)$, which can be decomposed into $(4, 3)$ and $(7, 5, 1)$) which corresponds to the fact that the first two columns contain a total of 5 boxes.

3 Iterating on the reading word of the recording tableau

We now study the dynamical system obtained by iterating the RSK algorithm on the reading word of the recording tableau.

**Definition 3.1.** Let $S_n$ be the set of all permutations of $1, 2, \ldots, n$ and define $f : S_n \to S_n$ as follows. For a permutation $\pi \in S_n$, let $\text{RSK}(\pi) = (S, T)$ and let $w$ be the reading word of $T$. Then we set $f(\pi) = w$.

The map $f$ on $S_4$ is illustrated in Figure 3.1. Notice that every permutation reaches a fixed point (a permutation $\pi$ for which $f(\pi) = \pi$) in at most two iterations of $f$. Proving this fact is the main goal of this section.

We first show that the shape of the tableaux assigned to a permutation is invariant under $f$.

**Lemma 3.2.** Starting with a pair of SYT $(S, T)$ of the same shape, let $(S', T')$ be the result of applying the RSK algorithm to the reading word of $T$. Then $(S', T')$ have the same shape as $(S, T)$.

**Proof.** Because a recording tableau is defined to copy the shape of its insertion tableau at each step, we know that $S$ and $T$ both have some shape $\lambda$, and that $S'$ and $T'$ have some shape $\mu$. By Theorem 2.11, we know that using the reading word of $T$ to construct a new insertion tableau results in the same tableau $T$. Therefore $T = S'$, and thus $\lambda = \mu$. \qed

This result is useful because it allows us to limit our investigation to tableaux of a fixed shape $\lambda$.

We now show that, given a permutation that is the reading word of some tableau, the recording tableau is uniquely determined.

**Lemma 3.3.** Let $\lambda = (\lambda_1, \ldots, \lambda_k)$ be a partition. Then there is a fixed tableau $T_\lambda$ such that, when RSK is applied to the reading word of any SYT of shape $\lambda$, the recording tableau is always $T_\lambda$.

In particular, $T_\lambda$ is the tableau formed by filling the bottom entries of the first $\lambda_k$ columns with $1, 2, \ldots, \lambda_k$, then filling the bottommost empty squares of the first $\lambda_{k-1}$ columns with $\lambda_k + 1, \ldots, \lambda_k + \lambda_{k-1}$, and so on.

**Remark 3.4.** Another way of thinking of $T_\lambda$ is as the tableau formed by first applying “upwards gravity” to the boxes in $\lambda$ to make them sit on the ceiling, then filling the rows with $1, 2, \ldots, n$ in order from bottom to top (and left to right across each row), and finally letting gravity pull the
Figure 3.1: The directed graph of the discrete dynamical system formed by iterating $f$ on all permutations of size 4. The shape of the insertion tableau of each permutation is shown at left.
boxes down to the floor again. Below is an example of $T_{(4,3,2)}$ at left and, at right, the result of applying upwards gravity to the boxes:

\[
\begin{array}{ccc}
6 & 7 & 3 \\
4 & 8 & 1 \\
2 & 5 & 9
\end{array}
\]

\[
\begin{array}{ccc}
6 & 7 & 8 & 9 \\
3 & 4 & 5 \\
1 & 2
\end{array}
\]

We now prove Lemma 3.3.

Proof. Let $w$ be the reading word of an SYT $S$ of shape $\lambda$. Since we read the rows of $S$ from top to bottom, the top row (of length $\lambda_k$) will be inserted first to form a row of $\lambda_k$ entries, making the first $\lambda_k$ squares on the bottom row of the recording tableau of $\text{RSK}(w)$ be labeled $1, 2, \ldots, \lambda_k$. We then insert the second row of $S$, which bumps up all elements that we already inserted (since the columns of $S$ are increasing) and then puts the rest of the second row to the right, which gives the next round of entries in the recording tableau as described. This process continues in the same fashion for each row inserted, yielding recording tableau $T_\lambda$.

\[\square\]

**Theorem 3.5.** For any permutation $\pi$, two or fewer applications of the map $f$ will result in a fixed point.

Proof. Let $\pi$ be an arbitrary permutation. Apply the RSK algorithm to $\pi$ to obtain the SYT pair $(S, T)$. Take the reading word of $T$ and produce a new SYT pair. By Theorem 2.11 and Lemma 3.2, this pair must be $(T, R)$, where $R$ is the same shape as $T$, say shape $\lambda$. By Lemma 3.3, we know that $R$ is the unique recording tableau $T_\lambda$ generated by all of the permutations which are the reading words of tableaux of shape $\lambda$.

Applying the RSK algorithm to the reading word of $R = T_\lambda$ will then yield a pair with $R$ as the insertion tableau (again by Theorem 2.11 and Lemma 3.2). But this then generates $R = T_\lambda$ as the recording tableau again by Lemma 3.3. Thus its pair of SYT are $(R, R)$. Additionally, because it was generated from the reading word of $R$, it is a fixed point.

Because all permutations lead into a fixed point within two applications of $f$, we can now classify all cycles of the dynamical system. We first recall the definition of a cycle.

**Definition 3.6.** A cycle of a dynamical system $g : A \rightarrow A$ is a sequence of elements

$$a, g(a), g(g(a)), \ldots, g^n(a)$$

such that the output $g^n(a)$ is equal to the initial input $a$. If it takes a minimum of $n$ steps to return to the input, we say the cycle is an $n$-cycle, and if $n > 1$ we say the cycle is nontrivial.

We now have the following corollary.

**Corollary 3.7.** The map $f$ has no nontrivial cycles.

These two results completely describe the dynamics of the iterated process $f$. To fully understand the combinatorics of the system, we now classify and analyze the fixed points themselves.

**Theorem 3.8.** The map $f$ has exactly one fixed point of each possible Young diagram shape.
Proof. The proof of Theorem 3.5 shows that every initial permutation $\pi$ whose RSK tableaux have shape $\lambda$ eventually maps to the pair $(T_\lambda, T_\lambda)$ where $T_\lambda$ is defined as in Lemma 3.3. The permutation $\pi_\lambda$ associated to this pair $(T_\lambda, T_\lambda)$ must therefore be the unique fixed point, since by Theorem 3.5, if there were a different fixed point for shape $\lambda$, it would eventually map to this one, and therefore equals $\pi_\lambda$.

This means we have a precise enumeration of the fixed points of the system as well.

**Corollary 3.9.** *The number of fixed points of $f$ on $S_n$ is equal to the number of partitions of $n$.***

We now analyze the properties of the fixed point permutation $\pi_\lambda$. The following is an immediate result of the proof of Theorem 3.5, so we omit the proof.

**Lemma 3.10.** *The unique fixed point $\pi_\lambda$ for shape $\lambda$ satisfies $\text{RSK}(\pi_\lambda) = (T_\lambda, T_\lambda)$, and the reading word of $T_\lambda$ is $\pi_\lambda$.***

By Lemmas 3.10 and 2.13, we can conclude the following.

**Corollary 3.11.** *Each fixed point $\pi_\lambda$ of $f$ is an involution.*

Finally, we describe geometrically which involutions these permutations are. Since $\pi_\lambda$ is the reading word of $T_\lambda$, we can write it down explicitly for a given shape. For instance, in the example of $T_{(4,3,2)}$ shown in Remark 3.4, the reading word is 673481259. We see that this is the involution that switches 1 and 6, switches 7 and 2, and switches 8 and 5. Comparing this to the tableau $T_{(4,3,2)}$:

```
6 7
3 4 8
1 2 5 9
```

we see that it is the involution that pairs off the entries by matching each column with itself upside-down (so in this case 3, 4, and 9 match with themselves and are therefore unchanged by the involution).

In general this property will hold as follows. The top row of $T_\lambda$ contains the entries

$$(\lambda_k + \lambda_{k-1} + \cdots + \lambda_2) + 1, \ldots, (\lambda_k + \cdots + \lambda_2) + \lambda_k,$$

and these are the first $\lambda_k$ entries of the reading word $\pi_\lambda$. Meanwhile the numbers $1, 2, \ldots, \lambda_k$ are in positions

$$(\lambda_k + \lambda_{k-1} + \cdots + \lambda_2) + 1, \ldots, (\lambda_k + \cdots + \lambda_2) + \lambda_k$$

in the reading word $\pi_\lambda$. Thus these numbers are indeed swapped with $1, 2, \ldots, \lambda_k$ in the involution, and they are the top and bottom entries of the first $\lambda_k$ columns. We similarly can then pair off the second-to-top row of entries with the numbers $\lambda_k + 1, \ldots, \lambda_k + \lambda_{k-1}$, and so on.

### 4 Variations on the reading word

We now consider what happens if we modify the dynamical system by using variants on the reading word. We discuss two variants: the *column reading word* and the *reversed reading word*. 
4.1 Column reading word

The column reading word of a standard Young tableau \( T \) is the permutation formed by reading down the columns in order from left to right. For instance, the column reading word of

\[
\begin{array}{ccccccc}
4 & 2 & 5 & 7 & & & \\
2 & 5 & 7 & 1 & 3 & 6 & \\
1 & 3 & 6 & & & & \\
\end{array}
\]

is 4, 2, 1, 5, 3, 7, 6. It is known (see [4, Section 2.3]) that inserting the column reading word yields the original tableau, just as in the case of the (row) reading word. In this case it is even easier to see what the recording tableau will be when we apply RSK to the column reading word of a tableau.

Example 4.1. If we apply RSK to the column reading word 4, 2, 1, 5, 3, 7, 6 above, first the 4, 2, 1 are inserted and form a column, yielding the pair:

\[
\begin{array}{ccccccc}
4 & & & & & & \\
2 & & & & & & \\
1 & & & & & & \\
\end{array},
\begin{array}{ccccccc}
3 & & & & & & \\
2 & & & & & & \\
1 & & & & & & \\
\end{array}
\]

Then, inserting the 5 and 3 yields the next column:

\[
\begin{array}{ccccccc}
4 & 2 & 5 & & & & \\
2 & 5 & 7 & & & & \\
1 & 3 & 6 & & & & \\
\end{array},
\begin{array}{ccccccc}
3 & & & & & & \\
2 & 5 & 7 & & & & \\
1 & 4 & 6 & & & & \\
\end{array}
\]

and finally inserting the 7 and 6 forms the final column:

\[
\left(\begin{array}{ccccccc}
4 & 2 & 5 & 7 & & & \\
2 & 5 & 7 & & & & \\
1 & 3 & 6 & & & & \\
3 & & & & & & \\
2 & 5 & 7 & & & & \\
1 & 4 & 6 & & & & \\
\end{array}\right)
\]

From the example above, and using proof techniques similar to that of Lemma 3.3, we obtain the following lemma, whose proof we omit.

Lemma 4.2. For any partition \( \lambda \), there is a fixed tableau \( Q_\lambda \) such that, when RSK is applied to the column reading word of any SYT of shape \( \lambda \), the recording tableau is always \( Q_\lambda \).

In particular, \( Q_\lambda \) is the tableau formed by filling the first column with \( 1, 2, \ldots, \lambda'_1 \) (where \( \lambda'_1 \) is the length of the first column, or first row of the transpose shape \( \lambda' \)), then filling the second column with \( \lambda'_1 + 1, \ldots, \lambda'_1 + \lambda'_2 \), and so on.

By an identical analysis to that in Section 3, we can then obtain the following results, which we state as one summary theorem.

Theorem 4.3. Let \( c : S_n \to S_n \) be the operation of applying RSK to a permutation \( \pi \) to get a pair \( (S,T) \) and then taking the column reading word of the recording tableau \( T \). Then:

- The map \( c \) preserves the shape of the Young tableaux obtained under RSK at each step.
- If \( c \) is iterated starting with any permutation \( \pi \in S_n \), it reaches a fixed point in at most two steps.
- There is exactly one fixed point \( \sigma_\lambda \) for each partition \( \lambda \), and its RSK insertion pair is \( (Q_\lambda, Q_\lambda) \).

Moreover, \( \sigma_\lambda \) is the column reading word of \( Q_\lambda \).
This theorem shows that, in some sense, the iterated process using the column reading word is more straightforward than that of the row reading word. Indeed, \( Q_\lambda \) is easier to define than \( T_\lambda \).

Interestingly, the involution \( \sigma_\lambda \) is still obtained by taking the columns of \( Q_\lambda \) and switching the opposite entries (reflected about the horizontal) in pairs in each column, in the same manner that \( \pi_\lambda \) is obtained from \( T_\lambda \).

### 4.2 Reversed reading word

We now consider the more subtle case of the reverse of the reading word, formed by reading the word from right to left. As an example, the reverse of \( 3, 1, 5, 2, 4 \) is \( 4, 2, 5, 1, 3 \).

**Definition 4.4.** Define \( r : S_n \to S_n \) as follows. For a permutation \( \pi \in S_n \), let \( \text{RSK}(\pi) = (S, T) \) and let \( w' \) be the reversed reading word of \( T \). Then we set \( r(\pi) = w' \).

This operation is fundamentally different from using the row and column reading words, because it does not generate the same insertion tableau. In fact, the shape is no longer even preserved, as seen by the following lemma.

**Lemma 4.5.** Suppose a standard Young tableau \( T \) has reading word \( w \). Let \( w' \) be the reverse of the string \( w \). Then the insertion tableau of the application of RSK to \( w' \) has a shape which is the transpose of the shape of \( T \).

**Proof.** Let \( w \) be the reading word \( a_1, a_2, a_3, \ldots, a_n \). Thus, \( w' = a_n, a_{n-1}, a_{n-2}, \ldots, a_1 \). Let \( a_{i_1} > a_{i_2} > \cdots > a_{i_k} \) be a decreasing subsequence of \( w \). Then in \( w' \), we have \( a_{i_k} < a_{i_{k-1}} < \cdots < a_{i_2} < a_{i_1} \) is an increasing subsequence. Similarly, increasing subsequences of \( w \) become decreasing subsequences of \( w' \).

Let the length of the longest \( k \)-increasing sequence in \( w \) be \( x \) and the length of the longest \( k \)-decreasing sequence in \( w \) be \( y \). Then the longest \( k \)-decreasing subsequence for \( w' \) would have length \( x \) and the longest \( k \)-increasing subsequence for \( w' \) would be \( y \). Thus, by Theorem 2.16, the rows and columns of \( \text{RSK}(w) \) and \( \text{RSK}(w') \) would be swapped, resulting in a transposed shape.

We now show that in fact something much stronger holds: the insertion tableau of the reversed reading word of any tableau is simply the transposed tableau itself.

**Theorem 4.6.** Let \( T \) be a standard Young tableau with reading word \( w \). Then inserting the reversed word \( w' \) yields the transposed tableau \( T' \).

**Proof.** Suppose \( T \) has reading word \( w = w_1, w_2, w_3, \ldots, w_n \), as illustrated below. The shape of the tableau is a partition of \( n \). Let \( \lambda \) be the shape of the tableau \( T \), with \( \lambda = (\lambda_1, \ldots, \lambda_k) \) where \( \lambda_i \) is the size of the \( i \)-th row from the bottom. We define

\[
\sigma_j = \sum_{i=0}^{j-1} \lambda_{k-i}
\]

so that \( \sigma_0 = 0 \), \( \sigma_1 = \lambda_k \), \( \sigma_2 = \lambda_k + \lambda_{k-1} \), and so on up to \( \sigma_k = \lambda_k + \lambda_{k-1} + \cdots + \lambda_1 = n \).
We would first insert $w_n$, which yields the tableau:

\[
\begin{array}{ccc}
  & w_1 & \ldots \ w_{\sigma_1} \\
  w_{\sigma_1+1} & \ldots & \ldots \ w_{\sigma_2} \\
  \vdots & \ldots & \ldots \\
  w_{\sigma_{k-2}+1} & w_{\sigma_{k-2}+2} & w_{\sigma_{k-2}+3} & \ldots \ w_{\sigma_k} \\
  w_{\sigma_{k-1}+1} & w_{\sigma_{k-1}+2} & w_{\sigma_{k-1}+3} & \ldots & \ldots & \ w_n
\end{array}
\]

We now continue this process for the next $\lambda_2$ entries of $w'$. When we insert $w_{\sigma_{k-1}}$ we will not bump anything out as

$$w_{\sigma_{k-1}} > \cdots > w_{\sigma_{k-2}+1} > w_{\sigma_{k-1}+1}$$
by semistandardness. Thus we have, at the next step:

\[ \begin{array}{c}
  w_n \\
  w_{n-1} \\
  \vdots \\
  w_{\sigma_{k-1} + 1} & w_{\sigma_k - 1} \\
\end{array} \]

Next we insert \( w_{\sigma_{k-1} - 1} \) which would bump out \( w_{\sigma_{k-1}} \) since \( w_{\sigma_{k-1}} > w_{\sigma_{k-1} - 1} \) and

\[ w_{\sigma_{k-1} - 1} > \cdots > w_{\sigma_{k-1} + 2} > w_{\sigma_{k-1} + 1} \]

This process then continues similarly for inserting the reverse of the second row of the tableau, and
gives us the second column as the transpose of the second row of $T$:

\[
\begin{array}{cc}
  & w_n \\
\vdots & \vdots \\
  & w_{\sigma_{k-1}} \\
\end{array}
\]

\[
\begin{array}{cc}
  w_{\sigma_{k-1}+3} & w_{\sigma_{k-2}+3} \\
  w_{\sigma_{k-1}+2} & w_{\sigma_{k-2}+2} \\
  w_{\sigma_{k-1}+1} & w_{\sigma_{k-2}+1} \\
\end{array}
\]

By a similar argument, each successive row will be inserted as the next column, and so we have shown that the insertion tableau is the transpose $T'$.

As an example, consider the tableau

\[
\begin{array}{cccc}
  6 \\
  3 & 4 \\
  1 & 2 & 5 & 7 \\
\end{array}
\]

Its reading word is $(6, 3, 4, 1, 2, 5, 7)$ so the reverse reading word is $(7, 5, 2, 1, 4, 3, 6)$. Applying RSK to this reversed reading word, we obtain the pair:

\[
\begin{pmatrix}
  7 & 4 \\
  5 & 3 \\
  2 & 6 \\
  1 & 5 & 7 \\
\end{pmatrix}
\]

Notice that the insertion tableau is the transpose of the original tableau, as indicated by Theorem 4.6. The recording tableau is the tableau $Q_\lambda$ for this shape (as defined in Lemma 4.2), formed by filling the columns upwards from left to right with the numbers $1, 2, \ldots, 7$ in order. Indeed, the proof of Theorem 4.6 shows that the recording tableau is always equal to $Q_\lambda$, when inserting the reverse reading word of a tableau of shape $\lambda'$, since the columns of the insertion tableau are built up from bottom to top and in order from left to right. We therefore have the following corollary.

**Corollary 4.7.** For any partition $\lambda$, let $Q_\lambda$ be the tableau of shape $\lambda$ formed by filling the first column with $1, 2, \ldots, \lambda'_1$, then the second column with $\lambda'_1 + 1, \ldots, \lambda'_1 + \lambda'_2$, and so on.

Then when RSK is applied to the reversed reading word of any SYT of the transpose shape $\lambda'$, the recording tableau is always $Q_\lambda$.  
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We now have the tools to analyze the dynamics of the iterated map \( r : S_n \to S_n \). Recall the definition of a 2-cycle from Definition 3.6.

**Theorem 4.8.** For any starting permutation \( \pi \in S_n \), two or less iterations of the map \( r \) will result in a tableau in a cycle with length of at most two.

**Proof.** Let \( \pi \) be a permutation, let \((S,T) = \text{RSK}(\pi)\), and let \( \lambda \) be the shape of the tableaux \( S \) and \( T \). Applying the map \( r \) gives a permutation \( \pi' \) whose RSK pair is \( \text{RSK}(\pi') = (S',Q_{\lambda'}) \) where \( S' \) has shape \( \lambda' \), the transpose of the shape \( \lambda \) (by Lemma 4.5). Here, \( Q_{\lambda'} \) has its columns filled in order by \( 1,2,3,\ldots,n \) from bottom to top, starting with the leftmost column, as described by Corollary 4.7.

A second application of \( r \) results in a permutation \( \pi'' \) satisfying \( \text{RSK}(\pi'') = (S'',Q_{\lambda''}) \) where \( S'' \) and \( Q_{\lambda''} \) have the original shape \( \lambda \). Here, \( S'' \) is the transpose \( Q_{\lambda'}' \) of \( Q_{\lambda'} \) by Theorem 4.6 and thus has its rows filled with the numbers \( 1,2,3,\ldots,n \) in order, from right to left in each row and then from bottom to top.

This shows that any starting permutation of shape \( \lambda \) will map to \((Q_{\lambda'}',Q_{\lambda})\) within two applications of \( r \). Notice that another application of \( r \) then yields the pair \((Q_{\lambda},Q_{\lambda'})\), and it then repeats in a 2-cycle (or a 1-cycle if the two pairs above are equal). Thus, our ending permutation \( \pi'' \) will loop back to itself after two iterations and therefore must be part of a cycle with length of at most two.

To observe how this process works, examine the dynamics of the permutation \( \pi = (3,5,1,2,6,7,4) \). Applying RSK results in the SYT pair \((S,T)\), with \( S \) on the left and \( T \) on the right.

\[
\begin{array}{c c}
3 & 5 & 6 \\
1 & 2 & 4 & 7 \\
\end{array}, \quad \begin{array}{c c}
3 & 4 & 7 \\
1 & 2 & 5 & 6 \\
\end{array}
\]

We take the reverse reading word of \( T \), which is \( \pi' = (6,5,2,1,7,4,3) \). Applying RSK to this will generate this new pair of SYT \( S',T' \).

\[
\begin{array}{c c}
6 & 5 & 7 \\
2 & 4 & 3 & 7 \\
1 & 3 & 2 & 6 \\
\end{array}, \quad \begin{array}{c c}
4 & \\
3 & 7 \\
2 & 6 \\
1 & 5 \\
\end{array}
\]

Here you can notice that \( S' \) is the transpose of \( T \) and that \( T' \) has its columns filled in order from bottom to top and left to right. Taking the reverse reading word of \( T' \) gives \( \pi'' = (5,1,6,2,7,3,4) \). Applying RSK generates the SYT pair \((S'',T'')\) in the same shape as the original.

\[
\begin{array}{c c}
5 & 6 & 7 \\
1 & 2 & 3 & 4 \\
\end{array}, \quad \begin{array}{c c}
2 & 4 & 6 \\
1 & 3 & 5 & 7 \\
\end{array}
\]

Notice that this is precisely the pair \((Q_{\lambda'}',Q_{\lambda})\). Applying \( r \) one more time yields the pair

\[
\begin{array}{c c}
7 & 5 & 6 \\
3 & 4 & 2 & 6 \\
1 & 2 & 5 \\
\end{array}, \quad \begin{array}{c c}
4 & \\
3 & 7 \\
2 & 6 \\
1 & 5 \\
\end{array}
\]

and the process then repeats in a 2-cycle.

In some situations, this 2-cycle collapses to a fixed point. A partition \( \lambda \) is **self-conjugate** if \( \lambda' = \lambda \).
**Corollary 4.9.** For the process described above, all permutations whose insertion tableaux have a self-conjugate shape result in a 1-cycle, and all those with a non self-conjugate shape result in a 2-cycle.

*Proof.* Using the same terminology as the previous proof, applying RSK to the permutation $\pi''$ results in the SYT pair $(Q'_\lambda, Q_\lambda)$ of shape $\lambda$. Then taking the reverse reading word of $Q_\lambda$ and applying RSK again yields $(Q'_\lambda, Q_{\lambda'})$.

Notice that if the shape $\lambda$ is self-conjugate then $Q'_\lambda = Q'_{\lambda'}$ and $Q_\lambda = Q_{\lambda'}$, so the two pairs are equal and $\pi''$ is a fixed point (forming a 1-cycle).

Additionally, if $\lambda$ is not self-conjugate, it must be in a 2-cycle because after one step, it is in a different shape and Theorem 4.8 states that it is at most a 2-cycle. \(\square\)

We illustrate these observations in Figure 4.1 for the case of $S_4$.

Finally, we enumerate the fixed points and 2-cycles for a given size $n$. By the above corollary, we have that there is exactly one fixed point for each self-conjugate partition of $n$, and one 2-cycle for every pair of transposed partitions that are not self-conjugate.

It is known that the number of self-conjugate shapes of size $n$ is equal to the number of partitions of $n$ into distinct odd parts (see [8, Proposition 1.8.4]). Let $p_{do}(n)$ be the number of partitions of $n$ into distinct odd parts; then it follows that there are $p_{do}(n)$ fixed points and $\frac{1}{2}(p(n) - p_{do}(n))$ cycles of length 2, where $p(n)$ is the total number of partitions of $n$.
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