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Abstract We study the quasinormal modes of fermionic perturbations for an asymptotically Lifshitz black hole in four dimensions with dynamical exponent $z = 2$ and plane topology for the transverse section, and we find analytically and numerically the quasinormal modes for massless fermionic fields by using the improved asymptotic iteration method and the Horowitz–Hubeny method. The quasinormal frequencies are purely imaginary and negative, which guarantees the stability of these black holes under massless fermionic field perturbations. Remarkably, both numerical methods yield consistent results; i.e., both methods converge to the exact quasinormal frequencies; however, the improved asymptotic iteration method converges in a less number of iterations. Also, we find analytically the quasinormal modes for massive fermionic fields for the mode with lowest angular momentum. In this case, the quasinormal frequencies are purely imaginary and negative, which guarantees the stability of these black holes under fermionic field perturbations. Moreover, we show that the lowest quasinormal frequencies have real and imaginary parts for the mode with higher angular momentum by using the improved asymptotic iteration method.

1 Introduction

Lifshitz spacetimes have received great attention from the condensed matter point of view, i.e., the search for gravity duals of Lifshitz fixed points due to the AdS/CFT correspondence for condensed matter physics and quantum chromodynamics [1]. From the quantum field theory point of view, there are many invariant scale theories of interest when studying such critical points. Such theories exhibit the anisotropic scale invariance $t \rightarrow \lambda^z t, x \rightarrow \lambda x$, with $z \neq 1$, where $z$ is the relative scale dimension of time and space, and they are of particular interest in studies of critical exponent theory and phase transitions. Systems with such a behavior appear, for instance, in the description of strongly correlated electrons. The importance of possessing a tool to study strongly correlated condensed matter systems is beyond question, and consequently much attention has been focused on this area in recent years. Thermodynamically, it is difficult to compute conserved quantities for Lifshitz black holes; however, progress has been made on the computation of mass and related thermodynamic quantities by using the ADT method [2,3] and the Euclidean action approach [4,5]. Also, phase transitions between Lifshitz black holes and other configurations with different asymptotes have been studied in [6]. However, due to their different asymptotes these phases transitions do not occur.

An important property of black holes is their quasinormal modes (QNMs) and their quasinormal frequencies (QNFs) [7–12]. The oscillation frequency of these modes is independent of the initial conditions and it only depends on the parameters of the black hole (mass, charge, and angular momentum) and the fundamental constants (Newton constant and cosmological constant) that describe a black hole, just like the parameters that define the test field. The study of the QNFs gives information as regards the stability of black holes under matter fields that evolve perturbatively in their exterior region, without back reacting on the metric. In general, the oscillation frequencies are complex, where the real part represents the oscillation frequency and the imaginary part describes the rate at which this oscillation is damped, with the stability of the black hole being guaranteed if the imaginary part is negative. The QNFs have been calculated by means of numerical and analytical techniques, and the Mashhoon method, the Chandrasekhar–Detweiler approach, the WKB method, the Frobenius method, the method of con-
in the context of black hole thermodynamics, the QNMs allow the quantum area spectrum of the black hole horizon to be studied [13] as well as the mass and the entropy spectrum.

On the other hand, the QNMs determine how fast a thermal state in the boundary theory will reach thermal equilibrium according to the AdS/CFT correspondence [18], where the relaxation time of a thermal state of the boundary theory will reach thermal equilibrium in the bulk theory [19]. Fermions on the Lifshitz background have been studied in [20], by using the fermionic Green’s function in 4-dimensional Lifshitz spacetime with $z = 2$, and also the authors considered a non-relativistic (mixed) boundary condition for fermions and showed that the spectrum has a flat band.

In this work, we will consider a matter distribution outside the horizon of the Lifshitz black hole in four dimensions with a plane transverse section and dynamical exponent $z = 2$. The matter is parameterized by a fermionic field, which we will perturb by assuming that there is no back reaction on the metric. We obtain analytically and numerically the QNFs for massless fermionic fields by using the improved AIM [21,22] and the Horowitz–Hubeny method [23], and then we study their stability under fermionic perturbations. Also, we obtain analytically the QNFs of massive fermionic fields perturbations for the mode with lowest angular momentum and numerically the lowest QNF for the mode with higher angular momentum by using the improved AIM.

The paper is organized as follows. In Sect. 2 we give a brief review of the Lifshitz black holes considered in this work. In Sect. 3 we calculate the QNFs of fermionic perturbations for the 4-dimensional Lifshitz black hole with plane topology and $z = 2$. Finally, our conclusions are in Sect. 4.

## 2 Lifshitz black hole

The Lifshitz spacetimes are described by the metrics

$$ds^2 = -\frac{r^2}{l^2}dr^2 + \frac{l^2}{r^2} dr^2 + \frac{r^2}{l^2} d\vec{x}^2, \quad (1)$$

where $\vec{x}$ represents a $D = 2$-dimensional spatial vector, $D$ is the spacetime dimension and $l$ denotes the length scale in the geometry. As mentioned, this spacetime is interesting due to it being invariant under anisotropic scale transformation and represents the gravitational dual of strange metals [24].

If $z = 1$, then the spacetime is the usual anti-de Sitter metric in Poincaré coordinates. Furthermore, all scalar curvature invariants are constant and these spacetimes have a null curvature singularity at $r \to 0$ for $z \neq 1$, which can be seen by computing the tidal forces between infalling particles. This singularity is reached in finite proper time by infalling observers, so the spacetime is geodesically incomplete [25]. The metrics of the Lifshitz black hole asymptotically have the form (1). However, obtaining analytic solutions does not seem to be a trivial task, and therefore constructing finite temperature gravity duals requires the introduction of strange matter content the theoretical motivation of which is not clear.

Another way of finding such a Lifshitz black hole solution is considering carefully tuned higher-curvature modifications to the Hilbert–Einstein action, as in New Massive Gravity (NMG) in three dimensions or $R^2$ corrections to General Relativity. This has been done, for instance, in [26–29]. A 4-dimensional topological black hole with a hyperbolic horizon and $z = 2$ was found in [30] and a set of analytical Lifshitz black holes in higher dimensions for arbitrary $z$ in [31].

In this work we will consider a matter distribution outside the horizon of a black hole that asymptotically approaches the Lifshitz spacetime with $z = 2$ [32], which is the solution for an action that corresponds to a black hole in a system with a strongly coupled scalar, which is given by

$$S = \frac{1}{2} \int d^4x (R - 2\Lambda)$$

$$- \int d^4x \left( \frac{e^{-2\phi}}{4} F^2 + \frac{m^2_A}{2} A^2 + (e^{-2\phi} - 1) \right), \quad (2)$$

where $R$ is the Ricci scalar, $\Lambda$ is the cosmological constant, $A$ is a gauge field, $F$ is the field strength, $m^2_A = 2\epsilon$, and we have

$$\phi = -\frac{1}{2} \log \left( 1 + \frac{\rho^2}{\rho_H^2} \right), \quad A = \frac{f(\rho)}{\rho^2} dr,$$

$$ds^2 = -f(\rho) \frac{dr^2}{\rho^2} + \frac{d\rho^2}{f(\rho) \rho^2} + \frac{d\vec{x}^2}{\rho^2}, \quad (3)$$

with

$$f(\rho) = 1 - \frac{\rho^2}{\rho_H^2}. \quad (4)$$

Note that the boundary of the spacetime is located at $\rho = 0$. Making the change of variable $r = 1/\rho$ the metric can be put in the form

$$ds^2 = -\frac{r^2}{l^2} f(\rho) dr^2 + \frac{dr^2}{f(\rho)} + r^2 d\vec{x}^2, \quad (5)$$

where

$$f(\rho) = \frac{r^2}{l^2} - \frac{1}{2}. \quad (6)$$
and by means of the change of coordinates \( r = \frac{l}{\sqrt{2}} \cosh \rho \)
the metric (5) becomes
\[
\text{ds}^2 = -\frac{1}{4} \sinh^2 \rho \cosh^2 \rho \text{d}t^2 + l^2 \text{d}r^2 + \frac{l^2}{2} \cosh^2 \rho \text{d}x^2. \quad (7)
\]

In the next section, we will determine the QNFs by considering the Dirac equation in this background and by establishing the boundary conditions on the fermionic field at the horizon and at infinity.

3 Fermionic quasinormal modes of a 4-dimensional Lifshitz black hole

A minimally coupled fermionic field to curvature in the background of a 4-dimensional Lifshitz Black Hole is given by the Dirac equation in curved space
\[
\left( \gamma^\mu \nabla_\mu + m \right) \psi = 0, \quad (8)
\]
where the covariant derivative is defined as
\[
\nabla_\mu = \partial_\mu + \frac{1}{2} \sigma_{\mu\nu} J_{ab}, \quad (9)
\]
and the generators of the Lorentz group \( J_{ab} \) are
\[
J_{ab} = \frac{1}{4} [\gamma_a, \gamma_b]. \quad (10)
\]
The gamma matrices in curved spacetime \( \gamma^\mu \) are defined by
\[
\gamma^\mu = e_\mu^a \gamma^a, \quad (11)
\]
where \( \gamma^a \) are the gamma matrices in a flat spacetime. In order to solve the Dirac equation, we use the diagonal vielbein
\[
e_0^0 = \frac{1}{4} \sinh 2 \rho \text{d}t, \quad e_1^1 = \text{id} \rho, \quad e_\mu^m = \frac{l}{\sqrt{2}} \cosh \rho \tilde{e}^m, \quad (12)
\]
where \( \tilde{e}^m \) denotes a vielbein for the flat base manifold \( \sigma_y \).

From the null torsion condition
\[
d\omega^a + \omega^a_b \wedge e_b = 0, \quad (13)
\]
we obtain the spin connection
\[
\omega^{01} = \frac{1}{2l} \cosh 2 \rho \text{d}t, \quad \omega^{m1} = \frac{1}{\sqrt{2}} \sinh \rho \tilde{e}^m, \quad \omega^{mn} = \tilde{\omega}^{mn}. \quad (14)
\]
Now, we use the following representation of the gamma matrices:
\[
\gamma^0 = i \sigma^2 \otimes 1, \quad \gamma^1 = 1 \otimes 1, \quad \gamma^m = \sigma^3 \otimes \tilde{\gamma}^m, \quad (15)
\]
where \( \sigma^i \) are the Pauli matrices, and \( \tilde{\gamma}^m \) are the Dirac matrices in the base manifold \( \sigma_y \), along with the following ansatz for the fermionic field:
\[
\psi = \frac{e^{-i\omega l}}{\sqrt{\sinh 2 \rho \cosh \rho}} \left( \psi_1 \right) \otimes \zeta, \quad (16)
\]
where \( \zeta \) is a two-component fermion. The following equations are thus obtained:
\[
\partial_\rho \psi_1 + \frac{4i\omega l}{\sinh 2 \rho} \psi_1 - \frac{\sqrt{2}i\kappa}{\cosh \rho} \psi_1 + ml \psi_2 = 0,
\]
\[
\partial_\rho \psi_2 - \frac{4i\omega l}{\sinh 2 \rho} \psi_2 + \frac{\sqrt{2}i\kappa}{\cosh \rho} \psi_1 + ml \psi_1 = 0, \quad (17)
\]
where \( i\omega \) is the eigenvalue of the Dirac operator in the base manifold \( \sigma_y \). In terms of the \( r \) coordinate these equations can be written as
\[
\sqrt{f(r)} \psi_1' + \frac{i\omega l}{r \sqrt{f(r)}} \psi_1 - \frac{\sqrt{2}i\kappa}{r} \psi_2 + ml \psi_2 = 0,
\]
\[
\sqrt{f(r)} \psi_2' - \frac{i\omega l}{r \sqrt{f(r)}} \psi_2 + \frac{\sqrt{2}i\kappa}{r} \psi_1 + ml \psi_1 = 0, \quad (18)
\]
where the prime denotes the derivative with respect to \( r \). In the following, we analyze two cases separately: one is the case \( \kappa = 0 \) and the other is \( \kappa \neq 0 \). First, we will find analytically the QNFs for the mode with the lowest angular momentum, and for the modes with higher angular momentum we will obtain the QNFs analytically and numerically by using the improved AIM and the Horowitz–Hubeny approach.

3.1 Case \( \kappa = 0 \)

The substitutions
\[
\psi_1 \pm \psi_2 = (\cosh \rho \pm \sinh \rho) (\phi_1 \pm \phi_2), \quad (19)
\]
in (17) and the change of variables \( x = \tanh^2 2 \rho \) enable us to obtain the following equations:
\[
4x^{1/2} (1 - x) \partial_x \phi_1 + 4i\omega l x^{-1/2} \phi_1
\]
\[
+ (ml + 1 + 4i\omega l) \phi_2 = 0,
\]
\[
4x^{1/2} (1 - x) \partial_x \phi_2 - 4i\omega l x^{-1/2} \phi_2
\]
\[
+ (ml + 1 - 4i\omega l) \phi_1 = 0. \quad (20)
\]
So, by decoupling \( \phi_1 \) from this system of equations and using
\[
\phi_1 (x) = x^\alpha (1 - x)^\beta F(x), \quad (21)
\]
with
\[
\alpha = -i\omega l, \quad (22)
\]
\[
\beta = -\frac{1}{4} (ml + 1), \quad (23)
\]
we obtain the hypergeometric equation for \( F(x) \)
\[
x (1 - x) F''(x) + (c - (1 + a + b)x) F'(x) - ab F(x) = 0, \quad (24)
\]
and thus the solution is given by
\[
\phi_1 = C_1 x^\alpha (1-x)^\beta_2 F_1 (a, b, c, x) + C_2 x^{1/2-a} (1-x)^\beta_2 F_1 (a-c+1, b-c+1, 2-c, x), \quad (25)
\]
which has three regular singular points at \( x = 0, x = 1 \) and \( x = \infty \). Here, \( \, _2F_1(a, b; c; x) \) denotes the hypergeometric function and \( C_1, C_2 \) are integration constants and the other constants are defined as
\[
\begin{align*}
a &= \frac{1}{2} + \alpha + \beta, \\
b &= \alpha + \beta, \\
c &= \frac{1}{2} + 2\alpha.
\end{align*}
\]
Now, imposing boundary conditions at the horizon, i.e., that there are only ingoing modes, implies that \( C_2 = 0 \). Thus, the solution can be written as
\[
\phi_1(x) = C_1 x^\alpha (1 - x)^\beta \, _2F_1(a, b, c, x).
\]  

On the other hand, using Kummer’s formula for hypergeometric functions [33],
\[
\, _2F_1(a, b, c, x) = \frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} \, _2F_1(a, b, a+b-c, 1-x) + (1-x)^{c-a-b} \frac{\Gamma(c) \Gamma(a+b-c)}{\Gamma(a) \Gamma(b)} \, _2F_1(a, b, a+b-c, 1-x),
\]  
the behavior of the field at the boundary \( x \to 1 \) is given by
\[
\phi_1(x \to 1) = C_1 (1-x)^\beta \left( a \frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} + C_1 (1-x)^\beta \frac{\Gamma(c) \Gamma(a+b-c)}{\Gamma(a) \Gamma(b)} \right).
\]
Imposing that the fermionic field vanishes at spatial infinity, we obtain for \( \beta < 0 \) the conditions \( c-a = -n \text{ or } c-b = -n \), and for \( \beta > 0 \) the conditions \( a = -n \text{ or } b = -n \), where \( n = 0, 1, 2, \ldots \). Therefore, the following sets of quasinormal modes are obtained for \( ml + 1 > 0 \):
\[
\omega = -i \left( n + \frac{ml + 1}{4} \right), \quad \omega = -i \left( n + \frac{ml + 3}{4} \right).
\]  

and for \( ml + 1 < 0 \)
\[
\omega = -i \left( n - \frac{ml + 1}{4} \right), \quad \omega = -i \left( n - \frac{ml - 1}{4} \right).
\]

Similarly, decoupling \( \phi_2 \) from the system of equations (20), we obtain another set of quasinormal frequencies, for \( ml + 1 > 0 \),
\[
\omega = -i \left( n + \frac{ml + 3}{4} \right), \quad \omega = -i \left( n + \frac{ml + 5}{4} \right).
\]  

and for \( ml + 1 < 0 \)
\[
\omega = -i \left( n - \frac{ml - 1}{4} \right), \quad \omega = -i \left( n - \frac{ml - 3}{4} \right).
\]

So, the imaginary part of the QNFs is negative, which ensures the stability of the black hole under fermionic perturbations, at least for \( \kappa = 0 \). Remarkably, it is well known that the scalar QNFs of the BTZ black hole under Dirichlet boundary conditions permit to obtain only a set of QNFs, for positive masses of the scalar field. However, there is another set of QNFs for a range of imaginary masses which are allowed because the propagation of the scalar field is stable, according to the Breitenlohner–Freedman limit [34,35]. This set of QNFs, just as the former, can be obtained by requesting the flux to vanish at infinity, which are known as Neumann boundary conditions. It is worth mentioning that for fermionic perturbations there is no Breitenlohner–Freedman limit. However, it is possible to consider Neumann boundary conditions because Dirichlet boundary conditions would lead to the absence of QNFs for a range of masses, without a physical reason for this absence [19]. Here, we have considered Dirichlet boundary conditions at infinity and we have found that these boundary conditions yield two sets of Dirac QNFs for the whole range of the masses (positive and negative) of the fermionic field in analogy with the Neumann boundary condition, which yields two sets of frequencies for the BTZ black hole.

3.2 Case \( \kappa \neq 0 \)

In this section we will compute the QNFs for the case \( \kappa \neq 0 \). We will obtain analytical solutions for massless fermions, then we will employ two numerical methods as mentioned previously. Firstly, we will use the improved AIM and then we will compute some QNFs with the Horowitz–Hubeny method, and finally we will compare the results obtained with both methods.

3.2.1 Analytical solution

The change of variables \( y = (\cosh^2 \rho - 1) / \cosh^2 \rho \) in (17) makes it possible to write the system of equations
\[
\begin{align*}
2y(1-y) \partial_y \psi_2 - 2i \omega \psi_2 + i \kappa \sqrt{2y(1-y)} \psi_1 + ml \sqrt{y} \psi_1 &= 0, \\
2y(1-y) \partial_y \psi_1 + 2i \omega \psi_1 - i \kappa \sqrt{2y(1-y)} \psi_2 + ml \sqrt{y} \psi_2 &= 0.
\end{align*}
\]

So, by decoupling this system of equations we can write the following equation for \( \psi_1(y) \):
\[
\psi'_1(y) + a(y) \psi'_1(y) + b(y) \psi_1(y) = 0,
\]  

where
and the variable \( y \) is restricted to the range \( 0 < y < 1 \). For \( \psi_2 \) we get similar expressions changing \( \kappa \) for \(-\kappa\) and \( \omega \) for \(-\omega\) in the above equations. Firstly, in order to obtain an analytical solution we will consider the case \( m = 0 \). Thus, the functions \( a(y) \) and \( b(y) \) reduce to

\[
a(y) = \frac{(1 - 2y)}{2(1 - y)}, \quad b(y) = \frac{\omega l + 2i\omega^2 l^2 (1 - y) - \kappa^2 iy}{2iy^2 (1 - y)}. \tag{40}
\]

Now, using

\[
\psi_1(y) = y^\alpha (1 - y)^\beta F(y), \tag{42}
\]

with

\[
\alpha = -i\omega l, \quad \beta = \frac{1}{2}, \tag{43}
\]

we obtain the hypergeometric equation for \( F(y) \)

\[
y (1 - y) F''(y) + (c - (1 + a + b)) y F'(y) - ab F(y) = 0, \tag{45}
\]

and thus the solution is given by

\[
\psi_1 = C_1 y^\alpha (1 - y)^\beta 2F_1(a, b, c, y) + C_2 y^{1/2 - \alpha} (1 - y)^\beta 2F_1(a - c + 1, 1 - c, 1, 2 - c, y), \tag{46}
\]

which has three regular singular points, at \( y = 0, y = 1, \) and \( y = \infty \). Here, \( 2F_1(a, b, c; y) \) denotes the hypergeometric function and \( C_1, C_2 \) are integration constants and the other constants are defined as

\[
a = \alpha + \beta - \sqrt{-\frac{\kappa^2}{2} - \omega^2 l^2}, \tag{47}
\]

\[
b = \alpha + \beta + \sqrt{-\frac{\kappa^2}{2} - \omega^2 l^2}, \tag{48}
\]

\[
c = \frac{1}{2} + 2\alpha. \tag{49}
\]

Now, imposing boundary conditions at the horizon, i.e., that there are only incoming modes, implies that \( C_2 = 0 \). Thus, the solution can be written as

\[
\psi_1(y) = C_1 y^\alpha (1 - y)^\beta 2F_1(a, b, c, y). \tag{50}
\]

On the other hand, using Kummer's formula for hypergeometric functions, \( (30) \), the behavior of the field at the boundary \( (y \to 1) \) is given by

\[
\psi_1(y \to 1) = C_1 (1 - y)^\beta \frac{\Gamma(c) \Gamma(c - a - b)}{\Gamma(c - a) \Gamma(c - b)} + C_1 (1 - y)^{1/2 - \beta} \frac{\Gamma(c) \Gamma(a + b - c)}{\Gamma(a) \Gamma(b)}. \tag{51}
\]

Imposing that the fermionic field vanish at spatial infinity, we obtain the conditions \( a = -n \) or \( b = -n \), where \( n = 0, 1, 2, \ldots \). Therefore, the following set of QNFs is obtained:

\[
\omega = \frac{i \left( 1 + 4n + 4n^2 + 2\kappa^2 \right)}{4l(1 + 2n)}. \tag{52}
\]

Similarly, from the equation of \( \psi_2 \) we obtain another set of QNFs

\[
\omega = \frac{-i \left( 2 + 4n + 2n^2 + \kappa^2 \right)}{4l(1 + n)}. \tag{53}
\]

Therefore, the imaginary part of the QNFs are negative, which ensures the stability of the black hole under fermionic perturbations.

### 3.2.2 Improved asymptotic iteration method

In this section we will employ the improved asymptotic iteration method, which is an improved version of the method proposed in Refs. [36, 37]. In order to apply this method, we must consider a fermionic field by incorporating its behavior at the horizon and at infinity. Accordingly, at the horizon, \( y \to 0 \), the behavior of the fermionic field is given by the solution for the fields of \( (37) \) at the horizon, which is

\[
\psi_1(y \to 0) \sim C_1 y^{-i\omega l} + C_2 y^{1/2 + i\omega l}, \tag{54}
\]

\[
\psi_2(y \to 0) \sim C_1 y^{1/2 - i\omega l} + C_2 y^{i\omega l}. \tag{55}
\]
So, in order to have only ingoing waves at the horizon, we impose $C_2 = 0$, for $\psi_1$ and $\psi_2$. Asymptotically, from (37), the fermionic field behaves as
\[
\psi_1(y \to 1) \sim D_1 (1 - y)^{ml/2} + D_2 (1 - y)^{-ml/2}.
\] (56)

So, in order to have a regular fermionic field at infinity we impose $D_2 = 0$ for $ml > 0$. For $\psi_2$ the same expression is obtained. Therefore, taking into account these behaviors we define
\[
\psi_1(y) = y^{-i\omega} (1 - y)^{ml/2} \chi(y),
\] (57)
\[
\psi_2(y) = y^{1/2 - i\omega} (1 - y)^{ml/2} \chi(y).
\] (58)

By inserting these fields in (37) we obtain the homogeneous linear second-order differential equation for the function $\chi(y)$
\[
\chi'' = \lambda_0(y) \chi' + s_0(y) \chi,
\] (59)
where for $\psi_1$
\[
\lambda_0(y) = \frac{i\kappa (1 - 2y) \sqrt{2} (1 - y) + 2i^2 m (my + 2i (1 - y) \omega)}{2y (1 - y) (ml - i\kappa \sqrt{2} (1 - y))}
\]
\[+ \frac{ml (-1 + 3y - 2iy \sqrt{2} (1 - y)) + 4 \sqrt{2} k \omega l (1 - y)^{3/2}}{2y (1 - y) (ml - i\kappa \sqrt{2} (1 - y))},
\] (60)
\[
s_0(y) = -\frac{2\sqrt{2} i\kappa^3 (1 - y)^{3/2} + mlk (i \sqrt{2} (1 - y) - k (1 - y)) - l^3 m^2 (1 - y) (m - 4i\omega)}{4y (1 - y)^2 (ml - i\kappa \sqrt{2} (1 - y))}
\]
\[+ \frac{ml^2 (1 - y) (m - imk \sqrt{2} (1 - y) - 4k \omega \sqrt{2} (1 - y))}{4y (1 - y)^2 (ml - i\kappa \sqrt{2} (1 - y))}.
\] (61)

And for $\psi_2$ we get
\[
\lambda_0(y) = \frac{i\kappa (-3 + 4y) \sqrt{2} (1 - y) + 2i^2 m (my + 2i (1 - y) \omega)}{2y (1 - y) (ml + i\kappa \sqrt{2} (1 - y))}
\]
\[+ \frac{ml (-3 + 5y + 2iy \sqrt{2} (1 - y)) - 4 \sqrt{2} k \omega l (1 - y)^{3/2}}{2y (1 - y) (ml + i\kappa \sqrt{2} (1 - y))},
\] (62)
\[
s_0(y) = \frac{\sqrt{2} i\kappa (1 - y)^{3/2} (1 + 2k^2) + i^3 m^2 (1 - y) (m - 4i\omega) + 4 \sqrt{2} (1 - y)^{3/2} kl \omega)}{4 (1 - y)^2 y (ml + i\kappa \sqrt{2} (1 - y))}
\]
\[+ \frac{ml^2 (1 - y) (3m + 2\sqrt{2} (1 - y) imk - 8i\omega + 4 \sqrt{2} (1 - y) k \omega)}{4 (1 - y)^2 y (ml + i\kappa \sqrt{2} (1 - y))}
\]
\[+ \frac{ml (3ki \sqrt{2} (1 - y) - 2kiy \sqrt{2} (1 - y) + 2 (1 + k^2) (1 - y))}{4 (1 - y)^2 y (ml + i\kappa \sqrt{2} (1 - y))}.
\] (63)

In order to implement the improved AIM it is necessary to differentiate (59) $n$ times with respect to $x$, which yields the following equation:
\[
\chi^{n+2} = \lambda_n(y) \chi' + s_n(y) \chi,
\] (64)
where
\[
\lambda_n(y) = \lambda_{n-1}(y) + s_{n-1}(y) + \lambda_0(y) \lambda_{n-1}(y),
\] (65)
\[
s_n(y) = s'_{n-1}(y) + s_0(y) \lambda_{n-1}(y).
\] (66)

Then, by expanding the $\lambda_n$ and $s_n$ in a Taylor series around the point, $\xi$, at which the improved AIM is performed
\[
\lambda_n(\xi) = \sum_{i=0}^{\infty} c_i(y - \xi)^i,
\] (67)
\[
s_n(\xi) = \sum_{i=0}^{\infty} d_i(y - \xi)^i,
\] (68)
where the $c_i$ and $d_i$ are the $i$th Taylor coefficients of $\lambda_n(\xi)$ and $s_n(\xi)$, respectively, and by replacing the above expansion in (65) and (66) the following set of recursion relations for the coefficients is obtained:
\[
c_n = (i + 1)c_{n-1} + \sum_{k=0}^{i} c_k c_{n-k},
\] (69)
\[
d_n = (i + 1)d_{n-1} + \sum_{k=0}^{i} d_k d_{n-k}.
\] (70)

In this manner, the authors of the improved AIM have avoided the derivatives that contain the AIM in [21, 22], and the quantization conditions, which is equivalent to imposing a termination to the number of iterations [38], which is given by
Table 1 Improved AIM. Quasinormal frequencies for \( \kappa = 1, 2 \) and 3, \( m = 0 \) and \( l = 1 \) (set 1)

| \( \kappa \) | \( n \) | \( \omega \) | Exact | \( n \) | \( \omega \) | Exact |
|---|---|---|---|---|---|---|
| 1 | 0 | \(-0.75000i\) | \(-0.75000i\) | 4 | \(-2.55000i\) | \(-2.55000i\) |
| 1 | \(-1.12500i\) | \(-1.12500i\) | 5 | \(-3.04167i\) | \(-3.04167i\) |
| 2 | \(-1.58333i\) | \(-1.58333i\) | 6 | \(-3.53571i\) | \(-3.53571i\) |
| 3 | \(-2.06250i\) | \(-2.06250i\) | 7 | \(-4.03125i\) | \(-4.03125i\) |

Table 2 Improved AIM. Quasinormal frequencies for \( \kappa = 1, 2 \) and 3, \( m = 0 \) and \( l = 1 \) (set 2)

| \( \kappa \) | \( n \) | \( \omega \) | Exact | \( n \) | \( \omega \) | Exact |
|---|---|---|---|---|---|---|
| 1 | 0 | \(-0.75000i\) | \(-0.75000i\) | 4 | \(-2.30556i\) | \(-2.30556i\) |
| 1 | \(-0.91667i\) | \(-0.91667i\) | 5 | \(-2.79545i\) | \(-2.79545i\) |
| 2 | \(-1.35000i\) | \(-1.35000i\) | 6 | \(-3.28846i\) | \(-3.28846i\) |
| 3 | \(-1.82143i\) | \(-1.82143i\) | 7 | \(-3.78333i\) | \(-3.78333i\) |

We solve this numerically to find the QNFs. In Tables 1 and 2, we show the lowest QNFs, for a massless fermionic field with \( \kappa = 1, 2 \) and 3, and \( l = 1 \). Additionally, in Table 3 we show the lowest QNFs for the fermionic fields with different values of the mass. In this case, the lowest QNFs have real and imaginary parts. The results in Table 1 refer to \( \psi_1 \) and in Table 2 to \( \psi_2 \). It is worth mentioning that a number of 25 iterations was employed for the improved AIM method. We can appreciate that the imaginary part of the QNFs are negative, which ensures the stability of the 4-dimensional Lifshitz Black Hole under fermionic perturbations and that for the fermionic massless field the QNFs are purely imaginary.

3.2.3 Horowitz–Hubeny method

In this section we will employ the Horowitz–Hubeny method to evaluate some QNFs for massless fermionic field \( m = 0 \) (for instance, see [39,40]). In this way, we can compare the two methods in order to check the results obtained in this work employing different methods. Thus, by decoupling the system of (18) we obtain the following equations for the fields:

\[
\frac{i r}{2 \kappa} \left(1 - \frac{2 r^2}{l^2}\right) \psi''_i + \frac{i}{2 \kappa} \left(1 - \frac{4 r^2}{l^2}\right) \psi'_i
\]

\[\cdot \]
and also employing equation we get

\[ \psi_1 = 0. \quad (72) \]

\[ \psi_2 = 0. \quad (73) \]

By using the tortoise coordinate

\[ dr^* = \frac{l}{rf(r)} dr, \quad (74) \]

and also employing

\[ \psi(r) = \left(2r^2 - l^2\right)^{1/4} F(r), \quad (75) \]

it is possible to write (72) and (73) as a Schrödinger-like equation

\[ -\frac{d^2 F}{dr^*} + V_{\text{eff}}(r) F = \omega^2 F, \quad (76) \]

where the effective potential \( V_{\text{eff}}(r) \) is given by

\[ V_{\text{eff}}(r) = -\frac{\kappa^2}{2l^2} + \frac{r^2}{2l^4} + \frac{\kappa^2 r^2}{l^4} - \frac{3r^4}{4l^6} \pm \frac{ir^2 \omega}{l^3}. \quad (77) \]

Here, the ± sign refers to two sets of QNMs associated with \( \psi_1 \) and \( \psi_2 \), respectively. Thus, by performing the redefinition

\[ \psi(r^*) = e^{i\omega r^*} F(r^*), \quad (78) \]

we get

\[ \frac{rf(r) d^2 \psi}{l^2 dr^2} + \left( \frac{d}{dr} \left( \frac{rf(r)}{l} \right) - 2i \omega \right) \frac{d \psi}{dr} \]

\[ - \frac{l}{rf(r)} V_{\text{eff}}(r) \psi = 0, \quad (79) \]

and with the change of coordinates \( x = 1/r \), this expression becomes

\[ s(x) \frac{d^2 \psi}{dx^2} + t(x) \frac{d \psi}{dx} + u(x) \psi = 0, \quad (80) \]

where the functions \( s(x) \), \( t(x) \) and \( u(x) \) are defined by

\[ s(x) = -\frac{x^2}{2l} (x + x_+)^2, \quad (81) \]

\[ t(x) = x (x + x_+) \left( -\frac{1}{l^3} - \frac{x}{2l} + 2i \omega x^2 \right), \quad (82) \]

\[ u(x) = x \left( \frac{\kappa^2 x^3}{l^3} + \frac{2x^2}{l^3} - \frac{3}{2l^3 x} \pm \frac{2i \omega x}{l^2} \right), \quad (83) \]

and \( x_+ = \sqrt{2}/l \). The functions \( s(x) \), \( t(x) \) and \( u(x) \) are fourth-degree polynomials. Now, we expand the polynomials around the horizon \( x_+ \) in the form \( s(x) = \sum_{n=0}^{4} s_n (x - x_+)^n \) and in a similar way for \( t(x) \) and \( u(x) \). Also, we expand the wave function \( \psi(x) \) as

\[ \psi(x) = (x - x_+)^a \sum_{n=0}^{\infty} a_n (x - x_+)^n. \quad (84) \]

Now, in order to find the exponent \( \alpha \) we find that near the event horizon the wave function behaves as \( \psi(x) = (x - x_+)^a \). So, by substituting this in (80) we get

\[ \alpha (\alpha - 1) s_0 + \alpha t_0 + u_0 = 0, \quad (85) \]

where the solutions of this algebraic equation are \( \alpha = 1/4 \) and \( \alpha = -1/4 + 2i\omega l \) for the minus sign in the effective potential. The boundary condition, i.e. that near the event horizon there are only ingoing modes, imposes \( \alpha = 1/4 \). For the plus sign the solution is \( \alpha = -1/4 \). Finally, by substituting \( s(x) \), \( t(x) \), \( u(x) \) and \( \psi(x) \) in (80) we find the following recursion relation:

\[ a_n = -\frac{1}{P_n} \sum_{j=0}^{n-1} \left( (j + \alpha)(j - 1 + \alpha) s_{n-j} \right. \]

\[ + (j + \alpha) t_{n-j} + u_{n-j})a_j, \quad (86) \]

with

\[ P_n = (n + \alpha)(n - 1 + \alpha) s_0 + (n + \alpha) t_0 + u_0. \quad (87) \]

Imposing the Dirichlet boundary condition at \( x \to 0 \) implies that

\[ \sum_{n=0}^{\infty} a_n (x - x_+)^{n+\alpha} = 0 \quad (88) \]

Therefore, we can obtain the QNFs solving this equation numerically. In Tables 4 and 5, we show the lowest QNFs, for massless fermionic field with \( \kappa = 1, 2 \) and 3, and \( l = 1 \). The results in Table 4 refer to the negative sign in the effective potential \( \psi_2 \) and in Table 5 to the positive sign \( \psi_1 \), where we can appreciate that the imaginary part of the quasinormal frequencies are negative, which ensures the stability of the black hole under fermionic perturbations. It is worth mentioning that a number of 2,000 iterations was employed for the Horowitz–Hubeny method, i.e. we take up to 2,000 terms in the sum. The convergence of the quasinormal frequency with the number of iterations is shown in Fig. 1, for \( \kappa = 1, m = 0 \) and \( l = 1 \). It is also worth mentioning that at 2,000 iterations the difference between two consecutive frequencies is less than 0.000001. Moreover, the QNFs that we have found via the Horowitz–Hubeny approach are similar to the QNFs that we found via the improved AIM, previously.
Table 4 Horowitz–Hubeny method. Quasinormal frequencies for $\kappa = 1, 2$ and $3$, $m = 0$ and $l = 1$ (set 1)

| $\kappa$ | $n$ | $\omega$ | Exact  | $n$ | $\omega$ | Exact |
|---|---|---|---|---|---|---|
| 1 | 0 | $-0.75000i$ | $-0.75000i$ | 4 | $-2.54992i$ | $-2.55000i$ |
| 1 | $-1.12497i$ | $-1.12500i$ | 5 | $-3.04157i$ | $-3.04167i$ |
| 2 | $-1.58328i$ | $-1.58333i$ | 6 | $-3.53561i$ | $-3.53571i$ |
| 3 | $-2.06243i$ | $-2.06250i$ | 7 | $-4.03114i$ | $-4.03125i$ |
| 2 | 0 | $-1.50285i$ | $-1.50000i$ | 4 | $-3.16662i$ | $-3.16667i$ |
| 1 | $-1.83338i$ | $-1.83333i$ | 5 | $-3.64279i$ | $-3.64286i$ |
| 2 | $-2.25000i$ | $-2.25000i$ | 6 | $-4.12493i$ | $-4.12500i$ |
| 3 | $-2.69997i$ | $-2.70000i$ | 7 | $-4.61071i$ | $-4.61111i$ |
| 3 | 0 | $-2.12500i$ | $-2.12500i$ | 4 | $-2.95042i$ | $-2.95000i$ |
| 1 | $-2.25000i$ | $-2.25000i$ | 5 | $-3.37514i$ | $-3.37500i$ |
| 2 | $-2.56218i$ | $-2.56250i$ | 6 | $-3.82149i$ | $-3.82143i$ |
| 3 | $-2.75000i$ | $-2.75000i$ | 7 | $-4.28128i$ | $-4.28125i$ |

Table 5 Horowitz–Hubeny method. Quasinormal frequencies for $\kappa = 1, 2$ and $3$, $m = 0$ and $l = 1$ (set 2)

| $\kappa$ | $n$ | $\omega$ | Exact  | $n$ | $\omega$ | Exact |
|---|---|---|---|---|---|---|
| 1 | 0 | $-0.75000i$ | $-0.75000i$ | 4 | $-2.30560i$ | $-2.30556i$ |
| 1 | $-0.91678i$ | $-0.91667i$ | 5 | $-2.79549i$ | $-2.79545i$ |
| 2 | $-1.35007i$ | $-1.35000i$ | 6 | $-3.28849i$ | $-3.28846i$ |
| 3 | $-1.82148i$ | $-1.82143i$ | 7 | $-3.78336i$ | $-3.78333i$ |
| 2 | 0 | $-1.41669i$ | $-1.41667i$ | 4 | $-2.47309i$ | $-2.47222i$ |
| 1 | $-1.64992i$ | $-1.65000i$ | 5 | $-2.93218i$ | $-2.93182i$ |
| 2 | $-2.03511i$ | $-2.03571i$ | 6 | $-3.40409i$ | $-3.40385i$ |
| 3 | $-2.25000i$ | $-2.25000i$ | 7 | $-3.88353i$ | $-3.88333i$ |
| 3 | 0 | $-2.14993i$ | $-2.15000i$ | 4 | $-3.15893i$ | $-3.15909i$ |
| 1 | $-2.25000i$ | $-2.25000i$ | 5 | $-3.59577i$ | $-3.59615i$ |
| 2 | $-2.39311i$ | $-2.39286i$ | 6 | $-4.04918i$ | $-4.05000i$ |
| 3 | $-2.75000i$ | $-2.75000i$ | 7 | $-4.51185i$ | $-4.51471i$ |

Fig. 1 The behavior of $-Im(\omega)$ with the number of iterations for the Horowitz–Hubeny method ($n = 1$, $\kappa = 1$, $m = 0$ and $l = 1$)

4 Conclusions

In this work we have calculated the QNFs of massless fermionic perturbations for the 4-dimensional Lifshitz black hole with a plane topology and dynamical exponent $z = 2$.

It is well known that the boundary conditions depend on the asymptotic behavior of spacetime. For asymptotically AdS spacetimes the potential diverges and thus the field must be null at infinity (Dirichlet boundary conditions) or the flux must vanish at infinity, which is known as Neumann boundary conditions. Here, as the black hole is asymptotically Lifshitz and the potential diverges at the boundary, we have considered that the fermionic fields will be null at infinity (Dirichlet boundary conditions) and that there are only ingoing modes at the horizon, and we have obtained analytical and numerical results using the improved AIM and the Horowitz–Hubeny method, and we have found that the QNFs for the massless fermionic field are purely imaginary and negative, which ensures the stability of the black hole under massless fermionic perturbations. Remarkably, both numerical methods yield consistent results; i.e., both methods converge to the exact QNFs; however, the improved AIM converges in a fewer number of iterations.

Also, we have found analytically the QNFs for massive fermionic fields for the mode with lowest angular mome-
tum, being the QNFs purely imaginary and negative, which guarantees the stability of these black holes under fermionic fields perturbations. Interestingly, in this case we obtain two sets of Dirac QNFs that cover all the range of mass (positive and negative) of the fermionic field in analogy with Neumann boundary condition which yields two sets of modes in the BTZ black hole. On the other hand, we have shown that the lowest QNFs for massive fermionic fields, for the mode with higher angular momentum, have real and imaginary parts, by using the improved AIM.
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