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Abstract

Purpose – Stock price prediction is a hot topic and traditional prediction methods are usually based on statistical and econometric models. However, these models are difficult to deal with nonstationary time series data. With the rapid development of the internet and the increasing popularity of social media, online news and comments often reflect investors’ emotions and attitudes toward stocks, which contains a lot of important information for predicting stock price. This paper aims to develop a stock price prediction method by taking full advantage of social media data.

Design/methodology/approach – This study proposes a new prediction method based on deep learning technology, which integrates traditional stock financial index variables and social media text features as inputs of the prediction model. This study uses Doc2Vec to build long text feature vectors from social media and then reduce the dimensions of the text feature vectors by stacked auto-encoder to balance the dimensions between text feature variables and stock financial index variables. Meanwhile, based on wavelet transform, the time series data of stock price is decomposed to eliminate the random noise caused by stock market fluctuation. Finally, this study uses long short-term memory model to predict the stock price.

Findings – The experiment results show that the method performs better than all three benchmark models in all kinds of evaluation indicators and can effectively predict stock price.

Originality/value – In this paper, this study proposes a new stock price prediction model that incorporates traditional financial features and social media text features which are derived from social media based on deep learning technology.
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1. Introduction

Stock is a financial product characterized by high risk, high return and flexible trading, which is favored by many investors. Investors can get abundant returns by accurately estimating stock price trends. However, the stock price is influenced by many factors such as macroeconomic situation, market condition, major social and economic events, investors’ preferences and companies’ managerial decisions. Therefore, prediction of the stock price has always been the focus and difficult research topic. Statistical and econometric models
are generally used in traditional stock price prediction, but these methods cannot deal with the dynamic and complex environment of the stock market. Since 1970, with the rapid development of computer technology, researchers have begun using machine learning to predict stock prices and fluctuations, helping investors determine investment strategies to reduce risk and increase returns.

The stock market is a highly complex time series scenario and has typical dynamic characteristics. There will be a lot of stock dynamic trading after the opening of the market and stock price will change accordingly. Moreover, the stock price is affected by many unpredicted factors, which results in a typical nonstationary stock price time-series data. Therefore, stock price prediction is one of the most challenging problems in all kinds of prediction research. In the past decades, scholars have studied stock price prediction from many perspectives, where the improvement of prediction models and the selection of model features are the two most important directions among them. Most of the early studies used econometric models, such as autoregressive integrated moving average (ARIMA) and autoregressive conditional heteroskedastic-autoregressive integrated moving average (ARCH-ARIMA) (Booth et al., 1994; Engle, 2001), to predict stock price. However, it is difficult for econometric models to consider the impact of other factors on stock price fluctuations and they have strong assumptions about the data, which are often difficult to meet (Le and Xie, 2018). Therefore, machine learning has been widely used in stock price prediction in recent years and many more suitable models for stock prediction have been proposed. Many studies have shown that deep learning has superior efficiency than other models (Marmer, 2008) and neural network models excel regression and discriminant models (Refenes et al., 1994). In terms of feature selection, some scholars explore the correlation between new features and stock price and some new features, including political factors, macroeconomic factors and investors’ sentiment, etc., have been incorporated into the prediction model (Cervello-Royo et al., 2015; Patel et al., 2015).

Previous literature extensively investigates the stock price prediction methods and many advanced prediction models are proposed. However, existing approaches on stock price prediction have two main limitations. First, although the text features are used in the existing models to better incorporate the important information in social media, they are usually mined based on traditional text mining technologies, such as the bag-of-word model. These text mining technologies cannot consider the semantic and other information in social media which are helpful to improve the performance of prediction models. Second, the feature dimensionality reduction is a basic step when balancing text features and financial features in stock price prediction. However, previous price prediction methods usually adopt principal component analysis (PCA) and latent Dirichlet allocation (LDA) to reduce the feature dimension. PCA method has problems of information loss and is unable to process nonlinear data, while the LDA method cannot consider semantic information in social media. Thus, these two methods are not suitable for the stock price prediction (Bao et al., 2017).

To fill the research gap discussed above, this paper proposes a new stock price prediction method based on deep learning technology, which integrates Doc2Vec, stacked auto-encoder (SAE), wavelet transform and long short-term memory (LSTM) model. Feature extraction of text information in social media can describe the emotional tendency of investors and help to predict the stock price more accurately. First, we classify the prediction features into two types, i.e. financial features and text features. We adopt the widely used financial features and extract text features from social media by deep learning technology. Second, Doc2Vec model is used to train original social media documents and obtain text feature vectors. Doc2Vec model can retain semantic information of documents and the relationship between
different words, which overcomes the shortcomings of traditional text feature extraction methods (such as dictionary matching method, term frequency–inverse document frequency and LDA). Third, SAE is adopted to reduce dimension of text feature vectors, which balances the dimension of text features with financial features. Fourth, wavelet transform is used to transform the target variable (stock price) and to remove the random noise in the stock price time series data. Finally, stock finance features and excavated text features are taken as input features, and LSTM is adopted to predict the stock price.

The rest of this paper is structured as follows. We review the literature on stock price prediction in Section 2 and introduce our method in Section 3. We explain the research data and experimental process in Section 4. Finally, we conclude the paper with a summary and possible future research directions in Section 5.

2. Related literature
Our paper studies the stock price prediction method based on deep learning. The related research work is mainly about the prediction model and feature selection of the prediction model. This section will review the literature from these two aspects.

2.1 Prediction model
The improvement of prediction models has always been one of the most important research directions of stock price prediction. Stock price prediction methods mostly adopt an econometric model or machine learning model. These two models have been continuously improved to be more suitable for processing financial time series data in the complex stock market.

In terms of econometric models, Booth et al. used the ARIMA model to predict stock price by six explanatory variables, including macroeconomic factors and lag factors. The results showed that these variables were helpful to improve the accuracy (Booth et al., 1994). Breidt et al. believed that ARCH, generalized ARCH (GARCH) or standard (short-memory) stochastic volatility models were not appropriate to predict stock price (Breidt et al., 1998). They proposed a new time series prediction method that can deal with conditional variances, called the long memory stochastic volatility model, which was superior to other models. (Zhang et al., 2018) proposed an enhanced ARIMA-GARCH model based on differential information (Zhang and Zhang, 2016). By adding the approximate differential information of the dependent variable lag and taking stock price change trend information into account, the ability to predict the direction of price change is improved.

With the development of machine learning technology, many scholars try to solve the problem with new emerging technology instead of traditional prediction models to predict stock price more accurately. Maknickash and Maknickiene used a recursive neural network (RNN) to construct a stock price prediction model and optimized the selection of RNN parameters, such as the number of neurons and the number of iterations (Maknickas and Maknickiene, 2019). Nelson et al. (2017) used the LSTM model and multiple stock analysis indicators to predict the rise and fall of the stock price in the future (Nelson et al., 2017). The result showed that the performance of LSTM was better than that of the traditional machine learning model and non-time series model. Peng et al., 2019 mainly focused on the preprocessing method of financial time series data, including interpolation, wavelet denoising and normalization on the data and tried various parameter combinations of the LSTM model (Peng et al., 2019). They found that the optimized model had a low computational complexity and significantly improved prediction accuracy. Vo et al. compared the effects of LSTM, Bi-directional LSTM (Bi-LSTM) and gated recurrent unit on the stock price prediction. They found that the Bi-LSTM model read the data one more time
backward which helped improve prediction accuracy, particularly in forecasting sequential
data such as financial time series (Vo et al., 2019).

In addition, existing literature also combines statistical econometric models with
machine learning models or use more than two kinds of machine learning models at the
same time to predict stock price. Compared with a single model, these models usually have
better performance. Achkar et al. (2018) considered two different model combination
methods, back propagation algorithm-multi-layer perception (BPA-MLP) and LSTM-RNN.
Using the stock price data of Facebook, Google and the price data of Bitcoin, they found that
the LSTM-RNN model was better than BPA-MLP (Achkar et al., 2018). Bao et al. first
reduced noise in original time series stock data through wavelet transform and then predict
by LSTM model (Bao et al., 2017). The results showed that the performance of the integrated
model was better than other similar models. M’ng and Mehralizadeh proposed a prediction
model named wavelet principal component analysis-neural network (WPCA-NN), which
combined wavelet transform, PCA and artificial neural network to de-noising, removing the
random noise in the stock price sequence (M’ng and Mehralizadeh, 2016). The results
showed that the performance of the WPCA-NN was better than traditional prediction
methods. KIM T. and KIM H. proposed an LSTM-CNN model based on feature combination,
using stock time series and stock trend graphs as input features (Kim and Kim, 2019). The
results showed that the LSTM-CNN model was superior to the single model in predicting
stock prices.

In summary, econometric models and machine learning models are the two most widely
used methods in stock price prediction. However, it is difficult to deal with nonlinear time
series problems by econometric models, while traditional machine learning models mostly
take single period data as a sample and ignore a lot of implicit information developing over
time (Baek and Kim, 2018). Deep learning technology is a new emerging technology that can
effectively process time-series data and multi-period data. At the same time, the combination
of multiple models usually has better performance than a single model and is becoming the
main direction in stock price prediction.

2.2 Feature selection of prediction model
Feature selection and feature engineering are helpful to enrich the data set and to mine
important information from the original data set, which can improve prediction accuracy.
This is also a hot research direction that scholars care about. Previous studies generate
different useful features from the original data set to improve the stock price prediction
performance, such as emotion of stock investors (Delong et al., 1990; Shleifer and Vishny,
1997), stock movement graphs (Quan, 2013; Singh and Srivastava, 2017) and major
economic and political events (Ding et al., 2015; Zubiaga, 2018). Among them, the emotion of
stock investors is usually one of the most adopted features in stock price-prediction models.

The investors’ emotion for a stock and the overall stock market often has an important
impact on stock price fluctuation (Nassiroussi et al., 2014). Therefore, previous studies
normally use natural language processing (NLP) technology to analyze stock social media
documents and obtain investors’ emotions, which provides new important features for stock
price prediction models. Schumaker and Chen proposed a new method named proper noun
scheme, which marked important nouns (Schumaker and Chen, 2009). They classified nouns
into seven types, including date, location, money, organization, percentage, person and time.
The results showed that the proper noun scheme performed better than word-of-bag and
named entity recognition. Kraus and Feuerriegel collected the financial text disclosed by
companies on the trading day and used sequence modeling to deal with company
disclosures (Kraus and Feuerriegel, 2017). Then, they combined RNN and LSTM models to
predict stock price. The results showed that the introduction of financial text could effectively improve prediction accuracy. Zhou et al. used the word-of-bag model to extract five emotional attributes of the stock market investors, such as disgust, joy, sadness and fear (Zhou et al., 2018). They found the results of the K-means model were significantly better than the baseline models, including the one taking purely financial time series as input features. LDA is another less frequently used but interesting technique in stock price prediction. Jin et al. used LDA to extract topics from the text and the representative topics were adopted as input features of the prediction model, which helped improve the prediction accuracy (Jin et al., 2013).

Feature dimensionality reduction is also one of the most important research directions of feature extraction. Xie et al. proposed a dual dimension reduction model of joint mutual information to improve the PCA algorithm. The model first used mutual information to preliminarily screen a large number of features and then determined the number of PCA principal elements for secondary dimension reduction based on complex correlation coefficient and cumulative variance contribution rate (Xie et al., 2020). The prediction results showed that the improved method was better than the traditional feature reduction model. Hagenau et al. attempted to use more expressive features to represent text. They used dictionaries to extract English word stems and then used Chi-square and Bi-normal-separation to calculate the interpretive power of features, retaining only those features with strong interpretive power (Hagenau et al., 2013). The results showed that the feature dimension reduction method could significantly improve the prediction accuracy and reduce the overfitting problem in machine learning models. Huang et al. extracted nouns, verbs and compound phrases from the text and then based on the thesaurus, made the conversion of synonyms for each word to achieve the purpose of dimension reduction (Huang et al., 2010).

In summary, existing research mostly adopts traditional text feature extraction methods (such as word-of-bag, named entity recognition and LDA) to add new text features for stock price prediction. Although the features extracted by these methods can represent the emotions of investors to some extent, these extracted features normally cannot represent document semantic information, context and other information in social media (Nassirtoussi et al., 2014). Deep learning technology can retain the semantic information and better extract effective information from original documents. Therefore, this paper adopts deep learning technology to extract text features and achieve more accurate price prediction.

3. A new stock price prediction method
We propose a new stock price prediction model (Doc-W-LSTM) based on deep learning technology, which integrates Doc2Vec, SAE, wavelet transform and LSTM model. It uses stock financial features and text features to predict future stock prices. The model mainly includes several steps:

- Selecting features for the prediction model;
- Training the text feature vector by Doc2Vec and reducing the dimension of the text feature vector by SAE;
- Denoising the stock price time series data based on wavelet transform method;
- Predicting the stock price with LSTM model (Figure 1).

3.1 Feature selection
Our model has two types of input features including financial features and social media text features. Financial features are descriptions of the daily trading data of stocks, which can
reflect basic information of stock prices. Text features of social media refer to the text feature vector containing effective information in social media, which includes investors’ comments in financial social media and the news published by companies.

Financial features are described by daily transaction data and financial technical indicators (Bao et al., 2017) and include 21 features. Daily transaction data include open/close price, low/high price, trading volume, change amount and change rate, which are daily first-hand trading information in the stock market. These characteristics can directly reflect the historical trading situation of stocks. Financial technical indicators refer to indicators calculated based on stock trading data, including CCI (commodity channel index), ATR (average true range), SMI (stochastic momentum index), etc. These indicators can often reflect some regular characteristics of stock movements. Table 1 gives the list of financial features.

Text features are extracted from social media and can represent investors’ attitudes toward the stock, the overall trend of public opinions and the company’s decision information (Nassirtoussi et al., 2014; Kraus and Feuerriegel, 2017) and some samples of text are shown in excerpt cases of text from social media (Translated).

Hurry up! Buy it, just think it as giving yourself in advance retirement salary. Meinian Health and Zhonggong Education are the two long-term stocks I followed this year. They didn’t disappoint me. Although I didn’t buy much, I was very happy.

Meinian health medical treatment develops rapidly, and sets up health physical examination center all over the country. Physical examination crowd are becoming more and more, and physical checks must be prepared in advance, so the potential of Meinian health is huge. Its performance will get better and better, like that of Maotai, which may be the real reason why Alibaba has become the second largest shareholder.

The proposed Doc-W-LSTM method uses the Doc2Vec model to extract high-dimensional text feature vectors. However, the trained text feature vectors will have a large dimension, while the financial feature only has 21 dimensions. The dimension imbalance between these two kinds of features will affect the prediction effect of the proposed method, thus we will reduce the dimension of text feature vectors to make two types of features have the same dimension.
3.2 Word segmentation and text feature extraction

The proposed method first extracts the text feature vector from social media and then uses the text feature vector to describe the influence of the emotional tendency of stock investors and company decisions on stock price volatility. We collect two kinds of texts from financial social media, namely, daily comments of investors and company information published by social media platforms and then preprocess and extract the text features from social media. The daily comments of investors are posted on social media and represent their feelings about the company’s stock and expectations of the stock market. Then the social medial platform collects and publishes companies’ financial information online.

First, the social media documents are preprocessed to remove useless characters, such as special symbols and meaningless words. There is no space between two adjacent words in a Chinese sentence, so word segmentation is a necessary step. The Jieba package in Python is used to separate each word in a sentence.

Second, we choose Doc2Vec to extract features from the text. Doc2Vec is a method proposed in 2014 to map various length text into the fixed-length vector, which can mine the semantic and emotional information hidden in the text (Le and Mikolov, 2014). Doc2Vec is based on a neural network language model to learn the vector expression of each text, mainly including two models, i.e. DM (distributed memory) and DBOW (distributed bag of words). Both models use the context and paragraph features to estimate the probability distribution of the occurrence of a certain word and then generate the text feature vector of the document. Probability can be used to express the similarity of contents and emotions in different paragraphs.

DM model predicts the vector of the next word by combining paragraph vector and word vector, that is, it predicts the probability distribution of target word under the condition of given paragraph vector and context. A fixed-length sliding window is set during the

| Feature            | Description                                                                 |
|--------------------|-----------------------------------------------------------------------------|
| **Daily transaction data** |
| Open/close price   | Nominal daily open/close price                                               |
| High/low price     | Nominal daily highest/lowest price                                           |
| Volume             | Daily trading volume                                                         |
| Price_change       | Change volume                                                               |
| P_change           | Change rate                                                                 |
| **Technical indicators** |
| MACD               | Moving average convergence divergence: displays trend following characteristics and momentum characteristics |
| CCI                | Commodity channel index: helps to find the start and the end of a trend     |
| ATR                | Average true range: measures the volatility of price                         |
| BOLL               | Bollinger band: provides a relative definition of high and low, which aids in rigorous pattern recognition |
| EMA20              | 20 days exponential moving average                                           |
| MA5/MA10           | 5/10 days moving average                                                     |
| V_Ma5/V_Ma10       | 5/10 days trading volume average                                             |
| MTM6/MTM12         | 6/12 months momentum: helps pinpoint the end of a decline or advance        |
| ROC                | Price rate of change: shows the speed at which a stock’s price is changing  |
| SMI                | Stochastic momentum index: shows where the close price is relative to the midpoint of the same range |
| WVAD               | Williams’s variable accumulation/distribution: measures the buying and selling pressure |

Table 1. Stock financial features
training. The probability distribution of the next word in the training window is used and
the window is moved back one word after the training. The DBOW model ignores the
context relationship of the original input documents. Namely, it does not slide the window
from the beginning of the document but predicts a random word in the paragraph. In other
words, at each iteration, a training window will be sampled from the text and then a word
will be randomly sampled from the window as the prediction task. Kim et al. found that
the combination of DM and DBOW would achieve better performance (Kim et al., 2019). Thus,
we will also select the best-performing set of models in both the DM and DBOW tests and
splice the text vectors they generate as input features for our next step.

Doc2Vec model can be used for a lot of unstructured text data mining and NLP research,
such as false comment identification, document classification, document emotion analysis
and other tasks. In this paper, the Doc2Vec model is used to extract the features of social
media text and form text feature vectors. As non-text features are collected at daily
intervals, but multiple posts are posted on social media every day, we divide multiple posts
on the same date into a group and take the values of each dimension of the text feature
vectors for the enantiomorphic posts within the group as the text feature vectors of the day
(Bollen et al., 2011). Based on the Doc2Vec model, the high-dimensional text features on a
daily basis can be obtained and then the dimension of the text features will be reduced to
reach the same dimension as the financial features.

3.3 Text feature dimension reduction

Doc2Vec model normally generates a text feature vector with a large dimension, which can
better represent the semantic information in the original document. In general, the text
feature vector usually has hundreds or even thousands of dimensions. However, the
proposed method only has 21 dimensions of financial features. The imbalanced dimension of
two types of features leads to two serious problems. On the one hand, this imbalance will
weaken the importance of the financial feature in the prediction model. However, the
financial features in stock price prediction are very important, while other new features
usually provide additional useful information. On the other hand, the large dimension of the
text feature vector will affect the training speed of the proposed method. Therefore, we
introduce SAE to compress the dimension of text feature vectors and make sure that two
kinds of features have the same dimension and valuable information in the original text
feature vector is still retained as much as possible.

Auto-encoder is a kind of neural network that replicates the input signal in the output layer
as much as possible (Zhang et al., 2018). Its input vector and output vector have the same
dimension. Auto-encoder can effectively encode the input data to generate the hidden layer and
then generate the output data through decoding. The encoded hidden layer vectors can well
represent the important information of the original vectors in low dimensional space.

An auto-encoder consists of three layers of a neural network. The first layer and the third
layers are the input layer and the output layer, respectively. Then the second layer is the
hidden layer, which generates high-level features of the data. The purpose of auto-encoder
training is to make the input and output vectors as similar as possible. The first training
step is to map the input vector to the hidden layer and the second training step is to
reconstruct the vector by mapping the hidden layer vector to the output layer. These two
steps can be expressed as:

\[ h(x) = f(W_1x + b_1) \]  \hspace{1cm} (1)
\[ y = g(W_2 h(x) + b_2) \]  

where \( x \) is the vector of high-dimensional text trained by Doc2Vec, \( h(x) \) is the hidden layer vector generated by the auto-encoder. \( W_1 \) and \( W_2 \) are the coefficient vectors of the hidden layer and output layer and \( b_1 \) and \( b_2 \) are the constant terms of the hidden layer and output layer. \( f \) and \( g \) correspond to encoding function and decoding function, respectively. They are activation functions, such as Sigmoid, ReLU and hyperbolic tangent function. We use the Sigmoid function as the activation function (Chen et al., 2014). \( y \) is the output vector through coding and decoding, which has the same dimension as \( x \). The goal of auto-encoder training is to make \( y \) and \( x \) as similar as possible.

The dimension of the text vector generated by Doc2Vec is very large. We use SAE to reduce it and to get a 21-dimension text vector which has the same dimension with financial features. SAE is composed of multiple auto-encoders stacked layer by layer (Schölkopf, 2007). Each layer is based on the expression of the last layer, which can learn deep expressions of original data and be more suitable for complex reduction tasks. We build a four-layer SAE that combines with three auto-encoders. The concrete structure is \( \{x, m_1, m_2, k\} \), where \( m_1 \) is the hidden layer vector of the first auto-encoder. \( m_2 \) is the hidden layer vector of the second auto-encoder. \( k \) is the hidden layer vector generated by the third auto-encoder. Then \( k \) is the text feature vector finally obtained by dimension reduction. The information loss in the original high-dimension vector can be minimized by SAE, where the dimension size relation is \( k < m_2 < m_1 < x \). The specific structure of the SAE we used is shown in Figure 2. The circles in Figure 2 represent neurons and dotted lines represent connections between different neurons.

3.4 Noise reduction for time series data
Due to the complexity of stock market fluctuation, the stock price is often full of random noise, which will lead to large price volatility and then result in overfitting problems. We hope to eliminate some noise with strong randomness while preserving the data trend. In general, noise reduction of time series data is to eliminate many small fluctuations in the original data through function transformation. It helps smooth the curve of the original data without changing the overall fluctuation trend.
As a commonly used noise reduction method, wavelet transform can better deal with non-stationary time series data and preserve the characteristics of original data as much as possible. It is widely used in prediction tasks in financial scenarios (Papagiannaki et al., 2005; Ramsey, 1999). Therefore, we choose Haar wavelet transform as the noise reduction method for the stock price. This method can decompose data according to time and frequency and has an acceptable processing time, with the time complexity of \(O(n)\) (Abramovich et al., 2002).

The basic principle of wavelet transform is to generate some wavelet signals which contain important information and noise after transforming the original data. The signal coefficient of important information is larger and the signal coefficient of noise is smaller. The algorithm will automatically select a suitable threshold. The wavelet signals greater than the threshold is considered to contain important information and should be retained, while the signals less than the threshold are considered as noise and will be removed.

3.5 Prediction model

LSTM neural network is an improved model of RNN. The input data of LSTM and RNN will time dimension, which can improve the performance of time series prediction. Compared with RNN, LSTM adds three different gates, i.e. forget gate, input gate and output gate, to solve the gradient disappearance problem, which has been widely applied in time series modeling. Therefore, we choose it as the final prediction model.

LSTM is composed of multiple neurons. In each neuron, data first enters forget gate. The forget gate determines which input information will be forgotten so it will not affect the update of the next neuron. In the second step, the input gate decides which information is allowed to be added. The output of the previous neuron and input of the local neuron are processed by the sigmoid function and tanh function to generate two results. And then which information needs to be updated is decided based on these two results. The results will be saved for the output gate. Finally, the output gate determines which result obtained in the input gate can be generated. The results from the output gate of one neuron will be inputted to the next neuron, etc.

The input data of LSTM is a three-dimension array, representing time dimension, sample dimension and feature dimension, respectively. The time dimension represents the sliding time window, the sample dimension represents the sample size of training and testing and the feature dimension represents the number of input features. We choose 7 days as a time window to predict the close price on day 8. The input features are 42 dimensions, half of which are financial features and the other half are text features.

4. Experiment and results

We collected investors’ comments and news of 15 companies from one famous social media platform (“Oriental Fortune website”) and obtained stock transaction data from the Tushare financial database. Then mean absolute error (MAE), root mean square error (RMSE) and \(R^2\) were selected to evaluate the performance of the proposed prediction method.

4.1 Data Acquisition

We crawled investors’ comments and companies’ news of the top 15 listed medical companies from the “Oriental Fortune website” generated between January 2010 and November 2019. A total of 530,813 documents were obtained, which include comments and news. After collecting the social media text data, we first conducted preprocessing, which consisted of three steps. First, documents with less than 20 Chinese characters in length were deleted. Second, identical documents were removed. Third, some continuous
expressions were compressed. For example, “good good good” in investors’ comments were changed to “good.” After text preprocessing, 342,118 documents were left.

We chose to predict the stock price of the company “Meinian Health.” That is because “Meinian Health” ranks the second among all listed medical companies in total profit and its investors’ comments and official news are very active. At the same time, “Meinian Health” went to the public in 2005, so we can collect all documents after 2010. We used documents of 14 companies except “Meinian Health” for text vector training and then generated the text vector of “Meinian Health.” Table 2 is the descriptive information of social media documents after data preprocessing.

We also collected daily transaction data of “Meinian Health” from the Tushare financial database, including open, close, high, low, trading volume, change volume and change rate. In addition, we calculated financial technical indicators based on daily transaction data (Bao et al., 2017).

4.2 Metrics

We used MAE, RMSE and $R^2$ as measures to evaluate the performance of the prediction methods. MAE measures error without considering the directions of the predicted values. RMSE measures the average magnitude of estimation error in predicted values. MAE and RMSE are measures of closeness which evaluates the accuracy of the predicted value to the actual price. $R^2$ measures the linear correlation between two variables and eliminates the influence of dimension on different regression problems. We hope the model has low MAE and RMSE and a high $R^2$. The three metrics are defined as follows:

$$MAE = \frac{1}{m} \sum_{i=1}^{m} \left| y_{true}^{(i)} - y_{predict}^{(i)} \right|$$

(3)

$$RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} \left( y_{true}^{(i)} - y_{predict}^{(i)} \right)^2}$$

(4)

$$R^2 = 1 - \frac{SS_{residual}}{SS_{total}} = 1 - \frac{\sum_i \left( y_{true}^{(i)} - y_{predict}^{(i)} \right)^2}{\sum_i \left( \bar{y} - y_{true}^{(i)} \right)^2}$$

(5)

where $y_{true}^{(i)}$ represents the true value of the target variable of sample $i$, $y_{predict}^{(i)}$ represents the predicted value of the target variable of sample $i$, $\bar{y}$ represents the mean of the target variable’s true value of all samples and $m$ represents the total number of samples.

| Company name          | The no. of documents | Average length |
|-----------------------|----------------------|----------------|
| “Meinian health”      | 38,486               | 289            |
| Other 14 companies    | 303,632              | 305            |

Table 2. Text feature description
4.3 Experiment

Doc2Vec is an unsupervised algorithm, but it includes hyper-parameters such as model type (DM or DBOW), vector dimension and the size of the sliding window. The model type of Doc2Vec, dimension and the window size are denoted as \( m \), \( s \) and \( w \), respectively.

According to the research of Kim et al. (2019), the text vector dimension of Doc2Vec usually chooses a value slightly lower than the average length of the document, so we chose 100 and 200 as the candidate value of the parameter \( s \). Too large or too small sliding windows can affect the performance of the model, so we chose 5 and 10 as the candidate values of the parameter \( w \) (Kim et al., 2017). DM has no sliding window parameters, so three hyper-parameters are combined to produce six different scenarios for Doc2Vec parameter optimization.

Lau et al. proposed that the tuning of Doc2Vec should be carried out in combination with specific models and tasks (Lau and Baldwin, 2016). We chose the LSTM model as the prediction model to tune the hyper-parameters of the Doc2Vec model. For different hyper-parameter scenarios, we used the LSTM model to predict the stock price and to identify the optimal parameter combination of the Doc2Vec model.

We used the other 14 companies’ text as training data of Doc2Vec and used the trained Doc2Vec model to generate the vector of “Meinian Health” as the predicted object. We chronologically divided the text data of “Meinian Health” into three parts, i.e. the first 80% data is train set, the middle 10% data is validation set and the last 10% data is test set. We input different vectors generated by Doc2Vec into LSTM without financial features, used the train set and the validation set to train the model and to adjust parameters and used the test set to verify the model performance. The results of different parameter scenarios are shown in Table 3.

It can be seen from the Table 3 that the DM model has the best performance when \( s \) is equal to 200, while the DBOW model has the best performance when \( s \) is equal to 100 and \( w \) is 5. Kim et al. found that the combination of DM and DBOW would achieve better performance (Kim et al., 2019). Therefore, we examined the prediction performance of the DM-DBOW model with the optimal parameters identified in previous steps. Moreover, we investigated the prediction performance with the introduction of a four-layer SAE model, of which structure is \( \{ x, m_1, m_2, k \} \). The results are shown in Table 4.

Table 4 shows that the combination of DM and DBOW can achieve better results than single model. However, the vector dimension generated by Doc2Vec is too high and contains

| Parameters combination         | MAE   | RMSE  |
|-------------------------------|-------|-------|
| \( m = DM, s = 100 \)         | 1.358 | 1.646 |
| \( m = DM, s = 200 \)         | 1.191 | 1.561 |
| \( m = DBOW, s = 100, w = 5 \)| 1.131 | 1.658 |
| \( m = DBOW, s = 200, w = 10 \)| 1.338 | 1.724 |
| \( m = DBOW, s = 100, w = 10 \)| 1.530 | 1.959 |
| \( m = DBOW, s = 200, w = 5 \) | 1.284 | 1.780 |

Table 3.

Parameters selection of Doc2Vec model

| Model                  | MAE   | RMSE  |
|------------------------|-------|-------|
| DM-DBOW                | 1.073 | 1.339 |
| SAE + DM-DBOW          | 0.894 | 1.239 |
a lot of noise, which will result in serious over-fitting problems. The introduction of autoencoder can help to handle this problem. Table 4 shows that MAE and RMSE are improved after the text vector is processed by auto-encoder, which indicates better prediction performance.

We derived the text features of prediction model based on DM-DBOW and SAE model and integrated them with the financial features to form the feature matrix of the prediction model. Then the noise of target variable (stock closing price) is smoothed by wavelet transform. Finally, we used “Meinian Health” as the predicted object. We chronologically divided the text and financial data of “Meinian Health” into three parts, i.e. the first 80% data is train set, the middle 10% is validation set and the last 10% data is test set. The train set and the validation set are used to train the model and to adjust parameters and the test set is used to verify performance of models.

In the proposed prediction methods, LSTM is chosen as the prediction model, which also has some parameters to be identified. The most commonly used parameters of LSTM include hidden layers, dropout, number of neurons, optimizer, batch sizes and epochs. The hidden layer is set to 1–3 layers according to experience and the computing power of the machine. Dropout is usually between 0.2 and 0.5. According to Kolmogorov’s theorem, the number of neurons in the hidden layer is set as double of the input dimensions plus one (Greff et al., 2017). Finally, we adjusted the parameters of LSTM where the optimal parameter combination was 2 hidden layers, 7 time windows, 85 neurons, 0.5 dropout, Adam optimizer, 4 batch sizes and 50 epochs.

4.4 Results

To verify model performance improvement by combining text features and financial features, we compare the performance of the LSTM model with and without text features. The LSTM model without text features is denoted as LSTM-F. The experimental results are shown in Table 5.

The result shows that the performance of our model is better than that of the LSTM model using only financial features in MAE, RMSE and $R^2$. It suggests that effective text information mining in social media can effectively improve the performance of the prediction model. To further test the proposed method’s convergence and robustness, a piecewise time series prediction method is introduced. Data are divided into 10 groups. Each group of data is predicted and paired T-test is carried out. Experimental results also prove the effectiveness of this method as shown in Table 6.

### Table 5. Performance comparison of Doc-W-LSTM and LSTM-F

| Model       | MAE   | RMSE  | $R^2$  |
|-------------|-------|-------|--------|
| Doc-W-LSTM  | 0.019 | 0.110 | 0.957  |
| LSTM-F      | 0.046 | 0.579 | 0.774  |

### Table 6. Performance comparison of Doc-W-LSTM and LSTM-F with t-test

| Model       | MAE     | RMSE  | $R^2$  |
|-------------|---------|-------|--------|
| Doc-W-LSTM  | 0.029***| 0.325**| 0.907***|
| LSTM-F      | 0.060   | 0.756 | 0.747  |

**Notes:** **p < 0.05; ***p < 0.001
In addition, we use ARIMA, RNN and LSTM models for comparison. The reason why we choose these three models for comparison is that ARIMA, RNN and LSTM models consider the time dimension of data and are well-behaved models in time series problems (Vo et al., 2019). ARIMA model only uses financial features and the other two models use the combination of 21-dimension text vector that is directly trained by Doc2Vec and financial features. The results are shown in Table 7 and Figure 3.

The results show that the ARIMA model cannot process the non-stationary time series data and the fitting is very poor. RNN and LSTM models consider a variety of influential factors and time dimension at the same time and can generally fit the test data. The metrics of the Doc-W-LSTM model (MAE = 0.019, RMSE = 0.110, $R^2 = 0.957$) are better than other baseline models. Figure 3 intuitively observes that the Doc-W-LSTM model fits the real curve better than other models, proving that the proposed method can effectively predict the fluctuation of stock prices.

5. Conclusion

We propose a new method to predict stock prices. This method adopts Doc2Vec to train financial social media documents and to extract text feature vectors. Then, SAE is used to reduce the dimension of text vectors to avoid a serious imbalance between text features and financial features. Moreover, to avoid the impact of random noise in stock price data on the prediction model, we use Haar wavelet transform to generate denoised stock price time-series data. Finally, we combine the text features and financial features and use the LSTM model to predict future stock prices. Experimental results show that the proposed method is superior to other baseline methods in MAE, RMSE and $R^2$. It suggests that our method which incorporates text feature information can better predict stock prices.

The main contribution of this paper includes two parts. First, we propose a new stock price prediction method combining text features from social media, which improves the performance of traditional methods. Social media content contains a lot of important information about the stock. The stock financial index variables can only represent the development trend of the stock price, but the feeling of investors can describe the potential trend of the stock price, which is usually neglected in traditional prediction methods. We use the deep learning technology to extract text features, which can represent investors’ sentiment and help to improve prediction performance greatly. Second, we use SAE to solve the problem of unbalanced stock features and text features, which helps to improve the accuracy of stock price prediction methods. The traditional dimensionality reduction methods are mainly statistical methods based on word frequency or PCA, but these methods will cause information loss in original data (Nassirtoussi et al., 2014). In our method, the dimension of text features is reduced by the SAE method, which is proved to be an excellent method to reduce the data dimension and preserve information from the original data as much as possible (Wang et al., 2016).

This study has several limitations that can provide new directions for future studies. First, we only collected social media text data from one platform. Although we collected as

| Model       | MAE   | RMSE  | $R^2$ |
|-------------|-------|-------|-------|
| ARIMA       | 1.465 | 1.455 | -0.140|
| RNN         | 0.435 | 0.301 | 0.882 |
| LSTM        | 0.385 | 0.240 | 0.906 |
| Doc-W-LSTM  | 0.019 | 0.110 | 0.957 |

Table 7. Testing result of different models
Figure 3.
Fitting curve of different models
much data as possible from large companies, the investors of other platforms may present different emotions and one website is less representative. We will try to collect more financial social media documents from different platforms in the future. Second, only one stock is selected for prediction in our study. In the future, the relationship among multiple stocks can be considered and the prices of multiple stocks can be predicted to further verify the robustness of the proposed method.
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