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Abstract. Recently, data generation rates are getting higher than ever before. Plenty of different sources like smartphones, social networking services and the Internet of Things (IoT) are continuously producing massive amounts of data. Due to limited resources, it is no longer feasible to persistently store all that data which leads to massive data streams. In order to meet the requirements of modern businesses, techniques have been developed to deal with these massive data streams. These include complex event processing (CEP) and data stream mining, which are covered in this article. Along with the development of these techniques, many terms and semantic overloads have occurred, making it difficult to clearly distinguish techniques for processing massive data streams. In this article, CEP and data stream mining are distinguished and compared to clarify terms and semantic overloads.

Keywords: Data streams · Complex event processing · Data stream mining · Data mining

1 Introduction

Nowadays, massive amount of data is generated by plenty of different sources. Smartphones, social networking services and the Internet of Things (IoT) are just a few examples of these data-generating sources. This trend is often referred to the term Big Data. Data is valuable. In some cases, even a company’s value is measured by the amount of data it keeps and collects. Therefore, processing and analyzing data is a key challenge of modern businesses [7,16].

Over time, data generation rates have increased rapidly. Nowadays there are almost continuous flows of information - data streams. Due to limited resources, it is no longer feasible to persistently store all the incoming data. Computer systems, and in particular data analysis techniques, must adapt to these new conditions to meet the needs of today’s businesses. For example, streams of transactions need to be analyzed in real time to be able to respond to credit card frauds [1,10,16].
In the last 20 years various techniques have been developed to deal with massive data streams [10]. These include complex event processing (CEP) and data stream mining, which are examined in this article. Along with the development of these techniques, many terms and semantic overloads have occurred, making it difficult to clearly distinguish techniques for processing massive data streams. In this article, CEP and data stream mining are distinguished and compared to clarify terms and semantic overloads.

The remainder of this article is organized as follows: Sect. 2 focuses on the basics of data streams. Section 3 shows the central concepts and characteristics of CEP. Furthermore, Sect. 4 introduces the general techniques of data mining and shows how they can be applied to data streams. This is commonly referred to as data stream mining. In Sect. 5, both techniques CEP and data stream mining are compared. Section 6 summarizes the results and gives a recommendation as to when each technique should be used.

2 Data Streams

As mentioned in the introduction, CEP and data stream mining are both techniques for dealing with massive data streams. Since data streams are the central concept of both approaches, this section defines the characteristics of data streams and shows the differences to traditional data.

According to Henzinger et al. [15] a data stream is defined as a sequence of data items $x_1 \ldots x_i \ldots x_n$ such that the items are read once in increasing order of the indices $i$. In combination with the work of Gama et al. [13], the following characteristics of a data stream can be defined:

1. The data items in the stream arrive online.
2. The system has no control over the order in which the data items arrive.
3. Data streams are potentially unbounded in size.
4. Once an item from a data stream has been processed, it is discarded or archived.

The first fundamental difference to traditional data is that there is no random access. Data items arrive in an online fashion. A second characteristic is that the system has no control over the order or timing of their arrival. Especially with several distributed data stream sources it is not possible to predict when which source will send how many data items. As the definition of Henzinger et al. has shown, another difference to traditional data is that there is a potentially infinite sequence of data items and not a finite set. Since it is not feasible to store data items of the stream persistently, there is a one-pass constraint. Once a data item has been read and processed, no further (fast) access is possible. This is because memory and computation time are restricted when processing data streams. The one-pass constraint is the key challenge that needs to be overcome by an algorithm to guarantee real time processing [1,3,13].

Due to the potentially infinite length of data streams, besides the four characteristic differences to traditional data, there are also potential differences in the content of data:
Concept Drift

Concepts in data streams may evolve over time. Unlike traditional data, there is no finite number of static concepts. Statistical properties and relations between data items can change during the runtime. An illustrative example showing a concept drift is the analysis of e-mail traffic. Especially the detection of spam mails shows that concepts in data streams are not always static. For example, if the author of a spam mail notices that his mails do not pass through the mail filter anymore, he will change some words in his mail to trick the filter. Therefore, the concept has drifted. Because concept drifts can occur anywhere in data streams, handling them is a key challenge for many algorithms and systems [1,12].

Massive Domain

Another aspect is that the potentially infinite size of the data stream implies a potentially very large domain. Especially in data streams, discrete attribute values can have a large number of distinct values. This phenomenon can also be seen well in the example of the analysis of e-mail traffic. For example, if the goal is to determine communication routes, a record must be kept for every pair of e-mail addresses. Considering the amount of possible e-mail addresses, the task is not trivial. Such discrete attribute values with huge ranges are very common in streams, because data items usually have individual identifiers [1,12].

In summary, data streams differ in many ways from traditional data. In particular, algorithms computing on data streams must be able to handle the special characteristics. Stream processors like Apache Spark (Streams) or Apache Flink are implementations that deal with exactly these requirements, which is why CEP and data stream mining systems often rely on such a stream processor.

3 Complex Event Processing

After introducing the basics of data streams in the previous section, this section will introduce a technique for processing massive data streams, evolved from active databases in the 1990’s and early 2000’s - CEP [9].

3.1 Events

The central concept of CEP, as the name suggests, is the Event. According to David Luckham [18] an event is an object that is a record of an activity in a system that has three characteristic aspects:

1. **Form:** The form of an event is an object, which may have attributes or data components. For example, if a system writes to a logfile, it could generate a log event containing the content of the log message as an attribute.
2. **Significance:** An event signifies an activity. The form of an event usually contains data describing the activity it signifies. In the above example, the log event signifies the activity of the system log. Events can signify any activity, which is why events in literature are also defined as records of anything that happens.

3. **Relativity:** An event can be related to other events by time (an event may have prior to before another event), causality (an event may have been occurred in consequence to another event) or aggregation (an event can consist of several other events). The form of an event usually encodes its relativities.

A complex event is an aggregation of other events. Complex events become visible with CEP. They are usually not explicit. A complex event could be, e.g., a series of suspicious transactions which are individually uncritical but together constitute a credit card fraud.

### 3.2 Event Streams

As mentioned above, CEP is a technique to deal with massive data streams. In the context of CEP, data streams are considered as event streams. From the definition of a data stream (see Sect. 2) it is easy to derive the definition of an event stream by replacing the concept data item with the concept event defined above. The goal of CEP is to understand and interpret the relativity of events in event streams. In other words, to find and respond to complex events near real-time [9].

![Fig. 1. Event streams and complex events](image)

Figure 1 shows the relation of event streams and complex events (streams). CEP systems analyze the stream of events of a lower abstraction level to find events on a higher abstraction level. CEP systems follow the sense-process-respond cycle (see [4]), which means that they respond to complex events. This response can be a new event representing the complex event or any activity (e.g., a service call).
3.3 Processing Event Streams

Having introduced the central concepts and objectives of CEP in the sections above, this section discusses how implementations of CEP systems can process massive event streams.

Figure 2 shows the basic architecture of CEP systems. It can be seen that CEP systems belong to the rule-based systems. Rules can be defined declarative in event processing languages (EPL). Rules that are placed in the CEP system are always structured as follows: `CONDITION P(e₁e₂...eₙ) → ACTION action(e₁e₂...eₙ)`. If the event pattern `P` occurs, the CEP engine will execute the action. All events that may occur are known a priori by the event model.

As mentioned in Sect. 2 the length of data streams is potentially infinite and the resources are limited. This requires a method to allow the data stream to fit into the memory for processing. A sliding window is used for this purpose. The idea is to restrict the considered events to the last recently occurred ones. In general, a distinction is made between a length window, which takes into account the last N events, and a time window, which considers the last events in a fixed time interval [5,9,18].

In summary, CEP is about matching predefined structures in data streams. The concept of the event abstracts from the raw data. Rules are defined in an EPL and executed by the CEP engine on a sliding window. When a rule fires, it will result in a new event or activity. Typical applications for CEP include Business Process Management or Algorithmic Trading. In these cases, the patterns are known a priori. However, CEP (alone) does not cover the case if the patterns are unknown.

4 Data Stream Mining

After CEP was introduced in the previous section as an established rule-based approach with a priori known patterns, this section presents data stream mining as a technique for extracting previously unknown patterns and knowledge from data streams. Compared to CEP, data stream mining is a relatively new technique that has only become useful for practical applications by the advances in hardware and software over the past decade [10,12].
4.1 Mining Data

As the term data stream mining suggests, there is a connection to data mining. Therefore, the following is an introduction to the basics of data mining.

According to Han et al. [14], data mining is the process of discovering interesting patterns and knowledge from large amounts of data. This process can be applied to many different data sources. Traditionally, data mining is operated on data sources with random access. These include, for example, databases or data warehouses. There are four major tasks that occur repeatedly in data mining applications, so that the following four problems are considered as the fundamental ones in data mining [1][14]:

Association Pattern Mining
The task of the association pattern mining is to identify (data) items that imply the appearance of other items within a transaction. If a certain item often occurs together with others, association rules can be deduced. An illustrative example of the use of association pattern mining is the mining of transactions in an online shop. The transaction data can be used to determine which products were often bought together. This knowledge can be used to recommend additional products to customers when they buy a product. In literature, this specific problem is also referred to as frequent itemset mining [1,14].

Clustering
Clustering is the task of grouping (data) items into homogeneous classes. These classes of items that are similar in some ways are called clusters. For the process of clustering, certain properties of the items are taken into account. An example of the application of clustering is customer segmentation. The goal of customer segmentation is to divide a company’s customers into groups of individuals that are similar in specific ways relevant to marketing. The properties taken into account could be, for example, age and sex of the customer [1,14].

Classification
Classification is about assigning (data) items to groups. Unlike clustering, the groups are predefined and are not found during the process. That is the reason classification is considered as an instance of supervised learning. This means that a training set of correctly identified observations is available. A sample application domain is pattern matching. With the appropriate knowledge, for example, it is possible to classify e-mails as spam [1,14].

Outlier Detection
An outlier is a (data) element that is significantly different from the rest of the data. The task of outlier detection is to find such anomalies in data. For example, outlier detection is used in the detection of credit card frauds, since the transaction data in a fraud is significantly different from that in normal behavior. Outlier detection can be unsupervised or supervised [1,14].
For each of the above problems, there are a variety of algorithms, such as e.g. the famous k-means algorithm for clustering or the k-nearest neighbor algorithm for classification. However, this article does not aim to elaborate on specific algorithms.

### 4.2 Mining Data Streams

As mentioned in the previous section, the process of data mining can be applied to many different data sources. These include data streams. Data mining on streams is considered as data stream mining.

The problem is that many conventional data mining algorithms can not handle the constraints of streams. This is because these algorithms have been designed for traditional data and therefore assume random access to the data and potentially infinite processing time. Data streams do not offer these conditions. Because of this, various techniques exist for adapting algorithms to data streams. According to Gaber et al. [10], these techniques can be divided into data-based and task-based techniques:

**Data-based techniques**

One way to deal with massive data streams is to reduce the incoming data to an amount that the algorithm can handle. This is the goal of the data-based techniques [10].

**Sampling**

An old established statistical method is sampling. The idea is to select probabilistically whether a data item is processed or not. A well-known instance is the reservoir sampling, where each element has a certain probability that it will be included in the sample. One of the challenges of sampling on streams is that due to the potentially infinite length, the calculation of error bounds for certain sampling rates is not trivial [1,3,10].

**Load Shedding**

Load shedding refers to the process of dropping sequences of data items from a stream. The problems of load shedding are very similar to those of sampling. It is hard to decide which and how much data can be disregarded. Dropping the wrong data can be quite critical if, for example, during the outlier detection an outlier is ignored [3,10].

**Sketching**

Another approach is to randomly project a subset of features, which corresponds to vertically sampling the incoming stream. This method works well to compare data streams but is less relevant in the context of data stream mining [3,10].

**Synopsis Data Structures**

The creation of synopsis data structures refers to the process of applying summary techniques to the incoming data stream. The resulting structures can be used for further analysis. An example for the creation of synopsis data structures is wavelet analysis, where the incoming data
stream is converted into a wavelet by a Fourier transformation. It is possible that in the creation of the synopsis data structures characteristics of the data are lost, which is why in these cases approximate results must be expected. Aggarwal et al. [1] present synopsis data structures as the basis of almost every data stream mining application [1,10].

**Aggregation**

Another technique that has evolved with the advent of data streams is aggregation. Aggregation refers to the process of calculating statistical measures (e.g., mean or variance) that summarize the incoming data stream. Furthermore, these measurements can be used by the mining algorithms. A concrete example of aggregation are cluster features which is a method to enable clustering on streams. The idea is to keep statistical variables for each cluster which are updated iteratively. Algorithms using an extension of this technique (micro-clusters) are, e.g. CluStream (see Aggarwal et al. [2]) and DenStream (see Cao et al. [6]) [1,10,22].

**Task-based techniques**

Another way to adapt algorithms to data streams is to change not the data but the algorithms themselves. These approaches are referred as task-based techniques [10].

**Approximation algorithms**

One approach is to use approximation algorithms, as is done in other areas when hard problems need to be solved. In this approach, mining algorithms are seen as hard computational problems and an inaccurate result is accepted, which can be calculated faster [3,10].

**Sliding Window**

One technique that has been briefly presented in the context of CEP is the use of sliding windows. The idea is to restrict the considered data elements to the last recently occurred ones. Algorithms using sliding time windows are e.g., the STREAM algorithm (see [20]) for clustering on data streams or the Online Information Network (see [17]) for classification on streams [10,11].

**Algorithm Output Granularity**

Algorithm Output Granularity (AOG) is an approach that can respond to limited resources and fluctuating data rates. The idea is that the mining algorithm is designed so that its output can be throttled when it runs out of memory. Then the results are merged until enough memory is available again. An algorithm based on this technique is the LWClass Algorithm (see Gaber et al. [11]) [10,11].

The above list shows that there are many different techniques to enable computing on streams. However, there is not the one technique that enables mining on data streams. Depending on which data mining problem has to be solved and what the concrete application case looks like, variations of the above techniques have to be combined. In addition, the concrete algorithmic techniques have not yet been discussed. For example, the list above does not show how an
algorithm can react to a concept drift or the massive domain constraint. More
details can be found in the survey papers by Gaber et al. [11] and Silva et al.
[22]. The listed examples for algorithms were also taken from mentioned papers.

In summary, data stream mining is an open research field that has emerged
through the advances in hardware and software and is still evolving [8].

5 Comparison

After the previous sections have introduced CEP and data stream mining sepa-
rately, the following section will explicitly compare the two techniques.

Table 1. Comparison of CEP and data stream mining

| Complex event processing | Data stream mining                                      |
|-------------------------|--------------------------------------------------------|
| For processing massive event streams | For processing massive data streams                      |
| Rule-based              | Data analysis/Data Mining                              |
| Pattern matching (matching predefined structures) | Pattern and knowledge discovery (discovering unknown structures) |
| Follows the sense-process-respond cycle | Results need further processing to react |

Table 1 shows some of the major characteristics of CEP and data stream
mining discussed in this article. First of all, we can say that both techniques are
used to process massive data streams. In the context of CEP, the concept event
abstracts from the raw data elements, but under the hood event streams are the
same as data streams. This is also the reason why both techniques are using the
methods for processing streams presented in Sect. 4.2. In literature, however, the
techniques used in CEP are limited to sliding windows.

Although both techniques deal with data streams, they have their origins in
quite different fields of computer science. While CEP has evolved from rule-based
systems, data stream mining has evolved from classical data analysis through
advances in hard and software. Due to the rapidly growing RAM sizes, the oper-
ations that can be performed in-memory are also increasing. As a consequence,
CEP and in particular data stream mining become more and more practicable.

The main difference between CEP and data stream mining is that the former
is about simple matching of predefined structures on sliding windows and the
latter is about finding new patterns and knowledge on data streams. In some
cases, however, the tasks of the two techniques are very similar. For example, if
spam mails had to be detected, both CEP and data stream mining (classification
or an outlier detection) can be used. Specifically, the supervised learning methods
come very close to CEP and its applications, since there are also predefined
structures used as a knowledge base. The difference is how this knowledge base
is used. For CEP, a pattern can match or not, whereas for pattern matching by classification it is fuzzier. Incoming data does not have to match exactly. Data can be similar to a pattern in a certain way. The outlier analysis can also enable the detection of spam mails. But again, it’s not about whether a pattern matches or not, but whether the incoming data elements are significantly different from the rest of the data. In CEP, the pattern that is found must be expressed explicitly by rules and event models, while data stream mining can also find structures that have not been explicitly modeled. As the clustering shows, the areas of data stream mining and CEP can also be very different. Clustering is about finding new structures, which is not possible with CEP. An interesting comparison would be CEP and the association pattern mining on streams. With CEP it is quite possible to carry out an association analysis by explicitly modeling the possible combinations and then counting the triggered events. With a larger number of combinations, however, this becomes impractical very quickly.

Another important difference between CEP and data stream mining is that CEP follows the sense-process-respond circle. Therefore, when a complex event occurs, there is always an action (response). This is because complex event processing was originally intended to control event-driven architectures (EDA) (see Luckham [18]). Data stream mining applications are natively non-reactive. Results of the data mining need further processing to react to situations. As the last row of the table shows, there are other similarities and differences that can not be considered further in the context of this article. Another interesting aspect, e.g., is the fact that there are only a few scientific papers on handling concept drifts with CEP, although this characteristic of streams occurs there. Because the rules in a CEP system are very static, CEP systems can be combined with other techniques to change the rules at run-time (see e.g. [19] or [21]). This could also be a possible approach to dealing with a concept drift. For example, the combination of CEP and data stream mining is possible. In this case, data stream mining finds new patterns and knowledge, which is fed into the CEP system in the form of rules and event models.

In summary, CEP and data stream mining differ in many ways. Surprisingly, there are many overlaps in the fields of application. For CEP, patterns can either match or not, while the matching for data stream mining is fuzzy. Therefore, comparing data stream mining to CEP, knowledge does not always have to be explicitly modeled.

6 Conclusion and Future Work

In this article, we first looked at the special characteristics of data streams and compared them to traditional data. Therefore, CEP was presented as a rule-based method for processing massive data streams. It has been determined that CEP can only be applied if the complex events to be found are defined a priori in the form of rules and event models. However, CEP (alone) does not cover the case if the patterns are unknown. As a solution, the technique of data stream mining
was introduced. It has been shown that it is data mining on streams, which is why the fundamentals of data mining have been introduced. In the following sections it was discussed that data mining techniques were originally designed for traditional data and can not handle the special characteristics of streams without adjustments. For this purpose, some techniques for the processing of data streams were presented and enriched with example algorithms from survey papers. In the end there was a comparison of CEP and data stream mining, which, in addition to many differences, also revealed overlaps in the areas of application.

To summarize the results of this article as a recommendation, CEP should be used when it is necessary to react directly to complex events that can be explicitly modeled before. Data stream mining should be used to discover previously unknown patterns and knowledge from data streams.

While this paper gives an overview of the two techniques and aims to show the origins and differences of both, further papers will deal with more recent findings from the two research fields. One part of our future work will be the development of a decision framework that allows a user to determine the right technique (or the right combination of these techniques) for a specific application.
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