Tagging Tone for Mandarin Pinyin Based on Sequence Labelling
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Abstract. Generally, fundamental frequency (F0) is applied as the clue for tone recognition in normal speech. Tone recognition in whisper speech without F0 could be based on the temporal and spectral cues. However, the Mandarin Electro-Laryngeal (EL) speech with fixed F0 has no tone information. Therefore, the tone recognition of Mandarin EL speech is so difficult. And the researches about tone recognition for Mandarin EL speech is insufficient. In this paper, a new method labelling the tone for pinyin is proposed based on the context information to identify the tone of Mandarin speech without tone information. The experiment result shows that the precision, recall and the F value are all above 97% based on the test dataset. The amount of semantic information influences the performance of proposed method. If the amount of semantic information is little, the accuracy of tone labelling would be poor. The result shows that the proposed method has a good precision and robustness. The method can label the tone for pinyin without any tone information only based on the context information. The proposed method can label tones for tonal language, such as the Mandarin speech.

1 Introduction

Tone plays an import role in Mandarin speech, even influencing the understanding of semantic information [1]. In addition of four tones including Tone1 (T1), Tone2 (T2), Tone3 (T3) and Tone4 (T4), the Mandarin speech also has the fifth tone (T0), usually used to weaken the tone in whole sentence [2]. Tone identification is very useful for Speech Recognition [3], Speech synthesis [4] and the Cochlear Implant [5]. Tone identification is mainly based on the fundamental frequency (F0) or pitch [6, 7]. A large amount of researches about tone recognition has been done for healthy speech [8-11], however, not all kinds of the speech has whole F0 information, such as whisper speech [12], esophageal speech [13] and electro-laryngeal speech [14]. Therefore, tone identification for speech without F0 information is a very difficult task.

Some researches explain that besides of F0 contour, temporal and spectral parameters also contain the tone information of speech [15,16]. Therefore, the temporal and spectral cues can be also used to recognize tones from whisper speech. Chen X et al. [17] proposed an Ant-Colony-Clustering-Neural-Networks based method to recognize the Mandarin whisper speech tones. However, the Electro-Laryngeal (EL) speech differs from the whisper speech a lot. The EL speech is generated by laryngectomee using Electro-Larynx.
Especially the Electro-Larynx with fixed F0 is the most popular auxiliary sound device. And the EL speech has no tone information because of the fixed F0. It is very hard to pronounce the continuous Mandarin EL speech with tone variation by finger. Therefore, tone identification for the Mandarin EL speech based on the acoustic features cannot be achieved, due to the Mandarin EL speech has no tone information.

Advanced technology based on deep learning makes it possible that the Mandarin EL speech can be recognized as the pinyin sequence [18]. Therefore, tone identification for Mandarin EL speech has become possible according to the tone clues hiding in semantic information of context. Labelling tone for pinyin can be achieved based on machine learning according to context information. Certainly pinyin sequence contains the whole semantic information of the sentence and the tones information of the all syllables. The most popular sequence labelling tools are Conditional Random Field (CRF) [19], Hidden Markov Model (HMM) [20] and the Maximum Entropy Markov Model (MEMM) [21].

State-of-the-art sequence labelling model [22, 23] contains the Bi-direction Long Short Temporal Memory Unit (Bi-LSTM), Convolutional Neural Networks (CNN) and CRF. However, in this paper only the Word Embedding is used to represent the word vectors of pinyin enough, and the CNN need not be used. Therefore, the Bi-LSTM-CRF based end-to-end technology is used to label tone for pinyin.

The most important contribution of this paper is the work making tone identification for Mandarin EL speech possible using sequence labelling tools based on Bi-LSTM-CRF. Comparison of classification and sequence labelling is used to show the higher performance of the proposed method. The proposed method is a novel idea based on sequence labelling tools according to tone clues hiding in semantic information of sentence. This proposed method differs from the traditional method based on acoustic tone clues, and it identifies the tone for speech only based on context.

2 Tone identification based on sequence labelling

A novel of method based on sequence labelling is proposed to identify the tone for Mandarin EL speech. In addition, the proposed method prefers to use the contextual semantic information but not classify the syllables into different tones. In this paper, the pinyin sequence of Mandarin EL speech can be regarded as a group of linear sequence, such as Equation (1),

$$X = \{x_1, x_2, \ldots, x_n\}$$

where X is pinyin sequence for Mandarin speech, $x_i$ is the i th syllable unit of PinYin. The tone set corresponding to X can be represented as $\text{Tone} = \{T0, T1, T2, T3, T4\}$. Finally, the tones sequence corresponding to the input PinYin sequence can be labelled by the proposed method.

The proposed tone identification method includes Word Embedding, Bi-LSTM and CRF. And the framework of method is shown in Figure 1.
Figure 1. Framework of tone identification for pinyin based on Bi-LSTM-CRF.

Pinyin without tone is translated into the word vectors using Word Embedding. Vectors are mapped as the state probabilities by Bi-LSTM. The probabilities are decoded to the tone label using CRF. Note that the first T1 should be modified as T4 in the example “yi1 zhang1” should be “yi4 zhang1”.

2.1 Word embedding based on Word2Vec for Pinyin

Word Embedding is a group of technologies in the field of Natural Language Processing and Representation Learning [24]. Words, phrases or even sentences can be mapped into vectors. Mathematically, Word Embedding is used to map the word from one-dimension space to a continuous low-dimension space. One of the most popular Word Embedding technology is Word2Vec [25]. In this paper, pinyin is mapped into the vectors based on Word2Vec. Gensim [26] is used as the tool to train the Word2Vec model. And the pinyin vectors can also be obtained by Gensim tool.

2.2 Sequence labelling based on Bi-LSTM-CRF

Bi-LSTM is a recurrent neural networks framework with the Long-Short-Temporal-Memory (LSTM) unit including the forward and backward information of the whole sequence. The whole process of tone identification for pinyin based on sequence labelling by Bi-LSTM is shown in Figure 1.

CRF is an undirected graph model combining the characteristics of the maximum entropy model and the HMM. CRF performs well in the sequence labelling tasks, such as words segmentation, part-of-speech tagging and named entity recognition. All of the output for sequence are the conditional probabilities corresponding to the tone label, calculated by Equation (2),

$$ p(y|z; W, b) = \frac{\prod_{i=1}^{n} \psi_i(y'_{i-1}, y_i, z)}{\sum_{y' \in Y(z)} \prod_{i=1}^{n} \psi_i(y'_{i-1}, y'_{i}),} \text{ (2)} $$

where $\psi_i(y'_{i-1}, y_i, z) = \exp(W_{y'y}^T y'_{i-1} + b_{y'y})$, $W_{y'y}^T$ is the weight matrix, $b_{y'y}$ is the bias. The above parameters are corresponding to the pair of label $(y', y)$. The maximum conditional likelihood estimation, shown as Equation (3), is used to get the parameters for training CRF. The training set consists of $\{(z_i, y_i)\}$.

$$ L(W, b) = \sum_{i} \log p(y|z; W, b) \text{ (3)}$$

The label sequence $y^*$ can be decoded by CRF, where the maximum conditional probability can be calculated by Equation (5).

$$ y^* = \arg\max_{y \in Y(z)} p(z; W, b) \text{ (4)} $$

The training and decoding process are solved by Viterbi algorithm [27, 28].
2.3 Experiment setup

The “People's Daily” open database [29] is chosen as the materials, and the Chinese materials are processed into PinYin without tone and with tone separately by pypinyin tool [30]. More than 100 thousand sentences exist in the speech materials database, where 10% is used for testing and 90% is used for training. The test examples including 20 Chinese characters, 20 Chinese words, 20 Chinese proverbs (words with 4 Chinese characters), 20 Chinese short sentences and 20 Chinese long sentences are used to test the performance of the proposed method based on the sentences with different amount of semantic information.

The precision, recall rate and F value (F1-Measure) are used to measure the performance of the proposed method based on the testing dataset of “People’s Daily”. The evaluation result is calculated statistically many times under 95% confidence.

3 Results

The comparison experiment for the traditional method and proposed method is designed based on the testing dataset of “People’s Daily”. The comparison result including the precision, the recall rate and the F value is shown in Table 1.

| Methods         | Precision | Recall | F1-Measure |
|-----------------|-----------|--------|------------|
| DT              | 66.52%    | 66.70% | 66.61%     |
| SVM             | 65.34%    | 65.50% | 65.42%     |
| ANN             | 68.80%    | 69.20% | 69.00%     |
| Bi-LSTM-CRF     | 97.03%    | 97.01% | 97.02%     |

Note. DT means the method based on Decision Tree; SVM means the Support Vector Machine; ANN means the Artificial Neural Networks; Bi-LSTM-CNN-CRF is the method we proposed.

Results of Table 1 is calculated by testing data from “People’s Daily”. Obviously, the method based on sequence labelling can achieve a high tone labelling accuracy. The accuracy of every tone is listed in Table 2.

| Tone Type | Accuracy | STD    |
|-----------|----------|--------|
| T0        | 98.70%   | 0.0490 |
| T1        | 94.50%   | 0.4518 |
| T2        | 97.14%   | 0.4698 |
| T3        | 96.07%   | 0.4698 |
| T4        | 96.55%   | 0.4381 |
| Average   | 96.07%   | 0.0098 |

The accuracy of tone may be influenced by the contextual semantic information. The sentences with different amount of semantic information are used to test the performance of the proposed method. The result is shown in Table 3.

| Tone Type            | Accuracy | STD |
|----------------------|----------|-----|
| Chinese Characters   | 40.00%   | 0.50|
| Chinese Words        | 64.17%   | 0.40|
| Chinese Proverb      | 55.00%   | 0.24|
| Chinese Short Sentences | 90.74%  | 0.10|
| Chinese Long Sentences | 89.95%  | 0.08|
| Average of Tone Accuracy | 67.97%  | 0.36|
Obviously, the tone accuracy of the Chinese short sentences is the highest, and the following is the accuracy of the Chinese long sentences. No significant differences are between the two. This result illustrates that the performance of the proposed method is severely influenced by the amount of the semantic information.

4 Discussion and conclusion

Tone identification technology plays an important role not only in speech understanding, speech recognition and speech synthesis, but also in the pathological speech lacking tone variation. The researches for Mandarin EL speech recognition has been worked, however the result is pinyin without tone information [18]. The research in this paper can add tone for pinyin (Mandarin EL speech recognition result). If TTS is combined with the pinyin with tone, the intelligibility and naturalness of Mandarin EL speech would be improved effectively.

The precision, recall rate and F value of the proposed method all arrive above 97%, much higher than the traditional method based on classification tools. Please note that tone variation is very complicated in the continuous Mandarin speech. Therefore, the performance of proposed method is limited. Maybe only the speech materials enriched by more labelled pinyin and tone can improve the accuracy. Furthermore, the results of experiment based on different amount of the semantic information show that the accuracy of Chinese Characters is low, around 40%. Accuracy of Chinese Words and Chinese Proverbs arrives above 55%; accuracy of sentence can be above 90%. The results illustrate that the proposed method can identify the tone for pinyin sequence with high accuracy based on enough semantic information.

The proposed method can identify tone for pinyin sequence using contextual semantic information effectively. In addition, the proposed method can label tone for pinyin sequence. The proposed method can solve the problems that pathological speech lacks tone information.
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