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Abstract

Semantic communication has become a widely researched area due to its high spectrum efficiency and error correction capabilities. Some studies used deep learning to extract semantic features, typically resulting in end-to-end semantic communication systems that are difficult to adapt to varying wireless environments. Therefore, new semantic-based coding methods and performance metrics were investigated. Designed semantic systems incorporate various modules similar to those for traditional communication but with enhanced functionality. This study discusses recent advancements in state-of-the-art semantic communication, utilizing conventional modules in wireless systems. Moreover, through two examples, this study shows that traditional hybrid automatic repeat request and modulation methods can be re-purposed for novel semantic coding and metrics to further improve the performance of wireless semantic communication. Lastly, this study identifies some open research questions.

Introduction

Semantic communication can significantly reduce transmission resource requirements. Unlike traditional communication methods, semantic-based techniques commonly rely on a knowledge base (KB) to eliminate redundancy and correct errors during transmission. A KB can be represented by a specific content or a set of trainable neural networks. Compared with bit-level transmission in traditional communication, semantic communication is content related and transmits the intended meaning directly. Deep learning (DL)-based semantic communication can typically achieve content-related coding and decoding based on the same KB in an end-to-end (E2E) manner. A suitable KB is crucial for the spectrum efficiency and error-correction performance of a semantic system. To this end, domain adaptation [1] methods have been developed to update and share a new KB for both the transmitter and the receiver.

Recently, semantic communication has achieved by redesigning or revising the modules in traditional communication systems, which can better adapt to varying wireless environments. In addition to semantic coding and decoding, other modules in traditional communication systems also need to be adjusted due to the change in transmission content from symbol sequences to semantic meanings and performance metrics. For example, in [2], the modulation method is redesigned to maximize sentence similarity instead of minimizing bit errors. This change in metric significantly affects modulation because words with similar meanings can be modulated into close constellation points. In [3], peak-to-average power ratio (PAPR) is also reduced using semantic coding to improve semantic similarity between received and transmitted sentences. Hybrid automatic repeat request (HARQ) is a key technique to address varying wireless channels in traditional communications and has been adapted to develop semantic-based HARQ in [4]. Furthermore, the semantic transmitter can adaptively transmit different amounts of semantic content based on channel information [5]. To accommodate different performance metrics and requirements, resource allocation [6] for multi-user wireless communications becomes heterogeneous, leading to a sharp increase in complexity. In general, the novel performance metrics and transmission methods for semantic communications require a completely new design for wireless communications.

Unlike an existing survey or tutorial literature, such as [7] and [8], this article focuses on wireless semantic transmission achieved through revisions or redesigns of the modules in traditional communication systems. We first examine the conventional modules presented in a wireless communication system as shown in Fig. 1, and then discuss their limitations. Next, we describe the novel modifications made to facilitate semantic transmission. Overall, semantic communications fundamentally transform the transmission paradigm, as demonstrated by the two examples presented in this article. Since the development of semantic communications is still in its early stages, we highlight some challenges faced in practical wireless semantic communications.

The remainder of this article is structured as follows: The next section provides an overview of a conventional wireless communication system and highlights the increasing trend of wireless terminals and multimodal requirements. We then discuss how semantic transmission impacts the design of various communication system modules. Following that, we offer two examples of semantic channel coding and modulation, and then we address open issues in wireless semantic communications. Lastly, we conclude the article.
Motivation for Wireless Semantic Communication

This section begins by introducing a conventional communication system, followed by a discussion of new communication scenarios and requirements. Finally, the limitations of conventional modules are highlighted.

A Classic Wireless Communication System

We use orthogonal frequency division multiplexing (OFDM) as an example to illustrate the difference between conventional and semantic communication systems. As shown in Fig. 1, the source content, such as images or text, is first compressed and converted into a bit sequence by a source encoder. Redundancy is then added to the bit sequence by a channel encoder to counteract the effects of channel distortion. The bit sequence is then converted into a complex symbol sequence through an appropriate modulation technique. A pilot is inserted for channel estimation before an inverse fast Fourier transform (IFFT) is applied. A cyclic prefix is added to facilitate OFDM demodulation and the signal is sent to wireless channels. In multi-user networks, limited wireless resources, such as bandwidth and transmission power, must be properly allocated to optimize network performance.

Many receiver modules, such as demodulation, channel decoding, and source decoding, perform inverse operations of the corresponding modules at the transmitter. As shown in Fig. 1, the FFT operation, channel estimation, and signal detection address the impact of channels. The channel decoder corrects errors in the detected bits and the source decoder restores the original content, such as an image.

Growing Demand for Wireless Services

Mobile work and online conferencing have become integral parts of our lives, particularly during the COVID-19 pandemic. For example, transmission traffic has increased by over 60 percent compared to pre-pandemic levels. To meet this overwhelming demand, some service providers, such as YouTube, have been forced to reduce video quality during peak times. However, users expect to have access to high-quality services, such as high-resolution videos, without restrictions on time and place. As a result, semantic communication, which significantly increases transmission efficiency and improves the user experience, is in high demand.

In addition to enhancing the user experience, wireless networks must also support a large number of devices. For example, autonomous cars rely on thousands of sensors for data collection and communication with other vehicles. The data transmission in vehicular networks typically serves specific purposes, and semantic communications are expected to play a crucial role in these scenarios.

Limitation of Separate Module Design

In the classic Shannon paradigm, channel coding does not take into account the semantic meaning of the transmitted content, leading to a divide-and-conquer design approach for conventional modules. However, in low-delay scenarios, such as conferencing and autonomous driving, the code length is limited. Additionally, the transmission characteristics under specific tasks have a strong correlation, making a focus on bit-level transmission inefficient. As a result, content-related semantic methods are becoming increasingly important.

Deep Semantic System Designs

Currently, a majority of research in semantic communication focuses on the design of joint source-channel coding (JSCC). Some approaches involve redesigning traditional communication system components, such as modulation, signal detection, PAPR reduction, and resource allocation, for semantic communications. In this section, we will explore how these components can be semanitized, including:

- Semantic Segmentation and Extraction for Source Coding
- Joint Design and Training for Channel Coding
- Minimizing Semantic Errors in Physical Modules
- Resource Allocation for Semantic Needs of Various Users

It is noteworthy that all semantic systems are powered by deep learning, as it is currently the only method for extracting semantic meaning from the source content. Table 1 provides a high-level comparison of the advantages and disadvantages of different approaches.
TABLE I. Comparison of conventional and semantic modules.

|                         | Conventional                                      | Semantic                                          |
|-------------------------|---------------------------------------------------|---------------------------------------------------|
| Source coding           | **Pros:** Reduced transmission payload and robust to any content. **Cons:** Inefficiency in specific tasks and content where semantic correlation is strong and most information can be known in advance. | **Pros:** Significantly save the transmission bandwidth by exploiting semantic correlation and meaning. **Cons:** Rely on an accurate KB shared in advance, which can be challenging in dynamic and diverse environments. |
| Channel coding          | **Pros:** Errors are corrected based on bit redundancy, ensuring high accuracy. **Cons:** Poor performance when errors exceed correction capability. | **Pros:** Error correction is done by semantic correlation, providing more effective protection for crucial transmission features. **Cons:** Dependent on precise KB for specific tasks and content, which can be difficult to keep current and updated. |
| Physical modules        | **Pros:** Bit error rate and physical complexity are reduced. **Cons:** Separate design may not be optimal for specific contents and tasks. | **Pros:** Directly improve the semantic similarity or task performance. **Cons:** Semantic similarity varies under different contexts and tasks and rely on accurate KB shared in advance. |
| Resource allocation     | **Pros:** Bit rate optimization for users. **Cons:** Inefficient use of increased bit rate without knowledge of task requirements. | **Pros:** User task performances are met effectively. **Cons:** Resource allocation is uneven and complicated due to the diversity of user content and tasks. |

Before delving into the implementation of these semantic modules in the following subsections, we first define the KB, a key aspect for setting up a semantic communication system.

The KB guides the semantic extractor to transmit only compressed unknown information and the semantic decoder to correct errors. In [9], each transmitter and receiver pair have their local KB in addition to a KB shared by all transceivers when considering the consensus and disagreement of different equipment sets or users. In Fig. 2a, the local and shared KBs are categorized into implicit and explicit KBs.

Explicit KB can be shared in specific tasks. For example, in a talking-head video, there is usually a static background and a specific speaker. The photo of the speaker can be shared with the receiver as an explicit KB [10], which contains unchanged semantic information, such as the appearance of the speaker. This explicit KB can be replaced with a new photo easily once the speaker is changed.

Implicit KB is extracted automatically by DL methods and is represented by the trained parameters. Thus, implicit KB is established automatically after the E2E training of the semantic transmitter and receiver. However, implicit KB is not easily interpretable and is not as flexible. In order to adapt to new semantic scenarios, retraining or transfer learning is required to form a new KB.

Once a KB is established, various semantic-based operations can be designed, such as semantic extraction, reconstruction, and metrics. One such metric, called sentence similarity, is shown in Fig. 2b and is used in many studies, such as [2–4, 6]. Sentence similarity is based on a pre-trained model called BERT, which extracts knowledge from billions of sentences. After BERT has learned sentence correlation well, the distance between the embedded word vectors can be used as a measure of sentence similarity. The value of sentence similarity is at its maximum, 1, if the two sentences are exactly the same.

In reality, most semantic features are hard to represent explicitly and depend on the development of DL. Attention-based DL techniques have gained attention as these networks can distinguish the importance of different source parts.

**Semantic Segmentation and Extraction for Source Coding**

Source coding aims to compress the original source content in order to reduce the transmission payload. This goal can be achieved through the use of semantic segmentation and extraction techniques, as demonstrated in Fig. 3.

Semantic segmentation involves dividing the source into different semantic parts, with varying degrees of importance. This segmentation is based on the KB of the specific scenario. For example, in a sentence, nouns and verbs may be considered more important than adjectives and adverbs, while in an image, objects may be considered more important than the background. After semantic segmentation, different parts of the source are protected with varying degrees of protection, with the most important semantic parts receiving the best channel conditions.

Semantic extraction reduces the redundancy of the source by taking into account the shared KB. By utilizing the shared KB, certain semantic information can be inferred, allowing only the key semantic information to be transmitted. For example, in the case of a talking-head video, only a few key points representing the facial expression need to be transmitted, as the rest of the appearance can be inferred using the shared KB [10].

At the receiver, the source decoder uses the received semantic parts of the source, as well as the semantic information from the shared KB, to reconstruct the original content. The traditional goal is to restore the source completely, but when the receiver has a specific task in mind, such as object recognition, the priority of transmission would be given to objects and sketches over background when resources are limited. The use of semantic segmentation and extraction, which are based on the shared KB between the transmitter and receiver, allows for a significant reduction in the transmission payload compared to conventional source coding methods that only compress the source at the bit-level.

**Joint Design and Training for Channel Coding**

The compressed source can be protected using conventional channel coding techniques, such as Reed-Solomon code [4]. However, the use of
KB JSCC can significantly enhance the error correction capabilities. The joint design allows for the automatic protection of different parts of the source with different code rates [3]. In situations where the transmission bandwidth is limited, JSCC focuses on important semantic features, minimizing the loss of semantic similarity.

Figure 3 illustrates the mechanism of channel coding. The channel encoder takes into account the importance of different parts of a dog, such as the face, ears, and body, and applies varying degrees of protection to them. If errors occur in the received codeword corresponding to the ear in the dog’s image, a conventional channel decoder can only correct the errors by utilizing redundancy, but it has no knowledge of the actual content. On the other hand, a semantic channel decoder can further correct errors by leveraging KB information, thereby restoring the dog’s ear if the other parts of the dog have been accurately identified.

In summary, semantic-based channel coding offers more options for protecting the transmitted content and correcting transmission errors, thanks to the use of a KB. As a result, even in harsh channel environments where transmission errors exceed the correction capability of conventional channel coding, semantic coding can still preserve some semantic features.

**Minimizing Semantic Errors in Physical Modules**

In traditional communication systems, physical modules, such as modulation, signal detection, and channel estimation are optimized independently to minimize metrics, such as bit error rate (BER) and mean-squared error (MSE). However, in semantic communication systems, the optimization goal is to improve semantic similarity or task performance. Conventional systems transmit independent bits, while semantic systems transmit semantic features, some of which can be omitted if not essential for performance improvement. Conventional techniques, such as modulation, PAPR reduction, HARQ, and CSI feedback methods must be adapted to meet the needs of semantic communication. These adaptations are explained as follows:

**Modulation:** Due to the different semantic metrics used in wireless semantic communication, modulation techniques must be reevaluated. Conventional modulation methods, such as quadrature amplitude modulation (QAM), aim to reduce BER but are not aware of the content being transmitted. In fact, the transmitted features are not of equal importance. For example, in semantic text transmission as described in [2], constellation points are reorganized to enhance sentence similarity.

**PAPR:** PAPR can also be lowered while enhancing semantic performance, as high PAPR can strain hardware devices. In [3], PAPR is treated as an additional loss function, and the semantic network is trained to minimize both semantic and PAPR losses simultaneously, balancing PAPR reduction and semantic performance metrics.

**HARQ:** In varying channel conditions, HARQ with acknowledgment (ACK) feedback is crucial.
Two Examples of Wireless Semantic Communications

In this section, we showcase the advantages of wireless semantic communications and the impact it has on communication systems. We highlight the importance of error correction in challenging channel conditions by presenting examples of channel coding and modulation techniques.

Success Rate of Sentence Transmission under Varying Channels

The traditional HARQ method relies on FEC and a CRC to detect and correct transmission errors at the bit level. However, a semantic-based coding approach utilizes semantic correlation to correct errors at the sentence level. This method also allows for the detection of sentences with altered meaning, eliminating the need for the retransmission of unchanged sentences. As a result, the success rate of transmission can be improved through the use of these novel FEC and error detection methods. The specifics of the implementation are outlined below.

Database: This study uses sentences from the European Parliament, with lengths ranging from four to 30 words. A total of 100,000 sentences are used for training and 10,000 for testing.

Huffman+LDPC-based HARQ: The input sentences are first compressed using Huffman coding and then protected by Low-Density Parity-Check (LDPC) coding. The LDPC-based HARQ method is achieved by puncturing the LDPC codeword into different code rates. After Huffman coding, the average number of bits per sentence is approximately 460. The maximum code rate of the LDPC codeword is 5/16 and the maximum code length is 1,470 bits.

SCHARQ: The semantic coding (SC)-based incremental redundancy HARQ method, proposed in [4], encodes the input sentence into different codewords using a Transformer-based JSCC to extract semantic correlation. The error detection method can also be replaced by a sentence similarity measure. According to the ACK feedback, varying numbers of codewords are transmitted, resulting in an adaptive code rate. The maximum code length for a single sentence is 1,000 bits.

Experimental Setup: Both of these methods are integrated into an OFDM system with 16 QAM. Each block contains eight OFDM symbols, each of which comprises 64 subcarriers. The first OFDM symbol is used for piloting, while the remaining are for data. The channel is modeled with three paths located at [0, 4, 10] sampling points of delay spread, with a power profile of [0.5, 0.1] dB, each path following an independent complex Gaussian distribution. The channel is assumed to vary between OFDM blocks. The success rate of transmission is calculated by transmitting 10,000 blocks.

As shown in Fig. 4, under time-varying channels, when the SNR is low, the SCHARQ method improves the number of correctly received sentences significantly, whereas the conventional Huffman+LDPC method is unable to correct the received sentences because the number of errors for different parts and allocate resources adaptively based on channel conditions and user needs.

![Comparison of transmission success rates for semantic-based and conventional Huffman+LDPC-based HARQ methods. SCHARQ (sim > 0.98) indicates that successful transmission is achieved when sentence similarity is greater than 0.98.](image.png)
exceeds its correction capability. However, when the SNR is larger than 12 dB, the SCHARQ method has a lower successful transmission probability. This result suggests that there is a small performance degradation due to the difference between the training and testing data.

The term SCHARQ (sim>0.98) denotes that the transmission can be considered a success when the sentence similarity is greater than 0.98. A similarity value of 0.98 is very close to 1, indicating that the sentence meaning has not changed. As a result, SCHARQ (sim>0.98) always transmits more sentences than those transmitted by SCHARQ and Huffman+LDPC.

**Semantic Transmission Modulation**

The traditional approach to constellation point distribution in modulation techniques, such as QAM and PSK, is to distribute them uniformly, assuming that all bits have equal importance. However, an alternative approach is to consider an E2E semantic JSCC method [12] that takes into account the semantic similarity of sentences. This method encodes each symbol into four bits, which are then mapped to two real numbers through a dense layer with a tanh activation function. These two real numbers represent a two-dimensional coordinate, resulting in a constellation point with 16 locations. The sentence is modulated into 80 constellation points through E2E training, with the goal of maximizing sentence similarity. As a result, two similar sentences may be mapped to constellation points that are close to each other.

As seen in Fig. 5a, the trained constellation points differ from those of the conventional QAM method, as the distance between points varies based on sentence similarity. If a point is mistakenly detected as another, but the meaning of the sentence is not affected, the points will be close to each other.

In Fig. 5b, we observe that the trained modulation method has improved performance in sentence similarity compared to 16-QAM, particularly at low SNR. However, at higher SNR, the performance of the trained modulation is slightly worse than 16-QAM. This is because some points are too close to others and cannot be correctly detected when SNR is between 15 and 20 dB.

The use of semantic methods in communication systems offers a unique approach for transmitting the meaning of the content, rather than just reducing bit errors. These methods involve a shift in performance metrics to prioritize maintaining semantic information and redesigning transmission modules to protect these features. As a result, semantic methods have the ability to operate effectively in challenging channel conditions and limited bandwidth environments.

**Open Issues**

Recent advancements in semantic communication have seen significant success, but have also introduced new challenges. Some newer transmission methods rely on KBs and E2E training, which can be difficult to understand and inflexible. Additionally, the use of new metrics in semantic communication has made the design process more complex. Further research is required to develop a practical wireless semantic communication system.
After channel estimation and signal equalization, an OFDM system can be treated as multiple flat sub-channels with additive noise. Enabling E2E training of semantic networks. However, most existing networks are fixed after E2E training, making them unsuitable for time-varying wireless channels. This approach can result in subpar performance when each transmit symbol carries a fixed amount of semantic features. A potential solution is to use variable code lengths, where each coded symbol carries adaptive transmit features, to adapt to changing channel conditions in wireless semantic transmission.

COORDINATING MULTIMODAL SOURCES FOR EFFICIENT SEMANTIC TRANSMISSION IN MULTI-USER SYSTEMS

Contrary to conventional systems that focus on increasing bit rate, multimodal sources for the same user can collaborate for certain tasks as they share some common semantic information [14]. For instance, a single object can be described using a picture, speech, and text. This enables E2E training to extract these semantic features and save a substantial transmission payload. However, different users may have diverse requirements, and the multiple sources may have varying definitions of semantic similarities. These conditions result in multiple semantic metrics and pose new challenges compared to traditional systems with a single metric. Some semantic metrics may not be differentiable, and reinforcement learning has been explored to address this issue [15]. With various metrics in a multi-user system, resource allocation becomes much more complex to accommodate personalized requirements, requiring further research.

CONCLUSIONS

This article has highlighted the limitations of traditional communication methods and the growing need for semantic communication. With the increasing number of wireless devices and diverse communication needs, semantic communication is becoming increasingly crucial for reducing data transmission and focusing on important semantic information through the use of a shared KB. We have introduced the concept of semantic communication, examined ways to improve or redesign conventional communication modules, and provided examples to demonstrate the superiority of semantic-based JSCC and modulation over traditional methods. Furthermore, we have identified important areas for future research in this field.

ACKNOWLEDGMENT

This work was supported in part by the National Natural Science Foundation of China (NSFC) under Grants 62261160576 and 61921004. The work of C.-K. Wen was supported in part by the National Science and Technology Council of Taiwan under grant NSTC 111-3114-E-110-001.

REFERENCES

[1] G. Zhang et al., “A Unified Multi-Task Semantic Communication System With Domain Adaptation,” arXiv preprint arXiv:2206.00254, 2022.
[2] S. Guo and Y. Wang, “Signal Shaping for Semantic Communications,” arXiv preprint arXiv:2202.02072, 2022.
[3] Y. Shao and D. Gunduz, “Semantic Communications With Discrete-time Analog Transmission: A PAPR Perspective,” arXiv preprint arXiv:2008.03842, 2022.
[4] P. Jiang et al., “Deep Source-Channel Coding for Sentence Semantic Transmission With HARQ,” IEEE Trans. Commun., vol. 70, no. 11, Dec., 2022, pp. 5233-5240.
[5] Q. Zhou et al., “Adaptive Bit Rate Control in Semantic Communication With Incremental Knowledge-Based HARQ,” arXiv preprint arXiv:2203.08664, 2022.
[6] X. Mu et al., “Heterogeneous Semantic and Bit Communications: A Semi-NOMA Scheme,” arXiv preprint arXiv:2205.02620, 2022.
[7] D. Gunduz et al., “Beyond Transmitting Bits: Context, Semantics, and Task-Oriented Communications,” arXiv preprint arXiv:2207.09813, 2022.
[8] Y. Li et al., “From Semantic Communication to Semantic-Aware Networking: Model, Architecture, and Open Problems,” IEEE Commun. Mag., vol. 59, no. 8, Aug., 2021, pp. 44-50.
[9] J. Bao et al., “Towards a Theory of Semantic Communication,” Proc. 2011 IEEE Network Science Workshop, IEEE, 2011, pp. 110-117.
[10] P. Jiang et al., “Wireless Semantic Communications for Video Conferencing,” IEEE JSAC, vol. 41, no. 1, Jan., 2023.
[11] J. Guo, C.-K. Wen, and S. Jin, “Eliminating CSI Feedback Overhead via Deep Learning-Based Data Hiding,” IEEE JSAC, vol. 40, no. 8, Aug., 2022, pp. 2467-2481.
[12] H. Xie et al., “Deep Learning Enabled Semantic Communication Systems,” IEEE Trans. Signal Process., vol. 69, Apr. 2021, pp. 2663-2675.
[13] M. Yang, C. Bian, and H.-S. Kim, “Deep Joint Source Channel Coding for Wireless Image Transmission With OFDM,” Proc. 2021 IEEE Global Commun. Conf., IEEE, 2021, pp. 1-6.
[14] G. Zhang et al., “A Unified Multi-Task Semantic Communication System for Multimodal Data,” arXiv preprint arXiv:2209.07649, 2022.
[15] K. Lu et al., “Reinforcement Learning-Powered Semantic Communication via Semantic Similarity,” arXiv preprint arXiv:2108.12121, 2021.