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Abstract

We generalize the optimal coupling theorem to multiple random variables: Given a collection of random variables, it is possible to couple all of them so that any two differ with probability comparable to the total-variation distance between them. In a number of cases we show that the disagreement probability we achieve is the best possible. The proofs of sharpness rely on new results in extremal combinatorics, which may be of independent interest.

1 Introduction

A coupling of a collection of random variables $(X_i)_{i \in I}$ is a set of variables $(X'_i)_{i \in I}$ on some common probability space with the given marginals, i.e. $X_i$ and $X'_i$ have the same law. We omit the primes when there is no risk of confusion. Thus, we think of a coupling as a construction of random variables $(X_i)_{i \in I}$ with prescribed laws.

The total variation distance between two random variables $X$ and $Y$ is defined as

$$d_{TV}(X,Y) = \sup_A \{|\mathbb{P}(X \in A) - \mathbb{P}(Y \in A)|\},$$

where the supremum is over all (measurable) sets $A$. The fundamental, classical theorem relating the total variation distance to coupling is the following.

**Theorem 1.** For any two random variables $X$ and $Y$, there exists a coupling such that $\mathbb{P}(X \neq Y) = d_{TV}(X,Y)$. Moreover, for any coupling, $\mathbb{P}(X \neq Y) \geq d_{TV}(X,Y)$.

As remarked, technically the coupling is a construction of random variables $X'$ and $Y'$ on some probability space with measure $\mathbb{P}'$ so that $X$ and $X'$ have the same law, and similarly $Y$ and $Y'$. However, following common practice in probability theory, we do not stress the distinction between $X$ and $X'$. Thus, we use $\mathbb{P}$ for the new probability measure and $X$ and $Y$ for the new variables. This is a slight abuse of notation which should not cause any difficulty.

**Theorem 1** is very simple, and could even be called folklore. See e.g. [9] for another recent application of this coupling (under the name Poisson functional representation). According to Lindvall’s overview of Doeblin’s life and work [10], couplings and the inequality in **Theorem 1** originated in Doeblin’s work in the 30’s. Since that time, coupling has become an important tool in probability theory with numerous applications. We refer the reader to [5, 11, 13] for a partial review of applications of couplings.

The starting point for the present work is the following observation, which while basic, is not well known: When coupling more than two random variables, the total variation bound cannot in general be achieved simultaneously for all pairs. (While the term coupling hints at having two random variables, it is standard practice to use it also for larger collections.) For example, let $X \in \{0,1\}$, $Y \in \{0,2\}$ and $Z \in \{1,2\}$ each be uniform on the two possible values. Then $d_{TV}(X,Y) = d_{TV}(X,Z) = d_{TV}(Y,Z) = \frac{1}{2}$. However, in any coupling of $(X,Y,Z)$, at least two of the three pairs are unequal. Thus,

$$\mathbb{P}(X \neq Y) + \mathbb{P}(X \neq Z) + \mathbb{P}(Y \neq Z) \geq 2,$$
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and the disagreement probabilities are not all equal to $\frac{1}{2}$.

The following result is a generalization of Theorem 1 with a slightly higher probability of disagreement. The main objective of this paper is to describe and study two constructions that imply this theorem, and to investigate its optimality. Indeed, in certain cases we show that the given bound is best possible.

**Theorem 2.** Let $\mathcal{S}$ be any collection of random variables, all absolutely continuous w.r.t. a common $\sigma$-finite measure. Then there exists a coupling of the variables in $\mathcal{S}$ such that, for any $X, Y \in \mathcal{S}$,

$$\mathbb{P}(X \neq Y) \leq \frac{2d_{TV}(X, Y)}{1 + d_{TV}(X, Y)}.$$

Let us highlight three special cases of this result. If the reference measure, $\mu$, is the Lebesgue measure on $\mathbb{R}$, then Theorem 2 yields a coupling of all continuous real random variables. A second case is when $\mu$ is the counting measure on some countable set $\Omega$, then we get a coupling of all variables taking values in $\Omega$. Finally, if $\mathcal{S}$ is a countable collection of random variables, it is always possible to find a measure $\mu$ such that all are continuous w.r.t. $\mu$ (indeed, take any non-trivial mixture of their laws).

Somewhat curiously, there are two fairly different constructions of couplings, both of which realize the bound in the theorem, which we describe in Section 2. One construction is more naturally adapted to continuous random variables and the other to discrete, though either can be used to prove Theorem 2. While both constructions achieve lower disagreement probabilities in some cases, the worst-case disagreement probability is the same in both. The two constructions are described in Section 2 and Theorem 2 is deduced from their analysis.

Some forms of this theorem have appeared in the past, and the constructions we describe below can also be viewed as generalizations of previously used methods. We have not found in the literature any detailed proof of this result. Since the proof (by either of our constructions) is very short, we include it below. The best reference we are aware of is by Barak et al. [1, Lemma 4.1], which reads almost identical to Theorem 2, except that the inequality is replaced by equality, and that the family of random variables is (implicitly) assumed to be finite. ([1] is an extended abstract without a detailed proof, and we were unable to locate the full version of that paper.) The basic idea used there is attributed to Broder [3]. Broder was interested in algorithmically measuring similarity between documents, and used the observation that if elements of $A \cup B$ are ordered by a uniform permutation $\pi$, and $h_\pi(S)$ is the $\pi$-minimal element of $S$ then $\mathbb{P}(h_\pi(A) = h_\pi(B)) = \frac{|A \cap B|}{|A \cup B|}$. For the random variables $X, Y$ that are respectively uniform on finite sets $A$ and $B$, and in the special case that $|A| = |B|$, this equals $1 - \frac{2d_{TV}(X, Y)}{1 + d_{TV}(X, Y)}$. This can be seen as a special case of Coupling II below.

A different approach was used by Kleinberg and Tardos [6] for rounding fractional solutions of linear programming problems to integer solutions. Their approach is to apply von-Neumann’s rejection sampling in a discrete setting. Lemma 3.2 of [6] gives Theorem 2 in the case of variables taking values in a common finite set, with the slightly worse bound $2d_{TV}$ instead of $\frac{2d_{TV}}{1 + d_{TV}}$. In that case, the Kleinberg–Tardos approach can be seen as a special case of Coupling I below. Charikar [4] has connected these two approaches, showing how the Kleinberg–Tardos rounding algorithm can be seen as a generalization of Broder’s idea, and that it can be used for approximating several similarity measures of distributions. We remark that while Coupling II is also a generalization of Broder’s minimal element procedure to non-uniform distributions, it is genuinely different from the Kleinberg–Tardos one. The difference is demonstrated by Figure 3.

The fact that the bound of Theorem 2 comes up in different constructions raises the possibility that it is optimal. For a function $f : [0, 1] \to [0, 1]$, let us say that $f$ is a **disagreement bound** if for any finite collection of random variables there is a coupling of the variables so that any two of them, say $X$ and $Y$, satisfy

$$\mathbb{P}(X \neq Y) \leq f(d_{TV}(X, Y)).$$
Note that by taking limits it follows that the same bound on disagreement probabilities can be achieved for countable families of random variables. Then Theorem 2 states that

\[ F(x) := \frac{2x}{1 + x} \]

is a disagreement bound. It is natural to ask whether there are any smaller disagreement bounds. The trivial lower bound (see Theorem 1) is that any disagreement bound must have \( f(x) \geq x \) for all \( x \). The example presented before Theorem 2, of three variables each taking two possible values, shows that any disagreement bound must have \( f(\frac{1}{2}) \geq \frac{3}{2} = F(\frac{1}{2}) \). More generally, we show that any disagreement bound must have \( f(x) \geq F(x) \) for \( x = \frac{1}{n} \) and for \( x = 1 - \frac{1}{n} \) for all positive integers \( n \), as well as for some other rational numbers (see Propositions 7, 11 and 12). We do not know whether such a pointwise bound holds at every point \( x \in (0, 1) \). Nevertheless, we provide a lower bound at any point \( x \), which improves on the trivial lower bound \( f(x) \geq x \), and is asymptotic to \( F(x) \) as \( x \to 0 \) (see Proposition 8).

Some of these bounds are depicted in Figure 4. Moreover, we show that \( F \) is optimal, in the sense that no disagreement bound can simultaneously improve on \( F \) everywhere, or even on an open interval:

**Theorem 3.** If a disagreement bound is pointwise smaller-or-equal than \( F \), then it coincides with \( F \). Moreover, if a disagreement bound is pointwise smaller-or-equal than \( F \) on some open interval, then it coincides with \( F \) on that interval.

**Corollary 4 ([2]).** Every non-decreasing disagreement bound is pointwise larger-or-equal than \( F \).

Optimality of the bound \( 2x/(1 + x) \) arising in the Broder and Kleinberg–Tardos constructions has been investigated in [2]. Their model is somewhat different from the coupling one. There, Alice and Bob are required to sample from two distributions, each known only to one of them, using access to shared randomness but with no communication. Their goal is to maximize the probability of selecting the same value. It is not assumed that Alice and Bob use the same strategy. However, if one requires the strategies to be identical — as is the case in prior constructions — then the strategy naturally provides a coupling of more than two distributions. The definition in [2] differs from ours in another key aspect: there it is required (in our notations) that if \( d_{TV}(X, Y) \leq x \) then \( P(X \neq Y) \leq f(x) \). This is logically equivalent to restricting attention to non-decreasing disagreement bounds, and in that context they prove Corollary 4. Whether or not the monotonicity assumption of Corollary 4 can be removed remains an open problem.

Optimality of \( F \) as a disagreement bound, in both the local and global senses is discussed in Section 3.

**Relation to multi-marginal optimal transport.** Optimal transport gives rise to a theory analogous to couplings, with many parallels. For example, Kantorovich’s duality theorem is the equivalent to Theorem 1. The question of optimal couplings of multiple random variables is closely related to the problem of multi-marginal optimal transport. The terminology used in that context is different from the probabilistic terminology that we use. In multi-marginal optimal transport, one is given a cost function \( \phi : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty) \) and probability measures \( \mu_1, \ldots, \mu_n \) on \( \mathbb{R}^d \). Most commonly, one studies convex cost functions such as \( \phi(x, y) = \|x - y\|_p^p \). For total variation distances, the relevant cost function is \( \phi(x, y) = 1_{x \neq y} \). (Even more generally, there would be a cost function on \( n \)-tuples \( \phi : (\mathbb{R}^d)^n \to [0, \infty) \), though the case of a pairwise cost is already of interest.)

A plan is a probability measure \( \mu \) on \( (\mathbb{R}^d)^n \) whose projections are the given \( \mu_1, \ldots, \mu_n \). If \( \mu \) is taken to be the law of a random variable \( X_i \), then a plan is nothing other than a coupling of the random variables. The objective is to determine the infimum \( \inf \mu \sum_{i,j} \int \phi(x_i, x_j) d\mu \), and find optimal \( \mu \). This value is clearly at least \( \sum_{i,j} \inf \mu \int \phi(x_i, x_j) d\mu \). In probabilistic terms, we let \( d_\phi(X_i, X_j) := \inf \mathbb{E}_\mu \phi(X_i, X_j) \), where the infimum is over all couplings, so that the statement is

\[ \inf \mu \sum_{i,j} \mathbb{E}_\mu \phi(X_i, X_j) \geq \sum_{i,j} d_\phi(X_i, X_j). \]
It is natural to ask how far apart the two quantities above can be. It is a simple observation that
\[
\inf_{\mu} \sum_{i,j} \mathbb{E}_\mu \phi(X_i, X_j) \leq 2c \sum_{i,j} d_\phi(X_i, X_j),
\]
where \(c\) is any constant such that \(\phi(x, z) \leq c(\phi(x, y) + \phi(y, z))\) for all \(x, y, z \in \mathbb{R}^d\). Indeed, if one uniformly picks \(k \in \{1, \ldots, n\}\) and uses the optimal pairwise coupling of each \(X_i\) with \(X_k\), one gets the bound (1). The main difference between the multi-marginal optimal transport problem and the one we consider is that we aim to get a good upper bound on \(\mathbb{E}_\mu \phi(X_i, X_j)\) for every \(i\) and \(j\), and not merely on the sum. We refer the reader to [12] for an introduction to multi-marginal optimal transport.

## 2 Coupling constructions

In this section, we prove Theorem 2. We give two different constructions of couplings, each of which leads to a proof of Theorem 2. We write \(a \wedge b\) and \(a \vee b\) for the minimum and maximum of \(a\) and \(b\), respectively.

### 2.1 Coupling I

Our first construction of a coupling is especially suited for continuous random variables, i.e., which have a density function. We say that a random variable \(X\) is continuous with respect to a measure \(\mu\) if there is a density function \(g\) such that \(\mathbb{P}(X \in A) = \int_A g \, d\mu\). Note that we do not require \(\mu\) to be the Lebesgue measure. Thus, if \(\mu\) is the counting measure on a countable set, then \(X\) is continuous with respect to \(\mu\) if it is discrete and supported in that set.

**Proposition 5.** Let \((\Omega, \mu)\) be a \(\sigma\)-finite measure space. For any collection \(\mathcal{S}\) of random variables, all continuous with respect to \(\mu\), there exists a coupling such that, for any \(X, Y \in \mathcal{S}\) with densities \(g, h\),

\[
\mathbb{P}(X \neq Y) = F(d_{\text{TV}}(X, Y)) - \frac{1}{1 + d_{\text{TV}}(X, Y)} \int_\Omega (g \wedge h) \cdot |\mathbb{P}(X = x) - \mathbb{P}(Y = x)| \, d\mu(x).
\]

In particular, if \(\mu\) has no atoms, then \(\mathbb{P}(X \neq Y) = F(d_{\text{TV}}(X, Y))\).

**Theorem 2** is a direct consequence of Proposition 5. The coupling is based on a folklore construction of a random variable in terms of a Poisson point process, which is a form of von-Neumann rejection sampling. As noted above, in the case of distributions on a finite set, Coupling I simplifies to the Kleinberg–Tardos rounding scheme.

**Proof.** Let \(\mathcal{S} = \{X_i\}_i\) and let the density of \(X_i\) be \(f_i\). We begin with a Poisson point process on \(\Omega \times \mathbb{R}^d_+\). Specifically, let \(\mathcal{A}\) be a Poisson point process with intensity \(\mu \times \text{Leb} \times \text{Leb}\) on \(\Omega \times \mathbb{R}_+ \times \mathbb{R}_+\), where Leb is the Lebesgue measure on \(\mathbb{R}_+\). We denote the points of \(\mathcal{A}\) as \((x, s, t)\), and think of the third coordinate as a time coordinate. Given the set \(\mathcal{A}\), define \(\mathcal{A}_i := \{(x, s, t) \in \mathcal{A} : s \leq f_i(x)\}\). We define the random variables by \(X_i = x\) if \((x, s, t) \in \mathcal{A}_i\) has the minimal \(t\) among all points of \(\mathcal{A}_i\). If \(\mathcal{A}_i\) does not have a unique point with minimal \(t\), we assign \(X_i\) an arbitrary value. This happens if \(\mathcal{A}_i\) is empty, or has multiple points with equal minimal \(t\), or has no point with \(t\)-coordinate equal to the infimum of all \(t\)-coordinates. All of these have probability 0, so the value of \(X_i\) on these events does not affect its law or the disagreement probabilities.

To see that \(X_i\) has the required law (so that the above is indeed a coupling), think of points \((x, s)\) appearing at rate 1 in time, and intensity \(\mu \times \text{Leb}\) on the half plane. Points with \(s > f_i(x)\) are ignored. Points with \(s \leq f_i(x)\) appear at total rate 1, so there is almost surely a first such point. The probability that the \(x\)-coordinate of the first such point is in some set \(A\) is \(\int_A f_i(x) \, dx = \mathbb{P}(X_i \in A)\), as required.

Let \(X\) and \(Y\) be two of the variables with densities \(g\) and \(h\), respectively, and let \(\alpha := d_{\text{TV}}(X, Y)\). To see that the disagreement probability is at most \(F(\alpha)\), consider the first point \((x, s)\) to appear that
has \( s \leq g(x) \lor h(x) \). If it happens that \( s \leq g(x) \land h(x) \), then we get \( X = Y = x \). Otherwise, this point determines the value of either \( X \) or \( Y \), and some later point determines the value of the other. Consequently, for any measurable set \( A \),

\[
P(X = Y \in A \text{ and the same point determines both } X \text{ and } Y) = \frac{\int_A (g \land h) \, d\mu}{\int_A (g \lor h) \, d\mu}.
\]

(3)

Since \( \int_A (g \land h) \, d\mu = 1 - \alpha \) and \( \int_A (g \lor h) \, d\mu = 1 + \alpha \), we deduce that

\[
P(X = Y) \geq \frac{1 - \alpha}{1 + \alpha} = 1 - F(\alpha).
\]

Let \((x, s, t)\) be a point that determines one of \( X \) or \( Y \), but not the other. For continuous random variables, or more generally when \( \mu \) has no atoms, the probability that the point \((x', s', t')\) that determines the other has \( x = x'\) is zero, so that \( P(X \neq Y) = F(\alpha) \). When \( \mu \) has atoms, this event may have a non-zero probability. The event that \( X = Y = x \), and \( X \) is determined by a point \((x, s, t)\) and \( Y \) determined by a later point \((x, s', t')\) (i.e. \( t' > t \)) happens if and only if \( h(x) < s \leq g(x) \) and \( s' \leq h(x) \), and no earlier points determine \( X \) or \( Y \). The probability that the first point to determine \( X \) or \( Y \) determines \( X \) but not \( Y \) is \( \frac{\alpha}{1 + \alpha} \). Conditioned on this, \( X \) and \( Y \) are independent, with \( X \) having density \( \frac{g - h}{\alpha} \cdot 1_{g > h} \, d\mu \), and with the law of \( Y \) being unchanged. Thus,

\[
P(X = Y \in A \text{ and } X \text{ is determined before } Y) = \frac{1}{1 + \alpha} \int_A (g - h) \cdot 1_{g > h} \cdot P(Y = x) \, d\mu(x).
\]

A similar formula holds when \( g < h \) with \( Y \) determined first. Combining the two, we get that the probability that \( X = Y \in A \) but they are determined by distinct points is

\[
\frac{1}{1 + \alpha} \int_A |g - h| \cdot (P(X = x) \land P(Y = x)) \, d\mu(x).
\]

Rewriting the above integrand and using (3), we obtain that

\[
P(X = Y \in A) = \frac{1}{1 + \alpha} \int_A (g \land h) \cdot (1 + |P(X = x) - P(Y = x)|) \, d\mu(x),
\]

(4)

from which the proposition follows. \( \square \)
2.2 Coupling II

We give now a second construction of a coupling of random variables. We describe this construction for discrete random variables. It is closely related to the so-called Poisson functional representation which holds also for continuous random variables; see the discussion after the proof. We focus our discussion on the discrete case for several reasons: the discrete analysis is slightly simpler, Theorem 2 was already proved in full generality using Proposition 5, and Theorem 2 can also be deduced from the discrete case by an approximation procedure.

Proposition 6. For any collection $S$ of random variables taking values in a common countable set, there exists a coupling such that, for any $X, Y \in S$,

$$\mathbb{P}(X = Y) = \sum_u \left( \sum_v \frac{\mathbb{P}(X = v)}{\mathbb{P}(X = u)} \lor \frac{\mathbb{P}(Y = v)}{\mathbb{P}(Y = u)} \right)^{-1}. \tag{5}$$

Moreover, this expression is at least $1 - F(d_{TV}(X,Y))$.

We emphasize that we do not assume that $S$ is a countable collection, but rather only that all random variables in $S$ are supported in a fixed countable set. Indeed, our construction gives a coupling of all random variables supported in the given set.

Proof. Suppose that the random variables take values in a countable set $U$. Let $\{E_u\}_{u \in U}$ be independent Exp(1) random variables. Fix a random variable $X \in S$ and denote $p_u := \mathbb{P}(X = u)$. Now define

$$X := \arg\min_{u \in U} \left\{ \frac{E_u}{p_u} \right\},$$

i.e., $X = u$ if $u$ is the minimizer of $\frac{E_u}{p_u}$. If there are multiple values of $u$ achieving the minimum, or if there is no minimizer, we pick a value for $X$ arbitrarily. Both of these are null events for any fixed $X \in S$. When the collection $S$ is uncountable, it may happen that there is always some variable in $S$ for which one of these events occurs, but this does not cause any problems. Standard properties of exponential variables imply that for any distribution $\{p_u\}$, the event that $\frac{E_u}{p_u}$ is smaller than $\frac{E_v}{p_v}$ for every $v \neq u$ has probability $p_u$. Thus, the variable $X$ constructed above has the required distribution, and therefore this defines a coupling of all the random variables in $S$.

We now show that this coupling satisfies (5). To this end, fix $X, Y \in S$ and denote $p_u := \mathbb{P}(X = u)$ and $q_u := \mathbb{P}(Y = u)$ for $u \in U$. Let us find an expression for $\mathbb{P}(X = Y = u)$ for a fixed $u \in U$. By the definition of the coupling, $\{X = Y = u\}$ is almost surely the event that $\frac{E_u}{p_u} \leq \frac{E_v}{p_v}$ and $\frac{E_v}{q_v} \leq \frac{E_u}{q_u}$ for every $v \in U$. Thus,

$$\mathbb{P}(X = Y = u) = \mathbb{P} \left( \frac{E_u}{p_u} \geq \frac{p_v}{p_u} \lor \frac{q_v}{q_u} \text{ for all } v \in U \right).$$

This is the probability that an exponential random variable with intensity 1 is the smallest among a family of independent exponential random variables with parameters $(\lambda_v)_v$, where $\lambda_v := \frac{p_v}{p_u} \lor \frac{q_v}{q_u}$ (note that $\lambda_u = 1$). It then follows from standard properties of exponential random variables that this probability is $(\sum_v \lambda_v)^{-1}$. Hence,

$$\mathbb{P}(X = Y = u) = \left( \sum_v \frac{p_v}{p_u} \lor \frac{q_v}{q_u} \right)^{-1}. \tag{6}$$

Summing over $u \in U$ yields (5).

It remains to show that the right-hand side of (5) is at least $1 - F(d_{TV}(X,Y))$. To see this, we first observe that $1 - F(x) = \frac{1 - e^{-x}}{1 + x}$ and that

$$\sum_u p_u \land q_u = 1 - d_{TV}(X,Y) \quad \text{and} \quad \sum_u p_u \lor q_u = 1 + d_{TV}(X,Y).$$
Thus, it suffices to show that
\[ \sum_u \left( \sum_v \frac{p_v}{p_u} \lor \frac{q_v}{q_u} \right)^{-1} \geq \frac{\sum_u p_u \land q_u}{\sum_v p_v \lor q_v}. \]  
(7)

This follows immediately from the inequality \( \frac{a}{b} \lor \frac{c}{d} \leq \frac{a}{b} \land \frac{c}{d} \).

---

**The Poisson functional representation.** As noted above, this coupling is closely related to the *Poisson functional representation* of Li and El Gamal [9, 8], which was brought to our attention after online publication. It is used there in the analysis of certain communication channels. Let \( X \) be a random variable with law \( gd\mu \) for some \( \sigma \)-finite measure space \( (\Omega, \mu) \). Consider a Poisson point process \( \mathcal{A} \) with intensity \( \mu \times \text{Leb} \) on \( \Omega \times \mathbb{R}_+ \). We denote the points of \( \mathcal{A} \) as \( (x,s) \) with no third coordinate as in Coupling I. We define \( X = x_0 \) if \( (x_0, s_0) \in \mathcal{A} \) minimizes \( s/g(x) \) over the points of \( \mathcal{A} \). Using the same Poisson process for a collection \( \mathcal{S} \) of random variables, all continuous w.r.t. \( \mu \), yields a coupling of the variables. See Figure 2.

When \( \mu \) is the counting measure on a countable set \( U \), only the point \( (x, s) \) with minima \( s \) for each \( x \in U \) is ever used in the coupling. Since the \( s \)-coordinates of these points are i.i.d. \( \text{Exp}(1) \) random variables, we recover Coupling I in the discrete case.

One can deduce the disagreement bound for random variables constructed using this coupling (and hence Theorem 2) along the same lines as used in the proof of Proposition 6 above. The main difference is that an additional step is required, to express \( \mathbb{P}(X = Y) \) in terms of the Poisson process. The analogue of (5) for variables \( X \) and \( Y \) with laws \( gd\mu \) and \( hd\mu \) is
\[ \mathbb{P}(X = Y) = \int \left( \int \frac{g(v)}{g(u)} \lor \frac{h(v)}{h(u)} d\mu(v) \right)^{-1} d\mu(u). \]  
(8)

A lower bound for this probability can also be deduced from [8, Lemma 1].

#### 2.3 Comparison of the couplings

The two coupling share various features beyond the fact that they both achieve the disagreement bound \( F \), but (except in degenerate cases) they are not the same coupling.

**Geometric description of the couplings.** While Coupling I is very intuitive and the fact that it achieves the disagreement bound \( F \) is more transparent, there are good reasons to consider Coupling II as well. This is made clear by considering the case of random variables with common finite support. Consider the collection \( \mathcal{S} \) of all random variables taking values in \( \{1, \ldots, n\} \). The set \( \mathcal{S} \) is naturally...
Coupling I

Coupling II

Figure 3: An illustration of the two couplings for three-valued random variables. The associated partitions of the simplex are depicted. (a) Coupling I may be described by the overlapping “territorial claims”. This is the Kleinberg–Tardos construction. (b) In Coupling II, the pivot point is uniform in the simplex. This is a special case of the Poisson functional representation of Li and El Gamal.

described by the \((n - 1)\)-dimensional simplex \(\Delta_n := \{(a_1, \ldots, a_n) \in [0, 1]^n : \sum a_i = 1\}\) so that we may identify each random variable \(X \in \mathcal{S}\) with a point in \(\Delta_n\). A point in the simplex is a convex combination of the corners, and the coefficients (also referred to as barycentric coordinates) are the probabilities of the different values. A coupling of the random variables in \(\mathcal{S}\) may be described as a random partition \(A_1, \ldots, A_n\) of the simplex so that \(X = i\) for those variables \(X \in A_i\). The validity of the coupling says that a point \(X = (a_1, \ldots, a_n)\) has \(P(X \in A_i) = a_i\) for all \(i\). The disagreement bounds are a control on the probability that nearby points (in the total-variation metric) are not in the same set of the partition.

Let us describe the two couplings using this terminology. Coupling I in this case is nothing but the Kleinberg–Tardos construction: Each value \(i \in \{1, \ldots, n\}\) has a Poisson point process in \(\mathbb{R}_+ \times \mathbb{R}_+\), with points \((i, s, t)\). The value assigned to the random variable \(X\) with coordinates \((a_1, \ldots, a_n)\) is the \(i\) associated with the point of minimal \(t\) such that \(s \leq a_i\). We may clearly ignore points with \(s > 1\). We can then think of the remaining points as arriving at random times, each with a random uniform \(i\) and uniform \(s \in [0, 1]\). When at time \(t\) we see a point \((i, s, t)\), the value \(i\) is assigned to all \(X\) with \(a_i \geq s\) which have not already been assigned a value at an earlier time. The set \(\{X : a_i \geq s\}\) is a smaller simplex of size \(s\) sharing the \(i\)-th corner of the full simplex. An example is shown in Figure 3(a), where several such steps are visible.

While Coupling I is very simple to describe and understand, the resulting partition of the simplex is evidently somewhat complex. In particular, the parts of the partition are not necessarily convex (though they are star-like). Coupling II, while less transparent in its construction, yields a remarkably simple partition. The interfaces between the parts \(A_i\) are given by relations on the ratios, with \(A_i\) adjacent to \(A_j\) where \(E_i/a_i = E_j/a_j\) (where \(E_i\) are the exponentials used in the construction). This is a hyperplane passing through all but two vertices of the simplex. Indeed, the entire partition is determined by a unique point \(U\) where \(E_i/a_i\) is the same for all \(i\). Since \(E_i\) are independent exponential random variables, \(U\) is a uniform point in the simplex. The hyperplanes passing through \(U\) and any \(n - 2\) of the corners give the partition of the simplex. This is shown in Figure 3(b).

**Sharpness of couplings.** Both Coupling I and Coupling II satisfy that \(P(X \neq Y) \leq F(d_{TV}(X, Y))\) for any two random variables \(X\) and \(Y\), and for both constructions there are pairs of random variables for which they do no better.

For Coupling I, in the case of continuous random variables with respect to the Lebesgue measure, or for any \(\mu\) with no atoms, Coupling I achieves the disagreement bound \(F\) precisely, and no better.
As remarked above, we can also use Coupling I in the discrete case, where the random variable \( X \) has density \( f_i \) with respect to the counting measure. In this case, it is possible that \( X = Y \) even if distinct points \((x, s, t)\) and \((x', s', t')\) determine their value, since it may happen that \( x = x' \). Indeed, the second term on the right-hand side of (2) is zero if and only if, for every \( x \), either \( \mathbb{P}(X = x) \) and \( \mathbb{P}(Y = x) \) are equal or one of them is zero.

For Coupling II, suppose that \( S \) consists of discrete random variables taking values in \( U \). An inspection of the inequality used in (7) reveals that there is equality in (7) if and only if \( p_u = q_u \) or \( p_u \wedge q_u = 0 \), which is the same condition as for Coupling I. In any other case, both couplings yield a disagreement probability which is strictly smaller than \( F(d_{TV}(X, Y)) \).

**Comparison of the disagreement probabilities.** Since the two couplings achieve the worst-case disagreement probability \( F \) in the same cases, it is natural to ask how they compare in general. It turns out that Coupling II is not only geometrically simpler as seen in Figure 3, but also achieves better disagreement probabilities than Coupling I for any pair of discrete random variables. In fact, for any two discrete random variables \( X \) and \( Y \) and any value \( u \), the probability that \( X = Y = u \) is at least as large under Coupling II than under Coupling I. This is seen by comparing the formulas (4) and (6).

Denote \( p_v := \mathbb{P}(X = v) \) and \( q_v := \mathbb{P}(Y = v) \). We must show that

\[
(1 + |p_u - q_u|) \cdot (p_u \wedge q_u) \cdot \sum_v p_v \vee q_v \leq \sum_v p_v \vee q_v.
\]

Suppose without loss of generality that \( p_u \leq q_u \) and consider the set \( S := \{ v : \frac{p_v}{q_v} \leq \frac{q_v}{p_u} \} \). Then \( p_v \leq q_v \) for \( v \in S \), so that \( \sum_v p_v \vee q_v \geq 1 + \sum_{v \in S} (q_v - p_v) \). It thus suffices to show that

\[
(1 + q_u - p_u) \left( \frac{p_u}{q_u} \sum_{v \in S} q_v + \sum_{v \notin S} p_v \right) \leq 1 + \sum_{v \in S} (q_v - p_v).
\]

Using that \( \sum_{v \notin S} p_v = 1 - \sum_{v \in S} p_v \), we see that it suffices that

\[
q_u - p_u \leq \sum_{v \in S} \left( q_v - p_v - (1 + q_u - p_u)(\frac{p_v q_u}{q_u} - p_v) \right).
\]

Using the assumption that \( p_u \leq q_u \) and rewriting the summand as \( \frac{1}{q_u} (q_u - p_u)(q_v - p_u q_v + p_v q_u) \), we see that every term in the sum is non-negative. Since \( u \in S \), the inequality is easily seen to hold. (In fact, the inequality is strict for some \( u \)'s, except for very simple cases.)

In the continuous setting, it is even easier to see that Coupling IIachieves a smaller disagreement probability than Coupling I. Indeed, Coupling I gives a disagreement probability exactly equal to \( F(d_{TV}(X, Y)) \), while the inequality in the continuous version of (7) is in general a strict inequality.

**k-tuple disagreements.** We have shown that both couplings are “nearly optimal” for disagreements among pairs of random variables. In fact, both couplings are also nearly optimal (in a similar sense) for disagreements among \( k \)-tuples of random variables. Namely, for any \( k \) random variables \( X_1, \ldots, X_k \), the probability they are not all equal under either coupling is comparable to its smallest possible value \( \alpha := 1 - \sum_u \mathbb{P}(X_1 = u) \wedge \cdots \wedge \mathbb{P}(X_k = u) \) (given by the optimal coupling of \( X_1, \ldots, X_k \) and no others).

Precisely, under either coupling, we have

\[
\mathbb{P}(X_1, \ldots, X_k \text{ are not all equal}) \leq \frac{k \alpha}{1 + (k - 1)\alpha} \leq k \alpha.
\]

This follows from

\[
\mathbb{P}(X_1 = \cdots = X_k) \geq \frac{\sum_u \mathbb{P}(X_1 = u) \wedge \cdots \wedge \mathbb{P}(X_k = u)}{\sum_u \mathbb{P}(X_1 = u) \vee \cdots \vee \mathbb{P}(X_k = u)}.
\]
which can be shown for Coupling I by a similar computation as in (3) and for Coupling II by a similar computation as in (6) and (7).

For certain collections $S$ of random variables, the latter bound cannot be improved. For example, consider the set $S$ of $n \geq k$ random variables $S_1, \ldots, S_n$ such that each $S_i$ is uniform on $\{1, \ldots, n\} \setminus \{i\}$. In any coupling of $S_1, \ldots, S_n$, there exists a subset $X_1, \ldots, X_k$ of the random variables for which the reverse inequality holds. To see this, note that the number of subsets $I \subset \{1, \ldots, n\}$ of size $k$ for which not all $\{S_i\}_{i \in I}$ are equal is always at least $\binom{n-1}{k-1}$. Thus, in any coupling, there must be such a subset $I$ for which the probability of this event is at least $\binom{n-1}{k-1}/\binom{n}{k} = k/n$. On the other hand, for any $k$ of the random variables $X_1, \ldots, X_k$,

$$\frac{\sum_u \Pr(X_1 = u) \land \cdots \land \Pr(X_k = u)}{\sum_u \Pr(X_1 = u) \lor \cdots \lor \Pr(X_k = u)} = \frac{(n-k)/(n-1)}{n/(n-1)} = 1 - \frac{k}{n}.$$

### 3 Optimality of disagreement bounds

In this section, we investigate the optimality of Theorem 2. As noted, it is natural to ask whether there are any disagreement bounds smaller than $F$. The first set of results are lower bounds on $f(x)$ for any single $x$, and we do not believe these are optimal for generic $x$. The second set of results lead to Theorem 3, which states that there is no disagreement bound that is less than $F$ globally.

#### 3.1 Local optimality of $F$

The trivial lower bound (see Theorem 1) is that any disagreement bound must have $f(x) \geq x$ for all $x$. The example presented just before Theorem 2, of three variables each taking two possible values, shows that any disagreement bound must have $f(\frac{1}{2}) \geq \frac{3}{8} = F(\frac{1}{2})$. This is generalized by the following.

**Proposition 7.** Any disagreement bound $f$ must have

$$f(\frac{1}{2}) \geq F(\frac{1}{2}) = \frac{4}{n+1} \quad \text{for any integer } n \geq 1.$$

In particular, $ax$ is a disagreement bound for $a = 2$, but not for any smaller $a$.

**Proof.** Consider the case when $S$ consists of $n+1$ random variables $X_0, \ldots, X_n$, where each $X_i$ is uniform on $\{0, \ldots, n\} \setminus \{i\}$. Then $d_{TV}(X_i, X_j) = \frac{1}{n}$ for any $i \neq j$. However, it is impossible for all variables $X_i$ to be equal, and therefore at least $n$ of the $\binom{n+1}{2}$ pairs must disagree. Thus, under any coupling,

$$\sum_{i<j} \Pr(X_i \neq X_j) \geq n,$$

and hence, $\Pr(X_i \neq X_j) \geq \frac{2}{n+1}$ for some $i \neq j$. \qed

The above proposition shows that $F$ provides the best possible value for a disagreement bound at any inverse integer. We do not know whether an analogous statement holds at every point $x \in (0,1)$. Nevertheless, we are able to provide a lower bound at any point $x$, which improves on the trivial lower bound $x$, and nearly matches $F(x)$ for small $x$. See Figure 4 for a comparison between $F$ and our lower bounds.

**Proposition 8.** Any disagreement bound $f$ must have

$$f(x) \geq \frac{2x}{1 + \frac{1}{n}} \quad \text{for any } x \in (0,1).$$

In particular, any disagreement bound $f$ satisfies $\liminf_{x \to 0} \frac{f(x)}{x} \geq 2$. 
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Proof. We use a variant of the construction from the proof of Proposition 7. Fix \( x \in (0,1) \), \( n \geq 1 \) and \( \varepsilon \geq 0 \) such that \( n(x + \varepsilon) = 1 - \varepsilon \). Consider the case when \( S \) consists of \( n + 1 \) random variables \( X_0, \ldots, X_n \), where each \( X_i \) takes the value \( i \) with probability \( \varepsilon \), and takes any other value with probability \( x + \varepsilon \). Then \( d_{TV}(X_i, X_j) = x \) for any \( i \neq j \). Let \( \mathbb{P} \) be some coupling of these variables. Observe that the variables \( X_i \) are all equal with probability at most \( (n+1)\varepsilon = 1 - nx \). Thus, with probability at least \( nx \), they are not all equal, in which case at least \( n(n+1)/2 \) pairs must disagree. Therefore,

\[
\sum_{i<j} \mathbb{P}(X_i \neq X_j) \geq n^2 x,
\]

and hence, \( \mathbb{P}(X_i \neq X_j) \geq \frac{2nx}{n+1} \) for some \( i \neq j \). Taking the largest \( n \) compatible with a given \( x \), namely \( n = \lfloor \frac{1}{x} \rfloor \), yields the inequality. \( \square \)

One may think of Proposition 8 as converting the pointwise bound at \( x = \frac{1}{n} \) from Proposition 7 to a slightly worse pointwise bound at any point \( x < \frac{1}{n} \). In fact, a similar perturbation argument shows that any pointwise lower bound can be converted to a slightly worse pointwise lower bound at any other point. This will be a simple consequence of the following.

Proposition 9. Let \( f \) be a disagreement bound and let \( 0 \leq \delta \leq \varepsilon < 1 \). Define

\[
\tilde{f}(x) := \frac{f((1 - \varepsilon)x + \delta)}{1 - \varepsilon + \delta}.
\]

Then \( \tilde{f} \wedge 1 \) is also a disagreement bound.

Proof. Let \( S \) be a finite collection of random variables. Let \( U \) consist of those \( u \) such that \( \mathbb{P}(X = u) = 0 \) for all \( X \in S \), and choose elements \( \{u(X)\}_{X \in S} \) in \( U \) and an additional element \( u \in U \), all distinct from each other. In order to use that \( f \) is a disagreement bound, for each \( X \in S \), we define a new random variable \( X' \) by letting \( X' \) equal \( X \) with probability \( 1 - \varepsilon \), equal \( u(X) \) with probability \( \delta \), and otherwise...
equal $u$. Note that $d_{TV}(X', Y') = (1 - \varepsilon)d_{TV}(X, Y) + \delta$. Since $f$ is a disagreement bound, there exists a coupling of the prime variables so that $\mathbb{P}(X' \neq Y') \leq f(d_{TV}(X', Y'))$ for any $X'$ and $Y'$.

To show that $\tilde{f} \wedge 1$ is a disagreement bound, we need to exhibit a coupling of the (original) variables in $\mathcal{S}$ so that $\mathbb{P}(X \neq Y) \leq \tilde{f}(d_{TV}(X, Y))$ for any $X, Y \in \mathcal{S}$. Towards constructing such a coupling, consider a sequence of independent samples from the above coupling of the prime variables, and let $\{X^n\}_{n \geq 1}$ denote these samples. Now take $X$ to equal $X^n$, where $n$ is the smallest index such that $X^n \notin \{u, u(\mathcal{X})\}$. It is straightforward that this indeed yields a coupling of the variables in $\mathcal{S}$. To see that it satisfies the required bound on the disagreement probabilities, fix two variables $X, Y \in \mathcal{S}$ and note that $X \neq Y$ implies that either $X^1 \neq Y^1$ or $X^1 = Y^1 = u$. Thus,

$$\mathbb{P}(X \neq Y) \leq \mathbb{P}(X^1 \neq Y^1) + \mathbb{P}(X \neq Y' | X^1 = Y^1 = u) \cdot \mathbb{P}(X^1 = Y^1 = u).$$

Since $\mathbb{P}(X \neq Y' | X^1 = Y^1 = u) = \mathbb{P}(X \neq Y)$, we obtain that

$$\mathbb{P}(X \neq Y) \leq \frac{\mathbb{P}(X^1 \neq Y^1)}{1 - \mathbb{P}(X^1 = Y^1 = u)} \leq \frac{f(d_{TV}(X', Y'))}{1 - \varepsilon + \delta} = \tilde{f}(d_{TV}(X, Y)).$$

Corollary 10. Let $g$ be the pointwise infimum over all disagreement bounds $f$. Then $g(x)$ is non-decreasing and $g(x)/x$ is non-increasing. Moreover, $g$ is Lipschitz continuous.

Proof. By Proposition 9, we have $g(x) \leq g((1 + \varepsilon)x + \delta)$ for any $x \in (0, 1)$ and $0 \leq \delta \leq \varepsilon < 1$. Taking $\delta = \varepsilon$ yields that $g(x) \leq g(x + \varepsilon(1 - x))$ for any $\varepsilon$, which shows that $g(x)$ is non-decreasing. Taking $\delta = 0$ and $\varepsilon = s/x$ yields that $g(x) \leq g(x - s)/(1 - s/x)$ for $s \in (0, x)$, which shows that $g(x)/x \leq g(x - s)/(x - s)$, and hence $g(x)/x$ is non-increasing.

Using the two monotonicity properties and the fact that $g \leq F$ by Theorem 2, we obtain that

$$0 \leq \frac{g(y) - g(x)}{y - x} \leq \frac{g(x)}{x} \leq \frac{2}{1 + x} \leq 2 \quad \text{for any } 0 \leq x < y \leq 1.$$

In particular, $g$ is Lipschitz continuous.

Let us summarize the bounds we have shown in this section. Let $g$ be as in the corollary above. Proposition 7 tells us that $g(x) = F(x)$ for $x = \frac{1}{n}$ and any integer $n \geq 1$. Corollary 10 allows us to interpolate these to get a lower bound on $g$ at any point. Specifically, it shows that for any integer $n \geq 2$, we have

$$g(x) \geq \max \left( \frac{2x(n - 1)}{n}, \frac{2}{n + 1} \right) \quad \text{for any } x \in \left[ \frac{1}{n}, \frac{1}{n - 1} \right]. \quad (9)$$

Similarly, Proposition 12 below shows that $g(x) = F(x)$ also holds for $x = 1 - \frac{1}{n}$ and any integer $n \geq 1$. Consequently, Corollary 10 implies that for any integer $n \geq 2$, we have

$$g(x) \geq \max \left( \frac{2xn}{2n - 1}, \frac{2n - 4}{2n - 3} \right) \quad \text{for any } x \in \left[ 1 - \frac{1}{n - 1}, 1 - \frac{1}{n} \right]. \quad (10)$$

These bounds are depicted in Figure 4.

### 3.2 Combinatorial improvements

By more careful combinatorial analysis, we get the following extensions of Proposition 7 which show that $F(x)$ is a lower bound at rational points in which the denominator is large in comparison to the numerator, as well as at $1 - 1/n$. Proposition 11 is proved here, while the proof of Proposition 12 is deferred to the end of Section 3.3.

**Proposition 11.** Any disagreement bound $f$ must have

$$f\left( \frac{k}{n}\right) \geq F\left( \frac{k}{n}\right) = \frac{2k}{n+k} \quad \text{for any integers } k \geq 2 \text{ and } n \geq 3k^2 + 6k.$$
Proposition 12. Any disagreement bound \( f \) must have
\[
f(1 - \frac{1}{n}) \geq F(1 - \frac{1}{n}) = \frac{2n-2}{2n-1} \quad \text{for any integer } n \geq 2.
\]

We next introduce a combinatorial lemma which we require for the proof of Proposition 11. Fix integers \( k, n \geq 1 \). Let \( S_{n,k} \) be the collection of all \( I \subset \{1, \ldots, n+k\} \) of size \( n \). The Hamming distance between two sets \( I \) and \( J \) in \( S_{n,k} \) is defined by
\[
d(I, J) := |I \setminus J| = |J \setminus I|.
\]
A \((n, k)\)-assignment is a selection of an element from each \( I \) in \( S_{n,k} \), namely, \( z = (z_I)_{I \in S_{n,k}} \) with \( z_I \in I \). For such an assignment, we denote by \( D_m(z) \) the number of distance-\( m \) disagreements, defined by
\[
D_m(z) := \# \{(I, J) : d(I, J) = m \text{ and } z_I \neq z_J \}.
\]

In the remainder of this section, we focus on the case when \( k \leq n \) and \( m = k \). A pair of sets \( I \) and \( J \) in \( S_{n,k} \) are called distant if \( d(I, J) = k \) (this is the maximal possible distance when \( k \leq n \)). Note that these are ordered pairs, and that the total number of distant pairs is the multinomial coefficient
\[
\binom{n+k}{k, k} = \frac{(n+k)!}{k!^2(n-k)!}.
\]
Using this notation, the proof of Proposition 7 relied on the simple fact that any \((n, 1)\)-assignment has at least \( n \) distant disagreement pairs. Equivalently, at least a \( F(\frac{k}{n}) \)-fraction of distant pairs disagree. The following lemma shows that, when \( n \) is large is comparison to \( k \), any \((n, k)\)-assignment has at least a \( F(\frac{k}{n}) \)-fraction of distant disagreements.

Lemma 13. Let \( a = 1/ \log \frac{4}{2} \approx 2.466 \). For any \( k \geq 2 \), \( n \geq ak^2 + 6k \) and \((n, k)\)-assignment \( z \), we have
\[
D_k(z) \geq \frac{2k}{n+k} \cdot \binom{n+k}{k, k}.
\]

The condition \( n \geq ak^2 + O(k) \) is an artifact of the following proof, and can no doubt be improved. The bound (11) is motivated by the idea that up to a permutation of the elements \( \{1, \ldots, n+k\} \), the way to minimize disagreements is to take \( z_I = \min(I) \), for which there is equality in (11). We do not know what the minimal \( n \) above which this assignment minimizes \( D_k(z) \) is. We note however that (11) does not necessarily hold for small \( n \). For example, the \((3, 2)\)-assignment \( z \) given by \( z_{(i,j,k)} = 2(i+j+k) \) (mod 5) has \( |D_2(z)| = 20 \), compared to 24 for \( z_I = \min(I) \).

Proof. At the heart of the proof is the observation that, when \( n \) is large enough, most sets \( I \) contain any given element and most pairs of sets are distant. Suppose for a contradiction that there is a counterexample to the lemma, and let \( z \) be an assignment with minimal possible \( D_k(z) \). Without loss of generality, we assume that the most common value among the \( z_I \) is 1, and let
\[
N_1 := \# \{I : z_I = 1\}
\]
be the number of times it appears. Since each \( z_I \) agrees with at most \( N_1 \) other variables, by considering distant pairs \((I, J)\) having \( z_I = z_J \), it is clear that
\[
\binom{n+k}{k, k} - D_k(z) \leq N_1 \cdot \binom{n+k}{k, k}.
\]
Therefore,
\[
N_1 \geq \frac{1 - \frac{2k}{n+k}}{\binom{n+k}{k, k}} \binom{n+k}{k, k} = \frac{n-k}{n+k} \cdot \binom{n}{k}.
\]
Note that, if \( n \) is large enough, this shows that most \( I \) have \( z_I = 1 \).

We claim that minimality of \( D_k(z) \) implies that every \( I \) such that \( 1 \in I \) has \( z_I = 1 \). Indeed, suppose some \( I \) has \( 1 \in I \) and \( z_I \neq 1 \), and consider an assignment \( z' \) which equals \( z \) except that \( z'_I = 1 \). This modification introduces at most \( 2 \binom{n+k}{k} - N_1 \) new distant disagreement pairs (the 2 is since these are ordered pairs). Among the total \( \binom{n+k}{k} \) sets \( J \), there are \( \binom{n-1}{k} \) sets \( J \) that are both distant from \( I \) and contain 1. Among those, at most \( \binom{n+k}{k} - N_1 \) do not have \( z_J = 1 \). Thus, the number of eliminated distant disagreement pairs is at least \( 2 \left[ \binom{n-1}{k} + N_1 - \binom{n+k}{k} \right] \). This contradicts minimality of \( D_k(z) \) when

\[
\left( \frac{n+k}{k} \right) - N_1 < \left( \frac{n-1}{k} \right) + N_1 - \left( \frac{n+k}{k} \right).
\]

In light of (12) this holds when

\[
\left( \frac{n+k}{k} \right) < \frac{1}{2} \binom{n-1}{k} + \frac{n-k}{n+k} \binom{n}{k}.
\]

Using \( \binom{n+k}{k} \leq e^{k^2/(n-k)} \binom{n}{k} \), this is seen to hold when \( e^{k^2/(n-k)} < \frac{2(3n+k)}{2^{n(n+k)}} \), which in turn holds for every \( n \geq ak^2 + 6k \).

Thus, we have proved that a counterexample with minimal \( D_k(z) \) has \( z_I = 1 \) for every \( I \) with \( 1 \in I \). Hence, the number of distant disagreement pairs is at least twice the number of distant pairs \((I,J)\) having \( 1 \in I \) and \( 1 \notin J \), the latter being \( \binom{n+k-1}{k, k-1} = \frac{k}{n+k} \binom{n+k}{k} \).

We are now ready to prove Proposition 11.

**Proof of Proposition 11.** The proof uses yet another variant of the construction from the proof of Proposition 7. Let \( S \) consist of \( \binom{n+k}{k} \) random variables \( \{X_I\}_{I \subseteq \{1,\ldots,n+k\}, |I| = n} \), where each \( X_I \) is uniform on \( I \). Then \( d_{TV}(X_I, X_J) = \frac{k}{n} \) for distant \( I \) and \( J \). Let \( \mathbb{P} \) be any coupling of these variables. Since \( X = (X_I)_I \) is a \((n,k)\)-assignment, Lemma 13 implies that, almost surely,

\[
D_k(X) \geq F \left( \frac{k}{n} \right) \cdot \binom{n+k}{k}.
\]

In other words, the fraction of distant pairs \((I,J)\) with \( X_I \neq X_J \) is at least \( F \left( \frac{k}{n} \right) \). Thus, there exist distant \( I \) and \( J \) such that \( \mathbb{P}(X_I \neq X_J) \geq F \left( \frac{k}{n} \right) \). \( \square \)

### 3.3 Global optimality of \( F \)

Our goal now is to prove Theorem 3. The main step is the following.

**Proposition 14.** Let \( n, k \geq 1 \), and let \( c_m \) be the probability that \( d(I, J) = m \), where \( I \) and \( J \) are two independently chosen uniform subsets of \( \{1, \ldots, n+k\} \) of size \( |I| = |J| = n \). Then any disagreement bound \( f \) satisfies

\[
\sum_{m=1}^{k \wedge n} c_m f \left( \frac{am}{n} \right) \geq \alpha \sum_{m=1}^{k \wedge n} c_m F \left( \frac{am}{n} \right) \quad \text{for all } 0 \leq \alpha \leq 1.
\]

Let us see how Theorem 3 follows from Proposition 14.

**Proof of Theorem 3.** Let \( f \) be a disagreement bound such that \( f \leq F \) on an interval \((a, b) \subset [0, 1]\). We must show that \( f \) coincides with \( F \) on \((a, b)\). To illustrate the basic idea behind the proof, observe that if \( a = 0 \), then Proposition 14 easily yields that \( f(x) = F(x) \) for every rational \( x \in (0, b) \). Indeed, if \( k/n < b \) is a rational number such that \( f \left( \frac{k}{n} \right) < F \left( \frac{k}{n} \right) \), then the proposition is violated with that \( k \) and \( n \) (and with \( \alpha = 1 \)). Since there is no obvious monotonicity or continuity for disagreement bounds, the proof below relies on a perturbative argument to address the case of irrational points and of \( a > 0 \).
Let $x \in (a, b)$. For an arbitrary $n \geq 1$, let $m$ be such that

$$\frac{m-1}{n} < x \leq \frac{m}{n}.$$  

Set $\alpha := \frac{m}{n}$ so that $x = \frac{am}{n}$ and $0 \leq 1 - \alpha < \frac{1}{m} < \frac{1}{n}$. We henceforth regard $x, m, n, \alpha$ as fixed, and we aim to choose a suitable $k$ for which to apply Proposition 14. By standard estimates (using Sterling’s approximation), there exists some $k \geq m$ such that

$$c_m \geq \frac{c}{\sqrt{n}}$$  

and

$$\sum_{\frac{am}{n} < i < \frac{km}{n}} c_i \geq 1 - C e^{-cn},$$  

where $C, c > 0$ are constants which do not depend on $n$. With this choice of $k$, by Proposition 14,

$$\sum_{i=1}^{k \land n} c_i f\left(\frac{ix}{m}\right) \geq \left(1 - \frac{1}{nx}\right) \cdot \sum_{i=1}^{k \land n} c_i f\left(\frac{i}{n}\right).$$

Since $f\left(\frac{ix}{m}\right) \leq F\left(\frac{ix}{m}\right)$ for all $\frac{am}{n} < i < \frac{km}{n}$ and since $f, F \leq 1$, we obtain that

$$c_m (F(x) - f(x)) \leq \sum_{i=1}^{k \land n} c_i \left(F\left(\frac{ix}{m}\right) - f\left(\frac{ix}{m}\right)\right) + C e^{-cn}$$

$$\leq \frac{1}{nx} \cdot \sum_{i=1}^{k \land n} c_i F\left(\frac{i}{n}\right) + C e^{-cn} \leq \frac{1}{nx} + C e^{-cn}.$$

By the lower bound on $c_m$, we have $F(x) - f(x) \leq \frac{1}{\sqrt{nx}} + \frac{C}{\sqrt{nx}} e^{-cn}$. Since $n$ may be taken arbitrarily large, it follows that $f(x) = F(x)$. $\square$

The proof of Proposition 14 requires additional combinatorial lemmas. We have seen in Lemma 13 that, when $n$ is large in comparison to $k$, any $(n, k)$-assignment has at least $F\left(\frac{k}{n}\right)$-fraction of distant disagreements, i.e., $D_k(z) \geq F\left(\frac{k}{n}\right)\left(\frac{n+k}{k,k}\right)$. The analogous statement for distance-$m$ pairs is that the number of distance-$m$ disagreements is at least $F\left(\frac{m}{n}\right)$-fraction of all distance-$m$ pairs, i.e.,

$$D_m(z) \geq F\left(\frac{m}{n}\right) \cdot \left(\frac{n+k}{m,m,k-m}\right).$$

While we have no proof of this inequality for any particular $m$, the following lemmas establish a linear combination of these bounds for different $m$'s.

**Lemma 15.** For any $n, k \geq 1$ and any $(n, k)$-assignment $z$, we have

$$\sum_{m=1}^{k \land n} D_m(z) \geq \sum_{i=0}^{k-1} 2 \binom{n+i}{i+1} \binom{n+i}{i}.$$  

**Proof.** We seek a lower bound on the total number of disagreements $D := \sum_{m=1}^{k \land n} D_m(z)$. For $i \in \{1, \ldots, n+k\}$, let $N_i$ be the number of variables $z_I$ that equal $i$. Without loss of generality, we may assume that $N_1 \geq N_2 \geq \cdots \geq N_{n+k}$. The number of disagreements is precisely

$$D = \sum_{i \neq j} N_i N_j = \binom{n+k}{k}^2 - \sum_i N_i^2.$$

We claim that the above is minimized by the “greedy” assignment $z_I = \min(I)$ which has

$$N_i = \binom{n+k-i}{k-i+1} \quad \text{for } i \leq k+1,$$  

$$N_i = 0 \quad \text{for } i > k+1.$$
We show that both sides of the desired equality count the number of elements in \( E \). The lemma follows after a change of the index of summation.

Since the fraction of the terms where \( d \) is uniform on \( \{0,1\} \), let us consider a coupling \( P \) where \( X \) is uniform on \( \{0,1\} \) for each \( i \). Let \( S \) be the set of ordered pairs \((i,j)\) such that \( \min(I) \neq \min(J) \).

Proof of Proposition 14. We first address the case when \( \alpha = 1 \). Let \( I,J \) be disjoint sets, we claim this is equivalent to maximizing this latter quantity. Indeed, minimizing \( D \) is equivalent to maximizing \( \sum_{i,j} N_{i,j}^2 \). To see that the greedy choice maximizes this latter quantity, note that if \( a \geq b \) then \((a + 1)^2 + (b - 1)^2 > a^2 + b^2 \). Since \( N_i \) are decreasing, if \( z_i \neq \min(I) \) for some \( I \), then decreasing \( z_i \) will increase \( \sum_i N_i^2 \).

Finally, the number of \( I \) with \( \min(I) > i \) is \( \binom{n + k - i}{k-i} \), and so for the greedy assignment we have

\[
D = \sum_i 2N_i \sum_{j > i} N_j = \sum_{i=1}^k 2\binom{n + k - i}{k-i+1} \binom{n + k - i}{k-i}.
\]

The lemma follows after a change of the index of summation.

Lemma 16. For any \( n,k \geq 1 \), we have

\[
\sum_{i=0}^{k-1} \binom{n+i}{i} \binom{n+i}{i+1} = \sum_{m=1}^{k\wedge n} \frac{m}{n+m} \binom{n+k}{m,m,k-m}.
\]

Proof. Let \( E \) denote the set of ordered pairs \((I,J)\) of subsets of \( \{1,\ldots,n+k\} \) such that \( |I| = k \), \( |J| = k-1 \) and \( \min(I^c) = \min(J^c) \). Here and below, all complements are taken within \( \{1,\ldots,n+k\} \).

We show that both sides of the desired equality count the number of elements in \( E \).

We begin with the left-hand side. Since the \( i \)-th term in the sum is easily seen to count the number of \((I,J)\) such that \( \min(I^c) = k-i \), it follows that the left-hand side equals \( |E| \).

We now turn to the right-hand side, which may be rewritten as

\[
\sum_{m=1}^{k\wedge n} \binom{n+k}{k-m} \frac{m}{n+m} \binom{n+m-1}{m,m-1} \binom{n}{m}.
\]

Let us show that the \( m \)-th term in the sum counts the number of \((I,J) \in E \) such that \( |I \setminus J| = m \). Indeed, \( \binom{n+k}{k-m} \) is the number of ways to choose \( S = I \cap J \), and \( \binom{n}{m} \) is the number of ways to choose \( J \setminus S \) (which must be disjoint from \( S \cup \{s\} \)).

We are now ready to prove Proposition 14.

Proof of Proposition 14. We first address the case when \( \alpha = 1 \). For this we use the same construction as in the proof of Proposition 11. Let \( \mathcal{S} \) consist of \( \binom{n+k}{k} \) random variables \( \{X_I\}_{I \subseteq \{1,\ldots,n+k\}, |I|=m} \), where each \( X_I \) is uniform on \( I \). Then

\[
d_{TV}(X_I,X_J) = \frac{d(I,J)}{n} \quad \text{for any } I \text{ and } J.
\]

By Lemmas 15 and 16, under any coupling of the variables in \( \mathcal{S} \), almost surely,

\[
\sum_{m=1}^{k\wedge n} D_m(X) \geq \sum_{m=1}^{k\wedge n} F\left( \frac{m}{n} \right) \cdot \binom{n+k}{m,m,k-m} = \sum_{I,J} F\left( d_{TV}(X_I,X_J) \right).
\]

Hence, by considering a coupling \( \mathbb{P} \) for which \( \mathbb{P}(X_I \neq X_J) \leq f(d_{TV}(X_I,X_J)) \) for all \( I \) and \( J \), and taking expectation, we obtain that

\[
\sum_{I,J} f(d_{TV}(X_I,X_J)) \geq \sum_{I,J} \mathbb{P}(X_I \neq X_J) \geq \sum_{I,J} F\left( d_{TV}(X_I,X_J) \right).
\]

Since the fraction of the terms where \( d_{TV}(X_I,X_J) = \frac{m}{n} \) is \( c_m \), this establishes the proposition in the case \( \alpha = 1 \) (note that we may assume that \( f(0) = 0 \)).

The case when \( 0 \leq \alpha < 1 \) now follows by applying the case \( \alpha = 1 \) to the disagreement bound \( \frac{f(\alpha x)}{\alpha} \wedge 1 \) given by Proposition 9 with \( \varepsilon = 1 - \alpha \) and \( \delta = 0 \).
Finally, we prove Proposition 12, showing that \( F \) is the optimal disagreement bound at some points near 1. The proof is based on the lower bound established for the total number of disagreements in any \((n,k)\)-assignment, and the observation that, when \( k \gg n \), the dominant term comes from pairs of disjoint sets (and is identical for all \((n,k)\)-assignments) and the next dominant term comes from pairs with intersection of size 1.

**Proof of Proposition 12.** Fix \( n \geq 2 \) and let \( k \gg n \). By Proposition 14,

\[
\sum_{m=1}^{n} c_m f\left(\frac{m}{n}\right) \geq \sum_{m=1}^{n} c_m F\left(\frac{m}{n}\right).
\]

Since \( f(1) = F(1) = 1 \), the term for \( m = n \) cancels. Since \( f \leq 1 \) and \( F \geq 0 \), this leaves

\[
c_{n-1} f\left(1 - \frac{1}{n}\right) \geq c_{n-1} F\left(1 - \frac{1}{n}\right) - \sum_{m=1}^{n-2} c_m.
\]

Finally, observe that with \( n \) fixed as \( k \to \infty \), we have \( c_m = \Theta(k^{m-n}) \), so \( \sum_{m=1}^{n-2} c_m \ll c_{n-1} \) (in other words, the number of distance-\((n-1)\) pairs is much larger than the number of pairs of smaller distance). Dividing by \( c_{n-1} \) and taking the limit \( k \to \infty \), we conclude the proof. \( \square \)

## 4 Open Questions

As noted, we are unable to show that \( F \) is the optimal disagreement bound in the strong sense:

**Question 17.** Is every disagreement bound pointwise larger-or-equal than \( F \)?

In light of Theorem 3, this is equivalent to the following question.

**Question 18.** Let \( f_1 \) and \( f_2 \) be two disagreement bounds. Is the pointwise minimum \( f_1 \wedge f_2 \) also a disagreement bound?

The examples used to give some of the lower bounds above give rise to some questions in extremal combinatorics. For example, towards bounding \( f\left(\frac{5}{3}\right) \), suppose for each set \( I \subset \{1, \ldots, n\} \) of size \(|I| = 3\), we assign a number \( z_I \in I \). The number of pairs \((I, J)\) with \(|I \cap J| = 1\) is \( \binom{n}{1,2} = \frac{n!}{2!} \), where \( n_5 = \frac{n!}{5!(n-5)!} \). Among these, consider the number \( Q \) of pairs \((I, J)\) such that \( z_I = z_J \) is the unique element in \( I \cap J \).

**Question 19.** What is the maximal value of \( Q \)?

Taking \( z_I = \min(I) \) gives \( Q = \frac{n_5}{5} \). The known bound \( f(2/3) \geq F(2/3) = 4/5 \) for every disagreement bound \( f \) implies that \( Q \leq \left(\frac{2}{3} + o(1)\right) \frac{n^3}{5} \). A careful modification of \( z_I \) only for those sets \( I \) with \( \min(I) \geq n - 4 \) gives \( Q = \frac{n_5}{5} + 4 \), which we believe is the maximum possible for every \( n \).

Finally, we raise the question of extending our results to multi-marginal optimal transport with general cost functions:

**Question 20.** Given a cost function \( \phi \), for which \( f \) does it hold that, for any finite collection of random variables taking values in \( \mathbb{R}^d \), there exists a coupling \( \mu \) of the variables such that \( \mathbb{E}_\mu \phi(X,Y) \leq f(d_\phi(X,Y)) \) for every two variables \( X \) and \( Y \) in the collection?

Some results in this direction can be found in the subsequent paper [7].
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