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\textbf{ABSTRACT}

Due to successful applications of data analysis technologies in many fields, various institutions have accumulated a large amount of data to improve their services. As the speed of data collection has increased dramatically over the last few years, an increasing number of users are growing concerned about their personal information. Therefore, privacy preservation has become an urgent problem to be solved. Differential privacy as a strong privacy preservation tool has attracted significant attention.

In this survey, we focus on improving utility of between differentially private mechanisms through technologies related to cryptography. In particular, we firstly focus on how to improve utility through anonymous communication. Then, we summarize how to improve utility by combining differentially private mechanisms with homomorphic encryption schemes. Next, we summarize hardness results of what is impossible to achieve for differentially private mechanisms’ utility from the view of cryptography. Differential privacy borrowed intuitions from cryptography and still benefits from the progress of cryptography. To summarize the state-of-the-art and to benefit future researches, we are motivated to provide this survey.

1. Introduction

Due to successful applications of data analysis techniques such as machining learning and deep learning, various institutions such as bank, hospital, and commercial companies start to accumulate data to improve their services including the field of climate [115], biology [106], health [97], and social science [93]. However, these massive datasets always have sensitive information on individuals, especially these databases accumulated by companies that serve our daily life. Privacy preservation has become an urgent problem that needs to be solved and has drawn significant attention all over the world. For example, all major countries in the world enact laws to protect privacy of their citizens such as Data Protection Directive of European Union [123], General Data Protection Regulation of European Union [120], California Consumer Privacy Act of American [75] and Internet Security Law of China [38].

Differential privacy is proposed by Dwork et al. via a sequence of papers [41] [54] [22]. It becomes a widely accepted standard of privacy preservation nowadays for its promising capability to preserve privacy of scale data [30] and a strong privacy guarantee. For example, many big organizations have applied differential privacy to their commercial products including Google [60], Uber [84], US Census Bureau [102], and so on.

Differential privacy benefits from cryptography [43]. Specifically, Dwork proves the impossibility of intuition that "access to a statistical database should not enable one to learn anything about an individual that could not be learned without the access". The intuition is called semantic security defined by Goldwasser and Micali for cryptosystems [68]. By relaxing the concept of indistinguishability of cryptography to ε-indistinguishability, Dwork introduces differential privacy. In particular, differential privacy does not require that attackers cannot distinguish two databases absolutely, but require that attackers distinguish two databases with an extremely small probability such that security of differential privacy could be accepted by users.

Various upcoming applications are asking differentially private mechanisms for higher data utility. For example, mechanisms of centralized differential privacy add prohibitively high noise to final results because of global sensitivity. Then, to reduce added noise, many new concepts of sensitivity such as smooth sensitivity [114], elastic sensitivity [84] are proposed. To eliminate the trusted center, the centralized differential privacy shifts to local differential privacy. However, to preserve user privacy, mechanisms of local differential privacy add so much noise to databases, resulting in low data utility [111]. In addition, more complex data analysis tasks such as machine learning [83] and deep learning [1] encounter privacy problem. These tasks are demanding higher data utility from differentially private mechanisms such that differentially private mechanisms can be applied to solve privacy problems in these tasks.

Some technologies related to cryptography are promising to improve utility of differentially private mechanisms by recent researches such as anonymous communication technology [34] [20] [59] and homomorphic encryption schemes [92] [86] [3]. Therefore, we are motivated to provide this survey to summarize how to improve utility of differential privacy and to benefit future researches about improving utility of differential privacy by cryptography.

1.1. Other Surveys

Differential privacy has developed for many years and has been applied to various fields. So far, there have been multiple survey papers focusing on different aspects of differential privacy.

\textbf{Surveys on developments of differential privacy}
Improving Utility of Differentially Private Mechanisms

- Dwork recalls the definition of differential privacy and two basic techniques for achieving it [44].
- Dwork summarizes prospective solutions for difficulties which arise from the context of statistics analysis [45].
- Dwork summarizes motivating scenarios and future directions of differential privacy [46].
- A book of Dwork and Roth presents fundamental algorithms and mainly theories which are widely used in differential privacy. The book is a good starting point for beginners [55].
- Vadhan gives a tutorial about the complexity of differential privacy [130].
- Desfontaines makes a comprehensive survey of differential privacy in the lens of seven dimensions [39].

Surveys on applications of differential privacy
- Yu talks about the differential privacy in the lens of big data [142].
- Zhu et al. make a survey about applications of differential privacy in data publishing and analyses [146].
- Yang et al. survey local differential privacy in the field of statistical query and private learning [139].
- Zhao et al. survey potential applications of local differential privacy to the internet of connected vehicles [145].
- Hassan et al. investigate applications of differential privacy to Cyber Physical Systems [78].

To the best of our knowledge, this is the first survey that focuses on how to improve utility through cryptography. We hope that this survey can benefit future researches about improving utility of differentially private mechanisms.

1.2. Organization
In this survey, we focus on the connection between differentially private mechanisms and three technologies including anonymous communication, homomorphic encryption and one-way function. In particular, the anonymous communication technology and homomorphic encryption schemes can improve utility of differentially private mechanisms. The one-way function is the foundation of proving what is impossible to achieve for differential privacy’s utility by standard cryptographic assumptions. The structure of this survey is shown in Fig 1.

In the next section, preliminaries of differential privacy are introduced. Then, in the third section, utility amplification through anonymous communication is presented, and connections among differential privacy, anonymous communication, and k-anonymity are discussed. In the fourth section, utility amplification through homomorphic encryption schemes is presented. In the fifth section, hardness results of utility are demonstrated with aspect to non-interactive query release, interactive query release, and synthetic databases. In the sixth section, we share out future directions. At last, we conclude this survey.

2. Preliminaries
Differential privacy is a strong privacy concept. It formulates the intuition that presence of one’s data record in a database should not increase the risk of leaking his private information. To that end, differentially private mechanisms guarantee that its outputs are insensitive to any particular data record. Two databases differing on one record are called neighboring databases denoted by $D \sim D'$.

**Definition 1** (Differential privacy) Any random mechanism $M : W^n \rightarrow R^d$ preservex (ε, δ)-DP(differential privacy) if for any neighboring databases $D$ and $D^\prime$ as well as for all sets of possible outputs $S$:

$$P\{M(D) \in S\} \leq e^\varepsilon P\{M(D^\prime) \in S\} + \delta$$

Here, ε is the privacy budget. The privacy guarantee is quantified by the privacy budget. The smaller the privacy budget is, the stronger the privacy guarantee is. δ is an extremely small number which is cryptographically negligible. It can be interpreted as an upper-bound on the probability of catastrophic failure.

2.1. Basic Models
According to whether there is a trusted center, differential privacy models are divided into two types, namely centralized differential privacy model and local differential privacy model. In centralized differential privacy model, there is a trusted aggregator who collects data from users and perturbs results with noise before final results are distributed. On the contrary, in local differential privacy model, there is not a trusted aggregator. Each participant perturbs his data before the data are sent to the aggregator such that each participant’s privacy can be preserved even if the aggregator possibly attempts to infer information about participants. The difference between centralized differential pri-
privacy model and local differential privacy model is shown in Fig 2.

2.2. Basic Mechanisms

To realize privacy intuitions of differential privacy, differentially private mechanisms perturb their output with noise such that the difference caused by the presence or absence of any data records can be masked by added noise. Therefore, a concept named global sensitivity is introduced to quantify the biggest difference on the final output, which is caused by the presence or absence of one record. Formally,

**Definition 2** (Global sensitivity [47]) For a given database $D$ and query $q$, the global sensitivity denoted by $\Delta D$ is

$$\Delta D = \max_{D \rightarrow D'} |q(D) - q(D')|$$

Although any mechanisms satisfying Definition 1 could be regarded as differentially private mechanisms, there are four widely used differentially private mechanisms, including the Laplace mechanism, the Gaussian mechanism, exponential mechanism, and randomized response mechanism.

The Laplace mechanism and the Gaussian mechanism are to deal with numerical data. Specifically, the Laplace mechanism perturbs its output with noise from the Laplace distribution with the location parameter of 0 and the scale parameter of $\Delta D$. Formally,

**Definition 3** (Laplace mechanism [49]) For a given database $D$, a query $q$, and a privacy budget $\epsilon$, the output of the Laplace mechanism is

$$M(q, D, \epsilon) = q(D) + \text{Lap}(0, \frac{\Delta D}{\epsilon})$$

Here, $\text{Lap}(0, \frac{\Delta D}{\epsilon})$ represents added noise from the Laplace distribution with the location parameter of 0 and the scale parameter of $\frac{\Delta D}{\epsilon}$. Notably, $\delta = 0$ for the Laplace mechanism.

The Gaussian mechanism covers the difference on queries’ answer over neighboring databases by noise from the Normal distribution with the location parameter $\mu = 0$ and the scale parameter $\sigma = \sqrt{2(\ln 1.25 - \ln \delta)\Delta D/\epsilon}$. Formally,

**Definition 4** (Gaussian mechanism [55]) For a given data set $D$, a query $q$ and a privacy budget $\epsilon$, the output of the Gaussian mechanism is

$$M(q, D, \epsilon, \delta) = q(D) + N(0, \sigma)$$

Here, $N(0, \sigma)$ represents added noise from the Normal distribution with the location parameter of 0 and the scale parameter of $\sigma$.

As for the exponential mechanism, it is based on a function called the utility function which is to measure quality of outputs. Inputs of the utility function are a database $D$ and a possible output $r$. The utility function should be insensitive to the present or absence of any one record. The sensitivity of an utility function $u$ is $\Delta u$

$$\Delta u = \max_{r \neq r'} |u(D, r) - u(D', r)|$$

The exponential mechanism is for data which become meaningless when these data are perturbed by numerical noise such as class attributions, say male. The exponential mechanism assigns the greatest probability to a result whose value of the utility function is the greatest. Formally,

**Definition 5** (Exponential mechanism [110]) For an utility function $u$ and a database $D$, the output of the exponential mechanism is

$$M(D, q) = \{\text{return } r \text{ with probability } e^{\frac{u(D, r)}{\epsilon}}\}$$

The randomized response is suitable for applications with multiple users, which is proposed by Warner et al. as a survey technology to eliminate the evasive answer bias [136]. Formally,

**Definition 6** (Generalized randomized response [139]) Given a user with a value $v \in R$, where $R$ is a set of $d$ possible true values that the user can have. A random variable, denoted by $\tilde{r}$, represents the response of a user with sample space $R$: The generalized randomized response works as follow:

$$P(\tilde{r} = v) = \begin{cases} \frac{e^v}{e^v + d - 1} & \text{if } t = v \\ \frac{1}{e^v + d - 1} & \text{if } t \neq v \end{cases}$$

3. Improving Utility through Anonymous Communication

The anonymous communication was proposed by Chaum et al. for electronic mail [33]. E-mails from one person to another may be with some unique identifiers such as a source IP address or a MAC address of Ethernet. These identifiers are available to any one who observes the communication channels of E-mails. Therefore, the observer may link transactions of E-mails to a certain address, resulting in that transactions of E-mails could be linked to a certain person. However, the linkage between a person and E-mails could be a
big privacy breach. The anonymous communication aims for making sure that transactions over data channels cannot be linked to a subject such as one device or one person [125].

Anonymity is the privacy foundation of anonymous communication. The formal definition of anonymity is: the state of being not identifiable within a set of subjects [36]. As can be seen from the definition, the concept of anonymity attempts to capture the privacy intuition of "hiding in the crowd". The intuition is common in the filed of privacy preservation. For example, the concept of \( k \)-anonymity also attempts to capture the intuition [126].

There are some approaches to achieve anonymous communication, for instance, Mix Networks in Fig 3 [33]. Mix Networks consist of a sequence of servers whose encryption keys and order are public information. Messages to be transmitted are encrypted by encryption keys of all servers one by one in order from \( n \) to 1. When encrypted messages are submitted to the first server, it decrypts all these messages and permutes these decrypted messages randomly. Then, the first server sends all decrypted messages to the next server. Every server performs the same operations until the last server sends messages to the target address.

3.1. Utility Amplification

Local differential privacy suffers from big noise added by all participants so many papers focus on improving its utility such as [74] [6]. In particular, every participant of local differential privacy adds random noise to data held by himself so that privacy of participants can be preserved. This approach results in big noise in total, for instance \( O(\sqrt{N}) \) for the case of statistical counting queries [34]. Papers such as [34] [20] [59] find that combining local differential privacy with anonymous communication can amplify the utility guarantee of local differential privacy.

Bittau et al. propose a system architecture —Encode, Shuffle, Analyze(ESA)— for performing large-scale monitoring such as error reporting of software and demographic profiling with high utility while also protecting user privacy [20]. The system architecture is shown in Fig 4.

The pipeline of ESA consists of three steps logically. In the step of encoding, data are encoded. The encoding scheme depends on application scenarios. For example, the encoding scheme could be the binary code when the task is to obtain the frequency of strings like [61]. The encoding scheme also could be raw data with noise calibrated by requirements of local differential privacy if the target is to preserve privacy of users by local differential privacy like [135]. In the step of shuffling, trusted proxy takes all participants’ messages within a time epoch as inputs and then outputs these messages in random order. Shuffling makes sure that each record hides in the crowd. This can be implemented by anonymous communication such as Mix Networks [33] mentioned before. In the step of analyzing, records are collected and analyzed by various algorithms such as [79].

The system architecture ESA and its implement Prochlo are a flexible framework. They can be used to perform multiple data analysis tasks while preserving privacy of data owners. Bittau et al. find that shuffling can amplify the utility guarantee of local differential privacy, and they demonstrate the phenomenon by extensive experiments [20].

Erlingsson et al. improve the utility guarantee of local differential privacy by shuffling for the frequency estimation problem [59]. Specifically, all participants in the estimation task send one bit of 0 or 1 to an aggregator who computes the sum of received bits as the frequency. By anonymous communication which is used to randomly shuffle all bits of participants, the privacy cost can be reduced by a scale about \( O(\sqrt{n}) \). \( n \) is the number of participants who obey the proposed mechanism. That is, \( n \) is the number of participants who is semi-honest(honest but curious) in term of security assumptions. In particular, for a \( \epsilon \) local differential privacy mechanism, if data of participants are shuffled randomly by anonymous communication before data are sent to the aggregator, the mechanism could become a \( (\epsilon^c - 1)e^{2e\sqrt{\log(1/\delta)}/n} \) central differentially private mechanism.

Cheu et al. also propose a mechanism for the frequency estimation problem [34]. Their positive results are similar to [59]. Cheu et al. also extend their mechanism to estimate a bounded real-valued statistic with the cost of additional communication overhead. They also analyze shuffling in applications of histograms and variable-selection. By these analyses, they empirically conclude that the central, shuffled, and local models are strictly ordered in the accuracy they can achieve. The proposed mechanism is based on Prochlo [20] and shuffling is implemented by anonymous communication technology.

Wagh et al. [134] present a way to understand utility amplification of anonymous communication technology from the sub-sampling argument [11] [88]. The improved privacy
guarantee can be demonstrated by a simulation algorithm with two steps. In the first step, a value is sampled from a binomial distribution \( B(N, p) \), which is the number of participants who send a random bit of 0 or 1 to a aggregator. In the second step, a subset of all received bits is sampled, and the final result is computed on the chosen subset. Uncertainty introduced by the sampling process amplifies the privacy guarantee.

3.2. Discussions

Anonymous communication formulates the privacy intuition of "hiding in the crowd" in terms of communication processes. Another privacy concept called \( k \)-anonymity also formulates the privacy intuition of "hiding in the crowd" although it is for contents of data records [126].

3.2.1. Improving Utility through \( k \)-anonymity

\( k \)-anonymity aims at making every record indistinguishable from at least other \( k - 1 \) records in a dataset by manipulating attribution values of data records. Attributes of a data record are divided into two classes in \( k \)-anonymity mechanisms. The class of attributions which could be used to identify the owner of records is named quasi-identifiers. Every \( k \)-anonymity mechanism attempts to suppress or generalize these quasi-identifiers so that each record is indistinguishable from at least other \( k - 1 \) records. For example, Fung et al. build their method on generalization (replacing data values with more general values) [63] and Kostidich et al. build their method on suppression (not releasing a value at all) [94].

The concept of \( k \)-anonymity has generally been considered too weak. In particular, while \( k \)-anonymity prevents disclosure of identity information, it is insufficient to prevent the disclosure of attributes [99]. Thus, the other privacy concepts are introduced such as \( l \)-diversity [103] and \( t \)-closeness [99]. However, all these privacy concepts including \( k \)-anonymity, \( l \)-diversity, and \( t \)-closeness suffer from background knowledge of attackers. When attackers have appropriate background knowledge, these privacy concepts always can be broken [42]. Differential privacy is introduced as the privacy concept which is independent of attackers' background knowledge. Independence of attackers' background knowledge is one of important reasons for popularity of differential privacy.

Li et al. find that \( k \)-anonymity can amplify the utility guarantee of differential privacy [100]. In particular, they assume that there is a "safe" \( k \)-anonymous scheme which can guarantee that every record is indistinguishable from at least other \( k - 1 \) records no matter what kind of background knowledge attackers possess. Their mechanism is a three steps pipeline. First, raw data records are randomly sampled with a certain probability. Then, sampled data records are processed by the safe \( k \)-anonymity scheme. At last, these anonymous data records are processed by differentially private mechanisms. Li et al. show that combination between \( k \)-anonymity mechanisms and differentially private mechanisms can amplify the utility guarantee of differentially private mechanisms theoretically.

Li’s work [100], Erlingsson’s work [59], and Cheu’s work [34] mutually provide support for each other’s positive results. The reason is that the \( k \)-anonymity technology and anonymous communication technology actually formulate the same privacy intuition of "hiding in the crowd". The difference between these two technologies is that anonymity is for different objects. Specifically, for \( k \)-anonymity technology, anonymity is for objects who look at contents of data records. However, for anonymous communication technology, anonymity is for observers of communication channels. Although Li’s work uses the subsampling technology which also can amplify the utility guarantee of differentially private mechanisms, Erlingsson’s work, and Cheu’s work is also related to the subsampling technology from the lens of Waghe’s work [134].

3.2.2. Restrictions

The application of anonymous communication to amplify the utility guarantee of differentially private mechanisms also has restriction. As mentioned in Li’s work, the used \( k \)-anonymity scheme needs to be a "safe" \( k \)-anonymity scheme. That is, data records need to be really indistinguishable from at least other \( k - 1 \) records. Similarly, used anonymous communication mechanisms are also required to guarantee that the intuition of "hiding in the crowd" can be realized.

However, this requirement for anonymous communication is hard to be satisfied when anonymous communication is combined with local differentially private mechanisms due to the basic difference between cryptography and differential privacy [43] shown in Fig 5. In particular, there are three parties in cryptography including sender, receiver and attacker. Anonymous communication strips metadata of transactions such as the source IP address and the MAC address so that attackers who observe communication channels cannot determine whether transaction data are from a certain sender. But, in differential privacy’s settings, there are only two parties including sender and receiver because receiver is also attacker who aims for inferring information of data owners. Thus, when anonymous communication is combined with differentially private mechanisms, it can stop attackers from inferring data owners by metadata such as the source IP address. However, anonymous communication cannot stop attackers from inferring data owners by contents of data records. Actually, this basic difference is one of motivations to promote the proposal of differential privacy in [43].

Fig 5: Comparison between Cryptography and Differential Privacy
**4. Improving Utility through Homomorphic Encryption**

Homomorphic encryption is one kind of schemes in the field of secure multi-party computation. In particular, homomorphic encryption allows a third party to perform certain functions on encrypted data to obtain new encrypted data such that these new obtained encryption data are the same with encryption data of plaintext obtained by performing identical functions on original plaintext [2]. Roughly speaking, the homomorphic encryption schemes allow exchanging execution order of encryption and certain functions. Formally, an encryption scheme is homomorphic over any function \( f \) if the equality holds

\[
f(E(m_1), E(m_2)) = E(f(m_1, m_2)) \quad \forall m_1, m_2 \in M
\]

Where, \( E \) is the encryption algorithm, and \( M \) is the set of all possible messages. For example, if the function is addition, then the equality is \( E(m_1) \oplus E(m_2) = E(m_1 + m_2) \). \( \oplus \) represents certain operations on encryption data and this new symbol is used to emphasize that operations on encryption data are not necessarily the same as operations on plaintext.

Two motivations promote combination between secure multi-party computation schemes and differentially private mechanisms. The first motivation is to improve utility of local differentially private mechanisms. In particular, each participant of local differentially private mechanisms perturbs his data locally before these data are sent to an aggregator such that aggregation results satisfy requirements of local differential privacy without dependence of a trust aggregator. However, due to added noise of each participant, utility of local differential privacy decreases dramatically, compared with centralized differentially private mechanisms. For example, the error boundary of local differentially private mechanisms is greater than the error boundary of centralized differentially private mechanisms with a multiplication factor \( \sqrt{n} \) [34]. Secure multi-party computation schemes, such as homomorphic encryption, can simulate a trusted center such that the error boundary of local differentially private mechanisms can be reduced to the error boundary of centralized differentially private mechanisms.

The second motivation is to make final results of secure multi-party computation satisfying requirements of differential privacy so that attackers cannot infer individuals’ information from these final results. Specifically, secure multi-party computation can make sure that any third parties and participants of computation can learn nothing except final results. For example, homomorphic encryption schemes enable executing operations on encryption data so that an aggregator can learn nothing except encryption results of final results. However, secure multi-party computation cannot stop information leakage from final results [92]. For example, two parties compute their average salaries via secure multi-party computation methods. When one party obtains their average salary, the salary of the other party can be inferred easily. The differentially private mechanisms can stop information leakage from final results so the combination between differentially private mechanisms and homomorphic encryption schemes can guarantee result privacy.

In this section, we focus on the combination between differentially private mechanisms and homomorphic encryption schemes. Homomorphic encryption is more general than other secure multi-party computation schemes such as secure sharing methods [9] because homomorphic encryption can support more rich operations and functions such as the logarithm and exponential function. These functions are widely used in data analysis tasks such as the classification task [81] in machine learning. In addition, data analysis tasks usually are based on many complex operations. Therefore, the combination between differentially private mechanisms and homomorphic encryption schemes are more nature and wide in real world applications.

### 4.1. Straightforward Schemes

There is a straightforward approach to combine differentially private mechanisms with homomorphic encryption schemes such that nothing can be learned except final results, and individuals’ information cannot be inferred via these final results. The architecture of this straightforward scheme...
is shown in Fig 6.

**Setup** The evaluator and each participant establish keys which they will use.

**Update** Each participant encrypts his data with noise such that the summary of all participants’ noise obeys the Laplace distribution (maybe other distributions, such as the Gaussian distribution, which can enable final results to satisfy requirements of differential privacy). These encrypted data are sent to an aggregator.

**Aggregation** The aggregator obtains each participants’ encryption data and does some certain operations over all these encryption data to obtain the final result in encrypted form. Then, the encrypted final result is sent to the evaluator.

**Evaluation** The evaluator decrypts these encryption data of the final result into plaintext and broadcasts the final result to each participant.

There are two key components in the straightforward scheme, namely the distributed noise generation method and homomorphic encryption schemes. Because noise generation methods are tightly related to the error of final results, and chosen homomorphic encryption schemes are tightly related to the computation complexity and communication overhead.

### 4.2. Homomorphic Encryption Schemes

Homomorphic encryption has developed for decades. The term homomorphism was used firstly by Rivest et al. [121]. Their objective is to compute without decrypting encrypted data. After their work, there are numerous attempts to design homomorphic encryption schemes which can support rich operations and functions. Until 2009, Gentry has proposed the first fully homomorphic encryption scheme which can perform any computable functions on encryption data [65].

There are three types of homomorphic encryption schemes including partially homomorphic encryption schemes, somewhat homomorphic encryption schemes and fully homomorphic encryption schemes. Classification of homomorphic encryption schemes is based on supported operations including addition, multiplication, and the number of times operations can be performed. In particular, partially homomorphic encryption schemes allow performing one type of operation unlimited number of times such as addition [122] [67] [116] or multiplication [58] [19]. Somewhat homomorphic encryption schemes allow performing two types of operations limited number of times such as [25] [82]. Fully homomorphic encryption schemes allow performing two type operations unlimited number of times such as [131] [28] [101]. The development of homomorphic encryption schemes is shown in Fig 7.

![Fig 6: Architecture of Straightforward Scheme](image)

**4.3. Distributed Noise Generation**

The distributed noise generation arises for two reasons. Firstly, the distributed noise generation can reduce the size of noise. In local differentially private mechanisms without homomorphic encryption schemes (secure multiple-party computation schemes), all participants add noise locally so that their privacy can be preserved, resulting in big noise. However, by homomorphic encryption schemes, each participant of these local differentially private mechanisms could locally add noise which is added up as one noise from appropriate noise distributions so that added noise of final results could be reduced.

Secondly, there is not a trusted aggregator in local differentially private mechanisms. Due to the absence of a trusted aggregator, no single participant should know overall added noise. Thus, noise added to the final result should be generated in a distributed way.

### 4.3.1. Distributed Laplace and Gaussian Noise

The distributed noise generation is that each participant generates partly noise such that aggregated noise obeys the Laplace distribution or the Gaussian distribution, which is enough to preserve differential privacy. This is possible due to infinite divisibility of the Laplace distribution and the Gaussian distribution [95]. In brief, noise from the Laplace distribution can be generated by multiple noise from the Gamma distribution, the Gaussian distribution or the Laplace distribution in a cooperatively way. And, noise from the Gaussian distribution can be generated by multiple noise from another Gaussian distributions in a cooperatively way.

**Laplace noise generated by the Gamma distribution**

Noise from the Laplace distribution can be generated by $2n$ noise from the Gamma distribution [4]. Formally,

$$Lap(\mu, s) = \frac{\mu}{n} + \sum_{i=1}^{n} (G_{i} - G_{i}^{'})$$

Where, $Lap(\mu, s)$ represents noise from the Laplace distribution with the mean of $\mu$ and the variance of $s$. $G_{i}^{'}$ and $G_{i}^{''}$ represent noise from the Gamma distribution with the density function as following

$$pd f(G_{i}^{'}) = pd f(G_{i}^{'}) = \frac{(1/2)^{1/n}}{\Gamma(1/n)} x^{1/n-1} e^{-x/2}$$
Laplace noise generated by the Gaussian distribution
Noise from the Laplace distribution can be generated by 4 noise from the Gaussian distribution [119]. Namely,

\[
\text{Lap}(0, s) = N_1(0, s/2)^2 + N_3(0, s/2)^2 - N_4(0, s/2)^2
\]

Here, \(N_i(0, s/2)\) for \(i = 1, 2, 3, 4\) represents noise from the Gaussian distribution with the mean of 0 and the variance of \(s/2\).

In addition, noise from the Gaussian distribution can be generated by \(n\) noise from another Gaussian distribution due to its infinite divisibility. Therefore, \(N_i(0, s/2)\) for \(i = 1, 2, 3, 4\) is equal to

\[
N_i(0, s/2) = \sum_{j=1}^{n} N_j(0, s/2n)
\]

In a word, noise from the Laplace distribution can be generated by \(4n\) noise from the Gaussian distribution.

Laplace noise generated by another Laplace distribution Due to infinite divisibility of the Laplace distribution, noise from the Laplace distribution can be generated by noise from another Laplace distribution [70]. Formally,

\[
\text{Lap}(0, s) = \sqrt{B_{n-1}} \sum_{i=1}^{n} \text{Lap}_i(0, s)
\]

\(B_{n-1}\) represents noise from the Beta distribution with the probability density function

\[
pd f(x) = (n-1)(1-x)^{n-2}
\]

Gaussian noise generated by other Gaussian distributions Due to infinite divisibility of the Gaussian distribution, Gaussian noise could be simulated by \(n\) Gaussian noise as following

\[
N(0, s) = \sum_{i=1}^{n} N_i(0, s/n)
\]

In a word, distributed Laplace noise could be used to construct distributed Laplace mechanisms, and distributed Gaussian noise could be used to construct distributed Gaussian mechanisms.

4.3.2. Distributed Geometric Noise
Aforementioned distributed Laplace noise and distributed Gaussian noise are from continuous distributions. There are some application scenarios where outputs of differentially private mechanisms are expected to be integers not real numbers. For example, the issued query is "how many people have a certain property". For these application scenarios, Ghosh et al. propose the geometric mechanism [66] which perturbs outputs with noise from the geometric distribution.

Geometric mechanism A random mechanism is a \(\epsilon\) geometric mechanism if for a query \(q\) and a database \(D\), the output of the mechanism is \(q(D) + N\) where \(N\) is an integer from a discrete geometric distribution with the following probability density function.

\[
pd f(N = x) = \frac{1 - \epsilon}{1 + \epsilon} \epsilon^{|x|}
\]

If outputs of queries are limited to integer numbers in a bounded interval such as \([a, b]\), all outputs less than \(a\) are remapped to \(a\), and all outputs greater than \(b\) are remapped to \(b\). The approach is called truncated geometric mechanism which also satisfies requirements of \(\epsilon\) geometric mechanism.

Geometric mechanism
Noise from the geometric distribution can be generated by \(2n\) noise from the Pólya distribution [69]. Formally,

\[
N = \sum_{i=1}^{n} (X_i^1 - X_i^2)
\]

Where, \(N\) represents noise from the geometric distribution. \(X_1^1\) and \(X_2^1\) are noise from the Pólya distribution with the probability density function as following

\[
pd f(x) = \frac{1}{(1/n + x - 1)}e^x(1 - e)^{1/n}
\]

4.3.3. Distributed Noise Approximation
Various probability distributions are related to each other as shown in Fig 8 [7] [137]. Therefore, noise from the Gaussian distribution can be approximated by noise from the binomial distribution, and noise from the Laplace distribution (the exponential distribution) can be approximated by noise from the Poisson distribution.

Dwork et al. simulate noise from the exponential distribution by noise from the Poisson distribution, and simulate noise from the Gaussian distribution by noise from the binomial distribution [48].

Gaussian noise generated by the binomial distribution First, simulate a public source of unbiased bits \(c_1, c_2, ..., c_n\). In particular, each participant shares two random bits by some secure multi-party computation method such as secret sharing. These bits are represented by \(b_1, b_2, ..., b_{2n}\). These bits can be transformed to unbiased bits \(c_1, c_2, ..., c_n\) by deterministic extractor [64]. Second, each participant shares a bit \(a_i\) and \(s_j\) is equal to \(a_i \oplus c_j\). Third, \(s_j\) is replaced by \(2s - 1\) such that 0 is remapped to -1 and 1 is still 1. At last, each participant sums these shares into a number to simulate noise from a binomial distribution. Simulated noise is used to approximate noise from the Gaussian distribution.

Laplace noise generated by the Poisson distribution First, simulate a public source of unbiased bits as the first step in simulating Gaussian noise by binomial noise above. Second, noise from the Poisson distribution can be simulated based on a sequence of unbiased bits by circuits [48]. At last, noise from the Poisson distribution can be used to simulate noise from the Laplace distribution (exponential distribution).

Notably, these two methods need unbiased or biased bits which are generated by secure multi-party computation involving many participants. Therefore, these two methods have significant communication and computation overhead.

4.3.4. Comparisons
In this subsection, the complexity of generating noise of every way is compared with each other, and the comparison is shown in Table 1. Notably, noise approximation methods
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Fig 8: Relationship among Various Probability Distributions

| target noise | tool distribution | the number of noise from tool distribution per participant | the number of unbiased bits per tool distribution noise | the number of unbiased bits in total per participant |
|--------------|-------------------|----------------------------------------------------------|------------------------------------------------------|--------------------------------------------------|
| Laplace      | Gamma             | 2                                                       | at least 2 (2.54 on average)                         | at least 4 (5.08 on average)                       |
|              | Gaussian          | 4                                                       | 1 on average                                         | 4 on average                                      |
|              | Laplace           | 1                                                       | 1                                                    | 1                                                 |
|              | other Gaussian    | 1                                                       | 1                                                    | 1                                                 |
| geometric    | Pólya (1 Gamma and 1 Poisson) | at least 2 for Gamma (on average 2.54) and for Poisson [40] | at least 2                                          |

Table 1: Complexity Comparison among Noise Generation Methods

introduced by Dwork et al. [48] are not included in Table 1. The reason is that these methods involve secure multi-party computation which dominates overhead not generating unbiased bits. The overhead of these two methods [48] is much higher than other methods.

For Laplace noise generated by Gamma noise, simulating one noise from a Gamma distribution needs at least 2 noise from an uniform distribution [5]. If all values of $a$ are equally probable for $\text{Gamma}(a) = \int_0^{\infty} x^{a-1}e^{-x}$, the average number of noise from an uniform distribution is equal to 2.54 [69].

For Laplace noise generated by Gaussian noise, simulating one noise from the Gaussian distribution needs one noise from an uniform distribution on average [26]. There are other ways which are more efficient on average but slow in the worst-case [104] [105].

For Laplace noise generated by other Laplace noise, simulating one noise from the Laplace distribution needs one noise from an uniform distribution. Specifically, the inverse cumulative distribution function is as following. Therefore, one noise from the Laplace distribution can be generated by one random number from the uniform distribution over the interval of [0, 1].

$$\text{Lap}(\mu, s) = \mu - \text{sgn}(x - 0.5) \ast s \ast \ln(1 - 2|x - 0.5|)$$

Here, $x$ is the random number from the uniform distribution over the interval of [0, 1].

For Gaussian noise generated by other Gaussian noise, the complexity of generating one Gaussian noise is analyzed in generating Laplace noise by Gaussian noise above.

For geometric noise generated by Pólya noise, simulating one noise from the Pólya distribution needs a number from the Gamma distribution and a number from the Poisson distribution [85].

4.4. Applications

The combination scheme between homomorphic encryption schemes and differentially private mechanisms is widely used in various data analysis tasks such as private record matching, private set operation, private machine learning, and so on.

Miran et al. combine differentially private mechanisms with homomorphic encryption schemes to achieve the best of both worlds [92]. They demonstrate their novel strategy by logistic regression over horizontally distributed datasets. In particular, each participant locally computes gradient over his own datasets by the objective perturbation approach [32]. Then, each participant chooses a random noise through distributed noise generation methods as mentioned before, which is added to local gradient such that aggregated noise preserves differential privacy. The perturbed local gradient is encrypted by homomorphic encryption schemes such that the aggregator can obtain encrypted global gradient by these encrypted local gradient. At last, a trusted third party decrypts that encrypted global gradient into plaintext and distributes plaintext to each participant for the next iteration.

Bailey et al combine differentially private mechanisms with fully homomorphic encryption schemes to tackle the problem of private set intersection [86]. In particular, they map elements to bins within a table by hashing-to-bins techniques [71] [117] [118]. Then, these plaintext is combined into a vector by a batching technique, and the vector is encrypted by fully homomorphic encryption scheme(BGV [27]). By homomorphic implementation of the randomized response algorithm, the server can compare his own elements with clients’ elements in form of encrypted data in a way which is differential private. The batching process reduces overhead of homomorphic element comparisons through allowing processing of multiple plaintext in a batch.
Acar et al. combine differentially private mechanisms with homomorphic encryption schemes to construct a distributed linear regression algorithm [3]. The objective is to make sure that participants do not see each others’ data and cannot infer information about others from the final constructed statistical model. In particular, each participant computes his own statistic by functional mechanism [144] and encrypts computed local statistics by homomorphic encryption schemes. These encrypted local statistics are sent to the next participant who add his own local statistic into encrypted data and send these encrypted data to the next participant. At last, a trusted participant decrypts encrypted data into plaintext and broadcasts the final result to all participants.

There are many other applications where differentially private mechanisms are combined with homomorphic encryption schemes to solve various problems. For example, Bao et al. combine differentially private mechanisms with homomorphic encryption schemes (Boneh–Goh–Nissim scheme [25]) to privately aggregate data generated by Smart Grid [14].

4.5. Discussions

Fault tolerance or off-line of some participants needs to be considered carefully. One scheme is a fault tolerance scheme, which means that the scheme still can work even if some participants of the scheme are faulty. In a distributed setting, there may be a very big number of participants. Thus, it is inevitable that some participants abort or go off-line. For example, communication channels are not available temporarily due to some accidents. However, some homomorphic encryption schemes have no ability to fault tolerance. Therefore, once one participant fails, the whole data aggregation protocol is not workable.

The combination between differentially private mechanisms and homomorphic encryption schemes results in a more complex trade-off in the whole scheme. As we all know, there is a difficult trade-off between privacy and utility in differentially private mechanisms. As for homomorphic encryption schemes, the trade-off among communication overhead, length of ciphertext, support arithmetic operations, and so on is also difficult. When differentially private mechanisms are combined with homomorphic encryption schemes, there are more competitive goals to balance. Therefore, the combination makes the trade-off among various competitive goals extremely difficult.

Sensitivity of distributed differentially private mechanisms is hard to compute. In particular, sensitivity could be global sensitivity which is a property of queries. Therefore, it is relatively easy to compute by each participant locally although it wastes computation resources due to repeated calculation by each participant. However, global sensitivity always so big that utility of data is ruined totally if added noise is calibrated by global sensitivity. Other concepts of sensitivity such as record sensitivity [81], smooth sensitivity [114], elastic sensitivity [84], and so on are dependent of data records although added noise is relatively smaller than global sensitivity if added noise is calibrated by these concepts of sensitivity. Dependence of data records means that communication overhead and computation overhead are significantly high. For example, smooth sensitivity is hard to be computed even if differentially private mechanisms are in a centralized setting. In the distributed setting, smooth sensitivity is even harder to be computed.

Differentially private mechanisms also can be combined with other secure computation schemes such as secret sharing [24] [57] [138], garbled circuits [140] [141], trusted execution environment [98]. These different secure computation schemes have different properties in terms of communication overhead, the ability to fault tolerance, computation overhead, supported arithmetic operations, the complexity of schemes, and so on. Therefore, which secure computation scheme is appropriate depends on application scenarios.

5. Hardness Results Obtained by the One-way Function

The one-way function is the function that is easy to compute on every input, but hard to invert the image of any random input [37]. This description of the one-way function is two-fold. Firstly, the "easy" means that the one-way function can output results on every input in polynomial time. The "polynomial time" is another terminology in cryptography. In cryptography schemes, there is a secure parameter which is to quantify the secure strength of schemes, say k. The "polynomial time" means that running time is a polynomial formula of the secure parameter. For example, running time \( k^2 + c \) and \( k^{100} + k^{10} + 10 \) are both polynomial running time where c is a constant number. These polynomial time schemes are also called efficient schemes which refer to feasibility in terms of computing time. Secondly, the hardness from image to pre-image refers to that there is no polynomial time algorithm which can obtain pre-image for a given image.

The one-way function is usually based on some hard problems in the field of cryptography such as the discrete logarithm problem [80], big integer factorization problem, modular powers, and modular squaring. For example, the hardness of discrete logarithm problem is demonstrated in Fig 9. Specifically, the discrete logarithm problem is: for a prime number n and a generator g, given a number a, find a number x such that \( a = g^x \bmod n \). In this example shown in Fig 9, let \( g = 5, n = 7, a = 4 \). The normal logarithm \( \log_4 4 \) can be computed by the binary search algorithm. In particular, select two numbers \( x_1 \) and \( x_2 \) such that \( 5^{x_1} < 5^x < 5^{x_2} \). Then let \( x_3 = (x_1 + x_2)/2 \). If \( 5^{x_3} < 4 \), then let \( x_1 = x_3 \). Otherwise, let \( x_2 = x_3 \). Compute \( x_3 = (x_1 + x_2)/2 \) again, and repeatedly do the same operations until \( x_1 \) is close to the value \( \log_4 4 \) enough (namely, \( 5^{x_1} \) is close to 4 enough).

However, for the discrete logarithm problem, the binary search algorithm does not work. In particular, for \( a_1 = 4 \), \( x_1 = 2(4 = 5^2 \bmod 7) \). However, for \( a_2 = 1 \), \( x_2 = 0(1 = 5^0 \bmod 7) \), and \( a_3 = 2 \), \( x_3 = 4(2 = 5^4 \bmod 7) \). As can be seen in Fig 9, although \( a_2 = 1 \) and \( a_3 = 2 \) are both less than
Fig 9: Comparison between Normal Logarithm and Discrete Logarithm

\[ a_1 = 4, \ a_2 = 1 \] lies on left of \( a_1 = 4 \), and \( a_3 = 2 \) lies on right of \( a_1 = 4 \). That is, the size relationship of \( a \) fails to indicate the size relationship of \( x \). Due to the failure of determining size relationship of \( x \) by size relationship of \( a \), the binary search algorithm cannot solve the discrete logarithm problem. Actually, there is no polynomial time algorithm which can solve the discrete logarithm problem right now if the prime number \( n \) is sufficiently large.

The discrete logarithm problem is appropriate to construct the one-way function [124]. Firstly, for a given input \( x, g^x \mod n \) is easy to compute because there are only operations of calculating the exponential function and operations of calculating the mod function. Secondly, for a given \( a \), it is hard to find \( x \) such \( a = g^x \mod n \), which is interpreted above. That is, for discrete logarithm, it is hard to invert the image of any input.

The one-way function is the security foundation of modern cryptography [108]. Specifically, cryptography schemes are constructed by a one-way function, which means that these schemes are based on difficult problems such as the discrete logarithm problem. The procedure of constructing cryptography schemes makes sure that the used difficult problem is solved if there is an attacker who can break one cryptography scheme. Because there is no efficient algorithm which can solve used difficult problem right now to the best knowledge, there is no attacker who can break cryptography schemes. The one-way function provides modern cryptography with a provable and firm mathematics foundation.

### 5.1. Hardness Results

In differential privacy, an important research direction is to explore what is impossible to achieve in terms of utility [130]. These theoretical upper boundaries and lower boundaries can avoid wasting engineers’ time and energy when they try to design differentially private mechanisms for specialized applications. Until now, there have been some excellent papers which present hardness results for differential privacy based on the one-way function. These hardness results have a firmly mathematical foundation and clearly secure semantics due to the one-way function.

Claims of hardness results in differential privacy usually are related to five factors including the size of data universal denoted by \( |X| \), the size of query sets denoted by \( |Q| \), the size of datasets denoted by \( |D| \) which are sampled by a certain probability distribution over data universal, the boundary of error denoted by \( \varepsilon \), and running time of differentially private mechanisms denoted by \( T \). Sometimes, the success probability of differentially private mechanisms denoted by \( \beta \) is also mentioned. Claims are in the form of "For data universal with size \( |X| \) and a query set with size \( |Q| \), there is no polynomial time(or other claims of running time) differentially private mechanisms which can take a dataset with size \( |D| \) as the input and output an accurate answers to every query in \( |Q| \) up to the error of \( \varepsilon \) with high probability \( \beta \)."

In this subsection, we focus on hardness results of differential privacy in three aspects including non-interactive query release, interactive query release, and synthetic data set generation. In the setting of non-interactive query release, differentially private mechanisms need to output answers to all possible queries in a query set with a given error boundary. While, in the setting of interactive query release, differentially private mechanisms just need to output answers to a certain number of queries in a query set not all queries in the query set although these queries to be answered might be chosen adaptively. The synthetic dataset is a specific dataset which is generated from a raw dataset such that the synthetic dataset is interchangeable with the raw dataset. In particular, the synthetic data can be used to accurately answer queries which can be accurately answered by the raw dataset.

#### 5.1.1. Non-interactive Query Release

Dwork et al. firstly build the connection between differentially private mechanisms and traitor-tracing schemes to demonstrate a hardness result of differential privacy in terms of non-interactive query release [52]. Traitor-tracing schemes are introduced by Benny et al. for protecting digital copyright [35]. Roughly speaking, traitor-tracing schemes generate an encryption key as well as a tracing key for a sender and \( n \) different decryption keys for \( n \) different receivers. Traitor-tracing schemes make sure two guarantees. (1) Messages encrypted by the sender’s encryption key can be decrypted by arbitrary receivers’ decryption key. (2) If there is an efficient pirate decoder which is able to decrypt encrypted messages, traitor-tracing schemes can identify at least one receiver who contributes his decryption key to the pirate decoder no matter how receivers combine their keys to construct the pirate decoder.

Traitor-tracing schemes consist of four algorithms including a setup algorithm, an encryption algorithm, a decryption algorithm, and a tracing algorithm [143]. Specifically, the setup algorithm takes a security parameter \( k \) as the input and outputs an encryption key for a sender, a tracing key for the tracing algorithm and different decryption keys for \( n \) different receivers. The encryption algorithm takes messages and the encryption key as inputs and then outputs the ciphertext. The decryption algorithm takes the ciphertext and a decryption key as inputs and then outputs the message which is encrypted by the sender. The tracing algorithm takes a decryption key(pirate decoder) as input and then outputs at
least one receiver who contributes his decryption key to the pirate decoder. 

The amazing connection between differentially private mechanisms and traitor-tracing schemes is shown in Fig 10. In particular, there is a set of receivers who put their decryption keys into a dataset $D$ as data records. An sender encrypts possible messages into ciphertext which is used to generate queries. In Dwork’s context, queries are statistical queries of form "what fraction of data records(decryption key) in the dataset satisfies the property specialized by a query (can be used to decrypt a given ciphertext)" [90]. Suppose there is a differential privacy mechanism(cracking algorithm) which takes the dataset $D$(some decryption keys) as the input and outputs a summary(pirate decoder) which can be used to answer queries(decrypt ciphertext) in the query set(set of all legal ciphertext). The differential privacy mechanism corresponds to a cracking algorithm of traitor-tracing schemes and the summary corresponds to a pirate decoder. The privacy attacker who tries to identify one record of the dataset corresponds to the tracing algorithm which tries to identify one decryption key of receivers. If the differential privacy mechanism keeps its privacy guarantee, that no algorithm can identify any one data record in the dataset by the summary, then the tracing algorithm cannot identify a receiver who contributes his decryption key to the pirate decoder. That is, secure traitor-tracing schemes do not exist.

Lucas et al. give another hardness result for differentially private mechanisms based on the one-way function [96]. For data universal $X$ with size $|X| = 2^{poly(k)}$ and a statistical query set $|Q|$ with size $|Q| = 2^k$, there is no polynomial time differential privacy mechanism which can take a dataset $D$ with size $n = poly(k)$ drawn from the data universal $X$ as the input and answer every query in the query set $Q$ up to an additive error of $\pm 1/3$ if the one-way function exists. Lucas et al. demonstrate that the existence of the one-way function implies the existence of traitor-tracing schemes by constructing a traitor-tracing scheme based on the one-way function. Therefore, the existence of the one-way function implies hardness results for differentially private mechanisms by the conclusion of Dwork [52]. In addition, compared with Dwork’s traitor-tracing scheme, Lucas’s traitor-tracing scheme supports a longer length for an encryption key so that data universal could be larger.

5.1.2. Interactive Query Release

Jonathan et al. give a hardness result for differentially private mechanisms in terms of interactive query release by stateful traitor-tracing schemes [128]. Specifically, for data universe $X = \{0,1\}^d$ where $|X| = 2^d$ and a statistical query set $Q$ with size $2^{poly(n,d)}$ where $n$ is the number of data records in a dataset $D$, there is no $(poly(n,d))$ polynomial time $(1,1/poly(n))$ differential privacy mechanism which can answer all queries in the query set $Q$ up to the error of $e = 1/2 - poly(n,d)$ with the probability $\beta = 1 - poly(n,d)$ if there exists a traitor-tracing scheme in which the length of a encryption key is $d$ and the length of ciphertext is $poly(n,d)$ where $n$ is the number of receivers.

5.1.3. Synthetic Datasets

Dwork et al. firstly build the connection between differentially private mechanisms and digital signature schemes to demonstrate hardness results of differential privacy in terms of synthetic dataset generation [52]. Digital signature schemes consist of three algorithms including a key generation algorithm, a signing algorithm, and a verification algorithm. Specifically, the key generation algorithm takes a security parameter as the input and outputs a secret key denoted by $sk$ and a public key denoted by $pk$. The signing algorithm takes a secret key together with a message $m$ as inputs and outputs a signature $\sigma = sign(sk, m)$. The verification algorithm takes a public key, a message $m$ together with a signature $\sigma$ as inputs and outputs an assertion that this signature is generated by the message $m$ or not, namely $ver(pk, m, \sigma) = 1$ or 0. If this signature is generated by the message, the verification algorithm outputs 1, otherwise 0. Roughly speaking, the digital signature schemes guarantee that there is no polynomial time cracking algorithm which can forge a signature $\sigma'$ for a
given message $m'$ such that $ver(sk, m', a') = 1$.

The connection between differentially private mechanisms and digital signature schemes is as follows. The signature algorithm randomly selects $n$ messages and generates their signatures. These pairs of a message and its signature are put into a dataset $D$. In Dwork’s context, queries in query set $Q$ are statistical queries of form "what fraction of data records (pair of a message and its signature) in dataset can satisfy the property specialized by a query (satisfy verification algorithm)". Suppose there is a differential privacy mechanism which can take the dataset $D$ as the input and outputs a synthetic dataset $\hat{D}$ such that the synthetic dataset can be used to generate answers to queries in the query set. The synthetic dataset at least has one record $(\hat{m}, \hat{\sigma})$. If queries in the query set obtain an accurate answer, the differential privacy mechanism successfully forges a pair of a message and its signature, which means that the differential privacy mechanism breaks the security of digital signature schemes. However, there is no polynomial time cracking algorithm for digital signature schemes at present. Due to the contradiction, supposing the existence of such differentially private mechanisms is wrong.

Dwork et al. give a hardness result for differentially private mechanisms in terms of generating synthetic dataset by the connection between differentially private mechanisms and digital signature schemes [52]. Specifically, for data universe $X = \{0, 1\}^d(|X| = 2^d)$ and a statistical query set $Q$ with a description length $poly(n, d)(|Q| = 2^{poly(n, d)})$ where $n$ is the number of data records in the dataset $D$, there is no $(poly(n, d))$ polynomial time $(1, 1/poly(n))$ differential privacy mechanism which can take the dataset $D$ as the input and output a synthetic dataset $\hat{D}$ that can be used to answer all queries in the query set $Q$ up to the error of $e = 1/3$ if there exists a secure digital signature scheme.

Jonathan et al. give another hardness result for differentially private mechanisms in terms of generating synthetic dataset by probabilistically checkable proofs [129]. Specifically, for data universe $X = \{0, 1\}^d(|X| = 2^d)$ and a statistical query set $Q$ with a description length $poly(n, d)(|Q| = 2^{poly(n, d)})$ where $n$ is the number of data records in a dataset $D$, there is no $(poly(n, d))$ polynomial time $(1, 1/poly(n))$ differential privacy mechanism which can take the dataset $D$ as the input and output a synthetic dataset $\hat{D}$ which can be used to answer all 2-way marginals queries in the query set $Q$ up to the error of $e = 1/3$ if there exists the one-way function. Jonathan et al. show that statistical queries which are considered in Dwork’s work [52] can be transformed into 2-way marginals queries by probabilistically checkable proofs [18]. In addition, the existence of the one-way function implies the existence of digital signature schemes. Therefore, Jonathan et al. reach their conclusion.

5.2. Discussions

Two points of the previous subsection are worth further explaining. Firstly, used queries of the previous subsection are somewhat complex and involve computing some cryptographic functionality. That is, these used queries are not nature queries in real applications. Therefore, these obtained hardness results still leave the possibility of designing efficient differentially private mechanisms for nature queries. Actually, there are papers discussing nature queries such as histograms (point functions) [10], threshold functions [50], [51], [17] [29], conjunctions (marginals) [127] [31] [53].

Secondly, these obtained hardness results are under the constrain of polynomial time differentially private mechanisms. However, for a dataset $X = \{0, 1\}^d$, if the $d$ is appropriately small, then exponential time differentially private mechanisms are feasible in real applications. Therefore, some researchers propose exponential time differentially private mechanisms for the relatively small dataset for a better accuracy. For example, Barak et al. give an exponential time differentially private mechanism for generating synthetic datasets [15]. Blum et al. give another exponential time differentially private mechanism (with subsequent developments in [52] [56] [73] [76]) for answering more than $n^2$ queries [23].

The key to obtain hardness results of differential privacy through cryptography is to find the correspondence between differentially private mechanisms’ components and cryptography schemes’ components like [52]. In the correspondence relationship, the differentially private mechanisms play the role of a cracking algorithm in cryptography such that the existence of differentially private mechanisms implies the existence of a cracking algorithm of cryptography, resulting in a contradiction. Due to the contradiction, the conclusion of no such differentially private mechanisms can be achieved.

Except for the one-way function, there are other approaches which are possibly used to obtain hardness results for differentially private mechanisms. The first approach is probably approximately correct (PAC) learning. A series of works have shown that an efficient PAC learning algorithm can be used to obtain an efficient differentially private mechanism [23] [72] [73] [77]. Therefore, if there is a hardness result for PAC learning, intuitively, there might be a corresponding hardness result for differentially private mechanisms. The second approach is information theory. Notably, a privacy attacker in information theory generally has infinite computing power, which is different from cryptography where a privacy attacker only has polynomial computing power. There are some excellent papers which give hardness results for differential privacy based on information theory such as [113] [112] [89] [107] [16] [87]. These hardness results obtained by information theory for differential privacy are discussed more deeply in Vadhan’s tutorial [130].

6. Future Direction

Although differential privacy has developed for many years, it is still a thriving research topic. Due to wide and successful applications in various fields, there arises a lot of new problems to be solved for differential privacy.

6.1. Distributed Sensitivity Calculation

Sensitivity is a necessary parameter for each participant in local differential privacy models. Specifically, in local dif-
Improving Utility of Differentially Private Mechanisms

| Reference | Application | Size of Data | Size of Database | Size of Query Set | Running Time | Error Boundary | Query Type |
|-----------|-------------|--------------|-----------------|------------------|--------------|---------------|------------|
| Dwork [52] | Non-interactive query release | $2^d$ | $n$ | $2^{poly(n,d)}$ | $poly(n,d)$ | $1/2 - poly(n,d)$ | Statistical query |
| Lucas [96] | Non-interactive query release | $2^{2n(\log\log d)}$ | $poly(d)$ | $2^d$ | $poly(d)$ | $\pm 1/3$ | Statistical query |
| Jonathan [128] | Interactive query release | $2^d$ | $n$ | $2^{n+o(1)}$ | $poly(n,d)$ | $\pm 0.49$ | Statistical query |
| Dwork [52] | Synthetic data set | $2^d$ | $n$ | $2^{poly(n,d)}$ | $poly(n,d)$ | $1/3$ | Statistical query |
| Jonathan [129] | Synthetic data set | $2^d$ | $n$ | $2^{poly(n,d)}$ | $poly(n,d)$ | $1/3$ | 2-way marginals queries |

Table 2: Comparison of Hardness Results

$d$ is the number of bits of a string which is used to present a data record. $n$ is the number of records in a database. $poly()$ represents a polynomial with respect to its inputs. For example, $poly(n,d)$ is a polynomial function with respect to $n$ and $d$.

Differential privacy models, each participant perturbs his data locally such that privacy can be preserved even if an aggregator might attempt to infer participants’ data, leading to large noise in the final aggregation result. To reduce the size of noise, secure multi-party computation methods are introduced to local differential privacy models so that each participant can generate partly noise whose summary can preserve privacy of the final result. Therefore, each participant needs to know sensitivity of queries because sensitivity is a key parameter of local noise distributions. For example, to generate noise from the Laplace distribution in a distributed way by the Gamma distribution, each participant generates partly noise from the Gamma distribution with density function as following

$$pdf(x) = \frac{(1/2)^{1/n}}{\Gamma(1/n)} x^{1/n-1} e^{-x/s}$$

Here, the parameter $s = 2(\Delta D/c)^2$ is the variance of the Laplace distribution. So, all participants need to know sensitivity $\Delta D$.

How to calculate sensitivity in a distributed way needs to further explore. The first concept of sensitivity is global sensitivity which is a property of queries. Therefore, global sensitivity can be calculated by each participant locally according to issued queries. However, if noise is calibrated by global sensitivity, the added noise is so big that utility of data is totally ruined in many real-word applications. To that end, many concepts of database-based sensitivity such as restricted sensitivity [21] are proposed. Due to the absence of a trusted aggregator, database-based sensitivity needs to be calculated in a collaborative way in local differential privacy model. Unfortunately, the process of calculating database-based sensitivity involves data records which differentially private mechanisms are intended to protect. It is possible to leak privacy information of data in the process of calculating database-based sensitivity. How to privately calculate database-based sensitivity needs to further explore. In addition, some concepts of database-based sensitivity are hard to compute even if this calculation is in the centralized differential privacy model such as smooth sensitivity [114]. In a distributed setting, this calculation is harder. So, in a word, how to privately and efficiently calculate database-based sensitivity in a distributed setting deserves further study.

6.2. New Cryptography Primitive

The privacy guarantee of cryptography schemes could be relaxed when they are combined with differentially private mechanisms for privacy preservation. The reason is two-fold. Firstly, although cryptography schemes can guarantee that nothing can be learned except final results, the differentially private mechanisms allow leaking a few information which is strictly controlled by the privacy parameter $c$. Therefore, when these two kinds of mechanisms are combined with each other, a few information is legally leaked even if cryptography schemes leak nothing. So, the privacy guarantee of cryptography schemes could be relaxed to a new guarantee. For example, cryptography schemes could be allowed to leak a few information which is controlled by the privacy parameter.

Secondly, relaxing privacy guarantees of cryptography schemes can reduce computing overhead of combination schemes between differentially private mechanisms and cryptography schemes. In particular, the cryptography schemes are based on some cryptographic primitive operations whose computing overhead is significant such as the operation of encryption. Prohibitively high computing overhead stops applications of combined schemes. Fortunately, some papers point out that computing overhead can be dramatically reduced if the privacy guarantee of cryptography schemes can be relaxed. For example, Mazloom et al. come up with an idea: “instead of claiming that the servers(attackers) learn nothing about the input values, they claim that what servers(attackers) do learn from the computation process preserves the differential privacy of the input.” [109]. Wagh et al. introduce differential privacy into oblivious RAM [133]. By theoretical analyses, simulations, and real-world implementation, they demonstrate that differential privacy enhances the performance of oblivious RAM mechanisms while providing rigorous privacy guarantees.

In brief, the privacy guarantee of cryptography schemes is not necessary to be that nothing can be learned, and relaxing privacy guarantee can reduce computing overhead of...
combination schemes between differentially private mechanisms and cryptography schemes. So, in order to pave the way for wider applications of differentially private mechanisms, it is worth exploring new cryptography primitives which allow leaking limited information while preserving differential privacy for inputs values.

6.3. Improving Utility

Improving utility of differentially private mechanisms promotes the development of differential privacy. For example, to improve data utility, various concepts of sensitivity are proposed. These concepts make it possible to add database-based noise so that added noise could be reduced. Another example is the introduction of secure multi-party computation. Specifically, each participant of local differentially private mechanisms perturbs his data locally, resulting in big noise in the final result. The introduction of secure multi-party computation enables each participant of local differential privacy model to add smaller noise while preserving privacy of the final result.

At present, many technologies including cryptography schemes can improve utility of differential privacy. As mentioned before, shuffling by anonymous communication can improve data utility of differential privacy [34] [13]. There are other technologies which can be used to improve utility of differentially private mechanisms including sub-sampling [12], iteration [62] [8], and so on.

The differentially private mechanisms are more frequently used in more complex data analysis tasks such as machining learning. Compared with traditional data analysis tasks including queries release and statistical estimation, these more complex data analysis tasks require for higher utility. In addition, sophisticated data analysis technologies bring huge profits to commercial companies. Therefore, these commercial companies take advantage of their own large datasets to support complex data analysis tasks for improving their services. However, these used datasets have a lot of privacy information of individuals. It is great significant for preserving personal privacy to improve utility of differentially private mechanisms so that these mechanisms can work in complex data analysis tasks.

7. Conclusion

Due to the wide and successful applications of data analysis technologies, many institutions have accumulated rich data to improve their services. However, personal data are collected, stored, and shared among various institutions for research goals or commercial goals, leading to increasing concern about personal privacy. Especially, there are many data leakage events. For example, all 6.5 million Israeli voters are exposed [132].

Differential privacy is a promising tool to handle the problem of privacy preservation so it has drawn significant attention. In this survey, we elaborate that how to improving utility of differential privacy through cryptography and what is impossible to achieve for utility of differential privacy from the lens of cryptography. Specifically, we analyze the utility amplification effect of anonymous communication. Then, we investigate the combination between differentially private mechanisms and homomorphic encryption schemes for purpose of improving utility. Next, we present hardness results about what is impossible for differentially private mechanisms’ utility. These hardness results are obtained through the one-way function.

Differential privacy benefited from cryptography in past and will benefit from new developments of cryptography in the future. We are motivated to make the survey for summarizing the state-of-the-art and promoting further developments of differential privacy.
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