Scattering expansion for localization in one dimension: From disordered wires to quantum walks
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We present a perturbative approach to disordered systems in one spatial dimension that accesses the full range of phase disorder and clarifies the connection between localization and phase information. We consider a long chain of identically disordered scatterers and expand in the reflection strength of any individual scatterer. We apply this expansion to several examples, including the Anderson model, a general class of periodic-on-average-random potentials, and a two-component discrete-time quantum walk, showing analytically in the latter case that the localization length can depend non-monotonically on the strength of phase disorder (whereas expanding in weak disorder yields monotonic decrease). More generally, we obtain to all orders in the expansion a particular non-separable form for the joint probability distribution of the transmission coefficient logarithm and reflection phase. Furthermore, we show that for weak local reflection strength, a version of the scaling theory of localization holds: the joint distribution is determined by just three parameters.

I. INTRODUCTION

The localization of waves by disorder (Anderson localization) is a topic of enduring interest due to the wide range of settings in which it occurs, including electron transport, classical optics, acoustics, and Bose-Einstein condensates [1]. Progress in the general theory of localization, independent of model details or of physical realization, can have similarly broad implications. Another setting for localization, of recent interest as a potential quantum computing platform [2–4], is the quantum walk [5–7], which is a quantum version of the classical random walk. Localization has been demonstrated in quantum walks both experimentally and theoretically [8–19] and could impact quantum computing proposals even in the idealized limit of no decoherence [13, 14, 20, 21].

A distinctive feature of localization in quantum walks is the prominent role of phase disorder. Modern experimental platforms allow a high degree of control over a spatially varying phase which can be disordered [8–11]. Localization in what is perhaps the simplest quantum walk, a discrete-time quantum walk (DTQW) in one spatial dimension, has been experimentally realized both for strong phase disorder [9] and for a controllable range of phase disorder from weak to strong [11]. However, existing analytical approaches seem to apply only in the limiting cases when phase disorder is either weak or strong [18, 19]. Furthermore, there are several phases that can appear in the quantum “coin” (see below) of a DTQW [18, 22], and a localization calculation that allows them all to be disordered simultaneously seems to be lacking in the literature.

A pillar of our general understanding of localization is the scaling theory initiated by Abrahams et al. in Ref. [23] in the context of electron transport. While localization may be characterized in several ways, including the absence of diffusion and the exponential decay of eigenstates, the scaling theory focuses on the suppression of the dimensionless conductance $g$ through a disordered sample (e.g., a cube of side length $L$). The conductance has some probability distribution $P_L(g)$ over disorder realizations, and the scaling theory asserts that for sufficiently large $L$, all dependence of the function $P_L$ on $L$ and on microscopic details may be absorbed into a small (i.e., at least not growing with $L$) number of parameters $X_1(L), X_2(L), \ldots$ that obey scaling equations of the form $d\ln X_i(L)/d\ln L = \delta_i(X_1(L), X_2(L), \ldots)$ (see, e.g., Refs. [24, 25]). The study of these scaling equations, and of the number of parameters needed in various cases, gives insight into disorder-driven phase transitions and has been a significant area of research in disordered systems.

In one spatial dimension, in which case localization is generally strongest, one can use a scattering setup [26] based on the Landauer formula for the conductance: $g = \frac{2e^2}{h} T$, where $T$ is the transmission coefficient (we consider the case of a single scattering channel) of the sample [27]. The typical transmission coefficient $T$ of a long sample of length $L$ decays exponentially: $T_{\text{typical}} \sim e^{-2L/\loc}$, which defines the localization length $\loc$. In the transfer matrix approach, theorems for random matrices demonstrate that the probability distribution $P_L(-\ln T)$ over disorder realizations [which by the Landauer formula is simply related to $P_L(g)$] is Gaussian for large $L$ [28]. All dependence of $P_L(-\ln T)$ on $L$ and on disorder thus reduces to two parameters (the mean and variance). A further reduction called single-parameter scaling (SPS), in which the two parameters reduce to one by an equation relating them, was originally obtained using an assumption of phase uniformity [26], but has since been shown to hold in certain limits even without this assumption [29–31].

In this paper, we present a perturbative approach to localization in one spatial dimension. Our scattering-
based approach accesses the full range of phase disorder, clarifies the connection between localization and phase information more broadly, and applies to a general class of systems that includes DTQWs [32]. A central feature of our approach is the relation between the localization properties and the reflection phase of a disordered sample [26, 33, 34]. (This phase has been measured in a DTQW experiment [35].) We calculate the localization length and the probability distribution of the reflection phase, and we extend the scaling theory to include correlations between the reflection phase and the transmission coefficient. For a Letter version of this paper, see Ref. [36].

We now summarize our approach and results in more detail. We consider a disordered sample consisting of many single-channel scatterers that are independently and identically disordered, and we expand in the magnitude of the reflection amplitude of any individual scatterer [37]. Our first main result is the expansion of the inverse localization length. We construct this expansion recursively and show that all orders depend only on local averages (that is, disorder averages over any single site). We obtain a similar expansion of the probability distribution of the reflection phase (finding that it is generally uniform only at the zeroth order), and indeed use this expansion in calculating the localization length.

We proceed to apply our first result to disordered wires and DTQWs. In the former case, we consider both the Anderson model and a broad class of periodic-on-average random systems (PARS), verifying that our results agree with and extend results from the literature. (For general background on PARS, see, e.g., Ref. [38] and references therein.) We then calculate the localization length analytically as a function of arbitrary phase disorder in a two-component DTQW in one dimension. We expect our calculation to apply to scattering setups [32] and beyond, and indeed we verify that our result interpolates between known results for weak and strong disorder that were calculated without reference to scattering [18, 19]. We find that the localization length can depend non-monotonically on the strength of phase disorder (similar to behavior seen numerically in Refs. [11, 18]) [39]. Our expansion applies when the quantum “coin” is highly biased (see below), which is a regime of interest for optimizing quantum search [22]. Even if the coin is only moderately biased, we find favorable agreement with numerics using the first two non-vanishing orders of our expansion.

Our second main result concerns the joint probability distribution $P_L(−\ln T, \phi)$, where $\phi$ is the reflection phase of the disordered region. We use an ansatz to find that for large $L$ and to all orders in the scattering expansion, $P_L(−\ln T, \phi)$ tends to a Gaussian function (of $−\ln T$) with mean, variance, and overall scale all depending on $\phi$ and all calculable order by order in terms of local averages. We further show that at the leading order in the local reflection strength, a version of the scaling theory applies: the joint distribution is determined by three parameters, which we may take to be the mean of $−\ln T$ and the mean and variance of $\phi$. The latter two reach constant values for large system size ($\beta_2 = \beta_3 = 0$ in the notation used above).

Another contribution of this paper is to extend the perturbative derivation of SPS by Schrader et al. [31], while also explicitly connecting their result to a scattering setup. As we review in the main text, Ref. [31] demonstrates SPS in a general setting at the leading order in a small parameter. We point out that in a scattering setup, the local reflection strength is a valid choice for this parameter, which confirms (without assuming phase uniformity) the expectation in the literature that SPS should hold for weak local scattering [25]. We also extend the SPS relation to another order in the local reflection strength. (SPS cannot hold generally at the next order beyond, as Schrader et al. have shown that the Anderson model is a counter-example [31].) Note then that both SPS (for the distribution of $−\ln T$) and the three-parameter scaling that we find for the joint distribution are obtained in the same regime (weak local scattering).

We now make several comments about the scope of this paper. First, we focus throughout on the strongly localized regime ($L \gg L_{loc}$). Second, we confine our attention to static (quenched) disorder that is independently and identically distributed (i.i.d.). Finally, we assume that there is no decoherence. In spite of the above restrictions, our work applies to a variety of problems that can be put into a scattering framework, including classical as well as quantum problems, since Anderson localization is ultimately a phenomenon of wave interference. Also, our approach might extend to the quasi-one-dimensional case (which we discuss more in the Conclusion).

The paper is organized as follows. In Sec. II, we present the basic setup and review the most relevant prior work. In Sec. III, we present our results for the localization length and reflection phase distribution, and we apply them to disordered wires and discrete-time quantum walks. (We also include our results on SPS in this section, though they partially depend on results from the section following it.) In Sec. IV, we present our results for the joint probability distribution. We summarize and discuss possible future work in Sec. V.

II. SETUP AND REVIEW OF PRIOR WORK

A. Setup

We consider a one-dimensional “sample” consisting of $N$ sites labeled by $n = 1, \ldots, N$ (Fig. 1). The sample is attached to infinite “leads” and is a scattering region.
for incoming and outgoing waves in the leads. Each site in the sample is associated with an array \(D_n\) of disorder variables. For instance, in the Anderson model with diagonal disorder, \(D_n\) would be the onsite potential, i.e., an array of length 1. The disorder is assumed to be i.i.d. with some normalized probability distribution \(\rho(D_n)\), and we write disorder averages of any quantity \(X\) as \(\langle X \rangle = \int dD_n \rho(D_n)X\) (any site \(n\)) and \(\langle X \rangle_{1...N} = \int \prod_{n=1}^N dD_n \rho(D_n)X\) (the average over all \(N\) sites).

We assume that each site has a 2 x 2 disordered \(S\) matrix \(S_n\) which we parametrize by

\[
S_n = \begin{pmatrix} t_n & r_n' \\ r_n & t_n' \end{pmatrix} \quad (2.1a)
\]

\[
= \begin{pmatrix} \sqrt{T_n} \exp[i\phi_n] & \sqrt{R_n} \exp[i\phi_r'] \\ \sqrt{R_n} \exp[i\phi_r] & \sqrt{T_n} \exp[i\phi_r'] \end{pmatrix}, \quad (2.1b)
\]

where \(t_n\) and \(t_n'\) (\(r_n\) and \(r_n'\)) are the local transmission (reflection) amplitudes, \(T_n = |t_n|^2 = |t_n'|^2\) (\(R_n = |r_n|^2 = |r_n'|^2\)) are the local transmission (reflection) coefficients, and \(\phi_t\) and \(\phi_{t'}\) \((\phi_r\) and \(\phi_{r'}\)) are the transmission (reflection) phases, which unitarity constrains by \(R_n + T_n = 1\) and \(\phi_{t'} + \phi_t - \phi_r - \phi_{r'} = \pi\) (modulo \(2\pi\)). Here and throughout, the subscript \(n\) indicates dependence on the channel variables \(D_n\) of site \(n\). We consider only the single channel case, i.e., the amplitudes are complex numbers and not matrices.

We consider the scattering problem of the \(N\)-site sample. The \(S\) matrix for the sample, denoted \(S_{1...N}\), relates incoming and outgoing scattering amplitudes in the leads by

\[
\begin{pmatrix} \Psi_R^+ \\ \Psi_L^+ \end{pmatrix} = S_{1...N} \begin{pmatrix} \Psi_R^- \\ \Psi_L^- \end{pmatrix}. \quad (2.2)
\]

The \(S\) matrix is obtained in the usual way by multiplying the scattering transfer matrices of the \(N\) sites and converting the resulting scattering transfer matrix back to an \(S\) matrix (see Appendix A). We write

\[
S_{1...N} = \begin{pmatrix} \sqrt{T_{1...N}} \exp[i\phi_{t_{1...N}}] & \sqrt{R_{1...N}} \exp[i\phi_{r_{1...N}}] \\ \sqrt{R_{1...N}} \exp[i\phi_{r_{1...N}}] & \sqrt{T_{1...N}} \exp[i\phi_{t_{1...N}}] \end{pmatrix}, \quad (2.3)
\]

in which the parameters are constrained by unitarity to satisfy the same equations mentioned below Eq. (2.1b).

No further discussion of the leads is necessary at this point; the problem is to study the sample \(S\) matrix (2.3) given the local \(S\) matrix (2.1a), which in any particular problem depends on the properties of the sample and leads.

The central object of our study is the joint probability distribution of the minus logarithm of the transmission coefficient (denoted \(s_{1...N} \equiv -\ln T_{1...N}\)) and of either one of the reflection phases (we choose the right-to-left phase, \(\phi_{t_{1...N}}\)). We focus at first on the localization length and the marginal distributions of \(s\) and \(\phi_{r'}\) (which indeed are determined by the joint distribution). We write the joint and marginal distributions as

\[
P_N(s', \phi_{r'}) \equiv \langle \delta(s_{1...N} - s') \delta(\phi_{r_{1...N}} - \phi_{r'}) \rangle_{1...N}, \quad (2.4a)
\]

\[
P_N(s) = \int_{-\pi}^{\pi} d\phi_{r'} P_N(s, \phi_{r'}), \quad (2.4b)
\]

\[
p_N(\phi_{r'}) = \int_0^\infty ds \ P_N(s, \phi_{r'}), \quad (2.4c)
\]

where the subscript \(N\) on the left-hand side, in departure from our usual convention, indicates dependence on the number \(N\) rather than on \(D_N\) [40]. As discussed in the Introduction, for a large sample \((N \gg 1)\) the probability distribution of \(s\) is Gaussian with the mean growing linearly with \(N\) (although the Gaussian form may not accurately calculate moments of \(T\) and \(T^{-1}\) [41]). The localization length \(L_{loc}\) is then determined by

\[
\langle s_{1...N} \rangle_{1...N} = \frac{2}{L_{loc}} N + O(N^0). \quad (2.5)
\]

The variance \([\text{denoted } \sigma(N)^2]\) of \(P_N(s)\) also grows linearly with \(N\), and SPS holds when the mean and variance are related by an equation (see below).

**B. Review of prior work**

In this discussion, we present results from the literature as they apply to our setup, using our notation throughout. We focus on prior work most relevant to our work and do not attempt a comprehensive review. We first review explicit, model-independent results for the localization length and for SPS from the literature, and then we discuss the relation of our work to the literature on the joint distribution.

In Ref. [26], Anderson et al. proposed that there would be a length scale \(\ell_p\) beyond which complete phase randomization would occur. According to this uniform phase hypothesis, for \(N \gg \ell_p\) the phase of \(r_{N+1}'r_N\), which we write as \(\nu_{1...N} \equiv \phi_{r_{1...N}} + \phi_{r_{N+1}}\), is distributed uniformly in \((-\pi, \pi)\) and independently of \(T_{N+1}\). We will use “uniform” to refer to a phase distribution being uniform over \((-\pi, \pi)\), unless otherwise noted. This hypothesis yields an explicit formula for the localization length in terms of a local average [26]:

\[
\frac{2}{L_{loc}} = \langle -\ln T_n \rangle_{n} \quad \text{(any site } n). \quad (2.6)
\]

Furthermore, the same hypothesis yields SPS by relating the mean and variance through [26]

\[
\lim_{N \to \infty} \frac{\sigma(N)^2}{2N} = \frac{2}{L_{loc}}. \quad (2.7)
\]

However, the uniform phase hypothesis was shown to fail in a number of cases including strong disorder (see [42]}.
and references therein, as well as [43–46]), multiple scattering channels [47], and anomalies in the Anderson model [48, 49]. In Ref. [33], though, Lambert and Thorpe obtained a more general formula for the localization length that accounts for deviations from phase uniformity:

\[
\frac{1}{L_{\text{loc}}} = (-\ln T_n)\, n_1 + \langle \ln [1 + R_{N+1} + 2\sqrt{R_{N+1}\cos(\nu_{1..N})}] \rangle_{1..N+1},
\]

in which \( N \gg 1 \) and \( n \) is any site. Equation (2.8) recovers the uniform phase result (2.6) when \( \nu_{1..N} \) is uniformly distributed independently of \( R_{N+1} \) [since \( \int_{-\pi}^{\pi} d\nu \ln (1 + R + 2\sqrt{R\cos \nu}) = 0 \)]. In Refs. [33, 34], Lambert and Thorpe furthermore showed that, in a model consisting of randomly spaced delta function scatterers of equal strength, the probability distribution of \( \nu_{1..N} \) is generically non-uniform even for an arbitrarily long chain. The second term in (2.8) makes a substantial correction to the first, particularly for weak disorder. In a more general setting, an expression for the probability distribution of \( \nu_{1..N} \) at the zeroth order in disorder strength (with the thermodynamic limit taken before the limit of zero disorder) was derived by Lambert et al. in Ref. [50]; the authors then used this probability distribution in Eq. (2.8) to find that the localization length is finite in band gaps and infinite outside of band gaps, as expected [50].

The significance of the delta-function model considered by Refs. [33, 34] was challenged by Stone et al. in Ref. [51], in which the authors showed numerically that in the Anderson model with weak, diagonal disorder with vanishing mean onsite energy, the probability distribution of \( \nu_{1..N} \) is indeed uniform for large \( N \). Stone et al. obtained a formula analogous to (2.8) for the variance \( \sigma(N)^2 \), using this formula, Eq. (2.8), and the uniformity of the distribution of \( \nu_{1..N} \), they obtained both the known weak disorder expansion for the inverse localization length and the SPS relation (2.7). The authors further argued that the delta-function model considered by Lambert and Thorpe is a special case and that any model with the potential being positive as often as negative would yield results similar to those in the Anderson model.

A number of works (including some that we have cited above) have studied the distribution of the reflection phase \( \phi_{r_1..N} \) rather than of \( \nu_{1..N} \). We can understand this as follows. By construction, \( \nu_{1..N} \) is distributed uniformly provided that either or both of \( \phi_{r_1..N} \) and \( \phi_{rN+1} \) are distributed uniformly. The challenging case, then, is what happens when the local phase \( \phi_{rN+1} \) is non-uniformly distributed: Does the distribution of the sample phase \( \phi_{r_1..N} \) become uniform for large \( N \), or not? From here on, we mean by the “uniform phase hypothesis” the assertion that either or both of the sample reflection phases, \( \phi_{r_1..N} \) and \( \phi_{r1..N} \), are distributed uniformly for large \( N \).

Another approach to the SPS relation was provided by Deych et al. in Refs. [29, 30]. Deych et al. argue that the SPS relation holds in the regime \( \ell_{\text{loc}} \gg \ell_s \), where \( \ell_s \) is a new length scale that they identify, without appeal to any uniform phase hypothesis. In a setup encompassing both the Anderson model with diagonal disorder and the case of equally spaced delta functions with random strengths [29, 30, 51], Deych et al. provide analytical results in the Lloyd model (i.e., disorder following a Cauchy distribution). They obtain the SPS relation, albeit with an extra prefactor of 2 that they attribute to the peculiarity of the Cauchy distribution; they also present numerical evidence for the SPS relation following from the condition \( L_{\text{loc}} \gg \ell_s \) in a more generic model (an array of square well potentials with random widths) [29, 30].

The work with most overlap with ours is that of Schrader et al. in Ref. [31] (see also Ref. [52]), which presents an explicit formula for the inverse localization length and variance and a proof of the SPS relation, all at the leading order in a small parameter. In particular, Schrader et al. proved \( 2/L_{\text{loc}} = D\lambda^2 + O(\lambda^3) \) and \( \lim_{N \to \infty} \sigma(N)^2/(2N) = 2/L_{\text{loc}} + O(\lambda^3) \), where \( D \) is given in terms of averages over local quantities [unlike Eq. (2.8), which includes an average over the whole sample] and where \( \lambda \) is a small parameter that Schrader et al. identified as “the effective size of the randomness” [31]. The quantity \( D \) consists of a sum of two terms, one that recovers the uniform phase result (2.6) at leading order in \( \lambda \) and a second that contributes due to departures from the uniform phase hypothesis [31]. Schrader et al. point out that although the second term vanishes in the Anderson model (with diagonal disorder and vanishing mean onsite energy), it is in general not a small correction to the first term (for instance, in the random polymer model [53]). Schrader et al. also calculate \( 2/L_{\text{loc}} \) and \( \lim_{N \to \infty} \sigma(N)^2/(2N) \) to the next non-vanishing order in the Anderson model \( (\lambda^3) \), showing that both the uniform phase formula (2.6) and the SPS relation (2.7) break down at this order [31].

Let us next review prior work on the joint distribution of \( s \) and \( \phi_{r'} \). Given a maximum entropy ansatz, Ref. [54] found that the probability distribution of \( s \) satisfies a Fokker-Planck equation (which in turn yields a Gaussian distribution for \( s \)) [55]. The maximum entropy ansatz yields a factorization of the joint distribution of \( s \) and \( \phi_{r'} \) into a product of the two marginal distributions, with the marginal distribution of \( \phi_{r'} \) being uniform. This calculation applies when either or both of the sample reflection phase and local reflection phase are distributed uniformly.

While our work focuses on the case of a single scattering channel (i.e., \( 2 \times 2 \) S matrices), it is useful for further comparison with the literature to consider the case of an arbitrary number \( N_c \) of channels \( (2N_c \times 2N_c \) S matrices). In this more general case, the \( S \) matrix may be parametrized by \( N_c \) transmission coefficients and \( 4N_c^2 - N_c \) phases [56, 57]. The generalization of the uniform phase hypothesis to this case is known as the
isotropy assumption and is believed to hold when there are many channels \((N_c \gg 1)\) with sufficient coupling between them (see Ref. [58] and references therein). Under this assumption, the joint probability distribution of the \(N_c\) transmission coefficients satisfies a version of the Fokker-Planck equation known as the Dorokhov-Mello-Pereyra-Kumar (DMPK) equation [47, 56]. For the case \(N_c = 2\), it has been shown in particular models that the isotropy assumption breaks down and that the transmission coefficients are entangled with the phases in the Fokker-Planck equation [47, 58].

For the case \(N_c = 1\), which is our focus, general and analytical results for the joint distribution of \((s, \phi_{r'}, \phi_t)\) were obtained by Roberts in Ref. [59]; see also Ref. [42]. These works obtained factorization of the joint distribution of \((s, \phi_{r'})\) into the product of separate distributions for \(s\) and \(\phi_{r'}\), apparently in conflict with our result. In Sec. IV, we support our result with analytical calculations and numerical checks, and we provide an explanation for the discrepancy with Refs. [42, 59].

### III. SCATTERING EXPANSION OF THE LOCALIZATION LENGTH

#### A. Overview

Our first general result in this paper is a series expansion of the inverse localization length with the local reflection strength \(|r_n|\) as a small parameter. In the course of this calculation, we also present results on SPS and on the marginal distribution of the reflection phase.

Our scattering expansion is defined by rescaling \(r_n \to \lambda r_n\) and \(r'_n \to \lambda r'_n\) in the local \(S\) matrix (2.1a) (with \(t_n\) and \(t'_n\) also rescaled to maintain unitarity), and, roughly speaking, expanding in the real and positive parameter \(\lambda\). (As we discuss below, it is necessary in the calculation to consider the order of limits \(N \to \infty\) and \(\lambda \to 0^+\) in a particular way to maintain the system always in the localized regime. However, this subtlety does not appear in the final results, which may be understood as straightforward expansions in \(\lambda\).) For convenience, we let the dependence on \(\lambda\) be implicit in our notation and refer informally to an expansion in \(|r_n|\). Thus, the reflection amplitudes \(r_n\) and \(r'_n\) are both first order and the reflection coefficient \(R_n\) is second order. While we assume for now that \(|r_n|\) is linear in the small parameter \(\lambda\), we explain below the simple modifications to our results in the more general case of \(|r_n|\) starting at linear order but also having higher-order corrections.

Before presenting our calculation, we first note that the result of Schrader et al. [31] mentioned in the previous section has the following corollary: our parameter \(\lambda\) is a valid choice for their parameter \(\lambda'\), and their formula for the localization length and variance may be written in terms of local averages at any site \(n\) as (see Appendix B for the calculation) [60]

\[
\frac{2}{L_{\text{loc}}} = \langle R_n \rangle_n - 2 \text{Re} \left[ \frac{\langle r_n r'_n \rangle_n}{1 + \langle r_n r'_n / R_n \rangle_n} \right] + O(|r_n|^4), \tag{3.1}
\]

and

\[
\lim_{N \to \infty} \frac{\sigma(N)^2}{2N} = \frac{2}{L_{\text{loc}}} + O(|r_n|^4), \tag{3.2}
\]

where we have also improved their results from \(O(|r_n|^3)\) error to \(O(|r_n|^4)\) error (see next paragraph). The first term on the right-hand side of Eq. (3.1) is the small \(|r_n|\) expansion of the uniform phase result (2.6), while the second term is the contribution from deviations from the uniform phase hypothesis. We emphasize again that the second term is not, in general, a small correction to the first; indeed, both terms are of the same order in the small parameter. We also note that unlike the Lambert and Thorpe formula (2.8), Eq. (3.1) involves only local averages and no averaging over the whole chain.

In writing Eqs. (3.1) and (3.2), we have in fact gone beyond the immediate corollary of the result of Schrader et al., which would yield the leading order contributions as given above but with \(O(|r_n|^3)\) error instead of \(O(|r_n|^4)\) [61]. The third order terms, and indeed all odd orders, vanish due to the following symmetry argument. The localization length and variance must be invariant under phase redefinitions of the incoming and outgoing scattering amplitudes; in particular, we can redefine \(\Psi_n^\pm \to e^{\pm i\phi/2}\Psi_n^\pm\) \((\alpha = R, L)\), which sends \(r_n \to e^{-i\phi}r_n\) and \(r'_n \to e^{i\phi}r'_n\). It follows that \(r_n\) and \(r'_n\) must appear in equal numbers in each term (hence there are no terms of the order of an odd power of \(|r_n|\)). This argument relies on the existence of series expressions for \(2/L_{\text{loc}}\) and \(\lim_{N \to \infty} \sigma(N)^2/(2N)\) with coefficients involving only local averages of integer powers of \(r_n, r'_n, v_n\), and \(R_n\) (note that the latter two are invariant under the phase re-definition). In this section we show that such a series exists for \(2/L_{\text{loc}}\) and in Sec. IV we show it for \(\lim_{N \to \infty} \sigma(N)^2/(2N)\).

We have thus explicitly connected SPS to the weakness of the local reflection strength, and we have extended the SPS relation to one more order [Eq. (3.2)]. Our next task is to apply the scattering expansion to the inverse localization length, recovering Eq. (3.1) and providing a recursive calculation of higher orders. We show that all orders of the series depend, as in Eq. (3.1), only on averages involving the local reflection amplitudes \(r_n\) and \(r'_n\). We explicitly verify the vanishing of the third order and present the next non-vanishing order \(|r_n|^4\).

A key ingredient in our calculation is the limiting form as \(N \to \infty\) of the probability distribution of the reflection phase, which we write as

\[
p_\infty(\phi_{r'}) = \lim_{N \to \infty} p_N(\phi_{r'}). \tag{3.3}
\]

(In Appendix D, we show that this limit exists given the assumption that localization occurs.) Our approach is based on the following series formula, which
we derive below, that expresses the inverse localization length in terms of the Fourier coefficients $p_{\infty, \ell} \equiv \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell\phi} p_{\infty}(\phi)$ and the moments of $r_n$: \[ \frac{2}{L_{\text{loc}}} = \langle -\ln T_n \rangle_n - 4\pi \text{Re} \left[ \sum_{\ell=1}^{\infty} \frac{1}{\ell} p_{\infty, -\ell} \langle r_{n,\ell}^1 \rangle_n \right]. \quad (3.4) \]

Equation (3.4) is related to the Lambert and Thorpe formula (2.8), with the essential difference being that we focus on the distribution of $\phi_\nu$ rather than $\nu$ and work in frequency space. Note that the uniform phase distribution is only known numerically (although Schrader et al. [31] calculated $p_{\infty, \pm 1}$ in an equivalent form).

In order to use Eq. (3.4), we calculate the probability distribution of the reflection phase order by order in the scattering expansion. We show that the zeroth-order distribution is (generically) the uniform distribution, and that at any fixed order of the expansion, only finitely many of the Fourier coefficients $p_{\infty, \ell}$ are non-vanishing. We further show that the expansion coefficients are local averages that can be calculated recursively. Together with Eq. (3.4), this recursive expansion of the Fourier coefficients $p_{\infty, \ell}$ yields our scattering expansion of the inverse localization length.

In the remainder of this section, we derive the above results (Sec. III B), then apply them to disordered wires (Sec. III C) and to quantum walks (Sec. III D). We note here that our calculation in this section only considers the localization length and not the variance; however, we do obtain Eq. (3.2) by a different approach in Sec. IV, and it is convenient to apply this result in this section to comment on SPS in a broad class of PARS.

## B. General calculation

We compare a sample of size $N$ with a sample of size $N + 1$ using the following exact relations between the transmission coefficients and reflection phases (for completeness we derive them in Appendix A):

\[ T_{1...N+1} = \frac{T_{1...N}T_{N+1}}{1 - \sqrt{R_{1...N}N\ell} e^{i\phi_{1...N} + \phi_{N+1}}} \quad (3.5a) \]

\[ \phi_{1...N+1} = \phi_{1...N} + \pi + \phi_{N+1} - \operatorname{Arg} \left[ \frac{1 - \sqrt{R_{1...N}N\ell} e^{i\phi_{1...N}}} {1 - r_{N+1} e^{i\phi_{1...N}}} \right] \quad (3.5b) \]

modulo $2\pi$.

A basic assumption of our calculation is that localization occurs: that is, for large $N$ the sample reflection coefficient $R_{1...N} \approx 1$ in all disorder realizations [62]. We can then replace $R_{1...N} \to 1$ in the logarithm of Eq. (3.5a) and in Eq. (3.5b); in other words, we keep $\ln T_{1...N}$ and constant terms, but neglect terms linear or higher in $T_{1...N}$. We thus obtain

\[ s_{1...N+1} = s_{1...N} + g_{N+1}(\phi_{1...N}'), \quad (3.6a) \]
\[ \phi_{1...N+1}' = \phi_{1...N}' + h_{N+1}(\phi_{1...N}'), \quad (3.6b) \]

where

\[ g_{n}(\phi) = -\ln T_{n} + \ln \left(1 - r_{n} e^{i\phi} - r_{n}^{*} e^{-i\phi} + R_{n}\right), \quad (3.7a) \]
\[ h_{n}(\phi) = \pi + \phi_{n} + \phi_{n}' + i \ln \frac{1 - r_{n} e^{i\phi}} {1 - r_{n}^{*} e^{-i\phi}}. \quad (3.7b) \]

Let us pause to present an intuitive picture, in which we temporarily think of the increasing sample size $N$ as representing time. Then, Eq. (3.6b) indicates that the reflection phase performs a random walk on the circle; furthermore, the probability distribution of the step size depends on the current position that the walk has reached. From this point of view, it is clear that the long-time distribution of the phase should generally be non-uniform, since the walk will spend more time in regions where the step size is smaller. From Eq. (3.6a), we see that the variable $s$ performs a random walk on the half-line with a step size that depends on the current position of the phase walk, though not on the current position of $s$. While the average position reached by $s$ after a long time may be obtained by treating the phase as simply another disorder variable in the step size (i.e., sampling the phase from its long-time distribution), the variance of $s$ and the correlations between $s$ and the phase seem to require a more careful treatment (Sec. IV). To clarify a technical point about our expansion, we temporarily restore the true small parameter $\lambda$. While we are interested in the regime of small $\lambda$, we cannot simply expand in $\lambda$ for fixed $N$, since the point $\lambda = 0$ corresponds to a sample transmission coefficient of unity, inconsistent with our replacing $R_{1...N} \to 1$. Instead, we must suppose that for any fixed $\lambda > 0$, there is some sufficiently large $N_{0}(\lambda)$ for which the sample transmission coefficient is negligible for any $N \geq N_{0}(\lambda)$ in every disorder realization [62]. $[N_{0}(\lambda)$ is of order of the localization.
length, so in view of our results below, it will turn out that \( N_0(\lambda) \sim 1/\lambda^2 \) [3]. All expansions in powers of \( \lambda \) in our calculations below must be understood as occurring in the regime of \( \lambda > 0 \) with \( N \geq N_0(\lambda) \) [63]. This subtlety need not be considered in our final answer for \( 2/L_{\text{loc}} \), and we have there a simple expansion in \( \lambda \).

We make a few comments now about our conventions. Here and throughout we use a superscript to indicate the order in \( |r_n| \) (i.e., \( X^{(j)} \sim |r_n|^j \) for any quantity \( X \)). Also, since the disorder is i.i.d., we frequently replace the disorder average over site \( N + 1 \) by an average over any site \( n \). Finally, all phases are constrained to be in \( [-\pi, \pi] \), and any equations between non-exponentiated phases are to be understood as holding modulo \( 2\pi \).

Next, we develop the scattering expansion for the Fourier coefficients \( p_{\infty, \ell} \). A recursion relation for \( p_N(\phi, r) \) is determined by \( p_{N+1}(\phi, r) = \langle \delta(\phi - \phi_0) \rangle_{1\ldots N+1} \), from which Eq. (3.6b) then yields

\[
p_{N+1}(\phi, r) = \int_{-\pi}^{\pi} d\phi' p_N(\phi, r) \times \delta(\phi' + b_n(\phi' - \phi))_n. \tag{3.8}
\]

We then send \( N \to \infty \) and take the Fourier transform of both sides to obtain [noting Eq. (3.7b)]

\[
p_{\infty, \ell} = (-1)^\ell v_n^{-\ell} \int_{-\pi}^{\pi} d\phi \frac{e^{-i\phi}}{-2\pi} p_{\infty}(\phi) A_{n, \ell}(\phi)_n, \tag{3.9}
\]

where we have defined

\[
v_n = \frac{r_n r'_n}{R_n}, \tag{3.10a}
\]

\[
A_{n, \ell}(\phi) = \left( \frac{1 - r_n e^{i\phi}}{1 - r_n e^{-i\phi}} \right)^\ell. \tag{3.10b}
\]

Eq. (3.9) can be solved order by order in the scattering expansion, as we now show.

We write the expansions of \( p_{\infty}(\phi) \) and \( A_{n, \ell}(\phi) \) as

\[
p_{\infty}(\phi) = \sum_{j=0}^{\infty} p_j^{(0)}(\phi) \quad \text{and} \quad A_{n, \ell}(\phi) = \sum_{j=0}^{\infty} A_j^{(n, \ell)}(\phi),
\]

with corresponding expansions for the Fourier coefficients. Note that by the normalization condition, \( \int_{-\pi}^{\pi} d\phi p_\infty(\phi) = 1 \), we have \( p_j^{(0)} = 0 \) for all \( j \geq 1 \).

We now equate terms of the same order on both sides of Eq. (3.9). Since \( A_0^{(0)} = 1 \), the quantity \( p_0^{(0)} \) appears on both sides of the order \( q \) equation (for any \( q \geq 0 \)). This has two immediate consequences. First, the zeroth-order part of Eq. (3.9) is

\[
p_{0, \ell}^{(0)} = (-1)^\ell \langle v_n^{-\ell} \rangle_n p_0^{(0)} \tag{3.11}
\]

and second, for any \( q \geq 1 \), the order \( q \) part of Eq. (3.9) for \( \ell \neq 0 \) can be re-arranged to

\[
p_{q, \ell}^{(q)} = \frac{(-1)^\ell}{1 - (-1)^\ell \langle v_n^{-\ell} \rangle_n} \sum_{j=0}^{q-1} \sum_{\ell'=-\infty}^{\infty} \sum_{j=0}^{\infty} p_j^{(j)} A_{n, \ell, \ell'} A_{n, \ell'}^{(q-j)}(\phi) \tag{3.12}
\]

where \( A_{n, \ell, \ell'}(\phi) = \int_{-\pi}^{\pi} \frac{d\phi'}{2\pi} e^{-i\phi' \phi} A_{n, \ell}(\phi) \) [and where we have written \( \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\phi' \phi} A_{n, \ell}^{(q-j)}(\phi) \) as a sum over Fourier coefficients].

Equation (3.11) implies (see next paragraph) that \( p_{0, \ell}^{(0)} = 0 \) for all \( \ell \neq 0 \). The \( \ell = 0 \) Fourier coefficient is fixed by the normalization of the probability distribution, so we find that the zeroth-order distribution is uniform:

\[
p_{\infty, 0}^{(0)}(\phi, r) = \frac{1}{2\pi}. \tag{3.13}
\]

Equations (3.12) and (3.13) rely on assumptions of “reasonable” disorder and “generic” model parameters, as we now explain. For instance, the limit of no disorder at all technically meets our definitions so far, but must be excluded. Also, in applying our approach to any particular model, we must consider the model as part of some family of models (e.g., with parameters taking a continuous range of values), since our results are expected to hold generically but may break down at some special values of parameters (the anomalous momenta of the Anderson model are an example). A precise statement of these assumptions is (a) that localization occurs (an assumption that we have used already), and (b) that the following inequality holds for all integers \( \ell \neq 0 \):

\[
(\epsilon_{\ell} - \phi_n^{(\ell)} + \phi_{n+1}^{(\ell)} + \pi)_n \neq 1, \tag{3.14}
\]

where \( n \) is any site. We expect that any choice of disorder distribution and model parameters that violates (3.14) is “non-generic” (since a particular alignment of reflection phases across disorder realizations is required). [In Appendix F, we consider the case that (3.14) is only assumed for \( 0 < |\ell| \leq \ell_{\text{max}} \) for some finite \( \ell_{\text{max}} \).]

Noting that \( v_n = e^{i(\phi_n^{(\ell)} + \phi_{n+1}^{(\ell)})} \), we see then that for \( \ell \neq 0 \), we have \( (-1)^\ell \langle v_n^{-\ell} \rangle \neq 1 \), so indeed Eq. (3.11) implies \( p_{0, \ell}^{(0)} = 0 \) and the denominator in Eq. (3.12) is non-vanishing.

Equation (3.12) is almost in a form in which we can calculate the reflection phase distribution to many orders. The point is that the right-hand side involves only the reflection phase distribution at lower orders than the order \( q \) on the left-hand side; thus, in principle we can start with Eq. (3.13) and iterate Eq. (3.12) to calculate higher orders. To make this process more efficient, we show next that only finitely many Fourier coefficients are non-vanishing at any given order. In particular, we show that for any \( q \geq 0 \),

\[
p_{q, \ell}^{(q)} = 0 \quad \text{(for } |\ell| > q\text{)}, \tag{3.15}
\]

and we show that the sum over \( \ell' \) on the right-hand side of Eq. (3.12) can be truncated to a finite sum:
The Fourier coefficients $A_{n,\ell,\ell'}$ that we need are easily calculated to many orders from the definition (3.10b), and the positive frequency coefficients $(\ell > 0)$ can be obtained from $p_{\infty, -\ell} = p_{\infty, \ell}^*$. Near Eq. 3.16, we use some simple properties of the function $A$. We start by noting that $A_{n,\ell,\ell'}^{(j)} = 0$ for $|\ell'| > j$. Suppose now that for some $q \geq 1$, $p_{\infty,\ell'} = 0$ when $0 \leq j \leq q - 1$ and $|\ell'| > j$ (this holds for $q = 1$ by Eq. (3.13)). Then the only terms on the right-hand side of Eq. (3.12) that can be non-zero are those with $|\ell'| \leq j$ and $|\ell| + |\ell'| \leq q - j$, which implies $|\ell| \leq q$ for these terms. Thus, Eq. (3.15) holds by induction. The sum over $\ell'$ in Eq. (3.12) can therefore be truncated to $\ell' = -j$ to $j$. Fixing $\ell < 0$, we can see that the negative $\ell'$ terms can be dropped since $A_{n,\ell,\ell'} = 0$ for $\ell' < \ell$; thus we obtain Eq. (3.16). Further improvement (dropping terms in the sum that must be zero) is possible, but Eq. (3.16) suffices for our purposes.

We can now calculate higher orders of the reflection phase distribution in a completely mechanical, recursive fashion using Eq. (3.16), starting from $p_{\infty,0}^{(0)} = \delta_{e,0}/(2\pi)$. To present compactly the first few terms of these expansions, we use the following notation:

$$\alpha_j = \frac{1}{1 - \langle v_n \rangle_n}, \quad \gamma^{(1)} = \alpha_1 \langle r_n^2 \rangle_n, \quad \gamma^{(2)} = \alpha_2 \langle r_n^2 - 2\gamma^{(1)} v_n \rangle_n,$$
$$\gamma_1^{(3)} = \alpha_3 \langle r_n \gamma^{(1)} r_n - \gamma^{(2)} v_n \rangle_n, \quad \gamma_3^{(3)} = \alpha_3 \langle r_n^2 - 3\gamma^{(1)} r_n^2 v_n + 3\gamma^{(2)} v_n^2 \rangle_n. \quad (3.17a-b,c-d,e)$$

Then we obtain, transforming back from frequency space (see Appendix F for further detail)

$$2\pi p_{\infty}^{(\phi_{\ell'} \phi_{\ell})} = 1 + 2k \left[ \gamma^{(1)} + \gamma^{(3)}_1 \right] e^{-i\phi_{\ell'}} + \gamma^{(2)} e^{-2i\phi_{\ell'}} + \gamma^{(3)}_3 e^{-3i\phi_{\ell'}} + O(|r_n|^4), \quad (3.18)$$

which shows explicitly the corrections to the uniform distribution that is obtained at zeroth order. Let us also note that interchanging $r_n \leftrightarrow r_n^*$ in Eqs. (3.17b)–(3.17e) yields the corresponding expression for the limiting distribution of the left-to-right reflection phase $(\phi_{\ell' \leftarrow \ell})$.

We proceed to use the reflection phase distribution to calculate the inverse localization length in the scattering expansion. We start by deriving the relation (3.4) between the localization length and the Fourier coefficients $p_{\infty, \ell}$. From the recursion relation (3.6a) for $s$, it follows that for sufficiently large $N$, $(s_{1...N})_{1...N}$ increases by the same constant amount (which by definition is $2/L_{loc}$) each time $N$ is increased by one:

$$\langle s_{1...N+1} \rangle_{1...N+1} - \langle s_{1...N} \rangle_{1...N} = \int_{-\pi}^{\pi} d\phi_{\ell'} p_{\infty}^{(\phi_{\ell'} \phi_{\ell})} g_{n+1}(\phi_{\ell'}) \langle n+1 \rangle_{\ell' \leftarrow \ell}. \quad (3.19)$$

The site $N + 1$ on the right-hand side can be replaced by any site $n$, since the disorder is by assumption distributed identically across the sites. Thus, we may obtain an expression for the inverse localization length in terms of the reflection phase distribution:

$$\frac{2}{L_{loc}} = \frac{2}{2\pi} \int_{-\pi}^{\pi} d\phi_{\ell'} p_{\infty}^{(\phi_{\ell'} \phi_{\ell})} g_n(\phi_{\ell'}) \langle n \rangle_{\ell' \leftarrow \ell} + \frac{1}{\pi} \int_{-\pi}^{\pi} d\phi_{\ell'} p_{\infty}^{(\phi_{\ell'} \phi_{\ell})} \langle n \rangle_{\ell' \leftarrow \ell}. \quad (3.20a-b)$$

Equation (3.20b) can also be obtained directly from the Lambert and Thorpe expression [Eq. (2.8)], or (using the correspondence discussed in Appendix B) from the Furstenberg formula quoted in Ref. [31]. Expressing the second term in frequency space is straightforward [64] (see Appendix E) and yields Eq. (3.4).

Since the odd orders vanish due to the symmetry argument presented below Eq. (3.2), we may write

$$\frac{2}{L_{loc}} = \sum_{j=1}^\infty \left( \frac{2}{L_{loc}} \right)^{(2j)} \left( \phi_{\ell} \right), \quad (3.21)$$

where the superscript indicates the order in the expansion. Furthermore, for any $j \geq 1$, Eq. (3.4) yields

$$\left( \frac{2}{L_{loc}} \right)^{(2j)} = \frac{1}{j} \langle R_n^j \rangle_n - 4\pi \Re \left[ \sum_{\ell=1}^j \frac{1}{\ell} \left( R_n^j - \langle r_n^{\ell} \rangle_n \right) \right]. \quad (3.22)$$

where we noted that Eq. (3.15) allows us to drop the terms $\ell = j + 1$ to $2j$ in the sum. Reading off the Fourier coefficients from Eq. (3.18), we then calculate the first two non-vanishing orders of the scattering expansion for the inverse localization length (the main result of this section):
\[
\frac{2}{L_{\text{loc}}} = \langle R_n \rangle_n - 2 \text{Re} \left[ \frac{\langle r_n \rangle_n \langle r_n' \rangle_n}{1 + \langle r_n r_n' / R_n \rangle_n} \right] - \frac{1}{2} \langle R_n^2 \rangle_n
\]

\[
- \text{Re} \left[ \alpha_2 (\langle r_n^2 \rangle_n - 2 \alpha_1 \langle r_n \rangle_n \langle r_n v_n \rangle_n) (\langle r_n^2 \rangle_n - 2 \alpha_1 \langle r_n' \rangle_n \langle r_n' v_n \rangle_n) + 2 \alpha_1^2 \langle r_n \rangle_n \langle r_n' \rangle_n \langle r_n r_n' \rangle_n \right] + O(|r_n|^6). \quad (3.23)
\]

On the right-hand side, the first two terms are second order and recover Eq. (3.1). The remaining terms are fourth order. We have explicitly checked [using Eq. (3.4)] that the third- and fifth-order contributions vanish, consistent with the general symmetry argument. Our recursive formula (3.16) can straightforwardly generate still higher orders of Fourier coefficients \(p_{\infty,t}\), and thus of \(2/L_{\text{loc}}\).

A final technical point is that we have so far assumed that \(|r_n|\) is strictly linear in the small parameter \(\lambda\). However, it may be the case in a particular problem that \(|r_n|\) starts at linear order in some parameter \(\lambda\) but also has higher-order corrections in \(\lambda\) (for instance, this occurs in the Anderson model, where \(\lambda\) is essentially the disorder strength). There are two straightforward steps to adapt the results of this section to this more general case. First, the condition (3.14) is required to hold at the zeroth order in \(\lambda\) as \(\lambda \to 0\). Second, the series for \(2/L_{\text{loc}}\) is to be truncated to a fixed order in \(\lambda\), which implies in particular that each term at a given order \(j\) in the \(|r_n|\) expansion contributes generally at all orders \(j' \geq j\) in \(\lambda\).

C. Application to disordered wires

In this section, we apply our general results to the Anderson model and to a broad class of PARS. In the Anderson model, we consider the case of diagonal disorder (i.e., disorder in the onsite energies but not the tunneling) and show that our next-to-leading order result (3.23) agrees with and extends a known formula for the weak disorder expansion of the inverse localization length. We also verify our result for the probability distribution of the reflection phase with the literature, and we discuss the “anomalous” values of the momentum. In the PARS case, we use the Born series to show that Eqs. (3.1) and (3.2) demonstrate the SPS relation to the first two orders in the potential strength. As a special case, we obtain the SPS relation in the same square well array model considered by Deych et al. (see Sec. II). We also verify our higher-order formula (3.23) for the inverse localization length by comparing to another special case in the literature.

1. Anderson model with diagonal disorder

As a first application and check of our general results, we consider the Anderson model: a one-dimensional tight-binding chain with disordered onsite energies. The well-known scattering setup for this problem is the following:

\[
H = -V \sum_n (|n + 1\rangle \langle n| + \text{H.c.}) + \sum_n \epsilon_n |n\rangle \langle n|, \quad (3.24)
\]

where the onsite potentials \(\epsilon_n\) are i.i.d. for \(n\) inside the “sample” region (defined as the sites \(n = 1, \ldots, N\)) and zero otherwise (\(-\infty < n \leq 0\) and \(N + 1 \leq n < \infty\)). We take \(V > 0\). The Schrödinger equation for an eigenstate \(\Psi\) is \(\sum_n \Psi(n) |n\rangle \) with energy \(E\) can be written in transfer matrix form:

\[
\begin{pmatrix} \Psi(n+1) \\ \Psi(n) \end{pmatrix} = \mathcal{M}_n \begin{pmatrix} \Psi(n) \\ \Psi(n-1) \end{pmatrix}, \quad (3.25)
\]

where

\[
\mathcal{M}_n = \begin{pmatrix} e^{\alpha - E} & -1 \\ 1 & 0 \end{pmatrix}. \quad (3.26)
\]

The clean Hamiltonian has spectrum \(E = -2V \cos k\), and given a fixed \(k \in (0, \pi)\) we can write a scattering state with energy \(E\) as

\[
\Psi(n) = \begin{cases} 
\Psi_L^+ e^{ikn} + \Psi_L^- e^{-ikn} & n \leq 1, \\
\Psi_R^+ e^{ik(n-N)} + \Psi_R^- e^{-ik(n-N)} & n \geq N.
\end{cases} \quad (3.27)
\]

The phase convention for the amplitudes on the right (i.e., the factors of \(e^{\pm ikN}\)) is chosen so that the local reflection phase takes the same form at every site (i.e., it depends on \(\epsilon_n\) but not on the integer value of the site index \(n\)), which in turn results in the existence of a limiting distribution of the reflection phase as \(N \to \infty\). Were we to omit the factors of \(e^{\pm ikN}\), the distribution would instead tend to a fixed function evaluated with an \(N\)-dependent shift of its argument and hence would not strictly have any \(N \to \infty\) limit.

To convert position-space amplitudes to scattering amplitudes, define a matrix \(\Lambda\) as

\[
\Lambda = \begin{pmatrix} e^{ik} & e^{-ik} \\ 1 & 1 \end{pmatrix}. \quad (3.28)
\]

Then,

\[
\begin{pmatrix} \Psi(1) \\ \Psi(0) \end{pmatrix} = \Lambda \begin{pmatrix} \Psi_L^+ \\ \Psi_L^- \end{pmatrix}, \quad \begin{pmatrix} \Psi(N+1) \\ \Psi(N) \end{pmatrix} = \Lambda \begin{pmatrix} \Psi_R^+ \\ \Psi_R^- \end{pmatrix}. \quad (3.29)
\]

Chaining transfer matrices then yields the desired product form of the scattering transfer matrix of the sample:

\[
T_{1 \ldots N} = T_N \ldots T_1, \quad (3.30)
\]
where we have defined a dimensionless onsite energy:

\[
\epsilon_n = \frac{\epsilon_n}{2V \sin k} = \frac{\epsilon_n}{\sqrt{4V^2 - E^2}}.
\]

(3.32)

The corresponding \(S\) matrix at site \(n\) is

\[
S_n = \left( \begin{array}{cc} 1 & -i\epsilon_n e^{-ik} \\ i\epsilon_n e^{ik} & 1 + i\epsilon_n \end{array} \right),
\]

(3.33)

from which we read off the reflection amplitudes

\[
r'_n = e^{-2ik} r_n = -\frac{i\epsilon_n}{1 + i\epsilon_n}.
\]

(3.34)

Thus, our scattering expansion applies in the regime of weak onsite energies. We assume that almost all disorder realizations have \(|\epsilon_n| < \epsilon_{\text{max}}\), where \(\epsilon_{\text{max}}\) is a fixed constant independent of the realization. Note in particular that we are not considering any long-range probability distribution (such as the Cauchy distribution considered by Deych et al. in Refs. [29, 30]). The parameter \(\lambda\) that controls the reflection strength \(|r_n|\) can be taken to be \(\lambda = \epsilon_{\text{max}}/V\), and we refer informally to an expansion in \(\epsilon_n\).

Our main result for the Anderson model is obtained by substituting the reflection amplitudes (3.34) into Eq. (3.23). With no loss of generality (see below), we take the mean onsite energy to be zero (\(\langle \epsilon_n \rangle_n = 0\)), yielding

\[
\frac{2}{L_{\text{loc}}} = \frac{2}{2} \frac{\epsilon_n^2}{3} + \frac{3}{2} \frac{(\epsilon_n^2)^2}{2} - \frac{1}{2} \frac{(\epsilon_n^3)^2}{n} + 4 \frac{E^2 - V^2}{E \sqrt{4V^2 - E^2}} \langle \epsilon_n^2 \rangle_n \langle \epsilon_n^3 \rangle_n + O(\epsilon_n^6).
\]

(3.35)

The terms in the first line of (3.35) recover the known expansion to fourth order [66]. The fifth-order term in the second line is the leading dependence on the asymmetry of the probability distribution of the onsite energy, in particular its skewness (i.e., third moment). We are able to calculate the fifth order term here because there is no term of fifth order in the reflection strength in Eq. (3.23).

We note that Eq. (3.35) is consistent with the work of Ref. [67], which considers an asymmetric distribution with (in our notation) \(\langle \epsilon_n \rangle_n = 0\), \(\langle \epsilon_n^2 \rangle_n \neq 0\), and a small \(\langle \epsilon_n^3 \rangle_n \neq 0\). Reference [67] finds that the non-vanishing skewness has no effect at leading order on the inverse localization length.

The result (3.35) might be expected to hold more generally, in particular with periodic or open boundary conditions instead of the scattering setup that we used. As a consistency check of this expectation, we consider the localization length as a function of the eigenstate energy \(E\) and the average onsite energy: \(L_{\text{loc}}(E, \epsilon_{\text{avg}})\), where \(\epsilon_{\text{avg}} = \langle \epsilon_n \rangle_n\).

With periodic or open boundary conditions, the average onsite energy is just an additive constant in the Hamiltonian, so we must have the symmetry property \(1/L_{\text{loc}}(E + \epsilon_{\text{avg}}, \epsilon_{\text{avg}}) = 1/L_{\text{loc}}(E, 0)\). We have verified that our scattering calculation also has this symmetry property [by evaluating Eq. (3.23) with general \(\epsilon_{\text{avg}}\) and comparing to Eq. (3.35)] up to error \(O(\lambda^0)\). Note that \(\epsilon_{\text{avg}} = O(\lambda)\) here.

We emphasize that the equivalence of \(L_{\text{loc}}\) across different boundary conditions must break down if we allow \(\epsilon_n\) to be sufficiently large in sufficiently many disorder realizations (e.g., by taking \(\epsilon_{\text{avg}}\) to be large or by having large variations about \(\epsilon_{\text{avg}}\)), for then the scattering setup has an attenuation effect, that is not present in the problems with periodic or open boundary conditions. This regime is outside the scope of our calculation, since the reflection strength approaches unity. We do not know if the difference between boundary conditions can be detected at sufficiently high order in the scattering expansion, but due to the symmetry property mentioned in the previous paragraph, we expect that Eq. (3.35) holds also for periodic or open boundary conditions.

To explain this point in more detail, we consider first the clean limit with strong onsite energy (all \(\epsilon_n \equiv \epsilon_{\text{avg}} \gg V, |E|\)). In the case of periodic or open boundary conditions, \(\epsilon_{\text{avg}}\) is of no significance and the localization length is infinite. However, with scattering boundary conditions, the transmission coefficient \(T_{1\cdots N}\) decays exponentially in \(N\) purely because of attenuation. More generally, in the course of a strong disorder calculation, Ref. [68] shows that the transmission coefficient (with any disorder such that all \(\epsilon_n\) are large) is simply proportional to the product of \(1/\epsilon_n\) over all sites \(n\), from which it follows that \(2/L_{\text{loc}} = \langle |n(\epsilon_n/V)|_n \rangle_n\) in the scattering setup; however, this cannot be the answer in the periodic or open setups because setting all \(\epsilon_n\) to be equal yields a non-zero \(L_{\text{loc}}\).

Next, we calculate the probability distribution of the reflection phase up to errors of third order in \(\epsilon_n\), verifying our answer with the literature in the special case of \(\epsilon_{\text{avg}} = 0\). Here we do not see any obvious symmetry relation between the problem with \(\epsilon_{\text{avg}} = 0\) and the problem with small, non-zero \(\epsilon_{\text{avg}}\).

For convenience, we define

\[
\Delta \epsilon_n = \epsilon_n - \langle \epsilon_n \rangle_n.
\]

(3.36)

We then obtain

\[
\gamma^{(1)} = \frac{e^{-i\epsilon_n}}{2\sin k} \left[ -i \langle (\Delta \epsilon_n)^2 \rangle_n + (1 + \langle \epsilon_n \rangle_n \cot k) \langle \epsilon_n \rangle_n \right] + O(\epsilon_n^3),
\]

(3.37a)

\[
\gamma^{(2)} = -\frac{ie^{-2\epsilon_n}}{2\sin(2k)} \langle (\Delta \epsilon_n)^2 \rangle_n + \frac{e^{-2i\epsilon_n}}{4\sin^2 k} \langle \epsilon_n \rangle_n^2 + O(\epsilon_n^3),
\]

(3.37b)
Fourier components that appear may be related to the band center and edge. In particular, the leading correction to phase uniformity is
\[
2\pi p_\text{loc}(\phi) = 1 + \frac{\cos(k + \phi)}{\sin k} (\epsilon_n) + O(\epsilon_n^2). \tag{3.38}
\]
For \(\epsilon_{\text{avg}} = 0\), the first-order term vanishes, and the leading correction is second order:
\[
2\pi p_\text{loc}(\phi) = 1 - \left[ \frac{\sin(k + \phi)}{\sin k} + \frac{\sin(2(k + \phi))}{\sin 2k} \right] (\epsilon_n^2) + O(\epsilon_n^4), \tag{3.39}
\]
in agreement with Ref. [69], where a symmetric exponential distribution for \(\epsilon_n\) is considered. Equation (3.39) also agrees with Ref. [59], which considers an arbitrary disorder distribution symmetric about zero, except for the sign of the \(\sin(2(k + \phi))\) term (and our sign agrees with Refs. [69] and with numerical checks) [70]. Since Eq. (3.38) contains a term linear in \(\epsilon_{\text{avg}}\), it cannot be recovered from Eq. (3.39) by a simple shift of energy.

We conclude this section by discussing the special case of anomalous momenta. So far, we have assumed that the momentum \(k\) takes a “generic” value within \((0, \pi)\) (recall that the lattice spacing is the unit of distance). In particular, the condition (3.14) at the zeroth order in \(\lambda\) [see the discussion below (3.14)] is
\[
e^{2i\ell k} \neq 1 \quad (\text{all integers } \ell \neq 0), \tag{3.40}
\]
which excludes \(k = (p/q)\pi\) for some integers \(p, q\). These special points are known in the literature as anomalous (see Ref. [49] and references therein).

Let us consider \(k = (p/q)\pi\) with \(p/q\) reduced to simplest form and with \(p \neq 0\). Then (3.40) holds for \(|\ell| \leq q - 1\), but not for \(\ell = q\). The calculation in Appendix F then shows that Eq. (3.35) holds provided that \(q \geq 6\). More generally, our approach can be used to calculate the inverse localization length up to and including order \(q - 1\) in \(\lambda\). (The increase, with \(q\), in the expansion order affected by the anomaly has already been discussed in Refs. [71–73].) As a check, we note that at the band center anomaly [74] \((k = \pi/2\) and hence \(q = 2\)), the scattering expansion does not yield even the leading order (\(\lambda^2\)); this is consistent with the known result that the leading order formula \(2/L_{\text{loc}} = (\langle \Delta \epsilon_n \rangle^2)\) is modified at the band center [74]. Furthermore, Ref. [49] finds that the leading order formula holds at all of the anomalies except the band center and band edge, which is consistent with what we find above (since \(q \geq 3\) except at the band center and edge).

The reflection phase distribution is also affected at anomalous momenta (see Appendix F). The higher-order Fourier components that appear may be related to the higher-order terms found in the invariant measure in the real space approaches of Refs. [49, 73].
where \( E = k^2/(2m) \). With this choice of phase convention, we may bring the scattering problem into the required form for applying our general results. Indeed, we show in Appendix G1 that if the single-site scattering problem of the potential \( V_n(x) \) [i.e., Eqs. (3.41) and (3.42)] with \( N = 1, a_1 = b_1 = 0 \), and \( D_1 \equiv D \) has reflection amplitudes \( \tilde{r}_n \) and \( \tilde{r}'_n \), then the scattering transfer matrix of the chain may be written as

\[
T_1 \ldots N = T_N \ldots T_1, \tag{3.43}
\]

where the local scattering transfer matrix \( T_n \) is equivalent to an \( S \) matrix \( S_n \) which has reflection amplitudes \( r_n \) and \( r'_n \) given by

\[
\begin{align*}
r_n &= e^{i k (2 a_n + b_n)} \tilde{r}_n, \tag{3.44a} \\
r'_n &= e^{i k b_n} r'_n. \tag{3.44b}
\end{align*}
\]

Thus, given the reflection amplitudes of the single-site problem, we can apply our general results to the general PARS problem defined above. We note here that throughout this section, the localization length is expressed in units of the average lattice spacing (and thus should be multiplied by \( (a_n + b_n)_n \) to restore physical dimensions).

From Eqs. (3.44a) and (3.44b), we see that \( a_n \) and \( b_n \) may be understood as phase disorder, at least in the case when they are distributed independently of the parameters characterizing the potential. If \( a_n \) or \( b_n \) is strongly disordered, the uniform phase result (2.6) is obtained; for \( a_n \) we can see this from Eq. (3.4), while for \( b_n \) we can use Eq. (3.4) with the roles of \( r_n \) and \( r'_n \) interchanged.

b. A comparison with the literature. We verify our fourth-order result for the inverse localization length with the literature in the following special case. Consider the case of identical potentials with disorder only in the separations \( a_n \) between the centers of the potentials; that is, set all \( b_n = 0 \) and \( V_n(x) = V(x) \), so that all \( R_n = R \), all \( r'_n \equiv r' = \sqrt{R} e^{i \phi_{\nu', r}} \), and all \( r_n = \sqrt{R} e^{i \phi_{\nu} e^{2 i k a_n}} \) (where we recall that the hat indicates the variable for the single-site scattering problem). For notational convenience, define (for \( j = 1, 2 \))

\[
\tilde{a}_j = e^{i j (\phi_{\nu} + \phi_{\nu', r})} \langle e^{2 j i k a_n} \rangle_n. \tag{3.45}
\]

Then Eq. (3.23) yields

\[
\begin{align*}
\frac{2}{L_{\text{loc}}} &= \left( 1 - 2 \text{Re} \left[ \frac{\tilde{a}_1}{1 + \tilde{a}_1} \right] \right) R \\
&\quad + \left( 1 + \text{Re} \left[ \frac{\tilde{a}_2 (1 - \tilde{a}_2) + 2 \tilde{a}_1 (\tilde{a}_1 - \tilde{a}_2)}{(1 + \tilde{a}_1)^2 (\tilde{a}_2 - 1)} \right] \right) R^2 \\
&\quad + O(R^3), \tag{3.46}
\end{align*}
\]

in agreement with a result by Lambert and Thorpe [34] (see Appendix G2 for details).

A notable feature of Eq. (3.46), pointed out in Ref. [34] for the case of a delta-function model, is that the inverse localization length can be non-monotonic in the strength of phase disorder (i.e., the disorder in \( a_n \)).

c. SPS relation. Returning to the general case, we use the usual Born series to obtain the single-site scattering amplitudes in terms of the Fourier transform of the potential \( \tilde{V}_n(q) = \int dx e^{-i q x} V_n(x) \):

\[
\begin{align*}
r_n &= -\frac{\text{Im}}{k} \tilde{V}_n(2k) e^{i k (2 a_n + b_n)} + O(V^2), \tag{3.47a} \\
r'_n &= -\frac{\text{Im}}{k} \tilde{V}_n(2k) e^{i k b_n} + O(V^2). \tag{3.47b}
\end{align*}
\]

Here and in the following we are really expanding in some site-independent potential strength \( V \) that all \( V_n \) are proportional to. The dimensionless small parameter is of order \( m k V / x_{\text{max}} \), but for short we continue to refer to an expansion in \( V \).

Note that the reflection strength \( |r_n| \) starts at linear order in \( V \) but also has quadratic and higher corrections from higher terms in the Born series. Equations (3.1) and (3.2) then show that the inverse localization length and variance each start at second order (\( V^2 \)) and have third-order (\( V^3 \)) corrections that must be equal, due to the absence of \( |r_n| \) terms in (3.1) and (3.2). Thus, even without calculating the \( V^3 \) term explicitly, we have obtained

\[
\lim_{N \to \infty} \frac{\sigma(N)^2}{2 N} = \frac{2}{L_{\text{loc}}} + O(V^4). \tag{3.48}
\]

Equation (3.48) thus demonstrates the SPS relation (2.7) for a broad class of periodic-on-average random systems up to the first two (generally non-vanishing) orders of the potential strength, \( V^2 \) and \( V^3 \). Let us note that Eq. (3.48) at the leading order [i.e., with the error term as \( O(V^3) \)] follows straightforwardly from the result of Schrader et al. [31]; our work rules out \( O(|r_n|^3) \) terms in Eqs. (3.1) and (3.2), which in turn rules out any \( V^3 \) term in Eq. (3.48).

As a special case, we may apply Eq. (3.48) to a model used by Deych et al. in Refs. [29, 30] to provide numerical support for their approach to the SPS relation. The model, which is defined in more detail in Ref. [38], has classical light passing through alternating regions with dielectric constants \( \varepsilon_A \) and \( \varepsilon_B \); the \( A \) regions have fixed widths and the \( B \) regions have i.i.d. disordered widths. This problem maps exactly to a quantum problem with square-well potentials, as we now explain. While Refs. [29, 30, 38] used a position-space transfer matrix setup, we instead use a scattering setup in which...
the “leads” to the left and right of the sample are A regions. We recall that the indices of refraction in the two regions are \( n_a = \sqrt{\varepsilon_a/\varepsilon_0} \) (\( \alpha = A, B \)), and we set \( \varepsilon_A = \varepsilon_B \) without loss of generality. Then this classical problem is equivalent to a quantum scattering problem of the form (3.41) with all \( a_n \equiv a \), \( V_n(x) = V\Theta(\frac{1}{2}b_n - |x|) \) [76], and \( V = -\frac{\varepsilon^2}{2m}(n_B^2 - 1) \) (the mass \( m \) is arbitrary). Thus, Eq. (3.48) yields the SPS relation in the regime of the two dielectric constants \( \varepsilon_A \) and \( \varepsilon_B \) being close to each other, with arbitrary disorder strength in the widths \( b_n \).

d. Inverse localization length at leading order. At the leading order in the potential strength, Eq. (3.1) yields

\[
\frac{2}{L_{loc}} = (\frac{m}{k})^2 \left( \langle |\tilde{V}_n(2k)|^2 \rangle_n \right. \\
+ 2\text{Re} \left( \frac{\langle \tilde{V}_n(2k)e^{ikb_n} \rangle_n \langle \tilde{V}_n(2k)^*e^{i(k(2a_n+b_n))} \rangle_n}{1 - \langle e^{2ik(a_n+b_n)} \rangle_n} \right) + O(V^3). \\
\tag{3.49}
\]

In the case of equal spacings between the centers of the potentials, Eq. (3.49) simplifies to yield the variance of \( \frac{2}{k^2} \tilde{V}_n(2k) \). [A similar result is known for continuous random potentials; see, e.g., Eq. (2.84) of Ref. [77].] Indeed, setting all \( a_n = a \) and \( b_n = 0 \) yields

\[
\frac{2}{L_{loc}} = (\frac{m}{k})^2 \left( \langle |\tilde{V}_n(2k)|^2 \rangle_n - |\langle \tilde{V}_n(2k) \rangle_n|^2 \right). \\
\tag{3.50}
\]

The first term is the only one present when the uniform phase hypothesis holds. Thus, we disagree with the expectation in Ref. [51] that the uniform phase hypothesis [and thus Eq. (2.6)] should hold for any potential that is positive as often as it is negative [78].

The next three orders in \( V \) in the inverse localization length may be obtained from Eq. (3.23) and from the next order in the Born series for the single-site reflection amplitudes, but we have not done this calculation.

e. Transparent mirror effect. As a particular application of our results, we consider an array of square-well potentials with equal strengths and with spacings and widths that are disordered independently (Fig. 2b). This model is equivalent to a classical optics problem in which light scatters on a disordered Bragg grating (i.e., a chain of dielectric slabs); the strong reflection that occurs due to localization, even if the individual dielectrics have weak reflection coefficients, is known in that context as the transparent mirror effect [79]. This Kronig-Penney-type model has been studied by a number of approaches (e.g., Refs. [38, 80–83]), and the model used by Deych et al. is a particular case. The transparent mirror effect has recently been studied in twist-angle-disordered bilayer graphene in Ref. [84], although it seems that our results do not apply to the model considered there because the disorder couples neighboring S matrices.

We thus consider the scattering problem for the quantum Hamiltonian (3.41) with \( V_n(x) = V\Theta(\frac{1}{2}b_n - |x|) \). Let us recall the correspondence to the classical optics problem. A free quantum particle with momentum \( k \) has its momentum change to \( k' = \sqrt{k^2 - 2mV} \) in a region of constant potential \( V \), while for light passing through a region with constant index of refraction \( \tilde{n} \) (we use a tilde to avoid confusion with the site index \( n \)) we instead have the free momentum \( k \) changing to \( k' = \tilde{n}k \). We thus read off the correspondence \(-\frac{2mV}{k^2} = \tilde{n}^2 - 1 \). We cover both cases by defining

\[
\delta = \frac{mV}{k^2} = -\tilde{n}^2 - 1, \\
\tag{3.51a}
\]

\[
k' = \sqrt{1 - 2\delta}, \\
\tag{3.51b}
\]

and we assume \( \delta < 1/2 \) throughout (which corresponds to real momentum \( k' \)).

Our results apply to the more general case in which \( \delta \) (in addition to \( a_n \) and \( b_n \)) is also disordered; the only requirement is that the disorder parameters \( \mathbf{a}_n \equiv (\delta_n, a_n, b_n) \) are i.i.d. For simplicity, we are focusing on the case of \( \delta_n \equiv \delta \) and independent disorder in \( a_n \) and \( b_n \).

To use our general results, we first recall the reflection amplitudes for scattering on a rectangular potential of strength \( V \) (or, equivalently, an index of refraction \( \tilde{n} \)) from \( x = -\frac{1}{2}b_n \) to \( \frac{1}{2}b_n \). The reflection amplitudes and reflection coefficient are

\[
\tilde{r}_{\mathbf{a}} = \tilde{r}_{\mathbf{a}}(k) = -i\frac{k^2-k'^2}{2kk'} \sin(k'b_n)e^{-ikb_n}, \\
\cos(k'b_n) - i\frac{k^2-k'^2}{2kk'} \sin(k'b_n), \\
\tag{3.52b}
\]

and

\[
\tilde{R}_{\mathbf{a}} = \frac{(k^2-k'^2)^2}{2kk'} \sin^2(k'b_n). \\
\tag{3.53}
\]

When we expand these terms in small \( \delta \) using Eq. (3.51b), we do not expand the term \( k'b_n \) that appears in \( \sin \) and \( \cos \) for two reasons: (a) this makes a symmetry property (that we discuss below) more manifest, and (b) this expansion can fail to commute with the strong disorder limit in some cases (e.g., a flat disorder distribution for \( b_n \)).

Equations (3.1), (3.44a), and (3.44b) then yield our main result for the transparent mirror problem:

\[
\frac{2}{L_{loc}} = \text{Re} \left[ \frac{(1 - (e^{2ik\alpha_n})^n)(1 - (e^{2ik'b_n})^n)}{1 - (e^{2ik\alpha_n})^n(e^{2ik'b_n})^n} \right] \left( \frac{1}{2} \delta^2 + \delta^3 \right) \\
+ O(\delta^4). \\
\tag{3.54}
\]

The distinctive feature of this result compared to prior work is that the spacings \( a_n \) and widths \( b_n \) can be disordered arbitrarily. While the \( \delta^1 \) term has the same dependence on disorder as the \( \delta^2 \) term, the \( \delta^4 \) and \( \delta^5 \) terms [which may be obtained from the higher-order result (3.23)] have different dependence on disorder; we omit these lengthy expressions.
Equation (3.54) satisfies a consistency check based on symmetry, as we now summarize (see Appendix G.3a for details). By considering an alternate scattering problem in which the leads are $b$ regions and the scatterers are $a$ regions, we show that each order in $\delta$ of $2/L_{\text{loc}}$ must be symmetric under the exchange
\[ k \leftrightarrow k', \quad a_n \leftrightarrow b_n, \quad (3.55) \]
which indeed is true for Eq. (3.54). We have verified that the $\delta^4$ and $\delta^6$ corrections also satisfy this symmetry. Another consistency check is that we obtain $2L_{\text{loc}} = O(\delta^0)$ in the case of no disorder.

We have also compared with some analytical results from the literature, as we now summarize (see Appendix G.3b for details). Reference [79] obtains the uniform phase result (2.6) in the case of strong disorder in $a_n$ [c.f. Eq. (3.44a) and the discussion below there for how we obtain the same result]. Reference [81] treats $\delta$ exactly, with weak disorder in $a_n$ and no disorder $b_n$, and we find that their result agrees with Eq. (3.54) in the regime of overlap. Finally, in Ref. [80], $a_n$ and $b_n$ are considered to follow exponential distributions, with arbitrary disorder strength, and $\delta$ is treated at the leading order. The result is of the same form as what we obtain from Eq. (3.54), but seems to have different numerical factors.

Using Eq. (3.54), we can show analytically that the inverse localization length can have non-monotonic dependence on disorder strength for some choices of disorder, e.g., both $a_n$ and $b_n$ uniformly distributed in an interval $[0, W]$ with varying disorder strength $W$. The special case of all $b_n \equiv b$ can alternatively be treated using Eq. (3.46) (note that one must replace $a_n \rightarrow a_n - b$ there to account for the finite width of the scatterers). Then, a uniform distribution in $a_n$ (for example) exhibits non-monotonicity, as is also clear from the numerical results of Ref. [82].

D. Application to discrete-time quantum walks

We consider a general two-component, single-step quantum walk in one dimension. We explore the effect of phase disorder on the localization length using Eq. (3.23), showing in particular that the dependence on disorder strength can be non-monotonic. We verify our results with the literature in the limits of weak and strong phase disorder and also with numerics.

The setup is an infinite chain with site index $n$ and an internal “spin” degree of freedom ($\uparrow$ or $\downarrow$). The “shift” operator $\hat{S}$ moves the two spins one step in opposite directions:
\[ \hat{S} = \sum_n (|n+1, \uparrow \rangle \langle n, \uparrow| + |n-1, \downarrow \rangle \langle n, \downarrow|). \quad (3.56) \]

The unitary operator $\hat{U}$ that implements a single time step is $\hat{U} = \hat{S} \hat{U}_{\text{coin}}$, where the “coin” operator $\hat{U}_{\text{coin}}$ acts as a unitary matrix on the spin degrees of freedom at each site. We focus on the case of a coin operator that acts on each site independently:
\[ \hat{U}_{\text{coin}} = \sum_n |n\rangle \langle n| \otimes U_{\text{coin},n}, \quad (3.57) \]
where $U_{\text{coin},n}$ is a $2 \times 2$ unitary matrix. Following Vakulchyk et al. [18], we parametrize the general coin matrix as
\[ U_{\text{coin},n} = e^{i\varphi_n} \left( e^{i\varphi_{1,n}} \cos \theta_n \quad e^{i\varphi_{2,n}} \sin \theta_n \right), \quad (3.58) \]
where the site-dependent (and possibly disordered) phases $\Phi_n \equiv (\varphi_n, \varphi_{1,n}, \varphi_{2,n}, \theta_n)$ may be interpreted as potential energy, external and internal synthetic fluxes, and kinetic energy, respectively [18].

The stationary state equation $\hat{U} |\Psi\rangle = e^{-i\omega} |\Psi\rangle$ may be brought to a $2 \times 2$ transfer matrix form even though a $4 \times 4$ transfer matrix would be expected (for a bipartite lattice with nearest-neighbor coupling) [18]. Indeed, writing a general state as $|\Psi\rangle = \sum_n (\Psi_\uparrow (n) |n, \uparrow\rangle + \Psi_\downarrow (n) |n, \downarrow\rangle)$ and defining a two-component wavefunction $\Psi(n) = (\Psi_\uparrow (n), \Psi_\downarrow (n-1))$ (note that the $\downarrow$ component is offset by 1 unit), one finds that the stationary state equation is equivalent to
\[ \Psi(n+1) = \mathcal{M}_n \Psi(n), \quad (3.59) \]
where
\[ \mathcal{M}_n = e^{i\varphi_{1,n}} \left( e^{i(\omega+\varphi_n)} \sec \theta_n \quad e^{i\varphi_{2,n}} \tan \theta_n \right) e^{-i(\omega+\varphi_n)} \sec \theta_n \quad (3.60) \]
is the transfer matrix [18].

To bring the problem into a scattering framework, we define a disordered “sample” occupying sites $n = 1, \ldots, N$ of the chain by taking $D_1, \ldots, D_N$ to have i.i.d. disorder, possibly including correlations between the phases $\varphi_n, \varphi_{1,n}, \varphi_{2,n},$ and $\theta_n$ at a given site $n$. We will see below that in order to be in the weak reflection regime captured by our general calculation, we must take $\sin \theta_n$ to be small, which corresponds to a highly biased coin. The remaining phases $\varphi_n, \varphi_{1,n},$ and $\varphi_{2,n}$ are arbitrary, and in particular we can explore the crossover between weak and strong disorder in these phases.

Given the disordered sample as we have defined it above, there are many possible scattering problems corresponding to different choices for a site-independent array $D_{\text{leads}}$ to be assigned to $D_n$ in the “leads” (i.e., $D_n = D_{\text{leads}}$ for $n \leq 0$ and for $n \geq N + 1$). We find it convenient to set $D_{\text{leads}} = 0$, and we refer to this setup as “Tarasinski leads,” since the same is done by Tarasinski et al. in Ref. [32]. We show in Appendix H that for samples long enough to be in the localized regime, other choices of leads result in the same probability distribution of $-\ln T$ (in particular the localization length is independent of the choice of leads).
We proceed to set up the scattering problem with Tarasinski leads, which have a linear quasienergy spectrum. A scattering solution to the stationary state equation may be written outside the sample as (see Appendix H for details)

\[
\Psi(n) = \begin{cases} 
\left( \Psi_L^+ e^{i\theta(n-1)} \right) & n \leq 1, \\
\left( \Psi_R^+ e^{i\theta(n-1-N)} \right) & n \geq N + 1,
\end{cases}
\] (3.61)

where \( k = \omega \). With this choice of phase convention, we have

\[
\left( \begin{array}{c} \Psi^+_L \\ \Psi^+_R \end{array} \right) = \Psi(1), \quad \left( \begin{array}{c} \Psi^-_R \\ \Psi^-_L \end{array} \right) = \Psi(N + 1),
\] (3.62)

and so,

\[
\left( \begin{array}{c} \Psi^+_L \\ \Psi^-_R \end{array} \right) = \mathcal{M}_N \ldots \mathcal{M}_1 \left( \begin{array}{c} \Psi^+_L \\ \Psi^-_R \end{array} \right).
\] (3.63)

We thus obtain the scattering transfer matrix of the sample as \( T_{1 \ldots N} = T_N \ldots T_1 \) with \( T_n = \mathcal{M}_n \). It may be verified that \( \mathcal{M}_n \) satisfies the pseudo-unitarity condition \( \mathcal{M}_n^\dagger \sigma^z \mathcal{M}_n = \sigma^z \) (which confirms that \( \mathcal{M}_n \) is a valid scattering transfer matrix). The corresponding \( S \) matrix is

\[
S_n = e^{i\omega U_{\text{coin}, n}} \text{i.e., }
\]

\[
S_n = e^{i(\omega + \varphi_n)} \left( \begin{array}{cc} e^{i\varphi_{1,n}} \cos \theta_n & e^{i\varphi_{2,n}} \sin \theta_n \\ -e^{-i\varphi_{2,n}} \sin \theta_n & e^{-i\varphi_{1,n}} \cos \theta_n \end{array} \right).
\] (3.64)

We can thus apply our results to the problem of \( N \) scatterers with the single-site \( S \) matrix given by (3.64). Indeed, since any \( 2 \times 2 \) unitary \( S \) matrix can be parametrized as in Eq. (3.64), the DTQW we are considering in fact represents the most general problem that our results apply to.

From Eq. (3.64), we read off the single-site reflection amplitudes and reflection coefficient. The expansion parameter in our formalism is thus \( |r_n| = \sin \theta_n \). The generic condition (3.14) reads

\[
\langle e^{2i(\omega + \varphi_n)} \rangle_n \neq 1,
\] (3.65)

which indeed holds for all non-zero integers \( \ell \) except in the special case that \( \varphi_n \) is non-disordered and \( \omega \) is a rational multiple of \( \pi \). Although we ignore this special case from now on, our explicit results below are still valid there unless the rational multiple is of a particular form (see Appendix F).

Up to second order, Eqs. (3.1) and (3.2) yield the inverse localization length and variance:

\[
\frac{2}{L_{\text{loc}}} = \langle \sin^2 \theta_n \rangle_n + 2 \text{Re} \left[ e^{2i\omega} \langle e^{i(\varphi_n + \varphi_{2,n})} \sin \theta_n \rangle_n \langle e^{i(\varphi_n - \varphi_{2,n})} \sin \theta_n \rangle_n \right] \\
+ O(\sin^4 \theta_n) = \lim_{N \to \infty} \frac{\sigma(N)^2}{2N} + O(\sin^4 \theta_n).
\] (3.66a)

To present the inverse localization length to fourth order in a compact form, we use the notation

\[
B_{a,b}^{(j)} = \langle e^{i(\varphi_{a,n} + b\varphi_{2,n})} \rangle_n e^{i\omega},
\] (3.67)

and we note that \( \alpha_n = (1 - B_{2n,0}^{(0)})^{-1} \). Then Eq. (3.23) yields our main result for the DTQW:

\[
\frac{2}{L_{\text{loc}}} = \langle \sin^2 \theta_n \rangle_n + 2 \text{Re} \left[ \alpha_1 B_{1,-1}^{(1)} B_{1,1}^{(1)} + \frac{1}{2} \langle \sin^4 \theta_n \rangle_n \right]
\]

\[
- \text{Re} \left\{ \alpha_2 \left( B_{2,-2}^{(2)} + 2\alpha_1 B_{1,1}^{(1)} B_{3,-1}^{(1)} \right) \left( B_{2,2}^{(2)} + 2\alpha_1 B_{1,1}^{(1)} B_{3,1}^{(1)} \right) + 2\alpha_3^2 B_{1,-1}^{(1)} B_{1,1}^{(1)} B_{2,0}^{(2)} \right\} + O(\sin^6 \theta_n),
\] (3.68)

in which the first two terms recapitulate Eq. (3.66a). Note that the external synthetic flux \( \varphi_{1,n} \) does not appear (as noted by Ref. [18]).

Next, we specialize Eq. (3.68) to various choices of disorder, checking our results with the literature and pointing out cases in which the localization length depends non-monotonically on disorder strength. For each choice of disorder, we only need to calculate the coefficients \( B_{a,b}^{(j)} \) defined in Eq. (3.67). Throughout, we present only the localization length, bearing in mind that the variance may be obtained at the leading order from Eq. (3.66b).

\[1. \text{ Disorder in individual phases.}\]

Here, we follow Ref. [18], introducing disorder in one phase variable at a time.

Consider first the case of disorder in \( \varphi_n \) only, with \( \theta_n \equiv \theta \) and \( \varphi_{1,n} = \varphi_{2,n} = 0 \). We obtain

\[
B_{a,b}^{(j)} = \langle e^{i\omega \varphi_n} \rangle_n e^{i\omega} \sin^j \theta \] (3.69a)

\[
= \text{sinc}(aW) e^{i\omega} \sin^j \theta,
\] (3.69b)

where the second line specializes to a flat disorder dis-
tribution of width \(W\) (i.e., \(\varphi_n\) uniform in \([-W,W]\)), and
where \(\sin x = (\sin x)/x\).

We now check our result (3.68) with the literature in the limits of weak and strong disorder. For weak disorder
with \(\langle \varphi_n \rangle_n = 0\), we obtain \(2/L_{\text{loc}} = [\cot^2 \omega \sin^2 \theta + (\csc^4 \omega - 1) \sin^4 \theta \langle \varphi_n^2 \rangle_n + O(\sin^6 \theta)]\), which agrees with the
small \(\sin \theta\) expansion of a result from Ref. [18] [see their
Eq. (26)], recall the dispersion relation \(\cos \omega = \cos \theta \cos k\),
and note that \(\langle \varphi_n^2 \rangle_n = W^2/3\) for the flat disorder distribution except for an overall constant factor of 2 [85].
In the strong disorder limit (i.e., the flat distribution with \(W = \pi\)), we get \(2/L_{\text{loc}} = \sin^2 \theta + \frac{1}{2} \sin^4 \theta + O(\sin^6 \theta)\), in agreement with the small \(\sin \theta\) expansion of another result from Ref. [18], namely [their Eq. (48)]
\[
L_{\text{loc}} = 1/|\ln \cos \theta|. \quad (3.70)
\]
Equation (3.70) (for any \(\theta\)) may also be obtained from our Eqs. (3.4) and (3.64); in our setup, this is a case in which
the uniform phase result (2.6) holds because the local reflection phase is uniformly distributed independently
of the local reflection coefficient. In passing, we note that if there is disorder in \(\theta_n\) as well (independent of
the strong disorder in \(\varphi_n\), then Eq. (3.70) generalizes to
\(L_{\text{loc}} = 1/|\ln \cos \theta_n|\), and indeed the same result is obtained if the strong disorder is in \(\varphi_{2,n}\) instead of \(\varphi_n\).
At the band center (\(\omega = \pi/2\)) anomaly noted by
Ref. [18], we obtain \(2/L_{\text{loc}} = (1/45)\sin^2 \theta + 2 \sin^4 \theta + O(\sin^6 \theta)W^4\), whereas the expansion of the result of
Ref. [18] for small \(\sin \theta\) yields the same answer with prefactor 1/40 [or 1/20 if the factor of 2 [85] is corrected].
Unlike the Anderson model anomalies mentioned above,
in this case we expect our result to apply, since our assumptions are met [i.e., localization occurs and the inequality (3.65) holds].
Equation (3.68) thus interpolates, in the regime of strong coin bias, between the known limits of weak and strong disorder (see Fig. 3a). In certain ranges of quasienergy \(\omega\), the dependence on the disorder strength \(W\) is non-monotonic. Although strictly speaking we have assumed \(\sin \theta\) to be a small parameter, we find favorable agreement with numerics even for only a moderate amount of coin bias (e.g., \(\theta = \pi/8\); see Fig. 3b).
For definiteness, we present the inverse localization length at second order [Eq. (3.66a)] with the flat distribution:
\[
2/L_{\text{loc}} = \left(1 + \frac{2 \sin^2 W[\cos(2w) - \sin(2W)]}{1 - 2 \cos(2w) \sin(2W) + \sin^2(2W)}\right) \sin^2 \theta + O(\sin^4 \theta), \quad (3.71)
\]
which seems to qualitatively capture the non-monotonicity in \(W\) [although including the \(\sin^4 \theta\) terms in Eq. (3.68)
improves the agreement with numerics].
In the case of disorder in \(\varphi_{2,n}\) only, with \(\theta_n \equiv \theta\) and \(\varphi_n = \varphi_{1,n} = 0\), we obtain
\[
B^{(j)}_{a,b} = \langle e^{ib\varphi_{2,n}} \rangle_n \sin^2 \theta \quad (3.72a)
= \sin c(bW) \sin^2 \theta, \quad (3.72b)
\]
where the second line specializes to \(\varphi_{2,n}\) uniform in \([-W,W]\). In this case, the inverse localization length (3.68) depends on disorder monotonically, with a simple leading order expression \(2/L_{\text{loc}} = (1 - \sin^2 W) \sin^2 \theta + O(\sin^4 \theta)\). We again agree with
Ref. [18] in the limits of weak and strong disorder once their results are expanded in \(\sin \theta\). Indeed, for weak disorder with \(\langle \varphi_{2,n} \rangle_n = 0\), we find \(2/L_{\text{loc}} = \langle \varphi_{2,n}^2 \rangle_n \sin^2 \theta + \sin^4 \theta + O(\sin^6 \theta)\), in agreement with their Eq. (29) [85].
For strong disorder, Ref. [18] again obtains Eq. (3.70),
which we recover in the same sense as mentioned above.
Finally, we consider disorder in the coin parameter \(\theta_n\),
with \(\varphi_n = \varphi_{1,n} = \varphi_{2,n} = 0\). In this case we can only access the weak disorder
definition, since our expansion is in small \(\sin \theta_n\). We write \(\theta_n = \theta_0 + \Delta \theta_n\), where \(\Delta \theta_n\) is,
e.g., uniformly distributed in \([-W,W]\). We obtain
\[
B^{(j)}_{a,b} = \langle \sin^2 \theta_n \rangle_n \text{ and } 2/L_{\text{loc}} = \langle \Delta \theta_n \rangle^2 (1 + \csc^2 \omega \sin^2 \theta_0) + O(\sin^6 \theta_n), \text{ in agreement with Ref. [18] [see their Eq. (31) [85]].}
\]

2. Alternate form of phase disorder

We now specialize to a case studied experimentally in Ref. [9] and theoretically in Ref. [19]. Again we verify
our results with the literature in the limits of weak and strong phase disorder, and then we explore the full range
of disorder and find that the localization length in certain ranges of quasienergy is non-monotonic as a function of
disorder strength.

The coin matrix in Ref. [19] is, in our notation,
\[
U_{\text{coin},n} = \begin{pmatrix} e^{i\phi_t(n)} & 0 \\ 0 & e^{i\phi_b(n)} \end{pmatrix} \begin{pmatrix} \cos \theta & e^{i\varphi'} \sin \theta \\ -e^{-i\varphi'} \sin \theta & \cos \theta \end{pmatrix}, \quad (3.73)
\]
where \(\theta, \varphi'\) are constant phases and \(\phi_t(n), \phi_b(n)\) are disordered phases. The coin matrix of Ref. [9] is obtained
by shifting $\phi_\uparrow(n) \to \phi_\uparrow(n) + \pi$ and $\theta \to 2\theta$.

We specialize to the case (3.73) by setting $\theta_n \equiv \theta$, $\varphi_n = \frac{1}{2} [\phi_\uparrow(n) + \phi_\downarrow(n)]$, $\varphi_1,n = \frac{1}{2} [\phi_\uparrow(n) - \phi_\downarrow(n)]$, and $\varphi_2,n = \frac{1}{2} [\phi_\uparrow(n) - \phi_\downarrow(n)] + \varphi'$. Then the inverse localization length up to error of sixth order in $\sin \theta$ is given by Eqs. (3.67) and (3.68) with the above substitutions.

Our result agrees with Ref. [19] in the regimes of overlap, as we now explain. In the case of weak disorder with vanishing mean and no up-down correlation $\langle (\phi_\uparrow(n))_n \rangle = \langle \phi_\downarrow(n) \rangle_n = \langle \phi_\uparrow(n) \phi_\downarrow(n) \rangle_n = 0$ and $\langle (\phi_\uparrow(n))^2 \rangle_n = \langle \phi_\downarrow(n)^2 \rangle_n \equiv (\varphi^2)$, we obtain $\frac{2}{L_{\text{loc}}} = \frac{1}{2} (\varphi^2) \csc^2 \omega \sin^2 \theta \left(1 + \csc^2 \omega \sin^2 \theta \right) + O(\sin^6 \theta)$, in agreement with the small $\sin \theta$ expansion of a result [86] from Ref. [19]. In the case of strong disorder, i.e., $\phi_\uparrow(n)$ and $\phi_\downarrow(n)$ independently and uniformly distributed in $(-\pi, \pi)$, we obtain $2/L_{\text{loc}} = \sin^2 \theta + \frac{1}{2} \sin^4 \theta + O(\sin^6 \theta)$, in agreement with the small $\sin \theta$ expansion of another result from Ref. [19], namely Eq. (3.70) [Eq. (10) there]. Eq. (3.70) may also be obtained directly just as in the cases mentioned above of strong disorder in $\varphi_n$ or $\varphi_2,n$ (and has the same generalization to the case of independent disorder in $\theta$).

We thus interpolate, in the regime of small coin parameter, between the known limits of weak and strong phase disorder. For definiteness, we present now the leading order result, first for general phase disorder and then for the case of $\phi_\uparrow(n), \phi_\downarrow(n)$ being independently and uniformly distributed in $[-W, W]$. Equation (3.66a) yields

$$\frac{2}{L_{\text{loc}}} = \left(1 + 2 \text{Re} \left[ \frac{\langle e^{i\phi_\uparrow(n)} \rangle_n \langle e^{i\phi_\downarrow(n)} \rangle_n}{e^{-2i\omega} - \langle e^{i\phi_\uparrow(n) + \phi_\downarrow(n)} \rangle_n} \right] \right) \sin^2 \theta + O(\sin^4 \theta)$$

and

$$= \frac{1 - \sin^4 \omega}{1 - 2 \cos(2\omega) \sin^2 \omega + \sin^4 \omega} \sin^2 \theta + O(\sin^4 \theta).$$

Note that in the regime of $0 < \omega < \pi/4$ or $3\pi/4 < \omega < \pi$, there is a value of phase disorder strength $W = W_0$ beyond which any further increase in disorder strength (up to the maximum $W = \pi$) increases the localization length.

### IV. JOINT PROBABILITY DISTRIBUTION

We proceed to apply the same scattering expansion approach to the joint probability distribution $P_N(s, \phi_\sigma)$. We present and discuss the results first, then the analytical calculation and numerical checks.
A. Overview of results

Our main result is the following general form for sufficiently large sample length $N$: there is a constant $c$ and two functions $\hat{s}(\phi', \cdot)$, $\eta(\phi', \cdot)$ for which we have

$$P_N(s, \phi') = \frac{\exp \left\{ -\frac{1}{2} \left[ s - \frac{2}{L_{\text{loc}}} N - \hat{s}(\phi') \right]^2 / \sigma(N, \phi')^2 \right\}}{\sqrt{2\pi} \sigma(N, \phi')^2} \times p_\infty(\phi'),$$

where the phase-dependent variance $\sigma(N, \phi')^2$ grows linearly with $N$ and has a sub-leading, phase-dependent correction:

$$\sigma(N, \phi')^2 = 2Nc + \eta(\phi').$$

For large $N$, the marginal distribution $P_N(s)$ determined by Eq. (4.1) takes the known Gaussian form:

$$P_N(s) = \frac{\exp \left\{ -\frac{1}{2} \left[ s - \frac{2}{L_{\text{loc}}} N + O(N^0) \right]^2 / \sigma(N)^2 \right\}}{\sqrt{2\pi} \sigma(N)^2},$$

where the slope of the variance is determined by the same constant $c$:

$$\sigma(N)^2 = 2cN + O(N^0).$$

Equation (4.1) may be understood as the statement that the conditional distribution of $s$ given $\phi'$ is Gaussian for large $N$. Furthermore, the leading behavior of the mean and variance is linear in $N$ with slope independent of the phase.

We obtain Eq. (4.1) to all orders in the scattering expansion by a calculation described in the following section. This calculation, which relies on some assumptions (that we discuss below), provides a procedure for calculating all parameters and functions that appear in Eq. (4.1) order by order in the scattering expansion (with coefficients only involving local averages), except that the functions $\hat{s}(\phi')$ and $\eta(\phi')$ each have a $\phi'$-independent additive constant that is not determined. [These constants appear in the $O(N^0)$ error terms in Eqs. (4.3) and (4.4).] The expansions for $2/L_{\text{loc}}$ and $p_\infty(\phi')$ have already been presented in Sec. III: here we develop similar recursive expansions for $c$, $\hat{s}(\phi')$, and $\eta(\phi')$.

A notable feature that we demonstrate for the function $\hat{s}(\phi')$ is that it coincides, at leading order and up to a factor of $2\pi$, with the first order correction to uniformity in the phase distribution $p_\infty(\phi')$. In particular, we recall from (3.18) that the phase distribution is given at first order by $p_\infty(\phi') = 1/(2\pi) + p_\infty^{(1)}(\phi')$, where

$$2\pi p_\infty^{(1)}(\phi') = 2\text{Re} \left( \frac{\langle r_n' r_n^{-1}\phi' \rangle}{1 + \langle r_n r_n'/R_n \rangle} \right).$$

This same function describes the leading-order correlations between the transmission coefficient and reflection phase, that is,

$$s^{(1)}(\phi') = 2\pi p_\infty^{(1)}(\phi') + \text{const.},$$

where the constant is independent of $\phi'$.

In the framework of the scaling theory mentioned in the Introduction, our result for the joint distribution may be regarded as demonstrating three-parameter scaling in the limit of weak local scattering. To see this, consider Eq. (4.1) with $2/L_{\text{loc}}$, $\hat{s}(\phi')$, and $p_\infty(\phi')$ each expanded to the first non-vanishing order and with the contribution from the function $\eta(\phi')$ dropped. [Note that $\eta(\phi')$ is a $1/N$ correction relative to $\sigma(N)^2$, which itself is already a $1/N$ correction relative to the mean. We find below that we must take the function $\eta(\phi')$ into account in the derivation of Eq. (4.1), but it seems to be highly suppressed for large $N$ in the final answer.] The joint probability distribution is then entirely determined by three real parameters: the mean $(2/L_{\text{loc}})N$ [which determines $\sigma(N)^2 = 2cN$ since the SPS relation holds at leading order] and the real and imaginary parts of the complex parameter $z = \langle r_n' \rangle / \langle 1 + r_n r_n'/R_n \rangle$ that determines the function $p_\infty^{(1)}(\phi')$. These last two parameters may alternatively be taken to be the mean and variance of $\phi'$, since they are given at leading order by $\overline{\phi'} = 2\text{Im}(z)$ and $\overline{\phi'^2} - \overline{\phi'}^2 = \pi^2/3 - 4\text{Re}(z)$, and thus they determine $z$.

The correlation between $s$ and $\phi'$ in (4.1) is a finite-size effect, as we now explain. We write the average of $s$ as $\langle s \rangle = 2N/L_{\text{loc}} + O(N^0)$, and we consider how accurate $\langle s \rangle$ is as an estimate of the conditional average of $s$ with fixed $\phi'$ in (4.1). The phase-dependent variation of the mean introduces a relative error of order $\hat{s}(\phi')/\langle s \rangle \sim 1/N$, while the finite standard deviation introduces a relative error of $\sigma(N, \phi')/\langle s \rangle = cL_{\text{loc}}/\sqrt{N} + O(N^{-3/2})$, where the $N^{-3/2}$ term contains the contribution of the function $\eta(\phi')$. Prior work has found the joint probability distribution to factorize into a transmission coefficient part times a phase part [42, 59], in apparent contradiction to our Eq. (4.1); this suggests that the prior work only accounted for the $1/\sqrt{N}$ term in the above discussion and neglected the $1/N$ and $N^{-3/2}$ terms that contain the correlations between $s$ and $\phi'$.

B. Analytical calculation

1. Setup

We arrive at our result (4.1) by verifying that it satisfies the recursion relation for the joint probability distribution (taking $N$ large and neglecting a small error term). We do not address the question of the uniqueness of the solution. Although our approach is partially heuristic, we note that (a) the results can be checked numerically (see Fig. 4), (b) the result we get for the
constant $c$ yields Eq. (3.2), and (c) we obtain the correct probability distribution when we apply the same approach to a soluble toy model (Appendix I).

Our task is to determine the joint probability distribution as defined by Eq. (2.4a). From this definition (with $N$ and with $N + 1$) and the recursion relations (3.6a) and (3.6b), we obtain the following recursion in the localized regime:

$$P_{N+1}(s, \phi, \tau) = \mathcal{F}[s, \phi, \tau; \{P_N\}], \quad (4.7)$$

where $\mathcal{F}$ is a linear functional in its last argument and is defined by (here we replace the disorder average over site $N + 1$ by any site $n$)

$$\mathcal{F}[s, \phi, \tau; \{P_N\}] = \int ds' \int_0^{\pi} d\phi \, P_N(s', \phi) \times \langle \delta(s' + g_n(s') - s) \delta(\phi + h_n(\phi - \phi, \tau)) \rangle_n. \quad (4.8)$$

Before going into further details, we first give an overview of what our calculation will show and what assumptions we make. We start by emphasizing that Eq. (4.7) holds in the localized regime, i.e., it holds for $N \geq N_0(\lambda)$, where $N_0(\lambda)$ is of the order of $L_{\text{loc}}$ [recall the discussion below Eq. (3.7b)]. There is also an exact recursion relation that holds for all $N$ and that coincides with Eq. (4.7) for $N \geq N_0(\lambda)$. This exact relation can be obtained in a similar way from the exact recursion relations (3.5a) and (3.5b).

The given onsite disorder distribution (of the matrix elements of $S_0$) determines both the initial condition (the function $P_{N=1}$) and the exact recursion relation. Iterating the exact recursion relation, one obtains $P_{N=1}(\lambda)$, which can then be regarded as the initial condition for (4.7). However, due to the complexity of the exact recursion relation, we do not have any precise characterization of $P_{N=1}(\lambda)$. Conceptually, we regard the problem as consisting of the recursion relation (4.7) with some unknown initial condition $P_{N=1}(\lambda)$.

Let us call any family of functions $\{P_N\}$, parametrized by $N = 1, 2, \ldots$, a “trajectory.” Our approach is to define a family of trajectories that satisfy Eq. (4.7) when $N$ is large (up to an error term that we expect to be negligible), in the hope that a “generic” initial condition $P_{N=1}(\lambda)$ will “flow” to being arbitrarily close to one of these trajectories after sufficiently many iterations of (4.7).

Below, we make an ansatz for this family of trajectories. In particular, we define a function $P_{N}^{(\text{ansatz})}(s, \phi, \tau)$ which is proportional to $1/\sqrt{N}$ and normalized to 1. The ansatz is parametrized by two undetermined constants. [These constants are the $\phi, \tau$-independent additive constants referred to below Eq. (4.4), and they have no effect on the large-$N$ behavior.] The main content of our calculation is the demonstration that, for large $N$ and to all orders in the scattering expansion,

$$P_{N+1}^{(\text{ansatz})}(s, \phi, \tau) = \mathcal{F}[s, \phi, \tau; \{P_N^{(\text{ansatz})}\}] + O(1/N^2). \quad (4.9)$$

We then make two assumptions: (1) that Eq. (4.9) implies that $P_{N}^{(\text{ansatz})}$ gets arbitrarily close, as $N \to \infty$, to a trajectory that satisfies the recursion relation exactly; and (2) that all trajectories that satisfy the recursion relation exactly (or at least, all such trajectories that start from a “generic” initial condition) can be approximated in this way. We then conclude that there are some values for the two undetermined constants for which $P_N^{(\text{ansatz})}$ is a good approximation of the true solution when $N$ is large.

Although we do not have direct evidence for these assumptions, we can clarify (1) as follows. The basic point is that the $O(1/N^2)$ error terms in Eq. (4.9) must not accumulate to any significant amount over many iterations. Let us write Eq. (4.9) to one more order in $1/\sqrt{N}$:

$$P_{N+1}^{(\text{ansatz})}(s, \phi, \tau) = \mathcal{F}[s, \phi, \tau; \{P_N^{(\text{ansatz})}\}] + f_1(s, \phi, \tau)/N^2 + O(N^{-5/2})$$

for some function $f_1(s, \phi, \tau)$. To cancel $f_1$ up to $O(N^{-5/2})$ error, we take the joint distribution to be

$$P_{N+1}^{(\text{ansatz})}(s, \phi, \tau) = P_N^{(\text{ansatz})}(s, \phi, \tau) + P_N^{(\text{ansatz})}1(s, \phi, \tau), \quad (4.10)$$

which we regard as an “inhomogeneous” version of the “homogeneous” equation (4.7). Our assumption is that Eq. (4.10) has a particular solution that is of order of the integral in $N$ of the forcing term (i.e., of order $1/N$) or smaller. We set $P_{N+1}^{(\text{ansatz})}$ to be this particular solution. Higher orders proceed similarly, so that, granting the assumption just mentioned, Eq. (4.9) does indeed show that $P_{N}^{(\text{ansatz})}(s, \phi, \tau)$ is the leading term in $1/\sqrt{N}$ of the solution to the homogeneous equation (4.7). We do not study the inhomogeneous equation (4.10) further.

We turn next to the demonstration of Eq. (4.9).

2. **Ansatz**

It is convenient to work in a set of variables in which the joint probability distribution turns out to be separable. Thus, we change variables from $(s, \phi, \tau)$ to $(\tilde{s}, \phi, \tau)$, where $\tilde{s}$ is defined below. The tilde will be used throughout to indicate quantities defined with reference to $\tilde{s}$ rather than $s$.

We define a shifted and rescaled variable $\tilde{s}$ as

$$\tilde{s}_{1 \ldots N} = \frac{s_{1 \ldots N} - \eta(\phi_{1 \ldots N})}{1 + \frac{\eta(\phi_{1 \ldots N})}{2cN^2}}. \quad (4.11)$$

where $\tilde{s}(\phi)$ and $\eta(\phi)$ are functions to be determined later. To reduce clutter in our calculation below, we temporarily re-define $\eta(\phi)/(2c) \to \eta(\phi)$, restoring the factor of $2c$ at the end. From Eqs. (3.6a) and (3.6b), we read off the
recursion relation for $\tilde{s}$ in the localized regime:

$$\tilde{s}_{1...N+1} = \frac{[1 + \eta(\phi_{1...N})/N]}{1 + \eta(\phi_{1...N} + h_{N+1}(\phi_{1...N}))/N + 1} \tilde{s}_{1...N} + h_{N+1}(\phi_{1...N})/(N + 1),$$

where we have defined

$$\tilde{g}_n(\phi) = g_n(\phi) - 2/L_{\text{loc}} + \delta(\phi) - \tilde{s}(\phi + h_{n}(\phi)). \quad (4.13)$$

Naively, it would seem that for large $N$ we could drop the $\eta(\phi)$ terms in Eq. (4.12); however, we will see that they sometimes contribute in the recursion relation for the probability distribution due to being multiplied by a factor of $N$.

It is convenient for calculations below that the variable $\tilde{s}$ should have, on average and for large $N$, no change as $N$ is increased. (In Appendix I, we provide a simple example to show that using a variable without this property can lead to an incorrect answer for the variance unless the approximation of the discrete variable $N$ as a continuous variable is treated with particular care.) To verify this property, we first note that by taking $N \to \infty$ in the recursion relation (3.8) for the phase distribution and integrating, we obtain the identity

$$\int_{-\pi}^{\pi} d\phi p_{\infty}(\phi) [f(\phi) - (f(\phi + h_{n}(\phi)))n] = 0 \quad (4.14)$$

for any function $f(\phi)$. Then from Eqs. (4.12) and (4.13) and the normalization of the phase distribution, we find that the average increase of $\tilde{s}$ in one step is (for large $N$)

$$\langle \tilde{s}_{1...N+1} \rangle_{1...N} - \langle \tilde{s}_{1...N} \rangle_{1...N} = \int_{-\pi}^{\pi} d\phi p_{\infty}(\phi) \langle \tilde{g}_n(\phi) \rangle_{n} + \ldots \quad (4.15a)$$

$$\quad = \int_{-\pi}^{\pi} d\phi p_{\infty}(\phi) \langle g_n(\phi) \rangle_{n} - 2/L_{\text{loc}} + \ldots, \quad (4.15b)$$

where the $\eta(\phi)$ function only contributes a negligible $O(1/N)$ error term. Thus, the requirement that $\tilde{s}$ does not increase on average with $N$ becomes $2/L_{\text{loc}} = \int_{-\pi}^{\pi} d\phi p_{\infty}(\phi) \langle g_n(\phi) \rangle_{n}$, which is indeed the same equation as found earlier for the localization length [Eq. (3.20a)].

The joint probability distribution of $\tilde{s}$ and $\phi_{r'}$ is, by definition,

$$P_N(\tilde{s}, \phi_{r'}) = \langle \delta(\tilde{s}_{1...N} - \tilde{s}) \delta(\phi_{1...N} - \phi_{r'}) \rangle N, \quad (4.16)$$

and is related to $P_N$ by a change of variables. The recursion relation in the localized regime is readily found to be

$$P_{N+1}(\tilde{s}, \phi_{r'}) = \tilde{F}[N, \tilde{s}, \phi_{r'}; \{ \tilde{P}_N \}], \quad (4.17)$$

where $\tilde{F}$ is a linear functional in its last argument and is given by

$$\tilde{F}[s, \phi_{r'}; \{ P_N \}] = \int d\tilde{s}' \int_{-\pi}^{\pi} d\phi \tilde{P}_{1...N}(s', \phi) \times \langle \delta \left( \frac{1 + \eta(\phi)/N}{1 + \eta(\phi + h_{n}(\phi))/N + 1} - \tilde{s} \right) \rangle \delta(\phi + h_n(\phi) - \phi_{r'}) \rangle. \quad (4.18)$$

These relations are just Eqs. (4.7) and (4.8) in the new variables. Our goal is to make an ansatz $\tilde{P}_N^{(\text{ansatz})}$ that satisfies Eq. (4.9) in the new variables, i.e.,

$$\tilde{P}_{N+1}^{(\text{ansatz})}(\tilde{s}, \phi_{r'}) = \tilde{F}[N, \tilde{s}, \phi_{r'}; \{ \tilde{P}_N^{(\text{ansatz})} \}] + O(1/N^2). \quad (4.19)$$

Our ansatz is

$$\tilde{P}_N^{(\text{ansatz})}(\tilde{s}, \phi_{r'}) = \tilde{F}_N(\tilde{s}) p_{\infty}(\phi_{r'}), \quad (4.20)$$

where the phase distribution $p_{\infty}(\phi_{r'})$ is as calculated in Sec. III (alternatively, we may leave it as an undetermined function for now and recover the same series by our calculation below) and where $\tilde{F}_N(\tilde{s})$ is a Gaussian with variance $2cN$ (with a constant $c$ to be determined later):

$$\tilde{F}_N(\tilde{s}) = \frac{1}{\sqrt{4\pi cN}} e^{-s^2/(4cN)}. \quad (4.21)$$

Changing variables from $(\tilde{s}, \phi_{r'})$ back to $(s, \phi_{r'})$ yields

$$P_N^{(\text{ansatz})}(s, \phi_{r'}) = \left[ 1 + \frac{\eta(\phi_{r'})}{2cN} \right]^{-1} \times P_N^{(\text{ansatz})} \left( \frac{s - 2L_{\text{loc}} N - \tilde{s}(\phi_{r'})}{1 + \frac{\eta(\phi_{r'})}{2cN}}, \phi_{r'} \right), \quad (4.22)$$

where we have taken $N$ large enough that the Jacobian determinant is positive. This indeed produces the claimed general form of Eq. (4.1).

We show below that the constant $c$ and the functions $\tilde{s}(\phi_{r'})$ and $\eta(\phi_{r'})$ are uniquely determined (up to additive independent additive constants in the two functions), order by order in the scattering expansion, by the requirement that the ansatz must satisfy Eq. (4.19). Thus, each choice of the two additive constants determines a trajectory $\{ P_N^{(\text{ansatz})} \}$ that satisfies Eq. (4.9).

Let us note that Eq. (4.19) can also be obtained starting from a more general ansatz. In particular, one can replace $\tilde{s} \rightarrow \left( 1 + \beta_2/N \right) \left( \tilde{s} - \beta_1 \right)$ in Eq. (4.21) (for some constants $\beta_1, \beta_2$). However, one finds that for large $N$, the constants $\beta_1$ and $\beta_2$ only affect $P_N^{(\text{ansatz})}$ by additive shifts of $\tilde{s}(\phi)$ and $\eta(\phi)$, respectively, and these have already been accounted for. Thus, this particular modification does not introduce any additional generality (although we cannot rule out the possibility of other, non-Gaussian solutions).

We proceed to show that Eq. (4.9) reduces to certain integral equations constraining $\tilde{s}(\phi_{r'})$ and $\eta(\phi_{r'})$. Then, we show that these integral equations can be solved order by order in the scattering expansion, which in turn provides a scattering expansion also of the constant $c$. 


3. Reduction to integral equations

It is convenient to Fourier transform in \( \hat{s} \); we write the transformed function with the same symbol [e.g., \( \tilde{F}_N(q) = \int d\hat{s} \ e^{-iq\hat{s}} \tilde{F}_N(\hat{s}) \)]. Note in particular that

\[
\tilde{F}_N(q) = e^{-cNq^2}. \tag{4.23}
\]

We proceed to evaluate \( \tilde{F}[N,q,\phi_r;\{\tilde{P}_N^{\text{(ansatz)}}\}] \equiv \int d\hat{s} \ e^{-iq\hat{s}} \tilde{F}[N,\hat{s},\phi_r;\{\tilde{P}_N^{\text{(ansatz)}}\}] \) with the goal of imposing Eq. (4.9) in \( q \) space. From Eq. (4.18), we obtain the functional \( \tilde{F} \) in Fourier space:

\[
\tilde{F}[N,q,\phi_r;\{\tilde{P}_N\}] = \int_{-\pi}^{\pi} d\phi \langle \exp \left[ -iq \frac{\tilde{g}_n(\phi)}{1 + \eta(\phi + h_n(\phi))} \right] \times \tilde{P}_N \left( \frac{1 + \eta(\phi + h_n(\phi))}{(N+1)} q, \phi \right) \langle \delta(\phi + h_n(\phi) - \phi_r) \rangle_n. \tag{4.24}
\]

Evaluating this functional on an ansatz of the form (4.20), we find

\[
\tilde{F}[N,q,\phi_r;\{\tilde{P}_N^{\text{(ansatz)}}\}] = \int_{-\pi}^{\pi} d\phi \ p_\infty(\phi) \langle \tilde{F}_N \left( \frac{1 + \eta(\phi + h_n(\phi))}{(N+1)} q \right) \times \exp \left[ -iq \frac{\tilde{g}_n(\phi)}{1 + \eta(\phi + h_n(\phi))} \right] \langle \delta(\phi + h_n(\phi) - \phi_r) \rangle_n. \tag{4.25}
\]

Next, we expand in small \( q \), using the specific form (4.23) to write Eq. (4.25) as

\[
\tilde{F}[N,q,\phi_r;\{\tilde{P}_N^{\text{(ansatz)}}\}] = C(N,q,\phi_r) \tilde{F}_N(q), \tag{4.26}
\]

where \( C(N,q,\phi_r) \) is a power series in \( q \):

\[
C(N,q,\phi_r) \equiv \sum_{j=0}^{\infty} C_j(N,\phi_r) q^j, \tag{4.27}
\]

with some coefficients \( C_j(N,\phi_r) \).

The essential point that simplifies the calculation is that the order in \( 1/\sqrt{N} \) of a given term differs between \( \hat{s} \) space and \( q \) space. We have

\[
\int \frac{dq}{2\pi} \ e^{iq\hat{s}} q^j \tilde{F}_N(q) = O(N^{-(j+1)/2}) \quad (j \geq 0). \tag{4.28}
\]

In particular: for the purpose of imposing the condition (4.9), any term \( q^j \tilde{F}_N(q) \) with \( j \geq 3 \) is negligible because its contribution in \( \hat{s} \) space is \( O(1/N^2) \). Thus, provided that we establish that each \( C_j(N,\phi_r) \) is finite as \( N \to \infty \), it follows that we can drop all but the terms \( j = 0,1,2 \) in Eq. (4.27).

To show that each \( C_j(N,\phi_r) \) is finite as \( N \to \infty \), we inspect the two terms in the integrand in (4.25) that need to be expanded in \( q \): the \( \tilde{F}_N \) term and the exponential. The latter clearly only produces terms that are finite as \( N \to \infty \). The \( \tilde{F}_N \) term is of the form \( \tilde{F}_N([1 + O(1/N)]q) \), so it suffices to note that \( [\tilde{F}_N(q)]^{-1} \partial^j \tilde{F}_N(q)/\partial q^j = O(N^j) \).
To put these requirements into a more explicit form, we calculate $C_1(N, \phi_r^\ell)$ and $C_2(N, \phi_r^\ell)$ for large $N$ as follows: first, if we temporarily set the function $\eta(\phi)$ to be identically zero, then we may read off $C(N, q, \phi_r^\ell) = \int_{-\pi}^{\pi} d\phi \, p_\infty(\phi) \langle e^{-iq\phi} \delta(\phi + h_n(\phi) - \phi_r^\ell) \rangle_n$. To then include the function $\eta(\phi)$, we expand $\tilde{F}_N$ in Eq. (4.25) about the point $q$ and use Eq. (4.23) to write $\frac{\partial}{\partial q} \tilde{F}_N(q)$ in terms of $\tilde{F}_N(q)$. The only contribution from the function $\eta(\phi)$ that survives for large $N$ comes from the following expansion:

$$
\tilde{F}_N \left[ \frac{1 + \eta(\phi)/N}{1 + \eta(\phi + h_n(\phi))/N} \right] = \tilde{F}_N(q) + \left( \frac{\eta(\phi) - \eta(\phi + h_n(\phi))}{N + 1} \right) q \frac{\partial}{\partial q} \tilde{F}_N(q) + \ldots
$$

(4.33a)

$$
= \{ 1 - 2c[\eta(\phi) - \eta(\phi + h_n(\phi))] + O(1/N) \} q^2 + O(q^3) \tilde{F}_N(q),
$$

(4.33b)

where we have used $\frac{\partial}{\partial q} \tilde{F}_N(q) = -2cNq \tilde{F}_N(q)$. We thus obtain

$$
\left( 1 + \frac{\eta(\phi) - \eta(\phi + h_n(\phi))}{N} \right) = \left( 1 + \frac{\eta(\phi) - \eta(\phi + h_n(\phi))}{N} \right) \frac{\partial}{\partial q} \tilde{F}_N(q).
$$

(4.34a)

$$
\left( 1 + \frac{\eta(\phi) - \eta(\phi + h_n(\phi))}{N} \right) \frac{\partial}{\partial q} \tilde{F}_N(q) + \ldots
$$

(4.34b)

Thus, the two requirements (4.32a) and (4.32b) yield two integral equations involving the constant $c$ and the functions $\tilde{s}(\phi)$ and $\eta(\phi)$. We show in the next section that these integral equations uniquely determine $c$, $\tilde{s}(\phi)$, and $\eta(\phi)$ (except for the addition of $\phi$-independent constants to the functions) order by order in the scattering expansion.

4. Series solution of integral equations

It is convenient to take the Fourier transform in $\phi_r^\ell$. We write $C_{j,\ell} \equiv \lim_{N \to \infty} \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell\phi} C_j(N, \phi)$, where $j = 1, 2$. Taking the Fourier transform of Eq. (4.34a) yields

$$
C_{1,\ell} = -i(-1)^\ell \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell\phi} p_\infty(\phi) \langle \tilde{g}_n(\phi) \rangle_n
$$

$$
\times \langle v_n^- \ell A_n,\ell(\phi) \tilde{g}_n(\phi) \rangle_n,
$$

(4.35)

where we have recalled Eqs. (3.7b) and (3.10b). Thus, recalling Eq. (4.13), we see that the requirement (4.32a) is equivalent to the following equation holding for all integers $\ell$:

$$
\int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell\phi} p_\infty(\phi) \langle v_n^- \ell A_n,\ell(\phi) \rangle
$$

$$
\times \langle \tilde{g}_n(\phi) - 2/L_{loc} + \tilde{s}(\phi) - \tilde{s}(\phi + h_n(\phi)) \rangle_n = 0.
$$

(4.36)

We now show that Eq. (4.36) determines, to all orders in the scattering expansion, all Fourier coefficients $\tilde{s}_\ell = \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell\phi} \tilde{s}(\phi)$ except for $\tilde{s}_{\ell=0}$ (which is one of the undetermined constants we have discussed above). The fact that $\tilde{s}_{\ell=0}$ is unconstrained follows immediately from the invariance of the equation under shifting $\tilde{s}(\phi)$ by an additive constant. To determine the $\ell \neq 0$ coefficients, we start by noting that since $g_n(\phi)$ and $2/L_{loc}$ start at first and second order (respectively) in the scattering expansion, $\tilde{s}(\phi)$ must in general start at first order. Noting that

$$
\int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell\phi} \tilde{s}(\phi + h_n(\phi)) = \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell(\phi - h_n(\phi))} \tilde{s}(1)(\phi) + O(\lambda^2) = (-v_n^-1) \tilde{s}^{(1)} + O(\lambda^2),
$$

we re-arrange the first-order part of Eq. (4.36) to yield

$$
\tilde{s}_\ell^{(1)} = \frac{\langle v_n^- \ell g_n,\ell(\phi) \rangle_n}{(-1)^\ell \langle v_n^- \ell \rangle_n} = \gamma^{(1)} \delta_{\ell,-1} + \gamma^{(1)}* \delta_{\ell,1},
$$

(4.37)

which demonstrates Eq. (4.6).

Consider next the order $j$ part of Eq. (4.36) for some $j \geq 2$. By a similar calculation as above, the quantity $\tilde{s}_\ell^{(j)}$ only appears in the combination $\langle v_n^- j A_n,\ell \rangle$, which means that we can solve for $\tilde{s}_\ell^{(j)}$ in terms of $\tilde{s}_\ell^{(j')}$ with $1 \leq j' < j$. This completes the demonstration that Eq. (4.36) determines the function $\tilde{s}(\phi)$ to all orders in the scattering expansion.

Although we do not present the explicit expressions in this case, it may be shown that $\tilde{s}_\ell^{(j)}$ is non-vanishing for only finitely many $\ell$ and may be expressed as a finite sum over Fourier coefficients of the other quantities appearing in Eq. (4.36). We have calculated the second-order correction as well, with the result (in $\phi$ space)

$$
\tilde{s}(\phi) = 2 \Re \left\{ \gamma^{(1)} e^{-i\phi} + \left[ \frac{3}{2} \gamma^{(2)} - \left( \gamma^{(1)} \right)^2 \right] e^{-2i\phi} \right\}
$$

$$
+ O(\lambda^3) + \text{const}.
$$

(4.38)

Thus, we see that the correspondence with the non-uniform part of the marginal distribution of the reflection
phase [Eq. (4.6)] does not generally extend beyond the first order.

We proceed to the second constraint, (4.32b). Equation (4.34b) yields [rescaling $2c\eta(\phi) \to \eta(\phi)$ to return to our original definition of $\eta(\phi)$]

$$C_{2,\ell} = (-1)^{\ell} \int_{-\pi}^{\pi} d\phi p_{n,\ell}(\phi) e^{-i\ell\phi} \langle \eta_n \rangle_{n,\ell}(\phi) \times \left[ \frac{1}{2} \hat{g}_n(\phi)^2 + \eta(\phi) - \eta(\phi + h_n(\phi)) \right] \right\rangle_n, \quad (4.39)$$

so that (4.32b) is equivalent to the following equation holding for all integers $\ell$:

$$c_{p_{n,\ell}} = (-1)^{\ell} \int_{-\pi}^{\pi} d\phi p_{n,\ell}(\phi) e^{-i\ell\phi} \langle \eta_n \rangle_{n,\ell}(\phi) \times \left[ \frac{1}{2} \hat{g}_n(\phi)^2 + \eta(\phi) - \eta(\phi + h_n(\phi)) \right] \right\rangle_n. \quad (4.40)$$

We now show that the $\ell = 0$ component of Eq. (4.40) determines the constant $c$ to all orders, while the $\ell \neq 0$ coefficients determine the function $\eta(\phi)$ to all orders aside from a $\phi$-independent additive constant. Using Eqs. (3.20a) and (4.14), we simplify the $\ell = 0$ component of Eq. (4.40) to

$$c = \frac{1}{2} \int_{-\pi}^{\pi} d\phi p_{n,0}(\phi) \left\{ \frac{1}{2} \hat{g}_n(\phi)^2 + 2\hat{s}(\phi)g_n(\phi) + 2\hat{s}(\phi + h_n(\phi)) \left[ \hat{s}(\phi + h_n(\phi)) - \hat{s}(\phi) - g_n(\phi) \right] \right\}_{n}$$

$$\quad \quad \quad \quad \quad + \frac{1}{2} \left( \frac{2}{L_{loc}} \right)^2, \quad (4.41)$$

which thus yields a series expansion $c = c^{(2)} + c^{(3)} + \ldots$, since we have already established series expansions of $p_{n,0}(\phi)$, $\hat{s}(\phi)$, and $2/L_{loc}$. We readily obtain $c^{(2)} = \gamma^{(1)}(r)_n$ and $c^{(3)} = 0$ [all odd orders indeed vanish by the symmetry argument presented below Eq. (3.2)], which thus yields the SPS relation up to errors of the fourth order [Eq. (3.2)]. We have not calculated the next coefficient ($c^{(4)}$) explicitly, but it could be done in our formalism. As commented earlier, Schrader et al. have already shown in a specific model [31] that $c^{(4)}$ need not coincide with the fourth-order part of $2/L_{loc}$, as would be expected if the SPS relation were exactly true.

Note that Eq. (4.40) is invariant under an additive shift of the function $\eta(\phi)$ by any $\phi$-independent constant, i.e., the component $\eta_{\ell=0}$ is unconstrained. However, all $\ell \neq 0$ coefficients are fixed by Eq. (4.40), and we can then calculate $\eta(\phi)$ order by order in the scattering expansion [since all other quantities in Eq. (4.40) can be calculated order by order]. A straightforward calculation shows that the series starts at second order with

$$\eta(\phi) = \text{Re} \left\{ \left[ \gamma^{(2)} - (\gamma^{(1)})^2 \right] e^{-2i\phi} \right\} + O(\lambda^3) + \text{const.} \quad (4.42)$$

In our discussion above of three-parameter scaling, we ignored the function $\eta(\phi)$ for reasons discussed there. If $\eta(\phi)$ is included at the leading order, then an additional two real parameters (the real and imaginary parts of $\gamma^{(2)}$) must be taken into account for a total of five parameters to determine the joint probability distribution in the regime of weak local reflection.

We check Eqs. (4.38) and (4.42) numerically in the following way. For a fixed and large system size $N$ (in a given model), we calculate the tuple $(s_{1..N}, \phi_{r_1..N})$ in many disorder realizations. We then bin the tuples based on the value of $\phi_{r_1..N}$ into bins of some width $\phi_{\text{width}} \approx 2\pi$. Within each bin we do a Gaussian fit to the PDF of the values of $s_{1..N}$ in the bin. We thus obtain an estimate of the mean and variance of $s_{1..N}$ conditional on a certain value of $\phi_{r_1..N}$. According to our result (4.1), the conditional mean and variance should be given by $2N/L_{loc} + \hat{s}(\phi_{r_1..N})$ and $2N + 2\hat{\eta}(\phi_{r_1..N})$, respectively, up to the addition of constants that are independent of $N$ and of $\phi_{r_1..N}$.

Figure 4 shows the results for the DTQW considered in Sec. III D, and also illustrates the leading-order correspondence (4.6) between the marginal distribution of the reflection phase and the phase-dependent mean.

**V. CONCLUSION**

In this paper, we developed a scattering expansion for the general problem of single-channel scattering through a disordered region with i.i.d. disorder. We found a systematic expansion of the inverse localization length and reflection phase distribution in terms of averages over the local reflection amplitudes, with the local reflection strength being the small parameter. The leading order of this expansion was shown to be equivalent to an earlier result by Schrader et al. [31], and the next order was checked in special cases from the literature. Using these first two orders, we explored the effect of phase dis-
order on DTQWs, interpolating between known results in the limits of weak and strong disorder and showing analytically that the localization length can vary non-monotonically in between.

In the scattering framework, we further developed the general understanding of SPS without the uniform phase hypothesis, as demonstrated by Schrader et al. \[31\]. In particular, we showed that their small parameter can be interpreted as the local reflection strength, and we showed that the SPS relation holds to another order beyond what they showed. We also explicitly showed that the SPS relation holds for weak potential strength in a broad class of PARS. The picture of SPS that emerges, primarily from Ref. \[31\] but extended by our work, is that instead of there being a length scale for complete phase randomization, there is instead a phase convergence length at which the probability distribution of the reflection phase reaches its limiting form (which in general is non-uniform). When the local reflection strength is weak and the scattering region is larger than both the localization length and the phase convergence length, SPS holds.

We proceeded to apply the scattering expansion to the joint probability distribution of the minus logarithm of the transmission coefficient (\(-\ln T\)) and the reflection phase \((\phi_r)\). In the limit of large system size, we obtained

FIG. 4. Numerical checks of our result (4.1) for the joint probability distribution of \(s_{1...N}\) and \(\phi_r'_{1...N}\). In the DTQW with Tarasinski leads (see Sec. III D), \(1.1 \times 10^8\) disorder realizations were generated with the following parameters: \(N = 850\) sites, \(\omega = 0.25\), all \(\theta_n \equiv \theta = 0.14\), all \(\varphi_{1,n} = \varphi_{2,n} = 0\), and \(\varphi_n\) uniformly distributed in \([W,W]\) with \(W = 0.6\). (a) The marginal distribution of the reflection phase. The theoretical result is calculated up to an error of \(O(\sin^4 \theta)\) [see Eqs. (3.17b)–(3.17e), (3.18), and (3.64)]. For (b), (c), and (d), the data was binned with \(\phi_{\text{width}} = 0.2\) (see main text). (b) The conditional distribution of \(s_{1...N}\) given the value \(\phi_r'_{1...N} = -2.042\) (which is the center of the bin for the numerics). The fit is to a Gaussian, and the resulting mean and variance yield the sixth data point from the right in (c) and (d). (c) The mean of \(s_{1...N}\) conditional on the value of \(\phi_r'_{1...N}\). The theory curve is given by Eq. (4.38) with the phase-independent, additive constant as a fit parameter. The similarity between the plots (a) and (c) is due to Eq. (4.6). (d) The variance of \(s_{1...N}\) conditional on the value of \(\phi_r\). The theory curve is \(2\eta(\phi)\), where \(\eta(\phi)\) is given by Eq. (4.42) with the phase-independent constant as a fit parameter.
a general form for this distribution to all orders in the scattering expansion. This calculation relied on an ansatz and some plausible, though unproven, assumptions (and we checked our final result numerically). We showed that all quantities that appear in this general form may be expressed order by order in terms of local averages, and we explicitly evaluated some of the leading-order terms. We found that at the leading order in the local reflection strength, the same function describes both the deviations from uniformity in the marginal distribution of $\phi_r$ and the correlations between $-\ln T$ and $\phi_r$. This showed that the joint distribution satisfies, at the leading order, a three-parameter scaling theory, with one parameter being the usual one for the SPS description of the marginal distribution of $-\ln T$ and the remaining two parameters describing both the marginal distribution of the reflection phase and the phase-transmission correlations.

It would be interesting to explore implications that our scattering-based approach might have for the more usual DTQW setup, in which a walker starts in a spatially confined initial state and evolves in time. Ballistic spread (i.e., variance increasing quadratically with time) is an important property of DTQWs and is known to be suppressed by localization. However, if the localization length is sufficiently large, then this suppression would be unimportant, since the walker can be expected to travel ballistically until reaching a distance of order $L_{\text{loc}}$. (It has indeed been found in a particular model that the maximum distance reached by the walker has the same scaling with disorder strength as the localization length [13]...) Our scattering-based results for $L_{\text{loc}}$ might yield a lower bound (after appropriate minimization over quasienergy) on the $L_{\text{loc}}$ that appears in the time-dependent problem. Also, our technique for calculating the reflection phase distribution might extend to the distribution of the Wigner delay time ($d\phi_r/d\omega$), which would characterize the time that a walker spends in being reflected from a disordered region in an otherwise non-disordered environment.

Another direction to explore would be applications of our approach to other problems involving products of random matrices, even outside the setting of scattering theory. For instance, in the study of randomly driven conformal field theories, Ref. [87] encounters a problem that seems to fit our framework [a product of random SU(1, 1) matrices]; each matrix represents a time step, and the Lyapunov exponent (inverse localization length) is shown to be the rate of entanglement entropy growth (and to be a lower bound on the heating rate).

Finally, this work could be a step towards an analytical treatment of the quasi-one-dimensional case (i.e., many scattering channels rather than one). This would be significant because the quasi-one-dimensional case can be used to study delocalization transitions in dimensions higher than one; in particular, one studies (usually numerically) the scaling, as the number of transverse modes goes to infinity, of the largest localization length [88]. If we can carry out the approach with multiple scattering channels, then the possibility could arise of taking this limit analytically. We note that Ref. [89] takes a similar approach in a particular model and finds that departure from the isotropy assumption (c.f. Sec. II) is necessary in order to obtain a metal-insulator transition. Ultimately, we would like to use the scattering expansion as an analytical handle on critical exponents in higher-dimensional localization-delocalization transitions, such as the plateau transition in the integer quantum Hall effect [90].
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Appendix A: S matrices and scattering transfer matrices

We recall some basic facts about single-channel scattering in one dimension. A generic $2 \times 2$ $S$ matrix $S$ relates incoming to outgoing scattering amplitudes by

$$\begin{pmatrix} \Psi^+_L \\ \Psi^+_R \end{pmatrix} = S \begin{pmatrix} \Psi^-_L \\ \Psi^-_R \end{pmatrix},$$

(A1)

and may be parametrized as

$$S = \begin{pmatrix} t & r' \\ r & t' \end{pmatrix},$$

(A2)
where \( t \) and \( t' \) (\( r \) and \( r' \)) are the transmission (reflection) amplitudes. It is straightforward to show that the unitarity condition \( (S^\dagger S = 1) \) yields \( |t|^2 = |t'|^2 \equiv T \), \( |r|^2 = |r'|^2 \equiv R \), \( R + T = 1 \), and \( r't^* + r^*t' = rt^* + r'^*t = 0 \). We can thus write

\[
S = \begin{pmatrix} \sqrt{T} e^{i\phi_t} & \sqrt{1-T} e^{i\phi_{t'}} \\ \sqrt{1-T} e^{i\phi_t} & \sqrt{T} e^{i\phi_{t'}} \end{pmatrix},
\]

(A3)

with \( t = \sqrt{T} e^{i\phi_t}, t' = \sqrt{T} e^{i\phi_{t'}}, r = \sqrt{R} e^{i\phi_r}, r' = \sqrt{R} e^{i\phi_{r'}} \), and (unless \( T = 0 \) or \( 1) \phi_t + \phi_{t'} - \phi_r - \phi_{r'} = \pi \) (modulo \( 2\pi \)).

Provided that the transmission coefficient \( T \) is non-zero, one can relate left to right amplitudes using a scattering transfer matrix \( \mathcal{T} \) as follows:

\[
\begin{pmatrix} \Psi_L \Psi_R \\ \Psi_R \Psi_L \end{pmatrix} = \mathcal{T} \begin{pmatrix} \Psi_L' \Psi_R' \\ \Psi_R' \Psi_L' \end{pmatrix},
\]

(A4)

where

\[
\mathcal{T} = \begin{pmatrix} 1/t^* & r'/t' \\ -r/t' & 1/t^* \end{pmatrix}.
\]

(A5)

Two scatterers in sequence (\( S_1 \) to the left of \( S_2 \)) are described by an \( S \) matrix denoted \( S_{12} \). Let us parametrize \( S_1, S_2, S_{12} \) as in Eq. (A2). \( S_{12} \) may be obtained from its corresponding scattering transfer matrix \( \mathcal{T}_{12} = \mathcal{T}_2 \mathcal{T}_1 \). Using unitarity, it is straightforward to obtain from this matrix equation the following exact relations:

\[
t_{12} = \frac{t_1 t_2}{1 - r_1 r_2^*},
\]

(A6a)

\[
t'_{12} = \frac{t'_1 t'_2}{1 - r'_1 r'_2^*},
\]

(A6b)

\[
r_{12} = \frac{1 - r_2/r_2^*}{1 - r_1 r_2},
\]

(A6c)

\[
r'_{12} = \frac{1 - r'_2/r'_2^*}{1 - r'_1 r'_2},
\]

(A6d)

We can now derive the recursion relations for the transmission coefficient and reflection phase. Identifying \( S_{1...N} \equiv S_1, S_{N+1} \equiv S_2, \) and \( S_{1...N+1} \equiv S_{12} \), we obtain Eq. (3.5a) from the main text by taking the modulus-squared of either Eq. (A6a) or Eq. (A6b). Also, we can write Eq. (A6d) as

\[
r'_{12} = -\frac{r'_1 r'_2^*}{r_2^* - r'_1 r'_2},
\]

(A7)

and taking the argument of both sides yields Eq. (3.5b) from the main text.

Appendix B: The Schrader et al. formula

First we state the main results of Schrader et al. (Ref. [31]) with some adjustments of notation to match our conventions. Then we show that Eqs. (3.1) and (3.2) in the main text follow straightforwardly from their result.

1. Statement of their result

Schrader et al. consider a product of 2 \( \times \) 2 matrices \( K_{1...N} = K_N \ldots K_1 \), where, as in the main text, we are using the convention that the subscript \( n \) stands for dependence on some disorder variables that are i.i.d. Each \( K_n \) also depends on a global (i.e., site-independent and disorder-independent) real parameter \( \lambda \). By assumption, each \( K_n \) satisfies three conditions. The first is a pseudo-unitarity condition:

\[
K_n^\dagger \sigma^y K_n = \sigma^y.
\]

(B1)

The second condition is that all \( K_n \) commute at \( \lambda = 0 \):

\[
[K_n, K_{n'}]_{\lambda=0} = 0.
\]

(B2)
and the third is a trace inequality at \( \lambda = 0 \):

\[
|\text{Tr } K_n|_{\lambda=0} < 2. \tag{B3}
\]

Note that the pseudo-unitarity condition (B1) with \( \sigma^z \) instead of \( \sigma^y \) is the defining condition for a scattering transfer matrix \( T_n \) (as it is equivalent to the unitarity of the corresponding \( S \) matrix). Schrader et al. point out that the two types of matrices are isomorphic, being related by a unitary transformation:

\[
C \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} i & i \\ 1 & -1 \end{pmatrix}, \quad K_n \equiv CT_nC^{-1}. \tag{B4}
\]

They write the matrix that rotates by an angle \( \eta \) as

\[
R_{\eta} = \begin{pmatrix} \cos \eta & -\sin \eta \\ \sin \eta & \cos \eta \end{pmatrix}. \tag{B5}
\]

They show that any \( K_n \) may be written as

\[
MK_nM^{-1} = e^{i\xi_n}R_{\eta_n}\exp[\lambda P_n + \lambda^2 Q_n + O(\lambda^3)], \tag{B6}
\]

where \( M \in \text{SL}(2, \mathbb{R}) \), \( P_n \) and \( Q_n \) are real, traceless \( 2 \times 2 \) matrices, and \( M, \eta_n, P_n, \) and \( Q_n \) are all independent of \( \lambda \) (while \( \xi_n \) may depend on \( \lambda \)). The phases \( \xi_n \) and \( \eta_n \) are explicitly found as follows. From \( \det K_n^\dagger K_n = 1 \) [which follows from Eq. (B1)] we have \( \det K_n = e^{2i\xi_n} \) for some \( \xi_n \in [0, \pi] \). The phase \( \eta_n \) is defined by \( \cos \eta_n = \frac{1}{2} (e^{-i\xi_n} \text{Tr } K_n)|_{\lambda=0}. \)

They further define a \( \lambda \)-independent constant \( \beta_n \) in terms of the matrix elements of \( P_n \):

\[
\beta_n = (P_n)_{1,1} - \frac{1}{2}[(P_n)_{1,2} + (P_n)_{2,1}]. \tag{B7}
\]

Their results for the localization length and variance [see their Eqs. (6), (7), and (22)] are given in our conventions by

\[
\frac{2}{L_{\text{loc}}} = \left\langle \langle |\beta_n|^2 \rangle_n + 2\text{Re} \left[ \frac{(\beta_n)_{n}^{*}(\beta_n e^{2i\eta_n})_{n}}{1 - (e^{2i\eta_n})_{n}} \right] \right\rangle \lambda^2 + O(\lambda^3) \tag{B8}
\]

and

\[
\lim_{N \to \infty} \frac{\sigma(N)^2}{2N} = \frac{2}{L_{\text{loc}}} + O(\lambda^3). \tag{B9}
\]

2. Corollary to the Schrader et al. result

We now use the isomorphism (B4) to apply Eqs. (B8) and (B9) to a scattering transfer matrix \( T_n \), which in general may be parametrized as

\[
T_n = \begin{pmatrix} 1/t_n^{*} & r_n/t_n' \\ -r_n'/t_n' & 1/t_n' \end{pmatrix}. \tag{B10}
\]

Note that by unitarity (or, equivalently, the pseudo-unitarity condition \( T_n^* T_n = \sigma^z \)), we have \( |r_n| = |r_n'| \equiv \sqrt{T_n}, \]

\( |t_n| = |t_n'| \equiv \sqrt{T_n}, \) and \( R_n + T_n = 1 \). We write \( t_n = \sqrt{T_n} e^{i\phi_n} \) and \( t_n' = \sqrt{T_n} e^{i\phi_n'} \). We assume that the \( S \) matrix elements depend on the global parameter \( \lambda \), and in particular that \( r_n \) and \( r_n' \) are each proportional to \( \lambda \). Then by unitarity, \( T_n = 1 + O(\lambda^2) \), and so

\[
t_n = e^{i\phi_n} + O(\lambda), \quad t_n' = e^{i\phi_n'} + O(\lambda). \tag{B11}
\]

We expand the transmission phases as \( \phi_{t_n} = \phi_{t_n}^{(0)} + O(\lambda^2) \) and \( \phi_{t_n'} = \phi_{t_n'}^{(0)} + \phi_{t_n'}^{(1)} + O(\lambda^2) \), where the superscript indicates the order in \( \lambda \). The scattering transfer matrix at \( \lambda = 0 \) simplifies to

\[
T_n|_{\lambda=0} = \begin{pmatrix} e^{i\phi_{t_n}^{(0)}} & 0 \\ 0 & e^{-i\phi_{t_n'}^{(0)}} \end{pmatrix}. \tag{B12}
\]
It is then clear that all $T_n$ commute at $\lambda = 0$. Furthermore, $\text{Tr} T_n |_{\lambda=0} = e^{i\phi_n} + e^{-i\phi_n}$, which has absolute value that we can assume to be less than 2 in almost all disorder realizations. In this last step we are appealing to “typical” disorder, since even if $\phi_n(0) = \phi_n(0)$ is enforced by symmetry, the point $\phi_n(0) = 0$ is a set of measure zero. The isomorphism (B4) then shows that Eq. (B2) and inequality (B3) hold, while Eq. (B1) also follows from the isomorphism. Thus, the conditions for the Schrader et al. formula are met.

We proceed to identify the various terms in the decomposition (B6). From Eq. (B4), we readily obtain

$$\text{Det} \ K_n = e^{i(\phi_n - \phi_n')},$$

and thus

$$\xi_n = \frac{1}{2}(\phi_n - \phi_n').$$

We then obtain $\eta_n = \frac{1}{2}(\phi_n + \phi_n').$

We then define a real, traceless, $\lambda$-independent matrix $P_n$ by

$$\lambda P_n = \frac{1}{2} \begin{pmatrix} - (r_n + r_n^*) & -i(r_n - r_n^*) - \phi_n^{(1)} - \phi_n^{(1)} \\ -i(r_n - r_n^*) + \phi_n^{(1)} + \phi_n^{(1)} & r_n + r_n^* \end{pmatrix},$$

Then it is straightforward to verify

$$K_n = e^{i\xi_n} R_{\eta_n} (1 + \lambda P_n) + O(\lambda)^2,$$

which confirms the decomposition (B6) with $M = 1$ (and $Q$ will not be needed).

From Eq. (B7), we then read off the constant $\beta_n$:

$$\lambda\beta_n = -r_n.$$ 

Also note

$$e^{2i\eta_n} = t_n'/t_n^* + O(\lambda)$$

$$= -\frac{r_n r_n'}{R_n} + O(\lambda),$$

where we used the unitarity constraint $r_n't_n^* + r_n^*t_n' = 0$. Substituting into their results (B8) and (B9) then yields Eqs. (3.1) and (3.2) from the main text with error terms $O(\lambda^3)$ instead of $O(\lambda^4)$. The vanishing of the third-order contributions is discussed in the main text.

3. Correspondence of the phase variables

As we have mentioned in the main text, Schrader et al. [31] emphasize the importance of a non-uniform phase distribution in obtaining the correct answer for the inverse localization length and variance at leading order. To further clarify the connection between their work and ours, we show in this section that the phase variable they consider (in a calculation that does not explicitly refer to scattering) is, in the localized regime, related by a factor of $1/2$ to the reflection phase in our setup. We then confirm that our calculation yields the same result for the first Fourier coefficient of the phase distribution ($p_\infty,\ell=1$) as their calculation.

Their phase variable is $\theta_n$ (not to be confused with the coin parameter in the DTQW in our main text). Note from the paragraph above their Sec. 3 that they set $\xi_{\sigma}(\lambda) = 0$ ($\xi_n = 0$ in our notation). The recursion relation they obtain is [their Eqs. (12) and (13)]

$$e^{2i\theta_{n+1}} = \frac{\langle v | K_n | e_{\theta} \rangle}{\langle \bar{v} | K_n | e_{\theta} \rangle},$$

where [see their Eqs. (9) and (10)]

$$|v\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -i \end{pmatrix},$$

$$e_{\theta} = \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix}.$$
From Eq. (B14) and \( \xi_n = 0 \) we see that \( \phi_n = \phi'_n \), i.e., \( t_n = t'_n \). Using Eq. (B4) and unitarity, we then find that their recursion relation (B19) becomes

\[
e^{2i\theta_{n+1}} = e^{i(\phi_{r_n} + \phi'_{r_n} + \pi)} \frac{1 - r_n e^{-2i\theta_n}}{1 - r_n e^{2i\theta_n}}.
\]

Identifying \( 2\theta_n = \phi_{r'_{1\ldots n}} \) and taking the logarithm of both sides yields exactly the recursion relation (3.6b) for the reflection phase in the localized regime (which we recall consists of \( n \) large enough that \( R_{1\ldots n} \approx 1 \)). This suffices to show that the probability distribution \( p_{\infty}(\phi_{r'}) \) coincides with the probability distribution of \( 2\theta_n \) for large \( n \); while \( 2\theta_n \) and \( \phi_{r'_{1\ldots n}} \) need not coincide for small \( n \), this has no effect in the limit of many sites. Note in particular that the “invariant measure” discussed by Schrader et al. (and also in the prior mathematics literature \([28, 53, 91]\)) is the same, up to trivial rescaling, as \( p_{\infty}(\phi_{r'}) \).

Taking \( N \to \infty \) in their Lemma 1 should thus yield, in our notation, the first Fourier component \( p_{\infty, \ell = -1} \) explicitly up to error \( O(|r_n|^2) \) and also the error estimate \( p_{\infty, \ell = -2} = O(|r_n|) \) for the second Fourier component. Recall that we obtained \( 2\pi p_{\infty, \ell = -1} = \gamma(1) + O(|r_n|^3) \) and \( 2\pi p_{\infty, \ell = -2} = \gamma(2) + O(|r_n|^4) \) [see Eq. (3.18)], where the constants \( \gamma(1) \) and \( \gamma(2) \) are given by Eqs. (3.17b) and (3.17c). Recalling Eqs. (B17) and (B18), we see that \( \lim_{N \to \infty} I_1(N) \) in the unnumbered equation above their Eq. (20) agrees with what we found for the first Fourier component (though we find a stronger error estimate). Furthermore, our explicit result for the second Fourier component is consistent with (and stronger than) their error estimate because \( \gamma(2) = O(|r_n|^2) \).

**Appendix C: Comparison with the weak scattering approximation**

Here we expand on our comments in footnotes \([37, 60]\), providing a detailed comparison of our approach with the WSA developed in Refs. \([92, 93]\) and reviewed in Ref. \([94]\).

We note first that Refs. \([92–94]\) use the convention that new scatterers are added to the left edge of the sample, rather than our convention of adding them to the right edge. The two conventions are related by exchanging \( S_n \leftrightarrow S_n^\dagger \) and \( S_{1\ldots N} \leftrightarrow S_{1\ldots N}^\dagger \), i.e.,

\[
\begin{align*}
t_n & \leftrightarrow t'_n, \quad t'_n \leftrightarrow t_n, \quad r_n \leftrightarrow r'_n, \\
{t_{1\ldots N}} & \leftrightarrow {t'_{1\ldots N}}, \quad {t'_{1\ldots N}} \leftrightarrow {t_{1\ldots N}}, \quad r_{1\ldots N} \leftrightarrow r'_{1\ldots N}.
\end{align*}
\]

We also note that Ref. \([94]\) considers the special case \( t_n = t'_n \) and \( r_n = r'_n \) (see below). [Note that in this case, Eqs. (A6a)–(A6d) show that \( t'_{1\ldots N} = t_{1\ldots N} \), but \( r'_{1\ldots N} \) may differ from \( r_{1\ldots N} \).]

With \( S_{1\ldots N} \equiv S_1, S_{N+1} \equiv S_2, \) and \( S_{1\ldots N+1} \equiv S_{12} \), the exact recursion relations \( (A6a) \) and \( (A6d) \) become

\[
\begin{align*}
t_{1\ldots N+1} & = \frac{{t_{1\ldots N}t_{N+1}}}{1 - r_{1\ldots N}r_{N+1}}, \\
r'_{1\ldots N+1} & = r'_{N+1} + \frac{{r'_{1\ldots N}t_{N+1}}}{1 - r_{1\ldots N}r_{N+1}}.
\end{align*}
\]

where we have used a relation that follows from the unitarity constraints \( r'_{n}t'_{n} + r_{n}t_{n} = 0 \) and \( R_n + T_n = 1 \):

\[
r'_{n}r_{n} = -t'_{n}t_{n} + r_{n}r'_{n}.
\]

Setting \( t_n = t'_n \) and \( r_n = r'_n \) and making the change of conventions given by \((C1)\), we see that Eqs. \( (C2a) \) and \( (C2b) \) recover the complex conjugates of the exact recursion relations as presented in Ref. \([94]\) [Eqs. (2.16) and (2.17) there], in a slightly different notation.

We proceed next to review the WSA calculation of the inverse localization length \([93]\). We generalize the calculation slightly by not assuming \( t_n = t'_n \) or \( r_n = r'_n \). We confirm that the WSA result agrees with Eq. (3.23) at the leading order \(|r_n|^2\) but disagrees at the next non-vanishing order \(|r_n|^4\). Throughout, we follow the same convention as used in our main text of adding new sites to the right.

The WSA makes the following expansions of Eqs. \( (C2a) \) and \( (C2b) \) \([94]\):

\[
\begin{align*}
\ln t_{1\ldots N+1} & = \ln t_{1\ldots N} + \ln t_{N+1} + r'_{1\ldots N}r_{N+1} + \ldots, \\
r'_{1\ldots N+1} & = r_{N+1} + r'_{1\ldots N}t_{N+1}t_{1\ldots N} + \ldots.
\end{align*}
\]

[Recalling \((C1)\), we see that Eqs. \( (C4a) \) and \( (C4b) \) are equivalent to Eqs. (2.16) and (2.17) of Ref. \([94]\) once we specialize to \( t_n = t'_n \) and \( r_n = r'_n \).] Equation \( (C4a) \) is the expansion of Eq. \( (C2a) \) to first order (in \(|r_{N+1}|\)). As noted
below Eq. 2.19 in Ref. [94], Eq. (C4b) is an uncontrolled approximation to Eq. (C2b) because the first-order term \( r_{1...N+1}^{2} \) is omitted (while \( r_{N+1} \) is kept).

In the WSA approach, the inverse localization length is calculated by taking Eqs. (C4a) and (C4b) to be the exact recursion relations. In this way it is straightforward to obtain, by induction,

\[
r'_{1...N} = \sum_{j=1}^{N} r'_{j} \sum_{m=j+1}^{N} t_{m}r'_{m}
\]

(C5)

and

\[
\ln t_{1...N} = \sum_{j=1}^{N} \ln t_{j} + \sum_{m=2}^{N} \sum_{j=m}^{N} r_{j-m+1}r_{j} \prod_{p=j-m+2}^{j-1} t_{p}r'_{p}.
\]

(C6)

the latter of which recovers Eq. (13) of Ref. [93] if we set \( t_{n} = t'_{n} \) and \( r_{n} = r'_{n} \) [also recall (C1)]. Then, relabeling some summation variables and using the assumption that the disorder is i.i.d., we obtain

\[
\langle \ln t_{1...N} \rangle_{1...N} = N \ln t_{n} + \langle r_{n} \rangle_{n} \sum_{j=0}^{N-2} \sum_{m=0}^{j} \langle t_{n} \rangle_{n}^{m}.
\]

(C7)

The geometric sums may be carried out explicitly. Recalling that

\[
2/L_{\text{loc}} = \lim_{N \to \infty} (-\ln t_{1...N})_{1...N}/N
\]

(C8)

and \( \ln T_{1...N} = 2 \text{Re} \ln t_{1...N} \), we thus obtain

\[
\left( \frac{2}{L_{\text{loc}}} \right)_{\text{WSA}} = (-\ln T_{n})_{n} - 2 \text{Re} \left[ \frac{\langle r_{n} \rangle_{n} \langle r'_{n} \rangle_{n}}{1 - \langle t_{n} \rangle_{n}^{2}} \right],
\]

(C9)

which indeed recovers Eq. (43) of Ref. [93] in the case \( t_{n} = t'_{n} \) and \( r_{n} = r'_{n} \) [note that the change of conventions (C1) has no effect here]. Noting that \( r_{n}'/r_{n} = r_{n}r_{n}'/R_{n} \) and recalling Eq. (C3), we then expand Eq. (C3) to obtain

\[
\left( \frac{2}{L_{\text{loc}}} \right)_{\text{WSA}} = \langle R_{n} \rangle_{n} - 2 \text{Re} \left[ \alpha_{1} \langle r_{n} \rangle_{n} \langle r'_{n} \rangle_{n} + \frac{1}{2} \langle R_{n}^{2} \rangle_{n} - \text{Re} \left[ \alpha_{2}^{2} \langle r_{n} \rangle_{n} \langle r'_{n} \rangle_{n} \langle r_{n} \rangle_{n} \langle r'_{n} \rangle_{n} \right] + O(|r_{n}|^{6}).
\]

(C10)

Comparing to Eq. (3.23) from the main text, we see that the WSA calculation yields the correct answer for \( 2/L_{\text{loc}} \) at the leading order, but misses several terms that appear at the next non-vanishing order.

To compare the WSA with our work in further detail, we examine the WSA recursion relations (C4a) and (C4b) in the localized regime. We show that if these relations are treated consistently as first-order approximations (rather than following the WSA approach of treating them as exact), then a factor of 2 is missing from one of the terms in the leading-order expression for the inverse localization length.

In the localized regime, \( r_{1...N} \) becomes a pure phase \( (r_{1...N} \to e^{i\phi r_{1...N}}) \), and Eqs. (C4a) and (C4b) yield the following recursion relations. For the minus logarithm of the transmission coefficient, the WSA yields

\[
s_{1...N+1} = s_{1...N} + s_{N+1} - 2 \text{Re} \left[ \frac{r_{N+1}e^{i\phi r_{1...N}}}{r_{N+1}} \right] + \ldots,
\]

(C11)

which is indeed the leading-order expansion of Eq. (3.6a) from the main text. For the reflection phase, the WSA yields

\[
\phi_{r'_{1...N+1}} = \phi_{r'_{1...N}} + \pi + \phi_{r_{N+1}} + \phi_{r'_{N+1}} + \beta \text{Im} \left[ r_{N+1}e^{i\phi r_{1...N}} \right] + \ldots,
\]

(C12)

with \( \beta = 1 \); this agrees with Eq. (3.6b) at the zeroth order but disagrees at the first order by a constant factor (\( \beta = 2 \)).

It is straightforward to repeat the calculation of Sec. III B to obtain the limiting distribution of the reflection phase at first order under the assumption of the recursion relation (C12) (with \( \beta \) as a free parameter). The result is

\[
2\pi p_{\infty}(\phi_{r'}) = 1 + \beta \text{Re} \left[ \alpha_{1} \langle r'_{n} \rangle_{n} e^{-i\phi r'} \right] + O(|r_{n}|^{2}).
\]

(C13)

From Eq. (3.4), we then read off the inverse localization length at leading order:

\[
\frac{2}{L_{\text{loc}}} = \langle R_{n} \rangle_{n} - \beta \text{Re} \left[ \alpha_{1} \langle r_{n} \rangle_{n} \langle r'_{n} \rangle_{n} \right] + O(|r_{n}|^{4}),
\]

(C14)

which indeed agrees with Eq. (3.1) for \( \beta = 2 \) (but not for \( \beta = 1 \)).
Appendix D: Existence of the limiting distribution of the reflection phase

Given the assumption that localization occurs, we show that the probability distribution of the reflection phase, \( p_N(\phi) \), has a limit as \( N \to \infty \). The calculation here is a slight generalization of that of Lambert and Thorpe [33] with some further comments on its implications. In view of the phase correspondence discussed in Appendix B, the existence of \( p_\infty(\phi) \) may also be viewed as a consequence of theorems for the invariant measure [28, 91].

In the main text, we subdivided an \((N + 1)\)-site sample into an \(N\)-site sample plus an additional site to the right. This yielded a relation between \( p_{N+1}(\phi) \) and \( p_N(\phi) \) for large \( N \) [Eq. (3.8)]. We now show that subdividing the \((N + 1)\)-site sample in another way (an \(N\)-site sample plus an additional site to the left) yields another relation between \( p_{N+1}(\phi) \) and \( p_N(\phi) \) for large \( N \), namely, the simple relation that the probability distribution stops changing as \( N \) increases:

\[
 p_{N+1}(\phi) = p_N(\phi). \tag{D1}
\]

Equation (D1) shows that \( p_\infty(\phi) \) exists, which in turn allows us to solve Eq. (3.8) for large \( N \) order by order in the scattering expansion, as we have done in the main text.

To obtain Eq. (D1) we start by noting that, since the disorder is i.i.d., we are free to label the \( N \) sites as \( n = -N, \ldots, -1 \); in particular, we have [95]

\[
 p_N(\phi) = \langle \delta(\phi - \phi_{r_{-N-1}^-}) \rangle_{-N-1}. \tag{D2}
\]

With \( S_{-(N+1)} \equiv S_1, S_{-N-1} \equiv S_2 \), and \( S_{-(N+1)} \cdots -1 \equiv S_{12} \), Eq. (A6d) becomes

\[
 r_{-(N+1)\cdots -1} = \frac{1 - r_{-(N+1)}^s/r_{N\cdots -1}^s}{1 - r_{-(N+1)}^s r_{N\cdots -1}^s}. \tag{D3}
\]

Assuming localization occurs, \( r_{-N} \) and \( r_{-N}^l \) become pure phases for large \( N \): \( r_{-N\cdots -1} \to e^{i\phi_{r_{-N\cdots -1}}} \), \( r_{-N\cdots -1} \to e^{i\phi_{r_{-N\cdots -1}}} \). Then Eq. (D3) simplifies to

\[
 e^{i(\phi_{r_{-(N+1)\cdots -1}} - \phi_{r_{-(N+1)\cdots -1}})} = 1, \tag{D4}
\]

which implies that the recursion relation for the reflection phase simplifies to \( \phi_{r_{-(N+1)\cdots -1}} = \phi_{r_{-(N+1)\cdots -1}} \) for large \( N \). From Eq. (D2) we then read off Eq. (D1).

Next, we show the connection between the calculation above and that of Lambert and Thorpe [33]. To make the precise comparison, we repeat the calculation considering the left-to-right reflection phase \( \phi_r \) instead of right-to-left reflection phase \( \phi_l \). We write the probability distribution of \( \phi_r \) as \( p_N^{[\phi_r]}(\phi) \), where the superscript is only a label, and we subdivide an \((N + 1)\)-site sample in the same way as in the main text (i.e., the “additional” site is on the right). From Eq. (A6c) with \( S_1 \cdots N \equiv S_1, S_{N+1} \equiv S_2, \) and \( S_{1\cdots N+1} \equiv S_{12}, \) we then obtain the analogs of Eqs. (D3) and (D4):

\[
 r_{1\cdots N+1} = r_{1\cdots N} - \frac{r_{N+1}/r_{1\cdots N+1}^s}{1 - r_{1\cdots N} r_{N+1}^s}, \tag{D5a}
\]

\[
 e^{i(\phi_{r_{1\cdots N+1}} - \phi_{r_{1\cdots N}})} = 1, \tag{D5b}
\]

where the second equation takes \( N \) to be large and uses the assumption of localization \( (r_{1\cdots N} \to e^{i\phi_{r_{1\cdots N}}}, r_{1\cdots N}^s \to e^{i\phi_{r_{1\cdots N}}} \) ). From here we can demonstrate \( p_{N+1}^{[\phi_r]}(\phi) = p_N^{[\phi_r]}(\phi) \) in the same way as before [and then Eq. (D1) follows by symmetry].

In a slightly more restricted setting, Eqs. (D5a) and (D5b) have been obtained previously in an equivalent form by Lambert and Thorpe [33], as we now explain. The restriction is the assumption that the transmission amplitudes of the local \( S \) matrix are equal: \( t_n = t_n^s \). [Note that Eqs. (A6a) and (A6b) then imply that the sample \( S \) matrix has the same property, i.e., \( t_{1\cdots N} = t_{1\cdots N}^s \).] Equation (D5a) is then equivalent to Eq. (5c) of Ref. [33]. (To see this, we note the following correspondence between their notation and ours: \( \theta_n = -\phi_{r_n}, \phi_n = \phi_{r_n} - \phi_{t_n} + \pi, \alpha_n = -\phi_{t_n}, \beta_n = \phi_{r_{1\cdots n}} - \phi_{t_{1\cdots n}}, \gamma_n = R_n/T_n, s_n = \sqrt{R_n}, z_n = R_{1\cdots n}/T_{1\cdots n}, r_n = \sqrt{R_{1\cdots n}}, \) and \( \epsilon_n = \phi_{r_{1\cdots n}} - 2\phi_{t_{1\cdots n}} - \phi_{r_n} = \pi - \phi_{r_{1\cdots n}} - \phi_{r_n}, \) where the quantities appear on the left-hand side and ours on the right.) Also, Eq. (D5b) is stated in an equivalent form (regarding the quantity \( \alpha_n - \beta_n \)) in the paragraph below Eq. (6) of Ref. [33].

The above calculation has a consequence for numerics, and possibly experiment, which we now explain. Sampling the reflection phase distribution could be done by finding the reflection phase in a number of different disorder realizations...
of a chain of fixed length; however, it may be advantageous to instead find the reflection phase for chains over a range of lengths, with no change in the disorder realization of the existing sites as new sites are added. According to the above calculation, the latter procedure will not work for sampling \( \phi \) if the chain is increased to the right, since only a constant value of \( \phi_r \) will be obtained (although our numerics indicate that \( \phi_r \) can be sampled this way). Similarly, \( \phi_r \) cannot be sampled by increasing the chain to the left (but we expect that \( \phi_l \) can).

Appendix E: Evaluation of a Fourier integral

Our series for the inverse localization length is based on Eq. (3.4), which we arrive at by writing the integral in Eq. (3.20b) as a sum over Fourier coefficients. Here we present this calculation explicitly.

Define \( G_n(\phi) = \ln(1 - r_n e^{i\phi} - r_n e^{-i\phi} + R_n) \). Since \( G_n(\phi) \) and \( p_\infty(\phi) \) are both real, Eq. (3.20b) may be written in terms of Fourier coefficients \( [G_{n,\ell} = \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell\phi} G_n(\phi)] \)

\[
\frac{2}{L_{\text{loc}}} = ( - \ln T_n )_n + 2\pi p_\infty,0\langle G_{n,0} \rangle_n + 4\pi \text{Re} \left\{ \sum_{\ell=1}^\infty p_\infty,-\ell\langle G_{n,\ell} \rangle_n \right\}. \tag{E1}
\]

Thus, Eq. (3.4) follows from \( G_{n,\ell} = 0 \) for \( \ell = 0 \) and \( -r_n^\prime \ell \) for \( \ell > 0 \), which we now show. The same Fourier integral has been done in Ref. [64] [Eq. (52) there].

Writing \( r_n = \sqrt{R_n} e^{i\phi_{r_n}} \), we shift \( \phi + \phi_{r_n} \to \phi \) to obtain

\[
G_{n,\ell} = e^{i\ell\phi_{r_n}} \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell\phi} \ln \left[ 1 - \sqrt{R_n} e^{i\phi} - \sqrt{R_n} e^{-i\phi} + R_n \right]. \tag{E2}
\]

To show \( G_{n,\ell} = 0 \) for \( \ell = 0 \), we note that the integrand may be written as \( \ln |1 - \sqrt{R_n} e^{i\phi}|^2 \), so the integral vanishes. For \( \ell > 0 \), we define \( z = e^{i\phi} \) and \( \alpha = \sqrt{R_n/(1 + R_n)} \) (the disorder parameters represented by the site index \( n \) are spectators); then we get

\[
G_{n,\ell} = e^{i\ell\phi_{r_n}} \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} e^{-i\ell\phi} \ln [1 - \alpha(z + 1/z)]. \tag{E3}
\]

Next, we expand the logarithm to all orders in \( \alpha \) to calculate the coefficient of \( z^\ell \), which is what is the integral over \( \phi \) yields. We get

\[
\ln [1 - \alpha(z + 1/z)] = -\sum_{j=1}^\infty \frac{\alpha^j}{j} \sum_{m=0}^j \binom{j}{m} z^{2m - j}, \tag{E4}
\]

from which we calculate the coefficient of \( z^\ell \) to be

\[
\text{coeff. of } z^\ell = -\sum_{j=1}^\infty \frac{\alpha^j}{j} \sum_{m=0}^j \binom{j}{m} \delta_{2m,j,\ell} \tag{E5a}
\]

\[
= -\sum_{m=1}^\infty \sum_{j=\max\{1,m\}}^\infty \frac{\alpha^j}{j} \binom{j}{m} \delta_{2m-j,\ell} \tag{E5b}
\]

\[
= -\sum_{m=\ell}^\infty \frac{\alpha^{2m-\ell}}{2m-\ell} \binom{2m-\ell}{m}. \tag{E5c}
\]

This sum evaluates to \(- \left( \frac{1 - \sqrt{1 - 4\alpha^2}}{2\alpha} \right)^\ell / \ell = -(\sqrt{R_n})^\ell / \ell \), which completes the calculation.

Appendix F: Partial extension of our results to anomalies

We consider the case that the inequality (3.14) is only assumed for \( 0 < |\ell| \leq \ell_{\text{max}} \) with some finite value \( \ell_{\text{max}} \geq 1 \), thus generalizing the calculation of the main text (in which \( \ell_{\text{max}} \to \infty \)). The main conclusion of this calculation is that if \( \ell_{\text{max}} \) is finite, then the scattering expansion that we find for \( 2/L_{\text{loc}} \) in the main text is valid up to an
error term $O(\|r_n\|^{\ell_{\text{max}}+1})$. (We do not know if the odd powers are guaranteed to vanish in the case that $\ell_{\text{max}}$ is finite.) For instance, the leading order expression (3.1) is valid provided that $\ell_{\text{max}} \geq 3$, and the next-to-leading order expression (3.23) is valid provided that $\ell_{\text{max}} \geq 5$. We also discuss how our results for the reflection phase distribution are modified, and we present more detail for the calculation of the first few Fourier coefficients.

One motivation for doing this calculation is simply to confirm that having $\ell_{\text{max}}$ be large but finite, as opposed to infinite, makes no practical difference to our final results (as only very high orders are affected). A second motivation is that the case of finite $\ell_{\text{max}}$ arises naturally in the Anderson model for anomalous values of the momenta, as we discuss in Sec. III C 1. (More generally, we refer to any cases in which $\ell_{\text{max}}$ is finite [96] as “anomalies.”)

For any $q \geq 0$, we write the order-$q$ part of Eq. (3.9) in Fourier space:

$$[1 - (-1)^{\ell}(v_n^\ell)_n] p_{\infty,\ell}^{(q)} = (-1)^{\ell}(v_n^\ell)_n \sum_{j=0}^{q-1} \sum_{\ell'=-\infty}^{\infty} p_{\infty,-\ell'}^{(j)} A_{n,\ell,\ell+\ell'}^{(q-j)} n. \quad (F1)$$

Note that Eq. (3.11) is just Eq. (F1) for $q = 0$. If $0 < |\ell| \leq \ell_{\text{max}}$ then $1 - (-1)^{\ell}(v_n^\ell)_n \neq 0$ by assumption, so we can divide this quantity on both sides of Eq. (F1) [yielding Eq. (3.12)].

We first prove the following statement: For any $q \geq 0$ and any $\ell_{\text{max}} \geq q$, the Fourier coefficients $p_{\infty,\ell}^{(q)}$ for $|\ell| \leq \ell_{\text{max}} - q$ are exactly the same as they are in the $\ell_{\text{max}} \to \infty$ case (which is treated in the main text). Roughly speaking, this means that for large but finite $\ell_{\text{max}}$, corrections to the calculation of the main text can only occur either in large frequencies or in large orders of the expansion. For example, if $\ell_{\text{max}} = 6$, then Eq. (3.18) is valid up to the addition of $j$th order terms of the form $e^{i\ell(j-j')}$ (where $\ell \geq 7$ and $j = 0, 1, 2, 3$).

The proof by induction is as follows. For $q = 0$, Eq. (F1) shows that $p_{\infty,\ell}^{(0)} = 0$ for $0 < |\ell| \leq \ell_{\text{max}}$, and also we still have $p_{\infty,0}^{(0)} = 1/(2\pi)$ by normalization; thus, $p_{\infty,\ell}^{(0)}$ agrees with the $\ell_{\text{max}} \to \infty$ calculation for $|\ell| \leq \ell_{\text{max}}$ [both yielding $p_{\infty,\ell}^{(0)} = \delta_{\ell,0}/(2\pi)$]. We then assume that for some $q \geq 1$, the Fourier coefficients $p_{\infty,\ell}^{(j)}$ are the same as in the $\ell_{\text{max}} \to \infty$ case when $0 \leq l - j < q-1$, $j \leq \ell_{\text{max}}$, and $|\ell| \leq \ell_{\text{max}} - j$.

We consider $q \leq \ell_{\text{max}}$. By normalization, $p_{\infty,0}^{(q)} = 0$. Thus, it is enough to consider $\ell$ with $0 < |\ell| \leq \ell_{\text{max}} - q$. For these $\ell$, we can divide the quantity $1 - (-1)^{\ell}(v_n^\ell)_n$ on both sides of Eq. (F1). Taking $\ell = 0$ without loss of generality, we then use the properties of the function $A$ that are mentioned below Eq. (3.16) to truncate the $\ell$' sum, yielding:

$$p_{\infty,\ell}^{(q)} = \frac{(-1)^{\ell}(v_n^\ell)_n}{1 - (-1)^{\ell}(v_n^\ell)_n} \sum_{j=0}^{q-1} \sum_{l'} \sum_{j=0}^{\ell} p_{\infty,-\ell'}^{(j)} A_{n,\ell,\ell+l'}^{(q-j)} n. \quad (F2)$$

In the sum on the right-hand side, we have $0 \leq j < q-1$, $j \leq \ell_{\text{max}}$, and $\ell' \leq |\ell| + q - j \leq \ell_{\text{max}} - j$, so each $p_{\infty,-\ell'}^{(j)}$ is as in the $\ell_{\text{max}} \to \infty$ case. We can then use Eq. (3.15) to replace the upper limit of the $\ell'$ sum by $\min\{|\ell| + q - j, j\}$. We have thus arrived at an equation equivalent to Eq. (3.16) (since the $\ell'$ sum there can be truncated to the same form using a property of the function $A$). Thus, we have shown that $p_{\infty,\ell}^{(q)}$ is as in the $\ell_{\text{max}} \to \infty$ case, which completes the proof.

We proceed to consider the order-$q$ part (for some $q \geq 1$) of the formula (3.4) for the inverse localization length. We have

$$\left(\frac{2}{L_{\text{loc}}}\right)^{(q)} = -\ln T_n^{(q)} - 4\pi\text{Re} \sum_{\ell=1}^{q} \frac{1}{\ell} p_{\infty,-\ell}^{(q-\ell)} (v_n^\ell)_n. \quad (F3)$$

We assume $q \leq \ell_{\text{max}}$. Then $\ell \leq \ell_{\text{max}} - (q - \ell)$ in the sum on the right-hand side, which implies that each $p_{\infty,-\ell}^{(q-\ell)}$ is as in the $\ell_{\text{max}} \to \infty$ case. Thus, the inverse localization length is given by the calculation of the main text up to and including order $q$.

We conclude this appendix by providing some further detail on the calculation of the first few Fourier coefficients $p_{\infty,\ell}^{(q)}$ [resulting in Eqs. (3.17a)–(3.17e) and (3.18)]. Throughout, we use the general property $A_{n,\ell,-\ell'} = A_{n,\ell,+\ell'}^*$ (which in particular holds at any given order) and the entries in Table I.

Setting $q = 1$ in Eq. (3.16) yields $p_{\infty,-1}^{(1)} = -\alpha_1 (v_n p_{\infty,0}^{(1)} A_{n,1,1}^{(1)} - 1) n = \gamma_{(1)}^{(1)}/(2\pi)$. Then, setting $q = 2$ yields $p_{\infty,\ell}^{(2)} = (-1)^{\ell}(v_n^\ell)\left(p_{\infty,0}^{(1)} A_{n,\ell,0}^{(1)} + p_{\infty,1}^{(1)} A_{n,\ell,1}^{(1)}\right) n$, hence $p_{\infty,-1}^{(2)} = 0$ and $p_{\infty,-2}^{(2)} = \gamma_{(2)}^{(2)}/(2\pi)$. Finally, setting $q = 3$ yields $p_{\infty,\ell}^{(3)} = (-1)^{\ell}(v_n^\ell)(p_{\infty,0}^{(1)} A_{n,\ell,0}^{(2)} + p_{\infty,1}^{(1)} A_{n,\ell,1}^{(2)} + p_{\infty,-2}^{(2)} A_{n,\ell,-3}^{(2)})) n$, hence $p_{\infty,-1}^{(3)} = \gamma_{(3)}^{(3)}/(2\pi)$, $p_{\infty,-2}^{(3)} = 0$, and $p_{\infty,-3}^{(3)} = \gamma_{(3)}^{(3)}/(2\pi)$. 


E function $\hat{\Psi}(x)$ where with some scattering transfer matrix $\hat{T}$ the wavefunction is a linear combination of $\hat{\Psi}(x) = 1$ for $x < -x_{\text{max}}$, $\hat{\Psi}(x) = \hat{\Psi}_L e^{ikx} + \hat{\Psi}_R e^{-ikx}$ for $x > x_{\text{max}}$, where the energy is $E = k^2/(2m)$ and where the four scattering amplitudes are related by

$$\begin{pmatrix} \hat{\Psi}_R^+ \\ \hat{\Psi}_L^+ \end{pmatrix} = \hat{T}_D \begin{pmatrix} \hat{\Psi}_R^- \\ \hat{\Psi}_L^- \end{pmatrix},$$

with some scattering transfer matrix $\hat{T}_D$ that is assumed to be known.

Consider next the scattering problem for the chain defined by Eq. (3.41). In regions where the potential vanishes, the wavefunction is a linear combination of $e^{\pm ikx}$. We choose the following phase convention for these regions: for $x < x_{\text{max}}$.

$$\hat{\Psi}(x) = \begin{cases} \hat{\Psi}_L e^{ik(x-x_n)} + \hat{\Psi}_R e^{-ik(x-x_n)} & x_{n-1} + x_{\text{max}} < x < x_n - x_{\text{max}}, \\ \hat{\Psi}_R e^{ik(x-x_n)} + \hat{\Psi}_L e^{-ik(x-x_n)} & x_n + x_{\text{max}} < x < x_{n+1} - x_{\text{max}}, \end{cases}$$

where $x_0 = -\infty$ and $x_{N+1} = \infty$. By shifting $x - x_n \to x$, we can then refer to the single-site problem to obtain

$$\begin{pmatrix} \hat{\Psi}_R^n \\ \hat{\Psi}_L^n \end{pmatrix} = \hat{T}_D \begin{pmatrix} \hat{\Psi}_R^{n+1} \\ \hat{\Psi}_L^{n+1} \end{pmatrix}.$$  

Equation (G3) also implies, for $n = 1, \ldots, N - 1$,

$$\begin{pmatrix} \hat{\Psi}_L^{n+1} \\ \hat{\Psi}_R^{n+1} \end{pmatrix} = \begin{pmatrix} e^{ik(x_{n+1} - x_n)} & 0 \\ 0 & e^{-ik(x_{n+1} - x_n)} \end{pmatrix} \begin{pmatrix} \hat{\Psi}_R^n \\ \hat{\Psi}_L^n \end{pmatrix},$$  

$$\begin{pmatrix} \hat{\Psi}_L^{n+1} \\ \hat{\Psi}_R^{n+1} \end{pmatrix} = \begin{pmatrix} e^{ik(a_1 + \frac{1}{2} b_n)} & 0 \\ 0 & e^{-ik(a_1 + \frac{1}{2} b_n)} \end{pmatrix} \begin{pmatrix} \hat{\Psi}_R^n \\ \hat{\Psi}_L^n \end{pmatrix}.$$  

Comparing Eq. (G3) for $n = 1$ and $N$ to Eq. (3.42), we also obtain

$$\begin{pmatrix} \hat{\Psi}_L^1 \\ \hat{\Psi}_L^1 \end{pmatrix} = \begin{pmatrix} e^{ikx_1} & 0 \\ 0 & e^{-ikx_1} \end{pmatrix} \begin{pmatrix} \hat{\Psi}_L^+ \\ \hat{\Psi}_L^- \end{pmatrix} = \begin{pmatrix} e^{i k \frac{1}{2} b_N} & 0 \\ 0 & e^{-i k \frac{1}{2} b_N} \end{pmatrix} \begin{pmatrix} \hat{\Psi}_L^+ \\ \hat{\Psi}_L^- \end{pmatrix}$$  

and

$$\begin{pmatrix} \hat{\Psi}_R^1 \\ \hat{\Psi}_R^1 \end{pmatrix} = \begin{pmatrix} e^{i \frac{1}{2} k b_N} & 0 \\ 0 & e^{-i \frac{1}{2} k b_N} \end{pmatrix} \begin{pmatrix} \hat{\Psi}_R^+ \\ \hat{\Psi}_R^- \end{pmatrix}.$$  

### Appendix G: Further details for PARS

1. Relation of PARS reflection amplitudes to single-site reflection amplitudes

Here we demonstrate that the scattering transfer matrix for the PARS potential (3.41) can be written as $\hat{T}_1 \ldots \hat{T}_N = \hat{T}_1 \ldots \hat{T}_1$, where $\hat{T}_n$ is simply related to the scattering transfer matrix for a single potential at the origin [with the reflection amplitudes in particular satisfying Eqs. (3.44a) and (3.44b)].

We start by considering the scattering problem of a single potential at the origin. A scattering eigenstate wavefunction $\hat{\Psi}(x)$ for the Hamiltonian $\hat{H} = p^2/(2m) + V_D(x)$ may be written as

$$\hat{\Psi}(x) = \begin{cases} \hat{\Psi}_L e^{ikx} + \hat{\Psi}_R e^{-ikx} & x < -x_{\text{max}}, \\ \hat{\Psi}_R e^{ikx} + \hat{\Psi}_L e^{-ikx} & x > x_{\text{max}}, \end{cases}$$

where $x_{\text{max}} = (n - 1)/2$. For $n < 1$, we can then refer to the single-site problem to obtain

$$\begin{pmatrix} \hat{\Psi}_R^n \\ \hat{\Psi}_L^n \end{pmatrix} = \hat{T}_D \begin{pmatrix} \hat{\Psi}_R^{n+1} \\ \hat{\Psi}_L^{n+1} \end{pmatrix},$$

and

$$\begin{pmatrix} \hat{\Psi}_R^1 \\ \hat{\Psi}_L^1 \end{pmatrix} = \begin{pmatrix} e^{i \frac{1}{2} k b_N} & 0 \\ 0 & e^{-i \frac{1}{2} k b_N} \end{pmatrix} \begin{pmatrix} \hat{\Psi}_R^+ \\ \hat{\Psi}_R^- \end{pmatrix}.$$
We define

\[ T_n = \begin{pmatrix} e^{ikb_n} & 0 \\ 0 & e^{-ikb_n} \end{pmatrix} \hat{T}_{D_n} \begin{pmatrix} e^{ik(a_n + \frac{1}{2}b_n)} & 0 \\ 0 & e^{-ik(a_n + \frac{1}{2}b_n)} \end{pmatrix}. \]  

(G8)

Then, using the last few equations, we obtain

\[ \begin{pmatrix} \Psi_{R,n}^+ \\ \Psi_{R,n} \end{pmatrix} = T_n \begin{pmatrix} e^{ikb_{n-1}} & 0 \\ 0 & e^{-ikb_{n-1}} \end{pmatrix} \begin{pmatrix} \Psi_{R,n-1}^+ \\ \Psi_{R,n-1} \end{pmatrix} = T_n T_2 \begin{pmatrix} e^{ikb_1} & 0 \\ 0 & e^{-ikb_1} \end{pmatrix} \begin{pmatrix} \Psi_{R,1}^+ \\ \Psi_{R,1} \end{pmatrix} \]

(G9a)

\[ = T_1 \ldots T_n \begin{pmatrix} \Psi_{L,n}^+ \\ \Psi_{L,n} \end{pmatrix}, \]  

(G9b)

which confirms that the scattering transfer matrix for the sample is \( T_{1\ldots N} = T_N \ldots T_1 \).

The scattering transfer matrix for the single-site problem may be parametrized as

\[ \hat{T}_{D_n} = \begin{pmatrix} 1/i_{D_n} & i_{D_n}^{\prime}/i_{D_n}^\prime \\ -i_{D_n}/i_{D_n}^\prime & 1/i_{D_n}^\prime \end{pmatrix}, \]  

(G10)

and \( T_n \) may be parametrized similarly. (In fact, \( i_{D_n}^{\prime} = i_{D_n} \) by time-reversal symmetry. However, \( i_{D_n}^{\prime} \) and \( i_{D_n} \) are generally unequal unless the potential is parity symmetric.) From Eq. (G8) we then read off \( t_n = e^{ik(a_n + b_n)} i_{D_n} \), \( t_n' = e^{ik(a_n + b_n)} i_{D_n}^{\prime} \), and Eqs. (3.44a) and (3.44b) from the main text.

2. Comparison with Lambert and Thorpe

In Ref. [34], Lambert and Thorpe derive a formula for the inverse localization length to the first two non-vanishing orders in the reflection coefficient \( R \) in the case of a random chain which satisfies the following properties: each scatterer has the same reflection coefficient \( R \) and the phase \( \delta_{n} \equiv -\left( \phi_{r_n} - \phi_{r_{n-1}} \right) - 2\phi_{t_{n-1}} \) is i.i.d. They present the case of randomly-spaced delta function potentials [in our notation, all \( V_n = \delta(x) \) and all \( b_n = 0 \)] as an example which has these properties. However, as they comment and as we now show explicitly, their result applies more generally. Here, we show that their setup applies whenever all sites have the same potential \( V_n(x) = V(x) \) with strictly finite range \( x_{\text{max}} \) and with all \( b_n = 0 \) and all \( a_n < 2x_{\text{max}} \). We verify that Eq. (3.46) from the main text agrees with their formula.

To use their result, we set up the scattering problem with different phase conventions than we used in the main text. We write the wavefunction outside the sample as

\[ \Psi(x) = \begin{cases} \Psi_{L} e^{ikx} + \Psi_{R} e^{-ikx} & x < x_1 - x_{\max}, \\ \Psi_{R} e^{ikx} + \Psi_{L} e^{-ikx} & x_N + x_{\max} < x, \end{cases} \]  

(G11)

while for \( n = 1, \ldots, N \), we write

\[ \Psi(x) = \begin{cases} \Psi_{L,n}^+ e^{ikx} + \Psi_{R,n}^- e^{-ikx} & x_{n-1} + x_{\max} < x < x_n - x_{\max}, \\ \Psi_{R,n}^+ e^{ikx} + \Psi_{L,n}^- e^{-ikx} & x_n + x_{\max} < x < x_{n+1} - x_{\max}, \end{cases} \]  

(G12)

where \( x_0 = -\infty \) and \( x_{N+1} = \infty \). By shifting \( x - x_n \rightarrow x \), we can then refer to the single-site problem [Eqs. (G1) and (G2)] to obtain

\[ \begin{pmatrix} \Psi_{R,n}^+ e^{ikx_n} \\ \Psi_{R,n}^- e^{-ikx_n} \end{pmatrix} = \hat{T}_{D_n} \begin{pmatrix} \Psi_{L,n}^+ e^{ikx_n} \\ \Psi_{L,n}^- e^{-ikx_n} \end{pmatrix}. \]

(G13)

Equation (G12) also implies, for \( n = 1, \ldots, N - 1 \),

\[ \begin{pmatrix} \Psi_{L,n+1}^+ \\ \Psi_{L,n+1}^- \end{pmatrix} = \begin{pmatrix} \Psi_{R,n}^+ \\ \Psi_{R,n}^- \end{pmatrix}. \]  

(G14)

Equation (G11) also implies

\[ \begin{pmatrix} \Psi_{L,1}^+ \\ \Psi_{L,1}^- \end{pmatrix} = \begin{pmatrix} \Psi_{L}^+ \\ \Psi_{L}^- \end{pmatrix}. \]  

(G15)
and

\[
\begin{pmatrix}
\Psi_k^+ \\
\Psi_R
\end{pmatrix} = \begin{pmatrix}
\Psi_{R,N}^+ \\
\Psi_{R,N}
\end{pmatrix}, \tag{G16}
\]

Collecting the past several equations, we obtain the scattering transfer matrix \( T_{1..N} \) of the sample as a product of local scattering transfer matrices:

\[
\begin{pmatrix}
\Psi_k^+ \\
\Psi_R
\end{pmatrix} = T_{1..N} \begin{pmatrix}
\Psi_L^+ \\
\Psi_L
\end{pmatrix}, \tag{G17}
\]

where \( T_{1..N} = T_N \ldots T_1 \) and

\[
T_n = \begin{pmatrix}
-e^{-ikx_n} & 0 \\
0 & e^{ikx_n}
\end{pmatrix} \tilde{T}_n \begin{pmatrix}
e^{ikx_n} & 0 \\
0 & -e^{-ikx_n}\end{pmatrix}. \tag{G18}
\]

From Eq. (G10) we then read off \( t_n = \tilde{t}_n, t'_n = \tilde{t}'_n, r_n = e^{2ikx_n} \tilde{r}_n, \) and \( r'_n = e^{-2ikx_n} \tilde{r}'_n. \)

The phase convention used above is not suitable for the setup we use in the main text because the disorder does not separate; the parameter \( x_n \) that \( r_n \) and \( r'_n \) depend on is not i.i.d. However, the phase convention is suitable for the setup of Lambert and Thorpe, since if we set all \( b_n = 0 \) and take the potentials to be constant [all \( V_n(x) \equiv V(x) \), hence all \( \tilde{r}_n = \sqrt{\tilde{R}} e^{i\phi}, \) all \( \tilde{r}'_n \equiv \sqrt{\tilde{R}} e^{i\phi'}, \) and all \( \tilde{t}_n = \tilde{t}'_n \equiv \sqrt{\tilde{C}} e^{i\phi} \)], then \( \delta_n = -2k(x_n - x_{n-1}) - 2\phi_i = -2ka_n - \phi_r - \phi_r - \pi \) is indeed i.i.d. (here we have noted \( 2\phi_i = \phi_r + \phi_r + \pi \) by unitarity). Eqs. (14)–(16), (46), and (49)–(51) of Ref. [34] then yield Eq. (3.46) from the main text [97]; note that our \( \tilde{a}_j \) is related to their \( a_j \) by \( \tilde{a}_j = (-1)^j a^*_j \) [and see below Eq. (D5b) for further details of the correspondence between our notation and theirs].

3. Further details for transparent mirror effect

a. Symmetry property

The scattering transfer matrix \( T_n \) that we have used describes the scattering of a wave with momentum \( k \) though a single barrier (\( b_n \) region). This scattering event can be decomposed into two events in sequence (as done in, e.g., Ref. [79]): first the wave passes from the \( a_n \) region to the \( b_n \) region with a scattering transfer matrix \( T_n^{(A)} \), then from the \( b_n \) region to the \( a_{n+1} \) region with scattering transfer matrix \( T_n^{(B)} \). Indeed, one obtains

\[
T_n = T_n^{(B)} T_n^{(A)}, \tag{G19}
\]

where

\[
T_n^{(A)} = \frac{1}{2\sqrt{kk'}} \begin{pmatrix}
(k + k') e^{ika_n} & (k' - k)e^{-ika_n} \\
(k' - k)e^{ika_n} & (k + k') e^{-ika_n}
\end{pmatrix}, \tag{G20a}
\]

\[
T_n^{(B)} = \frac{1}{2\sqrt{kk'}} \begin{pmatrix}
(k + k') e^{ik'b_n} & (k - k') e^{-ik'b_n} \\
(k - k') e^{ik'b_n} & (k + k') e^{-ik'b_n}
\end{pmatrix}. \tag{G20b}
\]

For the purpose of calculating the localization length, we can just as well treat the \( b \) regions at the ends (\( b_1 \) and \( b_N \)) as the leads (with incoming and outgoing momentum \( k' \)) and the \( a_2, \ldots, a_N \) regions as scatterers. Indeed, the scattering transfer matrix for this alternate problem may be written as

\[
\tilde{T}_{1..N-1} = \tilde{T}_{N-1} \ldots \tilde{T}_1, \tag{G21}
\]

where

\[
\tilde{T}_n = T_n^{(A)} T_n^{(B)}. \tag{G22}
\]

We assume that the disorder distributions of \( a_n \) and \( b_n \) are uncorrelated. Then, this alternate problem also fits into the framework of the scattering expansion: we can relabel \( a_{n+1} \rightarrow a_n \) (for \( n = 1, \ldots, N-1 \)) to show explicitly that \( \tilde{T}_n \) depends only on the disorder variables of site \( n \). Comparing the last several equations, we see that the scattering transfer matrix \( \tilde{T}_n \) for the alternate scattering problem may be obtained by exchanging \( k \leftrightarrow k' \) and \( a_n \leftrightarrow b_n \) in \( T_n \).
Let us now show that the alternate problem has the same localization length as the original problem. The key point is that the scattering transfer matrices for the two samples differ only by boundary terms that do not matter for large $N$. In particular, we have
\[
\tilde{T}_{1...N-1} = T_N^{(A)} T_{2...N-1}^{(B)}.
\] (G23)

Note from Eq. (G19) that $T_{2...N-1}$ does not depend on the disorder variables that appear in the boundary terms (i.e., $a_N$ and $b_1$). Thus, by a calculation similar to that in Appendix H below, we may take $N \to \infty$ to show that the sample defined by a product of many $\tilde{T}_n$ has the same localization length as the sample defined by a product of many $T_n$.

Finally, let us see what consequences this symmetry has on the explicit formula for $2/L_{\text{loc}}$ as an expansion in $\delta$. From the above considerations, we must get the same expansion for $2/L_{\text{loc}}$ if we exchange $k \leftrightarrow k'$ and $a_n \leftrightarrow b_n$ (note that this includes exchanging the disorder distributions of the $a$ and $b$ variables) in Eqs. (3.52b) and (3.53).

As discussed in the main text, we leave momenta $k$ and $k'$ as they are [i.e., not expanding in $\delta$ using Eq. (3.51b)] when they appear in trigonometric functions. This leaves the terms $\frac{k^2 - k'^2}{24}\sin(kb_n)$ and $\frac{k^2 + k'^2}{24}\sin(kb_n)$ as the only ones that will be expanded in $\delta$. The latter of these is invariant under $k \leftrightarrow k'$. The former is odd, but this change of sign always cancels because $r_n$ and $r'_n$ must appear in the same number of powers in each term of the expansion of $2/L_{\text{loc}}$ (as we recall from the symmetry argument in Sec. III A). Thus, the expansion of $2/L_{\text{loc}}$ in powers of $\delta$ must be symmetric under the exchange of $k \leftrightarrow k'$ and $a_n \leftrightarrow b_n$ at each order (with the understanding that $\delta$ is unaffected by the exchange).

\begin{itemize}
\item \textit{Comparison with the literature}
\end{itemize}

We compare our results with Refs. [79–81], starting with Ref. [79]. Although this reference focuses on the case that disorder is strong in both $a_n$ and $b_n$, an intermediate result is presented there that is valid for strong disorder in $a_n$ and arbitrary disorder in $b_n$. In our notation, the unnumbered equation above their Eq. (32) is equivalent to
\[
\frac{2}{L_{\text{loc}}} = \langle -\ln \frac{16\hat{n}^2}{(\hat{n} + 1)^2 - (\hat{n} - 1)^2 e^{2i\hat{n}kb_n}} \rangle_n,
\] (G24a)
\[
= \langle -\ln \left( \frac{1}{1 + \frac{\delta^2}{2\pi} \sin^2(kb_n)} \right) \rangle_n,
\] (G24b)

where $\hat{n}$ is the index of refraction and where we have used Eqs. (3.51a) and (3.51b). From (3.53), we see that the above equation is another way of writing the uniform phase result, i.e., $2/L_{\text{loc}} = \langle -\ln(1 - \hat{R}_{\text{Dn}}) \rangle_n$.

Next, we verify that Eq. (3.54) from the main text agrees with Eq. (5.14) from Ref. [81] in the regime in which the two calculations overlap. Ref. [81] considers the case of weak disorder in $a_n$ and no disorder in $b_n$, with $\delta$ treated without approximation. To convert their notation to ours and expand their result in $\delta$, we set $k_n = k, k_b = k', d = \langle a_n \rangle + b, \alpha_+ = 1 + O(\delta^2), \alpha_- = \delta + \delta^2 + O(\delta^4)$, and $\sin^2(kd) = \sin^2(k\langle a_n \rangle + k'b) + O(\delta^4)$, where their quantities appear on the left and ours on the right. Thus, their Eq. (5.14) has the following expansion in $\delta$:
\[
\frac{2}{L_{\text{loc}}} = \langle (\delta^2)^2 \rangle_n
\]
\[
= \left( \frac{\sin^2(kb)}{\langle (a_n) + b \rangle \sin^2(k\langle a_n \rangle + k'b)} \right) \left( \delta^2 + 2\delta^3 \right) + O(\delta^4),
\] (G25)

where $\sigma^2$ is the variance of $a_n$ about its average. We indeed recover this answer from Eq. (3.54) by expanding in weak disorder in $a_n$ [c.f. also the comment below Eq. (3.49) about restoring dimensions].

Finally, we compare Eq. (3.54) to a result from [80], apparently finding some differences in numerical factors. This reference considers $a_n$ and $b_n$ to follow exponential distributions:
\[
P(a_n) = \frac{1}{A} e^{-a_n/A}, \ P(b_n) = \frac{1}{B} e^{-b_n/B},
\] (G26)

where $A$ and $B$ here are site-independent constants. With these disorder distributions, Eq. (3.54) yields
\[
\frac{2}{L_{\text{loc}}} = \frac{2A^2B^2k^2}{(A + B)(\langle A + B \rangle^2 + 4A^2B^2k^2)} \delta^2 + O(\delta^3),
\] (G27)
in which we have expanded $k'$ in $\delta$ and restored physical dimensions. To compare with the last unnumbered equation on page 400 of Ref. [80], we use the following conversion from their notation to ours. They present the logarithm of
the average of the transmission, rather than the average of the logarithm; thus, their result is $\gamma_T$ [defined in their Eq. (29.19)]. By their Eqs. (30.34)–(30.36), our $2/L_{\text{loc}}$ is the same quantity as their $2\gamma = \bar{\sigma} = 4\gamma_T$. We have $a_0 = A, a_1 = B, \kappa^2 = k^2/(2m)$, and $U_0 = k^2\delta/m$ [c.f. their page 76 and Eqs. (29.1) and (29.21); note in particular that they set the mass $m = 1/2$, where their quantities appear on the left and ours on the right. All together, their result seems to yield Eq. (G27) with the factors of 2 and 4 on the right-hand side both absent.

We note that Eq. (G27) (regardless of whether or not the 2 and 4 are included) is monotonic in disorder strength (i.e., either $A$ or $B$ is varied) if the localization length is expressed in units of the average lattice spacing, that is, if the factor $1/(A + B)$ is removed. If instead this factor is included, then non-monotonicity is obtained.

**Appendix H: Tarasinski leads and their equivalence to other leads**

Let us first fill in the details for the calculation of the transfer matrix [18]. Writing a general state as $|\Psi\rangle = \sum_n (\Psi_\uparrow(n)|n, \uparrow\rangle + \Psi_\downarrow(n)|n, \downarrow\rangle)$ one finds that the stationary state equation $\hat{U}|\Psi\rangle = e^{-i\omega}|\Psi\rangle$ is equivalent to the following pair of equations:

$$
e^{i\varphi_0} \left[ e^{i\varphi_1.n} \cos \theta_n \Psi_\uparrow(n) + e^{i\varphi_2.n} \sin \theta_n \Psi_\downarrow(n) \right] = e^{-i\omega} \Psi_\uparrow(n+1),
$$

$$
e^{i\varphi_0} \left[ -e^{-i\varphi_1.n} \sin \theta_n \Psi_\uparrow(n) + e^{-i\varphi_2.n} \cos \theta_n \Psi_\downarrow(n) \right] = e^{-i\omega} \Psi_\downarrow(n-1),$$

which are Eqs. (11) and (12) of Ref. [18] with $n \rightarrow n \pm 1$ [98]. Rearranging these yields the transfer matrix [Eq. (3.60) from the main text].

We proceed to set up the scattering problem with Tarasinski leads, which we recall are defined by setting $\varphi_{1,n} = \varphi_{2,n} = \theta_n = 0$ for $n \leq N$ and for $n \geq N + 1$. Note that for these $n$, the transfer matrix simplifies to

$$\mathcal{M}_n = \begin{pmatrix} e^{i\omega} & 0 \\ 0 & e^{-i\omega} \end{pmatrix}.$$  

(H2)

The solutions in the leads are therefore linear combinations of $(e^{ikn}, 0)$ and $(0, e^{-ikn})$, with quasienergy $\omega = k$. A scattering solution may then be parametrized outside the sample as

$$\Psi(n) = \begin{cases} \\
\Psi_L^* e^{ik(n-1)} \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \Psi_R e^{-ik(n-1)} \begin{pmatrix} 0 \\ 1 \end{pmatrix} & n \leq 1, \\
\Psi_L^* e^{ik(n-N-1)} \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \Psi_R e^{-ik(n-N-1)} \begin{pmatrix} 0 \\ 1 \end{pmatrix} & n \geq N + 1,
\end{cases}$$

(H3)

which is Eq. (3.61) from the main text (written in a form that we generalize below).

To set up the scattering problem with other choices of leads, we next recall the solution in the clean case, i.e., $\varphi_n \equiv \varphi, \varphi_{1,n} \equiv \varphi_1, \varphi_{2,n} \equiv \varphi_2$, and $\theta_n \equiv \theta$. Here we follow Ref. [18], correcting some sign errors there. Writing a Bloch wave solution as $\Psi(n) = e^{ikn} u_k$ for some two-component Bloch “spinor” $u_k \equiv (u_k, u_k)$, we find that Eqs. (H1a) and (H1b) become

$$
\begin{pmatrix} e^{i(\varphi_1-k)} \cos \theta & e^{i\varphi_2} \sin \theta \\ -e^{-i\varphi_2} \sin \theta & e^{-i(\varphi_1-k)} \cos \theta \end{pmatrix} u_k = e^{-i(\omega+\varphi)} u_k.
$$

(H4)

Thus, the clean quasienergy spectrum is determined by [99]

$$\cos(\omega + \varphi) = \cos \theta \cos(k - \varphi_1),$$

(H5)

and the Bloch spinors are determined up to overall phase and normalization by [100]

$$u_{k, \uparrow} = e^{i(\varphi_2-\varphi_1+k)} \cos \theta - e^{i(\varphi_1-\omega-k-\varphi)} \sin \theta u_{k, \downarrow}.$$  

(H6)

See Fig. 2 of Ref. [18] for the quasienergy spectrum at various values of $\theta$.

We can now consider a scattering state with quasienergy $\omega$ in the problem with $(\varphi_n, \varphi_{1,n}, \varphi_{2,n}, \theta_n) = (\varphi_{\text{leads}}, \varphi_{1,\text{leads}}, \varphi_{2,\text{leads}}, \theta_{\text{leads}})$ for $n \leq 0$ and for $n \geq N + 1$. At any $\omega$ (aside from exceptional points) there are two corresponding momenta $k$ in the first Brillouin zone [c.f. Eq. (H5)]. One momentum is right moving and the
other left moving; we label them as \( k_+ \) and \( k_- \), respectively. (Explicitly, the group velocity \( dw/dk \) is positive at \( k = k_+ \) and negative at \( k = k_- \).) A scattering solution may be written outside the sample as

\[
\Psi(n) = \begin{cases} 
\Psi_L e^{i k_+(n-1) u_{k_+}} + \Psi_L^* e^{-i k_-(n-1) u_{k_-}} & n \leq 1, \\
\Psi_R e^{i k_+(n-N-1) u_{k_+}} + \Psi_R^* e^{-i k_-(n-N-1) u_{k_-}} & n \geq N + 1.
\end{cases}
\]  

(H7)

Note that Eq. (H3) is a special case with (assuming \( k > 0 \)) \( k_+ = \pm k, \ u_k = (1,0), \) and \( u_{-k} = (0,1) \).

To bring this scattering problem to the form to which our setup applies, we define (as in Sec. III C1) a matrix \( \Lambda \) that converts position-space amplitudes to scattering amplitudes:

\[
\Lambda = \begin{pmatrix} u_{k_+} & u_{k_-} \\
1 & 1 \end{pmatrix}.
\]  

(H8)

Then

\[
\Psi(1) = \Lambda \begin{pmatrix} \Psi_L \\ \Psi_L^* \end{pmatrix}, \quad \Psi_1 N + 1 = \Lambda \begin{pmatrix} \Psi_R \\ \Psi_R^* \end{pmatrix}.
\]  

(H9)

Multiplying transfer matrices then yields

\[
\begin{pmatrix} \Psi_R^* \\ \Psi_R \end{pmatrix} = \tilde{T}_{1...N} \begin{pmatrix} \Psi_L^* \\ \Psi_L \end{pmatrix},
\]  

(H10)

where

\[
\tilde{T}_{1...N} = \Lambda^{-1} \mathcal{M}_N \ldots \mathcal{M}_1 \Lambda
\]  

(H11)

is the scattering transfer matrix for the sample in this setup. We then read off \( \tilde{T}_n = \Lambda^{-1} \mathcal{M}_n \Lambda \).

While we could now apply our results to the problem with these more general leads, it is more convenient to instead show that the probability distribution of the minus logarithm of the transmission coefficient is the same for all choices of leads. To do this, let us write the sample transmission coefficient as \( T_{1...N} \) for the problem with Tarasinski leads and as \( \tilde{T}_{1...N} \) for the problem with more general leads. Our goal is to show that for large samples, \( -\ln T_{1...N} \) and \( -\ln \tilde{T}_{1...N} \) have the same probability distribution.

The claim follows immediately from the relation

\[
\tilde{T}_{1...N} = \Lambda^{-1} T_{1...N} \Lambda,
\]  

(H12)

in which the only difference between the two scattering transfer matrices is multiplication by boundary terms, which have negligible effect as \( N \to \infty \). To see this explicitly, we parametrize \( \tilde{T}_{1...N} \) in terms of the transmission coefficient and transmission and reflection phases, and then we expand in small \( T_{1...N} \):

\[
\tilde{T}_{1...N} = \frac{1}{\sqrt{T_{1...N}}} \begin{pmatrix} e^{i \phi_{1...N}} & -\sqrt{1 - T_{1...N}} e^{i (\phi_{1...N} - \phi'_{1...N})} \\
-\sqrt{1 - T_{1...N}} e^{-i (\phi_{1...N} - \phi'_{1...N})} & e^{-i \phi'_{1...N}} \end{pmatrix} + O(T_{1...N}^{1/2}).
\]  

(H13a)

\[
\tilde{T}_{1...N} = \frac{1}{\sqrt{T_{1...N}}} \begin{pmatrix} e^{i \phi_{1...N}} & -e^{i (\phi_{1...N} - \phi'_{1...N})} \\
-e^{-i (\phi_{1...N} - \phi'_{1...N})} & e^{-i \phi'_{1...N}} \end{pmatrix} + O(T_{1...N}^{1/2}).
\]  

(H13b)

By the assumption that localization occurs, the error term is exponentially small for large \( N \). Eq. (H12) [with \( \tilde{T}_{1...N} \) also expanded as in Eq. (H13b)] then yields

\[
-\ln \tilde{T}_{1...N} = -\ln T_{1...N} - 2 \ln |u_{k_+} e^{\phi_{1...N}} - u_{k_-} e^{\phi_{1...N}}| + 2 \ln |u_{k_+} e^{-\phi_{1...N}} - u_{k_-} e^{-\phi_{1...N}}| + 2 \ln |e^{i (\phi_{1...N} - \phi'_{1...N})} u_{k_+} + e^{-i \phi_{1...N}} u_{k_-}| + \ldots,
\]  

(H14)

in which the second, third, and fourth terms on the right-hand side are all \( O(N^0) \) as \( N \to \infty \) (all may be bounded by \( N\)-independent constants). The omitted terms are exponentially small in \( N \). Thus, we confirm that \( -\ln \tilde{T}_{1...N} \) and \( -\ln T_{1...N} \) are asymptotically equal, and hence they have the same probability distribution.
Appendix I: Toy recursion relation

To help illustrate our calculation of the joint probability distribution, we apply the same method to a toy example: a random walk with variable step lengths. This example will also explain the comment below Eq. (4.14) regarding the convenience of working with a variable that does not increase on average.

Consider a toy recursion relation given by

$$s_{1...N+1} = s_{1...N} + a_{N+1},$$  \hspace{1cm} (I1)

where the random variables $a_n$ are i.i.d. and where some initial value $s_1$ is given. For large $N$ the probability distribution of $s$ $[\hat{P}_N(s) \equiv \langle b(s_{1...N} - s) \rangle_{1...N}]$ goes to a Gaussian with mean $\langle a_n \rangle N + O(N^0)$ and variance $N((a_n^2) - (\langle a_n \rangle)^2) + O(N^0)$. We proceed next to recover this result by applying the approach we used in Sec. IV.

We start by defining a shifted variable $\tilde{s}_{1...N} - \alpha$, where $\alpha$ is any constant. The recursion relation for $\tilde{s}$ is readily found to be $\tilde{s}_{1...N+1} = \tilde{s}_{1...N} + a_{N+1} - \alpha$, from which we obtain the recursion relation for the probability distribution of $\tilde{s}$ $[\tilde{P}_N(\tilde{s}) \equiv \langle b(\tilde{s}_{1...N} - \tilde{s}) \rangle_{1...N}]

\begin{align}
\tilde{P}_{N+1}(\tilde{s}) &= \int d\tilde{s}' \tilde{P}_N(\tilde{s}') \delta(\tilde{s}' + a_n - \tilde{s})_n \\
&= \tilde{F}[N, \tilde{s}; \{ \tilde{P}_N \}],
\end{align}

where we note that $\tilde{F}$ is a linear functional in its last argument. To solve this equation, we will make an ansatz $\tilde{P}_N^{\text{ansatz}}(\tilde{s})$ that is proportional to $1/\sqrt{N}$ and show

$$\tilde{F}[\tilde{s}; \{ \tilde{P}_N^{\text{ansatz}} \}] = \tilde{P}_{N+1}^{\text{ansatz}}(\tilde{s}) + O(1/N^2).$$  \hspace{1cm} (I3)

Our ansatz is a Gaussian with mean and variance that both scale linearly with $N$, i.e.,

$$\tilde{P}_N^{\text{ansatz}}(\tilde{s}) = \frac{1}{\sqrt{2\pi cN}} e^{-\frac{1}{2} (\tilde{s} - bN)^2/(2cN)},$$

(14)

where $b$ and $c$ are constants to be determined by requiring Eq. (I3) to hold. Equation (I3) will also hold if the mean and variance in the ansatz have arbitrary $N$-independent constants added; in the terminology of Sec. IVB, these constants parametrize a family of trajectories that satisfy the recursion relation up to small error.

Converting to Fourier space, we obtain

$$\tilde{F}[q; \{ \tilde{P}_N \}] = \langle e^{-iq(a_n - \alpha)} \rangle_n \tilde{P}_N(q)$$

$$\hspace{1cm} = \left[ 1 - iq\langle a_n \rangle - \frac{1}{2}q^2(\langle a_n^2 \rangle_0 + O(q^3) \right] \tilde{P}_N(q),$$  \hspace{1cm} (I5a)

and

$$\tilde{P}_N^{\text{ansatz}}(q) = e^{-ibNq} e^{-cNq^2}.$$  \hspace{1cm} (I6)

The error estimate (4.28) from the main text, with $\tilde{F}_N(q)$ replaced by $\tilde{P}_N^{\text{ansatz}}(q)$, still holds because the constant $b$ only appears in the overall phase. Thus, we can neglect terms of the form $q^j \tilde{P}_N^{\text{ansatz}}(q)$ (with $j \geq 3$) in $\tilde{F}[q; \{ \tilde{P}_N^{\text{ansatz}} \}]$, since they are $O(1/N^2)$ in $\tilde{s}$ space.

We next do a Taylor expansion of $\tilde{P}_N^{\text{ansatz}}(q)$ in $N$. Unless the constant $b$ is zero (as in the main text), we must include the second derivative term in this expansion; the key relation is

$$\tilde{P}_{N+1}^{\text{ansatz}}(q) = \tilde{P}_N^{\text{ansatz}}(q) + \frac{\partial}{\partial N} \tilde{P}_N^{\text{ansatz}}(q) + \frac{1}{2} \frac{\partial^2}{\partial N^2} \tilde{P}_N^{\text{ansatz}}(q) + \ldots$$

$$\hspace{1cm} = \left[ 1 - (ibq + cq^2) \right] \tilde{P}_N^{\text{ansatz}}(q),$$

(17a)

from which Eq. (I5b) yields

$$\tilde{P}_{N+1}^{\text{ansatz}}(q) - \tilde{F}[q; \{ \tilde{P}_N^{\text{ansatz}} \}] = i(-b + \langle a_n \rangle - \alpha)q \tilde{P}_N^{\text{ansatz}}(q) - \left( c + \frac{1}{2} b^2 - \frac{1}{2} \langle (a_n - \alpha)^2 \rangle_0 \right) q^2 \tilde{P}_N^{\text{ansatz}}(q) + \ldots$$

(18)
Thus, requiring Eq. (I13) to hold for large $N$ uniquely determines the constants $b$ and $c$:

\begin{align}
    b &= \langle a_n \rangle_n - \alpha, \\
    c &= \frac{1}{2} \left( \langle a_n^2 \rangle_n - \langle a_n \rangle_n^2 \right),
\end{align}

which are the correct values. Note that if we choose $\alpha = \langle a_n \rangle_n$, then we need not include the second derivative term in Eq. (I17a), since $b = 0$; this is essentially what is done in the main text.

In contrast, we show next that a naive calculation based on finding a Fokker-Planck equation for $\tilde{P}_N(\tilde{s})$ yields the variance of $s$ depending on $\alpha$, which is incorrect unless a particular value of $\alpha$ is chosen.

Starting from the recursion relation (I2a), we consider $a_n - \alpha$ to be a small parameter [more precisely, we replace $a_n - \alpha \to \lambda (a_n - \alpha)$ and expand in $\lambda$]. Expanding the delta function on the right-hand side yields

\[ \tilde{P}_{N+1}(\tilde{s}) = \langle \tilde{P}_N(\tilde{s}) - \langle a_n \rangle_n - \alpha \rangle \frac{\partial}{\partial \tilde{s}} \tilde{P}_N(\tilde{s}) + \frac{1}{2} \left( \langle a_n - \alpha \rangle^2 \right)_n \frac{\partial^2}{\partial \tilde{s}^2} \tilde{P}_N(\tilde{s}) + O((a_n - \alpha)^3). \]

Taking $N$ large we replace (although this step turns out not to be correct in general)

\[ \tilde{P}_{N+1}(\tilde{s}) - \tilde{P}_N(\tilde{s}) \to \frac{\partial}{\partial N} \tilde{P}_N(\tilde{s}), \]

and we thus obtain the Fokker-Planck equation:

\[ \frac{\partial}{\partial N} \tilde{P}_N(\tilde{s}) = -\left( \langle a_n \rangle_n - \alpha \right) \frac{\partial}{\partial \tilde{s}} \tilde{P}_N(\tilde{s}) + \frac{1}{2} \left( \langle a_n - \alpha \rangle^2 \right)_n \frac{\partial^2}{\partial \tilde{s}^2} \tilde{P}_N(\tilde{s}) + O((a_n - \alpha)^3). \]

The initial condition $s_1$ does not affect the slope in $N$ of the mean or variance, but for definiteness let us take $s_1 = \alpha$ so that $\tilde{s}_1 = 0$ and hence $\tilde{P}_1(\tilde{s}) = \delta(\tilde{s})$. Then the solution of Eq. (I12) (dropping the third-order error term) is the Gaussian with mean $N(\langle a_n \rangle_n - \alpha)$ and variance $N((a_n - \alpha)^2)n$. Shifting back to the original variable $s$, we see that the mean is correct, but the variance is wrong unless we choose $\alpha = \langle a_n \rangle_n$.

The problem with the calculation just presented is that the expansion (I11) needs to be done to one more order, as in Eqs. (I7a) and (I7b). In other words, it is turns out that the solution Eq. (I12) is such that the replacement (I11) is not consistent (in that the second derivative term is not in fact negligible). If $\alpha = \langle a_n \rangle_n$ is chosen, then $b = 0$, so the second derivative term in (I7b) vanishes and the replacement (I11) is correct.
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