Localization behavior of Dirac particles in disordered graphene superlattices
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Graphene superlattices (GSLs), formed by subjecting a monolayer graphene sheet to a periodic potential, can be used to engineer band structures and, from there, charge transport properties, but these are sensitive to the presence of disorder. The localization behavior of massless 2D Dirac particles induced by weak disorder is studied for both scalar-potential and vector-potential GSLs, computationally as well as analytically by a weak-disorder expansion. In particular, it is investigated how the Lyapunov exponent (inverse localization length) depends on the incidence angle to a 1D GSL. Delocalization resonances are found for both scalar and vector GSLs. The sharp angular dependence of the Lyapunov exponent may be exploited to realize disorder-induced filtering, as verified by full 2D numerical wave packet simulations.
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I. INTRODUCTION

One fundamental aspect of graphene lies in the linear dispersion relation of its low-energy charge carriers (electrons and holes) around the so-called Dirac points. These charge carriers behave as relativistic massless chiral Dirac fermions and can be described by a two-dimensional (2D) Dirac equation. The linear dispersion relation is responsible for many discoveries in recent graphene research, such as half-integer quantum Hall effect, Klein’s paradox, and Zitterbewegung. Other than to graphene, Dirac or Dirac-like equations naturally apply to cold atoms, trapped ions, semiconductors, or polaritons.

Motivated by the importance of Dirac equations in such a wide variety of frontier research areas, we study in this work disorder-induced localization of massless Dirac particles in random potentials. Though our results are presented in the context of disordered graphene superlattices (GSLs, see below) we expect them to be useful for many other settings as well. For example, when disorder is introduced to cold-atom simulations of graphene or GSLs, our general treatment can be adapted to study the impact of randomness on the transport of Dirac matter waves.

GSL refers to graphene under external periodic scalar or vector potentials. Because GSLs further tailor the band dispersion relation of graphene, they may be used to construct graphene-based quantum devices. Theoretical studies of GSLs and graphene under periodic corrugation have been highly fruitful, with remarkable findings such as electron beam supercollimation and the emergence of extra Dirac points. On the experimental side, GSLs with scalar potential barriers can be created via the electric field effect or chemical doping. Two-dimensional (2D) GSLs with a period as small as 5 nm have been created through electron-beam induced deposition of carbon. Also triangular GSLs growing on different metal surfaces have been observed. Besides, nano-ripple arrays are generated by chemical vapor deposition (CVD). Vector potentials are induced by magnetic fields or physical strain, so vector GSLs can be realized by mounting graphene on a substrate with a periodic array of ferromagnetic strips or a periodically structured substrate.

All these laboratory-produced GSLs cannot be perfectly periodic, due to intrinsic randomness and uncontrollable factors during production. Therefore, a more realistic GSL should be modeled by a periodic potential plus some weak disorder in potential height, potential width, or lattice spacing. This randomness causes Anderson localization, which turns conductors into insulators and is especially severe in low dimensions. Consequently, the focus of our work is on the localization behavior of a 2D Dirac particle in weakly disordered 1D GSLs. In a related work, localization of Dirac particles in 1D disordered potentials was studied, but only for zero incidence angle θ (i.e., wave vector of charge carriers normal to the interface between different GSL layers) and without analytical results for the localization length. Another closely related theoretical study of disordered GSLs comprised an analytical discussion of the scattering transmission only for sufficiently small θ and random barrier heights. Our work extends all previous results, to the best of our knowledge, inasmuch as it covers the analytical properties of the localization length for all values of θ, for different types of disorder, and for both scalar and vector GSLs.

The paper is organized as follows. In Sec. II, we begin by modeling disordered scalar and vector GSLs by 1D rectangular potential barriers or wells. Using a transfer matrix formalism, we then derive the weak-disorder expansion of the localization length, or equivalently the associated Lyapunov exponent. In Sec. III we present analytical and numerical results for the Lyapunov exponent of scalar GSLs, as modeled by disordered delta or
rectangular potentials. It is found that at fixed energy, the localization length depends very intricately upon the incidence angle \( \theta \) of 2D Dirac particles in the graphene plane. We also predict and confirm the existence of delocalization resonances other than for perpendicular incidence: along these directions the Lyapunov exponent vanishes. Our theoretical predictions are fully supported by numerical results, as also reported below. Section IV is in parallel with Sec. III, but treats GSLs with vector potentials. In addition, assisted by a numerical study of wave-packet dynamics in Sec. V, we propose to use the angular dependence of the localization length to realize a disorder-based filtering mechanism. Section VI concludes.

II. LOCALIZATION LENGTH IN DISORDERED GRAPHENE SUPERLATTICES

A. Disordered graphene superlattices

Thanks to their linear dispersion relation, low-energy charge carriers near the Dirac points in graphene are well described by the 2D massless Dirac Hamiltonian:

\[
H = v_F \sigma \cdot p + V(x). \tag{1}
\]

In graphene, \( v_F \approx 10^6 \text{ m/s} \) is the Fermi velocity; \( \sigma \equiv (\sigma_x, \sigma_y) \) is the vector of Pauli matrices. We consider a graphene superlattice (GSL) of parallel potential barriers, such that the external potential \( V(x) \) depends only on \( x \). In the following, we consider both scalar and vector superlattices.

A general scalar superlattice potential can be described by

\[
V(x) = \sum_{n \in \mathbb{Z}} V_n(x - x_n). \tag{2}
\]

We will consider rectangular potential barriers (or wells) as depicted in Fig. 1. A perfect GSL has identical potential barriers (or wells) of height \( V \) and width \( w \), i.e., \( V_n(x) = V \) if \( 0 < x < w \) and 0 elsewhere, at lattice positions \( x_n = n \ell \). Due to unavoidable experimental imperfections, or deliberate introduction of randomness, these potential parameters fluctuate from site to site:

\[
\begin{align*}
    V_n &= V + \delta V_n, \\
    x_n &= n \ell + \delta x_n, \\
    w_n &= w + \delta w_n.
\end{align*} \tag{3-5}
\]

This randomness can induce localization, as will be discussed at length in Sec. III.

A vector-potential superlattice is defined in terms of the matrix-valued potential

\[
V(x) = -\sigma_y \frac{e v_F}{c} \sum_{n \in \mathbb{Z}} A_n(x - x_n). \tag{6}
\]

Defining \( V_n = ev_F A_n/c \) and assuming \( A_n(x - x_n) \) is of the same form as \( V_n(x - x_n) \), one deals with the same parameters as in the scalar case. The different potential nature, however, implies very different localization properties, as will become clear in Sec. IV.

B. Transfer-matrix formalism

Because the potential \( V(x) \) is separable, the problem of describing the transmission across the lattice is effectively 1D, and the transfer matrix formalism is particularly suited.17

The scattering of a massless Dirac particle through a single square barrier (well) is well understood, for scalar as well as vector potentials.5,63 Since the potential is piecewise constant, the solution to the Dirac equation is a plane wave, both inside and outside the barrier. Outside the barrier, solutions of energy \( E = shv_F k \) with \( s = \pm 1 \) and \( k = |k| = (k_x^2 + k_y^2)^{1/2} \) are the Dirac bispinors

\[
\Psi^\pm(x, y) = e^{\pm ik_x x + ik_y y} \begin{pmatrix} 1 \\ \pm se^{\pm i\theta} \end{pmatrix}, \tag{7}
\]

travelling towards right (+) and left (−), with \( k_x \geq 0 \) by convention.

\[
\theta = \tan^{-1} \frac{k_y}{k_x} \tag{8}
\]

is the incidence angle, or angle of propagation (outside the barrier) with respect to the \( x \)-axis.

In the lattice, the wave function between barriers, where \( V(x) = 0 \), is a superposition of free right- and left-moving components created by repeated elastic reflection and transmission. It is useful to parametrize the wave function on the left side of the \( n \)th barrier, \( \Psi_n = \lim_{x \to 0^+} \Psi(x_n - c) \), as

\[
\Psi_n = \psi_n^+ \begin{pmatrix} 1 \\ se^{i\theta} \end{pmatrix} e^{ik_y y} + \psi_n^- \begin{pmatrix} -1 \\ -se^{-i\theta} \end{pmatrix} e^{ik_y y}. \tag{9}
\]
Since the free solutions (7) between barriers are fixed, scattering cannot mix the two components of the bispinor, and it suffices to introduce the two amplitudes \( \psi_n^+ \) just as for a scalar wave obeying Schrödinger’s equation on a 1D lattice. These amplitudes are mapped from \( n \) to \( n+1 \) by the transfer matrix:

\[
\begin{bmatrix}
\psi_{n+1}^+ \\
\psi_{n+1}^-
\end{bmatrix} = M_n \begin{bmatrix}
\psi_n^+ \\
\psi_n^-
\end{bmatrix}
\]  

(10)

with

\[
M_n = \begin{bmatrix}
\frac{1}{r_n} e^{i\Delta_n} & -\frac{r_n^*}{t_n} e^{-i\Delta_n} \\
-\frac{r_n^*}{t_n} e^{-i\Delta_n} & \frac{1}{t_n} e^{i\Delta_n}
\end{bmatrix}.
\]  

(11)

Reflection and transmission amplitudes \( r_n \) and \( t_n \) are known functions of barrier parameters \( \{V_n, x_n, w_n\} \) and quantum numbers \( \{k_x, k_y, s\} \) or equivalently \( \{E, \theta, s\} \). \( \Delta_n \equiv k_x(x_{n+1} - x_n) \) is the free propagation phase between superlattice points in the absence of any barriers. The transfer matrix is largely determined by the symmetries of the scattering problem.\(^57,58\) Unitarity or current conservation implies \( \det M_n = 1 = |r_n|^2 + |t_n|^2 \). Thus the total reflection and transmission probabilities can be expressed as \( R_n = |r_n|^2 = \sin^2 \phi_n \) and \( T_n = |t_n|^2 = \cos^2 \phi_n \), and we find it useful to parameterize \( M_n \) as

\[
M_n = \begin{bmatrix}
e^{i\alpha_n} \sec \phi_n & e^{i\beta_n} \tan \phi_n \\
e^{-i\beta_n} \tan \phi_n & e^{-i\alpha_n} \sec \phi_n
\end{bmatrix}.
\]  

(12)

By construction, the net transfer matrix across \( N \) barriers is the product

\[ P_N = \prod_{n=1}^{N} M_n. \]

(13)

Before studying this product for the random matrices \( M_n \) arising from disorder, we first discuss its implications for clean GSLs.

C. Clean graphene superlattices

In a clean GSL, all transfer matrices \( M_n = M \) are identical. In other words, a single transfer matrix contains all information about the dispersion relation in the lattice, which is the essence of Bloch’s theorem.

If parameters are such that \( |\text{tr} M| < 2 \), the energy \( E \) lies within the conduction band of the GSL. In this case the eigenvalues of the transfer matrix are of the form \( \lambda_{\pm} = e^{\pm i\mu} \) with \( \mu \in \mathbb{R} \), such that \( \text{tr} M = 2 \cos \mu \). The transfer phase \( \mu = K_x l \) across one lattice cell determines the Bloch vector \( K_x \) of the extended solution in the \( x \) direction. In terms of the parametrization Eq. (12) the dispersion relation in the clean GSL therefore reads\(^36,57\)

\[ \cos K_x l = \cos \mu = \sec \phi \cos \alpha. \]

(14)

The structure of this dispersion is analogous to that of the Kronig-Penny model\(^59\) from which it differs only in the functional dependence of the transfer parameters \( \{\phi, \alpha\} \) on the potential parameters \( \{V, l, w\} \) and \( \{E, \theta, s\} \). This dependence will be made explicit for the two cases of scalar and vector potentials in Secs. III and IV, respectively.

In the case \( |\text{tr} M| > 2 \), the energy \( E \) falls into a band gap. The wave cannot propagate, and \( |\text{tr} M| = 2 \cos \kappa_x l \) defines the effective coordination number \( \kappa_x \) across one lattice cell. This characteristic localization exponent

\[ \gamma = \ln |\lambda_+| \]

(15)

is determined by the larger one of the two eigenvalues of the transfer matrix \( M \), which also defines the Lyapunov exponent of the product \( P_N = M^N \), whose larger eigenvalue grows like \( \exp(\gamma N) \).

D. Disordered graphene superlattices

The transmission across a disordered lattice is described by the product \( P_N \) of random matrices shown in Eq. (13). Since the pioneering work of Furstenberg,\(^60\) it is well known that the larger eigenvalue of such a product grows exponentially with probability one. This implies that a wave incident on the disordered GSL at barrier number 1 has an exponentially small probability of transmission after barrier number \( N \), which is one of the hallmarks of disorder-induced localization. Indeed, at the first barrier, the wave splits into reflected and transmitted components, and so on across the lattice. The boundary condition is actually simpler after the last barrier \( N \), where there is only the transmitted component, but no component is incident from the right. Starting with the reverse boundary condition (such as \( \psi_1^- = 1 \) and \( \psi_0^- = 0 \)) at the left, the product in Eq. (13) predicts that the solution grows like

\[ |\psi_N^+|^2 = |(P_N)_{11}|^2 \sim \exp(2N\gamma), \]

(16)

which suggests the expected exponential localization. The Lyapunov exponent, mathematically defined as

\[ \gamma = \lim_{N \to \infty} \frac{1}{2N} \ln |(P_N)_{11}|^2 = -\lim_{N \to \infty} \frac{1}{2N} \ln T_N, \]

(17)

determines the localization length \( l_{\text{loc}} = l/\gamma \). Here \( T_N \in [0,1] \) is the net transmission probability after \( N \) barriers.

The transmission is a random variable, with a very wide probability distribution for long enough samples. In the localized regime, its most probable (or typical) value differs vastly from its mean. The extinction \( \lim_{N \to \infty} \ln T(N) \), however, has a probability distribution that converges towards a normal distribution, such that its most probable value is equal to the mean, and the right hand side of Eq. (17) indeed converges to the Lyapunov exponent.\(^58,61\)
While it is an elementary exercise to multiply random matrices and extract the Lyapunov exponent numerically, there is no simple, general method of calculating the Lyapunov exponent exactly for a given model of disorder with arbitrary energy. Different situations require different approaches. In the following, we treat two different cases that are relevant in the GSL context and allow for analytical calculations.

E. Randomly spaced, identical barriers

First we consider the very simple case where identical barriers are distributed with random positions such that the free propagation phase between barriers is uniformly distributed in $[0, 2\pi]$. Under an ensemble average over these random phases, the extinction $|\ln T_N|$ across $N$ barriers is found to be additive along the sample: $\ln T_N = N \ln T_1$. Here, $T_1$ is the single-barrier transmission at given energy $E$ and propagation angle $\theta$. Equation (17) then immediately yields the Lyapunov exponent $\gamma = -\frac{1}{2} \ln T_1$. This result holds as long as the phases are random enough to satisfy the assumption of a uniform distribution, but no matter how small $T_1$, i.e. how strong the scattering.

At a given energy, a rectangular barrier becomes perfectly transmitting at certain incident angles, and notably at perpendicular incidence $(\theta = 0)$ for all energies—this phenomenon is known as Klein tunneling. In these cases, $T_1 = 1$ implies of course $\gamma = 0$ and absence of localization, because all barriers share the same resonance condition.

F. Weak-disorder expansion

Although the previous elementary model captures the essence of disorder-induced exponential localization, it cannot describe the more interesting, and arguably more relevant, case of barriers with slightly random width, height, and/or spacing. In the following, we adapt the weak-disorder expansion of Derrida et al. to our case. Here, we describe briefly the steps leading to the main result; details can be found in Appendices.

First, we Taylor-expand

$$M_n = M + \epsilon_n M' + \frac{\epsilon_n^2}{2} M'' + O(\epsilon_n^3),$$

where $M$ is the transfer matrix of the corresponding clean GSL, the prime $(\cdot)'$ indicates differentiation with respect to the perturbed variable $V, w$ or $d$, and $\epsilon_n$ is the weak perturbation $(\epsilon_n = \delta V_n, \delta w_n$ or $\delta d_n)$. We assume that the random variables at different sites are independent and identically distributed, with zero mean and finite variance:

$$\tau = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \epsilon_n = 0,$$

$$\bar{\epsilon}^2 = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \epsilon_n^2 \geq 0.$$

Second, we expand the product (13) to order $\epsilon^2$ in the eigenbasis of $M$, where $\bar{M} = \text{diag}(\lambda_+, \lambda_-)$. The eigenbasis of $M$ can be used to find the Lyapunov exponent because the exponential growth rate is independent of the representation. The matrix element required in (16) then reads, neglecting terms of order $\epsilon^3$,

$$\tilde{P}_N = \lambda^N \left[ 1 + \lambda^{-1} \sum_{n=1}^{N} \left\{ \epsilon_n \tilde{M}_{11} + \frac{\epsilon_n^2}{2} \tilde{M}_{11}' \right\} + \sum_{n<m} \epsilon_n \epsilon_m \lambda_+^{-m-1} (\tilde{M}' \tilde{M}^m \tilde{M}^{-n-1} \tilde{M}')_{11} \right].$$

The second line involves only fluctuations at different sites and gives no contribution after the ensemble average (see App. A1 for details). Inserting the first line into Eq. (17), and further using Eqs. (19) and (20), one obtains the disorder-induced Lyapunov exponent

$$\gamma = \frac{l}{l_{\text{loc}}} = \frac{\bar{\epsilon}^2}{2} \text{Re} \left\{ \lambda_+^{-1} \tilde{M}_{11}'' - \lambda_-^{-2} \left( \tilde{M}_{11}' \right)^2 \right\}.$$ (22)

In a third step we perform the diagonalization from $M$ to $\bar{M}$ in order to arrive at an explicit expression as function of the system variables (see App. A2 for details). In terms of the parametrization (12) one obtains a relatively compact result:

$$\gamma = \frac{\bar{\epsilon}^2}{2} \left\{ \frac{\tan^4 \phi}{\sin^2 \alpha} \left[ \left( \frac{\sin \alpha}{\sin \phi} \right)^2 \right]^2 \right\} + \beta^2 \tan^2 \phi.$$ (23)

Here, $\sin \mu$ is a function of $\{\alpha, \phi\}$ via the clean dispersion relation (14), which is assumed to be satisfied by a propagating solution of energy $E$ (otherwise, this perturbative result of order $\bar{\epsilon}^2$ is merely a small correction to the band-gap extinction of Sec. II.D).

Before we discuss the localization exponent (23) in detail for scalar and vector potentials (Secs. III and IV), we comment on its limit of validity. Eq. (23) diverges at the band edges, where $\sin \mu = 0$. It is well known that localization at these special points occurs with an anomalous localization length that differs from the perturbative result. However, exponential localization in the conduction band away from these special points is very well described by Eqs. (22) and (23), as will be checked via numerical calculations below.

III. SCALAR POTENTIAL

Now we specify the transfer-matrix parametrization in Eq. (12) for a single scalar potential barrier, the building
block of the scalar GSL, in order to analyze the Lyapunov exponent given in Eq. (23). The reflection and transmission amplitudes $r$ and $t$ are found by piecing together a continuous plane-wave solution across the barrier:\footnote{We recall $k_xl = [\varepsilon^2 - l^2k_y^2]^{1/2} = s\varepsilon \cos \theta$. This relation links the energy $\varepsilon$ to the Bloch-vector components $K_x = \mu/l$ and $K_y = k_y$ in the bulk superlattice. The dispersion is periodic in the potential strength $\phi$, as discussed in detail by Barbier et al., and it suffices to consider $0 \leq \phi < 2\pi$. In the following, the implications of disorder are assessed.}{3}

\[
\frac{1}{t} = e^{i\omega \frac{\sin \varphi}{\cos \theta}},
\]  
\[
\frac{r}{t} = -se^{i\omega} \tan \theta \sin \varphi.
\]  
\[
\tan \theta \sin \varphi.
\]  

(24)

Here $\varepsilon = E l/h\nu_F = s(|k|l$ and $v = Vl/l\nu_F$ are energy and barrier height expressed in lattice units. Furthermore, $\varphi = q\nu$ is the phase picked up by the plane wave with wavevector $q = [(v - \varepsilon)^2 - k_y^2]^{1/2}$ in the $x$-direction across the potential barrier.

In the next Sec. III A, we first discuss the limiting case of $\delta$-like barriers, which admits simple expressions and helps to guide the understanding of the general case, tackled in Sec. III B.

**A. Amplitude-disordered delta scalar potential**

Consider an amplitude-disordered Dirac-Kronig-Penney model, made out of regularly spaced $\delta$-peaks of random strength, or $\delta$GSL for short. This description is appropriate in the low-energy regime, where barriers become very narrow and high, $k_x w \ll 1$ and $v \gg \varepsilon$. In the limit $w \to 0$ and $v \to \infty$ at fixed $v\nu/w = \varphi$, one has $q\nu \to \varphi$, and the reflection and transmission coefficients in Eqs. (24) and (25) become

\[
\frac{1}{t} = \cos \varphi + is \frac{\sin \varphi}{\cos \theta},
\]  
\[
\frac{r}{t} = -se^{i\omega} \tan \theta \sin \varphi.
\]  

(26)

These expressions depend on the barrier parameters only via the combination $\varphi = v\nu/w$. Therefore, they cover randomness in both barrier width and height. We assume a resulting phase-shift distribution with mean $\varphi = \varphi_n$, and fluctuations $\varepsilon_n = \varphi_n - \varphi$ with variance $\sigma^2 = \delta\phi^2$.

Substituting Eqs. (26) and (27) into Eq. (11) and then comparing with Eq. (12), one has

\[
e^{i\omega} \sec \phi = \left( \cos \varphi - is \frac{\sin \varphi}{\cos \theta} \right) e^{ik_x l},
\]  
\[
e^{i\omega} \tan \phi = s \sin \varphi \tan \theta e^{i\omega} e^{ik_x l}.
\]  

(28)

(29)

Taking the real part of the first relation, we find the clean dispersion for this $\delta$GSL,

\[
\cos \mu = \cos k_x l \cos \varphi + \frac{\varepsilon}{k_x l} \sin k_x l \sin \varphi.
\]  

(30)

1. Analytical Lyapunov exponent

From Eq. (29), it becomes apparent that $\beta = k_x l - \theta$ is independent of $\varphi$. Consequently, $\beta' = 0$ in Eq. (23). Furthermore, by combining both relations, we can evaluate $\partial_\varepsilon (\sin \alpha \sin \phi)$ such that the weak-disorder Lyapunov exponent finally reads

\[
\gamma = \frac{\delta \phi^2}{2} \frac{\sin^2 k_x l}{\sin^2 \mu} \tan^2 \theta.
\]  

(31)

This expression differs in a characteristic manner from the corresponding result for a massive Schrödinger particle instead of being inversely proportional to the energy, it is proportional to $\tan^2 \theta$. This has (at least) three important implications: First, instead of diverging as $\varepsilon^{-1}$, the weak-disorder result of Eq. (31) stays valid even at low energy $\varepsilon$. Second, for perpendicular incidence $\theta = 0$, there is no localization, $\gamma = 0$, as required by chiral symmetry via Klein tunneling. Third, the overall angular dependence as $\tan^2 \theta$ implies that charge carriers incident with larger angles are localized quite rapidly. Therefore, a random $\delta$GSL can act as a directional filter, with preferential transmission perpendicular to the superlattice barriers.

Indeed, in the case $\varphi = 0$, i.e., for a purely random potential without a regular superlattice component, Eq. (30) reduces to $\mu = k_x l$, and the Lyapunov exponent

\[
\gamma = \frac{\delta \phi^2}{2} \tan^2 \theta
\]  

(32)

becomes totally independent of energy $\varepsilon$. The simple, and sharp angular dependence $\tan^2 \theta$ realizes a disorder filter at larger angles, allowing only particles around perpendicular incidence $\theta = 0$ to transmit ballistically.

Of course, a richer angular structure arises via the dependence on $k_x l = s\varphi \cos \theta$ and the dispersion relation in Eq. (30), so that a more detailed discussion is in order. It is helpful to distinguish two limiting cases. First, for $\varepsilon \to 0$ and thus $k_x l \to 0$, Eq. (30) always has the real (hence propagating) solution $\mu = K_x l = \varphi$. Therefore, unless $\varphi = 0, \pi$, one has $\sin k_x l / \sin \mu \to 0$, and therefore delocalization ($\gamma \to 0$) occurs for all angles as $\varepsilon \to 0$. Second, for large enough $|\varepsilon| \geq \pi$, one has $\sin k_x l / \sin \mu \to 0$, and therefore $\theta_n = \arccos(n\pi/\varepsilon)$.

Therefore, if the incident angle of a 2D plane wave is $\theta_n$, then the Dirac particle will be delocalized.

2. Numerical experiment

We now turn to numerical experiments in order to check these predictions. The localization Lyapunov exponents are extracted numerically by use of Eq. (17), after
first multiplying random matrices according to Eq. (13).
Unless specified otherwise, we always take $N = 1000$ random potential barriers and then ensemble-average over 30 samples to reach negligible statistical error.

Figure 2 compares the analytical result of Eq. (31) with the numerical data, for a varying incident angle $\theta$ at fixed energy $\varepsilon = 2\pi$. The average lattice strength is set to $\phi = \pi/2$, and we allow 5% equiprobable fluctuations ($\delta \varepsilon^2 / \varepsilon^2 = 0.01/12$). In the overview panel a, grey shading shows the intervals where $\varepsilon$ falls into a band gap. The incident wave then turns into an evanescent wave, whose attenuation is described by $\gamma$ of Eq. (15), with negligible corrections due to disorder. For the given parameters, the band edges are located at angles $\theta_1$ solving $\cos \theta_1 = \pm \sin(\varepsilon \cos \theta_1)$, i.e. $\theta_1 \in \{32.7^\circ, 52.9^\circ, 64.6^\circ\}$. At these points, Fig. 2 shows hardly visible spikes, where the perturbative result of Eq. (31) is expected to fail.\(^{64,65}\) Inside the conduction intervals, shown in the magnified view of panels b and c, the Lyapunov exponent $\gamma$ given by Eq. (31) is in excellent agreement with numerical results. The delocalization resonance at $\theta_1 = 60^\circ$ is confirmed, with $\gamma$ vanishing there.

3. Exact delocalization resonance

Interestingly, the numerical evidence suggests that the delocalization resonance not only holds perturbatively to order $\varepsilon^2$, as predicted by Eq. (31), but instead is an exact resonance. So we seek non-perturbative insights by returning to the transfer matrices. Under the resonance condition, $k_x l = \varepsilon \cos \theta_n = n \pi$, the free propagation phase is $e^{ik_x l} = \pm 1$. Without losing generality, let us assume $e^{ik_x l} = 1$. The transfer matrix $M_n$ in Eq. (12) then depends on the random variable $\varphi_n$ via

$$M_n = M(\varphi_n) = \begin{bmatrix} \cos \varphi_n - is \sin \varphi_n & s \sin \varphi_n \tan \theta e^{-i\theta} \\ s \sin \varphi_n \tan \theta e^{i\theta} & \cos \varphi_n + is \sin \varphi_n \end{bmatrix}.$$ \hspace{1cm} (34)

The product of transfer matrices obeys the remarkable property

$$M_n M_{n-1} = M(\varphi_n + \varphi_{n-1}).$$ \hspace{1cm} (35)

Hence, the net transfer matrix across $N$ barriers is $P_N = M(\Phi_N)$ where $\Phi_N = \sum_{n=1}^N \varphi_n$. As a consequence, the transmission probability

$$T_N = \frac{1}{\cos^2 \Phi_N + \sin^2 \Phi_N} = \frac{\cos^2 \theta}{1 - \sin^2 \theta \cos^2 \Phi_N}.$$ \hspace{1cm} (36)

is bounded from below by $\cos^2 \theta$. So for the resonance angles $\theta_n$ of Eq. (33), $T_N$ cannot be an exponentially decaying function of $N$, thus proving $\gamma = 0$. We emphasize that this delocalization is no longer based on a weak-disorder expansion. Rather, it is an exact result for arbitrary disorder strength.

B. Disordered square scalar potential

We return to the general case of a rectangular potential superlattice, and proceed as previously. With Eqs. (24) and (25) used in (11), the comparison with Eq. (12) yields

$$e^{i\alpha} \sec \phi = e^{i\delta} \left( \cos \varphi - i \sin \varphi \frac{\varepsilon v - \kappa^2}{\kappa l} \right),$$ \hspace{1cm} (37)

$$e^{i\beta} \tan \phi = e^{i(\delta - \theta)} \tan \theta \frac{\varepsilon v \sin \varphi}{\kappa l}.$$ \hspace{1cm} (38)

We denote $\kappa = l k_x = s \varepsilon \cos \theta$ and $q l = [v^2 - 2\varepsilon v + \kappa^2]^{1/2}$, as well as $\varphi = q w$. We have introduced $\delta = k_x d$ as the phase picked up over the distance $d = l - w$ between barriers on average. In terms of these parameters, the dispersion relation of the clean GSL reads\(^{26}\)

$$\cos \mu = \cos \delta \cos \varphi + \frac{\varepsilon v - \kappa^2}{\kappa l} \sin \delta \sin \varphi.$$ \hspace{1cm} (39)

1. Lyapunov exponent

In the disordered case, Eq. (38) fixes $\beta = k_x d - \theta$, which now depends on the distance $d = l - w$ between consecutive barriers, such that $\beta'$ in Eq. (23) is finite for barriers of variable distance $d$. By combining Eqs. (37) and (38), one finds

$$\gamma = \frac{\pi^2}{2} \left( \frac{\varepsilon v^2 \sin^2 \varphi}{q^2 l^2 \sin^2 \mu} + \beta' \right) \frac{\varepsilon v^2 \sin^2 \varphi}{q^2 l^2} \tan^2 \theta.$$ \hspace{1cm} (40)
where $S'$ denotes the derivative of
\[ S = \frac{ql \sin \delta \cos \varphi + k_l \cos \varphi \sin \varphi}{v \sin \varphi} - \frac{\varepsilon}{k_l \cos \delta} \cos \delta \]  \hspace{1cm} (41)
with respect to the fluctuating barrier parameter.

The relation between the Lyapunov exponent $\gamma$ and the incidence angle $\theta$ established by Eqs. (40) and (41) is rather complicated. But the overall factor $\tan^2 \theta$ guarantees absence of localization due to Klein tunneling in the forward direction, as well as the efficient filtering of large-angle components. To verify our analytical prediction, we plot in Fig. 3 the Lyapunov exponent $\gamma$ as function of $\theta$ at fixed $\varepsilon$ for barriers with randomly varying height, together with the data from the numerical solution. The agreement is excellent.

2. Approximate delocalization resonance

The numerical results show that there exists a delocalization resonance $\gamma = 0$ also in this case, but at a slightly different angle, $\theta \approx 51.5^\circ$, compared to the $\delta$-barriers of Sec. III A. Let us see how this result comes about. With $\beta' = 0$ (because in Fig. 3 only the barrier height fluctuates) in Eq. (40), there are two non-trivial factors that can vanish, $\sin \varphi$ and $S'$.

First, there is the obvious candidate $\sin \varphi = 0$, which is the single-barrier resonance condition $qw = n\pi$. But this zero is exactly cancelled by the most singular contribution to $S'$ in Eq. (41), namely $S' = q\varphi' \sin \delta / (v \sin^2 \varphi) + O(\sin \varphi^{-1})$. Since for $\sin \varphi \approx 0$ the dispersion relation Eq. (39) reads $\cos \mu = \pm \cos \delta$, Eq. (40) can be further reduced to
\[ \gamma = \frac{\delta v \varepsilon^2}{2} \frac{w^2 v^2 (v - \varepsilon)^2}{(l \theta q^2)^2} \tan^2 \theta. \]  \hspace{1cm} (42)

This expression could be thought to vanish for $v = \varepsilon$, i.e., when the energy equals the mean potential height. However, $v = \varepsilon$ implies $q = ik_y$, which is impossible because it contradicts the initially assumed resonance condition $qw = n\pi$.

Therefore, $S' = 0$ must be responsible for the observed delocalization resonance $\gamma = 0$. In general, the equation $S' = 0$ is too complicated to admit an analytical solution, but the resonance angles $\theta_n$ can be found numerically. For the present parameters it is the resonance angle $\theta_1$ that is observed in Fig. 3. In contrast to the case of $\delta$-barriers, though, this resonance is not exact. In Fig. 3c, numerical results for stronger disorder show a deviation from $\gamma = 0$, thus indicating the absence of a true delocalization resonance.

We note that for a purely random potential, $\varepsilon = 0$ and $\varepsilon_n = v_n$, the Lyapunov exponent Eq. (40) reduces to
\[ \gamma = \frac{\delta v \varepsilon^2 \sin^2 (k_x w)}{2} \frac{w^2}{k_x^2 l^2} \tan^2 \theta, \]  \hspace{1cm} (43)

Now the single-barrier resonance condition $k_x w = n\pi$ does lead to $\gamma = 0$. Consistently, the limit $\varepsilon \to 0$ of Eq. (42) vanishes. Here, to lowest order in $\varepsilon = \delta v$, the wavevector inside the barrier is $k_x$, and the resonance condition can be satisfied everywhere. But it needs to be emphasized that also this result holds only for weak disorder, and hence the Lyapunov exponent is not absolutely zero due to higher-order terms of $\varepsilon$.

IV. VECTOR POTENTIAL

This section parallels the previous one, with results pertaining to disordered vector-potential GSLs, as introduced in Eq. (6). The single-barrier reflection and transmission amplitudes $r$ and $t$ are
\[ \frac{1}{t} = e^{-iwk_x} \left( \cos \varphi - i \sin \varphi \frac{u \sin \theta + \varepsilon \cos^2 \theta}{\bar{q} \cos \theta} \right), \] \[ \frac{r}{t} = e^{-ik_x} e^{i\theta} \sec \theta \frac{u \sin \varphi}{\bar{q} l}. \]  \hspace{1cm} (44, 45)

Here $\varepsilon = E/\hbar v_F = \delta |k|$ and $u = eA/\hbar c$ are energy and barrier height expressed in lattice units. Besides, $\varphi = \bar{q} w$ is the phase picked up by the plane wave with wavevector $\bar{q} = l^{-1} \left[ \varepsilon^2 - (k_x - u)^2 \right]^{1/2}$ across the potential barrier. The variable $\bar{q}$ differs from the wavevector $q$ in the previous scalar potential case. In particular, $\bar{q}$ can be imaginary if $u$ is large, leading to bound states inside a barrier.
A. Amplitude-disordered delta vector potential

Very narrow and high potentials barriers i.e., $k_xw \ll 1$ and $u \gg \varepsilon$, realize a vector $\delta$GSL. In the limit $w \to 0$ and $u \to \infty$ at fixed $uw/l = \varphi$, one has $q \to i\varepsilon/\ell$, and the reflection and transmission coefficients in Eqs. (44) and (45) reduce to

$$\frac{1}{l} = \cosh \varphi - i \sinh \varphi \tan \theta, \quad (46)$$

$$r = e^{i\varphi} \sec \theta \sin \varphi. \quad (47)$$

The fluctuating phase $\varphi = uw/l$ describes randomness in both width $w$ and height $u$. We assume a distribution with mean $\varphi = \varphi_n$, and small fluctuations $\varepsilon_n = \varphi_n - \varphi$ with variance $\varepsilon^2 = \delta \varphi^2$.

Substituting Eqs. (46) and (47) into Eq. (11) and comparing with Eq. (12), one has

$$e^{i\alpha} \sec \phi = (\cosh \varphi + i \sinh \varphi \tan \theta)e^{ik_xz}, \quad (48)$$

$$e^{i\beta} \tan \phi = - \sinh \varphi \sec \theta e^{-\theta} e^{ik_xz}. \quad (49)$$

The clean dispersion (14) for the vector $\delta$GSL is found by taking the real part of the first relation:

$$\cos \mu = \cosh \varphi \cos \kappa - \tan \theta \sinh \varphi \sin \kappa. \quad (50)$$

where $\kappa = k_xl = (\varepsilon^2 - l^2 k_y^2)^{1/2}$.

1. Lyapunov exponent

For regularly spaced potentials, $\beta' = 0$ in Eq. (23). Using Eqs. (48) and (49) to evaluate $\partial_\varphi (\sin \alpha / \sin \phi)$, we find the weak-disorder Lyapunov exponent

$$\gamma = \left| \frac{\partial^2 \varphi}{\rho_x^2} \sin^2 k_x l}{2 \mu \sin^2 \mu \sec^2 \theta}. \quad (51)$$

This expression resembles much the scalar $\delta$GSL result (31), except that the $\tan^2 \theta$ factor is replaced by $\sec^2 \theta$. Therefore, vector $\delta$GSL and scalar $\delta$GSL share (at least) one interesting feature: Instead of diverging as $\varepsilon^{-1}$ in the Schrödinger case, the weak-disorder prediction of the localization length stays valid even at low energy $\varepsilon$. On the other hand, because $\sec^2 \theta = 1$ at $\theta = 0$, there is no reason to expect delocalized solutions close to perpendicular incidence on general grounds.

2. Absence of delocalization resonances

For $\varphi = 0$, representing a random vector potential with zero mean, Eq. (51) reduces to the energy-independent expression $\gamma = \frac{1}{2} \delta \varphi^2 \sec^2 \theta$. The angular dependence $\sec^2 \theta$ differs from Eq. (32) for scalar $\delta$GSL in that localization stays finite even at perpendicular incidence $\theta = 0$, but becomes just as strong at grazing incidence $\theta \to \pi/2$ where $\sec \theta \approx \tan \theta$.

For the general situation with $\varphi \neq 0$, we analyze two representative cases. Consider first the low-energy limit $\varepsilon \to 0$ and thus $\kappa \to 0$. Then the dispersion Eq. (50) reads $\cos \mu = \cosh \varphi$, which requires an imaginary $\mu$ and hence describes a non-propagating solution inside the band gap. As such, the vector $\delta$GSL acts as an insulator for small $\varepsilon$ and arbitrary incidence angle $\theta$.

Next we turn to cases with sufficiently large $|\varepsilon| \geq \pi$. If $\varepsilon \cos \theta_n = n\pi$ ($n \neq 0$), one has $\sin \kappa = 0$ and hence $\gamma = 0$. Note that under this condition, $|\cos \mu| = \cosh \varphi$, which again implies a non-propagating solution. So here $\gamma = 0$ merely indicates that the disorder-induced correction to the decay exponent of the evanescent wave is zero. Putting all the above considerations together, it appears that the localization behavior in vector $\delta$GSLs is not as rich as in scalar $\delta$GSLs.

Figure 4 compares the analytical prediction Eq. (51) with numerical results, for varying incidence angle $\theta$ at fixed energy $\varepsilon = 2\pi$. The average lattice strength is $\varphi = 1$, and disorder is modeled by $5\%$ equiprobable fluctuations around $\varphi$. In the overview panel a, band-gap regimes are grey shaded. The band edges lie at the angles $\theta_n \in \{42^\circ, 57^\circ\}$. Exactly at these points, abnormal spikes are seen in panel a, signaling the expected failure of Eq. (51). Inside the conduction band, shown on a magnified scale in panel b, the agreement between theory and numerics is excellent. In particular, no delocalization resonance is seen, as analyzed above.
B. Disordered square vector potential

The general case of a disordered rectangular vector potential is somewhat more complicated and considerably richer in physics. Following the same procedure as for scalar GSLs, the first step is to connect the transfer-matrix parameters \( \alpha, \beta \) and \( \phi \) to the GSL parameters \( w, u, l \), as well as the Dirac-particle quantum numbers \( \varepsilon, \theta, s \). For that purpose we use Eqs. (44), (45), (11), and (12) to obtain

\[
e^{i\alpha} \sec \phi = e^{i\delta} \left( \cos \varphi + i \sin \varphi \frac{\kappa^2 + u \varepsilon \sin \theta}{l q} \right),
\]

\[
e^{i\beta} \tan \phi = -e^{i(\delta-\theta)} \frac{u \sin \varphi}{l q} \sec \theta.
\]

Here \( \kappa = lk_x = \varepsilon \cos \theta, l q = [\varepsilon^2 - (lk_y - u)^2]^{1/2} \), and \( \varphi = \tilde{q} w \). \( \delta = k_x (l - w) \) is the phase picked up between neighboring barriers. In terms of these parameters, the dispersion relation of a clean GSL becomes

\[
\cos \mu = \cos \delta \cos \varphi - \frac{\kappa^2 + u \varepsilon \sin \theta}{l q} \sin \delta \sin \varphi.
\]

1. Lyapunov exponent

Using Eqs. (52) and (53), we can apply our general result Eq. (23) once again, leading to

\[
\gamma = \frac{\pi^2}{2} \left\{ \frac{u^2 \sin^2 \varphi}{l q^2 \sin^2 \mu} (S')^2 + \beta^2 \right\} \frac{u^2 \sin^2 \varphi}{l q^2} \sec^2 \theta,
\]

where \( S' \) denotes the derivative of

\[
\tilde{S} = \frac{l q \sin \delta \cos \varphi + \kappa \cos \delta \sin \varphi}{u \sin \varphi} + \varepsilon \frac{\cos \delta \sin \theta}{u \sin \varphi}
\]

with respect to the fluctuating barrier parameter. In contrast to the scalar potential with overall tan\(^2\)\(\theta\) dependence, the factor sec\(^2\)\(\theta\) in Eq. (55) does not lead to a simple delocalization resonance at perpendicular incidence, just as for the vector \( \delta \)GSL of Sec. IV A.

Our numerical data confirm these predictions, as seen in Fig. 5. The statistical fluctuations in Fig. 5b appear larger than before because for the present parameters, the Lyapunov exponent \( \gamma \) is extremely small.

2. Approximate delocalization resonance

Figure 5 also reveals a delocalization resonance \( \gamma = 0 \) at \( \theta = 18.5^\circ \), all the more remarkable because no such resonance occurs in the \( \delta \)-barrier limit of Sec. IV A. In order to explain this analytically, we return to Eq. (55). First of all, for the amplitude randomness studied in Fig. 5, \( \beta' = 0 \). Then, \( \gamma = 0 \) at \( u \neq 0 \) implies \( \sin \varphi = 0 \) or \( S' = 0 \).

Let us begin by analyzing the case \( \sin \varphi = 0 \), which is equivalent to the barrier resonance condition \( \tilde{q} w = (w/l)[\varepsilon^2 - (\varepsilon \sin \theta - u)^2]^{1/2} = n \pi \). To leading order in \( 1/\sin \varphi \), we find \( |S'| = |q w \sin \delta/(u \sin^2 \varphi) | \) from Eq. (56). So the \( \sin^4 \varphi \) factors cancel in Eq. (55), which reduces to

\[
\gamma = \frac{\delta u^2}{2} \frac{u^2 w^2 (u - l k_y)^2}{l b q^4} \sec^2 \theta.
\]

This expression vanishes (remember \( u \neq 0 \)) for \( u = l k_y \), which is equivalent to \( u = \varepsilon \sin \theta \). Together with the barrier resonance condition, this fixes \( \varepsilon_n = n \pi l/w \). Therefore, resonances should occur whenever

\[
\tilde{\theta}_n = \arcsin(u / \varepsilon_n)
\]

For the parameters of Fig. 5 (\( u = 2, \varepsilon = 2 \pi, \) and \( w = l/2 \), Eq. (58) predicts a resonance at \( \tilde{\theta}_1 \approx 18.6^\circ \), in perfect agreement with the data in Fig. 5c. As shown by the data for stronger disorder, the delocalization resonance only holds to lowest order of the weak-disorder expansion.

Are there other delocalization resonances caused by \( S' = 0 \)? A direct answer is difficult on account of the rather complex expression for \( S' \). Numerically, we have scanned the values of \( S' \) and find that when \( S' \) is zero, the associated solution falls inside a band gap. This being the case, the \( S' = 0 \) condition does not produce new delocalization resonances, in marked difference to the scalar GSLs studied in Sec. III B 2.
Figure 6 shows the result of a numerical solution of the time-dependent Dirac equation with Hamiltonian (1) and a scalar GSL potential, Eq. (2), with symmetric barrier width $w = 0.5l$ filling the half-space $x > 10l$. In order to sample all incidence angles at once, we choose as initial condition an isotropic wave packet with momentum components $\Psi(p) \propto \exp\left[-\left(|p| - p_0^2\right)/(2\Delta p^2)\right]$ centered on the radial value $p_0 = 2\pi\hbar/l$ with spread $\Delta p = 0.2\hbar/l$; the wave packet’s central energy therefore is $\varepsilon = 2\pi\hbar$ in lattice units. In Fig. 6, we plot the probability density at time $t = 70l/v_F$; in some cases, a substantial part of the wave packet is reflected into the half-space $x < 10l$ (not shown). The upper row shows the results for clean GSLs of different strengths, whereas the lower row shows the results for a single realization of the corresponding disordered GSLs with fluctuating potential heights.

Panels a and b compare a pristine graphene sheet to a purely amplitude-disordered scalar GSL with zero mean potential strength and equiprobable fluctuations $\delta v \in [-1, 1]$. Whereas the clean substrate allows for isotropic propagation, in the disordered GSL the larger-angle components are localized more strongly, as expressed by the $\tan^2 \theta$-behavior of the Lyapunov exponent, Eq. (43). Consequently, the propagating part of the wave packet is concentrated around the forward direction $\theta = 0$, thus supporting our filtering conjecture above.

Panels c and d compare again the clean and disordered situation, now in presence of a GSL with finite strength $v = \pi$, with the same lattice geometry and energy as used for Fig. 3, but relatively strong amplitude fluctuations of $\pm 30\%$. A strong filtering effect analogous to panel b is observed, where the largest part of the transmitted probability density is concentrated in the forward direction $\theta = 0$, as expressed by the overall $\tan^2 \theta$-behavior of the Lyapunov exponent, Eq. (40).

The wave propagation in the clean GSL of panel c is quite isotropic, because the associated dispersion relation is almost isotropic for the parameters chosen. If, however, the potential strength of a scalar GSL is greater than a certain critical value, new Dirac points emerge. The resulting, strongly anisotropic dispersion relation then collimates the wave packet. This is shown in panel e, where the potential strength $v = 4\pi$ makes the wave packet stay sharply focused in the forward direction. We have investigated whether this collimation effect is robust against disorder. Panel f shows the effect of 10% fluctuations in potential strength. The collimation is seen to survive, with hardly noticeable disorder effects. A quantitative analysis is difficult because the new Dirac points appear at band edges where the weak-disorder expansion we have used fails. Instead, one could possibly adapt the appropriate singular-point expansions to the Dirac-GSL problem, which is a research program beyond the scope of the present work. Here, we conclude that disorder-induced filtering can coexist with band-structure collimation.

V. WAVE PACKET DYNAMICS: DISORDER-INDUCED FILTERING

Our analytical results have revealed an interesting functional dependence of the localization length upon the incident angle of charge carriers. In particular, the Lyapunov exponent $\gamma = l/\hbar \delta v$ of a scalar GSL is proportional to $\tan^2 \theta$. This factor indicates a strong angular dependence of disordered-induced localization: the localization length diverges for small $\theta$ and quickly decreases as $\theta$ increases. Certainly, for $\theta$ too close to $\theta = \pi/2$, an infinite Lyapunov exponent or vanishing localization length is an artifact of weak-disorder perturbation theory. With this clarified, it is nevertheless clear that scattering waves with larger $\theta$ tend to be much more localized than those with small $\theta$. And wave components with localization length shorter than the GSL sample will not contribute to the conductance. This realizes a filtering effect due to disorder. The main goal of the present, comparatively short section is to confirm this effect by a direct dynamical simulation of wave-packet transmission across a scalar GSL, both with and without disorder.

FIG. 6. Contour plot of the probability density, from 2D wave-packet dynamics simulations, for various amplitudes $v = Vl/hv_F$ of clean (upper row) and amplitude-disordered (lower row) scalar GSL potentials $V(x)$, Eq. (2). The time evolution samples all incidence angles $\theta$ at once, starting with an isotropic wave packet centered around energy $\varepsilon = El/hv_F = 2\pi$ (see text). Comparison between panels a-b, and c-d demonstrates disorder-induced filtering: since wave-packet components at larger angle $\theta$ have a shorter localization length, they cannot contribute to propagation in $x$ direction, and the transmitted part of the wave packet appears more focused. The GSL potential in panels e-f is sufficiently strong to induce the wave-packet collimation that accompanies the emergence of new Dirac cones. Panel f shows that disorder has rather little effect on collimation.
VI. CONCLUDING REMARKS

Drawing on a general weak-disorder expansion, we have derived the Lyapunov exponent (inverse localization length) of various 1D disordered GSLs modeled by random delta or rectangular potentials, both for scalar and vector potentials. The analytical results have been thoroughly checked by numerical experiments. We emphasize that, though the GSL is assumed to be 1D, the physics is far more complicated than for a conventional 1D scattering problem due to the intrinsic coupling between the translational motion and the spinor degree of freedom. One important complication we have predicted is the strong dependence of the localization length on the incident angle of the charge carriers injected to a GSL. To our knowledge, this is the first time that a complete theoretical picture of this incident-angle dependence is obtained. We have also proposed to exploit such angular dependence of the localization length to turn disorder into good use, namely, a possible disorder-assisted filtering effect. Considering that large-size GSLs may be manufactured in the near future, our theoretical results offer a quantitative tool to analyze and predict disorder effects in GSLs.

Our analytical and numerical results also provide evidence for intriguing delocalization resonances: Along specific incident angles, the localization exponent can be identically zero, or at least approach zero for weak disorder. Both scalar and vector GSLs admit delocalization resonances in the conduction band, but for opposite reasons: scalar potentials can have an approximate, weak-disorder resonance because a complex term has zero solutions [i.e., $S' = 0$, see Eq. (40) and (41)], whereas vector potentials have an approximate resonance because of a simple barrier resonance condition [i.e., $\sin \varphi = 0$, see Eq. (55)]. Moreover, the corresponding $\delta$-limits of scalar and vector GSLs show very distinct features: the scalar $\delta$-GSL admits an exact delocalization by virtue of an interpeak resonance, whereas the vector $\delta$-GSL has no resonance at all in the conduction band. In all cases, it is important to realize that whenever numerical or laboratory experiments are performed with finite-size samples, a lowest-order vanishing Lyapunov exponent can very well appear as a rather sharp mobility jump, which signals an effective delocalization across the sample.\textsuperscript{67–69}

In the context of 2D GSLs, a recent study\textsuperscript{70} cautioned that lattice constants less than 10 nm may induce inter-valley scattering or sublattice symmetry breaking, either of which may lead to a band gap and hence break the linear dispersion relation of the charge carriers. The implication of this important finding for our work is twofold. First, to directly apply our theoretical results based on a linear dispersion relation, it is safer to consider GSLs with lattice constants larger than 10 nm or with a potential preserving the symmetry between different Dirac points or between different sublattices. Second, as a possible extension of this work, one may now also apply our main theoretical tool here to investigate how a disordered GSL with a sufficiently small lattice constant may generate a novel physical situation, where charge carriers possess disordered mass as a consequence of inter-valley scattering or sublattice symmetry breaking.
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Appendix A: Details of weak-disorder expansion

This appendix provides some details of the analytical calculation leading to the weak-disorder Lyapunov exponent given by Eq. (22) and Eq. (23).

1. Absence of mixed-fluctuation terms

The starting point is Eq. (21), where $\lambda_\pm = e^{\pm i\mu}$, $\mu \in \mathbb{R}$, describes a propagating solution in the clean GSL. A Taylor expansion to quadratic order in the fluctuations $\epsilon_n$ leads to

$$
\frac{1}{2N} \ln |(P_N)_{11}|^2 = \text{Re} \left\{ \frac{M_{11}'}{\lambda_+} \sum_{n=1}^{N} \epsilon_n \right\} + \text{Re} \left\{ \frac{M_{11}''}{\lambda_+^2} - \frac{M_{11}'}{\lambda_+} \sum_{n=1}^{N} \frac{\epsilon_n^2}{2} \right\} + \text{Re} \left\{ \frac{M_{12}M_{21}'}{\lambda_+} \sum_{m<n}^{N} \frac{\lambda_{2-(m-n)} \epsilon_n \epsilon_m}{2} \right\}.
$$

First, we justify that the last line only gives a negligible contribution under the ensemble average. In terms of the complex random variable $\tilde{z}_n = \epsilon_n \lambda_{2n} = \epsilon_n e^{2i n^{\mu}}$, the double sum rewrites

$$
\frac{1}{N} \sum_{m<n}^{N} \tilde{z}_n \tilde{z}_m = \left( \frac{1}{2N} \sum_{n=1}^{N} \tilde{z}_n \right)^2 - \frac{1}{2N} \sum_{n=1}^{N} |\tilde{z}_n|^2
$$

In the second term, we recognize the variance $|\tilde{z}_n|^2 = \sigma^2 = \frac{1}{N}$. The whole expression (A2) can be written as $\sigma^2(|y|)^2 - 1)/2$, where the random variable $y_i \equiv \sum_{n=1}^{N} z_n^{(i)}/(\sqrt{N} \sigma)$ fluctuates as samples $i$ are drawn from the ensemble. Now, according to the Berry-Esseen theorem, in the limit $N \rightarrow \infty$ the probability distribution of $|y|$ converges to the standard normal distribution, with unit variance $|\tilde{z}_n|^2 = 1$. As a consequence, $\sigma^2(|y|)^2 - 1 = 0$, such that the whole expression (A2) gives zero contribution after the ensemble average.

Then, the vanishing fluctuation mean (19) makes also the first line in (A1) vanish. Thus, only the variance (20)
in the second line contributes to
\[ \gamma = \lim_{N \to \infty} \frac{\ln |(P_N)_{11}|^2}{2N} = \frac{e^2}{2} \Re \left\{ \frac{\tilde{M}''_{11}}{\lambda_+} - \frac{(\tilde{M}'_{11})^2}{\lambda_+^2} \right\}, \] (A3)
which is the result stated as Eq. (22).

2. Diagonalization procedure

As the last task, we need to express the matrix elements \( \tilde{M}'_{11} \) and \( \tilde{M}''_{11} \) of the diagonal representation through the transfer-matrix parameters \( \{\alpha, \beta, \phi\} \) as defined in (12). In an intermediate step, we parameterize the transfer matrix as
\[ M = \begin{pmatrix} a & b \\ b^* & a^* \end{pmatrix}, \] (A4)
where
\[ a = e^{i\alpha} \sec \phi, \]
\[ b = e^{i\beta} \tan \phi, \] (A5, A6)
have to satisfy the constraint \( \det M = |a|^2 - |b|^2 = 1 \). The diagonal representation \( \tilde{M} = \text{diag}(\lambda_+, \lambda_-) \) is \( P^{-1} MP \) is attained by a basis transformation with
\[ P = \begin{pmatrix} b & b \\ \lambda_+ - a & \lambda_- - a \end{pmatrix}, \]
\[ P^{-1} = \frac{1}{b(\lambda_+ - \lambda_+)} \begin{pmatrix} \lambda_- - a & -b \\ -b & \lambda_+ - a \end{pmatrix}. \] (A7, A8)

Again, we assume that the eigenvalues \( \lambda_+ \) and \( \lambda_- \) form a complex conjugate \( (\mu \in \mathbb{R}) \), and non-degenerate (\( \mu \neq n\pi \) for all \( n \in \mathbb{Z} \)) pair since we seek the Lyapunov exponent of inside-conduction-band solutions.

Elementary algebra leads to
\[ \tilde{M}'_{11} = (P^{-1} M'P)_{11} = \frac{2\lambda_+ \Re \{a'\}}{\lambda_+ - \lambda_-}, \] (A9)
where the useful identities \( \lambda_+ + \lambda_- = a + a^* \) and \( (\det M) = 2\Re \{a' \} - b^*b' = 0 \) have been employed. Furthermore, \( \Re \{a\} = \cos \mu \) entails \( \Re \{a'\} = -\mu^2 \sin \mu \), and since \( \lambda_+ - \lambda_- = 2i \sin \mu \), Eq. (A9) implies
\[ -\left( \frac{\tilde{M}'_{11}/\lambda_+}{\lambda_+} \right)^2 = \frac{(\Re \{a'\})^2}{\sin^2 \mu} = \mu^2, \] (A10)
which is the second term needed in Eq. (A3).

Proceeding similarly, one finds for the first term
\[ \tilde{M}''_{11} = \frac{\Re \{a''\}}{i \sin \mu} + \frac{\Re \{a'' \} - b^*b'}{-i \sin \mu}(\cos \mu - i \sin \mu). \] (A11)

We only need its real part,
\[ \Re \{\lambda_+^{-1} \tilde{M}''_{11}\} = \Re \{a'' \} - b^*b' = |b|^2 - |a'|^2 \]
\[ = (\phi'^2 - \alpha'^2) \sec^2 \phi + \beta'^2 \tan^2 \phi. \] (A12)
Substituting Eq. (A10) and (A12) into Eq. (A3), we have
\[ \gamma = \frac{e^2}{2} \left\{ \mu^2 + (\phi'^2 - \alpha'^2) \sec^2 \phi + \beta'^2 \tan^2 \phi \right\}, \] (A13)

Further algebraic manipulations lead to the identity
\[ \mu'^2 + (\phi'^2 - \alpha'^2) \sec^2 \phi = \frac{\tan^4 \phi}{\sec^2 \phi^2 \cos^2 \alpha} \left[ \frac{\sin \alpha}{\sin \phi} \right]'^2, \] (A14)
which then results in the final expression Eq. (23) for the weak-disorder Lyapunov exponent.
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