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ABSTRACT
In this research, we develop machine learning models to predict future sensor readings of a waste-to-fuel plant, which would enable proactive control of the plant’s operations. We developed models that predict sensor readings for 30 and 60 minutes into the future. The models were trained using historical data, and predictions were made based on sensor readings taken at a specific time. We compare three types of models: (a) a naïve prediction that considers only the last predicted value, (b) neural networks that make predictions based on past sensor data (we consider different time window sizes for making a prediction), and (c) a gradient boosted tree regressor created with a set of features that we developed. We developed and tested our models on a real-world use case at a waste-to-fuel plant in Canada. We found that approach (c) provided the best results, while approach (b) provided mixed results and was not able to outperform the naïve consistently.
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1 INTRODUCTION
There is a wide range of applications of ML (machine learning). One of them is the modeling and control of chemical processes, such as the production of biodiesel. Introducing machine learning to such processes can improve quality and yield and help engineers predict anomalies to control the factory better.

We modeled the JEMS waste-to-fuel plant, which produces high-quality diesel from organic waste. The plant has numerous sensors that measure temperature, and pressure, among other variables. It is operated by experts who must control the process. Since the chemical process is complex and, therefore, difficult to control, we built forecasting models that can predict future sensor readings based on historical data and the current state of the plant.

The model will be used to give plant operators additional information about the future state of the plant, which will allow them to make an informed decision about changing the plant’s parameters and, therefore, adjust the process before it is too late.

2 RELATED WORK
Organic wastes in energy conversion technologies are an active area of research aimed at reducing dependence on fossil fuels, optimizing production costs, improving waste management, and controlling emissions. Biochemical, physiochemical, and thermochemical processes produce different biofuels, such as bio-methanation, biohydrogen, biodiesel, ethanol, syngas, and coal-like fuels, which are studied by Stephen et al. [8]. Work is also being done on optimization, such as catalyst selection, reactor design, pyrolysis temperature, and other important factors [5].

Many ML methods have been developed to address waste management and proper processing for biofuel production, focusing on energy demand and supply prediction [3]. Aghbashlo et al. [2] provided a systematic review of various applications of ML technology with a focus on ANN (Artificial Neural Network) in biodiesel research. They provided an overview of the use of ML in modeling, optimization, monitoring, and process control. Models that predict the conditions of the biofuel production process that have the highest yield were created by Kusumo et al. [6] and Abdelbasset et al. [1]. The models used in these studies were kernel-based extreme learning machines, ANN, and various ensemble models.

3 USE CASE
The JEMS waste-to-fuel plant produces synthetic diesel (SynDi) from any hydrocarbon-based waste, such as wood, biomass, paper, waste fuels and oils, plastics, textiles, rubber, and agricultural residues. The plant uses a chemical-catalytic de-polymerization process, the advantage of which is that the temperature is too low
to produce carcinogenic gasses. It operates continuously and produces about 150 liters of fuel per hour. Although it uses the latest software available and allows remote control, there is no anomaly detection, prediction, or optimization. As a result, there is a great need for better understanding, optimization, and decision-making, given data availability. The company plans to sell and install over 1.500 SynDi systems over the next ten years. In practice, this means many SynDi plants in different locations worldwide.

There are three main chambers in the pipeline, which are named B100, B200, and B300. The plant can be conceptually split into four stages:

1. Feedstock inspecting and feeding;
2. Drying and mixing (chamber B100);
3. Processing (chamber B200);
4. Distilling (chamber B300).

Since there are no sensors in the feedstock inspecting and feeding stage, we focused on the later stages, each of which takes place in one of the main chambers.

In the drying and mixing stage (B100), the starting material is mixed with process oil, lime, and catalyst and is heated. During mixing, the material is broken down into smaller particles, and the water is evaporated. The primary chemical reaction occurs in the processing stage (B200). The material is fed to a turbine, and the reaction product evaporates through the diesel distillation column. If the diesel obtained is not of sufficient quality, it is redistilled in the second distillation stage (B300).

Currently, the plants are operated with highly skilled personnel and high costs for personnel training. Implementing automation, remote control, optimization, and interconnection among the plants would greatly facilitate their operation. Therefore, the main challenge to be solved by integrating AI is the self-control of the chemical process and the plant itself by minimizing the human resources required to operate the plants. Furthermore, operating many SynDi plants also means a significant challenge for ensuring remote control for troubleshooting, maintenance, and repair. AI integration aims to minimize the workforce required to operate the plants, minimize the resulting downtime due to human interaction, enable self-control and predictive maintenance of the SynDi plants, and achieve less downtime and higher production efficiency.

In modeling the waste-to-fuel processes, we decided to model each chamber separately. No model was developed for chamber B300 because it was not active during the period for which we obtained the data. As described above, a second distillation of the fuel is performed in chamber B300 only if the fuel in chamber B200 is not pure enough.

4 METHODOLOGY

4.1 Data analysis

The sensor measurements are from the experimental JEMS plant, which is located in Canada. The data consists of 154 sensors from January 2016 to January 2017. The measurements are taken at one-minute intervals and mostly measure temperature or pressure, but there are also sensors for motor current and valve position, among others. Since the data is from the prototype version of the waste-to-fuel plant, it contains many missing values. Our data set contained an average of 61,607 data points per sensor. We discarded all sensors with less than 6,000 data points and kept only those that corresponded to chambers B100 and B200, giving us data from 39 sensors.

Analysis of the dataset we received revealed that many values were missing. In particular, we noted that there were day-long intervals with a tiny number of measurements. We also noticed that specific sensor values remained constant at low temperatures - a condition best described by the waste-to-fuel plant’s inactivity. We, therefore, decided to remove such values. Because there were many ten-minute gaps, we decided to resample the data at fifteen-minute intervals, taking the last value of each interval and assuming that conditions had not changed in the short time since the last measurement - a reasonable assumption for sensor values. The resulting data set contained an average of 7,884 data points per sensor.

We divided the dataset into a train and a test dataset, split on October 31st 2016. The resulting train set included a total of 11,000 samples, and the test set included 3,000 samples.

4.2 Model training

In this research, we compare models that we develop using two different approaches. We first tried the neural network approach, in which the model makes predictions based only on sensor readings from the last five hours. Since the model did not perform better than the baseline, we began the second approach, developing features to describe the time series and capture its patterns. We used linear regression and gradient-boosted tree regressor. All the developed models were compared with the last-value model, which we used as a benchmark.

4.2.1 Neural network approach. We used the model developed for forecasting Tüpras’ sensor values. Tüpras is an oil refinery, which is very similar to the JEMS use case. The model was used to forecast sensor values in different units of LPG production. Some of Tüpras’ units are distillation columns, similar to JEMS’ chamber B200. The model takes only past sensor values as input and predicts values for the future together with the prediction interval. More specifically, it predicts $10^{th}$, $50^{th}$ and $90^{th}$ percentile, which is the case in all our models that give prediction interval.

Figure 1: Architecture of the neural network model, which gives the prediction interval.

Figure 1 shows the architecture of the neural network. The model is a feedforward neural network with two layers. First, there is a linear layer with ReLU activation. The second layer has a separate linear layer for each quantile. The hidden dimension of the model is calculated from the number of features and the number of targets using the formula $\left \lfloor \frac{\text{features}}{2} \right \rfloor + \text{targets}$.
During training, we used the quantile loss function, which is defined as

$$\max \left( q \cdot (y_{true} - y_{pred}), (1-q) \cdot (y_{pred} - y_{true}) \right),$$

where $q$ is the observed quantile (in our case, it can be 0.1, 0.5 or 0.9), $y_{true}$ is the true target value and $y_{pred}$ is the corresponding quantile of the prediction. In the case of $q = 0.5$, the loss is equal to the mean absolute error divided by two. When calculating the loss of 10th percentile ($q = 0.1$), a prediction that is greater than the true value is heavily penalized, while a prediction that is lower than the true value has a smaller loss and is therefore encouraged.

The model is implemented in the PyTorch library [7]. Since sensors measure different quantities, the values have to be scaled before learning. Here we used Min-Max scaler from the scikit-learn library, scaling all values between zero and one.

4.2.2 Feature engineering. The neural network model described above did not outperform the benchmark model. As a result, we decided to try another approach, where we developed features that better describe past sensor values and capture their patterns. One of the problems of the neural network model was that it had too many features. We decided to build a separate model for each sensor to tackle this problem. Each model uses only features calculated from the values of the sensor being predicted.

With the help of plant operators, we decided to consider at most five hours of data before the prediction point to issue a forecast. Since the latest data is usually more important in determining future sensor values, we created features on seven different time windows: 30, 45, 75, 120, 180, 240, and 300 minutes. For each time window, we computed the following features:

- average sensor value,
- fraction of peaks in the window,
- percentage change between first and last value in the time window,
- slope (coefficient of the least squares line through the points in the window),
- simple prediction (extension of the least squares line to the future),
- slope ratio (slope on the smaller window divided by the slope on the bigger window).

Besides features mentioned above, which depend on the window size, we also included features that were calculated only on the biggest time window (300 minutes):

- last value,
- maximal value,
- last value relative to the maximal value.

The features above attempt to capture different time series characteristics:

- **trend**: described by percentage change and slope;
- **growth pattern**: described by the fraction of peaks, which indicate whether the growth is steady or it has ups-and-downs. Furthermore, the slope indicates how aggressive such growth is;
- **expected value**: an approximation of the expected value is given through the average, last value, maximal value, and simple prediction.

Using developed features, we trained a linear regression model, and a gradient boosted tree regressor from the CatBoost library [4]. We used root mean squared error (RMSE) for the loss function.

5 RESULTS AND ANALYSIS

We built models for main chambers B100 and B200 with two forecasting horizons (30 and 60 minutes). Tables 1 and 2 show mean squared error (MSE) and mean absolute error (MAE) on chambers B100 and B200, respectively. There are three different neural network models (NN), which differ in the size of the window from which it gets the data.

|                      | horizon = 30min | horizon = 60min |
|----------------------|-----------------|-----------------|
|                      | MSE  | MAE  | MSE  | MAE  |
| last-value model     | 21.0533 | 1.4320 | 50.6636 | 2.5128 |
| NN, window = 5h      | 21.7525 | 1.6512 | 47.0545 | 2.5413 |
| NN, window = 3h      | 19.7441 | 1.6109 | 45.3450 | 2.4127 |
| NN, window = 2h      | 18.9717 | 1.6023 | 46.5047 | 2.3557 |
| Linear regression    | 19.4264 | 1.4634 | 49.2268 | 2.5145 |
| Catboost             | **16.9030** | 1.4478 | **38.3066** | 2.3164 |

**Table 1: MSE and MAE on the test set of models when predicting for chamber B100.**

|                      | horizon = 30min | horizon = 60min |
|----------------------|-----------------|-----------------|
|                      | MSE  | MAE  | MSE  | MAE  |
| last-value model     | 52.3380 | 2.0577 | 124.9735 | 3.3768 |
| NN, window = 5h      | 69.4678 | 3.8227 | 129.0330 | 4.9927 |
| NN, window = 3h      | 57.9902 | 3.3601 | 121.1315 | 4.7431 |
| NN, window = 2h      | 55.8769 | 3.1797 | 117.4154 | 4.7146 |
| Linear regression    | 55.0218 | 3.2293 | 115.7457 | 4.5888 |
| Catboost             | **49.3329** | 2.5305 | **109.5303** | 3.9745 |

**Table 2: MSE and MAE on the test set of models when predicting for chamber B200.**

From the tables 1 and 2 we can see that the five-hour window’s neural network performed worse than the benchmark. The main reason for such poor results was too many features for the amount of data that we have. More precisely, the neural network model uses the values of all sensors in the chamber we are predicting. This means that there are six hundred features resulting in more than two hundred thousand trainable parameters for the model of chamber B200. We also have to consider that the neural network predicts future sensor values and prediction intervals. Therefore, there are too many features and target values for the amount of data that we have.

We included results of two more neural network models with three hours and two-hour windows since reduced window size results in a smaller number of features and trainable parameters. For example, the neural network model with a two-hour time window for chamber B200 had two hundred and forty features and almost fifty thousand trainable parameters. Neural network models with smaller window sizes performed better, which confirms that we had too many features.
The features that we developed using the second approach were used with two models, linear regression and the Catboost model. Comparing those two models, the Catboost model performed better because it can capture more than just linear relationships between the features and the target. The Catboost model also outperformed the neural networks, where one of the main differences is that the neural network uses all sensors from the chamber while the Catboost model uses only sensor values of the sensor which is being predicted. This results in forty-five features for the model that predicts one sensor, which solves the problem of too many features. In addition, the Catboost model produced better results than the benchmark when comparing the mean squared error (MSE). During the training, we used RMSE as a loss function, meaning that RMSE was minimized and, therefore, also MSE.

The tables show that although most models outperform the benchmark regarding MSE, almost all of them do not surpass the benchmark when considering MAE. When measuring MSE, predictions with strong spikes where such spikes do not take place are penalized more. Therefore, models with a competitive MSE are considered to rarely predict spikes when such spikes do not take place. This is a key feature for our use case, given that we are interested to understand whether an irregularity will take place or not. Therefore, the models give valuable information even though the average prediction is not entirely accurate.

However, there is no problem with models not being able to predict significant changes resulting from a manual change in plant setpoint parameters, which our data does not capture. Overall, we consider the best model was the Catboost model, given in all cases it outperformed the rest of the models when considering MSE, and also achieved the best MAE when predicting chamber B100 with a time horizon of 60 minutes.

6 CONCLUSION

We compared a set of models to predict sensor values for a waste-to-fuel plant: a neural network, linear regression, gradient-boosted tree regressor, and the last-value model. The last-value model was used as a benchmark. We developed three neural network models which were different in time window size. The neural network models were built based on the hypothesis that a simple neural network and raw sensor readings as features are enough to model the process. The results showed that this is not the case because the process is too complicated for the amount of data that we obtained. Lastly, we used feature engineering to develop features that better describe the time series. Features were used for learning linear regression, and the gradient boosted tree regressor, where the latter produced the best results in our case.
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