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Abstract. The paper describes a preferential approach for dealing with exceptions in KLM preferential logics, based on the rational closure. It is well known that the rational closure does not allow an independent handling of the inheritance of different defeasible properties of concepts. Several solutions have been proposed to face this problem and the lexicographic closure is the most notable one. In this work, we consider an alternative closure construction, called the Multi Preference closure (MP-closure), that has been first considered for reasoning with exceptions in DLs. Here, we reconstruct the notion of MP-closure in the propositional case and we show that it is a natural variant of Lehmann’s lexicographic closure. Abandoning Maximal Entropy (an alternative route already considered but not explored by Lehmann) leads to a construction which exploits a different lexicographic ordering w.r.t. the lexicographic closure, and determines a preferential consequence relation rather than a rational consequence relation. We show that, building on the MP-closure semantics, rationality can be recovered, at least from the semantic point of view, resulting in a rational consequence relation which is stronger than the rational closure, but incomparable with the lexicographic closure. We also show that the MP-closure is stronger than the Relevant Closure.

1 Introduction

Kraus, Lehmann and Magidor in [22,23] and Lehmann and Magidor in [23] investigate the properties that a notion of plausible inference from a conditional knowledge base should satisfy (KLM properties, for short). These properties led to the definition of the notions of preferential and rational consequence relation, as well as to the definition of the rational closure of a conditional knowledge base [23]. Although not all non-monotonic formalisms in the literature satisfy KLM properties, and although the adequacy of these properties has been and still is subject of debate (see, for instance, [3]), the rational closure construction (which is a polynomial construction) recently has been considered for defeasible reasoning in description logics [9,11,19,7], which are the formalisms at the basis of OWL ontologies [26].

While the rational closure provides a simple and efficient approach for reasoning with exceptions, it is well known that “it does not provide for inheritance of generic properties to exceptional subclasses” [24]. This problem was called by Pearl [27] “the blocking of property inheritance problem”, and it is an instance of the “drowning problem” in [1].

To overcome this weakness of the rational closure, Lehmann in [24] introduced the notion of lexicographic closure, as a “uniform way of constructing a rational superset of
the rational closure” thus strengthening the rational closure but still defining a rational consequence relation.

In this paper, we consider another closure construction, that we call multi-preference closure (MP-closure), as it was first proposed in the context of description logics as a construction to soundly approximate the multipreferential semantics [21], a strengthening of the rational closure. Here, we consider the MP-closure in the propositional setting, and reconstruct its semantics, showing that it is a natural (weaker) variant of Lehmann’s lexicographic closure which simply uses a different lexicographic ordering. Following the pattern in [24], in the following, we will present a characterization of the closure both in terms of maxiconsistent sets and of a model-theoretic construction. In both cases, the characterization exploits a lexicographic ordering which compares tuples of sets of defaults rather than tuples of numbers (i.e., the number of defaults in the sets), as in the lexicographic ordering used by the lexicographic closure.

The MP-closure construction departs from lexicographic closure in the choice that, in case of contradictory defaults with the same rank, one tries to satisfy as many defaults as possible (where the number of defaults matters, rather than the defaults themselves). This choice was adopted by the lexicographic closure in agreement with the Maximal Entropy approach [25]. Abandoning the Maximal Entropy approach and following instead Poole’s proposal [28] (an alternative route that was also considered but not explored by Lehmann) leads to a construction which defines a preferential consequence relation rather than a rational consequence relation. Rational Monotonicity is not satisfied when reasoning under the MP-closure, but a more cautious notion of entailment is obtained with respect to reasoning under the lexicographic closure.

We believe that the MP-closure defines an interesting notion of entailment per se that may be reasonable in specific contexts, for instance, when reasoning about multiple inheritance in ontologies, where the lexicographic closure appears to be too bold. Nevertheless, we will also see that from a semantic point of view rationality can be easily regained by defining a rational consequence relation, starting from the MP-closure semantics, which is a superset of the MP-closure, while is incomparable with the lexicographic closure.

We conclude the paper establishing some relationships with the multi-preference semantics in [21] and with the Relevant Closure, a notion of closure proposed by Casini et al. [6] as a weaker alternative to the lexicographic closure. We show that the Relevant Closure is also weaker than the MP-closure.

The paper is organized as follows. In Section 2, we recall the definition of the rational closure and its semantics and, in Section 3, the definition of the lexicographic closure and discuss some examples which motivate the interest in investigating an alternative notion of closure, abandoning the Maximal Entropy approach. In Section 4, we reformulate the MP-closure construction in the propositional setting in terms of maxiconsistent sets and, then, we study its model-theoretic semantics, its properties and its relations with the lexicographic closure. In Section 5, a rational consequence relation is defined, which is a superset of the MP-closure but neither stronger nor weaker than the lexicographic closure. The relationships with the Relevant Closure and the multipreference semantics are also investigated. Section 6 concludes the paper.
2 The rational closure

In this section we recall the definition of the rational closure by Lehmann and Magidor [23] and its semantics, that we will exploit to define the semantics of the MP-closure.

Let the language $\mathcal{L}$ be defined from a set of propositional variables $\text{ATM}$, the boolean connectives and the conditional operator $\models$. Following the presentation in [19], as in [12,4] and with a minor deviation from the original presentation in [23], here we consider the conditionals $A \models B$ as formulas belonging to the object language.

The formulas of $\mathcal{L}$ are defined as follows: if $A$ is a propositional formula, $A \in \mathcal{L}$; if $A$ and $B$ are propositional formulas, $A \models B \in \mathcal{L}$; if $F$ is a boolean combination of formulas of $\mathcal{L}$, then $F \in \mathcal{L}$. A knowledge base $K$ is a set of conditional assertions $A \models B$. In the following, we will restrict our attention to finite knowledge bases over a finite language.

The semantics of conditional KBs is defined by considering a set of worlds $\mathcal{W}$ equipped with a preference relation $\prec$. Intuitively the meaning of $x \prec y$ is that $x$ is more typical/more normal/less exceptional than $y$. We say that a conditional $A \models B$ is true in a model if $B$ holds in all most normal worlds where $A$ is true, i.e. in all $\prec$-minimal worlds satisfying $A$. In [23] Lehmann and Magidor introduce ranked models as a family of preferential models [22].

**Definition 1 (Preferential models and ranked models).** A preferential model is a triple $\mathcal{M} = \langle \mathcal{W}, \prec, v \rangle$ where:

- $\mathcal{W}$ is a non-empty set of worlds;
- $\prec$ is an irreflexive, transitive relation on $\mathcal{W}$ satisfying the Smoothness condition defined below;
- $v$ is a function $v : \mathcal{W} \mapsto 2^{\text{ATM}}$, which assigns to every world $w$ the set of atoms holding in that world. If $F$ is a boolean combination of formulas, its truth conditions $(\mathcal{M}, w \models F)$ are defined as for propositional logic. Let $A$ be a propositional formula; we define $\text{Min}^A_\mathcal{M}(A) = \{ w \in \mathcal{W} | \mathcal{M}, w \models A \text{ and } \forall w', w' \prec w \text{ implies } \mathcal{M}, w' \not\models A \}$. Moreover:

$$\mathcal{M}, w \models A \models B \text{ iff for all } w', \text{ if } w' \in \text{Min}^A_\mathcal{M}(A) \text{ then } \mathcal{M}, w' \models B.$$

At this point we can define the Smoothness condition: if $\mathcal{M}, w \models A$, then either $w \in \text{Min}^A_\mathcal{M}(A)$ or there is $w' \in \text{Min}^A_\mathcal{M}(A)$ such that $w' \prec w$.

A ranked model is a preferential model $\mathcal{M} = \langle \mathcal{W}, \prec, v \rangle$ for which the relation $\prec$ is modular: for all $x, y, z$, if $x \prec y$ then either $x \prec z \text{ or } z \prec y$.

Validity and satisfiability of a formula are defined as usual. We say that a formula $F$ is *satisfiable* in the preferential (rational) semantics if there is a preferential (ranked) model $\mathcal{M} = \langle \mathcal{W}, \prec, v \rangle$ and a world $w \in \mathcal{W}$ such that $\mathcal{M}, w \models F$. We say that a formula $F$ is valid in a preferential (ranked) model $\mathcal{M} = \langle \mathcal{W}, \prec, v \rangle$, and we write $\mathcal{M} \models F$, if, for all $w \in \mathcal{W}$, it holds that $\mathcal{M}, w \models F$. We say that a formula $F$ is valid in the preferential (rational) semantics if it is valid in all preferential (ranked) models, i.e. if, for all preferential (ranked) models $\mathcal{M} = \langle \mathcal{W}, \prec, v \rangle$, it holds that $\mathcal{M} \models F$.

Given a set of formulas $K$ of $\mathcal{L}$ and a model $\mathcal{M} = \langle \mathcal{W}, \prec, v \rangle$, we say that $\mathcal{M}$ is a model of $K$, written $\mathcal{M} \models K$, if for every $F \in K$ and every $w \in \mathcal{W}$, we have that
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\[ \mathcal{M}, w \models F. \]  
\[ K \text{ preferentially entails a formula } F, \text{ written } K \models_\mathbf{P} F \text{ if } F \text{ is valid in all preferential models of } K. \]

\[ K \text{ rationally entails a formula } F, \text{ written } K \models_\mathbf{R} F \text{ if } F \text{ is valid in all rational models of } K. \]

As a consequence of Theorems 6.8 and 6.9 in [17], if a set of formulas \( K \) is satisfiable in a ranked model, then it is satisfiable in a finite ranked model. In the following, we will restrict our consideration to ranked models with a finite set of worlds.

Given a (finite) ranked model \( \mathcal{M} = \langle \mathcal{W}, <, v \rangle \), we can define the rank of a world in \( \mathcal{M} \).

**Definition 2 (Rank \( k_\mathcal{M}(w) \) of a world in \( \mathcal{M} \)).** Given a (finite) ranked model \( \mathcal{M} = \langle \mathcal{W}, <, v \rangle \), the rank \( k_\mathcal{M} \) of a world \( w \in \mathcal{W} \), written \( k_\mathcal{M}(w) \), is the length of the longest chain \( w_0 \prec \cdots \prec w \) from \( w \) to a minimal \( w_0 \) (i.e. there is no \( w' \) such that \( w' \prec w_0 \)).

Hence, the preference relation \( < \) of a ranked model \( \mathcal{M} \) defines a ranking function \( k_\mathcal{M} : \mathcal{W} \rightarrow \mathbb{N} \) (this just is a special case of the general result in [23] where there is no restriction to finite models). Observe that, according to [23], here we might have forgotten the smoothness condition, which is satisfied in any well-founded model and, in particular, in any finite model. Notice also that Definition 2 makes sense even if the relation \( < \) is not modular and that, for a modular relation on a finite set, all maximal chains\(^3\) from an element \( w \) to a minimal \( w_0 \) have the same length.

The previous definition defines from \( < \) a rank function \( k_\mathcal{M} : \mathcal{W} \rightarrow \mathbb{N} \). The opposite is also possible and \( < \) can be defined from a ranking function \( k_\mathcal{M} \) by letting \( x < y \) if and only if \( k_\mathcal{M}(x) < k_\mathcal{M}(y) \) (this is similarly stated in [23], where a ranking function \( r \) over a possibly infinite set is considered, since there is no restriction to finite models).

The rank of a formula \( F \) in a model \( \mathcal{M} \) depends on the rank of the worlds satisfying the formula.

**Definition 3 (Rank of a formula in a model).** The rank \( k_\mathcal{M}(F) \) of a formula \( F \) in a model \( \mathcal{M} \) is \( i = \min \{k_\mathcal{M}(w) : \mathcal{M}, w \models F \} \). If there is no \( w \) such that \( \mathcal{M}, w \models F \), then \( F \) has no rank in \( \mathcal{M} \).

The previous definition defines from \( < \) a rank function \( k_\mathcal{M} : \mathcal{W} \rightarrow \mathbb{N} \). The opposite is also possible and in general in ranked models the rank function \( k_\mathcal{M} \) and \( < \) can be defined from each other by letting \( x < y \) if and only if \( k_\mathcal{M}(x) < k_\mathcal{M}(y) \) (this is similarly stated by [23] where a rank function \( k \) over a possibly infinite set is used, since there is no restriction to finite models).

Lehmann and Magidor proved that, for a knowledge base \( K \) which is a set of positive conditional assertions of the form \( A \vdash B \) the rational (ranked) entailment is equivalent to the preferential entailment. Also, the rational entailment does not define a rational consequence relation (i.e., a consequence relation which also satisfies the property of Rational Monotonicity). A possible formulation of Rational Monotonicity is the following:

\[ (RM) \quad \alpha \vdash \gamma \text{ and } \alpha \not\vdash \neg \beta \text{ then } \alpha \wedge \beta \vdash \gamma \]

\(^3\)A chain \( w_0 < w_1 < \cdots < w_n \) is maximal if there is no element \( w' \) such that for some \( i = 0, \ldots, n-1 \) it holds \( w_i < w' < w_{i+1} \).
i.e., if $\alpha \vdash \gamma$ belongs to the consequence relation and $\alpha \vdash \neg \beta$ does not, then $\alpha \land \beta \vdash \gamma$ must belong as well to the consequence relation.

In order to strengthen rational entailment, Lehmann and Magidor in [23] introduce the notion of rational closure, which provides a solution to both the problems above and can be seen as the “minimal” (in some sense) rational consequence completing a set of conditionals. In the following we recall the definition of the rational closure.

**Definition 4 (Exceptionality of formulas).** Let $K$ be a knowledge base (i.e. a finite set of positive conditional assertions) and $A$ a propositional formula. $A$ is said to be exceptional for $K$ if and only if $K \models \top \vdash \neg A$. A conditional formula $A \vdash B$ is exceptional for $K$ if its antecedent $A$ is exceptional for $K$. The set of conditional formulas of $K$ which are exceptional for $K$ will be denoted as $E(K)$.

It is possible to define a non increasing sequence of subsets of $K$, $C_0 \supseteq C_1, C_1 \supseteq C_2, \ldots$ by letting $C_0 = K$ and, for $i > 0$, $C_i$ the set of conditionals of $C_{i-1}$ exceptional for $C_{i-1}$, i.e. $C_i = E(C_{i-1})$. Observe that, being $K$ finite, there is an $n \geq 0$ such that $C_n = \emptyset$ or for all $m > n$, $C_m = C_n$. The sets $C_i$ are used to define the rank of a formula, as in the next definition. Notice that if there is an $m$ such that $C_m = C_{m+1}$, then for all $k > m$, it will hold that $C_m = C_k$ (indeed $E(C_m) = E(C_{m+1}) = \cdots = E(C_k)$).

**Definition 5 (Rank of a formula).** A propositional formula $A$ has rank $i$ (for $K$), written $\text{rank}(A) = i$, if and only if $i$ is the least natural number for which $A$ is not exceptional for $C_i$. If $A$ is exceptional for all $C_i$ then $A$ has no rank, and we let $\text{rank}(A) = \infty$.

A conditional $A \vdash B$ has rank equal to $\text{rank}(A)$, and $C_i \setminus C_{i-1}$ is the set of conditionals (defaults) in $K$ having rank $i$.

**Example 1.** Let $K$ be the knowledge base containing the conditionals:

1. $\text{Student} \vdash \neg \text{Pay\_Taxes}$
2. $\text{Student} \vdash \text{Young}$
3. $\text{Employee} \land \text{Student} \vdash \text{Pay\_Taxes}$

stating that normally students do not pay taxes and are young, while employed students normally are students and pay taxes. It is possible to see that, from the definition of exceptionality above:

$$C_0 = K$$
$$C_1 = \{\text{Employee} \land \text{Student} \vdash \text{Pay\_Taxes}\}.$$ 

In particular, $\text{rank}(\text{Student}) = 0$, as $\text{Student}$ is non-exceptional for $C_0$, while $\text{rank}(\text{Employee} \land \text{Student}) = 1$, as $\text{Employee} \land \text{Student}$ is exceptional w.r.t. the property that students typically are not taxpayers. Thus, the third conditional describing the properties of employed students has rank 1 and is more specific than the conditionals describing the properties of students, which have rank 0.
Rational closure builds on the notion of exceptionality. Roughly speaking a conditional $A \vdash B$ is in the rational closure of $K$ if $A \land B$ is less exceptional than $A \land \neg B$. We recall the construction of the rational closure for admissible knowledge bases in [23], remembering that we are considering finite knowledge base, and any finite knowledge base is admissible.

**Definition 6 (Rational closure).** Let $K$ be a (finite) knowledge base. The rational closure of $K$ is defined as:

$$
\overline{K} = \{ A \vdash B \mid \text{either rank}(A) < \text{rank}(A \land \neg B) \text{ or rank}(A) = \infty \}
$$

where $A$ and $B$ are propositions in the language of $K$.

Referring to Example 1, $\text{Student} \land \text{Italian} \vdash \neg \text{Pay}_\text{Taxes}$ is in the rational closure of $K$, as $\text{rank(}\text{Student} \land \text{Italian}) = 0 < \text{rank(}\text{Student} \land \text{Italian} \land \neg \text{Pay}_\text{Taxes}) = 1$. Similarly, $\text{Employee} \land \text{Student} \land \text{Italian} \vdash \text{Pay}_\text{Taxes}$ is in $\overline{K}$.

Lehmann and Magidor in [23] develop a model theoretic semantics for the rational closure, by a canonical model construction. In [19] it was shown that a semantic characterization of the rational closure can also be given in terms of *minimal canonical ranked models*. In such models the rank of worlds is minimized to make each world as normal as possible. This is expressed by the following definitions corresponding to the fixed interpretations minimal semantics, $\text{FIMS}$, in [19], where only models with the same set of worlds $W$ and valuation function $V$ are comparable.

**Definition 7 (Minimal ranked models).** Let $\mathcal{M} = (W, <, v)$ and $\mathcal{M'} = (W', <', v')$ be two ranked models. $\mathcal{M}$ is preferred to $\mathcal{M'}$ with respect to the fixed interpretations minimal semantics (and we write $\mathcal{M} <_{\text{FIMS}} \mathcal{M'}$) if: $W = W'$, $v = v'$ and

- for all $x \in W$, $k_\mathcal{M}(x) \leq k_{\mathcal{M}'}(x)$ and
- there exists $x' \in W$ such that $k_\mathcal{M}(x') < k_{\mathcal{M}'}(x')$.

Given a knowledge base $K$, we say that $\mathcal{M}$ is a minimal model of $K$ with respect to $<_{\text{FIMS}}$ if $\mathcal{M}$ is a model of $K$ and there is no $\mathcal{M}'$ such that $\mathcal{M}'$ is a model of $K$ and $\mathcal{M}' <_{\text{FIMS}} \mathcal{M}$.

In [19] it was also shown that, a notion of canonical model is needed when reasoning about the (relative) rank of the propositions in a model of $K$: it is important to have them true in some world of the model, whenever they are consistent with the knowledge base.

Given a knowledge base $K$ and a query $Q$, let $\text{ATM}_{K,Q}$ be the set of all the propositional variables of $\text{ATM}$ occurring in $K$ or in the query $Q$, and let $\mathcal{L}_{K,Q}$ be the restriction of the language $\mathcal{L}$ to the propositional variables in $\text{ATM}_{K,Q}$.

A truth assignment $v_0 : \text{ATM}_{K,Q} \rightarrow \{\text{true}, \text{false}\}$ is compatible with $K$, if there is no propositional formula $A \in \mathcal{L}_{K,Q}$ such that $v_0(A) = \text{true}$ and $K \models A \vdash \bot$ (where $v_0$ is extended as usual to arbitrary propositional formulas over the language $\mathcal{L}_{K,Q}$).

**Definition 8 (Canonical models).** A model $\mathcal{M} = (W, <, v)$ satisfying a knowledge base $K$ is said to be canonical if it contains (at least) a world associated with each truth assignment compatible with $K$, that is to say: if $v_0$ is compatible with $K$, then there exists a world $w$ in $W$ such that, for all propositional formulas $B \in \mathcal{L}_{K,Q}$, $\mathcal{M}, w \models B$ if and only if $v_0(B) = \text{true}$. 
**Definition 9 (Minimal canonical ranked models).** $M$ is a minimal canonical ranked model of $K$, if it is a canonical ranked model of $K$ and it is minimal with respect $<_{FIMS}$ (see Definition 7) among the canonical ranked models of $K$.

We define a notion of minimal entailment w.r.t. minimal canonical ranked models of $K$. $K$ minimally entails a formula $F$, and we write $K \models_{\text{min}} F$, if $F$ is true in all the minimal canonical ranked models of $K$.

It has been shown that, for any satisfiable knowledge base, a finite minimal canonical ranked model exists (see [19], Theorem 1), and that minimal canonical ranked models are an adequate semantic counterpart of rational closure. The correspondence between minimal canonical ranked models and rational closure is established by the following theorem.

**Theorem 1 ([19]).** Let $K$ be a knowledge base and $M \in \text{Min}_{RC}(K)$ be a minimal canonical ranked model of $K$. For all conditionals $A \not\rightarrow B \in \mathcal{L}$:

$$M \models A \not\rightarrow B \text{ if and only if } A \not\rightarrow B \in \overline{K},$$

where $\overline{K}$ is the rational closure of $K$.

Furthermore, when $\text{rank}(A)$ is finite, the rank $k_M(A)$ of a proposition $A$ in any minimal canonical ranked model of $K$ is equal to the rank $\text{rank}(A)$ assigned by the rational closure construction. Otherwise, $\text{rank}(A) = \infty$ and proposition $A$ is not satisfiable in any ranked model of $K$ (in any ranked model of $K$, $A$ has no rank).

Observe that, by Theorem 1, the set of conditionals minimally entailed from $K$ coincide with the set of conditionals true in any (arbitrarily chosen) minimal canonical ranked model $M$ of $K$. In the following, we will restrict our consideration to the finite minimal canonical models of the knowledge base $K$ (which, as said above, always exist when $K$ is consistent), and we denote their set by $\text{Min}_{RC}(K)$.

**Example 2.** Considering again the knowledge base in Example 1, we can see that conditional assertions $\text{Student} \wedge \text{Italian} \not\rightarrow \neg \text{Pay Taxes}$ and $\text{Employee} \wedge \text{Student} \not\rightarrow \text{Young}$ are satisfied in all the minimal canonical models of $K$. For the first conditional, in all the minimal canonical models of $K$, $\text{Student} \wedge \text{Italian}$ has rank 0, while $\text{Student} \wedge \text{Italian} \wedge \neg \text{Pay Taxes}$ has rank 1. Thus, in all the minimal canonical models of $K$ each typical Italian student must be an instance of $\neg \text{Pay Taxes}$. Similarly for the second conditional assertion.

Instead, the conditional $\text{Employee} \wedge \text{Student} \not\rightarrow \text{Young}$ is not minimally entailed from $K$ and, hence, it does not belong to the rational closure of $K$. Indeed, the proposition $\text{Employee} \wedge \text{Student}$ is exceptional for $E_0$, as it violates the property of students that normally they do not pay taxes and, then, in all models $M \in \text{Min}_{RC}(K)$, $k_M(\text{Employee} \wedge \text{Student}) = 1$. Furthermore, both $k_M(\text{Employee} \wedge \text{Student} \wedge \neg \text{Young}) = 1$ and $k_M(\text{Employee} \wedge \text{Student} \wedge \neg \text{Young}) = 1$, hence nothing can be concluded about the typical employed students being young or not. Employed students do not "inherit" any of the more general defeasible properties of students, not even the property that students are normally young. In general, the rational closure “does not provide for inheritance of generic properties to exceptional subclasses” [24].
In particular, the rational closure does not satisfy (among others) the desirable condition called by Lehmann the presumption of typicality. By Rational Monotony, if the rational closure of a KB contains \( \alpha \vdash \beta \) then it must contain either \( \alpha \land \gamma \vdash \beta \) or \( \alpha \vdash \neg \gamma \). But which one? Lehmann suggests that “in the absence of convincing reason to accept the latter, we should accept the former”. This and other desirable conditions led to the definition of the lexicographic closure as a “uniform way of constructing a rational superset of the rational closure” [24], thus strengthening the rational closure but still providing a rational consequence relation.

3 From the Lexicographic closure to the MP-closure

To overcome the weakness of rational closure, Lehmann introduced the notion of lexicographic closure [24], which strengthens the rational closure by allowing, roughly speaking, a class to inherit as many as possible of the defeasible properties of more general classes, giving preference to the more specific properties. In the example above, the property of students being young should be inherited by employed students, as it is consistent with all other default properties of employed students (i.e., with default 4) and, by “presumption of independence” [24], even if typicality is lost with respect to one consequent (the property that typically students are not taxpayers), we may still presume typicality of employed students with respect to other typical properties of students, such as the property of being young.

Let us recap the definition of the lexicographic closure in [24]. In order to compare alternative sets of defaults, in [24] a seriousness ordering \( \prec \) among sets of defaults is defined by associating with each set of defaults \( D \subseteq K \) a tuple of numbers \( \langle n_0, n_1, \ldots, n_k \rangle_D \), where \( k \) is the order of \( K \), i.e. the least finite \( i \) such that \( C_i - C_{i-1} = \emptyset \) (i.e. there is no defaults with finite rank \( k \) or rank higher than \( k \), but there is at least one default with rank \( k - 1 \)). The tuple is constructed considering the ranks of defaults in the rational closure. \( n_0 \) is the number of defaults in \( D \) with rank \( \infty \), and, for \( 1 \leq i \leq k \), \( n_i \) is the number of defaults in \( D \) with rank \( k - i \).

For instance, in the example Example 1 above, the set of defaults \( D = \{ \text{Student} \vdash \neg \text{Young}, \text{Employee} \land \text{Student} \vdash \neg \text{Pay Taxes} \} \) (that we will denote, synthetically as \( D = \{2, 3\} \)) is associated with the tuple \( \langle 0, 1, 1 \rangle_D \) meaning that \( D \) contains: no default with rank \( \infty \), one default with rank 1 (default 3) and one default with rank 0 (default 2).

A modular order \( \prec \) among sets of defaults is obtained from the natural lexicographic order over the tuples \( \langle n_0, n_1, \ldots, n_k \rangle_D \). This order gives preference to those sets of defaults containing more specific defaults. Notice that the numbers \( n_i \) in the tuple are in decreasing order w.r.t. the rank of the defaults, and the highest is the rank, the more specific is the default.

Lehmann defines a notion of basis for a formula \( A \) in a knowledge base \( K \). A basis for \( A \) is a set \( D \) of defaults in \( K \) such that \( A \) is consistent with \( D \), the material counterpart of \( D \), and \( D \) is maximal w.r.t. the seriousness ordering \( \prec \) for this property.\(^4\)

In the example above, the set of defaults \( D = \{2, 3\} \) forms a basis for \( \text{Employee} \land \text{Student} \), as its materialization \( \hat{D} = \{\text{Student} \rightarrow \text{Young}, \text{Employee} \rightarrow \text{Pay Taxes}\} \)

\(^4\) The material counterpart of \( D \), \( \hat{D} \), is the set containing a material implication \( A \rightarrow B \), for each conditional \( A \vdash B \) in \( D \).
is consistent (in the propositional calculus) with \( \text{Employee} \land \text{Student} \), and \( D \) is maximal w.r.t. the seriousness ordering among the sets having this property. \( D \) is actually the unique basis for \( \text{Employee} \land \text{Student} \).

A conditional \( A \rightarrow B \) is in \( K' \), the lexicographic closure of \( K \), if \( \hat{D} \cup A \models B \), for any basis \( D \) for \( A \). In the example, \( \text{Employee} \land \text{Student} \rightarrow \text{Young} \) belongs to the lexicographic closure of \( K \), as \( \hat{D} \cup \{(\text{Employee} \land \text{Student})\} \models \text{Young} \), for the unique basis \( D \) for \( \text{Employee} \land \text{Student} \). This is what is expected, as the property of typical students of being young is inherited by employed students by presumption of independence.

In the following we will consider two variants of the knowledge base in Example 1 to illustrate the lexicographic closure and, later, to describe its common points and differences with the MP-closure.

**Example 3.** Let \( K' \) be the knowledge base containing the conditionals:

1. \( \text{Student} \rightarrow \neg \text{Pay\_Taxes} \)
2. \( \text{Student} \rightarrow \text{Bright} \)
3. \( \text{Employee} \rightarrow \neg \text{Pay\_Taxes} \)
4. \( \text{Employee} \land \text{Student} \rightarrow \text{Busy} \)

Here, Students and Employee have a conflicting property: students normally do not pay taxes, while employees normally do pay taxes. Furthermore, students are normally bright and employed students are normally busy.

According to the rational closure, the formulas \( \text{Student} \) and \( \text{Employee} \) have both rank 0, while the formula \( \text{Employee} \land \text{Student} \) has rank 1. Therefore, conditionals 1, 2, 3 have rank 0, while conditional 4 has rank 1. It is easy to see that the conditionals \( \text{Employee} \land \text{Student} \rightarrow \neg \text{Pay\_Taxes} \) and \( \text{Employee} \land \text{Student} \rightarrow \neg \text{Pay\_Taxes} \) do not belong to the rational closure of \( K' \). The same can be said about the conditional \( \text{Employee} \land \text{Student} \rightarrow \text{Brigh} \), which also is not in the rational closure of \( K' \), although we would like to conclude it, as the property of typical student of being bright is not conflicting with other properties of typical employees and of typical employed students.

In this example, there are two bases for \( \text{Employee} \land \text{Student} \): \( D = \{1, 2, 4\} \) and \( B = \{2, 3, 4\} \). They represent two alternative scenarios, the first one in which typical employed students inherit from typical students the property of not paying taxes, and the second one in which typical employed students inherit from typical employees the property of paying taxes. It is easy to see that \( D = \{1, 2, 4\} \) and \( B = \{2, 3, 4\} \) are not comparable with each other, i.e. none of them is more serious than the other (that is, \( D \not\prec B \) and \( B \not\prec D \)), as the tuples \( (0, 1, 2)_D \) and \( (0, 1, 2)_B \), associated with \( D \) and \( B \) (respectively), are not comparable in the lexicographic order.

Both the bases contain the default that normally students are bright and, as intended, this property extends to employed students. It is easy to see that \( \text{Employee} \land \text{Student} \rightarrow \text{Brigh} \) is in the lexicographic closure of \( K' \). Instead, the lexicographic closure neither contains the conditional \( \text{Employee} \land \text{Student} \rightarrow \neg \text{Pay\_Taxes} \) nor the conditional \( \text{Employee} \land \text{Student} \rightarrow \neg \text{Pay\_Taxes} \), as each of them is false in one of the two bases (they are conflicting).
The following variant of Example 3 has a single basis and may suggest that the lexicographic closure is sometimes too bold.

**Example 4.** Let the knowledge base $K''$ contain the following conditionals:

1. $Student \not\succ \neg Pay\_Taxes$
2. $Student \not\succ Young$
3. $Employee \not\succ \neg Young \land Pay\_Taxes$
4. $Employee \land Student \not\succ Busy$

Again, defaults 1, 2 and 3 have rank 0 in the rational closure, while default 4 has rank 1. As a difference with the previous example, the lexicographic closure has a single basis, $D = \{1, 2, 4\}$. Indeed, of the two sets of defaults $D = \{1, 2, 4\}$ and $B = \{3, 4\}$, whose materializations are both consistent with $Employee \land Student$, have the associated tuples $\langle 0, 1, 2 \rangle_D$ and $\langle 0, 1, 1 \rangle_B$ and, therefore, $B$ is less serious than $D (B \prec D)$. As a consequence, there is a single basis $D$ for $Employee \land Student$, and we can conclude that typical employed students are not only busy, but (like typical students) they are also young and do not pay taxes. The conditional

$$Employee \land Student \not\succ Young \land \neg Pay\_Taxes$$

is in the lexicographic closure of $K''$, as $\bar{D} \cup \{Employee \land Student\} \models Young \land \neg Pay\_Taxes$, and $D$ is the only basis for $K''$.

The result above is in line with the choice of the lexicographic closure that, in the case of contradictory defaults with the same rank, as many as possible defaults should be satisfied, a choice taken in agreement with the Maximal Entropy approach \[25\]. However, the reason to accept that typical employed students are not young and pay taxes (rather than the converse) may be questioned and, in this last example, the lexicographic closure appears to be too bold. Indeed, the conclusion that normally employed students are young and do not pay taxes, i.e. conditional (1) here follows from the accidental fact that the properties of Employees are expressed by a single default, while the properties of Students are expressed by two defaults. Notice that, if we replace default 3 with the two defaults $T(Employee) \subseteq \neg Young$ and $T(Employee) \subseteq Pay\_Taxes$, there would be two bases in the lexicographic closure, and one would not be allowed to conclude any more that typical employed students are young and do not pay taxes. As observed by Lehmann, the lexicographic closure construction is “extremely sensitive to the way defaults are presented” and “the way defaults are presented is important” \[24\].

In the following section, we will consider a different notion of closure, the MP-closure, that departs from Maximal Entropy assumption of the lexicographic closure and, for instance, in Example 4 it considers both the sets of defaults $D$ and $B$ to be maximally serious, and it does not conclude conditional (1). Although also the MP-closure is somewhat syntax dependent, in this case, differently from the lexicographic closure, it treats in the same way the two different formulations of the knowledge base $K''$ above. We will show that the MP-closure is stronger than the rational closure but weaker than the lexicographic closure. Abandoning the Maximal Entropy assumption leads to a construction which defines a preferential consequence relation, rather than a rational consequence relation, and which defines a more cautious notion of entailment.
(with respect to the lexicographic closure), that does not satisfy the property of Rational Monotonicity. We will see later that, however, rationality can be recovered, at least from the semantic point of view, by considering a rational extension of the MP-closure, which provides another (different) solution to the technical problem, risen by Lehmann, of defining a rational consequence relation which is a rational superset of the rational closure.

Following the pattern in [24], in Section 4 we present both a characterization of the MP-closure in terms of maxiconsistent sets and a model-theoretic construction. In Section 5.1 we will then exploit the semantic construction to define a rational consequence relation which is a superset of the MP-closure and is neither stronger nor weaker than the lexicographical closure.

4 The MP-closure revisited

The multipreference closure (MP-closure, for short), was preliminarily introduced in the technical report [16] as a construction which soundly approximates the multipreference semantics proposed by Gliozzi [20, 21] for the description logic \( \mathcal{ALC} \) with typicality, thus defining a refinement of the rational closure of \( \mathcal{ALC} \). This semantics was originally proposed for separately reason about the inheritance of different properties and, hence, to provide a solution to the drowning problem related to the rational closure.

We believe that the interest of the MP-closure construction goes beyond description logics and that its definition and semantics can be reconstructed and significantly simplified in the context of propositional logic. The MP-closure can be regarded as the natural variant of the lexicographic closure, if we are ready to abandon the Maximal Entropy approach (as illustrated by Example 4 in the previous section), an alternative route already considered but not explored by Lehmann in [24]. In this section we reformulate the MP-closure construction from [16] in the propositional setting and, then, we focus on its semantics, its properties and its relations with the lexicographic closure. Further relationships, and in particular the relationships with the Relevant closure, will be investigated in Section 5.

4.1 The MP-closure construction

Given a finite knowledge base \( K \), and a formula \( A \) whose rank \( \text{rank}(A) \) in the rational closure of \( K \) is finite, we let \( k \geq 0 \) be the maximum finite rank for a conditional assertion (default) in the rational closure of \( K \). In the following, we exploit the MP-closure construction to define the plausible consequences of a formula \( A \). Observe that, for any formula \( A \) with infinite rank, i.e. such that \( \text{rank}(F) = \infty \), the conditional \( A \vdash C \) is in the rational closure of \( K \), for any \( C \).

Given a subset \( D \) of the conditional assertions in \( K \) (a set of defaults), we let \( D_i \) be the set of defaults in \( D \) with finite rank \( i \leq k \), and \( D_\infty \) be the set of defaults in \( D \) with rank \( \infty \). The tuple \( \langle D_\infty, D_k, \ldots, D_1, D_0 \rangle_D \), associated with \( D \), defines a partition of \( D \), according to the ranks of the defaults in the rational closure of \( K \).

We define a preference relation \( \prec_{MP} \) among sets of defaults, by comparing the tuples associated to these sets according to the natural lexicographic order on such tuples,
defined inductively as follows. Given two tuples \( (X_1, \ldots, X_1) \) and \( (X_1', \ldots, X_1') \) of sets of defaults in \( K \), we let:

\[
(\langle X_1, \ldots, X_1 \rangle) \preceq (\langle X_1', \ldots, X_1' \rangle) \text{ iff } X_1 \subset X_1'
\]
\[
(\langle X_n, \ldots, X_1 \rangle) \preceq (\langle X_n', \ldots, X_1' \rangle) \text{ iff } X_n \subset X_n'
\]

As the (strict) subset inclusion relation \( \subset \) among sets is a strict partial order, the lexicographic order \( \preceq \) on the tuples of sets of defaults is a strict partial order as well. This lexicographic order provides a new seriousness ordering among sets of defaults.

**Definition 10 (MP-seriousness ordering).** \( D \prec^{MP} B \) \( (D \text{ is less serious than } B \text{ w.r.t. the } MP \text{-seriousness ordering}) \) iff

\[
(\langle D_\infty, D_k, \ldots, D_1, D_0 \rangle)_D \preceq (\langle B_\infty, B_k, \ldots, B_1, B_0 \rangle)_B.
\]

Notice that the relation \( \prec^{MP} \) defines a seriousness ordering among sets of defaults, which is different from the seriousness ordering used by the lexicographic closure, where the corresponding tuple associated with \( D \) would be \( \langle | D_\infty |, | D_k |, \ldots, | D_1 |, | D_0 | \rangle \) \( (\text{see Section 3}) \), i.e. the cardinality of the sets \( D_i \) matters, rather than the defaults in \( D_i \). As the lexicographic order \( \preceq \) on the tuples of sets of defaults is a strict partial order, \( \prec^{MP} \) is a strict partial order as well, although it is not necessarily modular.

The difference of the seriousness ordering between lexicographic closure and the MP-closure has an impact on the kind of conclusions one draws in the two cases, as we will see below. Let us first give a characterization of the MP-closure in terms of bases.

**Definition 11 (MP-basis).** Given a finite knowledge base \( K \), and a formula \( A \) with finite rank, a set of defaults \( D \subseteq K \) is a basis for \( A \) if \( A \) is consistent with \( \hat{D} \) \( (\text{the material counterpart of } D) \) and \( D \) is maximal w.r.t. the MP-seriousness ordering for this property.

Notice that the definition of a basis is exactly the same as in the lexicographic closure \([24]\), but for the fact that it uses a different lexicographic ordering.

**Definition 12 (MP-closure).** A default \( A \vdash B \) is in \( MP(K) \), the MP-closure of a knowledge base \( K \), if for all the MP-bases \( D \) for \( A \):

\[
\hat{D} \cup \{ A \} \models B,
\]

where \( \models \) is logical consequence in the propositional calculus and \( \hat{D} \) is the materialization of \( D \).

Consider again Example \([4]\) the two sets of defaults \( D = \{1, 2, 4\} \) and \( B = \{3, 4\} \) are now incomparable using the \( \prec^{MP} \) preference relation, as the tuples associated to the sets \( D \) and \( B \) are respectively: \( \langle \emptyset, \{4\}, \{1, 2\} \rangle_D \) and \( \langle \emptyset, \{4\}, \{3\} \rangle_B \) and neither \( \langle \emptyset, \{4\}, \{1, 2\} \rangle_D \preceq \langle \emptyset, \{4\}, \{3\} \rangle_B \) nor \( \langle \emptyset, \{4\}, \{3\} \rangle_B \preceq \langle \emptyset, \{4\}, \{1, 2\} \rangle_D \) (instead, as we have seen above, in the lexicographic closure, \( D \) is more serious than \( B \)). Thus, there are two MP-bases for \( Employee \land Student \), namely \( D = \{1, 2, 4\} \)
and \( E = \{3, 4\} \). Therefore, neither \( \text{Employee} \land \text{Student} \not\models \text{Young} \) nor \( \text{Employee} \land \text{Student} \not\models \lnot \text{Young} \) are in the MP-closure of \( K'' \). In this example, the MP-closure is less bold than the lexicographic closure, which, as we have seen, includes the default \( \text{Employee} \land \text{Student} \not\models \text{Young} \), as \( D \) is the only basis for \( \text{Employee} \land \text{Student} \) in the lexicographic closure.

Concerning Examples 1 and 3 above, it is easy to see that in both of them the MP-closure has the same bases as the lexicographic closure, as well as the same consequences.

It can be proved that the MP-closure is stronger than the rational closure, but weaker than the lexicographic closure. We prove the second result, while postponing the proof of the first one after the introduction of the semantics of the MP-closure in Section 4.2. We prove that \( \prec^{\text{MP}} \) is coarser than \( \prec \).

**Proposition 1.** \( \prec^{\text{MP}} \) is coarser than \( \prec \), that is, for all the sets of defaults \( D \) and \( B \), if \( D \prec^{\text{MP}} B \) then \( D \prec B \).

**Proof.** Given a knowledge base \( K \) and two sets of conditionals \( D, B \subseteq K \), let us assume that \( D \prec^{\text{MP}} B \). As \( D \) is less serious than \( B \) in the MP-ordering, it must be that:

\[
\langle D_\infty, D_k, \ldots, D_1, D_0 \rangle_D \ll \langle B_\infty, B_k, \ldots, B_1, B_0 \rangle_B.
\]

Consider the highest \( j \), with \( 0 \leq j \leq k \), such that \( D_j \neq B_j \). For such a \( j \), it must be that \( D_j \subset B_j \), while \( D_r = B_r \), for all \( r \) such that \( k \geq r > j \).

Let us now consider the two tuples of numbers

\[
\langle n_\infty, n_k, \ldots, n_1, n_0 \rangle_D \quad \text{and} \quad \langle m_\infty, m_k, \ldots, m_1, m_0 \rangle_B
\]

associated with \( D \) and \( B \), respectively, in the lexicographic closure construction. Notice that, \( n_i = |D_i| \), for all \( i \), and \( m_i = |B_i| \), for all \( i \). Furthermore, \( D_\infty (= B_\infty) \) is the set of all the conditionals with rank \( \infty \) in the rational closure and, hence, \( n_\infty = m_\infty \). For all \( r \) such that \( k \geq r > j \), as \( D_r = B_r \), it must be that \( n_r = m_r \). Also, from \( D_j \subset B_j \), we get \( n_j < m_j \). Thus, using the lexicographic ordering on numbers:

\[
\langle n_\infty, n_k, \ldots, n_1, n_0 \rangle_D \ll \langle m_\infty, m_k, \ldots, m_1, m_0 \rangle_B
\]

and, therefore, \( D \prec B \). \( \Box \)

As a consequence of this result, it is easy to prove the following corollaries.

**Corollary 1.** Let \( K \) be a knowledge base, \( A \) a formula and \( D \subseteq K \) a set of defaults. If \( D \) is a basis for \( A \) in the lexicographic closure, then \( D \) is a basis for \( K \) in the MP-closure.

**Proof.** Let \( D \) be a basis for \( A \) in the lexicographic closure, i.e. \( A \) is consistent with \( \check{D} \) and \( D \) is maximal w.r.t. \( \prec \)-seriousness ordering for this property.

We show that \( B \) is also a basis in the MP-closure. If not, there is a set of defaults \( B \subseteq K \) such that \( A \) is consistent with \( \check{B} \) and \( D \prec^{\text{MP}} B \). But, then, by Proposition 1 \( D \prec B \), and \( D \) is not a maximal w.r.t. \( \prec \) among the sets of default whose materialization is consistent with \( A \), which contradicts the hypothesis that \( D \) is a basis for \( A \) in the lexicographic closure. \( \Box \)
Corollary 2. Let $K$ be a knowledge base and $A$ a formula. If $A \not\vdash C$ is in the MP-closure of $K$, then $A \not\vdash C$ is in the lexicographic closure of $K$.

Proof. If $A \not\vdash C$ is in the MP-closure of $K$, then, in all the bases $D$ for $A$ in the MP-closure, $D \cup \{A\} \models C$. Let $D$ be any basis for $A$ in the lexicographic closure of $K$. As, by Corollary 1, all the bases for $A$ in lexicographic closure of $K$ are also MP-bases for $A$, $\tilde{D} \cup \{A\} \models C$. Hence, for all the bases $D$ for $A$ in the lexicographic closure of $K$, $\tilde{D} \cup \{A\} \models C$, and $A \not\vdash C$ is in the lexicographic closure of $K$. $\blacksquare$

To conclude this section, we show that the MP-closure does not define a rational consequence relation. Let $\mathcal{MP}_K$ be the set of conditionals in the MP-closure of $K$. The following counterexample shows that $\mathcal{MP}_K$ does not satisfy the property of Rational Monotonicity, and is a reformulation of Lehmann’s musician example[24].

Example 5. The following knowledge base $K$

1. $\text{Student} \not\vdash \text{Merry}$
2. $\text{Student} \not\vdash \text{Young}$
3. $\text{Adult} \not\vdash \text{Serious}$
4. $\text{Student} \land \text{Adult} \not\vdash (\neg \text{Young} \land \neg \text{Merry}) \lor \neg \text{Serious}$

The conditionals 1, 2 and 3 have rank 0 in the rational closure, while conditional 4 has rank 1. There are two bases for $\text{Student} \land \text{Adult}$ in the MP-closure of $K$, $D = \{1, 2, 4\}$ and $B = \{3, 4\}$, and the conditional $\text{Student} \land \text{Adult} \not\vdash \text{Young} \leftrightarrow \text{Merry}$ is in the MP-closure of $K$ (in $\mathcal{MP}_K$). Instead, the conditional $\text{Student} \land \text{Adult} \not\vdash \text{Young}$ is not in $\mathcal{MP}_K$ (as Young does not hold in the basis $B$), that is, $\text{Student} \land \text{Adult} \not\vdash \text{Young}$. By the property of Rational Monotonicity, the conditional

$$\text{Student} \land \text{Adult} \land \neg \text{Young} \not\vdash \text{Young} \leftrightarrow \text{Merry}$$

should be in $\mathcal{MP}_K$. Instead, the last conditional is not in the MP-closure of $K$. In fact, there are two bases for $\text{Student} \land \text{Adult} \land \neg \text{Young}$, namely $D' = \{1, 4\}$ and $B' = \{3, 4\}$, and the formula $\text{Young} \leftrightarrow \text{Merry}$ does not hold in the first basis, as $D' \cup \{\text{Student} \land \text{Adult} \land \neg \text{Young}\} \models \neg \text{Young} \land \text{Merry}$.

Notice that the example above is not a counterexample to Rational Monotonicity for the lexicographic closure, which in known to define a rational consequence relation. In fact, $D = \{1, 2, 4\}$ is the only basis for $\text{Student} \land \text{Adult}$ in the lexicographic closure of $K$ and, hence, the conditional $\text{Student} \land \text{Adult} \not\vdash \text{Young}$ is in the lexicographic closure of $K$.

4.2 A semantic characterization for the MP-closure

A semantics for the MP-closure is defined in [14] building on the preferential semantics for rational closure of $\mathcal{ALC} + T_n$, introducing a notion of refined, bi-preference interpretation, which contains two preference relations, let us call them $<$ and $<'$: the first one plays the role of the preference relation in a model of the RC in $\mathcal{ALC} + T_n$, while the second one $<'$ is built from $<$ exploiting a specificity criterium, and represents a refinement of $<$. 
In this section we define a simpler semantic characterization of the MP-closure of a propositional knowledge base, starting from the propositional models of the rational closure. This simplified setting, that corresponds to the one considered by Lehmann in his semantic characterization of the lexicographic closure \([24]\), also allows an easy comparison among the two semantics.

Given a finite satisfiable knowledge base \(K\), in the following we define the semantics of the MP-closure by means of some preferential models of \(K\) (that we call MP-models) and, then, we prove a characterization result. To this purpose, we introduce a functor \(\mathcal{F}\) associating a preferential interpretation \(\mathcal{N}\) to each finite minimal canonical ranked model \(\mathcal{M} \in \text{Min}_{RC}(K)\) characterizing the rational closure of \(K\) according to Theorem 1. As we will see, \(\mathcal{N}\) is a model of the MP-closure.

**Definition 13 (Functor \(\mathcal{F}\)).** Given a minimal canonical ranked interpretation \(\mathcal{M} = \langle W, <, v \rangle\) in \(\text{Min}_{RC}(K)\), we let \(\mathcal{F}(\mathcal{M}) = \mathcal{N}\) such that: \(\mathcal{N} = \langle W, <', v \rangle\) and

\[
x <' y \iff V(x) <' MP V(y)
\]

where, for \(z \in W\), \(V(z)\) is the set of defaults in \(K\) which are violated by \(z\) (i.e., the set of conditionals \(A \not\vdash C \in K\) such that \(\mathcal{M}, z \models A \wedge \neg C\).

As \(<' MP\), introduced in Definition 10, is a strict partial order, it is easy to see that \(<'\) in the definition above is a strict partial order as well. Indeed, \(<'\) is irreflexive: if \(x <' y\) then \(V(x) <' MP V(y)\) and, by irreflexivity of \(<' MP, V(y) \not< MP V(x)\). Hence, \(y <' x\) does not hold. Also, \(<'\) is transitive: if \(x <' y\) and \(y <' z\), then, by definition of \(<'\), \(V(x) <' MP V(y)\) and \(V(y) <' MP V(z)\). From the transitivity of \(<' MP, V(x) <' MP V(z)\). Therefore, \(x <' z\).

Hence, \(\mathcal{N} = \langle W, <', v \rangle\), in Definition 13 is a preferential interpretation. Propositions 2 and 4 below will show that \(\leq <'\), i.e. the preference relation \(<'\) is finer than the modular preference relation \(<\), and that \(\mathcal{N}\) is a model of \(K\). Thus, \(\mathcal{N}\) is a preferential model of \(K\) which is the refinement of the model \(\mathcal{M}\) of the rational closure of \(K\) (in the sense that the preference relation in \(\mathcal{N}\) is finer than the preference relation in \(\mathcal{M}\).

**Proposition 2.** For all \(\mathcal{M} = \langle W, <, v \rangle \in \text{Min}_{RC}(K)\) and \(\mathcal{N} = \langle W, <', v \rangle\) such that \(\mathcal{N} = \mathcal{F}(\mathcal{M})\), it holds that \(\leq <'\), i.e. the preference relation \(<'\) is finer than \(<\).

**Proof.** We show that, for all \(x, y \in W\), \(x < y\) implies \(x <' y\).

If \(x < y\) in \(\mathcal{M}\), then for some \(j, h, k_M(x) = j < h = k_M(y)\). As \(\mathcal{M}\) is a ranked model of \(K\), by Proposition 2 in [19], \(\mathcal{M}, x \models A \rightarrow C\) for all the conditionals in \(A \not\vdash C \in C_j\) (i.e., for all the conditionals \(A \not\vdash C\) with rank \(r \geq j\)). In particular, letting \(V_r(x)\) the defaults with rank \(r\) violated by \(x\), we have: \(V_r(x) = \emptyset\), for all \(r \geq j\). The tuple associated with \(V(x)\) has the form

\[
\langle C_\infty, \emptyset, \ldots, \emptyset, V_{j-1}(x), \ldots, V_0(x)\rangle_{V(x)},
\]

where \(C_\infty\) is the set of the conditionals in \(K\) with rank \(\infty\). Such conditionals must be in \(V(x)\) as they cannot be satisfied in any model of \(K\).
As \( k_M(y) = h > j \), there must be some conditional \( A \vdash B \) with \( \text{rank}(A) = h - 1 \geq j \), which is falsified by \( y \). Hence, \( \mathcal{V}_{h-1}(y) \) is nonempty. The tuple associated with \( V(y) \) has the form

\[
(C_\infty, \emptyset, \ldots, \emptyset, V_{h-1}(y), \ldots, V_j(y), V_{j-1}(y), \ldots, V_0(y))_V(y),
\]

with \( V_{h-1}(y) \neq \emptyset \) and \( h - 1 \geq j \). Then, the tuple associated with \( V(x) \) is less serious (in the MP-seriousness ordering) than the tuple associated to \( V(y) \). Hence, \( V(x) \prec_{MP} V(y) \). Therefore, by (2), \( x \prec y \) holds, and we can then conclude that, \( x \prec \prec y \). \( \square \)

To prove that a preferential interpretation \( \mathcal{N} \) such that \( \mathcal{N} = \mathcal{F}(\mathcal{M}) \), for some \( \mathcal{M} \in \text{Min}_{RC}(K) \), is a model of \( K \), we exploit the following general property of preferential interpretations.

**Proposition 3.** Let \( \mathcal{N}' = (\mathcal{W}, <', v) \) and \( \mathcal{N}'' = (\mathcal{W}, <'', v) \) be two preferential interpretations such that \( <' \sqsubseteq <'' \). For all conditionals \( A \vdash C \), if \( \mathcal{N}' \models A \vdash C \) then \( \mathcal{N}'' \models A \vdash C \).

**Proof.** Let \( \mathcal{N}' \models A \vdash C \), i.e., for all \( w \in \mathcal{W} \), if \( w \in \text{Min}_{<'}(\mathcal{N}) \) then \( \mathcal{N}', w \models C \). We prove that \( \mathcal{N}'' \models A \vdash C \).

Assume that \( w \in \text{Min}_{<''}(\mathcal{N}) \). We show that \( \mathcal{N}'', w \models C \).

As \( w \in \text{Min}_{<''}(\mathcal{N}) \), clearly \( w \in \mathcal{W} \) and \( \mathcal{N}'', w \models A \). Since \( \mathcal{N}' \) and \( \mathcal{N}'' \) have the same set of worlds \( \mathcal{W} \) and valuation function \( v \), it follows that \( \mathcal{N}', w \models A \). Furthermore, as the worlds satisfying \( A \) in \( \mathcal{N}' \) and in \( \mathcal{N}'' \) are the same and, from \( <' \sqsubseteq <'' \), it follows that \( \text{Min}_{<''}(\mathcal{N}) \subseteq \text{Min}_{<'}(\mathcal{N}) \).

Therefore \( w \in \text{Min}_{<'}(\mathcal{N}) \) and, \( \mathcal{N}' \models A \vdash C \), then \( \mathcal{N}', w \models C \). Again, as \( \mathcal{N}' \) and \( \mathcal{N}'' \) have the same set of worlds \( \mathcal{W} \) and valuation function \( v \), it follows that \( \mathcal{N}'' \), \( w \models C \), which concludes the proof. \( \square \)

As a consequence of the proposition above, an interpretation \( \mathcal{N} \) such that \( \mathcal{N} = \mathcal{F}(\mathcal{M}) \) is a model of \( K \).

**Proposition 4.** For all \( \mathcal{M} = (\mathcal{W}, <, v) \in \text{Min}_{RC}(K) \) and \( \mathcal{N} = (\mathcal{W}, <', v) \) such that \( \mathcal{N} = \mathcal{F}(\mathcal{M}) \), it holds that \( \mathcal{N} \) is a model of \( K \).

**Proof.** From the hypothesis we know that \( \mathcal{M} \) is a minimal canonical ranked model of \( K \). Hence, \( \mathcal{M} \) satisfies all the conditionals in \( K \), i.e., for all conditionals \( A \vdash B \in K \), \( \mathcal{M} \models A \vdash C \). As \( \mathcal{M} \) and \( \mathcal{N} \) are preferential models and, by Proposition 2, \( <' \sqsubseteq <' \), we can use Proposition 3 to conclude that, for all conditionals \( A \vdash B \in K \), as \( \mathcal{M} \models A \vdash C \), also \( \mathcal{N} \models A \vdash C \). Thus \( \mathcal{N} \) is a model of \( K \). \( \square \)

We can naturally extend the functor \( \mathcal{F} \) to a set of models, and let

\[
\mathcal{F}(\text{Min}_{RC}(K)) = \{ \mathcal{N} \mid \mathcal{N} = \mathcal{F}(\mathcal{M}) \text{ for all } \mathcal{M} \in \text{Min}_{RC}(K) \}.
\]

\( \mathcal{F}(\text{Min}_{RC}(K)) \) is a set of preferential models of \( K \) that we call MP-models of \( K \).

**Definition 14 (MP-models of \( K \)).** Given a knowledge base \( K \), an MP-model of \( K \) is any preferential model \( \mathcal{N} \in \mathcal{F}(\text{Min}_{RC}(K)) \).
We prove that MP-models provide a semantic characterization of the MP-closure.

**Theorem 2 (characterization result for the MP-closure).** Given a satisfiable knowledge base $K$, a conditional $A \vdash C$ is true in all the MP-models of $K$ if and only if $A \vdash C$ belongs to the MP-closure of $K$.

**Proof.** ($\Rightarrow$) By contraposition, let us assume that $A \vdash C$ does not belong to the MP-closure of $K$. We show that there is a model $\mathcal{N}$ in $\mathcal{F}(\text{Min}_{RC}(K))$ such that $A \vdash C$ is not satisfied in $\mathcal{N}$.

If $A \vdash C$ does not belong to the MP-closure of $K$, there must be some basis $D$ for $A$ in $K$ such that $D \cup \{A\} \nvdash C$. Therefore, there is some propositional interpretation satisfying $\bar{D} \land A \land \lnot C$.

Let $\mathcal{M} = \langle W, <, v \rangle$ be any minimal canonical ranked model in $\text{Min}_{RC}(K)$ (whose existence, for a satisfiable knowledge base $K$, was proved in [19]). There must be a world $w \in W$ such that $\mathcal{M}, w \models \bar{D} \land A \land \lnot C$.

Let $\mathcal{N} = \mathcal{F}(\mathcal{M})$, i.e., $\mathcal{N}$ is an MP-model of $K$. By construction, $\mathcal{N} = \langle W, <', v \rangle$ and $x <' y$ iff $V(x) <^\text{MP} V(y)$. We show that $\mathcal{N}$ falsifies $A \vdash C$.

As $W$ and $v$ in $\mathcal{N}$ are the same as those in $\mathcal{M}$, it must be that $\mathcal{N}, w \models D \land A \land \lnot C$. We show that $w$ is a minimal world satisfying $A$ in $\mathcal{N}$, i.e., that $w \in \text{Min}^\text{MP}_\mathcal{N}(A)$. As $w$ falsifies $C$, this is enough to show that $\mathcal{N}$ falsifies $A \vdash C$.

By absurd, if $w$ were not in $\text{Min}^\text{MP}_\mathcal{N}(A)$, there would be an element $z \in \text{Min}^\text{MP}_\mathcal{N}(A)$, such that $z <' w$. We show that this leads to a contradiction with the hypothesis that $D$ is a basis for $A$ in $K$.

Let $B$ be the set of defaults $A' \vdash C'$ in $K$ that are not violated in $z$, i.e., $B = K \setminus V(z)$. As $z <' w$, by definition of $<'$, $V(z) <^\text{MP} V(w)$, that is, there is some $h$ such that $V_h(z) \subset V_h(w)$ and $V_j(z) = V_j(w)$ for all $j$ such that $k \geq j > h$ (and the defaults with rank $\infty$ violated in $z$ and $w$ must be the same). Hence, there is some $E \vdash F \in V_h(w) \setminus V_h(z)$. $E \vdash F$ is a conditional with rank $h$ which is violated by $w$ and not by $z$). Clearly, $E \vdash F \in B$. Instead, $E \vdash F \notin D$, as default $E \vdash F$ is violated in $w$ while, by construction, all the defaults in $D$ are satisfied in $w (\mathcal{N}, w \models \bar{D})$.

To show that $D <^\text{MP} B$, we show that all defaults $G \vdash G'$ with rank $l \geq h$ that belongs to $D$ also belongs to $B$. Let $G \vdash G' \in D$, then $G \rightarrow G' \in \bar{D}$ and hence $\mathcal{N}, w \models G \rightarrow G'$. Thus $G \vdash G' \notin V(w)$. But, then, $G \vdash G' \notin V(z)$, as we know that $V_h(z) \subset V_h(w)$ and, for all $j$ such that $j > h$, $V_j(z) = V_j(w)$. Therefore, by definition of $B$, $G \vdash G' \in B$. Therefore, $D <^\text{MP} B$.

This contradicts the hypothesis. In fact, as $D$ is a basis for $A$ in $K$, there cannot be a set of defaults $B$ such that $B \cup \{A\}$ is consistent and $D <^\text{MP} B$. Therefore, we can conclude that $w \in \text{Min}^\text{MP}_\mathcal{N}(A)$ and that the conditional $A \vdash C$ is false in $\mathcal{N}$.

($\Leftarrow$) By contraposition, let us assume that there is an MP-model $\mathcal{N}$ in $\mathcal{F}(\text{Min}_{RC}(K))$ such that $A \vdash C$ is false in $\mathcal{N}$. Let $\mathcal{N} = \mathcal{F}(\mathcal{M})$ for some $\mathcal{M} = \langle W, <, v \rangle \in \text{Min}_{RC}(K)$. We prove that $A \vdash C$ does not belong to the MP-closure of $K$.

If $A \vdash C$ is false in $\mathcal{N}$, then there is a world $x \in \text{Min}^\text{MP}_\mathcal{N}(A)$ such that $\mathcal{N}, x \models \lnot C$. Let $D$ be the set of conditionals $F \vdash E$ in $K$ which are not violated in $x (D = K \setminus V(w))$, i.e., the conditionals $F \vdash E$ such that $\mathcal{N}, x \models \lnot F \lor E$. We show that $D$ is a basis for $A$ in $K$ and that $D \cup \{A\} \nvdash C$. As a consequence, $A \vdash C$ does not belong to the MP-closure of $K$. 

Let us prove that $D$ is a basis for $A$. First, $\tilde{D} \cup \{A\}$ is consistent. In fact, by construction, $\mathcal{N}, x \models \neg F \lor E$, for all $F \models E$ in $D$. Hence, $\mathcal{N}, x \models D$. Also, $\mathcal{N}, x \models A$, as $x \in \min_{\mathcal{N}}(A)$. Therefore, $\mathcal{N}, x \models \tilde{D} \cup \{A\}$.

We prove that $D$ is maximal w.r.t. $\prec_{\text{MP}}$ among the sets of defaults $B \subseteq K$ such that $\tilde{B} \cup \{A\}$ is consistent. By absurd, suppose that there is a set $B$ of defaults in $K$ such that $\mathcal{N}, x \models D \cup \{A\}$ and $D \prec_{\text{MP}} B$. We show that this leads to a contradiction.

As $\tilde{B} \cup \{A\}$ is consistent, there must be a propositional interpretation satisfying $\tilde{B} \cup \{A\}$. As the model $\mathcal{M} \in \min_{\text{RC}}(K)$ is a canonical model of $K$, there must be a world $w \in \mathcal{W}$ such that $\mathcal{M}, w \models \tilde{B} \cup \{A\}$. The same for $\mathcal{N}$, i.e., $\mathcal{N}, w \models B \cup \{A\}$.

Let us consider the tuples $(D_\infty, D_k, \ldots, D_1, D_0)_D$ and $(B_\infty, B_k, \ldots, B_1, B_0)_B$ associated with the sets $D$ and $B$, respectively. As $D \prec_{\text{MP}} B$, there is some $h$ such that $D_h \subset B_h$ and $D_j = B_j$ for all $j$ such that $k \geq j > h$.

Let $F \models G \in B_h \setminus D_h$.

By construction, $V(x) = K \setminus D$ and, hence, $F \models G \in V_h(x)$. Also, $F \models G \not\in V_h(w)$, as $F \models G \in B$ and $\mathcal{N}, w \models B$. Therefore, $F \models G \in V_h(x) \setminus V_h(w)$.

We show that, for all $j \geq h$, if $V_h(w) \subset V_h(x)$, from this, together with $F \models G \in V_h(x) \setminus V_h(w)$, it follows that $V_h(w) \subset V_h(x)$, and hence that $V(w) \prec_{\text{MP}} V(x)$.

To show that, for all $j \geq h$, if $V_j(w) \subset V_j(x)$, let $E \models E' \subset B_j$. As, for all $j \geq h$, $D_j \subset B_j$, $E \models E' \notin D_j$ (and $E \models E' \notin D$). Hence, $E \models E' \subset V(x)$ and, specifically, $E \models E' \subset V_j(x)$ (as $E \models E'$ has rank $j$).

Then we can conclude that $V(w) \prec_{\text{MP}} V(x)$ and, by definition of $\prec$, that $w \models x$. As $\mathcal{N}, w \models A$, this contradicts the hypothesis that $x$ is minimal among the worlds satisfying $A$ in $\mathcal{N}$, i.e. $x \in \min_{\mathcal{N}}(A)$. The assumption that $D$ is not maximal w.r.t. $\prec_{\text{MP}}$ leads to a contradiction. Thus $D$ is a basis for $A$ in $K$.

To show that $\tilde{D} \cup \{A\} \not\models C$, remember that $\mathcal{N}, x \models \neg C$ and that $\mathcal{N}, x \models \tilde{D} \cup \{A\}$. Therefore, the propositional valuation $v(x)$ satisfies $\tilde{D} \cup \{A\}$ but falsifies $C$.

We have proved that there is a basis $D$ for $A$ in $K$ such that $\tilde{D} \cup \{A\} \not\models C$. It follows that $A \models C$ does not belong to the MP-closure of $K$.

We conclude this section showing that the functor $\mathcal{F}$ in Definition 13 [14] can be reformulated by making explicit the dependency of the preference relation $\prec'$ in $\mathcal{N}$ from the preference relation $\prec$ in $\mathcal{M}$. Observe that, by Proposition 13 in [19], for a model $\mathcal{M} \in \min_{\text{RC}}(K)$, the ranking function $k_\mathcal{M}$ associated with $M$ is such that, for all formulas $A$ in the language of $K$, $k_\mathcal{M}(A) = \text{rank}(A)$, where $\text{rank}(A)$ is the rank of $A$ in the rational closure of $K$. We can therefore give an alternative equivalent definition of the functor $\mathcal{F}$ above replacing $\prec_{\text{MP}}$ with the preference relation $\prec_{k_\mathcal{M}}$ defined below, which makes the dependency of $\prec'$ on $k_\mathcal{M}$ (and thus on $\prec$) explicit.

**Definition 15 (k_\mathcal{M}-seriousness ordering).** Given a finite ranked model $\mathcal{M}$ of $K$ and a set of defaults $D \subseteq K$, we let $k$ be the greatest rank of a world in the finite model $\mathcal{M}$, and we let the tuple associated with $D$ in $\mathcal{M}$ be the following tuple of subsets of $D$

$\langle D_\infty, D_k, \ldots, D_1, D_0 \rangle^\mathcal{M}_D$,

where $D_\infty$ is the set of defaults $A \models C$ in $D$ such that $A$ has no rank in the model $\mathcal{M}$, and, for all finite $i$, $D_i$ is the set of defaults $A \models C$ in $D$ such that $k_\mathcal{M}(A) = i$. 
Given two sets of defaults $D$ and $B$, $D$ is less serious than $B$ w.r.t. the $k_M$-seriousness ordering, written $D \prec k_M B$, if and only if

$$\langle D_\infty, D_k, \ldots, D_1, D_0 \rangle_D^M \ll \langle B_\infty, B_k, \ldots, B_1, B_0 \rangle_B^M,$$

where, in the tuple $\langle D_\infty, D_k, \ldots, D_1, D_0 \rangle_D^M$ and $\langle B_\infty, B_k, \ldots, B_1, B_0 \rangle_B^M$ are, respectively, the tuples associated with $D$ and with $B$ in the model $M$.

Observe that the definition above uses the same lexicographic order $\ll$ on tuples of sets of defaults used in the definition of the MP-seriousness ordering $\prec_{MP}$, which is inductively defined just before Definition 10.

We can then reformulate the functor $F$ as follows:

**Proposition 5.** Given a ranked interpretation $M = (W, <, v) \in \text{Min}_{RC}(K)$ and a preferential interpretation $N = (W, <', v)$, if $N = F(M)$, then

$$x <' y \iff V(x) \prec_{k_M} V(y)$$

**Proof.** The proof is trivial since, as a consequence of Proposition 13 in [19], the rank of a conditional $A \cni B$ in the rational closure of $K$ corresponds to the rank of $A$ in any minimal canonical model of $K$ (and hence in $M$). In particular, when $\text{rank}(A \cni B) = \infty$, $A$ has no rank in $M$. For any set of defaults $D$ (and in particular for $V(x)$ and for $V(y)$), the tuple $\langle D_\infty, D_k, \ldots, D_1, D_0 \rangle_D$ associated with $D$ in the definition of MP-seriousness ordering (Definition 10) exactly corresponds to the tuple $\langle D_\infty, D_k, \ldots, D_1, D_0 \rangle_D^M$ associated with $D$ in $M$ according to the Definition 15 of $k_M$-seriousness ordering, when $M$ is a minimal canonical model of $K$. Therefore, the $k_M$-seriousness ordering $\prec_{k_M}$ and the MP-seriousness ordering $\prec_{MP}$ coincide, when $M \in \text{Min}_{RC}(K)$. Under this condition, $V(x) \prec_{k_M} V(y) \iff V(x) \prec_{MP} V(y)$, and the thesis follows. \qed

This last reformulation of the functor $F$, besides making the dependency of $<'$ on $<$ more evident, also allows to clarify the relationships between MP-models and the notion of bi-preference interpretation in [14]. A quadruple $(W, <, <', v)$, where $<$ is a ranked model and $<'$ is defined by the *if part* of Condition (3), corresponds to a BP-interpretation. Minimization was then used therein to define the minimal BP-models of $K$ characterizing the MP-closure. Here, instead, we have directly constructed the MP-models of a knowledge base $K$ by applying the functor $F$ to the minimal canonical models of the rational closure of $K$ (see Definition 13), without requiring a further minimization step.

### 4.3 Some properties and relation with the lexicographic closure

Observe that there is a strong correspondence among the ordering on the models defined by Condition (2) in Definition 13 and the semantics of the lexicographic closure given by Lehmann [24], where the seriousness ordering $<$ based on the lexicographic order on the tuples of numbers is used to order the propositional models as follows:

$$m < m' \iff V(m) < V(m)$$

(4)
“This modular ordering on models defines a modular preferential model, that, in turn defines a consequence relation”, the lexicographic closure of the knowledge base. It was proven by Lehmann (see [24], Theorem 2) that the relation \( \prec \) on propositional models is finer than \( \ll \), a modular relation defining a model of the rational closure. In Proposition 1 in Section 4.1 we have proved that \( \prec^M \) is coarser than \( \prec \). As a consequence, all the conditionals belonging to the MP-closure of a knowledge base \( K \) also belong to the lexicographic closure of \( K \).

Let \( \mathcal{L}C_K \) be the set of conditionals belonging to the lexicographic closure of \( K \), and \( \mathcal{R}C_K \) be the set of conditionals belonging to the rational closure of \( K \). Remember that \( \mathcal{M}P_K \) is the set of conditionals belonging to the MP-closure of \( K \). We have already proven that \( \mathcal{M}P_K \subseteq \mathcal{L}C_K \). Example 4 shows a knowledge base \( K \) for which the inclusion is strict, i.e., \( \mathcal{M}P_K \subset \mathcal{L}C_K \). In fact, the conditional \( 1 \) belongs to \( \mathcal{L}C_K \) but not to \( \mathcal{L}C_K \). Therefore the converse inclusion (\( \mathcal{L}C_K \subseteq \mathcal{M}P_K \)) does not hold.

We will now exploit the correspondence result in Theorem 3 to show that the conditionals belonging to the rational closure of a knowledge base \( K \) also belong to the MP-closure of \( K \), i.e. that \( \mathcal{R}C_K \subseteq \mathcal{M}P_K \).

**Proposition 6.** Given a knowledge base \( K \), if \( A \vdash C \) is in the rational closure of \( K \), than \( A \vdash C \) is in the MP-closure of \( K \).

**Proof.** Let \( A \vdash C \) be in the rational closure of \( K \), then, by the correspondence Theorem 1 \( \mathcal{M} \models A \vdash C \), for all \( \mathcal{M} \) in \( \text{Min}_{RC}(K) \). To show that \( A \vdash C \) is in the MP-closure of \( K \), we prove that for all \( \mathcal{N} \in \mathcal{F}(\text{Min}_{RC}(K)) \), \( \mathcal{N} \models A \vdash C \).

Let us consider any \( \mathcal{N} \in \mathcal{F}(\text{Min}_{RC}(K)) \). It must be \( \mathcal{N} = \mathcal{F}(\mathcal{M}) \) for some \( \mathcal{M} = \langle W, \prec, v \rangle \) in \( \text{Min}_{RC}(K) \). From the hypothesis we know that that \( \mathcal{M} \models A \vdash C \) and, hence, for all \( w \in \text{Min}^<_{\prec}(A) \), \( \mathcal{M}, w \models C \).

We prove that \( \mathcal{N} \models A \vdash C \), i.e., that for all \( w' \in \text{Min}^<_{\prec}(A) \), \( \mathcal{N}, w' \models C \). From \( w' \in \text{Min}^<_{\prec}(A) \), we know that \( w' \in W \) and that \( \mathcal{N}, w' \models A \). But then \( \mathcal{M}, w' \models A \), as \( W \) and \( v \) are the same in \( \mathcal{M} \) and \( \mathcal{N} \). Furthermore, the set of the worlds satisfying \( A \) in \( \mathcal{M} \) is the same as the set of the worlds satisfying \( A \) in \( \mathcal{N} \). By Proposition 2 \( \ll \subseteq < \) and, hence, \( \text{Min}^<_{\prec}(A) \subseteq \text{Min}^<_<(A) \). Thus, \( w' \in \text{Min}^<_<(A) \). As \( \mathcal{M} \) satisfies \( A \vdash C \), then \( \mathcal{M}, w' \models C \). Again, as \( W \) and \( v \) are the same in \( \mathcal{M} \) and \( \mathcal{N} \), \( \mathcal{N}, w' \models C \). We can then conclude that \( \mathcal{N} \models A \vdash C \). As this is true for all \( \mathcal{N} \in \mathcal{F}(\text{Min}_{RC}(K)) \), this proves the thesis.

The following corollary follows:

**Corollary 3.** \( \mathcal{R}C_K \subseteq \mathcal{M}P_K \subseteq \mathcal{L}C_K \).

To show that, for some knowledge base \( K \), the strict inclusion \( \mathcal{R}C_K \subset \mathcal{M}P_K \) holds, it is enough to observe that, in Example 1, conditional \( \text{Employee} \land \text{Student} \vdash \text{Young} \) is in the MP-closure of \( K \), but not in the rational closure of \( K \).

Observe that, Lehmann in his semantics considers a single model including the propositional interpretations \( m \), ordered according to the preference relation \( \prec \), where, for \( m \) and \( m' \) two propositional interpretations, \( m \prec m' \) is defined by condition (4). Instead, in our semantics we consider a set of models \( \mathcal{F}(\text{Min}_{RC}(K)) \), where the models \( \mathcal{N} \in \mathcal{F}(\text{Min}_{RC}(K)) \) may differ w.r.t. the set of worlds \( W \) and the valuation function.
The property that the preference relation $\prec$ in $\mathcal{F}(\text{Min}_{RC}(K))$, however, is canonical, and it must contain at least one world for each propositional truth assignment (over the language $\mathcal{L}_{K,Q}$) which is compatible with $K$. We will see that each model $\mathcal{N}$ in $\mathcal{F}(\text{Min}_{RC}(K))$ satisfies exactly the same conditionals. This is a consequence of the fact that the relative ordering of two worlds $x, y \in \mathcal{W}$ in any interpretation $\mathcal{N} \in \mathcal{F}(\text{Min}_{RC}(K))$ only depends on the set of defaults violated in $x$ and $y$. In turn, the defaults violated in $x$ and in $y$ only depend on the valuation of the formulas $B \in \mathcal{L}_{K,Q}$ in $x$ and $y$.

The following lemma shows that the preference relation $\prec'$ among worlds in a model $\mathcal{N}$ is determined by the valuation of the propositions in the language $\mathcal{L}_{K,Q}$ of the knowledge base $K$ and of a query $Q$ (a conditional). The lemma will be used to prove the next proposition.

**Lemma 1.** Given two models $\mathcal{N}' = (\mathcal{W}', <', v')$ and $\mathcal{N}'' = (\mathcal{W}'', <'', v'')$, and two worlds $x \in \mathcal{W}'$ and $y \in \mathcal{W}''$, we say that the valuations $v'(x)$ and $v''(y)$ coincide over the language $\mathcal{L}_{K,Q}$, when, for all $B \in \mathcal{L}_{K,Q}$, $\mathcal{N}'_x \models B$ iff $\mathcal{N}''_y \models B$. That is, the propositional formulas of the language $\mathcal{L}_{K,Q}$ have the same truth value in $x$ and in $y$.

**Proof.** Let $x', y' \in \mathcal{W}'$ and $x'', y'' \in \mathcal{W}''$ and assume that the valuations $v'(x')$ and $v''(x'')$ coincide over the language $\mathcal{L}_{K,Q}$, and that the $v'(y')$ and $v''(y'')$ coincide over the language $\mathcal{L}_{K,Q}$. Hence, for all $B \in \mathcal{L}_{K,Q}$,

- $\mathcal{N}'_x \models B$ iff $\mathcal{N}''_y \models B$, and,
- $\mathcal{N}'_y \models B$ iff $\mathcal{N}''_y \models B$.

Then the defaults of $K$ which are violated in $x'$ and in $x''$ are the same ones, i.e. $V(x') = V(x'')$ and, similarly, $V(y') = V(y'')$. As $\mathcal{N} \in \mathcal{F}(\text{Min}_{RC}(K))$, by construction, condition (2) holds and it must be:

$$x' \prec y' \iff V(x') \prec_{MP} V(y').$$

As $\mathcal{N}'' \in \mathcal{F}(\text{Min}_{RC}(K))$, again by condition (2),

$$x'' \prec'' y'' \iff V(x'') \prec_{MP} V(y'').$$

From the two equivalences above, given that $V(x') = V(x'')$ and $V(y') = V(y'')$, it follows that

$$x' \prec y' \iff x'' \prec'' y''.$$

The property that the preference relation $\prec'$ among worlds in each $\mathcal{N} \in \mathcal{F}(\text{Min}_{RC}(K))$ is only determined by the valuation of the propositional formulas of the language $\mathcal{L}_{K,Q}$ at the worlds, can be used to prove that all the models in $\mathcal{F}(\text{Min}_{RC}(K))$ satisfy the same conditional formulas.
Proposition 7. Given two models \( N' = \langle W', <', \nu' \rangle \) and \( N'' = \langle W'', <'', \nu'' \rangle \) such that \( N', N'' \in F(\text{Min}_{RC}(K)) \) and a query \( Q = A \rightarrow C \). Then,

\[
N' \models A \rightarrow C \Rightarrow N'' \models A \rightarrow C.
\]

Proof. (\( \Rightarrow \)) Assume \( N' \models A \rightarrow C \). We want to show that \( N'' \models A \rightarrow C \), i.e., for all \( w \in W'' \), if \( w \in \text{Min}_{RC}(A) \) then \( N'', w \models C \). Suppose, by absurd, that, for some \( w \in W'' \), \( w \in \text{Min}_{RC}(A) \) but \( N, w \not\models C \). Then there is truth assignment \( v_0 : \text{ATM}_{K,Q} \rightarrow \{\text{true}, \text{false}\} \) such that \( N', w \models B \) iff \( v_0(B) = \text{true} \), for all formulas \( B \in L_{K,Q} \). Clearly, \( v_0 \) is compatible with \( K \), as \( N'' \) is a model of \( K \), by Proposition 4.

As \( N' \) is a canonical model of \( K \) (\( N' \in F(M) \) for some canonical model \( M \in \text{Min}_{RC}(K) \)), there must be a world \( w' \in W' \) such that \( N', w' \models B \) iff \( v_0(B) = \text{true} \), for all formulas \( B \in L_{K,Q} \). In particular, \( N', w' \models A \) and \( N', w' \not\models C \). We show that \( w' \in \text{Min}_{RC}(A) \).

If \( w' \not\in \text{Min}_{RC}(A) \), there must be a \( z' \in W'' \) such that \( z' <' w' \) and \( N', z' \models A \). This leads to a contradiction with the assumption that \( w \in \text{Min}_{RC}(A) \). As \( N'' \) is equal to \( F(M'') \) for some minimal canonical model \( M'' \) of \( K \), there must be an element \( z'' \in W'' \), whose valuation corresponds to the same truth assignment over \( L_{K,Q} \) of \( z' \) in \( N' \). In particular, \( z' \) satisfies \( A \) and, hence, \( z'' \) satisfies \( A \) in \( N'' \). By Lemma 1, as \( \nu''(w) \) and \( \nu'(w') \) coincide over the language \( L_{K,Q} \), and \( \nu''(z'') \) and \( \nu'(z') \) coincide over the language \( L_{K,Q} \), then

\[
z' <' w' \iff z'' <'' w.
\]

Then, it must be \( z'' <'' w \), which contradicts the assumption that \( w \in \text{Min}_{RC}(A) \). Hence, it must be that \( w \in \text{min}(A) \). As \( N', w \not\models C \), we can conclude that \( N' \not\models A \rightarrow C \), which contradicts the hypothesis.

As a consequence of this result, all the models in \( F(\text{Min}_{RC}(K)) \) must satisfy the same conditionals. Hence, for a satisfiable knowledge base \( K \) we can take any (arbitrarily chosen) model \( \mathcal{N}_{MP} \) in \( F(\text{Min}_{RC}(K)) \) as the semantic characterization of the MP-closure, thus coming up with a semantics quite similar to the model-theoretic semantics by Lehmann in [24]. In particular, by the characterization Theorem 2,

\[
\mathcal{N}_{MP} \models A \rightarrow C \iff A \vdash C \in \mathcal{M}P_K
\]

Then, the MP-closure is the consequence relation defined by a preferential model, \( \mathcal{N}_{MP} \). As a consequence of the property, proved by Lehmann and Magidor [23], that any preferential model defines a preferential consequence relation, it follows that the MP-closure is a preferential consequence relation.

Corollary 4. The MP-closure is a preferential consequence relation.

We have already seen in Section 4.1 that the MP-closure, instead, is not a rational consequence relation as it violates the property of Rational Monotonicity.
5 Further Issues

In this section we discuss some further issues. Recall that in Section 4.1 we have shown that the MP-closure does not define a rational consequence relation. In Section 5.1 we will show that rationality can be recovered, and we define a semantic construction which, starting from the MP-closure, defines a rational consequence relation, called $\mathcal{M} \mathcal{P}_R^K$. We show that $\mathcal{M} \mathcal{P}_R^K$ is incomparable with $\mathcal{L} \mathcal{C}_K$ the lexicographic closure of $K$. Then, in Section 5.2 we use this semantic construction to establish some relationships with the multi-preference semantics proposed by Gliozzi in [20,21]. In Section 5.3 we compare the MP-closure with the Relevant Closure proposed by Casini et al. [6] for description logics, and we show that the Minimal Relevant Closure (when considered in the propositional calculus) is weaker than the MP-closure.

5.1 Can rationality be recovered?

We have seen that the MP-closure does not define a rational consequence relation and that the models characterizing the MP-closure by Theorem 2 are preferential models, in which the preference relation is not necessarily modular. In particular, the MP-closure does not satisfy the property of rational monotonicity (see Example 5). While the adequacy of the property of Rational Monotonicity might be subject of discussion, in this section we show that a rational consequence relation which is a superset of the MP-closure can be defined for any finite knowledge base $K$ and, in particular, there is a simple way to define a rational consequence relation starting from the semantic characterization of the MP-closure. We will also see that such a rational consequence relation does not coincide with the lexicographic closure of the knowledge base and is incomparable with it.

Given any MP-model of $K$, i.e. a preferential model $\mathcal{N} = \langle \mathcal{W}, <', v \rangle$ in $\mathcal{F}(\text{Min}_{RC}(K))$, we want to minimally extend the preference relation $<'$ to a ranked preference relation $<^R$, so to define a ranked model $\mathcal{N}^R = \langle \mathcal{W}, <^R, v \rangle$ of $K$. Definition 2 in Section 2 provides a simple way to extend the preference relation $<'$ in a preferential interpretation $\mathcal{N}$ to a modular one, by assigning a rank to each world, thus defining a ranked model $\mathcal{N}^R$.

Definition 16. Given $\mathcal{N} = \langle \mathcal{W}, <', v \rangle$ a preferential interpretation, we let $\mathcal{N}^R = \langle \mathcal{W}, <^R, v \rangle$ be the ranked interpretation where: the rank $k_{\mathcal{N}^R}(w)$ of a world $w \in \mathcal{W}$ in $\mathcal{N}^R$ is the length of a longest path $w_0 <' \ldots <' w$ from $w$ to a minimal world $w_0$ (i.e., a world for which there is no $z \in \mathcal{W}$ such that $z <' w_0$). In particular, each minimal world $w_0$ is given rank $k_{\mathcal{N}^R}(w_0) = 0$.

Observe that an iterative construction to “transform a preferential model $\mathcal{W}$ into a ranked model $\mathcal{W}'$ letting all the states of $\mathcal{W}$ sink as low as they can respecting the order of $\mathcal{W}$” [23] was already considered by Lehmann and Magidor in their model theoretic description of the rational closure. Applying the same kind of transformation to a (finite) preferential model $\mathcal{N}$ one can give an alternative (but equivalent) inductive definition of the rank $k_{\mathcal{N}^R}(w)$ of a world $w \in \mathcal{W}$ in $\mathcal{N}^R$.
Given a preferential interpretation \( \mathcal{N} = (\mathcal{W}, <', v) \), let \( U_i \) be the set of the worlds in \( \mathcal{W} \) with rank \( i \), defined inductively as follows:

\[
U_0 = \{ w \mid w \in \mathcal{W} \text{ and there is no } z \in \mathcal{W}, \text{ such that } z <' w \} \\
U_i = \{ w \mid w \in \mathcal{W} - (U_1 \cup \ldots U_{i-1}) \text{ and there is no } z \in \mathcal{W} - (U_1 \cup \ldots U_{i-1}) \text{ such that } z <' w \} 
\]

One can easily prove, by induction on the rank \( i \), that:

**Proposition 8.** Given a preferential interpretation \( \mathcal{N} = (\mathcal{W}, <', v) \), the ranked interpretation \( \mathcal{N}^R = (\mathcal{W}, <^R, v) \) can be defined by letting, for all \( w \in \mathcal{W} \),

\[
k_{\mathcal{N}^R}(w) = i \text{ if } w \in U_i.
\]

We show that, when \( \mathcal{N} \) is an MP-model of \( K \), \( \mathcal{N}^R \) is a model of \( K \) as well. We need the following proposition.

**Proposition 9.** Given a preferential interpretation \( \mathcal{N} = (\mathcal{W}, <', v) \), and a ranked interpretation \( \mathcal{N}^R = (\mathcal{W}, <^R, v) \), defined as above, it holds that \( <' \subseteq <^R \).

**Proof.** The proof is immediate. Just observe that, if \( x <' y \) holds for some \( x, y \in \mathcal{W} \) in \( \mathcal{N} \), the length of the longest path \( w_0 <' \ldots <' y \) from \( y \) to a minimal world \( w_0' \) must be longer than the length of the longest path \( w_0' <' \ldots <' x \) from \( x \) to a minimal world \( w_0'' \). Hence, \( k_{\mathcal{N}^R}(x) < k_{\mathcal{N}^R}(y) \), and then \( x <^R y \).

From Proposition 9 and Proposition 3, it is easy to prove that, when \( \mathcal{N} \) is an MP-model of a knowledge base \( K \), \( \mathcal{N}^R \) is a model of \( K \).

**Proposition 10.** Let \( \mathcal{N} \) be an MP-model of \( K \) and let \( \mathcal{N}^R \) be the ranked interpretation as defined above. \( \mathcal{N}^R \) satisfies a superset of the conditionals satisfied by \( \mathcal{N} \) and is a model of \( K \).

**Proof.** Let \( \mathcal{N} = (\mathcal{W}, <', v) \) be an MP-model of \( K \). As both \( \mathcal{N} \) and \( \mathcal{N}^R \) are preferential interpretations and, by Proposition 9 \( <' \subseteq <^R \), we can conclude, as a consequence of Proposition 3, that all the conditionals \( A \models C \) satisfied by \( \mathcal{N} \) are satisfied by \( \mathcal{N}^R \) as well. In particular, as \( \mathcal{N} \) is a model of \( K \), \( \mathcal{N} \) satisfies all the conditionals in \( K \) and \( \mathcal{N}^R \) too.

We will now consider the rational consequence relation containing all the conditionals satisfied in \( \mathcal{N}^R \). Let us define a new functor \( \mathcal{F}^R \) as follows:

\[
\mathcal{F}^R(\mathcal{M}) = \{ \mathcal{N}^R \mid \mathcal{N} = \mathcal{F}(\mathcal{M}) \}.
\]

In particular, given a model \( \mathcal{M} \in \text{Min}_{RC}(K) \), the functor \( \mathcal{F}^R \) first applies the functor \( \mathcal{F} \) to \( \mathcal{M} \) and then transforms the resulting preferential model \( \mathcal{N} \) into a ranked model \( \mathcal{N}^R \).

Let us consider a satisfiable knowledge base \( K \). We have shown in Propositions 7 that all models \( \mathcal{N} \) in \( \mathcal{F}(\text{Min}_{RC}(K)) \) satisfy the same conditionals and, essentially, define the same preference relation among the worlds (which only depends on the truth value assignments to the formulas in \( L_{K,Q} \)). As a consequence, a single model
We show that we arrive to a contradiction with the assumption that

\[ \mathcal{N}_{MP} \models A \vdash C \text{ iff } A \vdash C \in \mathcal{MP}_K \]

Let us now consider the ranked model \( \mathcal{N}^{R}_{MP} \in \mathcal{F}^{R}(\text{Min}_{RC}(K)) \), obtained from \( \mathcal{N}_{MP} \) according to the construction above. As a consequence of the result proven by Lehmann and Magidor [23], that the consequence relation defined by any ranked model is rational, the model \( \mathcal{N}^{R}_{MP} \) defines a rational consequence relation, that we call \( \mathcal{MP}^{R}_K \), where

\[ \mathcal{MP}^{R}_K = \{ A \vdash C \ | \ \mathcal{N}^{R}_{MP} \models A \vdash C \} \]

The definition of the rational consequence relation \( \mathcal{MP}^{R}_K \) does not depend on the choice of the model \( \mathcal{N}_{MP} \) in \( \mathcal{F}(\text{Min}_{RC}(K)) \), as shown by the following proposition.

**Proposition 11.** For all \( \mathcal{N}_1, \mathcal{N}_2 \in \mathcal{F}(\text{Min}_{RC}(K)) \), \( \mathcal{N}_1^{R} \) and \( \mathcal{N}_2^{R} \) satisfy the same conditionals.

**Proof.** We prove that, for any conditional \( A \vdash C \in K \), if \( \mathcal{N}_1^{R} \models A \vdash C \), then \( \mathcal{N}_2^{R} \models A \vdash C \). As \( \mathcal{N}_1 \) and \( \mathcal{N}_2 \) are any two models in \( \mathcal{F}(\text{Min}_{RC}(K)) \), the thesis follows.

Let \( \mathcal{N}_1 = (\mathcal{W}_1, <_1, v_1) \) and \( \mathcal{N}_2 = (\mathcal{W}_2, <_2, v_2) \) and assume that \( \mathcal{N}_1^{R} \models A \vdash C \). We show that \( \mathcal{N}_2^{R} \models A \vdash C \), i.e., for all \( w \in \mathcal{W}_2 \), if \( w \in \text{Min}_{<_2}^{R} (A) \), then \( \mathcal{N}_2^{R} \models w \vdash C \).

Suppose, by absurd, that, for some \( w \in \mathcal{W}_2 \), \( w \in \text{Min}_{<_2}^{R} (A) \) and \( \mathcal{N}_2^{R} \models w \not\vdash C \). Then there is a truth assignment \( v_0 : \text{ATM}_{K,Q} \rightarrow \{ \text{true, false} \} \) such that \( \mathcal{N}_2^{R} \models w \models B \) iff \( v_0(B) = \text{true} \), for all formulas \( B \in \mathcal{L}_{K,Q} \). Clearly, \( v_0 \) is compatible with \( K \), as \( \mathcal{N}_2^{R} \) is a model of \( K \), by Proposition [10].

As \( \mathcal{N}_2^{R} \) is a canonical model of \( K \) (\( \mathcal{N}_2 \in \mathcal{F}(\mathcal{M}) \) for some canonical model \( \mathcal{M} \in \text{Min}_{RC}(K) \)), \( \mathcal{N}_2^{R} \) is a canonical model of \( K \) as well, and there must be a world \( w' \in \mathcal{W}_1 \) such that \( \mathcal{N}_1^{R} \models w' \models B \) iff \( v_0(B) = \text{true} \), for all formulas \( B \in \mathcal{L}_{K,Q} \). In particular, \( \mathcal{N}_1^{R} \models w' \models A \) and \( \mathcal{N}_2^{R} \models w' \not\models C \). We show that \( w' \in \text{Min}_{<_1}^{R} (A) \).

If \( w' \not\in \text{Min}_{<_1}^{R} (A) \), there must be a \( z' \in \mathcal{W}_1 \) such that \( z' <_1 w' \) and \( \mathcal{N}_1^{R} \models z' \models A \). We show that we arrive to a contradiction with the assumption that \( w \in \text{Min}_{<_2}^{R} (A) \).

In fact, as \( \mathcal{N}_2 \) is equal to \( \mathcal{F}(\mathcal{M}'') \) for some minimal canonical model \( \mathcal{M}' \) of \( K \), there must be an element \( z'' \in \mathcal{W}_2 \), whose valuation corresponds to the same truth assignment over \( \mathcal{L}_{K,Q} \) of \( z' \) in \( \mathcal{N}_2^{R} \). In particular, as \( z' \) satisfies \( A \) in \( \mathcal{N}_1^{R} \), \( z'' \) satisfies \( A \) in \( \mathcal{N}_2^{R} \). By Lemma [1] as \( v_2(w) \) and \( v_1(w') \) coincide over the language \( \mathcal{L}_{K,Q} \), and \( v_2(z'') \) and \( v_1(z') \) coincide over the language \( \mathcal{L}_{K,Q} \), then

\[ z' <_1 w' \text{ iff } z'' <_2 w. \]

Then, it must be \( z'' <_2 w \), which contradicts the assumption that \( w \in \text{Min}_{<_2}^{R} (A) \).

Hence, it must be that \( w' \in \text{Min}_{<_1}^{R} (A) \). As \( \mathcal{N}_2^{R} \models w' \not\models C \), we can conclude that \( \mathcal{N}_1^{R} \models w' \not\models A \vdash C \), which contradicts the hypothesis. \( \square \)
Next proposition proves that the rational consequence relation $\mathcal{MP}_R$ is a superset of $\mathcal{MP}_K$, the set of conditionals which belong to the MP-closure of $K$.

**Proposition 12.** For a satisfiable knowledge base $K$, $\mathcal{MP}_K \subseteq \mathcal{MP}_R$.

**Proof.** We have seen that $\mathcal{MP}_K$ is the set of the conditional satisfied by an MP-model $\mathcal{N}_{MP}$ and that, by construction, $\mathcal{MP}_R$ is the set of the conditional satisfied by the ranked model $\mathcal{N}_{MP}^R$. As, by Proposition 10, $\mathcal{N}_{MP}^R$ satisfies a superset of the conditionals satisfied by $\mathcal{N}_{MP}$, we can conclude that $\mathcal{MP}_K \subseteq \mathcal{MP}_R$. \hfill $\square$

To see that the converse inclusion $\mathcal{MP}_R \subseteq \mathcal{MP}_K$ does not hold, let us consider again Example 5 showing a knowledge base $K$ such that $\mathcal{MP}_R$ contains a conditional which is not in $\mathcal{MP}_K$.

**Example 6.** Let $K$ be the knowledge base:

1. $\text{Student} \not\vDash \text{Merry}$
2. $\text{Student} \not\vDash \text{Young}$
3. $\text{Adult} \not\vDash \text{Serious}$
4. $\text{Student} \wedge \text{Adult} \not\vDash (\neg \text{Young} \wedge \neg \text{Merry}) \vee \neg \text{Serious}$

It is possible to see that the conditional $\text{Student} \wedge \text{Adult} \not\vDash \text{Young}$ which (as we have seen in Example 5) does not belong to $\mathcal{MP}_K$, instead belongs to $\mathcal{MP}_R$. Indeed, if we consider any preferential model $\mathcal{N}_{MP} = (\mathcal{W}, <^R, v)$ in $\mathcal{F}(\text{Min}_{RC}(K))$, the ranked model $\mathcal{N}_{MP}^R = (\mathcal{W}, <^R, v)$ satisfies $\text{Student} \wedge \text{Adult} \not\vDash \text{Young}$. Let us explain why.

First, there must be a world $w \in \mathcal{W}$ whose propositional valuation is $v(w) = \{\text{Student}, \text{Adult}, \text{Merry}, \text{Young}\}$, as this valuation is compatible with $K$ and the model $\mathcal{N}_{MP}$ is a canonical model. The world $w$ satisfies all the conditionals in $K$ except conditional 3: $\text{Adult} \not\vDash \text{Serious}$. Thus the set $V(w)$ of the conditionals violated by $w$ is associated with the tuple $\langle \emptyset, \emptyset, \{3\}\rangle_{V(w)}$ (conditional 3 has rank 0). All the worlds $z \in \mathcal{W}$ such that $z <^R w$ must have the associated tuple $\langle \emptyset, \emptyset, \emptyset\rangle_{V(z)}$ that is, they violate no conditionals, and they must have rank 0 in $\mathcal{N}_{MP}^R$ (i.e., $k_{\mathcal{N}_{MP}^R}(z) = 0$).

Therefore, $w$ must have rank 1 in $\mathcal{N}_{MP}^R$ (i.e., $k_{\mathcal{N}_{MP}^R}(w) = 1$). One can see that $w$ is the unique minimal world in $\mathcal{N}_{MP}^R$ satisfying $\text{Student} \wedge \text{Adult}$. In fact, the world $x \in \mathcal{W}$ such that $v(x) = \{\text{Student}, \text{Adult}, \text{Serious}\}$ (which falsifies $\text{Young}$) has rank 2 in $\mathcal{N}_{MP}^R$. While in the preferential model $\mathcal{N}_{MP}$ both $x$ and $w$ are minimal worlds satisfying $\text{Student} \wedge \text{Adult}$ (i.e., $x, w \in \text{Min}_{\mathcal{N}_{MP}}(\text{Student} \wedge \text{Adult})$), so that $\mathcal{N}_{MP} \not\models \text{Student} \wedge \text{Adult} \not\vDash \text{Young}$, in the ranked model $\mathcal{N}_{MP}^R$ the world $x$ has rank 2 and is not minimal. Indeed $x$ violates two conditionals (conditionals 1 and 2) and it has a rank higher that the worlds falsifying just one of these two defaults. In particular, a world $y$ such that $v(y) = \{\text{Student}, \text{Adult}, \text{Merry}, \text{Serious}\}$ must be as well in $\mathcal{W}$ and $y <^R x$, as $y$ violates a (strict) subset of the conditionals violated by $x$ (conditional 2, but not 1). World $y$ has rank 1 in $\mathcal{N}_{MP}^R$. Therefore, $x$ is not minimal among the worlds satisfying $\text{Student} \wedge \text{Adult}$ in $\mathcal{N}_{MP}^R$ and it holds that $\text{Min}_{\mathcal{N}_{MP}^R}(\text{Student} \wedge \text{Adult}) = \{w\}$. Thus, $\mathcal{N}_{MP}^R \models \text{Student} \wedge \text{Adult} \not\vDash \text{Young}$.

In this example, the model $\mathcal{N}_{MP}^R$ looks similar to a model of the lexicographic closure (according to the semantics by Lehmann), as the rank of a world in $\mathcal{N}_{MP}^R$, as shown
above, may also depend on the number of defaults it satisfies. One may wonder whether the rational consequence relation $\mathcal{MP}^R_K$ coincides with the lexicographic closure of $K$, $\mathcal{LC}_K$. Next example shows that this is not the case, providing a knowledge base $K$ which falsifies both the inclusions $\mathcal{MP}^R_K \subseteq \mathcal{LC}_K$ and $\mathcal{LC}_K \subseteq \mathcal{MP}^R_K$.

**Example 7.** Let $K$ be the knowledge base:

1. $A \vdash E \land F$
2. $A \vdash E \land F \land E$
3. $A \vdash E \land F \land E \land F$
4. $C \vdash \neg E$
5. $C \vdash \neg F$

The knowledge base $K$ is satisfiable and, in the rational closure construction, all the conditions have rank 0. In the lexicographic closure, $D = \{1, 2, 3\}$ is the only basis for $A \land C$, and the conditional $A \land C \vdash E$ is in $\mathcal{LC}_K$. In the MP-closure, there are two bases for $A \land C$: $D = \{1, 2, 3\}$ and $D' = \{4, 5\}$, and neither $A \land C \vdash E$ nor $A \land C \vdash \neg E$ are in $\mathcal{MP}_K$. We show that the $\mathcal{MP}^R_K$ contains $A \land C \vdash \neg E$.

Consider an MP-model $\mathcal{N} = \langle W, <', v \rangle$ of $K$ and the model $\mathcal{N}^R$. Consistently with the fact that in the MP-closure there are two bases $D$ and $D'$ for $A \land C$, $\mathcal{N}$ contains two minimal worlds $x$ and $y$ satisfying $A \land C$, where $v(x) = \{A, C, E, F\}$ and $v(y) = \{A, C\}$, so that $x$ violates defaults 4 and 5 ($V(x) = \langle \emptyset, \{4, 5\}\rangle$) and $y$ violates defaults 1, 2 and 3 ($V(y) = \langle \emptyset, \{1, 2, 3\}\rangle$).

All worlds $z$ such that $z <' y$ do not violate any default and have rank 0 in $\mathcal{N}^R$, so that $y$ has rank 1 in $\mathcal{N}^R$. In fact, there is no propositional assignment (and no world in $\mathcal{N}$) that may violate a subset of the defaults 1, 2 or 3, but not all of them.

Concerning $x$, there are two propositional assignments, $\{C, E\}$ and $\{C, F\}$ violating a (strict) subset of the defaults violated by $x$. As $\mathcal{N}$ is canonical there are two worlds $z$ and $w$ such that $v(z) = \{C, E\}, v(w) = \{C, F\}$, $z <' x$ and $w <' x$. In fact, $z$ violates default 5 ($V(z) = \langle \emptyset, \{5\}\rangle$) and $w$ violates default 4 ($V(w) = \langle \emptyset, \{4\}\rangle$). Both $z$ and $w$ have rank 1 in $\mathcal{N}^R$, so that $x$ has rank 2.

While $x$ and $y$ are both minimal $A \land C$ worlds in the MP-model $\mathcal{N}$, instead $y <' x$ in $\mathcal{N}^R$, as $x$ has rank 2 while $y$ has rank 1. It can be seen that all the minimal worlds satisfying $A \land C$ in $\mathcal{N}^R$ have the same truth assignment as $y$, and falsify $E$ and $F$. Hence, $A \land C \vdash \neg E$ is satisfied by $\mathcal{N}^R$ and is in $\mathcal{MP}^R_K$. Instead, $A \land C \vdash E$ is not in $\mathcal{MP}^R_K$.

As $A \land C \vdash \neg E$ is not in the lexicographic closure of $K$, we can conclude that $A \land C \vdash \neg E$ is in $\mathcal{MP}^R_K - \mathcal{LC}_K$ while $A \land C \vdash E$ is in $\mathcal{LC}_K - \mathcal{MP}^R_K$.

We have seen previously that $\mathcal{RC}_K \subseteq \mathcal{MP}_K \subseteq \mathcal{LC}_K$, and that, for a satisfiable knowledge base $K$, $\mathcal{MP}_K \subseteq \mathcal{MP}^R_K$. The previous example shows that $\mathcal{MP}^R_K$ and $\mathcal{LC}_K$ are incomparable.

**Corollary 5.** There is some knowledge base $K$, such that neither $\mathcal{MP}^R_K \subseteq \mathcal{LC}_K$, nor $\mathcal{LC}_K \subseteq \mathcal{MP}^R_K$ hold.
We observe that, while the lexicographic closure of $K$ and the MP-closure have a definition in terms of maxiconsistent sets the rational extension of the MP-closure $\mathcal{M}P^K$ has just a semantic definition. We have introduced it to show that there is at least another rational consequence relations, different from the lexicographic closure and incomparable with it, which is still a superset of the rational closure.

To conclude this section we show that, among the ranked modes whose modular preference relation extends $\prec'$, $\mathcal{N}^R$ is the least one, with respect to $\prec_{FIMS}$.

**Proposition 13.** Let $\mathcal{N} = (\mathcal{W}, \prec', \nu)$ in $\mathcal{F}(\text{Min}_{\text{RC}}(K))$. For all the ranked interpretations $\mathcal{N}^\ast = (\mathcal{W}, \prec^\ast, \nu)$ such that $\prec' \subseteq \prec^\ast$ and $\mathcal{N}^\ast \neq \mathcal{N}^R$, it holds $\mathcal{N}^R <_{\text{FIMS}} \mathcal{N}^\ast$.

**Proof.** We prove that, for all $x \in \mathcal{W}$,

$$k_{\mathcal{N}^R}(x) \leq k_{\mathcal{N}^\ast}(x).$$

The proof is by induction on the rank $i$ of $x$ in $\mathcal{N}^R$. Let $k_{\mathcal{N}^R}(x) = i$.

For $i = 0$, condition (6) holds trivially, as $k_{\mathcal{N}^R}(x) \geq 0$.

For $i > 0$, $i$ is the length of the longest paths from $x$ to a minimal world $w_0$. Let $w_0 <' \ldots <' w_{i-1} <' x$ be such a path. Then, $w_{i-1} \in \mathcal{W}$ and $k_{\mathcal{N}^R}(w_{i-1}) = i-1$.

The rank of $w_{i-1}$ cannot be less than $i - 1$ as, otherwise, this would not be a path of length $i$. The rank of $w_{i-1}$ cannot be more than $i - 1$ as, otherwise, there would be a path longer than $i$ from $x$ to some minimal world.

By inductive hypothesis, $k_{\mathcal{N}^R}(w_{i-1}) \leq k_{\mathcal{N}^\ast}(w_{i-1})$. Then, $k_{\mathcal{N}^\ast}(w_{i-1}) \geq i - 1$. As $w_{i-1} <' x$ and $<' \subseteq <^\ast$, then $w_{i-1} <^\ast x$. Therefore, the rank of $x$ in $\mathcal{N}^\ast$ must be higher than the rank of $w_{i-1}$, i.e., $k_{\mathcal{N}^\ast}(x) \geq i$. Thus, $k_{\mathcal{N}^R}(x) \leq k_{\mathcal{N}^\ast}(x)$ and condition (6) follows.

Let now consider any interpretation $\mathcal{N}^\ast$ such that $<' \subseteq <^\ast$ and $\mathcal{N}^\ast \neq \mathcal{N}^R$. As the two interpretations may only differ in the ranking, it must be that, for some world $w$, $k_{\mathcal{N}^R}(w) \neq k_{\mathcal{N}^\ast}(w)$. Form condition (6) it follows that $k_{\mathcal{N}^R}(w) < k_{\mathcal{N}^\ast}(w)$. As for all the other worlds $w' \in \mathcal{W}$, by (6), $k_{\mathcal{N}^R}(w') \leq k_{\mathcal{N}^\ast}(w')$, then $\mathcal{N}^R <_{\text{FIMS}} \mathcal{N}^\ast$. \hfill \square

### 5.2 Relations with the multipreference semantics

The MP-closure was proposed in [16] as a construction which is a sound approximation of the multipreference semantics [21] for the description logic $ALC$. Here we recall this semantics and compare with it, abstracting away from the peculiarities of description logics and considering only the propositional part (with no ABox, no individual constants, no roles and no universal and existential restrictions). The idea of the multipreference semantics was to define a refinement of the rational closure in which preference with respect to specific aspects was considered. It is formulated in terms of enriched models, which also consider the preference relations $<_{A_i}$ associated with the different aspects, where each relation $<_{A_i}$ refers (only) to the defeasible inclusions of the form $T(D) \sqsubseteq A_i$ (corresponding, here, to conditionals of the form $D \rightsquigarrow A_i$). The idea of having different preference relations, associated to different typicality operators, was already proposed by Gil to define a multipreference formulation of the logic.
\(\mathcal{ALC} + T_{\text{min}}\) with multiple typicality operators, a logic which exploits a different minimal model semantics w.r.t. the rational closure semantics. In [21], instead, a refinement of the rational closure was considered and with a single typicality operator.

The aim of the semantics in [21] is to define a refinement of the ranked models of the rational closure of a knowledge base \(K\) (i.e., the models in \(\text{Min}_{\text{RC}}(K)\)) in which the modular preference relation \(<\) satisfies the following additional condition on the preference relations \(<_{A_i}\):

(a) If \(x <_{A_i} y\), for some \(A_i\), and there is no \(A_j\) such that \(y <_{A_j} x\), then \(x < y\).

while the typicality operator remains just one.

The intended meaning of \(x <_{A_i} y\) is that \(x\) satisfies some default for \(A_i\) which is violated by \(y\). More precisely, \(<_{A_i}\) is the preference relation in a ranked model of a knowledge base \(K_i\) containing only the defaults of the form \(D \vdash A_i \in K\). In the minimal ranked models \(M = \langle W, <_{A_i}, v \rangle\) of \(K_i\) (minimal according to Definition 7), \(x <_{A_i} y\) has precisely the meaning that \(x\) satisfies some default for \(A_i\) which is violated by \(y\). Condition (a) alone, however, is too weak to define models of the rational closure and a specificity condition was added to define enriched models. Here, we refer to the definition of \(S\)-enriched rational models in [16], which is slightly stronger than the one in [21] (although both of them lead to refinements of the rational closure), and reformulate it in the propositional case replacing typicality inclusions \(T(D) \sqsubseteq C\) with conditionals \(D \not\vdash C\).

**Definition 17 (S-Enriched rational models of \(K\)).** \(\mathcal{M} = \langle W, <_{A_1}, \ldots, <_{A_n}, <, v \rangle\) is a strongly enriched model of \(K\) if the following conditions hold:

- \(\langle W, <, v \rangle\) is a ranked model of \(K\) (as in Section 2, Definition 1);
- for all \(C \vdash A_i \in K\), for all \(w \in W\), if \(w \in \text{Min}_{<_{A_i}}^\mathcal{M}(C)\) then \(M, w \models A_i\) and
- the preference relation \(<\) satisfies the conditions (a) above, and the following specificity condition:

\[
x < y \text{ if } (i) \ y \text{ violates some defeasible inclusion satisfied by } x \text{ and } \\
(ii) \text{ for all } C_j \vdash D_j \in K, \text{ which is violated by } x \text{ and not by } y, \\
\text{there is a } C_k \vdash D_k \in K, \text{ which is violated by } y \text{ and not by } x, \\
\text{such that } k_M(C_j) < k_M(C_k).
\]

In (i) and (ii) the ranking function \(k_M\) is the ranking function of model \(\mathcal{M}\) itself and the intended meaning of the specificity condition is that preference should be given to the worlds that falsifies less specific defaults (defaults with lower ranks). The defaults violated by \(x\) are less serious than the defaults violated by \(y\), as formula \(C_k\) is more specific than \(C_j\).

It is easy to see that conditions (i) and (ii) in the specificity condition above (together) are equivalent to the condition

\[
V(x) \prec_{k_M} V(y),
\]

where \(\prec_{k_M}\) is the \(k_M\)-seriousness ordering in Definition 15. As a consequence, one can reformulate \(S\)-enriched models by reformulating the specificity condition as:

\[
x < y \text{ if } V(x) \prec_{k_M} V(y).
\]
A further simplification to the notion of S-enriched models comes from the fact that the semantics in [21,16] considers the minimal S-enriched models, among all the S-enriched models if $K$, which are obtained by first minimizing the $<_{A_i}$ and then minimizing $<$ (as done for the ranked models of the rational closure), in this order, thus giving preference to models with lower ranks. It was proved in [16] (Proposition 1 therein) that, in minimal S-enriched models, the specificity condition is strong enough to enforce condition (a). As a consequence, one can simplify the definition of S-enriched rational models from the beginning, by removing condition (a) as well as the preference relations $<_1, \ldots, <_n$, thus starting from the following simplified notion of enriched model.

**Definition 18 (simplified-enriched models of $K$).** A simplified-enriched model of $K$ is a ranked model $M = \langle \Delta, <, I \rangle$ of $K$ (according to Definition 1 in Section 2) such that the preference relation $<$ satisfies the condition

$$x < y \text{ if } V(x) \prec_k M V(y)$$

With this simplification, the minimal S-enriched models in [16] would correspond to the $<_{FIMS}$-minimal simplified-enriched rational models of $K$, where $<_{FIMS}$-minimality is precisely the same notion of minimality used in the semantic characterization of the rational closure (see Definition 7 in Section 2). Furthermore, minimal simplified enriched models also satisfy property (a), for $x <_{A_i} y$ meaning that $x$ satisfies some default for $A_i$ which is violated by $y$. Thus the multipreference semantics in [16] collapses into a semantics without multiple preferences (a result that actually was implied by Proposition 1 therein).

We prove that $<_{FIMS}$-minimal simplified-enriched models of $K$ include all the $<_{FIMS}$-minimal ranked models $M$ such that $F_R(M) = M$. It is easy to prove that the ranked models of $K$ such that $F_R(M) = M$ are simplified-enriched models of $K$.

**Proposition 14.** Given a ranked model $M = \langle W, <, v \rangle$ of $K$, if $F_R(M) = M$ then $M$ is a simplified-enriched model of $K$.

**Proof.** Let $M$ be a ranked model of $K$ such that $F_R(M) = M$. Then $M = N^R$ for some $N = F(M)$ where, based on the formulation of functor $F$ in Proposition 5 $N = \langle W, <', v \rangle$ and

$$x <' y \text{ iff } V(x) <^{k_M} V(y).$$

As $<' \subseteq <^R$ (by Proposition 9), then:

$$x <^R y \text{ if } V(x) <^{k_M} V(y).$$

But, as $M = F_R(M)$, the relation $<$ in $M$ must be equal to $<^R$ and, therefore:

$$x < y \text{ if } V(x) <^{k_M} V(y).$$

Thus $M$ is a simplified-enriched model of $K$. \hfill $\square$
From the proposition above, the next corollary follows.

**Corollary 6.** If $\mathcal{M}$ is a $<_{FIMS}$-minimal canonical ranked model of $K$ such that $\mathcal{F}^{R}(\mathcal{M}) = \mathcal{M}$ then $\mathcal{M}$ is a $<_{FIMS}$-minimal canonical simplified-enriched model of $K$.

Observe that the converse of Proposition 14 does not hold. However, whether the converse of Corollary 6 holds or not, and whether entailment in the multipreference semantics defines a rational consequence relation is still to be understood and will be subject of future work.

In [16] it was shown (Proposition 2) that the MP-closure is a sound approximation of the multipreference semantics, that is, the typicality inclusions (the conditionals) that follow from the MP-closure hold in all the minimal canonical s-enriched models of the KB. This result, henceforth, extends to the $<_{FIMS}$-minimal canonical ranked model of $K$ such that $\mathcal{F}^{R}(\mathcal{M}) = \mathcal{M}$.

### 5.3 Relations with the Relevant Closure

The relevant closure [6] was developed by Casini et al. as a proposal for defeasible reasoning in description logics to overcome the inferential weakness of rational closure. It is based on the idea of relevance of subsumptions to a query, where relevance is determined based on justifications, minimal sets of sentences responsible for a conflict. Any sentence occurring in some justification is potentially relevant for resolving the conflict.

In a defeasible description logic, the knowledge bases contains a set of defeasible subsumptions $D \sqsubseteq C$, a DBox $\mathcal{D}$, corresponding to a set of conditionals $D \sqsupseteq C$, and a set of classical subsumptions $D \sqsubseteq C$, a TBox $\mathcal{T}$, which have to be satisfied by all the elements of the domain in any model. When evaluating a query $C \sqsubseteq D$, one has to compute the $C$-justifications w.r.t. $\mathcal{D}$, that is, the minimal sets of defaults $J \subseteq D$ making $C$ exceptional (or, supporting $\neg C$). The idea is that, for each $C$-justification $J$, some defeasible subsumption occurring in $J$ is to be removed from $D$ for consistency with $C$, and it is convenient to remove first the defeasible subsumptions with lower ranks in the $C$-justifications. This is done by the Relevant Closure algorithm.

For a given query $C \sqsubseteq D$, the algorithm receives in input the ranking in the rational closure of the defeasible subsumptions in $D$, and a set $R$ of the defeasible subsumptions which are relevant to the query, i.e., the set of the defeasible subsumptions which are eligible for removal during the execution of the Relevant Closure algorithm. The algorithm determines from $D$ a new set of defeasible subsumptions $D'$, by removing from $D$, rank by rank, starting from the lower rank 0, all the subsumptions in $R$ with that rank, until the remaining set of (non-removed) defeasible subsumptions $D'$ is consistent with $\mathcal{T}$ and with $C$. For the pseudocode of this algorithm, we refer to Algorithm 2 in [6].

In the Basic Relevant closure, the set $R$ of relevant defeasible subsumptions is the union $\bigcup J_j$ of all the $C$-justifications $J_j$ w.r.t. $\mathcal{D}$, where, by Corollary 1 in [6], $J_j$ is a $C$-justification if it is an inclusion-minimal subset of $\mathcal{D}$ such that $\mathcal{T} \models J_j \subseteq \neg C$ ($J$ being the materialization of the defeasible subsumptions in $J$ and $\models$ the rational entailment in the preferential description logic). At the end of the iteration phase, a set $D' \subseteq D$ of defeasible subsumptions consistent with $\mathcal{T}$ and with $C$ is obtained, and $D'$
is used, together with \( T \), to check whether or not \( C \subseteq D \) follows from \( D' \) and \( T \) (i.e., whether \( T \models D' \cap C \subseteq D \)).

The Minimal Relevant closure exploits exactly the same algorithm as the basic Relevant closure, but it takes \( \bigcup J_j^{min} \), the union of all sets \( J_j^{min} \) containing the conditionals with lowest rank in each \( C \)-justification \( J_j \), as the set \( R \) of relevant defaults which are eligible for removal (instead of \( \bigcup J_j \)). The Basic Relevant Closure is weaker than the Minimal Relevant Closure, and the Minimal Relevant Closure is weaker than the lexicographic closure \( [6] \).

For a comparison with the MP-closure, let us consider the case when the TBox \( T \) is empty and \( D \) is a set of conditionals, so that the knowledge base \( K \) is just a set of conditionals, as before (i.e., \( K = C \)). In the following, we transpose the definition of the basic and minimal Relevant Closure to the propositional case.

Let \( K \) be a knowledge base and \( C \models D \) a query. A \( C \)-justification w.r.t. \( K \) is an (inclusion) minimal subset \( J \) of \( K \) such that \( \models J \rightarrow \neg A \), that is, \( J \cup \{ A \} \) is inconsistent, where \( J \) is the materialization of the conditionals in \( J \), as in Section \( [3] \) and \( \models \) is logical consequence in the propositional calculus. Let \( \bigcup J_j \) be the union of all the \( C \)-justifications w.r.t. \( K \). The algorithm exploits the ranking of conditionals computed by the rational closure of \( K \).

Given a query \( C \models D \), and \( R = \bigcup J_j \), the Basic Relevant closure algorithm, for each rank \( i \) (in the rational closure of \( K \)) starting from 0, removes from \( K \) all the defaults with rank \( i \) occurring in \( R \), until the remaining set of conditionals \( D' \) is consistent with \( C \) (i.e., \( D' \cup \{ C \} \) is consistent in the propositional calculus (at least one conditional has been removed from any \( C \)-justification \( J_j \)). A conditional \( C \models D \) is in the Basic Relevant Closure of \( K \) if \( \models (\bigwedge D' \land C) \rightarrow D \) (in the propositional calculus).

As before, the Minimal Relevant Closure algorithm differs from the previous one only in that it takes \( R \) as \( \bigcup J_j^{min} \) the union of all sets \( J_j^{min} \), where \( J_j^{min} \) is the set of the conditionals with lowest rank in the \( C \)-justification \( J_j \).

Let us consider again Example \( [4] \), the one in which the lexicographic closure comes to the conclusion that typical employed students, like typical students, are young and do not pay taxes (which appears to be too bold). We can see that neither the Basic Relevant Closure nor the Minimal Relevant Closure conclude \( \text{Employee} \land \text{Student} \models \neg \text{Pay}_m \text{Taxes} \).

Example 8. The knowledge base \( K'' \) contains the conditionals:

1. \( \text{Student} \models \neg \text{Pay}_m \text{Taxes} \)
2. \( \text{Student} \models \text{Young} \)
3. \( \text{Employee} \models \neg \text{Young} \land \text{Pay}_m \text{Taxes} \)
4. \( \text{Employee} \land \text{Student} \models \text{Busy} \)

There are two justifications of the exceptionality of \( \text{Employee} \land \text{Student} \) w.r.t. \( K'' \), namely \( J_1 = \{1, 3\} \) and \( J_2 = \{2, 3\} \), and their union \( \bigcup J_j = \{1, 2, 3\} \), used in the basic relevant closure algorithm, contains only conditionals with rank 0, which are all removed as responsible of the exceptionality of \( \text{Employee} \land \text{Student} \) at the first iteration stage (for rank 0). The set of remaining conditionals is then \( D' = \{4\} = \{ \text{Employee} \land \text{Student} \models \text{Busy} \} \), so that \( \bigwedge D' = \{ \text{Employee} \land \text{Student} \rightarrow \text{Busy} \} \).
and
\[ \not \models (\bigwedge D' \land \text{Employee} \land \text{Student}) \rightarrow (\text{Young} \land \neg \text{Pay \_Taxes}). \]

Therefore, the conditional \( \text{Employee} \land \text{Student} \not\models \text{Young} \land \neg \text{Pay \_Taxes} \) is not in the Basic Relevant closure of \( K'' \). The result is the same for the Minimal Relevant closure, as \( J_1 \) and \( J_2 \) only contain conditionals with rank 0 and, therefore, \( J_1 = J_1^{\text{min}} \) and \( J_2 = J_2^{\text{min}} \).

The Basic and Minimal Relevant closure as well as the MP-closure are all more cautious than the lexicographic closure. The next example shows that the MP-closure is neither equivalent to Basic nor to Minimal Relevant closure.

**Example 9.** Let \( K \) be the knowledge base containing the conditionals:

1. \( \text{Italian} \not\models \text{Residence in Italy} \)
2. \( \text{German} \not\models \text{Residence in Germany} \)
3. \( \text{Residence in Italy} \land \neg \text{Has Residence} \not\models \bot \)
4. \( \text{Residence in Germany} \land \neg \text{Has Residence} \not\models \bot \)
5. \( \text{Residence in Italy} \land \text{Residence in Germany} \not\models \bot \)

Italians normally have a residence in Italy and Germans normally have a residence in Germany. Those who have a residence in Italy have residence. Those who have a residence in Germany have residence. It is not the case that somebody has residence both in Germany and in Italy. Observe that the last three conditionals have infinite rank in the rational closure, and they represent properties which no model of \( K \) can violate.

There is a unique \( \text{Italian} \land \text{German} \)-justification w.r.t. \( K \), namely \( J = \{1, 2, 5\} \). In fact, \( J \) is a minimal set of conditionals such that \( \models \bigwedge J \rightarrow \neg (\text{Italian} \land \text{German}) \). As defaults 1 and 2 in \( J \) have rank 0 in the rational closure, while default 5 has an infinite rank, the basic Relevant closure algorithm first removes conditionals 1 and 2 from \( D \). The resulting set of defaults \( D' = \{3, 4, 5\} \) is consistent with \( \text{German} \not\models \text{Has Residence} \), and nothing else needs to be removed. The conditional \( \text{Italian} \land \text{German} \not\models \text{Has Residence} \) is not in the basic Relevant closure of \( K \) as \( \not\models (\bigwedge D' \land \text{Italian} \land \text{German}) \rightarrow \text{Has Residence} \).

Concerning the Minimal Relevant closure, as defaults 1 and 2 have rank 0, the set of the defaults in \( J \) with lowest rank is \( J^{\text{min}} = \{1, 2\} \). Therefore, also in the Minimal Relevant Closure construction, justifications 1 and 2 are both removed from \( D \), and the conditional \( \text{Italian} \land \text{German} \not\models \text{Has Residence} \) is not in the Minimal Relevant Closure of \( K \).

As a difference, the defeasible inclusion \( \text{Italian} \land \text{German} \not\models \text{Has Residence} \) is in the MP-closure of \( K \) as well as in the Lexicographic closure of \( K \), which both have two bases, \( \{1\} \) and \( \{2\} \).

Notice also that, for each justification \( J_j \), the minimal Relevant closure always removes all the defaults in \( J_j^{\text{min}} \). Indeed, the defaults in \( J_j^{\text{min}} \) have all the same rank and they have to be removed all together at the same iteration of the algorithm (at iteration \( i \) if they have rank \( i \)). It cannot be the case that some default in \( J_j^{\text{min}} \) is removed from \( D \) but not all of them. This observation will be useful in the following.
The example above shows that the MP-closure is different from both the Basic Relevant Closure and the Minimal Relevant Closure, and that the MP-closure cannot be weaker than such closures. We prove that the Minimal Relevant Closure is a subset of the MP closure.

**Proposition 15.** Let $K$ be a set of conditionals. If $C \vdash A$ is in the Minimal Relevant Closure of $K$, then $C \vdash A$ is in the MP-closure of $K$.

**Proof.** The proof is by contraposition. If $C \vdash A$ is not in the MP-closure of $K$, then there must be an MP-basis $B$ for $C$ such that $B \cup \{C\} \not\models A$. By definition of MP-basis, $B$ is maximal w.r.t. the MP-seriousness ordering among the subsets of $K$ consistent with $C$.

We show that, when executing the Minimal Relevant Closure algorithm for the goal $C \vdash A$, each conditional $d = E \vdash F \notin B$ is removed from $K$ by the Minimal Relevant Closure algorithm, so that the resulting set of defaults $D'$ must be a subset of the MP-basis $B$. As a consequence, $D' \cup \{C\} \not\models A$ and, by the deduction theorem, $\not\models D' \land C \rightarrow A$. We can then conclude that $C \vdash A$ is not in the Minimal Relevant Closure of $K$.

First observe that, as $B$ is an MP basis for $C$, it is a maximal set of defaults such that $B \cup \{C\}$ is consistent. Then, if $d \notin B, B \cup \{d\} \cup \{C\}$ is inconsistent and there must be some $C$-justification $J$ such that $d \in J$. We show that, in particular, there must be a $C$-justification $J_r$, such that $d \in J_{r_{\text{min}}}$, i.e., $d$ must have the lowest rank among the conditionals in $J_r$.

Suppose, by absurd, that a $C$-justification $J_r$ with $d \in J_{r_{\text{min}}}$ does not exists. Then for all $C$-justifications $J_{s_h}$ such that $d \in J_{s_h}$ (with $h = 1, \ldots, t$), the rank of $d$ is not the lowest among the ranks of the conditionals in $J_{s_h}$, and (for each $h$) there must be another conditional $d_{s_h} \in J_{s_h}$ such that $\text{rank}(d_{s_h}) < \text{rank}(d)$. Observe that the set of conditionals $E = B \cup \{d\}\setminus \{d_{s_1}, \ldots, d_{s_t}\}$ is then more serious than $B$ in the MP-ordering $(B \prec_{\text{MP}} E)$, and $E$ must be consistent with $C$ as, for all the $C$-justifications $J_{s_h}$, a conditional ($d_{s_h}$) is not in $E$. This contradicts the assumption that $B$ (being a basis for $C$) is a maximally MP-serious set of conditionals in $K$ consistent with $C$.

Hence, there must be a $C$-justification $J_{s_h}$ (for some $h$) such that $d \in J_{s_h}^{\text{min}}$. As a consequence, the Minimal Relevant Closure algorithm must remove $d$ from the set of conditionals in $K$ at the iteration stage $i = \text{rank}(d)$. All the conditionals with rank $\text{rank}(d)$ are removed from $K$ at that stage as no-other conditional in $J_{s_h}$ has been removed in advance (there is none in $J_{s_h}$ with rank lower than $i$).

As conditional $d$ is removed at some iteration, $d$ is not in $D'$ the set of defaults resulting from the execution of the Minimal Relevant Closure algorithm. But, as our choice of $d$ is arbitrary, this holds for all $d \notin B$. Therefore, $D' \subseteq B$, that is, the set of conditionals $D'$ computed by the Minimal Relevant Closure algorithm, for the query $C \vdash A$, is a subset of the MP-basis $B$ for $C$.

As mentioned above, we can now conclude that $C \vdash A$ is not in the Minimal Relevant Closure of $K$. As we know that $B \cup \{C\} \not\models A$, then $\not\models B \land \{C\} \rightarrow A$. As $D' \subseteq B$, then $\not\models D' \land \{C\} \rightarrow A$. Thus, $C \vdash A$ is not in the Minimal Relevant Closure of $K$. □
Basic Relevant closure is known to be weaker than Minimal Relevant Closure and, therefore, is also weaker than the MP-closure.

As for the MP-closure and the lexicographic closure, which may have an exponential number of bases (in the size of the knowledge base), computing the Relevant closure may require as well an exponential number of classical entailment checks [6]. Concerning the properties of the relevant closure in [6], it was shown that both Basic Relevant Closure and Minimal Relevant Closure, among the properties of a rational inference relation, do not satisfy Or, Cautious Monotonicity and Rational Monotonicity.

6 Conclusions

In this paper we have studied the notion of MP-closure in the propositional case. The MP-closure was originally introduced for description logics in [16] as an approximation of the multipreference semantics. As the lexicographic closure, the MP-closure builds on the rational closure but it exploits a different seriousness ordering to compare sets of defaults: a different lexicographic order is used which compares tuples of sets of defaults rather than tuples of numbers (the number of the defaults in the sets).

The option of abandoning the Maximal Entropy approach was already considered by Lehmann in his seminal work on the lexicographic closure [24]. Here we have explored this option, presenting a characterization of the MP-closure both in terms of maxiconsistent sets and of a model-theoretic construction. In particular, we have developed a simple preferential semantics for the MP-closure, in terms of a functor \( F \) that maps each minimal canonical model of the knowledge base (characterizing the rational closure) into a preferential model, thus defining, for a knowledge base \( K \), a consequence relation \( \mathcal{MP}_K \) which is a superset of the rational closure of \( K \), \( \mathcal{RC}_K \), but a subset of the lexicographic closure, \( \mathcal{LC}_K \).

\( \mathcal{MP}_K \) is not rational; however, we have seen that rationality can be recovered and, starting from the semantics of the MP-closure, a ranked semantics can be defined such as a rational consequence relation (that we called \( \mathcal{MP}^R_K \)), which is a superset of the MP-closure. We have shown that \( \mathcal{MP}^R_K \) is incomparable with the lexicographic closure, that is \( \mathcal{MP}^R_K \) neither includes \( \mathcal{LC}_K \), nor is included in \( \mathcal{LC}_K \).

In the paper we have compared the MP-closure with the multipreference semantics introduced in [21] and with the Relevant closure [6]. They are both refinements of the rational closure as they build on rational closure ranking to define stronger consequence relations. These formalisms have been defined for description logics, but their definition can be transposed to propositional logic. Concerning the multipreference semantics, which is a semantic strengthening of the rational closure, we have shown that, in the propositional setting, there is an inclusion relation among the \( <_{FILMS} \)-minimal canonical fixed-points of the operator \( F^R \) (used for defining a rational consequence relation extending the MP-closure) and the minimal canonical enriched models in the multipreference semantics. Concerning the Relevant Closure, we have seen that MP-closure is stronger than both the Basic Relevant Closure and the Minimal Basic Relevant Closure.

A first semantic characterization of the MP-closure for the description logic \( ALC \) was developed in [14] using bi-preferential (BP) interpretations, preferential interpretations developed along the lines of the preferential semantics introduced by Kraus,
Lehmann and Magidor [22,23], but containing two preference relations, the first one
\(<_1\) playing the role of the ranked preference relations in the models of the RC, and
the second one \(<_2\) representing a preferential refinement of \(<_1\). Another construction,
developed for DLs, the skeptical closure [15], was shown to be a weaker (polynomial)
variant of the MP-closure in [14], and we refer therein for detailed comparisons.

There are other related approaches that build on the rational closure, and deal with
its limitations. In particular, the logic \(\mathcal{DL}^N\), proposed by Bonatti et al. [2], and the
inheritance-based rational closure by Casini and Straccia [10,11].

\(\mathcal{DL}^N\) captures a form of “inheritance with overriding”: a defeasible inclusion is
inherited by a more specific class if it is not overridden by more specific (conflicting)
properties. \(\mathcal{DL}^N\) is not necessarily defined starting from the ranking given by the rational
closure but, when it does, it provides a possible approach to address the problem
of inheritance blocking in the rational closure. Inference is based on a polynomial algo-
rithm which allows a default property to be inherited. When a defeasible property of a
concept is conflicting with another defeasible property, and none of them is more
specific so to override the other, the concept may have an inconsistent prototype. For
instance, in Example 3 the concept \(\text{Employee} \land \text{Student}\) has an inconsistent proto-
type, as employed students inherit the property of students of non paying taxes and the
property of employee of paying taxes, none is more specific than the other. In such an
example, as we have seen, the MP-closure and the lexicographic closure only conclude
that employed students are busy, and silently ignore the conflicting defaults. In \(\mathcal{DL}^N\)
unresolved conflicts have to be detected and then fixed by modifying the knowledge
base. The logical properties of \(\mathcal{DL}^N\) are studied in [3]. It is shown that, when consid-
ering the internalized KLM postulates, where each inclusion \(NC \subseteq D\) corresponds
to a conditional \(C \supset D\), few of the postulates are satisfied (namely, Reflexivity, Left
Logical Equivalence and Right Weakening) but, when only \(N\)-free knowledge bases are
allowed (i.e., knowledge bases which do not allow normality concepts \(NC\) on the r.h.s.
of conditionals), all the postulates are satisfied, with the partial exception of Cautious
Monotonicity. That is, satisfying KLM properties in \(\mathcal{DL}^N\) comes at the price of re-
nouncing to the full expressiveness of the non monotonic DL (such as, supporting role
restrictions to normal instances).

The inheritance-based rational closure in [10,11], is a closure construction which
is defined by combining the rational closure with defeasible inheritance networks. For
answering a query "if \(A\), normally \(B\)”, it relies on the idea that only the information
related to the connection of \(A\) and \(B\) (and, in particular, only the defeasible inclusions
occurring on the routes connecting \(A\) and \(B\) in the corresponding net) are relevant and
have to be considered in the rational closure construction for answering the query.

The idea of considering subsets of the axioms in the knowledge base has also been
considered by Fernandez Gil in [13], who developed a multi-typicality version of the
typicality logic \(\mathcal{ALC} + T_{min}\) [18], allowing for different typicality operators \(T_i\) in the
knowledge base, where \(\mathcal{ALC} + T_{min}\) is another defeasible description logic based on
a preferential extension of \(\mathcal{ALC}\) with typicality, which, differently from the rational
closure, is not based on a ranked semantics but, nevertheless, also suffers from the
blocking of property inheritance problem.
Other approaches in the literature deal with the problem of inheritance with exceptions. A recent one, by Bozzato et al. in [5] presents an extension of the CKR framework in which defeasible axioms are allowed in the global context and can be overridden by knowledge in a local context. Exceptions have to be justified in terms of semantic consequence. A translation of extended CHRs (with knowledge bases in $SROIQ$-RL) into Datalog programs under the answer set semantics is also defined.

In this paper, we have studied the properties of the MP-closure strengthening the rational closure and we have compared it with other closures extending the rational closure, showing that they have different strengths. We believe that, depending on the application context one approach might be more suitable than another or vice-versa (and, accordingly, we might want to accept the principle of Maximal Entropy or not). There are several aspects which deserve investigation, for instance, how inheritance-based rational closure relates with the other notions of closure; whether the multipreference semantics defines a rational consequence relation, and if the converse of Corollary [6] holds (this would produce an alternative semantic characterization of the multipreference semantics); which are the relationships among the MP-closure, the Relevant Closure and the Lexicographic closure with other preferential approaches, which are not based on the rational closure, but also address the problem of inheritance blocking, such as the proposal in [13]. As in the MP-closure and in the lexicographic closure the number of possible bases for a given formula may be exponential in the number of defaults (and, in the Relevant Closure, an exponential number of justifications is to be computed in the worst case), from the practical point of view, it may be interesting to consider sound approximations of these notions of closures and especially, polynomial, approximations.
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