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Abstract. The first passage statistics of a continuous time random walker with Poisson distributed jumps on one and two dimensional infinite lattices is investigated. An exact expression for the probability of first return to the origin in one dimension is derived for a symmetric random walker as well as a biased random walker. The Laplace transform of the occupation probability of a site for a symmetric random walker on a two dimensional lattice is identified with the lattice Green’s function for a square lattice. This allows computation of the exact first passage distribution to any arbitrary site on the square lattice in Laplace space. All analytical results are compared with kinetic Monte Carlo simulations of a lattice walker in one and two dimensions.

Keywords: first passage statistics, lattice Green’s functions, continuous time random walks.
Contents

1 Introduction 3

2 Biased random walk in one dimension 4
   2.1 Occupation probability 4
   2.2 First passage probability 6

3 Symmetric random walk in two dimensions 9
   3.1 Occupation probability 10
   3.2 First passage probability 12

4 Summary and conclusions 13

5 Acknowledgments 14
1. Introduction

The classic problem of first passage statistics has long been of interest due to its applications in diverse fields such as biology [1–3], reactions [4,5], and trade triggers [6–8] amongst others. George Polya’s famous recurrence theorem [9] states that a symmetric discrete time random walk is recurrent in one and two dimensions, but transient in three dimensions. However, a biased random walk is transient in all dimensions where the probability of ever returning to the origin is always less than 1. Polya studied the symmetric random walk problem in discrete space and discrete time. In this paper, we analyse the same problem in continuous time. Continuous Time Random Walks (CTRWs) [10, 11] find a variety of applications in diverse fields such as financial economics, fractional calculus (anomalous diffusion) as well as queueing theory [12,13].

There have been numerous studies on first passage problems in stochastic processes [14–18]. Discussions on the asymptotics of the first return probability for discrete time random walks on lattices in different dimensions can be found in [19]. The first passage properties of a biased random walker in one dimension in the continuous time domain had been extensively analysed in [20, 21]. These studies are for the first passage to any site other than the origin. The exact expression for the probability of first return to the origin of a biased continuous time random walker in one dimension is still not derived to the best of the author’s knowledge.

Although the exact form for the occupation probability of a lattice site for a continuous time random walker with Poisson distributed jumps on a $d$ dimensional lattice is exactly known [21–24], the exact expression for the Laplace transform of the occupation probability is not known even in two dimensions. Since there are fundamental relations connecting the occupation probability and first passage probability distributions in the Laplace domain, a closed form expression for the Laplace transform of the occupation probability gives direct insight into the first passage probability distribution.

In this paper, we analyse the first passage statistics of a random walker on one and two dimensional lattices with nearest neighbour jumps. Time is treated as a continuous variable. The instants at which the jumps occur are Poisson distributed and the process considered is Markovian. First, the exact closed form expression for the first return probability to the starting site for a biased random walker in one dimension is derived in terms of modified Bessel functions and Struve functions. Next, an exact expression for the characteristic function of the first passage probability of a symmetric random walker to an arbitrary site in two dimensions is derived in terms of generalised hypergeometric function. In general, characteristic functions are useful as the term by term inversion of the series expansion of the characteristic function in the transformed variable in the required limit gives the corresponding limiting forms in the real domain. For example, one could extract the asymptotics of the time dependent quantities by knowing the corresponding Laplace transforms. As the Laplace transform is in fact the moment generating function, we can compute all the moments of the corresponding distribution.
Thus, one can calculate the mean first passage time as well as the recurrence properties of the random walker. The exact characteristic function for the first passage probability density of a symmetric random walker on a two dimensional square lattice is derived by mapping to the square lattice Green’s function. In addition, the already known results for the probability distributions such as the occupation probability of a general site in one and two dimensions and the probability of first passage to any site other than the origin in one dimension are also derived in this paper for completeness.

2. Biased random walk in one dimension

We first consider the motion of a biased random walker on an infinite one dimensional lattice where the lattice points are labelled by the variable $x$; $x$ can take any integer values. The simple case where the walker is allowed to hop only to the nearest neighbour sites is studied. The translational rates for a positively directed walker along the positive and negative $x$ directions are $(\frac{1}{2} + \epsilon)$ and $(\frac{1}{2} - \epsilon)$ respectively. Similarly, the translational rates for a negatively directed walker along the positive and negative $x$ directions are $(\frac{1}{2} - \epsilon)$ and $(\frac{1}{2} + \epsilon)$ respectively. The value of $\epsilon$ is bounded between 0 and $\frac{1}{2}$. Let us define $P(x, t)$ as the probability for a biased random walker to be at site $x$ at time $t$ subjected to the initial condition that $P(x, 0) = \delta_{x,0}$. One can write the equation for the evolution of $P(x, t)$ as

$$\frac{\partial P(x,t)}{\partial t} = \left( \frac{1}{2} + \epsilon \right) P(x - 1, t) + \left( \frac{1}{2} - \epsilon \right) P(x + 1, t) - P(x, t),$$

where $(\frac{1}{2} + \epsilon)$ and $(\frac{1}{2} - \epsilon)$ are the probabilities to hop to right and left respectively. This equation holds for a walker biased along the positive $x$ direction. One can write a similar equation for a walker biased along the negative $x$ direction.

2.1. Occupation probability

The Laplace transform of $P(x, t)$ is defined as

$$\tilde{P}(x, s) = \int_0^\infty e^{-st} P(x, t) dt.$$

Laplace transforming equation (1) gives

$$P(x, 0) = (s + 1)\tilde{P}(x, s) - \left( \frac{1}{2} + \epsilon \right) \tilde{P}(x - 1, s) - \left( \frac{1}{2} - \epsilon \right) \tilde{P}(x + 1, s).$$

Solving (3) for the initial condition $P(x, 0) = \delta_{x,0}$ yields

$$\tilde{P}(x, s) = \begin{cases} \frac{1}{\sqrt{s(s+2)+4\epsilon^2}} \left( \frac{1}{1-2\epsilon} \right)^x, & x \geq 0, \\ \frac{1}{\sqrt{s(s+2)+4\epsilon^2}} \left( \frac{1}{1+2\epsilon} \right)^x, & x \leq 0. \end{cases}$$

(4)

For $x = 0$ we obtain,

$$\tilde{P}(0, s) = \frac{1}{\sqrt{s(s+2)+4\epsilon^2}}.$$

(5)
Figure 1: (a) Occupation probability of a biased random walker \( P(x, t) \), plotted as a function of time for different \( x \). The solid lines correspond to the theoretical result in (6) whereas the points are from simulations. The fixed bias used is \( \epsilon = 0.1 \). To sample the small probabilities at short times, averaging has to be done over many realisations. Here, the simulation data is averaged over \( 10^8 \) realisations. (b) The Laplace transform of the occupation probability of a biased random walker \( \tilde{P}(x, s) \), plotted as a function of \( s \) for different \( x \). The solid lines correspond to the theoretical result in (4) and the points are from simulations. (c) Numerical simulation data (points) for \( \tilde{P}(x, s) \) converge with the theoretical result (red solid line) more accurately as the number of realisations \( N \), increases. The error in \( P(x, t) \) due to finite sampling at short times appears as a correction to \( \tilde{P}(x, s) \) in the large \( s \) limit. Here, \( x \) is fixed to be 4.

These Laplace transforms can be easily inverted and one gets the known result [20, 21]:

\[
P(x, t) = e^{-t} \sqrt{\frac{1}{2\pi \epsilon^2}} I_n(\sqrt{1-4\epsilon^2}t), \quad \forall \ x \in \mathbb{Z},
\]

(6)

where \( I_n(z) \) is the modified Bessel function of order \( n \) which is a solution to the homogeneous Bessel differential equation \( z^2 \frac{d^2y}{dz^2} + z \frac{dy}{dz} - (z^2 + n^2)y = 0 \). Thus we get the occupation probability of the origin as

\[
P(0, t) = e^{-t}I_0(\sqrt{1-4\epsilon^2}t) = e^{-t}I_0(2\sqrt{\alpha}t),
\]

(7)

where \( \alpha = \frac{1}{4} - \epsilon^2 \). The limits of the distribution are

\[
\lim_{t \to 0} P(0, t) = 1 - t + \left( \frac{1}{2} + \alpha \right) t^2 - \left( \frac{1}{6} + \alpha \right) t^3 + ...
\]

(8)

and

\[
\lim_{t \to \infty} P(0, t) = \frac{e^{-(1+2\sqrt{\alpha})t}}{2\sqrt{\pi \alpha^2}} \frac{1}{\sqrt{t}} + \frac{e^{(-1+2\sqrt{\alpha})t}}{32\sqrt{\pi \alpha^2}} \frac{1}{t^\frac{3}{2}} + \frac{9e^{-(1+2\sqrt{\alpha})t}}{1024\sqrt{\pi \alpha^2}} \frac{1}{t^\frac{5}{2}} + ...
\]

(9)

For a symmetric random walk (\( \epsilon = 0, \alpha = \frac{1}{4} \)), (7) reduces to

\[
P(0, t)_{srw} = e^{-t}I_0(t).
\]

(10)
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The limits are given as

$$\lim_{t \to 0} P(0, t)_{srw} \approx 1 - t + \frac{3}{4} t^2 - \frac{5}{12} t^3 + ...$$  \hspace{1cm} (11)$$

and

$$\lim_{t \to \infty} P(0, t)_{srw} \approx \frac{1}{\sqrt{2\pi \sqrt{t}}} + \frac{1}{8\sqrt{2\pi} t^{\frac{3}{2}}} + \frac{9}{128\sqrt{2\pi} t^{\frac{5}{2}}} + ...$$  \hspace{1cm} (12)$$

The closed form expressions for the site occupation probability $P(x, t)$ and the corresponding Laplace transform $\tilde{P}(x, s)$, in (6) and (4) are compared with the kinetic Monte Carlo (kMC) simulation results in figure 1. The kinetic Monte Carlo algorithm [25–27] allows efficient simulations of processes with arbitrary holding times by creating event-to-event transitions directly. Logarithmic binning is done to sample the small probabilities at short times. To get better statistics at short times, sampling has to be done over many realisations. Numerically, $\tilde{P}(x, s)$ is obtained by a numerical Laplace transform of the data for $P(x, t)$. The error in $P(x, t)$ due to finite sampling at short times appears as a correction to $\tilde{P}(x, s)$ in the large $s$ limit as seen from figure 1. This error decreases as we increase the number of realisations being averaged.

2.2. First passage probability

Let us define the first passage probability density $F(x, t)$, as the probability that a random walker starting from the origin ($x = 0$) at time $t = 0$ arrives at $x$ for the first time at $t$. The first passage probability density $F(x, t)$ is related to the site occupation probability $P(x, t)$ through

$$P(x, t) = \int_0^t F(x, t')P(0, t - t')dt' + \delta_{x,0}e^{-t}. \hspace{1cm} (13)$$

The first term in the equation accounts for the walks that first reach $x$ at time $t' \leq t$ and then return to $x$ in the remaining interval of time $t - t'$ [28]. The second term accounts for the initial condition as well as the persistence of the walker in the initial position. Taking a Laplace transform of the above equation gives

$$\tilde{F}(x, s) = \frac{\tilde{P}(x, s)}{\tilde{P}(0, s)}, \forall x \neq 0, \hspace{1cm} (14)$$

and

$$\tilde{F}(x = 0, s) = \tilde{F}(0, s) = 1 - \frac{1}{\tilde{P}(0, s)(s + 1)}. \hspace{1cm} (15)$$

The probability of return to the origin upto time $t$, $R(0, t)$, is defined as

$$R(0, t) = \int_0^t F(0, t')dt', \hspace{1cm} (16)$$

and the probability $R$, of ever returning to the origin is defined as

$$R = \tilde{F}(0, 0) = \int_0^\infty F(0, t)dt = R(0, \infty). \hspace{1cm} (17)$$
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By definition,
\[ F(0, t = 0) = R(0, t = 0) = 0. \] (18)

Using (4) in (14) gives
\[ \bar{F}(x, s) = \begin{cases} \left( \frac{(1+2\epsilon)}{(s+1)+\sqrt{s(s+2)+4\epsilon^2}} \right)^x, & x > 0, \\ \left( \frac{(1-2\epsilon)}{(s+1)+\sqrt{s(s+2)+4\epsilon^2}} \right)^{|x|}, & x < 0, \end{cases} \] (19)

which on inverting gives the well known result [21]:
\[ F(x, t) = e^{-t} \sqrt{\left( \frac{(1+2\epsilon)}{(1-2\epsilon)} \right)^\frac{|x|}{t} I_{|x|}(\sqrt{1-4\epsilon^2}t)}, \quad x \neq 0. \] (20)

For the symmetric random walk in one dimension, this equation reduces to
\[ F(x, t)_{srw} = e^{-t}\frac{|x|}{t} I_{|x|}(t), \quad x \neq 0. \] (21)

Let us now try to derive an exact expression for the first return probability to the starting site \((x = 0)\). Using (5) in (15) gives
\[ \bar{F}(0, s) = 1 - \sqrt{1 - \frac{(1 - 4\epsilon^2)}{(s+1)^2}}. \] (22)

The above equation can be alternatively derived as follows: To study the return probability to the origin, one has to take account of the fact that the particle has waited at the origin for some time \(\tau_r\) (which is the residual time of the walker) before making the first jump. One can then write a recursion relation for the first return probability to the origin in terms of the first passage probabilities to \(x = +1\) and \(x = -1\).
\[ F(0, t|\tau_r) = \left( \frac{1}{2} - \epsilon \right) F(+1, t - \tau_r) + \left( \frac{1}{2} + \epsilon \right) F(-1, t - \tau_r), \] (23)

where \(F(0, t|\tau_r)\) is the conditional first return probability density. The condition is that the first return to the origin at time \(t\) happens only after waiting for time \(\tau_r\) before the first jump. If the walker chooses to hop to right (happens with probability \(\frac{1}{2} + \epsilon\) for a positively biased walker) after waiting for time \(\tau_r\) at the origin, one can shift the origin to \(x = +1\) and say that the first return probability to the origin at time \(t\) is same as the first passage probability to \(x = -1\) in the remaining time \(t - \tau_r\) from the new shifted origin. If the walker makes a left hop (happens with probability \(\frac{1}{2} - \epsilon\)), then the new shifted origin is \(x = -1\) and the first return probability to the origin at time \(t\) is same as the first passage probability to \(x = +1\) in the remaining time \(t - \tau_r\) from this shifted origin.

From Bayes’ theorem, the first return probability density at time \(t\) is
\[ F(0, t) = \int_0^t F(0, t|\tau_r) P(\tau_r) d\tau_r, \] (24)
where \( P(\tau_r) = e^{-\tau_r} \) is the Poisson waiting time distribution. Laplace transforming (24) and using (19) for \( F(+1, s) \) and \( F(-1, s) \) gives (22).

The probability \( R \), of ever returning to the origin for a biased random walker can be found as

\[
R = \tilde{F}(0, 0) = \int_0^\infty F(0, t) dt = 1 - 2\epsilon < 1. \tag{25}
\]

This implies that the biased random walk is transient in one dimension. If \( \epsilon = 0 \) (symmetric random walk), then the walk is recurrent and \( R = 1 \). The Laplace transform in (22) can be exactly inverted and it gives

\[
F(0, t) = 2\alpha e^{-t} \left( 2 + \pi L_1(2\sqrt{\alpha t}) \right) I_0(2\sqrt{\alpha t}) - 2\sqrt{\alpha} e^{-t} \left( 1 + \sqrt{\alpha} \pi t L_0(2\sqrt{\alpha t}) \right) I_1(2\sqrt{\alpha t}), \tag{26}
\]

where \( \alpha = \left( \frac{1}{4} - \epsilon^2 \right) \). Here, \( I_n(z) \) is the modified Bessel function of order \( n \) defined previously and \( L_n(z) \) is the modified Struve function \([29]\) of order \( n \) which is a solution to the non-homogeneous Bessel differential equation

\[
z^2 \frac{d^2y}{dz^2} + z \frac{dy}{dz} - (z^2 + n^2)y = \frac{4(z)^{n+1}}{\sqrt{\pi} \Gamma(n+\frac{1}{2})}.
\]

In series representation, these functions are given as

\[
I_n(z) = \left( \frac{z}{2} \right)^n \sum_{k=0}^\infty \frac{\left( \frac{z}{2} \right)^{2k}}{\Gamma(k+n+1)k!}. \tag{27}
\]
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and

\[ L_n(z) = \left( \frac{z}{2} \right)^{n+1} \sum_{k=0}^{\infty} \frac{\left( \frac{z}{2} \right)^{2k}}{\Gamma(k + \frac{3}{2}) \Gamma(k + n + \frac{3}{2})}. \]  

(28)

The exact expression for the first return probability density for a one dimensional biased random walker given in (26) is one of the central results of this paper. The limits of this distribution are obtained as

\[ \lim_{t \to 0} F(0, t) = 2\alpha t - 2\alpha t^2 + \frac{1}{3} (3\alpha + \alpha^2) t^3 + ... \]  

(29)

and

\[ \lim_{t \to \infty} F(0, t) = \frac{e^{(-1+2\sqrt{\alpha})t}}{2\sqrt{\pi \alpha^{3/2}}} \frac{1}{t^{3/2}} + \frac{9e^{(-1+2\sqrt{\alpha})t}}{32\sqrt{\pi \alpha^{3/2}}} \frac{1}{t^{5/2}} + \frac{345e^{(-1+2\sqrt{\alpha})t}}{1024\sqrt{\pi \alpha^{3/2}}} \frac{1}{t^{7/2}} + ... \]  

(30)

For a symmetric random walk \((\alpha = \frac{1}{4})\), \(F(0, t)\) reduces to

\[ F(0, t)_{\text{srw}} = \frac{1}{2} e^{-t} ((2 + \pi L_1(t)) t I_0(t) - (2 + \pi t L_0(t)) I_1(t)), \]  

(31)

and the limits are

\[ \lim_{t \to 0} F(0, t)_{\text{srw}} = \frac{t}{2} - \frac{t^2}{2} + \frac{13t^3}{48} + ... \]  

(32)

\[ \lim_{t \to \infty} F(0, t)_{\text{srw}} = \frac{1}{\sqrt{2\pi} t^{3/2}} + \frac{9}{8\sqrt{2\pi} t^{5/2}} + \frac{345}{128\sqrt{2\pi} t^{7/2}} + ... \]  

(33)

In figure 2, the analytical expressions in (19), (20), (22) and (26) for the first passage probability density of a biased random walker in one dimension are compared with the numerical simulations of the same. In order to extract \(\tilde{F}(x, s)\), we perform numerical Laplace transformation of the data for \(F(x, t)\). Since it is difficult to resolve the small time first passage probabilities exactly to arbitrary accuracy by simulations, the numerical Laplace transform exhibits a finite error in the large \(s\) limit. This error reduces by increasing the number of realisations being averaged.

3. Symmetric random walk in two dimensions

We next consider the motion of a symmetric random walker on a two dimensional square lattice where the lattice points are labelled by variables \((x, y)\). The simplest case where only nearest neighbour hops are allowed is studied. Let \(P(x, y, t)\) be the probability for the random walker to be at lattice position \((x, y)\) at time \(t\) given that \(P(x, y, t = 0) = \delta_{x,0}\delta_{y,0}\). The translational rate for a symmetric random walker along all the four lattice directions is \(\frac{1}{4}\). One can write the equation for the evolution of \(P(x, y, t)\) as

\[ \frac{\partial P(x, y, t)}{\partial t} = \frac{1}{4} (P(x - 1, y, t) + P(x + 1, y, t) + P(x, y - 1, t) + P(x, y + 1, t)) - P(x, y, t). \]  

(34)
3.1. Occupation probability

Let us define the Fourier-Laplace transform of the occupation probability as

\[ \tilde{P}(k_x, k_y, s) = \int_0^\infty \sum_{x=-\infty}^{\infty} \sum_{y=-\infty}^{\infty} e^{i(k_xx + k_yy) - st} P(x, y, t) dt. \]  

(35)

From (34), we get

\[ \tilde{P}(k_x, k_y, s) = \frac{2}{2(1 + s) - \cos k_x - \cos k_y}. \]  

(36)

Doing a Fourier inversion of the above equation gives the Laplace transform of the occupation probability. That is,

\[ \tilde{P}(x, y, s) = \frac{1}{4\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{-i(k_xx + k_yy)} P(k_x, k_y, s) dk_x dk_y. \]  

(37)

Integrals of this kind appear when we deal with the Green’s functions for various lattice structures in different dimensions. The Green’s function is the kernel of the discrete Laplacian operator \((\nabla^2)\) on the \(d\) dimensional lattice. Although these lattice Green’s functions have been computed in closed form in terms of generalised hypergeometric functions and other special functions, the fact that these are exactly the same integrals that appear in the random walk context is still not widely identified. For example, the integral in (37) is exactly the lattice Green’s function for a square lattice [30]. For references on the applications of the lattice Green’s functions in random walk studies, see [38–40]. Other examples for the applications of lattice Green’s functions in varying physical situations can be found in [41–44]. This paper utilises the already known results for lattice Green’s functions in the literature to compute the double integral in (37). Katsura and Inawashiro have exactly computed the square lattice Green’s function in [30]. Using this, we obtain

\[ \tilde{P}(x, y, s) = \frac{\,_{4}F_{3}\left(\frac{1+|x|+|y|}{2}, \frac{1+|x|+|y|}{2}, \frac{2+|x|+|y|}{2}, \frac{2+|x|+|y|}{2}; 1 + |x|, 1 + |y|, 1 + |x| + |y|; \frac{1}{(1+s)^2}\right)}{2^{2(|x|+|y|)}(1+s)^{1+|x|+|y|} |(x+y)|! |x+y|!}. \]  

(38)

The general hypergeometric function \(_pF_q(a_1, a_2, \ldots, a_p; b_1, b_2, \ldots, b_q; z) [45]\) is defined as

\[ _pF_q (a_1, a_2, \ldots, a_p; b_1, b_2, \ldots, b_q; z) = \sum_{k=0}^{\infty} \frac{(a_1)_k \cdots (a_p)_k z^k}{(b_1)_k \cdots (b_q)_k k!}. \]  

(39)

where \((a)_k\) [and \(b(k)\)] is the rising factorial or the Pochhammer symbol given as

\[ (a)_k = \frac{\Gamma(a + k)}{\Gamma(a)}, \quad \forall \ k \in \mathbb{Z}^*. \]  

(40)

For \(x = y\), the integration yields,

\[ \tilde{P}(x, s) = \frac{\Gamma\left(\frac{1}{2} + |x|\right) \,_{2}F_{1}\left(\frac{1+2|x|}{2}, \frac{1+2|x|}{2}; 1 + 2|x|; \frac{1}{(1+s)^2}\right)}{2^{2|x|}(1+s)^{1+2|x|}\sqrt{\pi} \Gamma(1 + |x|)}. \]  

(41)
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Figure 3: (a) Occupation probability of a symmetric random walker \( P(x, y, t) \), in two dimensions plotted as a function of time for different \( x, y \). The solid lines correspond to the theoretical result in (46) whereas the points are from simulations. The simulation data is averaged over \( 10^8 \) realisations. (b) The Laplace transform of the occupation probability of a symmetric random walker in two dimensions \( \tilde{P}(x, y, s) \), plotted as a function of \( s \) for different \( x, y \). The solid lines correspond to the theoretical result in (38) and the points are from simulations. (c) Numerical simulation data (points) for \( \tilde{P}(x, y, s) \) converge with the theoretical result (black solid line) more accurately as the number of realisations is increased. The error in \( P(x, y, t) \) due to finite sampling at short times appears as a correction to \( \tilde{P}(x, y, s) \) in the large \( s \) limit. Here, \( x \) and \( y \) are fixed to be 4.

where \( \tilde{P}(x, s) = \tilde{P}(x, x, s) \) from which we get

\[
\tilde{P}(0, s) = \frac{2K\left(\frac{1}{1+s^2}\right)}{\pi(1 + s)}. \tag{42}
\]

\( \Gamma \) is the Gamma function and \( K \) is the elliptic integral of the first kind defined as

\[
K(m) = \int_{0}^{\frac{\pi}{2}} \frac{1}{\sqrt{1 - m \sin^2(\theta)}} d\theta. \tag{43}
\]

The limits of the Laplace transform in (42) are found to be

\[
\lim_{s \to 0} \tilde{P}(0, s) = -\frac{\log \left(\frac{s}{8}\right)}{\pi} + s \left(\frac{1 + \log \left(\frac{s}{8}\right)}{2}\right) - \frac{s^2 \left(7 + 5 \log \left(\frac{s}{8}\right)\right)}{16\pi} + ..., \tag{44}
\]

and

\[
\lim_{s \to \infty} \tilde{P}(0, s) \approx \frac{1}{s} - \frac{1}{s^2} + \frac{5}{4s^3} - \frac{7}{4s^4} + .... \tag{45}
\]

(38) on Laplace inversion gives the known result [21],

\[
P(x, y, t) = e^{-t}I_{|x|} \left(\frac{1}{2}\right) I_{|y|} \left(\frac{t}{2}\right). \tag{46}
\]

The comparison of the theoretical results for the occupation probability in two dimensions (38), (46) for different combinations of \( x \) and \( y \) with numerical simulation
data is presented in figure 3. For the lattice points close to the origin, numerical data fits well with the theoretical prediction. However, the small time occupation probabilities of the lattice points farther away from the origin are not well resolved due to finite sampling. This appears as a correction to the Laplace transform in the large $s$ limit (see figure 3b). This error can be reduced by increasing the number of realisations being averaged. The convergence of the simulation data for $\tilde{P}(x, y, s)$ to the theoretical prediction with an increase in the number of realisations is shown in figure 3c.

3.2. First passage probability

Similar to the calculation in one dimension, one can write recursion relations connecting the Laplace transforms of the occupation probability and the first passage probability density in two dimensions. For $x = y = 0$, we get

$$\tilde{F}(0, s) = 1 - \frac{1}{\tilde{P}(0, s)(s + 1)},$$

where $\tilde{F}(0, s) = \tilde{F}(0, 0, s)$ and $\tilde{P}(0, s) = \tilde{P}(0, 0, s)$. For non zero $x, y$, we get

$$\tilde{F}(x, y, s) = \frac{\tilde{P}(x, y, s)}{\tilde{P}(0, s)}, \forall x, y \neq 0.$$  \hspace{1cm} (48)

Using (38) and (42) in (48) yields

$$\tilde{F}(x, y, s) = \frac{4 F_3 \left( \frac{1+|x|+|y|}{2}, \frac{1+|x|+|y|}{2}, \frac{2+|x|+|y|}{2}; 1 + |x|, 1 + |y|, 1 + |x| + |y|; \frac{1}{(1+s)^2} \right)}{2K \left( \frac{1}{(1+s)^2} \right)^2} \times \frac{2^{|x|+|y|}}{\pi (|x|^2 + |y|^2)^{1/2}}.$$  \hspace{1cm} (49)

(49) is the exact analytic expression for the characteristic function of the first passage time distribution of a symmetric random walker on a two dimensional square lattice. This expression holds for any site other than the origin. The corresponding expression for diagonal sites is greatly simplified by setting $x = y$ and the characteristic function turns out to be

$$\tilde{F}(x, s) = \frac{\pi \Gamma \left( \frac{1}{2} + x \right) 2 F_1 \left( \frac{1}{2} + x, \frac{1}{2} + x; 1 + 2x; \frac{1}{(1+s)^2} \right)}{2^{2x}(1 + s)^2 \sqrt{\pi} \Gamma(1 + x) 2K \left( \frac{1}{(1+s)^2} \right)},$$

where $\tilde{F}(x, s) = \tilde{F}(x, x, s)$. The characteristic function for the time of first return to the origin ($x = y = 0$) is found by using (42) in (47). This gives

$$\tilde{F}(0, s) = 1 - \frac{\pi}{2K \left( \frac{1}{(1+s)^2} \right)}.$$  \hspace{1cm} (51)

The limits to (51) are found to be

$$\lim_{s \to 0} \tilde{F}(0, s) = 1 + \frac{\pi}{\log \left( \frac{x}{\delta} \right)} + \frac{\pi s (1 - \log \left( \frac{\delta}{\delta} \right))}{2 \log^2 \left( \frac{x}{\delta} \right)} + \ldots,$$  \hspace{1cm} (52)
First passage statistics of Poisson random walks

\[
F(x, y, s) = \begin{cases}
\frac{1}{4s^2} - \frac{1}{2s^3} + \frac{53}{64s^4} - \frac{21}{16s^5} + \ldots, & \text{if } x = 4, y = 4
\end{cases}
\]

Figure 4: (a) The characteristic function of the first passage time distribution of a symmetric random walker on a two dimensional square lattice \(\tilde{F}(x, y, s)\), plotted as a function of \(s\) for different \(x, y\). The solid lines correspond to the theoretical result in (49) whereas the points are from simulations. The simulation data is averaged over \(10^6\) realisations. (b) Numerical simulation data (points) for \(\tilde{F}(x, y, s)\) converge with the theoretical result (black solid line) more accurately as the number of realisations is increased. The error in \(F(x, y, t)\) due to finite sampling appears as a correction to \(\tilde{F}(x, y, s)\) in the large \(s\) limit. Here, \(x\) and \(y\) are fixed to be 4.

The asymptotic behaviour of \(F(0, t)\) can be deduced from (52) by doing a term by term Laplace inversion. For the leading order term, we have

\[
\lim_{t \to \infty} F(0, t) = \frac{\pi}{t \log^2(t)},
\]

which matches with the asymptotic time dependence in [19].

The characteristic function \(\tilde{F}(x, y, s)\), in (49) is compared with numerical simulation data in figure 4. Numerically, this is done by taking a numerical Laplace transform of the data for \(F(x, y, t)\). For the sites closer to the origin, finite sampling gives a very good fit with the theoretical prediction. The error in \(\tilde{F}(x, y, s)\) due to finite sampling in the large \(s\) limit increases as we go farther from the origin. However, this can be reduced by increasing the number of realisations being averaged (see figure 4b).

4. Summary and conclusions

In this paper, we have investigated the first passage properties of continuous time Markov processes on one and two dimensional infinite lattices. We have derived exact closed forms for the first passage probability density in one and two dimensions. First, we derived an exact expression for the probability of first return to the origin of a biased random walker in one dimension in terms of modified Bessel and Struve functions. Next, we obtained an exact expression for the characteristic function or the Laplace transform of the probability of first passage to an arbitrary site of a symmetric random walker.
on a two dimensional square lattice. This primary result for the characteristic function follows from the mapping to the square lattice Green’s function. As the mapping to lattice Green’s functions is quite general, it would be interesting to extend this mapping to other lattice structures as well as to higher dimensions [30–36].
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