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Abstract—Robotics has long been a field riddled with complex systems architectures whose modules and connections, whether traditional or learning-based, require significant human expertise and prior knowledge. Inspired by large pre-trained language models, this work introduces a paradigm for pre-training a general purpose representation that can serve as a starting point for multiple tasks on a given robot. We present the Perception-Action Causal Transformer (PACT), a generative transformer-based architecture that aims to build representations directly from robot data in a self-supervised fashion. Through autoregressive prediction of states and actions over time, our model implicitly encodes dynamics and behaviors for a particular robot. Our experimental evaluation focuses on the domain of mobile agents, where we show that this robot-specific representation can function as a single starting point to achieve distinct tasks such as safe navigation, localization and mapping. We evaluate two form factors: a wheeled robot that uses a LiDAR sensor as perception input (MuSHR), and a simulated agent that uses first-person RGB images (Habitat). We show that fine-tuning small task-specific networks on top of the larger pretrained model results in significantly better performance compared to training a single model from scratch for all tasks simultaneously, and comparable performance to training a separate large model for each task independently. By sharing a common good-quality representation across tasks we can lower overall model capacity and speed up the real-time deployment of such systems.

I. INTRODUCTION

Recent advances in machine learning architectures have started a paradigm shift from task-specific models towards large general purpose models. Such a shift has most commonly been observed in the domain of natural language, as evidenced by large language models such as BERT [1], GPT-3 [2] and Megatron-Turing [3], as well as in computer vision [4]–[6].

Some of these large models already combine multiple data modalities such as text, images, video, audio, as well as the relationship between datapoints over time [7, 8]. The use of foundational models is appealing because they are trained on broad datasets over a wide variety of downstream tasks, and therefore provide general skills which can be used directly or with minimal fine-tuning to new applications. More recently, large pretrained models have been applied to multi-task learning spanning multiple domains [9].

While machine learning models are finding widespread use in robotics, most of them have been task or hardware-specific, which necessitate redesign and retraining if there are minor changes in robot dynamics, environment, or operational objectives [10]. A contrast can be drawn between such approaches in robotics and research in the domain of natural language. For instance, hand-crafted language models that encoded grammatical rules and syntax have been replaced by large models that can learn directly from data. Such large models often encode general purpose information about language, grammar, and can be finetuned for specific tasks with relative ease. Similarly, we envisage a general architecture for robotics that requires less priors and domain expertise, and can serve as a starting point for several tasks.

The representation learning methods presented in this paper are built to be agnostic to the specific robotics domain as long as we use states and actions to represent our system. However, this paper focuses on domains related to mobile agents, where the typical robot autonomy pipeline involves objectives such as localization, mapping, and planning.

Recent works have just started to explore the use of pretrained models towards robotic decision-making. The main challenges in robotics that differ from traditional language, vision and vision-language models are:

- **Multi-modal data**: unlike large language models that are limited to a single domain of data, robotics models often need to process disparate input modalities (images, point clouds, velocities, arbitrary features), and output low and high-level decisions;
- **Sequential decision-making**: actions have consequences, and a robotics model must be able to not only summarize the current information, but also reason about the multitude of possible futures scenarios and the causal relationships between the problem’s variables;
Expensive and scarce data: unlike language and vision data, real-world robotics data is prohibitively expensive to collect in large quantities, and therefore requires the use of simulators which often involves a sim-to-real gap. In addition, data collected for a particular robot form does not necessarily generalize across new platforms or tasks, and sufficient data diversity is problematic.

In this paper, we present a pre-training paradigm for robotics, with special experimental focus on the domain of mobile agents. We identify that at their core, most robotic agents process a perception-action loop between their states/observations, and associated actions - and that an understanding of state-action transitions is beneficial for several tasks in the pipeline of robot autonomy. We hence present the Perception-Action Causal Transformer (PACT), a transformer-based generative model that is trained on sequences of states and actions coming from robot trajectories. By learning to autoregressively predict such sequences, PACT implicitly encodes general purpose information such as the notion of which next state would be reached from a current state and action (robot dynamics), as well as the notion of which action to take given a certain state. We train PACT on trajectories obtained from two different navigation domains (MuSHR wheeled car and virtual Habitat agent), and we show that representations learnt by PACT can act as a base to efficiently solve several robotics tasks such as localization, mapping and navigation.

Our main contributions are listed below:

- We propose a pretraining architecture for robotics tasks based on a Perception-Action Causal Transformer (PACT), which uses an autoregressive objective to encode state-action transitions;
- Within the domain of mobile agents, we show that this pretrained model can provide a single reasonable starting point for the tasks of safe navigation, localization, and mapping. We experimentally verify that our frozen common representation can achieve performance levels similar to training separate networks of equal capacity individually for each downstream task, and significantly higher performance than training a single network for all tasks from scratch.
- We provide experiments in navigation tasks that span different data modalities (LiDAR and RGB) and robot dynamics models (wheeled, omni-directional), and real-world robot validation.

II. Related Work

Learning robotics representations: Approaches for task learning in robotics can be categorized into three main segments. The first, and the most common, is the task-specific training approach where modules are designed specific to each task. Such methods have been proposed for several of the most common robotic tasks such as visual/LiDAR based localization, mapping, path planning and control [11, 12]. Another category involves multi-task learning approaches, where models are trained jointly to be able to solve several tasks [13, 14]. Finally, there exists a class of techniques that perform task-agnostic pre-training, whose representations can later be finetuned for a task of choice [15–17].

Multi-modal robotics representations: Representation learning is a rapidly growing field. The existing visual-language representation approaches primarily rely on BERT-style [1] training objectives to model the cross-modal alignments. Common downstream tasks consist of visual question-answering, grounding, retrieval and captioning etc. [5, 6, 18, 19]. Learning representations for robotics tasks poses additional challenges, as perception data is conditioned on the motion policy and model dynamics [20]. Visual-language navigation of embodied agents is well-established field with clear benchmarks and simulators [21, 22], and multiple works explore the alignment of vision and language data by combining pre-trained models with fine-tuning [23–25] To better model the visual-language alignment, [26] also proposed a co-grounding attention mechanism. In the manipulation domain we also find the work of [27], which uses CLIP [28] embeddings to combine semantic and spatial information.

Transformers in robotics: Transformers were originally introduced in the language processing domain [29], but quickly proved to be useful in modeling long-range data dependencies other domains. Within robotics we see the first transformers architectures being used for trajectory forecasting [30], motion planning [31, 32], and reinforcement learning [33, 34]. Our main difference between the related works in [33, 34] (Decision Transformer and Trajectory Transformer) is that they are focused on training a model for a single task, while we propose learning representations amenable to multiple downstream tasks for a robot.

III. Pretraining Approach

We aim to create a general purpose pre-training architecture that can be trained to produce an effective state-action representation. Our model is called the Perception-Action Causal Transformer, (PACT) which works as a causal transformer that ingests perception and action data. Note that, as is typical in robotics, the states that are being learned by our model are not the ground truth states, but rather sensor observations. Using this data, PACT is expected to learn an effective joint representation of states and actions, resulting in an implicit understanding of dynamics in an end-to-end manner.

A. Tokenization

In a large variety of applications, raw observations can be of distinct modalities, (e.g. RGB images, LiDAR scans, depth maps). Similarly, robot actions can be of several types as well such as steering angles, motor commands, or a discrete choice from a predefined library of actions. In order to convert such a wide variety of data into a format that is easily accessible by the Transformer, a tokenization procedure is required. We create state and action tokenizers such that our PACT model can ingest different observation modalities, and can also handle discrete and continuous action spaces. We describe specific architectures next:

RGB images: We use a ResNet-18 backbone [35] trained
Fig. 2: Perception-Action Causal Transformer (PACT) architecture. \( \hat{a} \) and \( \hat{s} \) are autoregressively predicted actions and states. The tokenizer does not share information across data, and applies operations individually on raw data inputs. The black and green arrows represent predictions heads for actions and future state tokens respectively.

from scratch to compute features for RGB images, which are then converted into a token of length 128.

**Raw LiDAR scans**: We use a 2D LiDAR that returns a sequence of range values. We convert these values into XY locations relative to the vehicle, and then use PointNet [36] to compute a feature vector. We remove PointNet’s transformer blocks so that the resulting token is not agnostic to the point cloud’s orientation relative to the vehicle.

**BEV LiDAR scans**: An alternate approach to tokenize LiDAR scans was to convert the returns into a bird’s eye view (BEV) image of size 200 × 200 corresponding to 15 × 15 meters around the robot and process it with a ResNet-18 backbone to a token of size 128. While this technique presented equivalent performance to PointNet in simulation, we found that sim-to-real transfer was more robust using BEV projection.

**Discrete actions**: For Habitat we have a 4D discrete action space with ‘left’, ‘right’, ‘forward’, and ‘stop’ actions. We use a simple linear embedding to map the 4D actions to a token.

**Continuous actions**: We use a 2-layer MLP to map continuous actions into tokens.

### B. Model design

The Transformer architecture [29] has found significant use in sequence modeling problems. Most Transformer models consist of stacked self-attention layers, and operate on a sequence of embeddings corresponding to input tokens, and transform them into another sequence of embeddings of equal length. Let us assume \( s_t \) and \( a_t \) to represent the state and action at time \( t \), and consider a trajectory \( \tau \) as a sequence of pairs of the form \( \tau = \{ (s_0, a_0), (s_1, a_1), ..., (s_T, a_T) \} \). In our work we attempt to autoregressively model this sequential data of states and actions using the causal transformer architecture, similar to the GPT architecture [2]. The transformer’s causal self-attention mask ensures that any particular output token within the sequence is a result of operations over only tokens in past time steps.

As shown in Fig. 2, the main blocks in PACT are the state and action tokenizers, causal transformer blocks and prediction heads. Our model computes predictions within a limited time horizon of length \( K \) which contains a total of \( 2K \) tokens of alternating states and actions. Each input is first tokenized into the embedding dimension, and added with a learned positional embedding for each time step. Similar to Decision Transformer [33], we use a global time embedding to indicate the token’s position within the full sequence (1 → \( 2K \)), and a local time embedding which indicates the current time step (1 → \( K \)). This combined sequence of inputs is then fed through multiple layers of causal Transformer blocks to result in a set of output embeddings.

### C. Pre-training Objectives

Let \( q(\cdot) \) represent the tokenizer operation, and \( X(\cdot) \) represent the transformer embedding operation for a given token. To pretrain PACT, we use self-supervised learning with separate action and state prediction heads. The action prediction head \( h_a \) is expected to predict the appropriate next action given the current state embedding \( h_a(X(q(s_t))) \rightarrow a_t \), acting as a policy. The state prediction head \( h_s \) predicts the next state token given the previous state and action embeddings \( h_s(X(q(s_t))) \rightarrow q(s_{t+1}) \), acting as a dynamics model.

### D. Implementation details

Model and training parameters are found below:

| Hyperparameter            | Value |
|---------------------------|-------|
| # of layers               | 12    |
| # of attention heads      | 8     |
| Embedding length          | 128   |
| Time sequence length      | 16    |
| Batch size                | 32    |
| Pre-training Learning rate| 6e-4  |
| Finetuning Learning rate  | 6e-5  |
| Weight decay for transformer weights | 1e-1 |
| Weight decay for all other layers | 1e-4 |
| LR schedule               | Ramp-up to 5%, then decay |
| Dropout                   | 0.1   |

### IV. Downstream Tasks and Experimental Setup

Our goal is to use the pre-trained PACT representation as a basis for different robotics downstream tasks. We focus our evaluation on the domain of mobile agents, and show that our robot-specific representations can function as a single starting point towards safe navigation, localization, and mapping.

#### A. Finetuning pipeline

**Localization**: Here define robot localization as the task of predicting the robot’s pose over time relative to the initial pose of the trajectory. Our network runs a deep odometry algorithm, calculating the pose difference between consecutive time steps: \( p_{t-1} \rightarrow p_t \). We use a lightweight 3-layer MLP \( h_{\text{loc}} \) ([64, 32, 3]) as the localization task decoder (Fig. 3, left), whose input is a tuple containing the previous state and action.
Fig. 3: PACT representations can be used for downstream tasks such as localization (left), which needs frame-to-frame computations, and mapping (right) which accumulates data over a window of time.

embeddings plus and current state embedding: \( p_{t-1 \rightarrow t} = h_{\text{loc}}(X(q(s_{t-1})), X(q(a_{t-1})), X(q(s_t))) \). We train the head using MSE loss with respect to the ground-truth pose difference \( \{\Delta X, \Delta Y, \Delta \theta\} \). The pose differences are integrated over time to estimate the robot’s global pose. Note that we can use the transformer in a rolling-window fashion and accumulate poses over the entire trajectory duration, much longer than the original transformer length \( K \).

Mapping: We define mapping as the task of predicting a local 2D occupancy image \( I_o \) around the robot’s current location (as a top-down view), given the local history (length \( K \)) of the state and action embeddings. We use a 2-layer deconvolutional decoder \( h_{\text{map}} \) to output an image of size \( 64 \times 64 \) that represents the local occupancy of an area of \( 15 \times 15 \) meters surrounding the robot: \( I_o = h_{\text{map}}(X(q(\tau_{j:j+K})) \). We train the mapping decoder (Fig. 3, right) using an MSE loss over the binary ground-truth pixel values.

B. Experimental setup

MuSHR car: We apply PACT to a wheeled robot platform, MuSHR [37], which is equipped with a 2D LiDAR sensor with angular resolution of 0.5 degree, and takes a steering angle in the range of \([-21.75, 21.75]\) deg. as control input. The data for pre-training and downstream tasks is obtained by running a MuSHR simulator on a real-world map collected from an office environment of approximately \( 75m \times 30m \). The simulator contains an expert MPC planner which outputs safe trajectories given the occupancy map. Using this simulator, we record LiDAR scans and corresponding actions for a total of 5.5K trajectories, or 3M perception-action tokens.

For all simulated experiments the observations, or LiDAR scans, are first converted into a feature vector of size 1024 using learned PointNet [36], and then reduced into a token of dimension 128. For real-world experiments we verified experimentally that processing a top-down LiDAR projection image resulted in better policy transfer, as explained in Section III-A. Each action is converted from a continuous scalar into a token in a dimension of 128 using a two-layer MLP.

Habitat: We also test our method in the Habitat simulator [38]. In this case, we train our models on data obtained from expert trajectories on the PointNav task in Habitat. We record the first-person camera images and action information across 10, collecting a total of 10K episodes, or 840K tokens. Actions belong to a discrete set (‘left’, ‘right’, ‘forward’, and ‘stop’). We train a ResNet18 [35] encoder to tokenize the images of size \( 224 \times 224 \), and use single linear embedding to tokenize the discrete actions from a one-hot vector. All embeddings are mapped to a size of 128.

V. RESULTS

A. Main Experimental Hypotheses

We investigate a set of hypotheses regarding pre-training and finetuning representations for navigation scenarios. The main metrics used here are MSE (mean squared error), MAE (mean absolute error), and ATE (absolute trajectory error). We detail these hypotheses and results below:

H1 - PACT representations can achieve similar or better performance than models trained from scratch:
As discussed in [39], there are no theoretical guarantees that finetuning a model starting from a pre-trained representation will necessarily achieve better results than training from scratch, given enough data and time. In this hypothesis we want to validate that the PACT representation starting point can achieve at least a similar, and ideally better, performance in downstream tasks when compared to training a network from scratch for localization and mapping.

Tables II and III show the comparison results. For the columns under ‘PACT’ we first pre-train a base model for each environment, and as a second step we finetune this representations for the downstream tasks. ‘F’ indicates a frozen representation, where only the small task-specific head is trained, and ‘T’ indicates a fully trainable network. The ‘Scratch’ column shows networks trained starting from random weights. Figure 5 displays visualizations of the output from the four different models for MuSHR and Habitat.

The main conclusions from tables II and III is that in general our hypothesis holds true, and networks derived from PACT pre-training achieve similar and in several cases better results than randomly initialized weights. We also find, not surprisingly, that trainable representations (T) generally achieve better results than freezing the transformer encoder layers (F). The gap in performance between F and T is especially large for the Habitat environment, likely due to the high dimensionality of the image perception modality.

In Figure 6 we also investigate the training time required to achieve good performance for pre-trained versus random weights. We can see that PACT offers a better initialization, even if training from scratch eventually surpasses its performance in later epochs.

H2 - The PACT representation is a good starting point for multiple tasks: One of our major objectives with PACT is...
to show that it can serve as a general common representation, useful for a diverse set of downstream tasks. Leveraging a common representation is advantageous for a neural robotics architecture with real-time compute constraints because we can use a single expensive feature extraction module followed by lightweight decoders for each task as opposed to multiple individual large networks. In addition, the training process for downstream tasks should require less data and compute if initialized with a good representation.

In Table IV we make a direct comparison between multi-head training for localization, mapping and navigation simultaneously from scratch versus initialization with PACT features. The table shows that PACT features can achieve superior performance for our mobile agent tasks. The performance gap holds especially in low-data regimes, showing that our transformer can effectively use the pre-training procedure to serve as a good-quality initialization.

**TABLE IV:** Joint multi-head training from scratch versus training from frozen PACT representation

| # of training episodes | Multi-head training from scratch | Finetuned PACT representation |
|------------------------|---------------------------------|------------------------------|
|                        | Loc ATE | Map MSE | Acc | Loc ATE | Map MSE |
| MuSHR                  |     |       |     |     |       |
| 100                    | 18.5   | 0.39   | 10.3 | 0.40   |
| 1000                   | 8.12   | 0.31   | 10.3 | 0.40   |
| 5500                   | 4.87   | 0.22   | 3.94 | 0.21   |
| Habitat                |     |       |     |     |       |
| 100                    | 55.9   | 0.45   | 6.84 | 0.34   |
| 1000                   | 14.3   | 0.41   | 13.4 | 0.33   |
| 5500                   | 4.08   | 0.30   | 3.94 | 0.29   |

**TABLE V:** Pre-training comparison

| # of episodes | Task                  | State only | Action only | State and Action |
|---------------|-----------------------|------------|-------------|------------------|
| MuSHR         | Localization ATE      | 52.0       | 4.34        | 4.21             |
|               | Mapping MSE           | 0.609      | 0.331       | 0.326            |
| Habitat       | Localization ATE      | 2.92       | 3.208       | 1.512            |
|               | Mapping MSE           | 0.596      | 0.110       | 0.053            |
B. Additional Ablations

Model size and transformer sequence length: We analyze the pre-training model performance for MuSHR as a function of the number of tokens used for training and as a function of model capacity, expressed as the number of layers of the transformer architecture. We evaluated 4 model sizes (3, 6, 12, 24 layers), as shown in Fig 7a. Performance is measured in terms of average number of meters traversed over 150 model deployments in a realistic floor plan.

![Fig. 7: a) Effect of model and dataset sizes on pre-training performance measured as the average number of meters traversed until a crash; b) Effect of transformer layer depth on action prediction MAE.](image)

In general we see an improvement in model performance as we increase the number of training tokens. Interestingly, larger models did not necessarily result in better performance for robot navigation. Even though larger models consistently presented better loss values for action prediction on a static dataset, (Fig. 7 b), when it comes to real-time deployment the larger network capacity introduces inference delays that become a disadvantage and lead to earlier crashes. For example, while LiDAR perception measurements arrive to the vehicle every 0.077s (13Hz), the largest model of 24 layers takes on average 0.023s for inference with a RTX3090 GPU, roughly 40% longer the 3 layer model (0.016s). These time differences can amount to even larger performance gaps in small embedded systems, and further emphasize the importance of multiple downstream task architectures sharing a common representation branch for real-time robotics applications.

**Generative properties of the pre-trained model:** Analogous to how a model like GPT-3 operates, we can bias the future distribution of states and actions produced by our pre-trained model by prompting the transformer sequence with specific initial values. Fig. 8 displays heatmaps with state distributions for multiple runs where the car was initialized in the same position and orientation, and the only difference being the prompting of the very first 15 action tokens. The figure highlights that prompting with straight trajectories results in future actions that tend to keep the vehicle on a straighter course when compared to the actions that are generated from prompts including turns. It demonstrates the effectiveness of PACT to generate sequences of actions that mimic a desired behavioral prompt.

**Real-world experiments:** Even thought the entirety of the pre-training data was generated in a robotics simulator, we tested how transferable the transformer features and action prediction decoder were when deployed in the wild. We deploy the MuSHR car in real life and show results in Figure 9. Longest runs we observed were in the order of 80 meters, despite the sim-to-real gap, demonstrating the robustness of our model.

![Fig. 8: Visualization of state distribution heatmaps for different prompting sequences.](image)

![Fig. 9: Real-world deployment of pre-trained model](image)

VI. Conclusion and Discussion

We presented PACT, a Perception-Action Causal Transformer architecture aimed at building a general purpose representation from robot data in a self-supervised fashion. Through autoregressive prediction of states and actions over time, we showed that our model can implicitly encode robot states, dynamics and behaviors. Such a representation, built in a robot-specific way, can function as a single starting point to achieve distinct tasks such as safe navigation, localization and mapping.

We demonstrated our approach in two navigation scenarios using a wheeled robot and a simulated agent, and showed that fine-tuning task-specific networks for localization and mapping on top of the pre-trained models results in better performance compared to models that are trained from scratch. In addition, sharing a single common representation across tasks is advantageous to speed up real-time deployment, opening a promising avenue towards foundational models for robotics and control tasks.

When considering future work, we highlight the fact that PACT does not necessarily require optimal demonstrations to learn statistical patterns between state-action tokens, which lowers the burden of developing expert trajectories towards collecting reasonable demonstrations. We are interested in a more formal analysis of how demonstration quality affects the representation performance.
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