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Abstract

Video-to-Text (VTT) is the task of automatically generating descriptions for short audio-visual video clips, which can support visually impaired people to understand scenes of a YouTube video for instance. Transformer architectures have shown great performance in both machine translation and image captioning, lacking a straightforward and reproducible application for VTT. However, there is no comprehensive study on different strategies and advices for video description generation including exploiting the accompanying audio with fully self-attentive networks. Thus, we explore promising approaches from image captioning and video processing and apply them to VTT by developing a straightforward Transformer architecture. Additionally, we present a novel way of synchronizing audio and video features in Transformers which we call Fractional Positional Encoding (FPE). We run multiple experiments on the VATEX dataset to determine a configuration applicable to unseen datasets that helps describing short video clips in natural language and improved the CIDEr and BLEU-4 scores by 37.13 and 12.83 points compared to a vanilla Transformer network and achieve state-of-the art results on the MSR-VTT and MSVD datasets. Also, FPE helps increase the CIDEr score by a relative factor of 8.6%.

1. Introduction

Recurrent Neural Networks are a common architecture to model language generation tasks. Especially Long short-term memory (LSTM) Networks in combination with Deep Convolutional Neural Networks are used to generate descriptions of images [22,23,46]. The architectures have matured over the years and introduced self-attention for LSTM Layers [53]. These methods have also become more and more popular for machine translation tasks, whose encoder-decoder architecture originally inspired the Show and Tell model of Vinyals et al. [46]. Recently, Vaswani et al. [44] introduced a simple network architecture that is solely based on attention mechanisms and gets rid of convolutions altogether. Given the massive improvements in the task of sequence transduction and machine translation, it is natural to adapt this technique to Image Captioning [9].

In this work, we focus on the Video-to-Text (VTT) task, which is actually quite similar to Image Captioning. We develop a model that is easy to implement and yet generates high-quality captions. We start with a Transformer modified to cope with video inputs as baseline and investigate several improvements by adopting various techniques from the domain of Image Captioning. We focus on promising extensions in order to develop a model which is easy to reproduce. Ultimately, we present a way to easily align video and audio features independent of their respective sampling rates. We align the features by extending the Positional Encoding to support fractional positions.

Our contributions are as follows:

- We develop a simple Transformer model for generating descriptions for short video clips. We reuse and adopt promising approaches from Image Captioning and human action classification for video clips that does not consist of an ensemble of multiple models.

- We present a combination of learning rate schedules that increases performance and shortens convergence time for VTT.

- Finally, we introduce Fractional Positional Encoding (FPE), an extension to the traditional Positional Encoding, which allows to synchronize video and audio frames dependent on their respective sampling rate. By using FPE, we improve our CIDEr score by 37.13 points in comparison to the baseline. Furthermore, we achieve state-of-the-art scores on the MSVD and MSR-VTT datasets.

2. Related Work

Generating captions automatically from images is a task that has been widely studied. Most image captioning
models are inspired by the machine translation encoder-decoder architecture and come with a vision CNN encoder and a language generating Recurrent Neural Network (RNN) [12, 23, 46]. Shortly after these initial works on Image Captioning, visual attention mechanisms have shown to benefit image description generation [2, 53].

Video-to-Text (VTT) is the natural continuation to Image Captioning. Instead of generating short descriptions for still images, VTT tries to infer descriptions from short video clips. Pan et al. [33] use an encoder that utilizes 3D and 2D CNN features while the decoder is LSTM based. Many other works [13–15] make use of 2D and/or 3D features in the encoder and generate the descriptions with an LSTM decoder. Similar to Image Captioning, works in VTT have adopted traditional attention mechanisms [7, 21, 28, 30, 37, 47–49, 55, 57] and use object-level features [1, 17, 55, 57] in the encoder to improve the generation of descriptions.

One big leap for machine translation was the introduction of the Transformer architecture by Vaswani et al. [44]. By replacing recurrence with self-attention modules, they better utilized long-term dependencies and improved the state-of-the-art at a fraction of the training cost. Similar to the recurrent machine translation models, the Transformer architecture was quickly adopted in the task of image captioning [9, 19, 26, 54].

As Transformers operate on sequences of features, it is easy to modify this architecture to describe short video clips. Various other video description datasets depicting everyday activities have been presented [3, 6, 32, 52]. In this work, we mainly focus on the VATEX Captioning dataset [27], which has also been used in the Video-to-Text (VTT) task [17, 27, 42, 56–58]. Furthermore, we validate our models on the MSR-VTT [52] and MSVD [6] datasets.

3. Model

We utilize a slightly modified Transformer [44] as our baseline model. The Transformer architecture is built around the idea of transforming sequences from one domain to another, i.e., the original Transformer is a machine translation model that operates on sequences of tokens (words). However, we work on a different input domain (i.e., video clips) instead of sentences. Thus, we modified the encoder of the original Transformer architecture by altering its inputs. For the baseline architecture, we feed the encoder with embedded images \( x = (x_1, \ldots, x_n) \) for every video frame instead of embedded tokens. After embedding the image features, we add the positional encoding on top of these embeddings in order to maintain information about absolute and relative ordering of the sequence. As videos are sequences of frames, we can adopt the same Positional Encoding that Vaswani et al. [44] utilize for sequences of tokens. Our baseline model has \( N = 8 \) encoder layers and outputs continuous representations \( z = (z_1, \ldots, z_n) \) of dimension \( d_{\text{model}} = 512 \). Our decoder also has \( N = 8 \) layers and generates an output sequence \( y = (y_1, \ldots, y_m) \). We use a learned word embedding to convert the input tokens to vectors of dimension \( d_{\text{model}} \) and share the weight matrix with a learned linear projection layer to predict the probabilities of the next word [39, 44]. Given the embedded tokens and \( z \), the decoder generates its output one word \( y_t \) at a time. Similar to most encoder-decoder sequence models, the decoder uses the output of the previous step as input to the current step in an auto-regressive way when generating text. Thus, we simply optimize the cross-entropy loss for every target sentence \( S \) with words \( S_t \) during training

\[
L(S) = -\sum_{t=1}^{m} \log y_t[S_t].
\]

Still, our adapted Transformer architecture is a model designed with Natural Language transduction in mind. Therefore, in order to gradually improve the baseline model, we employ techniques and methods from the related task of Image Captioning and adapt the architecture to use video clips as inputs. Additionally, we introduce the novel Fractional Positional Encoding that allows to synchronize audio-visual frames in a Transformer encoder. In the following, we motivate the changes made to the baseline architecture and pre-processing in order to improve the quality of the generated sentences.

3.1. Memory-Augmented Encoder

The weights learned for the self-attention layers only depend on pairwise similarities between the projected inputs, i.e., in our case the self-attention in the encoder only models pairwise relationships between single frames. This property of the self-attention in Transformers leads to a limitation. That is, we cannot memorize knowledge about relationships between frames that later help to describe contents of unseen videos. To mitigate this issue, we make use of the memory-augmented encoding [9], which encodes multi-level visual relationships with a-priori knowledge. In the original work, Cornia et al. [9] use a persistent, learnable memory vector which is concatenated to the key and value of the self-attention blocks of the Transformer’s encoder. These memory vectors allow to encode persistent a-priori knowledge about relationships between image regions. In contrast to [9], we work with video sequences instead of still images with regions. Adapted to our architecture, we can encode prior knowledge about relationships between frames for each training video, which later can be transferred to unseen video samples.

3.2. Inflated 3D ConvNet

A quick and naive way to implement a simple VTT model is to use frame-by-frame features extracted by a CNN
designed. However, some actions in a video clip can only be inferred by looking at temporal changes. A standard image-based CNN never gets to see what happens before or after a given frame and cannot understand these kinds of semantics, thus, is not able to reflect them in the image features. One way to extract features over multiple frames is using 3D convolutions that not only operate on the spatial dimensions but also convolve over the time dimension. Therefore, we use the well-known Inflated 3D ConvNet (I3D) [5] architecture in order to provide the encoder with better input features. In particular, we extract features from the videos with the RGB-I3D model, which was pretrained on the Kinetics Human Action Video dataset [24].

Figure 1. Example tokenization of a training sample from the VATEX dataset (Video ID: tXzq4vvGabk) with both default tokenization and WordPiece tokenization. WordPiece tokenization splits up rare words into subwords.

### 3.3. Subword and BERT Vocabulary

For the baseline model, we implement an ordinary dictionary that takes the \( n_{\text{Voc}} \) most frequent words into account, i.e., we order the words/tokens within the captions according to their frequency (e.g., a and the are the two most frequent words). However, an ordinary dictionary is limited by its size, e.g., 12,000 words. Rare words that are important for understanding some sentences are completely left out and replaced by an \(<\text{unk}>\) token.

A possible solution for this problem is the WordPiece tokenizer [51], which we employ in this work. The WordPiece tokenizer is a model optimized to maximize the language-model likelihood of the training data while minimizing the corpus size given a number of desired tokens. The goal is to represent rare words by splitting them up into word-pieces, which can later be recovered. For our vocabulary, we use the default BERT [10] tokens. In Figure 1, we depict a sample tokenization of one training sample. The default tokenization, which we limit to \( n_{\text{Voc}} = 12000 \) words cannot tokenize rare words such as USS, liberty, shipwreck or WWII. When using the WordPiece tokenizer with the BERT dictionary, we see that all words can be represented with tokens. Especially, the rare word shipwreck is split up into three subwords (ship, ##wr, ##eck). The leading ## indicates a split-up word and we can reconstruct the whole word shipwreck from the three tokens.

### 3.4. Learning-Rate Scheduling

Similar to [44], we employ a learning rate schedule that linearly increases the learning rate for the first \( \text{warmup\_steps} \) training steps. After the warm-up phase, we decrease the learning rate proportionally to the inverse square root of the current step (it). We set \( \text{warmup\_steps} \) to 10,000 in our use case. In the following, we call this schedule-\textit{default}:

\[
\eta = \frac{d^{-0.5}}{\text{model}} \cdot \min(it^{-0.5}, it \cdot \text{warmup\_steps}^{-1.5}).
\]

For our models, it stands out that the validation score increases during the warm-up phase and continues to increase for two to three epochs during the slow decay of schedule-\textit{default}. However, after that, the validation scores decrease continuously, i.e., our model starts to overfit after a short while. Since the validation scores are strongly dependent on the learning rate according to our observations, we want to prevent early overfitting by using a different learning rate schedule.

The SGDR (Stochastic Gradient Descent with Warm Restarts) [31] learning rate schedule is a promising approach, as it is applied successfully in other related works [11, 16, 29] and helps to improve scores while speeding up convergence. Initially, we found this technique to harm our final scores, i.e., the Transformer network did not seem to initialize correctly. However, when combining this approach with a warm-up phase, we did notice some improvements over schedule-\textit{default}. Particularly, we find that the learning-rate restarts harm the performance, but the fast cosine decay helps our model to converge faster and with better scores (see Section 5.2). We depict schedule-\textit{sgdr} alongside schedule-\textit{default} in Figure 3. After the warm-up phase, we decay the learning rate for \( T_0 = 5 \) epochs. Other parameters according to [31] are \( T_{\text{mult}} = 1.0 \)
3.5. Naïve fusion of audio and video features

When generating descriptions from visual data of video clips, we can inherently only describe what we “see”. However, some of the content reflected in the associated captions can only be derived when we also inject information about what we “hear”. Since the videos of the VATEX dataset are videos from YouTube, we are able to extract raw audio from these video clips.

To turn these raw audio streams into usable information, we extract audio features with the VGGish [20] architecture that yields features of dimension \( \mathbb{R}^{n_a \times 128} \). We forward these features through a dense audio embedding layer to match \( d_{model} = 512 \).

Note, that the number of audio frames \( n_a \) does not match the number of image frames or I3D frames, respectively. Therefore, we cannot sum image and audio features and use these as new encoder input features. Because the sequence lengths of image features or I3D features are varying, we cannot simply concatenate vision and audio features as the added positional encoding may signal the encoder that it receives a vision feature as input when in reality it is an audio feature.

As we still want to allow vision features to attend to audio features and vice versa, we assume a fixed starting position for all audio features, which we set greater than the maximum number of vision input features \( N_v \) within the dataset. More specifically, we concatenate \( n_a \) vision and \( n_a \) audio features along the time dimension while adding the position embeddings for indices \( [0, \ldots, n_v - 1, N_v + 0, \ldots, N_v + n_a - 1] \) onto them.

3.6. Fractional Positional Encoding

We present a novel way of aligning vision and audio features within a Transformer model. Our I3D frames and audio frames are not synchronized: for vision features we extract single frames without resampling the video and audio is resampled to 16 kHz. Thus, an I3D frame at a given position represents a different timestamp for videos with different frame rates. If we resampled all videos to the same framerate, we would still have no way of synchronizing the vision frames with the audio frames, as those sampling rates differ. In other words, the audio frame at a given position would not match the timestamp of the I3D frame at the same position.

In the original work [44], the Positional Encoding has no inherent meaning other than to define the relative position of a word. For our input data however, vision and audio feature frames are aligned on the same time-axis and depend on their respective frame rate. Thus, we fix this problem by introducing the Fractional Positional Encoding (FPE) (see Figure 2). FPE is an extension to the traditional Positional Encoding that allows positional encoding on a fractional level. In order to fully utilize the audio features, the Transformer needs to know which audio frame corresponds to which vision frame. To do so, we calculate two timestamp factors for every video within the dataset, i.e., an audio and a vision timestamp factor. Both timestamp factors indicate the number of seconds each frame lasts. We then multiply the integer indices of each frame with the corresponding timestamp factor. Thus, we ensure that audio and video frames are properly aligned relative to their timestamp.

3.7. Self-Critical Sequence Training

In our baseline model, we optimize the objective of maximizing the likelihood of the next ground-truth word given previous ground-truth words and the encoder outputs. This approach is called “Teacher-Forcing” [4] and has a serious drawback, i.e., the training phase is different from the inference phase (exposure bias [40]). That is, during inference, we can only greedily sample the next word given previously sampled words. On the other hand, we maximize the probability of the next word given ground-truth words during training. In addition, our models are trained with cross-entropy loss and evaluated with non-differentiable metrics (e.g., CIDEr [45] and BLEU [36]). In the work Self-critical Sequence Training (SCST) for Image Captioning, Rennie et al. [41] present a sequence model that is trained to mitigate these problems.

SCST is a variation of the popular REINFORCE algorithm that utilizes the outputs of the model’s test-time inference algorithm instead of estimating a baseline to directly optimize for the metric. The main idea of SCST is to baseline the reward with the reward of the current model in the test-time inference mode. Thus, we first greedily sample a caption for each video clip with our model in inference mode. Second, we sample \( n_s = 5 \) sentences \( w^s \) for the corresponding video clip in training mode using categorical sampling. Then, we calculate the CIDEr scores for the baseline caption \( \hat{w} \) and the sampled captions \( w^s \), respectively. Subsequently, we can baseline the reward of the sampled captions by subtracting the CIDEr score for the baseline caption. Thus, sampled captions with a higher CIDEr
resizing the input images to 224 × 224 to compute features for the extracted frames by resampling the videos to a fixed frame rate. We use ResNet-101 V2 [18] to extract every frame of each video. We do not require frame-level features. Instead of forwarding frame images through the ResNet-101 V2 network, we extract video clip features with the RGB-I3D pretrained on the Kinetics Human Action Video dataset [24]. The I3D yields features of dimension $R^{n_v \times 1024}$, whereas in this case $n_v$ is the number of I3D frames, which is less than the original number of frames in the video due to the 3D-convolutions. Furthermore, we average-pool over the spatial dimensions and repurpose the same image embedding layer to embed the I3D features into the model dimension (R$^{n_a \times 512}$).

**Audio features.** We take the audio of the video, resample it to 16 kHz and extract features with the VGGish [20] network. This network yields features of dimension $R^{n_a \times 128}$. Here, $n_a$ is the number of audio features, which is different from $n_v$. If no audio stream for a video is existent, we create a dummy feature vector with all zeros and dimension $R^{1 \times 128}$.

### 4.1 Preprocessing of Videos

In order to process the videos in our model, we extract every frame of each video. We do not resample the videos to a fixed frame rate. We use ResNet-101 V2 [18] to compute features for the extracted frames by resizing the input images to $224 \times 224$ and using the average pooled features with dimension $R^{n_v \times 2048}$, where $n_v$ is the number of frames of the corresponding video clip.

**I3D Features.** We extract I3D features similar to frame-level features. Instead of forwarding frame images through the ResNet-101 V2 network, we extract video clip features with the RGB-I3D pretrained on the Kinetics Human Action Video dataset [24]. The I3D yields features of dimension $R^{n_v \times 1024}$, whereas in this case $n_v$ is the number of I3D frames, which is less than the original number of frames in the video due to the 3D-convolutions. Furthermore, we average-pool over the spatial dimensions and repurpose the same image embedding layer to embed the I3D features into the model dimension (R$^{n_a \times 512}$).

**Audio features.** We take the audio of the video, resample it to 16 kHz and extract features with the VGGish [20] network. This network yields features of dimension $R^{n_a \times 128}$. Here, $n_a$ is the number of audio features, which is different from $n_v$. If no audio stream for a video is existent, we create a dummy feature vector with all zeros and dimension $R^{1 \times 128}$.

### 4.2 Preprocessing of Tokens

For our models with the default vocabulary, we employ a simple text tokenizer that filters out special characters. We limit the vocabulary to 12000 tokens and replace less occurring words with the `<unk>` token. We tokenized ground-truth words with the WordPiece tokenizer with the English BERT vocabulary for our other models. Additionally, for a subset of our models, we load pretrained embedding weights from the BERT$_{SMALL}$ model, which has $d_{model} = 512$ to match our architecture.

### 5. Experiments

In our experimental part of this work, we evaluate the suggested extensions. We also present an extensive ablative study of our simple extensions from Section 3 and show their effectiveness. At the end of the Section, we show that FPE improves scores substantially.

### 5.1 Implementation details

Our model is implemented with TensorFlow 2 and we publish our code on GitHub.

1. As a baseline model, we implement a vanilla Transformer [44] model with $d_{model} = 512$, $d_{ff} = 2048$. Our encoder and decoder each have $N = 8$ layers with $h = 8$ parallel attention heads. We also adopt the same learning rate schedule from [44], however, we change the number of warm-up steps to 10,000. As optimizer, we use Adam [25] with the learning rate schedules from Section 3.4 and $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 1 \cdot 10^{-8}$. We train for a maximum number of 50 epochs with a batch size of 128 and employ early stopping based on the validation CIDEr score. Because of the huge memory demand of the SCST training, we lower the effective batch size to 16 (i.e. 4 GPUs with batch size 4) during fine-tuning stage and use a constant learning rate of $\eta = 5 \cdot 10^{-6}$.

| Dataset        | # Videos (clips) | # Sentences | # Videos avail. | # Sentences usable |
|----------------|------------------|-------------|----------------|-------------------|
| VATEX [50]     | 41,269           | 349,910     | 38,109         | 323,950           |
| MSR-VTT [52]   | 10,000           | 200,000     | 7,773          | 155,460           |
| MSVD [6]       | 2,089            | 85,550      | 1,970          | 80,838            |

Table 1. Different datasets and their respective number of video clips and number of available videos. Sentences are available for every video, however, not every video was available to be downloaded from YouTube.
| Model          | Features | mv | Vocabulary | ft We | FPE | lr Schedule | B@1   | B@2   | B@3   | B@4   | M     | R     | C     |
|---------------|----------|----|------------|-------|-----|-------------|-------|-------|-------|-------|-------|-------|-------|
| baseline      | R101     | 0  | Default    |       |     | Default     | 65.49 | 47.42 | 34.06 | 23.47 | 18.72 | 43.60 | 33.72 |
| memvec        | R101     | 64 | Default    | ✓     |     | Default     | 66.56 | 48.40 | 35.08 | 24.57 | 18.83 | 43.92 | 35.23 |
| i3d-baseline  | I3D      | 0  | Default    | ✓     |     | Default     | 69.64 | 52.49 | 38.94 | 27.92 | 20.85 | 46.33 | 49.13 |
| i3d-memvec    | I3D      | 64 | Default    | ✓     |     | Default     | 71.82 | 54.51 | 40.63 | 29.21 | 21.77 | 47.33 | 53.01 |
| i3d-wp        | I3D      | 64 | WP         | ✓     |     | Default     | 71.36 | 54.24 | 40.50 | 29.04 | 21.49 | 47.08 | 50.19 |
| i3d-wp-audio  | I3D+VGGish | 64 | WP         | ✓     |     | Default     | 72.20 | 55.64 | 41.68 | 29.99 | 22.11 | 48.10 | 52.64 |
| i3d-audio     | I3D+VGGish | 64 | Default    | ✓     |     | Default     | 73.09 | 56.26 | 42.08 | 30.40 | 22.04 | 48.08 | 51.72 |
| i3d-bert      | I3D      | 64 | WP-BERT    |       |     | Default     | 71.12 | 53.83 | 39.79 | 28.26 | 21.76 | 47.14 | 51.38 |
| i3d-bert-audio| I3D+VGGish | 64 | WP-BERT    |       |     | Default     | 71.39 | 55.03 | 41.56 | 30.35 | 22.06 | 47.90 | 53.16 |
| i3d-bert-ft-audio | I3D+VGGish | 64 | WP-BERT    | ✓     |     | sgdr        | 72.64 | 55.97 | 42.04 | 30.32 | 21.95 | 48.09 | 52.09 |
| i3d-bert-audio-sqdr | I3D+VGGish | 64 | WP-BERT    |       | ✓   | sgdr        | 73.53 | 57.55 | 43.81 | 32.16 | 22.70 | 49.07 | 56.92 |
| i3d-bert-audio-sqdr-FPE | I3D+VGGish | 64 | WP-BERT    |       | ✓   | 5⋅10^{-6}   | 75.35 | 58.58 | 44.30 | 32.43 | 23.81 | 49.60 | 61.80 |

Table 2. Ablation study for our VTT Transformer models on the VATEX validation set. On the left, we list the model names with their respective configurations (ft We=fine-tune word embedding). On the right we list the validation scores (B@x=BLEU-x, M = METEOR, R = Rouge-L, C = CIDEr).

Figure 3. Course of learning rate plotted against the CIDEr validation score of model i3d-bert-audio-sqdr. We plotted schedule-default against schedule-sgdr for comparison.

5.2. Discussion of Results

In the following, we discuss the results of the extensions presented in Section 3. In Table 2, we depict results on the validation set of the VATEX dataset. In Figure 4, we show generated captions for three example videos and every model from the VATEX validation set. Both when looking at the scores and the generated descriptions, we see that our baseline model scores worst across all metrics. The baseline model uses frame-level ResNet-101 features with an image embedding for the encoder.

Memory-Augmented Encoder. Adding a memory vector to the key and value of the multi-head self-attention allows the encoder network to learn a-priori knowledge about relationships on an intra frame level. For example, when we look at sentences generated for the bottom video clip in Figure 4, we see an ice hockey player doing some shots on a goal. Comparing the captions generated by the *memvec models to the captions of the baseline models, we see the models have memorized that ice hockey often is played within an *ice rink*. In addition, for the model memvec, we see a slight boost in all scores except Rouge-L, e.g., the CIDEr score is improved by about 1.5 points.

Image Features and I3D Features. One of the two extensions gaining the most in terms of CIDEr score is replacing frame-level image features with features from the RGB-I3D network. Looking at the model i3d-baseline that uses no memory-augmented encoder, we see an increase of 15.41 points and 5.39 points in CIDEr and BLEU-4, respectively. The memory-augmented encoder benefits from the I3D features in the same way, i.e., i3d-memvec gains 16.63 points and 5.12 points in CIDEr and BLEU-4, respectively.

Naïve fusion of audio and video features. Most videos not only contain visual data but also audio data. Thus, it is obvious that some contents of a textual description of said video clip can only be described accurately when also using the audio data. As already described in Section 3.5, we first concatenate vision and audio features and naively add traditional positional encodings onto them. When comparing the model i3d-audio with i3d-memvec we can observe no gains in performance, i.e., the CIDEr score is slightly worse with -0.14 points while BLEU-4 improves the score by 0.71. However, we will see in the next paragraph that combining audio features with the BERT dictionary will yield improvements.

Dictionaries and Tokenization. We already stated that by using WordPiece tokenization, we are able to generate rare words that do not occur in a vocabulary with fixed size. However, this does not necessarily reflect on the scores as model i3d-wp shows. In comparison to i3d-memvec we loose 1.6 points and 0.66 points in CIDEr and BLEU-4, respectively. Similarly, when initializing the word embedding with BERT embeddings (i3d-bert), we loose 0.48 points and 0.72 points for CIDEr and BLEU-4, respectively. However, in combination with the concatenated audio features

5.3. Further Ablations

In this section we go more in detail on the performance of our VTT models. In the following, we show that i3d-bert-audio-sqdr-FPE — with an additional memory-augmented encoder and the new learning rate schedule — is able to achieve the best results.

SGDR learning rate schedule vs. CIDEr score.

Figure 4. We plotted CIDEr score against learning rate schedule for comparison.
across all metrics significantly. Most notably, synchroniza-

Figure 4. Examples of generated descriptions for three example videos from the validation split. We see four frames from each video together with the frame number on the left and the generated caption for each model on the right.

WordPiece tokenization gives us better results. For WordPiece tokenization with no initialization of the word embedding, we gain 0.77 points (CIDEr) and 1.16 points (BLEU-4). When initializing the word embeddings (i3d-bert-audio) we get slightly higher scores. When comparing i3d-bert-audio with i3d-bert, we also see the benefit of audio features, which could not be seen beforehand. Note, that we keep the BERT embeddings frozen during training, because fine-tuning them hurts performance (see model i3d-bert-ft-audio).

Learning Rate Scheduling. Replacing the default Transformer learning rate schedule with our modified version of SGD i3d-bert-audio-sgdr improves the performance by 3.76 points and 1.81 points in CIDEr and BLEU-4, respectively. As we have already discussed in Section 3.4, the fast decay of the SGD schedule helps to boost our validation scores as we depict in Figure 3. After the warm-up phase of 10,000 steps, the validation accuracy makes another climb until it hits its maximum CIDEr score of 56.92 at the end of the first decay. However, we see that restarting the learning rate leads to a drop in performance. Our model can recover somewhat but never reaches the maximum score again and its performance declines slowly.

FPE. In contrast to the naive fusion of audio and video features, FPE (i3d-bert-audio-sgdr-FPE) boosts performance across all metrics significantly. Most notably, synchronizing audio and video features by their relative position has the biggest benefit on the CIDEr metric, where we gain 4.88 points. Even during self-critical fine tuning (see next paragraph), FPE (SCST-Cider-B4-FPE) achieves improvements across all metrics. Thus, we conclude that FPE is an easy and effective way to synchronize audio and video features in Transformers.

SCST. We initialize the self-critical sequence training with the best models i3d-bert-audio-sgdr and i3d-bert-audio-sgdr-FPE. As reward function, we calculate the CIDEr score of the baseline caption and the sampled sentences. We see that directly optimizing the CIDEr metrics leads to big gains in the CIDEr metric, i.e., 68.87 points vs. 56.92 points. The difference of 11.95 points is the second biggest improvement besides replacing image features with 3D features. However, as we only optimize for the CIDEr metric in model SCST-Cider, we loose 3.43 points on the BLEU-4 metric. We also loose some performance across all other metrics except Meteor. However, when directly optimizing for CIDEr and BLEU-4 (see model SCST-Cider-B4; we set $\lambda_{CIDEr} = \lambda_{BLEU-4} = 1.0$), we see that the CIDEr score is nearly identical while all BLEU-n scores get a significant boost. When combining SCST with FPE, our model produces the best results across all experiments and we improve by another 2.23 and 2.38 in CIDEr and BLEU-4, re-
spectively.

5.3. Comparison with State-of-the-Art

We were not able to download all video files for the VATEX dataset from YouTube (see Table 1), thus we could not train, validate and test on the whole dataset. For the private test split of the VATEX dataset, we could download 5,714/6,278 videos, thus, missing features for 564 videos. However, the authors provide pre-extracted I3D features. After closer inspection, these features do not match our I3D features. Additionally, we do not have audio features for those missing videos. Submitting generated descriptions to the evaluation server requires descriptions for every single of the 6,278 videos, thus, we use the VATEX authors' I3D features with no audio features for submitting results. In Table 3, we depict results of our model SCST-Cider-B4-FPE trained in the same manner on both train and validation splits. Our model scores not as well as the models from the VATEX video captioning challenge Zhu et al. [58] and Lin et al. [27], who use ensembles of up to 32 models. However, across all published works on video captioning, we achieve similar performance on the reported metrics. We also train our model on the MSVD and MSR-VTT datasets to prove the effectiveness of our method. On the MSVD dataset, our scores are below SemSynAN [38] but otherwise better than all other methods listed in Table 3. For MSR-VTT, however, our final model outperforms SemSynAN by 10.21 points in CIDEr and performing similar to it for the other metrics.

6. Future Work and Conclusion

In our work, we presented a Transformer-based Video-to-Text architecture aimed to generate descriptions for short videos. Utilizing promising approaches from the related field of Image Captioning, we were able to gradually improve a vanilla Transformer designed for Machine Translation into a architecture that generates appropriate and matching captions for video clips. By combining motion features, audio features, a custom learning rate schedule and a pretrained vocabulary we establish a solid captioning model. Furthermore, we introduce the novel Fractional Positional Encoding to properly synchronize video and audio features with different sampling rates, which significantly improves results across all metrics. In combination with self-critical sequence training, we were able to considerably boost the performance of a baseline model by an absolute of 37.13 points or 210% in the CIDEr metric.

In the future, we want to expand our model with the X-Linear Attention block [35], which shows huge potential in other works [58]. We also want to improve our architecture further by employing unsupervised pretraining with the VideoBERT [43] model. Furthermore, we will extend the model by a multi-modal training objective that takes Chinese captions from the VATEX dataset into account in order to improve training feedback.

Table 3. Comparison on VATEX, MSVD and MSR-VTT datasets against state-of-the-art methods. For VATEX, we tested our model on the private test set with the evaluation server. For MSVD and MSR-VTT, we use the test-splits discussed in Section 4. I, M, O and A denote image, motion, object and audio features.
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