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ABSTRACT

We present a general analytical formalism to calculate accurately several statistics related to underdense regions in the Universe. The statistics are computed for dark matter halo and galaxy distributions both in real space and redshift space at any redshift. Using this formalism, we found that void statistics for galaxy distributions can be obtained, to a very good approximation, assuming galaxies to have the same clustering properties as halos above a certain mass. We deduced a relationship between this mass and that of halos with the same accumulated number density as the galaxies.

We also found that the dependence of void statistics on redshift is small. For instance, the number of voids larger than $13h^{-1}\text{Mpc}$ (defined to not contain galaxies brighter than $M_r = -20.4 + 5\log h$) change less than 20% between $z = 1$ and $z = 0$. However, the dependence of void statistics on $\sigma_8$ and $\Omega_m h$ is considerably larger, making them appropriate to develop tests to measure these parameters. We have shown how to efficiently construct several of these tests and discussed in detail the treatment of several observational effects. The formalism presented here along with the observed statistics extracted from current and future large galaxy redshift surveys will provide an independent measurement of the relevant cosmological parameters. Combining these measurements with those found using other methods will contribute to reduce their uncertainties.
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1 INTRODUCTION

Large underdense regions in the Universe, commonly known as voids, are a very relevant signature of the large-scale structure of the Universe (LSS). Not until recently have they drawn too much attention from both observational and theoretical sides. However, it is becoming more evident that voids play an important role as cosmological probes and in understanding the processes involved in galaxy formation (Peebles 2001; Plionis & Basilakos 2002; Hoyle et al. 2005; Conroy et al. 2005; Patiri et al. 2006a,b; Tinker, Weinberg & Warren 2006; Hoef et al. 2006; Park & Lee 2007; Croton & Farring 2008; Tinker et al. 2008).

Voids occupy large areas projected into the sky, and only recently galaxy redshift surveys have become large enough to allow systematic and robust studies of void statistics (see e.g. Croton et al. 2004; Hoyle & Vogeley 2004; Patiri et al. 2006; Ceccarelli et al. 2006 for analysis of voids in the 2dF and Tinker et al. 2008 in the SDSS). On the theoretical side, important progress has been made recently by improving analytical and numerical simulation modelling of voids (Mathis & White 2002; Gottlöber et al. 2003; Colberg et al. 2005 for numerical simulations, Sheth & Van de Wey...
Most of the recent efforts concerning the statistics of voids have been focused on constraining different aspects of the formation and evolution of structure in the Universe rather than on assessing their ability to restrict cosmological parameters. The statistic of voids can, in principle, be used to put constraints to any cosmological parameters. However, these statistics may be especially sensitive to some of them. For instance, the abundance of voids larger than a given radius depends on the normalization of the linear spectrum of mass fluctuations (noted as $\sigma_8$). Furthermore, the abundance of voids as a function of their radius depends on the shape of the spectrum (usually denoted as $\Gamma \equiv \Omega_m h$). Although these dependencies arise naturally from the current picture of structure formation, we must note that it has been difficult to prove them (see Little & Weinberg 1994; Tinker, Weinberg & Warren 2006). We argue that this might be due to the specific way how the galaxies are distributed within dark matter halos. In previous works, Halo Occupation Distribution (HOD) and its variants have been used to model the distribution of galaxies within halos. In these methods, the models are fitted (for a given $\sigma_8$, for instance) to reproduce the projected two-point correlation function, which renders very similar void statistics, resulting in an insensitivity of the void statistics with $\sigma_8$ (e.g. Tinker, Weinberg & Warren 2006). Also, the limited size of simulation boxes used in previous works could be an issue. Note that the most widely used void statistics to test these assumptions has been the so-called Void Probability Function (VPF). However, it has large sampling errors, and may be not the most efficient statistic, being other statistics like the number of voids larger than a given radius a more appropriate approach (Plionis & Basilakos 2002; PBP06).

Computing accurate predictions of void statistics for different cosmological parameters is not a simple task. The options are running a large suite of numerical simulations, for different sets of cosmological parameters, with enough volume to obtain a reliable void statistics or develop an analytical framework to predict the dependence of statistics of voids with cosmological parameters. As the former involves a major consumption of computing power in order to achieve the needed accuracy, in this paper we focus our effort on the latter approach. In PBP06 we already developed an analytical framework to obtain the number densities of voids larger than a given radius defined by dark matter halos in a $\Lambda$CDM cosmology. Based on our previous work, we present here an extension to that formalism in order to compare model predictions with observational void statistics in a homogeneous way, and consequently, be able to extract cosmological information. The extension we refer to is done in two aspects. First of all, the relationship between the VPF and the number density of voids, which was determined in PBP06 only for the largest void limit (for a given number density of dark matter halos), is extended here to deal also with smaller voids. In addition, the analytical expression to compute the VPF of dark matter halos itself was improved. Secondly, we modified our formalism so that we can now compute directly the predictions for the number of voids larger than a given radius observed within a given volume (i.e. taking into account the redshift distortions and the selection effects of a given survey).

Currently, there are several methods and experiments devoted to constrain cosmological parameters. CMB experiments such as WMAP (Hinshaw et al. 2008; Komatsu et al. 2008) in combination with galaxy clustering information (e.g. Sanchez et al. 2006; Seljak et al. 2006) have provided the best constrains to date. Methods based on clusters of galaxies and lensing are also promising (e.g. Bahcall et al. 2003; Wang et al. 2003; Yoo et al. 2006; Vikhlinin et al. 2008). However, as all methods have limitations and even degeneracies in some parameters, it is essential to provide independent parameter estimations in order to improve the accuracy of the combined measurements. As mentioned above, voids might be specially interesting to measure some cosmological parameters, such as the normalization of the amplitude of density fluctuations since they are tracing comparable scales.

The necessary steps to achieve the goal of using the statistics of voids to constrain cosmological parameters are presented as follows: in section 2 we present the new relationship between the number density of voids $[n(r)]$ and the VPF [denoted as $P_0(r)$]. In section 3 we show how to obtain the VPF and other statistics for galaxy distributions, discussing the relationship between dark matter halos and galaxies. In section 4 we extend our formalism in order to compute voids statistics in redshift space. In section 5 we discuss the dependence of voids statistics on redshift and cosmological parameters ($\sigma_8$ and $\Gamma$ in particular). In section 6 we show how to handle in the theoretical calculations several observational effects that perturb the statistics of voids, namely the effect of the finite sample, the spectroscopic completeness and the variations of the void statistics with redshift (i.e. the snapshot effect). In section 7 we propose different tests for measuring cosmological parameters using void statistics. In section 8 we present a comparison of results obtained using our formalism with those found in numerical simulations (Millennium Run). Finally, in section 9 we present the discussion and conclusions.

2 RELATIONSHIP BETWEEN THE VPF AND THE NUMBER DENSITY OF voids

The most common, widely used void statistic is the so-called Void Probability Function (VPF, White 1979), which is the probability that a randomly placed sphere with radius $r$ is empty of objects (galaxies or dark matter halos). Another important statistic is the number density of voids (defined as maximal non-overlapping spheres) larger than a given radius $r$. Several works have established the relationship between these two statistics (see e.g. Otto et al. 1986; Betancort-Rijo 1990; PBP06). However, they are only valid for rare voids, i.e. the largest voids in a given sample.

In PBP06 we argued that most of the information carried by void statistics, concerning cosmological parameters, comes from rare voids. However, as we will see below, more common voids are still relevant to increase the statistics, which is fundamental to constrain cosmological parameters reliably. In order to take into account more common voids, the analytical relationships mentioned above have to be improved.

In PBP06 we showed that the VPF [that we denote here as $P_0(r)$] is related to the number density of voids larger than
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a radius \(r [\bar{n}_v(r)]\) by the following expression (for the rare voids limit):

\[
\bar{n}_v(r) \simeq \frac{3\pi^2 (\bar{n}'V)^3}{2V} P_0(r)
\]

where

\[
\bar{n}'V = -\frac{1}{3} \frac{d \ln P_0(r)}{d \ln r}; \quad V = \frac{4}{3} \pi r^3
\]

and \(\bar{n}'V\) is the mean density of points in the surface of a randomly chosen empty sphere with radius \(r\), that we denote in term of the derivative of \(P_0(r)\) with respect to \(r\).

Equation (1) gives an unique functional relationship between \(P_0(r)\) and \(\bar{n}_v(r)\). As mentioned above, this works well for rare voids, but for more common voids the existence of a unique functional relationship has to be studied. Note that the VPF is determined by all the hierarchy of correlations functions (White 1979), but the VPF itself do not determine uniquely all these correlations. For instance, two equations are valid for the integrals functions (White 1979), but the VPF itself do not determine uniquely all these correlations. For instance, two samples could have the same VPF and still differ in some aspect of the clustering, which will render different number densities of voids larger than a given radius. To address this issue we carried out a detailed analysis using the Millennium Run numerical simulation (Springel et al. 2005; see section 3). We found evidence for an unique functional form of the VPF for the distributions relevant to this work. We write this expression as an extension of the relationship given in equation (1), i.e.

\[
\bar{n}_v(r) \simeq \frac{0.68 K(r)}{V} e^{-3.5 K(r)[1-2.18 K(r)]}
\]

and

\[
K(r) = \left( -\frac{1}{3} \frac{d \ln P_0(r)}{d \ln r} \right)^3 P_0(r) ; \quad V = \frac{4}{3} \pi r^3
\]

These equations are valid for \(K(r) \leq 0.46\), while for \(K(r) > 0.46\) \(\bar{n}_v(r) = 0.313/V\). The quantity \(K(r)\) measures the rareness of the voids. In the rare void limit \(K(r)\) goes to zero, so the exponential factor is close to one, recovering the original equation (1). Note also that the coefficient \(3\pi^2/32\) shown in equation (1) is replaced by 0.68 in equation (3).

The former coefficient was originally introduced by Preskill & Politzer (1986), but we found the latter to be more accurate (Betancort-Rijo, in preparation).

In the limit in which \(K(r)\) goes to zero, all voids larger than \(r\) are only slightly larger than \(r\), so that their mean volume, \(V(r)\), is only slightly larger than \(V(r)\). Thus, using equation (1) we have for the fraction of volume occupied by voids, \(F(r)\):

\[
F(r) = \bar{n}_v(r)V(r) \simeq \bar{n}_v(r)V(r) \simeq 0.68 K(r)
\]

For \(K(r)\) less than 0.1, \(F(r)\) is smaller than 0.07 and so the voids can be considered rare. For these voids exponential factor in equation (3) differs less than a 10% from 1 so that the asymptotic expression [eq. (1) with the adequate coefficients] is a good approximation. As \(K(r)\) increases, the exponential factor decreases, reaching a minimum at \(K(r) \approx 0.23\). Here, the exponential part takes a value close to 2/3. For \(K(r) > 0.23\), the exponential factor increases again, recovering the value of 1 for \(K(r) \approx 0.46\). Note that this corresponds to rather common voids occupying more than one third of the volume of the sample. Further, for very common voids \(\bar{n}_v(r)\) is practically independent of \(K(r)\). In this limit the problem degenerates into a problem of random packing of spheres of unequal radius (see e.g. Shi & Zhang 2008), which is far beyond the scope of this work (it is worth to mention, however, that equation (3) provides a reasonably good approximation even in this limit, although it have carefully been checked only for \(K \leq 0.42\).)

To compute \(P_0(r)\) we start from a more general statistic that is \(P_n(r)\). This denotes the probability that a sphere of radius \(r\), placed at random within the distribution, contains \(n\) objects (Layzer 1954). Note that for small values of \(n\), \(P_n(r)\) is still characterizing underdense regions. As we will see, this statistic is very important for our purposes. For point distributions conforming to a random, non-uniform Poissonian process (Peebles 1980) we have that

\[
P_n(r) = \int_0^\infty P(u) \frac{n!}{n!} e^{-u} du
\]

where \(P(u)\) is the probability distribution for the integral of the probability density, \(u\), within a randomly placed sphere. In PBP06 we showed that for dark matter halos, \(u\) can be written as:

\[
u = [\bar{n}V(1+\delta)][1+\delta_{ns}]
\]

where \(\bar{n}\) denotes the mean number density of those halos in the sample (usually halos larger than some given mass). \(V\) is the volume of the sphere. \(\delta\) is the actual enclosed density contrast within the sphere. The first term in the right hand side of the equation is the integral of the probability density within the sphere for halos tracing the mass (i.e. no bias, which is true in the very low mass limit). In general, halos are biased tracers of the underlying mass distribution, due to the initial clustering of the proto-halos before they move along with mass (i.e. the statistical clustering). The second term of the equation accounts for this biasing. In PBP06 we obtained an approximation for this bias as a function of the linear enclosed density contrast within the sphere (\(\delta_l\)) written as:

\[
1 + \delta_{ns}(\delta_l) = A(m) e^{-b(m)\delta_l^2} \quad \forall \quad \delta_l \leq -1
\]

where \(A(m)\), \(b(m)\) are coefficients mainly depending on the halo mass, and to a lesser extent, on the size of the sphere (see Rubiño-Martín et al. 2008). We use the complete Zeldovich approximation (CZA, Betancort-Rijo & López-Corredoira 2001) to obtain the actual enclosed density contrast (\(\delta\)), as a function of the eigenvalues of the linear deformation tensor, \(\lambda\), and since \(\delta_l = \sum \lambda_i\), we can write \(u\) as a function of the \(\lambda\) values. Equation (6) can be then written as:

\[
P_n(r) = \int \int \int P(\lambda_1, \lambda_2, \lambda_3, r) \frac{[u(\lambda)]^n}{n!} \times \delta(l) \delta(\lambda_1) d\lambda_1 d\lambda_2 d\lambda_3
\]
within a sphere of radius $r$ chosen at random in Eulerian space (more precisely, the $\lambda$ values on the Lagrangian patches that transform into that sphere). Betancort-Rijo & Lopez-Corredoira (2002) showed that $P(\lambda, r)$ can be derived from the probability distribution for the $\lambda$ within a sphere of constant Lagrangian radius $Q$ chosen at random in Lagrangian space (Doroshkevich 1970). Note that in this last equation a triple integral is involved. However, in the cases we are interested in [i.e. where $n$ is rather smaller than the mean $(\bar{n}V)$], this equation can be approximated without loss of accuracy by an equation involving only one integral:

$$P_n(r) = \int_{-\infty}^{1.6} P(\delta_l, r) \frac{[n(\delta_l)]^n}{n!} e^{-u(\delta_l)} d\delta_l$$

(10)

where $u(\delta_l)$ is now a function of $\delta_l$ (and implicitly of $r$) through the dependence of the actual density contrast, $\delta$, on its linear counterpart, $\delta_l$. We write this functional dependence as

$$u(\delta_l) = (\bar{n}V[1 + \delta(\delta_l, r)][1 + \delta_{ns}(\delta_l)]).$$

(11)

$\delta(\delta_l, r)$ is basically the relationship between the actual and the linear density contrast within a sphere as given by the standard spherical collapse model, except for a small correcting term depending on $r$ (see eq. A3 in Appendix A). Note that in PBP06 we did not use this correcting term, so the values of $P(r)$ obtained there have a small but non-negligible error. $P(\delta_l, r)$ is the probability distribution for the linear density contrast within a sphere chosen at random in Eulerian space. See Appendix A for details on how to efficiently evaluate equation (10).

In PBP06 we argued whether halo clustering conform exactly to a random Poissonian model. In this model, objects are placed in the distribution accordingly to an underlying probability density field, but independently of the actual position of the placed points. In fact, halos have an exclusion region around them that can not be accounted for within that model. However, we do not detect a deviation from the Poissonian model. This is probably due to the fact that at least in these underdense environments the mean distance between halos is much larger than the mentioned exclusion region (see also Conroy et al. 2005).

### 3 VOIDS IN GALAXY DISTRIBUTIONS

In the previous section we described how to compute predictions for the number density of voids defined by dark matter halos. However, we do observe galaxies, which are assumed to be embedded in those dark matter halos. Hence, we need to establish a relationship between them in order to obtain $P_n(r)$ for galaxy distributions and then be able to compare model predictions with observations.

From equation (10), we see that the relationship between halos and galaxies enters only through $\delta_{ns}$, which quantifies the biasing of the galaxies with respect to the underlying matter distribution. We denote the function carrying the biasing for galaxies as $\delta_{ls}$. This function is determined by the $\delta_{ns}$ for halos through the relationship of galaxies with halos. The general equation to compute $P_n(r)$ for a galaxy distribution can be written in a similar way than equation (10), but replacing $\delta_{ns}$ by $\delta_{ls}$. In PBP06 we found (see also Yang et al. 2003) that

$$1 + \delta_{ls}(\delta_l, L) = \frac{\int_{0}^{\infty} \Phi(> L|m, \delta_l)n_c(m, \delta_l) \, dm}{\Phi_{s}(> L)}.$$  

(12)

Here, $n_c(m, \delta_l)$ is the conditional mass function within a region with linear density fluctuation $\delta_l$. $\Phi(> L|m, \delta_l)$ is the cumulative conditional luminosity function and $\Phi_{s}(> L)$ is the unconditional one. It is worth to mention that in this equation we allow for a dependence of the conditional luminosity on the environmental density through $\delta_l$. However, there is an increasing evidence favoring a conditional luminosity not depending on environment for a large range of luminosities (see Tinker et al. 2008; Tinker & Conroy 2008).

Given the conditional luminosity function, $\Phi(> L|m, \delta_l)$, equation (12) can be used to obtain $\delta_{ls}$ as a function of $\delta_l$. However, this is neither simple nor straightforward. Here, we prefer to determine a functional form from general considerations and calibrate it with numerical simulations. We know that for halos above any given mass the dependence of $1 + \delta_{ns}$ on $\delta_l$ is accurately fitted by a Gaussian (equation [3]). This implies that $1 + \delta_{ns}$ have to be well approximated by a Gaussian for halos with mass within any mass interval. Now, in equation (12) we see that $1 + \delta_{ls}$ is the average of the value of $1 + \delta_{ns}$ over all halo masses (weighted by the probability distribution for the mass of a halo containing a galaxy with luminosity larger than $L$). Therefore, $1 + \delta_{ls}$ must be approximated by a Gaussian with an accuracy comparable to the accuracy of the approximation of $1 + \delta_{ls}$ by Gaussians within the relevant range of mass values. Then we can write:

$$1 + \delta_{ls} = A(L) e^{-b(L)s^2};$$

(13)

$$b(L) = b(m_g);$$

(14)

$$A(L) = A(m_g),$$

(15)

where $b(m_g), A(m_g)$ are the same functions $b(m), A(m)$ defined in equation [5] evaluated at mass $m_g$. Equation (13) means that the biasing of galaxies with luminosity larger than $L$ with respect to the underlying mass distribution is equal to the biasing of the halos with mass larger than $m_g$. Let $m$ be the mass such that the number density of all halos with mass larger than $m$ is equal to the number density of the galaxies under consideration, $\bar{n}$, i.e. $\bar{n}(> m) = \bar{n}_g$ [where $n(> m)$ is the cumulative cosmic mass function]. The relationship between $m_g$ and $m$ is given by:

$$m_g = m(1.396)^{\sigma(m)}$$

(16)

where $\sigma(m)$ is the $rms$ linear density fluctuation on scale $m$. For very large masses $\sigma(m) < 1$ and $m_g$ is very close to $m$, but for masses with $\sigma(m) > 1$, $m_g$ may be substantially larger than $m$. Note that $m_g$ is not the mass (lower limit) of the halos containing the galaxies under consideration, but the mass such that the clustering properties of the galaxies is equal to that of all halos more massive than $m_g$.

The form of equation (16), where $m_g/m$ depends only on $\sigma(m)$ is what is expected if the clustering of the galaxies under consideration is determined only by the process of gravitational hierarchical collapse. The specifics of the
galaxy formation processes are not relevant in as much as equation (13) is a good approximation. The number density of galaxies of a given type above a given luminosity does strongly depend on those specific, but the relationship between the number density (which gives $m$) and the clustering (given by $m_g$) does not.

Equation (13) is the result of fitting a functional form derived from general considerations to the results of the numerical simulations described in section 8. It must be noted, however, that the values of $\sigma$ used in fitting equation (13) only goes from 1.6 to 2.6, which is enough for the masses and redshifts relevant to our present problem. Further tests must be imposed on this equation before extrapolating it far beyond the well checked range of $\sigma$ values.

In summary, to obtain the voids statistics for galaxies brighter than a given luminosity, we use equation (10) with $1 + \delta_{ns}$ equal to that of halos larger than a certain mass $m_g$, which is determined by the number density of the galaxies.

4 VOIDS IN REDSHIFT SPACE

The equation given in the previous section for $P_n(r)$ corresponds to voids in real space. However, galaxy positions provided by redshift surveys are in redshift space. In Patiri et al. (2006) we introduced a method based on the standard spherical collapse model to transform to real space, one-by-one, the voids found in the 2dF Galaxy Redshift Survey. In the present work we will use a similar method. However, instead of transforming the observed statistic we will modify our equations in order to compute the model predictions directly in redshift space, which is more straightforward.

In the spherical expansion model the peculiar velocity of matter at distance $r$ from the center of a sphere with actual enclosed density contrast $\delta(r)$ is given by:

$$V(r) = H r \text{VEL}[\delta(r)]$$

where $H$ is Hubble constant and VEL[$\delta(r)$] is a unique function of the enclosed density contrast (for a specific cosmology, see Appendix A). The matter distribution within a maximal sphere (i.e., our definition of voids) is not exactly spherically symmetric, and outside that sphere the distribution of matter in scales much smaller and much larger than the radius is strongly non-spherical. However, the average velocity field around that sphere [over all voids with given $r$, $\delta(r)$] is described well by the standard spherical collapse model. This mean velocity field play a key role in transforming the statistics under consideration from real to redshift space.

A sphere with radius $r$ in real space and with inner mean fractional density $\delta$ has a mean outflow in its surface given by equation (17). In redshift space, that sphere transforms into a prolate spheroid elongated along the line of sight. The semiaxes along that direction in redshift space, $r_\parallel$, is given by:

$$r_{\parallel} = r (1 + \text{VEL}[\delta(r)])$$

However, the transverse axes $r_\bot$ remain equal to $r$. This result is exact for any value of VEL[$\delta(r)$]. Conversely, for small values of VEL[$\delta(r)$], a sphere with radius $r^*$ in redshift space is approximately transformed into an oblate spheroid in real space with the smallest semiaxes, $r_\parallel$, along the line of sight. This semiaxes is related to $r^*$ by:

$$r_\parallel = r^*(1 + \text{VEL}[\delta(r)])^{-1}$$

and

$$r_\bot = r^*$$

Now, in equation (10) the dependence on $r$ enters through $P(\delta_1, r)$ and through $\delta(\delta_1, r)$ (a small dependence) and in both of this quantities (see Appendix A) $r$ enters through $\sigma(Q)$ (the rms of the linear enclosed density contrast within a Lagrangian sphere with radius $Q$). The relevant value of $Q$ here is $r[1 + \delta(r)]^{1/3}$. Thus, in equation (10) the radius $r$ enters in the combination $\sigma[r(1 + \delta(r))^{1/3}]$. In this equation, $r$ is the radius of a sphere in real space, but as we want the $P_n(r^*)$ on redshift space, the relevant body in real space, is no longer a sphere but an spheroid. The relevant $\sigma(Q)$ must now be evaluated within an spheroid. However, Betancort-Rijo & Lopez-Corredoira (2002) showed that for spheroids not differing much from spheres $\sigma$ is almost independent of the form of the spheroid, depending only on its volume. Thus, we may use for $r$ the radius of a sphere with the same volume as the spheroid, which is given by:

$$r = (r_\parallel^2 r_\bot)^{1/3} = r^*(1 + \text{VEL}[\delta(r)])^{-1/3}$$

To obtain $P_n(r)$ in redshift space, that we represent by $P_n^*(r^*)$, within this approximation, we may use equation (10) with the following replacement:

$$[1 + \delta(\delta_1, r)] \rightarrow [1 + \delta(\delta_1, r)] [1 + \text{VEL}(\delta_1)]$$

The reason for this replacement is that the procedure followed to obtain equation (10), which corresponds to real space can also be followed in redshift space. The only difference with real space is that in redshift space the role of the density contrast, $\delta$, is played by an apparent density contrast $\delta'$ (the right hand side term of equation (22) is simply $1 + \delta'$).

The proposed replacement only takes into account the redshift distortion due to the smooth spherical velocity field associated with the underdensity within the sphere under consideration. The fluctuation of the velocity field around its mean is the source of an additional effect on the values of $P_n(r)$. We found using numerical simulations that the rms radial displacement of halos surrounding voids is $1.4 h^{-1}$Mpc (Patiri et al. 2006). As a consequence of this random displacement some halos are driven away from the void, as defined in real space, while others are drawn closer to the void. So, since the density profile around a void is increasing, there are more halos being pulled in than out and the net effect is a contraction of the voids, or alternatively, a value of $P_n^*(r^*)$ smaller than $P_n(r)$. This effect is much smaller than the previous one, specially for the rather rare voids we are interested in. We suggest that this effect may be accounted for by a replacement in equation (10) of the form:
\[ \bar{n} \rightarrow \bar{n} \left[ 1 + A \left( \frac{1.4h^{-1}\text{Mpc}}{r} \right)^2 \right] \] (23)

where \( A \) is a constant. We find, using numerical simulations, \( A \approx 6 \). Using these replacements (equations [22] and [23]) in equation (10) we find results for \( P_{\bar{\delta}}^v(r^*) \) and the number density of voids that are in excellent agreement with the numerical simulations analyzed in this work (see Appendix A for details). Although these replacements represent the correct procedure, we shall also use, for computational reasons, an alternative procedure, in which we simply replace \( r \) by certain function of \( \delta \) (equation A9 in Appendix A), finding very similar results to those found using the procedure described above.

5 DEPENDENCE OF THE NUMBER DENSITY OF VOIDS ON REDSHIFT AND COSMOLOGICAL PARAMETERS

In this section we focus our attention on how the VPF and the number density of voids larger than a given radius depend on redshift and cosmological parameters \( \sigma_8 \) and \( \Gamma \). Here we present the basics of the idea, referring the reader to Appendix A for details on the explicit procedure. In equation (10) we can see that the VPF depends on the cosmological parameters through the linear rms, of density fluctuations \( \sigma(r) \) which enters through the probability distribution for \( \delta_0 \) on the scale \( r \). There is also a dependence entering through \( \delta_s \), given in equation (5).

The \( \Lambda \)CDM transfer function (e.g. Bardeen et al. 1986) is essentially determined by a single parameter, \( \Gamma \), which determines the co-moving horizon scale at matter domination. The baryon density play a small role and is negligible to most of the cases in which our framework applies. The relevant parameters determining the power spectrum are \( \sigma_8 \) (its amplitude) and \( \Gamma \) (its shape). In Appendix A we give \( \sigma(r) \) as an explicit function of this two parameters, i.e. \( \sigma(r, \sigma_8, \Gamma) \).

It is important to note that the coefficients \( A(m) \) and \( b(m) \) in equation (5) also depends on \( \sigma_8 \) and \( \Gamma \) (see equation (A3)).

Once we have determined the dependence of the VPF and the number density of voids with the cosmological parameters, the redshift dependence for a given set of parameters may be obtained replacing \( \sigma_8 \) by:

\[ \sigma_8 \frac{D(z)}{D(z = 0)} \quad \bar{n}_v(r, z) = \bar{n}_v \left( r, \sigma_8 \frac{D(z)}{D(z = 0)} \right) \] (24)

where \( D(z) \) is the linear growth factor of density fluctuations in the model under consideration. \( \bar{n}_v(r, \sigma_8) \) is \( \bar{n}_v(r) \) as a function of \( \sigma_8 \). This equation reflects the fact that the dependence of the void statistics (in real space) with redshift enters only through \( \sigma_8 \). However, the void statistics in redshift space shows a substantially smaller dependence on redshift (up to \( z \approx 1 \)). We can see the difference with an example. In figure 1 we show the number density of voids larger than 11, 13 and 15h\(^{-1}\)Mpc (thinnest to thickest lines respectively) defined by galaxies with number density \( 5 \times 10^{-3}h^{-1}\text{Mpc}^{-3} \) as a function of redshift, both in real and redshift spaces (full, dashed lines respectively). Note that the sample of galaxies defining the voids is selected to keep their number density fixed at any redshift. Therefore, the value of \( m_8 \) changes as \( m \) changes with redshift. Also, for a given value of \( m \), \( \sigma(m) \) changes with \( z \) (see Appendix A).

6 CORRECTIONS DUE TO OBSERVATIONAL EFFECTS

6.1 Voids within a finite sample

The quantity \( \bar{n}_v(r) \) represents the mean number density of non-overlapping maximal spheres with radius larger than \( r \). These maximal spheres can be determined precisely for an arbitrarily large sample but this is not the case for finite samples. Consider a large sample (much larger than the mean distance between the voids) and assume that all maximal spheres larger than \( r \) are located sufficiently far away from its boundaries. Consider now a smaller sample entirely contained within the region containing these maximal spheres. The mean number of maximal spheres larger than \( r \) that are entirely contained within the finite sample is given by:

\[ \bar{N}(r) = \int_r^{\infty} -AV(r') \left( \frac{dn_v(r')}{dr'} \right) dr' \] (25)

where \( AV(r) \) is the available volume within the sample for the centers of the spheres of radius \( r \), and the parenthesis is the number of maximal spheres with radius between \( r \) and \( r + dr \). Integrating by parts the r.h.s. of equation (19) we have:

\[ \bar{N}(r) = \int_r^{\infty} -AV(r') \left( \frac{dn_v(r')}{dr'} \right) dr' \]
For simplicity, here we will consider samples that are either meridians in the sky, with depth $\delta$ the actual sample. Thus, the maximal spheres close to the actual maximal spheres are determined using only those with $\delta$ larger than $\delta$ is only slightly larger than $r$. For $\vec{r}$ we have:

$$\vec{r}'(r) = \frac{1}{\bar{n}_v(r)} \int_{r}^{\infty} -r \frac{d\bar{n}_v(r')}{dr'} \, dr'$$

$$= r + \frac{1}{\bar{n}_v(r)} \int_{r}^{\infty} \bar{n}_v(r') \, dr'$$

Using this in equation (26) we have:

$$\bar{N}(r) \simeq \bar{n}_v(r) AV[\vec{r}'(r)].$$

As we pointed out before, the net effect of the boundary is to reduce slightly the size of the spheres and to retract their centers. The first effect results in a smaller value of $\bar{n}_v(r)$ for any value of $r$, but the second produce the opposite effect as it is enclosing the centers of the spheres in a smaller volume. This last effect dominates, so that the number density of locally maximal spheres within a finite sample is larger than that for the actual maximal spheres.

This boundary effect can be taken into account modifying the available volume by:

$$AV_L(r) = AV(\vec{r}'(r) - \alpha[\vec{r}'(r) - r])$$

where $AV_L(r)$ represent the available volume for locally maximal spheres, and $\alpha$ is a number between 2 and 4. The number we obtain in the Millennium Run numerical simulation is 3.3. Thus, we have:

$$AV_L(r) = AV(r - 2.3[\vec{r}'(r) - r]) \quad r \geq r_0$$

$$AV_L(r) = AV(r_0 - 2.3[\vec{r}'(r_0) - r_0]) \quad r \leq r_0$$

where $r_0$ is defined by:

$$K(r_0) = 0.34$$

and $K$ is defined in equation (4). The interesting cases are those with $r \geq r_0$, but written in this form the expression is valid even for very common voids, at least down to the largest $K$ values we explored ($K = 0.43$). Finally, we have for the mean number of locally maximal spheres within the sample, $\bar{N}_L(r)$:

$$\bar{N}_L(r) = \bar{n}_v(r) AV_L(r)$$

where $\bar{n}_v(r)$ is the mean number density of actual maximal spheres (given by equation 3) and $AV_L(r)$ is given by 31. We shall use this expression to estimate the sample independent quantity, $\bar{n}_L(r)$, from the observed statistics, $\bar{N}_L(r)$. Note that the actual number density of locally maximal spheres within the sample, $\bar{n}_L(r)$, is given by:

$$\bar{N}_L(r) = \bar{n}_v(r) AV[\vec{r}'(r)]$$

but $\bar{n}_L(r)$ is a sample dependent quantity.

In what follows we drop the distinction between local and actual maximal spheres. Samples are always finite, so it is understood that some of the 'maximal spheres' found in them, those close to the border, are only conditionally maximal. However, we use them to estimate the sample independent number density of actual maximal spheres.

### 6.2 Spectroscopic completeness

In the equations considered so far, the local number density of galaxies is modulated by the underlying density fluctuations and their corresponding bias. However, in real galaxy redshift surveys, there exist fluctuations in the local number density of galaxies due to the failure of taking spectra of some galaxies. The completeness, defined as the ratio of successfully obtained redshifts to targetable objects, varies non-trivially from 0 to 1, having angular and magnitude dependencies. In this paper we assume a constant completeness in
magnitude, to focus in the spectroscopic completeness. This issue have different origins and usually lay around 10% depending on the survey (see e.g. Norberg et al. 2002; Conroy et al. 2005). These fluctuations, must be incorporated into our framework to obtain predictions for the number of voids expected within real galaxy samples. The essential question is whether the correlation for the completeness fluctuations is much larger than the size of the voids. If the completeness changes over the size of a void, the formalism developed in this work need to be re-elaborated to some extend. However, if the correlation length of the completeness fluctuations is much larger than the size of the voids, these fluctuations behave as a random dilution of the number of galaxies. Thus, Equation (10) can be used replacing \( \bar{n} \) by its diluted value. So, \( P_u(r) \) is given by:

\[
P_u(r) = \int_0^1 [P_n(r, \bar{n}c)] P(c) \, dc,
\]

where the function \( P_n(r, \bar{n}) \) is the same as in equation (10) and \( P(c) \) is the probability distribution for the spectroscopic completeness, \( c. \bar{n} \) denotes the intrinsic mean number density of galaxies. Note that the observed density within the sample is \( \bar{n}c \). To obtain the number density of maximal spheres, we have to change \( P_u(r) \) by \( \bar{n}_v \) in the previous equation.

6.3 The snapshot effect

The equations presented above compute the predictions for the number of voids assuming a constant value of \( z \) over the sample. However, in observational samples there is a dependence of redshift with the radial coordinate. Thus, due to the dependence of voids number densities with redshift, there exist a radial dependence on those densities.

The number density of voids at a distance \( u \) from the origin is given by \( \bar{n}_v[r, z(u)] \) where \( z(u) \) is the relationship distance-redshift. For a rectangular strip the expected number of voids is given by:

\[
\bar{N}_V(r) = \int_{r-ar{r}}^{r} P(u, r) \bar{n}_v[r, z(u)] u^2 \, du
\]

where

\[
\bar{r} = r - 2.3[f^r(r) - r]
\]

and \( P(u, r) \) is given in (41); \( f^r \) is given in (27), and \( R \) is the depth of the sample. For small values of \( z, \Omega_m = 0.3, \Omega_\Lambda = 0.7, \) \( z(u) \) may be approximated by:

\[
z(u) \simeq 3.336 \times 10^{-4}u + 2.7 \times 10^{-8}u^2
\]

with co-moving distance \( u \) in units of \( h^{-1}\)Mpc. The mean number density of voids within the sample is obtained dividing the expected number of voids by the volume available for those voids, \( AV_\lambda(r) \), given by equation (35).

7 TESTS TO ESTIMATE COSMOLOGICAL PARAMETERS

The framework presented here can be used to perform tests to measure the cosmological parameters. The efficiency of any test can be addressed rigorously using our formalism, so that we may design an optimum test. Here, we will consider tests built using the VPF and the number density of voids.

7.1 VPF vs. number density of voids

For both the VPF and the number density of voids larger than a given radius, most of the information concerning cosmological parameters comes from extreme events. However, implementing all the useful information (i.e. including more common voids) can be used to improve the statistics. In order to determine the efficiency of a test to measure a given generic cosmological parameter, let say \( \alpha \), we can construct a simple test considering only the voids larger than a given radius \( r \). The \( rms \) of that parameter within this test would be:

\[
rms(\alpha) = \frac{rms[\bar{n}_v(r)]}{\bar{n}_v(r)G(r, \alpha)}
\]

where

\[
G(r, \alpha) = \frac{d \ln \bar{n}_v(r)}{d \ln \alpha}
\]

The fractional \( rms \) error for the estimate of \( \bar{n}_v(r) \) for a given sample is that corresponding to an uniform Poissonian distribution with a correction term, assuming that voids are uncorrelated (which seems to be the case, see Patiri et al. 2006). Therefore,

\[
\frac{rms[\bar{n}_v(r)]}{\bar{n}_v(r)} = \frac{1}{\bar{N}(r)^{1/2}[1 - 3[r'(r)]^3 \bar{n}_v(r)]^{1/2}}
\]

where \( \bar{N}(r) \) is the expected number of voids larger than a given radius \( r \). The last parenthesis accounts for the anti-correlation for voids with distances between their centers less than \( 2r' \). This factor is important only for small voids. Then, the best test using this void statistic (i.e. all voids larger than \( r \)) is obtained by minimizing equation (31) with respect to \( r \). For the relevant range of parameters, the same value of \( r \) is obtained for any value of \( \alpha \). The efficiency of this test is somewhat smaller than that of the best test using all the voids within the sample, but it remains as simple as for a first approximation.

In a similar way, to study the ability of the VPF to estimate the parameter \( \alpha \) we may consider a simple test using the value of the VPF for a given value of \( r \). In this case, we have for the error:

\[
rms(\alpha) = \frac{rms[P_0(r)]}{P_0(r)G'(r, \alpha)}
\]

where

\[
G'(r, \alpha) = \frac{d \ln P_0(r)}{d \ln \alpha}
\]

In Patiri et al. (2006) we have shown that
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\[ \text{rms}[P(r)] = 2.82 \frac{\text{rms}[\bar{n}_v(r)]}{\bar{n}_v(r)} P_0(r). \]  

(46)

We then have for the $\text{rms}(\alpha)$:

\[ \text{rms}(\alpha) = 2.82 \frac{\text{rms}[\bar{n}_v(r)]}{\bar{n}_v(r)} \]  

(47)

Example values of $G$, $G'$ are given in table 1.

### 7.2 Maximum Likelihood test

Another test is the Maximum Likelihood test. To perform this test, we consider all voids larger than a given radius. This radius could be chosen arbitrarily small, taking into account that very small voids do not carry any cosmological information. The probability distribution for the radius of all voids larger than $r_0$ is given by:

\[ P(r) = -\frac{1}{N(r)} \frac{dN(r)}{dr} \]  

(48)

where $N(r)$ is the expected value for the number of voids, larger than $r$, within the sample (for a given set of cosmological parameters).

As in this paper we are particularly interested in $\sigma_8$ and $\Gamma$, the likelihood of the observed data for that set of parameters is

\[ L(\sigma_8, \Gamma) = \prod_{i=1}^{n} P(r_i, \sigma_8, \Gamma). \]  

(49)

This is so because the sizes of two different voids are independent random variables. With this function the best estimate may be obtained maximizing with respect to $\sigma_8$ and $\Gamma$ while the confidence levels are obtained following the standard Bayesian approach.

### 7.3 $\chi^2$ test

A less sophisticated test, but almost as efficient as that of Maximum Likelihood, is the $\chi^2$ test. This test can be done computing the $\chi^2$, where the number of degrees of freedom corresponds to the number of bins in radius:

\[ \chi^2(\sigma_8, \Gamma) = \sum_{i=1}^{n} \frac{[N_i - \bar{N}_i(\sigma_8, \Gamma)]^2}{\text{rms}(N_i)^2}, \]  

(50)

where $N_i$ is the number of voids with radius within the $i$-th bin found in the observational sample. On the other hand, the expected value for the number of voids in the same bin in radius for given values of $\sigma_8, \Gamma$ is:

\[ \bar{N}_i(\sigma_8, \Gamma) = \bar{N}_V(r_{i+1})(\sigma_8, \Gamma) - \bar{N}_V(r_i)(\sigma_8, \Gamma) \]  

(51)

where $r_{i+1}$ and $r_i$ are the boundaries of the $i$-th bin and $\bar{N}_V(r)$ is given in equation (46). The $\text{rms}$ of $N_i$ is given by equation (43) (note the change in the subscript $L$ by $V$) and it is well approximated by $N_i$.

The statistical significance of the $\chi^2$ test is that of a $\chi^2$ statistic with $n$ degrees of freedom because the number of voids in each bin is an independent random variable. The width of the bins must be chosen wide enough to contain a large number of voids, so that this number may be assumed to follow a Gaussian distribution. Even though $\bar{N}_V(r)$ can be computed directly with our analytic equations, its accuracy is in the order of 5-7% which could slightly change the result of the test. To avoid this, we suggest to use mock catalogs with large volumes in order to better quantify the sampling errors. We can then use our analytic framework to extrapolate the statistics found in mock catalogs to other values of cosmological parameters. The values for $\bar{N}_i$ can be computed in the following way:

\[ \bar{N}_i(\sigma_8, \Gamma) = \bar{N}_i^{\text{sim}} F(\sigma_8, \Gamma) \]  

(52)

and

\[ F(\sigma_8, \Gamma) = \frac{\bar{N}_i(\sigma_8, \Gamma)}{\bar{N}_i[\sigma_8^{\text{sim}}, \Gamma^{\text{sim}}]} \]  

(53)

where $\sigma_8^{\text{sim}}, \Gamma^{\text{sim}}$ are the cosmological parameters for which the numerical simulation was ran. Note that $F$ is simply the ratio between the expected values obtained with our analytical expression for the values of the corresponding cosmological parameters and those values obtained in the numerical simulation.

## 8 COMPARISON WITH NUMERICAL SIMULATIONS

We have to use cosmological numerical simulations extensively in order to test the predictions made by our formalism. We also need these simulations to calibrate the equations with free parameters.

### 8.1 Cosmological N-body Simulation and Galaxy Formation Model

In this work we took advantage of the publicly available dark matter halo and mock galaxy catalogs produced with the Millennium Run simulation (Springel et al. 2005) and the ‘MPA’ semi-analytic model of galaxy formation (SAM) applied to it (Croton et al. 2006; De Lucia & Blaizot 2007). The Millennium Run simulation follows the evolution of $10^{10}$ dark matter particles in a periodic box of 500$h^{-1}$Mpc on a side with a mass resolution per particle of $8.6 \times 10^8 h^{-1} M_{\odot}$. The initial conditions of the simulation were run with cosmological parameters consistent with the combined analysis of the 2dFGRS and WMAP1 data ($\Gamma = 0.1825$, $\sigma_8 = 0.9$). The halos in the simulation were identified in each time step using a friend-of-friends algorithm with a linking length of 0.2 times the mean particle separation. For full details of the simulation we refer the reader to Springel et al. (2005).

The gravitational potential of each halo accretes the surrounding gas from which galaxies form. The semi-analytic models tracks, in a parametrized way, various physical processes that are supposed to play a key role in galaxy formation such as radiative cooling of hot gas, star formation in the cold disk, supernova feedback, black hole growth and AGN feedback through the ‘quasar’ and ‘radio’ epochs of AGN evolution, metal enrichment of the inter-galactic
and intra-cluster medium, and galaxy morphology shaped through mergers and merger-induced starbursts.

The full galaxy catalog produced with the SAM (also known as ‘Delucia2006a’ catalog) contains information for about 12 million galaxies brighter than \( M_r = -17 \). For each of these galaxies we have available, among other properties, positions and velocities, magnitudes in several band passes (Johnson, Busher, 2MASS as well as the 5 SDSS bands), stellar mass and the mass of its parent dark matter halo.

In order to quantify errors, we divided the full 500\( h^{-1} \)Mpc on a side box in 8 small boxes of 250\( h^{-1} \)Mpc side each. From these boxes we constructed halo and galaxy samples, in both real and redshift space. To produce redshift space catalogs we used the distant observer technique. We selected for our samples all halos with masses larger than \( 6.6 \times 10^{11}h^{-1}M_\odot \) and galaxies brighter than \( M_r = -20.4 + 5\log h \). The mean number density of objects in our halo and galaxy samples is 5 and 5.17 \( \times 10^{-3}h^{-1}\text{Mpc} \) respectively.

8.2 Results

We conducted extensive comparisons for \( P_n(r) \) and \( \bar{n}_n(r) \) in the galaxy and halo distributions, in both real and redshift spaces, finding excellent agreement.

In Figure 2 (top panels) we show \( P_1(r) \) and \( P_4(r) \) as a function of radius in the distribution of dark matter halos with mass larger than \( 6.6 \times 10^{11}h^{-1}M_\odot \) in red space. The full line and symbols are the results obtained using our formalism and the Millennium Run respectively. The number density of halos in this sample is \( 5 \times 10^{-3}h^{-1}\text{Mpc} \). In the bottom panels we show \( P_1(r) \) and \( P_2(r) \) obtained for the galaxies in redshift space. The symbols are the same as in the top panels. The number density of galaxies is \( 5.17 \times 10^{-3}h^{-1}\text{Mpc} \) and the mass of the halos that are clustered as these galaxies is \( m_q = 9.14 \times 10^{11}h^{-1}M_\odot \) (see eq. A9). We can see that, overall, the results obtained with our formalism are in excellent agreement with the statistics found in the Millennium Run both for halos and galaxy distributions.

In Figure 3 we show the VPF for the same distribution of galaxies mentioned above. We can see that our formalism is reliable even to values of \( r \) much smaller than those actually relevant for our purposes. Also, the fact that galaxies are clustered like halos above some mass (see eq. 13), not only produce the correct VPF, but also leads to the correct value for other statistics of underdense regions on the relevant scales, i.e. those larger than the halos themselves.

In Figure 4 we show the comparison of predictions for the number densities of voids larger than \( r \) obtained from our formalism and those from the Millennium Run in redshift space. In the left panel of this figure we show the ratio of the number density of voids at present to those at \( z = 1 \) in the distribution of dark matter halos. In the right panel we plot the same ratio but for voids defined by galaxies. In both cases the value of the number density of the defining objects is \( 5 \times 10^{-3}h^{-1}\text{Mpc} \). At \( z = 1 \), the mass (lower limit) of the halos with the same number density as those at \( z = 0 \)

\[ m = 6.48 \times 10^{11}h^{-1}M_\odot \] (see eq. A9). For galaxies, we have [using eq. (16)] \( m_q = 7.93 \times 10^{11}h^{-1}M_\odot \). We see that \( \bar{n}_n \) is accurately predicted by our formalism both for voids defined by halos and galaxies. Also, the dependence of redshift is obtained with good accuracy for all voids, specially for those rare enough \( |K| \lesssim 0.2 \), see eq. (4) and relevant for our purposes.

It is important to note that the predictions for \( P_n(r) \) in halo distributions obtained using our formalism do not involve any fit to the simulations. However, in order to compute \( \bar{n}_n(r) \) using equation (3), we have line two coefficients (3.5 and 2.18 in that equation). This was done using the Millennium Run and several other results from numerical simulation (see Patiri et al. 2006). These coefficients are particularly important for common voids (e.g. voids larger than 12\( h^{-1}\text{Mpc} \) defined by the galaxies used above). However, for rare voids, the relevance of these coefficients is much smaller.

For galaxy distributions, our predictions for \( P_n(r) \) and \( \bar{n}_n(r) \) involves determining the mass of the halos \( m_q \) which are clustered like the galaxies. To this end we use \( m_q \) as a free parameter and choose it so as to maximize the agreement between the predictions for \( P_n(r) \) and \( \bar{n}_n(r) \) using our formalism and the results found in the numerical simulations. We obtain \( m_q = 9.15 \times 10^{11}h^{-1}M_\odot \), and with this value we fitted the only free parameter in equation (16). Using this equation we may obtain the value of \( m_q \) corresponding to any galaxy sample at any redshift and for any value of the cosmological parameters.

Finally, in Table I we show the quantities \( G_\gamma, G'_\gamma, G_\delta, G'_\delta \) generically defined by:

\[ G_ = G(r, \alpha) \quad G'_\dot{\alpha} = G'(r, \alpha) \]

with \( G(r, \alpha) \), \( G'(r, \alpha) \) as defined in equations (42) and (45). These quantities characterize the sensitivity of \( \bar{n}_n(r) \) and \( \bar{P}_n(r) \) to the generic parameter \( \alpha \). We also consider the quantities \( G_\pi \) and \( G'_\pi \).

\[ \text{http://www.g-vo.org/MyMillennium2/} \]
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Figure 2. Top panels: $P_1(r)$ and $P_4(r)$ in the distribution of halos with mass larger than $6.6 \times 10^{11} h^{-1} M_\odot$ in real space. The full line and symbols are the results obtained using our formalism and the Millennium Run respectively. The number density of halos in this sample is $5 \times 10^{-3} h^{-1} \text{Mpc}$. Bottom panels: $P_1(r)$ and $P_4(r)$ obtained with our formalism and in the mock catalog for galaxies brighter than $M_r = -20.4 + 5 \log h$ in redshift space. The symbols are the same than in the top panels.

9 DISCUSSION AND CONCLUSIONS

In this work we developed an analytical formalism dealing with the clustering properties of dark matter halos and galaxies in underdense regions. In particular, we extended an existing framework to account for redshift distortions and observational effects. We also included in the formalism the high precision conditional mass function recently published by Rubiño et al. (2008). We showed that our formalism allows us to calculate accurately several void and underdense statistics, such as the $P_n(r)$ and $\bar{n}_v(r)$ in dark matter halo distributions in both real and redshift spaces at any redshift.

\begin{align}
G_\gamma & \equiv G(r, \gamma) = \frac{d \ln \bar{n}_v(r)}{d \ln \gamma} \\
G'_\gamma & \equiv G'(r, \gamma) = \frac{d \ln P_0(r)}{d \ln \gamma} \\
\gamma & \equiv \frac{d \ln \sigma(r)}{d \ln r}
\end{align}

These quantities are closely related to $G_\Gamma$, $G'_\Gamma$ and characterize the sensitivity of $\bar{n}_v(r)$, $P_0(r)$ to the local logarithmic slope of $\sigma(r)$. They may be obtained from $G_\Gamma$, $G'_\Gamma$ through the relationship between $\Gamma$ and $\gamma(r)$.
Our predictions for $P_n(r)$ are particularly remarkable, since they are the result of purely theoretical considerations.

We also found that for galaxy distributions, $P_n(r)$ and $\bar{n}_v(r)$ may be obtained, to a very good approximation, assuming that the galaxies have the same clustering properties as halos above a given mass $m_g$. We deduced a relationship between this mass and that of halos with the same accumulated number density as the galaxies. Similar approaches have shown very useful to describe other properties of galaxy clustering (e.g. Conroy, Wechsler & Kravtsov 2006). The equation we obtained contains a single free parameter that we fitted using numerical simulations at $z = 0$, leading to predictions for $P_n(r)$ and $\bar{n}_v(r)$ that are remarkably good at any redshift compared to those statistics found in the simulations.

We found that the dependence of $P_n(r)$ and $\bar{n}_v(r)$ on redshift is small, with $\bar{n}_v(r)$ changing less than 20% between $z = 1$ and $z = 0$ for voids with radius larger than $13h^{-1}$Mpc. This is due to the fact that in cosmologies with $\Omega_m < 1$, the redshift distortions are more effective (for a given value of $\delta$) at higher redshift. This partially compensates (up to $z \sim 1$) for the smaller amplitude of density fluctuations. However, the dependence of $P_n(r)$ and $\bar{n}_v(r)$ on $\sigma_8$ and $\Gamma$ is considerably larger, making them important to use as tests to measure these parameters. We showed how to construct efficiently several of these tests and discussed in detail the treatment of several observational effects. Correcting for the biases implied by these effects may be necessary for an accurate measurement of cosmological parameters by means of $P_n(r)$ and $\bar{n}_v(r)$.

From the cosmological parameter estimation point of view, there is a close symmetry between voids and clusters. In fact, rich clusters and large voids (which set the strongest constrains to cosmological parameters) correspond to regions of co-moving scale of $\sim 5h^{-1}$Mpc. The main difference between them is that clusters collapse to form structures of about $\sim 2 - 3h^{-1}$Mpc while proto-voids expands to voids of $\sim 13h^{-1}$Mpc. In both cases the efficiency lay on how pre-
ciscely the mass of the underlying dark matter can be determined. For clusters, the main source of uncertainty comes through the different methods to determine their masses, such as the temperature-mass relation when using x-rays (Vikhlinin et al. 2008), while voids do not present this problem. Moreover, voids might be specially interesting to measure the normalization of the amplitude of density fluctuations since they are tracing comparable scales, while clusters are considerably smaller.

The currently available (2dFGRS, SDSS) and next generation (e.g. BOSS) large galaxy redshift surveys in combination with the analytical formalism presented in this paper, will allow us to estimate the values of the relevant cosmological parameters using void statistics, providing independent measurements. These, along with the estimations made by other methods will contribute to reduce their uncertainties. It is also worth to mention that in a forthcoming paper we will explore the dependence of the statistics of voids with σ_8 and Γ, using the void statistics found in the 2dFGRS (Patiri et al., in prep.). All this makes the statistics of underdense regions a very promising tool to constrain cosmology not just with the current surveys but also to next generation high redshift surveys.
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APPENDIX A: EXPLICIT COMPUTATION OF P_8(r)

In this Appendix we show the detailed procedure for computing P_8(r) and the void statistics for given values of σ_8 and Γ.

\[ P_8(r) = \frac{1}{n!} \int_{-\infty}^{\infty} P(\delta_i, r)[u(\delta_i)]^n e^{-u(\delta_i)} d\delta_i \]  

(A1)

\[ u(\delta_i) = nV[1 + DELF(\delta_i, r)]Ae^{-b\delta_i^2} \]  

(A2)
DELF is a function of $\delta_i$ and $r$ that gives the mean actual density contrast within a sphere with radius $r$ with enclosed linear density contrast $\delta_i$. 

$$\text{DELF}(\delta_i, r) \equiv \frac{1 + \text{DELT}(\delta_i)}{1 - \frac{r}{R} |1 + \text{DELT}(\delta_i)|^{2/3} |\sigma(r |1 + \text{DELT}(\delta_i)|^{1/3})|^2}$$  \hspace{1cm} (A3)$$

where $\text{DELT}(\delta_i)$ denotes the relationship between the actual and linear enclosed density contrasts in the spherical collapse model (see PB06 for details).

$$1 + \text{DELT}(\delta_i) \simeq (1 - 0.607\delta_i)^{-1.66}$$  \hspace{1cm} (A4)$$

$\sigma(Q)$ is the rms of the linear density contrast on a sphere with Lagrangian radius $Q$. In this equation, $\sigma(Q)$ is evaluated at $Q$ equal to $r |1 + \text{DELT}(\delta_i)|^{1/3}$. Explicit equations for $\sigma$ are given at the end of this Appendix. $A$, $b$ in eq. (A2) are also functions of $\delta_i$ given by:

$$A \equiv A(m, Q = r |1 + \text{DELT}(\delta_i)|^{1/3}) \times \left( \frac{D(\delta_i)}{0.9} \right)^{0.88} \left( \frac{\Gamma}{0.21} \right)^{0.343}$$  \hspace{1cm} (A5)$$

$$b \equiv b(m, Q = r |1 + \text{DELT}(\delta_i)|^{1/3}) \times \left( \frac{D(\delta_i)}{0.9} \right)^{-2.55} \left( \frac{\Gamma}{0.21} \right)^{-0.82}$$  \hspace{1cm} (A6)$$

where $A(m, Q)$, $b(m, Q)$ are functions of the mass of the objects and the Lagrangian radius of the regions being considered (that corresponding to an Eulerian sphere with radius $r$, see Rubiño et al. 2008):

$$A(m, Q) = [1.577 - 0.298(\frac{Q}{r})] - [0.0557 + 0.0447(\frac{Q}{r})] \ln(m) - [0.00565 + 0.0018(\frac{Q}{r})]^{2}$$  \hspace{1cm} (A7)$$

$$b(m, Q) = [0.0025 - 0.00146(\frac{Q}{r})] + [0.121 - 0.0156(\frac{Q}{r})] \times \left( m^{0.325} + 0.019(\frac{Q}{r}) \right)$$  \hspace{1cm} (A8)$$

$$m \equiv \frac{M}{3.53 \times 10^{9} h^{-1} M_{\odot}} \left( \frac{\delta_i}{\delta} \right)$$  \hspace{1cm} (A9)$$

where $M$ is the mass of the objects, $D(\delta)$ in equations A5, A6 is the linear growth factor normalized to be 1 at present. The exponents determining the dependence on $A$, $b$ on $\sigma_p$ and redshift are slightly different from those given by Rubiño et al. (2008) but are within the precision afforded by the procedure used in that work. The exponents given here have been accurately fitted using numerical simulations.

For dark matter halos, the values of $m$ entering in these last equations is defined by:

$$\bar{n}(> m) = \bar{n}_{\text{sample}}$$  \hspace{1cm} (A10)$$

while for galaxies we have to use $m_g$ given in equation [10]. The definition of $m$ and $m_g$ imply that these quantities have to be scaled with $\sigma_p$, $\Gamma$ and redshift. However, $m$ changes very little with these variables up to $z \sim 1$, so we chose to hold it fixed. In the case of $m_g$ the scaling can be approximated by:

$$m_g(\sigma_p, \Gamma, z) = m(1.396)(D(\sigma_p)/0.9)^{1/2} \times 10^{0.271}$$  \hspace{1cm} (A11)$$

We use for the probability distribution $P(\delta_i, r)$ of the linear density contrast within an Eulerian space given by Betancort-Rijo & López-Corredoira (2002):

$$P(\delta_i, r) = \exp \left[ \frac{-1}{2} \left( \frac{\sigma(r |1 + \text{DELT}(\delta_i), r)|^{1/3} \bar{l}}{\sqrt{\bar{r}}} \right)^2 \times [1 + \text{DELT}(\delta)]^{-1/2} \times \frac{d}{dr} \left( \frac{\sigma(r |1 + \text{DELT}(\delta_i), r)|^{1/3} \bar{l}}{\sqrt{\bar{r}}} \right) \right]$$  \hspace{1cm} (A12)$$

Even though $\alpha$ depends on $\Gamma$, and the above equation corresponds to $\Gamma = 0.21$, this dependence is not relevant for our purposes.

To obtain $\sigma(Q)$ we use the standard BBKS power spectrum (Bardeen et al. 1986). We also checked other power spectra (e.g. Einseinstein & Hu 1999), finding no significant differences in the final results, i.e.

$$\sigma(Q) \equiv \sigma(Q, \Gamma) \simeq \sigma_p A(\Gamma) Q^{-\beta(\Gamma)} - C(\Gamma) \Q \Gamma$$  \hspace{1cm} (A13)$$

where $A(\Gamma) \equiv 2.01 + 3.9\Gamma; \beta(\Gamma) \equiv 0.2206 + 0.3611^{1.5} \Gamma$.

$$C(\Gamma) \equiv 0.182 + 0.0411 \ln(\Gamma)$$  \hspace{1cm} (A13)$$

This fit is valid for $Q \gtrsim 3h^{-3}$ Mpc and $0.1 \gtrsim \Gamma \gtrsim 0.5$.

To obtain $P_n(r^*)$, i.e. the probability that a sphere of radius $r^*$ in redshift space contains $n$ objects when placed at random within the distribution, we have to implement the replacements given in equations (16) and (17) in all expressions entering in eq. (A1) but for computational reasons we choose to follow an equivalent procedure whereby $r$ is replaced by:

$$r^* \left( \frac{1 - \text{VEL}(\delta)|^4 - 1}{-4\text{VEL}(\delta)} \right)^{1/3}$$  \hspace{1cm} (A14)$$

where the function VEL(δ) is defined so that the peculiar velocity, $V$, of mass element at distance $r$ from the center of a spherical mass concentration (or defect) enclosing actual density contrast $\delta$ is given by:

$$V = H r \text{VEL}(\delta)$$  \hspace{1cm} (A15)$$

where $H$ is the Hubble constant at the time being considered. Betancort-Rijo et al. (2006) showed that:

$$\text{VEL}(\delta) = - \frac{d \ln D(a)}{3 \ln a} \frac{\text{DELK}(\delta)}{1 + \delta} \left( \frac{d}{d\delta} \text{DELK}(\delta) \right)^{-1}$$  \hspace{1cm} (A16)$$

$D(a)$ is the growth factor as a function of the expansion factor, $a$, and DELK(δ) is the inverse function of DELT(δ) (see Sheth & Thorman 2002).
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APPENDIX B: THE EFFECT OF COSMIC VARIANCE

In all the equations used in this work, the mean number density of objects were assumed to be obtained from an arbitrarily large sample. The question is which value of $\bar{n}$ must be used to obtain the expected theoretical value of voids within a specified sample: must we use the universal mean number density, when this is available from a much larger sample, or the mean within the sample under consideration? Conversely, if only the local mean is available, will it bias the expected number of voids within the sample?

Equation (29) gives (for samples at fixed $z$) the expected number of voids, $\bar{N}(r)$ (note that $\bar{N}(r) \equiv \bar{N}(r)$), within a sample of given shape and volume, chosen randomly within a much larger volume with mean number density $\bar{n}$. $\bar{N}(r)$ can be also expressed in the form:

$$\bar{N}(r) = \int_{-\infty}^{\infty} \bar{N}(r) \mid \bar{n}' \left( \frac{e^{-\frac{(r - \bar{n}')^2}{2\sigma_n^2}}}{\sqrt{2\pi}\sigma_n} \right) d\bar{n}'$$

$\bar{N}(r) \mid \bar{n}'$ represents the expected number of voids within the sample, conditional to having a mean number density within it equal to $\bar{n}'$. The parenthesis represents the probability distribution of $\bar{n}'$, which for large enough samples is simply a Gaussian with mean $\bar{n}$ and variance $\sigma_n^2$ given by:

$$\sigma_n^2 = \bar{\delta}^2 + \frac{1}{\bar{n}V_s}$$

where $\bar{\delta}^2$ is the variance of the density fluctuations within the sample, which for the large sample volumes, $V_s$, usually considered may be approximated by its linear value.

Equation (36) can be solved using the following ansatz:

$$\bar{N}(r) \mid \bar{n}' = \bar{N}(r)_{res}(\bar{n} = \bar{n}')$$

$$\left( \sigma(r)^2 \rightarrow \sigma'(r) - \bar{\delta}^2 \right)$$

where the right hand side is equation (36) considered as a function of $\bar{n}$ evaluated at $\bar{\delta}'$, $\beta$ is a parameter to be determined. equation (36) should be evaluated using the constrained $\sigma(r)$ indicated in the last parenthesis. The reason for this is that within samples with a fixed value of $\bar{n}'$ the field of density contrast linearly extrapolated to the present behave, with high precision, like a uniform Gaussian field with a constrained power spectrum (so that on any scale $\sigma(r)^2 = \sigma(r)^2 - \bar{\delta}^2$; see Rubiño et al. 2008).

The constraint on the power spectrum implies that at a given scale $r_0$ the value of $\sigma(r_0)$ is slightly different from the unconstrained one, and that the local shape of $\sigma(r)$ in the neighborhood of $r_0$ (for any $r_0$) also changes. As we saw before, $\bar{n}_i(r_0)$ depends both on $\sigma(r_0)$ and on the local shape of $\sigma(r)$, quantified by $G_{\gamma}$. Therefore, we can write:

$$\bar{N}(r_0)_{res}(\bar{n} = \bar{n}') \approx \left( 1 - \frac{\bar{\delta}^2}{\sigma^2(r_0)} \right) \bar{N}(r_0)(\bar{n} = \bar{n}')$$

(B4)

We may also use the approximation:

$$\bar{N}(r_0)(\bar{n}') \approx \bar{N}(r_0)(\bar{n}_0) \left( \frac{\bar{n}'}{\bar{n}_0} \right)^{G_{\gamma}}$$

(B5)

The values for $G_{\gamma}$ (or $G(r, \gamma)$), $G_{\delta}$ (or $G(r, \bar{n})$, see equation (42) for a general definition) are given in section 3. Using expressions (B3) and (B4) in (B5) we find, after eliminating $\bar{N}(r)$:

$$1 = \left( 1 + \frac{\bar{\delta}^2}{\sigma^2(r_0)} \right)^{G_{\gamma}-G_{\delta}} \left( 1 + \frac{G_{\delta}(G_{\gamma} - 1)}{2} \bar{\delta}^2 \right) \beta^{G_{\delta}}$$

(B6)

Therefore, for $\bar{\delta}^2 < \sigma^2(r_0)$:

$$\beta \approx 1 - \left( G_{\delta} - G_{\gamma} \right) \frac{\bar{\delta}^2}{\sigma^2(r_0)} + \frac{G_{\delta}(G_{\gamma} - 1)}{2} \frac{1}{\bar{\delta}^2} \frac{1}{\bar{\delta}^2}$$

(B7)

For most relevant voids $G_{\gamma}$, $G_{\delta}$ are close to 1, and for all the samples that we shall consider $\bar{\delta}^2 \lesssim 10^{-2}$. Therefore, $\beta$ is within 1% or 2% percent from unity, implying that:

$$\bar{N}(r) \mid \bar{n}' \approx \bar{N}(r)(\bar{n}')$$

to a very high degree of accuracy. That is, the conditional expected number of voids within a sample with certain density $\bar{n}'$ is the same as the expected number of voids within a random sample with the same shape and volume chosen at random within a much larger volume with mean density $\bar{n}'$. For very small samples, however, we would be underestimating the conditional number of voids if we use the unconditional expected number corresponding to the actual number density within the sample.

It is the conditional expected number of voids that we use to run tests for cosmological parameters because it leads to a somewhat more restrictive test (it uses more information). Furthermore, the constraint on $\sigma_8$ coming out from a test based on values of $\bar{n}'$ within the samples may be combined with that coming from tests using voids statistics as if they were independent tests. It must be noted, however, that a subdivision of the sample into smaller samples to use the conditional void statistics to conduct the test may lead to a further small increase of the efficiency of the test but only in as much as $\beta$ remains very close to 1 for the subsamples.
| Radius $[h^{-1}\text{Mpc}]$ | $P_0^f$ | $P_0^{\text{sim}}$ |
|---------------------------|--------|------------------|
| 2                         | 8.8600 | 8.8670 ± 0.01241 |
| 3                         | 7.6800 | 7.2860 ± 0.02430 |
| 4                         | 5.6000 | 5.4760 ± 0.03230 |
| 5                         | 3.9200 | 3.7860 ± 0.03610 |
| 6                         | 2.4400 | 2.4240 ± 0.03540 |
| 7                         | 1.4400 | 1.4400 ± 0.03200 |
| 8                         | 0.7920 | 0.8020 ± 0.02700 |
| 9                         | 0.4123 | 0.4177 ± 0.02020 |
| 10                        | 0.2034 | 0.2041 ± 0.01400 |
| 11                        | 0.0951 | 0.0936 ± 0.00873 |
| 12                        | 0.0422 | 0.0403 ± 0.00500 |
| 13                        | 0.0178 | 0.0161 ± 0.00271 |
| 14                        | 0.0071 | 0.0060 ± 0.00132 |
| 15                        | 0.0027 | 0.0019 ± 0.00059 |

**Table C2.** Comparison for the VPF ($P_0$) in a (redshift space) mock galaxy distribution obtained using our formalism (2nd column, $f$) and numerical simulations (3rd column, $\text{sim}$). The error is the $\text{rms}$ over an ensemble of 60 mock catalogs. These results were computed for galaxies brighter than $M_r = -20.4 + 5 \log h$. All the values of the VPF are given in units of $10^{-1}$.

**APPENDIX C: TABLES WITH THE COMPARISON BETWEEN OUR FORMALISM AND THE MILLENNIUM RUN**

In this Appendix we provide the tables with the values corresponding to the figures of section 8 which allows a more quantitative comparison of the results found using our formalism to with those found in the Millennium Run. We also present numbers for other underdense statistics as well.
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Table C1. $P_n(r)$ for dark matter halos with masses larger than $6.0 \times 10^{11} h^{-1} \text{M}_\odot$ in real space. The number density of these halos is $5 \times 10^{-3} (h^{-1} \text{Mpc})^{-3}$. Here we present results for the range $n=0$ to 4 for the Millennium Run (Sim) and the corresponding predictions obtained using our formalism ($f$). Note that all $P_n$ values are in units of $10^{-2}$.

| Radius [$h^{-1}\text{Mpc}$] | $n=0$ (Sim) | 0 ($f$) | 1 ($f$) | 2 ($f$) | 3 ($f$) | 4 ($f$) |
|-----------------------------|------------|--------|--------|--------|--------|--------|
| 9                           | 2.5600 ± 0.2300 | 2.5150 | 3.0170 | 3.1540 | 3.3180 | 3.5330 |
| 10                          | 1.1240 ± 0.1380 | 1.0870 | 1.5340 | 1.6530 | 1.8160 | 1.9050 |
| 11                          | 0.4568 ± 0.0970 | 0.4390 | 0.7228 | 0.7123 | 0.9196 | 0.9420 |
| 12                          | 0.1075 ± 0.0378 | 0.1654 | 0.3144 | 0.3008 | 0.4266 | 0.4281 |
| 13                          | 0.0561 ± 0.0095 | 0.0581 | 0.1246 | 0.1173 | 0.1884 | 0.1796 |
| 14                          | 0.0176 ± 0.0038 | 0.0190 | 0.0436 | 0.0462 | 0.0765 | 0.0695 |
| 15                          | 0.0043 ± 0.0013 | 0.0058 | 0.0137 | 0.0156 | 0.0269 | 0.0249 |

Table C3. $P_1$ and $P_4$ for the same galaxy distribution as in Table 2. The superscripts $f$ and sim denote results obtained using our formalism and numerical simulations respectively. All $P_n$ are given in units of $10^{-2}$.

| Radius [$h^{-1}\text{Mpc}$] | $P_1^f$ | $P_1^{\text{sim}}$ | $P_4^f$ | $P_4^{\text{sim}}$ |
|-----------------------------|--------|---------------------|--------|---------------------|
| 8                           | 7.0660 | 7.2540 ± 0.124     | 5.8540 | 6.0200 ± 0.042     |
| 9                           | 4.2350 | 4.4570 ± 0.126     | 4.2750 | 4.6270 ± 0.051     |
| 10                          | 2.3700 | 2.5130 ± 0.155     | 2.8520 | 3.1870 ± 0.060     |
| 11                          | 1.2430 | 1.3220 ± 0.083     | 1.7600 | 1.9870 ± 0.059     |
| 12                          | 0.6137 | 0.6477 ± 0.054     | 1.0120 | 1.1440 ± 0.053     |
| 13                          | 0.2853 | 0.2936 ± 0.032     | 0.5451 | 0.6053 ± 0.004     |
| 14                          | 0.1251 | 0.1244 ± 0.031     | 0.2755 | 0.2963 ± 0.029     |
| 15                          | 0.0517 | 0.0500 ± 0.011     | 0.1307 | 0.1360 ± 0.017     |

Table C4. Simulation results versus theoretical predictions for the number density of voids defined alternatively by halos and galaxies [both with number density $5 \times 10^{-3} (h^{-1} \text{Mpc})^{-3}$] in redshift space in the Millennium run at $z = 0$. Number densities are given in units of $10^{-3} (h^{-1} \text{Mpc})^{-3}$. See text for details.

| Radius [$h^{-1}\text{Mpc}$] | $\bar{n}_v^f$ (halos) | $\bar{n}_v^{\text{sim}}$ (halos) | $\bar{n}_v^f$ (gals) | $\bar{n}_v^{\text{sim}}$ (gals) |
|-----------------------------|----------------------|---------------------------------|---------------------|---------------------------------|
| 9                           | 6.325                | 6.460 ± 0.090                   | 6.318               | 6.591 ± 0.084                   |
| 10                          | 3.377                | 3.348 ± 0.058                   | 3.531               | 3.471 ± 0.061                   |
| 11                          | 1.795                | 1.906 ± 0.044                   | 2.040               | 2.040 ± 0.047                   |
| 12                          | 0.969                | 1.000 ± 0.032                   | 1.093               | 1.120 ± 0.036                   |
| 13                          | 0.511                | 0.510 ± 0.023                   | 0.596               | 0.598 ± 0.026                   |
| 14                          | 0.256                | 0.236 ± 0.016                   | 0.301               | 0.289 ± 0.019                   |
| 15                          | 0.113                | 0.103 ± 0.011                   | 0.141               | 0.130 ± 0.010                   |
| 16                          | 0.047                | 0.041 ± 0.007                   | 0.059               | 0.051 ± 0.008                   |

Table C5. The same as in Table 4 but for $z = 1$. Again, number densities are given in units of $10^{-5} (h^{-1} \text{Mpc})^{-3}$.