A short survey on the properties of four graphs constructed in \([0, 1]^n\) Boolean space is presented. Flexible activation function of an artificial neuron in a sparse distributed memory model is defined on the basis of the Ugly duckling theorem. Cotan Laplacian on 2-face triangulation of \(n\)-cube has degenerate spectrum of eigenvalues corresponding to the Hamming distance distribution of \([0, 1]^n\) space. Degenerate spectrum of eigenvalues of the cotan Laplacian defined on the graph comprising \(2^n\) 2-face triangulated \(n\)-cubes sharing common origin includes all integers from 0 to 3\(n\) without the eigenvalue of 3\(n-1\) multiplicities of the same eigenvalues form A038717 OEIS sequence), while the multiplicities of the same eigenvalues \([-\sqrt{2}, \sqrt{2}]\) of the adjacency matrix of \(2^n\)-cube form trinomial triangle.

I. Introduction

All that we perceive is information, the resolution of uncertainty, or knowledge that signifies our understanding of a concept\(^1\). The information is measured in bits, discrete basic units of information. On the other hand we perceive the universe in 3 spatial dimensions and unidirectional temporal one. But the arrow of time relates not only to philosophy and the 2nd law of thermodynamics but also to biological evolution.

However, the question is why do we sense such a dimensionality? Does it result from some kind of a minimum energy condition? Or could there exist individuals (flatlanders?) perceiving our (or their) universe in \(n\) dimensions, with finite \(n \neq 3\) spatial ones? Pseudo-Riemannian manifolds used in general relativity theory are not bound to four dimensions and the combinatorial proof of the Boltzmann’s \(H\)-theorem [LB77] introducing the concept of energy quantization which led to the development of quantum theory [TK78], is irrelevant to any particular dimensionality of space, in which Ludwig Boltzmann considered the molecules to collide.

An attempt to answer this question and link the perceived dimensionality with space-independent information through perception of a biological entity and in an information theoretic approach was the subject of this paper. Although this goal has not been completed, a survey on four cubes is presented in a hope that any of those who, like the author, are lost in math and wander astray in search of physical hard to vary models of reality will find here anything handy for their research.

II. The Cubes

We begin this trip by noting that a recurrence relation
\[
\frac{f_n}{n} = 2 \frac{f_{n-2}}{n}
\]
for \(n \in \mathbb{N}_0\), where \(f_0 := 1\) and \(f_1 := 2\) allows to express the volumes and surfaces of all \(n\)-balls [SL20] as
\[V_n = n^{1/2} f_n R^n\] \(\text{(VNB)}\)
\[S_n = n^{1/2} f_n R^{n-1}\] \(\text{(SNB)}\)

We note that \(S_n = 2 \pi R_{n,2}\) and that subsequent exponents of \(\pi^{0/2}\) are even if \(n = 4k\) or \(n = 4k+1\) for \(k \in \mathbb{N}_0\) and odd otherwise. The third unit cube of those that we shall now introduce is Eulerian circuitable also if \(n = 4k-1\) or \(n = 4k\) for \(k \in \mathbb{N}\). The first two cubes are commonly known. The third one is probably also known but it has some, as author believes unknown, and interesting properties. The last one contains \(2^n\) first or third ones.

1. \(n\)-cube

Every simplicial \(n\)-manifold inherits a natural topology from \(\mathbb{R}^n\), while local and global invariants are easily discovered when expressed in discrete forms rather than by staring at the indices [DKT08] of some field equations. The key aspect of this this approach is that it disentangles the topological (metric-independent) and geometrical (metric-dependent) content of the modelled quantities, keeping their intrinsic structure intact. Operators, that in the continuous theory do not use metric information maintain this property in the discrete theory as well [AH03]. Thus the simplex formulation is equivalent to the continuous calculus. At least in this regard.
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\caption{Gray encoded 3-cube with its associated graph.}
\end{figure}

\(n\)-cube is the smallest proper \(n\)-dimensional hole that can be created in a simplicial \(n\)-manifold. Removing just one \(n\)-simplex could not serve as a model of a continuous hole: Stokes integration over an \(n\)-manifold with one missing \(n\)-simplex is the same as if this \(n\)-simplex was present. Also an \(n\)-orthoplex (dual to \(n\)-cube) could not be a proper hole (for \(n \geq 3\)), since having \(2^{k+1}(n : k+1)\) \(k\)-faces it formally does not have an \(n\)-face\(^2\). Besides, all the remaining faces of \(n\)-orthoplex (just like all the faces of \(n\)-simplex) are \((n-k)\)-simplices, while all the faces of \(n\)-cube are \((n-k)\)-cubes; \(n\)-orthoplex cannot be extruded from a point like an \(n\)-cube\(^3\). \(n\)-cube defines a Cartesian coordinate system of \(\mathbb{R}^n\) or at least a 2 \(n\) part of it (cf. Fig. 6).

---

\(^1\) Certain known definitions are used in this paper courtesy of English Wikipedia. Though it does not consider itself to be a reliable source, many academics see it as a valuable jumping off point for research.

\(^2\) \((n : n+1) = 0\) if binomial coefficient is defined in terms of a falling factorial \((n)_{1}\).

\(^3\) Cf. https://en.wikipedia.org/wiki/Hypercube.
If the \( n \)-tuples of the addresses \( a_m \) of the vertices \( m = 1, 2, \ldots, 2^n \) of a unit \( n \)-cube are ordered using Gray code, so that the subsequent addresses differ by just one bit, the bipartite graph associated to \( n \)-cube has a form shown in Fig. 1.

One can define a distance matrix \( D \) for \( n \)-cube

\[
D_{nm} = d_{HM}(a_i, a_m)
\]

where \( d_{HM}(a_i, a_m) \) is the Hamming distance between the addresses of the vertices \( l \) and \( m \).

Matrix \( D \) is (the list is not exhaustive):

- symmetric and hollow (zeros on the main diagonal), so its trace is zero;
- \( D_{lm} \leq D_{lk} + D_{km} \) for all \( k \) (the triangle inequality);
- even dimensional (\( 2^4 \times 2^n \)) and its dimension is divisible by 4 for \( n \geq 2 \);
- if the subsequent vertices are binary encoded, entries with \( d_{HM} = n \) reside on the counterdiagonal;
- if the subsequent vertices are Gray encoded, entries with \( d_{HM} = 1 \) reside on the counterdiagonal;
- if the subsequent vertices are Gray or binary encoded \( D \) is also centrosymmetric.

Matrix \( D \) leads us to \( [n] \)-cube having edges carrying Hamming distances between particular vertices.

2. \([n] \)-cube

\([n] \)-cube shown in Fig. 2 is just a fancy name for Boolean \([0, 1]^n \) address space. It is easy to see that \([n] \)-cube is isomorphic to \((2^2 - 1)\)-simplex. The degree of any vertex \( m \) of \([n] \)-cube is \( 2^{n/2} \), which is odd number.

Fig. 2: (a) \( [2] \)-cube and 3-simplex; (b) \( [3] \)-cube and 7-simplex. Gray encoding. RGB colours denote increasing Hamming distances between addresses of the vertices. Dashed lines symbolise rank 2 compound predicates \( A_i \) related with a vertex \( m \), as well as the eigenvalues of the cotan Laplacian of \([3] \)-cube.

Studying properties of this complete graph Pentti Kanerva [PK88] introduced the concept of the Sparse Distributed Memory (SDM), as a mathematical model for memory and learning processes of animals provided with neural networks. Sparseness reflects his hypothesis that not all addresses of this address space are implemented. The main attribute of this model is sensitivity to similar-

\( 2^n \) is divisible by 4 and \( 2^n \) for \( n > 2 \) is twice divisible by 2 and thus divisible by 4.

ty, meaning that an information can be read back not only by giving the original write address but also by giving one close to it, as measured by the number of mismatched bits (i.e. the Hamming distance between memory addresses).

The model features “knowing that one knows” and “tip of the tongue” phenomena present in biological autonomous learning systems, such as a human brain. According to Kanerva these systems base their operation on an internal model of the world, which they build through experience and a sparse distributed memory is ideal for storing a predictive model of the world [PK88]. Various architectures of artificial neural networks utilising the properties of this graph have been proposed and used for various applications including vision-detecting, robotics, signal detection, etc.

The number of addresses that are exactly \( k \) bits from an arbitrary address \( a_m \) is the number of ways to choose \( k \) coordinates from a total of \( n \) coordinates, and is therefore given by the binomial coefficient \( (n : k) \). An outstanding property of \([n] \)-cube is that the mean Hamming distance between any address \( a_m \) and addresses of all vertices (including \( m \)) is \( n/2 \) (variation is \( n/4 \)). If an \([n] \)-cube was inscribed in the closed \( n \)-ball most of its vertices would lie at or near the equator. This is called a tendency to orthogonality in SDM language [PK88].

Properties of \([n] \)-cube have also been studied by Satoshi Watanabe in a framework of “Epistemological Relativity” [SW86]. He noted that each \( k \)-th bit of an address \( a_m \) of a vertex \( m \) can be considered a certain Boolean-valued starting predicate \( Q_k \). He termed an address \( a_m \) a disjoint atomic predicate that can be expressed as a conjunction of starting predicates \( Q_k \)

\[
a_m = \bigcap_{k=1}^n a_m Q_k
\]

where \( a_{mk} = 1 \) if \( a_m \) contains \( Q_k \) under the conjunction, and \( a_{mk} = 0 \) if \( a_m \) contains the negation of \( Q_k \) under the conjunction. In this approach starting predicates \( Q_k \) are unrelated to Cartesian coordinates of the vertices. Address \( a_7 = 101 \) for example can be formed from true predicates \( Q_1 = 1 \), \( Q_2 = 1 \), and \( Q_3 = 1 \) using coefficients \( a_{1} = 1 \), \( a_{2} = 0 \), and \( a_{3} = 1 \).

Watanabe also explored the concept of implicational constraints \( Q_1 \Rightarrow Q_2 \) (which is equivalent to \( Q_2 = Q_1 \cap Q_2 \)) among the starting predicates. Every time there is a logical constraint of this kind among the \( Q_i \)'s, one address (ATP) becomes \( \emptyset \), and drops out of the list. Any \( C \) independent implicational constraints reduces the number of atomic predicates from \( M = 2^n \) to [SW86]

\[
M = \left( \frac{3}{4} \right)^C 2^n
\]

Watanabe also considered Boolean-valued compound predicates \( A_i \) \((s = 1, 2, \ldots, 2^n)\), all the logical functions that can be formed from the starting predicates \( Q_i \), with connectives of negation, conjunction and disjunction. For \([n] \)-cube they can also be expressed as a disjunction of vertices

\[
A_j = \bigcup_{m=1}^{2^n} A_{jm}\]

(PP)
where \( A_{\infty} = 1 \) if \( A_i \) contains vertex \( m \) under the disjunction and 0 otherwise, so \( 00 \ldots 0 \) denotes the empty set (\( \emptyset \)) and 111...1 all \( 2^n \) vertices (3). Indexing of the predicates \( A_i \) is irrelevant in (CPP). Implicational constraints (ICT) make \( M = 3^{q^2} \) odd for \( C = n/2 \) and if \( n \) is even. But still \( 2^M \) remains even.

Compound predicates form a half-ordered Boolean lattice in the sense that there are implicational relations \( A_i \rightarrow A_j \) between some pairs of the predicates \( A_i, A_j \). An implicational relation \( A_i \rightarrow A_j \) is equivalent to \( A_i \subseteq A_j \) for all \( m \), in other words, if \( A_i = 1 \) then \( A_j = 1 \) for all \( m \). Any \( A_i \) satisfies \( \emptyset \rightarrow A_i \rightarrow \emptyset \) and the sum of ones in this \( 2^n \)-tuple is the rank \( r \) of the predicate \( A_i \) or the number of vertices it is built upon.

Predicates \( A_i \) can thus be thought of as \( k \)-simplices of a \( (2^n-1) \)-simplex isomorphic to \( [n] \)-cube with:

- \( (1) \)-simplex as the empty set \( \emptyset \) (rank 0 predicate \( A_0 \));
- \( 0 \)-simplices as vertices (rank 1 or atomic predicates \( A_j \));
- \( 1 \)-simplices as edges (rank 2 predicates \( A_j \));
- \( 2 \)-simplices as triangles (rank 3 predicates \( A_j \));
- \( 3 \)-simplices as tetrahedra (rank 4 predicates \( A_j \));

and so on up to the single \( (2^n-1) \)-simplex spanned on all the vertices of the \( [n] \)-cube \( (r = k+1) \). Nonetheless \( k \)-simplex contains all its \( l \)-faces \( (0 \leq l \leq k) \), while rank \( r \geq 1 \) predicate \( A_i \) contains at least one vertex.

Watanabe [SW86] assumed that any object in the universe satisfies or negates each starting predicate \( Q_i \). In other words any object corresponds to a vertex \( m \) of \( [n] \)-cube. This assumption is just the identity of indiscernibles ontological principle stating that there cannot be separate objects that have all their properties in common. This principle, however, fails in the quantum domain [SL03]. If this was true a compound predicate \( A_i \) of rank \( r \geq 2 \) (at least an edge) would be shared by \( p \) objects if it included \( p \) vertices corresponding to these objects. The number of predicates \( A_i \) of rank \( r \geq 2 \) shared by \( p \) objects (vertices)

\[
N_{r,p} = \binom{2^n - p}{r - p}
\]

is the same for any \( p \) objects to which the predicates (or simplexes) \( A_i \) are applicable (two objects share 1 edge, three objects share 1 face of \( (2^3-1) \)-simplex, etc.);

Watanabe regarded the number of shared predicates as a measure of similarity and the number of not shared predicates as an indication of dissimilarity [SW69]. Therefore any two objects, in so far as they are distinguishable (i.e. correspond to different vertices), are equally similar. This is the Watanabe’s famous Ugly-Duckling Theorem which, just like quantum theory, defies common sense.

As a corollary (or rather a relief) to this theorem Watanabe suggested [SW86] that one has to ponderate (give weights to) the predicates \( A_i \) to assert the similarity of the objects: for two objects to be similar to each other, they have to share some more important (more weighty) predicates. But it is not convincing: a corollary of a mathematical theorem cannot reduce to some kind of a rule of thumb.

In SDM \( [n] \)-cube models a single neuron, where the vertices play the role of synapses, the points of electric contact between neurons or simply the neuron inputs. The activation function of an artificial neuron defines the output of that neuron given the set of inputs. Only nonlinear activation functions allow neural networks to compute nontrivial problems. Their important characteristic is that they provide a smooth, differentiable transition as input values change, i.e. a small change in input produces a small change in output. A neuron fires when the activation function exceeds a specific activation threshold and is ready for a subsequent perception.

One of the most popular nonlinear activation function is the logistic (aka sigmoid or soft step) one

\[
f(x) = \frac{1}{e^{-\mu x} + 1}
\]

where \( x \) is the weighted sum of the neuron inputs and \( \mu \) is a parameter. Rectified linear is another one.

If we now assume that vertices of \( [n] \)-cube are synapses, then it remains to define the activation function and assume a certain activation threshold. We note that

\[
N_{r,l} = \binom{2^n - l}{r - l} \text{ out of } \binom{2^n}{r}
\]

rank \( r \) available compound predicates \( A_i \) (CPP) of rank \( r \geq 1 \) are related with one vertex \( m \). For \( [3] \)-cube, for example, one vertex is related with 1/8 rank 1, 7/28 rank 2, 21/56 rank 3, 35/70 rank 4, 35/56 rank 5, 21/28 rank 6, 7/8 rank 7 predicates, and with the whole set of vertices of \( [3] \)-cube (cf. Fig. 2(b)). This linear sequence can be used to define rectified linear activation function of \( [3] \)-cube neuron associated with this vertex \( m \). In general

\[
N_{r,p} = \sum_{l=1}^{p} \binom{2^n - l}{r - l} \text{ out of } \binom{2^n}{r}
\]

rank \( 1 \leq r \leq 2^n \) available predicates \( A_i \) is related with \( p \) vertices, where binomial coefficient is defined in terms of a falling factorial for \( r - 1 \) \( 2^n \)-l (i.e. zero), as illustrated in Fig. 3 showing sequences

\[
f(r,p) = \sum_{l=1}^{p} \binom{2^n - l}{r - l} \text{ out of } \binom{2^n}{r} \quad \text{(CAF)}
\]

for \( [3] \)-cube and \( (4) \)-cube.

We see that (CAF) is undefined if no vertex is active \( (r = 0) \), linear for \( p = 1 \), and for \( p > 1 \) is nonlinear and similar to the logistic activation function up to \( p = 2^n \), where it becomes unit constant function. These sequences are the same for any \( p \) vertices but remain specific for vertices that are comprised in the set of size \( p \). In this

---

3 To note in passing, a compound predicate \( A_i \) of rank \( r \geq 2 \) related with a vertex \( m \) is in general not the same as a circle \( O(r, a_m) \) with radius \( r \) and center \( a_m \) according to SDM definition. Only a circle with radius \( n \) equals rank \( n \) predicate \( A_i \), and contains the set of all \( 2^n \) vertices. A circle with radius zero is \( a_m \) not the empty set.

4 The values of interest for \( \mu \) seem to be those in the interval [0,4] (or [-2,4]). In parts of this range the logistic map \( x_{n+1} = \mu x_n (1 - x_n) \) which is analogous to the logistic function derivative \( f'(x) = \mu f(x) (1 - f(x)) \) displays intermittent (irregular alternation of periodic and chaotic dynamics) behaviour.
way (CAF) can be thought of as the neuron’s vertex dependent activation function parametrised by \( p \geq 1 \), its memory in a way.

Extensions of this model to artificial neural networks of \( \{n\} \)-cubes should certainly take the implicational constraints (ICT) into account. It may well be that they are formed in a biological neural network of \( \{n\} \)-cubes in a result of semiosis reducing the number of available vertices. This conjecture is supported by the fact that interpreting information requires some predefined language (or structure) that could certainly be provided by implicational constraints, be it the language of hormones, pheromones, barking, or English.

![Activation functions of \( \{n\} \)-cube and the logistic activation function \( \mu = 1 \). (a) \( \{3\} \)-cube, (b) \( \{4\} \)-cube.](attachment:image.png)

A neuron as a living biological cell is a dissipative structure. That hints another cube.

3. \( \{n\} \)-cube

2-dimensional triangulated surface allows to define a discrete cotan-Laplace operator assuming that every relation (edge) between vertices \( i \) and \( j \) carries a real-valued weight

\[
\omega_{ij} = \frac{1}{2} \left( \cot \alpha_j + \cot \beta_j \right) \tag{OLP}
\]

where \( \alpha_j \) and \( \beta_j \) are the angles opposite the edge between vertices \( i \) and \( j \). This equation, called cotangent formula, has been derived in many different ways, and rediscovered many times\(^7\) over the years [KC19a].

If the vertices are ordered, this ordering can be used to induce the orientation of the edges and angles \( \alpha_j \) and \( \beta_j \) as \( i < j \iff i \rightarrow j \). Then if \( \alpha_j \) and \( \beta_j \) are directed towards vertex \( j \) weights, \( \omega_{ij} \) are positive (OLP), while if they are directed towards vertex \( i \) weights, \( \omega_{ij} \) are negative

\[
\omega_{ij} = \frac{1}{2} \left( \cot (-\alpha_j) + \cot (-\beta_j) \right) = \frac{1}{2} \left( \cot (\alpha_j) + \cot (\beta_j) \right) \tag{OLN}
\]

For a “locally disk-like” triangulated manifold allowing at most two triangles incident to an edge, a discrete cotan-Laplace operator acting on a function \( u : V \rightarrow \mathbb{R} \), where \( V \) is the a vertex set of this graph is defined [MW17] as

\[
(Lu)_i = \sum_{j = 1}^{n} \omega_{ij} (u_j - u_i) \tag{WDL}
\]

where the sum ranges over all vertices \( j \) that are related with the vertex \( i \). This allows for representing the linear operator \( L \) as a matrix

\[
L_{ij} = \begin{cases} 
-\omega_{ij} & \text{if } i \neq j \text{ and they are related} \\
\sum_{j = 1}^{n} \omega_{ij} & \text{if } i = j \\
0 & \text{if } i \text{ and } j \text{ are unrelated}
\end{cases} \tag{WDM}
\]

which is called the weakly defined discrete Laplace matrix or just cotan Laplacian [MW17]\(^8\). Zeroing \( \omega_{ij} \) for unrelated vertices encapsulates the locality of action of the Laplacian operator (WDL): changing the value of \( u_i \) at a vertex \( j \) does not alter the value \((Lu)_i \) at vertex \( i \) if these vertices are unrelated.

Noting in passing: in a distance matrix \( D \) (weighted adjacency matrix), such as (DMT), entries pertaining to unrelated vertices should be set to infinity or a suitable large value, as zero in these locations would be incorrectly interpreted as an edge with no distance, cost, etc. Both (OLP) and (OLN) guarantee setting such entries to infinity if \( \alpha_j \) and \( \beta_j \) are 0 or \( \pi \). One could say that in this case such relation is zero relation or flat relation.

One may define the gradient \( \nabla u_{ij} \) between the related vertices \( i \) and \( j \) as the finite difference \((u_j - u_i) \). Accordingly, one defines discrete Dirichlet energy of \( u \) as

\[
E_{\partial} [u] = \frac{1}{2} \sum_{e \in E} \omega_{ij} (u_j - u_i)^2 = \frac{1}{2} u^T Lu \tag{DEN}
\]

where the sum ranges over all relations between the vertices. Solving discrete cotan-Laplace equation \( Lu = 0 \) for

\(^7\) The same physical laws can be derived from numerous starting points and numerous assumptions. Take the entropic gravity derivation of the law of gravitation as an example.

\(^8\) This is in general not the same as Kirchhoff matrix \((G - E)\), where \( G \) is the (diagonal) degree matrix and \( E \) the adjacency matrix of the graph.
all vertices and subject to appropriate boundary conditions, is equivalent to solving the variational problem of finding a function \( u \) that satisfies the boundary conditions and has minimal Dirichlet energy (Rippa’s theorem).

The Delaunay triangle mesh (dual to the Voronoi one) features a number of optimality properties: the triangles are the “fattest” possible [RCEA09], it maximizes the minimal angles in the triangulation, and more importantly the Delaunay triangulation of the set of vertices of \( \alpha \)-manifold minimizes the Dirichlet energy of any piecewise linear function \( u \) over this point set.

**Cotan Laplacian** \( L \) is (the list is not exhaustive):
- singular (non-invertible), as it has zero eigenvalue;
- symmetric (self-adjoint) \( \alpha_j = \omega_j \) and thus has real eigenvalues and orthogonal eigenvectors;
- \( L \) with positive weights (OLP) is always positive semi-definite, and \( L \) with negative weights (OLN) is always negative semi-definite (these are not necessary conditions however [MW17]);
- has only constant functions \( u \) in its kernel [MW17];
- satisfies the maximum principle since

\[
\frac{1}{\ell_i} \sum_{j \in I} \omega_{ij} = \frac{1}{\ell_i} \sum_{j \in I} \omega_{ij} / \sum_{j \in I} \omega_{ij} = 1
\]

and thus \( u_i \) is a convex combination of its related neighbours \( u_j \) for discrete harmonic functions;
- for any \( 2^k \times (2^n-1) \) matrix \( B \), one has

\[
\det \left( B^T LB \right) = p'_L(0) \det \left( B x_i \right)^2
\]

where \( (B x_i) \) denotes the \( 2^k \times 2^n \) matrix with right column containing an \( L \) eigenvector \( x_i \) and all remaining columns given by \( B \) and \( p'_L(0) \) is the derivative of the characteristic polynomial of \( L \) at its zero eigenvalue [PDEA20], the product of all the remaining non-zero eigenvalues of \( L \);
- the spectrum of the cotan Laplacian obtains its minimum on a Delaunay triangulation in the sense that the \( i \)-th eigenvalue of the cotan Laplacian of any triangulation of a fixed point set in the plane is bounded below by the \( i \)-th eigenvalue resulting from the cotan Laplacian associated with the Delaunay triangulation of the given point set [RCEA09].

The empty circle property of Delaunay triangulation implies that an interior edge is Delaunay edge iff \( \alpha_0 + \beta_0 \leq \pi \), which is equivalent to \( \sin(\alpha_0 + \beta_0) \geq 0 \) or \( \cot(\alpha_0) + \cot(\beta_0) \geq 0 \). It has been shown in [CL72] that any convex quadrilateral formed by two adjacent triangles which does not satisfy the empty circle property may be made Delaunay by “flipping” the diagonal edge of the quadrilateral, common to the two triangles, to the opposite diagonal. This is called a Delaunay flip and a sequence of Delaunay flipping will always converge to a Delaunay triangulation [RCEA09]. The borderline case for a Delaunay flip is obviously a rectangle, or a square in particular, having both Delaunay diagonal edges. This leads to the following observation (cf. Fig. 4).

**Theorem 1**: Any one of the two possible triangulations on 2-faces of \( n \)-cube produces the same cotan Laplacian.

**Proof 1**: It is easy to see. For \( n > 2 \) there are at least two angles opposite to each 2-face edge. For 2-face edges \( \omega_{ij} = 1 \) since \( \cot(\pi/4) = 1 \) for each angle, regardless of the arrangement of 2-face diagonals, and for 2-faces diagonals \( \omega_{ij} = 0 \) since both angles opposite to a diagonal are right angles \( \cot(\pi/2) = 0 \). Therefore the coefficients \( L \) of such matrix are zero not only for unrelated pairs of vertices \( i \) and \( j \) but for all pairs of vertices, except for 2-face edges, where \( L = -1 \) and diagonal coefficients where \( L = n \), as any vertex of \( n \)-cube is connected with \( n \) 2-face edges (for (OLN) signs are reversed).

Technically cotan Laplacian for \( n \)-cube can be simply produced from \( n \)-cube Hamming distances matrix \( D \) (DMT) by setting \( L = n \), negating ones and zeroing all the other entries (for (OLN) signs are reversed).

**Definition 1**: \([n] \)-cube shown in Fig. 5 is defined as \( n \)-cube with triangulated 2-faces. From Theorem 1 it follows that even or odd arrangement of 2-face diagonals is irrelevant for the discrete cotan Laplacian, so any, both or none of these triangulations can be equivalently used. It is equivalent to non-triangulated \( n \)-cube. Since \( \cot(\pi/2) = 0 \) only the ordering of the vertices (Gray, binary, random, etc.) changes the form of the cotan Laplacian. Binary encoding can obviously be left-msb, right-msb, or any other sequence out of \( n! \) possible orderings of bits.

**Fig. 4**: Two diamond graphs on 2-faces of \( n \)-cube (OLP) have the same cotan Laplacian that defines \([n] \)-cube cotan Laplacian.

**Example 1**: Two diamond graphs on 2-faces of \( n \)-cube (OLP) have the same cotan Laplacian that defines \([n] \)-cube cotan Laplacian.

**Fig. 5 [3]-cube. (a) binary, encoded (b) Gray encoded. For Gray encoding colors represent even (orange) and odd (green) arrangements of 2-face diagonals.**

There is a formal problem with this definition of \([n] \)-cube, as \( (n-1) \) 2-faces adjoin any given boundary edge. So for \( n \neq 3 \) there are more than two triangles per boundary...
edge, and it is undefined which $a_{ij}$ should one take to (WDM) even though $a_{ij}$ always equals $n/2$. To overcome this we could demand the graph of $[n]$-cube to be Eulerian circuitable, which guarantees that each edge would be traversed only once. Degree of a vertex of $[n]$-cube (if both triangulations are present) is $(2|e| + |4f|)/|v|$ or $n + (n : 2)$ (triangular numbers) and by Euler’s Theorem this graph has an Eulerian circuit if and only if this is even, which holds only if $[(n+1)/2]$ is even, that is, e.g., for $n = 3$ or $n = 4$ (cf. Fig. 3). For Gray encoded $[3]$-cube an Eulerian circuit can be formed on 24 edges between vertices $3627128768158465431423573$. This swap of parity with every two dimensions is a property also present in (VNB) and (SNB) formulas.

Also $[1]$-cube and $[2]$-cube are exceptions; $[2]$-cube is the only triangulation with a boundary, while $[1]$-cube has no triangulation at all. But even in these degenerate cases the cotan Laplacian can be obtained by modification of the corresponding matrix $D$ (DMT).

**Theorem 2:** For $n > 2$ The eigenvalues of the cotan-Laplacian of any one of two triangle meshes on 2-faces of $[n]$-cube correspond to twice the binomial distribution of Hamming distances between any address $a_m$ and addresses of all vertices (including $m$) as in $[n]$-cube. E.g. $[0, 2, 2, 2, 4, 4, 4, 4, 6]$ for $[3]$-cube, etc. For (OLP) 0 is the minimum eigenvalue; for (OLN) 0 is the maximum eigenvalue and the distances are negative. For $n = 2$ the eigenvalues are Hamming distances $[0, 1, 1, 2]$ unless we assume that $L$ is just a form of $D$ for $n = 2$ (or equivalently that $[2]$-cube has no boundary). For $n = 2$ the spectrum is degenerate (eigenvalues of $L$ are not distinct).

**Proof 2:** Direct calculation shows that it is true.

Theorem 2 interesting since (WDL) does not require neither the notion of a metric nor the vertices coordinates. The binomial distribution of the Hamming distances between the coordinates of any vertex $m$ of $[n]$-cube and all the other vertices arises naturally from the angles of 2-face triangulation on $[n]$-cube. Unit length of the cube can be obviously rescaled by an arbitrary factor such as the Planck length for example.

**Theorem 2a:** The maximum of the absolute values of all nontrivial eigenvalues of adjacency matrix of regular $[n]$-cube is

$$\lambda_{\text{max}}(n) = \max_{i \neq j} |\lambda_i| = \sum_{k=1}^{n} k - 2n = -\frac{n(3-n)}{2}$$

(which is the negation of A080956 OEIS sequence).

Therefore $(n + 1 - 2)$-regular $[n]$-cube is Ramanujan graph for $n < 6$, that is

$$-\frac{n(3-n)}{2} \leq 2\sqrt{n + \left(\frac{n}{2}\right)^2} \iff n < 6 \quad \text{(RMG)}$$

10 The maxima of the absolute values of all nontrivial eigenvalues of adjacency matrices of regular $n$-cubes form A023444 $(n-2)$ OEIS sequence, so $n < 7$; for $[n]$-cubes they are -1, so all $[n]$-cubes are Ramanujan graphs.

**Proof 2a:** Direct calculation shows that it is true.

**Theorem 2b:** Integer values of the Ramanujan graph constant for $[n]$-cube (RH of (RMG)) form A075848 OEIS sequence given by

$$\frac{3}{2\sqrt{2}} \left(3 + 2\sqrt{2}\right)^k - \left(3 - 2\sqrt{2}\right)^k \right]$$

and $n$’s yielding these integer values form A072221 OEIS sequence given by

$$\frac{3}{4} \left(3 + 2\sqrt{2}\right)^k + \left(3 - 2\sqrt{2}\right)^k \right] - \frac{1}{2}$$

where $k \in \mathbb{N}_0$.

**Proof 2b:** Direct calculation shows that it is true.

The cotan Laplacian $L$ of $[n]$-cube has the following additional properties to the cotan Laplacian (WDM) of any 2-dimensional triangulated surface (the list is not exhaustive; certain properties of $L$ are possibly duplicated; (OLP) is assumed and binary or Gray encoding is necessary, unless indicated otherwise):
- is bisymmetric, that is both symmetric $(L = L^T)$ and centrosymmetric $(LJ = JL$, where $J$ is the exchange matrix having $2^{n+1}$ eigenvalues $+1$ and $2^{n+1}$ eigenvalues $-1$);
- has $2^{n-1}$ symmetric orthonormal eigenvectors $x$ such that $Jx = x$ [CB76];
- has $2^{n-1}$ antisymmetric (skew-symmetric) orthonormal eigenvectors $x$ such that $Jx = -x$ [CB76];
- is an $M$-matrix (real $Z$-matrix);
- its eigengap (the difference between two successive eigenvalues) equals 2;
- its spectral radius equals $2n$;
- its trace equals $n 2^n$ ($2^{n+1}$ is the number of edges of $n$-cube);
- $n$-cube is $n$-regular, so the normalized Laplacian $\mathcal{L} = L/n = I - A/n$ (but it doesn’t have such an interesting spectrum of integers);
- equals Kirchhoff Laplacian

$$L = nI - E$$

where $E$ the adjacency matrix of $n$-cube that can be written as

$$E = \begin{bmatrix} B & C \\ C & B \end{bmatrix}$$

where $B$ is a bisymmetric hollow matrix, $C = I$ for binary encoding and $C = J$ for Gray encoding, and $E$ is self-similar, that is $L$ is built from $2^{n+1} 2 \times 2$ matrices

$$L_{2,2} = \begin{bmatrix} n & -1 \\ -1 & n \end{bmatrix}$$

(having eigenvalues $\lambda(L_{2,2}) = n \pm 1$) on diagonal and corresponding number\(^{11}\) of $C$ matrices;
- is orthogonally similar to the matrix $O$ [CB76]

\(^{11}\) $2^{n-k} C(2^k \times 2^k)$, $k = 1, \ldots , n - 1$. 
\[
O = \begin{bmatrix}
A - JC & 0 \\
0 & A + JC
\end{bmatrix}
\]
that is \(L = K^TOK\) with
\[
K = \frac{1}{\sqrt{2}} \begin{bmatrix}
I & -J
\end{bmatrix}
\]
and \(\det(KL^2K) = \det(A - JC) \det(A + JC)\), where \(A - JC\) is linearly independent and \(A + JC\) is linearly dependent and eigenvalues of \(A - JC\) correspond to antisymmetric eigenvectors of \(L\) and eigenvalues of \(A + JC\) correspond to symmetric eigenvectors of \(L\) [CB76], as similarity transformations preserve eigenvalues:
- eigenvectors are defined up to a phase, that is, if \(Lx = \lambda x\) then \(e^{i\theta}x\) is also an eigenvector of \(L\), and specifically so is \(-x\) (where \(\theta = \pi\)); this somehow introduces quantum theory to \([n]\)-cube picture;
- for \(k \neq 0\) and \(k \neq n\) the eigenvalues \(\lambda_{(k)}\) are degenerate, so the eigenvectors corresponding to these eigenvalues have an additional freedom of rotation, that is to say any linear (orthonormal) combination of eigenvectors sharing such eigenvalue \(\lambda_{(k)}\) (in the degenerate subspace), are themselves eigenvectors (in the subspace);
- columns and rows of \(L\) are linearly dependent, so that Laplace equation for \([n]\)-cube, which is a homogeneous system
\[
Lu = 0 \quad \text{(LEQ)}
\]
has trivial solution;
- has only constant vectors in its kernel, that is the other solutions of (LEQ) are constant vectors \(u_i\) in any encoding; therefore if \(u_i\) is any specific solution to the Poisson’s equation for \([n]\)-cube, which is just the linear system
\[
Lu = f \quad \text{(PEQ)}
\]
then the entire solution set can be described as \([u_0 + u_i]\), where \(u_i\) is a constant vector solving (LEQ);
- it is a linear map (additivity and scalar multiplication);
- Gray encoded \(L\) can be Cholesky decomposed;
- binary encoded \(L\) can be LDL decomposed;

Solving (PEQ) for binary encoded \([3]\)-cube for \(f_i = |1|\) with \(2^{n-1}\) of \(f_i = 1\) and \(2^{n-1}\) of \(f_i = -1\) \((8 : 4) = 70\) possibilities yields 2/3 as the minimum norm of potential vector \(u\) for ones at vertices 2, 3, 5, 8 and minus ones at vertices 1, 4, 6, 7 or vice versa, as shown in Fig. 5 (a). This hints yet another cube.

4. \([2^n]\)-cube and \(2^n\)-cube

**Definition 2:** \([2^n]\)-cube is defined by \(2^n\) \([n]\)-cubes surrounding common origin, such as, e.g., the zero vector. \(2^n\)-cube is defined analogously, as shown in Fig. 6.

These structures resemble Cartesian coordinate system of \(\mathbb{R}^n\), wherein the signs of coordinates are provided by ordering of the vertices.

**Theorem 3:** Cotan Laplacian (WDM) spectrum of eigenvalues of \([2^n]\)-cube in Gray or binary encoding is degenerate and includes all integers from 0 to \(3n\) without the eigenvalue of \(3n\). Multiplicities of the same eigenvalues form A038717 OEIS sequence.

**Proof 3:** Direct calculation shows that it is true.

**Theorem 3a:** Adjacency matrix spectrum of eigenvalues of \(2^n\)-cube in Gray or binary encoding is symmetric, degenerate and includes all multiplicities of \(\sqrt{2}\) from \(-n\sqrt{2}\) to \(n\sqrt{2}\). Multiplicities of the same eigenvalues form trinomial triangle.

**Proof 3a:** \(2^n\)-cube is bipartite, so the spectrum is symmetric. Direct calculation shows that it has the remaining properties.

Some of the further properties of the cotan Laplacian of this graph are (again OLP) is assumed and binary or Gray ordering of vertices is necessary to center the origin):
- is bisymmetric;
- odd dimensional \((3^n \times 3^n)\);
- its diagonal entries span from \(n\) to \(2n\);
- its spectral gap (the difference between two largest eigenvalues) equals 2; otherwise the eigengap is 1;
- its spectral radius equals \(3n\);
- has \([3^n/2]\) symmetric orthonormal eigenvectors \([CB76]\);
- has \([3^n/2]\) antisymmetric orthonormal eigenvectors \([CB76]\);

Fig. 6: (a) unit and \(\sqrt{2}\) radii \((3)\)-balls in binary encoded \(2^n\)-cube, (b) graph of this structure.
can be written as

\[
L = \begin{pmatrix}
A & x & C^T \\
x^T & 2n & x^T J \\
C & Jx & JA J
\end{pmatrix}
\]

where \( A = A^T \), and \( x \) is a column vector having \([3^n/2]\) rows with -1 in \([3^n/2] +1 -3^n \), \( k = 0,1, \ldots, n-1 \), row’s entries and zeros elsewhere; -1’s in the central row and column of \( L \) correspond to kissing vertices of \( n \)-ball inscribed inside \([2^n]\)-cube;

- is orthogonally similar to the matrix \( O \) [CB76]

\[
O = \begin{pmatrix}
A - JC & 0 & 0 \\
0 & 2n & \sqrt{2}x^T \\
0 & \sqrt{2}x & A + JC
\end{pmatrix}
\]

that is \( L = K^T O K \) with

\[
K = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & -J \\
0 & \sqrt{2} & 0 \\
1 & 0 & J
\end{pmatrix}
\]

- equals Kirchhoff Laplacian \( L = G - E \), where \( G \) is the (diagonal) degree matrix and \( E \) the adjacency matrix of \( 2^n \)-cube that can be written as

\[
E = \begin{pmatrix}
B & C & 0 \\
C & B & C \\
0 & C & B
\end{pmatrix}
\]

where \( B \) is a bisymmetric hollow matrix, \( C = I \) for binary encoding and \( C = J \) for Gray encoding, and \( E \) is self-similar, that is \( L \) is built from \( 3^{n-1} \times 3 \times 3 \) matrices

\[
L_{3 \times 3} = \begin{pmatrix}
k - 1 & -1 & 0 \\
-1 & k & -1 \\
0 & 0 & k - 1
\end{pmatrix}
\]

(having eigenvalues \( \lambda(L_{3 \times 3}) \in \{k-2, k-1, k+1\} \) on diagonal, where \( k = n+1, n+2, \ldots, 2n \) for \( n \geq 2 \) and corresponding number\(^1\)

For any \( n \), \( 2 \)-face of \([n] \)-cube or \([2^n]\)-cube comprises four vertices satisfying the property of all columns being constant except two which are \{00, 01, 10, 11\}. For example four vertices:

\[00010100, 00010110, 10010100, 10010110,\]

form one of \( 2^n \) \( 2 \)-faces spanned on the \( 1^n \) and the \( 7^n \) dimension of 8-cube.

\([2^n]\)-cube enables to inscribe unit \( n \)-ball inside it\(^1\), having surface kissing all vertices spaced one bit from the centre, as shown in Fig. 6(a). In fact it enables to inscribe all \( n \)-balls having \( \sqrt{k} \) radii, where \( k = 1, 2, \ldots, n \),

\[\frac{4}{2} \times 4^k \times C(3^k \times 3^k), \ k = 2, 3, \ldots, n.\]

12 Disc in 4 squares, ball in 8 cubes, etc. Unit \( n \)-ball volume and unit \( n \)-ball surface attain their maxima respectively in \( n = 5 \) and \( n = 7 \) dimensions (\( 2n-1 = 5 \) and \( 2^n-1 = 7 \) for \( n = 3 \)).

having surfaces kissing all vertices spaced \( k \) bits from the centre. \( k \in \{1, 2\} \) are of particular importance as they pertain to triangular surface yields yielding simplifying form of the cotan Laplacian for \( \alpha_i = \beta_i = \pi/2 \). This can be seen in \([2^n]\)-cube as shown in Fig. 7 that is closely related both to the quadratura circuli and the lune of Hippocrates ancient problems.

![Fig. 7: Unit and \( \sqrt{2} \) radii (2)-balls in binary encoded \([2^n]\)-cube.](image)

In [VNB08] the construction shown in Fig. 7 is used to interpret the proposed mathematical definition of the fine structure constant

\[\alpha^{-1}(\pi) = 4\pi^3 + \pi^2 + \pi' = 137.036 303 776...\]

close to CODATA (2018) recommended value of

\[\alpha^{-1} = \frac{4\pi c \hbar}{e^2} = 137.035 999 084...\]

According to this interpretation the tetragonal substitution of \( \pi \) can be only the \( \pi \sim 4 \) as outside the square-measure and \( \pi \sim 2 \) as the inside square-measure of the “generative” with unit radius

\[\alpha^{-1}(4) = 137 < \alpha^{-1}(\pi) < 138 = \alpha^{-1}(4)\]

I conjecture that \([2^n]\)-cube may serve as a prototype of a dissipative structure, in particular in the context of entropic gravity [EV10] and inertia [SL19].

The theory of general relativity assumes complete physical equivalence of a gravitational field and a corresponding acceleration of the reference system. Entropic gravitational field extended by a massive object is directed towards its center of gravity. This property of an object is independent on \( n \). If the object is sufficiently massive in relation to its radius it becomes a star, if it’s even more massive it becomes a black hole.

Acceleration, on the other hand, is nonzero when the vector of velocity changes. In particular in a cyclic manner like in the case of an orbiting celestial object, featuring the second cosmic velocity (the escape velocity) at a given height being \( \sqrt{2} \) times the first cosmic velocity.

\( n = 2 \) is thus a necessary and sufficient condition both for curvature and for orthogonality. \( n = 1 \) would not be sufficient as the linear velocity direction would remain con-
constant. Time, on the other hand, is not a dimension but an effect of perception of the universe by an individual. These issues certainly require further research.

III. Discussion

Everyday experience suggests that \( n = 4 \). Three bidirectional spatial dimensions and one unidirectional time.

Biological evolution is a change in the heritable characteristics of biological populations of individuals over successive generations by means of natural selection. These characteristics is the information (genes) passed on from an individual parent(s) to an individual offspring during reproduction. Evolution is the process by which traits that enhance survival and reproduction become more common in successive generations of a population. It is commonly considered as a self-evident mechanism because it necessarily follows from three simple facts:
1. (Phenotypic variation) variation of phenotypic traits exists within populations of individuals;
2. (Differential fitness) different traits confer different rates of survival and reproduction; and
3. (Heritability of fitness) these traits can be passed from generation to generation.

Individual is a living entity. A cell, an organism or a neural network in particular. But not a virus or DNA.

Perception\(^{14}\) is a mapping between an external information (belonging to the individual’s umwelt) and corresponding memorized information stored in the individual’s memory. Sparse distributed memory is ideal for storing a predictive model of the world [PK88].

It has been demonstrated [GR14], however, that the process of memorising information may not require neural networks. Memory has evolved simply to enable the reproductive fitness. Michio Kaku defines the consciousness of an individual simply as the number of feedback loops required to create a model of itself in relationship to space, other individuals, and time [MK15]. It is memory that enables us to perceive movement despite Zeno’s paradoxes of motion.

Assume that any piece of memorized information is bounded by implicational constraints (ICT) on atomic predicates of an individual’s SDM and thus corresponds to a differentiable structure that the individual perceives using Stokes’ theorem over its \( n-1 \) dimensional boundary of perception.

Only for \( \mathbb{R}^4 \) there exists an uncountable family of non-diffeomorphic differentiable structures which are homeomorphic to \( \mathbb{R}^4 \) [CT87] (for every such smooth structure there exists a simplicial triangulation, its discrete version [KS77]\(^{15}\)). This property is known as exotic \( \mathbb{R}^4 \).

For \( n = 1, 2, 3 \) any smooth manifold homeomorphic to \( \mathbb{R}^n \) is also diffeomorphic to \( \mathbb{R}^n \). For \( n > 4 \) examples of homeomorphic but not diffeomorphic pairs on spheres have been found but are countable (cf. Milnor’s sphere for \( n = 7 \)). For \( n \neq 4 \) exotic \( \mathbb{R}^n \)’s do not exist [RG83].

This feature of 4-dimensional space, that we experience, indicates that it may be some kind of a prerequisite or 4th fact of the biological evolution.

Indeed for \( n = 1, 2, 3 \) any differentiable structure perceived by an individual would be diffeomorphic to the corresponding differentiable structure that this individual already memorised. There would be only one equivalence class between them. This in turn would have contradicted the principles of biological evolution: no variations of traits would have existed, the same traits would have conferred the same rates of survival and reproduction, and there would have been no need to pass these same traits from generation to generation.

That suggests that only four dimensions allow for variations of traits between any two individuals that perceived the same differentiable structure. If the perception of the organism was statistically tested in the same conditions and in a large number of trials there is no reason to expect that the same equivalence class between perceived and memorised differentiable structure would be applied by each individual and in each trial.

\( n > 4 \) provides examples of homeomorphic but not diffeomorphic pairs of differentiable structures. But they are countably finite, so a sufficiently large population of individuals would have soon saturated this set and the evolution would have terminated.

Biological evolution would not be possible also if each differentiable structure perceived by an organism could not be diffeomorphic to the corresponding memorised structure. In this case no implicational constraints (ICT) could be formed in an individual’s SDM and no meaningful semiosis would be possible between individuals.

If an individual is an observer then homeomorphic but not diffeomorphic pairs of differentiable structures correspond to observer-dependent facts, while homeomorphic and diffeomorphic pairs correspond to observer-independent facts.

Observer-independence has been rejected in a quantum photonic experiment [PEA19] (implementing the gedanken experiment proposed in [CB15]), which demonstrated that no general framework exists in which all observers can reconcile all their recorded facts. That means that there is no (single or unique) objective reality that an observer could communicate to another one.

This by no means boils down to subjectivism since the existence of observer-dependent (aka subjective) facts, as such, does not preclude an existence of such an observer-independent, general framework. But this contradicts the results of this experiment.

Both kinds of facts exist (observer-dependent and observer-independent) and no consistent objective reality can be constructed just by the independent ones.

Observer-dependent facts correspond to non-orthogonal quantum states, while observer-independent to

\(^{14}\) In a way perception is a synonym for a measurement.

\(^{15}\) Thanks for a Moishe Kohan for providing a clarification of this issue on Mathematics Stack Exchange.
orthogonal ones. The latter can be copied using a single unitary operation.

Also the Ugly duckling theorem implies rejection of observer-independent (aka objective) reality that cannot be constructed solely by observer-independent facts, i.e. equally similar (that is, the same) objects, particles, etc.

The corollary of this theorem (assigning individual weights to the predicates (CPP) to assert the similarity of the objects) is just the 2nd fact of evolution (differential fitness). Some individuals do it locally better, some do it locally worse, and timeless optimum can never be achieved. We can never hear the shape of a drum [MK66].

For $n = 4$ every individual memorises its own, unique version of observer-dependent reality that it perceives through 3-dimensional boundary of perception. Evolution creates the space as we perceive it. And our perception is clearly different to a perception of a Mantis shrimp, a Chameleon or a Cuscute plant for example.

Taking the above considerations into account, nothing precludes the author to treat the universe (including author’s material part) as a topological graph having certain intrinsic properties reflecting the 2nd law of thermodynamics, rather than as something that for velocities much lower than the speed of light and for distances much higher than Planck length should approximate to old good classical reality.
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