I. INTRODUCTION

Spring-block type systems are successfully used for modeling various complex systems which exhibit self-organization. Usually, the static friction coefficients exceed the dynamical ones, in systems composed of two or more blocks connected by linear springs. The coexistence of these friction types can lead to avalanches, nonlinear dynamics or Self-Organized Criticality (SOC) [1–4]. Spring-block type models have broad interdisciplinary applications (for a recent review see [5]), and prove to be very useful in describing many complex phenomena in different areas of science. For example, they have been applied successfully to explain elements of the Portevin-Le Chatelier effect [6], the fragmentation obtained in drying granular materials in contact with a frictional surface [7–9], to understand the formation of self-organized nanostructures produced by capillary effects [10, 11], to model magnetization processes and Barkhausen noise [12], to describe glass fragmentation [13], and even for modeling highway traffic [14, 15].

The first members of this model family were presented in 1967 by R. Burridge and L. Knopoff [16] to explain the empirical Gutenberg-Richter law of the size distribution of earthquakes [17]. One of their original models (called BK model here) is composed of a chain of many blocks connected by springs and two planes, to model the sliding of tectonic plates (for a recent review see for example [18]). The blocks can slide with friction on the bottom surface and they are all connected by springs to the upper plane which is dragged with a constant velocity. As a function of the velocity of the conveyor belt and the noise strength, the system exhibits complex, self-organized critical, sometimes chaotic dynamics and phase transition-like behavior. Noise induced chaos and intermittency is also observed. Simulations suggest that the maximum complexity of the dynamical states is achieved for a relatively small number of blocks, around five.
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and the last blocks are connected to static points. Additional springs are also introduced. This system also exhibits periodic and chaotic behavior 38, 39.

Although the proposed problem has been thoroughly investigated for one, two and many blocks, we believe that a careful experimental and detailed simulation study for an intermediate number of blocks can reveal new and interesting dynamical complexity. Comparisons between analytical, numerical and experimental results exist mainly for the one block system. An exception is the work of Burridge and Knopoff 10, where a chain of eight blocks was thoroughly investigated. The main purpose of their work was, however, to investigate the distribution of the potential energy released during avalanches, and they did not consider the problem from a dynamical systems view. Also, a general feature of previous numerical studies is that the model parameters and assumptions are arbitrarily chosen, and usually the only argument for this is to make the calculations or the numerical code simpler.

Here we consider an experimental setup composed of 5 blocks, and computer simulations of a simple model for systems up to 10 blocks. In contrast to previous works, the model parameters are realistically estimated from experimental measurements. We also incorporate the surface inhomogeneities of the conveyor belt by using a Coulomb type friction force varying stochastically about a mean. This feature appears to be essential since the temporal intermittency observed in the experiments cannot be recovered with only deterministic friction. A spring force with exponential cutoffs is used, to make the force profile more realistic and to avoid the collisions of the blocks with each other.

To the best of our knowledge this intermediate system size has not yet been investigated experimentally. The choice of intermediate system sizes is motivated by the expectation that this is the range where the theory of collective phenomena and of dynamical systems overlap and thus tools borrowed both from statistical mechanics and chaotic dynamics become both applicable. Despite the relatively small number of elements the system consists of, we surprisingly find a sharp phase transition-like behavior as a function of the conveyor belt velocity. Interestingly, as the size of the system is increased this transition becomes smoother, a phenomenon that can be understood through the intermittency that was revealed in this region. Tuning the level of disorder to a certain value, disorder induced phase transition-like behavior is also observed. We show that by using the Coulomb type friction forces this simple system exhibits a complex, chaotic dynamics accompanied by power-law type avalanche size distribution indicating SOC, noise induced intermittency and also noise induced chaos.

The work is structured as follows. First the used experimental setup is presented and the results are described for a chain of five blocks (Sec. II). In Sec. III the model is detailed. Simulation results (Sec. IV) without and with a disorder in the friction force are discussed. Finally, the influence of the number of blocks (up to $N = 10$) on the observed dynamics is investigated (Sec. V) and final conclusions are drawn (Sec. VI).

II. EXPERIMENTS

The experimental setup is sketched in Fig. 1. The spring-block system is placed on the conveyor belt of a treadmill. The length unit on the image can be determined using the image of a tape measure, which is placed next to the chain. Accordingly, the length $x_5(t)$ of the chain as a function of time can be obtained automatically with a simple processing program.

The experiments were carried out with two values of the belt’s speed: $u = 0.22$ m/s and $u = 0.28$ m/s. The measured average values of friction forces in the experiment are $F_{st0} = 1.98$ N for static friction and $F_{k0} = 0.89$ N for kinetic friction. Thus, the ratio of the two types of friction forces is $f_s = F_{k0}/F_{st0} = 0.45$.

In both experiments the system is initialized with blocks sticking to the belt and with undeformed springs. Initially, the conveyor belt is at rest. After it is set in motion, length oscillations of very large amplitude occur on a time-interval up to 100 s. In order to ensure that these initial transients are not considered and a kind of steady state has set in, a time-interval of $t_{trans} = 200$ s is discarded in the data processing. The recorded data for the position of the last block $x_5(t)$ as a function of time is then analyzed. For the velocity $u = 0.28$ m/s, the recorded data reveal (Fig. 2) two qualitatively differ-
FIG. 3. A processed black and white image sequence of the center of mass coordinate $x_5$ of the last (5th) block.

different temporal behaviors. In the domain characterized by small amplitudes in $x_5(t)$, the dynamics of the system is nearly periodic, while in the domain of large amplitudes the last block exhibits a chaotic-looking behavior. We recall again, that the initial periodic-like behavior in this figure is not a result of the lasting transients, since before this, several chaotic-like regions were already present during the large amplitude bursts following the start of the conveyor belt.

The differences in the dynamics for these domains can be better understood from the Fourier Transforms (FT). We have thus computed separately the FT for the two well distinguishable regions (see Fig. 4). It is clearly observable that for the small amplitude interval the power spectrum $S$ of the FT has peaks at equal distances suggesting periodic dynamics, while in the chaotic region the power spectrum presents a quasi-continuous distribution.

As can be seen in Fig. 5 for $u = 0.22$ m/s the dynamics of the system is intermittent. In the first 125 seconds there are large "avalanches" that result in a simultaneous movement of blocks (they slip and stick to the belt together). In this regime, the length of the chain evolves in time with fluctuations of large amplitudes. Then, without any external influence, the dynamical behavior changes abruptly, and for more than one minute the system remains in a nearly steady state, when all the blocks are slipping continuously relative to the belt. After this time interval, the behavior of the system looks chaotic again, of the type it was at the beginning of the recorded dynamics. The power-spectrum of the FT for the whole plotted interval is similar to the one observed for the chaotic regime for $u = 0.28$ m/s.

III. A SIMPLE MODEL

The model contains the same elements (blocks and springs) as the experimental setup. The main challenge in the modeling effort is however the quantification of the friction and spring forces and the numerical integration of the equations of motion. Let us consider a chain formed by $N$ identical blocks of mass $m$. The blocks are connected by identical springs of linear spring constant $k$ and undeformed length $l$. As Fig. 4 indicates the motion of the blocks of the model is one dimensional and the transverse oscillations present in the experiment are thus neglected.

In the model, dimensionless units are taken. We have thus computed separately the FT for the two well distinguishable regions (see Fig. 4). It is clearly observable that for the small amplitude interval the power spectrum $S$ of the FT has peaks at equal distances suggesting periodic dynamics, while in the chaotic region the power spectrum presents a quasi-continuous distribution.

As can be seen in Fig. 4 for $u = 0.22$ m/s the dynamics of the system is intermittent. In the first 125 seconds there are large "avalanches" that result in a simultaneous movement of blocks (they slip and stick to the belt together). In this regime, the length of the chain evolves in time with fluctuations of large amplitudes. Then, without any external influence, the dynamical behavior changes abruptly, and for more than one minute the system remains in a nearly steady state, when all the blocks are slipping continuously relative to the belt. After this time interval, the behavior of the system looks chaotic again, of the type it was at the beginning of the recorded dynamics. The power-spectrum of the FT for the whole plotted interval is similar to the one observed for the chaotic regime for $u = 0.28$ m/s.
where we have chosen $\Delta l_{max} = 20$, $b_1 = 0.2$ for $\Delta l < 0$ and $b_2 = 0.01$ for $\Delta l \geq 0$. With these choices the model is more realistic since the nonlinearity of spring forces is taken into account and collisions between blocks are avoided. At the same time the choice of parameters $b_1$ and $b_2$ is somewhat ad-hoc and we have not carried out a systematic change of them, other than the fact that the average chain lengths are thus comparable with those seen in the experiment with an error less than 10%.

According to a review of experimental results presented in Ref. [32], “the classical friction law, where the friction force is proportional to the load, will only exist in an average sense” and it is important to take into account that in many cases the friction is determined by surface asperities, which means that “deterministic friction-velocity relations at best only exist in an average sense”. In [32], the authors also argue that in the case of stick-slip dynamics on a plane surface, the friction forces may have normal distributions.

In the present paper Coulomb’s law of friction [40] is used with a noisy extension reflecting the surface irregularities. Both the static and kinetic friction forces are independent of velocity modulus. A block remains in a stick state until the resultant external force $F_{ex}$ exceeds the value of the static friction force, $F_{st}$. For higher external force values the block starts to slide in the presence of the kinetic friction force $F_k$. We assume that, the ratio of the static and kinetic friction forces $F_k/F_{st} = f_s$ is constant. The friction force $F_f$ acting on the block depends both on $\text{sgn}(v_r)$, where $\text{sgn}$ is the sign function and $v_r$ is the block’s speed relative to the conveyor belt, and on the value of the resultant external forces $F_{ex}$ acting on it. In our 1D setup, the friction force orientation is given only by its sign:

$$F_f(v_r, F_{ex}) = \begin{cases} -F_{ex}, & \text{if } v_r = 0, |F_{ex}| < F_{st}, \\ -\text{sgn}(v_r)f_sF_{st}, & \text{if } v_r \neq 0, \end{cases}$$

where $v_r = v - u$ and $v$ is the velocity of the block relative to the laboratory frame.

Since the surface of the conveyor belt is not perfectly smooth, the already mentioned argument of Ref. [32] is implemented by using randomly distributed friction forces. This is incorporated into the model by randomly generating a new static friction force value for every different position of the block relative to the belt. These random friction force values are generated according to a normal distribution with a fixed mean $F_{st0}$ and standard deviation: $\sigma$. This standard deviation (together with the integration time-step, which is however the same for all simulations), will quantify the amount of disorder introduced in the model. Although the origin of the disorder is the spatial inhomogeneity of the belt’s surface, from the point of view of the dynamics the fluctuations of the friction force appear as temporal noise. We shall thus call $\sigma$ as the noise strength.

The kinetic friction force value is always automatically updated together with the static friction force value, using their fixed ratio $f_s$. As a result, both the kinetic and static friction forces will fluctuate in time during the sliding of the particular block. In Fig. 7 we illustrate the variation of the friction force as a function of the resultant external force $F_{ex}$ for one stick-slip event. Such type of friction forces also proved to be useful for modeling highway traffic [33, 14].

In order to use the same friction force value as in the experiments, in the dimensionless units the average value of the static friction force is $F_{st0} = 71.4$. The ratio of the two types of friction forces is also chosen in agreement with the experiments as $f_s = 0.45$.

Computer simulations of the model start from initial conditions similar to the experimental ones. The blocks
are placed on the belt with undeformed springs between them. At this initial setup the blocks are stuck to the belt which means that their initial velocity in the laboratory reference frame is equal to the conveyor belt’s constant velocity \( u \). Computer graphics is also used to visualize in real-time the dynamics of the blocks.

The numerical methods used to solve Newton equations are presented in the Appendix. The time-step of integration is fixed to \( dt = 0.001 \).

In order to characterize statistically the dynamics of the chain, a parameter measuring the fluctuation of the chain length in dynamical equilibrium is introduced. The chain’s length is determined by the position of the last block in the row. The disorder parameter \( r \) is defined as the standard deviation of the coordinate \( x_N \) compared to the time averaged length \( \langle x_N \rangle \) of the chain:

\[
r = \sqrt{\frac{\langle x_N^2 \rangle - \langle x_N \rangle^2}{\langle x_N \rangle}}. \tag{4}
\]

This quantity takes on large values for large fluctuations which explains the term disorder parameter. Among other relevant dynamical measures, this disorder parameter is investigated as a function of the belt velocity \( u \) (Section IV A.), the noise level \( \sigma \) (Section IV B), and the number of blocks \( N \) (Section V).

IV. SIMULATION RESULTS

A. Results without noise

In the deterministic case, as the conveyor belt is started, the whole system moves together with the belt until the first block starts to slip. This slipping moment is determined simply by the value of the static friction force \( F_{st} \) and the belt velocity \( u \). The block sticks again to the belt when its relative velocity \( v_r \) becomes zero. After that the process starts again. For small belt velocities this kind of behavior characterizes all the blocks in a self-organized manner. Specifically, the blocks are slipping together and produce “avalanches” of different sizes. Therefore, the length of the chain, defined by the position of the last block \( x_N \), fluctuates as a function of time with largely varying amplitudes, as shown in Fig. 8.a.

Furthermore, as shown in the inset of Fig. 8.a, the Fourier transform of the time series of \( x_N \) exhibits a nearly power-law behavior with an exponent \(-1.21\), suggesting a \( 1/f \) type stochastic behavior in the long time dynamics and a critically self-organized state. The relative velocity of the last block \( v_rN \) is zero, when the block is stuck to the belt. As the chain starts to slip, this relative velocity is rapidly increasing in absolute value as indicated in Fig. 8.b and it shows large fluctuations according to the inset of Fig. 8.b.

For a quantitative measure of avalanches, the slip size distribution for the last block \( N = 5 \) is computed and shown in Fig. 9.a. The slip size \( \Delta x_N \) is defined as the difference of the coordinates where the block starts to slip and when it stops relative to the belt. The obtained power law behavior confirms the presence of SOC, which appears here together with a chaotic dynamics. The distribution of the energies dissipated during avalanches is plotted in Fig. 9.b. The results indicates again a scaling (a sign for SOC-like behavior), although the exponent \( \alpha = -0.87 \) is different from the one obtained in the seminal work of Burridge and Knopoff. This difference is a natural consequence of the different nature and size of the problems.

The existence of chaos is illustrated by Fig. 10 where the natural distribution on a Poincaré section is presented. This Poincaré section is projected onto the phase plane \((x_N, v_rN)\) of the last block, and obtained as the intersections of the system’s trajectory in the phase space with the plane defined by \( x_2 = 304.3 \), considering only uni-directional crossings from right to left (\( \dot{x}_2 < 0 \)). For a better view, the high probability states along the line \( v_rN = 0 \) (where the block is stuck to the belt) are not shown. In the full system of 10 degrees of freedom the Poincaré section is 9-dimensional. Fig. 10 shows a projection of this on a plane. It is surprising that the natural distribution on this plane is similar in appearance (both in the shape of the support and of the rather irregular distribution) to that of the chaotic attractor of a driven one-dimensional system. This indicates that the chaotic
FIG. 8. (color online) Computer simulation results for $u = 1$, $\sigma = 0$, and $N = 5$. a. The position of the last block $x_N$ as a function of time. Inset: the power spectrum of the corresponding FT. The fitted line corresponds to a power law: $S(\nu) = 0.0016 \cdot \nu^{-1.21}$. b. The relative velocity $v_{rN}$ of the last block as a function of time. The inset presents a zoom of a shorter time interval.

The attractor of the full chain is rather low-dimensional.

For higher values of the belt velocity, there are other possible scenarios as well. For instance, for $u = 7$ the system exhibits an asymptotically periodic stick-slip dynamics, but for $u = 15$ the behavior is aperiodic again. For the velocity interval $18 \leq u \leq 50$ permanent chaotic dynamics never occur for the investigated parameters (see e.g. Fig. 11 for $u = 20$) and the last block exhibits a continuous slip dynamics after a certain transient time. It can be seen in this figure that the system undergoes a transient chaotic behavior with a stick-slip dynamics, before reaching a periodic attractor.

The bifurcation diagram plotted in the top panel of Fig. 12 summarizes all the cases described above. Here, the velocity of the last block $v_N$ is plotted as a function of the driving velocity $u$ in instances when the block goes through a fixed ($x_N = 615$) position from the right. For every value of the control parameter $u$ the simulation is restarted from the declared initial position. To construct this plot, the computer simulations were run up to $t = 2 \times 10^6$ time units, discarding a transient time of $t_{\text{trans}} = 10^6$.

Interestingly, the disorder parameter (4) allows for a

FIG. 9. a. Probability density function for the size, $\Delta x_s$, of the avalanches. A power-law fit with an exponent $\alpha = -1.47$, suggests a SOC-like behavior. b. Probability density function for the energy $\Delta E$ dissipated during the avalanches. A power-law fit with exponent $\alpha = -0.87$ is shown. The simulation parameters are $u = 1$, $\sigma = 0$, and $N = 5$.

FIG. 10. (color online) Natural distribution on the Poincaré section in the phase plane of the last block ($u = 1$, $\sigma = 0$, $N = 5$). The Poincaré section is taken when the $x_2 = 304.3$ plane is crossed from right to left. The plot is made only for $v_{rN} < 0$ (the stuck states with $v_{rN} = 0$ are not considered for a better visibility).
FIG. 11. a. The position of the last block as a function of time for $u = 20$. The inset presents a zoom on the indicated time-interval. b. The relative velocity $v_N$ of the last block. The last block exhibits a chaotic transient dynamics up to about $t = 4000$, followed by a periodic behavior with continuous slip. The inset presents a zoom on the indicated time-interval. The other parameters are $N = 5$ and $\sigma = 0$.

difference to be made between these different dynamical behaviors. Results for $r(u)$ are plotted on the bottom panel of Fig. 12. As expected, for asymptotic chaos the disorder parameter has a high value, and in the case of the periodic or quasi-periodic dynamics, it is much smaller. In the transition region ($15 < u < 18$) the value of $r$ falls from about 0.13 to 0.02. This jump of nearly one order of magnitude indicates a relatively sharp dynamical phase transition-like behavior. The critical speed $u_c$, defined as the midpoint of the transition region, which the phase transition-like behavior can be associated with, is $u_c = 16.5$. (Note that in the interval $20 < u < 22$ there are three outlier points in the lower panel of Fig. 12. These belong however to periodic attractors of large amplitudes rather than to chaotic cases.)

In the inset of Figure 12, the average lifetime $\tau$ of the chaotic transients preceding the periodic behavior is presented. This is measured using the method described in Ref [41]. Looking at the simulation data, it can be seen that in the phase transition region the lifetime of transients grows considerable, a kind of critical slowing down can be observed. It can thus be concluded, that for $u \lesssim 15$ (except for the periodic windows) the chaotic dynamics is permanent, while for $u > 18$ it has a transient character. These transients were neglected in computing the disorder parameter, since the discarded transient time ($t_{\text{trans}} = 10^6$) is larger by more than two orders of magnitude than the average lifetime $\tau$ of the transients.

B. Results in the presence of noise

As described earlier, the two friction forces are linked by the relation $F_k = f_s F_{st}$, and the values of $F_{st}$ are randomly updated for each new position of the blocks on the conveyor belt. The distribution of $F_{st}$ has a standard deviation $\sigma$ and a mean value $F_{st,0}$.

First, a relatively low level of noise $\sigma = 1$ is considered (see Fig. 7). In this case, the phase transition-like behavior remains almost unchanged. This is clearly visible in the $r(u)$ plots of Fig. 13. The periodic windows present for $\sigma = 0$ (top panel of Fig. 12) disappear, however, and consequently the disorder parameter has less fluctuations in the chaotic regime. The noisy bifurcation diagrams of Fig. 14 also illustrate the disappearance of the periodic windows as $\sigma$ increases.

For belt velocity $u = 7$ and small noise levels, the asymptotic periodic dynamics is reached after a transient chaotic behavior. This is possible if a non-attracting chaotic set (chaotic saddle) and periodic attractors coexist (see for example [42]). Beyond a critical noise level $\sigma_c$, the chaotic transients turn into a permanent chaotic
FIG. 13. (color online) The disorder parameter $r$ as a function of the conveyor belt’s velocity $u$ for different noise levels $\sigma$. 

FIG. 14. (color online) The bifurcation diagram, as defined in Fig. 12, for different noise levels. The inset presents the disorder parameter as a function of $\sigma$ for $u = 7$ (a periodic window for $\sigma = 0$).

dynamics. This is called noise induced chaos [41–46]. Based on the results plotted in the inset of Fig. 13, the critical noise strength $\sigma_c$ necessary to obtain noise induced chaos is estimated as $\sigma_c = 0.75$.

By increasing the noise level $\sigma$ in the friction force, the critical speed $u_c(\sigma)$, for which a phase transition-like behavior occurs, increases with $\sigma$ as suggested by Fig. 13.

Turning the problem around, in Fig. 15 we plot the disorder parameter $r$ as a function of the noise level $\sigma$ for intermediate velocities $u \geq 20$. In the whole range a noise induced phase transition-like behavior emerges. Moving away from $u = 20$, the sharp transition becomes more smooth and the transition point in $\sigma$ is shifted toward higher noise levels. A possible explanation of this effect is that for higher velocities a higher noise level is needed to kick the system out from the basin of attraction of the periodic attractor.

The model is able to reproduce the intermittent behavior observed in the experiment and presented in Fig. 4. For example, considering $\sigma = 2.2$, and belt velocities in the phase transition-like region, the system exhibits an intermittent dynamics (Fig. 13). Since such intermittency is not present without noise, this phenomena is called noise induced intermittency [42] in the chaos literature. This can happen again only if a chaotic saddle exists in the deterministic system [42].

We note that the critical speed $u_c(\sigma = 2.2)$ is found to be 19 which corresponds in dimensional units to $u_c = 0.35$ m/s. Experimentally we have found intermittency at $u = 0.22$ m/s and $u = 0.28$ m/s which should belong to velocities close to the critical value. In view of the simplicity of the model this order of magnitude agreement is satisfactory.

The disorder parameter can be computed also for the experimental time series of $x_5(t)$ of Figs. 4 and 5. The results are: $r = 0.072$ and $r = 0.052$ for $u = 0.22$ m/s and $u = 0.28$ m/s, respectively. The values corresponding in the model to these dimensional velocities are: $r = 0.132$ and $r = 0.134$, respectively, again in an order of magnitude agreement with the experiments.

Another facet of the effect of noise is shown in Fig. 17, where the natural distribution is projected to the bifurcation diagram defined in Sec. IV A. The consecutive graphs are results for increasing noise levels. From these plots we learn that for $\sigma = 1$ all the periodic windows in the $0 < u \leq 15$ interval disappear, but the phase transition point hardly changes. As $\sigma$ is increased further, the sharp phase transition-like behavior transforms into a smoother one (see Fig. 17c). For $\sigma = 10$ the dynamics of the system is dominated by noise (Fig. 17d).

The results regarding the phase transition-like behavior are summarized in Fig. 18 by a detailed map of the parameter space ($u, \sigma$). Figures 13 and 15 correspond to sections of this map along the horizontal and vertical axes, respectively. The range where the system exhibits noise induced intermittency is enclosed by white dots. The fact that this range does not reach the $\sigma = 0$ line shows, that intermittency cannot be recovered...
with purely deterministic friction forces. As the level of noise is increased, this region becomes abruptly wider for $\sigma > 4$. This can be interpreted as the critical noise strength below which the phase transition-like region remains sharp, and if this is exceeded, the transition becomes smoother. In the view of all these observations we conclude that the noise strength corresponding to the experiments is about $\sigma = 1 - 2$.

V. FINITE SIZE EFFECTS

We can now briefly discuss the influence of the system size $N$ on the observed phase transition-like phenomena. We know from statistical physics that the observed phase transitions become sharper as the system size is increased. Although the investigated system is a non-equilibrium dynamical system and not a system in thermal equilibrium, one might expect that the phase transition-like behavior sharpen for larger system sizes. In our system, however, the opposite happens. As shown in Fig. [19] for increasing system sizes, the sharp phase transition-like behavior is transformed into a smoother and smoother one, the transitional region broadens with $N$.

This observation can be explained through a quantitative change in the systems dynamics in the presence of noise. As we have seen before, the dynamics changes from chaotic to periodic or quasi-periodic via an intermittent behavior. For $N = 10$, intermittency occurs even without noise. This is nicely illustrated by the $x_N(t)$ graphs for different $u$ values in Fig. [20]. The intermittency found in the transition interval $27 < u < 40$ explains why the sharp phase transition-like behavior disappears for larger systems. As the disorder parameter measures the fluctuations of the chain length, in the intermittent region smaller disorder parameters will be observed. Fig. [20] indicates that larger and larger periodic or quasi-periodic time intervals appear at increased chain velocities. Therefore, the sharp transition becomes smoother. For increasing system sizes, the previously observed noise induced phase transition-like behavior becomes also less evident, as illustrated by Fig. [21] for driving velocities above the transition region.

VI. DISCUSSION

The dynamics of a simple spring-block chain placed on a running conveyor belt was investigated both by simple experiments and through computer simulations. Despite its simplicity, the dynamics of the system proved to be quite complex exhibiting chaotic, periodic or quasi-periodic behavior as a function of the conveyor belt’s velocity and the amount of noise in the friction forces. The experiments and computer simulations indicate that the transition from chaotic to periodic or quasi-periodic dynamics is typically realized through an intermittent chaotic state.

In the chaotic regime, the avalanche-size distribution function shows a scale-free nature, indicating also the presence of SOC, along with a $1/f$ type of stochasticity in the chain length. Another aspect of the systems complexity is the diversity of the possible dynamical states reflected by the convoluted graph of the bifurcation diagram, and a phase transition-like behavior in the disorder parameter. The presence of noise adds to this picture fascinating phenomena, like noise induced chaos, noise induced intermittency and noise induced phase transition.

Interestingly, the computer simulations suggest that the maximal complexity of the dynamical states is achieved for a relatively small number of blocks in the vicinity of $N = 5$ for $\sigma < 2$. For $N < 5$ there is practically no chaos in the system. With $N = 5$ the observed transition is the sharpest one, and for $N > 5$ it becomes smoother in a somewhat counter intuitive way. It is remarkable that this collective behavior finds its explanation in terms of dynamical system properties.

Finally we would like to draw the attention to the fact that in several recent experimental studies [48, 49] performed on metallic alloys, it has been observed that just before the onset of the plastic instability the local strain rate as a function of the corresponding force response shows a multi periodic behavior. This is somehow similar with the graphs shown in Fig. [11]. This observa-
FIG. 17. (color online) The natural distribution on the plane defined by \( u \) and \( v_N \) for increasing noise levels (\( N=5 \)). a. \( \sigma = 0 \); b. \( \sigma = 1 \); c. \( \sigma = 5 \); d. \( \sigma = 10 \).

FIG. 18. (color online) Disorder parameter \( r \) over the parameter plane \((u, \sigma)\) for \( N = 5 \) blocks illustrated with color-coding. White dots indicate the boundaries of the parameter range where noise induced intermittency can occur.

FIG. 19. (color online) The disorder parameter \( r \) as a function of the belt velocity \( u \) for different systems sizes \( N \) with the \( \sigma = 1 \). The “transition regions” corresponding to different system sizes are: \( 15 < u < 18 \) for \( N = 5 \), \( 23 < u < 32 \) for \( N = 7 \), and \( 27 < u < 40 \) for \( N = 10 \).

Explanation:

- FIG. 17: Shows the natural distribution on the plane defined by \( u \) and \( v_N \) for increasing noise levels with four different noise levels: 0, 1, 5, and 10.
- FIG. 18: Demonstrates the disorder parameter \( r \) over the parameter plane \((u, \sigma)\) for \( N = 5 \) blocks with color-coding.
- FIG. 19: Illustrates the disorder parameter \( r \) as a function of the belt velocity \( u \) for different system sizes \( N \) with \( \sigma = 1 \).

Discussion:

- The Portevin- Le Chatelier effect with a spring-block system is revisited, indicating the possibility of modeling this phenomenon with a similar system.
- Indeed, if the plastic deformation is macroscopically uniform in the absence of plastic instability, one can assume that it is governed by only a small number of collective degrees of freedom, similarly with the dynamics of the spring-block chain considered here. In such view the studied model and the obtained results can gain interest in the field of material science as well.
FIG. 20. The position of the last block for a chain size of $N = 10$, with different velocities $u$. The presented time interval is after the discarded transient time $t_{\text{trans}} = 10^6$ ($\sigma = 0$).

FIG. 21. (color online) The disorder parameter $r$ as a function of the noise level $\sigma$ for different system sizes $N$. The driving velocity is chosen to be near the upper edge of the observed transition region from chaotic to periodic/quasi-periodic dynamics. Results for a total simulation time $t = 2 \times 10^6$ and $t_{\text{trans}} = 10^6$.
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Appendix: Numerical method

We briefly describe here the method used to integrate the Newton-equations and to handle the discontinuous stick-slip dynamics of the blocks. If a block is stuck to the conveyor belt, then it will move together with it at constant velocity $u$. Therefore, the position of the $i$th block relative to the ground is calculated with the simple equation.

$$x_i(t + dt) = x_i(t) + u \cdot dt, \quad (A.1)$$

When a block is slipping relative to the belt, the basic Verlet method

$$x_i(t + dt) = 2x_i(t) - x_i(t - dt) + a_i(t)dt^2 + O(dt^4) \quad (A.2)$$

is used to update its position. As can be seen, this is a third order method, which can be extended also to the velocity space as:

$$v_i(t + dt) = \frac{x_i(t) - x_i(t - dt)}{dt} + \frac{1}{6}dt[11a_i(t) - 2a_i(t - dt)] + O(dt^3). \quad (A.3)$$

The instance when the $i$th block sticks to the belt is found when the relative velocity $v_{ri}$ changes its sign, while the instance when the block starts to slip is defined by the sign change of $F_{ex} - F_{sl}$. A more complicated stochastic numerical method was also developed to handle the stick-slip dynamics, but was found not to significantly alter the presented results.
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