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ABSTRACT
The management and effective operation of enterprise systems – depending on ever-changing environmental impacts – can only be achieved by an appropriate information management practice. Today, in the corporate environment, an astonishing amount of data (often unstructured) is generated. The efficient processing of these data is by no means straightforward and unambiguous, and thus presents significant challenges for user systems. It is typical of the process that the customer would like to receive the product as soon as possible, but at least at a pre-determined time. Thus the quality of service is determined not only by the quality of the product but also by its availability. As is well known, the mission of logistics is to ensure the ordered product is delivered in the right time, place, quality, quantity and cost. In this mission has a specific product, finite duration, organizational structure with defined responsibilities, activities necessary for its production, and have the resources to carry out these activities. The processing of the product is divided into several stages, which form a separate unit from the managerial point of view. Like product procession, a section has specific products, activities, and organizational structure. The end of the phase is the production / implementation of the products / services specified therein, provided that they meet the required quality criteria. In our paper, we propose a methodology, which – together with the related mathematical model – can offer an opportunity to reduce entropy in logistics processes. The aim of the research is to develop a model that can be used to quantify the logistical process uncertainty. We believe that research will help find a way to overcome the shortcomings of current process management procedures. We give the formal description of the mathematical model and present an example of its application.
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INTRODUCTION
In pull-based production management systems, planning for the production of an ordered product only begins after the order has been placed, so basically the race begins with time 1.

It is typical of the process that the customer would like to receive the product as soon as possible, but at least at a pre-determined time. Thus the quality of service is determined not only by the quality of the product but also by its availability.

As is well known, the mission of logistics is to ensure the ordered product is delivered in the right time, place, quality, quantity and cost 2.

In this mission has:
• a specific product,
• finite duration,
• organizational structure with defined responsibilities,
• activities necessary for its production,
• and have the resources to carry out these activities.

The processing of the product is divided into several stages, which form a separate unit from the managerial point of view. Like product procession, a section has specific products, activities, and organizational structure.

The aim of research is to develop a model that can be used to quantify the logistical process uncertainty. We believe that research will help find a way to overcome the shortcomings of current process management procedures.

The basic idea of the research is the practical realization that after setting the goals the logistics organization often does not collect enough data in the so-called dead time (although in most cases there are no technical obstacles to data collection). But even when it is done, it is often impossible to deal with the fact that there are often harmful forms of information.

All of this happens when the increasing complexity of IT systems brings with it ever greater risks in logistics 3.

The logistics organization usually has only one answer, which is in C. A. O’Reilly’s hypothesis that...
Higher-quality information sources are used more often by employees than lower-quality channels.

**DESCRIPTION OF THE PROPOSED MODEL TO REDUCE PROCESS UNCERTAINTY**

In fact, the safety of the product manufacturing process is the planned use of tools and procedures to ensure that the customer’s needs are met at the right time and level.

In other words, the uncertainty existing in the product manufacture should be reduced to acceptable levels by the client needs.

**Initial state**

Let’s consider the initial state first! The uncertainty present at the beginning of the planning of the logistics process can be determined from historical data (depicted in Figure 1).

The horizontal axis shows the time from ordering to delivery of a particular product (denoted by tn). The vertical axis on the left shows the completion time expected by the customer (marked A). The right-hand side also shows the implementation time that is acceptable to the customer (denoted by EA).

The base axis of the vertical axes is represented by a constant time c, which may be 0, which represents the theoretically imaginable minimum execution time of a given project (we cannot go below that during execution).

When using modern manufacturing and inventory management strategies, the deadline should be fixed. Therefore, companies should make every effort to deliver the product on time.

Improving the quality and flexibility of these processes is crucial for taking measures that focus on traditional efficiency.

Several authors propose a heuristic approach to solve large, practical problems.

Returning to our figure, the selected occurrence interval (EA) in our case is an expected optimum.

Throughout the process, our goal is to guarantee that we are within the EA interval at the time of completion.

In the initial stages of the process, the time of completion can only be interpreted within a relatively large interval. Furthermore, there is a constant possibility of non-realization, which is indicated by an arrow (0) in the figure.

Ideally, logistics process planners in a point of A would need good and real information that they can use to develop their own production plan.

Typically, this data is not yet available in the first phase of design, this uncertainty is represented by the angle \(\alpha\) and its projection on the right vertical axis \(\varepsilon A\).

In our proposed model, the uncertainty in the initial state can be considered acceptable, but we expect the uncertainty to decrease as the process progresses and remain within the \(\varepsilon A\) environment.

**Milestones of the model**

After the initial state, we first check at time \(t_1\). This can be seen as the first milestone of the model. At time \(t_1\), the controllers, based on the information available to them, determine the new boundaries of the process run time, which is represented by the interval \(\varepsilon B\) in the figure. (This is also a kind of feedback on how the process works.)

Later, additional checkpoints may be added and similar analysis and feedback will be performed so that the data collected at each checkpoint is properly documented. This will (in good case) gradually predict the output more and more accurately. This is illustrated in the following Figure 3.

As shown in the Figure 4 (using well-designed practical control methods), ideally, \(\delta < \gamma < \beta < \alpha\), which means that \(\varepsilon D < \varepsilon C < \varepsilon B < \varepsilon A\), which means that accuracy is constantly increasing.

Increasing the number of checkpoints has a dual effect: on the one hand, it typically reduces uncertainty and thus better meets expected deadlines and reports; on the other hand, logistics costs may increase.

It is in the collective interest of those involved in the process to determine the optimal number of points. Later milestones may be overridden (if the project schedule changes).

In determining the number and location of control posts, account shall be taken of:

- the past goodness of information provided by the supplier. If this goodness is high, that is, the partner is trustworthy, there is no need for frequent checkpoints.
- the spatial location of the product or service. If the location of production and use is different in space, the number of control points depends on the distance, so if the distance increases, the number of control points must be increased proportionally.
- the time of production of the product or service. If the production time is long, the number of control points should be high.

**LINKING MODELS**

Successful completion of a project does not necessarily mean completing the entire logistics process. Many times the output of one project is also the input of another project.
It is my hope that the methodology we have developed will allow us to describe and follow quite complex tasks.

FORMAL DESCRIPTION OF THE MODEL AND DEMONSTRATION OF ITS APPLICABILITY

Let’s look at a possible formal description of the new model already outlined above.

Although the reality model could (in theory) end up in infinitely many different states, from a practical point of view, it is practical to use the simplification that only a finite number of states can go through the whole process.

Using C.E. Shannon’s article – including his observations on the description of a noise-free channel (which can be regarded as a kind of analogy of our system) – our model can be formally described as follows:

The states of the system are denoted by state $S_1$, $S_2$, ..., $S_n$, where $n$ is finite.

The occurrence probabilities of each state are denoted by $p_1$, $p_2$, ..., $p_n$, where $0 \leq p_i \leq 1$ is satisfied for each value.

Transitional probabilities can be interpreted between states. Let $p(i)$ denote the probability of occurring $S_i \rightarrow S_j$ (going from $S_i$ to $S_j$). (There will be many concrete $p(i) = 0$, because we can’t always pass from $S_i$ to $S_j$.)

Located in the Shannon model, the origin of our system can be considered as a source of discrete information, and the end point (s) of our system are special sinks.

Let’s now look at the transition from baseline to first milestone! Usually we have several options (see Figure 1), but in good case, we have a 1 chance of reaching milestone 1. If we consider the failure of the project to be a viable alternative, we can write the following

$$\sum_{i \in K, j \in E} P(i, j) \leq 1$$

where $K$ denotes the initial state (set of states) and $E$ denotes the state of the first milestone. (The initial state set specifically consists of only one state.)

It makes sense to write a similar formula for transitions between milestones.

The different probabilities of the occurrence of each $S_i \rightarrow S_j$ transition can be represented by arrows of
different thicknesses, but we can also write specific probabilities for each transition (see Figure 5).
We emphasize that possible states belong to the milestones. We determine in advance what kind of conditions we expect to see in each milestone based on professional experience (acquired knowledge, professional past, similar projects, etc.). The probability of possible states was determined from historical data.
In the model, the horizontal arrow means that the process is progressing with a pre-planned schedule (keeping time). Delay is marked with a positive bearing (eg: \( \uparrow \)) faster execution is displayed with a negative bearing (eg: \( \downarrow \)).
Note that the first milestone is theoretically available in several ways (meaning several different states in our model), only one of them will actually occur, so the probability of reaching the others (which were not originally 0) is set to 0 at this point. (And we're only going through exactly one "route").
On arrival at the finish, there will be only one route active. Each transition actually carries 1 probability. We consider this to be a completed process.

**METHODOLOGY**

The practical applicability of our model requires that the repetition of a given situation brings with it a repetition of the model run. We can do this by making restrictions and specifying standards (standardization):
- preliminary and in-process data collection,
- for recording / documentation,
- to process data
- and possible interventions.
The elements of this methodology are (of course) already known in logistics (Lőrincz, 2009), but only in this way - with our model - can it still be said to be new.
The major steps we suggest (the items listed above) must be translated into specific workplace instructions. In this way, the process can be automated and standardized, and there is a legitimate hope that repeatability will be achieved.

**CONCLUSION**

During the research, we examined the shortcomings of current process control procedures. In response to
this, we have developed an information management model that, under certain conditions in the field of logistics, can provide a numerical forecast and, over time, a steady decrease in logistics uncertainty. A formal description of the model is given. We hope that this study can be a good starting point for developing a unified methodology that will later evolve into the logistic control system used in everyday practice and, if properly applied, will reduce the entropy that is inherent in logistics processes.
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Figure 4: Logistics uncertainty at third milestone.
Figure 5: Theoretical diagram of possible outcomes.