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SUMMARY Introduction of Fully Convolutional Networks (FCNs) has made record progress in salient object detection models. However, in order to retain the input resolutions, deconvolutional networks with unpooling are applied on top of FCNs. This will cause the increase of the computation and network model size in segmentation task. In addition, most deep learning based methods always discard effective saliency prior knowledge completely, which are shown effective. Therefore, an efficient salient object detection method based on deep learning is proposed in our work. In this model, dilated convolutions are exploited in the networks to produce the output with high resolution without pooling and adding deconvolutional networks. In this way, the parameters and depth of the network are decreased sharply compared with the traditional FCNs. Furthermore, manifold ranking model is explored for the saliency refinement to keep the spatial consistency and contour preserving. Experimental results verify that performance of our method is superior with other state-of-art methods. Meanwhile, the proposed model occupies the less model size and fastest processing speed, which is more suitable for the wearable processing systems.
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1. Introduction

Saliency detection models focus on identifying and segmenting the most conspicuous objects or regions in images. It is utilized as an important preprocessing step in many vision tasks including image segmentation [1], object recognition [2], [3], visual tracking [4], image retrieval [5], [6]. Although many effective methods are developed, the saliency detection in complex scenes is still a challenging task. Conventional saliency detection models [7]–[10] are mainly based on heuristic saliency priors. According to the visual attention study [11], [12], contrast priors are the main roles in saliency detection. Hence, global or local contrasts are exploited as the hand-craft features to characterize and formulate the saliency detection [8], [13], [14]. Besides, boundary prior is utilized to detect foreground objects [9], [15], [16]. Though these saliency priors are demonstrated effective in many works, the saliency detection in cluttered scenes is a still challenging task.

Recently, deep convolutional neural networks (CNNs) have made much progress in many vision applications, such as image classification [17], [18], object detection [19], [20], object tracking [21], [22], semantic segmentation [23]–[26]. Current methods [27]–[30] suggest that deep CNNs have promotions in saliency detection, especially in handling complex scenes. Though improvements on substantial performance have been made, major issues are still existed in deep CNNs based methods. Firstly, most deep CNNs methods discard completely the saliency priors, which are demonstrated effective in many works. The integration of the saliency priors into CNNs will have benefits in the saliency detection. Secondly, CNNs have greatly reduced resolutions in their final layer activations due to pooling or strided convolution operations throughout the network [31]. In order to atone for the resolution loss, segmentation networks either introduces additional connections to make use of localization power of low-middle layer, or adds a deconvolutional network on top of the CNNs with unspooling layers. Both approaches results into an even more increase in the number of parameters used in segmentation network.

For this purpose, we propose an efficient saliency detection method based on deep learning. We firstly utilize a deep learning network to capture the semantic features and segment the salient objects in a data-driven manner. In this network, dilated convolutions are exploited to increase the output resolution and retain the receptive field. In this way, we can decrease the parameters sharply compared with the fully convolutional networks (FCNs) methods without adding the deconvolutional networks for the salient object detection. Furthermore, the detection map predicted by network is encoded to refine the saliency detection. The manifold ranking model is explored to rank the encoded detection map, and get the final saliency with the spatial consistency and contour preserving.

2. Related Work

In current, the main saliency detection model are included the hand-crafted models and deep learning methods. For the hand-crafted models, the first saliency computational framework is proposed by Itti et al. [32], in which the framework is generated on the basis of center-surround mechanisms. After that, a framework based on isophote is proposed by valenti et al. [33]. The framework linearly combines the saliency maps estimated by isocenters, curvedness, and color boosting to compute the final saliency map. Next, a frequency-tuned method is explored by Achanta et al. [14]. This method measures the pixel-wise color difference to estimate the saliency maps with full resolution. Klein et al. [34] proposed a saliency maps computational
model based on center-surround contrasts, which leverages the Kullback-Leibler Divergence of image features to compute the contrasts in an information-theoretic way. In another study [35], the center-surround contrast is explored by regarding it as a cost sensitive max-margin classification problem. Despite of the center-surround contrast, contrast of the global region is also explored in many works. Cheng et al. [36] measure the global contrast between the object region and background regions in an image to compute the saliency. Pirazzi et al. [8] define the Euclidean distance of colors and leverage Gaussian blurring kernel to efficiently compute the global contrast. Cheng et al. [37] propose a soft abstraction that generating the homogeneous regions by exploiting histogram quantization and a global Gaussian Mixture Model. Later in [38], a multi-scale contrast of local region based method is studied. In this method, saliency values are computed across multiple segmentations, and combined to get the saliency maps with pixel-wise. Besides, more and more saliency prior knowledge is incorporated in recent saliency detection models. Background priors are exploited in many salient object detection methods [9], [15], [39], [40]. Yang et al. [9] propose a two-stage saliency detection model that leveraging the manifold ranking algorithms on the graph with undirected weights. Li et al. [39] propose to formulate the saliency detection as the dense and sparse reconstruction errors with respect to the pseudo background. In [40], saliency computation is formulated via absorbing Markov Chain. Wei et al. [15] study the geodesic distance of the background regions to refine the initial saliency prediction.

Recently, deep learning based saliency detection models have shown superior performance than hand-crafted methods in handling complex scenes. He et al. [41] proposed a superpixel-wise CNN architecture based on hierarchical contrast features. In order to build more advanced features, two contrast sequences are fed into the networks for each scale of superpixels. After that, multi-scale saliency maps are combined to produce the more accurate results. Li et al. [27] present a CNN architecture with fully connected layers that responsible for the extraction of different-scale features, and then refine the saliency map to yield more accurate results. Wang et al. [30] propose a saliency detection model with local estimation and global search. For the local estimation, features of local patch are learned by a local deep neural network to compute the local saliency values. For the global search, global features are formed by integrating the estimated local saliency maps, global contrasts and geometric information. Another global network is explored to generate the global salient object region with the global features. Finally, the weighted sum of salient regions generates the final saliency map. A unified deep learning framework for the saliency detection is proposed in [42]. In the framework, VGG-net is utilized to extract the high level features, and the low level features are used to form a distance map. Li et al. [28] present a deep saliency model with multi-tasks based on FCN. In this model, the saliency prior knowledge is encoded, and a multi-task learning scheme is set up to perform the tasks of saliency detection and semantic segmentation. Hou et al. [43] present a novel saliency detection model based on the holistically nested edge detector (HED) architecture. In this model, short connections are introduced into the skip-layer structures of the HED. This model can provide more representations at each layers through leveraging features of multi-level and multi-scale extracted from FCNs. Wang et al. [44] propose a novel saliency detection method. In this model, the recurrent fully convolutional network (RFCNs) is introduced. More accurate inference is predicted by incorporating saliency priors and iteratively learning to refine the saliency maps in the recurrent architecture. However, the recurrent networks structure leads to a computational overhead and the final results depend heavily on the initial estimations. Li et al. [45] propose an an deep contrast network to detect the salient object. The network consists of two complementary components to generate the saliency map, and a fully CRF model is incorporated in to refine the results. Liu et al. [46] propose an deep hierarchical saliency network, the network first learns various global structured saliency cues to make a coarse prediction. Then, a novel hierarchical recurrent CNN is adopted to refine the saliency. Luo et al. [47] propose a simplified convolutional neural network which combines local and global information through a multi-resolution 4 × 5 grid structure, and then refine the saliency map using a loss function inspired by the Mumford-Shah functional which penalizes errors on the boundary.

3. The Proposed Framework

As demonstrated in Fig.1, our saliency detection model includes two parts: Dilated-FCN (DFCN) and graphical model for saliency refinement. For the DFCN, the task of salient object detection is performed instead of the traditional FCNs network. For the traditional FCNs, to compensate for the resolution loss due to pooling or strided convolution operators in CNN, it introduces the additional connections to leverage the location power of low-middle layers or add deconvolutional network on top of FCN with unpooling layers. These solutions result in an even more increase in the model size. Thus, we propose the DFCN network to overcome the increasing model size. In DFCN, we simply remove the pooling layers to increase the resolutions of feature maps instead of adding deconvolutional network in traditional FCNs. However, removing subsampling will lead to the reduction of receptive field. Thus, dilated convolutions are introduced in the higher layers to enlarge the corresponding receptive field. Based on the saliency maps of the DFCN, we further explore the manifold ranking model to refine the saliency map. For an input image, the DFCN network is exploited to predict the salient foreground map. Meanwhile, the superpixels on the predicted map are treated as the seed nodes, and the saliency map can be refined by the manifold ranking model.
3.1 The Saliency Detection Network

The construction of DFCN is based on the architecture of dilated Residual network (DRN) presented by Yu et al. [48]. We replace the 1000-way linear classification layer of DRN with a 1 × 1 kernel linear convolutional layer and two output channels to construct the DFCN into a dense saliency map detection network. Moreover, dilation convolutions are utilized to the 4th and 5th groups of ResNet to generate high resolution output. The original ResNet is divided into five groups of convolutional layers, the resolution of final feature maps is 1/32 of the input image [49]. These five layers are called as downsampling layers in this work. The output in the original model is described as

\[
(g_l^i \ast f_l^i)(p) = \sum_{a+b=p} g_l^i(a) \ast f_l^i(b)
\]  

where \(g_l^i\) is the \(i\)th layer in group \(l\), for \(l = 1, \ldots, 5\). The \(f_l^i\) denotes the filter associated with layer \(g_l^i\). The domain of \(p\) is the feature map in \(g_l^i\).

In each group of the original Resnet, feature maps share the same resolution in different layers. To make the final saliency map denser, two final groups of convolutional layers (\(g_4^i\) and \(g_5^i\)) are explored. As shown in Fig. 2, subsampling in the last two downsampling layers are skipped by setting the stride to 1, and dilation rates of subsequent layers are increased using the dilation algorithm to increase the receptive fields as [50]. The first step in the conversation is to remove the striding in \(g_4^i\) and \(g_5^i\). This will cause that the output resolution of \(g_4^i\) doubled without reducing the receptive field. However, this will reduce the receptive fields of the subsequent layers by a factor of 2 in each dimension. Hence, we utilize 2-dilated convolutions to replace the convolution operators in those layers:

\[
(g_l^i \ast 2 f_l^i)(p) = \sum_{a+2b=p} g_l^i(a) f_l^i(b)
\]  

where \(i > 2\). The same transformation is applied to \(g_1^5\):

\[
(g_1^5 \ast 2 f_1^5)(p) = \sum_{a+2b=p} g_1^5(a) f_1^5(b)
\]  

Two striding layers have been eliminated after the subsequent layers of \(g_1^5\). This elimination will result in the reduction of receptive fields by a factor of 4 in each dimension. In order to compensate for the loss, the convolution operators in those layers are replaced by 4-dilated convolutions:

\[
(g_l^i \ast 4 f_l^i)(p) = \sum_{a+4b=p} g_l^i(a) f_l^i(b)
\]
Fig. 3 The detection results of the network

where $i > 2$.

The output resolution in DFCN is increased to the $1/8$ resolution of the input compared with the $1/32$ resolution in Resnet. Moreover, the DFCN share the same model size with the Resnet. After that, bilinear interpolation is adopted to upsample the feature map to full resolution, the detection results are shown in Fig. 3.

3.2 Manifold Ranking Model

The saliency maps generated from DFCN are usually with common defects in spatial consistency and contour preserving. In order to keep the spatial consistency and preserve the contour for the saliency maps, a manifold ranking method is studied. The manifold ranking theory is referred in [9]. Given an image, it is segmented as superpixels $\{X_i\}_{i=1}^N$ by SLIC [51]. Next, some nodes are set as queries, the remaining are ranked in terms of their relevances with the queries. We set up a ranking function $f$ to measure the relevances. This function computes corresponding ranking score $f_i$ for each $x_i$ and can be denoted as a vector $f = [f_1, \ldots, f_n]^T$.

Let $y = [y_1, \ldots, y_n]$ be an indicator vector, in which if the node $x_i$ is set as query, $y_i = 1$, if not $y_i = 0$. After that, graph model $G(V,E)$ based on superpixels is constructed. In the graph model, $V$ are the superpixel nodes, $E$ are the edges of adjacent nodes with the weight $w_{ij}$. Given the graph, the degree matrix is defined as $D = \text{diag}(d_1, \ldots, d_m)$, in which $d = \sum_j w_{ij}$. Moreover, the edge weight $w$ is defined as

$$w_{ij} = e^{-\frac{||c_i - c_j||^2}{\sigma^2}}$$

where $c_i$ and $c_j$ are the mean value of two super-pixels.

We can compute the optimal query ranking score by optimizing the following problem:

$$f_{ran} = \text{argmin} \frac{1}{2} \left( \sum_{ij} w_{ij} \left\| \frac{f_i}{\sqrt{d_{ii}}} - \frac{f_j}{\sqrt{d_{jj}}} \right\|^2 + \mu \sum_{i=1}^n ||f_i - y_i||^2 \right)$$

where $\mu$ balances the smoothness and fitting constraints. The minimum optimization is performed by setting the derivative to 0, the final ranking function can be denoted as:

$$f_{ran} = (D - \alpha W)^{-1} y$$

where $\alpha = (1 + \mu)^{-1}$, $W$ is the unnormalized Laplacian matrix.

3.3 Saliency Map Refinement

As illustrated in Fig. 4, the saliency map is estimated in four stages for an image: object prediction by DFCN, image segmentation with superpixels, estimation of the query nodes and saliency map refinement by manifold ranking-based model propagation.

In DFCN, semantic structural information on object perception is adaptively captured by the trained network to predict salient object maps with pixel-wise. The predicted salient object maps are referred as Deepmap.

In the stage2, we segment the input image with superpixels. The superpixel segmentation is implemented by SLIC.

In the stage3, we segment the Deepmap with adaptive threshold. The pixels with high values in the binary map are set as foreground query nodes.

In stage4, the query nodes are fed into Eq. (7) to model the manifold ranking, generating the final refined saliency map $S_{ref}$, which is denoted as:
where $\bar{f}_{ran}$ is the normalized version of $f_{ran}$, and $i$ indexes the nodes on the graph.

4. Results and Discussions

4.1 Datasets

The proposed method is evaluated on three benchmark dataset: MSRA-B [52], PASCALS [53] and ESCCD [54]. The ESCCD dataset has 1000 selected images with complex scenes. The MSRA dataset covers various image contents and is a common dataset in saliency detection. Most of the images are in simple scenes with high contrast. The PASCAL-S dataset consists of 850 images with multiple complex objects and cluttered background. It is more challenging for the saliency detection task.

4.2 Implementation Details

The DFCN is implemented on the basis of tensor-flow framework. All evaluations are performed using Amax server with 4 NVidia TESLA-K80 and Ubuntu 16.04 in Intel Xeon E5 CPU with 128GB RAM. We training our network using 5K images from MSRA dataset. All images are resized to $320 \times 320$ pixels for training and testing. The momentum parameter is set as 0.99, the learning rate is chosen as $10^{-8}$, and the weight decay is 0.0005. The SGD learning procedure is accelerated using NVidia TESLA-K80 GPU. For the graphical model process, the super-pixel segment is carried out by the SLIC. The super-pixel number $N$ is set as 200. The refinement scheme is implemented in Matlab platform.

4.3 Evaluation Metrics

In order to evaluate the performance of the proposed models, the metrics such as Precision-recall (PR) curve, F-measure and mean absolute error (MAE) are adopted. The precision and recall metrics are computed by binarizing the saliency map, and comparing with ground truth. The PR curves represent the mean precision and recall at different thresholds. The F-measure is defined as

$$F\text{- measure} = \frac{(1 + \beta^2) \times \text{Precision} \times \text{recall}}{\beta^2 \times \text{Precision} + \text{recall}}$$

where $\beta^2 = 0.3$. In addition, MAE denotes the difference of mean absolute pixel, and measures the numerical distance, which is demonstrated by

$$MAE = \frac{1}{W \times H} \sum_{x=1}^{W} \sum_{y=1}^{H} |S(x, y) - G(x, y)|$$

Where $S$ is the saliency map, $G$ is the ground truth.

The performance of the proposed method is compared with 9 state-of-art methods, including DRFI [54], HS [10], PCA [55], RC [36], SVO [56], DSR [39], LEGS [57], DS [28], MDF [27], DCL [45], RFCN [44] and DSS [43]. Note that LEGS, DS, MDF, DCL, RFCN and DSS are methods based on deep learning.

4.4 Qualitative Performance Comparison

In order to demonstrate the qualitative performance, we provide the results of our approach and the other state-of-the-art methods in several sample images, which are shown in Fig. 5. These sample images have single objects, multiple objects, and small objects with complex background clutters. It shows that hand-crafted methods fail to detect the accurate salient objects from the cluttered backgrounds in almost scenes. For the deep learning based methods, the LEGS and DS methods fail to detect the multiple objects and small objects. The MDF method cannot detect the large object and multiple objects in low contrast scenes. Meanwhile, the DCL method fails to detect the salient object in low contrast scenes. These detected results are not with spatial consistency and contour preserving. The results detected by RFCN, DSS methods are the most precise and close to the ground-truth. It is obvious that our method can highlight the salient objects uniformly and keep the object contours in the background clutters. Owing to the fusion of boundary prior knowledge and deep feature maps in our method,
the detected saliency maps are comparable with the methods such as RFCN and DSS and outperform other methods in almost scenarios. However, our method has a poor performance of our algorithm in the small objects. Because the salient object tend to be the large and high contrast object in a scene. Meanwhile, the training dataset has less images with small objects, which lead that the deep learning network hard to learn the salient features.

4.5 Quantitative Performance Comparison

Figure 6 and Table 1 show the quantitative comparison results. The processing speed and the number of parameters are also demonstrated in Table 2. In Fig. 5, the performance of our proposed model is substantially superior to the other approaches with a considerable margin, and comparable with RFCN in terms of the PR curves and F-measure. Moreover, as shown in Table 1, our method achieves the considerable superior performance with a relatively high F-measure and low MAE in three challenging datasets.

In Table 2, the number of parameters in our model is the least with other deep learning models. This can effectively save the memory in hardware system. Besides, the processing speed is the fastest over other salient detection method. In the inference stage of our method, the inference time is only 0.02s for an image of 320*320, which is extremely faster than other method. Given the refinement stage, it also needs 0.04s. The overall processing time is 0.06s, which is an advantage over other methods. According to Table 1 and Table 2, the average F-measure of our method in three datasets accounts for 99.1% and 97.2% of RFCN and DSS. However, the model size of our method accounts for 10.7% and 14.4% of RFCN and DSS, respectively. These results demonstrate that our method has better overall performance with other deep learning based methods.
Table 1  Quantitative comparison of different saliency detection methods on F-measure and MAE (the best two results are denoted as bold and underline respectively)

| Method  | MSRAB     | ESCCD     | PASCALS  |
|---------|-----------|-----------|-----------|
|         | F-measure | MAE       | F-measure | MAE       | F-measure | MAE       |
| Ours    | 0.918     | 0.046     | 0.906     | 0.069     | 0.794     | 0.096     |
| DSS     | 0.927     | 0.038     |           |           |           |           |
| RFCN    | 0.946     | 0.022     | 0.898     | 0.097     | 0.798     | 0.092     |
| DCL     | 0.916     | 0.047     | 0.879     | 0.071     | 0.822     | 0.108     |
| MDF     | 0.885     | 0.104     | 0.765     | 0.105     | 0.656     | 0.146     |
| DS      | 0.863     | 0.063     | 0.810     | 0.160     | 0.818     | 0.170     |
| LEGS    | 0.870     | 0.081     | 0.785     | 0.118     | 0.695     | 0.157     |
| DRFI    | 0.838     | 0.118     | 0.733     | 0.166     | 0.616     | 0.207     |
| DSR     | 0.824     | 0.121     | 0.717     | 0.173     | 0.551     | 0.215     |
| PCA     | 0.782     | 0.185     | 0.627     | 0.248     | 0.530     | 0.249     |
| RC      | 0.820     | 0.137     | 0.701     | 0.187     | 0.640     | 0.225     |
| SVO     | 0.585     | 0.331     | 0.357     | 0.404     | 0.266     | 0.318     |

Table 2  Complexity of the deep learning based models and the runtime of different methods (The best results are denoted as bold)

| Methods | DRFI | HS | PCA | RC | SVO | DSR | LEGS | MDF | DS | RFCN | DCL | DSS | Ours |
|---------|------|----|-----|----|-----|-----|------|-----|----|------|-----|-----|------|
| Speed (FPS) | 0.7  | 0.53 | 4.34 | 6.49 | 0.01 | 10.2 | 0.52 | 0.04 | 8.33 | 0.65 | 2.18 | 12.5 | 16.67 |
| Parameters (M) | 73.6 | 116 | 128 | 186 | 64  | 138 | 20   |

Fig. 7  Performance comparison of our methods with and without refinement on PASCALS dataset: (a) the precision and recall curves, (b) the F-measure curves under different thresholds.

4.6 Effectiveness of Refinement Scheme

We quantitatively compare our approach with and without graph-based manifold ranking refinement on PASCALS benchmark dataset. Figure 7 shows that our approach with refinement will lead to a better saliency detection performance in most cases compared with the one without refinement. This can be attributed to the fact that graph-based manifold ranking refinement can capture more topological information among super-pixels that is helpful to the boundary preservation of salient objects.

5. Conclusions

In this work, we propose an efficient and effective saliency detection method. For this method, a dilated fully convolutional network is introduced to predict the saliency map, which preserves the respective field without adding extra networks. Meanwhile, in order to yield more accurate saliency results, a refinement scheme based on manifold ranking is proposed, which aims to propagate the predicted salient information for further improvement of saliency performance. Extensive evaluations in three widely database verify that our proposed model has superior performance of saliency detection compared with state-of-art methods. Moreover, this method has much less parameters with other FCNs methods, which is easy to deploy to the embedded processing systems.
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