The effects of external noise on threshold induced correlations in ferromagnetic systems
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In the present paper we investigate the impact of the external noise and detection threshold level on the simulation data for the systems that evolve through metastable states. As a representative model of such systems we chose the nonequilibrium athermal random field Ising model with two types of the external noise, uniform white noise and Gaussian white noise with various different threshold levels, imposed on the original response signal obtained in model simulations. We applied a wide range of detection threshold levels in analysis of the signal and show how these quantities affect the values of exponent $\gamma_{S/T}$ (describing the scaling of the average avalanche size with duration), the shift of waiting time between the avalanches, and finally the collapses of the waiting time distributions. The results are obtained via extensive numerical simulations on the equilateral three-dimensional cubic lattices of various sizes and disorders.

I. INTRODUCTION

Although modern equipment is capable of significantly reducing the superposition of unwanted external noise on experimental data, still this impact cannot be avoided. Obviously, in order to optimally capture the observed phenomena one would like to lower as much as possible the external noise and the noise from the measurement system. Under the foregoing conditions the studied events are usually recognized as the parts of recorded signal lying above/below the upper/lower threshold level imposed on the base line level (i.e. an idealized signal level in the absence of response signal and all types of noise). In this way, the events, thresholds, and noise are intertwined in each experimental signal.

Measurements on the systems exhibiting avalanche-like relaxation are not an exception. A vast diversity of phenomena dominantly evolving via avalanche-like events can be found in everyday life, e.g. earthquakes [1], neuronal activities [2, 3], financial markets [4], crystalline [5–9] and amorphous [10, 11] solids undergoing plastic deformation, cracks propagating in disordered solids [12, 13], etc. The mentioned type of relaxation can cause the extreme events such as avalanches that span almost the whole system leading to a phase transition in the thermodynamic limit [14]. Among these phenomena, magnetization and relaxation processes in ferromagnetic materials play a distinguished role [15–23].

In order to model and explain the Barkhausen noise that emerges when the ferromagnetic sample is driven by varying external magnetic field, a number of theoretical models were developed [24–31]. One of the most prominent appears to be the random field Ising model (RFIM), that has been extensively studied in the past few decades [32–41]. Renormalization group approach has brought certain answers regarding the RFIM critical behavior, but it turned out to be a rather difficult task. The results obtained via perturbative renormalization group showed the limits of this approach as some incorrect predictions in three dimensions arose [12–44]. This led to the non-perturbative approach that appeared to give better results [45–49]. Recent numerical investigation of equilibrium version of RFIM offered important information on behavior of this type of model [45–49].

The nonequilibrium version of RFIM turned out to be more relevant for the correspondence with experiments due to its locally driven dynamics. The nonequilibrium model provides temporal evolution mimicking the response of real ferromagnetic samples to the varying external magnetic field. This model has been studied numerically in a lot of papers. Its critical behavior and scaling laws in the case of equilateral lattices were investigated in [41, 50–57], whilst recently the systems with different geometry were studied in [58, 62] together with the impact of lattice topology on its criticality [63–67].

So far, very few studies were done on the joint effect that both threshold noise and noise have on signals obtained from ferromagnetic materials. Recent experimental [68] and theoretical [69] studies delivered some important results caused by the implementation of the finite detection threshold when analyzing the original signal. Effects of thresholding have been considered also, e.g., in the context of fracture [13, 70], and argued to be of importance in seismicity [71, 72]. Moreover, the problem has been studied also, e.g., in the case of birth-death processes [73]. However, the joint effects due to thresholding a crackling noise signal with superimposed additive external white noise remain largely unexplored.

In the present paper we investigate the joint impact of the external noise and imposed threshold level on the avalanche statistics extracted from the simulations of the nonequilibrium athermal RFIM on equilateral three-dimensional cubic lattices of size $L$ containing $L^3$ spins. In this work we used two types of noise. One is uniform white noise taken from the uniform distribution (UWN) of width $w$, i.e. the noise that takes with probability density $p(n) = 1/2w$ any value $n$ from the interval
\[-w, w\] and has the standard deviation \(\sigma = w/\sqrt{3}\). The other type is the white noise taken from the zero mean Gaussian distribution with standard deviation \(\sigma\) (GWN). These two theoretically convenient types of noise with flat power spectral density \(S(f) = \text{const}\) are (almost) ubiquitous in experiments (e.g. UWN as the quantization noise and GWN as electronic noise arising in amplifiers and detectors), and in many instances superposed by some \(1/f\) noise, having power spectral density \(S(f) \propto 1/f^{\alpha}\) and various origins (see e.g. \[74\]), whose influence we defer for later studies.

The paper is organized as follows. Description of the model, together with the simulation details and algorithm description, are given in Section II. In Section III is explained what is achieved by thresholding of the signal, while in the Section IV is shown how addition of external noise affects the properties of the relevant statistics. Finally, in Section V we give a discussion and conclusion of this study.

II. MODEL

The RFIM is defined as follows. At each site \(i\) of the underlying lattice lies the spin \(S_i\) having two possible values \(\pm 1\). There are three types of interaction to which the spins are exposed: 1) they interact with the nearest neighbors via exchange interaction, 2) there is the interaction between each spin and the applied external magnetic field \(H\), and 3) every spin \(S_i\) interacts with a local random field \(h_i\) at its site. These random field values are chosen independently and without site-to-site correlations from some zero mean distribution so that the average taken over all possible random field configurations satisfies \(\langle h_i h_j \rangle = R^2 \delta_{i,j}\), where \(\delta_{ij}\) is the Kronecker delta function, and \(R\) is disorder, i.e. the standard deviation of the employed random field distribution. One such distribution is the Gaussian distribution

\[
\rho(h) = \frac{1}{\sqrt{2\pi R}} \exp\left(-\frac{h^2}{2R^2}\right)
\]

used in this paper. Taking all three interactions into account the Hamiltonian of the system reads

\[
\mathcal{H} = -J \sum_{\{i,j\}} S_i S_j - H \sum_i S_i - \sum_i h_i S_i. \tag{1}
\]

In the first term \(J\) represents the strength (1 in this paper) of ferromagnetic coupling between the nearest neighbors, and the summation is performed over all distinct pairs \(\{i, j\}\) of such spins. The system behavior is governed by the local relaxation rule meaning that the spin \(S_i\) is stable while its sign is the same as the sign of the effective field

\[
h_{\text{eff}}^i = \sum_{\{j\}} S_j + H + h_i
\]

where the summation in the first term is performed over all nearest neighbors of the spin \(S_i\). All spins that are unstable at the current moment will flip in the next moment of discrete time affecting neighbouring spins in a way that they can become unstable and flip in the next next moment. This explains the mechanism for creation of avalanches. During the started avalanche the external field is kept constant and afterwards increased in a single step exactly to the value that will flip the least stable spin. This regime is known as adiabatic. Each simulation begins with \(H = -\infty\) and all spins being \(-1\), and stops when all spins have value \(+1\). All simulations are done with periodic boundary conditions along all three directions.

As already mentioned, while an avalanche is active we check all the nearest neighbors of the spins flipped at the moment \(t\) and those of them that are unstable we flip in the moment \(t+1\). In the simulations this a very fast process whereas the finding of the next spin to be flipped once the avalanche is over is the most time-consuming. The so-called brute force algorithm \[77\] suggests to check all non flipped spins in the system and find which one is the least stable. In big systems, like are ours in this paper, the time needed for such search is extremely large. In order to decrease the time consumption we use, therefore, the sorted list algorithm \[76, 77\], which we implemented in Fortran.

Our results are obtained in extensive simulations of system sizes up to \(L = 1024\) for disorders \(R\) surpassing the effective critical disorder \(R_{\text{crit}}^\text{eff}(L)\) which provides only the nonspanning avalanches which are mostly encountered in experiments, see \[41\]. The results gathered from the simulations were analyzed using the proprietary programs coded in Fortran, Visual Basic and Wolfram Mathematica.

III. THRESHOLDING OF THE SIGNAL

The nonequilibrium RFIM systems belongs to the class of systems whose response signal \(V(t)\) when driven by the increasing external magnetic field is equal to the number of spins flipped at the moment \(t\). In what follows we will limit our analysis to the systems having the response signal \(V(t) > 0\) while the system is active and \(V(t) = 0\) otherwise. Unlike the signals generated in simulations, where the overall registered signal is \(V(t)\), the overall signals registered in experiments contain external noise \(n(t)\). In this case, the registered signal is \(V(t) + n(t)\), so it becomes much harder to extract events from the registered signal corresponding to individual avalanches. One of the extraction methods is to impose some threshold level \(V_{\text{th}}\), and observe only the activity above \(V_{\text{th}}\), dividing the signal into sub-avalanches that are parts of some underlying avalanche. During an avalanche a sub-avalanche starts at the first moment \(t_s\) when the signal surpasses the chosen threshold level, \(V'(t_s) + n(t_s) > V_{\text{th}}\), and ends at the first moment of time when the signal falls below...
it, i.e. at the moment \( t_e \) when \( V(t_e) + n(t_e) \leq V_{th} \). The difference between these two moments is the duration of that sub-avalanche, \( T = t_e - t_a \), while the size of the sub-avalanche is defined as the area that lies between the signal and the imposed threshold, \( S = \int_{t_a}^{t_e} dt [V(t) - V_{th}] \).

The thresholding process defined in this way introduces concept of waiting time as the time between two consecutive sub-avalanches. In simulations one can recognize two basic kinds of waiting time illustrated in Fig. 1: the internal waiting time \( T_{w,\text{int}}(V_{th}) \) between two consecutive sub-avalanches (yellow-colored and labeled by \( i_1 \) and \( i_2 \)) that belong to the same ongoing avalanche (labeled by \( i \)) and the external waiting time \( T_{w,\text{ext}}(V_{th}) \) elapsed between the end of the last sub-avalanche \( i_2 \) from the ongoing avalanche \( i \) and the start of the next (green-colored) sub-avalanche \( j' \) belonging to the first succeeding avalanche \( j \) surpassing the threshold, see Fig. 2.

Since it is known that external noise can have considerable impact on the properties defined by the thresholding process, our goal was to investigate that impact. To this end we thresholded generated simulation signals with superimposed noise.

\[
V(t) = S + T_{w,\text{int}}(V_{th}) + T_{w,\text{ext}}(V_{th})
\]

\[\text{FIG. 1. An example illustrating the imposing of threshold } V_{th} \text{ on the response signal, extraction of sub-avalanches, and definition of internal and external waiting time, } T_{w,\text{int}}(V_{th}) \text{ and } T_{w,\text{ext}}(V_{th}). \text{ Two avalanches (labeled by } i \text{ and } j \text{) surpassing the threshold are separated by one (blue-colored) avalanche lying below the threshold. Two sub-avalanches } i_1 \text{ and } i_2 \text{ are extracted from the avalanche } i, \text{ and a single sub-avalanche } j' \text{ from the avalanche } j. \text{ Everything lying below } V_{th} \text{ including parts of the avalanches } i \text{ and } j \text{ lying below the threshold is greyed.}
\]

IV. THE EFFECT OF ADDING THE NOISE

In this section we present the impact of adding two types of white noise, uniform and Gaussian, on the distributions of average avalanche size and properties of the internal and external waiting times. The added noise is of external origin (e.g. noise that in experiments originates from detectors, amplifiers, AD converters, ambient EM interference, etc.) and is considered here to be much more pronounced than the system’s intrinsic (e.g. thermal) noise. This, in particular, means that the system intrinsic dynamics is (practically) not disturbed by such noise and that the noise solely affects the registered signal by superposition on the pristine signal, i.e. the signal that would be registered by an ideal experimental system.

A. Average avalanche size

In Fig. 2 are present against duration \( T \) the average size \( \langle S \rangle_T \) of avalanches having duration \( T \). This is done for added a) UWN and b) GWN to the original signal with the threshold levels \( V_{th} = 150 \) and \( V_{th} = 50 \), respectively. Average avalanche size data follow the power law \( \langle S \rangle_T \sim T^{\gamma_S/T} \) specified by the universal RFIM exponent \( \gamma_S/T \) appearing also as the exponent of the power spectral density of the RFIM signals, \( S(f) \propto f^{-\gamma_S/T} \).

We see that for both types of noise the slope of the \( \langle S \rangle_T \) curves decreases as the noise standard deviation grows. This decrease happens because the noise cuts long avalanches into shorter sub-avalanches. Since those shorter sub-avalanches originate from a longer one having larger average signal \( \langle V(t) \rangle = \langle S \rangle/T \), their sizes are likely to be larger than the sizes of the regular avalanches of the same duration. In Fig. 3 we illustrate an example of how the avalanche of the same duration has greater size when the external noise is present in the signal. As the avalanche duration grows the previously explained effect becomes less expressed. Thus, the slope on the log-log plot of \( \langle S \rangle \) versus \( T \) curve, and therefore the \( \gamma_S/T \) values, decreases with the increase of the noise standard deviation.

We present how \( \gamma_S/T \) behaves for various threshold values and noise standard deviations \( \sigma \) for UWN in Fig. 4(a) and GWN in Fig. 4(b). In the main panels of both Fig. 4(a) and 4(b) we see that the values of \( \gamma_S/T \) drop quickly when we increase the threshold from zero, whilst after some value of \( V_{th} \), there is a plateau, i.e. a wide range of \( V_{th} \) for which the values of exponent \( \gamma_S/T \) remain constant. The plateau is present because at these \( V_{th} \) values the impact of the originally small avalanches cannot be seen. However, if \( \sigma \) is large enough the difference in \( \gamma_S/T \) disappears even for the small threshold values. The reason for this lies in the fact that regardless the value of \( V_{th} \), the average size of avalanches of small duration is dominantly governed by the noise. The average size of long avalanches in any case is not much affected by threshold or noise. So we expect that for the large noise standard deviation, \( \gamma_S/T \) remains the same independently of the threshold. This can be observed in the insets of Fig. 4 where we show how the values of \( \gamma_S/T \) change for \( 0 \leq \sigma \leq 60 \) and \( 0 \leq V_{th} \leq 90 \). We notice that with increase of \( \sigma \) the deviations between the \( \gamma_S/T(V_{th}) \) curves corresponding to different thresholds vanish.
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denoted by \( \gamma_{S/T}^{\text{pl}} \), for various noise standard deviations for both UWN and GWN. It seems like that there is a wide range of linear decrease of the \( \gamma_{S/T}^{\text{pl}} \) with the \( \sigma \) increase in the UWN case, whereas for the GWN case that range is smaller, after which the values of \( \gamma_{S/T}^{\text{pl}} \) saturate. Still, we have no explanation for such behavior.

B. Waiting times

We start by observing the number of occurrences \( n(T_w; R, V_{\text{th}}, \sigma, L) \) \footnote{70} of waiting time \( T_w \) in one run at the threshold level \( V_{\text{th}} \) imposed on the response signal \( V(t) \) with added noise of standard deviation \( \sigma \). In insets of Fig. showing a representative example obtained for 
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For the fixed \( R > R_c \), where \( R_c = 2.16 \) is the critical disorder in the three-dimensional nonequilibrium RFIM \footnote{50}, the shift parameter is independent on the lattice size \( L \) and on the type and length of waiting time, given that waiting time is long enough. However, \( n(T_w; R, V_{\text{th}}, \sigma, L) \) depends on \( L \) and should scale with \( L^3 \), because the number of peaks in the signal scales in that way with the system size. In the main parts of Fig. \footnote{50} we present the collapse of the raw \( n(T_w = 490; R = 2.40, V_{\text{th}}, \sigma, L = 1024) \) data from the insets. The collapses are obtained dividing the distribution data by \( L^3 \) and translating the threshold values by the shift parameter \( p(\sigma) \) corresponding to the UWN data in panel a) and to the GWN data in panel b), respectively. Consequently

\[
n(T_w; R, V_{\text{th}}, \sigma, L) = L^3 \tilde{n}(T_w; R, V_{\text{th}} - p(\sigma)), \tag{3}
\]
where \( \hat{n}(T_w; V_{th}) \) is the scaling function. Complete collapse can be achieved only for sufficiently long waiting times compared to the noise standard deviation. When the examined waiting time is short and \( \sigma \) wide, it may happen that there is no such waiting time in the system at all, although it was present for lower values of \( \sigma \).

It is expected that the shift parameter increases with \( \sigma \), since the larger value of threshold is needed to obtain the same value of \( \hat{n}(T_w; R, V_{th}, \sigma, L) \) for larger \( \sigma \). On the ground of the \( p(\sigma) \) values obtained for three different disorders, see Fig. 3 we assume that the shift parameter obeys a modified power law behavior

\[
p(\sigma) = a + b \sigma^c. \tag{4}
\]

The fitting curves to this function of several sets of the \( p(\sigma) \) data are shown in Fig. 5. The best fits are obtained for the values of parameters given in Table I for UWN and in Table II for GWN. Here one can notice that the parameter values are the same within the error bars for various disorders of UWN, whereas for GWN they significantly depend on disorder.

| \( R \) | \( a \) | \( b \) | \( c \) |
|---|---|---|---|
| 2.25 | -3.3 \pm 0.3 | 1.33 \pm 0.02 | 1.041 \pm 0.002 |
| 2.40 | -3.6 \pm 0.3 | 1.35 \pm 0.02 | 1.038 \pm 0.003 |
| 2.55 | -3.6 \pm 0.3 | 1.39 \pm 0.02 | 1.033 \pm 0.002 |

TABLE II. The same as in Table I but for the GWN.

| \( R \) | \( a \) | \( b \) | \( c \) |
|---|---|---|---|
| 2.25 | -3.9 \pm 0.9 | 3.8 \pm 0.3 | 1.20 \pm 0.02 |
| 2.40 | -2.6 \pm 0.6 | 3.4 \pm 0.2 | 1.26 \pm 0.02 |
| 2.55 | -4.3 \pm 0.8 | 4.8 \pm 0.2 | 1.16 \pm 0.02 |

C. Scaling properties

Both types of waiting time, \( T_{w, \text{int}} \) and \( T_{w, \text{ext}} \) (jointly denoted by \( T_w \)) follow the scaling properties of temporal correlations \( \langle \rangle \) induced by imposing threshold \( V_{th} \) on the
signals obtained from systems with disorders $R$, linear lattice size $L$ and without external noise [69]:

$$V_{th}^{\alpha_{int} \delta' \nu z} D_{T_w}(T_w; V_{th}, r, 1/L) = D_{T_w}(T_w/V_{th}^{\alpha_{int} \delta' \nu z}; V_{th}^{\alpha_{int} \delta' \nu z}/r, V_{th}^{\alpha_{int} \delta' \nu z}/L).$$  

(5)

Here $\alpha, \beta, \sigma', \nu, \delta, z$ and $\alpha_{int} = \alpha + \sigma'\delta/\sigma'\nu z$ are standard RFIM exponents [28 53 51] (note that the standard notation of the, here denoted, exponent $\sigma'$ is $\sigma$, but we choose to denote it here by $\sigma'$ to avoid possible confusion with the noise standard deviation), while $r = (R - R_c)/R$ represents reduced disorder of the system. The exponent $\sigma_{int}$ is used because the data was gathered from the finite windows of the external magnetic field $[56, 69]$. This means that the distributions $D_{T_w}(T_w; V_{th}, r, 1/L)$ of the waiting time, $T_w$ multiplied by $V_{th}^{\alpha_{int} \delta' \nu z}$ and presented versus $T_w/V_{th}^{\alpha_{int} \delta' \nu z}$, will collapse onto a single curve, if the conditions

$$V_{th}^{\alpha_{int} \delta' \nu z} r = \text{const}, \quad V_{th}^{\alpha_{int} \delta' \nu z}/L = \text{const},$$

(6)

demanding that systems with the lowest size $L$ have the biggest disorders $R$ and the smallest threshold levels $V_{th}$, are satisfied.

The addition of external noise alters distributions of waiting time in a way that the increase of the added noise is followed by the rise of short waiting times, while the duration of the longest waiting times decreases, see insets in the Fig. 10. This means that, upon applying (5), the waiting time distributions will transform differently so that full collapse will not be achieved. In order to obtain the full collapse of distribution of waiting time curves when the external noise is applied we propose the shift functions $f(\sigma)$ and $g(\sigma)$ that modify scaling relation (5) into

$$(V_{th} - g(\sigma))^{\alpha_{int} \delta' \nu z} D_{T_w}(T_w; V_{th}, r, 1/L) = D_{T_w}(T_w/(V_{th} - f(\sigma))^{\alpha_{int} \delta' \nu z}; V_{th}^{\alpha_{int} \delta' \nu z}/r, V_{th}^{\alpha_{int} \delta' \nu z}/L).$$

(7)

In this way it is achieved that the transformed distributions overlap with the original distribution obtained without the added noise. In other words, when adequately shifted, noisy distributions behave like the noise-less distributions, see Fig. 10. There, as in Fig. 13 too,
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In the UWN case, can be seen that the shift functions along side the fitting functions... 

FIG. 8. The curves in insets show the distribution of number of occurrences for $T_{w;ext} = 490$ versus $V_{th}$ for three different systems of linear sizes $L = 512$, $L = 724$ and $L = 1024$ and disorder $R = 2.40$, while in the main panels are presented the collapses of the curves from the insets when (3) is applied for the UWN (panel a) and GWN (panel b). Standard deviation ranges from $\sigma = 0$ to $\sigma = 52$ for UWN, and from $\sigma = 0$ to $\sigma = 10$ for GWN.

FIG. 9. Shift parameter values $p(\sigma)$ obtained from $1024 \times 1024 \times 1024$ systems with $R = 2.25, 2.40, 2.55$ when UWN and GWN are applied. The data fitted to the function (4) with fitting values presented in tables II and III.

The error function, $\phi(\sigma) \sim \text{erf}(\sigma)$. Here it can be seen that after $\sigma$ reaches the value $\sigma_{th} \approx V_{th}/\sqrt{3}$, there is almost no difference between $f(\sigma)$ functions in the UWN and GWN case (the same for $g(\sigma)$) and that both tend to the value of threshold level $V_{th}$. In the UWN case, the shift functions reach the threshold value when the noise width $w$ becomes comparable to the value of $V_{th}$ (equivalently, when $\sigma \approx V_{th}/\sqrt{3}$), while in the GWN case this happens for a smaller value of $\sigma$. In the insets of Fig. 12 can be seen that the shift functions $f(\sigma)$ and $g(\sigma)$, obtained for 4 different systems follow the same rules: the systems in question satisfy conditions (5): $L = 1448, R = 2.27, V_{th} = 75; L = 2046, R = 2.25, V_{th} = 102; L = 2508, R = 2.24, V_{th} = 126$ and $L = 3072, R = 2.231, V_{th} = 153$. This indicates that the functions $f(\sigma)$ and $g(\sigma)$, divided by threshold values $V_{th}$ and presented as functions of $\sigma/\sigma_{th}$, collapse onto a single curve, meaning that the behavior of the shift functions obtained using the set of parameters that satisfy conditions (4), can be jointly described by

$$\frac{\phi(\sigma)}{V_{th}} = p + q\left(\frac{\sigma}{\sigma_{th}}\right)^s$$  \hspace{1cm} (8)$$

when UWN is applied, and by

$$\frac{\phi(\sigma)}{V_{th}} = i + j\text{erf}\left(k\frac{\sigma}{\sigma_{th}} - l\right)$$ \hspace{1cm} (9)$$
in the GWN case. Such collapses are presented in the main panels of Fig. 12 alongside the fitting functions obtained for the values of parameters presented in Tables III and IV.

An example of shifting functions is presented in Fig. 11 where one can see that their behavior is not the same for UWN and GWN. The reason for this lies in the difference in the type of noise. Namely, UWN is bounded from the both sides while GWN theoretically can have any value, meaning that in GWN case we need to shift distributions more than in UWN case for the same $\sigma$. Both $f(\sigma)$ and $g(\sigma)$, when UWN is applied, have a power law behavior $\phi(\sigma) \sim \sigma^s$ ($f(\sigma)$ is almost linear), while in the case when the observed signal contains added GWN their behavior can be described using...
UWN of standard deviation \( \sigma \) shown in inset. In panel b) is shown collapse of internal waiting time distributions obtained from the same system with added GWN.

TABLE III. Values of the best fit parameters for \( \mathcal{S} \) of the shift functions calculated for internal and external waiting times when the UWN is applied.

| \( \sigma \) | \( p \) | \( q \) | \( s \) |
|---|---|---|---|
| 0 | 17.3 | 52.0 | 69.3 |

The distribution of avalanche duration \( T \) also follows the scaling properties \( \mathcal{S} \), (with a change in notation \( T_w \rightarrow T \)) which are affected when the external noise is added, see insets in Fig. 10. One can see that adding
of noise doesn’t change significantly these distributions as external noise grows like in the case of waiting times. This holds as long as the threshold level was chosen so that the majority of signal stays above the $V_{th}$ and the standard deviation of the external noise, comparable to $V_{th}$, is much smaller than the amplitude of the signal, as is usually accomplished in experiments. In this way the presence of external noise can not significantly decrease the number of events of long duration. Still, the symmetry between distributions of duration and internal waiting time is present since both distributions follow the power-laws, $D_T \sim T^{-\gamma}$ and $D_{T_{w,\text{int}}} \sim T_{w,\text{int}}^{-\tau_{T_{w,\text{int}}}}$ with the same value of exponent $\tau = \tau_T = \tau_{T_{w,\text{int}}} \approx 1.62$ \cite{13}, which is unaffected when the external noise is added. The shifting \cite{7} can also be applied in the case of duration distributions, see main panels in Fig. \cite{14} but now the shifting functions behave differently - $g(\sigma)$ is zero, while $f(\sigma)$ is nearly linear for both UWN and GWN, as can be seen in Fig. \cite{15}.

V. DISCUSSION AND CONCLUSION

In experimental research the impact of external noise and detection threshold is inevitably present. Still, it is often common to pay a minor attention to those impacts in theoretical and numerical analysis of the experimental results. For example, in paper \cite{68} was shown that the reason for the difference in the experimentally and numerically obtained values of exponent $\gamma$ lies possibly
in the effects of nonzero threshold level. Thus, in the present paper we focused on the particular features that are affected by the introduced threshold level and external noise. We observe that the external noise may cause the exponent \( \gamma \) to reach its plateau value for lower threshold levels than in the case when there is no external noise. This means that in experiments it would be very difficult to detect the higher values of \( \gamma \) before the plateau because the external noise sets a very low threshold level above which the plateau appears. On the other hand, the different noise level impacts the number of occurrences of the given waiting time in the system, see Fig. 6. Here we see that the interplay between the threshold level and the noise can explain the potential disagreements in the experimental curves of the same type.

In this paper we didn’t present the results that correspond to a very large noise, i.e. the noise having magnitude comparable to the average signals. Still, we can see some of the consequences that arise from the large noise, for example in Fig. 6 in the GWN case, where the \( \gamma \) values decrease linearly for smaller \( \sigma \) but after some value of noise standard deviation the analytical type of decrease changes. This does not happen in the case of UWN, due to the fact that UWN is bounded from both sides, while in GWN case there are no boundaries for the noise values. Thus, although the standard deviations are the same, there is a larger probability of getting greater values for the noise in the GWN case. We expect that the linear drop in the UWN case, presented in Fig. 6 also proceeds to some other type of decrease, but with much larger values of \( \sigma \). Although the effects created by noise would possibly lead to some substantial differences
FIG. 14. Main figures of panels a) and b) show shifted collapse of the distributions of duration obtained from the same system as the data shown in Fig. 10 when UWN (a) and GWN (b) is added, while non-collapsed distributions, much less affected than the waiting time distributions by the presence of noise from the employed range, are shown in insets.

in the presented quantities, it is still not of interest to investigate such noise, because the main motivation for the present research came from the experimental studies, and experimental study of any phenomenon becomes useless if the external (unwanted) noise is that large.

The collapses presented in Section IV C also show in what way the applied noise disturb the original system’s response. We see that the curves of the distributions of waiting time and duration can also collapse onto a single curve when the external noise is applied, but one has to be careful and to modify equation (5) by adding the shifting functions like in (7). Although different types of noise bring quantitatively different effects, these effects are qualitatively the same. This is expected due to the above explained reasons and the manner how the noise affects the signal.

To conclude, in this paper we examined the joint impact of the external noise and detection threshold level on the response of the externally driven nonequilibrium athermal RFIM. We showed that both noise and threshold level significantly affect the behavior of the signal properties and scaling relations. Thus, the inevitable experimental occasions indeed influence the studied phenomena and should be adequately treated in order to obtain adequate results.
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