Calculation of Heegaard Floer homology for a class of Brieskorn spheres
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1 Introduction

In [15] and [13] topological invariants for closed oriented three manifolds and cobordisms between them are defined by using a construction from symplectic geometry. The resulting Floer homology package has many properties of a topological quantum field theory.

The construction of Heegard Floer homology is more combinatorial in flavor than the corresponding gauge theoretical constructions of Donaldson-Floer (see [2]) and Seiberg-Witten theories (see [21], [10], [9]). However, the construction still depends on profoundly analytic objects - holomorphic disks. As a result, one is tempted to consider classes of manifolds which allow a completely combinatorial description of their Heegaard Floer homologies.

In [19] a class of plumbing three-manifolds is studied. It is proved there that $HF^+$ of these manifolds can be expressed in terms of equivariant maps. Based on this we calculate Heegaard Floer homology of a class of Brieskorn spheres.

Let $T_0^+$ denote the $\mathbb{Z}[U]$-module which is the quotient of $\mathbb{Z}[U,U^{-1}]$ by the submodule $U \cdot \mathbb{Z}[U]$, graded so that the element $U^{-d}$ (for $d \geq 0$) is supported in degree $2d$. For a positive integer $r$ define $\mathbb{Z}_{(k)}^r$ to be the quotient of $\mathbb{Z}[U]$ by $U^r \mathbb{Z}[U]$, where $U^{r-1}$ lies in degree $k$, and multiplication by $U$ decreases grading by 2.

Let $q_i = i(i+1)$, and $p_i$ with $i = 1, 2, ...$ denote the $i$'th element of the sequence 1, 1, 2, 2, 3, 3, 4, 4, ....
There is a unique Spin$^c$ structure on $Y = -\Sigma(2, 2n + 1, 4n + 3)$ and we will suppress it from the notation.

Our main result is the following identification of $HF^+(-\Sigma(2, 2n + 1, 4n + 3))$.

**Theorem 1.1** For any positive integer $n$ we have

$$HF^+(-\Sigma(2, 2n + 1, 4n + 3)) \cong \mathcal{T}_0^+ \oplus \mathbb{Z}_{(0)}^\mathbb{P}_i \oplus \bigoplus_{i=1}^{n-1} (\mathbb{Z}_{(q_{n-i})}^\mathbb{P}_i \oplus \mathbb{Z}_{(q_{n-i})}^\mathbb{P}_i)$$

It would be interesting to compare this calculation with the corresponding analogues in instanton Floer homology (see for example [4]) and Seiberg-Witten theory (see for example [11]).

**Remark 1.2** In this paper we study $HF^+$ for a special infinite family of Brieskorn spheres. For more computations see also [12].
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## 2 Heegaard Floer homology of a plumbing

According to the combinatorial description of Heegaard Floer homology groups (for a quite large class of plumbed three-manifolds) given in [19] there are two main steps in the calculation: finding the basic vectors and finding the minimal relationships between them. The following is a review of the background information and algorithms needed.

Let $G$ be a weighted graph and let $m(v)$ and $d(v)$ be respectively the weight and the degree of the vertex $v$. We denote by $X(G)$ the four-manifold with boundary having $G$ as its plumbing diagram. Let $Y(G)$ be the oriented three-manifold which is the boundary of $X(G)$.

For $X = X(G)$, the group $H_2(X; \mathbb{Z})$ is the lattice freely spanned by vertices of $G$. Denoting by $[v]$ the homology class in $H_2(X; \mathbb{Z})$ corresponding to the vertex $v$ of $G$, the values of the intersection form of $X$ on the basis are given by $[v] \cdot [v] = m(v)$; $[v] \cdot [w] = 1$ if $vw$ is an edge of $G$ and $[v] \cdot [w] = 0$ otherwise.
The graph $G$ is called *negative-definite* if the form is negative-definite. A vertex $v$ is said to be a *bad vertex* of $G$ if $m(v) > -d(v)$.

Denoting by $\text{Char}(G)$ the set of characteristic vectors for the intersection form define

$$\mathbb{H}^+(G) \subset \text{Hom}(\text{Char}(G), \mathcal{T}_0^+)$$

to be the set of finitely supported functions satisfying the following relations for all characteristic vectors $K$ and vertices $v$:

$$U^n \cdot \phi(K + 2PD[v]) = \phi(K),$$

if $2n = \langle K, v \rangle + v \cdot v \geq 0$ and

$$\phi(K + 2PD[v]) = U^{-n} \cdot \phi(K)$$

for $n < 0$.

A grading on $\mathbb{H}^+(G)$ is introduced as follows: we say that an element $\phi \in \mathbb{H}^+(G)$ is homogeneous of degree $d$ if for each characteristic vector $K$ with $\phi(K) \neq 0$, $\phi(K) \in \mathcal{T}_0^+$ is a homogeneous element with:

$$\deg(\phi(K)) - \left( \frac{K^2 + |G|}{4} \right) = d.$$ (3)

After decomposing $\mathbb{H}^+(G)$ according to the Spin$^c$ structures over $Y$ the following theorem is proved in [19]:

**Theorem 2.1** Let $G$ be a negative-definite weighted forest with at most one bad vertex. Then, for each Spin$^c$ structure $t$ over $-Y(G)$, there is an isomorphism of graded $\mathbb{Z}[U]$ modules,

$$HF^+(-Y(G), t) \cong \mathbb{H}^+(G, t).$$

For calculational purposes it is helpful to adopt a dual point of view. Let $\mathbb{K}^+(G)$ be the set of equivalence classes of elements of $\mathbb{Z}^{\geq 0} \times \mathbb{H}^+(G)$ (and we write $U^m \otimes K$ for the pair $(m, K)$) under the following equivalence relation. For any vertex $v$ let

$$2n = \langle K, v \rangle + v \cdot v.$$ If $n \geq 0$, then

$$U^{n+m} \otimes (K + 2PD[v]) \sim U^m \otimes K,$$ (4)

while if $n \leq 0$, then

$$U^m \otimes (K + 2PD[v]) \sim U^{m-n} \otimes K.$$ (5)
Starting with a map

\[ \phi : \text{Char}(G) \to T_0^+ , \]

consider an induced map

\[ \tilde{\phi} : \mathbb{Z}_{\geq 0} \times \text{Char}(G) \to T_0^+ \]

defined by

\[ \tilde{\phi}(U^n \otimes K) = U^n \cdot \phi(K). \]

Clearly, the set of finitely-supported functions \( \phi : \text{Char}(G) \to T_0^+ \) whose induced map \( \tilde{\phi} \) descends to \( \mathbb{K}^+(G) \) is precisely \( \mathbb{H}^+(G) \).

A basic element of \( \mathbb{K}^+(G) \) is one whose equivalence class does not contain any of \( U^m \otimes K \) with \( m > 0 \). Given two non-equivalent basic elements \( K_1 = U^0 \otimes K_1 \) and \( K_2 = U^0 \otimes K_2 \) in the same Spin\(^c\) structure, one can find positive integers \( n \) and \( m \) such that

\[ U^n \otimes K_1 \sim U^m \otimes K_2. \]

If, moreover, the numbers \( n \) and \( m \) are minimal then this relation will be called the minimal relationship between \( K_1 \) and \( K_2 \).

One can see that \( \mathbb{K}^+(G) \) is specified as soon as one finds its basic elements and the minimal relationships between each pair of them. We describe now the algorithm given in [19] for calculating the basic elements.

Let \( K \) satisfy

\[ m(v) + 2 \leq \langle K, v \rangle \leq -m(v). \] (6)

Construct a sequence of vectors \( K = K_0, K_1, \ldots, K_n \), where \( K_{i+1} \) is obtained from \( K_i \) by choosing any vertex \( v_{i+1} \) with

\[ \langle K_i, v_{i+1} \rangle = -m(v_{i+1}) , \]

and then letting

\[ K_{i+1} = K_i + 2\text{PD}[v_{i+1}] . \]

Note that any two vectors in this sequence are equivalent.

This sequence can terminate in one of two ways: either

- the final vector \( L = K_n \) satisfies the inequality,

\[ m(v) \leq \langle L, v \rangle \leq -m(v) - 2 \] (7)

at each vertex \( v \) or

- there is some vertex \( v \) for which

\[ \langle K_n, v \rangle > -m(v) . \] (8)
It turns out that the equivalence classes in $K^+(G)$ which have no representative of the form $U^m \otimes K'$ with $m > 0$ are in one-to-one correspondence with initial vectors $K$ satisfying inequality (6) for which the algorithm above terminates in a characteristic vector $L$ satisfying inequality (7).

3 The calculation

Let us start by computing the basic vectors for the Brieskorn spheres $\Sigma(2, 2n + 1, 4n + 3)$. The plumbing graph $G$ in this case is depicted in the Figure 1. We will write the elements of $H^+(G)$ as row vectors with the first four coordinates corresponding to the vertices with weights $-1, -2, -3$ and $-4n - 3$ respectively, and all remaining entries corresponding to $-2$’s on the middle strand ordered by the distance from the root starting with the closest one.

Figure 1: Plumbing description of $\Sigma(2,9,19)$ Here $n = 4$; in general the number of $-2$’s on the middle strand is $n - 1$.

Lemma 3.1 For the Brieskorn sphere $\Sigma(2, 2n + 1, 4n + 3)$ there are $2n$ nonequivalent basic vectors $K_1, K_2, ..., K_{2n}$ where

$$K_i = (1, 0, -1, -4n - 3 + 2i, 0, 0, ..., 0).$$

Proof Let $K = (a, b, c, d, ...) be a basic vector satisfying (6). Obviously $a = 1$. $b$ could be 0 or 2, but in the latter case algorithm would stop on the second step with final vector satisfying (8). For $c$ we again have two possibilities $-1$ and 1 and the case $c = 1$ is eliminated in the same manner on the 4th step. The elements corresponding to $-2$’s of the middle strand could be 0 or 2. However, if any of them is equal to 2 then running the algorithm and choosing $v_i$’s from the strand as long as possible we will arrive to a vector of the form $(1,0,1,..)$ meaning that our initial vector was not basic. To summarize, all the basic vectors are of the form

$$K = (1, 0, -1, d, 0, 0, ..., 0).$$
Although the range of $d$ is given by $-4n - 1 \leq d \leq 4n + 3$, we claim that $K$ is basic only if $-4n - 1 \leq d \leq -3$.

Let us analyze the flow of the algorithm starting with $K = (1, 0, -1, d, 0, 0, ... , 0)$ until the vertex with $m(v) = -4n - 3$ is used for the first time or the algorithm terminates. Note that the order in which we choose $v_i$’s does not matter for the outcome of the algorithm, so we decide to extend the sequence as long as possible without using the weight $-4n-3$ vertex. This will not give us the whole sequence of the algorithm. We will use some other considerations to figure out if $K$ is a basic vector. Note that the sequence in which the vertices are used in this truncated algorithm will depend only on $n$ not on $d$.

The algorithm starts with the vector $K_0 = (1, 0, -1, d, 0, 0, ... , 0)$ and on the 5th step we get $K_4 = (1, 0, -3, d + 4, 0, 0, ... , 0)$. The $v_i$’s used are the weight -1, -2 (on the left branch), -1 and -3 vertices, in the given order.

Any consecutive five vectors (among the vectors in the algorithm’s sequence) with the first one equal to $(1, 0, -1, d', e, ...) \text{ and the fifth one being } (1, 0, -3, d' + 4, e + 2, ...) \text{ using } -1, -2, -1 \text{ and } -3 \text{ weighed vertices in the order will be called a cycle. Note that the entries denoted by "..." do not change within a cycle.}

Let finalizer to be the sequence of four vectors starting in $(1, 0, -3, d', 0, ..., 0)$ and ending in $(-1, 0, 1, d' + 4, 0, ..., 0)$. One uses the weight -1, -2 (on the left branch), -1 vertices in the given order. Any part of the algorithm’s sequence where only the vertices of the long strand with weights -2 are used will be called transitor.

We claim that for any positive $n$ the truncated algorithm’s sequence consists of $n$ cycles, $n - 1$ transitors and the finalizer. Each transitor starts with the last vector of the previous cycle and ends with the first vector of the next cycle. The last vertex of the middle strand is used only once in the whole process. The finalizer’s first vector is the 5th vector of the last cycle. The proof is by induction on $n$. The case of $n = 1, 2$ is easily checked by hand. For $n + 1$ run the algorithm and choose the same order of the vertices as used for the case of $n$ except for the last ones corresponding to the finalizer. This gives us $n$ cycles and $n - 1$ transitors. The last cycle will end with the vector $(1, 0, -3, x, 0, 0, ..., 0, 2)$ because of the induction hypothesis about the last vertex of the long strand. Now we get a new transitor by choosing $v_i$’s to be the vertices of the long strand in decreasing order of distance from the root. This transitor ends with the vector $(1, 0, -1, x, -2, 0, 0, ..., 0)$. The same vector is the beginning of a new cycle. The end vector $(1, 0, -3, x', 0, 0, ..., 0)$ of the cycle is the beginning of the finalizer. The finalizer obviously stops the
sequence from being continued unless the vertex with weight of -4n-3 is used and this completes the inductive step.

Looking at the way the fourth component of the vectors change one deduces that the truncated algorithm when run for $K = (1, 0, -1, d, 0, 0, ..., 0)$ stops with $L = (1, 0, -1, d + 4n + 4, 0, 0, ..., 0)$. There are three possible cases:

- one has $d+4n+4 < 4n+3$. In this case the stopping point of the truncated algorithm coincides with that of the original algorithm. The final vector satisfies the inequalities (7) which means that the initial vector is basic. These are the $2n$ vectors given in the lemma. For future reference, we call the sequence of vertices used in this case as the alpha-sequence.

- one has $d + 4n + 4 > 4n + 3$. There is no need to continue the truncated algorithm, because a vector with an entry bigger than the absolute value of the corresponding weight cannot be basic and all vectors in the algorithms sequence are equivalent.

- case of $d + 4n + 4 = 4n + 3$. Neither in this case have we a basic vector, because when the truncated sequence is continued after five steps we get a vector with the first entry equal to 3 which is bigger than the absolute value of the corresponding weight.

It follows that all the basic vectors are the ones given in the lemma. \[\square\]

Now we need to consider the relationships between the basic vectors.

**Lemma 3.2** There exist the following relationships between $K_1, K_2, ..., K_{2n}$:

\[
U \otimes K_1 \sim U^{n+1} \otimes K_2, \\
U \otimes K_2 \sim U^n \otimes K_3, \\
U^2 \otimes K_3 \sim U^n \otimes K_4, \\
U^2 \otimes K_4 \sim U^{n-1} \otimes K_5, \\
\vdots \\
U^{n+1} \otimes K_{2n-1} \sim U \otimes K_{2n}.
\]

**Proof** Note that in the relations 4 and 5 $PD[v]$ is added. Obviously, it is possible to express the same relations with $PD[v]$ subtracted. For each relationship of the lemma there is a sequence of vertices so that subtracting their $PD$'s in order yields relationship along the way. For brevity, we will refer to the vertices by the column number of the corresponding entry in our vector.
notation. For example to get the first relationship for each $n$ one starts with $K_1$ and uses the vertex sequence (where we use ";" to make the pattern more visible)

$$1, 2, 3, 4, 5, ..., n + 3, 1; 1, 2, 3, 5, ..., n + 2, 1; 1, 2, 3, 1$$
and follows it by the reversed alpha-sequence. Along the way the relationship $U \otimes K_1 \sim U^{n+1} \otimes K_2$ is obtained. To get the second relationship one uses the same sequence but without the first segment and follows the second one by vertex 4. All other sequences are similar. Note that the alpha-sequence itself ends with 1. One can easily see that the first occurrence of "1" and any occurrence of "1,1" in the sequence corresponds to a change in the $U$-power.

Given this, it is straightforward if tedious to verify that we indeed get the claimed relationships.

**Lemma 3.3** The renormalized length $(K_n^2 + |G|)/4$ of $K_n$ is equal to zero.

**Proof** Let $M$ be the incidence matrix of our graph, with the diagonal elements equal to the weights of the corresponding vertices. Note that

$$K^2 = KM^{-1}K^T.$$

One verifies by induction that

$$M^{-1}K^T_n = (2n, n, n, 1, n - 2, ..., 1)^T.$$

The lemma follows.

**Remark 3.4** Note that the lengths of all basic vectors can be calculated based on the fact that multiplication by $U$ increases the renormalized length by 2 and also one can obtain relationships between any two of the basic vectors using the relationships of the lemma. Among these derived relationships we are interested in those which follow in the most economical way.

**Lemma 3.5** The relationships given in the lemma 3.2 and those which follow from them as in the previous remark are minimal.

**Proof** If the relationships under consideration were not minimal then

$$\text{rk} HF_{\text{red}}(-Y) < n(n+1)/2.$$

However, since $HF_{\text{red}}$ is supported only in even degrees it follows that

$$\text{rk} HF_{\text{red}}(-Y) = \chi(HF_{\text{red}}(-Y)).$$

By Theorem 1.3 of [17] and lemma 3.3 this in turn is equal to Casson’s invariant of $-Y$, which is seen to be $n(n+1)/2$. 
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4 Proof of Theorem 1.1

We have all the ingredients needed to finish the calculation: the basic vectors and the minimal relationships between them. Note that $K_n$ and $K_{n+1}$ have the smallest renormalized lengths. Renormalized length of $K_i$ is equal to $(n - i)(n - i + 1) = q_{n-i}$ for $i = 1, ..., n$. One has the minimal relationship

$$U^p_i \otimes K_i \sim U^{p+q_{n-i}} \otimes K_{n+1}$$

where $i = 1, 2, ..., n$. One just replaces $K_i$ by $K_{n+i}$ and $K_{n+1}$ by $K_n$ in the statements above to get the corresponding results for the remaining vectors. The theorem follows.

References

[1] S Akbulut, J. McCarthy Casson’s invariant for oriented homology 3-spheres. An exposition. Princeton Univ. Press, 1990

[2] S K Donaldson, Floer homology groups in Yang-Mills theory, volume 147 of Cambridge Tracts in Mathematics, Cambridge University Press (2002), with the assistance of M Furuta and D Kotschick

[3] N D Elkies, A characterization of the $\mathbb{Z}^n$ lattice, Math. Res. Lett. 2 (1995) 321–326

[4] R Fintushel, R J Stern, Instanton homology of Seifert fibered homology three spheres, Proc. of the London Math. Soc. 61 (1990) 109–137

[5] K A Frøyshov, The Seiberg-Witten equations and four-manifolds with boundary, Math. Res. Lett 3 (1996) 373–390

[6] K A Frøyshov, An inequality for the $h$-invariant in instanton Floer theory (2001), arXiv:math.DG/0111038

[7] R E Gompf, A I Stipsicz, 4-manifolds and Kirby calculus, volume 20 of Graduate Studies in Mathematics, American Mathematical Society (1999)

[8] P A Kirk, E P Klassen, Representation spaces of Seifert fibered homology spheres, Topology 30 (1991) 77–95

[9] P B Kronheimer, T S Mrowka, The genus of embedded surfaces in the projective plane, Math. Research Letters 1 (1994) 797–808

[10] J W Morgan, The Seiberg-Witten Equations and Applications to the Topology of Smooth Four-Manifold, Mathematical Notes 44, Princeton University Press (1996)

[11] T S Mrowka, P S Ozsváth, B Yu, Seiberg-Witten Monopoles on Seifert Fibered Spaces, Comm. in Analysis and Geometry 5 (1997) 685–793
[12] A Némethi, *On the Ozsváth-Szabó invariant of negative definite plumbed 3-manifolds*, arXiv:math.GT/0310083

[13] P S Ozsváth, Z Szabó, *Holomorphic triangles and invariants for smooth four-manifolds*, arXiv:math.SG/0110169

[14] P S Ozsváth, Z Szabó, *Holomorphic disks and three-manifold invariants: properties and applications* (2001), arXiv:math.SG/0105202, to appear in Annals of Math.

[15] P S Ozsváth, Z Szabó, *Holomorphic disks and topological invariants for closed three-manifolds* (2001), arXiv:math.SG/0101206, to appear in Annals of Math.

[16] P S Ozsváth, Z Szabó, *Holomorphic disk invariants for symplectic four-manifolds* (2002), arXiv:math.SG/0201059

[17] P S Ozsváth, Z Szabó, *Absolutely graded Floer homologies and intersection forms for four-manifolds with boundary*, Advances in Mathematics 173 (2003) 179–261

[18] P S Ozsváth, Z Szabó, *On Heegaard Floer homology and Seifert fibered surgeries* (2003), arXiv:math.GT/0301026

[19] P S Ozsváth, Z Szabó, *On the Floer homology of plumbed three-manifolds*, Geometry and Topology 7 (2003) 185–224

[20] N Saveliev, *Lectures on topology of 3-manifolds. An introduction to Casson invariant*, Walter de Gruyter, 1999

[21] E Witten, *Monopoles and Four-Manifolds*, Math. Research Letters 1 (1994) 769–796