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Abstract

For modern high-resolution imaging sensors, pixel binning is performed in low-lighting conditions and in case high frame rates are required. To recover the original spatial resolution, single-image super-resolution techniques can be applied for upscaling. To achieve a higher image quality after upscaling, we propose a novel binning concept using tetromino-shaped pixels. It is embedded into the field of compressed sensing and the coherence is calculated to motivate the sensor layouts used. Next, we investigate the reconstruction quality using tetromino pixels for the first time in literature. Instead of using different types of tetrominoes as proposed elsewhere, we show that using a small repeating cell consisting of only four T-tetrominoes is sufficient. For reconstruction, we use a locally fully connected reconstruction (LFCR) network as well as two classical reconstruction methods from the field of compressed sensing. Using the LFCR network in combination with the proposed tetromino layout, we achieve superior image quality in terms of PSNR, SSIM, and visually compared to conventional single-image super-resolution using the very deep super-resolution (VDSR) network. For PSNR, a gain of up to +1.92 dB is achieved.

1. Introduction

Conventional imaging sensors acquire image data using square pixels that are regularly placed on the sensor surface. Due to the everlasting pursuit for higher resolution, smaller and smaller pixels are packed onto the sensor surface. Such sensors can acquire single images of extremely high-resolution in case of good lighting conditions. However, there are two major issues with decreasing the pixel size. Firstly, fewer photons arrive at each pixel such that photometric limits are approaching [5,35] resulting in worse signal to noise ratios. Secondly, the required bandwidth increases with the number of measured pixels such that enormous amounts of data need to be processed and stored, especially when recording high frame rate raw videos. In order to achieve higher signal-to-noise ratios and higher frame rates, pixel binning is typically applied on the hardware level [14, 24] to the disadvantage of spatial resolution. This is shown in Figure 1.

To increase the spatial resolution of a low-resolution image, single-image super-resolution can be applied in post-processing. In this field, a vast amount of research has been investigating classical upscaling algorithms, e.g., [15,33,44,45,47], and recently neural networks, e.g., [8,25,48]. More generally speaking, the aim is to achieve the best possible image quality for a limited number of measurements.

Single-image super-resolution, however, is intrinsically limited by the regularity of the underlying measurement process which introduces aliasing whenever too high frequencies are present in the scene. One solution to circumvent artifacts from aliasing is to employ a non-regular placement of pixels [1,7,21,28,31,36]. This allows for higher image quality after reconstructing the image on a higher resolution grid without increasing the number of pixels compared to a (binned) low-resolution sensor. Unfortunately, implementations of non-regular sampling such as quarter

Figure 1. Illustration of a conventional low-resolution binning process and the proposed tetromino binning. In both cases, less noise and higher frame rates are possible.
sampling [34] and three-quarter sampling [37] suffer from having a lower fill factor leading to stronger noise in case of low light scenarios.

To achieve a fill factor of 100% and at the same time keep the non-regularity of the sampling process, the square shape of the conventionally used pixels must be reconsidered. For this reason, Ben-Ezra et al. suggest the usage of Penrose pixels to tile the sensor area [3]. Such Penrose tiling is aperiodic, which can be understood as non-regularity on a larger scale. On the other hand, this aperiodicity also means that hardware manufacturing and readout strategies are expected to be highly complicated. Another possibility to achieve a 100% fill factor with non-square pixels is the usage of hexagonal pixels [22, 42] or triangular and rectangular shaped pixels [38, 39]. While all these pixel shapes have potential at their own, they cannot be used for the previously described binning process within a higher resolution sensor.

Another promising possibility are tetromino pixels as proposed in a patent application by Galdo et al. [16]. In their work, T-, L- and Z-shaped tetromino pixels are used to tile the sensor area. Though it is proposed to directly manufacture the tetromino pixels in hardware, the tetromino shapes could also be used during the binning process of higher resolution pixels in case less noise or higher frame rate is desired. Optimally, the tetromino pixels are stacked together without leaving any vacancies such that a complete tiling of the sensor area is formed. Galdo et al. highlight an exemplarily tiling consisting of a $6 \times 6$ pixel cell in their work which is then repeated periodically. With respect to hardware implementation and wiring, they provide initial solutions to manufacture, connect, and read out the individual pixels. In the scope of this paper, such pixel layouts could be used for the binning of four high-resolution pixels. As for conventional square binning, this would allow for a higher signal-to-noise ratio and a higher frame rate. The resulting noise is identical for all binned sensor layouts because the light-active area is the same. Regarding the reconstruction, Galdo et al. suggest that techniques from compressed sensing could be used. However, no reconstruction results are given and no further analysis is provided in [16] or elsewhere. This raises the question whether a better image quality can really be achieved.

In this work, we propose a novel sensor layout based on a small tetromino cell consisting of only four T-tetromino pixels. This layout could be used for binning four higher resolution pixels as shown in the bottom row of Figure 1. For the proposed sensor layout as well as for other sensor layouts, we perform image reconstruction with suitable classical and data-driven algorithms. For the best of our knowledge, it is the first time in literature that image reconstruction is performed for tetromino sensor layouts. We show that the proposed sensor layout outperforms the more complicated sensor layout from [16] as well as another larger T-tetromino cell in terms of reconstruction quality. Moreover, our tetromino sensor layout significantly outperforms the reconstruction quality of a (binned) low-resolution sensor in combination with single-image super-resolution using the very deep super-resolution (VDSR) network [25]. At the same time, we are able to achieve a faster reconstruction while still outperforming VDSR.

This paper is organized as follows: In Section 2, we review the different sensor layouts in a compressed sensing framework. In Section 3, the proposed T-tetromino sensor layout as well as a larger T-tetromino sensor layout are presented. In Section 3, the used reconstruction algorithms are presented. In Section 5, we evaluate the performance of the different sensor layouts and reconstruction algorithms. Finally, Section 6 concludes the paper.
2. Compressed Sensing Description of Conventional Sensor Layouts

We describe the measurement processes for any used sensor layout within the compressed sensing framework [6, 10]. Any compressed sensing measurement can be written as a linear combination

\[ y_i = \sum_{\alpha=0}^{M-1} \sum_{\beta=0}^{N-1} A_{i\alpha\beta} f_{\alpha\beta}, \]

where \( f_{\alpha\beta} \in [0, 1] \) are the gray values of the reference image \( f \) of size \( M \times N \) that would be acquired with a higher resolution sensor, \( y_i \) are the values measured by the individual pixels of the image sensors and \( A_{i\alpha\beta} \) are the coefficients of the image measurement matrix. The index \( i \in \{0, \ldots, L-1\} \) enumerates the \( L \) measurements. Moreover, \( \alpha \) and \( \beta \) are the vertical and horizontal positions of the pixels of the hypothetical reference image with the origin positioned in the upper left corner. In this work, \( L = MN/4 \) for all sensor layouts. Other than for the vast majority of the compressed sensing literature, e.g., [6, 11, 17, 32], the image of the corresponding measurement matrix \( A \) is not artificially vectorized following [19].

As the first sensor layout, a low-resolution sensor with large, square pixels is depicted in Figure 2 (a). The binning process leading to each low resolution pixel can be described as the sum of four neighboring pixels of the reference image \( f \) such that for a measurement index \( i \), all entries in \( A_{i\alpha\beta} \) are equal to either \( 1/4 \) or \( 0 \). Figure 3 (a) shows the slices through the three-dimensional measurement matrix for the first two measurements with indices \( i = 0 \) and \( i = 1 \). If desired, the resulting measurement values \( y_i \) could be reordered to form an image of lower resolution, \( f_{\alpha\beta}^{LR} = 0.25 y_i \), using

\[ \hat{\alpha} = i \mod M \equiv i - \lfloor i/M \rfloor \cdot M, \]

\[ \hat{\beta} = i/M \equiv \lfloor i/M \rfloor, \]

where \( \lfloor \cdot \rfloor \) is the floor operation.

The tetromino sensor layout from [16] is shown in Figure 2 (b). It uses T-, L- and Z-tetrominoes and has a cell size of \( 6 \times 6 \) pixels with respect to reference image \( f_{\alpha\beta} \) resulting in nine measurements, i.e., the measurement ratio \( 9/36 = 0.25 \) as for the low-resolution sensor. For each measurement index \( i \), most entries in \( A_{i\alpha\beta} \) are again 0 except for four entries being equal to 1 as shown for the first two measurements in Figure 3 (b).

Next, we motivate the potential superiority of a tetromino sensor layout by calculating the coherence \( \mu \) [9, 13, 40] of the corresponding measurement matrix \( A'_{i\sigma\rho} \),

\[ A'_{i\sigma\rho} = \sum_{\alpha=0}^{M-1} \sum_{\beta=0}^{N-1} A_{i\alpha\beta} \Phi_{\alpha\beta\sigma\rho}, \]

which is applied in the sparse transform domain \( \Phi \). The coherence \( \mu \) is defined as

\[ \mu = \max_{(\sigma,\rho)\neq(\sigma,\rho)} \left( \frac{\left| \sum_{i=0}^{L-1} A'_{i\sigma\rho} (A'_{i\sigma\rho})^* \right|}{\sqrt{\sum_{i=0}^{L-1} |A'_{i\sigma\rho}|^2} \sqrt{\sum_{i=0}^{L-1} |A'_{i\sigma\rho}|^2}} \right). \]

In general, a small coherence is assumed to be beneficial [12, 13]. For \( L \leq MN \), the coherence is bound by \( \mu_{Welch} \leq \mu \leq 1 \) with

\[ \mu_{Welch} = \sqrt{\frac{(MN-L)}{L(MN-1)}} \leq \mu \leq 1 \]

known as the first Welch bound [46]. The values of the coherence are given in Table 1 for the sensor layouts from Figure 2 assuming an image size of \( 30 \times 30 \) pixels in order to keep the computational complexity low. For these settings, \( \mu_{Welch} \approx 0.058 \). We find that the coherence of the low-resolution sensor is equal to one being the maximum value whereas the coherence of the tetromino sensor is smaller than one. This is an indication that using a tetromino sensor could be advantageous. Whether this is really the case needs to be found experimentally.

| Sensor Layout | Coherence \( \mu \) |
|--------------|------------------|
| Low-resolution sensor | 1.00 |
| Tetromino sensor from [16] | 0.78 |
| 4x4 T-tetromino sensor (prop.) | 0.93 |

Table 1. Coherence \( \mu \) for different sensor layouts assuming an image size of \( 30 \times 30 \) pixels.

3. Novel T-tetromino Sensor Layouts

In Figure 2 (c) the proposed tetromino cell of size \( 4 \times 4 \) pixels is depicted which uses only T-tetrominoes. This sensor layout is less complex than the one in Figure 2 (b) since the cell size is smaller and only one type of tetrominoes is used. Consequently, hardware manufacturing and wiring is expected to be simplified. Exemplarily, the first two slices through the measurement matrix are shown in Figure 3 (c).

In order to investigate the impact of the cell size for T-tetromino sensor layouts, we additionally created a T-tetromino sensor layout with a larger cell size of \( 8 \times 8 \) pixels. Building larger non-trivial sensor layouts with T-tetrominoes by hand is hardly possible as the T-tetrominoes may not overlap each other. At the same time, the sensor layout may be periodically geared, i.e., some of the T-tetrominoes may protrude from one cell into the next cell. One way to create a valid T-tetromino tiling is to make use of a graph abstraction called ice graphs [27].
Such ice graph representation of the $4 \times 4$ T-tetromino layout from Figure 2 (c) is depicted in Figure 4 (a). The ice graph is built by connecting each node of a diagonal square lattice (green dots in Figure 4 (a)) with its four nearest neighboring nodes. The arrow heads are then drawn centrally inside the long side of a T-tetromino pixel as shown in Figure 4 (b). Following [27], a valid ice graph for a T-tetromino tiling has the property that the number of incoming and outgoing arrows is identical for every node. Figure 4 (c) shows the two resulting types of nodes that are allowed up to rotation and mirror symmetry.

Using this ice graph representation, $2((8/2)^2) = 2^{16}$ different graphs are in principle possible for a cell size of $8 \times 8$ pixels. We therefore randomly generated roughly $2^{16}$ graphs for a cell size of $8 \times 8$ pixels and tested which graphs are valid with respect to the allowed node types in Figure 4 (c). The first valid ice graph among those randomly generated graphs is depicted in Figure 5 together with its corresponding T-tetromino tiling. For larger cell sizes such as 16 or 32, this brute-force approach was not successful within reasonable computing time, because the number of possible graphs increases exponentially. Generating larger tilings requires more sophisticated approaches, see e.g. [4], but is neglected in this work as the results for the smaller cell size will be even superior than those for the larger cell sizes.

After the measurements have been performed, the image needs to be reconstructed as illustrated in Figure 1. The reconstruction algorithm needs to find a solution $f_{\alpha \beta}$ from the measurements $y_i$ such that the measurement equation (1) is satisfied as good as possible, e.g., in a least square sense. For measurements from the low-resolution sensor (Figure 2 (a)), we use bicubic upscaling (BIC) [41] as well as the very deep super-resolution (VDSR) network [25] which is a widely used neural network for super-resolution. In order to match the sensor layout in Figure 2 (a), we use a binning of four high-resolution pixels whereas the original publication of VDSR uses bicubic downscaling. Consequently, we retrained the model for the low-resolution sensor. Otherwise, the results of VDSR would be significantly worse due to the mismatch of the downscaling procedures [29].

For the tetromino sensor layouts in Figure 2 (b,c) and Figure 5, the reconstruction algorithms should make use of the spatial extend of each pixel. We apply two classical reconstruction algorithms from the field of compressed sensing that are capable of reconstructing images from a broad class of measurement matrices. They make use of the spatial extend of each pixel by explicitly exploiting the measurement matrix, $A_{\alpha \beta}$. Moreover, we employ a neural network proposed for other non-regular sampling tasks. This data-driven approach implicitly learns the shape and position of the pixels during the training process.

4. Reconstruction Algorithms

As the first general compressed sensing algorithm, we use local joint sparse deconvolution and extrapolation (L-JSDE) [19]. It was proposed for the reconstruction of images from arbitrary local measurements. L-JSDE is an extension of JSDE [37] which was first designed to only reconstruct images taken with a three-quarter sampling sensor [37]. L-JSDE is based on an overlapping sliding window approach and generates an iterative model in the discrete Fourier transform domain for each model window. We use a target block size of $B \times B = 4 \times 4$ pixels and a model window of size $W \times W = 32 \times 32$ pixels. This is consistent with the choices for similar tasks in [19]. All other parameters are chosen as in [19], too. An implementation is provided by the authors.

The second general reconstruction algorithm is based on a smoothed projected Landweber (SPL) iteration and was first suggested in [17] for block-wise compressed sensing problems. We use an implementation provided by the authors [32] with their default settings. It uses a dual-tree dis-
crete wavelet transform [26] as basis functions. For each block, an iterative projected Landweber reconstruction is performed. In each iteration, a projection step is followed by a thresholding step. Then, the blocks are re-combined for a joint Wiener filtering [30] with a $3 \times 3$ kernel before the next Landweber iteration is performed within the blocks. The Wiener filtering prevents blocking artifacts at the borders of the blocks and at the same time reduces noise. For the tetromino sensor layouts, other than for block-wise compressed sensing, we cannot decompose the reconstruction problem into neighboring reconstruction blocks. This is the case because the cells of the tetromino sensor layouts may be geared at the boundary of the reconstruction block (cf. Figure 5). Decomposing such measurements into neighboring blocks would therefore neglect some of the measurements at the block boundaries which effectively reduces the measurement rate. To solve this issue occurring with SPL, we extend SPL from [32] with an overlapping sliding window approach similar to the one present in [19]. We use neighboring target blocks of size $16 \times 16$ pixels and a model window size of $32 \times 32$ pixels. Each model window is then reconstructed separately. Since only the central target blocks of the reconstructed model windows are used for the final image, blocking artifacts are effectively prevented and all measurements can contribute to the overall image reconstruction.

For the data-driven reconstruction algorithm, we rely on a recent neural network based approach, namely the locally fully connected reconstruction (LFCR) network [18]. It finds a reconstruction for a block of size $8 \times 8$ pixels from all measurements positioned inside this block as well as those within a border of 4 pixels. The LFCR network is proposed for cases such as quarter sampling and three-quarter sampling but can also be applied for the low-resolution sensor [18]. Since the LFCR assumes a periodicity of $8 \times 8$ pixels for the measurement process, the tetromino pattern from [16] (cf. Figure 2(b)) is not used with LFCR as this would require to change the entire network structure and the number of trainable parameters. This would make a fair comparison hardly possible. The LFCR itself is a convolutional neural network. For the first convolution, a stride of 8 is used which enforces a translational invariance after a
displacement of 8 pixels. This convolution is non-trainable and simulates the sensor behavior. The entries of this convolution are set such that the T-tetromino sensor layouts are resembled. Next, several convolutions with a kernel size of $1 \times 1$ establish a fully connected link between the measured data and the reconstructed pixels values. Finally, a deconvolution (also called transposed convolution) with stride 8 is performed to re-order the reconstructed pixels to the a full image. The LFCR network is concatenated with a VDSR-like network consisting of twenty convolutional layers with a kernel size of $3 \times 3$ and a residual connection. Other than in the original publication of VDSR [25], we use the PReLU activation function [20] for LFCR as well as the concatenated VDSR. As in [18], the LFCR+VDSR network is trained in a two-step procedure. First, only the LFCR is trained on the mean squared error with respect to the high-resolution reference. Next, only the second half (i.e., the VDSR) is trained using the same loss function.

5. Experiments and Results

5.1. Simulation Setup

We performed experiments to evaluate the reconstruction quality using the tetromino sensor layouts compared to the low-resolution sensor using different reconstruction algorithms. For the reconstruction algorithms, we use the parameters as detailed in Section 3 following the respective literature. In order to train the neural networks, LFCR, LFCR+VDSR and VDSR, we use the Set291 dataset as in the original publication of VDSR [25]. Regarding the evaluation dataset, we use the TECNICK image dataset [2] consisting of 100 natural images of size $1200 \times 1200$ pixels and the Urban100 dataset [23] consisting of 100 images in the megapixel range, too. The images serve as reference images for the PSNR calculations to avoid potential boundary effects. As another metric, the widely used structural similarity index measure (SSIM) [43] is evaluated in the same way. The full processing chain for the simulations is summarized in Figure 7.

![Figure 7. Overview of the processing pipeline for the simulations setup.](image)

Table 2. Reconstruction quality in terms of PSNR in dB averaged for the 100 images from the TECNICK dataset. The results are shown for the three different tetromino sensor layouts and three reconstruction algorithms. The best results in each column is highlighted with bold font.

| Sensor Layout                  | PSNR  | SSIM  |
|-------------------------------|-------|-------|
| Tetromino sensor from [16]     | 34.27 | 31.55 |
| Geared 8x8 T-tetromino        | 34.30 | 31.76 |
| 4x4 T-tetromino (prop.)       | 36.63 | 37.32 |

Table 3. Reconstruction quality in terms of SSIM averaged for the 100 images from the TECNICK dataset. The results are shown for the three different tetromino sensor layouts and three reconstruction algorithms. The best results in each column is highlighted with bold font.

| Sensor Layout                  | SSIM  |
|-------------------------------|-------|
| Tetromino sensor from [16]     | 0.9649|
| Geared 8x8 T-tetromino        | 0.9654|
| 4x4 T-tetromino (prop.)       | 0.9759|

5.2. Comparison of the Different Tetromino Sensor Layouts

Table 2 and Table 3 show the reconstruction quality in terms of PSNR and SSIM using the three different tetromino sensor layouts with various reconstruction algorithms. In both tables, the average values for the TECNICK dataset are given. The general purpose reconstruction algorithms, L-JSDE [19] and SPL [32], can be used for all sensor layouts, whereas LFCR+VDSR [18] cannot be applied to the tetromino sensor layout form [16] as discussed in Section 3.

Among the three tetromino sensor layouts, the 4x4 T-tetromino sensor performs best in terms of PSNR and SSIM for all three reconstruction algorithms. Using this sensor layout results in a PSNR gain of at least 0.21 dB compared to the tetromino sensor layout from [16]. Likewise, the SSIM is increased. In the next section, we compare the performance of this proposed 4x4 T-tetromino sensor with conventional single-image super-resolution.
5.3. Comparison with Single-Image Super-Resolution

In Table 4, the average image quality in terms of PSNR and SSIM is given using the low-resolution sensor in combination with bicubic upsampling and VDSR [25] in comparison to using the proposed 4 × 4 T-tetromino sensor with L-JSDE as well as LFCR (only), i.e., without the concatenated VDSR network, and LFCR+VDSR [18]. In addition to the TECNICK dataset (cf. Table 2), we show the average results for the Urban100 dataset which was also used in [25].

From Table 4, it can be seen that the 4 × 4 T-tetromino sensor with LFCR+VDSR [18] performs better than the low-resolution sensor with VDSR [25] for both image datasets. For Urban100, the gain in terms of PSNR is largest with 1.62 dB. The second best results are achieved when the 4 × 4 T-tetromino sensor is reconstructed using LFCR (only) for which the gain compared to single-image super-resolution with VDSR is 0.67 dB.

The differences in PSNR and SSIM can be attributed to the visual results in Figure 8 where two sections from an image of the TECNICK dataset are shown. Additionally, a section from the EIA resolution chart 1956 is depicted. In the first row, the fine, periodic structure of the bricks introduces aliasing when the low-resolution sensor is used. Consequently, diagonal low-frequency stripes are visible for the bicubically upscale image. Since the artifacts are quite strong, VDSR [25] suffers from the same
works, the GPU version of LFCR (only), i.e., without con-
struction qualities in terms of PSNR on the vertical axis.

The runtime is presented together with the respective recon-
struction algorithms. The fastest reconstruction is achieved using LFCR (only) on GPU.

Overall, we find that the occurrence of visual artifacts and defects attributed to aliasing can be significantly re-
duced by using the tetromino sensor layouts. This advan-
tage originates from the non-regularity of the measurement process allowing for a better image reconstruction.

5.4. Evaluation of the Runtime

In this section, we investigate the runtime for the different reconstruction algorithms. All programs were restricted to a single CPU core of an Intel Xeon E3-1245 v5 processor with 3.50 GHz. The neural networks were additionally run on a Nvidia GeForce RTX 2060 SUPER GPU. In each case, the measured runtime is averaged for the first ten images of the TECNICK dataset being of size 1200×1200 pixels.

The timing results are provided in Figure 9 for the low-
resolution sensor layout as well as 4×4 T-tetromino sensor. The runtime is presented together with the respective recon-
struction qualities in terms of PSNR on the vertical axis.

As a first observation, we find that the classical algo-
rithms are much slower than the neural network, even when the networks are executed on CPU. Among the neural networks, the GPU version of LFCR (only), i.e., without con-
cated VDSR, [18] is the fastest being more than 5 times faster than VDSR [25] on CPU. It allows for up to 20 frames per second. The complete LFCR+VDSR [18] is slightly slower than VDSR [25] as the combined network is larger. However, this network achieves the highest reconstruction quality (in combination with our 4×4 T-tetromino) and the additional processing time may be acceptable in case the highest image quality is desired.

6. Conclusion and Future Work

In this paper, we investigated the usage of tetromino pix-
els for a novel sensor layout concept for imaging sensors. Such pixels could be used in hardware binning instead of conventional 2×2 binning in order to increase the signal to noise ratio and the frame rate. For the first time in liter-
ature, we provide reconstruction results for such tetromino sensor layouts. We propose using a simple 4×4 cell consisting of only T-tetromino which performs better than a more complicated design from literature. Moreover, we compare our results to the case of single-image super-resolution with a (binned) low-resolution sensor in terms of image quality and runtime.

Using our 4×4 T-tetromino sensor layout in combination with general purpose algorithms from compressed sensing as well as data-driven approaches, we can show that the re-
construction quality is superior than for a larger tiling with different tetromino pixels from literature as well as a larger tilings with T-tetrominoes.

Comparing the proposed 4×4 T-tetromino sensor lay-
out with state-of-the-art neural networks for single-image super-resolution, we find that regions with strong aliasing artifacts can be reconstructed better. This is attributed to the non-regularity of the pixel shape and arrangement being a physical advantage over using the same number of square, regularly placed pixels. This finding is also reflected in the average PSNR and SSIM results. For the PSNR, LFCR+VDSR outperforms VDSR by +1.62 dB for the Urban100 dataset.

Regarding the runtime, LFCR (only) shows the fastest results being 5 times faster than VDSR while still outper-
forming the VDSR in terms of PSNR. In case the highest image quality is desired with LFCR+VDSR, the runtime is slightly slower than for VDSR due to the larger network archi-
tecture.

For future work, it might be possible to include insights from more recent single-image super-resolution networks. These could be appended to LFCR instead of VDSR which is expected to moderately increase the reconstruction quality. Moreover, their concepts could potentially be included within LFCR, e.g., by using residual dense connections as in [48]. Besides, more than four pixels can also be com-
bined. Hexominoes (6 pixels) or octominoes (8 pixels) may be reasonable choices to further increase the pixel size.

Figure 9. Runtime and image quality in terms of PSNR in dB for different reconstruction algorithms and sensor layouts. The fastest reconstruction is achieved using LFCR (only) on GPU.
References

[1] Hyrum S. Anderson, Jovana Ilic-Helms, Brandon Rohrer, Jason Wheeler, and Kurt Larson. Sparse imaging for fast electron microscopy. In Charles A. Bouman, Ilya Pollak, and Patrick J. Wolfe, editors, *Proc. SPIE 8657 Computational Imaging XI*, pages 94–105, Burlingame, Feb. 2013. SPIE.

[2] Nicola Asuni and Andrea Giachetti. Testimages: a large-scale archive for testing visual devices and basic image processing algorithms. In *Proc. Smart Tools and Apps for Graphics - Eurographics Italian Chapter Conference*, pages 63–70, Cagliari, Sept. 2014.

[3] M Ben-Ezra, Zhouchen Lin, B Wilburn, and Wei Zhang. Penrose pixels for super-resolution. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 33(7):1370–1383, July 2011.

[4] Olivier Bodini and Yann Ponty. Multi-dimensional Boltzmann Sampling of Languages. In *Proc. International Meeting on Probabilistic, Combinatorial, and Asymptotic Methods in the Analysis of Algorithms*, DMTCS Proceedings, pages 49–64, Vienna, June 2010. Discrete Mathematics and Theoretical Computer Science.

[5] Andreas Brückner and Michael Schöberl. Diffraction and photometric limits in today’s miniature digital camera systems. In Wibool Piyawattanametha and Yong-Hwa Park, editors, *Proc. MOEMS and Miniaturized Systems XII*. SPIE, Mar. 2013.

[6] Emmanuel Candés, Nathaniel Braun, and Michael Wakin. Sparse signal and image recovery from compressive samples. In *Proc. International Symposium on Biomedical Imaging: From Nano to Macro*, pages 976–979, Arlington, Apr. 2007.

[7] Mark A. Z. Dippé and Erling Henry Wold. Antialiasing through stochastic sampling. In *Proc. Annual Conference on Computer Graphics and Interactive Techniques*, pages 69–78, New York, July 1985.

[8] Chao Dong, Chen Change Loy, Kaiming He, and Xiaoou Tang. Image super-resolution using deep convolutional networks. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 38(2):295–307, Feb. 2016.

[9] D.L. Donoho and X. Huo. Uncertainty principles and ideal atomic decomposition. *IEEE Transactions on Information Theory*, 47(7):2845–2862, Nov. 2001.

[10] David L. Donoho. Compressed sensing. *IEEE Transactions on Information Theory*, 52(4):1289–1306, Apr. 2006.

[11] Michael Elad, Mário A. T. Figueiredo, and Yi Ma. On the role of sparse and redundant representations in image processing. *Proceedings of the IEEE*, 98(6):972–982, June 2010.

[12] Yonina C. Eldar and Gitta Kutyniok, editors. *Compressed Sensing*. Cambridge University Press, 2012.

[13] Simon Foucart and Holger Rauhut. *A Mathematical Introduction to Compressive Sensing*. Springer New York, 2013.

[14] L.A. Francis and K. Iniewski. *Novel Advances in Microsystems Technologies and Their Applications*. CRC Press, July 2017.

[15] W.T. Freeman, T.R. Jones, and E.C. Pasztor. Example-based super-resolution. *IEEE Computer Graphics and Applications*, 22(2):56–65, Aug. 2002.

[16] Giovanni Del Galdo, Marcus Grossmann, Florian Römer, Harald Neubauer, Michael Schöberl, and Franz Uhrmann. Apparatus and method for providing an image. patent application EP2985992A1, Aug. 2014.

[17] Lu Gan. Block compressed sensing of natural images. In *Proc. International Conference on Digital Signal Processing*, pages 403–406, Cardiff, July 2007.

[18] Simon Grosche, Fabian Brand, and André Kaup. A novel end-to-end network for reconstruction of non-regularly sampled image data using locally fully connected layers. In *Proc. IEEE International Workshop on Multimedia Signal Processing (MMSP)*, pages 1–6, Tampere, Oct. 2021.

[19] Simon Grosche, Andy Regensky, Jürgen Seiler, and André Kaup. Boosting compressed sensing using local measurements and sliding window reconstruction. *IEEE Transactions on Image Processing*, 29:7931–7944, July 2020.

[20] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Delving deep into rectifiers: Surpassing human-level performance on ImageNet classification. In *Proc. International Conference on Computer Vision*, pages 1026–1034, Santiago, Dec. 2015.

[21] Gilles Hennenfent and Felix J. Herrmann. Irregular sampling: From aliasing to noise. In *Proc. 69th EAGE Conference and Exhibition*, pages 1–5, London, June 2007.

[22] H. Hoeldmoser, G. Varner, and M. Cooney. Hexagonal pixel detector with time encoded binary readout. *Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment*, 599(2-3):152–160, Feb. 2009.

[23] Jia-Bin Huang, Abhishek Singh, and Narendra Ahuja. Single image super-resolution from transformed self-exemplars. In *Proc. Conference on Computer Vision and Pattern Recognition*, pages 5197–5206, Boston, June 2015.

[24] James Janesick. *Scientific Charge-Coupled Devices*. SPIE Press, Bellingham, Wash, 2001.

[25] Jiwon Kim, Jung Kwon Lee, and Kyoung Mu Lee. Accurate image super-resolution from transformed self-exemplars. In *Proc. Conference on Computer Vision and Pattern Recognition*, pages 1646–1654, Las Vegas, June 2016.

[26] Nick Kingsbury. Complex wavelets for shift invariant analysis and filtering of signals. *Applied and Computational Harmonic Analysis*, 10(3):234–253, May 2001.

[27] Michael Korn and Igor Pak. Tilings of rectangles with t-tetrominoes. *Theoretical Computer Science*, 319(1-3):3–27, June 2004.

[28] L. Kovarik, A. Stevens, A. Liyu, and N. D. Browning. Implementing an accurate and rapid sparse sampling approach for low-dose atomic resolution Stem imaging. *Applied Physics Letters*, 109(16):164102, Oct. 2016.

[29] Thomas Köhler, Michel Bätz, Farzad Naderi, Andre Kaup, Andreas Maier, and Christian Riess. Toward bridging the...
simulated-to-real gap: Benchmarking super-resolution on real data. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 42(11):2944–2959, Nov. 2020. 4

[30] Jae S. Lim. *Two-dimensional Signal and Image Processing*. Prentice-Hall international editions. Prentice Hall, 1990. 5

[31] Yui Maeda and Junichi Akita. A CMOS image sensor with pseudorandom pixel placement for clear imaging. In *Proc. International Symposium on Intelligent Signal Processing and Communication Systems*, pages 367–370, Kanazawa, Dec. 2009. 1

[32] Sungkwang Mun and James E. Fowler. Block compressed sensing of images using directional transforms. In *Proc International Conference on Image Processing (ICIP)*, pages 3021–3024, Cairo, Nov. 2009. 3, 4, 5, 6

[33] Sung Cheol Park, Min Kyu Park, and Moon Gi Kang. Super-resolution image reconstruction: A technical overview. *IEEE Signal Processing Magazine*, 20(3):21–36, May 2003. 1

[34] Michael Schönberg, Jürgen Seiler, Siegfried Foessel, and André Kaup. Increasing imaging resolution by covering your sensor. In *Proc. International Conference on Image Processing (ICIP)*, pages 1897–1900, Brussels, Sept. 2011. 2

[35] Michael Schönberg, André Kaup, Andreas Brückner, and Siegfried Fössel. Photometric limits for digital camera systems. *Journal of Electronic Imaging*, 21(2):020501, June 2012. 1

[36] Jürgen Seiler, Markus Jonscher, Michael Schönberg, and André Kaup. Resampling images to a regular grid from a non-regular subset of pixel positions using frequency selective reconstruction. *IEEE Transactions on Image Processing*, 24(11):4540–4555, Nov. 2015. 1

[37] Jürgen Seiler, Markus Jonscher, Thomas Ussmueller, and André Kaup. Increasing imaging resolution by non-regular sampling and joint sparse deconvolution and extrapolation. *IEEE Transactions on Circuits and Systems for Video Technology*, 29(2):308–322, Feb. 2019. 2, 4

[38] Boxin Shi, Hang Zhao, Moshe Ben-Ezra, Sai-Kit Yeung, Christy Fernandez-Cull, R. Hamilton Shepard, Christopher Barsi, and Ramesh Raskar. Sub-pixel layout for super-resolution with images in the octic group. In *Computer Vision – ECCV 2014*, pages 250–264. Springer International Publishing, 2014. 2

[39] Sherin Sugathan and Alex Pappachen James. Irregular pixel imaging. In *Proc. International Conference on Advances in Computing, Communications and Informatics (ICACCI)*, pages 2459–2463, New Delhi, Sept. 2014. 2

[40] J.A. Tropp. Just relax: Convex programming methods for identifying sparse signals in noise. *IEEE Transactions on Information Theory*, 52(3):1030–1051, Mar. 2006. 3

[41] Stéfan van der Walt, Johannes L. Schönberger, Juan Nunez-Iglesias, François Boulogne, Joshua D. Warner, Neil Yager, Emmanuelle Gouillart, and Tony Yu. Scikit-image: Image processing in python. *PeerJ*, 2:e453, June 2014. 4, 7

[42] Srinivasan Vedantham, Suman Shrestha, Andrew Karellas, Linxi Shi, Matthew J. Gounis, Randal Bellazzini, Gloria Spandre, Alessandro Brez, and Massimo Minuti. Photon-counting hexagonal pixel array CdTe detector: Spatial resolution characteristics for image-guided interventional applications. *Medical Physics*, 43(5):2118–2130, Apr. 2016. 2

[43] Zhou Wang, Alan Conrad Bovik, Hamid Rahim Sheikh, and Eero P. Simoncelli. Image quality assessment: From error visibility to structural similarity. *IEEE Transactions on Image Processing*, 13(4):600–612, Apr. 2004. 6

[44] Deyun Wei and Yuan-Min Li. Generalized sampling expansions with multiple sampling rates for lowpass and bandpass signals in the fractional fourier transform domain. *IEEE Transactions on Signal Processing*, 64(18):4861–4874, Sept. 2016. 1

[45] Deyun Wei and Yuan-Min Li. Convolution and multichannel sampling for the offset linear canonical transform and their applications. *IEEE Transactions on Signal Processing*, 67(23):6009–6024, Dec. 2019. 1

[46] L. Welch. Lower bounds on the maximum cross correlation of signals (corresps.). *IEEE Transactions on Information Theory*, 20(3):397–399, May 1974. 3

[47] Jianchao Yang, John Wright, Thomas S Huang, and Yi Ma. Image super-resolution via sparse representation. *IEEE Transactions on Image Processing*, 19(11):2861–2873, Nov. 2010. 1

[48] Yulun Zhang, Yapeng Tian, Yu Kong, Bineng Zhong, and Yun Fu. Residual dense network for image super-resolution. In *Proc. Conference on Computer Vision and Pattern Recognition*, pages 2472–2481, Salt Lake City, June 2018. 1, 8