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Abstract

Word sense disambiguation (WSD) is the process of identifying an appropriate sense for an ambiguous word. With the complexity of human languages in which a single word could yield different meanings, WSD has been utilized by several domains of interests such as search engines and machine translations. The literature shows a vast number of techniques used for the process of WSD. Recently, researchers have focused on the use of meta-heuristic approaches to identify the best solutions that reflect the best sense. However, the application of meta-heuristic approaches remains limited and thus requires the efficient exploration and exploitation of the problem space. Hence, the current study aims to propose a hybrid meta-heuristic method that consists of particle swarm optimization (PSO) and simulated annealing to find the global best meaning of a given text. Different semantic measures have been utilized in this model as objective functions for the proposed hybrid PSO. These measures consist of JCN and extended Lesk methods, which are combined effectively in this work. The proposed method is tested using a three-benchmark dataset (SemCor 3.0, SensEval-2, and SensEval-3). Results show that the proposed method has superior performance in comparison with state-of-the-art approaches.

1.0 Introduction

The task of determining the meaning of words automatically in computational linguistics is reflected in word sense disambiguation (WSD). WSD has been a vital issue in natural language processing (NLP) for years, and it has been applied in various NLP tasks, such as information retrieval, machine translation, and automatic summarization. The most important clue for WSD is the context of an ambiguous word. Feature words are selected from the context to determine the right sense of the ambiguous word. Knowledge-based WSD usually selects words in a certain length of a window as feature words. Then, according to the relatedness between feature words and each sense of ambiguous word, the sense with maximum relatedness is selected as the right sense. Word ambiguity is categorized into polysemous and
homonymy words. Polysemous words refer to words that have multiple senses with subtle differences, whereas homonymy words are words that have multiple senses, with each sense relating to a specific domain. Disambiguating homonymy words is easier than disambiguating polysemous words. Disambiguation requires an accurate quantifier that can measure the semantic relation between any two senses. Without such quantifier, a large annotated corpus, which is an expensive and time-consuming effort, is needed for the disambiguation process.

Several studies proposed different techniques for WSD. Such techniques are mainly based on annotated corpuses [1–3], semantic and syntactic approaches such as dictionary-based ones, and part-of-speech tagging and parsing [1, 4–7]. Recently, a new trend has emerged in the area of semantic disambiguation, in which WSD is treated as a combinatorial problem. Meta-heuristic algorithms are usually utilized for this problem [8–11]. Meta-heuristic algorithms in WSD search for the best combination of senses for a given text. An efficient optimization model leads the search process to the global optimum solution, which is represented by the global meaning of the given sentence. Optimization methods are based on either a population of solutions or a single solution. Population-based algorithms explore a wide area of a given search space. Thus, they are useful in diversification procedures. However, these types of algorithms do not adequately exploit the search space in comparison with single-solution algorithms. Establishing a balance between exploitation and exploration is necessary to reach the global optimum solution [12–17]. Hence, the current study aims to use an unsupervised model that exploits semantic relatedness and similarity methods to find the most suitable meanings of ambiguous words. This model is implemented using the swarm intelligence search algorithm. This algorithm maximizes the semantic relatedness and similarity depending on various methods that measure the aforementioned criteria. For the best of our knowledge PSO has not been implemented in the semantic disambiguation domain. However, it shows effective performance on similar domains such as part of speech tagging. This has motivated us to implement PSO for the semantic disambiguation where it has common task with POS-tagging problem.

The main factor in the semantic disambiguation is how the similarity or relatedness is measured. In this paper, the main contribution is to provide accurate evaluator that can estimate the semantic value for the inputted senses. This evaluator represents the core part of the proposed PSO, where it is used as fitness function of the algorithm. Also, we enforce the search process of the PSO by including local search algorithm. Incorporating such algorithm is frequently used to help the main search method in intensifying the search around a single solution. Using local search too often during the search process can lead to premature convergence. The combination of the two meta-heuristic approaches, namely, PSO (global search) and SA (local search) algorithms, increases the coverage of the proposed hybrid PSO. Meanwhile, the balance of exploitation and exploration leads to the global optimum of the search space and avoids the local minima [15]. Hence, we control the use of local search in each iteration by making it work within specific rate. Other methods may differ in this aspect by allowing the local search works iteratively or works based on a counter [18, 19].

We also proposed a novel combination of the extended Lesk (e-Lesk) algorithm and JCN method for all parts of speech (POSs). Our approach aims to combine the high-performance JCN for measuring the similarity of nouns and verbs and the e-Lesk algorithm that covers all POSs. The e-Lesk algorithm is considered as an effective measurement method for all POSs [20, 21].

This article is organized as follows. Section 2 presents the related studies in the field of WSD. Section 3 provides the proposed methodology involving language resource, semantic measures, and hybridized PSO and SA. Section 4 discusses the results of the proposed method, which is described and experimented with different window sizes. Section 5 analyzes the
results of our model relative to other methods from the literature and our model limitations. Finally, Section 6 presents the conclusion of this work, along with final remarks.

2.0 Related work

This section reviews the related state-of-the-art WSD studies. The proposed WSD model falls in the meta-heuristic method. Hence, this section focuses on the search methods that use semantic similarity or relatedness.

Unsupervised approaches can avoid the knowledge acquisition bottleneck [22] [23], i.e., the lack of extensive resources that are manually labeled with word senses. Unsupervised approaches for WSD relies on the notion that the same sense of a word tends to have similar neighboring words. Here, word senses are driven through input text via the clustering of the occurrences of the word; then, new occurrences are classified into prompted clusters [24] [25]. These approaches are not reliant on labeled datasets, and they do not take advantage of any machine-readable resources, such as thesauri, dictionaries, or ontology. As long as these methods do not utilize any dictionary, they cannot rely on a shared reference inventory of senses; such shortcoming constitutes the main disadvantage of completely unsupervised systems [26, 27].

In the context of unsupervised WSD, a co-occurrence graph is a method that suggests a different view of word sense discrimination, and it has been recently explored with certain success [28]. The method is based on the concept of a co-occurrence graph, i.e., a graph \( G = (V, E) \) in which vertices \( V \) correspond to words in a text and edges \( E \) connect pairs of words co-occurring in a syntactic relation, in the same paragraph, or in a large context. This graph-based algorithm for large-scale WSD [29] [30] involves a few parameters and does not require sense-annotated data for training. This method examines several measures of graph connectivity to identify those best suited for WSD. Mihalcea proposed a graph-based algorithm for sequence data labeling by means of random walks on graphs encoding label dependencies [31] [32].

Intelligence search techniques are most similar to co-occurrence graphs. First, meta-heuristic approaches to solving the WSD problem has been successfully applied using the SA algorithm [33]. This SA method relies on the e-Lesk algorithm [34] to quantify the relatedness among words for the purpose of disambiguating these words.

In recent years, many meta-heuristic algorithms have been applied for WSD due to the success achieved in the reference [33]. These algorithms are based on a branch of solutions to explore additional solutions in the problem space. These types of algorithms have rapidly progressed in the domain of lexical disambiguation. The accuracy of population-based algorithms reaches a grade better than that of single-solution algorithms in WSD [33].

The genetic algorithm (GA) has been investigated for solving WSD [35, 36] [8, 37, 38]. GA maximizes the relatedness among words in sentences. In the method of Gelbukh et al. (2003), the relatedness measure is presented by the Lesk algorithm, which is based on the gloss overlap notion. Similarly, the ant colony system has been exploited to maximize the relatedness measured by the Lesk algorithm [39]. The Lesk overlap method cannot determine the physical length between two concepts (semantic similarity), especially between the concepts of nouns and verbs [40]. Hence, several studies have used the semantic similarity method proposed by Wu and Palmer [41] [42] in the maximization process of GA [36].

In the context of swarm intelligence methods, PSO has been successfully applied to NLP tasks [43]. For example, PSO hybridized with the k-means algorithm performs the process of document clustering [44, 45]. In this clustering method, the PSO algorithm initializes the centroid vectors of the clusters of k-means. PSO is also used for document clustering by
integrating it with fuzzy k-means or other optimization algorithms [45–47]. The binary version of PSO is hybridized with the estimation of a distribution algorithm to achieve multi-document summarization [48, 49]. PSO is also applied in the domain of syntax disambiguation, i.e., POS tagging [50]. This method achieves high accuracy in disambiguation in two domains, namely, English language and Portuguese corpus. This advantage motivated us to apply PSO to WSD as WSD resembles the process of POS tagging.

3.0 Proposed technique

The model design of this study consists of four main phases.

Phase 1: This phase involves reading SemCor files and mapping fine-grained POS tags to coarse-grained POS tags.

Phase 2: This phase involves the use of hybrid PSO (i.e., PSO with SA) search, which is an efficient meta-heuristic algorithm, to maximize the entire semantic relatedness on a set of parsed words. This phase includes the following steps.

Step 1: This step presents the data. Each word in the sentence is mapped to a number that denotes the number of senses of the word being disambiguated.

Step 2: The fitness function that combines two semantic relatedness measures is implemented.

Step 3: The best solution among all pre-generated solutions is identified using the hybrid PSO search algorithm.

Phase 3: This phase involves the assessment of the quality of the final solution with regard to the benchmark corpus.

These phases are illustrated in Fig 1, and additional details are explained in the next subsections.
3.1 Language resource

WordNet is a common language resource that finds the taxonomic and networked relationships of English concepts, arranges these related concepts, and provides groups of synonyms that represent the concepts [51, 52]. All WordNet relations are a type of POS. The relation between two concepts is called hyponym when the first concept is a kind of the other concept, e.g., a car is a motor vehicle type. Meanwhile, the large hierarchy of noun concepts is an evident feature in a WordNet relation. These hierarchies of noun concepts, which comprise over 70% of the total relations for nouns, make up the distinguishing characteristic of WordNet. Similarly, the hierarchies for verbs, known as troponymy, are included; an example is walking being a troponomy of moving. The hierarchy of nouns and verbs can represent the tree. The general concept represents the root of the tree, and the specific types of this concept represent the leaves. In the current research, WordNet is used to provide the number of senses for each non-stop word. Moreover, the semantic measures used in this study rely on WordNet to provide the relations and glosses for each word of the processed text.

3.2 Semantic measures

Semantic measures can be categorized into two main classes, namely, semantic similarity and semantic relatedness. Semantic similarity indicates the dependencies among two concepts with respect to the related information of their hierarchy. Such measure can be accomplished by either the path length between two concepts in a hierarchy [53, 54] or the information content of the concept [55–57]. By contrast, semantic relatedness identifies the mutual relation between two concepts without considering POS tagging. An example of this measure is the Lesk algorithm [34, 58]. The present study utilizes a combination of JCN and the extended Lesk method to measure the similarity and relatedness of all POSs. This section presents three subsections to describe each semantic method used in this study and how they are employed to perform the fitness function.

JCN measurement. The JCN measurement [59, 60] method is designed to identify the similarity score between two concepts on the basis of the information content of the concepts’ senses. Eq 1 describes the mechanism of obtaining such score.

\[
Sim_{jcn}(C_1, C_2) = (IC(C_1) + IC(C_2)) - 2 \times IC(LCS(C_1, C_2))
\]

where IC is the information content of the concept and LCS is the lowest common subsume that subsumes the first concept (C1) and second concept (C2) in ontology. Information content is the measure of specificity of the concept that is computed as a negative log from the frequency of the concept to its root. The key characteristic of the JCN method lies in determining the similarity score between two POS tags. Such score is used in the fitness function of the proposed meta-heuristic approach. By using this method, the different tags are discarded in terms of the similarity score.

Extended Lesk gloss overlap [61]. One of the significant drawbacks of the JCN method is the discarding of the similarity score between two concepts with different POS tags. For this purpose, this study aims to utilize the extended Lesk gloss overlap as another measurement method. The key characteristic of gloss overlap methods is inspired by the idea of WordNet relations (has-part and is-a), which does not cover all possible relations between two concepts being measured.

The input of the extended Lesk algorithm comprises two concepts that need to be measured, and the output is a relatedness volume, which is shown as a numeric value. Eq 2 shows the formula proposed by Banerjee and Pedersen [61] for computing the relatedness between
two concepts (C1 and C2).

\[
\text{relatedness}(C1, C2) = \sum \text{score}(R1(C1), R2(C2))
\]
\[
\forall (R1, R2) \in \text{RELPAIRS}
\]

The Eq 2 implies the condition: If (R1, R2) as a pair of relation belongs to set of relation, then (R2, R1) must belongs to the same set.

**Combination of JCN and e-Lesk method.** The solution in this study is evaluated by assessing the semantic similarity and semantic relatedness for the required text. The objective function identifies the semantic coherence among every pair of senses (i.e., decision variables for the solution). The criterion for evaluating the solution is to quantify the semantic similarity and relatedness for the target text. In this work, the cost of the solution indicates the semantic coherence between each pair of senses (pair of decision variables in the solution). Hence, these methods work as an objective function for the proposed algorithm by finding the total semantic coherence of a sentence. For example, the extended Lesk algorithm measures the solution cost as follows:

\[
\sum_{i=1}^{n} \sum_{j=1}^{\text{WS}} \text{Gloss}(S_i) \cap (S_j)
\]

where \(n\) indicates the size of the processed text (solution dimensions) and \(\text{WS}\) is the window size of the measures.

The objective function is obtained by computing the quality of the created solutions. In this study, the extended Lesk algorithm finds the relatedness value of PSO solutions on the basis of Eq 3. Every pair of solution variables is measured using the extended Lesk algorithm, and the total value of all pairs is considered as the solution quality. Therefore, semantically coherent solutions provide a high fitness value. The extended Lesk algorithm is combined with the JCN method for nouns and verbs as JCN does not yield a high value for unrelated concepts. Although the extended Lesk algorithm finds certain overlaps of unrelated senses, with the first senses of the given words being unrelated, it still produces similarities. Hence, to reduce this distortion, we include the JCN method as follows:

\[
\sum_{i=1}^{n} \sum_{j=1}^{\text{WS}} \log(\text{Gloss}(S_i) \cap \text{gloss}(S_j)) + (\text{IC}(S_i) + \text{IC}(S_j)) - 2 * \text{IC}(\text{LCS}(S_i, S_j))
\]

Where IC represents the information content for the given sentence and LCS is the lowest common subsumer. The logarithm of the gloss overlap is computed to converge the value of the extended Lesk to the value of the JCN as the latter computes similarity on the basis of information content. Otherwise, the JCN method would not affect the measurement as it is smaller in scale in comparison with the extended overlapping method.

### 3.3 Hybrid PSO

The proposed method employs two types of meta-heuristic search algorithms, with each type being characterized by special search ability. This section explains the mechanism of each algorithm and how they work together for achieving a high-quality search method.

**Particle swarm optimization (PSO).** PSO was first developed by Kennedy and Eberhart (1995) and is based on the swarm intelligence manner that mimics birds flocking in nature. Potential solutions in PSO, termed as particles, fly over the problem space by going after the two best values, as shown in Eqs 5 and 6. The two best values are called \(pbest\) and \(gbest\), which denote the best solution achieved and the best value gained by any particle in the population,
respectively. All particles have objective values that are obtained via the objective function to be improved. They also have velocities in the direction of their inertia. Hence, the best objective value and best location are induced from the population at the end of the search.

\[
v_j(t + 1) = w \times v_j(t) + c_1 \times \text{rand}() \times (x_{\text{pbest},j} - x_j(t)) + c_2 \times \text{rand}() \times (x_{\text{gbest}} - x_j(t))
\]

\[
x_j(t + 1) = x_j(t) + v_j(t + 1)
\]

where \( j = 1, \ldots, n \) is the index of the jth element in the swarm, \( v \) represents the particle velocity, \( c_1 \) and \( c_2 \) are learning factors, \( w \) is the inertia weight that balances between global and local exploration, and \( \text{rand}() \) is a random number between 0 and 1. The velocity equation is used iteratively to update the previous velocity, as shown in line 12 of Fig 2. The second equation represents the solution (\( x \)) movement of the jth swarm, which is used to update the position of the particle iteratively, as shown in line 13 of Fig 2.

In WSD, each word has a specific number of senses with regard to the used lexical database. A word in a given sentence corresponds to a solution variable in PSO. Thus, each variable in the solution has different boundaries. The disambiguation process begins with the deployment of random guesses for each sentence related to variable limits, as shown in lines 3–8 of Fig 2. Then, the proposed guesses are improved iteratively with regard to the global and local best values, as shown in Fig 2.

**Simulated annealing (SA).** SA is a meta-heuristic search algorithm that mimics metal cooling operations [62]. This algorithm searches intensively around a single potential solution by looking for improved neighbor solutions. This algorithm begins with an initial solution and improves it iteratively (Fig 3). In each iteration, the solution is moved to the neighbor solution according to the neighborhood structure, as shown in line 9 of Fig 3. The procedure of the movement in this study is based on a swap operation. However, after swapping, the solution

---

**Fig 2.** PSO pseudocode.

https://doi.org/10.1371/journal.pone.0208695.g002
must be tested for feasibility as each variable of the solution has specific boundaries (number of senses). Thereafter, a new solution is accepted if its semantic value is better than that of the previous solution, as shown in line 11 of Fig 3. The solution can also be accepted if it is not better than the previous one, but the new solution should satisfy the following condition:

$$exp(\Delta S/T) > R$$  \hspace{1cm} (7)

SA interprets slow cooling as a slow decrease in the probability of accepting poor solutions. Hence, the above condition relies on the temperature value ($T$) to accept a poor solution. Meanwhile, $\Delta S$ denotes the difference between the current and new solution costs.

**Hybrid PSO for WSD.** This study hybridized a population-based algorithm called PSO with a local search algorithm called SA algorithm. This hybridization aims to achieve an accurate search algorithm that can identify a set of appropriate senses for ambiguous words in a given text. SA incorporates PSO algorithm to intensify the search process for a candidate solution.

In our proposed method, the global best of the PSO is passed to SA to search the space around this solution (Fig 4). The local search is executed within a specific rate to maintain population diversity. Fig 3 shows that the local search is controlled by a condition consisting of a local search rate. This rate is determined experimentally in our study as 0.2; large values can lead to premature convergence.

### 4.0 Experimental results

The experimental results of the proposed method are based on the standard metrics shown in Table 1. These results are discussed in this section. The impact of the local search is shown through the experimented window sizes.

#### 4.1 WSD corpus processing

The evaluation of the designed model in WSD is based on specific data that reflect the accuracy of the proposed model. Two types of datasets are used to evaluate WSD systems. The datasets
designed to examine the methods for one-word targets consist of a number of contexts that include a single word to be disambiguated.

Machine learning approaches target the aforementioned data. However, the proposed model is designed to tackle ambiguous words in a given text. Hence, this method is examined using other types of datasets. These datasets should consist of sentences that require disambiguation. Thus, each word in a sentence, excluding the stopping words, is ambiguous. Therefore, the designed model must assign the appropriate sense for each word. Moreover, the examined model must consider all possible senses for each word.

The designed model is experimented on the basis of the semantic concordance (SemCor) corpus, which is part of the Brown corpus [63]. Such corpus was labeled using WordNet 1.6 senses in the reference [64]. This corpus consists of a set of files that cover 234,000 word occurrences. The SemCor corpus is composed of 500 files, of which 186 files are annotated with senses for all occurrences of verbs, nouns, and adjectives. Each file in this dataset consists of 

---

### Table 1. WSD evaluation criteria.

| Metric   | Formula                                                                 | Description                                                                 |
|----------|--------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Coverage | \[ \text{Coverage} = \frac{\text{correctly answered senses}}{\text{total of senses}} \] | It is the ratio of all answered senses to the total of the possible senses.  |
| Precision| \[ \text{Precision} = \frac{\text{correctly answered senses}}{\text{total of answered senses}} \] | It is the ratio of the correctly answered senses to the total of the answered senses. |
| Recall   | \[ \text{Recall} = \frac{\text{correctly answered senses}}{\text{total of senses}} \] | It is the ratio of the correctly answered senses to the total of the senses.  |
| F-measure| \[ \text{F-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \] | It is the harmonic average of precision and recall metrics.                  |

---

https://doi.org/10.1371/journal.pone.0208695.t001
sentences that contain words that are associated with POS tagging, word stem, number of senses, and orthographic form of the word. From this dataset, we use 19 files that have been used in related works. These files are br-a01, b13, c0l, d02, e22, r05, g14, h21, j0l, k01, k11, l09, m02, n05, p07, r04, r06, r08, and r09. The SemCor corpus is free and available online at web.eecs.umich.edu/~mihalcea/downloads.html (see S1 Fig).

Utilizing a predefined library is vital in the SemCor file given its unique structure. For this purpose, we use the Java library of JSemCor to retrieve the line contents of SemCor sentences. The Java library of JSemCor is free and available online at https://projects.csail.mit.edu/jwi/. This library provides wide usage functions that can extract each part of a line and return it separately. For instance, it returns POS, lemma, and number of senses separately (see S2 Fig).

4.2 Semantic measures based on window of words

The context of a vague word in WSD is the main key to solve the ambiguity of that word. Window size refers to certain selected words that surround an ambiguous word; these words are used in the later stages of the disambiguation process. In the current study, the proposed model uses the window of words as a context identifier. The size of this window affects the disambiguation task by adding semantic information to the processed words. Hence, different window sizes are considered in this work, and the one with the best size is selected. To show an example of window of words, we quote a sentence from the dataset.

“Nothing in English has been ridiculed as much as the ambiguous use of the words, unless it be the ambiguous use of sentences.”

In the given example, the italicized word is the target ambiguous word, whereas the underlined words are the window context used to disambiguate the target word. This example shows a window of three words, including the target word. Certain words are neglected during the selection of the window as they are stop words (e.g., “of” and “the”).

Different window sizes are used in the study to show the impact of wide and narrow windows. The results of the semantic measures for each window size are shown in Tables 2 and 3. The results of the combined measures are presented in Table 4.

The increase in window size shows a gradual improvement in the results (Table 2). This improvement is due to the enrichment of the semantic information gained from widening the window of the words. However, expanding the window context slows down the system because of the need for additional semantic measures. Moreover, increasing the window size excessively may negatively affect the accuracy of the system, and noisy words are included in the semantic measures. The study of Lu et al. (2012) revealed that the window size of 16 words and above has an undesirable impact on the disambiguation of target words.

Table 3 shows the disambiguation results of nouns and verbs only as JCN cannot measure the semantic relation of other POSs. The reason behind this limitation is the structure of WordNet hierarchies, which serve as the foundation of JCN. No connection among different hierarchies exists in WordNet. Thus, JCN can only measure the concepts that belong to one hierarchy. In comparison with the results gained by e-Lesk, JCN shows higher accuracy for nouns and verbs. However, JCN is limited to only these POSs. Hence, our model in this research combines JCN and e-Lesk to perform the objective function of the hybrid search method.

The results of the final system are given in Table 4, which shows the disambiguation results based on the hybrid PSO and combined measure. Improvement is observed in the two measures when they work independently. Table 4 shows the results for the window size of 11
words only as the search method generally performs well with wide windows, as seen in Tables 2 and 3.

### 4.3 Hybrid PSO for WSD

The experimental results in the previous subsection are based on PSO using different types of objective functions, i.e., extended Lesk, JCN, and combined measures. The main goal in WSD is to find a suitable meaning for an ambiguous word on the basis of its context. Hence, the objective function of PSO is a semantic measure that provides a numeric value of the processed text. This section shows the impact of the local search algorithm on the process of finding the best possible combination of senses for targeted text.

PSO enables the global search of the problem space to find various solutions of different qualities. A local search algorithm, on the contrary, intensifies the search and processes a promising solution to be improved by searching its neighborhood. The local search method used in this model is the SA algorithm. This algorithm accepts unsatisfactory moves to break out of the local optima in the problem space of WSD. However, accepting non-improving moves is limited by a stochastic condition that considers the SA parameter called temperature, \[ \exp(\Delta S/T), \] where \( \Delta S \) is the difference between the new solution and the previous solution, \( T \) is the current temperature, and \( r \) is a random number between 0 and 1. Table 5 shows the SA parameters and their values used in this study.

In this study, the local search algorithm works at a specific rate to gain diverse PSO solutions. Thus, the problem space can be explored and exploited effectively. Fig 5 shows the impact of the local search algorithm on the search process.

**Table 2. Empirical results of e-Lesk for three different window sizes.**

| Size       | POS   | Coverage | Precision | Recall | F-measure |
|------------|-------|----------|-----------|--------|-----------|
| Three words| Noun  | 100%     | 66.93%    | 66.93% | 66.93%    |
|            | Verb  | 75.26%   | 45.72%    | 34.41% | 39.26%    |
|            | Adjective | 100% | 73.29%    | 73.29% | 73.29%    |
|            | Adverb | 100%     | 63.14%    | 63.14% | 63.14%    |
|            | All    | 93.01%   | 64.25%    | 59.75% | 61.92%    |
| Five words | Noun  | 100%     | 67.69%    | 67.69% | 67.69%    |
|            | Verb  | 75.26%   | 46.91%    | 35.30% | 40.28%    |
|            | Adjective | 100% | 73.39%    | 73.39% | 73.39%    |
|            | Adverb | 100%     | 63.88%    | 63.88% | 63.88%    |
|            | All    | 93.01%   | 65.11%    | 60.55% | 62.75%    |
| Eleven words| Noun  | 100%     | 70.20%    | 70.20% | 70.20%    |
|             | Verb  | 75.26%   | 48.52%    | 36.50% | 41.66%    |
|             | Adjective | 100% | 73.68%    | 73.68% | 73.68%    |
|             | Adverb | 100%     | 64.41%    | 64.41% | 64.41%    |
|             | All    | 93.01%   | 66.19%    | 61.55% | 63.78%    |

**Table 3. Empirical results of JCN measure for three different window sizes.**

| Size       | POS   | Coverage | Precision | Recall | F-measure |
|------------|-------|----------|-----------|--------|-----------|
| Three words| Noun  | 100%     | 69.72%    | 69.72% | 69.72%    |
|            | Verb  | 75.26%   | 47.98%    | 36.20% | 41.26%    |
| Five words | Noun  | 100%     | 72.63%    | 72.63% | 72.63%    |
|            | Verb  | 75.26%   | 50.81%    | 38.24% | 43.19%    |
| Eleven words| Noun  | 100%     | 72.96%    | 72.96% | 72.96%    |
|             | Verb  | 75.26%   | 50.81%    | 38.24% | 43.63%    |

https://doi.org/10.1371/journal.pone.0208695.t002

https://doi.org/10.1371/journal.pone.0208695.t003
Fig 5 shows the effect of the local search algorithm on the search procedure. The green line represents the hybrid PSO, i.e., PSO with SA, and the blue line shows the search results of PSO only.

The proposed search aims to find the maximum semantic relatedness among the words of processed text. Hence, the vertical axis in Fig 5 represents the semantic cost that increases gradually with the number of iterations in the horizontal axis. The pattern of lines in Fig 5 shows that the hybrid PSO produces considerable semantic relations, especially for large window sizes. As for small window sizes, the cost of PSO is close to that of the hybrid PSO. Thus, using a local search exerts considerable effects in a broad context.

5.0 Discussion

To show the effectiveness of the proposed technique, we reported a comparison of three corpora based on all POSs (Table 6). We selected related works that use similar search methods, i.e., meta-heuristic algorithms. Then, we discussed the results of our proposed technique with the related works using nouns (Fig 6). In addition, we presented a comparison of the results of the corpora (Figs 7–9), along with a corresponding analysis and discussion according to all POSs.

Fig 6 shows a comparison of the proposed method and two different GAs [8, 36] and the performance of the proposed method relative to the harmony search algorithm (HSA) [27]. The precision of the compared methods varies, with 71.96% being the lowest value of the genetic-Local search algorithm and with 73.36% being the highest precision of the hybrid PSO. The other metrics for the hybrid PSO are higher than those of the other methods as the hybrid PSO has 100% coverage for nouns. Nevertheless, HSA and GA-Local search have higher accuracy than the hybrid PSO with regard to verbs. Furthermore, these methods have high coverage, thus obtaining high recall and F-measure values. These methods attain F-measure values of 50.42% and 50.66% for the HSA and GA-Local search, respectively. The hybrid PSO in our model gained 43.93% for the F-measure of verbs. The hybrid PSO outperforms the other methods when all POSs are considered. Fig 7 shows a comparison of the hybrid PSO and other methods based on all POSs.

The GA in Fig 7 was proposed in the study of Hausman [28]. The comparison shows the superior performance of the hybrid PSO in terms of precision. In terms of recall, the proposed

| POS   | Coverage | Precision | Recall | F-measure |
|-------|----------|-----------|--------|-----------|
| Noun  | 100%     | 73.36%    | 73.36% | 73.36%    |
| Verb  | 75.26%   | 51.16%    | 38.50% | 43.93%    |
| Adjective | 100%   | 73.80%    | 73.80% | 73.80%    |
| Adverb| 100%     | 64.76%    | 64.76% | 64.76%    |
| All   | 93.01%   | 67.44%    | 62.73% | 64.99%    |

Table 5. SA parameters.

| Parameter | Name               | Value |
|-----------|--------------------|-------|
| T         | Temperature        | 1     |
| N         | Epoch length       | 20    |
| α         | Scheduling factor  | 0.99  |
| stop      | Stopping temperature| 1e-8  |

Table 4. Experimental results of the combined measure for an 11-word window size.
The model in this work is not as accurate as HSA and GA-Local search. This result is due to the coverage of the hybrid PSO, which is not as large as that of the other methods. Therefore, the proposed model competes well with state-of-the-art meta-heuristic WSD.

Fig 8 shows the above results for the hybrid PSO on the SensEval-2 corpora [65] in terms of all POSs compared with the three investigated related works. In the method of [39], the traveling salesman problem using ant colony optimization (TSP–ACO) is applied to maximize the similarity. TSP–ACO obtains the best F-measure of 62.90%, which is lower than the value in the current work for the same corpora (SensEval-2). Moreover, Abed [9] reported an F-measure accuracy of 60.69% using (HSA), whereas our technique obtained improved accuracy at

Table 6. Comparison of results of hybrid PSO with the related works of three corpora using all POSs.

| Technique                                      | Precision | Recall | F-measure |
|------------------------------------------------|-----------|--------|-----------|
| Semcor 3.0                                      |           |        |           |
| Genetic algorithm GA [37]                        | 62.38     | 58.07  | 60.15     |
| GA-Local search [8]                              | 66.97     | 63.85  | 65.37     |
| Harmony Search Algorithm (HAS) [9]               | 67.03     | 63.73  | 65.34     |
| Our proposed technique (Hybrid-PSO)              | 67.44     | 62.73  | 65.00     |
| SensEval-2                                      |           |        |           |
| Traveling Salesman Problem using Ant Colony Optimization (TSP-ACO) [39] | 63.00     | 62.80  | 62.90     |
| Harmony Search Algorithm (HAS) [9]               | 61.70     | 59.72  | 60.69     |
| self-adaptive GA [38]                            | 49.82     | 53.27  | 51.49     |
| Our proposed technique (Hybrid-PSO)              | 66.04     | 65.62  | 65.83     |
| SensEval-3                                      |           |        |           |
| genetic algorithm GA [37]                        | 52.13     | 53.79  | 52.95     |
| Traveling Salesman Problem using Ant Colony Optimization [39] | 57.80     | 57.20  | 57.50     |
| Self-adaptive GA [38]                            | 43.95     | 48.59  | 46.15     |
| Our proposed technique (Hybrid-PSO)              | 64.68     | 57.43  | 60.84     |
65.83%. In practice, Abed [9] had been using Stanford Parser as a parsing method to gain additional grammatical relation information whereas our method gains better accuracy without the parsing phase. In addition, the new version of GA, namely, self-adaptive GA, [38] obtains only 51.49% accuracy. On the other hand, our hybrid PSO obtains 14.34% improvement in comparison with the self-adaptive GA [38]. By contrast, our proposed technique outperforms the other approaches that use TSP–ACO, HSA, and self-adaptive GA.

The results presented in Fig 9 show a comparative analysis of the hybrid PSO and related methods applied to the SensEval-3 corpora [66]. Compared with previous methods, hybrid PSO outperforms the other techniques [37], [39], and [38] in terms of precision, recall, and F-measure. Meanwhile, the study of [37] and [38] implemented two versions of GA for WSD. Those studies achieved overall F-measures of 52.95% and 46.15%, respectively. The method proposed in [39] outperforms the other related measures using the TSP–ACO technique. The performance of TSP–ACO reveals an F-measure of 57.50%, which is obtained by the phase of the graph centrality scheme. However, our proposed technique obtains better results at 60.84% without using any graph centrality scheme. For more results information on each POSs based SensEval-2 and SensEval-3 corpora (see S3 Fig).
The accuracy of the combined search method depends mainly on the semantic measure. This type of measure does not provide precise accuracy. Hence, the combination between local search and global search in this paper provides balanced search that can yield the best accuracy regarding the used semantic measure. However, other methods incorporate language resources or domain knowledge tagged corpus during the measurement process to enforce the semantic measure [39, 67, 68]. This enforcement makes the senses evaluation exploit much time. In this paper, we restricted our method to use the standard semantic measure, where this study focuses on the semantic optimization problem rather than knowledge-based disambiguation. Hence, we compared our method to the similar methods that used standard semantic similarity and relatedness measures.

6.0 Conclusion

This research utilized a meta-heuristic approach of PSO to identify the best solution (i.e., sense). The proposed PSO utilizes a local search algorithm using SA to improve the search of a neighborhood. In addition, we investigated the effect of window size on the disambiguation process. Hence, we presented experimental results for each window size to highlight their impact on our model. We also proposed a novel combination of semantic similarity and relatedness methods. The results of these methods and of the final model were presented independently. The final results of our model were shown in comparison with the results of related...
studies. This comparison was based on the same metrics applied on a three-benchmark dataset (SemCor 3.0, SensEval-2, and SensEval-3). Certain related works have presented their results on the basis of nouns only. Thus, we compared our results on the basis of this POS. Our experiments in the SemCor 3.0 dataset showed that the F-measure of the hybrid PSO is close to the best results of the related work, whereas our technique yielded the highest precision of 67.44% in terms of all POSs. Our proposed technique significantly outperforms other state-of-the-art techniques implemented with SensEval-2 and SensEval-3 datasets based on all POSs. Experimental results show that our novel combination of semantic measures along with the meta-heuristic hybrid PSO achieves the best results for varying datasets. In addition, the proposed method effectively improves WSD in comparison with other meta-heuristics approaches.

Supporting information
S1 Fig. Sample of SemCor’s dataset. (TIF)
S2 Fig. Retrieve the SemCor Sentences line contents by Java library of JSemCor. (TIF)
S3 Fig. Comparison of results of hybrid PSO based on SensEval-2 and SensEval-3 corpora of each POSs. (TIF)

Acknowledgments
The authors would like to express their deep gratitude to Universiti Kebangsaan Malaysia (UKM) for providing financial support by Dana Impak Perdana research grant no. DIP-2016-033. The funder had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Author Contributions
Conceptualization: Wafaa AL-Saiagh.
Data curation: Wafaa AL-Saiagh, Suryanti Awang, A. S. Al-khaleefa.
Formal analysis: Wafaa AL-Saiagh.
Funding acquisition: Wafaa AL-Saiagh.
Investigation: Wafaa AL-Saiagh.
Methodology: Wafaa AL-Saiagh, Ahmed AL-Saffar.
Project administration: Wafaa AL-Saiagh.
Resources: Wafaa AL-Saiagh.
Software: Wafaa AL-Saiagh.
Supervision: Wafaa AL-Saiagh, Sabrina Tiun.
Validation: Wafaa AL-Saiagh.
Visualization: Wafaa AL-Saiagh.
Writing – original draft: Wafaa AL-Saiagh.
Writing – review & editing: Wafaa AL-Saiagh.
References

1. Agirre E, de Lacalle OL, Soroa A. The risk of sub-optimal use of Open Source NLP Software: UKB is inadvertently state-of-the-art in knowledge-based WSD. arXiv preprint arXiv:180504277. 2018.

2. Yepes AJ. Word embeddings and recurrent neural networks based on Long-Short Term Memory nodes in supervised biomedical word sense disambiguation. Journal of biomedical informatics. 2017; 73:137–47. https://doi.org/10.1016/j.jbi.2017.08.001 PMID: 28797709

3. Correa EA Jr, Lopes AA, Amancio DR. Word sense disambiguation: A complex network approach. Information Sciences. 2018; 442:103–13.

4. Wang X, Tang X, Qu W, Gu M, editors. Word sense disambiguation by semantic inference. Behavioral, Economic, Socio-cultural Computing (BESC), 2017 International Conference on; 2017: IEEE.

5. Vial L, Lecouteux B, Schwab D, editors. Sense Embeddings in Knowledge-Based Word Sense Disambiguation. 12th International Conference on Computational Semantics; 2017.

6. Chaplot DS, Salakhutdinov R. Knowledge-based word sense disambiguation using topic models. arXiv preprint arXiv:180101900. 2018.

7. Noah SA, Omar N, Amruddin AY. Evaluation of lexical-based approaches to the semantic similarity of Malay sentences. Journal of Quantitative Linguistics. 2015; 22(2):135–56.

8. Abed SA, Tiun S, Omar N. Word sense disambiguation in evolutionary manner. Connection Science. 2016; 28(3):226–41.

9. Abed SA, Tiun S, Omar N. Harmony search algorithm for word sense disambiguation. PloS one. 2015; 10(9):e0136614. https://doi.org/10.1371/journal.pone.0136614 PMID: 26422368

10. Abualhaija S, Zimmermann K-H. D-Bees: A novel method inspired by bee colony optimization for solving word sense disambiguation. Swarm and Evolutionary Computing. 2016; 27:188–95.

11. Hassan AKA, Hadi MJ. Sense-Based Information Retrieval Using Fuzzy Logic and Swarm Intelligence. 2017.

12. Alba E, Dorronsoro B. The exploration/exploitation tradeoff in dynamic cellular genetic algorithms. Evolutionary Computation, IEEE Transactions on. 2005; 9(2):126–42.

13. Ursem RK. Diversity-guided evolutionary algorithms. Parallel Problem Solving from Nature—PPSN VII: Springer; 2002. p. 462–71.

14. Valizadegan H, Jin R, Wang S, editors. Learning to trade off between exploration and exploitation in multiclass bandit prediction. Proceedings of the 17th ACM SIGKDD international conference on Knowledge discovery and data mining; 2011: ACM.

15. Mirjalili S, Lewis A. The whale optimization algorithm. Advances in Engineering Software. 2016; 95:51–67.

16. Hassan A, Abdullah S. Hybrid radial basis function with particle swarm optimisation algorithm for time series prediction problems. Recent Advances on Soft Computing and Data Mining: Springer; 2014. p. 227–38.

17. Bostamam JM, Othman Z, editors. Hybrid water flow-like algorithm with Tabu search for traveling salesman problem. AIP Conference Proceedings; 2016: AIP Publishing.

18. Basu M, Deb P, Garai G. Hybrid of particle swarm optimization and simulated annealing for multidimensional function optimization. International Journal of Information Technology. 2014; 20(1):112–20.

19. Idourghhar L, Melkemi M, Schott R, Aouad MI. Hybrid PSO-SA type algorithms for multimodal function optimization and reducing energy consumption in embedded systems. Applied Computational Intelligence and Soft Computing. 2011; 2011:3.

20. Pedersen T, Banerjee S, Patwardhan S. Maximizing semantic relatedness to perform word sense disambiguation. Research Report UMSI 2005/25, University of Minnesota Supercomputing Institute, 2005.

21. Basile P, Caputo A, Semeraro G, editors. An enhanced lesk word sense disambiguation algorithm through a distributional semantic model. Proceedings of COLING 2014, the 25th International Conference on Computational Linguistics: Technical Papers; 2014.

22. Kang MY, Min TH, Lee JS, editors. Sense Space for Word Sense Disambiguation. Big Data and Smart Computing (BigComp), 2018 IEEE International Conference on; 2018: IEEE.

23. Gale WA, Church KW, Yarowsky D. A method for disambiguating word senses in a large corpus. Computers and the Humanities. 1992; 26(5–6):415–39.

24. Camachó-Collados J, Bovi CD, Raganato A, Navigli R. Sense Edfs: A multilingual corpus of semantically annotated textual definitions. Language Resources and Evaluation. 2018; 1–28.

25. Schütze H. Automatic word sense discrimination. Computational linguistics. 1998; 24(1):97–123.
26. Ustalov D, Teslenko D, Panchenko A, Chernoskutov M, Biemann C, Ponzetto SP. An Unsupervised Word Sense Disambiguation System for Under-Resourced Languages. arXiv preprint arXiv:180410686. 2018.
27.Navigli R. Word sense disambiguation: A survey. ACM Computing Surveys (CSUR). 2009; 41(2):10.
28. Chang H-S, Agrawal A, Ganesh A, Desai A, Mathur V, Hough A, et al. Efficient Graph-based Word Sense Induction by Distributional Inclusion Vector Embeddings. arXiv preprint arXiv:180403257. 2018.
29. Navigli R, Lapata M. An experimental study of graph connectivity for unsupervised word sense disambiguation. Pattern Analysis and Machine Intelligence, IEEE Transactions on. 2010; 32(4):678–92.
30. Lynn HM, Choi C, Kim P, editors. Unsupervised translated word sense disambiguation in constructing bilingual lexical database. Proceedings of the 33rd Annual ACM Symposium on Applied Computing; 2018: ACM.
31. Mihalcea R, editor Unsupervised large-vocabulary word sense disambiguation with graph-based algorithms for sequence data labeling. Proceedings of the conference on Human Language Technology and Empirical Methods in Natural Language Processing; 2005: Association for Computational Linguistics.
32. Duque A, Stevenson M, Martinez-Romo J, Araujo L. Co-occurrence graphs for word sense disambiguation in the biomedical domain. Artificial intelligence in medicine. 2018; 87:9–19. https://doi.org/10.1016/j.artmed.2018.03.002 PMID: 29573845
33. Cowie J, Guthrie J, Guthrie L, editors. Lexical disambiguation using simulated annealing. Proceedings of the 14th conference on Computational linguistics-Volume 1; 1992: Association for Computational Linguistics.
34. Lesk M. editor Automatic sense disambiguation using machine readable dictionaries: how to tell a pine cone from an ice cream cone. Proceedings of the 5th annual international conference on Systems documentation; 1986: ACM.
35. Gelbukh A, Sidorov G, Han SY. Evolutionary approach to natural language word sense disambiguation through global coherence optimization. WSEAS Transactions on Computers. 2003; 2(1):257–65.
36. Zhang C, Zhou Y, Martin T, editors. Genetic word sense disambiguation algorithm. Intelligent Information Technology Application, 2008 IITA’08 Second International Symposium on; 2008: IEEE.
37. Hausman M. A genetic algorithm using semantic relations for word sense disambiguation: University of Colorado at Colorado Springs; 2011.
38. Alsaeedan W, Menai MEB, editors. A self-adaptive genetic algorithm for the word sense disambiguation problem. International Conference on Industrial, Engineering and Other Applications of Applied Intelligent Systems; 2015: Springer.
39. Nguyen K-H, Ock C-Y. Word sense disambiguation as a traveling salesman problem. Artif Intell Rev. 2013; 40(4):405–27.
40. Siemiński A, editor Practice of Word Sense Disambiguation. Asian Conference on Intelligent Information and Database Systems; 2018: Springer.
41. Elayeb B. Arabic word sense disambiguation: a review. Artif Intell Rev. 2018;1:1–58.
42. Wu Z, Palmer M, editors. Verbs semantics and lexical selection. Proceedings of the 32nd annual meeting on Association for Computational Linguistics; 1994: Association for Computational Linguistics.
43. Al-Saeeedan W, Menai MEB. Swarm intelligence for natural language processing. International Journal of Artificial Intelligence and Soft Computing. 2015; 5(2):117–50.
44. Cui X, Potok TE, Palathingal P, editors. Document clustering using particle swarm optimization. Proceedings 2005 IEEE Swarm Intelligence Symposium, 2005 SIS 2005; 2005: IEEE.
45. Abualigah LM, Khader AT. Unsupervised text feature selection technique based on hybrid particle swarm optimization algorithm with genetic operators for the text clustering. The Journal of Supercomputing. 2017, 73(11):4773–95.
46. Kang J, Zhang W. Combination of fuzzy C-means and particle swarm optimization for text document clustering. Advances in Electrical Engineering and Automation: Springer; 2012. p. 247–52.
47. Al-Saffar A, Awang S, Tao H, Omar N, Al-Saiagh W, Al-bared M. Malay sentiment analysis based on combined classification approaches and Senti-lexicon algorithm. PloS one. 2018; 13(4):e0194852. https://doi.org/10.1371/journal.pone.0194852 PMID: 29684036
48. Aiguiliev RM, Aiguiliev RM, Mehdiyev CA. An optimization model and DPSO-EDA for document summarization. International Journal of Information Technology and Computer Science (IJITCS). 2011; 3 (5):59.
49. Peyrard M, Eckle-Kohler J, editors. A General Optimization Framework for Multi-Document Summarization Using Genetic Algorithms and Swarm Intelligence. Proceedings of COLING 2016, the 26th International Conference on Computational Linguistics: Technical Papers; 2016.
50. Irene Rodrigues APSAS, editor. BioPOS: Biologically Inspired Algorithms for POS Tagging. 24th International Conference on Computational Linguistics; 2012.

51. Fellbaum C. WordNet: Wiley Online Library; 1998.

52. Miller GA. WordNet: a lexical database for English. Communications of the ACM. 1995; 38(11):39–41.

53. Rada R, Mili H, Bicknell E, Blettner M. Development and application of a metric on semantic nets. Systems, Man and Cybernetics, IEEE Transactions on. 1989; 19(1):17–30.

54. El-Dsouky AI, Ali HA, Rashed RS. Ranking Documents Based on the Semantic Relations Using Analytical Hierarchy Process: Query Expansion and Ranking Process. Information Retrieval and Management: Concepts, Methodologies, Tools, and Applications: IGI Global; 2018. p. 1841–59.

55. Resnik P. Using information content to evaluate semantic similarity in a taxonomy. arXiv preprint cmp-lg/9511007. 1995.

56. Kim J, Vasardani M, Winter S. Similarity matching for integrating spatial information extracted from place descriptions. International Journal of Geographical Information Science. 2017; 31(1):56–80.

57. Camacho-Collados J, Pilehvar MT, Collier N,Navigli R, editors. SemEval-2017 task 2: Multilingual and cross-lingual semantic word similarity. Proceedings of the 11th International Workshop on Semantic Evaluation (SemEval-2017); 2017.

58. Bhingardive S, Bhattacharyya P. Word sense disambiguation using IndoWordNet. The WordNet in Indian Languages: Springer; 2017. p. 243–60.

59. Jiang JJ, Conrath DW. Semantic similarity based on corpus statistics and lexical taxonomy. arXiv preprint cmp-lg/9709008. 1997.

60. Gandhi RA, Vaghela VB. Computing textual semantic similarity for short texts using different similarity measures. 2017.

61. Banerjee S, Pedersen T. An adapted Lesk algorithm for word sense disambiguation using WordNet. Computational linguistics and intelligent text processing: Springer; 2002. p. 136–45.

62. Kirkpatrick S. Optimization by simulated annealing: Quantitative studies. Journal of statistical physics. 1984; 34(5-6):975–86.

63. Francis WN, Kucera H. Brown corpus manual. Brown University. 1979.

64. Miller GA, Leacock C, Tengi R, Bunker RT, editors. A semantic concordance. Proceedings of the workshop on Human Language Technology; 1993: Association for Computational Linguistics.

65. Palmer M, Fellbaum C, Cotton S, Delfs L, Dang HT, editors. English tasks: All-words and verb lexical sample. The Proceedings of the Second International Workshop on Evaluating Word Sense Disambiguation Systems; 2001: Association for Computational Linguistics.

66. Snyder B, Palmer M, editors. The English all-words task. Proceedings of SENSEVAL-3, the Third International Workshop on the Evaluation of Systems for the Semantic Analysis of Text; 2004.

67. Alsaeeadan W, Menai MEB, editors. A novel genetic algorithm for the word sense disambiguation problem. Canadian Conference on Artificial Intelligence; 2016: Springer.

68. Alsaeeadan W, Menai MEB, Al-Ahmadi S. A hybrid genetic-ant colony optimization algorithm for the word sense disambiguation problem. Information Sciences. 2017; 417:20–38.