Abstract

Recent work has demonstrated that increased training dataset diversity improves general cross-domain knowledge and downstream generalization capability for large-scale language models. With this in mind, we present the Pile: an 825 GiB English text corpus targeted at training large-scale language models. The Pile is constructed from 22 diverse high-quality subsets—both existing and newly constructed—many of which derive from academic or professional sources. Our evaluation of the untuned performance of GPT-2 and GPT-3 on the Pile shows that these models struggle on many of its components, such as academic writing. Conversely, models trained on the Pile improve significantly over both Raw CC and CC-100 on all components of the Pile, while improving performance on downstream evaluations. Through an in-depth exploratory analysis, we document potentially concerning aspects of the data for prospective users. We make publicly available the code used in its construction.1

1 Introduction

Recent breakthroughs in general-purpose language modeling have demonstrated the effectiveness of training massive models on large text corpora for downstream applications (Radford et al., 2019; Shoeybi et al., 2019; Raffel et al., 2019; Rosset, 2019; Brown et al., 2020; Lepikhin et al., 2020). As the field continues to scale up language model training, the demand for high-quality massive text data will continue to grow (Kaplan et al., 2020).

The growing need for data in language modeling has caused most existing large-scale language models to turn to the Common Crawl for most or all of their data (Brown et al., 2020; Raffel et al., 2019). While training on the Common Crawl has been effective, recent work has shown that dataset diversity leads to better downstream generalization capability (Rosset, 2019). Additionally, large-scale language models have been shown to effectively acquire knowledge in a novel domain with only relatively small amounts of training data from that domain (Rosset, 2019; Brown et al., 2020; Carlini et al., 2020). These results suggest that by mixing together a large number of smaller, high-quality, diverse datasets, we can improve the general cross-domain knowledge and downstream generalization capabilities of the model compared to models trained on only a handful of data sources.

To address this need, we introduce the Pile: a 825.18 GiB English text dataset designed for training large scale language models. The Pile is composed of 22 diverse and high-quality datasets, including both established natural language processing datasets and several newly introduced ones. In addition to its utility in training large language models, the Pile can also serve as a broad-coverage benchmark for cross-domain knowledge and generalization ability of language models.

We introduce new datasets derived from the following sources: PubMed Central, ArXiv, GitHub, the FreeLaw Project, Stack Exchange, the US Patent and Trademark Office, PubMed, Ubuntu IRC, HackerNews, YouTube, PhilPapers, and NIH ExPorter. We also introduce OpenWebText2 and BookCorpus2, which are extensions of the original OpenWebText (Gokaslan and Cohen, 2019) and BookCorpus (Zhu et al., 2015; Kobayashi, 2018) datasets, respectively.

In addition, we incorporate several existing high-quality datasets: Books3 (Presser, 2020), Project Gutenberg (PG-19) (Rae et al., 2019), OpenSubtitles (Tiedemann, 2016), English Wikipedia, DM Mathematics (Saxton et al., 2019), EuroParl (Koehn, 2005), and the Enron Emails corpus (Klimt and Yang, 2004). To supplement these, we also in-
introduce a new filtered subset of Common Crawl, Pile-CC, with improved extraction quality.

Through our analyses, we confirm that the Pile is significantly distinct from pure Common Crawl data. Additionally, our evaluations show that the existing GPT-2 and GPT-3 models perform poorly on many components of the Pile, and that models trained on the Pile significantly outperform both raw and filtered Common Crawl models. To complement the performance evaluations, we also perform an exploratory analysis of the text within the Pile to provide a detailed picture of the data. We hope that our extensive documentation of the construction and characteristics of the Pile will help researchers make informed decisions about potential downstream applications.

Finally, we make publicly available the preprocessing code for the constituent datasets of the Pile and the code for constructing alternative versions. In the interest of reproducibility, we also document all processing performed on each dataset (and the Pile as a whole) in as much detail as possible. For further details about the processing of each dataset, see Section 2 and Appendix C.

1.1 Contributions

The core contributions of this paper are:

1. The introduction of a 825.18 GiB english-language dataset for language modeling combining 22 diverse sources.

2. The introduction of 14 new language modeling datasets, which we expect to be of independent interest to researchers.

3. Evaluations demonstrating significant improvements across many domains by GPT-2-sized models trained on this new dataset, compared to training on CC-100 and raw Common Crawl.

4. The investigation and documentation of this dataset, which we hope will better inform researchers about how to use it as well as motivate them to undertake similar investigations of their own data.

2 The Pile Datasets

The Pile is composed of 22 constituent sub-datasets, as shown in Table 1. Following Brown et al. (2020), we increase the weights of higher quality components, with certain high-quality datasets such as Wikipedia being seen up to 3 times (“epochs”) for
| Component               | Raw Size    | Weight  | Epochs | Effective Size  | Mean Document Size |
|-------------------------|-------------|---------|--------|-----------------|--------------------|
| Pile-CC                 | 227.12 GiB  | 18.11%  | 1.0    | 227.12 GiB      | 4.33 KiB           |
| PubMed Central          | 90.27 GiB   | 14.40%  | 2.0    | 180.55 GiB      | 30.55 KiB          |
| Books3†                | 100.96 GiB  | 12.07%  | 1.5    | 151.44 GiB      | 538.36 KiB         |
| OpenWebText2           | 62.77 GiB   | 10.01%  | 2.0    | 125.54 GiB      | 3.85 KiB           |
| ArXiv                  | 56.21 GiB   | 8.96%   | 2.0    | 112.42 GiB      | 46.61 KiB          |
| Github                 | 95.16 GiB   | 7.59%   | 1.0    | 95.16 GiB       | 5.25 KiB           |
| FreeLaw                | 51.15 GiB   | 6.12%   | 1.5    | 76.73 GiB       | 15.06 KiB          |
| Stack Exchange         | 32.20 GiB   | 5.13%   | 2.0    | 64.39 GiB       | 2.16 KiB           |
| USPTO Backgrounds      | 22.90 GiB   | 3.65%   | 2.0    | 45.81 GiB       | 4.08 KiB           |
| PubMed Abstracts       | 19.26 GiB   | 3.07%   | 2.0    | 38.53 GiB       | 1.30 KiB           |
| Gutenberg (PG-19)†     | 10.88 GiB   | 2.17%   | 2.5    | 27.19 GiB       | 398.73 KiB         |
| OpenSubtitles†         | 12.98 GiB   | 1.55%   | 1.5    | 19.47 GiB       | 30.48 KiB          |
| Wikipedia (en)†         | 6.38 GiB    | 1.53%   | 3.0    | 19.13 GiB       | 1.11 KiB           |
| DM Mathematics†        | 7.75 GiB    | 1.24%   | 2.0    | 15.49 GiB       | 8.00 KiB           |
| Ubuntu IRC             | 5.52 GiB    | 0.88%   | 2.0    | 11.03 GiB       | 545.48 KiB         |
| BookCorpus2            | 6.30 GiB    | 0.75%   | 1.5    | 9.45 GiB        | 369.87 KiB         |
| EuroParl†              | 4.59 GiB    | 0.73%   | 2.0    | 9.17 GiB        | 68.87 KiB          |
| HackerNews             | 3.90 GiB    | 0.62%   | 2.0    | 7.80 GiB        | 4.92 KiB           |
| YoutubeSubtitles       | 3.73 GiB    | 0.60%   | 2.0    | 7.47 GiB        | 22.55 KiB          |
| PhilPapers             | 2.38 GiB    | 0.38%   | 2.0    | 4.76 GiB        | 73.37 KiB          |
| NIH Ex Porter          | 1.89 GiB    | 0.30%   | 2.0    | 3.79 GiB        | 2.11 KiB           |
| Enron Emails†          | 0.88 GiB    | 0.14%   | 2.0    | 1.76 GiB        | 1.78 KiB           |

| The Pile               | 825.18 GiB  | 1254.20 GiB | 5.91 KiB |

Table 1: Overview of datasets in the Pile before creating the held out sets. Raw Size is the size before any up- or down-sampling. Weight is the percentage of bytes in the final dataset occupied by each dataset. Epochs is the number of passes over each constituent dataset during a full epoch over the Pile. Effective Size is the approximate number of bytes in the Pile occupied by each dataset. Datasets marked with a † are used with minimal preprocessing from prior work.

2.1 Pile-CC

Common Crawl is a collection of website crawls from 2008 onwards, including raw web pages, metadata and text extractions. Due to the raw nature of the dataset, Common Crawl has the advantage of including text from diverse domains, but at the cost of varying quality data. Due to this, use of Common Crawl typically necessitates well-designed extraction and filtering. Our Common Crawl-based dataset, Pile-CC, uses justText (Endrédy and Novák, 2013) on Web Archive files (raw HTTP responses including page HTML) for extraction, which yields higher quality output than directly using the WET files (extracted plaintext).

2.2 PubMed Central

PubMed Central (PMC) is a subset of the PubMed online repository for biomedical articles run by the United States of America’s National Center for Biotechnology Information (NCBI), providing open, full-text access to nearly five million publications. Most publications indexed by PMC are recent, and their inclusion is mandated for all NIH funded research starting from 2008 by the NIH Public Access Policy. We included PMC in the hopes that it will benefit potential downstream applications to the medical domain.

2.3 Books3

Books3 is a dataset of books derived from a copy of the contents of the Bibliotik private tracker made available by Shawn Presser (Presser, 2020). Bibliotik consists of a mix of fiction and nonfiction books and is almost an order of magnitude
larger than our next largest book dataset (BookCorpus2). We included Bibliotik because books are invaluable for long-range context modeling research and coherent storytelling.

2.4 OpenWebText2
OpenWebText2 (OWT2) is a generalized web scrape dataset inspired by WebText (Radford et al., 2019) and OpenWebTextCorpus (Gokaslan and Cohen, 2019). Similar to the original WebText, we use net upvotes on Reddit submissions as a proxy for outgoing link quality. OpenWebText2 includes more recent content from Reddit submissions up until 2020, content from multiple languages, document metadata, multiple dataset versions, and open source replication code. We included OWT2 as a high quality general purpose dataset.

2.5 ArXiv
ArXiv is a preprint server for research papers that has operated since 1991. As shown in fig. 10, arXiv papers are predominantly in the fields of Math, Computer Science, and Physics. We included arXiv in the hopes that it will be a source of high quality text and math knowledge, and benefit potential downstream applications to research in these areas. ArXiv papers are written in LaTeX, a common typesetting language for mathematics, computer science, physics, and some adjacent fields. Training a language model to be able to generate papers written in LaTeX could be a huge boon to the research community.

2.6 GitHub
GitHub is a large corpus of open-source code repositories. Motivated by the ability of GPT-3 (Brown et al., 2020) to generate plausible code completions despite its training data not containing any explicitly gathered code datasets, we included GitHub in the hopes that it would enable better downstream performance on code-related tasks.

2.7 FreeLaw
The Free Law Project is a US-registered non-profit that provides access to and analytical tools for academic studies in the legal realm. CourtListener, part of the Free Law Project, provides bulk downloads for millions of legal opinions from federal and state courts. While the full dataset provides multiple modalities of legal proceedings, including dockets, bibliographic information on judges, and other metadata, we focused specifically on court opinions due to an abundance of full-text entries. This data is entirely within the public domain.

2.8 Stack Exchange
The Stack Exchange Data Dump contains an anonymized set of all user-contributed content on the Stack Exchange network, a popular collection of websites centered around user-contributed questions and answers. It is one of the largest publicly available repositories of question-answer pairs, and covers a wide range of subjects—from programming, to gardening, to Buddhism. We included Stack Exchange in the hopes that it will improve the question answering capabilities of downstream models on diverse domains.

2.9 USPTO Backgrounds
USPTO Backgrounds is a dataset of background sections from patents granted by the United States Patent and Trademark Office, derived from its published bulk archives. A typical patent background lays out the general context of the invention, gives an overview of the technical field, and sets up the framing of the problem space. We included USPTO Backgrounds because it contains a large volume of technical writing on applied subjects, aimed at a non-technical audience.

2.10 Wikipedia (English)
Wikipedia is a standard source of high-quality text for language modeling. In addition to being a source of high quality, clean English text, it is also valuable as it is written in expository prose, and spans many domains.

2.11 PubMed Abstracts
PubMed Abstracts consists of the abstracts from 30 million publications in PubMed, the online repository for biomedical articles run by the National Library of Medicine. While the PMC (see Section 2.2) provides full-text access, the subset of coverage is significantly limited and biased towards recent publications. PubMed also incorporates MEDLINE, which expands the coverage of biomedical abstracts from 1946 to present day.
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4 [https://archive.org/details/stackexchange](https://archive.org/details/stackexchange)
5 [https://bulkdata.uspto.gov/](https://bulkdata.uspto.gov/)
2.12 Project Gutenberg

Project Gutenberg is a dataset of classic Western literature. The specific Project Gutenberg derived dataset we used, PG-19, consists of Project Gutenberg books from before 1919 (Rae et al., 2019), which represent distinct styles from the more modern Books3 and BookCorpus. Additionally, the PG-19 dataset is already being used for long-distance context modeling.

2.13 OpenSubtitles

The OpenSubtitles dataset is an English language dataset of subtitles from movies and television shows gathered by Tiedemann (2016). Subtitles provide an important source of natural dialog, as well as an understanding of fictional formats other than prose, which may prove useful for creative writing generation tasks such as screenwriting, speechwriting, and interactive storytelling.

2.14 DeepMind Mathematics

The DeepMind Mathematics dataset consists of a collection of mathematical problems from topics such as algebra, arithmetic, calculus, number theory, and probability, formatted as natural language prompts (Saxton et al., 2019). One major weakness of large language models has been performance on mathematical tasks (Brown et al., 2020), which may be due in part to a lack of math problems in the training set. By explicitly including a dataset of mathematical problems, we hope to improve the mathematical ability of language models trained on the Pile.

2.15 BookCorpus2

BookCorpus2 is an expanded version of the original BookCorpus (Zhu et al., 2015), a widely used language modeling corpus consisting of books written by “as of yet unpublished authors.” BookCorpus is therefore unlikely to have significant overlap with Project Gutenberg and Books3, which consist of published books. BookCorpus is also commonly used as dataset for training language models (Radford et al., 2018; Devlin et al., 2019; Liu et al., 2019).

2.16 Ubuntu IRC

The Ubuntu IRC dataset is derived from the publicly available chatlogs of all Ubuntu-related channels on the Freenode IRC chat server. Chatlog data provides an opportunity to model real-time human interactions, which feature a level of spontaneity not typically found in other modes of social media.

2.17 EuroParl

EuroParl (Koehn, 2005) is a multilingual parallel corpus originally introduced for machine translation but which has also seen use in several other fields of NLP (Groves and Way, 2006; Van Hateren, 2008; Ciobanu et al., 2017). We use the most current version at time of writing, which consists of the proceedings of the European Parliament in 21 European languages from 1996 until 2012.

2.18 YouTube Subtitles

The YouTube Subtitles dataset is a parallel corpus of text gathered from human generated closed-captions on YouTube. In addition to providing multilingual data, Youtube Subtitles is also a source of educational content, popular culture, and natural dialog.

2.19 PhilPapers

The PhilPapers dataset consists of open-access philosophy publications from an international database maintained by the Center for Digital Philosophy at the University of Western Ontario. We included PhilPapers because it spans a wide body of abstract, conceptual discourse, and its articles contain high quality academic writing.

2.20 NIH Grant Abstracts: ExPORTER

The NIH Grant abstracts provides a bulk-data repository for awarded applications through the ExPORTER service covering the fiscal years 1985-present. We included the dataset because it contains examples of high-quality scientific writing.

2.21 Hacker News

Hacker News is a link aggregator operated by Y Combinator, a startup incubator and investment fund. Users submit articles defined as “anything that gratifies one’s intellectual curiosity,” but submitted articles tend to focus on topics in computer science and entrepreneurship. Users can comment on submitted stories, resulting in comment trees discussing and critiquing submitted stories. We
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6https://irclogs.ubuntu.com/  
7https://philpapers.org/  
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scrape, parse, and include these comment trees since we believe they provide high quality dialogue and debate on niche topics.

2.22 Enron Emails

The Enron Emails dataset (Klimt and Yang, 2004) is a valuable corpus commonly used for research about the usage patterns of email. We included Enron Emails to aid in understanding the modality of email communications, which is typically not found in any of our other datasets.

3 Benchmarking Language Models with the Pile

While the Pile was conceived as a training dataset for large-scale language models, its coverage of multiple disparate domains makes it also suitable as an evaluation dataset. In this section, we describe how the Pile can be used as a broad-coverage dataset for benchmarking language models.

3.1 Benchmarking Guidelines

The Pile is provided as train, validation, and testing splits. The validation and testing components each contain 0.1% of the data, sampled uniformly at random. While this is a far smaller percentage than most datasets, the sheer size of the dataset results in over 1 GiB of validation and testing data each. We highlight that while we have made efforts to deduplicate documents within the Pile (See: Section D.2), it is still possible that some documents are duplicated across the train/validation/test splits.

Our preferred metric is bits per UTF-8 encoded byte (BPB). Bits per byte is preferred over bits per character or perplexity when using Pile as a metric due to its invariance to different tokenization schemes and the ambiguity of measuring characters in Unicode. To compute bits per byte from a given negative log likelihood loss $\ell$, we compute $\text{BPB} = \left(\frac{L_T}{L_B}\right) \log_2(e^\ell) = \left(\frac{L_T}{L_B}\right) \ell / \ln(2)$, where $L_T$ is the length of the dataset in tokens and $L_B$ is the length of the dataset in UTF-8 encoded bytes. We find that $L_T / L_B$ is 0.29335 GPT-2 tokens/byte across the Pile; dataset-specific values of $L_T / L_B$ can be found in Table 7.

3.2 Test Perplexity with GPT-2 and GPT-3

We compute the test perplexity of the constituent datasets of the Pile using GPT-2 (Radford et al., 2019) and GPT-3 (Brown et al., 2020), shown in Figure 2. We use all available versions of GPT-2, and all four versions of GPT-3 available via the OpenAI API. Because of the cost associated with using the OpenAI API, we evaluate on one-tenth of the respective test sets for most of the constituent datasets. We report the perplexity converted to bits per UTF-8 encoded byte (BPB). Importantly, we compute perplexity by evaluating each document independently within each dataset, as opposed to concatenating all documents as is common practice for computing perplexity on large corpora.

Full details of the perplexity computation can be found in Appendix E.2.

Unsurprisingly, larger language models generally attain lower perplexity compared to smaller models. Recent work has shown an increased focus on the empirical scaling laws of language models (Kaplan et al., 2020; Henighan et al., 2020). As such, we investigate the scaling law for the GPT-2 and GPT-3 families of models on perplexity evaluation on the Pile. The scaling law relation for the GPT-3 family of models is shown in Figure 2. The line of best fit shown in the figure has a coefficient of -0.1674 and an intercept of 2.5516.

Figure 2: Scaling law for performance of GPT-2/3 models. ‘Zero-shot’ refers to the fact that none of the models have been fine-tuned on data from the Pile.

Interestingly, while GPT-2 and GPT-3 were not trained on the Pile, there still appears to be a clear scaling law without diminishing returns. We hypothesize that this is due to the inherent generalization capability of these models. We leave a more
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10 While the sizes of GPT-3 models on the OpenAI API have not been publicized, we assume here that ada, babbage, curie and davinci models correspond to 2.7B, 6.7B, 13B and 175B parameter models respectively.
rigorous analysis of zero-shot scaling laws to future work.

3.3 Relative Componentwise GPT-3 Pile Performance

Determining which components GPT-3 underperforms on provides information about which Pile components are most dissimilar to the distribution of text (web pages and books) that GPT-3 was trained on. These components would thus make especially good candidates for supplementing GPT-3 training data. These results are also valuable for determining which types of datasets to emphasize for future iterations of the Pile.

Due to the difference in entropy of different datasets, directly comparing perplexity of GPT-3 on different Pile components is not an accurate indication of relative performance. Ideally we would train a GPT-3 model from scratch on the Pile and compare the difference in loss per dataset with that of the original GPT-3. Because of resource constraints, we instead use a GPT-2 model trained from scratch on the Pile (see Section 4) to construct a proxy measure. To construct our proxy, we first measure the improvement from the GPT-2-Pile model to GPT-3 on each component. Then, we normalize our results by setting the change on OpenWebText2 to be zero. This computation is shown in the equation below:

$$
\Delta_{\text{set}} = \left( \frac{L_{\text{set}}^{\text{GPT3}} - L_{\text{owt2}}^{\text{GPT3}}}{L_{\text{set}}^{\text{GPT2Pile}} - L_{\text{owt2}}^{\text{GPT2Pile}}} \right)
$$

Since GPT2-Pile was trained on both OWT2 and the dataset we are evaluating, we expect the second term in $\Delta_{\text{set}}$ to reflect the difference in the intrinsic difficulty of the two datasets. Thus the total value of $\Delta_{\text{set}}$ reflects how much harder the dataset we are evaluating was for GPT-3 than OWT2, minus the relative difficulty of the two tasks. As GPT-3 was trained on data very similar to OWT2, this gives us a proxy for how much better GPT-3 would do if it were trained on the Pile.

The results are shown in Figure 3. As a sanity check, we observe that datasets that are contained in, or are extremely similar to, GPT-3’s training set (Books3, Wikipedia (en), Pile-CC and Project Gutenberg) score close to zero on our metric.

GPT-3 appears to perform poorly on datasets pertaining to research or academic writing like PubMed Central, PubMed Abstracts, and ArXiv; domain-specific datasets like FreeLaw, HackerNews, and USPTO Backgrounds; and on datasets containing predominantly text distinct from natural language, like GitHub and DM Mathematics. In addition, the majority of datasets see less of an improvement than OpenWebText2. As such, we expect a GPT-3 sized model trained on Pile to perform significantly better on research related tasks, software tasks, and symbol manipulation tasks than the base model. Additionally, this experiment provides evidence that the majority of Pile components are not redundant with the predominantly web-based GPT-3 training data.

We note that this metric is only a proxy for similarity, and that it could be confounded by dataset specific scaling effects. Although our results largely accord with expectations, there are some puzzling results, like the datasets on which GPT-3 outperformed GPT-2 Pile. We hypothesize that GPT-3 learns to be so good at these datasets that training on them explicitly does not notably benefit the model’s performance. We leave a more rigorous analysis of these effects for future work.

4 Evaluation

To confirm the effectiveness of the Pile for improving language modeling quality, we train architecturally-identical 1.3 billion parameter models based on those in Brown et al. (2020) on different datasets and evaluate on the WikiText and LAMBADA tasks as benchmarks of language modeling ability. We also report results on the Pile as a measure of more cross-domain generalization.

4.1 Methodology

To ensure a fair comparison across datasets of different sizes, we decontaminate any instances of the evaluation sets using the same 13-gram overlap filtering as in Brown et al. (2020) and downsample to 40GB to control for dataset size. As we control for dataset size, we emphasize that our evaluation is generous to CC-100 (en), which is about 1/3 the size of the Pile in reality.

We compare the following datasets: the Pile, the En-
Table 2: Test perplexity of the Pile using GPT-2 and GPT-3, converted to bits per UTF-8 encoded byte (BPP). Evaluation is performed on one-tenth of the test data of the Pile, on a per-document basis. Bold indicates the best-performing model in each row.

| Component                  | GPT-2            | GPT-3            |
|----------------------------|------------------|------------------|
|                            | small | medium | large  | xl    | ada   | babbage | curie  | davinci |
| Pile-CC                    | 1.0878 | 0.9992 | 0.9582 | 0.9355 | 0.9212 | 0.8483  | 0.7849 | 0.7070  |
| PubMed Central             | 1.0759 | 0.9788 | 0.9334 | 0.9044 | 0.8633 | 0.7792  | 0.7150 | 0.6544  |
| Books3                     | 1.1959 | 1.1063 | 1.0588 | 1.0287 | 0.9778 | 0.9005  | 0.8284 | 0.7052  |
| OpenWebText2               | 1.1111 | 1.0073 | 0.9539 | 0.9171 | 0.8727 | 0.7921  | 0.7199 | 0.6242  |
| ArXiv                      | 1.3548 | 1.2305 | 1.1778 | 1.1381 | 1.0304 | 0.9259  | 0.8453 | 0.7702  |
| Github                     | 1.7912 | 1.3180 | 1.7909 | 1.6486 | 0.8761 | 0.7335  | 0.6415 | 0.5635  |
| FreeLaw                    | 1.0512 | 0.9321 | 0.9017 | 0.8747 | 0.8227 | 0.7381  | 0.6667 | 0.6006  |
| Stack Exchange             | 1.2981 | 1.1075 | 1.0806 | 1.0504 | 1.0096 | 0.8839  | 0.7321 | 0.7321  |
| USPTO Backgrounds          | 0.8288 | 0.7564 | 0.7202 | 0.6969 | 0.6799 | 0.6230  | 0.5752 | 0.5280  |
| PubMed Abstracts           | 0.9524 | 0.8579 | 0.8108 | 0.7810 | 0.8130 | 0.7381  | 0.6773 | 0.6006  |
| Gutenberg (PG-19)          | 1.2655 | 1.1140 | 1.0820 | 1.0829 | 0.9776 | 0.8749  | 0.7930 | 0.7115  |
| OpenSubtitles              | 1.2465 | 1.1657 | 1.1324 | 1.1129 | 1.1116 | 1.0488  | 0.9875 | 0.9130  |
| Wikipedia (en)             | 1.1285 | 1.0213 | 0.9795 | 0.9655 | 0.8757 | 0.7863  | 0.7047 | 0.5953  |
| DM Mathematics             | 2.6911 | 2.5448 | 2.4833 | 2.4377 | 2.3249 | 2.2015  | 2.1067 | 2.0228  |
| Ubuntu IRC                 | 1.8466 | 1.7187 | 1.6427 | 1.6024 | 1.3139 | 1.1968  | 1.0995 | 0.9915  |
| BookCorpus2                | 1.1295 | 1.0498 | 1.0061 | 0.9783 | 0.9754 | 0.9041  | 0.8435 | 0.7788  |
| EuroParl                   | 2.3177 | 2.0204 | 1.8770 | 1.7650 | 1.0475 | 0.9363  | 0.8415 | 0.7519  |
| HackerNews                 | 1.4433 | 1.2794 | 1.3143 | 1.3361 | 1.1736 | 1.0875  | 1.0175 | 0.9457  |
| YoutubeSubtitles           | 2.0387 | 1.8412 | 1.7355 | 1.6694 | 1.3407 | 1.1876  | 1.0639 | 0.9469  |
| PhilPapers                 | 1.3203 | 1.2163 | 1.1688 | 1.1327 | 1.0362 | 0.9530  | 0.8802 | 0.8059  |
| NIH ExPorter               | 0.9099 | 0.8323 | 0.7946 | 0.7694 | 0.7974 | 0.7326  | 0.6784 | 0.6239  |
| Enron Emails               | 1.5888 | 1.4119 | 1.4535 | 1.4222 | 1.2634 | 1.1685  | 1.0990 | 1.0201  |
| The Pile                   | 1.2253 | 1.0928 | 1.0828 | 1.0468 | 0.9631 | 0.8718  | 0.7980 | 0.7177  |

The English component of the CC-100 dataset\textsuperscript{11} (Wenzek et al., 2019; Conneau et al., 2020), and a sample of raw CC WET files filtered for English-only.

4.2 Results

On traditional language modeling benchmarks, the Pile improves significantly on WikiText and shows negligible changes in LAMBADA. However, models trained on Pile improve significantly over both Raw CC and CC-100 on all components of the Pile, as shown in Table 4. This indicates that models trained on the Pile have greater cross-domain generalization capabilities without compromising performance on traditional benchmarks.

The magnitude of improvement over CC-100 per set is shown in Figure 4. Unsurprisingly, there is almost no improvement on Pile-CC. However, the model trained on the Pile performs significantly better than either of the other models on academic datasets such as ArXiv, Pubmed Central, FreeLaw, and PhilPapers. It also improves significantly on programming-related datasets like Github and StackExchange, on EuroParl, due to the lack of multilingual text in either other dataset, and on DM Mathematics, indicating a significant improvement in mathematical ability.

Surprisingly, raw Common Crawl performs better on the Pile BPP than CC-100, despite losing by a significant margin on LAMBADA and WikiText. We hypothesize that this is due to the perplexity based filtering used in CC-100, where a language model is trained on Wikipedia and all data with a perplexity too high or too low is discarded. This effectively discards any data too similar to or too different from Wikipedia, which severely limits the diversity of the collected data. This result suggests that future work using Common Crawl should take caution with filtering to preserve its diversity.

5 Structural Statistics

In this section, we cover the Structural Statistics of the dataset, which provide more coarse-grained and statistical information about the Pile. In Sec-

\textsuperscript{11}The data was obtained from http://data.statmt.org/cc-100/.
Figure 3: Change in B PB from GPT-2 trained on Pile to GPT-3 zero-shot, relative to OpenWebText2 B PB change. Dotted line indicates overall Pile change. Lower indicates better relative performance by GPT-3.

| Dataset   | Size (GB) | Pile (val) (B PB) | Pile (test) (B PB) | WikiText (PPL) | LAMBADA (PPL) | LAMBADA (ACC) |
|-----------|-----------|-------------------|--------------------|----------------|---------------|---------------|
| The Pile  | 825       | **0.9281**        | **0.9433**         | 5.59           | 12.78         | **50.1**      |
| CC-100 (en)| 300       | 1.3143            | 1.3293             | 8.27           | **11.78**     | 49.7          |
| Raw CC    | 45927†    | 1.1180            | 1.1275             | 11.75          | 19.84         | 43.8          |

Table 3: Size-controlled evaluation results. Each dataset is deduplicated against all evaluation metrics and subsampled to approximately 40GB to control for the effects of dataset size. For LAMBADA, we use the variant of the data introduced in Radford et al. (2019) and only evaluate the perplexity on the final token rather than the final word. For WikiText, we report the perplexity per GPT-2 token. † indicates that the size is an estimate.

5.1 Document Lengths and Tokenization

Each dataset consists of a large number of documents. We analyze the distribution of document lengths, as well as the number of bytes-per-token using the GPT-2 tokenizer in order to put our ablations in context.

While the majority of documents in the Pile are short, there is a long tail of very long documents (Figure 5).

Since the GPT-2 BPE tokenizer is trained on WebText, the mean bytes per token is also a very rough indicator of how syntactically different each Pile component is from WebText. For instance, datasets like NIH ExPorter, OpenWebText2 and Books3 consist largely of ordinary text in a similar distribution to WebText, which is reflected in a greater number of bytes per token. On the other hand, many of the sets with the lowest bytes per token are those which consist in large part of non-text content (Github, ArXiv, Stack Exchange, and DM Mathematics) or languages other than English (EuroParl).

5.2 Language and Dialects

While only 13% of the world’s population speaks English, the vast majority of NLP research is done on English. For the Pile, we took a similar approach to the dataset used by Brown et al. (2020) and focused predominantly on English, while also not explicitly filtering out other languages when collecting our own data. When evaluating a multilingual dataset, our main criteria for inclusion was whether the English component of the dataset merited inclusion alone. We plan to create a fully multi-
Figure 4: Magnitude of BPB improvement of Pile model over CC-100 model on each test set.

Table 4: Breakdown of BPB on Pile heldout test set. Columns indicate the dataset each model is trained on; rows indicate the evaluation dataset. **Bold** indicates the best performing model in each row.

| Dataset                | The Pile | CC-100 (en) | Raw CC (en) |
|------------------------|----------|-------------|-------------|
| Pile-CC                | 0.9989   | 1.0873      | 1.0287      |
| PubMed Central         | 0.6332   | 1.1311      | 0.9120      |
| Books3                 | 1.0734   | 1.2264      | 1.1366      |
| OpenWebText2           | 0.9938   | 1.2222      | 1.0732      |
| ArXiv                  | 0.7945   | 1.8159      | 1.2642      |
| Github                 | 0.8597   | 1.6509      | 0.9301      |
| FreeLaw                | 0.6978   | 1.0221      | 0.9468      |
| Stack Exchange         | 0.8152   | 1.5414      | 1.1292      |
| USPTO Backgrounds      | 0.6731   | 0.8772      | 0.8455      |
| PubMed Abstracts       | 0.7313   | 1.0193      | 0.9718      |
| Gutenberg (PG-19)      | 1.1426   | 1.2780      | 1.2235      |
| OpenSubtitles          | 1.0909   | 1.1827      | 1.2139      |
| Wikipedia (en)         | 0.8961   | 1.1807      | 1.0252      |
| DM Mathematics         | 1.5206   | 3.1774      | 2.6229      |
| Ubuntu IRC             | 1.4085   | 2.1243      | 1.5691      |
| BookCorpus2            | 1.0613   | 1.1346      | 1.0914      |
| EuroParl               | 1.1202   | 2.7141      | 1.4917      |
| HackerNews             | 1.0968   | 1.4352      | 1.2305      |
| YoutubeSubtitles       | 1.4269   | 2.3287      | 1.5607      |
| PhilPapers             | 1.1256   | 1.4269      | 1.2090      |
| NIH Ex Porter          | 0.7347   | 0.9713      | 0.9225      |
| Enron Emails           | 0.8301   | 1.3300      | 1.0483      |

Table 5: Distribution of document lengths in Pile. The highest 1 percentile of document length are considered to be outliers and excluded from this plot.

6 Investigating and Documenting the Datasets

As the scale of machine learning research has grown, scrutiny has been placed on the ever larger datasets that models are trained on (Prabhu and Birhane, 2020; Biderman and Scheirer, 2020)

While this issue has been raised within AI ethics and bias research (Hovy and Spruit, 2016; Hutchinson et al., 2020; Blodgett et al., 2020), it has not been a focal point of concern within the language modeling community. Despite the proliferation of work exploring and documenting issues with datasets (Gebru et al., 2018; Bender and Friedman,
2018; Jo and Gebru, 2020), no dataset intended to train massive language models has been seriously documented by its creators. Therefore, our analyses serve two goals: to address ethical concerns about the Pile, and to promote and normalize the practice of engaging with the AI ethics literature.

Natural language processing technologies are widely applicable and can be used in extremely different contexts. What is and is not appropriate data to train on can therefore vary wildly with the application context. In our view, the best approach is to document rather than eliminate potentially concerning aspects of datasets, particularly since the purpose of the Pile is to train general-purpose language models. The primary goal of our documentation, therefore, is to empower NLP researchers to make informed decisions.

6.1 Documenting Methods
To document the Pile, we chose to implement two frameworks that have been proposed by methodologists and ethics researchers. The first, the datasheets methodology (Gebru et al., 2018), is a general purpose methodology that is recommended by several methodologists (Raji and Yang, 2019; Biderman and Scheirer, 2020) and appears to be used more frequently by practitioners than alternatives (Seck et al., 2018; Costa-jussà et al., 2020; Thieme et al., 2020). The second, the data statements methodology (Bender and Friedman, 2018), was proposed specifically for natural language processing and has been well received by the NLP community. Our datasheet and data statement will be featured in the GitHub repository where the code for the Pile is stored and will also be available as separate documents on arXiv (Biderman et al., 2021; Biderman, 2021).

In addition to the datasheet and data statement, there is additional information that may be helpful to people training language models that these documents do not cover. In the rest of this section we investigate and document in greater detail some of this additional contextual information.

6.2 Topical Distribution
In order to better understand the specific subject matter covered by the Pile, we performed a topic modeling analysis on its components. Using Gensim (Rehurek et al., 2011), we trained 16-topic Latent Dirichlet Allocation (Blei et al., 2003) models on each component of the validation set of the Pile concurrently, in an online fashion (Hoffman et al., 2010). We filtered the Pile for English only for this analysis. Afterwards, we computed the perplexity of the Common Crawl-derived (Pile-CC) topic model on the document sets of the other components. In this way, we provide a rough measure of the degree to which parts of the Pile contain topics not well covered within Common Crawl.

In Figure 7, these cross-component perplexities are shown, with a vertical line indicating the perplexity of the Pile-CC topic model evaluated on the documents of OpenWebText2. This component was chosen as a baseline of comparison for similar reasons as in the previous evaluation: it is derived in a similar manner (filtered crawls of the open web) as the Common Crawl, and thus is expected to contain a similar distribution of topics. Although Pile-CC is somewhat diverse in its content, several of the Pile’s other components deviate from it strongly in their topical focus, as evidenced by higher perplexity on Github, PhilPapers, and EuroParl.

We also documented the topical clusters inferred from our LDA models for each component, which we provide in Appendix C. As expected, though the larger CC-derived component itself represents a diversity of content—including politics, education,
sports and entertainment—the content clusters it misses become apparent when compared qualitatively to other components of the Pile. Notably, the data modes covering programming, logic, physics, and legal knowledge appear largely absent.

6.3 Pejorative Content

Due to the wide diversity in origins, it is possible for the Pile to contain pejorative, sexually explicit, or otherwise objectionable content. As this content may not be desirable for some use cases, we break down profanity on a per-dataset level.

We used the profanity-checker Python package (Zhou, 2019). This package includes a “toxicity model” trained on multiple profanity lists as well as the Wikidetox Toxic Comment Dataset (Wulczyn et al., 2016) and classifies a given string as being profane or not profane.

We considered only the English sentences in each dataset using the same language classifier from Section 3.7. We did this since profanity-checker is built for English and other languages may improperly impact the results. For instance, the German nominative/accusative feminine/plural definite article “die” is flagged as being profane regardless of context. We split each sentence into words and computed the percentage of words that are flagged as profane for each component of the Pile. We emphasize that this methodology is only a proxy for profanity, given the complexity of determining whether a given word or phrase is profane in context.

As shown in Figure 8, the Pile as a whole appears less profane than Pile-CC. Further, the majority of Pile components appear less profane than Pile-CC as well.

We also broke each dataset down on a sentence level, to allow profanity-checker to check entire sentences. Splitting datasets by sentence allows for additional context to be considered when determining whether content is pejorative. Our results are shown in Figure 12.

6.4 Bias and Sentiment Co-occurrence

As language models may pick up unexpected biases from the training data, we performed a preliminary analysis of the different components that make up the Pile. Because models with different characteristics may be trained on the Pile, we aimed to document the biases of the data and not a specific model. We primarily focus on co-occurrence tests, where we analyzed what words occur in the same sentence as other specific words. Using this information, we can estimate what words strongly bias towards a category word, as well as calculate the general sentiment of surrounding words.

We focused our analysis on gender, religion, and race. Our goal is to provide users of this dataset with preliminary guidance on how the different components are biased so that they can make decisions on which components to train on.

All tables and figures in this section can be found in the Appendix.

6.4.1 Gender

We computed gender associations by computing co-occurrences for binary pronouns. For each word, we computed the difference in the rate it co-occurs with “he” and “she” and weighed it by the square root of its frequency. We report the top 15 most biased adjectives or adverbs (Loper and Bird, 2002) for each in Table 10. We see that words like “military”, “criminal”, and “offensive” strongly bias towards men, while “little”, “married”, “sexual”, and “happy” bias towards women.

In addition, we computed the average sentiment (Baccianella et al., 2010) of words co-occurring with the gendered pronouns across each dataset in Figure 13. Generally, we find no significant sentiment bias towards men or women. This, of course, does not mean that the dataset is free of gender bias (as our co-occurrence tests show).

6.4.2 Religion

We computed a similar co-occurrence analysis for religion, which can be found in Table 11. Like gender, we find that these co-occurrences reflect how these terms are used in pockets of online discourse. For example, “radical” co-occurs with “muslim” at a high rate, while “rational” often co-occurs with “atheist”. This analysis also demonstrates some of the limitations of a purely co-occurrence based analysis. For example, “religious” often co-occurs with “atheist”, which likely reflects the type of conversations in which the word “atheist” is likely to occur as opposed to a descriptor of “atheist”.14

14We chose to only study male and female pronouns as a simplifying assumption. Studying “they” would require us to isolate its usage as a singular noun.
In addition, we computed the average sentiment of co-occurrences across each of the constituent datasets in Figure 14. Over the entire dataset, we find that “Buddhist” has the highest sentiment, followed by “Hindu”, “Christian”, “Atheist”, and “Muslim”. Notably, “Jew” is the lowest, perhaps reflecting its historical use as a pejorative.

### 6.4.3 Race

Finally, we ran the same analysis for racial groups. Here, as identifiers like “black” or “white” often do not indicate race, we instead compute co-occurrences with phrases like “black man” or “white woman”.

We show the top 15 most biased words for each demographic in Table 12. Once again, we found that the co-occurrences reflect the context in which these terms are used. For example, the 4 most biased words for “black” are “unarmed”, “civil”, “criminal”, and “scary”.

Similar to above, we compute the average sentiment of co-occurring words. We report the average sentiment numbers in Table 13. We find that “hispanic/latino” narrowly edges out “asian” for the highest sentiment, followed by “white”. On the other hand, “black” had the lowest sentiment, at -0.15.

We note that for all demographics, the average sentiment is negative. We hypothesize that this is due to the specific context for which the phrases we use to compute co-occurrences appear. For example, it is often quite common for news articles to describe suspects as an “asian man”.

### 6.5 Author Consent and Public Data

Another issue with the use of texts in natural language processing research is consent. Although one is typically not legally obligated to receive the permission of an author to train a NLP algorithm on their work, many consider doing so a moral obligation.

Laws vary by country. For a discussion of US law, see Section 7.1
gation or a good measure to guard against misuse (Obar, 2020; Prabhu and Birhane, 2020). On the other hand, there is significant disagreement surrounding the ethics of repurposing data protected by terms of service in research contexts (Vitak et al., 2016; Fiesler et al., 2020), particularly given the power asymmetries inherent in digital platforms, which often close off independent researchers from investigating public data while simultaneously compelling users to consent to its private use (Halavais, 2019).

While much of the Pile’s data comes from sources that have expressly consented to its wider dissemination and use in research, researchers often fail to clearly document where their data came from and under what terms its use was consented to. In light of this, we felt it appropriate to release the Pile with transparency around how the authors of its data have indicated that that data can be used.

To provide needed nuance to our discussion of consent, we identified three tiers of availability for public use. Public data is data which is freely and readily available on the internet. This primarily excludes data which is pay-walled (regardless of how easy that paywall is to bypass) and data which cannot be easily obtained but can be obtained, e.g. through a torrent or on the dark web. Terms of Service (ToS) compliant data is data which is obtained and used in a fashion that is known to be consistent with the terms of service of the data host. Data with authorial consent is data for which the original authors of the work consented to the use of their data, or where a reasonable person could not assume that their data would not be used for purposes such as research. ToS compliant data and authorial consented data differ in two main ways: It is important to keep in mind that people typically do not read Terms of Service, and additionally that being ToS-compliant does not entail authorial consent. We adopted a strict model of consent, where ambiguous or unknown consent is treated as non-consensual.

Table 5 summarizes our understanding of the status of each of the datasets within the Pile. Datasets marked with a ✓ are compliant in the relevant respects, though a couple datasets are worth remarking on in particular. Book3 and OpenSubtitles are being used in a fashion that is consistent with the terms of service of the data host. However, this is somewhat misleading in that the data host is not authorized to post the data online by the parties that own it. The Enron Emails dataset was not collected with the permission of the authors, but was collected by the U.S. government as part of a criminal investigation. While the people whose emails are in the Enron dataset are aware of this fact, they were not given the ability to consent to its inclusion in any way.

There are five datasets included in the Pile that were not collected and distributed in a ToS compliant fashion and for which the authors had no ability to consent to their data being used. Each of these datasets are widely used, both in the NLP literature and the world at large. With the exception of the YouTube Subtitles dataset, each of these datasets were published by researchers and are passed around freely on the internet. The YouTube Subtitles dataset was created by us for this project, using a very popular unofficial API that is both widely used and easily obtainable on Pip, Conda, and GitHub, among other places. Given the processing applied and the difficulty of identifying particular files in the Pile, we feel that our use of these datasets does not constitute significantly increased harm beyond that which has already been done by the widespread publication of these datasets.

7 Implications and Broader Impacts

The Pile represents yet another stepping stone along the path of scaling models and datasets to ever larger sizes and capabilities. There are many serious concerns about how the emergence of progressively stronger AI systems will influence the wider world (Brundage et al., 2018; Amodei et al., 2016; Bostrom and Yudkowsky, 2014; Bostrom, 2014; Critch and Krueger, 2020), and we believe that they merit serious thought. In this section we discuss the legal ramifications of the Pile, and then consider the impact of the Pile to AI alignment from two angles: accelerating AI timelines and the dangers posed by unaligned language models.

7.1 Legality of Content

While the machine learning community has begun to discuss the issue of the legality of training models on copyright data, there is little acknowledgment of the fact that the processing and distribution of data owned by others may also be a violation of copyright law. As a step in that direc-
Table 5: Types of consent for each dataset

| Component         | Public | ToS | Author |
|-------------------|--------|-----|--------|
| Pile-CC           | ✓      | ✓   | ✓      |
| PMC               | ✓      | ✓   | ✓      |
| Books3            | ✓      |     |        |
| OWT2              | ✓      |     |        |
| ArXiv             | ✓      | ✓   | ✓      |
| Github            | ✓      |     |        |
| FreeLaw           | ✓      | ✓   | ✓      |
| Stack Exchange    | ✓      | ✓   | ✓      |
| USPTO             | ✓      | ✓   | ✓      |
| PubMed            | ✓      | ✓   | ✓      |
| PG-19             | ✓      | ✓   |        |
| OpenSubtitles     | ✓      |     |        |
| Wikipedia         | ✓      | ✓   | ✓      |
| DM Math           | ✓      | ✓   |        |
| Ubuntu IRC        | ✓      | ✓   | ✓      |
| BookCorpus2       | ✓      |     |        |
| EuroParl          | ✓      | ✓   |        |
| HackerNews        | ✓      | ✓   |        |
| YTSubtitles       | ✓      | ✓   |        |
| PhilPapers        | ✓      | ✓   | ✓      |
| NIH               | ✓      | ✓   | ✓      |
| Enron Emails      | ✓      | ✓   |        |

under pre (1984) (and affirmed in subsequent rulings such as aff (2013); Google (2015)), non-commercial, not-for-profit use of copyright media is preemptively fair use. Additionally, our use is transformative, in the sense that the original form of the data is ineffective for our purposes and our form of the data is ineffective for the purposes of the original documents. Although we use the full text of copyright works, this is not necessarily disqualifying when the full work is necessary (ful, 2003). In our case, the long-term dependencies in natural language require that the full text be used in order to produce the best results (Dai et al., 2019; Rae et al., 2019; Henighan et al., 2020; Liu et al., 2018).

Copyright law varies by country, and there may be additional restrictions on some of these works in particular jurisdictions. To enable easier compliance with local laws, the Pile reproduction code is available and can be used to exclude certain components of the Pile which are inappropriate for the user. Unfortunately, we do not have the metadata necessary to determine exactly which texts are copyrighted, and so this can only be undertaken at the component level. Thus, this should be be taken to be a heuristic rather than a precise determination.

7.2 Acceleration of AI Timelines

There is serious concern that AI systems may soon be meaningfully more capable than humans in all relevant economic tasks (Grace et al., 2018; Yudkowsky, 2013). Relatedly, there are serious unresolved questions surrounding how to properly align such powerful AI systems with human interests (Bostrom and Yudkowsky, 2014; Russell, 2019; Bostrom, 2014; Amodei et al., 2016) and generally avoid morally catastrophic outcomes (Sotala and Gloor, 2017; Shulman and Bostrom, 2020). As such, it has been argued that accelerating the development of such powerful AI systems may be undesirable before these concerns have been more adequately addressed (Bostrom, 2014).

There are several pragmatic responses to this view:

1. Due to human competition, curiosity, and cultural diversity, halting technological development is incredibly difficult, if not impossible. (Russell, 2019) (Critch and Krueger, 2020)

2. AI development is experimental in nature: The alignment problem can only be solved through development, testing and (hopefully non-existent) failure.

3. High powered language models, along with their more general successors, must be capable of viewing morally problematic content without adopting it in their output. We elaborate on this in the following section.

With this in mind, we accept the reality that the Pile could potentially accelerate AI timelines. However, we hope our efforts to establish best practices, such as thoroughly documenting the contents of our data, will help encourage diligence for downstream researchers on alignment problems.

---

16 This discussion does not, and is not intended to, constitute legal advice; rather, it is a general discussion of law. Only your attorney can provide assurances that the information contained herein is applicable or appropriate to a particular situation. If in doubt, it is always advisable to speak to an intellectual property attorney.
7.3 Negative LM Output

There has been much discussion about the possible negative effects of powerful language models in the world (Brown et al., 2020; Brundage et al., 2018). Some of these possible problems, such as the ability to mass produce low quality content for the purpose of Search Engine Optimization, are inherent problems to the way online content is distributed, and cannot be stopped by those developing language models alone. Directly solving these problems would require sweeping changes to the architecture of the Internet, such as vastly expanded Public Key Infrastructure and distributed authentication of identity (Ferguson and Schneier, 2003).

Another concern is that training such models on huge datasets will almost inevitably require them to have undesirable content in their training sets, such as that promoting hateful stereotypes (Christian, 2020). Having models output undesirable content is, by definition, undesirable, but we believe that attacking this problem from the training set side is unproductive and ultimately leads us away from optimal solutions. If a person reads a racist piece of content, they do not then immediately adopt its racist views—they may be capable of doing so, but can decide not to. This capacity to understand undesirable content and then decide to ignore it is an essential future research direction. Not only would this allow models to use “dirtier” data with less concern, but also to use their gained knowledge to better understand what not to do. We recognize that, despite recent progress in human-guided learning (Stiennon et al., 2020), the technology is not yet at this stage, and have thus made a number of editorial decisions as described in this paper. However, this approach seems essential to the future of these models and AI more broadly, and more research is needed.

8 Related Work

Self-supervised training of natural language processing models on large, unlabeled text corpora, has seen widespread adoption in the field. Word representation models such as GloVe (Pennington et al., 2014) and word2vec (Mikolov et al., 2013) were trained on datasets such as Wikipedia, Gigaword (Graff et al., 2003), or a non-public Google News corpus. More recently, language models (Radford et al., 2018, 2019; Brown et al., 2020; Rosset, 2019; Shoeybi et al., 2019) and masked language models (Devlin et al., 2019; Liu et al., 2019; Raffel et al., 2019) have been trained on datasets such as Wikipedia, BookCorpus (Zhu et al., 2015), RealNews (Zellers et al., 2019), CC-Stories (Trinh and Le, 2018), and other Internet scrape-derived datasets discussed below. Other datasets such as WikiText (Stephen et al., 2016) have also been used in similar self-supervised training.

As data requirements for language modeling have grown, the field has turned towards Internet scrapes for large-scale datasets (Gokaslan and Cohen, 2019), with Common Crawl being particularly prevalent. Works such as Brown et al. (2020); Wenzek et al. (2019); Suárez et al. (2019b); Raffel et al. (2019) have relied on Common Crawl to build training datasets for large-scale models. However, these works often highlight the difficulty of cleaning and filtering the Common Crawl data, and often highlight the resulting data quality as a determining factor of model capability.

It has also been increasingly common practice to combine multiple datasets when training language models. For instance, GPT (Radford et al., 2018) was trained on Wikipedia and BookCorpus, whereas GPT-3 (Brown et al., 2020) was trained on Wikipedia, two fiction datasets, and two web-scraped datasets. The Pile continues the trend of combining large-scale web-scrapes with smaller, higher-quality datasets that capture knowledge we believe would be most beneficial to training language models.

The two most comparable publicly available datasets to the Pile are CC-100 (Wenzek et al., 2019) and C4/mC4 (Raffel et al., 2019). C4 is comparably-sized to the Pile, while mC4 and CC-100 are larger, multilingual datasets. However, C4/mC4 require immense computational resources to pre-process the data, with its maintainers even recommending the use of a distributed cloud service,

setting a high bar of entry to using these datasets. CC-100 is directly downloadable and pre-cleaned; however, its English portion is much smaller than the Pile. Importantly, these three datasets are all derived entirely from Common Crawl—as discussed above, the current best practice in training large-scale language models involve using both large web scrapes and more targeted, higher-quality datasets,
which the Pile directly addresses.
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A Contributions

All authors contributed to the design of the research project and the writing of the paper. Additionally, authors contributed as follows:

Leo Gao led the project, implemented the main Pile codebase, contributed to the model training code, performed the evaluations and the language analysis, interpreted the perplexity analysis results, implemented the processing to create the final data, and processed Pile-CC, PubMed Central, ArXiv, and Ubuntu IRC.

Stella Biderman led the data analysis, the broader impact analysis, and the data documentation, and coordinated the project. She also wrote the analysis of structural statistics, authorial consent, and copyright law.

Sid Black implemented the model training and evaluation code and processed YouTube Subtitles, Stack Exchange, and GitHub.

Laurence Golding implemented deduplication, performed the n-gram analysis, and processed OpenWebText2.

Travis Hoppe processed FreeLaw, Pubmed Abstracts, ExPorter, and PhilPapers.

Charles Foster performed the topic modeling analysis, contributed to the discussion of authorial consent, and processed USPTO Backgrounds.

Jason Phang implemented and performed the GPT-2/3 perplexity analysis and advised the project.

Horace He performed the bias and sentiment analysis.

Anish Thite implemented and performed the profanity analysis and processed Hacker News.

Noa Nabeshima processed GitHub.

Shawn Presser processed BookCorpus2.

Connor Leahy wrote the alignment implication analysis and the model training code.

B Excluded Datasets

In the course of building the Pile, we considered including and ultimately decided to not use several datasets. We excluded several datasets on the grounds that they were too small to be worth spending time on or because the English component of the data did not merit inclusion on its own. However we also decided to exclude several data sets for other reasons, which we document here for transparency:

1. **US Congressional Record.** The official record of the United States Congress (1800 – today) records important points of debate at the highest levels of American government. It reflects the opinions and biases of the political class over the past 200 years, including segregationism and xenophobia. In particular, we found a large quantity of extremely racist content that we did not feel appropriate for a dataset intended for general-purpose language modeling.

2. **Fanfiction.** Hundreds of GiB of fanfiction has been written and put online, primarily on the websites www.fanfiction.net and www.https://archiveofourown.org/. This represents a significant untapped resource for language modeling as it is almost exclusively short-form fiction, a writing style that is not represented in most language modeling datasets. We ultimately decided to exclude fanfiction on logistical grounds: we found other sources of data that were easier to obtain.

3. **Literotica.** Literotica is a website where users can upload short-form erotic fiction. We had originally planned on including it in the Pile and even went as far as scraping and processing it. However we decided to not include it for several reasons. Firstly, once we decided to exclude fanfiction, Literotica represented our sole source of short-form fiction, which would likely lead to undesirable biases in the trained model. Secondly, Literotica would require significantly more investigation, assessment, and care than we spent on the other datasets. Thirdly, Literotica contains a significant amount of stereotyping, including racial fetishes. While Literotica is likely usable for some tasks, we are not comfortable including it in the Pile.

C Dataset Details

This section contains additional information about each dataset listed in Section 2, including how it was obtained, how it was processed, and any other details relevant for replication. The intent of this section is to provide as much detail as possible, so that Pile can be replicated in the future if necessary, and so that any future processing of these
and similar datasets can use or improve on our methods. As such, all code created for processing has been made publicly available under permissive open source licenses and is referenced in footnotes where applicable.

C.1 Pile-CC
We extract Common Crawl using jusText (Endrédy and Novák, 2013). Our filtering implementation uses a classifier trained against the OpenWebText2 dataset. We process only a small fraction of the available Common Crawl data; we break the list of urls to individual WARC files from 2013 to 2020 into 3679 chunks and process 22 random chunks.

C.1.1 WARC vs WET
CommonCrawl data is available in two main formats: Web ARChive (WARC) files, which contain a full record of the crawl as well as the raw HTML of the webpage, and WET files, which contain pre-extracted versions of the contents of the WARC files. The WET files have poor quality, often containing large amounts of boilerplate text like menus and page footers, but due to the lower bandwidth and computation requirements necessary to use WET files, prior work based on CC have mainly focused on using WET files while applying cleaning such as document level filtering (Brown et al., 2020; Wenzek et al., 2019), or n-sentence level deduplication with very aggressive heuristics (Raffel et al., 2019).

We do not believe that document level filtering is sufficient for WET files because many of the issues with WET files stem from intra-document boilerplate. We also find many of the heuristics used in Raffel et al. (2019), such as the removal of all lines without terminal punctuation, the word "javascript", and 3-sentence deduplication to be too aggressive.

C.1.2 Extraction
In addition to jusText, we also considered Trafficlatura, Newspaper, Goose3, and DragNet. While we were originally intending on creating an extraction benchmark, this proved infeasible given our available resources, and we chose jusText based on visual inspection of the output. In inspection, we noticed that jusText has the characteristic that it discards more data than many other extractors, which is not a major drawback given the large volume of CC data available. This was as expected, given jusText’s intended application for text corpora creation. In contrast, trafficlatura is, for instance, better at preserving the structure of the website faithfully, often correctly extracting elements such as tables, but it kept too much unnecessary boilerplate. Had we used trafficlatura, we would have required an additional intra-page filtering step to remove boilerplate from the page.

C.1.3 Languages
While jusText does technically support several other languages, the quality on those languages is worse than on English as many constants in the algorithm are specifically tuned for English. Additionally, jusText is completely unable to handle languages such as Chinese and Japanese, which do not use spaces to delimit words.

Due to the difficulty of maintaining an acceptable level of extraction quality across all languages, we decided to restrict the scope of the CC dataset to only English and leave a high-quality, fully multilingual, WARC-based CC-based dataset to future work. To filter for only English, we use the pycld2 library and only attempt to extract text from documents where English is the most common language.

We use pycld2 instead of fasttext because it is capable of classifying the language from the HTML directly, and since jusText requires knowledge of the language of the webpage before extraction. Additionally, pycld2 was significantly faster than jusText, and by only processing with jusText documents classified as English by pycld2, we reduced the required computation by approximately half.

Extracting text from websites for language modeling, especially for multilingual corpora, is highly nontrivial, and we leave the refinement of such extraction to future work.

C.1.4 Filtering
To filter CC for quality, we follow Brown et al. (2020) in training a classifier to classify between a known high quality dataset and CC. We use fasttext with an n-gram size of 2. We ran experiments using both the entire Pile and just OpenWebText2 as the positive examples, with score distributions on unseen CC data as shown in Figure 9. We decided to use only OpenWebText2 for positive examples for our final CC data because of the low sensitivity
| α | Filtering Ratio |
|---|----------------|
| 1 | 0.5894         |
| 2 | 0.3649         |
| 3 | 0.2390         |
| 4 | 0.1671         |
| 5 | 0.1239         |
| 6 | 0.0974         |
| 7 | 0.0802         |
| 8 | 0.0685         |
| 9 | 0.0602         |

Table 6: Filtering Ratios (kept:total) of various settings

of using the full Pile. We use the same Pareto-distribution thresholding as Brown et al. (2020), with $\alpha = 3$. Our choice of $\alpha$ targets the filtering ratio necessary to filter our subset of CC to the size we needed. The impact of $\alpha$ on the filtering ratio is shown in Table 6.

C.2 Pubmed Central

We use pandoc 1.19.2.4 (MacFarlane, 2006–2020) to convert the JATS format data provided by PMC to markdown. Afterwards, we remove any line beginning with :::, which is used by pandoc to indicate html classes in markdown.

C.3 Books3

No additional details.

C.4 OpenWebText2

To produce the dataset, URLs and their associated metadata were first extracted from all Reddit submissions up to April 2020. URLs were deduplicated, with each unique URL featuring a list of associated submissions metadata, and an aggregate score. URLs with an aggregate score of less than 3 were removed. The links were then scraped and processed with Newspaper scraper. Deduplication was performed at the document level using in memory MinHashLSH through the DataSketch library.

Both filtered and raw versions were produced, with the raw version only deduplicated by URL. The filtered version contains 65.86 GB of uncompressed text across 17,103,059 documents. The raw version is much larger, at 193.89GB of uncompressed text across 69,547,149 documents.

C.4.1 Extractor Choice

We chose to use Newspaper instead of jusText for OpenWebText2 for consistency with OpenWebTextCorpus. Additionally, by using multiple different html extractors for different components of the Pile, we reduce the potential impact of systematic biases from any one extractor negatively impacting the dataset.

C.5 ArXiv

We downloaded the TeX sources of all papers on arXiv up to the July 2020 dump (the last file included in our data is arXiv_src_2007_068.tar) via arXiv’s S3 Bulk Source File Access18, and used pandoc 1.19.2.4 to convert these source files to Markdown, discarding any papers which had errors during the conversion process. This yielded a total of 1,264,405 papers.

We remove any line beginning with :::, which is used by pandoc to indicate html classes in markdown.

C.6 GitHub

We separate the data gathering process into two steps:

1. Gathering a list of the desired repositories and their metadata
2. Extracting all text data useful for language modeling from each repository

For the first step, mirroring the approach of the WebText dataset, we use GitHub ‘stars’ as a proxy for quality, and choose to gather only repositories with more than 100 stars. For practical reasons, we also limit the list of repositories gathered to repositories with less than 1GB of files. Since Github’s API limits the number of search results to 1000, in order to comprehensively gather all repositories we need to create many small queries that each return few results, in order to comprehensively gather all repositories we need to create many small queries that each return few results, in order to comprehensively gather all repositories we need to create many small queries that each return few results, in order to comprehensively gather all repositories we need to create many small queries that each return few results, in order to comprehensively gather all repositories we need to create many small queries that each return few results.

For the next step, we set our lower bound one above our previous upper bound, and decide on a new upper bound that should also return fewer than 1000 results by

---

18https://arxiv.org/help/bulk_data_s3
Because we wanted to limit the size of the overall Pile, we randomly sampled 95.0 GiB of the 630.64 GiB of Github data we collected in total and leave quality filtering to future work.

However, we believe code generation will be an increasingly important component of language models as they continue to scale up and increase in their ability to generalize. As such, we hope to extend this dataset in future work.

C.7 FreeLaw

We download the court opinions data in bulk from CourtListener,\footnote{https://www.courtlistener.com/api/bulk-info/} and extract the raw text using BeautifulSoup.

C.8 Stack Exchange

To construct the dataset, we download and parse every Stack Exchange database dump to plaintext files. We opt to extract the top three answers with at least three upvotes, discarding all other responses. We only include the plain text question and response and do not incorporate any metadata. Motivated by large-scale language models' few-shot ability (Brown et al., 2020), we provide context by prepending all questions and answers with Q:\n\n and A:\n\n respectively.

The resulting dataset contains a total of 15,622,475 documents across a total of 365 Stack Exchanges and Meta-Stack Exchanges, the bulk of which is from StackOverflow.

C.9 USPTO Backgrounds

The United States Patent and Trademark Office (USPTO) has published bulk archives of the full...
text of all patents granted in the US from 1976 to September 2020. From these archives, we extract the Background sections, along with key grant-specific metadata, such as the inventor, assignee, and classification information.

The file format used for storing bulk text US patents has changed over time. Prior to 2002, all of the datasets are in a specialized format called APS (Automated Patent System). Since 2002, the data is XML encoded. Partially as a function of this change, the location of the "Background" section has also shifted. Our converter accounts for these structural shifts and extracts the raw text from each patent’s Background.

C.10 PubMed Abstracts
About one-third of the articles in the dataset were missing or contained a malformed title or abstract and were excluded. Additionally, PubMed Central (see Section 2.2) contains full-text resources to many recent publications; any publications which already appear in PMC are excluded from this set. To process the data, we concatenated the title and abstract and removed any copyright information. The remaining dataset contains 15,518,009 titles and abstracts.

C.11 Project Gutenberg
No additional details.

C.12 OpenSubtitles
To create the text dataset, we simply extract the subtitle text from each XML file in the English language dataset provided by Tiedemann (2016), discarding any provided metadata.

C.13 Wikipedia (English)
We use the wikipedia/20200301.en dataset from TensorFlow Datasets. We prepend the title to the body of each article, separated by two newlines.

C.14 DeepMind Mathematics
We include instances from the Easy, Medium, and Hard components of DeepMind Mathematics, breaking each curriculum item (such as algebra__polynomial_roots) into 8 KiB chunks.

C.15 Ubuntu IRC
We processed all logs from July 5, 2004 through September 1, 2020.

To process the data, all system messages, such as joins, disconnects, nick changes, etc. were discarded, but actions (i.e using /me) were kept. Timestamps were removed, and all logs for the same channel in a given week were concatenated into a single document, with each the logs for each day prepended with the date if that day’s log is non-empty.

C.16 BookCorpus2
The original BookCorpus consists of 11,038 books. However, due to issues with availability of the original BookCorpus, as well as the possibility of collecting a larger version, we decided to collect our own version of BookCorpus using a similar methodology as Kobayashi (2018). Our version of BookCorpus contains 17,868 books instead.

We create and use a modified version of the epub-to-text converter in Kobayashi (2018) that:

- Correctly preserves the document structure across chapters, matching the table of contents very closely;
- Correctly renders tables of data, whereas by default html2txt produces poor-quality results for tables;
- Correctly preserves code structure, so that source code is visually coherent,
- Converts numbered lists from “1.” to “1.”
- Runs the full text through ftry.fix_text() (Speer, 2019), replacing Unicode apostrophes with ascii apostrophes and expanding Unicode ellipses to “...” (three separate ascii characters).

C.17 EuroParl
We download the data in bulk from http://www.statmt.org/europarl/

---

https://www.tensorflow.org/datasets/catalog/wikipedia#wikipedia20200301en

http://www.statmt.org/europarl/
C.18 HackerNews

We first use the Hackernews BigQuery dataset to obtain a list of all story ids in our date range. For the Pile we use the first Hacker News post (1) to post number 24531712. This corresponds to a date range of approximately 10/09/2006 to 09/20/2020. We use the BigQuery dataset to gather story ids for efficiency purposes. However, the BigQuery dataset was lacking some information for stories, so we used the official Hacker News API for story and comment text retrieval.

Hacker News displays and stores comments in a tree-like manner, with children comments replying to parent comments. However, most language models require input data to be in a sequential form. Considering each path through the comment tree as a sequence could be detrimental, since there will be a large amount of near-duplicate comment sequences. In addition, only taking one path through the comment tree for each story leaves out a large portion of the comment data. Therefore, we parsed comments in a hybrid form. For every top-level comment (comments that have no parent comment), we create a sequence of comments by traversing down the comment tree from the top-level comment. We choose the next comment by taking the child comment with the highest number of children comments (a cheap attempt at taking a long path through the comment tree, note that it does not take the longest possible path).

We consider all stories that have at least one comment and are not flagged by the moderators for potential conduct violations. Since comments are stored in HTML, we use the html2text package to extract the text from the post.

We order each document by listing the title, url, sub-title, and author at the top. Top-level comments are delimited by "\n----\n" and sub-comment chains are delimited by "\n~~~\n". We include author and extracted text for each comment.

C.19 YouTube Subtitles

We construct the dataset in three stages:

1. We build a large list of search terms by prompting a GPT-3 model with a manually selected list of queries, manually filtering the responses, and repeating this process iteratively until a suitable size is reached. The list of terms is centred around, but not limited to, educational topics.
2. We use requests-html to gather a list of 1000 Youtube video IDs for each search term, and deduplicate the resulting video ids across search terms.
3. We use YoutubeTranscriptApi\(^{22}\) to gather all human generated closed captions for every available language for each video. To align each language in parallel, we split the captions for each language into parallel minute-long sections by timestamp, and arrange each language in a random order within these sections, appending the language as a header to each minute-long section to provide context. If only a single language is available, the output is just the subtitles, with no header appended.

In total, subtitles for 173,651 videos were gathered.

C.20 PhilPapers

The PhilPapers (PP) are indexed using OAI-MPH, the Open Archives Initiative Protocol for Metadata Harvesting. As such, the first step to collect the data is to get the XML for all links. This was done using pyoaiharvester\(^{23}\).

From that, each publication is downloaded. Some entries do not exist, or have been removed by the authors. Papers with text are extracted using pdfbox, and papers with non-machine readable text are ignored. Non-English language publications are kept, and the metadata reflects the language reported by the OAI-MPH XML. The text is filtered with pdf_filter.py from PDFextract, and we discard any papers with less than 1000 characters.\(^{24}\)

C.21 NIH Grant abstracts: ExPORTER

The NIH provides a bulk-data repository for awarded applications through the ExPORTER service covering the fiscal years 1985–present. These data come from the NIH, but also other other Health and Human Services agencies (ACF, AHRQ, CDC, HRSA, FDA), and the VA. Additionally, the NIH

\(^{22}\)https://github.com/jdepoix/youtube-transcript-api
\(^{23}\)https://github.com/vphill/pyoaiharvester/
\(^{24}\)https://github.com/sdtblck/PDFextract
provides a legacy data format named CRISP for awarded applications during the fiscal years 1970–2009.

We merged both the ExPORTER and CRISP data to form a consolidated dataset of awarded applications. Entries were deduplicated based off their application ID, and excluded if their abstract text was missing or too short. Small grants, especially administrative ones, consisted solely of short boilerplate. For this reason, we further deduplicated on abstract text. All grants types were considered, including new applications (Application Type Code 1) and renewals (Application Type Code 2) as the text differed enough to provide novel input. The text was then minimally parsed to remove administrative boilerplate, (ex. most old awards contain some variation of “description: (provided by applicant)”). In total, there were 939,668 grant application abstracts added.

C.22 Enron Emails

To extract the data, we used the mailparser package\textsuperscript{25} to extract the body of each email as a document.

D General Data Processing

This section discusses any processes applied across multiple datasets.

To combine the constituent datasets, we iterate until the size of the output dataset is the desired size, drawing documents from datasets at random, weighted by the number of documents in each dataset times the number of epochs desired on that dataset. Because the number of documents involved is high, by the law of large numbers, the number of copies of each dataset present in the Pile is approximately equal to its epoch count.

Shuffling a dataset posed a major problem due to our limited memory and computational budget. We follow Hardin (2018), a method descended from Rao (1961), and interleave our output to produce 30 output piles.

We hold out approximately 10GiB of data from the Pile, of which 2GiB are used to create the validation and test splits, and the remainder is held in reserve. From the training set, we remove any elements that are also present verbatim in any of the held out data, to prevent leakage.

D.1 Weights

Similar to Brown et al. (2020), we increase the weight of certain components such that the number of epochs elapsed on data we consider high quality is greater than one. Our choice of weights was primarily informed by the source of the data and the size of the dataset; we attempted to upweight academic texts the most, which we felt provided the highest quality data, as well as smaller sets, such that they would have a more pronounced impact on the data. We strictly disallowed any data more than 3 epochs and avoided having any data with more than 2 epochs.

D.2 Deduplication

Due to memory constraints we did not perform Pile wide de-duplication. Instead, de-duplication was performed at the document level within OpenWebText2 and Pile-CC as those sets were the most likely to contain duplicate documents.

The same technique was used for both OpenWebText2 and Common Crawl—MinHashLSH with the Python Datasketch library.\textsuperscript{26} We used 10 hash functions for each Minhash and an approximate Jaccard similarity of 0.5. This produced a duplicate rate of 28% in OpenWebText2 and 26% for Common Crawl.

The main challenge here was computational, leading us on a journey through the various LSH persistence options. A simple quadratic Minhash comparison of all documents would have taken several hundred thousand years, motivating the use of LSH. Initially, we did not have sufficient RAM for in-memory LSH and chose to use the Cassandra back-end when de-duplicating OpenWebText2. This was reasonably fast, but the same method resulted in a corrupted database about \(\frac{3}{4}\) of the way through processing Common Crawl. After the Cassandra corruption, we briefly tested the experimental Mongo implementation; however this was quite slow due to the nature of Mongo itself. In the end, we ran in-memory LSH on a machine with enough RAM for Common Crawl, taking several days.

\textsuperscript{25}https://github.com/SpamScope/mail-parser

\textsuperscript{26}https://github.com/ekzhu/datasketch
D.3 Downstream Validation Leakage

To avoid leakage of data from downstream evaluations, recent work (Radford et al., 2019; Brown et al., 2020; Shoeybi et al., 2019) has removed any data in the training set that may overlap with the evaluation metrics. We decided not to perform any such removal, because it is impossible to anticipate all potential downstream evaluation metrics, and so any particular selection of metrics would inevitably either become obsolete as the choice of benchmarks in the field changes, or potentially hinder the development of new benchmarks for models trained on Pile.

For models trained on Pile and evaluated on metrics other than Pile’s own validation and test sets, we encourage authors to remove overlaps between Pile and the validation data of these additional downstream evaluations. We do not anticipate that such leakage removal will hurt model performance, as the validation sets of most benchmarks are very small in relation to the size of the Pile, and so choosing to evaluate on more metrics will not be a disadvantage for any model.

E Investigating data

E.1 13-Gram Analysis

As part of our exploratory analysis, we calculated the counts of all 13-grams across Common Crawl. We chose \( n = 13 \) due to its use in prior work (Brown et al., 2020). There were a total of 40,216,231,078 different 13-grams in this dataset. The 1000 most common range from 11 million occurrences down to 20k.

The most frequently occurring 13-grams were character repetitions used for styling such as ")-- --", "** * * *", "! ! ! !!", at 11 million, 5.8 million and 1.1 million respectively. Other characters used in this manner include the following: "# . > ?". In the 264k count range, we see repetitions of badly formatted HTML escape characters; "; \&nbsp", "; \&amp". Boilerplate from standard forum software appears around the 180k occurrences range, such as the following: "select the forum that you want to visit from the selection below".

Overall, a large amount of common HTML and CSS is included in the top 1000, along with boilerplate text from Amazon Affiliate Advertising, TripAdvisor, SimplyHired, Associated Press, PostMedia, The FCC etc. PHP error messages and password login prompts also made an appearance. It may be of interest to fans of Portal that repetitions of "the cake is a lie ." achieved a high count.

E.2 Benchmark Perplexity Computation

To compute the perplexity for a given dataset, we tokenize each document separately, divide the document into segments of up to the maximum sequence length of the model (1024 tokens for GPT-2, 2048 for GPT-3), and predict the logits of the each segment. The inputs to the model are the immediate prior tokens the e.g. for scoring tokens 1 to 1024, we provide tokens 0 to 1023 at the input context. The respective language model implementations handle the causal attention masking. This ensures that every token in the dataset is scored exactly once. This also means that some tokens will have more input context than others. We then aggregate over the whole dataset and compute the final per-
plexity score. The perplexity for the whole Pile is computed by aggregating over the constituent datasets (i.e. weighted by dataset size, not a simple average of dataset perplexities). Both GPT-2 and GPT-3 share the same tokenizer and vocabulary, making the perplexity scores directly comparable. We use the Hugging Face (Wolf et al., 2020) implementation of GPT-2, and the OpenAI API for GPT-3. The davinci model in the OpenAI API is presumed to correspond to a 175B parameter version of GPT-3.

In Table 8 we show the test set perplexities (i.e. not normalized by UTF-8 length, as in Table 2). Because of the costs associated with using the OpenAI API, we compute test perplexities on only one-tenth of the test set in Tables 8 and Table 2. Specifically, we randomly sample one-tenth of the documents of each dataset except for three: Ubuntu IRC, BookCorpus2, and PhilPapers. In Table 9, we show test perplexity computed on the full test set on all GPT-2 models.

In Figure 11: Test loss (log perplexity) over the Pile, bucketed by position in the input sequence based on the model’s maximum sequence length. To smooth out the lines, we bucket 4 positions per plotted datapoint. (e.g. positions 0–3, positions 2044–2047). Later tokens are predicted with more context and thus see lower perplexities.

E.3 Pejorative Content

Initially we decided on separating pejorative content into 4 groups: sex-related terminology, slurs, neither of these categories, and both of these categories. We adapted a public “naughty words” list and broke them into these categories with the intent of looking at the proportion of each category in each dataset. However, this provided many issues.

First, any blacklist of words would be hard-pressed to catch all the instances of pejorative content, since purposeful misspellings of words could evade the censor and still have the intended effect. Furthermore, words and their intents are always evolving, therefore any list created would likely be always outdated. Another issue pertains to sorting the words into the categories. Words are highly dependent on their context, so a word would change categories with different contexts.

F Data Samples

The following consists of two random, non-cherrypicked 512-byte samples from each constituent dataset of the Pile, sampled from the validation split.

F.1 Pile-CC

pot trending topics and the coverage around them. First up, there’s a bit of a visual redesign. Previously, clicking on a trending topic would highlight a story from one publication, and you’d have to scroll down past a live video section to view related stories. Facebook is replacing that system with a simple carousel, which does a better job of showing you different coverage options. To be clear, the change doesn’t affect how stories are sourced, according to Facebook. It’s still the same algorithm picking e public safety. He said the bridge saves commuters two or three minutes when trains pass – and those minutes could be vital.

“Two to three minutes may not mean much if you’re just driving home from work, but if you’re the one waiting for a fire truck to get to your home, if you’re the one waiting for a police car to get to your home, those two to three minutes could mean the difference between life or death,” Sharp said. “That’s what this pro

F.2 PubMed Central
Introduction

Total knee arthroplasty (TKA) is a promising treatment for end-stage osteoarthritis (OA) of the knee for alleviating pain and restoring the function of the knee. Some of the cases with bilateral TKAs are symptomatic, necessitating revision arthroplasty in both the knees. A bilateral revision TKA can be done e

ent’s ability to make judgements and decisions about their work experiences and learning that will position them as future critical thinkers, life-long learners and learners. 

Conclusion [Bmstr290-sec-0014]

Identification of the core capabilities that our stakeholder community rate highly has proved informative in assisting us to describe a “work ready”* medical imaging graduate for the New Zealand context. The results have provided data to the curriculum development team allowing them

F.3 Books3

cept of _forçage_ , ‘a forcing of language enacted by the advent of an “other” language that is at once immaterial and created’, 44Badou s puts it: this opens up vistas of a truly syntactic analysis of the poem, in which, again, Badou would be close to his philosophical other, Deleuze, who, as we just saw, defines style through a-grammaticality and who tries to define what he calls an ‘intensive line of syntax’.45 Nevertheless, the insistence on syntax as guarantee involves a _seventh paradox_ , the paradox

From Low Cost and Almost Instant Across Border Remittance

F.4 OpenWebText2

prime minister to repatriate all the police sent to Catalonia before the referendum.

What were the results?

With nearly all votes counted, the pro-independence parties Together for Catalonia (JxCat), Republican Left of Catalonia (ERC) and Popular Unity (CUP) were on course to win a total of 70 seats in total, giving them a majority in the new parliament.

Citizens (Cs) had 25.3% of the vote, winning 37 seats in the 135-seat chamber.

Its leaders told the BBC her party had been “victorious”. Ms Inés Arrim

so accommodate Stablecoins.

While some analysts opined that Stablecoins are created to bring growth into the crypto space, they are becoming a solid way to reduce crypto volatility due to the fact that their value are pegged to fiat currency.

For Low Cost and Almost Instant Across Border Remittance

When Stellar-based Wirex stablecoins finally launches, they are going to be used to perfect low-cost and almost immediately cross-border remittance, just like the IBM Stablecoin which has received support fr

F.5 ArXiv
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F.6 Github
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F.7 FreeLaw

suitable, and further, that the weight of the evidence, the credibility of the witnesses and the persuasive effect of the testimony is for the sole determination of the trier of fact.

This Court thus uses the same interpretation of V.R.C.P. 52(a) as it did *487 under the previous statutory requirement found in 12 V.S.A. § 2385. In essence, the defendants urge that this Court should reconsider the case of Green Mountain Marble Co. v. Highway Board, supra, and follow the Federal practice of looking to the evidence
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F.8 Stack Exchange

looks like a fancy wheel. When resetting rotation from 360deg to 0 deg. It animating the wheel in anti-clockwise direction. How to Avoid this???

HTML

```html
<!doctype html>
<head>
  <meta charset="en">
  <title>Document Title</title>
</head>
<body>
  <p>...content goes here...</p>
</body>
</html>
```

w can I solve it?

Yesterday I added Google ReCAPTCHA v3 in one of my client's Shopify website, but I don’t think that it is working because he is still reporting to receive several spam emails. I’ve followed Google’s guide, but I don’t know what to do for “Verifying user response” part of the guide. I’m not an expert in coding. Basically I’ve added this code to the theme liquid file

```html
<!-- Liquid file content goes here -->
```

And then I’ve added th

F.9 Wikipedia (en)

and the third son of John Bland and Elizabeth née Birch, daughter of Robert Birch. Bland was educated at Trinity College, Cambridge, where he graduated as a Bachelor of Arts in 1825, and a Master of Arts in 1829. He was called to the Irish Bar in 1829, becoming a member of the Queen’s Counsel in 1854. In 1840, he married Charlotte Elizabeth Grove Annesley, daughter of Arthur Grove Annesley and Elizabeth née Mahon, and they had at least one child, John Loftus Bland (1841–1908). After Charlotte’s death in 1842, Bland married Anna, daughter of Robert Birch.

F.10 USPTO Backgrounds

Inhibitory neurons play important roles in a number of brain functions. They are composed of GABAergic neurons and glycinergic neurons, and vesicular GABA transporter (VGAT) is specifically expressed in these neurons. Since the inhibitory neurons are scattered around in the CNS, it is difficult to identify these cells in living brain preparations. The gluta
tamin decarboxylase (GAD) 67-GFP knock-in mouse has been widely used for the identifi

F.11 PubMed Abstracts

neurons in vesicular GABA transporter (VGAT)-venus transgenic mouse. Inhibitory neurons play important roles in a number of brain functions. They are composed of GABAergic neurons and glycinergic neurons, and vesicular GABA transporter (VGAT) is specifically expressed in these neurons. Since the inhibitory neurons are scattered around in the CNS, it is difficult to identify these cells in living brain preparations. The gluta
tamin decarboxylase (GAD) 67-GFP knock-in mouse has been widely used for the identifi

F.12 Gutenberg (PG-19)

s he met with as a novelist, he was anxious to prosecute his original profession of medicine; and having procured from a foreign university the degree of M.D., he commenced to practise physic in Charleston, but without success. He wrote, however, an essay "On the External Use of Water," in which he seems to have partly anticipated the method of the cold-water cure. In 1753 he published his "Adventures of Count Fathom," and, two years later, encouraged by a liberal subscription, he issued a translation of "Don

Yea;
Itn Advertising brought us such Renown;
We jumped Three Hundred Thousand, on that Turn!"

F.13 OpenSubtitles

ad for you." "Too bad for me!" "How about too bad for you?" "Oh no!" "Luckily I keep a spare. "Look everyone!" "My wink is a key!" "Oh dear, Moody Ditchman." "Foxy, I'm coming!" "Don't do anything stupid or the shooting begins." "At last, take Ducky I'll stay here and be your backup." "Ducky, what do we do?" "I'm not really a "hands-on evil-genius"." "Think you were always the smart one." "I could re-write the output capacity to the tractorbeam from one of the conduit boxes up there." "Come on, let's

" "this calls for... four people. "Yes!" "we got it."
"Get what?" "Our sub. " Did he say sub?" "Mmm-bum. '"Only private sub on the Florida coast rated for 300 fathoms. '"Sub as in submarine?" "Following up on your hallucinations." "so we're going to have to drive all night... if we're going to be there by morning. "Anybody have trouble sleeping in a car?" "Wha. "Wait a minute." "What happened to the nice offices in Canaveral City?" "Mr. Benrall expects you to take 'em." "we just go

F.14 DM Mathematics

31
F.16 BookCorpus2

considerate of me, you're right. I apologize." Kate smiled in what she hoped was a winning way. She teetered over to the counter on heels that were too high and put down her things with a sigh of relief.

Alliea, who would not reveal her age but was probably somewhere in her late sixties, put her dark-dyed helmet of hair and straightened the flowing turquoise silk jacket she was wearing over white capris and a white tank. "Well, it just seems to me that as the _owner_ , you should try to set some sort of reasonable time limits on what you put into the file."

e notebook didn't have lines for me to write with like some notebooks have. I hated that notebook and I hated writing into it. I was glad to throw that damn thing out even if it was unfinished. Ugh.

I was urged by voice "You to go take your pills and eat food." but I refused on calling mom. I should have listened to the voice's suggestion because mom picked up the phone at eight forty five in the morning and hogged me to ten o'clock when she finally quit. Ugh hence voice picking onto me when I got off.

F.17 EuroParl

račun prometne varnosti in visokih cen? Danes Jelino izvedeš, kako in kdaj bomo integrisali razvrščanje zgodnega zračnega prostora ter kako bomo skupaj opravili spodbuj ali zračni prostor v prisotnosti. Ali se lahko odkrito dovolj oziroma za vzpostave funkcionalnih blokov nad evropskim stremljem? Ali je mogoče izvesti politično voljo države članice, da izpolnijo svoje obveznosti? Pari tako nas skrbi, da pristop od spredaj nazivati ne bo uspel, ker v teh lehtih države članice niso razvile funkcionalnih blok.

om ekonomisk stying som vi debatterer inom kort kommer att vara mycket viktigt. Vi vet mycket vel att det al pa gang s valet lagstiftningfor- farande, och vi hoppas att vi kommer att vara klara suthat som mogligt. Vad kan jag sammanfattningsvis svara? Hela paketet som vi undertecknar i dag kommer att börja gälla i Europeiska unionen från och med den 1 januari 2011, alltså mycket smart. Det är viktigt för oss alla, såväl för marknaderna som för våra medborgare, att förstå att avsikten med paketet är att hj

F.18 YoutubeSubtitles

science term for a mixture of things that don’t usually mix. The things in this case are water and fats. Under normal circumstances, fats and water reject each other, but milk also contains complex protein chains called caseins that are made up of both hydrophilic, or water loving, and lipophilic, or fat loving, particles. When presented with both water and fats, caseins grab bits of fat and cluster up into globs called micelles, with the fat on the inside and the hydrophilic bits on the outside.

The hyd

F.19 Ubuntu IRC

eemingly wlan related <Snappy New> <linux-rasp-2 (Ubuntu):New for pi-pi> <https://launchpad.net/bugs/1627643> <ipsiato> <gr> or we punch a hole in the drive image so we can login via the serial console and check what’s really going on <ipsiato> <gr> yes <ipsiato> <gr> well, I wanted to play with systemd console but didn’t have time
problem with this? Like, if teenage boy wants to have nekkid lady wallpapers, maybe he don’t want it to come up on family computer... Dunno, maybe it’s not an issue? ogra: hi there! yes, i believe that a bug has been created which raises this same issue - about embarrassing or confidentiality issues with this ogra: this seems to be a bit of an edge case, but it may be significant enough to warrant giving some careful thought <cinar> or if you have bank info on your screen before it’s locked Rub

F.20 PhilPapers

intersubjectivity and self-consciousness was already emphasized by Sartre. Forthcoming in Grazer Philosophische Studien 84 (2012), p. 75-101 15 Thus, to use Rochat’s terminology, from this point onwards, the child has “others in mind” (Rochat 2009). The child now begins to understand that she is a subject that can be observed by others, just like she can observe the behavior of others, and she can begin to consider others’ perspectives on herself. It is at this point that the child begins to fully appreciate an entire chapter detailing the remarkable achievements of Ashkenazi Jews and hold them up as exhibit A in the argument that human evolution has been, in Wall’s words, recent, copious, and regional. The example of Ashkenazi evolution is supposed to show the absurdity of the view , held by authors like Jared Diamond and Stephen Jay Gould, that human evolution either stopped one hundred thousand years ago or that natural selection has somehow continued to sculpt the bodies but not the brains of different geo

F.21 NIH ExPorter

rapides that can inhibit the EMT, but few assays for EMT inhibitors in high throughput screens (HTS) have developed. A change in fibroblast growth factor receptor 2 (FGFR2) splicing occurs during the EMT and using an innovative luciferase-based splicing reporter assay we previously carried out a genome-wide high throughput cDNA expression screen for regulators of this splicing switch. This screen identified the epithelial cell type specific splicing regulators ESRP1 and ESRP2 demonstrating the feasibility of I and behavioral research projects utilizing primates residing in a semi-natural habitat. This population has the most extensive computerized demographic and genetics database available to researchers anywhere in the world. The population management program for CS has been designed to optimize the health and well-being of the monkeys, to enhance the value of the colony for research. In addition, the goal is to provide healthy animals to the scientific community for biomedical research, including AIDS and SI

F.22 Enron Emails

want to make sure that my vacation time gets paid at 100% before I go down to the 90% level. Thanks for taking care of this. As you can see, I now have access to my e-mail so when I’m not pumping, feeding, changing diapers, etc... I can be checking up on things!!!

Carol St. Clair
EB 3892
713-853-3989 (Phone)
713-646-3393 (Fax)
carol.st.clair@enron.com

Suzanne Adams
07/18/00 05:22 PM
To: Carol St Clair/HOU/ECT/HOU/ECT
cc: Taffy Milligan/HOU/ECT/HOU/ECT
Subject: Re: Carol St. Clair

Figure 13: The average sentiment co-occurrence with each gender across all datasets.
Figure 14: The average sentiment co-occurrence with each religious word across all datasets. Each dataset’s sentiments have been normalized by the maximum norm sentiment for that dataset.
| Component                        | GPT-2                     | GPT-3                     |
|---------------------------------|---------------------------|---------------------------|
|                                 | small | medium | large | xl  | ada | babbage | curie | davinci |
| Pile-CC                         | 26.8894 | 20.5671 | 18.1656 | 16.9572 | 16.2430 | 13.0270 | 10.7532 | 8.4929 |
| PubMed Central                  | 11.0626 | 8.9052 | 8.0454 | 7.5404 | 6.8800 | 5.7006 | 4.9390 | 4.3143 |
| Books3                          | 28.3889 | 22.0958 | 19.3424 | 17.7833 | 15.4209 | 12.4220 | 10.1526 | 7.1927 |
| OpenWebText2                    | 23.6764 | 17.6175 | 15.1314 | 13.6267 | 12.0063 | 9.5439 | 7.7706 | 5.9163 |
| ArXiv                           | 14.2804 | 11.1896 | 10.0904 | 9.3330 | 7.5551 | 6.1541 | 5.2537 | 4.5341 |
| Github                          | 16.6184 | 7.9322 | 16.6742 | 13.3337 | 3.9614 | 3.1660 | 2.7398 | 2.4240 |
| FreeLaw                         | 16.1000 | 11.7518 | 10.8427 | 10.0965 | 8.7976 | 7.0366 | 5.8256 | 4.8926 |
| Stack Exchange                  | 13.7202 | 9.3405 | 8.8467 | 8.3238 | 7.6652 | 5.9486 | 5.0267 | 4.3796 |
| USPTO Backgrounds              | 15.1141 | 11.9232 | 10.5878 | 9.8095 | 9.2775 | 7.7000 | 6.5849 | 5.6411 |
| PubMed Abstracts                | 20.5642 | 15.2379 | 13.1190 | 11.9355 | 13.2112 | 10.4188 | 8.5861 | 7.1604 |
| Gutenberg (PG-19)               | 26.4947 | 17.8975 | 16.4722 | 16.5112 | 12.5709 | 9.6349 | 7.7940 | 6.3112 |
| OpenSubtitles                   | 22.7418 | 18.5724 | 17.0868 | 16.2709 | 16.2174 | 13.8561 | 11.8836 | 9.8578 |
| Wikipedia (en)                  | 27.0237 | 19.7570 | 17.4856 | 16.7849 | 12.9112 | 9.9453 | 7.8363 | 5.6915 |
| DM Mathematics                  | 9.8990 | 8.7389 | 8.2928 | 7.9772 | 7.2458 | 6.5231 | 6.0171 | 5.6020 |
| Ubuntu IRC                      | 33.3028 | 26.1203 | 22.6128 | 20.9461 | 12.1138 | 9.6995 | 8.0628 | 6.5679 |
| BookCorpus2                     | 25.0743 | 19.9725 | 17.6343 | 16.2905 | 16.1530 | 13.1796 | 11.0885 | 9.2205 |
| EuroParl                        | 62.8981 | 36.9757 | 28.6198 | 23.4294 | 6.4996 | 5.3282 | 4.4982 | 3.8327 |
| HackerNews                      | 45.0915 | 29.2599 | 32.0796 | 33.9774 | 22.1295 | 17.6314 | 14.6582 | 12.1283 |
| YoutubeSubtitles                | 25.7794 | 18.8173 | 15.9002 | 14.3104 | 8.4740 | 6.6394 | 5.4510 | 4.5235 |
| PhilPapers                      | 30.1129 | 23.0238 | 20.3755 | 18.5649 | 14.4730 | 11.6785 | 9.6797 | 7.9915 |
| NIH ExPorter                    | 23.9004 | 18.2298 | 15.9850 | 14.6371 | 16.1417 | 12.8744 | 10.6573 | 8.8110 |
| Enron Emails                    | 34.7954 | 23.4353 | 25.7138 | 23.9791 | 23.8190 | 13.6043 | 11.6473 | 9.7655 |

The Pile                   | 18.0878 | 13.2253 | 12.9177 | 11.8633 | 9.7355 | 7.8456 | 6.5904 | 5.4508 |

Table 8: Test perplexity of the Pile using GPT-2 and GPT-3. Evaluation is performed on one-tenth of the test data of the Pile, on a per-document basis.
| Component                  | GPT-2 | small | medium | large | xl  |
|----------------------------|-------|-------|--------|-------|-----|
|                            |       |       |        |       |     |
| Pile-CC                    | 26.5  | 20.3  | 17.9   | 16.7  |     |
| PubMed Central             | 10.3  | 8.3   | 7.6    | 7.1   |     |
| Books3                     | 27.9  | 21.3  | 18.5   | 17.0  |     |
| OpenWebText2               | 23.5  | 17.5  | 15.1   | 13.6  |     |
| ArXiv                      | 13.7  | 10.7  | 9.7    | 9.0   |     |
| Github                     | 16.5  | 8.1   | 16.7   | 13.5  |     |
| FreeLaw                    | 15.9  | 11.6  | 10.8   | 10.1  |     |
| Stack Exchange             | 13.7  | 9.4   | 9.0    | 8.4   |     |
| USPTO Backgrounds         | 16.6  | 13.0  | 11.5   | 10.6  |     |
| PubMed Abstracts           | 20.9  | 15.4  | 13.3   | 12.1  |     |
| Gutenberg (PG-19)          | 37.8  | 24.9  | 22.8   | 24.3  |     |
| OpenSubtitles              | 22.1  | 18.1  | 16.6   | 15.8  |     |
| Wikipedia (en)             | 27.0  | 19.8  | 17.5   | 16.8  |     |
| DM Mathematics             | 9.9   | 8.7   | 8.3    | 7.9   |     |
| Ubuntu IRC                 | 33.3  | 26.1  | 22.6   | 20.9  |     |
| BookCorpus2                | 25.1  | 20.0  | 17.6   | 16.3  |     |
| EuroParl                   | 63.9  | 41.9  | 33.5   | 27.7  |     |
| HackerNews                 | 43.7  | 28.3  | 30.9   | 32.4  |     |
| YoutubeSubtitles           | 25.3  | 18.8  | 16.2   | 14.8  |     |
| PhilPapers                 | 30.1  | 23.0  | 20.4   | 18.6  |     |
| NIH ExPorter               | 23.2  | 17.7  | 15.5   | 14.2  |     |
| Enron Emails               | 22.0  | 15.4  | 18.6   | 18.1  |     |
| the Pile                   | 18.4  | 13.3  | 13.1   | 12.0  |     |

Table 9: Full Test Perplexity of the Pile using GPT-2.

| Male                  | Female               |
|-----------------------|----------------------|
| general               | little               |
| military              | married              |
| united                | sexual               |
| political             | young                |
| federal              | happy                |
| great                 | soft                 |
| national             | hot                  |
| guilty               | tiny                 |
| criminal             | older                |
| former               | black                |
| republican           | emotional            |
| american             | worried              |
| major                | nice                 |
| such                 | live                 |
| offensive            | lesbian              |

Table 10: Top 15 most biased adjectives/adverbs for each gender

| Muslim | Christian | Adverb | Buddhist | Hindu | Jew |
|--------|-----------|--------|----------|-------|-----|
| name   | interna   | religious | static |单 |little |
| new    | american  | agnostic | final |单 |little |
| black  | good      | private | private |单 |little |
| best   | old       | legal   | interested |单 |little |
| radical| harmonious| many    | central |单 |little |
| regional| third    | scientific | chinese |单 |little |
| entire | special   | scientific | japanese |单 |little |
| own    | hispanic  | rational | japanese |单 |little |
| syrian | biblical  | rational | complete |单 |little |
| bad    | happy     | rational | complete |单 |little |

Table 11: Top 15 most biased adjectives/adverbs for each religion
### Table 12: Top 15 most biased adjectives/adverbs for each demographic

| Component                  | Topic #1 | Topic #2 | Topic #3 | Topic #4 | Topic #5 | Topic #6 | Topic #7 | Topic #8 |
|----------------------------|----------|----------|----------|----------|----------|----------|----------|----------|
| White                      | unlearned | liberal | native    | international | likely | African | American |
| Black                      | unabashed | old      | red       | old       | great    | great    | great    | great    |
| Asian                      | generalized | single | equal     | national   | cute     | general  | general  | general  |
| Hispanic                   | unequal   | sad      | living    | international | likely | mixed   | mixed   | mixed   |

### Table 13: Average sentiment co-occurrence of each demographic

### Table 14: Topic Summaries

### Table 15: Topic Summaries (continued)
| Component | Topic #1 | Topic #2 | Topic #3 | Topic #4 | Topic #5 | Topic #6 | Topic #7 | Topic #8 |
|-----------|----------|----------|----------|----------|----------|----------|----------|----------|
| Pubmed/ArXiv | time | said | like | got | gone | going | good | use |
| Guts3 | said | time | like | new | know | way | new | time |
| OpenWebText32 | said | time | Trump | president | house | state | let | data |
| GitHub | y | d | b | abbr | j | return | void | function | value |
| Free litigation | court | trial | evidence | case | states | trial | defendant | states |
| Slacker Exchange | run | q | server | project | use | rails | data | pdf | q |
| USPIO Backgrounds | signal | system | intention | memory | time | wound | injury | component | fluid |
| PubMed Abstracts | liver | group | acute | transplantation | trial | ratio | function | study | therapy |
| Gatesberg (PG-19) | sand | time | little | man | great | like | man | sand | sand |
| OpenSubtitles | know | right | come | like | got | like | right | want | know |
| Wikipedia (en) | category | university | school | category | political | ancient | Chinese | category | players |
| DM Mathematics | let | pm | minutes | letter | divided | prob | collect | let | replace |
| Ubuntu IRC | ubuntu | like | think | bug | need | ubuntu | like | think | ubuntu |
| BookCorpus2 | said | like | time | know | eyes | said | like | time | say |
| EuroParl | European | commission | president | Europe | mr | European | commission | parliament | mr |
| Hacker News | like | people | work | time | use | like | people | work | time |
| Youtube Subtitles | like | know | time | use | know | eyes | like | work | time |
| PhilPapers | theory | case | case | reduction | paradox | philosophy | case | science | physics |
| M3Exploter | cell | studies | research | study | research | specific | specific | development | study |
| EuroEmotions | subject | pm | new | time | energy | e | subject | e | subject |

Table 16: Topic Terms
| Component     | Topic #9 | Topic #10 | Topic #11 | Topic #12 | Topic #13 | Topic #14 | Topic #15 | Topic #16 |
|---------------|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| ACE-OC        | students | state     | city      | new       | new       | team      | new       | people    |
|               | school   | state     | university|        |           | medical   |           | like      |
|               | work     | city      | research  |          |           | care      |           | known     |
|               |          | law       |          |          | year      | treatment |           | think     |
|               |          | court     |          |          |           | body      |           | life      |
| PubMed Central| cancer   | expression | patients | study    | study     | patients  | study     | studies   |
|               |          | cells     |          | data     | data      | cells     | data      | patients   |
|               |          |          |          |          |          |          |          |          |
| Books3        | said     | time      | man       | new      | people    | said      | time      | people    |
|               |          | like      |          |          |          | like      |          |          |
|               |          | time      |          |          |          | new       |          |          |
|               |          |          |          |          |          |          |          |          |
| OpenWebText2  | drug     | cannabis  | drugs     | marijuana| woman     | drug      | cancer    |         |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| ARX           | time     | function  | x         |          |          | x         |          |          |
|               |          |         |           |          |          |          |          |          |
|               |          |          |           |          |          |          |          |          |
| Globus        | string   | license   | definition|          |          |          |          |          |
|               |          | def       |          |          |          |          |          |          |
|               |          | public    | import    |          |          |          |          |          |
|               |          |          |           |          |          |          |          |          |
| Stack Exchange| x        | y         | q         |          |          |          |          |          |
|               |          |          |           |          |          |          |          |          |
|               |          |          |           |          |          |          |          |          |
| USPPO Backgrounds| image  | light     | data      | optical  | system    | image     | light     |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| PubMed Abstracts| women    | patients  | positive  |        | hiv       | women     | patients  |          |
|               |          |          |          |          | cancer    |          |          |          |
|               |          |          |          |          |          |          |          |          |
| Gatesberg (PG-19)| said    |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| OpenSubtitles| know     | right     |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| Wikipedia (en)| sign     | season    | new       |          | state     | sign      | season    |          |
|               |          | points    |          |          |          |          |          |          |
|               |          | game      |          |          |          |          |          |          |
|               |          |         |           |          |          |          |          |          |
|               |          |          |           |          |          |          |          |          |
| DIM Mathematics| common  |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| Ubuntu IRC    | ubuntu   | like      |          |          |          | ubuntu   | like      |          |
|               |          | time      |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| BookCopius2   | said     | like      |          |          |          | said      | like      |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| EuroParl      | ir        |          |          |          |          | ir        |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| HackerNews    | people   | like      |          |          |          | people   | like      |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| YoutubeSubtics| like     | know      |          |          |          | like      | know      |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| PhyloPapers   | theory   |          |          |          |          | theory    |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| DIM Explorers | research |          |          |          |          | research  |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |
| Memo Rambles  | time     |          |          | new      |          | time      |          |          |
|               |          |          |          |          |          |          |          |          |
|               |          |          |          |          |          |          |          |          |

Table 17: Topic Terms (continued)