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Abstract—in real-time rendering, a 3D scene is modelled with meshes of triangles that the GPU projects to the screen. They are discretized by sampling each triangle at regular space intervals to generate fragments which are then added texture and lighting effects by a shader program. Realistic scenes require detailed geometric models, complex shaders, high-resolution displays and high screen refreshing rates, which all come at a great compute time and energy cost. This cost is often dominated by the fragment shader, which runs for each sampled fragment. Conventional GPUs sample the triangles once per pixel, however, there are many screen regions containing low variation that produce identical fragments and could be sampled at lower than pixel-rate with no loss in quality. Additionally, as temporal frame coherence makes consecutive frames very similar, such variations are usually maintained from frame to frame. This work proposes Dynamic Sampling Rate (DSR), a novel hardware mechanism to reduce redundancy and improve the energy efficiency in graphics applications. DSR analyzes the spatial frequencies of the scene once it has been rendered. Then, it leverages the temporal coherence in consecutive frames to decide, for each region of the screen, the lowest sampling rate to employ in the next frame that maintains image quality. We evaluate the performance of a state-of-the-art mobile GPU architecture extended with DSR for a wide variety of applications. Experimental results show that DSR is able to remove most of the redundancy inherent in the color computations at fragment granularity, which brings average speedups of 1.68x and energy savings of 40%.
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1 INTRODUCTION

The growing computing capabilities of today’s mobile devices allow for real-time rendering of complex 3D scenes. Supporting users’ demands for ever richer applications clashes with the battery-operated nature of those devices, which makes energy efficiency paramount. In particular, previous studies have described the GPU as the most energy-demanding component of mobile SoCs for graphics workloads [4], [5], [25].

In real-time graphics, the geometry of objects is modelled with a set of vertices, which the GPU processes, assembles into flat polygons (normally triangles), and projects to the screen plane. Triangles are then discretized into arrays of pixels by sampling their surfaces at regular intervals to produce a fragment (i.e., a set of attributes such as color, depth, normal, etc.) for each sampled location, often just once per pixel. Fragments are then conveniently textured, shaded and blended to obtain a final color value per pixel.

On the one hand, if parts of the scene contain high spatial frequencies, sampling triangles at a low rate may be insufficient to capture fine details and would cause aliasing effects, such as jagged edges or flickering. Supersampling is an approach that relieves these artifacts by sampling at higher rates and combining the results into a single color. However, it involves large energy and performance costs since it increases the number of generated fragments [21], and it is well documented that fragment processing is the most energy consuming stage of the graphics pipeline due to the amount of computations and memory accesses required [8], [26], [29]. For that reason, supersampling is rarely applied nowadays in real-time rendering applications, especially in mobile GPUs, and scenes are usually rendered at one color sample per pixel.

On the other hand, sampling all triangles at the same rate is not efficient because not all parts of the screen require the same sampling rate [34]. Figure 1 illustrates this phenomenon by comparing two different regions of the screen in a given frame: while [1] contains significant level of detail, [1] is homogeneous with a single color and, therefore, does not require per-pixel sampling. We have quantified, for a variety of mobile graphics applications, the number of 16x16-pixel regions of the screen that do not contain enough level of detail for them to require one sample per pixel. Figure 2 shows that on average almost half of the screen can be processed at a lower sampling rate without affecting image quality. Properly identifying and removing the large amount of resources devoted to these unnecessary computations can lead to a substantial reduction in energy consumption.

Based on the above observations, this paper presents Dynamic Sampling Rate (DSR): a hardware mechanism that
Fig. 1. Difference in level of detail across a frame. a) Frame of the game Guns of Boom. b) Region with low level of detail. c) Region with significant level of detail.

Fig. 2. Number of 16x16 tiles that can be sampled at a rate lower than one sample per pixel without generating per-tile visible artifacts. Section 4 describes the methodology employed for this categorization.

dynamically finds and applies, for each part of the scene, the optimal sampling rate, i.e., the lowest sampling rate that does not cause visible artifacts in the rendered image. DSR is designed for Tile-Based Rendering (TBR) architectures [3], a common pipeline organization in mobile devices that divides the screen into rectangular sections -tiles- and renders them in succession, allowing the storage of temporary values in on-chip buffers to avoid their corresponding accesses to main memory. After the rendering of a tile to the on-chip color buffer finishes, DSR computes the Discrete Cosine Transform of the resultant tile image, analyzes the spatial frequencies present in it and decides, based on a simple heuristic, the best sampling rate for the tile: whether it could have been sampled at a lower rate without sacrificing image quality, whether it contains enough detail that the sampling rate needs to be increased or whether the sampling rate is already optimal. The estimated-best rates for all the tiles are then stored in a small on-chip Lookup Table and are queried during the following frame, before the rendering of each tile. DSR estimates the best sampling rate for a tile in one frame and applies it in the following frame because it takes advantage of the well-known frame coherence property of graphics animations [17]: visual smoothness is achieved by producing a (quick) succession of frames where a large subset of tiles are very similar between two consecutive frames.

DSR addresses the shortcomings of prior work on the area of sampling at coarser granularities to reduce the number of shader executions. The majority of approaches rely on heavy efforts from the programmer to specify which components of the scene contain less details such as certain lights [15] or vertex attributes [34]. Conversely, DSR decides the sampling rates in a completely transparent manner to the programmer. Unlike approaches in which a static sampling rate is set for parts of the scene (such as particular regions of the screen [23] or fragments in the boundary between triangles [28]), DSR dynamically and continuously adapts the sampling rate of the entire scene at tile granularity to closely track image changes. Additionally, to the best of our knowledge, DSR is the first work to take advantage of frame coherence for this purpose. Although frame coherence has been proposed to skip some shader executions in the so-called Checkerboard rendering [22], such scheme is lossy and may affect image quality. DSR, on the other hand, only reduces the sampling rate in tiles that do not contain high spatial frequencies and, therefore, DSR does not produce visual artifacts. Previous approaches that dynamically change the sampling rate must compute their estimates in the middle of the pipeline execution.
whereas DSR is architected to not introduce any time overhead by overlapping the frequency analysis of one tile with the rendering of the next one. To summarize, the main contributions of this paper are:

- A new hardware technique, completely transparent to the programmer, that estimates the lowest possible sampling rate to which each tile may be rendered without producing visual artifacts and applies it during the following frame by taking advantage of frame coherence.
- A dynamic mechanism based on real-time analysis of the spatial frequencies that continuously adapts the per-tile sampling rate to track the image changes that occur over time.
- A comprehensive architectural description of the frequency analysis unit and how it is integrated within the graphics pipeline in a way that it causes no timing overheads.
- An implementation and evaluation that shows that Dynamic Sampling Rate reduces the shading activity by 66% and memory accesses by 28%, yielding speedups of 1.68x and an overall energy reduction of 40% on average.

The rest of the paper is organized as follows. Section 2 reviews the common pipeline organization of mobile GPUs and the Discrete Cosine Transform as a mean to mapping an image into the frequency domain. Section 3 describes the design of DSR. Section 4 presents the approach used to set the DSR’s parameters. Section 5 illustrates the implementation of DSR and the changes required to the baseline GPU. Section 6 presents the experimental framework and Section 7 quantifies the benefits of applying DSR. Section 8 outlines some related work and Section 9 sums up the main conclusions of this work.

2 BACKGROUND

2.1 Tile-Based Rendering

In a Tile-Based Rendering GPU, the image is rendered in two decoupled steps, as shown in Figure 3. First, the Geometry Pipeline processes the vertices of the three-dimensional models, transforming and assembling them into triangles. Triangles are then binned into the tiles that they overlap. Once the whole geometry has been processed and stored, the Raster Pipeline executes the second step, one tile at a time. By working on tiles, all temporary color values can be stored in the on-chip Color Buffer, which is only flushed to main memory once all triangles of the tile have been processed. The execution in the Raster Pipeline starts by fetching the primitives from memory and dispatching them to the rasterizer. Then, the rasterizer samples the surface of triangles at regular space intervals, generating Fragments: points inside the triangle with interpolated information at each point. Adjacent fragments are then arranged into groups of four called Quads and are sent to the Fragment Shaders which compute their colors by executing user-defined programs in lockstep mode for the four fragments. The color of each pixel in the tile is held in the Color Buffer, and it is obtained from one fragment, by blending multiple adjacent fragments, or by replicating the same fragment into multiple adjacent pixels, depending on whether the sampling rate is equal, higher or lower than one per pixel, respectively.

2.2 Frequency Analysis

The typical sampling rate of a scene is one sample per pixel. According to the Nyquist Sampling Theorem [23], such a sampling rate allows capturing changes in the image every two pixels or more, i.e., with a frequency smaller or equal than two pixels. As shown in Figure 4, not all regions of the screen contain high frequencies, or changes in the image in a short space. Therefore, a (much) lower sampling rate may be enough to represent the original signals. We propose to analyze the frequencies of each rendered tile to decide the sampling rate to be applied to it in the following frame.

A well known mechanism to obtain the frequency components of an image is the Discrete Cosine Transform (DCT) [1]. As a Fourier-related transform, the DCT maps a function (an image) from the spatial domain to a set of coefficients of basis functions localized in the frequency spectrum. Those basis functions correspond to sinusoids of a certain frequency and are visually represented in Figure 4. It can be seen that as either the x or y axis increase, the basis function is a sinusoid with higher variation rate, i.e., with higher frequency. Applying a 2D DCT to a block of NxN pixel colors results in a NxN matrix of values, the coefficients of the linear combination of basis functions which represent the original image in the frequency domain. The coefficient present in each element of the matrix indicates how much of that particular frequency is found in the original image.

The 2D DCT has several characteristics that make it an ideal choice for the type of real-time frequency analysis we require to find the optimal sampling rate for a tile:

- It assumes an even symmetry of the function: by construction, the image is mirrored in all its borders, which avoids artificial high frequency components that other transforms introduce by only considering a NxN pixel subset of the image.
- It has very high energy compaction, which means that the great majority of frequency information is
summarized in the upper-left region of the result matrix. This allows us to make sampling rate decisions only considering a subset of the NxN coefficients.

- It has a low complexity cost in comparison with other transforms as only cosines are computed.

Additionally, the 2D DCT is a separable function, which allows for the linear computation of all the elements in one dimension followed by the linear computation of all the elements in the second dimension. These characteristics allow us to implement a fast and energy efficient hardware unit to analyze the frequency components of a tile, explained in more detail in Section 5.

3 Dynamic Sampling Rate

This section describes how the 2D DCT is used to estimate the optimal sampling rate for a tile, i.e., the lowest sampling rate that does not introduce visible artifacts in the overall frame, and how to dynamically adapt it to image changes over time.

When the rendering process of the tile finishes, the Color Buffer contains the final color for all the pixels of the tile. We propose to add a small hardware unit that takes these colors as inputs to compute the 2D DCT and analyzes the resulting matrix of coefficients to determine if the current sampling rate for the tile is optimal. All the DCT coefficients are first aggregated into a single value that summarizes the amount of high-frequency information of the tile. Although a plethora of metrics exist, we empirically determined that the maximum absolute value among the coefficients determines if the current sampling rate for the tile is optimal. This choice is that, intuitively, we are more interested in how much high-frequency information a tile can contain for it to be sampled at a rate lower than the current one. If MaxC is lower than the Reduce Threshold, the sampling rate for the tile is reduced.

Then, a simple test is conducted to decide the new sampling rate for the tile: MaxC is compared against two different thresholds.

- The first threshold, which we label Reduce Threshold ($T_{R}$), represents the maximum frequency a tile can contain for it to be sampled at a rate lower than the current one. If MaxC is lower than the Reduce Threshold, the sampling rate for the tile is reduced.
- The second threshold, which we label Increase Threshold ($T_{I}$) represents the maximum frequency a tile can contain for it to be sampled at the current rate. If MaxC is greater than the Increase Threshold, the sampling rate for the tile is increased.

In the case that MaxC is neither lower than the Reduce Threshold nor greater than the Increase Threshold, the sampling rate for the tile does not change. The new sampling rate for each tile is stored and used to process it in the next frame. The scene is, therefore, not sampled uniformly neither in space nor time: each tile is rasterized with an independent sampling rate and it may be modified across frames to adapt to image changes.

Figure 4 shows the FSM that manages the dynamic sampling rate determination. We consider five different sampling rates: sampling at the center of every pixel (baseline sampling rate) and sampling at the center of every square block of 4, 16, 64 or 256 pixels (as shown in Figure 7). We will refer to these sampling rates as 1x, 1/4x, 1/16x, 1/64x and 1/256x, respectively. These sampling rates are motivated by the baseline GPU architecture employed in this work, which utilizes tiles of 16x16 pixels. Each state in the FSM corresponds to halving the previous sample rate in both X and Y dimensions, and the lowest state only generates one sample per tile. The transitions among states are controlled by the heuristic decision described above, based on a $<T,D>$ tuple that contains: the Thresholds ($T$) to which MaxC is compared to, and the number of low-frequency matrix Diagonals that are ignored ($D$) for its computation. We label as $<T_{R},D_{R}>$ the tuples for
the Reduce transitions and as \(<T_I, D_I>\) the tuples for the Increase transitions.

As images generated with lower sampling rates have fewer high-frequency components and different sampling rate requirements, each transition in the FSM has individual values for \(<T_R, D_R>\) and for \(<T_I, D_I>\). Apparently, the FSM has 4 Increase and 4 Decrease transitions. However, at 1/256x rate, fragments are sampled just once and the resulting tile contains a single plain color. As there is no spatial frequency in it, the heuristic cannot make decisions based on the coefficient matrix. Our FSM conservatively forces the 1/256x state to always transition back to 1/64x. Consequently, we must set parameter values for 3 Increase and 4 Reduce transitions in the FSM. Adequate values for these parameters have been empirically determined through extensive experiments with the objective to reduce GPU activity (samples) while keeping the original image quality. Section 3 describes the methodology followed to find such optimal \(<T_R, D_R>\), \(<T_I, D_I>\) values for each sampling rate.

Although in this work we consider sampling once per fragment to be the highest sampling rate, DSR can easily be integrated in GPUs that allow higher sampling rates, such as the ones implementing Supersampling Antialiasing (SSAA). The maximum sampling rate that those GPUs provide will be used as DSR’s baseline sampling rate. DSR will then selectively apply SSAA by dynamically determining which regions of the screen require it. DSR can also be combined with the widely spread Multisampling Antialiasing (MSAA) approach [2]. With MSAA, depth is sampled at several points per pixel (usually 4), while the fragment shader is only computed at the pixel center. All the samples that pass the depth test receive the output of the shader. As DSR only changes the frequency in which shaders are executed, DSR can also be applied on systems that use MSAA.

4 Parameter Selection

This section describes the empirical methodology to find the best values for DSR parameters such that frames are rendered at the lowest possible average sample rate (ASR) without producing any visible error.

As depicted in Algorithm 1, we perform an exhaustive parameter exploration. For each parameter combination under test we render all frames, adjusting the sample rate of each tile according to the output of the heuristic. During the search, any combination that produces even a single erroneous frame is directly discarded. Otherwise, the achieved ASR across all frames is computed for that combination. Eventually, we choose the parameter combination that produces the lowest ASR.

Frame errors are computed by comparing the image quality of the produced frames with respect to the frame rendered at baseline sampling rate using the Mean Structural Similarity Index (MSSIM [36]), a widely adopted, perceptually-based quality metric that estimates the visual impact of changes in image luminance and contrast caused by compression distortions. The MSSIM has been shown to outperform other similarity metrics that just measure differences in pixel color, such as PSNR and MSE, in terms of quality [11], [19] as it correlates better with the perception of the human visual system. A frame error occurs whenever the obtained MSSIM is lower than 95, as it is the point at which defects can be discerned by human beings [10].

Algorithm 1 Basic parameter search

| Input: |
| Output: Values for the \(<T_I, D_I>\) and \(<T_R, D_R>\) tuples that produce the lowest ASR |
| for each parameter combination do |
| for each frame do |
| for each tile do |
| \(DCT = \text{compute}_\text{dct}(\text{tile}, \text{frame})\) |
| if \(\text{MaxC}(D_R, DCT) < T_R\) then |
| \(\text{next} = \text{SR}[\text{tile}, \text{frame}] - 1\) \(\Rightarrow\) Reduce |
| else if \(\text{MaxC}(D_I, DCT) \geq T_I\) then |
| \(\text{next} = \text{SR}[\text{tile}, \text{frame}] + 1\) \(\Rightarrow\) Increase |
| else |
| \(\text{next} = \text{SR}[\text{tile}, \text{frame}]\) \(\Rightarrow\) Stay |
| end if |
| \(\text{SR}[\text{tile}, \text{frame} + 1] = \text{next}\) |
| end for |
| if contains_errors(\text{frame}) then |
| discard parameter combination |
| end if |
| end for |
| compute_\text{ASR}(\text{parameter}_\text{combination}, \text{SR}) |
| end for |

Each parameter combination contains a set of 14 different parameters (four \(<T_R, D_R>\) pairs for the Reduce transitions and three \(<T_I, D_I>\) pairs for the Increase transitions). Even considering just a few values for each parameter (say \(n\)), the sheer amount of combinations to consider \((n^{14})\) makes an exhaustive exploration unfeasible. We adopt instead a divide and conquer approach in which we first only focus on finding the best parameters for the Increase transitions. Next, those values are used and kept constant in Algorithm 1 to find the best parameters for the Reduce transitions. By splitting the parameter search into two steps, we substan-
Finally, note that during the first step we cannot apply Algorithm 1 without values set for the \(<T_R, D_R>\) pairs, the procedure lacks a mechanism to dynamically reduce the sample rates and the FSM never reaches the lowest states. Consequently, we must provide an alternative sampling rate reduction mechanism for this first step. Such mechanism must produce tiles at low enough sampling rates that Increase transitions are required to prevent errors due to undersampling. Otherwise (if Increase decisions were never required) we would not test the capabilities of the parameter combinations to produce a low ASR while not producing frame errors.

To build an effective reduction mechanism we first conduct a simple preliminary experiment that finds near-optimal sample rates for each of the tiles in all frames. Those values will act as references and will stay constant during the exploration of the Increase parameters. The reduction mechanism consists in always choosing the lowest sampling rate between the reference value and the outcome of the heuristic (which either increases the sampling rate or keeps it the same).

This preliminary experiment first generates the images of all tiles in all frames at all five sampling rates. It then sequentially analyzes tile by tile the five alternatives and selects the lowest one that does not produce visible errors compared with the same tile at baseline sampling. We term these sample rates Local Minimum, because image discrepancies are not analyzed at full frame level but just at tile level. As such, they may not be the optimal sample rates (optimal values may be lower when discrepancies are analyzed at frame level) but they are low enough to be used as a reference in our reduction mechanism.

Algorithm 2 shows the procedure to find the best parameters for the Increase transitions (the first step). Akin to Algorithm 1 for each tile it computes the DCT and decides whether or not to increase the current sampling rate according to the \(<T_I, D_I>\) parameters under test (Lines 5-9). However, unlike Algorithm 1 it next considers overriding that decision by choosing instead the stored Local Minimum sample rate for the next frame (Line 11) in case that it is lower. As the algorithm can select a sampling rate lower than the Local Minimum, the found parameters gravitate towards the optimal sampling rates.

\section{5 Implementation}

This section describes the combinational logic and memory structures required to implement Dynamic Sampling Rate, and how the frequency analysis and sample rate determination are integrated within the Raster Pipeline.

\subsection{5.1 Pipeline Integration}

The Dynamic Sample Rate technique uses a FSM (see Figure 5) to dynamically determine the sampling rate of each tile based on its current state and its MaxC. It requires a new hardware structure called Sampling Rate Table (SRT), with one entry per tile, that holds the state of each tile in a frame. Since the FSM has 5 different states, a state can be represented with 3 bits. Consequently, for a frame resolution of 1080x1920 pixels (as modelled in our experiments) there are 8100 tiles and the storage overhead of the SRT is 2.96 KB.

Other than the SRT, Dynamic Sampling Rate requires very minor modifications to the pipeline, as shown in Figure 8. Tiles are scheduled and primitives are fetched in the same way as in the baseline because the sampling rate only affects the discretization process. The Rasterizer still produces Quads (square groups of four adjacent fragments), so they can be depth tested, shaded and blended as in the baseline. The main difference is that the screen area covered by each fragment is bigger than a pixel when the sampling rate is lower than 1x. We refer to those fragments as Superfragments and to a group of four Superfragments as Superquads. Producing a superfragment at a sampling rate of 1/NxN only requires sampling at the center of a grid of NxN pixels.

\begin{algorithm}
\begin{algorithmic}[1]
\caption{LocMin parameter search}
\State \textbf{Input:} LocalMinimum, \(<T_R, D_R>\)
\State \textbf{Output:} Values for the \(<T_I, D_I>\) tuples that produce the lowest ASR
\For {each parameter combination}
\For {each tile}
\State \textbf{for each frame do}
\State \hspace{1em} \textbf{for each} do
\State \hspace{2em} DCT = compute_dct(tile, frame)
\State \hspace{2em} if MaxC(D_I, DCT) \geq T_I then
\State \hspace{3em} next = SR[tile, frame] + 1 \quad \triangleright \text{Increase}
\State \hspace{2em} else
\State \hspace{3em} next = SR[tile, frame] \quad \triangleright \text{Stay}
\State \hspace{2em} end if
\State \hspace{1em} loctile,frame = min(next, locmin)
\State \hspace{1em} \textbf{end for}
\State \hspace{1em} if contains_errors(frame) then
\State \hspace{2em} discard parameter combination
\State \hspace{1em} \textbf{end if}
\State \hspace{1em} \textbf{end for}
\State \hspace{1em} compute_ASR(parameter_combination, SR)
\EndFor
\end{algorithmic}
\end{algorithm}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig8.png}
\caption{Raster Pipeline with DSR.}
\end{figure}

Whenever a tile starts its processing, its state (hence the associated sampling rate) is fetched from the Sampling Rate Table. The Rasterizer generates Superfragments according to the stored state. The Depth and Color Buffers already have capacity to hold temporary values for the 256 pixels (16x16 pixel tiles) of the baseline resolution. Fragments within a Superfragment share depth and color, so, only one read/write operation in the Depth Buffer is executed when
depth testing a Superfragment and only one read/write operation in the Color Buffer is executed when blending a Superfragment. This results in some entries of the Color Buffer not being initialized after a tile finishes its processing. In the last pipeline stage, the final color value of a Superfragment is upsampled by replicating a color to all pixels belonging to it. Afterwards, the contents of the Color Buffer are transferred to main memory and the DCT computation of the tile starts.

5.2 Frequency Analysis Unit

The 2D DCT is a separable function [27]. This property allows to transform a NxN Input image into the frequency domain by successively applying 1D transforms, first along the rows and then along the columns (or vice-versa). By considering separability, the well-known 2D-DCT formula can be rearranged as shown in Equation 1:

\[
DCT(p,q) = \alpha(p)\alpha(q) \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} Input(m,n) \cos \left( \frac{(2m+1)p\pi}{2N} \right) \cos \left( \frac{(2n+1)q\pi}{2N} \right)
\]

where \(0 \leq p, q \leq N - 1\) and the scale factors \(\alpha\) are defined as:

\[
\alpha_p = \alpha_q \begin{cases} 
\frac{1}{\sqrt{N}} & \text{if } p = 0 \text{ or } q = 0 \\
\frac{2}{\sqrt{N}} & \text{otherwise.}
\end{cases}
\]

The 2D-DCT formula is usually expressed in matrix notation as [30]:

\[
DCT = K \cdot Input \cdot K^T = (K(K \cdot Input)^T)^T
\]

where \(K\) is the so-called Kernel Matrix, that contains precomputed values for both the scale factors and the cosine functions in the form of:

\[
K_{pq} = \begin{cases} 
\frac{1}{\sqrt{N}} & \text{if } p = 0 \\
\frac{2}{\sqrt{N}} \cos \left( \frac{(2q+1)\pi p}{2N} \right) & \text{otherwise.}
\end{cases}
\]

Our frequency analysis scheme uses the Synopsys’s implementation of the 2D DCT transform from their DesignWare library [32]. This module is based on the aforementioned Kernel Matrix precomputation and row-column decomposition. The computation of the 2D DCT shown in Equation 3 is divided in two steps, decoupled by an auxiliary buffer (Aux) that holds temporary results. The first step computes the 1D-DCT of the rows \((\text{Aux} = (K \cdot \text{Input})^T)\) and the second step completes the 2D computation \((DCT = (K \cdot \text{Aux})^T)\). In the Synopsys implementation, a single buffer is used for storing both the temporary and final results. This buffer, which we name DCT Buffer, is written by columns and read by rows to emulate the two transpositions.

Figure 9 shows a block diagram of the Frequency Analysis Unit and its dataflow: the input data is read from the Color Buffer 1 and is multiplied by the Kernel Matrix 2 using a series of compute units. Each unit computes the 1D-DCT of a row and stores the result in the DCT Buffer 3. Since the tiles in our modeled GPU are composed of 16x16 pixels and the frequency analysis unit contains 4 compute units, each unit sequentially processes 4 rows. Once the 16 rows have been processed, the second pass is performed: the temporary contents of the DCT Buffer 4 are multiplied to the Kernel Matrix and stored back in the DCT Buffer 5, four columns at a time, until the final 2D DCT is computed.

The original Synopsys design operates sequentially in each row and column, as it does not have hardware to compute multiple 1D-DCTs in parallel. This implies significant time overheads to compute the entire 2D-DCT of 16x16 elements. We have slightly modified the design by replicating the compute units. Experimentally, we have determined that with 4 compute units the frequency analysis and sampling rate determination do not cause stalls in the pipeline and the energy and area overheads are minimal (results in Section 7).

Once the DCT computation ends, the hardware 6 estimates the best sampling rate for that tile using the scheme presented in Section 5; it first uses the matrix of coefficients (ignoring the \(D\) first diagonals) to compute MaxC; then, following the FSM in Figure 6, it decides the new tile state (hence a corresponding sampling rate), based on the current state 7 and the comparison between MaxC and the \(T\) threshold. Finally, the new tile state is stored in the SRT 8 to indicate the sampling rate to be used in the following frame.

6 EXPERIMENTAL FRAMEWORK

The set of benchmarks employed in our experiments include ten unmodified commercial Android graphics applications...
that represent the current landscape of real-time rendering in mobile devices (see Table 1). The benchmark set consists of contemporary applications with tens of millions of downloads in Google Play [14] and includes a variety of workloads: from 2D applications with simple models (e.g., tsd) to 3D applications with detailed scenes (e.g., gob). The applications are also diverse in how the camera is placed and moved through the scene. The set includes benchmarks with the static-camera scenes (clr, dbz, hea, tsd) and simple scrolls (brs, med, sod, rok) that characterize mobile applications and also scenes with free-from and swift camera movements (gob, min).

The experimental framework used in this work is composed of three different stages:

1) The benchmarks are first run on a smartphone equipped with an Adreno 530 GPU and a 5.15-inch, 1080p display. We use GAPID [12] to obtain a file containing all the executed OpenGL commands of 100 frames of archetypal execution for each benchmark. GAPID is an open source debugging tool that captures the OpenGL API calls of an application to the graphics card driver.

2) The logged commands are then fed to the software-based back-end included in Gallium3D [35], which implements all the stages of the Graphics Pipeline and runs it on a CPU. We instrument the execution of the software renderer to obtain a complete instruction and memory trace of the application.

3) The trace drives the execution of the cycle-accurate simulator of the TEAPOT toolset [7], from which we obtain timing and energy results. The parameters used in our experiments are presented in Table 2 and model a TBR architecture resembling the ARM Mali-450 GPU [6]. The simulator has been extended to include all the combinational logic and local memory structures required by DSR. Additionally, the Frequency Analysis Unit described in Section 5.2 has been implemented in VHDL and synthesized to obtain its delay and power using the Synopsys Design Compiler, the modules of the DesignWare library and the 28/32nm technology library from Synopsys [33].

7 Results

In this section we present the energy and performance gains of our proposal compared to those of the baseline GPU. Figure 10 shows the energy consumption of the whole system (GPU plus memory) with our DSR proposal normalized to the Baseline described in Section 2.1. We can see that having independent and dynamic sampling rates for each tile achieves an average 40% reduction of energy, with savings up to 67% (for dbz). Figure 10 also shows the minor costs of activating DSR: the static and dynamic energy consumption of the Sampling Rate Table, and the logic and temporary memory required to compute the 2D DCT of the tiles (Figure 9). All together, they represent less than 2% of the total energy consumption and less than 1% of the area of the baseline GPU.

Figure 11 shows the reduction in execution cycles of DSR normalized to the Baseline design and broken down into Geometry and Raster cycles. On average, our proposal leads to 1.9x speedup in the Raster Pipeline, with maximums of more than 4x (dbz). This translates into a 36% global execution time reduction, since the Geometry Pipeline contains no modifications with respect to the baseline. Note that we do not incur in any execution time penalty, as the frequency analysis of the tiles and their sampling rate determination is completely overlapped with the Raster Pipeline activity.

The benefits in energy consumption and execution time of DSR are caused by sampling most tiles at lower rates,
as shown in Figure 12. On average, less than half of the tiles are sampled at the baseline rate, while almost 40% of the tiles are processed using the two lowest sampling rates (1/64x and 1/256x). The Average Sample Rate across all benchmarks and frames is thus reduced to 0.36 samples per fragment. This greatly reduces the activity of the Fragment Shaders, as shown in Figure 13. DSR reduces the average number of processed fragments by 66% and the number of texture accesses to main memory by 28% when compared to the Baseline. The gap between both numbers is caused by an increase in sparsity: as samples are taken at larger intervals, the likelihood of reusing a texture cache line is smaller than in the Baseline. However, the great reduction in processed fragments still allows for significant savings in overall texture traffic.

Rendered scenes in real-time applications tend to smoothly vary across consecutive frames. Therefore, the sampling rate requirements of tiles may evolve over time. As DSR analyzes the frequencies of the scene after rendering each tile, it manages to dynamically capture such changes and quickly adjust the sampling rates of all individual tiles accordingly. Figure 14 illustrates this process by depicting the sampling rate of 4 tiles over several frames, starting at the beginning of the execution of the application. We can observe that DSR starts sampling all the tiles at the maximum rate, 1x (1). Tiles A, B and C can be sampled at a much lower sampling rate, and spend a small transitory period of time continuously reducing their sampling rate (2) until their optimal rate for their current spatial frequency is found (3). Tiles remain in their estimated-optimal sampling rates (e.g., 4, 5) until the spatial frequencies in them change (e.g., 6). Note how every time that a tile is sampled at 1/256x rate (e.g., 7), the sampling rate is immediately increased in the following frame, as described in Figure 6.

It can be observed that the scene is not sampled uniformly neither in space (in a particular frame the sampling rate of the 4 tiles is normally different) nor in time (the sampling rate of a particular tile changes across the frames).

In our experiments, DSR has not produced a single error in all the generated frames, i.e., has not rendered any frame with a MSSIM lower than 95 when compared with the frame rendered at baseline sampling rate. Despite our benchmarks containing swift camera movements and object displacements across the screen, the similarity between consecutive frames allows the reuse of the estimated-best sampling rates without producing any visual artifacts. Albeit a sparse phenomenon, more abrupt alterations may occur in a particular frame, such as in a change of scene. The correctness of DSR cannot be guaranteed in these rare scenarios, as it is based on frame coherency. We have performed an experiment to quantify the effect that DSR has on image quality whenever there is a scene change. To do so, three additional 100-frame traces for the benchmarks listed in Table 3 have been generated. Each trace contains two different scene changes, emulated by entering and exiting the pause or settings menu of the application. With the renderization of these applications’ frames with DSR active, we have observed that only the frame rendered immediately after each of the six scene changes is erroneous. Subsequent frames are indistinguishable from frames rendered at baseline sampling rate. It is well documented that the human eye requires some time to construe visual information: at least 40ms are required to perceive motion [16] and scenes cannot be properly recreated in less than 67ms [13]. These times are greater than what a single frame lasts in 30 frames per second, the frame rate which is considered to be the minimum acceptable [9, 18], so we can conclude that these potential errors affect only a single frame and will not be perceived by the user.

8 RELATED WORK

There is a lot of interest in the graphics community in reducing shading costs so that more complex and realistic scenes can be rendered. Several techniques dynamically detect regions of the screen that can be sampled at lower rates by adding additional pipeline stages before or after the shading process. Deferred Adaptive Compute Shading [20] divides the framebuffer into levels, subsets of pixels progressively farther apart. Fragments are only shaded if the neighbor pixels from the previous level are not similar. Otherwise, the color of the fragment is computed by averaging the results of its neighbors. The work of Sathe and Akenine-Möller [28] reuses shading computations for triangles that share an edge by adding a comparison queue before the processing stage. In Adaptive Image-Space Sampling [31], the resolution is reduced in areas that contain less perceivable detail, which are evaluated with an additional pass after the geometry processing. Conversely, DSR is architected to not introduce any time overhead by completely overlapping the sampling rate estimation for a tile with the rendering of the next one.

To avoid the runtime overhead of determining components with less detail, several works allow the programmer to statically determine the sampling rate. In coarse Pixel Shading [34], the sample rate of each primitive can be controlled based on their vertex attributes. He et al. [15]...
design new language abstractions that grant each shader program the ability to determine which components can be processed at which rate. In NVIDIA's Variable Rate Shading \cite{23}, the programmer decides which sampling rate to apply in each section of the screen. DSR, on the other hand dynamically estimates the best sampling rates in each tile by using a hardware-only mechanism, in a completely transparent manner to the programmer.

Frame coherence has been previously leveraged to reduce the number of samples to process. In Checkerboard rendering \cite{22}, each frame shades an alternate half of the pixels in the screen. The color of the non-shaded half is obtained by applying reconstruction filters to the results obtained in the preceding frame. A large number of shading computations are avoided at the cost of some visual artifacts, since the lossy nature of the reconstruction and the fixed undersampling cannot perfectly reproduce neither motion nor visibility changes. In contrast, DSR estimates sampling rates at the finer granularity of tiles, can render tiles at the small rate of only one fragment per tile and does not affect image quality because it only reduces the sampling rate whenever a tile does not contain high spatial frequencies.

9 Conclusions
This paper proposes Dynamic Sampling Rate (DSR), a novel microarchitectural technique to reduce shader executions by determining the lowest sampling rate for each tile in a frame that does not reduce the overall quality of the rendered images. DSR analyzes the frequency components of a tile once it has been processed and decides the rate in which the tile’s triangles will be sampled in the following frame. The
sampling rate prediction leverages the frame-to-frame coherence inherent in animated graphics applications, which results in a high likelihood that the frequency components of a tile are maintained across consecutive frames.

We have shown that for a set of unmodified commercial Android applications DSR reduces the fragment-level redundancy by 66% on average with minimal hardware overhead, leading to an average speedup of 1.68x and energy savings of 40%.
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