Using peculiar velocity surveys to constrain the growth rate of structure with the wide-angle effect
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ABSTRACT
Amongst the most popular explanations for dark energy are modified theories of gravity. The galaxy overdensity and peculiar velocity fields help us to constrain the growth rate of structure and distinguish different models of gravity. We introduce an improved method for constraining the growth rate of structure with the galaxy overdensity and peculiar velocity fields. This method reduces the modelling systematic error by accounting for the wide-angle effect and the zero-point calibration uncertainty during the modelling process. We also speed up the posterior sampling by around 30 times by first calculating the likelihood at a small number of fiducial points and then interpolating the likelihood values during MCMC sampling. We test the new method on mocks and we find it is able to recover the fiducial growth rate of structure. We applied our new method to the SDSS PV catalogue, which is the largest single peculiar velocity catalogue to date. Our constraint on the growth rate of structure is $f_σ_8 = 0.405^{+0.076}_{-0.071}$ (stat) $±0.009$ (sys) at the effective redshift of 0.073. Our constraint is consistent with a Planck 2018 cosmological model, $f_σ_8 = 0.448$, within one standard deviation. Our improved methodology will enable similar analysis on future data, with even larger sample sizes and covering larger angular areas on the sky.
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1 INTRODUCTION
Our current cosmological model, the Λ Cold Dark Matter model (ΛCDM) explains the accelerating expansion of the universe by introducing the cosmological constant into Einstein’s theory of general relativity. Although this model is supported by numerous observations such as the Cosmic Microwave Background (CMB Aghanim et al. 2020) and Type Ia supernovae (Brout et al. 2022), the nature of dark energy is still unknown. An alternative explanation for the accelerating expansion is a modification to our theory of gravity (e.g., Dvali et al. 2000; De Felice & Tsujikawa 2010).

The strength of gravity is different in different theories of gravity (Linder & Cahn 2007). This affects the distribution of large-scale structures in the late universe and the motions of galaxies induced by these large-scale structures. The rate at which these structures grow is characterised by the linear growth rate parameter $f(a) = d ln D / d ln a$, where $a$ is the scale factor which describes the relative size of the universe at different epochs and $D$ is the growth factor which describes how the matter overdensities grow in time. Hence, different theories of gravity will predict different linear growth rates at the same redshift. For example, the strength of gravity in the DGP model is weaker than the general relativity so it has a lower linear growth rate at the same redshift than general relativity (Dvali et al. 2000).

Some modified gravity theories also introduce a scale dependence to the growth rate. However, the differences among the linear growth rates in different theories of gravity may be small depending on the values of the additional degrees of freedom introduced by the model, so we require a high-precision measurement of the linear growth rate to confront these theories.

We can constrain the linear growth rate of structure either by directly measuring the peculiar velocities of galaxies or by quantifying the change in the galaxy distribution inferred from redshifts (which are contaminated by the galaxies’ peculiar velocities). The second effect is called redshift space distortions (RSD; Jackson 1972; Kaiser 1986).

The peculiar velocity of a galaxy is generated by its local gravitational interactions with other galaxies and is independent of the expansion of the universe. To measure the peculiar velocity, we need to first measure the total velocity of a galaxy spectroscopically. Then we can use the scaling relations such as the Tully-Fisher relation (Tully & Fisher 1977) for spiral galaxies or the fundamental plane (Djorgovski & Davis 1987; Dressler et al. 1987) for elliptical galaxies to determine the redshift-independent distance. Hubble’s law allows us to use the redshift-independent distance to calculate the recession velocity due to the expansion of the universe. Finally, the difference between the total and recession velocity gives the peculiar velocity (Davis & Scrimgeour 2014).

In linear theory, the peculiar velocity and galaxy density are only sensitive to the parameter combinations $bσ_8$ and $f_σ_8$, where $σ_8$ is the root mean square of matter density fluctuation within spheres of radius $8h^{-1}$Mpc and defines the overall normalisation of the density perturbations.1 The peculiar velocity and RSD are highly comple-
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1 This degeneracy can be broken if we use the three-point correlation func-
mentary methods to measure the linear growth rate of structure, because while $b_{rg}$ and $f_{rg}$ enter at the same order in equation (5), the peculiar velocity in equation (4) has no dependence on galaxy bias. The peculiar velocity is also more sensitive to the large-scale matter overdensity while the RSD is more sensitive on smaller scales (Koda et al. 2014). Most importantly, the peculiar velocity and galaxy overdensity are two different tracers of the same underlying matter density field. Previous literature has shown combining two different tracers in the same analysis can eliminate the cosmic variance and reduce the statistical uncertainty (McDonald & Seljak 2009b; Blake et al. 2013; Koda et al. 2014).

Several methods have been developed to combine both tracers to constrain the growth rate. For example, we can determine the growth rate of structure by measuring the two-point correlation functions (Nusser 2017; Dupuy et al. 2019; Turner et al. 2021), measuring the galaxy density and peculiar velocity fields and constraining the growth rate by maximizing the likelihood (Johnson et al. 2014; Huterer et al. 2017; Howlett et al. 2017b; Adams & Blake 2017, 2020), measuring the momentum power spectrum (Park 2000; Park & Park 2006; Howlett 2019; Qin et al. 2019) and using the density field to reconstruct the predicted peculiar velocity field (Carrick et al. 2015; Boruah et al. 2020; Said et al. 2020; Lilow & Nusser 2021). In this work, we focus on the maximum likelihood fields method to constrain the growth rate of structure.

In the development of the maximum likelihood fields method, Adams & Blake (2017) were the first to simultaneously model the auto- and cross-covariance matrices of galaxy overdensities and peculiar velocities and use these matrices to constrain $f_{g}$ by maximizing the Gaussian likelihood function. They found the constraint on the linear growth rate of structure is improved by 20% compared to analysis using a single tracer. Adams & Blake (2020) improved on this previous method by including the effect of RSD on the density field and velocity field. However, they assume the lines-of-sight to all galaxies are parallel to each other during the derivation. This assumption breaks down when the angle subtended by the lines-of-sight between two different galaxies is big and the error introduced is called the wide-angle effect. This wide-angle effect is expected to be particularly important in a peculiar velocity survey because they are usually much shallower and wider than galaxy surveys at higher redshift. Previous literature has shown the wide-angle effect can introduce a more than 10% error when the subtended angle between the two line-of-sights is greater than 30 degrees (Castorina & White 2018; Shiraiishi et al. 2021).

Castorina & White (2020) recently developed a wide-angle formalism for the galaxy overdensity and peculiar velocity two-point correlation functions, which we build on to include wide-angle effects in the maximum likelihood field method from Adams & Blake (2020). Castorina & White (2020) did not consider the damping in the galaxy and velocity power spectrum due to the effect of RSD on small scales (finger-of-god effect) (Koda et al. 2014), so we also extend their methodology to include these non-linearities. In essence, our study combines the previous work by Adams & Blake (2020) and Castorina & White (2020) to develop a new maximum likelihood method that considers both the wide-angle effect and the RSD. As we will show, this reduces the systematic error when constraining the growth rate of structure from combined redshift and peculiar velocity surveys, while maintaining the same constraining power as the method of Adams & Blake (2020). We apply our new method to obtain the first cosmological constraints from the newly released Sloan Digital Sky Survey peculiar velocity (SDSS PV) catalogue, which is the largest individual sample of peculiar velocities to date.

This paper is organized as follows. In Section 2, we introduce the SDSS data and simulated catalogues. In Section 3, we introduce the theory behind our new method and derive analytical formulae for the models. The wide-angle effect, and a number of additional considerations that are required to analyse the SDSS PV catalogue, will be introduced in Section 4. We will show the result of tests of our methodology on the SDSS mocks in Section 5. Section 6 then presents the constraint of the growth rate of structure from the SDSS PV catalogue and discusses its implications and comparison to previous constraints. Lastly, we present our conclusion in Section 7. Throughout this work, we assume a flat $\Lambda$CDM model with fiducial cosmological parameters given by $\Omega_m = 0.3121$, $H_0 = 100h \text{km s}^{-1} \text{Mpc}^{-1}$ and $\sigma_8 = 0.8150$ at redshift zero.

2 DATA AND SIMULATION

2.1 SDSS peculiar velocity catalogue

The SDSS PV catalogue contains 34,059 elliptical galaxies with distance and peculiar velocity measurements obtained from the fundamental plane relation (Howlett et al. 2022). The targets in the SDSS PV catalogue were selected from data release (DR) 14 of SDSS and it covers 7016 deg$^2$ in the northern hemisphere up to redshift of 0.1 with a mean uncertainty in log-distance ratio of 0.1 dex. The SDSS PV sample is around four times bigger than the previous biggest fundamental plane peculiar velocity survey – the 6-degree Field Galaxy Survey velocity sample (6dFGSv; Campbell et al. 2014). Fig. 1 illustrates the 6dFGSv sample covers an area around 3 times bigger than the SDSS PV sample. Fig. 2 demonstrates the SDSS PV sample is much deeper than 6dFGSv sample. Additionally, the number of galaxies in the SDSS PV sample in each redshift bin is higher than 6dFGSv except below the redshift of 0.02. The SDSS PV sample extends to a higher redshift than other current large peculiar velocity samples. As such, it allows probing of slightly larger cosmological volumes. At the same time, the uncertainties of peculiar velocities for the high redshift galaxies are bigger, so more galaxies are required to obtain a measurement of similar accuracy as the low redshift galaxies.

Fig. 3 shows the distribution of log-distance ratios (defined in equation 22) is roughly Gaussian with zero mean as expected. In Fig. 4, we plot the galaxy overdensity and log-distance ratio in slices of the SDSS PV catalogue in the $y$-direction. We find $\delta_g \lessapprox 3.0$ for most of the data, so the quasi-linear theory in Koda et al. (2014) would produce a reasonably accurate model for our data. Most of the log-distance ratio data is also very close to zero which agrees with Fig. 3. If we convert the log-distance ratio measurements to peculiar velocity, the typical peculiar velocities of galaxies in the SDSS PV catalogue are around a few hundred to a few thousand km/s. For a detailed discussion of the data selection process, we refer the readers to section 2 of Howlett et al. (2022).

After fitting the fundamental plane and log-distance ratio, Howlett et al. (2022) found the peculiar velocity depends on the richness of the galaxy group with smaller peculiar velocities when the group contains more galaxies. The origin of this bias is unknown and it was corrected by fitting different Fundamental plane for different group richness. In this work, we will use the peculiar velocity data from the catalogue of multiple Fundamental plane fits instead of a single fit.

One of the assumptions of the fundamental plane fit is that the
3. THEORETICAL MODELLING

In this section, we present an overview of the new model we use to fit the positions and velocities of the SDSS PV catalogue as a function of cosmological parameters. The inclusion of wide-angle effects, redshift-space distortions, and various methods to improve the comparison to data (such as gridding and marginalization over zero-point errors) make the modelling quite complex, so we leave

net velocity of all galaxies inside the sample is zero. The zero-point correction corrects this assumption. For the SDSS PV catalogue, the zero-point assumption is done by cross-matching the overlapping galaxy groups in the Cosmicflows-III catalogue (Tully et al. 2016). The mean difference between the log-distance ratios of these overlapping galaxies in the cosmicflows-III and SDSS PV sample gives the zero-point correction. Howlett et al. (2022) calculates the zero-point correction for both single and multiple fundamental plane fit, we will adopt the value from the multiple fundamental plane fit and also propagate the uncertainty of this calibration into our cosmological constraints.
velocity, it shows the average peculiar velocity in each grid cell is around a few hundred to a few thousand km/s.

We can see most of the log-distance ratios are very close to zero which agrees with Fig 3. If we convert the log-distance ratio measurements here to the peculiar theory model can accurately describe our galaxy overdensity data. Right panel: the grey transparent regions indicate no velocity measurement in that grid cell.

Figure 4. These plots show the slices through the SDSS PV catalogue in the y-axis for the galaxy overdensity (left) and the log-distance ratio (right). The observer is at the origin and the slices are at -260 h⁻¹Mpc, -125 h⁻¹Mpc, 10 h⁻¹Mpc, 145 h⁻¹Mpc and 280 h⁻¹Mpc in the y-direction relative to the observer. These data are arranged in cubic grid cells with width 20 h⁻¹Mpc (see section 4.1.2). Left panel: the grey transparent regions indicate there is no galaxy in that grid cell and the red regions indicate regions with galaxy overdensity higher than three. We can see δ_g ≤ 3.0 for most of the grid cells, so the quasi-linear theory model can accurately describe our galaxy overdensity data. Right panel: the grey transparent regions indicate no velocity measurement in that grid cell. We can see most of the log-distance ratios are very close to zero which agrees with Fig 3. If we convert the log-distance ratio measurements here to the peculiar velocity, it shows the average peculiar velocity in each grid cell is around a few hundred to a few thousand km/s.

Figure 5. This plot shows the geometry among the observers and two random galaxies. The vectors s₁ and s₂ denote the radial distance between the observer and the first/second galaxy. The distance between the two galaxies is represented by s. The angular bisector of the two galaxies is denoted by d and the angle subtended by the two galaxies is θ. Lastly, ϕ represents the angle between the angular bisector and the separation vector of the two galaxies.

d = s₂ - s₁

3.1 Geometry and notation

Fig. 5 shows the configuration of two random galaxies at distance s₁ and s₂ relative to the observer. The distance between the two galaxies is denoted by s = s₂ - s₁ and the angular bisector of these two galaxies is given by

d = \frac{s₁s₂}{s₁ + s₂} (s₁ + s₂).

(1)

We can calculate the angle subtended by the two galaxies θ by taking the dot product of s₁ and s₂. Similarly, the angle ϕ is computed by taking the dot product of s and d. In this latter definition, there are two edge cases that must be given special consideration because ϕ becomes undefined. These are when two galaxies are directly opposite each other along the line-of-sight (s₁ = -s₂), and when two galaxies are at the same location s₁ = s₂. In the first of these scenarios, we can use the angular bisector theorem (Eq. B11) to show ϕ = \frac{π}{2}. The second is irrelevant because our derivation shows in this case, our model only ever depends on θ and not ϕ.

3.2 The maximum likelihood fields method

In the maximum likelihood fields method, we constrain the linear growth rate by maximising the likelihood of observing a set of galaxy overdensities and peculiar velocities.

The large-scale structures of our Universe are believed to have formed from the primordial Gaussian fluctuations in the density field (Zel’Dovich 1970). On linear scales, the velocity fluctuations are also expected to follow the density fluctuation. Therefore, on large enough scales, we can model the likelihood function with a Gaussian distribution

\[ P(S|m) = \frac{1}{\sqrt{(2\pi)^n |C(m)|}} e^{-\frac{1}{2}S^T C(m)^{-1}S}, \]

(2)

where n is the length of the data vector, C(m) is the covariance matrix which depends on the model parameters m, and S = (δ, v) denotes the data vector that contains the galaxy overdensity and peculiar velocity information. In defining our position and velocity information in terms of the overdensity and peculiar velocity we can assume the mean values of these two fields are zero based on the cosmological principle. Therefore, they do not enter into the likelihood function (note that this assumption may not be exactly true for peculiar velocity data in practice due to the presence of zero-point systematics, which we additionally model in Section 4.2.1).

In order to maximise the likelihood given our SDSS data, we hence require a model for the covariance matrix of the observed overdensity and peculiar velocity fields as a function of cosmological and nuisance parameters. The full covariance matrix is decomposed into blocks as

\[ C = \begin{pmatrix} C_{gg} & C_{gv} \\ C_{vg} & C_{vv} \end{pmatrix}. \]

(3)
where \( \mathbf{C}_{\text{gg}} \) and \( \mathbf{C}_{\text{vv}} \) denote auto-covariance matrices of the galaxy overdensity and velocity fields respectively, while \( \mathbf{C}_{\text{gv}} \) is the cross-covariance matrix. The full covariance matrix allows us to constrain the linear growth rate of structure with galaxy overdensity and peculiar velocity simultaneously. This will help to reduce the uncertainty of the linear growth rate of structure by breaking the cosmic variance limit because galaxy density and peculiar velocity are two different tracers of the same underlying matter density field (McDonald & Seljak 2009a). Our models for the individual blocks are presented next.

### 3.3 Covariance matrices

In linear theory, the peculiar velocity \( v \) of a galaxy is linked to the matter overdensity through (Strauss & Willick 1995)  
\[
\nabla \cdot v = -aHf \theta_v = -aHf \delta_m, \tag{4}
\]
where the Hubble parameter is denoted by \( H \) and the matter overdensity is represented by \( \delta_m \). The velocity divergence field is denoted by \( \theta_v \). The second equality is only true in the linear regime. We cannot observe matter overdensity directly because most of the matter in the universe is dark matter. Instead, we can only observe the galaxy overdensity. Additionally, we measure the galaxy distribution in redshift space, so we have to take into account the RSD effect. Kaiser (1986) found the galaxy overdensity in redshift space is given by
\[
\delta^g_r = b \delta_m + f \mu^2 \theta_v. \tag{5}
\]

The Kaiser equation links the galaxy overdensity in redshift space \( \delta^g_r \) to the matter density in real space \( \delta^m_r \) and the velocity divergence field by the galaxy bias parameter \( b \), the cosine of the line-of-sight angle \( \mu \) and the linear growth rate of structure \( f \).

In the mildly non-linear regime, the galaxy overdensity can be modelled by extending equation (5) as
\[
\delta_g(k) = \left( b \delta_m(k) + f \mu^2 \theta_v(k) \right) D_g(k, \sigma_g, \mu), \tag{6}
\]
where \( D_g \) is the damping in the galaxy overdensity due to the finger-of-god effect (Peacock & Dodds 1994). In this paper, we will adopt the Gaussian parameterization of the finger-of-god effect (Adams & Blake 2017, 2020)
\[
D_g = e^{-\frac{(k \mu \sigma_g)^2}{2}}. \tag{7}
\]

Here, \( \sigma_g \) determines the strength of damping in the unit of \( h^{-1}\text{Mpc} \). In general, the cosine of the line-of-sight angle is given by \( \mu_i = \hat{s}_i \cdot \hat{k} \), where \( \hat{s}_i \) is the line-of-sight direction to galaxy \( i \) and \( \hat{k} \) is the unit vector for wavenumber \( \mathbf{k} \). The Lorentzian parameterization of the finger of god effect (Dekel & Lahav 1999; Taylor & Watts 2001; Burkey & Taylor 2004; Howlett et al. 2017a) is also popular in the literature. We will show later our method can be easily applied to the Lorentzian parameterization as well. The definition of a covariance matrix \( \mathbf{C}_{XY} \) of two arbitrary quantities \( X \) and \( Y \) is  
\[
\mathbf{C}_{XY} = \langle XY^\ast \rangle - \langle X \rangle \langle Y \rangle. \tag{8}
\]

The second term on the right-hand side of equation (8) vanishes because the mean overdensity and peculiar velocity are zero according to the cosmological principle. By applying equation (8) and considering the geometry in Fig. 5 we can find the galaxy overdensity auto-covariance matrix in Fourier space is
\[
\mathbf{C}_{gg} = \int \frac{d^3k}{(2\pi)^3} e^{i\mathbf{k} \cdot \mathbf{s}_1} \int \frac{d^3k'}{(2\pi)^3} e^{-i\mathbf{k'} \cdot \mathbf{s}_1} \langle \delta_g(k) \delta_g(k') \rangle \tag{9}
\]
\[
= \int \frac{d^3k}{(2\pi)^3} e^{i\mathbf{k} \cdot \mathbf{s}_1} (b^2 P_{mm} + b f \mu_1^2 P_{m0} + b f \mu_1^2 P_{m0} + f^2 \mu_1^2 \mu_2^2 P_{\theta \theta} e^{-\frac{(k \mu_1 \sigma_g)^2}{2}} e^{-\frac{(k \mu_2 \sigma_g)^2}{2}}. \tag{10}
\]

Here, the matter auto-power spectrum, the cross-power spectrum of matter, and velocity divergence and the velocity divergence auto-power spectrum are denoted by \( P_{mm}, P_{m0} \) and \( P_{\theta \theta} \) respectively. We use the definition of the power spectrum \( \langle X(k)Y(k') \rangle = (2\pi)^3 \delta_D(k - k') P_{XY}(k) \) to simplify equation (9) to the second line  
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Similarly, the model for the peculiar velocity in the linear theory is
\[
v(k) = -iaHf \mu \delta_m(k) D_u(k, \sigma_u). \tag{11}
\]
in the Fourier space. Here, \( D_u = \frac{\sin(k \sigma_u)}{k^2 \sigma_u} \) is the damping function for the peculiar velocity field due to the finger-of-god effect (Koda et al. 2014). The \( \sigma_u \) parameter determines the strength of the damping. Substituting this equation into the definition of the velocity auto-covariance matrix, we get
\[
\mathbf{C}_{vv} = \int \frac{d^3k}{(2\pi)^3} e^{i\mathbf{k} \cdot \mathbf{s}_1} \int \frac{d^3k'}{(2\pi)^3} e^{-i\mathbf{k'} \cdot \mathbf{s}_1} (v(k_1) v(k_2)^\ast) \tag{12}
\]
\[
= \int \frac{d^3k}{(2\pi)^3} e^{i\mathbf{k} \cdot \mathbf{s}_1} (aHf)^2 \frac{k^2 D_u(k, \sigma_u) \mu_1 \mu_2 P_{\theta \theta}}{k^2}. \tag{13}
\]

We can also show the galaxy-velocity cross-covariance matrix and the velocity-galaxy cross-covariance matrix are given by
\[
\mathbf{C}_{gv} = iaHf \int \frac{d^3k}{(2\pi)^3} e^{i\mathbf{k} \cdot \mathbf{s}_1} \frac{\mu_2}{k} D_u(k, \sigma_u) \tag{14}
\]
\[
(b P_{m0} + f \mu_1^2 P_{\theta \theta}) D_g(k, \sigma_g, \mu), \tag{15}
\]
and
\[
\mathbf{C}_{vg} = -iaHf \int \frac{d^3k}{(2\pi)^3} e^{i\mathbf{k} \cdot \mathbf{s}_1} \frac{\mu_1}{k} D_u(k, \sigma_u) \tag{16}
\]
\[
(b P_{m0} + f \mu_2^2 P_{\theta \theta}) D_g(k, \sigma_g, \mu_2) \tag{17}
\]
respectively.

Adams & Blake (2020) simplified the integral by setting \( \mu_1 = \mu_2 = \hat{k} \cdot \hat{d} \) while Castorina & White (2020) did not include the damping terms \( D_g \) and \( D_u \). To avoid these two simplifications, we first use the Taylor expansion to write the \( D_g \) damping term as
\[
D_g = e^{-\frac{(k \mu \sigma_g)^2}{2}} = \sum_{i=0}^{\infty} (-1)^i (k \sigma_g)^{2i} \frac{2i!}{i!} \mu^{2i}. \tag{18}
\]
The radius of convergence of this Taylor expansion is infinite, so equation (18) is exact if we sum to infinity. The Lorentzian parametrization of \( D_g \) could also be decomposed into a similar sum but with different coefficients using the Taylor expansion. We can then substitute this into equations (9-13) and simplify the expressions into a series of much faster 1D integrals. The detailed derivations of the covariance

\[\delta_D(k - k')\] here denotes the Dirac delta function, not to be confused with galaxy or matter overdensity.
matrices are shown in Appendix A and we will show the final equations after simplifications here. The galaxy auto-covariance matrix is given by

\[
C_{gg}(s_1, s_2) = \sum_{pq} \frac{(-1)^{p+q}}{2^{p+q} p! q!} \gamma^{2(p+q)} \sum_l \left( b_2^2 \xi_{mm,l}(s, 0) \right),
\]

\[
H^l_{p,q}(s_1, s_2) + \int \xi_{\theta_4, l}(s, 0) H^l_{p+1,q}(s_1, s_2) + \int \xi_{\theta_4, l}(s, 0) \left( H^l_{p+1,q}(s_1, s_2) + H^l_{p,q+1}(s_1, s_2) \right).
\]

(15)

Like equation (14), this equation is exact if we sum \( p, q \) to infinity. In practice, we can only sum a finite number of terms. Adams & Blake (2020) points out the order of \( l \) only depends on the exponent of \( \mu \) that appears in the anisotropic power spectrum. The galaxy auto-covariance matrix has two damping terms. From equation (14) and equation (9), the highest possible exponent is \( 2(p+q) \), so \( l \leq 2(p+q) \). The highest \( p, q \) we need to sum to depends on the required accuracy of the Taylor expansion. From equation (14), the accuracy of the Taylor expansion depends on \( k_0 r_g \). Koda et al. (2014) found the model we are using is valid for \( k \leq 0.20h\text{Mpc}^{-1} \) and \( \sigma_g \) is on the order of \( 1h^{-1}\text{Mpc} \). Therefore, \( k_0 r_g \ll 1 \) and the first few orders of Taylor expansion will give a reasonable approximation. In the first few orders of Taylor expansion we will take up the third order (\( p = q = 3 \)) and show it is enough to obtain an unbiased constraint on \( f \sigma_g \) for the SDSS PV survey. 4

The function \( \xi \) is given by

\[
\xi_{pq, l}(r, \sigma_u) = \int_{k_{\text{min}}}^{k_{\text{max}}} \frac{k^2 dk}{2\pi^2} P_{ab}(k) f(k) k^{2(p+q)} D^p_q(k, \sigma_u),
\]

(16)

where \( f(k) \) is the \( l \)th order of the spherical Bessel function. For the galaxy auto-covariance matrix, if we set \( l = 0 \), then \( \xi \) represents the galaxy two-point correlation function. Mathematically, the integration for equation (16) should be done from \( 0 \) to \( k = \infty \) because equation (16) is a Fourier transform. However, a peculiar velocity survey can only probe a limited amount of \( k \)-modes. Therefore, the integration bound is set to \( k_{\text{min}} \) and \( k_{\text{max}} \) which are the largest and smallest scales that the peculiar velocity survey is able to probe respectively. For the SDSS peculiar velocity catalogue, we set \( k_{\text{min}} = 0.0025h\text{Mpc}^{-1} \) because this is approximately the largest scale that the survey is able to probe. \( k_{\text{max}} \) depends on the accuracy of our model on small scales. Previous literature usually set \( k_{\text{max}} = 0.15h\text{Mpc}^{-1} \) (Adams & Blake 2017, 2020) or \( k_{\text{max}} = 0.20h\text{Mpc}^{-1} \) (Koda et al. 2014; Howlett et al. 2017b). We will determine which \( k_{\text{max}} \) to use in Section 5 by choosing the one that returns the mean \( f \sigma_g \) closest to the fiducial value in the mocks.

The function \( H \) in equation (15) is given by

\[
H^l_{p,q}(s_1, s_2) = \sum_{l_i, l_2} \frac{4\pi^2}{(2l_1 + 1)(2l_2 + 1)} \sum_{m_1, m_2} G^l_{m_1, m_2} Y^l_{m_1}(s_1 - s_2) F^l_{m_2}(s_1) Y^l_{m_2}(s_2) a^2_{l_i} A^2_{l_2},
\]

(17)

where the asterisk denotes the complex conjugate of the spherical harmonics. The Gaunt coefficient \( G \) is given by

\[
G^l_{M_1, M_2, M_3} = \frac{(2L_1 + 1)(2L_2 + 1)(2L_3 + 1)}{4\pi (L_1 + L_2 + L_3)!} \left( \begin{array}{ccc} L_1 & L_2 & L_3 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} L_1 & L_2 & L_3 \\ M_1 & M_2 & M_3 \end{array} \right),
\]

(18)

where the matrices in equation (18) represent the Wigner 3j symbols. The spherical harmonics functions are denoted by \( Y_{l,M} \) and \( a_l \) is the coefficient of the multipole decomposition of the line-of-sight angle

\[
a^2_l = \frac{2l + 1}{2} \int_0^\pi \mu^2 J_l(\mu) \, d\mu.
\]

(19)

In practice, we evaluate the function equation (17) with Mathematica and sum over different values of \( l_1, l_2 \). For a given \( p \) and \( q \), this results in a finite number of nonzero terms as mentioned previously. The final expressions for equation (17) are linear combinations of sine and cosine functions in terms of \( \theta \) and \( \phi \). Figure 6 shows how some of the function \( H \) changes with respect to the angle between the two galaxies \( \theta \). You can think about \( H \) as a weighting function here that assigns weights based on the RSD effect. Here, we choose only the monopole terms because they do not depend on \( \phi \). For \( q = 0 \), the weighting function is independent of \( \theta \). This is expected since when \( p = 0 \) or \( q = 0 \) is zero, we are considering the isotropic component of the clustering, and there is no RSD effect. For higher orders, the weighting function \( H \) reaches the maximum when the line-of-sights to galaxies are either parallel or anti-parallel to each other. It reaches the minimum when the line-of-sights to two galaxies are perpendicular. This is also expected because the finger of god effect elongates the galaxy distribution along the line-of-sight of the observer, while the transverse direction is not affected. It is important to note that at fixed order in \( p \) and \( q \), the contributions to \( C_{gg} \) from the velocity-dependent terms enter at one order higher. Hence there is always a \( \theta \) dependent contribution to the model that is larger when the galaxies are aligned along the line-of-sight — for \( p = 0, q = 0 \) this is simply the Kaiser effect.

The weighting function for other multipoles depends on both \( \theta \)
and $\theta$ and $\phi$ for $l = 2$ (quadrupole and $l_1, l_2$ are being summed over) and $p = q = 2$. Similar to the case of the monopole, the weighting function reaches the maximum when the lines-of-sight to two galaxies are parallel or anti-parallel.

Figure 7. This plot shows how the weighting function changes with respect to $\theta$ and $\phi$ for $l = 2$ (quadrupole and $l_1, l_2$ are being summed over) and $p = q = 2$. Similar to the case of the monopole, the weighting function reaches the maximum when the lines-of-sight to two galaxies are parallel or anti-parallel.

and $\phi$. Fig 7 shows the surface plot of the weighting function for the quadrupole ($l = 2$) with $p = q = 2$. It shows similar behaviour to Fig 6; when two galaxies are parallel ($\theta = 0, \phi = 0$) or anti-parallel ($\theta = \pi, \phi = \frac{\pi}{2}$), then the weighting function reaches a maximum. The same is true for higher-order multipoles or other values of $p$ and $q$, in that the weighting function still reaches the maximum when the line-of-sight of two galaxies is parallel or anti-parallel, maximising the contribution from RSD. Other than that however, the weighting functions are a complicated function of $\phi$ and $\theta$.

Using a similar approach to the galaxy auto-covariance matrix, the velocity auto-covariance matrix is given by

$$C_{vv}(s, \sigma_u) = (aHf)^2 \sum_l l^{l+2} \xi^{0.5, -0.5, 2}(s, \sigma_u) H_l^l(s_1, s_2).$$

(20)

Although the form of velocity auto-covariance matrix looks at first different from previous derivations (Ma et al. 2011; Adams & Blake 2017; Castorina & White 2020), we can show they are all mathematically equivalent (see Appendix B3 for more detail). This is because all previous derivations of the velocity auto-covariance matrix already have considered the wide-angle effect. Equation (11) shows the highest selected exponent for $\mu_1$ and $\mu_2$ is 2, so only $l = 0, 2$ are non-zero. The multipole order $l$ here does not depend on the order of the Taylor expansion because equation (11) shows the velocity auto-covariance matrix does not depend on the $D^2$ damping term.

Finally, the galaxy-velocity cross-covariance matrix is

$$C_{gv}(s, \sigma_u) = (aHf) \sum_p (-1)^P 2^{P-1} \xi^{P, 0.5, 1}(s, \sigma_u) H^l_{P, 0.5}(s_1, s_2) + f \xi^{P, 0.5, 1}(s, \sigma_u) H^l_{p+1, 0.5}(s_1, s_2).$$

and the velocity-galaxy cross-covariance matrix is the transpose of the galaxy-velocity cross-covariance matrix. Similar to the galaxy auto-covariance matrix, the multipole order $l$ depends on the order of the Taylor expansion $p$. The highest order of the multipole is given by $2(p + 1)$. This concludes the formal definition of our model for the covariance matrix for a set of observed galaxy overdensities and peculiar velocities.

4 APPLYING THEORY TO DATA

Before we can compute the theoretical covariance matrix for our data, and maximize the likelihood to find the best fitting growth rate, there are a number of other considerations we must make to 1) ensure the model and data are compared on the same footing, and 2) make the comparison computationally feasible. We focus on these two considerations in this section.

4.1 Modifications to the covariance matrix

4.1.1 Log-distance ratio correction

Springob et al. (2014) and Johnson et al. (2014) point out that the uncertainty of the peculiar velocity does not follow a Gaussian distribution. Instead, it follows the log-normal distribution. To solve this issue, they suggested measuring the peculiar velocity with the log-distance ratio $\eta$ (Springob et al. 2014; Johnson et al. 2014)

$$\eta = \log_{10} \left( \frac{D_z}{D_H} \right).$$

(22)

Here, $D_z$ is the comoving distance deduced from the redshift measurement and $D_H$ is the true comoving distance from redshift-independent distance measurements. The distribution of log-distance ratio in the SDSS PV catalogue is shown in Fig. 3 and it roughly follows the Gaussian distribution. We hence have to convert the model for the velocity auto- and cross-covariance to log-distance ratio. The conversion between the two introduces a conversion factor (Johnson et al. 2014; Watkins & Feldman 2015)

$$\kappa(z_{\text{obs}}) = \frac{1}{\ln 10} \frac{1 + z_{\text{obs}}}{D_z(z_{\text{obs}}) D_H(z_{\text{obs}})}.$$  

(23)

The covariance matrix after the log-distance ratio conversion is then given by

$$C_{\eta g}(s_1, s_2, \sigma_u) = \kappa(z_{s_1}) \kappa(z_{s_2}) C_{vv}(s_1, s_2, \sigma_u).$$

(24)

$$C_{\eta g}(s_1, s_2, \sigma_u) = \kappa(z_{s_1}) C_{vg}(s_1, s_2, \sigma_u).$$

(25)

and

$$C_{\eta g}(s_1, s_2, \sigma_u) = \kappa(z_{s_2}) C_{vg}(s_1, s_2, \sigma_u).$$

(26)

The galaxy auto-covariance matrix is not affected by this correction because it does not depend on the peculiar velocity data.

5 We can deduce this by imposing that the full covariance matrix needs to be symmetric, but Appendix A analytically shows the cross-covariance matrices are related to each other via a transpose.
4.1.2 Griding correction

The SDSS PV catalogue contains more than 34,000 galaxies, making it computationally expensive to compute and fit using the covariance matrix for individual galaxies. Therefore, we choose to reduce the dimensionality of the matrix by gridding the data to reduce the computation time. The centre of each grid cell is then treated as $s_i$ in the calculation of the covariance matrix. Additionally, gridding also helps us smooth out the non-linearities in the data, which are typically non-Gaussian, such that it is more appropriate to use the Gaussian likelihood function.

After gridding the data, the galaxy overdensity of each grid cell is given by

$$\delta_G = \frac{N - N_{\text{exp}}}{N_{\text{random}}}$$

where $N$ is the number of galaxies in the grid cell and $N_{\text{exp}}$ is the expected number of galaxies in the same grid cell but with the random catalogue. The number of expected galaxies in the mock $N_{\text{mock}} = \sum_{\text{grid}} N$ is normalised by the number of galaxies in the random catalogue $N_{\text{random}} = \sum_{\text{grid}} N_{\text{exp}}$ because each mock may contain a different number of galaxies. Similarly, the log-distance ratio of each grid cell is the mean of all galaxies’ log-distance ratios in the grid cell.

Gridding greatly suppresses the nonlinear power, so we have to modify the covariance matrix models accordingly. This is done by replacing

$$P_{XY}(k) \rightarrow P_{XY}^{\text{grid}}(k) = P_{XY}(k) \Gamma(k)^2.$$  

when computing equation (16). $\Gamma(k)$ is the angle-averaged, Fourier transform of the gridding kernel with cell edge-length $L$ (Howlett et al. 2017b)

$$\Gamma(k) = \frac{1}{4\pi} \int_0^\pi \int_0^{2\pi} \sin k_x \sin k_y \sin k_z \frac{\sin k_x \sin k_y \sin k_z}{k_x k_y k_z},$$

where the components of the wavevector are given by

$$k_x = \frac{kL}{2} \sin \theta \cos \phi; \quad k_y = \frac{kL}{2} \sin \theta \sin \phi; \quad k_z = \frac{kL}{2} \cos \phi.$$  

(30)

The gridding window function is close to one when the wavenumber $k$ is small and close to zero when $k$ is larger than the inverse of the length of the grid cell. Gridding also assumes the densities and peculiar velocities of galaxies are continuous. For the galaxy density, this is corrected by the shot noise (see Section 4.1.3). For the gridded version of the velocity auto-covariance matrix ($C_{\eta\eta}^{\text{grid}}$), Abate et al. (2008) suggest updating the diagonal elements with

$$C_{\eta\eta}^{\text{grid}}(s_1, s_2, \sigma_\eta) \rightarrow C_{\eta\eta}^{\text{grid}}(s_1, s_2, \sigma_\eta) + \frac{C_{\eta\eta}(s_1, s_2, \sigma_\eta) - C_{\eta\eta}^{\text{grid}}(s_1, s_2, \sigma_\eta)}{N} \delta_D(s_1 - s_2),$$

(31)

where $C_{\eta\eta}$ is the non-gridded version of the covariance matrix. The correction is not necessary for the off-diagonal component because they are negligible on small-scales (Abate et al. 2008).

To further reduce the dimensionality of the covariance matrix, we delete grid cells of the velocity covariance matrices where there is no galaxies in the catalogue. We will also delete the grid cells of the galaxy covariance matrices where there is no galaxies in the random catalogue. Both of these instances contribute no information to the likelihood function. We use $30h^{-1}\text{Mpc}$ grid size when fitting the mocks without applying the Taylor expansion to the logarithmic likelihood function (see 4.3). This is because a smaller grid size will take too much time (we estimate it will take more than two weeks) to fit a single mock. After applying the Taylor expansion to the logarithmic likelihood function, the size of the grid cell is $20h^{-1}\text{Mpc}$.

4.1.3 Shot noise of galaxies and peculiar velocity uncertainties

The derivation of the auto-covariance matrices assumes galaxy positions and velocities are continuous fields, whereas they are actually discrete objects. The error introduced is called the shot noise $\sigma_{\delta G}$ and can be modelled via Poisson statistics,

$$\sigma_{\delta_G}(x) = \frac{1}{\sqrt{N_{\text{exp}}(x)}}.$$  

(32)

The shot noise is included in the galaxy auto-covariance matrix by adding it to the diagonal terms

$$C_{\delta G}^{\text{err}}(s_1, s_2, \sigma_\delta) = C_{\delta G}^{\text{grid}}(s_1, s_2, \sigma_\delta) + \sigma_\delta^2 \delta_D(s_1 - s_2).$$

(33)

The error of the log-distance ratio in a given grid cell is treated similarly

$$C_{\eta\eta}^{\text{err}}(s_1, s_2, \sigma_\eta) = C_{\eta\eta}^{\text{grid}}(s_1, s_2, \sigma_\eta) + \sigma_\eta^2 \delta_D(s_1 - s_2)$$

(34)

and $\sigma_\eta^2$ contains two independent contributions to the uncertainty of the peculiar velocity $\sigma_\eta^2 = (\sigma_\eta^\text{grid})^2 + \kappa(z s_i)\kappa(z s_j)\sigma_e^2$. The first term arises from the measurement uncertainty of the log-distance ratio of each galaxy in the grid cell and is given as the standard error on the mean

$$\sigma_\eta^\text{grid} = \frac{1}{N} \sqrt{\sum_i \sigma_{\eta,i}^2},$$

(35)

where each galaxy in the cell has its own uncertainty $\sigma_{\eta,i}$. The second term accounts for the velocity dispersion of galaxies on nonlinear scales. The $\sigma_v$ parameter is treated as a free parameter in our model.

4.1.4 Integration bounds

Adams & Blake (2017) found that there is a significant contribution to the galaxy auto-covariance matrix beyond $k_{\text{max}} = 0.15h\text{Mpc}^{-1}$. They suggested to add an additional integral from $k_{\text{max}}$ to $1.0h\text{Mpc}^{-1}$ for the galaxy auto-covariance matrix. This additional integral only acts as a nuisance parameter to increase the value of the galaxy-galaxy auto-covariance matrix, so it does not require complex modelling of the nonlinear power spectrum or the inclusion of redshift space distortions (Adams & Blake 2020). The additional contribution to the covariance matrix is hence given by

$$C_{\delta G}^{\text{add}} = \sum_{p=0}^{\text{max}} \left(-\frac{1}{2}\right)^p \delta_D \frac{\sigma_\delta^2}{2^{p+1}} \left(2^{p+q} \sum_{l=0}^{q} \sum \right) b_{\text{add}} \delta_D \exp(x) (r, 0) H_p.$$  

(36)

where the integration bound for $\xi$ is from $k_{\text{max}}$ to $1.0h\text{Mpc}^{-1}$ and $b_{\text{add}}$ is a free parameter called the additional galaxy bias. Here, $b_{\text{add}}$ provides an indication of the galaxy bias parameter in the nonlinear scale.

4.1.5 Summary

This subsection has covered a number of modifications made to the model covariance matrices to enable their comparison to the data.
To summarise, in fitting the SDSS PV data, we hence replace the covariance matrix used in the likelihood of equation (2) with

\[
\mathbf{C} = \begin{pmatrix}
\mathbf{C}_{gg} & \mathbf{C}_{g\nu} \\
\mathbf{C}_{g\nu}^T & \mathbf{C}_{\nu\nu}
\end{pmatrix} \rightarrow \begin{pmatrix}
\mathbf{C}_{gg}^{\text{err}} + \mathbf{C}_{g\nu}^{\text{add}} & \mathbf{C}_{g\nu}^{\text{grid}} \\
\mathbf{C}_{g\nu}^{\text{grid}} & \mathbf{C}_{\nu\nu}^{\text{err}}
\end{pmatrix}.
\]

(37)

The data vector is similarly replaced with

\[
\mathbf{S} = \left( \delta \mathbf{\sigma}_v \right) \rightarrow \begin{pmatrix} \mathbf{\sigma}_v^{\text{grid}} \\ \mathbf{\eta}^{\text{grid}} \end{pmatrix}.
\]

(38)

### 4.2 Modifications to the likelihood

#### 4.2.1 Zero-point correction

The standard method of fitting the fundamental plane requires us to assume that the net velocity inside the survey is zero, which is usually not the case. This ‘zero-point’ then require fixing by comparison to other distance indicators in the distance ladder. In the case of the SDSS PV survey, this was done by cross-matching overlapping galaxies/groups to the Cosmicflows-III catalogue (Tully et al. 2016). We refer the readers to section 5.4 of Howlett et al. (2022) for more information on how exactly this was done, but the important point for this work is that such a calibration comes with uncertainty arising from both the small number of objects in common between the two datasets and their individual statistical uncertainties. There is also the chance for hidden systematics to influence either or both of the catalogues. Howlett et al. (2022) found the zero-point correction for the SDSS PV catalogue with multiple fundamental fit is given by \( y = -0.0037 \pm 0.0040 \). We will adopt this measurement in our analysis.

To account for this uncertainty in our constraints on the growth rate, Johnson et al. (2014) showed how to marginalize the likelihood function over the uncertainty of zero-point for peculiar velocity surveys. However, to the best of the authors’ knowledge, there is no analytical formula for the marginalized likelihood function over the zero-point uncertainty when you combine both the galaxy density and peculiar velocity data. Therefore, we will derive one here. Following Johnson et al. (2014), we assume the zero-point \( y \) has a Gaussian prior

\[
P(y|\sigma_y) = \frac{1}{\sqrt{2\pi \sigma_y}} e^{-\frac{y^2}{2\sigma_y^2}},
\]

where \( \sigma_y \) here denotes the uncertainty of the zero-point correction. To analytically marginalize over the zero-point uncertainty, we have

\[
P(S|m) = \int dy P(S|m, y) P(y|\sigma_y)
\]

\[
= \int dy \frac{1}{\sqrt{(2\pi)^{n+1}|\mathbf{C}(m)|^{\sigma_y}} e^{-\frac{1}{2}(S^T \mathbf{C}(m)^{-1} S + \frac{y^2}{2\sigma_y^2})}.
\]

(40)

Due to the zero-point correction, the data vector \( \mathbf{S} \) has become \( \mathbf{S}' = \mathbf{S} + \mathbf{x} y \) where \( \mathbf{x} \) is zero for the galaxy overdensity data and one for the peculiar velocity data. This is because the zero-point correction will only affect the peculiar velocity data.

Solving this using properties of Gaussian integrals (see e.g., Appendix A of Bridle et al. 2002) we find,

\[
P(S|m) = \frac{1}{\sqrt{(2\pi)^n|\mathbf{C}(m)|^{\sigma_y}}} e^{-\frac{1}{2}(S^T \mathbf{C}(m)^{-1} S + \frac{y^2}{2\sigma_y^2})}.
\]

(41)

where \( N_x = \sqrt{x^T \mathbf{C}(m)^{-1} x + \frac{1}{\sigma_x^2}} \) and \( N_y = \sqrt{S^T \mathbf{C}(m)^{-1} y} \). Equation (41) can be reduced to the marginalized likelihood function in Johnson et al. (2014) when there is no galaxy density data. In this case, the vector \( \mathbf{x} \) will become a vector of ones. We use this likelihood in place of equation (2) in our fitting, with \( \sigma_y = 0.0040 \).

#### 4.3 Taylor expansion of the logarithmic likelihood functions

Although gridding the data as discussed in Section 4.1.2 significantly reduces the computational time, it still takes more than one day on a single core to fit a single mock with the exact likelihood function of equation (41). Most of the computational time is spent on calculating the inverse and determinant of the covariance matrix. Both operations scale as \( N_{\text{mat}}^3 \) where \( N_{\text{mat}} \) is the dimension of the covariance matrix. To solve this problem, we first calculate the exact likelihood at the maximum likelihood and then use the Taylor expansion of the likelihood function to interpolate the value of the likelihood during the MCMC sampling. The maximum likelihood is obtained with the optimization, before running a full MCMC chain.

Our approach will have minimal impact on the uncertainty because the uncertainty of the best-fit is determined by the curvature of the likelihood function around the best-fit. The derivative of the likelihood function at the maximum likelihood is zero. For a Gaussian likelihood function, the curvature is mainly determined by its second derivative. Therefore, by Taylor expanding the likelihood function up to the second order around the maximum likelihood, we should be able to obtain a similar constraint as with the exact likelihood function. The advantage is that the size of matrices and vectors in the Taylor expansion is given by the number of free parameters which is much less than the size of the covariance matrix. Therefore, it is much faster to evaluate the Taylor expansion of the likelihood than the exact likelihood. The downside of the Taylor expansion method is that we need to use optimization to find the maximum likelihood first. We also need to use the exact likelihood during the optimization. However, the optimization requires far fewer iterations than the MCMC, so there is still a huge speed gain with the Taylor expansion method.

To calculate the Taylor expansion of the logarithmic likelihood function, we need to first determine the derivative of the logarithmic likelihood function with respect to each free parameter. From Petersen & Pedersen (2008), using the chain rule, we can express the derivative of the logarithmic likelihood function with respect to the free parameters as

\[
\frac{d \log P(S|m)}{dm} = Tr \left( \frac{d \log P(S|m) \cdot d\mathbf{C}(m)}{d\mathbf{C}(m)} \right).
\]

(42)

At the maximum likelihood, we expect the first derivative of the logarithmic likelihood with respect to all the parameters to be zero. However, because we are finding the maximum likelihood numerically, there will be some small numerical errors. Therefore, the first derivative may not necessarily be zero and we have to account for it in the Taylor expansion. We can decompose the marginalized logarithmic likelihood function equation (41) into two parts, one resembling the Gaussian likelihood, and the second arising from our marginalisation over the zero-point

\[
\log P(S|m) = \log P_G(S|m) + \log P_{ZP}(S|m)
\]

\[
= -\frac{1}{2} \left[ n \ln (2\pi) + \ln (\mathbf{C}(m)) + S^T \mathbf{C}(m)^{-1} S \right] +
\]

\[
-\frac{1}{2} \left[ \ln (N_x^2 \sigma_x^2) - \frac{N_x^2}{N_x^2} \right].
\]

(43)

The first and second derivatives of the logarithmic Gaussian distribution (the first term within the square bracket) with respect to the covariance matrix \( \mathbf{C}(m) \) are well known and so will not be repeated.
here (see e.g., Tegmark 1997). The derivative of the covariance matrix itself with respect to the parameters is actually also very simple to determine if one realises that the covariance matrix can be decomposed into multiple parts each of which gets multiplied by the parameters at linear or quadratic order (see Appendix C). Therefore, we only have to find the first and second derivative for the zero-point correction part of the logarithmic likelihood function \( \log P_{\text{ZP}}(m) \). Although the calculation is possible analytically, these are somewhat lengthy expressions and so the full expressions are given in Appendix D.

With the first and second derivatives of the likelihood function in hand, we can then approximate the likelihood at any point in the parameter space \( m \) as

\[
\log P(S|m) = \log P(S|m_{\text{full}}) + \left. \frac{d \log P(S|m)}{dm} \right|_{m_{\text{full}}} \alpha + \frac{1}{2} \alpha^T \left. \frac{d^2 \log P(S|m)}{dm^2} \right|_{m_{\text{full}}} \alpha, \tag{44}
\]

where the subscript ‘full’ denotes the nearest point at which we have evaluated the full covariance matrix and likelihood, and \( \alpha = m_{\text{full}} - m \) is the separation between the point and the nearest ‘full’ calculation. After marginalizing over the zero-point, we do not just calculate the Taylor expansion about the maximum likelihood because after marginalizing over the zero-point, the exact likelihood function is no longer Gaussian, so the Taylor expansion is less accurate (see section 5.2.2). Therefore, we evaluate the Taylor expansion at different points in parameter space after marginalizing over the zero-point. In this case, we pre-compute the first and second derivatives about a suitable number of points (such as the best-fit) before starting MCMC. Therefore, during the MCMC fitting, we only need to calculate \( \alpha \) and its product with the first and second derivatives. However, the Taylor expansion is only accurate for small \( \alpha \) after marginalizing over the zero-point, so we will use the mocks to test whether the Taylor expansion of the logarithmic likelihood function is able to return the same posterior as the posterior from using the exact likelihood function.

## 5 TESTING ON SDSS MOCKS

In this section, we demonstrate the robustness of our theoretical model and fitting methodology on the SDSS PV mock catalogues, which have a known cosmological model. We also use these fits to quantify fiducial values for any parameters that are not varied in our fitting to the data, our systematic error budget, and the expected statistical error for our data.

### 5.1 Free parameters

In total, there are six different free parameters in our model: \( f \sigma_8, \sigma_v, b \sigma_8, b g a d \sigma_8, \sigma_r \) and \( \sigma_g \). We neglect the scale-dependent \( \sigma_b \) parameter from Adams & Blake (2020) because we use the same galaxy sample for the galaxy and velocity auto-covariance matrix such that all parameters are determined at the same effective redshift. Of these, only \( \sigma_u \) cannot be varied by simply rescaling a pre-computed version of the appropriate part of the full covariance matrix model with the fiducial cosmological parameters (see Appendix C). Therefore, we need to re-evaluate the integral in equation (16) for different values of \( \sigma_u \). To reduce the computational time, we fix \( \sigma_u \) and justify the fiducial value based on our fits to the mocks. The change in \( f \sigma_8 \) due to the change of \( \sigma_u \) will be included as the systematic uncertainty.

### 5.2 Testing the Taylor expansion method

#### 5.2.1 Before applying the zero-point correction.

One of our first goals is to determine whether using the Taylor expansion of the likelihood function is able to give us the same posterior distribution as using the exact likelihood function. To test this, we fit 5 mocks with a 30\( h^{-1} \text{Mpc} \) grid size without marginalizing over zero-point uncertainty, and fixing \( \sigma_u = 13 h^{-1} \text{Mpc} \), \( \sigma_g = 3 h^{-1} \text{Mpc} \) and \( k_{\text{max}} = 0.20 h^{-1} \text{Mpc} \). Even in this limited case with one less free parameter, the Taylor expansion method gives a substantial speed-up, taking around five minutes to find the posterior distribution on a single core compared to 1.5 days using the full calculation method. Even after taking into account that the Taylor expansion method needs about forty-five minutes to find the best-fit parameters through optimizations and compute the first and second derivative, it is still more than 30 times faster than the full calculation.
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**Figure 8.** This plot shows the constraints on \( f \sigma_8 \) of 5 different mocks with both the exact and Taylor expansion of the likelihood function. It shows the posteriors of \( f \sigma_8 \) recovered using the exact likelihood function are the same as the posteriors we get from using the Taylor expansion of the likelihood function. The yellow dashed line shows the fiducial value of \( f \sigma_8 = 0.432 \) which is calculated based on the input fiducial cosmological parameters to generate these mocks.

We assign flat priors for the remaining five free parameters similar to those assigned by previous works (Johnson et al. 2014; Howlett et al. 2017a; Adams & Blake 2017, 2020). The prior for the normalized linear growth rate is \( 0 \leq f \sigma_8 \leq 1 \), the prior for the normalized galaxy bias is \( 0 \leq b \sigma_8 \leq 3 \), the prior for the nonlinear velocity dispersion is \( 0 \text{km}^{-1} \leq \sigma_v \leq 5000 \text{km}^{-1} \), the prior for the additional galaxy bias is \( 0 \leq b_{\text{add}} \sigma_8 \leq 10 \) and the prior for the finger-of-god damping term is \( 0 h^{-1} \text{Mpc} \leq \sigma_g \leq 10 h^{-1} \text{Mpc} \).
Fig 8 shows the recovered marginalised posterior on \( f\sigma_8 \) for these fits. The Taylor expansion method is able to recover almost identical marginalized posteriors as the full MCMC process. The results are also generally in agreement with the expected value for the mock cosmology, but we will explore this further in the next subsection.

5.2.2 After applying the zero-point correction

As a second test of the Taylor expansion methodology, we look at the same mocks but include the effect of marginalizing over the uncertainty of the zero-point correction on the constraint of \( f\sigma_8 \). In this case, we found some of the mocks return very high values \( f\sigma_8 \). An example is shown in the left panel of Fig 9. Checking the best-fit parameters returned by the optimization algorithm, we find them inconsistent with the maximum likelihood returned by the MCMC. Additionally, the best-fits returned by optimization are consistent with the best-fits without applying the zero-point correction. We hence attribute this problem to numerical inaccuracies in the Taylor expansion far from the best-fit, causing fake maxima in the likelihood function. For example, we compared the exact and Taylor expanded likelihood function for the mock that we used to generate Fig 9, and found good agreement around the maximum likelihood, but an error of \( \sim 10\% \) around \( f\sigma_8 = 1 \) causing an overestimation of the log-likelihood here. We also found that except \( f\sigma_8 \), the best-fits of other parameters returned by MCMC are consistent with their respective best-fits from optimization and the best-fits without the zero-point correction. This is consistent with our expectation because \( \sigma_u \), \( b_{\text{red}} \sigma_8 \) and \( b_{\text{add}} \sigma_8 \) do not depend on the log-distance ratio so the zero-point correction should not impact them.

We resolve this problem by evaluating the Taylor expansion about multiple different \( f\sigma_8 \) values distributed across our prior, and during the MCMC we center the Taylor expansion about the one closest to the proposed \( f\sigma_8 \) value. At first, we tried 21 different points with equal spacing. The result is shown in the middle panel of Fig 9, where we now see the posterior is centered around the fiducial value, but the posterior remains noisy because the Taylor expansion is only valid in very small intervals about these points. We then try 51 equally spaced points instead and the result is shown in the right panel of Fig 9. Now the posterior is smooth and centered around the true value as expected. For all the mocks we tested, we find 51 points are good enough to return a smooth unbiased posterior.

5.3 Testing the effect of fixing \( \sigma_u \)

We fix \( \sigma_u \) during our analysis, so we want to test how changing \( \sigma_u \) may affect the constraint on \( f\sigma_8 \) using the mocks. During this analysis, we fix \( k_{\text{max}} \) to 0.20h\(^{-1}\)Mpc\(^{-1}\). Table 1 shows the result for \( \sigma_u \) from 19h\(^{-1}\) Mpc to 23h\(^{-1}\) Mpc. We also test other \( \sigma_u \) but these are the ones that produce constraints on \( f\sigma_8 \) closest to the fiducial value (\( f\sigma_8 = 0.432 \)). Firstly, Table 1 demonstrates the best-fit \( f\sigma_8 \) increases while increasing \( \sigma_u \). This is expected because increasing \( \sigma_u \) means stronger damping in the model power spectrum as shown in equation (10). To match the same data, \( f\sigma_8 \) has to increase. We calculate both the mean and median of \( f\sigma_8 \). Table 1 shows the mean and median measurement for both \( f\sigma_8 \) and its uncertainty are very similar, meaning there are no significant outliers in the data. Therefore, we will calculate the systematic uncertainty introduced using the mean \( f\sigma_8 \). The percentage inside the bracket in Table 1 denotes the relative uncertainty. We find the relative uncertainty is independent of \( \sigma_u \) as expected. We quantify the cosmic variance with the standard deviation of best-fit \( f\sigma_8 \) from the mocks (Ruggieri & Blake 2020). The relative uncertainty for the standard deviation is calculated with respect to the mean \( f\sigma_8 \). Table 1 demonstrates the cosmic variance is independent of \( \sigma_u \) as expected. Additionally, the relative uncertainty of \( f\sigma_8 \) is smaller than the relative uncertainty of the cosmic variance. This supports the idea from McDonald & Seljak (2009a) that using multiple tracers of the same underlying matter density field breaks the cosmic variance limit. Based on Table 1, we decide to use \( \sigma_u = 21h^{-1}\)Mpc to fit the data. The best-fit \( \sigma_u \) we found here is higher than previous results which are usually around 13h\(^{-1}\)Mpc (Koda et al. 2014; Howlett et al. 2017b; Adams & Blake 2020). However, Koda et al. (2014) discovered that the best-fit \( \sigma_u \) depends on the subhalo mass in the simulation. In the SDSS mocks, the subhalo masses are usually larger than the mass ranges used in Koda et al. (2014). Therefore, we will expect to find a higher best-fit \( \sigma_u \) with the SDSS mocks.

5.4 Reduced chi-squared of our model

To make sure our model is a good fit for the mocks, we also calculated the reduced chi-squared for the 201 mocks with \( \sigma_u = 21h^{-1}\)Mpc and \( k_{\text{max}} = 0.20h^{-1}\)Mpc. The highest reduced chi-squared in the mocks is around 1.19. Different mocks contain different numbers of galaxy overdensities and peculiar velocities measurements, so the degrees of freedom for different mocks are different. However, they are typically around 5500. To understand why some of the mocks return high reduced chi-squared, we fit the galaxy overdensity with the galaxy auto-covariance matrix and the log-distance ratio with the velocity auto-covariance matrix and determine their respective reduced chi-squared. We found the mocks with high reduced chi-squared for the full covariance matrix also had high reduced chi-squared for the galaxy auto-covariance matrix. This indicates our model for the galaxy power spectrum is not a good fit for the galaxy overdensity data. We checked the galaxy overdensity data and found the mocks with high reduced chi-squared also have high galaxy overdensity in some of their grid cells. This means our model is not able to handle the grid cells with high galaxy overdensity. This is expected because the model power spectrum here is developed based on the quasi-linear model, it breaks down when \( \delta_g \gg 1 \). We decide to cut out grid cells with \( \delta_g > 20 \) in the mocks. We choose twenty because around 20% of the mocks have no grid cells with \( \delta_g > 20 \) and in the mocks with grid cells with \( \delta_g > 20 \), we only need to cut out five grid cells on average. The number of grid cells being cut is small compared to the total number of grid cells (around 3,000), so we do not expect this approach to have a huge impact on the statistical uncertainty.

We refit the mocks and cut out grid cells with \( \delta_g > 20 \), we find a small change (less than 3%) in the mean of \( f\sigma_8 \) and uncertainty of \( f\sigma_8 \). However, the best-fit \( \sigma_u \) becomes 22 h\(^{-1}\)Mpc because its mean (0.430) and median (0.428) of \( f\sigma_8 \) are close to the fiducial value (0.432). The mean uncertainty is 0.062 and the median uncertainty is also 0.062, their respective relative uncertainties are 14.4% and 14.5%. The standard deviation is 0.068 or 15.8% relative to the mean \( f\sigma_8 \). Comparing these new values to Table 1, we conclude the changes are insignificant compared to the mean or median uncertainty. The only advantage of cutting out grid cells with \( \delta_g > 20 \) is it improves the reduced chi-square of the fits. Cutting out the high overdensity grid cells has little impact on the degrees of freedom because the number of grid cells that are cut out (usually around 10) is much smaller than the total number of grid cells (around 5500).
Figure 9. This figure shows the posteriors of the same mock when calculating the fiducial likelihood at different numbers of points before the MCMC sampling. **Left panel:** we only evaluate Taylor expansion once at the maximum likelihood. The posterior peaks at $f\sigma_8 = 1$ which is inconsistent with the best-fit from the optimization. This is because the error of the Taylor expansion at $f\sigma_8 = 1$ is around 10% which causes it to be larger than the maximum likelihood. **Middle panel:** we calculate the Taylor expansions at 21 different points with equal intervals in $f\sigma_8$ space while keeping the other parameters fixed to the best-fit from optimization. The posterior distribution now centers around the fiducial value but it is not smooth. This is because the Taylor expansion is only accurate on the scale smaller than the interval we are using. **Right panel:** we further increase the number of points to 51 and now it is able to return a smooth posterior distribution. For all the mocks we tested, we find 51 points are enough to produce a smooth posterior.

Different to Adams & Blake (2020), we consider $k_{\text{max}}$ as a model parameter and fix it by considering which $k_{\text{max}}$ returns cells with high overdensity reduces the overall amplitude of the data power spectrum, this will in terms reduce the value of $f\sigma_8$, so $\sigma_u = 22h^{-1}\text{Mpc}$ becomes the best-fit.

Table 2 demonstrates that increasing $k_{\text{max}}$ does not have a huge impact on the mean and median of $f\sigma_8$. On the other hand, the relative mean/median uncertainty and the standard deviation increase slightly when increasing $k_{\text{max}}$. However, this change is relatively mean/median $f\sigma_8$ closest to the fiducial value. Therefore, changing $k_{\text{max}}$ will not introduce additional systematic uncertainty.
small and will not have a huge impact on our final analysis. From the mean/median of \( f, \sigma \) and its uncertainty. This table shows the systematic error introduced by fixing a free parameter. We calculate the Fisher matrix forecast for \( \sigma_u = 22 h^{-1} \text{Mpc} \) and \( k_{\text{max}} = 0.15 h^{-1} \text{Mpc} \) using the code from Howlett et al. (2017a) and find the forecast relative uncertainty of \( f, \sigma \) is around 12.1%. The mean relative uncertainty from the mocks is around 14.5% which is higher than the prediction from the Fisher matrix. However, the Fisher matrix code cannot vary \( \sigma_r \) and \( b_{\text{add}} \). Additionally, the code also does not take into account the zero-point correction. If these factors are included, the relative uncertainty from the Fisher matrix forecast will be higher. Therefore, our new method is able to match the prediction from the Fisher matrix.

Table 1. We tested 201 different mocks with different \( \sigma_u \) and fixed \( k_{\text{max}} = 0.20 h^{-1} \text{Mpc} \). The percentage inside the bracket is the relative uncertainty with respect to the mean/median. The relative uncertainty for the standard deviation is calculated with respect to the mean \( f, \sigma \). Here we show the result for \( \sigma_u \) ranging from 19 to 25, because their mean and median \( f, \sigma \) are the closest ones to the fiducial value \( f, \sigma \). The table demonstrates the mean and median of \( f, \sigma \) and their uncertainties are very similar. This means there are no significant outliers in the fit. From hereon, we will just use the mean \( f, \sigma \) and its uncertainty. This table shows \( f, \sigma \) increases when increasing \( \sigma_u \). This is expected because higher \( \sigma_u \) produces more damping in the power spectrum, so to match the same data, \( f, \sigma \) has to increase. The table also shows the relative uncertainty of \( f, \sigma \) does not depend on \( \sigma_u \) as expected. We quantify the effect of the cosmic variance by measuring the standard deviation of the maximum likelihood value of \( f, \sigma \). We found the cosmic variance has no dependence on \( \sigma_u \) as expected. We found the uncertainty of \( f, \sigma \) is below its standard deviation which supports McDonald & Seljak (2009a)’s claim that using multiple traces of the same underlying matter density field can break the cosmic variance limit.

\[
\begin{array}{cccccccc}
\sigma_u (h^{-1} \text{Mpc}) & k_{\text{max}} (h^{-1} \text{Mpc}) & \text{mean } f, \sigma & \text{median } f, \sigma & \text{mean uncertainty} & \text{median uncertainty} & \text{standard deviation} \\
22 & 0.15 & 0.431 & 0.426 & 0.062 (14.5\%) & 0.062 (14.6\%) & 0.068 (15.8\%) \\
22 & 0.20 & 0.436 & 0.435 & 0.065 (14.8\%) & 0.064 (14.8\%) & 0.071 (16.3\%) \\
22 & 0.25 & 0.425 & 0.425 & 0.064 (15.0\%) & 0.063 (14.9\%) & 0.071 (16.8\%) \\
\end{array}
\]

6 DATA FITTING AND DISCUSSION

6.1 Systematic uncertainty

Besides the statistical uncertainty and the cosmic variance, we also need to consider additional systematic uncertainty from fixing some of our free parameters. When we use the Taylor expansion of the likelihood function, we will fix \( \sigma_u \) to speed up the MCMC fitting. For the MCMC fitting without the Taylor expansion, we also fix \( \sigma_u \) to reduce the computational time. Adams & Blake (2020) demonstrate we can calculate the systematic error introduced by fixing a free parameters \( s \) on the fitting parameter \( \psi \) by

\[
\sigma_s^2 = \left( \frac{\partial \psi}{\partial s} \right)^2 (\delta s)^2.
\]

We can approximate the derivative with the central finite difference method

\[
\frac{\partial \psi}{\partial s} = \frac{\psi(s + \delta s) - \psi(s - \delta s)}{2\delta s}.
\]

The total systematic error is then given by

\[
\sigma_{\text{sys}} = \sqrt{\sum_i \sigma_i^2}
\]

assuming each systematic uncertainty is independent of each other. The central finite difference method is sensitive to the step size \( \delta s \). A smaller step size will be a better approximation for the derivative, so we fix \( \delta \sigma_u = 1 h^{-1} \text{Mpc} \). Looking at Table 1, the systematic uncertainty from fixing \( \sigma_u = 22 h^{-1} \text{Mpc} \) is 0.009.
6.2 Fitting the SDSS PV data

The previous section has shown by setting $\sigma_v = 22h^{-1}\text{Mpc}$ and $k_{\text{max}} = 0.15h\text{Mpc}^{-1}$, our model is a good fit for the mocks and we recover unbiased $f_{\sigma_8}$. Additionally, we also need to remove the grids with galaxy overdensity above 20 in order to obtain a reasonably reduced chi-squared. In total, 12 out of 3126 galaxy overdensity grid cells are removed from the data. Furthermore, different from the model catalogues which are generated at redshift zero, the effective redshift of the data catalogue is determined to be 0.073. Therefore, we also re-scale the model power spectrum to the effective redshift. Fig. 11 shows the constraints of all free parameters from the data with the same setting. We find $f_{\sigma_8} = 0.405^{+0.076}_{-0.071}$. We calculate the prediction from general relativity (dashed line) using the cosmological parameters in Planck 2018 (Aghanim et al. 2020) at the effective redshift of the data. Our constraint is a bit lower than the prediction from general relativity (dashed line) using the cosmological parameters in Planck 2018 (Aghanim et al. 2020) at the effective redshift of the data catalogue. The constraint on $f_{\sigma_8}$ is consistent with the prediction from general relativity. Our best-fit $b_{\text{add}}\sigma_8$ is more than 20 standard deviations from zero, so we must include it in the fit in order to return an unbiased result. The nonlinear velocity dispersion $\sigma_v$ is on the order of a few hundred km/s which is consistent with previous results (Adams & Blake 2017; 2020; Howlett et al. 2017b). Additionally, our constraint on $\sigma_8$ is consistent with the best-fit in Koda et al. (2014).
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**Figure 10.** The top panel of this plot shows the histogram of best-fit $f_{\sigma_8}$ from 201 different mocks with $k_{\text{max}} = 0.15h\text{Mpc}^{-1}$ and $\sigma_v = 22h^{-1}\text{Mpc}$, the bottom panel shows relative uncertainties of best-fit $f_{\sigma_8}$ from the same 201 different mocks against their respective best-fit $f_{\sigma_8}$, and the right panel shows the histogram of mocks’ relative uncertainties. The reduced chi-squared for the fits with the mocks are shown on the color bar. Most of the fits for the mocks return reduced chi-squared very close to one. The reduced chi-squared for the data fit is 1.03 with the degrees of freedom of 5741. For higher best-fit $f_{\sigma_8}$, the respective relative uncertainty is lower. This is because $f_{\sigma_8}$ is similar to a normalization factor for the velocity power spectrum. If the noise in all the mocks is the same, higher $f_{\sigma_8}$ also indicates a higher signal-to-noise ratio which leads to a lower relative uncertainty. The blue line indicates the best-fit of the SDSS PV data and the red line indicates the relative uncertainty of the SDSS PV data. We can see the relative uncertainty of the data fit is higher than the majority of the mocks, but it is not an outlier.
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**Figure 11.** This plot shows our constraints on the free parameters using the SDSS PV data catalogue with $k_{\text{max}} = 0.15h\text{Mpc}^{-1}$ and $\sigma_v = 22h^{-1}\text{Mpc}$ at the effective redshift of 0.073 with overdensity cut at $\delta_g > 20$. The constraints are $f_{\sigma_8} = 0.405^{+0.076}_{-0.071}$, $b_{\text{add}}\sigma_8 = 1.550^{+0.062}_{-0.055}$, $\sigma_v = 400^{+260}_{-260}$ km/s and $\sigma_8 = 1.5^{+1.2}_{-1}h^{-1}\text{Mpc}$. The prediction from general relativity (dashed line) is calculated from the Planck 2018 cosmology (Aghanim et al. 2020) at the effective redshift of the data catalogue. The constraint on $f_{\sigma_8}$ agrees with the prediction from general relativity. Our best-fit $b_{\text{add}}\sigma_8$ is more than 20 standard deviations from zero, so we must include it in the fit in order to return an unbiased result. The nonlinear velocity dispersion $\sigma_v$ is on the order of a few hundred km/s which is consistent with previous results (Adams & Blake 2017; 2020; Howlett et al. 2017b). Additionally, our constraint on $\sigma_8$ is consistent with the best-fit in Koda et al. (2014).

Our constraint on the nonlinear velocity dispersion $\sigma_v$ is $400^{+260}_{-260}$ km/s. This is consistent with previous measurements which are usually around 300 km/s (Howlett et al. 2017b; Adams & Blake 2017, 2020). Howlett et al. (2017b) demonstrates gridding the data will significantly loosen the constraint of $\sigma_8$, so our constraint on $\sigma_8$ has a large uncertainty. Additionally, the normalized galaxy bias $b_{\text{add}}\sigma_8 = 1.441^{+0.043}_{-0.041}$ is also consistent with measurements by Adams & Blake (2017) and Adams & Blake (2020). Furthermore, we find $\sigma_8 = 1.5^{+1.2}_{-1}h^{-1}\text{Mpc}$ which is also consistent with the constraints in Koda et al. (2014). Lastly, our constraint on $b_{\text{add}}\sigma_8 = 1.550^{+0.062}_{-0.055}$ is more than 20 standard deviations away from zero. This is consistent with Adams & Blake (2020), so it has to be included in order to return an unbiased constraint on $f_{\sigma_8}$. The reduced chi-squared of our fit to the data is 1.03 with the degrees of freedom of 5741 which shows our model is a good fit for the data. 7

We fix $\sigma_v$ during fitting so we have to take this into account by adding in the systematic uncertainty due to fixing $\sigma_v$. The final constraint on the normalized linear growth rate is $f_{\sigma_8} = 0.405^{+0.076}_{-0.071}$ (stat) ± 0.009 (sys). The statistical uncertainty here is larger than the spread of the mean from the mocks. Therefore, the cosmic variance is already included by the statistical uncertainty (Rug-
The relative total uncertainty is around 18.2%. The previous constraints by Adams & Blake (2020) with the 6dFGSv sample using the maximum likelihood method has relative uncertainty around 20.9%. Similarly, Said et al. (2020) used the velocity reconstruction technique to constrain $f_{\sigma_8}$ with data from SDSS and 6dFGSv. They found $f_{\sigma_8} = 0.338 \pm 0.027$. Our measurement is consistent with Said et al. (2020) but our relative uncertainty is two times larger. This is because the velocity reconstruction technique requires far fewer free parameters and it assumes the reconstruction technique is valid on all scales. Additionally, they also use much more redshifts far fewer free parameters and it assumes the reconstruction technique is valid on all scales. Additionally, they also use much more redshifts.

The total relative uncertainty is around 18.2%. The sample using the maximum likelihood method has relative uncertainty 8. Said et al. (2020) has relative uncertainty of $f\sigma_8$ is about twice larger than the relative uncertainty of $f\sigma_8$ in Said et al. (2020) who uses a combination of SDSS PV catalogue up to redshift of 0.055 and the 6dFGSv data. This is because the velocity reconstruction method in Said et al. (2020) has far fewer free parameters and can be applied to all scales and they also use more galaxy overdensity data to apply the reconstruction technique. In the future, our new method can be applied to future peculiar velocity surveys to obtain a stronger constraint.
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APPENDIX A: THE DERIVATION OF THE FULL COVARIANCE MATRIX

A1 The derivation of the galaxy auto-covariance matrix

From equation (9), the galaxy auto-covariance matrix is given by

$$
C_{gg} = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot r} \left( b^2 P_{mm} + b f \mu^2 P_{m0} + b f \sigma^2 P_{00} \right) e^{-\frac{(k\cdot r)^2}{2\sigma^2}}.
$$

(A1)

The Taylor expansion of $D_g$ is given by

$$
e^{-\frac{k^2\sigma^2}{2\sigma^2}} = \sum_{p=0}^{\infty} \sum_{q=0}^{\infty} \frac{(-1)^{p+q}}{2^{p+q} p! q!} k^{2(p+q)} \sigma^2 (p+q) \mu^p \mu^q.
$$

(A2)

We can decompose the line-of-sight angle $\mu$ with the multipole expansion in equation (19). Additionally, we can decompose $e^{ik\cdot r}$ with the plane wave decomposition

$$
e^{ik\cdot r} = \sum_l i^l (2l+1) j_l(kr) L_l(\hat{k} \cdot \hat{r}).
$$

(A3)

The galaxy auto-covariance matrix then becomes

$$
C_{gg} = \sum_{p,q} \frac{(-1)^{p+q}}{2^{p+q} p! q!} \int \frac{d^3k}{(2\pi)^3} \sum_{l_1 l_2} i^l (2l+1) j_l(kr) L_l(\hat{k} \cdot \hat{r})
$$

$$
k^{2(p+q)} \sigma_g^2 (p+q) \sum_{l_1 l_2} b^2 P_{mm} a_{l_1} d_{l_2} L_l(\hat{k} \cdot \hat{s}_1) L_l(\hat{k} \cdot \hat{s}_2) + b f P_{m0} L_l(\hat{k} \cdot \hat{s}_1) L_l(\hat{k} \cdot \hat{s}_2) + b f P_{00} L_l(\hat{k} \cdot \hat{s}_1) L_l(\hat{k} \cdot \hat{s}_2) + \cdots.
$$

(A4)

We can further simplify the equation with the spherical harmonics addition theorem

$$
L_l(\hat{k} \cdot \hat{r}) = \frac{4\pi}{2l+1} \sum_{m=-l}^{l} Y_{lm}(\hat{k}) Y_{lm}(\hat{r})^*.
$$

(A5)

Transferring into the spherical coordinate and substituting equation (A5), the galaxy auto-covariance matrix now becomes

$$
C_{gg} = \sum_{p,q} \frac{(-1)^{p+q}}{2^{p+q} p! q!} \int \frac{k^2 dk}{2\pi^2} \sum_{l_1 l_2} i^l j_l(kr) \sum_{m,m_1 m_2} L_l(\hat{k} \cdot \hat{s}_1) Y_{lm}(\hat{k}) Y_{lm}(\hat{s}_2) \sin \theta d\phi d\theta
$$

$$
Y_{lm}(\hat{s}) Y_{lm_1}(\hat{s}_1) Y_{lm_2}(\hat{s}_2) \frac{4\pi^2}{(2l+1)(2l_2+1)}
$$

$$
\left( b^2 P_{mm} a_{l_1}^2 d_{l_2}^2 + b f P_{m0} a_{l_1} d_{l_2}^2 + a_{l_1}^2 b^2 P_{m0} + a_{l_1}^2 d_{l_2} a_{l_2}^2 P_{00} + \cdots \right).
$$

(A6)

Recalling the definition for the Gaunt coefficient is

$$
\int_0^{2\pi} \int_0^\pi Y_{LM}(\hat{k}) Y_{LM_1}(\hat{k}) Y_{LM_2}(\hat{k}) \sin \theta d\phi d\theta = G_{LM,L_1 M_1,L_2 M_2}.
$$

(A7)
Substituting the definition for the Gaunt coefficient, we have

\[ C_{gg} = \sum_{p,q} \frac{(-1)^{p+q}}{2^{p+q} p! q!} \int \frac{k^2 dk}{2 \pi^2} \sum_{l,j,l_1} i^l j_l(kr) \sum_{m,m_1,m_2} G^m_{l_1,l_2} Y_{l_1 m_1} (\hat{s}_1) Y_{l_2 m_2} (\hat{s}_2)^* \left( \frac{4 \pi}{2l+1} \right) \left( b^2 P_{mm a_{l_1}^2 a_{l_2}^2} + \frac{3}{2} b \bar{f} P_{m0} a_{l_1}^2 a_{l_2}^2 + \frac{1}{2} b \bar{f} P_{m0} a_{l_1}^2 a_{l_2}^2 \right). \]  

(A8)

After substituting the definition for the \( \xi \) function and the \( H \) function from equation (16) and equation (17), we recover equation (15).

A2 Cross-covariance matrices

From equation (12) and equation (13), the covariance matrix for the galaxy-velocity cross-covariance matrix and the velocity galaxy cross-covariance matrix are

\[ C_{v_g} = -iaH \int \frac{d^3k}{(2\pi)^3} e^{\mathbf{k} \cdot \mathbf{r}} \frac{\mu_2}{k} D_u(k, \sigma_u) 
(bP_{m0} + f \bar{f} P_{00}) D_g(k, \sigma_g, \mu_1) \]  

(A9)

and

\[ C_{v_v} = iaH \int \frac{d^3k}{(2\pi)^3} e^{\mathbf{k} \cdot \mathbf{r}} \frac{\mu_1}{k} D_u(k, \sigma_u) 
(bP_{m0} + f \bar{f} P_{00}) D_g(k, \sigma_g, \mu_2) \]  

(A10)

respectively. Applying the Taylor expansion to \( D_g(k, \sigma_g, \mu_1) \) and the plane wave decomposition to \( e^{\mathbf{k} \cdot \mathbf{r}} \), the galaxy-velocity cross-covariance matrix and the velocity-galaxy cross-covariance matrix become

\[ C_{v_g} = -iaH \int \frac{d^3k}{(2\pi)^3} (-1)^p \frac{D_u(k, \sigma_u)}{2p+1} \sum_{l,j} \int \left( b \bar{f} P_{m0} a_{l_1}^2 a_{l_2}^2 + \frac{3}{2} f \bar{f} P_{m0} a_{l_1}^2 a_{l_2}^2 \right) \sum_{l_1,j_1} \]  

(A11)

\[ L_{l_1}(\hat{k} \cdot \hat{s}_1) L_{l_2}(\hat{k} \cdot \hat{s}_2) \]

and

\[ C_{v_v} = iaH \int \frac{d^3k}{(2\pi)^3} (-1)^p \frac{D_u(k, \sigma_u)}{2p+1} \sum_{l,j} \int \left( b \bar{f} P_{m0} a_{l_1}^2 a_{l_2}^2 + \frac{3}{2} f \bar{f} P_{m0} a_{l_1}^2 a_{l_2}^2 \right) \sum_{l_1,j_1} \]  

(A12)

\[ L_{l_1}(\hat{k} \cdot \hat{s}_1) L_{l_2}(\hat{k} \cdot \hat{s}_2) \]

respectively. If we swapped \( \hat{s}_1 \) and \( \hat{s}_2 \) which is equivalent to taking the transpose for the galaxy-velocity auto-covariance matrix, we have \( \hat{s} \rightarrow -\hat{s} \) and the \( a_{l_1} \) and \( a_{l_2} \) are swapped. For the cross-covariance matrices, only the odd multipoles will survive because the required values of \( l \) are determined by the total power of the product of \( \mu_1 \) and \( \mu_2 \) in the anisotropic power spectra and they are odd numbers (Adams & Blake 2020). The odd orders of Legendre polynomials are odd functions, which cancels out the minus sign in equation (11). Therefore, when we take the transpose of the galaxy-velocity cross-covariance matrix, we recover the velocity-galaxy cross-covariance matrix. From hereon, we will only show the derivation for the galaxy-velocity cross-covariance matrix.

Applying the spherical harmonics addition theorem and the definition of the Gaunt coefficient, the galaxy-velocity auto-covariance matrix is given by

\[ C_{gg} = \sum_{l,j} \int \frac{d^3k}{(2\pi)^3} (-1)^p \frac{D_u(k, \sigma_u)}{2p+1} \sum_{l_1,j_1} \int \]  

(A13)

\[ L_{l_1}(\hat{k} \cdot \hat{s}_1) L_{l_2}(\hat{k} \cdot \hat{s}_2) \]

Substituting in equation (16) and equation (17), we recover equation (21). Similarly, we can show the covariance matrix for the velocity-galaxy cross-covariance matrix is

\[ C_{vg}(s, \sigma_u) = -(aH) \sum_{l} \frac{\delta l (2l+1) J_l(k \cdot \hat{s})}{2p+1} \sum_{l_1,j_1} \int \]  

(A14)

\[ b_{l_1}^2 \frac{d^3k}{(2\pi)^3} \sum_{l,j} \int \left( b \bar{f} P_{m0} a_{l_1}^2 a_{l_2}^2 + \frac{3}{2} f \bar{f} P_{m0} a_{l_1}^2 a_{l_2}^2 \right) \sum_{l_1,j_1} \]  

\[ L_{l_1}(\hat{k} \cdot \hat{s}_1) L_{l_2}(\hat{k} \cdot \hat{s}_2) \]

Similar to the galaxy-auto-covariance matrix, we only include the first four terms of the Taylor expansion \((p \ll 3)\). This means we have to sum up to \( l = 7 \).

A3 Velocity auto-covariance matrix

From equation (11), the velocity auto-covariance matrix is

\[ C_{vv} = \sum_{l,j} \int \frac{d^3k}{(2\pi)^3} (-1)^p \frac{D_u(k, \sigma_u)}{2p+1} \sum_{l_1,j_1} \int \]  

(A15)

\[ L_{l_1}(\hat{k} \cdot \hat{s}_1) L_{l_2}(\hat{k} \cdot \hat{s}_2) \]

Applying the multipole expansion and the plane wave decomposition, the velocity auto-covariance matrix is given by

\[ C_{vv} = (aH) \sum_{l} \frac{\delta l (2l+1) J_l(k \cdot \hat{s})}{2p+1} \sum_{l_1,j_1} \int \]  

(A16)

\[ a_{l_1} a_{l_2} L_{l}(\hat{k} \cdot \hat{s}_1) L_{l_2}(\hat{k} \cdot \hat{s}_2) \]

Applying the spherical harmonics addition theorem and the definition of the Gaunt integral, the velocity auto-covariance matrix becomes

\[ C_{vv} = (aH) \sum_{l} \frac{\delta l (2l+1) J_l(k \cdot \hat{s})}{2p+1} \sum_{l_1,j_1} \int \]  

(A17)

\[ a_{l_1} a_{l_2} L_{l}(\hat{k} \cdot \hat{s}_1) L_{l_2}(\hat{k} \cdot \hat{s}_2) \]

Substituting equation (16) and equation (17), we can find the velocity auto-covariance matrix is given by equation (20). There is no \( D_g \) terms in the velocity auto-covariance matrix, so we don’t have to apply the Taylor expansion. The highest order of the product of \( \mu_1 \) and \( \mu_2 \) is two, so the velocity auto-covariance matrix only depends on the monopole and the quadrupole.

APPENDIX B: COMPARISON WITH PREVIOUS RESULTS

Adams & Blake (2017) derives the formulae for the covariance matrices that neglect the effect from RSD. This is equivalent to setting
\[ \sigma_u = \sigma_g = 0 \text{ for our covariance matrices and assuming the galaxy overdensity is given by} \]
\[ \delta_g = b \delta_m. \]  
(B1)

This section will show that by setting such limits, our equations reduce to the equations in Adams & Blake (2017).

### B1 Galaxy auto-covariance matrix

The galaxy auto-covariance matrix in Adams & Blake (2017) is
\[ C_{gg} = \frac{b^2}{2 \pi^2} \int dk P_{mm}(k) k^2 j_0(kr). \]  
(B2)

With \( \sigma_g = 0 \), only terms with \( p = q = 0 \) will survive. Using the definition of galaxy overdensity in equation (B1), the terms with the cross-power spectrum and the velocity divergence auto-power spectrum will vanish. Additionally, since \( p = q = 0 \), the highest order of \( \mu \) is zero. Therefore, we only have to include the \( l = 0 \) term. This gives
\[ C_{gg} = b^2 \delta_{mm,0,0,0}^0 H_0^0. \]  
(B3)

From Mathematica, \( H_{0,0}^0 = 1 \). If we substitute in the definition for \( \xi \) function, we find
\[ C_{gg} = \frac{b^2}{2 \pi^2} \int dk P_{mm}(k) k^2 j_0(kr), \]  
(B4)

which is consistent with the formula from Adams & Blake (2017).

### B2 Galaxy-velocity cross-covariance matrix

From Adams & Blake (2017), the galaxy-velocity cross-covariance matrix without the RSD correction is
\[ C_{gv} = -\frac{a H f}{2 \pi^2} \int P_{m0 k}(\xi^2 \cdot \hat{r}) j_1(kr). \]  
(B5)

Similar to the galaxy auto-covariance matrix, only terms with \( p = q = 0 \) and \( l = 1 \) survive. With the definition of the galaxy overdensity in equation (B1), we only have the cross-power spectrum. After simplification, the galaxy-velocity auto-covariance matrix is
\[ C_{gv} = a H b f \xi_{m0,0,0.5,1} H_{1,0,0.5}. \]  
(B6)

From Mathematica, \( H_{1,0,0.5} = -\cos(\phi + \frac{\theta}{2}) \). From Fig 5, \( \psi = \pi - (\phi + \frac{\theta}{2}) \) and using the fact that \( \cos(\pi - \theta) = -\cos \theta \), we have
\[ C_{gv} = -a H b f \xi_{m0,0.5,1} \cos \psi \]
\[ = -a H b f \xi_{m0,0.5,1} (\xi^2 \cdot \hat{r}) \]  
(B7)

because the dot product of two unit vectors gives the cosine of the angle between them. Substituting in \( \xi_{m0,0.5,1} = \int \frac{kd}{2 \pi^2} P_{m0} j_1(kr), \) we recover equation (B5).

### B3 Velocity auto-covariance matrix

The velocity auto-covariance matrix does not depend on the \( D_g \) terms, so we expect our equation is mathematically equivalent to the velocity auto-covariance matrix formula in Adams & Blake (2017)
\[ C_{vv} = \frac{(aHf)^2}{2 \pi^2} \int dk P_{\theta \theta} \left( \frac{1}{3} \cos \theta [j_0(kr) - 2 j_2(kr)] + \frac{s_1 s_2}{r^2} j_2(kr)(\sin \theta)^2 \right). \]  
(B8)

After simplifying equation (20) with Mathematica, our derivation gives
\[ C_{vv} = \frac{(aHf)^2}{2 \pi^2} \int dk P_{\theta \theta} \left( \frac{1}{3} \cos \theta [j_0(kr) - 2 j_2(kr)] + \frac{s_1 s_2}{r^2} j_2(kr)(\sin \theta)^2 \right). \]  
(B9)

Thus we only need to show
\[ \frac{3 \cos 2\phi + \cos \theta}{\theta^2} = \frac{s_1 s_2}{\theta^2}(\sin \theta)^2 - \frac{2}{3} \cos \theta. \]  
(B10)

Starting from the left hand side of equation (B10), by applying the angular bisector theorem and sine rule, we will find
\[ \phi = \arcsin \left( \frac{s_1 \sin \frac{\theta}{2}(1 + \frac{s_2}{s_1})}{s} \right). \]  
(B11)

Substituting equation (B11) into the left hand side of equation (B10) and applying the trigonometric identities \( \cos 2\phi = 1 - 2 \sin^2 \phi \) and \( \sin \theta = \frac{1 - \cos \theta}{2} \), we will find
\[ \text{LHS} = \frac{1}{2} \left( \frac{s_1^2(1 - \cos \theta)}{s^2} - \frac{(1 - \cos \theta)(s_1 + s_2)^2}{s^2} \right) = -\frac{s_1 s_2}{2 s^2}(\sin \theta)^2. \]  
(B12)

Notice the right hand side of equation (B10) also contains \( -\frac{1}{2} \cos \theta \). Therefore, we now only have to prove
\[ \frac{1}{2} \left( \frac{s_1^2(1 - \cos \theta)}{s^2} - \frac{(1 - \cos \theta)(s_1 + s_2)^2}{s^2} \right) = -\frac{s_1 s_2}{2 s^2}(\sin \theta)^2. \]  
(B13)

Substituting \( \sin \frac{\theta}{2} = \frac{1 - \cos \theta}{2} \), left hand side of equation (B13) becomes
\[ \text{LHS} = (\sin \frac{\theta}{2})^2 \left( 1 - \frac{(s_1 + s_2)^2}{s^2} \right). \]  
(B14)

Using the double angle formula, the right-hand side of equation (B13) becomes
\[ \text{RHS} = -\frac{4s_1 s_2}{s^2}(\sin \frac{\theta}{2})^2(\cos \frac{\theta}{2})^2. \]  
(B15)

Castorina & White (2018) states the length of the angular bisector \( d \) is given by
\[ d^2 = s_1 s_2 \left[ 1 - \frac{(s_1 - s_2)^2}{(s_1 + s_2)^2} \right] \]
\[ = \frac{4s_1^2 s_2^2}{(s_1 + s_2)^2}(\cos \frac{\theta}{2})^2. \]  
(B16)

Substituting in the second line of equation (B15) to equation (B15), we get
\[ \text{RHS} = -\frac{(s_1 + s_2)^2 d^2}{s_1 s_2 s^2} \frac{1}{2} \sin \frac{\theta}{2}^2. \]  
(B17)

Then substituting in the first line of equation (B16) for \( d^2 \), we will find
\[ \text{RHS} = (\sin \frac{\theta}{2})^2 \left[ 1 - \frac{(s_1 + s_2)^2}{s^2} \right] \]
\[ = \text{LHS}. \]  
(B18)

Therefore, the formula for the velocity auto-covariance matrix in this paper is mathematically equivalent to the equations in Adams & Blake (2017) and Ma et al. (2011).
APPENDIX C: DERIVATIVE OF THE LOGARITHMIC LIKELIHOOD FUNCTION WITH RESPECT TO THE FREE PARAMETER

The full covariance matrix is given by

\[
\begin{pmatrix}
C_{ss}^\text{err} + C_{ss}^\text{add} & C_{s\eta}^\text{grid} \\
C_{\eta s}^\text{grid} & C_{\eta\eta}^\text{obs}
\end{pmatrix}
\]

(C1)

We can rewrite the full covariance matrix as

\[
C = \sum_{p-q}^\text{max} \sigma^2 \begin{pmatrix}
C_{ss}^{\theta\theta} & C_{s\eta}^{\theta\eta} \\
C_{\eta s}^{\theta\eta} & C_{\eta\eta}^{\theta\theta}
\end{pmatrix} + f \sigma^2 \begin{pmatrix}
C_{ss}^{\eta\eta} & C_{s\eta}^{\eta\eta} \\
C_{\eta s}^{\eta\eta} & C_{\eta\eta}^{\eta\eta}
\end{pmatrix}
\]

(C2)

Here \(C_{xy}^{\theta\theta}\) denotes the component of the \(xy\) covariance matrix with the power spectrum \(P_{ab}\). Additionally, \(C_{xy}\) is the zero matrix with the same dimension as the \(xy\) covariance matrix, \(\eta_{v\nu}\) is the matrix that converts the peculiar velocity to log-distance ratio for each grid cell, \(C_{ss}^\text{grid}\) is the matrix that contains the shot noise of each grid cell, and \(C_{\eta\eta}^\text{obs}\) is the matrix contains the observational error of peculiar velocity at each grid cell. The summation stops at \(l_{\text{max}}\) which depends on the highest order of the Taylor expansion. Let \(l_{\text{max}}\) denote the highest order of the Taylor expansion, then \(l_{\text{max}} = 4(n_{\text{max}} + 1)\) for the galaxy auto-covariance matrix. For the cross-covariance matrix, the highest order of \(l_{\text{max}}\) is \(2(n_{\text{max}} + 1)\). For \(p + q > 2(n_{\text{max}} + 1)\), the cross-covariance matrices are zero.

Here, \(f\) is the dimension of the grid cell, \(f = 2008\).

APPENDIX D: THE DERIVATIVE OF THE LOGARITHMIC LIKELIHOOD FUNCTION WITH RESPECT TO THE COVARIANCE MATRIX.

D1 First derivative

The first derivative of the zero-point part of the logarithmic likelihood function with respect to the covariance matrix (Petersen & Pedersen 2008)

\[
\frac{d \ln P(S|m)}{\partial C(m)} = -\frac{1}{2} \left( \frac{\sigma^2 C(m)^{-1} x x^T C(m)^{-1}}{N_x^2 \sigma^2} + 2N_x \frac{C(m)^{-1} S x^T C(m)^{-1}}{N_x^4} \right)
\]

(D1)

D2 Second derivative

For the zero-point part of the logarithmic likelihood function, the second derivative of it with respect to the free parameters is given by

\[
\frac{d^2 \ln P(S|m)}{\partial C(m)^2} = \frac{d}{dm} \left( \frac{d \ln P(S|m)}{\partial C(m)} \right) - \text{Tr} \left( \frac{d \ln P(S|m)}{\partial C(m)} \right)^2
\]

\[
= \frac{d}{dm} \left( \frac{d \ln P(S|m)}{\partial C(m)} \right) - \text{Tr} \left( \frac{d \ln P(S|m)}{\partial C(m)} \right)^2
\]

(D2)

The only unknown term here is given by

\[
\frac{d}{dm} \frac{d \ln P(S|m)}{\partial C(m)}
\]

Notice, \(\frac{d}{dm} \frac{d \ln P(S|m)}{\partial C(m)}\) is independent of \(C(m)\) as shown in Appendix C.

For simplification, we will set \(M = \frac{d \ln P(S|m)}{\partial C(m)}\) and separate the first derivative of the zero-point part of the logarithmic likelihood function (equation D1) into two parts

\[
\frac{d \ln P(S|m)}{\partial C(m)} = l_1 + l_2 = -\frac{1}{2} \left( \frac{\sigma^2 C(m)^{-1} x x^T C(m)^{-1}}{1 + x^T C(m)^{-1} x} \right)
\]

\[
= \frac{1}{2} \left( -2N_x \frac{C(m)^{-1} S x^T C(m)^{-1}}{N_x^2} + N_x^2 \frac{C(m)^{-1} x x^T C(m)^{-1}}{N_x^4} \right)
\]

(D3)

Using the online matrix calculus calculator, we get

\[
\frac{d}{dm} M = \frac{d}{dm} \left( \frac{d \ln P(S|m)}{\partial C(m)} \right)
\]

(D4)

\[
\frac{d}{dm} \left( \frac{d \ln P(S|m)}{\partial C(m)} \right) = -\frac{1}{2} \left( \frac{2N_x^2 t_2 t_1^T}{N_x^2} + \frac{2N_x S t_2 t_1}{N_x^4} \right)
\]

+ \(C(m)^{-1} t_2 t_1^T + N_x^2 N_y^2 t_2 t_1^T + \frac{2N_y}{N_x^4} S t_2 t_1 t_3^T - \frac{2S}{N_x^2} t_2 t_1^T t_3 - \frac{2N_y}{N_x^4} t_2 t_1^T t_3^T \).

\[
= \frac{1}{2} \left( \frac{2N_x^2 t_2 t_1^T}{N_x^2} + \frac{2N_x S t_2 t_1}{N_x^4} \right)
\]

\[
+ \(C(m)^{-1} t_2 t_1^T + N_x^2 N_y^2 t_2 t_1^T + \frac{2N_y}{N_x^4} S t_2 t_1 t_3^T - \frac{2S}{N_x^2} t_2 t_1^T t_3 - \frac{2N_y}{N_x^4} t_2 t_1^T t_3^T \),
\]

(D5)

where \(t_3 = S t_1^T C(m)^{-1} t_4 = t_1^T M^T C(m)^{-1} \) and \(t_5 = t_3 M^T C(m)^{-1} \). Lastly, we can substitute equation (D4) and equation (D5) into equation (D2) to evaluate the second derivative of the zero-point part of the logarithmic likelihood with respect to the free parameters.

This paper has been typeset from a TeX/\LaTeX\ file prepared by the author.

We used the matrix calculus calculator on this website http://www.matrixcalculus.org/.