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Abstract

Standard ANOVA is among the most widely used tests in the life sciences and beyond. Several alternatives are proposed to provide simultaneous confidence intervals, ensure tight control of FWER, be robust to variance heterogeneity, avoid pre-testing for global effect (for one-way designs) or irrelevant interaction (for multi-way designs) prior to multiple comparison procedures. On the basis of selected examples, the R programs are provided for this purpose.

1 Introduction

In bio/medical/life sciences, the analysis of variance (ANOVA) represents a widely used statistical method (cited over 170,000 times in the WebSci 04/2022) for very different issues and designs. Below, I focus on the considerable subset of low-dimensional, completely randomized designs (e.g., one- and two-way layouts) with a single primary endpoint and fixed effects error term. In the following, six recommendations are proposed, which lead to a more problem-adequate interpretation, adequate error control, and robustness to selected real data situations- more or less a new kind of ANOVA: i) the use of multiple comparisons (MCP) directly instead as post-hoc test after pre-test ANOVA, ii) the use of a cell means model for the primary factor instead of a pre-test on negligible interactions ????, iii) the use of analysis of means (ANOM) instead of ANOVA to provide simultaneous confidence intervals and extensions in the generalized linear model (GLM), iv) the use of a multiplicity-adjusted version instead of the common ANOVA, v) the appropriate analysis of treatment and time effects, iv) the use of robust versions against heteroscedasticity, and vii) modeling dose (or concentration) both qualitatively (as MCP) and quantitatively (as regression model).

I start with a motivating example where using CRAN R packages for reproducible evaluation, see the related R-code.

2 A motivating example

Modeling asthma and fibrosis in-vitro, MRC-5 cells were treated with 0, 1 and 5 ng/ml TGF-beta (abbreviate with Co, n1, n2) where the relative gene expressions were measured for six genes (alpha-SMA (al), Col1A1 (la), matrix metalloproteinase 1 (mm) periostin (pe), matrix metalloprotease 9 (ti) and transient receptor potential ankyrin 1 (tr)) using qRT-PCR [25]. Figure[1] demonstrate a two-way layout with the
factors genes and concentration (as a cell means pseudo one-way layout) in a balanced, small sample size ($n_i = 4$) design using simulated data from the summary values assuming Gaussian distribution \[12\] with obvious variance heterogeneity.

The investigators concluded an up-regulation of alpha-SMA (al) as well as of Col1A1 (la) and periostin (pe) as primary results. I take from this interpretation an one-sided question for increases, further as primary factor the genes and secondary factor the concentration, whereby already actually the gene-by-concentration interaction is of interest. The authors used two-way ANOVA followed by Bonferroni-adjusted two-tailed t-test between control and the two concentrations. With the help of this example I will demonstrate the above 6 recommendations of an alternative evaluation.

A major limitation of all these proposals is for designs with very small sample sizes, where $n_i = 3$ is not at all exceptional in some bio-science studies. Not even reliable two-sample test for heterogeneity of variance or nonparametric location tests are available. Therefore, not only for reasons of test power, I recommend a minimum sample size of $n_i = 5$.

3 Recommendation I: Use analysis of means (ANOM) instead of ANOVA to provide simultaneous confidence intervals

A major disadvantage of the ANOVA F-test is that it is a global test only, but one is often interested in the magnitude of individual group or treatment differences. This can be achieved, for example, by using subset F-test in a closure test \[18\]. However, even here is the estimation of simultaneous confidence intervals difficult. While the ANOVA F-test is based on the sum of squared deviations of the group means from the overall mean, ANOM uses the maximum of their linear deviations and thus represents a MCP itself \[18\], whereby ANOM has a comparable power behavior as ANOVA \[14\] under selected alternative hypotheses. I.e., one can replace the global F-test by the global ANOM test, as ANOM additionally offers either adjusted p-values or compatible simultaneous confidence intervals for the individual group comparisons due to the monotonicity properties of MCP’s \[13\]. In addition, ANOM allows directional testing (i.e. one-sided tests) and is available for generalized linear models (GLM), i.e. proportions or counts can also be analyzed adequately - considerable advantages. Furthermore, a related nonparametric version is available. Of course, for pure comparisons to the control, comparison to the overall mean is not very useful, so here we demonstrate comparison across all genes and concentrations in the cell means model:
library(multcomp)
library(sandwich)
iatc$IA<-iatc$treat:iatc$con
mod1<-lm(mrc5~IA, data=iatc) # linear model for interaction factor
anova(mod1) # F-test standard ANOVA
M1<-glht(mod1,linfct = mcp(IA = "GrandMean"),
          alternative="greater",vcov=vcovHC) # MCP total mean
plot(M1)

Not surprising is the p-value of the F-test tiny (1.298e − 14) and but that of the MCP total means even smaller, but because of the approximation inaccuracies these are not comparable. In contrast, the simultaneous confidence intervals for the differences to the total mean clearly show significant increases for al(n1,n2) in Figure 2:

![Simultaneous Confidence intervals](image)

Figure 2: Confidence interval plot of the pseudo one-way cell means model for gene-by-concentration

A nonparametric ANOM approach

If the normal distribution assumption for the primary endpoint ‘relative gene expression’ in the above example (see chapter 4) is too ambitious, one can alternatively use a nonparametric method, whereby the relative effect estimators can be recommended, especially if heterogeneous variances are possible. Based on the CRAN package `nparcomp` [16] the evaluation is similar to the parametric method above.

library(nparcomp)
nparcomp(mrc5~IA, data=iatc, asy.method = "mult.t",
         type = "Dunnett",alternative = "greater",
         plot.simci = FALSE, info = FALSE)

However, because of the complete separation of the individual data in the treatment groups, invalid estimated test statistics and p-value result here.
ANOM approach in the GLM

Proportions are commonly summarized into 2-by-k contingency tables, e.g. the number of volunteers with nausea or without nausea after treatment with 0, 40, 80, 120 and 160 mg asnofaxine [17]:

|       | 0   | D40 | D80 | D120 | D160 |
|-------|-----|-----|-----|------|------|
| Without nausea | 46  | 42  | 42  | 40   | 37   |
| With nausea     | 3   | 10  | 10  | 11   | 14   |

Table 1: 2 by 5 contingency table for nausea after treatment with asnofaxine

Although a global test for such a safety parameter is not useful in a dose-finding study, it is performed here for methodological reasons.

```r
library(multcomp)
mod12 <- glm(na ~ Dose, data=naus, family=binomial(link="identity"))
summary(glht(mod12, linfct = mcp(Dose = "GrandMean")))
chisq.test(table(naus))
```

While the common-used Pearson $\chi^2$-test for 2 by k table data gives a p-value of 0.095, the ANOM-GLM for the difference between proportions shows a much smaller p-value of 0.002, even in its two-sided version. There are several test variants, e.g. odds ratio instead of risk difference as effect size.

An ANOM approach for ratios instead of differences

Although the difference in expected values is the widely used effect estimator, alternative ratios can be used. Due to the CRAN package `mratios`, the estimation of adjusted p-values or simultaneous confidence intervals compatible to them is quite simple, using a Welch-type modification (simtest.ratioVH) here:

```r
library(mratios)
simtest.ratioVH(mrc5~IA, data=iatc,type = "GrandMean", alternative = "two.sided")
```

In both approaches (differences, ratios), the combination 'mm:nn1' is furthest from the overall mean, the tiny p-values cannot be compared quantitatively due to the approximation limit.

4 Recommendation II: Use multiple comparisons directly rather than a post-hoc test after pretest ANOVA

The very term 'post-hoc' for multiple comparison procedures associates that MCP conditionally (i.e., only if previous ANOVA is significant) (or unconditionally) follow an ANOVA pretest. Arguments against this are different alternative spaces of ANOVA and MCP (e.g. ANOVA and one-sided Dunnett [2] tests [10]), a problematic error control of conditional tests, the differences in quality between pre- and post-hoc tests, the complexity of the procedure, problems to estimate adjusted p-values or even simultaneous confidence intervals, and others. For one-way designs, I recommend omitting inference using ANOVA F-test at all. I.e., ANOVA is used only to estimate expected means, means square error, and degree of freedom. For two-way layouts (and higher one), I also recommend omitting inference using the F-tests of main and interaction effects, see Chapter 5 for further detail. In the above example, let’s assume that periostin (pe) would be interested in which concentration has increased relative expression compared to the control, then I would directly use the (pseudo)one-way Dunnett procedure:
library(multcomp)
library(sandwich)

iatc3 <- iatc[iatc$treat == "pe", ]  # select the data for pe
mod6 <- lm(mrc5 ~ conc, data = iatc3)  # linear model for one-way layout
anova(mod6)  # F-test for standard ANOVA

summary(glht(mod6, linfct = mcp(conc = "Dunnett"), alternative = "greater", vcov = vcovHC))  # one-sided Dunnett test using sandwich estimator

The p-value of the standard ANOVA F-test of $p = 0.054$ suggests a stop with the conclusion: no heterogeneity between these three groups, while the p-values of the Dunnett procedure (adjusted for possible variance heterogeneity, see chapter 8) shows a clear increase at 1 ng ($p=0.019$). Why an ANOVA pretest for one-way designs at all?

**Use non-parametric multiple comparisons directly**

Based on the CRAN package nparcomp [16] the evaluation is quite similar to the parametric method above (for the periostin (pe) subset):

```r
library(nparcomp)
nparcomp(mrc5 ~ conc, data = iatc3, asy.method = "mult.t", type = "Dunnett", alternative = "greater", plot.simci = FALSE, info = FALSE)
```

The pattern of p-values is similar to the above parametric approach, however the p-value for the comparison $n1 - Co$ is much smaller $6.5e - 11$.

**Use multiple comparisons in the GLM directly**

For safety data, the multiple comparison to the control is more problem-adapted than comparisons to the overall mean. In the original paper [17], one-sided Fisher pairwise tests for increase are reported, actually non-inferiority tests would be indicated. Here, one-sided Dunnett-type comparisons are used for difference to control:

```r
library("multcomp")
nauCI <- summary(glht(mod12, linfct = mcp(Dose = "Dunnett"), alternative = "greater"))
```

| Contrast   | test stat. | p-value |
|------------|------------|---------|
| D40 - 0    | 2.03       | 0.077   |
| D80 - 0    | 2.03       | 0.077   |
| D120 - 0   | 2.31       | 0.040   |
| D160 - 0   | 2.99       | 0.006   |

Table 2: Dunnett-type comparisons for the nausea incidences after treatment with asnofaxine

Depending on what one would tolerate in terms of increased nausea, doses below 120 are probably still acceptable (see the non-significant p-values in Table 2).
Use multiple comparisons for ratio-to-control directly

A competitive procedure is Dunnett-type comparisons for ratios-to-control:

```r
library(mratios)
simtest.ratioVH(mrc5~conc, data=iatc3,type = "Dunnett", alternative = "greater")
```

The both p-values are 0.043 for $n_1/Co$ and 0.090 for $n_2/Co$ compared with the p-values for differences-to-control of 0.019, 0.067. The choice between additive and multiplicative model depends however not on the magnitude of the p-value but on the effect interpretation.

5  Recommendation III: In two-way layouts use cell means model for the primary factor instead of a pretest on negligible interactions

In two-way layouts, a non-significant interaction test is commonly used to make multiple comparisons between levels of the primary factor pooled over the levels of the secondary factor- or for significant interaction, sliced for each level of the secondary factor (each at level $\alpha$. This approach reveals several difficulties and inconsistencies, among them that the pretest on tolerable interaction should be formulated as a test on equivalence. An alternative is the simultaneous analysis of pooled and sliced data without any pretest [11]. In the following, I consider conc as primary factor and gene as secondary factor in the subset data iatcE (with genes al and la only for didactically purpose):

```r
Mod2<-lm(mrc5~conc+treat+conc:treat, data=iatcE) # global ANOVA
f99<-anova(Mod2) # F-test
#Mod1<-lm(mrc5~conc+treat, data=iatcE) # model without IA
iat1<-droplevels(iatcE[iatcE$treat=="la",]) # sliced for la
iat2<-droplevels(iatcE[iatcE$treat=="al",]) # sliced for al
#Mod3<-lm(mrc5~conc, data=iat1) # model for la
#Mod4<-lm(mrc5~conc, data=iat2) # model for al
Du <- contrMat(table(iatcE$conc), "Dunnett")
CM1 <- cbind(Du, matrix(0, nrow = nrow(Du), ncol = ncol(Du)))
rownames(CM1) <- paste(levels(iatcE$treat)[1], rownames(CM1), sep = "_")
CM2 <- cbind(matrix(0, nrow = nrow(Du), ncol = ncol(Du)), Du)
rownames(CM2) <- paste(levels(iatcE$treat)[2], rownames(CM2), sep = "_")
CM3 <- rbind(CM1,CM2)
colnames(CM3) <- c(colnames(Du), colnames(Du)) # partial Dunnett matrix
iatC5$ww <- with(iatcE, interaction(conc,treat)) # interaction term
#Mod5 <- lm(mrc5 ~ ww - 1, data = iatcE) # cell means model
#X5 <- summary(glht(Mod5, linfct = CM3)) # simult. cell means
CM4<-rbind("pooled: 1 - 0" = c(-0.5, 0.5, 0, 0.5, 0, -0.5), "pooled: 5 - 0" = c(-0.5, 0, 0.5, -0.5, 0, 0.5))
CM5<-rbind(CM1,CM2,CM4) # joint matrix
library(sandwich)
summary(glht(Mod5, linfct = CM5, alternative="greater", vcov = sandwich)) # simult. jointly
```

The unadjusted ANOVA F-tests reveals significant conc, gene and interaction effects (but unknown which one). The joint analysis of sliced and pooled data reveals a strong increase of concentration 1 vs control and a also increase of concentration 5 vs. control in the pooled analysis, no increases in gene=la.
only, whereas a remarkable increase in \textit{gene=al}. I.e., without any pretest, the significant increases vs. control in \textit{gene=al} can be demonstrated.

| Data type         | Comparison vs. control | adj. p-value  |
|-------------------|------------------------|---------------|
| Sliced for \textit{gene=al} | 1 - 0                  | 0.0000000002  |
|                   | 5 - 0                  | 0.0000016694  |
| Sliced for \textit{gene=la} | 1 - 0                  | 0.1687254024  |
|                   | 5 - 0                  | 0.2691304032  |
| Pooled            | 1 - 0                  | 0.0000004012  |
|                   | 5 - 0                  | 0.0000472096  |

Table 3: Joint evaluation of a two-way design with possible interaction: adjusted p-values

6 Recommendation IV: Use factorial ANOVA adjusted for multiplicity

In factorial ANOVA the multiple F-tests (on main factors, on interactions) are used commonly without control of the familywise error rate (FWER), i.e., for the $\xi$ F-tests $\rightarrow$ the $\xi$ marginal p-values are interpreted each at level $\alpha$. The main argument is the stochastic independence of the underlying sum-of-squares decomposition. There are only few paper discussing the incomplete FWER control in factorial designs, e.g., \cite{1} proposed simple Bonferroni-adjustment (based on stochastic independence) and \cite{2} proposed multiple ANOM-tests, i.e., $\zeta$-variate t-distributed maxT-tests. Although the per-factor tests are uncorrelated, the remaining correlation matrix in the general maxT approach is complex. Such a FWER control is conservative. In the subset \textit{iatcC} (using genes \textit{la}, \textit{pe}, \textit{ti} only for didactically reasons) the above two-way layout example is formulated as:

\begin{verbatim}
mod91<-lm(mrc5~conc+treat+conc:treat, data=iatcC) # ANOVA factor model
f91<-anova(mod91) # ANOVA F-tests
pun<-f91[1:3,5] # unadj. F-tests
pad<-pun*3 # Bonfer.adj. F-tests
library(multcomp); library(emmeans); library(sandwich)
rg<-ref_grid(mod91, vcov. = sandwich::vcovHAC) # sandwich estimator
f1 = contrast(emmeans(rg, ~ conc * treat), # interaction model
              interaction=TRUE)
# vs. overall mean contrasts for conc
f2 = contrast(emmeans(rg, ~ treat), # vs. overall mean contrasts for treat
              interaction=TRUE)
# vs. overall mean contrasts for
f1f2 = contrast(emmeans(rg, ~ eff),
               interaction=TRUE)
all = rbind(f1,f2,f1f2) # combination of the 3 contrast objects
mANOM<-summary(as.glht(all)) # multiplicity adjustment (multi-t)
\end{verbatim}

7 Recommendation V: Evaluate repeated measures in terms of inference appropriately

There are many different motivations for using repeated measures, and the evaluation strategies and models are correspondingly diverse. The dependence of the $t^{th}$ observation on the $(t - 1)^{th}$ observation within a subject must always be modeled correctly, e.g., via a suitable correlation structure in the mixed effect model. Somewhat lacking in these many models is the inference of treatment and time effects, e.g., which dose shows the highest effect at which time point. This complex correlation structure of unrelated
Table 4: ANOM Adjusted

treatment and related time contrasts can be estimated relatively easily using time-point-specific multiple marginal models [21], with several possibilities of simultaneous inference available in the SimLongi package [20]. As an example, the heart rates of two drugs (ax23, bww9) in comparison with control were measured for the four time points $T_1, T_2, T_3, T_4$ on the same subject [19].

The R-code is formulated for Dunnett-type between-group comparisons and between-time comparisons, jointly:

```r
library(SimLongi)
data(heart)
SMM<-SimLongiMMM(data=heart, response="heartrate", group="drug", time="time", id="person", type="Dunnett", alternative="greater", base=3, refdist="t")$Results
```

Table 5 reveals that the highest heart rates are achieved for drug ax23 at time T3 and for drug bww9 at time T2, with bww9 showing a significant increase already after T1.
A source of bias that should not be underestimated is a pattern of group-specific heterogeneous variances, especially in the unbalanced design. Now, there are some methods for heteroscedasticity in the linear model, but here it is exactly about group-specific variance increases/decreases with inverse numbers of cases (small $n_i$, large $n_i$). The usual MQR estimator uses a kind of weighted average over the variances of all groups and favors exactly those groups with $\frac{s_i^2}{\uparrow n_i}$ and disfavors groups with $\frac{s_i^2}{\downarrow n_i}$ on the other hand. Then one should use k-sample Welch-type modifications [6] or simply instead of the MQR estimator the sandwich estimator [26], which is a suitable modification for MCP with not too small sample sizes [7] and can be easily realized with the CRAN package sandwich. Since a conditional pretest for heterogeneity is not useful [13], this modification can be recommended as a standard method. The tiny bias can be easily seen for the subset pe-gene (see Chapter 4) in the comparisons versus control in this balanced design:

| Comparison | p-value sandwich estimator | p-value MQR estimator |
|------------|----------------------------|------------------------|
| 1 - Co     | 0.019                      | 0.021                  |
| 5 - Co     | 0.067                      | 0.051                  |
9 Recommendation VII: Is the use of ANOVA-type methods appropriate to analyse quantitative covariates?

One can simply convert quantitative covariates, such as doses or concentrations, into a qualitative factor and then analyze them using ANOVA-type methods (including MCP). A loss of power may occur and therefore it is warned against it [4]. This is not quite so clear-cut, as the doses do not have to be proportional to the concentrations at the target, and higher doses could plateau. I.e. sometimes the joint testing of dose as a quantitative covariate, e.g. as Tukey-trend test [23] using ordinal, arithmetic and logarithmic dose scores [22] and qualitative factor levels, e.g. as Williams-trend test [24] represents an alternative [5]. For the above 0, 1 and 5 ng/ml TGF-beta concentrations in the gene alpha-SMA (al)

```r
library(tukeytrend)
iatcA<-iatc[iatc$treat=="al", ] # data subset gene=al
mod81<-lm(mrc5~conc, data=iatcA) # ANOVA model conc... factor
anova(mod81) # ANOVA F-test
mod82<-lm(mrc5-Conc, data=iatcA) # linear model Conc ... covariate
test82 <- tukeytrendfit(mod82, dose="Conc", ddf="residual",
                        scaling=c("ari", "ord", "arilog", "treat"),
                        ctype="Williams") # joint regression and Williams-MCP
JointTukeyWilliams<-summary(glht(test82$mmm, test82$mlf,
                                  vcov = sandwich, alternative="greater") # one-sided tests, sandwich variance est.

Method           Model                    estimate  se    t      p-value
Tukey trend
  arith conc. score
  ordinal conc. score 0.18  0.04  4.35  1.19e-05
  (arith) logarithm. conc. score
  5 - 0 0.44 0.10  4.35  1.14e-05
  (5 + 1)/2 - 0 0.95 0.08 11.1 < 1.0e−13
Williams test
  5
  (5 + 1)/2 - 0
ANOVA
  F-test

Table 6: Adjusted p-values for Tukey-Williams trend test and ANOVA F-test

Although all tiny p-values are clearly in \( H_1 \), the F-test is less sensitive, whereas the linear regression reveals a smaller p-value, but the smallest p-value occurs for the plateau Williams-contrast of both concentrations in this example. A didactically suitable example of the interplay between quantitative and qualitative modeling of the concentration.

10 Summary

If some of these seven recommendations are followed, the evaluation of factorial designs can be more problem-adequate. Therefore, the impressive simplicity of ANOVA is lost, but the interpretability, especially of confidence intervals, should be worth it. Related R-code is available, based on the CRAN packages `multcomp`, `nparcomp`, `mratios`, `emmeans`, `sandwich`, `SimLongi`, `tukeytrend`. Further extensions can be used, e.g. MCP not just for the first moments of mean value differences, but sensitive to more moments by means of most likely transformation models [13]. Next research on this topic will be power (and size) comparisons of standard versus new approaches, particularly for small, unbalanced sample sizes by means of simulation studies.
# Appendix: R-code for data sets

```r
library(SimComp)
set.seed(170549)
d1<-ermvnorm(4, c(1.1,1.9,2.2), c(0.05, 0.15, 0.35))
d2<-ermvnorm(4, c(1.05,1.25,1.35), c(0.025, 0.25, 0.45))
d3<-ermvnorm(4, c(1.05,0.8,0.75), c(0.025, 0.15, 0.25))
d4<-ermvnorm(4, c(1.05,1.8,1.65), c(0.075, 0.45, 0.5))
d5<-ermvnorm(4, c(1.15,0.5,0.8), c(0.025, 0.05, 0.3))
d6<-ermvnorm(4, c(1.0,0.7,0.5), c(0.025, 0.2, 0.15))
val<-cbind(d1,d2,d3,d4,d5,d6)
co<-val[, c(1,4,7,10,13,16)]
n1<-val[, c(2,5,8,11,14,17)]
n5<-val[, c(3,6,9,12,15,18)]
mrc5<-c(as.vector(co),as.vector(n1), as.vector(n5))
conc<-factor(rep(c("Co", "n1", "n2"),c(rep(24,3))))
Conc<-as.numeric(rep(c(0,1,5),c(rep(24,3))))
treat<-factor(rep(c("al", "la", "ti", "pe", "mm", "tr"),each=4))
iatc<-data.frame(mrc5,conc,treat, Conc)
```
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