Model-independent methods for embedding directed networks into Euclidean and hyperbolic spaces
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ABSTRACT

The arrangement of network nodes in hyperbolic spaces has become a widely studied problem, motivated by numerous results suggesting the existence of hidden metric spaces behind the structure of complex networks. Although several methods have already been developed for the hyperbolic embedding of undirected networks, approaches able to deal with directed networks are still in their infancy. Here, we propose a framework based on the dimension reduction of proximity matrices reflecting the network topology, coupled with a general conversion method transforming Euclidean node coordinates into hyperbolic ones even for directed networks. While proposing a new measure of proximity, we also incorporate an earlier Euclidean embedding method in our pipeline, demonstrating the widespread applicability of our Euclidean-hyperbolic conversion. Besides, we introduce a dimension reduction technique that maps the nodes directly into the hyperbolic space with the aim of reproducing a distance matrix measured on the given (un)directed network. According to mapping accuracy, graph reconstruction performance and greedy routing score, our methods are capable of producing high-quality embeddings for several real networks.

Introduction

Networks offer an intuitive and general approach to the study of complex systems that has become extremely widespread in the recent decades¹–³. The staggering amount of research in this direction has shown that the statistics of the underlying graph structure can highlight previously unseen properties in systems ranging from interactions within the cell up to the level of the entire human society¹–⁵. The most well-known features that seem to be more or less universal across the majority of the complex networks are the small-world property⁶, ⁷, the high clustering coefficient⁸, the scale-free degree distribution⁹, ¹⁰, and a well-pronounced community structure¹¹–¹³.

Grasping the above properties all at once with a simple network model is a challenging task for which hyperbolic approaches offer an intuitive framework. The basic idea of hyperbolic network models is to place the nodes in some representation of the hyperbolic space (in most cases the two-dimensional native disk¹⁴), and connect them with a probability decaying as the function of the hyperbolic distance¹⁴–²¹. Remarkably, the networks generated in this way are usually small-world, highly clustered and scale-free¹⁴, ¹⁵, and according to recent results they can easily display a strong community structure as well¹⁷, ²⁰, ²²–²⁶. In parallel with revealing the notable properties of hyperbolic models, several studies suggested the existence of hidden geometric spaces behind the structure of real networks as well, ranging from protein interaction networks²⁷, ²⁸ through brain networks²⁹, ³⁰ to the Internet³¹–³⁵ or the world trade network³⁶, leading to important discoveries about the self-similarity³⁷ and the navigability of networks³¹, ³⁷, ³⁸.

These advancements opened a further frontier in the research focusing on the relationship between hyperbolic spaces and complex networks centred on the problem of hyperbolic embedding, where the task is to find an optimal arrangement of the network nodes in the hyperbolic space for a given network structure that we inputted³². A natural idea in this respect is likelihood optimisation, where a loss function is formulated (and minimised) based on the assumption that the input network was generated by a given hyperbolic network model. A prominent method following this idea is HyperMap¹⁶, working with a generalised version of the popularity-similarity optimisation (PSO) model¹⁵ called the E-PSO model. Another possibility is the application of dimension reduction techniques to matrices that represent the network topology, such as in the Laplacian-based Network Embedding (LaBNE) technique³⁹ (relying on the Laplacian matrix of the graph to be embedded) and the family of coalescent embeddings⁴⁰ (building on different matrices of distances measured along the graph after pre-weighting), where the dimension reduction yields a Euclidean embedding, the radial coordinates of which are converted then to hyperbolic ones in accordance with the PSO model, or the hydra (hyperbolic distance recovery and approximation) method⁴¹, where the dimension reduction yields node positions in the hyperboloid model of the hyperbolic space that are finally converted to an embedding in
the Poincaré ball representation. Dimension reduction and the optimisation of the angular node coordinates with respect to a given hyperbolic network model can be also combined as proposed in Ref.\textsuperscript{42} for the Laplacian-based embedding and the E-PSO model, or as in the case of the Mercator method\textsuperscript{43} relying on the Laplacian embedding as well but optimising with respect to the so-called $S^1/H^2$ model\textsuperscript{19}, or as in Ref.\textsuperscript{21}, where a coalescent embedding was combined with a local likelihood optimisation according to the E-PSO model.

Although the aforementioned methods achieved notable success and have been shown to provide high-quality embeddings for a number of different networks, they all lack a very important capability: to take into account the link directions when dealing with directed network input. In general, directed connections can indicate asymmetric relations between the nodes (e.g., the dominant-subordinate relations in hierarchical networks\textsuperscript{44,45}, the consumer-producer relations in food webs, etc.) or may signal some sort of flow over the links. Consequently, nodes with mainly incoming links may have a very different function in the system compared to nodes with mainly outgoing links or nodes having a balanced amount of in- and out-neighbours, and the directionality may play an important role also on the level of communities\textsuperscript{46}. In this light, it seems that ignoring link directions during the preparation of an embedding can lead to a considerable amount of information loss.

Motivated by the above, here we propose a general framework for embedding directed networks into hyperbolic spaces. Due to the possibly different functions of the sources and the targets in directed systems, our approach assigns separate source and target positions to each one of the network nodes, allowing large flexibility in how the directed nature of the input may affect the obtained embedding. This means that in the two-dimensional case, the output of the method can be visualised on a pair of native disks (one of which contains the nodes at their source coordinates and the other at their target positions), where the links always point from the "source disk" to the "target disk". In order to keep the approach model-independent, the calculation of the node positions is based on a dimension reduction of a proximity matrix encapsulating the distance relations in the network. The result of the dimension reduction can be already treated as a Euclidean embedding of the network. To obtain the hyperbolic coordinates from the Euclidean node arrangement, we introduce a transformation designed to preserve the attractiveness of a given radial position from the point of view of link creation. With the help of this transformation, we can incorporate the output of several directed Euclidean embedding methods for gaining a hyperbolic layout of the studied network. Along this line, in the present work we also apply the Euclidean HOPE algorithm\textsuperscript{47,}, and transform its output in the same manner as the results of the newly proposed Euclidean embeddings.

Finally, inspired by the undirected hyperbolic embedding method\textsuperscript{41}, we also introduce a directed embedding approach that yields hyperbolic coordinates based on the dimension reduction of a Lorentz product matrix calculated from node-node distances measured along the inputted network, providing a hyperbolic layout without embedding the network first into the Euclidean space. We test all the proposed methods both on synthetic and real networks, examining the mapping accuracy\textsuperscript{48}, and the performance in graph reconstruction and greedy routing problems.

**Results**

In this section, we first outline the studied embedding framework and describe the quality functions used for characterising the performance of the different methods. This is followed by the results obtained for a couple of directed real networks.

**The studied embedding algorithms**

In this paper, we consider embeddings of directed networks, which – due to the possible different roles of the same node as a source or as a target of links – result in two distinct sets of coordinates (i.e., source and target coordinates). In Fig. 1, we provide a concise flowchart of the considered embedding methods, the full detailed description of which is given in Sect. S1 of the Supplementary Information. Note that all the studied methods are deterministic, yielding always the same node arrangement for a given network.

**Embedding into the hyperbolic space through the conversion of a Euclidean node arrangement**

The three main steps of the algorithms described by the left side of the flowchart in Fig. 1 can be summarised in the following way:

1. Preparation of a proximity matrix $P$ based on the network topology.

2. Decomposition of this matrix for performing dimension reduction and obtaining a Euclidean embedding, i.e. a lower-dimensional representation in the Euclidean space.

3. Model-independent conversion (MIC) of the Euclidean source and target coordinates into position vectors in the native representation of the hyperbolic space.

The proximity matrix can be defined in multiple alternative ways, and since steps 2) and 3) are always the same, we name the different methods based on the choice of $P$. In the High-Order Proximity preserved Embedding (HOPE)\textsuperscript{47}, the applied
A network (WCC) of \( N \) number of nodes to be embedded

\[
P_{st} = e^{-q \text{SPL}_{s \rightarrow t}}
\]

where \( \text{SPL}_{s \rightarrow t} \) denotes the shortest path length from node \( s \) to node \( t \), and \( 0 < q \) is a decay parameter similar in nature to the \( \alpha \) parameter of the Katz matrix. Note that for node pairs \( s \) and \( t \) where \( t \) is unreachable from \( s \), the above matrix element \( P_{st} \) and also the element of the Katz matrix becomes zero, which enable us to embed weakly connected components, not only strongly connected parts of directed networks.

The usage of a proximity matrix (where large values indicate small distances or large similarities) has the advantage compared to distance matrices that it yields such Euclidean embeddings in which smaller topological distances can be associated primarily with larger inner products of the position vectors instead of smaller Euclidean distances, providing the
possibility to effortlessly separate the contribution of the radial and the angular node coordinates in the geometric relations. However, when equating only non-negative proximity values with Euclidean inner products, the angular range of the node coordinates becomes restricted. Therefore, we also consider a centred version of the proximity matrices by shifting the mean of the matrix elements to zero, which is expected to broaden the angular range of the node coordinates. We shall refer to the embeddings where the mean of the proximities is set to zero before the matrix decomposition as HOPE-S and as TREXPEN-S (where the suffix “-S” refers to the shifting of the elements of $P$). Another alternative considered here is that we return to the original (non-shifted) proximity matrices, but discard the first and use from the second to the $d+1$th dimension for creating a $d$-dimensional embedding. The rationale behind this approach is that when embedding the network, we are interested in the positions of the nodes relative to each other, whereas the first component in the dimension reduction usually contains information mainly about the point cloud as a whole, relative to the origin. We shall refer to the embedding methods relying on the second to $d+1$ dimensions as HOPE-R and as TREXPEN-R (where the suffix “-R” refers to the removal of the first dimension). These circular Euclidean node arrangements in which the high connection probabilities are represented with high inner products can serve as a good candidate for a Euclidean-hyperbolic conversion that maps the high Euclidean inner products to small hyperbolic distances.

In our hyperbolic embedding methods, we used the native representation of the hyperbolic space\(^{14}\), which is commonly used both in hyperbolic network models\(^{15,25,49,50}\) and hyperbolic embeddings\(^{16,21,40,43}\). This representation visualises the $d$-dimensional hyperbolic space of curvature $K = -\zeta^2 < 0$ in the Euclidean space as a $d$-dimensional ball of infinite radius, in which the radial coordinate of a point (i.e., its Euclidean distance measured from the centre of the ball) is equal to the hyperbolic distance between the point and the centre of the ball, and the Euclidean angle formed by two hyperbolic lines is equal to its hyperbolic value. The hyperbolic distance is measured along a hyperbolic line, which is either an arc going through the points in question and intersecting the ball’s boundary perpendicularly or – if the ball centre falls on the Euclidean line that connects the examined points – the corresponding diameter of the ball. According to the commonly applied approximating form of the hyperbolic distance\(^{14}\) given by $x_{s \rightarrow t} \approx r_{s, \text{source}}^{\text{source}} + r_{t, \text{target}}^{\text{target}} + \frac{\pi}{2} \cdot \ln \left( \frac{\theta_{s \rightarrow t}}{2} \right)$, a smaller hyperbolic distance $x_{s \rightarrow t}$ between the source position of node $s$ and the target position of node $t$ – the indicator of a higher connection probability – can originate from small radial coordinates $r_{s, \text{source}}^{\text{source}}$ and $r_{t, \text{target}}^{\text{target}}$ and/or a small angular distance $\theta_{s \rightarrow t}$. Another intuitive consequence of the above distance formula is that nodes with low radial coordinates are more attractive since their hyperbolic distance can become small in a larger angular region compared to nodes with large radial coordinates.

On the other hand, the Euclidean embedding methods we consider provide layouts where node pairs with high proximity values (and presumably, also high connection probabilities) obtain position vectors yielding a high inner product value. Since the inner product between the source position of node $s$ and the target position of node $t$ is simply $r_{s, \text{source}}^{\text{source}} \cdot r_{t, \text{target}}^{\text{target}} \cdot \cos(\theta_{s \rightarrow t})$, high connection probability in the Euclidean space can originate from large angular coordinates and/or small angular distances. Furthermore, in this case the attractive nodes correspond to the ones with the largest radial coordinates.

Since small angular distance is favourable from the point of view of both a large Euclidean inner product and a small hyperbolic distance, we transfer the angular coordinates from the Euclidean space without modification to the hyperbolic ball, similarly to the practice in several previous embedding algorithms from the literature\(^{39,40,43}\). However, the situation is more complex in terms of the radial coordinates, since a high inner product requires large radial coordinates in the Euclidean space, whereas a low hyperbolic distance favours small radial coordinates in the hyperbolic ball. Nevertheless, relying on the expectation that Euclidean and the hyperbolic radial arrangements of the same network should represent the same attractivity relations, we can presume that if the radial positions of the embedding from both geometries are converted to the same space, then the node arrangements that are formed in the common space must be consistent with each other. More precisely, we assume that the node arrangements obtained in the common space from the Euclidean and the hyperbolic radial coordinates reflect the same radial attractivity of any node compared to the highest one.

We use the linearly expanding half-line as the pass-through between the polynomially expanding Euclidean and the exponentially expanding hyperbolic spaces. For this, we take the well-known formulas for the spherical volume, and define the coordinate on the half-line of Euclidean and hyperbolic radial values to be equal to the volume of a sphere with the radius equal to the original radial coordinate in the given metric space, resulting in

$$r_{\text{line}}(r_{\text{Euc}}) = V_d^{\text{Euc}}(r_{\text{Euc}}) = \frac{\pi^\frac{d}{2}}{\Gamma\left(\frac{d}{2} + 1\right)} \cdot r_{\text{Euc}}^d,$$

$$r_{\text{line}}(r_{\text{hyp}}) = V_d^{\text{hyp}}(r_{\text{hyp}}) = \frac{e^{\zeta\cdot(d-1)\cdot r_{\text{hyp}} - 1}}{\zeta \cdot (d - 1) \cdot 2^{d-1}}.$$

Then, our assumption about the reconciliability of the node coordinates calculated on the half-line from the Euclidean and the
hyperbolic radial coordinates can be formalised for any node $i$ as
\[
\frac{r_{\text{line}}(r_{\text{Euc}, \max})}{r_{\text{line}}(r_{\text{Euc}, i})} = \frac{r_{\text{line}}(r_{\text{hyp}, i})}{r_{\text{line}}(r_{\text{hyp}, \min})},
\]
where we have also taken into account that the attractivity of the nodes increases in the Euclidean and decreases in the hyperbolic space with the radial coordinate (and that the most attractive node is at the maximal radial coordinate $r_{\text{Euc}, \max}$ in the Euclidean space, and at the minimal radial coordinate $r_{\text{hyp}, \min}$ in the hyperbolic space).

By fixing the maximal radius in the hyperbolic space, we can use Eqs. (2)–(4) for calculating the hyperbolic radial coordinate of the nodes based on their Euclidean radial coordinate. Our suggestion for the largest possible radial coordinate in the hyperbolic ball is $r_{\text{hyp}, \max} = \frac{C}{\xi} \cdot \ln(N)$, where $C$ is a constant. With this choice, the hyperbolic volume scales as $V_d^{\text{hyp}} \sim N^{C(d-1)}$, with the number of nodes $N$, and at $C = 2$ we obtain the same volume as we would have in a network generated by the PSO model\(^{15,30}\). Based on that, the radial coordinate in the hyperbolic ball can be expressed as
\[
r_{\text{hyp}, i}(r_{\text{Euc}, i}) = \frac{1}{\xi \cdot (d-1)} \cdot \ln \left( 1 + \left[ N^{C(d-1)} - 1 \right] \left[ \frac{r_{\text{Euc, min}}}{r_{\text{Euc}, i}} \right]^d \right),
\]
where further details of the calculation are given in Sect. S1.5 of the Supplementary Information. Besides, Sect. S2.3 of the Supplementary Information demonstrates that MIC, our new, model-independent Euclidean-hyperbolic conversion of the radial coordinates can outperform the widely used\(^{21,39,40,42}\) PSO-based transformation even on such hyperbolic networks that were generated by the PSO model.

As an illustration of our Euclidean-hyperbolic conversion method MIC, in Fig. 2 we show two-dimensional embeddings of an undirected E-PSO network\(^{16,21}\) that was generated from $N = 1000$ number of nodes, setting the average degree to $\bar{k} \approx 2 \cdot (m + L) = 2 \cdot (3 + 2) = 10$ (where one can interpret $m$ as the number of external links that emerge in each time step and $L$ as the net number of added and removed internal links per time step), the popularity fading parameter to $\beta = 0.8$ (corresponding to the decay exponent $\gamma = 1 + 1/\beta = 2.25$ of the degree distribution $P(k) \sim k^{-\gamma}$), and the temperature $\bar{c} = 0$ (resulting in an average clustering coefficient of $\bar{c} = 0.806$). During the network generation, the nodes appeared one by one with increasing radial coordinate and connected to a given number of hyperbolically closest ones of the previously appeared nodes. Aiming at connections of small hyperbolic distances basically means that the new nodes tended to connect to nodes of small radial coordinates and/or small angular distance from them. In our Euclidean embeddings that represent small topological distances as large inner products, the early-appearing nodes that collected the highest number of links during the network formation become placed in the outermost positions, as the radial attractivity of the nodes increases outwards in this case. However, when transforming these layouts into hyperbolic ones, the largest hubs are transferred back to the innermost positions that possess the highest radial attractivity from the point of view of the minimisation of the hyperbolic distances. Besides, both our Euclidean and hyperbolic embeddings seem to preserve the angular arrangement of the nodes, reflecting the common preference of both geometries towards the relatively small angular distances of the connected pairs.

**Embedding directly into the hyperbolic space with TREXPIC**

The above-discussed hyperbolic embedding methods rely on the implicit assumption that the Euclidean embedding obtained in the first stages of the algorithms is able to capture the most important features of the network structure. This dependence on the Euclidean methods can be avoided by embedding directly into the hyperbolic space, as it was done e.g. in the hydra approach\(^{41}\) on undirected networks. In order to provide also such an algorithm that follows this alternative path, we propose the method TRansformation of EXPonential shortest Path lengths to hyperbolic measures, abbreviated as TREXPIC in the following.

According to Ref.\(^{41}\), the Lorentz product defined between two position vectors as $y \odot z = y_1 z_1 - (y_2 z_2 + y_3 z_3 + \ldots + y_d z_{d+1})$ enables the calculation of the hyperbolic distance in the hyperboloid representation of the $d$-dimensional hyperbolic space via the formula $d(y \odot z) = \frac{1}{2} \cdot \text{acosh}(y \odot z)$. Thus, if we construct a distance matrix $D$ between the nodes where the matrix element $D_{st}$ estimates the hyperbolic distance from node $s$ to node $t$, then using the formula $L_{st} = \text{cosh}(\zeta \cdot D_{st})$ we obtain a matrix containing the estimated pairwise Lorentz products. Here, we suggest using
\[
D_{st} = e^{-\frac{q}{\text{max}_{s \neq t} D_{st}}},
\]
where $q > 0$ is an adjustable parameter that controls how fast our distance measure increases towards the larger shortest path lengths. The advantage of this choice compared to using simply the shortest paths themselves as in Ref.\(^{41}\) is that it makes all the matrix elements finite even in weakly connected components.

Based on the matrix of Lorentz products, we created low-dimensional hyperbolic embeddings in the hyperboloid model with the help of dimension reduction. For this, we used singular value decomposition (SVD) as opposed to hydra, which performs eigendecomposition. Then, using a mapping between the hyperboloid model and the native representation of the hyperbolic space, we obtained a layout in the native ball that is comparable with the output of the previous embedding methods.
Figure 2. Demonstrating the operation of the Euclidean-hyperbolic conversion MIC via examples of embeddings of an undirected network that was generated in the hyperbolic plane of curvature $K = -\zeta^2 = -1$ by a generalised version of the popularity-similarity optimisation model. The node degrees are indicated by the node sizes: nodes with more connections are depicted by larger markers. The nodes are coloured in each layout according to the angular coordinates originally assigned to the network nodes by the E-PSO model. The depicted HOPE-R embeddings were created using $\alpha = 5.97 \cdot 10^{-3}$, while the TREXPEN-R layouts were obtained at $q = 3.89$. We used $C = 2$ and $\zeta = 1$ for all the hyperbolic embeddings.

Directed embedding into two-dimensional spaces

As a first illustration of the results that can be obtained from our framework, in Fig. 3 we show the embeddings of synthetic directed networks generated by the stochastic block model (SBM)\textsuperscript{51–53} in both Euclidean and hyperbolic spaces in the case of setting the number of dimensions to $d = 2$, allowing the display of the achieved layouts in a simple manner. In the top half of the figure (Fig. 3a–f) we show the results for a graph with an apparent community structure (where the diagonal elements of the connection probability matrix of the blocks are larger), while in the bottom half of the figure (Fig. 3g–l) the embedded network has an "anti-community" structure (where the off-diagonal connection probabilities are larger). According to these layouts, the considered embedding methods were able to correctly separate the different blocks and provide an angular arrangement that reflects the most important features of the network structure in an easy-to-observe manner. Further layouts of the SBM networks are displayed in Sect. S3.1 of the Supplementary Information.

Next, in Fig. 4 we present embeddings of the network of political weblogs\textsuperscript{54} (for which several quantitative results are provided in the next section) in both the Euclidean and the hyperbolic plane. As it can be seen here, the nodes of different attributes tend to become grouped into different angular regions in the embeddings. More examples of the automatic separation of the ground-truth communities of real networks are provided in Sect. S3.2 of the Supplementary Information.
Figure 3. Examples for the two-dimensional embeddings of SBM networks having an assortative and a disassortative block structure. a) The assortative block matrix used for generating the input for the embeddings shown in panels b)–f), where the embedding method is named in the panel title. g) The disassortative block matrix used for generating the input for the embeddings shown in panels h)–l).
Figure 4. Examples for the two-dimensional embeddings of the network of political blogs. The colour of each node indicates the political leaning of the corresponding weblog. Larger node sizes on the source and the target plane correspond to larger out- and in-degrees, respectively.

Performance of HOPE, TREXPEN, their several variants and TREXPIC on real directed networks

We tested our new embedding methods on the following directed real networks:

- A subnetwork of $N = 505$ number of nodes and $E = 2081$ number of edges extracted from Wikipedia’s norm network of 2015\textsuperscript{55}, where Wikipedia pages are connected to each other with directed edges that correspond to hyperlinks. We created the subgraph by omitting all nodes for which the highest value of the topic distribution does not reach 80%, i.e. we kept only the pages for which the topic was not too uncertain.

- The transcriptional regulation network\textsuperscript{56} of the yeast *Saccharomyces cerevisiae*, describing $E = 1063$ number of interactions between $N = 662$ number of regulatory proteins and genes. The links point from the regulating objects toward the regulated ones. The mode of regulation was considered to be the same in each case, i.e. we did not differentiate between activators and repressors.

- A network\textsuperscript{54} of $E = 19021$ hyperlinks among $N = 1222$ number of U.S. political weblogs from before the 2004 presidential election. The blogs are characterised by their political leaning, forming 2 groups: left/liberal and right/conservative.

- A word association network\textsuperscript{57} of $N = 4865$ number of nodes and $E = 41964$ number of links that point from the cue words toward the associated words.
Note that we carried out the same analysis as below for four additional directed real networks in Sect. S5 of the Supplementary Information, and in Sect. S7 of the Supplementary Information we also show some results regarding the embeddings of two undirected real networks, confirming that our new methods are able to compete with previous, well-known dimension reduction techniques. In addition, in Sect. S6 of the Supplementary Information, we show the significance of the directedness of the links in the examined directed real networks by comparing their directed embeddings to the embeddings of their undirected counterpart.

Since a node with a zero out-degree cannot have any role as a source, it can not be represented in the source layout (will not have a source coordinate), and similarly, a node with zero in-degree will not have a target coordinate. Therefore, we only embedded the largest weakly connected component (WCC) of each graph – the above-listed $N$ and $E$ values refer to these. Throughout this section, we discarded the link weights given in some of the datasets and assigned the weight 1 to each edge. To learn about how our embeddings treat real link weights, see Sect. S8 of the Supplementary Information.

In the following subsections, we evaluate the embedding performance on the above-listed four directed networks in three aspects: we examine mapping accuracy, graph reconstruction and greedy routing. The detailed description of the applied measures is provided in the Methods section. During the measurements, we took into consideration all the possible node pairs in each task for the two smaller graphs (namely the network of Wikipedia pages and the yeast transcription network), but – because of the high computational intensity – accomplished the evaluation of the embedding performance only on sampled sets of node pairs in the case of the two larger graphs (i.e. the network of political blogs and the word association network). The details of the applied sampling procedures are given in the Methods section.

We always tested HOPE-S, HOPE-R, TREXPEN-S and TREXPEN-R both with and without shifting the centre of mass (COM) of the node positions to the origin, but depicted here only the results of the better option. Note that shifting all the nodes by the same vector does not change the pairwise (Euclidean or hyperbolic) distances, but modifies the pairwise inner products of the nodes in a Euclidean embedding, and also changes the hyperbolic node arrangement that can be obtained from that via our Euclidean-hyperbolic conversion MIC. The difference between the quality scores achieved with or without shifting the COM is demonstrated by Sects. S4 and S7 of the Supplementary Information: usually the Euclidean embeddings are hindered by the displacement of the COM, whereas MIC – and the hyperbolic embeddings resulting from it – can benefit from the balancing of the Euclidean node arrangement.

In every task, the tested number of dimensions were $d = 2, 3, 4, 8, \ldots, 2^n = \frac{N}{10}$, $n \in \mathbb{Z}^+$ for all the embedding methods, where the condition $d \leq N/10$ is intended to ensure a considerable dimension reduction. Note that while the embeddings obtained in high-dimensional spaces may be able to capture more information precisely, relatively high importance can be attributed also to the $d = 2$ and the $d = 3$ settings that are the only ones yielding directly visualisable node arrangements.

In HOPE and its variants, we tested 15 number of $\alpha$ values that we sampled from the interval $\left[\frac{1}{200 \rho_{\text{spectral}}(A) + 1} \right]$ for each network (see Sect. S1.2 of the Supplementary Information), where $\rho_{\text{spectral}}(A)$ is the spectral radius of the adjacency matrix $A$. In the case of TREXPEN and its variants, we always tested 15 number of $q$ values sampled from the interval $\left[\ln(0.9)/\text{SPL}_{\text{max}}, \ln(10^{-50})/\text{SPL}_{\text{max}}\right]$ (see Sect. S1.3 of the Supplementary Information), where $\text{SPL}_{\text{max}}$ is the largest finite shortest path length occurring in the given network. For TREXPIC, we tested 15 number of $q$ values from the interval $\left[\ln(1.0/0.9999) \cdot \text{SPL}_{\text{max}}, \ln(10) \cdot \text{SPL}_{\text{max}}\right]$ for each network (see Sect. S1.6 of the Supplementary Information). The suitability of these parameter intervals is demonstrated by Sect. S4 of the Supplementary Information, where we show through the example of the Wikipedia network that the performance of the examined methods typically reaches a maximum within these ranges and declines at the boundaries. It is important to emphasize that we did not try to find the exact optimum of the embedding parameters, meaning that slight variances between the different embedding methods have to be treated with caution since these may simply be a consequence of the imperfection of the parameter settings and the method that seems to be worse may prevail over the other at a better parameter setting.

The curvature $K = -\frac{\xi^2}{3}$ of the hyperbolic space was set to $-1$ for all the hyperbolic embeddings – the role of the curvature is discussed in Sect. S4.1 of the Supplementary Information. And lastly, we always used $C = 2$ in MIC, which choice is supported by Sect. S4 of the Supplementary Information.

### Mapping accuracy

A simple measure of the embedding quality is provided by the mapping accuracy\(^{48}\), defined as the Spearman’s correlation coefficient\(^{58}\) between the shortest path lengths and given geometric measures of the node pairs in an embedded network. In this study, the examined geometric measures were the Euclidean distance and the additive inverse of the inner product in the case of the Euclidean embeddings, and the hyperbolic distance for the hyperbolic node arrangements. In all cases, we considered the quality of the embeddings to be better, that yielded higher positive values of the correlation coefficient, meaning that we expected all the investigated methods to minimise the distances and/or maximise the inner products between the positions of the nodes that are close to each other according to the network topology.

In Fig. 5 we show the mapping accuracy on the four test networks, i.e. the network of Wikipedia pages, the transcription
network, the network of political blogs, and the word association network. As expected, TREXPEN, its variants and TREXPI
yield higher correlations between the shortest path lengths and the geometric measures compared to HOPE and its variants in
most of the cases since HOPE considers all the paths between the nodes to a certain extent, not only the shortest ones. The
best overall results were produced by Euclidean embeddings, but the hyperbolic methods do not fall behind much and, in
the meantime, typically prevail over the Euclidean node arrangements when considering the distances between the nodes instead of
the inner products.

**Graph reconstruction**

To quantify the ability of the node arrangements provided by our embedding methods to reflect the topology of the inputted
networks, we accomplished graph reconstruction trials aiming at the differentiation between the connected and the unconnected
node pairs of the examined networks based on pairwise geometric measures. For this, we embedded the whole largest WCC for
each one of the studied networks, and ranked the source-target node pairs according to the Euclidean distance, the inner product
or the hyperbolic distance between them, assuming simply that smaller distances and/or higher inner products refer to higher
proximities along the graph, and thus, larger connection probabilities.

As a baseline, we measured the graph reconstruction performance of some local methods that, contrary to the embeddings,
do not use the whole graph to give an estimation of the connection probability of a given node pair. We associated higher
connection probabilities with higher numbers of common neighbours\(^{35}\), higher node degrees (preferential attachment\(^{60}\) and
higher values of 3 directed variations of the resource allocation index created from the undirected version described in Ref.\(^{61}\) –
for details, see the Methods section. In our figures, we always indicate for each quality measure only the best result obtained
among these (altogether 5) tested local methods.

We evaluated the graph reconstruction performance with 3 measures: \(\text{Prec} \in [0, 1]\) denotes the precision obtained when
treating the number of links \(E\) that have to be reconstructed as a known input (i.e. the proportion of the actual links among the
first \(E\) node pairs in the order assigned by the given connection probability measure), the area under the precision-recall (PR)
curve \(\text{AUPR} \in (0, 1]\) and the area under the receiver operating characteristic (ROC) curve \(\text{AUROC} \in [0, 1]\). All of these are
increasing functions of the graph reconstruction performance. For more details, see the Methods section.

Figure 6 presents the embedding quality with respect to the graph reconstruction task of the examined four networks.
The usage of Katz proximities (in HOPE and its variants) and the exponential proximities (in TREXPEN and its variants) or
distances (in TREXPI) both seem to be expedient in this task. While generally the inner product in the Euclidean embeddings
seems to be the best proxy for the connection probability, in the network of political blogs, with regard to the area under the
PR curve (Fig. 6h) the best method in the two-dimensional case is a hyperbolic one. Furthermore, when focusing on the
distance-based representations of the network topology, the hyperbolic embeddings clearly outperform the Euclidean ones that
often even struggle to surpass the performance of the local methods.

**Greedy routing**

The navigability of an embedded network can be measured via the greedy routing\(^{31,62,63}\), corresponding to the process when a
walker tries to reach a given destination node from a starting node, always knowing only the position of the end of the links that
spring from the current node compared to the position of the destination node. In our hyperbolic embeddings, we minimised in
each step among the current neighbours their hyperbolic distance from the position of the destination node occupied as a target
node. In our Euclidean embeddings we tested both the minimisation of the Euclidean distance and the maximisation of the
inner product. An embedded network is considered to be more navigable if its greedy routing score\(^{40}\) \(\text{GR-score} \in [0, 1]\) is
higher, expressing a larger success rate in reaching the destination node and/or a smaller hop-length of the successful greedy
routes.

In Fig. 7, we depict the achieved greedy routing scores with the corresponding success rates and average hop-lengths for
the examined starting node-destination node pairs in the studied four real networks. For all of these networks, the best
GR-scores are achieved in the hyperbolic space; however, the distance-based routing performed in the Euclidean space is
usually also effective. The inner product generally does not seem to be well usable for navigating on networks in the Euclidean
space. Besides, in this task HOPE and its variants clearly fall behind our new methods that build on exponential proximities or
distances instead of Katz proximities.

**Discussion**

The High-Order Proximity preserved embedding (HOPE)\(^{47}\) method place the nodes of undirected and directed networks in
the Euclidean space of any number of dimensions in a relatively simple and fast way – using dimension reduction – and
represent the connection probabilities with the inner products of the position vectors of the nodes. In the present work, we
introduced a new Euclidean embedding method TREXPEN (TRansformation of EXponential shortest Path lengths to EuclideaN
measures) that, similarly to HOPE, not only deals with undirected graphs but can also capture the asymmetries of the connection
Figure 5. Mapping accuracy on directed real networks. Each panel refers to a real network named in the title of the panel. For the networks in panels a) and b), we measured the mapping accuracy examining each node pair connected by at least one directed path, whereas for the larger networks in panels c) and d), the mapping accuracy was measured on 3 samples of 500000 node pairs connected by at least one directed path. In the case of the larger networks, we always considered the average of the performances over the 3 samples and depicted the corresponding standard deviations with error bars. The colours indicate the used geometric measure, as listed in the common legend at the bottom of the figure. We plotted only the best results in each panel, obtained with the parameter setting that yielded the highest values of the mapping accuracy. Note that the 0 values denote that the given methods have not achieved any positive value. The bars were created considering all the tested number of dimensions, whereas the horizontal lines show the best two-dimensional performances achieved among all the embedding methods.
Figure 6. Graph reconstruction performance on directed real networks. For the networks in panels a)–f), the task was to reconstruct all the links ($E_{\text{sampled}} = E$), whereas for the network of political blogs in panels g)–j) and for the word association network in panels j)–l), due to the large network size, the task was to reconstruct 3 samples of $E_{\text{sampled}} = 5000$ and $E_{\text{sampled}} = 500$ number of links, respectively. In the case of the larger networks, we always considered the average of the quality scores over the 3 samples and depicted the corresponding standard deviations with error bars. Each row of panels refers to a real network indicated in the row title, while the different columns show the different quality measures that we studied, given by the precision obtained when reconstructing the first $E_{\text{sampled}}$ most probable links (1st column), the area under the precision-recall (PR) curve (2nd column), and the area under the ROC curve (3rd column). The colours indicate the applied geometric measure, as listed in the common legend at the bottom of the figure. Using the bars, we plotted only the best results regarding all the performance measures, considering all the tested number of dimensions. The horizontal lines in colour show the best two-dimensional performances achieved among all the embedding methods, whereas the grey horizontal lines correspond to the baselines provided by the random predictor and the best local method.
Figure 7. Greedy routing performance on directed real networks. For the networks in panels a)–f), the task was to perform greedy routing between each node pair connected by at least one directed path, whereas for the larger networks in panels g)–l), the task was to perform greedy routing in 3 samples of 500000 node pairs connected by at least one directed path. In the case of the larger networks, we always considered the average of the quality scores over the 3 samples and depicted the corresponding standard deviations with error bars. The colours indicate the used geometric measure as listed in the common legend at the bottom of the figure. We plotted in each panel for each method only the result of the parameter setting that turned out to be the best according to the GR-score. The bars were created considering all the tested number of dimensions, whereas the horizontal lines show the best two-dimensional average performances achieved among all the embedding methods. Each row of panels refers to a real network named in the row title, and the different columns correspond to different quality measures: the 1st column shows the greedy routing score (the higher the better), the 2nd column corresponds to the success rate of greedy routing (the higher the better), and the 3rd column depicts the average hop-length of the successful greedy paths (the smaller the better), where the grey bars indicate the average of the hop-length of the shortest paths connecting the node pairs for which the greedy routing was successful.
probability emerging in the presence of directed links by assigning both a source and a target position vector to each network node. Considering solely the length of the shortest paths instead of all the path lengths, the proximity matrix used in TREXPEN was shown to be similarly or even more suitable to obtain higher embedding qualities. This was especially striking in the case of the greedy routing score, where the usage of our new exponential proximities instead of Katz proximities was proven to be strongly advantageous. In addition, our new proximity measure can be applied without any difficulty also on weighted networks, as it is described in Sect. S8 of the Supplementary Information.

Motivated by the emergence of several hyperbolic embedding methods besides the Euclidean algorithms, we also proposed a model-independent conversion method MIC, using which such circular Euclidean node arrangements that represent high connection probabilities with large inner products can be transformed into hyperbolic ones without assigning any specific hyperbolic network model as the origin of the network to be embedded. We showed that with some modification not only our new method TREXPEN but also the well-known HOPE is capable of generating such Euclidean embeddings that can be converted to hyperbolic node arrangements of high quality. Besides, inspired by the hydra method that embeds undirected graphs directly into the hyperbolic space, we developed a further method named TREPSC (TRansformation of EXponential shortest Path lengths to hyperbolIC measures) that creates hyperbolic node arrangements for both directed and undirected networks without the need of also creating a Euclidean embedding as an intermediate step. As far as we know, the thus obtained hyperbolic embedding methods are the first model-independent embedding methods developed for arranging even directed networks in the hyperbolic space. Treating the number of dimensions of the embedding space as a free parameter, all of our methods can utilize the benefits of the increased number of dimensions, even in the hyperbolic space. We demonstrated the excellent usability of HOPE, TREXPEN, their variants and TREPSC for different tasks via experiments carried out on real networks of several disciplines, including e.g. networks between webpages, word associations, and a transcriptional regulation network.

In general, it can be concluded that the two-dimensional hyperbolic layouts obtained with MIC are more pleasant to the human eye compared to their Euclidean counterpart as in the hyperbolic disk the large number of radially unattractive nodes become collected in the outer regions instead of gathering them around the origin. Meanwhile, due to the relatively small differences in the hyperbolic radial coordinates, the radial arrangement provided by TREPSC on the hyperbolic plane seems to be not so informative visually, although the measured quality scores sustain the applicability of the TREPSC method too besides the proposed conversion-based hyperbolic algorithms.

It is worth emphasizing that in our measurements regarding the mapping accuracy, the graph reconstruction performance and the navigability, the hyperbolic distance was the only geometric measure using which relatively good quality scores have been achieved in all of the different tasks: among the examined three measures, the Euclidean distance performed the worst in mapping accuracy and especially in graph reconstruction, where it was often outperformed even by the simple local methods that we tested, while the results obtained using the Euclidean inner product lagged behind both that of the Euclidean and the hyperbolic distances in greedy routing. These findings clearly justify the competitiveness of the hyperbolic embeddings. In recent years, several studies examined the emergent properties of random networks of different geometries and the indicators of different hidden geometries behind networks. In this work, we did not pursue to reveal how certain network properties are connected to the type and the dimension of the geometrical space underlying the networks; however, our embedding framework may contribute to further investigations on this topic by enabling the placement of real networks in different geometrical spaces of any number of dimensions.

Methods

This section provides the exact definition of the measures and methods used for evaluating the embedding performance. Note that none of the examined quality indicators assumes any specific model as the generator of the embedded network, i.e., all the applied evaluation processes are model independent, just like our embedding methods. For the details and the explanations regarding the studied embedding algorithms, see Section S1 in the Supplementary Information.

Mapping accuracy

To evaluate the performance of the embedding methods in expressing the distance relations measured along the graph by means of geometric measures, we calculated a mapping accuracy measure \( \text{ACC}_m \in [-1, +1] \) also used for undirected networks in Ref. It was defined as the Spearman’s correlation coefficient between the shortest path lengths of a network and the pairwise distances between the network nodes in the embedding space – either Euclidean or hyperbolic. However, in the case of the Euclidean embeddings, the Euclidean distance was not the only geometric measure that was examined, but the correlation of the shortest path lengths with the inner products was also calculated.

Naturally, in directed networks we took into account the directedness of the paths and compared the hop-length of the shortest path from node \( s \) to node \( t \) to the distance or the inner product measured between the source position vector of node \( s \) and the target position vector of node \( t \). We always discarded those \( s - t \) node pairs in our calculations, for which the examined
We examined how precisely the embedding methods can represent the presence and the absence of the pairwise connections of node pairs in the network and the total number of sampled node pairs equal to the ratio between the total number of links and the total number of proper obtain such samples that well represent the total dataset, it is important to set the ratio between the number of sampled links proper source-target pairs exceeds 500000, we applied a random sampling of the connected and the unconnected node pairs. To assigned by the embedding methods as source or target, respectively). In those larger graphs where the total number of the out-degree of the source node or the in-degree of the target node is 0 (since to a node with 0 out- or in-degree no position is pairing of each node with itself (characterised by a shortest path length of 0) since the location of the target representation of a node compared to its own source position does not influence the quality of the embedding in itself, but only via the relations of the node’s two representations with the other nodes. Besides, to reduce the computational cost, in networks having more than 500000 number of start-destination node pairs that could be used for the evaluation of the mapping accuracy, we estimated this quality measure based on 3 random samples of 500000 proper node pairs. Note that when all the proper node pairs of a network are considered, then the calculation of the mapping accuracy is deterministic, and thus, there is no need for the repetition of its computation.

**Evaluation of the embedding performance in graph reconstruction**

We examined how precisely the embedding methods can represent the presence and the absence of the pairwise connections of an inputted network via the graph reconstruction task (also considered e.g. in Refs. 47, 68), where the question is whether the connected and the unconnected node pairs can be distinguished based on pairwise measures that are derived with full knowledge of the network topology and can be interpreted as a proxy of the connection probability. Regarding the embedding techniques, this means that we embedded the whole largest WCC of a network in the Euclidean or the hyperbolic space, arranged the node pairs in the increasing order of the Euclidean distance, the additive inverse of the inner product or the hyperbolic distance and compared the set of node pairs appearing at the beginning of the order (i.e. below a given threshold of the applied geometric measure) to the list of links in the network. Besides the embeddings, we also tested local methods in graph reconstruction, where the decreasing order of the connection probability is estimated by the decreasing order of such measures that depend solely on the immediate neighbourhood of the two nodes in question. The assumptions of the applied local methods were the following:

- Common neighbours: In undirected networks, the larger number of common neighbours of two nodes are often associated with a larger connection probability. In directed networks, we assumed that the larger the number of paths of hop-length 2 from node $s$ to node $t$, the higher the probability of the link from node $s$ to node $t$.

- Preferential attachment: In undirected networks, a simple proximity measure is given by the product of the node degrees in the examined node pair. In the directed case, we applied this concept as the following: the larger the product of the out-degree of node $s$ and the in-degree of node $t$ (considering also the link $s \rightarrow t$ since we deal with graph reconstruction and not link prediction), the higher the probability of the link from node $s$ to node $t$.

- Resource allocation index: The resource allocation index RAI applies one of the simplest ways for reducing the contribution of the common neighbours of high degrees to the connection probability and assigning more weight to the common neighbours of low degrees, which provide more specific connections between the examined two nodes. For undirected networks, the resource allocation index is defined as

$$\text{RAI}(i, j) = \sum_{c \in \text{CN}(i, j)} \frac{1}{k_c}, \quad (7)$$

where $\text{CN}(i, j)$ denotes the set of the common neighbours of the examined two nodes $i$ and $j$, and $k_c$ stands for the degree of the common neighbour $c$. Larger values of RAI are presumed to indicate larger connection probabilities. For directed networks, we identified the set of common neighbours $\text{CN}(s, t)$ for the ordered node pair $s, t$ as the nodes that are reachable from node $s$ in one step and from which node $t$ is reachable in one step, and tested 3 versions of $\text{RAI}(s, t)$, in which we substituted $k_c$ in Eq. (7) with either the out-degree, the in-degree, or the total degree of the common neighbour $c$.

In every case, the order between node pairs that have the same value of the given measure of connection probability was set randomly.

In the smaller networks, we considered all the possible node pairs in the graph reconstruction task with the exception of the pairing of each node with itself (since self-loops are disregarded by the embeddings) and those node pairs in which the out-degree of the source node or the in-degree of the target node is 0 (since to a node with 0 out- or in-degree no position is assigned by the embedding methods as source or target, respectively). In those larger graphs where the total number of the proper source-target pairs exceeds 500000, we applied a random sampling of the connected and the unconnected node pairs. To obtain such samples that well represent the total dataset, it is important to set the ratio between the number of sampled links and the total number of sampled node pairs equal to the ratio between the total number of links and the total number of proper node pairs in the network. In order to keep the computational cost within reasonable limits, we set the number of links $E_{\text{sampled}}$ in each sample low enough to ensure that the total size of the sample (i.e. the sum of the number of links and the
corresponding number of unconnected node pairs) remains under 500000. When measuring the embedding quality on such samples, we always repeated the sampling and the reconstruction of the given links 3 times. However, since – at proper settings of the embedding parameters – it is very rare that the same value of the given geometric measure (i.e. the same connection probability) becomes assigned to more than one node pair yielding an indefinite ordering between them, and therefore, the graph reconstruction itself is rather deterministic, we did not repeat the evaluation of the graph reconstruction performance in those cases where all the proper node pairs were considered.

We characterised the embedding performance in graph reconstruction with the following 3 measures (also used e.g. in Ref.\textsuperscript{71} for evaluating link prediction accuracies), each of which is an increasing function of the embedding quality:

- The precision at \( \mathcal{E} \) number of node pairs labelled as connected, i.e. \( \text{Prec} \in [0, 1] \) is defined as the proportion of the actual links among the \( \mathcal{E} \) number of guesses corresponding to the first \( \mathcal{E} \) node pairs in the decreasing order of the given measure of the connection probability. In our measurements, we always set \( \mathcal{E} \) to the number of links that have to be reconstructed, that is, to the total number of links in the smaller WCCs and to the number of sampled links \( E_{\text{sampled}} \) in the case of the larger networks. For a random predictor, \( \text{Prec} \) was calculated for each network as the ratio between the number of actual links and all the node pairs in the examined set.

- The precision-recall (PR) curve\textsuperscript{72} depicts the proportion of the actual links among all the node pairs that are labelled as connected (i.e. the precision) as a function of the proportion of the links that are successfully identified among all the links that have to be restored (i.e. the recall or true positive rate), where moving between the different points of the curve corresponds to changing the threshold value of the given connection probability measure or, in other words, shifting the point in the node pair order that separates the node pairs that we label as connected from those that we label as unconnected. To give an overall description of the performances obtained at the different thresholds, we calculated \( \text{AUPR} \in (0, 1] \) that is the area\textsuperscript{73} under the PR curve\textsuperscript{74}. In the case of a random predictor, the precision-recall curve is a horizontal line at the precision value given by the ratio between the number of actual links and all the node pairs in the examined set, yielding an AUPR equal to this constant precision value.

- The receiver operating characteristic (ROC) curve\textsuperscript{75} presents the proportion of the links that are successfully identified among all the links that have to be restored (i.e. the recall or true positive rate) as a function of the proportion of the actually unconnected node pairs that are labelled as connected (i.e. the false positive rate) obtained using different threshold values of the given measure associated with the connection probability. To summarize this curve in a single number, we calculated \( \text{AUROC} \in [0, 1] \) that is the area\textsuperscript{73} under the ROC curve, corresponding to the probability that a randomly chosen connected node pair gets ranked over a randomly chosen unconnected node pair in the order of the examined connection probability measure\textsuperscript{76,77}. For a random predictor, the ROC curve is a straight line between the points \((0, 0)\) and \((1, 1)\) with \( \text{AUROC} = 0.5 \).

**Evaluation of the embedding performance in greedy routing**

To characterise the navigability of the embedded networks, we measured the efficiency of the greedy routing\textsuperscript{31,62,63} on them, similarly to Refs.\textsuperscript{16,21,40,48}. The aim of greedy routing is to walk along the network’s edges from a starting node \( s \) to a destination node \( t \) using the possible least number of steps, leaning solely on local information, namely the geometric distance of the current neighbours from the destination.

In our measurements, we adopted a rather general stepping rule, where the greedy router being at node \( i \) always moves along that outgoing link of node \( i \) that points toward the neighbour having a target position of the smallest geometric measure in relation to the target position of the destination node among all the current neighbours. The examined geometric measures for which the local minimisation was performed were the Euclidean distance or the additive inverse of the inner product in the Euclidean embeddings, and the hyperbolic distance in the hyperbolic cases. Returning to a node that has already been visited in the current walk indicates that the walk between the given pair of starting and destination nodes can not be accomplished in a greedy way. Thus, two simple measures of the greedy routing’s quality are the average hop-length of the successful greedy routes (that reached the destination and have not stopped any other node) and the fraction of successful greedy walks. Besides, we also measured the greedy routing score\textsuperscript{40} (GR-score \( \in [0, 1] \), the higher the better), which we define for directed networks as

\[
\text{GR-score} = \frac{1}{N_{\text{paths}}} \cdot \sum_{s \in S} \sum_{t \in T} \frac{\ell_{s \rightarrow t}^{(\text{SP})}}{\ell_{s \rightarrow t}^{(\text{GR})}},
\]

where \( \ell_{s \rightarrow t}^{(\text{SP})} \) stands for the shortest path length from node \( s \) to another node \( t \) – which is infinity if there is no path in the graph leading from \( s \) to \( t \) –, and \( \ell_{s \rightarrow t}^{(\text{GR})} \) denotes the greedy routing hop-length between the same pair of starting and destination nodes –
which is set to infinity if the routing fails to reach node \( t \) from node \( s \). To allow the investigation of weakly connected networks where not all the nodes are reachable from every node, we always took into account only those starting node-destination node pairs that are connected by at least one path in the graph, i.e., for which the greedy routing is at least theoretically possible. Therefore, the total number \( N_{\text{paths}} \) of the examined start-destination pairs can be smaller than \( N \cdot (N - 1) \), and the summations in Eq. (8) go over only the nodes that function as a source of links in the network, i.e. the nodes of non-zero out-degree (contained by the set \( S \)) and the destinations to which leads at least one directed path from node \( s \) (contained by the set \( T_s \) for a given starting node \( s \), not including node \( s \)).

For large networks, it is not feasible to take into consideration each possible node pair, but using a large enough random sample of the node pairs, the performance of an embedding in greedy routing can still be well estimated. In this study, we maximised the number of start-destination node pairs for which the greedy routing was attempted at 500000 for each network, meaning that in those networks where the total number of node pairs connected by at least one path of finite length was larger than this limit, we randomly sampled 500000 number of such node pairs and performed the greedy routing only between the selected starting and destination nodes. For those networks where thus not all the possible node pairs were examined, we repeated the node pair sampling and the greedy routing 3 times. Otherwise, since – at proper settings of the embedding parameters – it is very rare that two or more neighbouring nodes have the exact same geometric relation with the destination and the greedy router has to choose randomly between them, and therefore, the greedy routing itself is rather deterministic, we carried out greedy routing only once for all the proper node pairs of a network.
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Model-independent methods for embedding directed networks into Euclidean and hyperbolic spaces – Supplementary Information

S1 The embedding methods in detail

In this section, we detail the examined embedding methods that determine two positions for each node in a directed network: one representing its behaviour as a source of links (source position) and one that characterises it as a target of links (target position). First, we expound on how singular value decomposition (SVD) of a proximity matrix can be used for arranging nodes in a \(d\)-dimensional Euclidean space, representing the network topology by the inner products of the nodes’ position vectors. Second, we specify how the proximity matrix can be derived for a network in the case of the well-known method HOPE\(^47\) and in our newly-introduced technique named TREXPN, abbreviated by TRansformation of EXponential shortest Path lengths to EuclideaN measures. Then, we describe how HOPE and TREXPN can be used to create such Euclidean embeddings that are spread out on the whole angular range and how these circular node arrangements can be transformed with a model-independent conversion MIC into hyperbolic embeddings, where higher connection probabilities are reflected by smaller hyperbolic distances. Finally, we present TREXPIC (TRansformation of EXponential shortest Path lengths to hyperbolIC measures), a new embedding method that is built on the singular value decomposition of a matrix obtained from distances measured along the graph and maps the network nodes directly into the \(d\)-dimensional hyperbolic space.

S1.1 Euclidean embedding based on the singular value decomposition of a proximity matrix

Singular value decomposition (SVD) have been successfully used in several different embedding methods in the past few years\(^21,40,47,78\). Given the singular value decomposition \(P = U \cdot \Sigma \cdot V^T\) of a proximity matrix \(P\) derived from the network topology, for the Euclidean coordinate matrices written in the form of

\[ S = U \cdot \sqrt{\Sigma} \]  

\[ T = (\sqrt{\Sigma} \cdot V^T)^T = V \cdot \sqrt{\Sigma}, \]

it is obvious that \(S \cdot T^T = U \cdot \sqrt{\Sigma} \cdot \sqrt{\Sigma} \cdot V^T = U \cdot \Sigma \cdot V^T = P\), meaning that the elements of the proximity matrix \(P\) correspond to the inner products between the Cartesian position vectors represented by the rows of the above-defined \(S\) and \(T\) matrices. Accordingly, for a proximity matrix consisting of only non-negative elements, the inner products of the source and target position vectors given by \(S\) and \(T\) can not become negative, yielding angular distances not larger than \(\pi/2\).

As it was described in Ref.\(^47\), if \(d\)-dimensional position vectors are needed (i.e., the number of columns of \(S\) and \(T\) has to be \(d\)), then an optimal solution for minimizing the L2-norm of \(P - S \cdot T^T\) is to perform the SVD of the proximity matrix \(P\), keep only the first (largest) \(d\) number of singular values from the diagonal matrix \(\Sigma\), and calculate the \(N \times d\)-sized position matrices \(S\) and \(T\) based on Eqs. (S1.1.1) and (S1.1.2) using only the first \(d\) number of columns (singular vectors) in the matrices \(U\) and \(V\), i.e., use the formulas

\[ S = [\sqrt{\sigma_1} \cdot u_1, \sqrt{\sigma_2} \cdot u_2, \sqrt{\sigma_3} \cdot u_3, \ldots, \sqrt{\sigma_d} \cdot u_d] \]  

\[ T = [\sqrt{\sigma_1} \cdot v_1, \sqrt{\sigma_2} \cdot v_2, \sqrt{\sigma_3} \cdot v_3, \ldots, \sqrt{\sigma_d} \cdot v_d]. \]

In this study, for the embedding of a network that consists of \(N\) number of nodes, the tested number of dimensions were \(d = 2, 3, 4, 8, 16, 32, \ldots, 2^n \leq N/2, n \in \mathbb{Z}^+\).

For undirected networks, the proximity matrix \(P\) is symmetric; thus, \(U = V\) and \(S = T\). Otherwise, \(S \neq T\), meaning that each node is characterised by two positions that can differ from each other. In order to open up the possibility to deal also with weakly connected directed networks and not only strongly connected ones, it is expedient to decompose such matrices with SVD that represent infinite distances — measured in the absence of any paths from a given node to an other — as finite matrix elements. However, although the number of rows in the matrices \(S\) and \(T\) — created from a proximity matrix \(P\) of size \(N \times N\) — is always equal to the number of nodes \(N\) of the embedded graph, meaning that \(S\) and \(T\) assign a coordinate array for each one
of the network nodes, not all of these positions are meaningful for weakly connected networks. Since a node with 0 out-degree does not function as a source of links in the network, its source position given by the corresponding row of the matrix $S$ is meaningless. The same can be said regarding the target positions assigned by the rows of the matrix $T$ to nodes of 0 in-degree. Consequently, in our investigations we considered only those nodes to be placed in the embedding space as a source of links that have non-zero out-degree and assigned a target position to only those nodes of which the in-degree is larger than 0.

S1.2 HOPE: High-Order Proximity preserved Embedding

In the High-Order Proximity preserved Embedding (HOPE) method, the proximity matrix $P$ to be decomposed contains the pairwise Katz indexes of the nodes defined as

$$P_{st} = \sum_{\ell=1}^{\infty} \alpha^{\ell} \cdot n_{s \rightarrow t}^{\text{paths}} (\ell),$$  \hspace{1cm} (S1.2.1)$$

where $n_{s \rightarrow t}^{\text{paths}} (\ell)$ denotes the number of paths of hop-length $\ell > 0$ connecting node $s$ to node $t$ and $0 < \alpha < 1$ is a decay parameter controlling how fast the contribution of the paths decreases with their length $\ell$ (the smaller the value of $\alpha$, the more important the shorter paths compared to the longer ones). When a node can not be reached from an other, then the corresponding matrix element is 0, because the number of paths of length $0$ is $0$ for any finite path length $\ell$ and paths of infinite length do not have a contribution to the sum in Eq. (S1.2.1) since $\alpha < 1$. Note that the Katz index $P_{ss}$ of a node $s$ with itself is determined solely by the number of cycles that include the given node and the paths of length $0$ are not considered in Eq. (S1.2.1), meaning that the highest Katz indexes do not necessarily fall in the diagonal of the matrix $P$.

To enable a faster computation, the matrix of Katz indexes is usually calculated for unweighted networks from the adjacency matrix $A$ of size $N \times N$ ($A_{ij} = 0$ if there is no link pointing from node $i$ to $j$, otherwise $A_{ij} = 1$; in the absence of self-loops, $A_{ii} = 0 \forall i$) and the identity matrix $I$ of size $N \times N$ as

$$P = \sum_{\ell=1}^{\infty} \alpha^{\ell} \cdot A^{\ell} = (I - \alpha \cdot A)^{-1} - I,$$  \hspace{1cm} (S1.2.2)$$

where the second step uses the series expansion $(I - \alpha \cdot A)^{-1} = I + \alpha \cdot A + \alpha^2 \cdot A^2 + \cdots$ and assumes that the decay parameter $\alpha$ is lower than the reciprocal of the spectral radius of the adjacency matrix $A$, i.e. $\alpha < 1/\rho_{\text{spectral}}(A)$, where the spectral radius is the largest absolute value of the eigenvalues of $A$. In our measurements, we always tested 15 number of $\alpha$ values, which we sampled between $\alpha_{\text{min}} = 1/200 \rho_{\text{spectral}}(A)$ and $\alpha_{\text{max}} = 1/\rho_{\text{spectral}}(A)$ equidistantly on a logarithmic scale.

Note that in Ref., instead of the usual singular value decomposition of the above-described Katz proximity matrix, a method named JDGSVD was used, which does not require the calculation of the proximity values $P_{st}$ but decomposes directly two composing matrices of $P$, and thereby speeds up the embedding procedure. However, for the sake of simplicity, in our study we followed the instructions of the previous section, i.e. we used the usual singular value decomposition of the proximity matrix given by Eq. (S1.2.2).

S1.3 TREXREN: Transformation of Exponential shortest Path lengths to Euclidean measures

In our new Euclidean embedding method TREXREN, the proximity matrix $P$ subjected to dimension reduction is derived from the pairwise shortest path lengths measured on the network to be embedded. Namely, the matrix element assigned to the node pair $s \rightarrow t$ is calculated from the shortest path length $\text{SPL}_{s \rightarrow t}$ measured from node $s$ to node $t$ as

$$P_{st} = e^{-q \cdot \text{SPL}_{s \rightarrow t}},$$  \hspace{1cm} (S1.3.1)$$

yielding larger values for smaller distances measured on the graph. The possible largest value of the here-defined proximity is $1$, yielded by $0$ shortest path lengths in the diagonal. If there is no path connecting node $s$ to node $t$, then $\text{SPL}_{s \rightarrow t} = \infty$, which would be hard to handle in itself; however, Eq. (S1.3.1) converts infinite distances to matrix elements of $0$, and thereby, it provides the opportunity to easily embed also those networks that are not strongly, just weakly connected. The multiplying factor $q > 0$ controls the speed of the decay of the proximity with the increase in the shortest path length. For extremely small values of $q$, according to the Taylor series expansion $e^{-q \cdot \text{SPL}_{s \rightarrow t}} \approx 1 - q \cdot \text{SPL}_{s \rightarrow t}$, the decay from 1 is approximately linear and all the non-zero proximity values remain close to 1, while for large $q$ factors, all the off-diagonal elements of the proximity matrix $P$ will fall very close to 0.

It is important to notice that although it is possible to consider mainly just the shortest ones of the path lengths in the Katz index by setting the decay parameter $\alpha$ to extremely small values, but, at the same time, these small $\alpha$ values will also reduce the importance of the longer shortest paths compared to the lowest path lengths of the graph. Our newly introduced proximity given by Eq. (S1.3.1) provides, however, a solution for this problem, as it enables various weighting of the shortest paths of
different lengths. More precisely, while our proximity at large values of \( q \) is similar to a Katz index of small \( \alpha \), the decrease in \( q \) has different effects compared to the increase in \( \alpha \): the former increases the relative importance of the longer shortest paths, whilst the latter increases the importance of all the longer paths, not just the ones that connect two nodes via the least hops.

In our experiments regarding TREXPEN, we varied the occurring smallest non-zero proximity (obtained from Eq. (S1.3.1)) at the largest finite shortest path length \( \text{SPL}_{\max} \) in the given network to be embedded) between 0.9 and \( 10^{-50} \) by testing \( q \) values between \( q_{\min} = -\ln(0.9)/\text{SPL}_{\max} \) and \( q_{\max} = -\ln(10^{-50})/\text{SPL}_{\max} \). To accomplish an exhaustive exploration of the parameter space and ensure that both the small and the large \( q \) values are sufficiently represented in our parameter sampling, we tested in each task 15 number of \( q \) values, from which 7 were sampled from the interval \([q_{\min}, q_{\mid\text{mid}}]\) equidistantly on a logarithmic scale and 8 were sampled from \([q_{\mid\text{mid}}, q_{\max}]\) equidistantly on a linear scale, where \( q_{\mid\text{mid}} = e^{\min(\ln(q_{\max}) + \ln(q_{\min}))}/2 \) is the logarithmic midpoint of the examined interval \([q_{\min}, q_{\max}]\), i.e., the geometric mean of \( q_{\min} \) and \( q_{\max} \).

S1.4 Creation of circular patterns
Coalescent embedding techniques yielding a circular arrangement of the network nodes were introduced in Ref.\(^{40}\) with two possible realisations: either the distance matrix was centred before the dimension reduction, or it was not centred but the first dimension of the embedding was discarded. We found that both HOPE and TREXPEN are able to produce layouts that are not restricted to a narrow angular range if we transfer the above-mentioned procedures from the coalescent embedding techniques. Relying on this finding, we propose the methods HOPE-S and TREXPEN-S, denoting those versions of the above-described Euclidean embeddings, in which the mean of the proximity matrix elements given by Eqs. (S1.2.2) and (S1.3.1) is shifted to 0 before carrying out the singular value decomposition, by subtracting the mean of all the proximity values from each element of \( P \). Furthermore, we introduce HOPE-R and TREXPEN-R, where we treat the first dimension of the embedding to be redundant and use the singular values from the second to the \( d + 1 \)th one to create a \( d \)-dimensional embedding of a network. Contrarily, just like in the case of the original, non-circular HOPE and TREXPEN algorithms, in HOPE-S and TREXPEN-S the first \( d \) singular values are retained for creating a \( d \)-dimensional embedding and none of them is neglected.

According to our experience, the centre of mass (COM) of the resulted circular patterns may not coincide with the origin of the coordinate system of the embedding. In our experiments, we examined two settings regarding the location of the centre of mass in the methods HOPE-S, TREXPEN-S, HOPE-R and TREXPEN-R: besides the original embeddings, we always tested the more balanced version of these node arrangements too, which we obtained by shifting their centre of mass to the origin. Note that in order to not distort the topology-reflecting relations between the source and the target positions, the location of the centre of mass was calculated for the source and target node positions jointly.

S1.5 Transformation of circular Euclidean embeddings into hyperbolic node arrangements with MIC
In Ref.\(^{40}\) introducing coalescent embedding, several circular Euclidean embeddings were transformed into hyperbolic ones by replacing the Euclidean radial coordinates with new ones having the highest likelihood according to the popularity-similarity optimisation (PSO) model\(^{15}\) of growing hyperbolic networks. The embedding method Mercator\(^{43}\) also mixes a Euclidean, machine learning technique (namely the Laplacian eigenmaps\(^{81}\)) with a maximum likelihood estimation process, but it optimizes the node arrangement in accordance with the hyperbolic \( \mathbb{H}^1/\mathbb{H}^2 \) (or RHG) model of static networks\(^{14,19}\) instead of the PSO model. These approaches start from such dimension reduction techniques that represent high connection probabilities as small Euclidean distances and utilize only the angular node arrangement obtained in the Euclidean space to create hyperbolic embeddings. Here, based on our Euclidean embedding methods HOPE-S, HOPE-R, TREXPEN-S and TREXPEN-R that map high proximities measured along the graph to high inner products in the Euclidean space and do not restrict the range of angular distances (and the occupied volumes in general) between the nodes like HOPE or TREXPEN, we propose MIC, a Euclidean-hyperbolic conversion of the radial coordinates that does not assume any specific hyperbolic network model as the generator of the network to be embedded. Moreover, MIC is capable of taking into account the possible interdependencies between the radial and the angular coordinates in the Euclidean embedding by not disregarding the Euclidean radial coordinates that emerged from the dimension reduction. Thereby, especially when the angular node distribution yielded by the Euclidean embedding is strongly inhomogeneous, our transformation eases the concept that in the hyperbolic space, the radial position of a node determines its overall attractiveness -- i.e., its popularity or degree -- in itself.

In MIC, we used the native ball representation\(^{13}\) of the \( d \)-dimensional hyperbolic space of curvature \( K < 0 \), in which the hyperbolic distance \( x_{s \rightarrow t} \) between the source position of node \( s \) and the target position of node \( t \) fulfills the hyperbolic law of cosines written as

\[
\cosh(\xi_{s \rightarrow t}) = \cosh(\xi_s^{\text{source}}) \cosh(\xi_t^{\text{target}}) - \sinh(\xi_s^{\text{source}}) \sinh(\xi_t^{\text{target}}) \cos(\theta_{s \rightarrow t}),
\]

where \( \xi = \sqrt{-K}, \ r_s^{\text{source}} \equiv \|r_s\| \) and \( r_t^{\text{target}} \equiv \|r_t\| \) denote the Euclidean norms of the position vectors \( r_s \) and \( r_t \), while \( \theta_{s \rightarrow t} = \arccos\left(\frac{r_s \cdot r_t}{\|r_s\| \|r_t\|}\right) \) is the angular distance between the examined points. Using the Cartesian coordinate matrices \( S \) and \( T \) given by Eqs. (S1.1.1) and (S1.1.2), the source position vector \( r_s \) and the target position vector \( r_t \) can be written...
as row, \( S = (S_1, S_2, \ldots, S_d) \) and row, \( T = (T_1, T_2, \ldots, T_d) \), respectively, and thus, the radial coordinates can be expressed as \( s_{\text{source}} = \sqrt{\sum_{j=1}^{d}(S_j)^2} \) and \( t_{\text{target}} = \sqrt{\sum_{j=1}^{d}(T_j)^2} \), while the scalar product \( s_{\text{source}} \cdot t_{\text{target}} \) can be calculated as \( \sum_{j=1}^{d}S_j \cdot T_j \). For \( s_{\text{source}} = 0 \) simply \( x_{s \rightarrow t} = t_{\text{target}} \), and if \( t_{\text{target}} = 0 \) then \( x_{s \rightarrow t} = s_{\text{source}} \). In the case of \( \theta_{s \rightarrow t} = 0 \), \( x_{s \rightarrow t} = |s_{\text{source}} - t_{\text{target}}| \), while for \( \theta_{s \rightarrow t} = \pi \), \( y_{s \rightarrow t} = s_{\text{source}} + t_{\text{target}} \).

According to Ref.\(^{14}\), for sufficiently large values of \( \zeta s_{\text{source}} \) and \( \zeta t_{\text{target}} \) with an angular distance \( \theta_{s \rightarrow t} \) larger than \( 2 \sqrt{e^{-2\zeta s_{\text{source}}} + e^{-2\zeta t_{\text{target}}}} \) but small enough to replace \( \sin(\theta_{s \rightarrow t}/2) \) with \( \theta_{s \rightarrow t}/2 \), the hyperbolic distance between node \( s \) as source and node \( t \) as target can be approximated as

\[
x_{s \rightarrow t} \approx s_{\text{source}} + t_{\text{target}} + \frac{2}{\zeta} \ln \left( \frac{\theta_{s \rightarrow t}}{2} \right) \approx s_{\text{source}} + t_{\text{target}} + \frac{2}{\zeta} \ln \left( \frac{\theta_{s \rightarrow t}}{2} \right),
\]

(S1.5.2)

showing that smaller hyperbolic distances – the indicators of higher connection probabilities – basically originate from small radial coordinates and/or small angular distances. Note that in the measurements presented in this study, we always calculated the hyperbolic distances according to the exact formula given by Eq. (S1.5.1) and did not rely on the approximations of Eq. (S1.5.2).

As described in the previous sections, HOPE and TREXPEN create such Euclidean node arrangements, in which the proximities measured along the graph to be embedded are reflected by the inner products between the nodes’ position vectors, meaning that larger inner products can be interpreted as higher connection probabilities. Considering the formula

\[
S \cdot T = s_{\text{source}} \cdot t_{\text{target}} \cdot \cos(\theta_{s \rightarrow t})
\]

(S1.5.3)
of the scalar product between the Euclidean source position vector \( S \) of node \( s \) and the target position vector \( T \) of node \( t \), expressed with the radial coordinates (Euclidean norms) \( r_{\text{source}} \) and \( r_{\text{target}} \) and the angular distance \( \theta_{s \rightarrow t} \), it is easy to see that from the point of view of higher inner products, larger radial coordinates and smaller angular distances are preferable. Since the pursuit for a large inner product in a Euclidean embedding and a small hyperbolic distance in a hyperbolic embedding implies the same type of preference regarding the angular distances (namely, the smaller the more attractive), we transfer the angular node arrangement of circular Euclidean embeddings to the corresponding hyperbolic embeddings without modification. However, while in the inner product-based Euclidean embeddings the larger radial coordinates are more attractive than the smaller ones, in the hyperbolic case – according to Eq. (S1.5.2) – the smaller radial coordinates are those that have higher attractiveness. Therefore, the radial coordinates obviously have to be subjected to a transformation in order to turn a Euclidean embedding into a hyperbolic one. Note that in such Euclidean embeddings in which the small topological distances of a network are mapped (primarily) to small Euclidean distances instead of large inner products, the contribution of the radial and the angular node positions to the geometric relations could not be well separated, meaning that in those cases it would be less straightforward to handle the radial and the angular coordinates in a disjoint manner during the Euclidean-hyperbolic conversion.

The main idea behind our Euclidean-hyperbolic conversion MIC is that since the Euclidean and the hyperbolic radial arrangements of the same network aim at representing the same attractiveness relations, thus, by converting these radial arrangements to the same space, we must arrive from both a Euclidean and a hyperbolic embedding to such node arrangements that are easily reconcilable to each other. Similarly to the principle known as universality of the uniform stating that data from any continuous probability distribution can be converted to a sample that follows the simplest, uniform probability distribution, we assume that the radial positions in an embedding of any geometry can be converted to a node arrangement on a half-line (universality of the half-line). I.e., as the pass-through between the polynomially expanding Euclidean and the exponentially expanding hyperbolic spaces, we used the linearly expanding half-line. We calculated the radial coordinates on this half-line as

\[
r_{\text{line}}(r_{\text{Euc}}) = \frac{\pi^\frac{d}{2}}{\Gamma(\frac{d}{2}+1)} \cdot r_{\text{Euc}}
\]

(S1.5.4)

from radial coordinates given in the \( d \)-dimensional Euclidean space and as

\[
r_{\text{line}}(r_{\text{hyp}}) = \frac{e^{\zeta(d-1)\cdot r_{\text{hyp}}} - 1}{\zeta \cdot (d - 1) \cdot 2^{d-1}}
\]

(S1.5.5)

from radial coordinates given in the native representation of the \( d \)-dimensional hyperbolic space of curvature \( K = -\frac{\zeta^2}{2} \), since using these formulas, the volume \( V_d^{\text{Euc}}(r_{\text{Euc}}) = \frac{\pi^{\frac{d}{2}}}{\Gamma(\frac{d}{2}+1)} \cdot r_d^{\text{Euc}} \) and (for not too small values of the radius \( r_{\text{hyp}} \)) \( V_d^{\text{hyp}} = \frac{e^{\zeta(d-1)\cdot r_{\text{hyp}}} - 1}{\zeta \cdot (d - 1) \cdot 2^{d-1}} \) of \( d \)-dimensional Euclidean and hyperbolic balls become linear functions

\[
V_d^{\text{Euc}} = r_{\text{line}}(r_{\text{Euc}}) \quad \text{and} \quad V_d^{\text{hyp}} = r_{\text{line}}(r_{\text{hyp}})
\]

of the transformed radial coordinates. Note that when considering these volume formulas for the radial conversion, it is implicitly assumed.
that we deal with such embeddings that utilize relatively well how the given geometrical space expands by occupying a relatively large portion of a Euclidean or hyperbolic sphere.

In the case of a Euclidean embedding, the most attractive radial coordinate is the largest one, \( r_{\text{Euc, max}} \), while the most attractive radial coordinate in a hyperbolic embedding is the smallest one, \( r_{\text{hyp, min}} \). The equivalent of these coordinates are the positions \( r_{\text{line}}(r_{\text{Euc, max}}) \) and \( r_{\text{line}}(r_{\text{hyp, min}}) \) on the half-line. Since the positions on the half-line obtained from the two types of embeddings grasp the same attractivity relations as both the Euclidean and the hyperbolic embeddings of the given network, we expect that both node arrangements obtained on the half-line reflect the same radial attractivity of any node \( i \) compared to the highest one. Thus, we can write

\[
\frac{r_{\text{line}}(r_{\text{Euc, max}})}{r_{\text{line}}(r_{\text{Euc, i}})} = \frac{r_{\text{line}}(r_{\text{hyp, i}})}{r_{\text{line}}(r_{\text{hyp, min}})}
\]

i.e., according to Eqs. (S1.5.4) and (S1.5.5),

\[
\frac{r_{\text{Euc, max}}}{r_{\text{Euc, i}}} = \frac{e^{\zeta (d-1) \cdot r_{\text{hyp, i}} - 1}}{e^{\zeta (d-1) \cdot r_{\text{hyp, min}} - 1}}
\]

where both sides are larger than or equal to 1. Note that it is assumed here that the occurring smallest radial coordinates \( r_{\text{Euc, min}} \) and \( r_{\text{hyp, min}} \) are larger than 0, providing that each node has in both the Euclidean and the hyperbolic embedding a definite angular position that can be retained when switching between the different geometries. If, however, due to numerical errors we obtain \( r_{\text{Euc, min}} = 0 \) from a Euclidean embedding, we first execute the Euclidean-hyperbolic conversion only for the nodes of nonzero \( r_{\text{Euc, i}} \) values, and then we place the nodes that fell in the origin in the Euclidean embedding to an extremely large radial coordinate (namely, 10 times larger than the largest hyperbolic radial coordinate achieved among the nodes that were not in the origin in the Euclidean case) and a random angular position in the hyperbolic space.

To enable the calculation of hyperbolic radial coordinates \( r_{\text{hyp}} \) from the radial coordinates \( r_{\text{Euc}} \) of a Euclidean embedding using the equivalence of the ratios written in Eq. (S1.5.7), we have to choose one node to which we assign a hyperbolic radial position. Since this choice inherently determines the extent of the hyperbolic layout, it is reasonable to treat the outermost position as an adjustable parameter. In order to make the majority of the hyperbolic radial coordinates large enough to ensure the validity of the approximating formula of the hyperbolic distance given by Eq. (S1.5.2) – based on which we assumed that in the case of the hyperbolic distance, the contribution of the radial and the angular node positions can be similarly well separated from each other as in the case of the inner product in the Euclidean embeddings, meaning that the radial coordinates can be transformed independently of the angular coordinates during the Euclidean-hyperbolic conversion –, we used the formula

\[
r_{\text{hyp, max}} = \frac{C}{\zeta} \cdot \ln(N)
\]

with \( C = 2 \) for calculating the largest hyperbolic radial coordinate of both the source and the target representation of the nodes.

With this choice, the volume of the hyperbolic ball within which we distribute the nodes will scale as \( V^\text{hyp} = \frac{e^{\zeta (d-1) \cdot r_{\text{hyp, max}} - 1}}{\zeta (d-1) \cdot 2^{d-1}} \sim N^{\zeta(d-1)} \) with the number of nodes \( N \) of the embedded graph.

Once \( r_{\text{hyp, max}} \) is fixed, the most attractive hyperbolic radial coordinate \( r_{\text{hyp, min}} \) can be determined by applying Eq. (S1.5.7) to the least attractive radial positions \( r_{\text{Euc, min}} \) and \( r_{\text{hyp, max}} \) as

\[
\frac{r_{\text{Euc, max}}}{r_{\text{Euc, i}}} = \frac{e^{\zeta (d-1) \cdot r_{\text{hyp, max}} - 1}}{e^{\zeta (d-1) \cdot r_{\text{hyp, min}} - 1}}
\]

Using Eq. (S1.5.8), the smallest hyperbolic radial coordinate can be expressed from Eq. (S1.5.9) as

\[
r_{\text{hyp, min}} = \frac{1}{\zeta \cdot (d-1)} \cdot \ln \left( 1 + \left[ e^{\zeta (d-1) \cdot r_{\text{hyp, max}} - 1} \cdot \left[ \frac{r_{\text{Euc, min}}}{r_{\text{Euc, max}}} \right]^d \right] \right) = \frac{1}{\zeta \cdot (d-1)} \cdot \ln \left( 1 + \left[ N^{\zeta(d-1)} - 1 \right] \cdot \left[ \frac{r_{\text{Euc, min}}}{r_{\text{Euc, max}}} \right]^d \right).
\]

Finally, knowing the formula of \( r_{\text{hyp, min}} \), the radial coordinate of any node \( i \) can be converted from its Euclidean value \( r_{\text{Euc, i}} \) to its hyperbolic equivalent \( r_{\text{hyp, i}} \), based on Eq. (S1.5.7). After some rearrangement and the substitution of Eq. (S1.5.10), we arrive from Eq. (S1.5.7) at the conversion formula

\[
r_{\text{hyp, i}}(r_{\text{Euc, i}}) = \frac{1}{\zeta \cdot (d-1)} \cdot \ln \left( 1 + \left[ e^{\zeta (d-1) \cdot r_{\text{hyp, min}} - 1} \cdot \left[ \frac{r_{\text{Euc, max}}}{r_{\text{Euc, i}}} \right]^d \right] \right) = \frac{1}{\zeta \cdot (d-1)} \cdot \ln \left( 1 + \left[ N^{\zeta(d-1)} - 1 \right] \cdot \left[ \frac{r_{\text{Euc, min}}}{r_{\text{Euc, i}}} \right]^d \right).
\]
When creating a hyperbolic embedding with the conversion of a Euclidean node arrangement, it is implicitly assumed that the Euclidean embedding was already able to capture the network topology relatively well. This dependence on the Euclidean geometry can be eliminated from the hyperbolic embedding process if the network nodes are mapped directly into the hyperbolic space. A dimension reduction technique that realizes such a hyperbolic mapping of undirected networks was proposed recently under the name hydra (hyperbolic distance recovery and approximation)\(^{41}\). Here, inspired by the algorithm of hydra, we introduce a new hyperbolic embedding method, TREXPIC, that can be used on directed networks too.

According to Ref.\(^{41}\), in the hyperboloid model of the \(d\)-dimensional hyperbolic geometry, the hyperbolic distance \(x(y,z)\) between the positions denoted by \(y \in \mathbb{R}^{d+1}\) and \(z \in \mathbb{R}^{d+1}\) can be calculated from the Lorentz product

\[
y \cdot z = y_1 z_1 - (y_2 z_2 + y_3 z_3 + \ldots + y_{d+1} z_{d+1})
\]

of the two position vectors as

\[
x(y,z) = \frac{1}{\zeta} \cdot \text{acosh}(y \cdot z),
\]

where \(\zeta\) characterizes the curvature \(K < 0\) of the hyperbolic space represented by the hyperboloid, namely \(\zeta = \sqrt{-K}\). Therefore, given a hyperbolic distance \(x\), \(\cosh(\zeta \cdot x)\) is the corresponding Lorentz product measured in the hyperboloid model. Thus, given a distance (or dissimilarity) matrix \(D\) – derived from the network topology – consisting of elements that are interpreted as the estimations of the pairwise hyperbolic distances between the network nodes, the elements of the matrix

\[
L = \cosh(\zeta \cdot D)
\]

can be identified as Lorentz products (measured in the hyperboloid model) that are expected to be reproduced by the embedding.

In hydra\(^{41}\), the distance matrix \(D\) from which the matrix \(L\) of Lorentz products is created consists of the pairwise shortest path lengths of the graph to be embedded. However, in order to enable TREXPIC to embed also weakly connected networks besides strongly connected ones, infinite distances – that indicate the absence of any paths from a given node to an other – have to be converted to finite values. Therefore, we measured the distance of node \(t\) from node \(s\) along the graph as

\[
D_{st} = e^{-\frac{1}{\text{SPL}_{s,t}}},
\]

where \(\text{SPL}_{s,t}\) is the hop-length of the shortest path along which one can reach node \(t\) from node \(s\) and \(q > 0\) is an adjustable parameter that controls how fast our distance measure increases towards the larger shortest path lengths. The distances calculated from Eq. (S1.6.4) fall in the interval \([0, 1]\), where 0 is the distance of each node from itself (occurring in the diagonal of \(D\) and the value 1 corresponds to \(\text{SPL}_{s,s} = \infty\). For small enough values of the multiplying factor \(q\), \(e^{-\frac{1}{\text{SPL}_{s,t}}}/\text{SPL}_{s,t} \approx 1 - q/\text{SPL}_{s,t}\), and the increase in \(q\) shifts the non-unit off-diagonal matrix elements towards 0. In our investigations, we always tested 15 settings of the \(q\) parameter of TREXPIC, which we sampled equidistantly on a logarithmic scale between \(q_{\text{min}} = \ln(1.0)/0.9999\) and \(q_{\text{max}} = \ln(10) \cdot \text{SPL}_{\text{max}},\) where \(\text{SPL}_{\text{max}}\) denotes the largest finite shortest path length measured along the graph in question.

Based on Eq. (S1.6.1), the matrix of the pairwise Lorentz products between the source and target position vectors given by the rows of the matrixes \(S\) and \(T\) can be written as

\[
L = S \cdot J \cdot T^T,
\]

where \(J\) is the diagonal matrix of size \((d + 1) \times (d + 1)\) containing the values \(+1, -1, -1, \ldots, -1\) in the diagonal. Accordingly, given the singular value decomposition

\[
L = U \cdot \Sigma \cdot V^T,
\]
one proper definition of such matrices of position vectors in the $d$-dimensional hyperboloid that well approximate the Lorentz products in $L$ is provided by the formulas

$$S = \begin{bmatrix} +\sqrt{\sigma_1} \cdot u_1 & -\sqrt{\sigma_2} \cdot u_2 & -\sqrt{\sigma_3} \cdot u_3 & \ldots & -\sqrt{\sigma_{d+1}} \cdot u_{d+1} \end{bmatrix}$$

(S1.6.7)

and

$$T = \begin{bmatrix} +\sqrt{\sigma_1} \cdot v_1 & +\sqrt{\sigma_2} \cdot v_2 & +\sqrt{\sigma_3} \cdot v_3 & \ldots & +\sqrt{\sigma_{d+1}} \cdot v_{d+1} \end{bmatrix},$$

(S1.6.8)

with $u_j$ and $v_j$ denoting the $j$th column of $U$ and $V$, i.e., the $j$th one of the left and the right singular vectors, respectively, and $\sigma_i = \sum_j |u_{ji}|^2$ is the $i$th value in the descending order of the singular values. As in the above-described methods, these coordinate matrices can contain meaningless rows that correspond to nodes with 0 out- or in-degree, but we remove these rows from $S$ and $T$ at this point. To select the upper sheet of the two-sheet hyperboloid, we always use the non-negative version of the leading singular vectors $u_1$ and $v_1$, the existence of which is ensured by the Perron–Frobenius theorem, stating for the non-negative matrices $L \cdot L^T$ and $L^T \cdot L$ that their leading eigenvector – corresponding to $u_1$ and $v_1$, respectively – can be chosen to have only strictly positive components. Note that instead of the singular value decomposition, hydra calculates the eigendecomposition $L = Q \cdot \Lambda \cdot Q^{-1}$, where the diagonal matrix $\Lambda$ contains both positive and negative eigenvalues, while in SVD all the singular values in $\Sigma$ are always non-negative. The reason behind our preference toward the SVD contrary to the eigendecomposition is that in the SVD the connection between the first and the third terms of the product is not restricted as much as in the case of the eigendecomposition, where the diagonal matrix $\Lambda$ is multiplied by a matrix and its inverse, and thus, SVD gives more freedom for the emergence of differences between the source and the target position vectors.

In the case of undirected networks with a symmetric $L$ yielding $U = V$, in order to obtain only one position for each node, we set $S = T$ by splitting the $−1$ multiplying factors – that we introduced in Eq. (S1.6.7) to fulfill Eq. (S1.6.5) – equally between the source and the target coordinate matrices, redefining them as

$$S = \begin{bmatrix} +\sqrt{\sigma_1} \cdot u_1 & i \cdot \sqrt{\sigma_2} \cdot u_2 & i \cdot \sqrt{\sigma_3} \cdot u_3 & \ldots & i \cdot \sqrt{\sigma_{d+1}} \cdot u_{d+1} \end{bmatrix} = \begin{bmatrix} +\sqrt{\sigma_1} \cdot v_1 & i \cdot \sqrt{\sigma_2} \cdot v_2 & i \cdot \sqrt{\sigma_3} \cdot v_3 & \ldots & i \cdot \sqrt{\sigma_{d+1}} \cdot v_{d+1} \end{bmatrix} = T,$$

(S1.6.9)

where $i = \sqrt{-1}$ stands for the imaginary unit.

To obtain embeddings in the native representation of the $d$-dimensional hyperbolic space, we map the coordinates given in the hyperboloid by Eqs. (S1.6.7)–(S1.6.9) to coordinates in the $d$-dimensional ball that represents the hyperbolic space. The position vector corresponding to the native ball’s origin is $\omega = (o_1, o_2, o_3, \ldots, o_{d+1}) = (1, 0, 0, \ldots, 0)$ in the hyperboloid. According to the distance formula given by Eq. (S1.6.2), the hyperbolic distance between any position $y \in \mathbb{R}^{d+1}$ and $\omega$ can be calculated as $\frac{1}{2} \cdot \text{acosh}(y \cdot o) = \frac{1}{2} \cdot \text{acosh}(y_1 \cdot 1 - (y_2 \cdot 0 + y_3 \cdot 0 + \ldots + y_{d+1} \cdot 0)) = \frac{1}{2} \cdot \text{acosh}(y_1)$ in the hyperboloid. On the other hand, the hyperbolic distance between any point and the origin in the native ball is equal to the radial coordinate of the given point (i.e., the Euclidean norm of its position vector) – see Eq. (S1.5.1) at $r_{\text{origin}} = 0$. Consequently, to preserve the hyperbolic distance of any node from the origin, the source and the target radial coordinates of node $i$ can be calculated in the native ball from its first coordinates $S_{ii}$ and $T_{ii}$ given in the hyperboloid as

$$r_{\text{source,}i} = \frac{1}{\xi} \cdot \text{acosh}(S_{ii})$$

(S1.6.10)

and

$$r_{\text{target,}i} = \frac{1}{\xi} \cdot \text{acosh}(T_{ii}),$$

(S1.6.11)

respectively. The direction of the corresponding position vector in the native ball is specified by the hyperboloid coordinates from the second to the $(d + 1)$th one. Thus, the source and target position vectors that are given in the hyperboloid by the $i$th row of the matrices $S$ and $T$ can be written as

$$r_{\text{source,}i} \cdot \frac{(S_{i2}, S_{i3}, \ldots, S_{i(d+1)})}{\left\| (S_{i2}, S_{i3}, \ldots, S_{i(d+1)}) \right\|} = \frac{\text{acosh}(S_{ii})}{\xi} \cdot \frac{(S_{i2}, S_{i3}, \ldots, S_{i(d+1)})}{\sqrt{S_{i2}^2 + S_{i3}^2 + \ldots + S_{i(d+1)}^2}}$$

(S1.6.12)

and

$$r_{\text{target,}i} \cdot \frac{(T_{i2}, T_{i3}, \ldots, T_{i(d+1)})}{\left\| (T_{i2}, T_{i3}, \ldots, T_{i(d+1)}) \right\|} = \frac{\text{acosh}(T_{ii})}{\xi} \cdot \frac{(T_{i2}, T_{i3}, \ldots, T_{i(d+1)})}{\sqrt{T_{i2}^2 + T_{i3}^2 + \ldots + T_{i(d+1)}^2}}$$

(S1.6.13)
in the native ball, respectively. Note that it is assumed here that in the hyperboloid the occurring smallest first coordinates 
\[ \min_{1 \leq i \leq N} S_i \] and \[ \min_{1 \leq i \leq N} T_i \] are not smaller than 1. If, however, due to numerical errors this condition gets violated, we simply set the problematic native radial coordinates to \( \text{acosh}(1)/\zeta = 0 \). It is also important to remark that if all the coordinates from the second to the \( d + 1 \)th one are purely imaginary in the hyperboloid, the direction described by them is the same as if they all would be real numbers, meaning that the imaginary multiplying factors in Eq. (S1.6.9) do not raise any issues.
S2 Euclidean-hyperbolic conversion of embeddings of synthetic hyperbolic networks generated by the popularity-similarity optimisation model

The popularity-similarity optimisation (PSO) model\textsuperscript{15} generates growing undirected networks in the native representation\textsuperscript{14} of the hyperbolic plane, associating the radial coordinate of a node with its popularity and interpreting the angular proximity of two nodes as their similarity. The model is able to create graphs that are small-world, scale-free (having a degree distribution that decays as $P(k) \sim k^{-\gamma}$) and, in the meantime, highly clustered too, which are all known as fundamental common features of real networks. Besides, these properties can even be accompanied by an automatically emerging, strong community structure\textsuperscript{24}.

In the basic definition of the PSO model, each node connects at its appearance to $m \in \mathbb{Z}^+$ number of previously appeared nodes, making the average internal degree of the subgraphs given by the nodes of larger degree than a certain threshold independent of the value of the threshold, which might be unrealistic\textsuperscript{43}. However, by generalising the model to also simulate the creation of so-called internal links that form between two nodes later than their appearance time\textsuperscript{15,16} or the deletion of previously emerged links\textsuperscript{21}, the above-mentioned average degrees can be turned into an increasing or a decreasing function of the degree threshold, respectively\textsuperscript{21}. The model that simulates the change $L \in \mathbb{Z}$ in the number of connections between the older nodes per time step by defining the number of external links (that connect a node at its appearance to the previously appeared ones) as a proper function of the appearance time is called E-PSO model\textsuperscript{16,21}, which gives back the original PSO model\textsuperscript{15} at $L = 0$. The algorithm of the E-PSO model is described in detail in Sect. S2.1.

Due to its well-adjustable and realistic features, the E-PSO model of $L \geq 0$ is often used for creating hyperbolic embeddings of networks: in Ref.\textsuperscript{16} the whole node arrangement is determined with the aim of maximizing the probability that it would emerge from the E-PSO model with the given adjacency matrix, while in Refs.\textsuperscript{39,40} a dimension reduction technique is applied, from which only the angular node arrangement is retained and the obtained Euclidean radial coordinates are simply replaced with those that are the most probable according to the E-PSO model. Based on the E-PSO model of $L \geq 0$, the most probable radial coordinate in the native representation of the hyperbolic plane of curvature $K = -\xi^2$ can be written for the node that is the $\ell$th in the decreasing order of node degrees in the simple form of $r_{\ell} = \beta \cdot (\frac{2}{\xi}) \cdot \ln \ell + (1 - \beta) \cdot (\frac{2}{\xi}) \cdot \ln N$, where $N$ is the total number of nodes in the network and we only need to calculate $\beta$ from the degree decay exponent $\gamma$ (which can be determined by fitting a power-law $P(k) \sim k^{-\gamma}$ to the tail of the degree distribution of the network to be embedded) as $\beta = 1/(\gamma - 1)$. Note that at $L < 0$, the node degree in an E-PSO network can become an increasing function of the radial coordinate if $|L|$ is large enough compared to $m$ and $\beta$ is small enough, meaning that when a negative value of $L$ is assumed for a given network to be embedded, then the decreasing order of the node degrees does not necessarily correspond to the most probable radial order of the nodes, and thus, these cases should be taken with caution. However, decreasing the value of the popularity fading parameter $\beta$ not only enables the negative $L$ values to affect the relationship between the order of the radial coordinates and the node degrees but simultaneously decreases the differences between the radial coordinates, mitigating the impact of the choice of the radial node order. It is also important to notice that this method always assigns different radial attractiveness to all the nodes, even those having the same degree, and the radial order between such nodes can be set arbitrarily, meaning that deciding it with a random choice, the PSO-based hyperbolic embedding methods are not completely deterministic.

To enable the conversion of higher-dimensional Euclidean embeddings into hyperbolic ones, one can use the $d$PSO model\textsuperscript{50} that is the extension of the original, two-dimensional PSO model\textsuperscript{15} to any number of dimensions $2 \leq d \in \mathbb{Z}^+$. Regarding the radial arrangement of the nodes based on the $d$PSO model, two approaches were proposed in Ref.\textsuperscript{50} that are both rational: we can either connect the popularity fading parameter $\beta$ to the degree decay exponent $\gamma$ as

$$\beta = \frac{1}{\gamma - 1}$$

(S2.1)

and calculate the radial coordinate of the node having the $\ell$th ($\ell = 1, 2, ..., N$) largest degree (with ties in the order of node degrees broken arbitrarily) as

$$r_{\ell} = \beta \cdot (\frac{2}{\xi \cdot (d - 1)}) \cdot \ln \ell + (1 - \beta) \cdot (\frac{2}{\xi \cdot (d - 1)}) \cdot \ln N,$$

(S2.2)

or use the formulas

$$\beta = \frac{1}{(d - 1) \cdot (\gamma - 1)}$$

(S2.3)

and

$$r_{\ell} = \beta \cdot (\frac{2}{\xi}) \cdot \ln \ell + (1 - \beta) \cdot (\frac{2}{\xi}) \cdot \ln N$$

(S2.4)
together. Note that in the 2-dimensional case, the two pairs of formulas given by Eqs. (S2.1)–(S2.2) and Eqs. (S2.3)–(S2.4) become the same.

Finally, the E-PSO model of undirected networks can be easily generalised to generate directed networks, as it is described in Sect. S2.2. The PSO-based Euclidean-hyperbolic radial conversion can be simply applied to Euclidean embeddings of directed networks where two position vectors belong to each node — one that describes its behaviour as a source and one as a target of links — by carrying out the procedure applied for the node degrees in undirected networks twice: once using the out-degrees and their distribution (i.e., $\gamma^{\text{out}}$) to obtain the source radial coordinates and once using the in-degrees and their distribution (i.e., $\gamma^{\text{in}}$) to determine the radial coordinates as targets. It is important to remark that in such directed networks where each link has its backwards-pointing counterpart, i.e. when the directedness of the links is actually not relevant, the out-degree of each node is equal to its in-degree, and thus, the source and target radial coordinates can become the same (if the ranking between the nodes of same degrees is set identical), as expected.

In Sect. S2.3, we demonstrate the efficiency of our new, model-independent Euclidean-hyperbolic conversion MIC by comparing its performance in graph reconstruction to that of the PSO-based conversion on Euclidean embeddings created by HOPE-S, HOPE-R, TREXPEN-S and TREXPEN-R for synthetic networks generated by the two-dimensional undirected E-PSO model (described in Sect. S2.1). An important difference between MIC and the PSO-based conversion is that although both of them transform the radial coordinates independently of the angular coordinates (that are kept unaltered), i.e. both algorithms assume that the role of the radial and the angular positions can be separated, the PSO-based conversion simply discards the Euclidean radial coordinates obtained from the dimension reduction, while MIC builds on these, and thereby, can retain the interdependencies between the radial and the angular coordinates grasped by the Euclidean embedding. According to Sect. S2.3, considering the original, Euclidean radial coordinates can be to the great advantage of the Euclidean-hyperbolic conversion even when embedding PSO networks.

### S2.1 The undirected E-PSO model

The E-PSO model\textsuperscript{16,21} simulates the network growth in the native representation of the two-dimensional hyperbolic space. The nodes appear one by one on the native disk that represents the hyperbolic plane and each node creates connections at its appearance with the previously arrived nodes, with probabilities depending on their hyperbolic distance. The model parameters are the following:

- The curvature $K < 0$ of the hyperbolic plane, controlled by $\zeta = \sqrt{-K} > 0$. Changing $\zeta$ corresponds to a simple rescaling of all the hyperbolic distances. Usually, $\zeta$ is simply set to 1, yielding a curvature $K = -1$.

- The number of nodes $N \in \mathbb{Z}^+$ at the end of the network growth.

- The expected number of links $m > 0$ that are assumed to emerge in each time step (after the appearance of the first $m$ nodes) indeed as external links, connecting the newly appearing node to the older nodes.

- The parameter $L \in \mathbb{R}$ estimates the change in the number of internal links (connections between the previously appeared nodes) in each time step. A value of $L > 0$ means that the model simulates the formation of (in expected value) $L$ number of such connections per time step that are assumed to emerge actually as an internal link, while in the case of $L < 0$, the model simulates the deletion of (in expected value) $|L|$ number of internal links at each time step. The average degree of the network is $\bar{k} \approx 2 \cdot (m + L)$. The setting $L = 0$ (simulating the case when the same number of internal links are added and removed at each time step) gives back the original PSO model\textsuperscript{15}. For $L > 0$ (i.e. at the dominance of the creation of internal links) or $L < 0$ (i.e. at the dominance of the deletion of internal links), the average internal degree of the subgraph of nodes that have larger degrees than a certain threshold value becomes an increasing or a decreasing function of the threshold, respectively.

- The popularity fading parameter $\beta \in (0, 1]$, controlling the outward drift of the nodes on the hyperbolic plane. The exponent $\gamma$ of the power-law decaying tail of the degree distribution can be expressed with the popularity fading parameter as $\gamma = 1 + 1/\beta$.

- The temperature $T \in [0, 1)$, controlling the average clustering of the network, where lower temperature results in a higher average clustering coefficient.

At the starting point of the network growth, the network is empty. Then, at each time step $j = 1, 2, ..., N$ the following steps are accomplished:

1. Node $j$ appears on the native disk with the radial coordinate $r_j = \frac{2}{\zeta} \ln j$ and a uniformly random angular coordinate $\theta_j \in [0, 2\pi)$. 
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2. The previously (i.e., at time \( i < j \)) appeared nodes are shifted outwards on the native disk to simulate popularity fading: the radial coordinate of node \( i \) is updated at time \( j \) according to \( r_{ij} = \hat{\beta} r_{ii} + (1 - \hat{\beta}) r_{ij} \).

3. The new node \( j \) connects, in expected value, with \( \bar{m}_j \) number of previously appeared nodes, where

\[
\bar{m}_j = \begin{cases} 
  m + \frac{1}{1 - N^{-0.5}} \cdot \ln \left( \frac{N}{7} \right) \cdot \left[ 1 - j^{-0.5} \right] & \text{if } \beta = 0.5, \\
  m + \frac{2}{\ln^2(N)} \cdot \left( \frac{N}{7} - 1 \right) \cdot \ln(j) & \text{if } \beta = 1.0, \\
  m + L \cdot \frac{2(1-\beta)}{[1-N^{-(1-\beta)}]^2(2-\beta)} \cdot \left( \frac{N}{7} \right)^{2\beta-1} - 1 \cdot \left[ 1 - j^{-(1-\beta)} \right] & \text{otherwise}, 
\end{cases} 
\]  

(S2.1.1)

To avoid the emergence of isolated nodes that do not have any connections, it is expedient to continuously repeat the connection trials until exactly \([\bar{m}_j]\) or \([\bar{m}_j]\) number of links are created instead of make only one connection attempt with each one of the older nodes. By choosing \( m_j \equiv [\bar{m}_j] \) over \( m_j \equiv \bar{m}_j \) with a probability corresponding to the fractional part of \( \bar{m}_j \), the number of links \( m_j \) of the \( j \)th time step averaged over different network realisations becomes \( \bar{m}_j \) as expected. If the number of nodes that appeared before node \( j \) is not larger than \( m_j \), then node \( j \) connects to all of them. Otherwise (i.e., for \( m_j + 1 < j \)),

a) if the temperature \( T \) is 0, then node \( j \) connects to the \( m_j \) hyperbolically closest nodes, while

b) at temperatures \( 0 < T \), any older node \( i = 1, 2, ..., j - 1 \) gets connected to node \( j \) with probability

\[
p(x_{ij}) = \frac{1}{1 + e^{\frac{\xi}{\delta} (x_{ij} - R_j)}},
\]  

(S2.1.2)

where the hyperbolic distance \( x_{ij} \) between the two nodes can be expressed from Eq. (S1.5.1) and the cutoff distance \( R_j \) can be calculated as

\[
R_j = \begin{cases} 
  r_{jj} - \frac{2}{\xi} \ln \left( \frac{2T}{\sin(T\pi)} \cdot \frac{1 - e^{\frac{\xi(1 - \beta) r_{jj}}{m(1 - \beta)}}}{m(1 - \beta)} \right) & \text{if } \beta < 1, \\
  r_{jj} - \frac{2}{\xi} \ln \left( \frac{T}{\sin(T\pi)} \cdot \frac{\xi r_{jj}}{m} \right) & \text{if } \beta = 1.
\end{cases}
\]  

(S2.1.3)

S2.2 The directed version of the E-PSO model

The above described E-PSO model can be easily generalised to generate directed networks by adding each node to the network twice: once as a source of links and once as a target of links, creating \( m^\text{out}_j \) number of outgoing and \( m^\text{in}_j \) number of incoming links for the \( j \)th source and the \( j \)th target node, respectively. Then, the relation between the two appearance (or radial) orders of the nodes and the two sets of angular coordinates become an adjustable feature in the model. For example, 3 simple, but fundamentally different choices for the rank of the source and the target radial coordinates can be given by the following:

the two ranks are the same (meaning that node \( j \) appears at time \( j \) both as source and target), they are the opposite of each other (i.e., at time \( j = 1, 2, ..., N \) the node that appears as a source of links is indexed by \( j \), while the node that appears as a target is indexed by \( N - j + 1 \) and node \( j \) appears as target only at time \( N - j + 1 \)) or the two ranks are not correlated (meaning that the node that appears as the \( j \)th one among the source representations becomes added to the network as a target of links at a randomly chosen time step). Besides, not only the order of the out- and the in-degrees but their distributions can also be adjusted independently by defining different popularity fading parameters \( \beta^\text{out} \) and \( \beta^\text{in} \) that determine the speed of the radial shift for the source and the target node positions, respectively. Regarding the relation between the source and the target angular coordinates, when assuming that each node has similar attributes (or, in other words, finds roughly the same set of nodes similar to itself) as source and target, a relatively simple but rational solution is to sample the source coordinate \( \theta^\text{source}_j \) of each node \( j \) uniformly at random from \([0, 2\pi]\) and sample the corresponding target angular coordinate \( \theta^\text{target}_j \) from a normal distribution centred around the angle \( \theta^\text{source}_j \), having a relatively small standard deviation (taking the modulo with \( 2\pi \) if the sampled angle falls out of the range \([0, 2\pi]\)). Note, however, that several other treatments of both the radial orders and the angular coordinates are feasible. Naturally, using \( \theta^\text{source}_j = \theta^\text{target}_j \), \( m^\text{out}_j = m^\text{in}_j \), \( B^\text{out} = \beta^\text{in} \) and the same source and target radial order, at \( T = 0 \) yields a network that can be easily interpreted as an undirected one since it contains the reversed counterpart for each one of the links.

Just like in the undirected model, the number of links of the newly appearing nodes is so adjusted in time that the model, despite the usage of external links only, eventually simulates such a network growth, where the expected number of links that point from the newly appearing source node to the older targets is \( m^\text{out} \in \mathbb{R}^+ \), the expected number of links that point from
the older source representations to the new target node is \( m^{\text{in}} \in \mathbb{R}^+ \) and the expected change in the number of internal links that connect older pairs of nodes is \( L \in \mathbb{R} \) in each time step. Assuming that node \( s \) appears at time \( j \) as a source of links, the expected number of the links that become attached to node \( s \) at its arrival can be calculated in the directed E-PSO model through the following steps:

- The probability that the \( j \)th source node (denoted here by \( j \)) becomes connected at the \( t \)th time step \( (j < t) \) to a given target node that appeared at time \( i < j \) (denoted here by \( i \)) can be expressed with the radial positions \( r^{\text{source}}_j \) and \( r^{\text{target}}_t \) occupied at time \( t \) as
  \[
  \Pi(j \rightarrow i, t) = L \cdot \frac{\exp\left(-\frac{1}{2} \frac{(r^{\text{source}}_j + r^{\text{target}}_t)}{\sigma^2}ight)}{\int_0^1 \int_0^1 \exp\left(-\frac{1}{2} \frac{(r^{\text{source}}_j + r^{\text{target}}_t)}{\sigma^2}ight) \, \mathrm{d}r \, \mathrm{d}j},
  \]
  where the factor of 2 in the formula of the undirected case given in Section VIII of the Supplementary Information of Ref.\(^{15}\) is omitted due to distinguishing the node pairs \( i-j \) and \( j-i \) from each other.

- The probability that the source node \( j \) that appeared at time \( j \) becomes connected to a given target node \( i \) that appeared at time \( i < j \) during the whole network growth, i.e. by time \( N \) is
  \[
  \Pi(j \rightarrow i) = \int_0^N \Pi(j \rightarrow i, t) \, \mathrm{d}t.
  \]

- Thus, at the end of the network growth, the expected number of internal links pointing from the source node that appeared at time \( j \) to all the older target nodes \( i \) (appeared at time \( i < j \)) can be written as
  \[
  L^{\text{out}}_j = \int_0^j \int \Pi(j \rightarrow i) \, \mathrm{d}i.
  \]

The expected final number \( L^{\text{in}}_j \) of internal links pointing toward the target node that appeared at time \( j \) can also be derived similarly. For calculating the integrals, the approximations described in Ref.\(^{16}\) can be used. The resulted formulas of the expected numbers of connections \( \hat{m}^{\text{out}}_j = m^{\text{out}} + L^{\text{out}}_j \) and \( \hat{m}^{\text{in}}_j = m^{\text{in}} + L^{\text{in}}_j \) emerging at time \( j \) in the E-PSO model are given by Eqs. (S2.2.1) and (S2.2.2), respectively.

In general, the growth of a directed E-PSO network can be realised in the \( j \)th time step as follows:

1. Node \( s \) appears on the native disk as a source of links with the radial coordinate \( r^{\text{source}}_{ij} = \frac{2}{\pi} \ln j \) and a uniformly random angular coordinate \( \theta^{\text{source}}_{ij} \in [0, 2\pi) \). Besides, node \( t \) appears on the native disk as a target of links with the radial coordinate \( r^{\text{target}}_{ij} = \frac{2}{\pi} \ln j \) and a uniformly random angular coordinate \( \theta^{\text{target}}_{ij} \in [0, 2\pi) \).

2. The previously (i.e., at time \( i < j \)) appeared nodes are shifted outwards on the native disk to simulate popularity fading: the radial coordinate of the source representation of the node \( p \) that appeared at time \( i \) is updated at time \( j \) according to \( r^{\text{source}}_{pj} = r^{\text{source}}_{pi} (1 - \beta^{\text{out}}) \) and \( r^{\text{target}}_{iq} = r^{\text{target}}_{iq} (1 - \beta^{\text{in}}) \), while the radial coordinate of the target representation of the node \( q \) that appeared at time \( i \) is updated at time \( j \) according to \( r^{\text{target}}_{qj} = r^{\text{target}}_{qi} (1 - \beta^{\text{in}}) + (1 - \beta^{\text{out}}) r^{\text{source}}_{pj} \).

3. The new source node \( s \) connects, in expected value, to \( \hat{m}^{\text{out}}_j \) number of previously appeared target nodes, where

\[
\hat{m}^{\text{out}}_j = \begin{cases} 
  m^{\text{out}} + L \cdot \frac{1}{1 - N \cdot (1 - \beta^{\text{out}})} \cdot \left[ \ln \left( \frac{N}{j} \right) \cdot \left[ 1 - j^{-\beta^{\text{in}}} \right] \right] & \text{if } \beta^{\text{in}} + \beta^{\text{out}} = 1, \\
  m^{\text{out}} + L \cdot \frac{\ln(N)}{1 - N \cdot (1 - \beta^{\text{out}})} \cdot \left[ \ln \left( \frac{N}{j} \right) \cdot \left[ 1 - j^{-\beta^{\text{in}}} \right] \right] & \text{if } \beta^{\text{in}} = 1, \beta^{\text{out}} < 1, \\
  m^{\text{out}} + L \cdot \frac{1}{\ln(N)} \cdot \left[ \ln \left( \frac{N}{j} \right) \right] \cdot \left[ 1 - j^{-\beta^{\text{in}}} \right] & \text{if } \beta^{\text{in}} < 1, \beta^{\text{out}} = 1, \\
  m^{\text{out}} + L \cdot \frac{1}{\ln(N)} \cdot \left[ \frac{N}{j} - 1 \right] \cdot \left[ 1 - j^{-\beta^{\text{in}}} \right] & \text{if } \beta^{\text{in}} = 1, \beta^{\text{out}} = 1, \\
  m^{\text{out}} + L \cdot \frac{1 - \beta^{\text{out}}}{1 - N \cdot (1 - \beta^{\text{out}})} \cdot \left[ \left( \frac{N}{j} \right)^{\beta^{\text{in}} + \beta^{\text{out}} - 1} \cdot \left[ 1 - j^{-\beta^{\text{in}}} \right] \right] & \text{otherwise}.
\end{cases}
\]

(S2.2.1)

In the meantime, in expected value \( \hat{m}^{\text{in}}_j \) number of previously appeared source nodes connect to the new target node \( t \),
where

\[
\bar{m}_j^{\text{in}} = \begin{cases} 
  m^{\text{in}} + L \cdot \frac{1 - \beta^{\text{in}}}{1 - N^{\text{out}}(1 - \beta^{\text{in}})} \cdot \ln \left( \frac{N}{j} \right) \cdot \left[ 1 - j^{-(1 - \beta^{\text{out}})} \right] & \text{if } \beta^{\text{in}} + \beta^{\text{out}} = 1, \\
  m^{\text{in}} + L \cdot \frac{1}{1 - N^{\text{out}}(1 - \beta^{\text{in}})} \cdot \beta^{\text{in}} \cdot \left( \frac{N}{j} \right)^{\beta^{\text{out}}} - 1 \cdot \left[ 1 - j^{-(1 - \beta^{\text{out}})} \right] & \text{if } \beta^{\text{in}} = 1, \beta^{\text{out}} < 1, \\
  m^{\text{in}} + L \cdot \frac{1}{\ln(N) \cdot 1 - N^{\text{out}}(1 - \beta^{\text{in}})} \cdot \ln(j) \cdot \left( \frac{N}{j} \right)^{\beta^{\text{in}}} - 1 \cdot \left[ 1 - j^{-(1 - \beta^{\text{out}})} \right] & \text{if } \beta^{\text{in}} < 1, \beta^{\text{out}} = 1, \\
  m^{\text{in}} + L \cdot \frac{1}{\ln(N) \cdot 1 - N^{\text{out}}(1 - \beta^{\text{in}})} \cdot (\beta^{\text{in}} + \beta^{\text{out}} - 1) \cdot \left( \frac{N}{j} \right)^{-\beta^{\text{in}} + \beta^{\text{out}} - 1} \cdot \left[ 1 - j^{-(1 - \beta^{\text{out}})} \right] & \text{otherwise.}
\end{cases}
\]

(S2.2.2)

As in the undirected model, the emergence of isolated sources and targets can be avoided by continuously repeating the connection trials until exactly \( m_j^{\text{out}} = [\bar{m}_j^{\text{out}}] \) or \( m_j^{\text{in}} = [\bar{m}_j^{\text{in}}] \), and \( m_j^{\text{in}} = [\bar{m}_j^{\text{in}}] \) or \( m_j^{\text{in}} = [\bar{m}_j^{\text{in}}] \) number of links are created.

If the number of target nodes that appeared before node \( s \) is not larger than \( m_j^{\text{out}} \), then all of them connect to node \( s \). Otherwise (i.e., for \( m_j^{\text{out}} + 1 < j \)),

a) if the temperature \( T \) is 0, then the source representation of node \( s \) connects to the \( m_j^{\text{out}} \) hyperbolically closest target nodes, while

b) at temperatures \( 0 < T \), the source node \( s \) gets connected to any older target node \( q \) (appeared at time \( i = 1, 2, ..., j - 1 \)) with probability

\[
p(x_s \rightarrow q) = \frac{1}{1 + e^{\frac{x_s - q}{R_j^{\text{out}}}}}.
\]

(S2.2.3)

where the hyperbolic distance \( x_s \rightarrow q \) between the two nodes can be expressed from Eq. (S1.5.1) and the cutoff distance \( R_j^{\text{out}} \) can be calculated as

\[
R_j^{\text{out}} = \begin{cases} 
  \frac{\rho^{\text{source}}}{s_j} - \frac{2}{\xi} \ln \left( \frac{2T}{\sin(T \pi)} \cdot \frac{1 - e^{-\frac{T}{\xi}(1 - \beta^{\text{in}})_{\text{source}}}}{m_j^{\text{in}}(1 - \beta^{\text{in}})} \right) & \text{if } \beta^{\text{in}} < 1 \left( \text{i.e., if } \gamma^{\text{in}} = 1 + \frac{1}{\beta^{\text{in}}} > 2 \right), \\
  \frac{\rho^{\text{source}}}{s_j} - \frac{2}{\xi} \ln \left( \frac{T}{\sin(T \pi)} \cdot \frac{\zeta^{\text{source}}}{m_j^{\text{in}}(1 - \beta^{\text{in}})} \right) & \text{if } \beta^{\text{in}} = 1 \left( \text{i.e., if } \gamma^{\text{in}} = 1 + \frac{1}{\beta^{\text{in}}} = 2 \right).
\end{cases}
\]

(S2.2.4)

If the number of source nodes that appeared before node \( t \) is not larger than \( m_j^{\text{in}} \), then node \( t \) connects to all of them. Otherwise (i.e., for \( m_j^{\text{in}} + 1 < j \)),

a) if the temperature \( T \) is 0, then the \( m_j^{\text{in}} \) hyperbolically closest source nodes connect the target representation of node \( t \), while

b) at temperatures \( 0 < T \), any older source node \( p \) (appeared at time \( i = 1, 2, ..., j - 1 \)) gets connected to the target node \( t \) with probability

\[
p(x_p \rightarrow t) = \frac{1}{1 + e^{\frac{x_p - t}{R_j^{\text{in}}}}}.
\]

(S2.2.5)

where the hyperbolic distance \( x_p \rightarrow t \) between the two nodes can be expressed from Eq. (S1.5.1) and the cutoff distance \( R_j^{\text{in}} \) can be calculated as

\[
R_j^{\text{in}} = \begin{cases} 
  \frac{\rho^{\text{target}}}{t_j} - \frac{2}{\xi} \ln \left( \frac{2T}{\sin(T \pi)} \cdot \frac{1 - e^{-\frac{T}{\xi}(1 - \beta^{\text{out}})_{\text{target}}}}{m_j^{\text{out}}(1 - \beta^{\text{out}})} \right) & \text{if } \beta^{\text{out}} < 1 \left( \text{i.e., if } \gamma^{\text{out}} = 1 + \frac{1}{\beta^{\text{out}}} > 2 \right), \\
  \frac{\rho^{\text{target}}}{t_j} - \frac{2}{\xi} \ln \left( \frac{T}{\sin(T \pi)} \cdot \frac{\zeta^{\text{target}}}{m_j^{\text{out}}(1 - \beta^{\text{out}})} \right) & \text{if } \beta^{\text{out}} = 1 \left( \text{i.e., if } \gamma^{\text{out}} = 1 + \frac{1}{\beta^{\text{out}}} = 2 \right).
\end{cases}
\]

(S2.2.6)
The derivation of Eqs. (S2.2.4) and (S2.2.6) are analogous to that of Eq. (S2.1.3) in the undirected case\textsuperscript{15,16}, founded on the condition that the expected number of older nodes to which the new source and target nodes connect at their appearance is indeed $m^\text{out}_j$ and $m^\text{in}_i$, respectively.

**S2.3 Comparison of the PSO-based and our new, model-independent Euclidean-hyperbolic conversion MIC on undirected E-PSO networks**

In this section, we compare the performance of our new Euclidean-hyperbolic conversion MIC to the well-known PSO-based method regarding the reconstruction of hyperbolic networks of size $N = 500$ generated by the two-dimensional E-PSO model at various parameter settings. We generated 3 networks with each set of model parameters and carried out the embedding of each network once with each one of the parameter settings of the Euclidean methods. Note that because of the uncertainty of the radial order of the nodes having the same degree, the PSO-based conversion may lead to somewhat different results when repeated (while the examined Euclidean embedding algorithms and our new conversion method are fully deterministic); however, these differences can be smoothed out by averaging over the performances achieved on different network realisations obtained with the same parameter settings. Therefore, for a given network, we chose the radial order based on the node degrees only once and used this order for the PSO-based conversion in the case of all the Euclidean embeddings.

The Euclidean embeddings that we converted were created by HOPE-S, HOPE-R, TREXPEN-S and TREXPEN-R. We always performed both the above-described $d$-dimensional approaches of the PSO-based conversion: Eqs. (S2.1)–(S2.2), where the popularity fading parameter $\beta$ is independent of the number of dimensions $d$ but the achieved largest hyperbolic radial coordinate $r_N$ is not, and Eqs. (S2.3)–(S2.4), $r_N$ is independent of $d$ but $\beta$ is not. Thus, we executed the Euclidean-hyperbolic conversion with altogether 3 methods. Besides, we allowed shifting the centre of mass (COM) of the Euclidean node arrangement before all the conversion processes.

The list of the tested $\alpha$ and $q$ parameters of the Euclidean embeddings were determined according to the descriptions in Sects. S1.2 and S1.3, respectively. As usual, the tested number of dimensions were restricted below $N/10$, yielding the values $d = 2, 3, 4, 8, 16, 32 < N/10$, and in MIC the parameter $C$ of the largest hyperbolic radial coordinate $r_{\text{hyp, max}} = \frac{\zeta}{\gamma} \cdot \ln N$ was set to 2, yielding the same values of $r_{\text{hyp, max}}$ as the PSO-based conversions (see Eqs. (S2.2) and (S2.4)). We always set the curvature $K$ of the hyperbolic space to $-1$, using $\zeta = 1$.

In all the measurements, the task was to reconstruct all the $E$ number of links of the embedded network. For the sake of simplicity, the only quality measure that we depict here is the proportion of the actual links among the first $E$ node pairs in the increasing order of the hyperbolic distances, denoted by $\text{Prec} \in [0, 1]$. Since dealing with undirected graphs, we considered each node pair once. Recall that for undirected graphs, all of our embedding methods create source node coordinates that are identical to the target node coordinates, meaning that they yield the same hyperbolic distance from node $i$ to node $j$ as from node $j$ to node $i$.

In Fig. S2.3.1, we compare the performance of the hyperbolic node arrangements obtained in different ways from the Euclidean embeddings of two-dimensional, undirected PSO networks, i.e., E-PSO networks of $L = 0$. Then, Fig. S2.3.2 shows the results for some two-dimensional, undirected E-PSO networks, where we increased the model parameter $L$ from 0 to a positive value in order to ensure that the average internal degree of the subgraphs given by the nodes of larger degree than a certain threshold increases with the degree threshold, which may be considered to be a more realistic case\textsuperscript{41}. Based on these figures, the PSO-based conversion was able to outperform MIC only when embedding networks of a small degree decay exponent ($\beta = 0.9$) and, simultaneously, a low average clustering coefficient ($T = 0.9$). Accordingly, on locally random network structures having extremely large hubs, it may be beneficial to optimise the radial positions solely with respect to the global attractiveness reflected by the node degrees, but otherwise, taking into account the interdependencies between the radial and the angular coordinates grasped by the dimension reduction, as in MIC, can more advantageous. Besides, especially in the case of real networks where the degree distribution does not necessarily follow a pure power law, it is important to remark that the fitting of a power law to a degree distribution is hampered by the uncertain identification of that range of the degree distribution where the power-law behaviour holds and the fact that the tail of the distribution usually falls into the regime of rare events, possibly significantly influenced by the occurrence of fluctuations. Therefore, the estimation of the popularity fading parameter $\beta$ based on the fitted degree decay exponent $\gamma$ can be problematic in many cases. Note that in our measurements, with the aim of minimising the inaccuracy of the PSO-based conversion that arises from the curve fitting, we implemented the method described in Ref.\textsuperscript{82} for measuring $\gamma$. 
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Figure S2.3.1. Graph reconstruction performance of hyperbolic embeddings obtained with different Euclidean-hyperbolic conversion methods for two-dimensional, undirected PSO networks. The different panels correspond to different parameter settings of the network generation: from top to bottom, the number of edges $E$ increases (the average degree $k \approx 2 \cdot (m + L)$ is 4, 10 or 20), while from left to right, the degree distribution becomes more fat-tailed (the degree decay exponent $\gamma = 1 + 1/\beta$ is 11, 3 or 2.111). All the networks consist of $N = 500$ number of nodes and were generated using $\zeta = 1$. The grey curve shows as a function of the network generation temperature $T$ the precision Prec obtained when reconstructing the first $E$ most probable links according to the hyperbolic distances measured in the original node arrangement that emerged during the network generation. The other curves depict the results of the embeddings, where the colouring denotes the type of the Euclidean-hyperbolic conversion, the line styles indicate the possible shift of the centre of mass of the Euclidean node arrangement before the conversion, and the markers show which dimension reduction method was used for creating the Euclidean embedding. For each network and embedding method, we considered only the best result achieved among all the tested settings of the embedding parameters and depicted at each set of the network generation parameters the average of these best results over 3 network realisations, with the error bars displaying the standard deviations among the 3 networks of the same model parameters.
Figure S2.3.2. Graph reconstruction performance of hyperbolic embeddings obtained with different Euclidean-hyperbolic conversion methods for two-dimensional, undirected E-PSO networks of $L > 0$. The different panels correspond to different parameter settings of the network generation: from left to right, the degree distribution becomes more fat-tailed (the degree decay exponent $\gamma = 1 + 1/\beta$ is 11, 3 or 2.111). All the networks consist of $N = 500$ number of nodes and were generated using $\zeta = 1$, $m = 3$ and $L = 2$ (yielding an average degree of $\bar{k} \approx 2 \cdot (m + L) = 10$). The grey curve shows as a function of the network generation temperature $T$ the precision $\text{Prec}$ obtained when reconstructing the first $E$ most probable links according to the hyperbolic distances measured in the original node arrangement that emerged during the network generation, where $E$ is the total number of links in the network. The other curves depict the results of the embeddings, where the colouring denotes the type of the Euclidean-hyperbolic conversion, the line styles indicate the possible shift of the centre of mass of the Euclidean node arrangement before the conversion, and the markers show which dimension reduction method was used for creating the Euclidean embedding. For each network and embedding method, we considered only the best result achieved among all the tested settings of the embedding parameters and depicted at each set of the network generation parameters the average of these best results over 3 network realisations, with the error bars displaying the standard deviations among the 3 networks of the same model parameters.
S3 The automatic angular separation of communities in two-dimensional embeddings

Nodes of similar topological behaviour often form communities corresponding to apparent structural units in complex networks at the mesoscopic scale. In this study, we presented Euclidean and hyperbolic embeddings that aim at representing small distances measured along the graph between the network nodes as large inner products and small hyperbolic distances, respectively. In both cases, nodes that are topologically close to each other tend to become placed within small angular distances, since large angular distances are not favourable neither for the maximisation of the Euclidean inner product nor for the minimisation of the hyperbolic distance. Accordingly, these embeddings are able to reflect the community structure of a network through the angular organisation of its nodes, even in the absence of any direct input regarding the communities. In this section, we demonstrate this feature of the examined embedding methods on synthetic directed networks generated by the stochastic block model (SBM)\textsuperscript{51–53} and on real networks.

S3.1 Layouts of SBM networks with assortative or disassortative block structure

In Figs. S3.1.1 and S3.1.2, we show two-dimensional embeddings of two directed SBM networks that were both created from 3 blocks of 100 nodes. In the case of Fig. S3.1.1 (see also panels a)–f) in Fig. 3 of the main text), the edge densities between the different blocks were defined as

\[
\begin{bmatrix}
0.25 & 0.05 & 0.1 \\
0.05 & 0.35 & 0.05 \\
0.1 & 0.15 & 0.4 \\
\end{bmatrix},
\]  

(S3.1.1)

while Fig. S3.1.2 (see also panels g)–l) in Fig. 3 of the main text) refers to a network where the edge densities were given by

\[
\begin{bmatrix}
0.05 & 0.25 & 0.15 \\
0.35 & 0.05 & 0.2 \\
0.4 & 0.2 & 0.05 \\
\end{bmatrix}.
\]  

(S3.1.2)

According to the edge densities, in the first network (defined by Eq. (S3.1.1)) most of the links were formed within the blocks, yielding an assortative block structure that consists of such groups of the nodes that are more connected to each other than to the nodes of the other communities. On the contrary, in the second network (defined by Eq. (S3.1.2)) the nodes are connected mostly to nodes of other blocks, creating a disassortative block structure in which the members of a group are held together by their similar connection preference towards the other groups of the nodes. Despite the fundamental differences between the binding forces of the blocks in the above described two block structures, HOPE-S, HOPE-R, TREXPEN-S, TREXPEN-R and TREXPIIC managed to angularly separate the 3 equally sized blocks in both SBM networks. Meanwhile, as expected, HOPE and TREXPEN placed both networks in a restricted angular range, resulting in a less clear separation of the blocks of the nodes.

S3.2 Arrangement of communities in the embeddings of real networks

Fig. S3.2.1 depicts some two-dimensional layouts of the undirected American College Football network\textsuperscript{83}, which is investigated in detail with respect to mapping accuracy, graph reconstruction, link prediction and greedy routing in Section S7. Besides, Fig. S3.2.2 shows two-dimensional embeddings of the email network\textsuperscript{84} that is studied in Sect. S5. Based on these figures, all the examined embedding methods automatically provide some sort of separation between the known groups of the nodes given by the conferences of the football teams in the first case, and the departments of the research institute in the second.

It is important to note that although all the radial coordinates obtained from TREXPIIC are very close to each other, even such small differences have a substantial impact on the distance relations in the system and can yield a completely reasonable distance-based ordering of the node pairs since in the hyperbolic distance formula the radial coordinates are inputted into rapidly changing functions like sinh and cosh. Thus, as exemplified by Table S3.2.1, the depicted embedding provided by TREXPIIC for the football network is of a similar, or even better quality from the point of view of mapping accuracy, graph reconstruction and greedy routing than those hyperbolic layouts in Fig. S3.2.1 that were generated from Euclidean embeddings created by HOPE-S, HOPE-R, TREXPEN-S and TREXPEN-R with our Euclidean-hyperbolic conversion method MIC.
Figure S3.1.1. Two-dimensional embeddings of an SBM network having an assortative block structure. The different colours denote the different blocks in which the nodes were classed during the network generation. The node sizes are consistent with the node degrees. In the case of HOPE and its variants, we used $\alpha = 2.01 \cdot 10^{-3}$. The embeddings with TREXPEN and its variants were obtained at $q = 6.48$. The TREXPIC layout was created with $q = 4.55 \cdot 10^{-2}$. We always used $C = 2$ in MIC and $\zeta = 1$ for the hyperbolic embeddings.
Figure S3.1.2. Two-dimensional embeddings of an SBM network having a disassortative block structure. The different colours denote the different blocks in which the nodes were classed during the network generation. The node sizes are consistent with the node degrees. In the case of HOPE and its variants, we used $\alpha = 1.89 \cdot 10^{-3}$. The embeddings with TREXPEN and its variants were obtained at $q = 0.26$. The TREXPIC layout was created with $q = 1.65$. We always used $C = 2$ in MIC and $\zeta = 1$ for the hyperbolic embeddings.
Table S3.2.1. The performance in mapping accuracy, graph reconstruction and greedy routing of the two-dimensional hyperbolic embeddings that are presented for the football network in Fig. S3.2.1. Despite its visually less pleasing radial arrangement, the embedding created by TREXPIC achieved the best scores in mapping accuracy and greedy routing. The best results are written in bold for each measure.

|                         | HOPE-S | HOPE-R | TREPEN-S | TREPEN-R | TREXPIC |
|-------------------------|--------|--------|----------|----------|---------|
| ACC<sub>m</sub>         | 0.350  | 0.347  | 0.357    | 0.352    | 0.566   |
| Prec (%) in graph       | 50.08  | 49.92  | 49.76    | 49.59    | 40.95   |
| reconstruction          |        |        |          |          |         |
| AUPR in graph           | 0.473  | 0.441  | 0.453    | 0.439    | 0.376   |
| reconstruction          |        |        |          |          |         |
| AUROC in graph          | 0.815  | 0.809  | 0.816    | 0.812    | 0.868   |
| reconstruction          |        |        |          |          |         |
| GR-score                | 0.566  | 0.555  | 0.561    | 0.557    | 0.623   |
| percentage of           | 67.00  | 65.63  | 66.17    | 66.01    | 73.38   |
| successful greedy paths |        |        |          |          |         |
| average hop-length of   | 3.132  | 3.114  | 3.119    | 3.128    | 3.127   |
| the successful greedy   |        |        |          |          |         |
| paths                   |        |        |          |          |         |
Figure S3.2.1. Two-dimensional embeddings of the undirected American College Football network described in Section S7. The colour of each node indicates the conference to which it belongs out of the 12 conferences. The node sizes are consistent with the node degrees. In the case of HOPE and its variants, we used $\alpha = 6.56 \times 10^{-3}$. The embeddings with TREXPEN and its variants were obtained at $q = 4.86$. The TREXPIC layout was created with $q = 6.07 \times 10^{-2}$. We always used $C = 2$ in MIC and $\zeta = 1$ for the hyperbolic embeddings.
Figure S3.2.2. Two-dimensional embeddings of the directed email network described in Sect. S5. The colour of each node indicates the department to which the corresponding person belongs out of the 42 departments. The node sizes are consistent with the node degrees. In the case of HOPE and its variants we used $\alpha = 1.15 \cdot 10^{-3}$. The embeddings with TREXPEN and its variants were obtained at $q = 2.78$. The TREXPIC layout was created with $q = 0.22$. We always used $C = 2$ in MIC and $\zeta = 1$ for the hyperbolic embeddings.
S4 The dependence of the embedding performance on the parameters of the embedding methods

In the main text, we depicted only the best results achieved among all the tested parameter settings. Here, as an example, we present in detail how the performance of the examined embedding methods depends on their settings for the network of 505 number of Wikipedia pages.

First, Fig. S4.1 exemplifies via the graph reconstruction task that the parameter $C$ of the largest radial coordinate $r_{hyp,\text{max}} = \frac{C}{\zeta} \ln(N)$ of the hyperbolic embeddings (see Eq. (S1.5.8)) usually does not have a severe impact on the embedding quality. However, the performance obtained at $C = 1$ (i.e. when using smaller radial coordinates) seems to be slightly weaker compared to that of the tested larger values of $C$, which may result from the reduced validity of the approximating formula of the hyperbolic distance given by Eq. (S1.5.2), which served as a basis for separating the radial conversion from the angular one and associating larger radial coordinates of the Euclidean space with smaller ones in the hyperbolic space that is an essential step of our Euclidean-hyperbolic conversion method MIC. Thus, our choice of setting $C$ to 2 in MIC seems to be reasonable.

Using $C = 2$, Figs. S4.2–S4.4 demonstrate the impact of the number of dimensions of the embedding space and the multiplying factors $\alpha$ and $q$ that parametrise the reduced proximity and distance matrices on the mapping accuracy, the graph reconstruction performance and the greedy routing score. To obtain a more complete view of the embeddings’ behaviour as a function of the number of dimensions $d$, in Figs. S4.2–S4.4 we increased our usual upper limit on $d$ from $N/10$ to $N/2$. Naturally, the embedding spaces of larger number of dimensions usually perform better. Besides, these figures validate our choice of the explored parameter ranges defined as

- $\alpha \in \left[\frac{1}{200 \rho_{\text{spectral}}(A)}, \frac{1}{\rho_{\text{spectral}}(A)}\right]$ for HOPE and its variants (see Sect. S1.2), where $\rho_{\text{spectral}}(A)$ stands for the spectral radius of the adjacency matrix,
- $q \in [-\ln(0.9)/\text{SPL}_{\text{max}}, -\ln(10^{-50})/\text{SPL}_{\text{max}}]$ for TREXPEN and its variants (see Sect. S1.3) with $\text{SPL}_{\text{max}}$ denoting the largest finite shortest path length measured along the graph, and
- $q \in [\ln(1.0/0.9999) \cdot \text{SPL}_{\text{max}}, \ln(10) \cdot \text{SPL}_{\text{max}}]$ for TREXPIC (see Sect. S1.6),

since in most of the cases the achieved best results fall in the interior of these intervals and not at their boundaries. In addition, Figs. S4.2-S4.4 show that shifting the centre of mass to the origin is rather disadvantageous for the Euclidean embeddings.

Figure S4.1. Graph reconstruction performance on the network of $N = 505$ number of Wikipedia pages at different settings of the $C$ parameter of our Euclidean-hyperbolic conversion method MIC. The task was to reconstruct each one of the $E = 2081$ number of links in the network based on the hyperbolic distances obtained from the hyperbolic conversion of the different Euclidean embeddings. The curvature $K$ of the hyperbolic space was set to $-1$ in each case. The tested number of dimensions $d \leq N/10$ were $d = 2, 3, 4, 8, 16$ and 32 for all the methods. We always performed the transformation to the hyperbolic space both with and without shifting the COM of the given Euclidean node arrangement. We plotted in each panel only the results of those settings that turned out to be the best regarding that given performance measure: the precision obtained when reconstructing the first $E$ most probable links in panel a), the area under the precision-recall (PR) curve in panel b) and the area under the receiver operating characteristic (ROC) curve in panel c). The colours indicate the setting of the parameter $C$, as listed in the common legend at the bottom of the figure. The values depicted with dark blue for $C = 2$ are the same as those given by the brown bars in panels a)–c) of Fig. 6 in the main text.
themselves from the point of view of the inner product, but can yield better inputs for the Euclidean-hyperbolic conversion, improving the quality of the resulted hyperbolic embeddings. Note that a uniform shifting of all the nodes in a Euclidean (or a hyperbolic) embedding does not affect the distances between the nodes, and thus, the distance-based performances of the given embedding.

S4.1 The role of the curvature of the hyperbolic space

In the case of our model-independent Euclidean-hyperbolic conversion MIC, the setting of the curvature \( K = -\zeta^2 < 0 \) of the hyperbolic space does not have an impact on the distance-based ordering of the different node pairs. This is due to the fact that the curvature appears only in a \( 1/\zeta \) multiplier in the radial coordinate formula given by Eq. (S1.5.11), which becomes eliminated by the \( \zeta \) multipliers on the right-hand side of the hyperbolic law of cosines written in Eq. (S1.5.1). Based on these two equations, varying the curvature of the hyperbolic space corresponds to a simple rescaling of all the hyperbolic distances and does not change the distance-based ordering of the node pairs. Consequently, the value of the curvature \( K \) does not affect the embedding performance achieved by MIC in mapping accuracy, graph reconstruction or greedy routing. Thus, according to the usual custom \( 16, 21, 40, 43, 71, 85, 86 \), we always used \( K = -1 \), i.e. \( \zeta = 1 \).

In contrast, nothing precludes that changing the hyperbolic curvature \( K \) has an effect on the performance of TREXPIC. However, as exemplified by Fig. S4.1.1, the decrease in the curvature \( K \) may be disadvantageous in TREXPIC, albeit all the changes presented in the figure are very small. Nevertheless, e.g. in Ref. \( 87 \) it was shown that the decrease in the curvature \( K \) may be advantageous in hyperbolic embeddings. Yet, the detailed exploration of the role of the curvature in TREXPIC is out of the scope of this study, and we used in our measurements the \( K = -1 \) setting for TREXPIC – just like it was used in the case of hydra \( 41 \), the method which inspired TREXPIC.

![Figure S4.1.1](image)

**Figure S4.1.1.** Graph reconstruction performance on the network of \( N = 505 \) number of Wikipedia pages at different settings of the \( K \) curvature of the hyperbolic space in our hyperbolic embedding methods. The task was to reconstruct each one of the \( E = 2081 \) number of links in the network based on the hyperbolic distances measured in our hyperbolic embeddings. The parameter \( C \) was set to 2 in each case of the Euclidean-hyperbolic conversion MIC. The tested number of dimensions \( d \leq N/10 \) were \( d = 2, 3, 4, 8, 16 \) and 32 for all the methods. We always performed the transformation to the hyperbolic space both with and without shifting the COM of the given Euclidean node arrangement. We plotted in each panel only the results of those settings that turned out to be the best regarding that given performance measure: the precision obtained when reconstructing the first \( E \) most probable links in panel a), the area under the precision-recall (PR) curve in panel b) and the area under the receiver operating characteristic (ROC) curve in panel c). The colours indicate the setting of the curvature \( K \), as listed in the common legend at the bottom of the figure. The values depicted with light blue for \( K = -1 \) are the same as those given by the brown bars in panels a)–c) of Fig. 6 in the main text.
Figure S4.2. Mapping accuracy on the network of $N = 505$ number of Wikipedia pages at different settings of the examined embedding methods. ACC$_m$ was measured considering each node pair connected by at least one directed path. One row of panels depicts all the examined variations of one embedding method, differing in the geometric measure that was used for the evaluation and whether or not the centre of mass (COM) of the angularly not restricted Euclidean patterns was shifted to the origin. The parameter $C$ was set to 2 in MIC. The curvature $K$ of the hyperbolic space was always set to $-1$. 
Figure S4.3. **Graph reconstruction on the network of \( N = 505 \) number of Wikipedia pages at different settings of the examined embedding methods.** The task was to reconstruct each one of the \( E = 2081 \) number of links in the network based on the node coordinates. The embedding performance is measured here by the precision obtained when reconstructing the first \( E \) links that are the most probable according to the given geometric measure. One row of panels depicts all the examined variations of one embedding method, differing in the applied geometric measure and whether or not the centre of mass (COM) of the angularly not restricted Euclidean patterns was shifted to the origin. The parameter \( C \) was set to 2 in MIC. The curvature \( K \) of the hyperbolic space was always set to \(-1\).
Figure S4.4. Greedy routing on the network of $N = 505$ number of Wikipedia pages at different settings of the examined embedding methods. The task was to perform greedy routing between each node pair connected by at least one directed path. The embedding performance is measured here by the GR-score. One row of panels depicts all the examined variations of one embedding method, differing in the geometric measure that was used for the routing and whether or not the centre of mass (COM) of the angularly not restricted Euclidean patterns was shifted to the origin. The parameter $C$ was set to 2 in MIC. The curvature $K$ of the hyperbolic space was always set to $-1$. 
In the main text, we studied the embedding performance on two smaller and two larger directed real networks with respect to the mapping accuracy, the graph reconstruction and the greedy routing. Here, to broaden the scope of investigation, we present the results of the same measurements that are described in the main text for the following four additional directed real networks:

- A food web of $N = 99$ number of nodes and $E = 901$ number of links, named Dutch Microfauna food web PlotC, downloaded from Ref. 88.
- A neural network of C. elegans, consisting of $N = 297$ number of nodes and $E = 2345$ number of directed links.
- A network connecting to each other $N = 986$ coworkers of a European research institute according to email sendings. A link $s \rightarrow t$ means that person $s$ sent at least one email to person $t$. The total number of edges is $E = 24929$. Each node is labelled by the department to which the corresponding person belongs out of the 42 departments.
- A network of $N = 2905$ number of airports connected by $E = 30442$ number of routes.

During the measurements, we took into consideration all the possible node pairs in each task for the two smaller additional graphs (namely the food web and the neural network), but – because of the high computational intensity – accomplished the evaluation of the embedding performance only on sampled sets of node pairs in the case of the two larger graphs above (i.e. the email network and the airport network). The details of the applied sampling procedures are given in the Methods section of the main text.

First, in Fig. S5.1 we show the mapping accuracy on the two smaller additional test networks, namely the food web and the neural network, while Fig. S5.2 depicts the results obtained for the two larger additional networks, i.e. the email network and the airport network. Then, Figs. S5.3 and S5.4 present the embedding quality with respect to the graph reconstruction task of the examined two smaller and two larger additional networks, respectively. Finally, Figs. S5.5 and S5.6 depict the achieved greedy routing scores with the corresponding success rates and average hop-lengths for the examined starting node-destination node pairs in the studied two smaller and two larger additional test networks, respectively. Regarding these figures, basically the same conclusions can be drawn that were described in the main text: first, HOPE and its variants may fall behind our new methods in mapping accuracy and especially in greedy routing, but can be similarly well applied for graph reconstruction, and second, the Euclidean inner product and the hyperbolic distance seem to be a better indicator of both the shortest path lengths and the connection probabilities than the Euclidean distance. However, for certain networks (Fig. S5.5a, d and Fig. S5.6d), instead of the hyperbolic, the Euclidean distance was proven to be the most suitable geometric measure for the navigation task – nevertheless, the hyperbolic distance also performed well in these cases too.
Figure S5.1. **Mapping accuracy on the additional directed real networks of smaller sizes.** For each network, we measured the mapping accuracy considering each node pair connected by at least one directed path. The colours indicate what geometric measure was used, as listed in the common legend at the bottom of the figure. We plotted in each panel only the results of those parameter settings that turned out to be the best, i.e. which yielded the highest values of the mapping accuracy. The bars were created considering all the tested number of dimensions, whereas the horizontal lines show the best two-dimensional performances achieved among all the embedding methods. Each panel refers to a real network named in the title of the row.
Figure S5.2. Mapping accuracy on the additional directed real networks of larger sizes. For each network, we measured the mapping accuracy on 3 samples of 500000 node pairs connected by at least one directed path. The colours indicate what geometric measure was used, as listed in the common legend at the bottom of the figure. The plotted values were obtained by averaging the results of the 3 samples, and the error bars show the standard deviations among the different samples. We depicted in each panel only the results of those parameter settings that turned out to be the best, i.e. which yielded the highest values of the average mapping accuracy over the 3 samples. Note that the 0 values denote that the given methods have not achieved any positive average value. The bars were created considering all the tested number of dimensions, whereas the horizontal lines show the best two-dimensional average performances achieved among all the embedding methods. Each panel refers to a real network named in the title of the row.
Figure S5.3. Graph reconstruction performance on the additional directed real networks of smaller sizes. For each network, the task was to reconstruct each one of the $E$ number of links. The colours indicate what geometric measure was used, as listed in the common legend at the bottom of the figure. We plotted in each panel only the results of those parameter settings that turned out to be the best regarding that given performance measure. The bars were created considering all the tested number of dimensions, whereas the colourful horizontal lines show the best two-dimensional performances achieved among all the embedding methods. Each row of panels refers to a real network named in the title of the row. The different columns of panels correspond to different measures: panels a) and d) to the precision obtained when reconstructing the first $E$ most probable links, panels b) and e) to the area under the precision-recall (PR) curve, while panels c) and f) to the area under the receiver operating characteristic (ROC) curve. The grey horizontal lines show the baselines: the performance of the random predictor and the best local method.
Figure S5.4. Graph reconstruction performance on the additional directed real networks of larger sizes. For each network, the task was to reconstruct 3 samples of the links. The number of links per sample was $E_{\text{sampled}} = 10000$ for the email network and $E_{\text{sampled}} = 1500$ for the airport network. The colours indicate what geometric measure was used, as listed in the common legend at the bottom of the figure. The plotted values were obtained by averaging the results of the 3 samples, and the error bars show the standard deviations among the different samples. We depicted in each panel only the results of those parameter settings that turned out to be the best regarding the average of that given performance measure over the 3 samples. The bars were created considering all the tested number of dimensions, whereas the colourful horizontal lines show the best two-dimensional average performances achieved among all the embedding methods. Each row of panels refers to a real network named in the title of the row. The different columns of panels correspond to different measures: panels a) and d) to the precision obtained when reconstructing the first $E_{\text{sampled}}$ most probable links, panels b) and e) to the area under the precision-recall (PR) curve, while panels c) and f) to the area under the receiver operating characteristic (ROC) curve. The grey horizontal lines show the baselines: the average performance of the random predictor and the best average performance achieved among the local methods.
Figure S5.5. Greedy routing performance on the additional directed real networks of smaller sizes. For each network, the task was to perform greedy routing between each node pair connected by at least one directed path. The colours indicate what geometric measure was used, as listed in the common legend at the bottom of the figure. We plotted in each panel only the results of those parameter settings that turned out to be the best regarding the GR-score. The bars were created considering all the tested number of dimensions, whereas the horizontal lines show the best two-dimensional performances achieved among all the embedding methods. Each row of panels refers to a real network named in the title of the row. The different columns of panels correspond to different measures: panels a) and d) to the greedy routing score (the higher the better), panels b) and e) to the success rate of greedy routing (the higher the better), while panels c) and f) to the average hop-length of the successful greedy paths (the smaller the better), depicting with grey bars also the average of the hop-length of the shortest paths connecting those node pairs for which the greedy routing was successful.
Figure S5.6. Greedy routing performance on the additional directed real networks of larger sizes. For each network, the task was to perform greedy routing in 3 samples of 500000 node pairs connected by at least one directed path. The colours indicate what geometric measure was used, as listed in the common legend at the bottom of the figure. The plotted values were obtained by averaging the results of the 3 samples, and the error bars show the standard deviations among the different samples. We depicted in each panel only the results of those parameter settings that turned out to be the best regarding the average of the Greed routing score (the higher the better), while panels c) and f) to the average hop-length of the successful greedy paths (the smaller the better), depicting with grey bars also the average of the hop-length of the shortest paths connecting those node pairs for which the greedy routing was successful.

S6 The impact of the links’ directedness on the embeddings

In this section, we quantify how important it is to consider the links’ directedness in the embedding process by comparing the results presented in the main text and Sect. S5 to the performances achieved in mapping accuracy, graph reconstruction and greedy routing on the embeddings of the undirected version of the actually directed networks that we studied, where only one position vector is assigned to each node, which can be interpreted both as its source and as its target position. To provide a fair comparison, we carried out exactly the same tasks with the undirected embeddings as in the directed case, meaning that during the evaluation we always took into account the directedness of the links – i.e., we examined the same set of potentially connected node pairs in graph reconstruction, and considered the directed paths on the graphs in the case of mapping accuracy and greedy routing. The list of the tested embedding parameters $\alpha$ and $q$ were determined the same way in the undirected cases as for the directed networks (see Sects. S1.2, S1.3 and S1.6), but based on the adjacency matrix and the shortest path lengths of
the undirected graphs.

We present two figures concerning each task, of which the first one always refers to the four smaller directed real networks that we studied in the main text or in Sect. S5, while the second one deals with the altogether four networks of size close to or above \( N = 1000 \). In the latter case, we always evaluated the undirected embeddings on exactly the same 3 samples of the node pairs that we used for evaluating the corresponding directed embeddings, meaning that the differences in the measured performances arose solely from the differences between the directed and the undirected embeddings and not from the evaluation process, not only for the smaller networks but also for the larger networks.

First, Figs. S6.1 and S6.2 deal with the mapping accuracy, as Fig. 5 in the main text and Figs. S5.1–S5.2 in the previous section. Then, Figs. S6.3 and S6.4 can be paired to Fig. 6 in the main text and Figs. S5.3–S5.4, presenting how the embeddings performed in graph reconstruction. Finally, Figs. S6.5 and S6.6 depict the examined measures concerning the greedy routing, just like Fig. 7 in the main text and Figs. S5.5–S5.6. All of these figures clearly confirm that disregarding the link directions in directed networks can significantly hinder the performance of the examined embedding methods, showing that these methods are actually able to grasp the directedness of the inputted networks and providing a strong motivation for the application of such embedding techniques that are capable of utilizing the information of link directions.
Figure S6.1. Mapping accuracy on the undirected version of the smaller real networks that were examined in panels a) and b) in Fig. 5 of the main text and in Fig. S5.1 of the previous section. The horizontal lines depict the best performance that was achieved with a given geometric measure among all the examined embedding methods in the directed case. The bars show the performance of the different embedding methods at their best parameter setting when inputting in the undirected version of the network. Note that the 0 values denote that the given methods have not achieved any positive value.
Figure S6.2. Mapping accuracy on the undirected version of the larger real networks that were examined in panels c) and d) in Fig. 5 of the main text and in Fig. S5.2 of the previous section. The horizontal lines depict the best average performance that was achieved with a given geometric measure among all the examined directed embedding methods. The bars show the average performance for the different embedding methods at the parameter setting that was the best on average when inputting in the undirected version of the network. Note that the 0 values denote that the given methods have not achieved any positive average value. The error bars show the corresponding standard deviations between the 3 tests.

S7 Embedding performance on undirected real networks

This section demonstrates that HOPE, TREXPEN, TREXPICT and their variants can provide good performance even when used on undirected networks (placing each node as a source of links at its target position and vice versa) and are able to cope with well-known dimension reduction techniques that have already been proven to be outstanding in the creation of undirected
Figure S6.3. Graph reconstruction on the undirected version of the smaller real networks that were examined in panels a)–f) in Fig. 6 of the main text and in Fig. S5.3 of the previous section. The horizontal lines depict for each measure the best performance that was achieved with a given geometric measure among all the examined embedding methods in the directed case. The bars show the performance of the different embedding methods at their best parameter setting when inputting in the undirected version of the network.
Figure S6.4. Graph reconstruction on the undirected version of the larger real networks that were examined in panels g–l) in Fig. 6 of the main text and in Fig. S5.4 of the previous section. The horizontal lines depict for each measure the best average performance that was achieved with a given geometric measure among all the examined directed embedding methods. The bars show the average performance for the different embedding methods at the parameter setting that was the best on average when inputting in the undirected version of the network. The error bars show the corresponding standard deviations between the 3 tests.
Figure S6.5. Greedy routing performance on the undirected version of the smaller real networks that were examined in panels a)–f) in Fig. 7 of the main text and in Fig. S5.5 of the previous section. The horizontal lines depict the results belonging to the best GR-score that was achieved with a given geometric measure among all the examined embedding methods in the directed case. The bars show the performance of the different embedding methods at that parameter setting that was their best with regard to the GR-score when inputting in the undirected version of the network.
Figure S6.6. Greedy routing performance on the undirected version of the larger real networks that were examined in panels g)–l) in Fig. 7 of the main text and in Fig. S5.6 of the previous section. The horizontal lines depict the average results belonging to the best average GR-score that was achieved with a given geometric measure among all the examined directed embedding methods. The bars show the average performance for the different embedding methods at that parameter setting that was their best with regard to the average of the GR-score when inputting in the undirected version of the network. The error bars show the corresponding standard deviations between the 3 tests.
embeddings. The undirected methods that we used as references were the following:

- hydra (hyperbolic distance recovery and approximation)\(^{41,91}\), which places network nodes directly in the \(d\)-dimensional hyperbolic space of curvature \(K = -\zeta^2 = -1\) by performing the eigendecomposition of a matrix that estimates the pairwise Lorentz products in the hyperboloid representation based on the shortest path lengths of the network to be embedded,

- Laplacian eigenmaps (LE)\(^{81,92}\) that uses the eigendecomposition of the network’s Laplacian matrix to place its nodes in the \(d\)-dimensional Euclidean space,

- Isomap (ISO)\(^{93}\) and noncentred Isomap (ncISO)\(^{40}\), which embed the network nodes in the \(d\)-dimensional Euclidean space via the singular value decomposition (SVD) on the centred or the noncentred version of the matrix of pairwise shortest path lengths, respectively,

- and the hyperbolic versions\(^{40}\) of LE, ISO and ncISO, in which the Euclidean radial node arrangement obtained from the dimension reduction is replaced according to the PSO model of hyperbolic network growth\(^{15}\) while keeping the angular coordinates unaltered.

Note that while hydra is similar to TREXPIC, the latter uses exponential distances and SVD instead of the plain shortest path lengths themselves and eigendecomposition. Furthermore, to obtain well-comparable hyperbolic embeddings, we converted the results yielded by the hydra method in the Poincaré ball representation of the hyperbolic space to the equivalent native ball representation, where all the other examined methods place the nodes. In addition, while the Euclidean ISO and ncISO methods are similar to the Euclidean HOPE-S, HOPE-R, TREXPEN-S and TREXPEN-R in the sense that all of these methods are fundamentally based on the path lengths measured along the links of a network and create angularly not restricted patterns based on SVD, there is an important difference between them: ISO and ncISO reduce a matrix that estimates pairwise distances in the Euclidean space, while our new methods search for such a Euclidean node arrangement that reproduces a matrix of pairwise proximities.

Figures S7.1–S7.7 compare the performance of the different embedding methods on the following two undirected networks:

- The American College Football network\(^{83}\), connecting \(N = 115\) number of Division IA colleges via \(E = 613\) number of games played during regular season Fall 2000. Each node has an attribute denoting to which of the 12 conferences it belongs.

- A network\(^{94}\) between \(N = 105\) number of books about U.S. politics sold by Amazon.com, where the \(E = 441\) number of links represent frequent co-purchasing by the same buyers. Each node has an attribute indicating whether they are “liberal”, “neutral”, or “conservative”.

Note that when dealing with an undirected network, we always embedded only the largest connected component (LCC). The above-listed \(N\) and \(E\) values refer to the number of nodes and edges in the LCCs.

In the Euclidean version of LE, ncISO and ISO, the only tunable parameter was the number of dimensions \(d\). To give room for the performance-improving effect of the increase in the number of dimensions but, besides, ensure a significant dimension reduction \((d \leq N/10)\), we tested the \(d = 2, 3, 4\) and \(8\) settings for all the embedding methods and both networks. Besides, we used the same setting of the curvature \(K = -\zeta^2\) of the hyperbolic space, namely \(K = -1\) in all of the examined embedding algorithms, including our new methods too.

For the radial conversion of the Euclidean embeddings provided by LE, ISO and ncISO we used the \(d\)-dimensional PSO model\(^{50}\) instead of the original, two-dimensional one\(^{15}\). For this task, we determined the degree decay exponent \(\gamma\) by fitting a power law (CCDF\((k) = P(k \leq K) \sim k^{-(\gamma - 1)}\)) to the complementary cumulative distribution function of the node degrees \(k\) using the method described in Ref\(^{82}\). We always tested both \(d\)PSO-based approaches that are described in Sect. S2 – making either the largest hyperbolic radial coordinate \(r_N\) (Eqs. (S2.1)–(S2.2)) or the popularity fading parameter \(\beta\) (Eqs. (S2.3)–(S2.4)) dependent on the number of dimensions – since according to our measurements, in \(d\)-dimensional spaces of \(d > 2\) the performance of these two approaches can differ from each other. Besides, since the radial order between the nodes having the same degree is arbitrary in the \(d\)PSO-based Euclidean-hyperbolic conversion, we re-ran it 15 times in each case. Note that repeating any of the other procedures examined in this section (i.e., the Euclidean embeddings, the hydra method and our new Euclidean-hyperbolic conversion MIC) is not reasonable due to their fully deterministic nature. Although several link weighting formulas were proposed in Ref.\(^{40}\) that were shown to be capable of improving the hyperbolic embeddings obtained from the LE, the ISO and the ncISO methods, in order to moderate the number of adjustable embedding parameters, we did not use any pre-weighting strategies and inputted the plain, unweighted networks to all the examined embedding methods. However, as it is shown in Sect. S8, weighted networks can be easily inputted to TREXPEN and TREXPIC, meaning that just like LE, ISO and ncISO, these new methods are also able to utilize pre-weights assigned to the links.
Regarding the embedding parameter $\alpha$ of HOPE, HOPE-S, HOPE-R and $q$ of TREXPEN, TREXPEN-S, TREXPEN-R and TREXPIC, we tested the same 15 settings as always (see Sects. S1.2, S1.3 and S1.6 for the details). Besides, as usual, we allowed shifting the centre of mass (COM) of the Euclidean node arrangements obtained from HOPE-S, HOPE-R, TREXPEN-S and TREXPEN-R to the origin. As in the other measurements, in MIC we set the parameter $C$ of the largest hyperbolic radial coordinate $r_{\text{hyp,max}} = \frac{C}{\kappa} \cdot \ln N$ to 2. Note that in the PSO-based conversion $r_{\text{hyp.max}} = r_N = \frac{2}{\kappa} \cdot \ln N$ for both of the above-described approaches (see Eqs. (S2.2) and (S2.4)), which coincides with the largest hyperbolic radial coordinate of our hyperbolic methods at $C = 2$.

In the figures of this section we always plotted only the best results achieved among the several trials for each embedding method. First, in Fig. S7.1, we show the mapping accuracies achieved by the different methods for both of the examined undirected real networks. Regarding the other tasks, we created one figure for each network separately: Figs. S7.2 and S7.3 deal with the graph reconstruction task examining how well the embeddings can learn to differentiate between the inputted connected and unconnected node pairs (in-sample prediction), Figs. S7.4 and S7.5 show the results of some link prediction tasks investigating how well the embeddings can learn to differentiate between the missing links and the actually unconnected node pairs without having any specific input of the correct labels (out-of-sample prediction), while Figs. S7.6 and S7.7 present the performances in greedy routing. Generally, it can be concluded that TREXPIC and the variants of TREXPEN performed on the examined undirected networks similarly to or even better than the earlier undirected methods in all the tasks, while HOPE and its variants seem to be less suitable than the other algorithms for the greedy routing task.

![Figure S7.1. Mapping accuracy on the examined two undirected real networks.](image)

Each row of panels refers to a network named in the title of the corresponding two panels. For both networks, we measured the mapping accuracy considering all the (unordered) node pairs. The colours indicate what geometric measure was used, while the different patterns denote different characteristics regarding the way the node arrangements were created in the given geometry, as listed in the common legend at the bottom of the figure. We plotted for each method only the result of the parameter setting or trial that turned out to be the best, i.e. which yielded the highest mapping accuracy. In panels a) and c), we embedded the networks only in the Euclidean or hyperbolic plane, while the bars in panels b) and d) were created considering all the tested number of dimensions $d$. 

![Figure S7.1. Mapping accuracy on the examined two undirected real networks.](image)
Figure S7.2. Graph reconstruction performance on the football network. The task was to reconstruct each one of the $E$ number of links in the network by ranking all the (unordered) node pairs using the node positions obtained when embedding the network knowing all of its links. The colours indicate what geometric measure was used, while the different patterns denote different characteristics regarding the way the node arrangements were created in the given geometry, as listed in the common legend at the bottom of the figure. Each row of panels refers to a given measure of embedding quality: panels a) and b) to the precision obtained when reconstructing the first $E$ most probable links, panels c) and d) to the area under the precision-recall (PR) curve, whilst panels e) and f) to the area under the receiver operating characteristic (ROC) curve. We plotted in each panel for each method only the result of the parameter setting or trial that turned out to be the best regarding the given performance measure. In panels a), c) and e), we embedded the networks only in the Euclidean or hyperbolic plane, while the bars in panels b), d) and f) were created considering all the tested number of dimensions $d$. The grey horizontal lines show the performance of the random predictor.
**Figure S7.3.** Graph reconstruction performance on the network of political books. The task was to reconstruct each one of the $E$ number of links in the network by ranking all the (unordered) node pairs using the node positions obtained when embedding the network knowing all of its links. The colours indicate what geometric measure was used, while the different patterns denote different characteristics regarding the way the node arrangements were created in the given geometry, as listed in the common legend at the bottom of the figure. Each row of panels refers to a given measure of embedding quality: panels a) and b) to the precision obtained when reconstructing the first $E$ most probable links, panels c) and d) to the area under the precision-recall (PR) curve, whilst panels e) and f) to the area under the receiver operating characteristic (ROC) curve. We plotted in each panel for each method only the result of the parameter setting or trial that turned out to be the best regarding the given performance measure. In panels a), c) and e), we embedded the networks only in the Euclidean or hyperbolic plane, while the bars in panels b), d) and f) were created considering all the tested number of dimensions $d$. The grey horizontal lines show the performance of the random predictor.
Figure S7.4. Link prediction performance on the football network. In this task, we removed a given number of links from the original network, embedded the LCC of the resulted pruned graph and by ranking all the unconnected (unordered) node pairs that were embedded according to a given geometric measure associated with connection probability, tried to reconstruct all the $E_{\text{missing}}$ number of deleted links that connected in the original graph such nodes that both were embedded eventually. Each row of panels refers to a given proportion of deleted links (PDL) among all the connections. The link removal and prediction was repeated 5 times with each PDL. We considered in each case only the result of the parameter setting or trial that turned out to be the best regarding the precision obtained when reconstructing the first $E_{\text{missing}}$ most probable links. The plotted values were obtained by averaging the results of the 5 link prediction tasks and the error bars show the standard deviations among the quality scores achieved on the 5 different sets of missing links. The colours indicate what geometric measure was used, while the different patterns denote different characteristics regarding the way the node arrangements were created in the given geometry, as listed in the common legend at the bottom of the figure. In panels a), c) and e), we embedded the networks only in the Euclidean or hyperbolic plane, while the bars in panels b), d) and f) were created considering all the tested number of dimensions $d$. The grey horizontal lines show the average performance of the random predictor.
**Figure S7.5.** Link prediction performance on the network of political books. In this task, we removed a given number of links from the original network, embedded the LCC of the resulted pruned graph and by ranking all the unconnected (unordered) node pairs that were embedded according to a given geometric measure associated with connection probability, tried to reconstruct all the $E_{\text{missing}}$ number of the deleted links that connected in the original graph such nodes that both were embedded eventually. Each row of panels refers to a given proportion of deleted links (PDL) among all the connections. The link removal and prediction was repeated 5 times with each PDL. We considered in each case only the result of the parameter setting or trial that turned out to be the best regarding the precision obtained when reconstructing the first $E_{\text{missing}}$ most probable links. The plotted values were obtained by averaging the results of the 5 link prediction tasks and the error bars show the standard deviations among the quality scores achieved on the 5 different sets of missing links. The colours indicate what geometric measure was used, while the different patterns denote different characteristics regarding the way the node arrangements were created in the given geometry, as listed in the common legend at the bottom of the figure. In panels a), c) and e), we embedded the networks only in the Euclidean or hyperbolic plane, while the bars in panels b), d) and f) were created considering all the tested number of dimensions $d$. The grey horizontal lines show the average performance of the random predictor.
Figure S7.6. Greedy routing performance on the football network. The task was to perform greedy routing between each one of the (unordered) node pairs. The colours indicate what geometric measure was used, while the different patterns denote different characteristics regarding the way the node arrangements were created in the given geometry, as listed in the common legend at the bottom of the figure. Each row of panels refers to a given measure of embedding quality: panels a) and b) to the greedy routing score (the higher the better), panels c) and d) to the success rate of greedy routing (the higher the better), whilst panels e) and f) to the average hop-length of the successful greedy paths (the smaller the better), depicting with grey bars also the average of the hop-length of the shortest paths connecting those node pairs for which the greedy routing was successful. We plotted in each panel for each method only the result of the parameter setting or trial that turned out to be the best regarding the GR-score. In panels a), c) and e), we embedded the networks only in the Euclidean or hyperbolic plane, while the bars in panels b), d) and f) were created considering all the tested number of dimensions $d$. 
Figure S7.7. Greedy routing performance on the network of political books. The task was to perform greedy routing between each one of the (unordered) node pairs. The colours indicate what geometric measure was used, while the different patterns denote different characteristics regarding the way the node arrangements were created in the given geometry, as listed in the common legend at the bottom of the figure. Each row of panels refers to a given measure of embedding quality: panels a) and b) to the greedy routing score (the higher the better), panels c) and d) to the success rate of greedy routing (the higher the better), whilst panels e) and f) to the average hop-length of the successful greedy paths (the smaller the better), depicting with grey bars also the average of the hop-length of the shortest paths connecting those node pairs for which the greedy routing was successful. We plotted in each panel for each method only the result of the parameter setting or trial that turned out to be the best regarding the GR-score. In panels a), c) and e), we embedded the networks only in the Euclidean or hyperbolic plane, while the bars in panels b), d) and f) were created considering all the tested number of dimensions \(d\).
In this section, we demonstrate via the neural network of C. elegans\textsuperscript{89} that the variants of TREXPEN and TREXPIC are able to interpret the link weights of an inputted network. For this, given link weights that suggest distances or dissimilarities (and not proximities or similarities), we simply have to identify the shortest path length in the exponential proximity and distance formula (Eqs. (S1.3.1) and (S1.6.4)) with the sum of the weight of the involved links instead of the number of hops. Note that using the formula

\begin{equation}
P_\alpha = \sum_{0<\ell} \alpha^\ell \cdot n_{s \rightarrow t}^{\text{paths}}(\ell)
\end{equation}

instead of the original definition of the Katz index given for unweighted networks by Eq. (S1.2.1), HOPE and its variants could also be applied for embedding weighted graphs. Nevertheless, the calculation of the sum in Eq. (S8.1) is tremendously compute-intensive due to the necessity of the exploration of all the possible paths between the nodes, while the matrix reformulation of the Katz index written in Eq. (S1.2.2) is not valid for weighted networks (since \(n_{s \rightarrow t}^{\text{paths}}(\ell) = A^\ell\) is fulfilled only by unweighted graphs, i.e. when all the link weights are 1). Therefore, here we study only our new methods – that use exponential proximities and distances instead of the Katz indexes – from the point of view of the representation of link weights in embeddings.

To quantify how accurately the inputted weights of the connections (interpreted as distances) are reflected by our embeddings, we calculate their Spearman’s correlation coefficient\textsuperscript{58} \(\text{ACC}_w\) with the different geometric measures that we considered to be an increasing function of the topological distances: the Euclidean distance and the additive inverse of the inner product in Euclidean node arrangements, and the hyperbolic distance in hyperbolic embeddings. In successful mappings, we expect the emergence of high positive values of \(\text{ACC}_w\).

In Fig. S8.1a, we show the correlation coefficient \(\text{ACC}_w\) for the non-zero link weights of the neural network of C. elegans given by Ref.\textsuperscript{89} when these are inputted in their original form to our embedding methods, i.e. when we interpret the link weights given in the data set as distance measures. Besides, in Fig. S8.1b we depict the \(\text{ACC}_w\) values that were calculated for the reciprocal of the original weights of the connections when running our embedding algorithms using these inverted weight values, i.e. when we read the link weights in the data set as proximities. As a baseline, we plot in both cases for each geometric measure the highest correlation that was achieved when we embedded the network setting all the link weights to 1. According to the figure, our embedding methods were capable of the optimisation of the node arrangement according to the inputted link weights, suggesting that it might be worthwhile to test the embeddings also with the consideration of the link weights when such information is provided. Furthermore, just like it was proposed for undirected networks in Ref.\textsuperscript{40}, one may even apply artificial link weights derived from the network topology itself to promote the embedding process.

**Figure S8.1.** Spearman’s correlation coefficient between the non-zero link weights and the examined geometric measures in the embeddings of the neural network of C. elegans. In panel a), we identified the original link weights given in the data set with distances, while in panel b) we re-weighted the network with the reciprocal of the original link weights, interpreting the original link weights as proximities. The colours indicate what geometric measure was used, as listed in the legend. We plotted only the results of those parameter settings that turned out to be the best, i.e. which yielded the highest values of the correlation. The bars were created by inputting the link weights to the embedding methods, whereas the horizontal lines show the highest correlations achieved among all the algorithms when the unweighted version of the network was embedded.
References

1. Albert, R. & Barabási, A.-L. Statistical mechanics of complex networks. Rev. Mod. Phys. 74, 47–97 (2002).
2. Mendes, J. F. F. & Dorogovtsev, S. N. Evolution of Networks: From Biological Nets to the Internet and WWW (Oxford Univ. Press, Oxford, 2003).
3. Newman, M. E. J., Barabási, A.-L. & Watts, D. J. (eds.) The Structure and Dynamics of Networks (Princeton University Press, Princeton and Oxford, 2006).
4. Holme, P. & Saramäki, J. (eds.) Temporal Networks (Springer, Berlin, 2013).
5. Barrat, A., Barthelemy, M. & Vespignani, A. Dynamical processes on complex networks (Cambridge University Press, Cambridge, 2008).
6. Milgram, S. The small world problem. Psychol. Today 2, 60–67 (1967).
7. Kochen, M. (ed.) The small world (Ablex, Norwood (N.J.), 1989).
8. Watts, D. J. & Strogatz, S. H. Collective dynamics of ‘small-world’ networks. Nature 393, 440–442 (1998).
9. Faloutsos, M., Faloutsos, P. & Faloutsos, C. On power-law relationships of the internet topology. Comput. Commun. Rev. 29, 251–262 (1999).
10. Barabási, A.-L. & Albert, R. Emergence of scaling in random networks. Science 286, 509–512 (1999).
11. Fortunato, S. Community detection in graphs. Phys. Reports 486, 75 – 174, DOI: https://doi.org/10.1016/j.physrep.2009.11.002 (2010).
12. Fortunato, S. & Hric, D. Community detection in networks: A user guide. Phys. Reports 659, 1 – 44, DOI: https://doi.org/10.1016/j.physrep.2016.09.002 (2016). Community detection in networks: A user guide.
13. Cherifi, H., Palla, G., Szymanski, B. & Lu, X. On community structure in complex networks: challenges and opportunities. Appl. Netw. Sci. 4, 117, DOI: 10.1007/s41109-019-0238-9 (2019).
14. Krioukov, D., Papadopoulos, F., Kitsak, M., Vahdat, A. & Boguñá, M. Hyperbolic geometry of complex networks. Phys. Rev. E 82, 036106, DOI: 10.1103/PhysRevE.82.036106 (2010).
15. Papadopoulos, F., Kitsak, M., Serrano, M. Á., Boguñá, M. & Krioukov, D. Popularity versus similarity in growing networks. Nature 489, 537 EP – (2012).
16. Papadopoulos, F., Psomas, C. & Krioukov, D. Network mapping by replaying hyperbolic growth. IEEE/ACM Transactions on Netw. 23, 198–211, DOI: 10.1109/TVN.2013.2294052 (2015).
17. Zuev, K., Boguñá, M., Bianconi, G. & Krioukov, D. Emergence of soft communities from geometric preferential attachment. Sci. Rep. 5, 9421, DOI: 10.1038/srep09421 (2015).
18. Muscoloni, A. & Cannistraci, C. V. A nonuniform popularity-similarity optimization (npso) model to efficiently generate realistic complex networks with communities. New J. Phys. 20, 052002, DOI: 10.1088/1367-2630/aac06f (2018).
19. Serrano, M. A., Krioukov, D. & Boguñá, M. Self-similarity of complex networks and hidden metric spaces. Phys. Rev. Lett. 100, 078701, DOI: 10.1103/PhysRevLett.100.078701 (2008).
20. García-Pérez, G., Serrano, M. & Boguñá, M. Soft communities in similarity space. J. Stat. Phys. DOI: 10.1007/s10955-018-2084-z (2017).
21. Kovács, B. & Palla, G. Optimisation of the coalescent hyperbolic embedding of complex networks. Sci. Reports 11, 8350, DOI: 10.1038/s41598-021-87333-5 (2021).
22. Wang, Z., Li, Q., Xiong, W., Jin, F. & Wu, Y. Fast community detection based on sector edge aggregation metric model in hyperbolic space. Phys. A: Stat. Mech. its Appl. 452, 178 – 191, DOI: https://doi.org/10.1016/j.physa.2016.01.020 (2016).
23. Wang, Z., Li, Q., Jin, F., Xiong, W. & Wu, Y. Hyperbolic mapping of complex networks based on community information. Phys. A: Stat. Mech. its Appl. 455, 104 – 119, DOI: https://doi.org/10.1016/j.physa.2016.02.015 (2016).
24. Kovács, B. & Palla, G. The inherent community structure of hyperbolic networks. Sci. Reports 11, 16050, DOI: 10.1038/s41598-021-93921-2 (2021).
25. Muscoloni, A. & Cannistraci, C. V. A nonuniform popularity-similarity optimization (npso) model to efficiently generate realistic complex networks with communities. New J. Phys. 202, 052002 (2018).
26. Balogh, S. G., Kovács, B. & Palla, G. Maximally modular structure of growing hyperbolic networks (2022). Preprint at arXiv:2206.08773 [physics.soc-ph].
27. Higham, D. J., Rašajski, M. & Pržulj, N. Fitting a geometric graph to a protein–protein interaction network. *Bioinformatics* **24**, 1093–1099, DOI: 10.1093/bioinformatics/btn079 (2008). http://oup.prod.sis.lan/bioinformatics/article-pdf/24/8/1093/16884271/btn079.pdf.

28. Kuchaiev, O., Rašajski, M., Higham, D. J. & Pržulj, N. Geometric de-noising of protein–protein interaction networks. *PLOS Comput. Biol.* **5**, 1–10, DOI: 10.1371/journal.pcbi.1000454 (2009).

29. Cannistraci, C., Alanis-Lobato, G. & Ravasi, T. From link-prediction in brain connectomes and protein interactomes to the local-community-paradigm in complex networks. *Sci. Rep.* **3**, 1613, DOI: 10.1038/srep01613 (2013).

30. Tadić, B., Andjelković, M. & Šuvakov, M. Origin of hyperbolicity in brain-to-brain coordination networks. *Front. Phys.* **6**, 7, DOI: 10.3389/fphy.2018.00007 (2018).

31. Boguñá, M., Krioukov, D. & Claffy, K. Navigability of complex networks. *Nat. Phys.* **5**, 74–80, DOI: 10.1038/nphys1130 (2009).

32. Boguñá, M., Papadopoulos, F. & Krioukov, D. Sustaining the internet with hyperbolic mapping. *Nat. Commun.* **1**, 62, DOI: 10.1038/ncomms1063 (2010).

33. Jonckheere, E., Lou, M., Bonahon, F. & Baryshnikov, Y. Euclidean versus hyperbolic congestion in idealized versus experimental networks. *Internet Math.* **7**, 1–27, DOI: 10.1080/15427951.2010.554320 (2011). https://doi.org/10.1080/15427951.2010.554320.

34. Bianconi, G. Interdisciplinary and physics challenges of network theory. *EPL (Europhysics Lett.)* **111**, 56001, DOI: 10.1209/0295-5075/111/56001 (2015).

35. Chepoi, V., Dragan, F. F. & Vaxès, Y. Core congestion is inherent in hyperbolic networks. In *Proc. 28th Annual ACM-SIAM Symposium on Discrete Algorithms*, 2264–2279 (2017).

36. García-Pérez, G., Boguñá, M., Allard, A. & Serrano, M. Á. The hidden hyperbolic geometry of international trade: World trade atlas 1870–2013. *Sci. Rep.* **6**, 33441, DOI: 10.1038/srep33441 (2016).

37. Gulyás, A., Bíró, J., Körösi, A., Révtári, G. & Krioukov, D. Navigable networks as nash equilibria of navigation games. *Nat. Commun.* **6**, 7651 (2015).

38. Muscoloni, A. & Cannistraci, C. V. Geometrical congruence and efficient greedy navigability of complex networks (2020). Preprint at arXiv:2005.13255 [cs.SI].

39. Alanis-Lobato, G., Mier, P. & Andrade-Navarro, M. Efficient embedding of complex networks to hyperbolic space via their laplacian. *Sci. Rep.* **6**, 301082, DOI: 10.1038/srep30108 (2016).

40. Muscoloni, A., Thomas, J. M., Ciucci, S., Bianconi, G. & Cannistraci, C. V. Machine learning meets complex networks via coalescent embedding in the hyperbolic space. *Nat. Commun.* **8**, 1615, DOI: 10.1038/s41467-017-01825-5 (2017).

41. Keller-Ressel, M. & Nargang, S. Hydra: a method for strain-minimizing hyperbolic embedding of network- and distance-based data. *J. Complex Networks* **8**, DOI: 10.1093/comnet/cnaa002 (2020). Cnaa002, https://academic.oup.com/comnet/article-pdf/8/1/cnaa002/33722049/cnaa002.pdf.

42. Alanis-Lobato, G., Mier, P. & Andrade-Navarro, M. A. Manifold learning and maximum likelihood estimation for hyperbolic network embedding. *Appl. Netw. Sci.* **1**, 10, DOI: 10.1007/s41109-016-0013-0 (2016).

43. García-Pérez, G., Allard, A. & Serrano, M. Á. & Boguñá, M. Mercator: uncovering faithful hyperbolic embeddings of complex networks. *New J. Phys.* **21**, 123033, DOI: 10.1088/1367-2630/ab57d2 (2019).

44. Palla, G., Tibély, G., Mones, E., Pollner, P. & Vicsek, T. Hierarchical networks of scientific journals. *Palgrave Commun.* **1**, 15016, DOI: https://doi.org/10.1057/palcomms.2015.15 (2015)).

45. Palla, G. et al. Hierarchy and control of ageing-related methylation networks. *PLoS Comput. Biol.* **17**, e1009327, DOI: https://doi.org/10.1371/journal.pcbi.1009327 (2021).

46. Palla, G., Farkas, I. J., Pollner, P., Derényi, I. & Vicsek, T. Directed network modules. *N. J. Phys.* **9**, 186, DOI: 10.1088/1367-2630/9/6/186 (2007).

47. Ou, M., Cui, P., Pei, J., Zhang, Z. & Zhu, W. Asymmetric transitivity preserving graph embedding. 1105–1114, DOI: 10.1145/2939672.2939751 (2016).

48. Zhang, Y.-J., Yang, K.-C. & Radicchi, F. Systematic comparison of graph embedding methods in practical tasks. *Phys. Rev. E* **104**, 044315, DOI: 10.1103/PhysRevE.104.044315 (2021).

49. Yang, W. & Rideout, D. High dimensional hyperbolic geometry of complex networks. *Mathematics* **8**, DOI: 10.3390/math8111861 (2020).
50. Kovács, B., Balogh, S. G. & Palla, G. Generalised popularity-similarity optimisation model for growing hyperbolic networks beyond two dimensions. *Sci. Reports* **12**, 968, DOI: 10.1038/s41598-021-04379-1 (2022).

51. Holland, P. W., Laskey, K. B. & Leinhardt, S. Stochastic blockmodels: First steps. *Soc. Networks* **5**, 109–137, DOI: https://doi.org/10.1016/0378-8733(83)90021-7 (1983).

52. Wang, Y. J. & Wong, G. Y. Stochastic blockmodels for directed graphs. *J. Am. Stat. Assoc.* **82**, 8–19, DOI: 10.2307/2289119 (1987). Full publication date: Mar., 1987.

53. For generating graphs with the stochastic block model, we used the Python function ‘stochastic_block_model’ available in the ‘NetworkX’ package.

54. The network between political blogs that we used for testing our embedding methods was downloaded from http://www-personal.umich.edu/~mejn/netdata/polblogs.zip. See also: Lada A. Adamic and Natalie Glance, "The political blogosphere and the 2004 US Election", in Proceedings of the WWW-2005 Workshop on the Weblogging Ecosystem (2005).

55. The network between Wikipedia pages that we used for testing our embedding methods was downloaded from http://bit.ly/wiki_norm. See also: Bradi Heaberlin and Simon DeDeo, "The Evolution of Wikipedia’s Norm Network." *Future Internet* **8**(2), 14 (2016), doi:10.3390/fi8020014.

56. The yeast transcription network that we used for testing our embedding methods was downloaded from https://www.weizmann.ac.il/mcb/UriAlon/download/collection-complex-networks. See also: M. C. Costanzo et al., *Nucleic Acids Research* **29**(1), 75 (2001).

57. The word association network that we used for testing our embedding methods was downloaded from http://w3.usf.edu/FreeAssociation/. See also: Nelson, D. L., McEvoy, C. L., and Schreiber, T. A. (1998). The University of South Florida word association, rhyme, and word fragment norms.

58. We calculated the Spearman’s correlation coefficients with the Python function ‘spearmanr’ available in the ‘scipy.stats’ package.

59. Liben-Nowell, D. & Kleinberg, J. The link prediction problem for social networks. In *Proceedings of the Twelfth International Conference on Information and Knowledge Management*, CIKM ‘03, 556–559, DOI: 10.1145/956863.956972 (Association for Computing Machinery, New York, NY, USA, 2003).

60. Huang, Z., Li, X. & Chen, H. Link prediction approach to collaborative filtering. In *Proceedings of the 5th ACM/IEEE-CS Joint Conference on Digital Libraries*, JCDL ’05, 141–142, DOI: 10.1145/1065385.1065415 (Association for Computing Machinery, New York, NY, USA, 2005).

61. Zhou, T., Lü, L. & Zhang, Y.-C. Predicting missing links via local information. *The Eur. Phys. J. B* **71**, 623–630, DOI: 10.1140/epjb/e2009-00335-8 (2009).

62. Kleinberg, J. Navigation in a small world. *Nature* **406**, 845, DOI: 10.1038/35022643 (2000).

63. Muscoloni, A. & Cannistraci, C. V. Navigability evaluation of complex networks by greedy routing efficiency. *Proc. Natl. Acad. Sci.* **116**, 1468–1469, DOI: 10.1073/pnas.1817880116 (2019). https://www.pnas.org/content/116/5/1468.full.pdf.

64. Krioukov, D. Clustering implies geometry in networks. *Phys. Rev. Lett.* **116**, 208302, DOI: 10.1103/PhysRevLett.116.208302 (2016).

65. Valdivia, E. A. Random geometric graphs on euclidean balls, DOI: 10.48550/ARXIV.2010.13734 (2020).

66. Kennedy, W. S., Saniee, I. & Narayan, O. On the hyperbolicity of large-scale networks and its estimation. In *2016 IEEE International Conference on Big Data (Big Data)*, 3344–3351, DOI: 10.1109/BigData.2016.7840994 (2016).

67. Litvak, N., Michielan, R. & Stegehuis, C. Detecting hyperbolic geometry in networks: why triangles are not enough, DOI: 10.48550/ARXIV.2206.01553 (2022).

68. Goyal, P. & Ferrara, E. Graph embedding techniques, applications, and performance: A survey. *Knowledge-Based Syst.* **151**, 78–94, DOI: https://doi.org/10.1016/j.knosys.2018.03.022 (2018).

69. Yang, Y., Lichtenwalter, R. N. & Chawla, N. V. Evaluating link prediction methods. *Knowl. Inf. Syst.* **45**, 751–782, DOI: 10.1007/s10115-014-0789-0 (2015).

70. Sinha, A., Cazabet, R. & Vaudaine, R. Systematic biases in link prediction: Comparing heuristic and graph embedding based methods. In Aiello, L. M. et al. (eds.) *Complex Networks and Their Applications VII*, 81–93 (Springer International Publishing, Cham, 2019).

71. Kitsak, M., Voitalov, I. & Krioukov, D. Link prediction with hyperbolic geometry. *Phys. Rev. Res.* **2**, 043113, DOI: 10.1103/PhysRevResearch.2.043113 (2020).
We computed the precision-recall pairs for different probability thresholds with the Python function `precision_recall_curve` available in the ‘sklearn.metrics’ package.

We calculated the area under the PR and the ROC curves with the Python function ‘auc’ available in the ‘sklearn.metrics’ package.

Boyd, K., Eng, K. H. & Page, C. D. Area under the precision-recall curve: Point estimates and confidence intervals. In Blockeel, H., Kersting, K., Nijsen, S. & Železný, F. (eds.) *Machine Learning and Knowledge Discovery in Databases*, 451–466 (Springer Berlin Heidelberg, Berlin, Heidelberg, 2013).

We computed the receiver operating characteristic curve with the Python function ‘roc_curve’ available in the ‘sklearn.metrics’ package.

Hanley, J. A. & McNeil, B. J. The meaning and use of the area under a receiver operating characteristic (ROC) curve. *Radiology* **143**, 29–36 (1982).

Clauset, A., Moore, C. & Newman, M. E. J. Hierarchical structure and the prediction of missing links in networks. *Nature* **453**, 98–101, DOI: 10.1038/nature06830 (2008).

Cannistraci, C. V., Alanis-Lobato, G. & Ravasi, T. Minimum curvilinearity to enhance topological prediction of protein interactions by network embedding. *Bioinformatics* **29**, i199–i209, DOI: 10.1093/bioinformatics/btt208 (2013).

Katz, L. A new status index derived from sociometric analysis. *Psychometrika* **18**, 39–43, DOI: 10.1007/BF02289026 (1953).

Coşkun, M., Baggag, A. & Koyutürk, M. Fast computation of katz index for efficient processing of link prediction queries. *Data Min. Knowl. Discov.* **35**, 1342–1368, DOI: 10.1007/s10618-021-00754-8 (2021).

Belkin, M. & Niyogi, P. Laplacian eigenmaps and spectral techniques for embedding and clustering. In Dieterich, T., Becker, S. & Ghahramani, Z. (eds.) *Advances in Neural Information Processing Systems*, vol. 14 (MIT Press, 2001).

Clauset, A., Shalizi, C. R. & Newman, M. E. J. Power-law distributions in empirical data. *SIAM Rev.* **51**, 661–703, DOI: 10.1137/070710111 (2009).

The American College Football network was downloaded from https://www-personal.umich.edu/~mejn/netdata/football.zip. See also: M. Girvan and M. E. J. Newman, Community structure in social and biological networks, *Proc. Natl. Acad. Sci. USA* **99**, 7821-7826 (2002). (Accessed: 24/02/2020).

The email network that we used for testing our embedding methods was downloaded from http://snap.stanford.edu/data/email-Eu-core.html. See also: Hao Yin, Austin R. Benson, Jure Leskovec, and David F. Gleich: "Local Higher-order Graph Clustering" in Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (2017); J. Leskovec, J. Kleinberg and C. Faloutsos. Graph Evolution: Densification and Shrinking Diameters. *ACM Transactions on Knowledge Discovery from Data (ACM TKDD)*, 1(1) (2007).

Papadopoulos, F., Aldecoa, R. & Krioukov, D. Network geometry inference using common neighbors. *Phys. Rev. E* **92**, 022807, DOI: 10.1103/PhysRevE.92.022807 (2015).

Wang, Z., Wu, Y., Li, Q., Jin, F. & Xiong, W. Link prediction based on hyperbolic mapping with community structure for complex networks. *Phys. A: Stat. Mech. its Appl.* **450**, 609–623, DOI: 10.1016/j.physa.2016.01.0 (2016).

Chami, I., Ying, R., Ré, C. & Leskovec, J. Hyperbolic graph convolutional neural networks. In 2019 *Neural Information Processing Systems Conference (NeurIPS)*, DOI: 10.48550/arXiv.1910.12933 (2019).

The food web that we used for testing our embedding methods was downloaded from https://idata.idiv.de/ddm/Data/ShowData/283?version=3.

The neural network that we used for testing our embedding methods was downloaded from http://www-personal.umich.edu/~mejn/netdata/celegansneural.zip. See also: J. G. White, E. Southgate, J. N. Thompson, and S. Brenner, "The structure of the nervous system of the nematode C. Elegans", Phil. Trans. R. Soc. London 314, 1-340 (1986); D. J. Watts and S. H. Strogatz, "Collective dynamics of 'small-world' networks", *Nature* **393**, 440-442 (1998).

The airport network that we used for testing our embedding methods was downloaded from https://oreopshahl.com/datasets/#usairports.

We used the R code available from https://CRAN.R-project.org/package=hydra for the hyperbolic embedding method Hydra.
We used the Matlab code for the Euclidean embedding method Laplacian eigenmaps (LE) available from https://github.com/biomedical-cybernetics/coalescent_embedding/blob/master/coemb_svd_eig/coalescent_embedding.m.

Tenenbaum, J. B., de Silva, V. & Langford, J. C. A global geometric framework for nonlinear dimensionality reduction. Science 290, 2319–2323, DOI: 10.1126/science.290.5500.2319 (2000). https://www.science.org/doi/pdf/10.1126/science.290.5500.2319.

The network of hyperlinks between blogs on U.S. politics was downloaded from http://www-personal.umich.edu/~mejn/netdata/polblogs.zip. (Accessed: 24/09/2020).