Sub/Super-Synchronous Oscillation Oriented Dominant Controller Parameters Stability Region Based on Gerschgorin Disk Theorem
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Abstract: Since the development of renewable power generation, Sub/Super-Synchronous Control Interaction (SSCI), has attracted wide attention. Sub/super-synchronous oscillation (SSO) belongs to the category of small signal stability, and its characteristics are closely related to the operation mode and controller parameters in power grid. The operation mode of renewable power system changes frequently, a method to construct controller parameter stability region (PSR) is proposed for online assessment of the matching degree of controller parameters in power grid. The operation mode of renewable power system changes frequently, a method to construct controller parameter stability region (PSR) is proposed for online assessment of the matching degree of controller parameters in power grid under current operation mode. Based on Gerschgorin disk theorem (GDT), eigenvalue distribution range of the system state matrix is estimated, thus the feasible value set of the controller parameter is deduced through small signal stability criterion. The stability margin evaluation index is proposed for guiding the prevention and control of SSO. Specifically, the preconditions of the application of the GDT on the PSR construction are discussed, and a construction method of transition matrix is proposed for the PSR construction. Furthermore, to reduce the conservativeness of PSR, an extension method for PSR is given. Finally, the validity of the proposed method is verified by a realistic benchmark. The efficiency of the proposed method is highlighted by comparing with the point-wise eigenvalue calculation of the state matrix.
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1. Introduction

The generator shafting damage accidents in Mohave Power Plant, which were reported in the 1970s, caused people to pay attention to the Sub-synchronous Oscillation (SSO) issue, which is mainly caused by the unreasonable series compensation capacitance of the transmission lines. In recent years, with the global development of renewable power generation and integration technology, because the support of relevant national policies, the stability issue caused by the grid-connected operation of renewable power station further extends the connotation from Sub-synchronous Oscillation (SSO) to Sub/super-synchronous Oscillation (SSO). The analysis results show that the converter control systems of renewable power generation units and direct current transmission or distribution systems have significant impacts on the oscillation phenomenon [1,2]. At the same time, the oscillation has no connection with the torsional oscillation of shafting. This kind of SSO phenomenon is called Sub-synchronous Control Interaction (SSCI) [3–5].
The research directions of the existing journal articles are mainly focused on modeling and monitoring analysis, stability analysis of the renewable power system, and controller design for SSCI research [6–8]. Frequency and damping are the key parameters from a system stability point of view. Prony, Hankel total least squares, eigen realization, and matrix pencil are four commonly used time-domain parametric methods to determine the modal parameters in online and offline environments [6]. The term “frequency scan analysis” has been widely used in the industry to evaluate the risk of SSCI in any system. However, the frequency scan is only suitable for SSCI analysis at the planning stage or during the expansion of generation or transmission projects [7]. The Nyquist and reactance-crossover analysis methods can provide information (e.g., frequency and damping) on the unstable oscillation modes. Nonetheless, these methods are unable to provide critical insight into the interaction phenomenon, such as the origin and path of oscillation, and the participation level of certain system components [7]. Such information is critical to properly assess the risk of SSCI and devise effective risk alleviation or mitigation strategies [9]. Stability analysis based on precise models of impedance networks is also partially studied [10]. The impedance method has obvious advantages in system modeling, which can be identified by external characteristics without the need for internal parameters of equipment. In addition, the impedance model is connected according to a topological structure and has a clear physical explanation, which is conducive to mechanism research. However, the impedance model of the whole power system including both the renewable power base and HVDC transmission system under different operation statuses is still in the research and development stage. The whole-system impedance model under different operation statuses is the foundation for the analysis of the interactions between controllers in a renewable power base (source side) and an HVDC transmission system (grid side) on the studied SSO/SupSO modes. Aiming at the SSCI issue, [11] proposes that the mismatch of controller parameters among different controllers which are located on the power generation side and power grid side may induce SSCI issues, and damping coupling exists among oscillation modes. It is necessary to optimize the controller parameters or establish the parameter stability region (PSR) to evaluate the rationality and match degree of the control parameter set.

One the one hand, although parameter optimization [12] can improve system stability, this technique is usually used offline due to its high computational complexity; in particular, a large eigenvalue-calculation-duration parameter optimization. On the other hand, the stability region technique can be applied online to quickly and intuitively judge the system operation status, providing guidance for the reasonable selection of parameters and refreshing controller parameters according to the current operation mode. Considering variable operation modes of renewable power grids, the stability region technique is highly effective for the prevention and control of the SSO issue caused by the mismatch of parameters between the power generation side and grid side controllers or between power generation side controllers and power networks. However, due to the high dimension of the state matrix of whole renewable power systems, the PSR is hard to form rapidly for online evaluation based on the point-wise method because of the time-consuming eigenvalue calculation.

At present, there is little research on the establishment of the SSO-oriented dominant control PSR. Aiming at the dilemma of PSR online construction based on point-wise accurate eigenvalue calculation, an estimation method of eigenvalues’ distribution range based on Gerschgorin disk theorem (GDT) offers a practicable direction. In the field of control engineering, the sufficient conditions for the dynamic system stability are deduced by combining Lyapunov stability theory and GDT in the literature [13–15]. This process can avoid eigenvalue calculation and improve analysis efficiency. Reference [16] exerts the above idea into the small signal stability analysis of the power system further, in which the basic disk theorem is used only for the fast verification of parameter adjustment schemes, without proposing the concept of PSR. According to [17], the extended disk theorem is utilized to establish the PSR for harmonic resonance and high-frequency wide-
band oscillation prevention. Compared with the point-wise eigenvalue calculation method, that the rapidity of constructing harmonic PSR by using the extended disk theorem, and the simplicity without eigenvalues calculations, are highlighted. However, the possibility of the online prevention and control of SSO still needs further investigation and research.

Aiming at the prevention and control of the SSO issue in a renewable power grid, and rapid online assessment of the controller parameters’ matching degree between power generation and grid under the current operation mode, a novel method to construct controller PSR is proposed in Section 2. Based on GDT, the eigenvalue distribution range of the system state matrix containing controller parameter variables is rapidly estimated, instead of the time-consuming direct calculation of eigenvalues, and then the PSR is deduced according to the small signal stability criterion and corresponding stability constraints on the obtained eigenvalue distribution range. On the basis of PSR, the stability margin evaluation index is proposed to rapidly evaluate the distance between the controller parameter set and the boundary of the PSR, providing guidance for the reasonable selection and online refreshing of the controller parameters under the current operation mode for the prevention and control of SSO, so as to secure the safe and stable operation of the high-proportion renewable power grid. Specifically, the preconditions of the application of the GDT on the PSR construction are discussed in detail, and a construction method for the transition matrix based on the system state matrix is proposed in Section 3. The transition matrix is used for the PSR construction instead of applying the system state matrix directly, to overcome its limitations. Furthermore, to reduce the conservativeness of the PSR, a method for extending the PSR is also given. The efficiency of the proposed method is highlighted by comparing the proposed method and the point-wise eigenvalue calculation of the state matrix from a time-consuming perspective in Section 4, which demonstrates its potential for online application.

2. A Method of Parameter Stability Region Construction and Stability Margin Evaluation Based on Gerschgorin Disk Theorem

2.1. Gerschgorin Disk Theorem

The definition of Gerschgorin disk [18]

\[ A = (a_{ij})_{n \times n} \]  

\[ R_i = \sum_{j=1}^{n} |a_{ij}| = |a_{i1}| + \cdots + |a_{i(i-1)}| + |a_{i(i+1)}| + \cdots + |a_{in}| (i = 1, 2, \cdots, n) \]  

The circular regions on a complex plane, shown as (1) in the following, are named after the \(i\)-th Gerschgorin disk of the matrix \(A\), and \(R_i\) is the radius of Gerschgorin disk \(G_i\). Gerschgorin disk theorem can be illustrated in Figure 1.

\[ G_i = \{z||z - a_{ii}| \leq R_i, z \in C\} \]  

As Figure 1 shows, each Gerschgorin disk means the possible location of the corresponding eigenvalue of the matrix \(A = (a_{ij})_{n \times n}\). The center of the \(i\)-th disk is the diagonal element \(a_{ii}\); its radius is the sum of the modulus of the non-diagonal elements in \(i\)-th row, which can be calculated as Equation (1).

Gerschgorin Disk Theorem:

The \(n\) eigenvalues of the matrix \(A \in \mathbb{C}^{n \times n}\) locate in the union of relevant \(n\) Gerschgorin disks. \(\lambda_i \in \cup G_i\), \(\lambda_i\) is the \(i\)-th eigenvalue of the matrix \(A\), where \(I = 1, \cdots, n\). Abbreviate this as the disk theorem.
According to Lyapunov stability condition [13] for small signal stability, the system is stable when all eigenvalues of the state matrix are on the left side of the imaginary axis. When all disks of the state matrix, which encircle all eigenvalues, are on the left side of the imaginary axis, the corresponding system obviously satisfies the Lyapunov stability condition. Therefore, if the elements of the state matrix are functions of the controller parameters, the stability constraints of the parameters can be obtained according to the positions and distance between the Gerschgorin disk corresponding to the parameter-containing state matrix and the imaginary axis of the complex plane, that is, the corresponding stability region of the controller parameters can be backward-deduced via the intersection of the stability constraints of the parameters.

Specifically, the following two stability conditions are required to construct the PSR according to GDT. Firstly, the centers of Gerschgorin disks of state matrix $A$ are all located in the left side of the imaginary axis. Secondly, the distances between the centers of the Gerschgorin disks and the imaginary axis are larger than their corresponding radiuses of the Gerschgorin disks. Supposing that the matrix element is a function of the parameter $x$, then the stability constraints are shown in the following

$$\begin{align*}
\text{Re}(a_{ii}(x)) &< 0 \\
R_i(x) &\leq |\text{Re}(a_{ii}(x))|, \quad (i = 1, 2, \cdots, n)
\end{align*}$$

where $\text{Re}$ means taking the real part, $a_{ii}$ is the $i$-th diagonal element of matrix $A$ and the corresponding center of the Gerschgorin disk, $n$ is the dimension of the matrix.

It is worth noting that this method to construct the PSR is relatively conservative because Equation (4) is a sufficient condition for stability rather than a necessary and

---

**Figure 1.** Gerschgorin disk theorem schematic.

**2.2. Parameter Stability Region Construction Method**

Once the system state matrix is obtained by linearizing operation according to its current operation mode, and the elements of the state matrix, especially the diagonal elements, are functions of the parameters of the controllers that dominate the dynamic characteristics. To ensure the rapid construction of PSR, a novel method is proposed. Based on GDT, the eigenvalue distribution range of the system state matrix containing controller parameter variables is rapidly estimated, substituting direct eigenvalue calculation. Then, the feasible range of the controller parameters is backward-deduced according to the small signal stability criterion; thus, the stability region of controller parameters is obtained.
sufficient condition. Therefore, an extension method of the PSR is introduced in the following to reduce the conservatism of the PSR.

The boundary points of the PSR in the direction of the focused parameter extension are selected to re-form the eigenvector matrix, and the extended PSR can be obtained by repeating the formation process of the PSR mentioned above and then superposing all the PSRs. Obviously, the conservativeness of the PSR can be reduced by expanding the PSR several times, forming the extended PSR. As computational complexity also increases correspondingly, the conservatism and the computational complexity of the PSR need to be balanced for practical online application.

2.3. Stability Margin Evaluation Indexes

Once a PSR is obtained, the stability margin evaluation indexes of controller parameters for SSO prevention and control are proposed as follows

\[
F(X) = \left( \sum_{s=1}^{K} d_s \right) / d_b \tag{5}
\]

\[
d_s = \frac{|a_{s1}X_1 + a_{s2}X_2 + \cdots + a_{sn}X_n + b_s|}{\sqrt{a_{s1}^2 + a_{s2}^2 + \cdots + a_{sn}^2}} \tag{6}
\]

where \(s = 1 \sim K\) represents the \(s\)-th fitting hyperplane that constitutes the PSR, respectively, and its hyperplane expression is \(a_{s1}X_1 + a_{s2}X_2 + \cdots + a_{sn}X_n + b_s = 0\), \(X = (X_1, \ldots X_n)\) are the dominant controller parameters of the PSR. \(d_s\) is the distance from the operating point of the dominant controller parameter set to the \(s\)-th fitting hyperplane. \(d_b\) is used as the evaluation benchmark of other parameter points. For the PSR, \(d_b\) is the value of \(\sum_{s=1}^{K} d_s\) calculated at the parameter equilibrium point (the controller parameters when starting PSR construction).

If the parameter set is inside the PSR, then the closer the controller parameters are to the center of the PSR, the greater the index is, and the closer to the PSR boundary, the smaller the index is. If the index \(F\) is greater than 1, it shows that the parameter set is farther away from the boundary, and when the index \(F\) is less than 1, it shows that the parameter set is closer to the boundary, and system small signal stability decreases, so as to provide guidance for the reasonable selection and online refreshing of the controller parameters according to the current operation mode, fulfilling the prevention and control of SSO, thus securing the safe and stable operation of the high-proportion renewable power grid.

3. Preconditions of Gerschgorin Disk Theorem’s Application on Parameter Stability Region and the Construction Method of Transition Matrix

Based on the analysis in Section 2, the GDT guarantees that the eigenvalues of a matrix are located in the disks corresponding to the matrix, and the PSR can be constructed based on the stability constraints on the Gerschgorin disks. However, according to the stability constraints during PSR construction, the centers of the Gerschgorin disks must be on the left side of the imaginary axis, that is, the diagonal elements of the system state matrix must be negative, which is a tough condition and is hardly satisfied in the normal operation of the actual power system. To meet the above requirements and increase the feasibility of online rapid construction of the PSR, a method to structure the transition matrix is proposed, and the approach to construct the PSR with system transition matrix containing parameter variables instead of the system state matrix is given.

The detailed procedure is as follows.

Assuming that under the initial value of the parameter set \((a_0, b_0)\), the state matrix is \(A_0\). The eigenvalues and eigenvectors of the matrix are calculated once, and the eigenvalue diagonal matrix is recorded as \(D_0\) and the right eigenvector matrix is recorded as \(P, D_0\) and \(P\) are known.
When the parameter set changes (denoted as \((a, b)\)), the eigenvalue diagonal matrix \(D\) of the new state matrix \(A\) is as follows

\[
D = \begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_n
\end{bmatrix}
\] (7)

where \(\lambda_1 \cdots \lambda_n\) are eigenvalues (\(\lambda_1 \cdots \lambda_n\) are unknown) of the matrix \(A\), the right eigenvector matrix is recorded as \(X\), \(X = [x_1, x_2, \cdots, x_n]\) (which is unknown), and \(x_i\) is a column vector.

For the matrix \(A\), there are the following relations

\[
A[x_1, \cdots x_n] = [x_1, \cdots x_n] D
\] (8)

i.e.,

\[
A = [x_1, \cdots x_n] D [x_1, \cdots x_n]^{-1}
\] (9)

The matrix \(A\) is multiplied by \(P^{-1}\) on the left and then by \(P\) on the right.

\[
P^{-1} A P = P^{-1} [x_1, \cdots x_n] D [x_1, \cdots x_n]^{-1} P = B
\] (10)

Let \(P1 = [x_1, \cdots x_n]^{-1} P\), which means the matrix \(B\) can also be expressed as \(B = P1^{-1} * D * P1\), and \(B\) is named after the transition matrix.

The right eigenvector matrix \(X\) is equal to \(P\) at the initial set of parameters \((a_0, b_0)\), and, currently, \(P1\) is a unit diagonal matrix. The eigenvalues of \(B\) are equal to \(A\), thus \(B\) is exactly the eigenvalue diagonal matrix of \(A\).

It is worth noting that, on the one hand, \(A\) is stable in the neighborhood of the initial set of parameters, which means its eigenvalues \(\lambda_1 \cdots \lambda_n\) are all non-negative, but the diagonal elements of \(A\) may still exist non-negative elements; thus, the preconditions for applying GDT to the PSR construction cannot be satisfied. However, matrix \(B\) at the initial parameters is the same as the eigenvalue diagonal matrix \(D\) of matrix \(A\), the Gerschgorin disks of \(B\) are distributed as a set of points, the radius of each disk is 0 and the center of each disk is the eigenvalue. In the neighborhood of the initial parameter set, the eigenvalues of \(A\) vary, and \(B\) is approximately equal to the diagonal matrix of the eigenvalues of \(A\). As long as system \(A\) is stable, the eigenvalues of \(A\) are all negative; in other words, the diagonal elements of the \(B\) matrix are negative, satisfying the precondition for the application of GDT to structure PSR. On the other hand, it can be further proved that the eigenvalues of \(A\) are located in the disks of \(B\) in the neighborhood of the initial parameter set; thus, the disks of \(B\) can be used to constrain the eigenvalues of \(A\). Therefore, when the disks of \(B\) are located on the left side of the imaginary axis, the eigenvalues of \(A\) are also located on the left side of the imaginary axis. In consequence, the PSR can be constructed via the method in Section 2 by replacing state matrix \(A\) with the corresponding system transition matrix \(B\) containing parameter variables.

Although there is one more eigenvalue calculation used to apply system transition matrix \(B\) for the PSR construction compared with the state matrix, the unsatisfied precondition that the diagonal elements of the initial system state matrix \(A\) must be negative is eliminated, and the application scope of the PSR construct method is expanded. The superiority of the computational efficiency of the proposed method, compared with the point-wise eigenvalue calculation to construct PSR, increases its potential for online application to prevent and control SSO issues.
4. Case Study of the Construction of the Sub/Super-Synchronous Oscillation-Oriented Dominant Controller Parameters Stability Region

4.1. Case Introduction and Analysis of Dominant Controller Parameters

A Drive Permanent Magnet Synchronous Generator (D-PMSG) via Voltage Source Converter-based High-Voltage Direct Current (VSC-HVDC) renewable power grid is used as the benchmark. Its topology is shown in Figure 2. The simplified model is representative of a collection of multiple renewable power plants into a base and then through the HVDC transmission system, in order to illustrate the application and value of the proposed method.

![Figure 2. The Drive Permanent Magnet Synchronous Generator (D-PMSG) via Voltage Source Converter-based High-Voltage Direct Current (VSC-HVDC) grid-connection system model.](image)

In this benchmark, the operating parameters and controller parameters are set as follows.

In this paper, a “0.69 kV, 12 MW” D-PMSG is used to represent the D-PMSG-based wind farm. The parameters of D-PMSG, VSC-HVDC and their detailed derivation process are referred to [11]. Wind speed is 12 m/s; pitch angle \( \beta \) is 0. The machine side controller (MSC) d-axis reference current \( i_{d, \text{ref}} \) is 0; the grid side controller (GSC) reactive power reference value \( Q_{s, \text{ref}} \) is 0; the DC voltage reference value \( u_{dc, \text{ref}} \) is 1.0 p.u. The reactive power reference value of sending end controller (SEC) \( Q_{s1, \text{ref}} \) is 0.36 p.u, the DC voltage reference value \( u_{dc1, \text{ref}} \) is 1.0 p.u., the active power reference value of receiving end controller (REC) \( P_{s2, \text{ref}} \) is 0.85 p.u., and the reactive power reference value \( Q_{s2, \text{ref}} \) is 0.13 p.u. The grid-connected distance of the wind farm, which means the distance between grid-side bus of D-PMSG \( u_s \) and sending-side bus of VSC-HVDC \( u_{s1} \), is 10 km.

The initial parameters of MSC, GSC, SEC and REC are set in the following.

The MSC parameters \( k_{p1}, k_{q1}, k_{p2}, k_{q2}, k_{p3}, k_{q3} \) are 0.1, 20, 2.1, 10.2, 0.15, 100.2, respectively. The GSC parameters \( h_{p1}, h_{q1}, h_{p2}, h_{q2}, h_{p3}, h_{q3} \) are 1.1, 100, 1.0, 1.3, 1.1, 2000, respectively. The SEC parameters \( b_{p1}, b_{q1}, b_{p2}, b_{q2}, b_{p3}, b_{q3}, b_{p4}, b_{q4} \) are 0.2, 60, 0.6, 6.1, 51, 30, 0.6, 60, respectively. The REC parameters \( c_{p1}, c_{q1}, c_{p2}, c_{q2}, c_{p3}, c_{q3}, c_{p4}, c_{q4} \) are 65, 50, 1.2, 6.1, 0.65, 30, 0.62, 6.7 respectively. The subscripts \( p \) and \( q \) of the controller parameters represent the proportional and integral coefficients, respectively.

The state variables of the system are as follows.

\[
X = [X_{\text{PMSG}}, X_{\text{PMSG-\text{-Ctrl}}}, X_{\text{HVDC}}, X_{\text{HVDC-\text{-Ctrl}}}]^T
\]

\[
X_{\text{PMSG}} = [\Delta \omega_1, \Delta \omega_2, \Delta \delta_1, \Delta \delta_2, \Delta \theta_1, \Delta \theta_2, \Delta \alpha_1, \Delta \alpha_2, \Delta \chi_1, \Delta \chi_2]
\]

\[
X_{\text{PMSG-\text{-Ctrl}}} = [\Delta u_{d1}, \Delta u_{q1}, \Delta u_{d2}, \Delta u_{q2}]
\]

\[
X_{\text{HVDC}} = [\Delta i_{d1}, \Delta i_{q1}, \Delta i_{d2}, \Delta i_{q2}]
\]

\[
X_{\text{HVDC-\text{-Ctrl}}} = [\Delta \lambda_1, \Delta \lambda_2, \Delta \lambda_3, \Delta \lambda_4, \Delta \zeta_1, \Delta \zeta_2, \Delta \zeta_3, \Delta \zeta_4]
\]

(11)

Based on the above state variables, the 28-order state matrix is obtained, and the eigenvalues corresponding to the oscillation modes are obtained and shown in Table 1.

| SSO-1          | SSO-2          | SupSO          |
|---------------|---------------|---------------|
| \(-162.806 + j87.342\) | \(-12.323 + j126.933\) | \(-497.152 + j378.435\) |
| \(-162.806 - j87.342\) | \(-12.323 - j126.933\) | \(-497.152 - j378.435\) |

Table 1. Eigenvalues corresponding to oscillation modes.
The corresponding frequencies and damping ratios of each mode are shown in Table 2.

Table 2. Frequency and damping ratio corresponding to oscillation modes.

| Mode | SSO-1   | SSO-2   | SupSO  |
|------|---------|---------|--------|
| frequency (Hz) | 13.9009 | 20.2021 | 60.2298 |
| Damping ratio   | 0.8812  | 0.0966  | 0.7957  |

Because controller parameters have little influence on Low-Frequency Oscillation (LFO) and High-Frequency Oscillation (HFO) modes, this paper focuses on the Sub-Synchronous Oscillation (SSO)/Super-Synchronous Oscillation (SupSO) modes.

The participating factors of each oscillation mode can be obtained, and the analysis suggests that the controller parameters, i.e., the d-axis outer-loop proportional coefficient \( h_{p1} \), the integral coefficient \( h_{i1} \), and the q-axis proportional coefficient \( h_{p3} \), the integral coefficient \( h_{i3} \) of GSC, and the d-axis outer-loop proportional coefficient \( b_{p1} \) and the integral coefficient \( b_{i1} \) of SEC affect both the SSO-1 and SupSO mode. In other words, there is damping coupling between the SSO-1 and SupSO mode. When adjusting the parameters of these controllers, there are complex effects on the dynamic performance of the coupled modes. For this reason, this paper establishes a PSR to provide guidance for the adjustment of these coupled parameters.

The strongly correlated state variables corresponding to the SSO/SupSO modes are as follows:
- SSO-1: \( \Delta u_{dc} \), \( \Delta x_{1} \), \( \Delta x_{3} \), \( \Delta y_{4} \);
- SSO-2: \( \Delta i_{q} \), \( \Delta w_{3} \);
- SupSO: \( \Delta u_{dc} \), \( \Delta i_{sd} \), \( \Delta i_{sq} \).

The original 28-order state matrix is reduced by-reserving the above strongly correlated state variables. In consequence, the 8-order state matrix is obtained, whose eigenvalues of the modes after order reduction process are in Table 3.

Table 3. The eigenvalues of the modes after order reduction.

| Mode | SSO-1     | SSO-2     | SupSO      |
|------|-----------|-----------|------------|
|      | \(-151.3742 + j83.1829\) | \(-12.3246 + j126.9336\) | \(-498.8908 + j373.1220\) |
|      | \(-151.3742 - j83.1829\) | \(-12.3246 - j126.9336\) | \(-498.8908 - j373.1220\) |

The frequency and damping ratio of each oscillation mode are shown in Table 4.

Table 4. Frequency and damping ratio corresponding to oscillation modes after order reduction.

| Mode | SSO-1 | SSO-2 | SupSO |
|------|-------|-------|-------|
|      | Frequency (Hz) | 13.24 | 20.20 | 59.38 |
|      | Damping ratio   | 0.8764 | 0.0966 | 0.8008 |

Comparing Table 2 with Table 4, the mode frequency and damping ratio of the SSO modes are similar to those before order reduction, which means the order reduction process is successful.

4.2. Construction of Parameter Stability Region

According to the results of the participation factor analysis, \( h_{p1} \), \( h_{i1} \), \( h_{p3} \), \( h_{i3} \), \( b_{p1} \), \( b_{i1} \) are all dominant variables, and the PSR is constructed according to the above six variables, on principle. For the sake of visual clarity, the q-axis proportional coefficient \( h_{p3} \) of GSC of D-PMSG and the d-axis outer-loop proportional coefficient \( b_{p1} \) of SEC of VSC-HVDC, which are the controller parameters that represent the coupling in the renewable power base (source side) and HVDC transmission system (grid side), respectively, and affect the studied SSO/SupSO with relatively high sensitivity according to the sensitivity calculation, are taken as dominant variables for PSR construction to demonstrate the method proposed in this paper, so as to visually display the two-dimensional PSR on the plane, which is...
more intuitive. Besides this, the PSR can be built via other strongly correlated dominant variables. The method does not construct the PSR for each SSO mode individually, but for multiple SSO modes together.

The functional relationships of each matrix element with respect to \( h_{p3} \) and \( b_{p1} \) are approximated, and are shown in Appendix A. It can be seen that the controller parameters \( h_{p3} \) and \( b_{p1} \) mainly affect the elements of columns 2–8 in rows 2, 4 and 8, and all of them are functions of \( h_{p3} \) and \( b_{p1} \).

The set of parameters \( h_{p3} = 1.1, b_{p1} = 0.2 \) is substituted into the state matrix \( A \), shown in Tables A1 and A2, and then the 8-order numerical state matrix is obtained, then the corresponding right eigenvector matrix \( P \) is obtained by the initial eigenvalue calculation. A transition matrix \( B (P^{-1}AP) \) is formed via Equation (10).

According to Equations (2) and (3), the stability constraints to be satisfied for the PSR are obtained as follows.

Constraint of the center of disk

\[
\text{Re}(b_{ii}) \leq 0, \quad i = 1 \sim n
\]  

(12)

where \( b_{ii} \) is the diagonal element of the matrix \( B \), and \( n \) is the matrix dimension.

Constraints for the distance from the center of a disk to the imaginary axis and radius

\[
R_i - \left| \text{Re}(b_{ii}) \right| = \sum_{j=1,j \neq i}^{n} b_{ij} - \left| \text{Re}(b_{ii}) \right| \leq 0, \quad i = 1 \sim n
\]

(13)

where \( R_i \) is the radius of the \( i \)-th disk and \( b_{ij} \) is the non-diagonal element of the matrix \( B \).

The intersection of \( h_{p3}-b_{p1} \) parameter sets which satisfy the above stability constraints forms the PSR, and its boundary can be obtained by taking the equal sign in Equations (12) and (13).

The PSR of \( h_{p3}-b_{p1} \) obtained via the above constraints is shown as the shadowed area in Figure 3.

![Figure 3. The parameter stability region (PSR) of \( h_{p3}-b_{p1} \) (parameter equilibrium point: \( h_{p3} = 1.1, b_{p1} = 0.2 \)).](image)

The PSR obtained by point-wise calculation of eigenvalues is also given here for comparison (where \( h_{p3} \) is 0–5, \( b_{p1} \) is 0–5, and the interval is 0.01). The compared results are shown in Figure 4.

In Figure 4, the PSR obtained by the point-wise calculation of eigenvalues is surrounded by the blue line and the coordinate axis, and the black shadowed area is the PSR obtained by the proposed method. It can be seen that the PSR obtained by the proposed method is located inside the point-wise PSR, which illustrates the effectiveness of the
The system state matrix is related to the system operating status (power flow). When the operation mode of the power system is different, the system state matrix varies subsequently, and the PSR need to be re-constructed according to the updated system state matrix in the exact same method.

The basis of system dynamic analysis and PSR construction is the system state matrix, whose elements are functions of controller parameters in the system. However, not every controller parameter is strongly related to the system oscillation mode, and the accuracy of these parameters does not have an important influence on the analysis of dynamic characteristics and the construction of PSR. Therefore, it is unnecessary to know the accurate value of each controller in the whole renewable power system; if there are unknown non-dominant controller parameters, the default values can be used instead of accurate actual values. For the important dominant controller parameters, which can be selected to construct the PSR, the scope or feasible areas of the dominant controller parameters are decided by the PSR. The exact value is not required during the PSR construction process, but needed for the PSR-based stability margin evaluation. For unknown parameters that have a great influence on dynamic characteristics, parameters can be obtained by online identification of WAMS in the practical system.

4.3. The Extension of Parameter Stability Region

In order to reduce the conservatism of the PSR obtained by the proposed method, the PSR can be extended by the method introduced in Section 2.2. In the PSR shown in Figure 3, the set of parameters (h\textsubscript{p3} = 2.41, b\textsubscript{p1} = 0.12) is the boundary point of the PSR obtained, a PSR area is added via extension, which is the shadow area in Figure 5. The added PSR area is merged with the PSR in Figure 3 to form the extended PSR, which is the shadow part in Figure 6. This process can be further fulfilled to extend the PSR area. Obviously, conservativeness of the PSR is effectively reduced, and the results are shown in Figure 6.

For stability margin evaluation, the benchmark \( d_o \) is firstly obtained for the parameter equilibrium point (h\textsubscript{p3} = 1.1, b\textsubscript{p1} = 0.2), which is 1.5861. Then, the index for any parameter set can be obtained. Take the PSR in Figure 2, for example: for the parameter set (h\textsubscript{p3} = 2, b\textsubscript{p1} = 0.2) inside the PSR, the index is F = 0.6757, which is less than 1, indicating that the parameter set (h\textsubscript{p3} = 2, b\textsubscript{p1} = 0.2) is closer to the PSR boundary and the small signal stability is not desirable, compared with the parameter equilibrium point (h\textsubscript{p3} = 1.1, b\textsubscript{p1} = 0.2). It can be said that the stability margin evaluation index can reflect the stability margin quantitatively and provide visual guidance for SSO prevention and control.
5. Conclusions

The basis of system dynamic analysis and PSR construction is the system state matrix, whose elements are functions of controller parameters in the system. However, not all parameters are needed for the PSR construction process, but needed for the PSR-based stability margin evaluation. For unstable parameters, which affect the dynamic characteristics and the construction of PSR. Therefore, it is unnecessary to know the accurate actual values. For the important dominant controller parameters, which can be known parameters that have a great influence on dynamic characteristics, parameters can be selected to construct the PSR, the scope or feasible areas of the dominant controller parameters are decided by the PSR. The exact value is not required during the PSR construction. The basis of system dynamic analysis and PSR construction is the system state matrix, whose elements are functions of controller parameters in the system. However, not all parameters are needed for the PSR construction process, but needed for the PSR-based stability margin evaluation. For unstable parameters, which affect the dynamic characteristics and the construction of PSR. Therefore, it is unnecessary to know the accurate actual values. For the important dominant controller parameters, which can be selected to construct the PSR, the scope or feasible areas of the dominant controller parameters are decided by the PSR. The exact value is not required during the PSR construction. The basis of system dynamic analysis and PSR construction is the system state matrix, whose elements are functions of controller parameters in the system. However, not all parameters are needed for the PSR construction process, but needed for the PSR-based stability margin evaluation. For unstable parameters, which affect the dynamic characteristics and the construction of PSR. Therefore, it is unnecessary to know the accurate actual values. For the important dominant controller parameters, which can be selected to construct the PSR, the scope or feasible areas of the dominant controller parameters are decided by the PSR. The exact value is not required during the PSR construction.

In the case of the 0.01 interval, the times taken for each method are in Table 5.

Table 5. Time-consuming comparison under 0.01 parameter interval.

| Method                  | Method 1 | Method 2 |
|-------------------------|----------|----------|
| time-consuming(s)       | 19.76    | 0.5691   |

In the case of the 0.001 interval, the times taken for each method are in Table 6.

Table 6. Time-consuming comparison under 0.001 parameter interval.

| Method                  | Method 1 | Method 2 |
|-------------------------|----------|----------|
| time-consuming(s)       | 0.01     | 0.001    |

4.4. The Comparision of Computational Complexity

The computational complexity is compared to demonstrate the superiority of the proposed method. The method of obtaining PSR by point-wise calculation of eigenvalues is called method 1, and the proposed method is called method 2. The consuming times are obtained via a desktop with Intel Core i5-4590, CPU at 3.30 GHz 8.00 GB, Windows 7 operation system plus MATLAB R2014a, where $h_{p3}$ is $0-5$, $b_{p1}$ is $0-5$ and the intervals are 0.01 and 0.001, respectively, for the point-wise eigenvalue method.

In the case of the 0.01 interval, the times taken for each method are in Table 5.

Table 5. Time-consuming comparison under 0.01 parameter interval.

| Method                  | Method 1 | Method 2 |
|-------------------------|----------|----------|
| time-consuming(s)       | 19.76    | 0.5691   |

In the case of the 0.001 interval, the times taken for each method are in Table 6.
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Figure 5. The PSR of $h_{p3}$-$b_{p1}$ (parameter equilibrium point: $h_{p3} = 2.41$, $b_{p1} = 0.12$).

Figure 6. The extended PSR of $h_{p3}$-$b_{p1}$.

The computational complexity is compared to demonstrate the superiority of the proposed method. The method of obtaining PSR by point-wise calculation of eigenvalues is called method 1, and the proposed method is called method 2. The consuming times are obtained via a desktop with Intel Core i5-4590, CPU at 3.30 GHz 8.00 GB, Windows 7 operation system plus MATLAB R2014a, where $h_{p3}$ is $0-5$, $b_{p1}$ is $0-5$ and the intervals are 0.01 and 0.001, respectively, for the point-wise eigenvalue method.

In the case of the 0.01 interval, the times taken for each method are in Table 5.

Table 5. Time-consuming comparison under 0.01 parameter interval.

| Method                  | Method 1 | Method 2 |
|-------------------------|----------|----------|
| time-consuming(s)       | 19.76    | 0.5691   |

In the case of the 0.001 interval, the times taken for each method are in Table 6.

Table 6. Time-consuming comparison under 0.001 parameter interval.

| Method                  | Method 1 | Method 2 |
|-------------------------|----------|----------|
| time-consuming(s)       | 0.01     | 0.001    |
Table 6. Time-consuming comparison under 0.001 parameter interval.

| Method           | Method 1 | Method 2 |
|------------------|----------|----------|
| time-consuming(s)| 2119.2   | 2.2411   |

Tables 5 and 6 show that the computational complexity of method 2 increases very slowly, while that of method 1 increases rapidly with the increase in accuracy. The greater the accuracy, the more obvious the advantage of method 2, which demonstrates the merit of the proposed method in computational efficiency and its potential for online application.

5. Conclusions

Aiming at the prevention and control of the SSO issue in renewable power grids and rapid online assessment of the matching of controller parameters between power generation side and grid side under the current operation mode, a novel method to construct controller PSR is proposed. Based on GDT, the eigenvalue distribution range of the system state matrix containing controller parameter variables is rapidly estimated, instead of the time-consuming direct calculation of eigenvalues, and then the PSR is deduced according to the small signal stability criterion and corresponding stability constraints on the obtained eigenvalue distribution range. On the basis of PSR, the stability margin evaluation index is proposed to rapidly evaluate the distance between the controller parameter set and the boundary of the PSR, providing guidance for the reasonable selection and online refreshing of the controller parameters under the current operation mode for the prevention and control of SSO, so as to secure the safe and stable operation of the high-proportion renewable power grid. Specifically, the preconditions of the application of the GDT on the PSR construction are discussed in detail, and a construction method of transition matrix is proposed based on a system state matrix. The transition matrix is used for the PSR construction instead of applying the system state matrix directly to overcome its limitations. Furthermore, to reduce the conservativeness of the PSR, a method for extension of the PSR is also given. The validity and correctness of the proposed methods are verified via a DPMSG-HVDC benchmark. The efficiency of the proposed method is highlighted by comparing the proposed method and the point-wise eigenvalue calculation of the state matrix from a time-consuming perspective, which demonstrates its potential for online application.

This paper mainly focuses on the PSR construction method and its application procedure; the further research directions are in following:
1. The method of rapid PSR construction’s application to the impedance model;
2. The application of the proposed PSR method in a practical large-scale renewable power system;
3. The mechanism for the constructed PSR, which is more robust to the unknown control parameters and uncertainties;
4. Detailed investigations into whether and how wind-farm output fluctuates affect the PSR of different benchmarks are currently taking place. The progress is expected to be reported in a separate submission.
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Appendix A

The functional relationships of each matrix element with respect to $b_{p3}$ and $b_{p1}$.

### Table A1. The functional relationships of 1–4 Column elements of matrix $A$ with respect to $b_{p3}$ and $b_{p1}$.

| $-24.649$ | $0$ | $0$ | $0$ |
| $41.132$ | $b_{p1} \times (-5.255) + 73.573$ | $-b_{p1} \times (3.669) + 70.925$ | $1.32 \times b_{p1} + b_{p3} \times (0.167 \times b_{p1} + 6.392) + 113.79$ |
| $0$ | $-1725.05$ | $-1569.0$ | $0$ |
| $0$ | $-b_{p1} \times (649.87) + 6983.68$ | $-b_{p1} \times (453.50) - 3944.29$ | $b_{p1} \times (257.1) + b_{p3} \times (b_{p1} \times (32.64) - 1.5) - 605.61$ |
| $-1.0$ | $0$ | $0$ | $0$ |
| $0$ | $0$ | $0$ | $0$ |
| $0$ | $0$ | $0$ | $-1.0002$ |
| $0$ | $b_{p1} \times (3.035) + 33.301$ | $b_{p1} \times (2.118) + 18.17$ | $-b_{p1} \times (1.201) + b_{p3} \times (b_{p1} \times (0.152) + 1.674) - 2.084$ |

### Table A2. The functional relationships of 5–8 Column elements of matrix $A$ with respect to $b_{p3}$ and $b_{p1}$.

| $16,264$ | $0$ | $0$ | $0$ |
| $-5218.8$ | $b_{p1} \times (477.94) - 6788.57$ | $-b_{p1} \times (527.92) - 12787.47$ | $-b_{p1} \times (4.595) - 217.67$ |
| $0$ | $156820$ | $0$ | $0$ |
| $0$ | $b_{p1} \times (59073.7) + 634868.7$ | $b_{p1} \times (-65255.7) + 3019.26$ | $b_{p1} \times (-568.02) + 26.24$ |
| $0$ | $0$ | $0$ | $0$ |
| $0$ | $0.0045$ | $0.0226$ | $0$ |
| $0$ | $-b_{p1} \times (275.94) - 3027.35$ | $b_{p1} \times (304.79) + 3346.44$ | $b_{p1} \times (2.653) - 98.02$ |
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