Self-backpropagation of synaptic modifications elevates the efficiency of spiking and artificial neural networks
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Many synaptic plasticity rules found in natural circuits have not been incorporated into artificial neural networks (ANNs). We showed that incorporating a nonlocal feature of synaptic plasticity found in natural neural networks, whereby synaptic modification at output synapses of a neuron backpropagates to its input synapses made by upstream neurons, markedly reduced the computational cost without affecting the accuracy of spiking neural networks (SNNs) and ANNs in supervised learning for three benchmark tasks. For SNNs, synaptic modification at output neurons generated by spike timing–dependent plasticity was allowed to self-propagate to limited upstream synapses. For ANNs, modified synaptic weights via conventional backpropagation algorithm at output neurons self-backpropagated to limited upstream synapses. Such self-propagating plasticity may produce coordinated synaptic modifications across neuronal layers that reduce computational cost.

INTRODUCTION  
Activity-dependent synaptic modification is essential for learning in natural and artificial neural networks (ANNs). In ANNs, the idea that synaptic weights could be tuned to achieve the correct output has led to the development of a computational algorithm for supervised learning known as backpropagation (BP) (1). In BP, errors in the output of ANNs with respect to the differences between output values and expected values are used to adjust synaptic weights of upstream synapses layer by layer until the output meets the expectation. BP has been widely used in various types of ANNs, including convolutional and recurrent neural networks (2). There is now increasing interest in brain-inspired machine learning algorithms (3–6) that incorporate distinct brain features and could achieve problem solving with high efficiency and low computational cost. Spiking neural networks (SNNs) are considered to be the third-generation ANNs (7), in which information is conveyed by discrete events, called spikes or action potentials. While SNNs could be more potent in processing temporal information (8), there remains difficulty in developing learning algorithms with an efficiency comparable to that of BP. Methods commonly used to train SNNs to perform machine learning tasks can be roughly classified into five categories: recursive least square (RLS)–based, gradient-based, reward-based, conversion-based, and plasticity-based. First-order reduced and controlled error (FORCE) is a special RLS-based method, which has been well applied on tasks of sequence storage and replay in a recurrent SNN (9). Gradient-based methods are borrowed from BP, including spatial and temporal types, to train SNNs in a supervised manner. Spatial types such as surrogate gradient (10) and approximate gradient [pseudo-BP (p-BP)] (11) are used to circumvent the nondifferentiable nature of spikes (7), and temporal types like BP through time (BPTT) (12) and SpikeProp (13) are designed for gradient learning recursively and temporally (with spike latency). The reward-based methods, including eligibility propagation (14) and reward propagation (15), are more efficient on sequential machine learning tasks. Conversion-based methods that directly convert learned ANNs to SNNs are simpler but still limited by BP on both biological interpretability and plausibility (16). Substantial efforts have also been made in applying biologically plausible plasticity rules found in natural neural circuits into SNNs, including Hebb’s rule (17, 18), short-term plasticity (STP) (19, 20), long-term potentiation (LTP) (21, 22), long-term depression (LTD) (23), and spike timing–dependent plasticity (STDP) (24, 25). All these are local plasticity rules involving activity-dependent modification of synapses that induce the postsynaptic activity. Here, we focused more on plasticity-based methods and showed that introducing a novel form of nonlocal synaptic plasticity, termed “self-BP” (SBP) of synaptic potentiation and depression (26–30), helped to achieve a coordinated global propagation of synaptic modification, resulting in increased accuracy of SNNs and reduced computational cost of ANNs in performing supervised learning.  
The phenomenon of SBP, first discovered in cultures of hippocampal neurons (26, 30), involves cross-layer BP of LTP and LTD from output synapses to input synapses of a neuron (Fig. 1A). Although other forms of nonlocal spreads of LTP and LTD in the pre- and postsynaptic neurons have been observed in natural networks (26, 27, 30), we here confined our study on SBP, because its existence was confirmed in developing retinotectal circuits in vivo (28, 29). The phenomenon of SBP represents a form of nonlocal activity-dependent synaptic plasticity that may endow developing neural circuits the capacity to modify the weights of input synapses on a neuron in accordance with the status of its output synapses (27). In training SNNs, potentiation and depression of synapses on output neurons could result from STDP due to relative spike timing between network-generated and targeted spike trains at the output neuron, thus representing positive and negative weight modifications based on supervised learning. Further SBP of potentiation and depression signals to upstream synapses provided an efficient approach for backpropagating the “correct” and “error” signals, respectively. In
training ANNs, traditional BP was used for synaptic weight adjustment at the output layer based on error signals. However, we found that replacing BP with SBP for weight adjustment of upstream synapses during a fraction of the learning period also produced beneficial effects.

**RESULTS**

**Introducing SBP into three-layer SNNs and ANNs**

For training SNNs, we used a three-layer SNN (Fig. 1C). In the first (input) layer, neurons received spike trains as inputs encoded by comparing raw signals from datasets with a train of generated random numbers (see Materials and Methods for more details). The second (hidden) layer consisted of both excitatory and inhibitory leaky integrate-and-fire (LIF) neurons that exhibited the refractory period, nonlinear integration, and nondifferentiable membrane potential. The third (output) layer consisted of excitatory LIF neurons that received spiking signals from hidden layer neurons, and the supervised teaching signals were presented only in training procedures. The learning process used both local form of synaptic modification, i.e., STP (19, 20, 31) and STDP (32, 33), and nonlocal SBP via sequential steps. First, feedforward processing of spiking signals was performed without introducing synaptic plasticity. Second, we introduced STP and homeostatic adjustments of membrane potential (homeo-V) in hidden layer neurons to stabilize the spiking capability of the network (see Materials and Methods for details). Third, potentiation (“+”) or depression (“−”) of synaptic weights (Wj,k) was produced by the STDP rule at all synapses made by hidden neurons onto output neurons (Fig. 1B). Last, potentiation or depression of latter synapses was allowed to spread retrogradely by SBP to synapses made by input neurons on hidden neurons. For introducing some specificity in the amount of synaptic modification via SBP, we set a percentage factor (λp∈[0.1,1]) and a fraction factor (λd∈[0.1,1]), allowing SBP to cover only a percentage of upstream neurons (see Materials and Methods for details) and a fraction of synaptic modifications to undergo SBP, respectively.

The restricted Boltzmann machine (RBM) network (34) was used to examine the effect of introducing SBP into ANNs. The RBM contained three layers, artificial neurons with rectified linear unit (ReLU) activation functions, and fully connected feedforward connections (Fig. 2A). The learning procedure consisted of two phases: the unsupervised “sleep” phase and the supervised “wake” phase. During the sleep phase, only the energy function (see Materials and Methods for details) was used for calculating neuronal states toward the minimal energy (Fig. 2C). The wake phase included two types (I and II), interleaved by the sleep phase. In wake phase I, synaptic
weights at the output layer \( (W_{j,k}) \) were updated according to standard BP algorithm with both energy and cost functions (BP1; see Materials and Methods for details), resulting in potentiation (+) or depression (−), and this was followed by the SBP of + or − (Fig. 2D). In wake phase II, BP was performed in a conventional manner, with BP2 (at the hidden layer) following BP1 (Fig. 2E). The learning procedure is summarized in the schematic diagram in Fig. 2B. The amount of self-propagated modifications was set as a fraction of \( \Delta W_{j,k} \), represented by the parameter \( \theta_{sbp} \) in \( E^{RBM} \) and also the parameter \( \lambda_f \) (corresponding to that in SNNs), and the percentage of upstream neurons receiving SBP was described by \( \lambda_p \) as that in SNNs. Note that the replacement of BP1 by SBP during wake phase I could notably reduce the computational cost normally required to perform the differential calculation of BP2 during the learning process.

In this study, we examined the effects of introducing SBP on the accuracy and computational cost of SNNs and ANNs for three different learning tasks involving different extents of temporal information: (i) recognition of handwritten digits, using Modified National Institute of Standards and Technology (MNIST) dataset (Fig. S1A) (35); (ii) phonetic transcription, using NETtalk dataset (Fig. S1B) (36); and (iii) gesture recognition, using event-based dynamic vision sensor gesture (DvsGesture) dataset (Fig. S1C) (37). The computational cost of networks during learning was defined by the product of the mean training epoch to achieve some defined accuracy levels (Fig. 3A) and algorithmic complexity per epoch (Fig. 3B). Our results demonstrated that introducing SBP into SNNs resulted in higher accuracies and lower computational costs in learning all three tasks. Furthermore, the combined use of SBP and BP in ANNs also resulted in similar benefits in all three tasks. These results underscored the usefulness of introducing a novel nonlocal plasticity rule found in natural neural networks into SNNs and ANNs.

**SBP improved the efficiency of SNNs for three benchmark tasks**

For learning hand digit recognition on MNIST dataset, we used an SNN comprising 784 input neurons, 500 hidden neurons (half excitatory and half inhibitory), and 10 output neurons, with other configuration parameters shown in table S1. We trained the SNN with a subset (60,000) of MNIST dataset and tested its accuracy using the remaining MNIST data (10,000). The values of \( \lambda_p \) (\( \lambda_p = 0.3 \)) and \( \lambda_f \) (\( \lambda_f = 0.7 \)) were chosen as the standard parameters after a range of values were tested for optimal performance of SNNs (Fig. 4B). We found that the training error rate of SNNs using SBP converged faster than that found without using SBP (fig. S2A). The test error rate reached 6.25 ± 0.52% (SD, n = 5) compared to 4.86 ± 0.12% (SD, n = 5) across the 100th epoch after the 91st epoch when only local plasticity rules (STDP and STP) were used, and it was significantly reduced to 4.86 ± 0.12% (SD, n = 5) after the 100th epoch with the addition of SBP (P < 0.01, t test; Fig. 4A). Furthermore, we compared the accuracy of the hand digit recognition achieved by SBP with or without STP and found that STP helped to converge training (fig. S2D) and reduce test error rate of SNNs slightly (from 5.02 ± 0.14% to 4.86 ± 0.12%; SD, n = 5; P < 0.01, t test; fig. S2G). Moreover, the
computational cost for SNNs with and without SBP was (1.92 ± 0.27) × 10^7 and (0.88 ± 0.09) × 10^7 (SD, n = 5; P < 0.01, t test), respectively (Fig. 4C). Thus, the SBP elevated accuracy (by ~1.4%) and reduced computational cost (by ~54.2%) of SNNs. Last, we compared the performance and computational cost of our learning algorithms with those of other reported state-of-the-art SNN algorithms using plasticity-based (20, 32, 38) and gradient-based (14, 15, 39, 40) rules. For an SNN model consisting of the same number of parameters as described above (the number of neurons in input, hidden, and output layers), our algorithms yielded a higher accuracy and lowered computational cost than previously reported plasticity-based algorithms (fig. S3, A and B, and table S2). We also examined a gradient-based SNN using SBP (spiking multilayer perception (spiking-MLP)) and found similar benefits (fig. S3, A and B).

For learning phonetic transcription on NETtalk dataset, the SNN had to deal with multiple target phonemes. We thus used an architecture comprising 189 input neurons, 500 hidden neurons (half excitatory and half inhibitory), and 26 output neurons (that yielded 116 classes). Other network parameters are shown in table S1. The introduction of SBP improved the efficiency of SNNs after training with λ_p = 0.3 and λ_f = 0.7 (Fig. 4E), showing a test error rate of 14.30 ± 0.12% (SD, n = 5), which was lower than that obtained by using only STP and STDP in the absence of SBP (15.74 ± 0.20%; SD, n = 5; P < 0.01, t test) on the same test dataset (Fig. 4D and fig. S2B). Local STP had little help in achieving higher accuracy, because the test error rate (14.30 ± 0.12%; SD, n = 5) when both STP and SBP were present was similar to that found when STP was absent (14.30 ± 0.13%; SD, n = 5; fig. S2, E and H). Furthermore, SBP also reduced computational cost from (4.47 ± 0.43) × 10^6 (without SBP) to (0.91 ± 0.37) × 10^6 (with SBP; SD, n = 5; P < 0.001, t test; Fig. 4F). Thus, the SBP elevated accuracy (by ~1.4%) and reduced computational cost (by ~79.6%) of SNNs. Our results also yielded higher accuracy and lowered computational cost than those obtained by using our SNN structure and other reported plasticity-based (20) and gradient-based (14, 15, 39, 40) algorithms for SNNs (fig. S3, C and D, and table S2).

For learning gesture recognition on DvsGesture dataset, we used an SNN architecture comprising 1024 input neurons, 500 hidden neurons (half excitatory and half inhibitory), and 11 output neurons (corresponding to 11 gesture types). Detailed network parameters are listed in table S1. The use of SBP in addition to STP and STDP reduced the test error rate from 16.56 ± 0.16 (SD, n = 5) to 15.24 ± 0.04% (SD, n = 5; P < 0.001, t test) (Fig. 4G and fig. S2C) after training with λ_p = 0.3 and λ_f = 0.7 (Fig. 4H). The test error rate achieved by SNN using SBP and STP was 15.24 ± 0.04% (SD, n = 5), which was slightly lower than that using SBP without STP (15.41 ± 0.11%; SD, n = 5; P < 0.01, t test) (fig. S2, F and I). Furthermore, the computational cost for SNNs was (0.92 ± 0.03) × 10^7 and (1.53 ± 0.40) × 10^7, with and without SBP, respectively (SD, n = 5; P < 0.001, t test; Fig. 4I). Hence, the SBP elevated SNN’s accuracy (by ~1.3%) and reduced SNN’s computational cost (by ~39.9%). Our results also yielded higher accuracy and lowered computational cost than that obtained by using reported plasticity-based (20) and gradient-based (14, 15, 39–41) SNN algorithms on our network architecture (fig. S3, E and F, and table S2). In summary, the introduction of SBP during training for three benchmark tasks elevated the efficiency of SNNs by increasing the accuracy (up to 1.4%) and greatly reducing the computational cost (up to 79.6%).

**SBP improved the efficiency of ANNs for three benchmark tasks**

For learning hand digit recognition, we used an RBM network comprising 784 input neurons, 500 hidden neurons, and 10 output neurons. Other related key parameters are shown in table S1. We trained the RBM with a subset (60,000) of the MNIST dataset and tested the accuracy of the RBM during the course of learning with a separate subset (10,000) from the data. We compared the error rates for two types of training: First, only BP (BP_1 + BP_2) was used in all stages of wake phase, and second, SBP was introduced (BP_1 + SBP) in wake phase I. We found that the error rate gradually reduced in nearly identical manner as the training proceeded (fig. S2J). After 100 epochs of training with wake phase I including BP_1 + SBP, the test error rate reached 2.11 ± 0.08% (SD, n = 5), a value lower (~0.31% improvement) than that obtained with 100 epochs of training with BP only (BP_1 + BP_2 in both wake phase I and phase II) (2.42 ± 0.13%; SD, n = 5; P < 0.001, t test; Fig. 5A). We further examined the dependence of RBM performance difference (Δ% accuracy during the test; top panel in Fig. 5B) on the number of iterations during sleep and wake.
phases ($N_s$ and $N_w$) for each training epoch, which is directly related to the computational cost (bottom panel in Fig. 5B). By varying $N_s$ and $N_w$ from 1 to 26 with increments of 5, we obtained an accuracy difference map ($\Delta$Acc) for the RBM performance with and without SBP for different combinations of $N_s$ and $N_w$. We found that a broad distribution of $N_s$ and $N_w$ could yield higher accuracy by training with SBP in the wake phase, and the optimal pair of $N_s$ and $N_w$ to achieve the highest benefit was 11 and 6, respectively. We further estimated the computational cost difference of training RBM with and without SBP at these optimal values of $N_s$ and $N_w$. The result showed that the computational cost for training with SBP [(0.57 ± 0.01) x 10^7; SD, $n=5$] was substantially lower (a ~57.1% reduction) than that for training with BP only [(1.33 ± 0.03) x 10^7; SD, $n=5$; $P<0.001$, t test; Fig. 5C].

For learning phonetic transcription, we used an RBM network comprising 189 input neurons, 500 hidden neurons, and 26 output neurons. Other related key parameters are shown in table S1. We trained the RBM with a subset (5033) of the NETtalk dataset and tested the accuracy of the RBM using a separate subset (500) from the NETtalk dataset during the course of learning. We found that the final converged error rates were similar with and without SBP for the training set (fig. S2K) and significantly lower for the test set for training with SBP (16.99 ± 0.28%), as compared to that without SBP (17.59 ± 0.64%; SD, $n=5$; $P=0.002$, t test) (Fig. 5D), representing ~0.6% improvement. Notably, the error rates converged much faster during the training with SBP for both the training and test datasets. This result showed that the introduction of SBP resulted in a lower error rate during both training and test, implicating higher

---

*Fig. 4. SBP improved the performance of SNNs in three benchmark tasks. (A to C) Performance of SNNs for the hand digit recognition task using the MNIST dataset. (A) The SBP-improved SNN achieved higher test accuracy compared with that obtained without SBP (both with the same STDP, STP, and homeostatic V adjustment). Arrows point to the error rates of upper bound and lower bound, respectively, for comparing the computational cost. (B) Accuracies of SNNs using pairs of percentage factor ($\lambda_p$) and fraction factor ($\lambda_f$). The same pair of parameters ($\lambda_p=0.3$ and $\lambda_f=0.7$) was selected for a relatively better network performance (dashed circles) in all three tasks. The accuracy is coded in color by the scale shown on the right. (C) The SNN using SBP improved accuracy and reduced the computational cost [at error rates defined by arrowheads in (A)] compared to that found without SBP. (D to F) Performance of SNNs for the phonetic transcription task, presented in the same manner as that in (A) to (C). (G to I) Performance of SNNs for the gesture recognition task using the DvsGesture dataset presented in the same manner as that in (A) to (C). All figures are averaged over five repeating experiments with different random seeds.*
network efficiency. Furthermore, the difference matrix of RBM with SBP learning also showed a broad distribution of $N_s$ and $N_w$ that yielded higher accuracy (top panel in Fig. 5E) and lower computational cost (bottom panel in Fig. 5E) compared to that without SBP, with optimal $N_s$ and $N_w$ values of 16 and 6, respectively. The use of SBP at these optimal $N_s$ and $N_w$ values reduced the computational cost by $\sim 36.0\%$ [from $(2.28 \pm 0.17) \times 10^6$ to $(1.46 \pm 0.04) \times 10^6$; SD, $n=5$; $P<0.001$, t test] (Fig. 5F).

Fig. 5. SBP improved RBM performance in three benchmark tasks. (A to C) Performances of three-layer RBMs for hand digit recognition task. (A) Progressive reduction of the error rate (percentage of error trials) for the test dataset during RBM learning (see fig. S2, J to L, for error rates of three training datasets) with BP alone (blue) and with the addition of SBP (red) during the wake phase. Each curve consisted of 100 epochs of training that alternated between sleep and wake phases (see Fig. 2B). Arrows point to the error rates of upper bound and lower bound, respectively, for comparing the computational cost. (B) Dependence of RBM efficiency on training computational cost in sleep and wake phases. The gain in accuracy (upper) or computational cost (lower) of the RBM performance after training was indicated by the difference of accuracy ($\Delta$Acc) or cost ($\Delta$Cost) obtained by training with and without SBP, and was plotted against the number of epochs during the sleep phase ($N_s$) and wake phase ($N_w$). The $N_s$ and $N_w$ values between 1 and 26 (with an increment of 5) were used. Optimal $N_s$ and $N_w$, in terms of the gain in both accuracy and cost, were marked by white stars and chosen for presentation in (C). (C) Summary histograms on the average of maximal accuracy and computational costs marked by arrowheads in (A) at the optimal $N_s$ and $N_w$ chosen from the matrix in (B). (D to I) Performance of RBM for phonetic transcription task (D to F), and gesture recognition task (G to I), presented in the same manner as that in (A) to (C). (G) Early stopping was given at the 60th epoch for the test convergence.
For learning gesture recognition, the dataset was first reduced in size from 128 × 128 pixels to 32 × 32 pixels by a preprocessing procedure (see Materials and Methods for details) to fit the relatively low number of neurons in our three-layer RBM, which comprised 1024 input neurons, 500 hidden neurons, and 11 output neurons. We trained the RBM with a subset (1176) of DvsGesture data and tested the accuracy of RBM using a separate data subset (288) during the course of learning. We found that training with SBP yielded an error rate slightly lower than that of the training without SBP at the end of 100 training epochs (fig. S2L). For test set, the error rate became much lower for training with SBP than without SBP after 60 epochs of training. At the 50th epoch, the error rate for recognizing the test set reached the minimum of 29.12 ± 1.82% (SD, n = 5) for the network trained with SBP, a value significantly lower than that obtained without SBP (33.33 ± 1.48%; SD, n = 5; P < 0.01, t test) (Fig. 5G), representing ~4.2% improvement. The difference matrix at the 50th training epoch also showed a broad distribution of higher accuracy (top panel in Fig. 5H) and lower computational cost (bottom panel in Fig. 5H) for different combinations of $N_i$ and $N_o$, with the optimal values of 16 and 11, respectively. The computational cost for training with SBP [(1.12 ± 0.04)×10^7] was also lower than that without SBP [(4.35 ± 0.01) × 10^7; SD, n = 5; P < 0.001, t test], representing ~74.3% reduction of the computational cost (Fig. 5I). In summary, we found that when SBP was introduced into the training of RBM, a type of ANNs, the performance on all three benchmark tests was improved to varying extents by reducing both the error rate (up to 4.2%) and computational cost (up to 74.3%).

**DISCUSSION**

In this work, we have introduced SBP of synaptic modification into SNNS and ANNs and examined its benefit for learning three benchmark tasks. For simplicity, we used three-layer feedforward networks comprising a variable number of neurons in the input, hidden, and output layers, depending on the task. The learning of the SNN consisted of two independent phases: first, the unsupervised learning phase of homeostatic adjustment of the membrane potential that maintained the firing capacity of the SNN and STP, which was found to be helpful in elevating the network efficiency (fig. S2, D to I), and second, the supervised learning phase that used STDP to initiate the correct and error signals in the form of potentiation and depression, respectively, and SBP for cross-layer synaptic weight adjustments. These SBP signals were generated by algebraic summation of synaptic changes based on the relative timing of all pairs of pre- and postsynaptic spikes using the standard pairwise STDP rule (42). Although not introduced in this study, additional constraints imposed by other STDP rules for natural spike trains in pre- and postsynaptic neurons (43, 44) may further improve the network capability. Furthermore, other forms of nonlocal spread of synaptic modifications besides SBP, such as presynaptic lateral spread of LTP/LTD to synapses made by axon collaterals of the same presynaptic neurons (26, 30) and to other converging inputs on the postsynaptic neuron (28, 29), could be further explored for their potential benefits for SNNS.

For ANNs, we have examined the benefit of introducing SBP into the training of RBM, using its special feature of separating the training into supervised and nonsupervised phases. We have also examined multilayer spiking-MLP models and found similar benefits (fig. S4D). In supervised wake phase of RBM, the standard synaptic weight update was mostly based on the BP of error signals toward the minimization of the global loss function. Adding SBP would disturb the supervised tuning of the direction of the BP-induced gradient. A similar situation was found when Hebb’s rule was added directly into BP (45). Perturbation of BP-induced synaptic weight updated by SBP could help drive the network modification toward an alternative direction, where the RBM may attain a higher accuracy with lower computational cost.

Only simple three-layer ANNs were used in the present study for all benchmark tests. Our studies on the SNN with four to six layers, using SBP in all hidden layers, showed that the benefit of introducing SBP was greatly degraded to a level below that achieved by the three-layer SNN. Training of RBM with four to six layers, with the SBP replacing BP in all hidden layers during wake phase I training, yielded no improvement in accuracy beyond that achieved by the three-layer RBM, despite higher computational costs (fig. S4, A and B). The degradation of accuracy in SNNS with more than three layers may be attributed to excessive spread of potentiation or depression signals when SBP was allowed to occur beyond the neuron that generates the original synaptic modification. In addition, the failed learning of SNNS using SBP for higher layers might also be caused by the nonconvergence problem of synaptic modifications. The previous work has shown that the recurrent SNN contains exploding gradients (16). The SNNS using SBP also show a nonconvergence learning problem, especially for deeper ones (fig. S4A), where the synaptic modifications between input and hidden layers are dominated by the STDP in hidden and output layers, and the influence of SBP from the induction layer to backpropagated layers is progressively weaker. This hypothesis was further verified in fig. S4C, where the distribution of synaptic modifications in three (or four) layers was properly norm-distributed, while that in five (or six) layers is left the same as that in initialization. Biologically experimental results of SBP in a network containing hippocampal neurons are consistent with this phenomenon, where the SBP also fails to propagate beyond one layer to more upstream neurons (30). The biological interpretation of this failure is that the potentiation/depression at input synapses due to SBP is based on cellular mechanisms distinctly different from those underlying LTP/LTD at the output synapses, thus incapable of generating further SBP in more upstream neurons. Notably, in some regions of the nervous system, such as retina, hippocampus, or neocortex, information processing could largely be characterized as a three-layer network operation within the region. Our finding that three-layer ANNs appear to be the optimal network to implement SBP suggests that ANNs may benefit from the use of three-layer networks as relatively independent basic modules, and more sophisticated ANNs could be built via parallel and serial connections among them.

In considering the efficiency of ANNs in performing standard benchmark tasks, previous studies using a variety of ANNs have largely focused on the accuracy in recognizing the test samples after network training. In this study, we have examined both the accuracy and the computational cost in learning tasks. Notably, the reduction of the computational cost represents the major benefit conferred by introducing SBP in both SNNS and ANNS. In estimating the computational cost, we used the product of the mean training epoch to achieve some defined accuracy levels (Fig. 3A) and algorithmic complexity per epoch (Fig. 3B) as an indicator. Other aspects of the cost, including the number of arithmetic operations and the number of bits required to specified synaptic weights and neuronal states.
within each iteration, were not included here but could be further considered in the future work. In addition, we compared the computational cost during training in reaching the same given accuracy levels, rather than those for attaining the final converged accuracy by each operation. In most operations, the small increment in the final accuracy often requires disproportional large amount of computation. For efficient performance of the network, relatively high rather than the highest accuracy could be sufficient. The notion of balanced computational cost and accuracy is in line with the efficient information processing of the brain, where the rapidity in computation (with low energy cost) is as relevant as the accuracy.

Last, we note that the original experiment demonstrating SBP in cultured networks of hippocampal neurons (26) was inspired by the power of BP algorithm, although it seems to be biologically implausible (46). The SBP-associated information flow occurs in the neuronal cytoplasm, via retrograde fast axonal transport of molecular signals (28, 29). The finding of SBP in natural networks has shown that an effective machine learning algorithm for ANNs can spur neuroscience discovery, and the present study further demonstrates that introducing algorithm-inspired biological discovery back to ANNs further elevates their efficiency. Such two-way interactions between neuroscience and artificial intelligence have much in store for the future.

MATERIALS AND METHODS

Definition of computational cost during training
The computational cost (Cost) of the algorithm i during training is defined by the product of the mean epoch number to achieve a defined error level (Fig. 3A) and a value O(n), representing the algorithmic complexity per epoch (Fig. 3B). For the comparison of two algorithms (i=1, 2), the computational cost is calculated as follows

\[ \text{Cost}_i = \frac{1}{N} \sum_{i=1}^{N} \text{Argmin}(f_i(x) = \text{Err}_i) \times O(n)_i \]  

(1)

where \( \text{Argmin} \cdot \cdot \) is the argument of the minimum, \( f_i(x) \) is the error rate curve with input epoch \( x \), \( O(n)_i \) is the algorithmic complexity with \( n \) depicting the number of parameters, and \( N \) is the number of predefined error levels (\( N=5 \)). \( \text{Err}_i \) is selected out from a range of error rates, with a lower bound of Max( Min( \( f_1 \)), Min( \( f_2 \))), defined as the relatively higher minimal error rates of \( f_1(x) \) and \( f_2(x) \), and also with an upper bound of Min( Max( \( f_1 \)), Max( \( f_2 \))), defined as the relatively lower maximal error rates among \( f_1(x) \), \( f_2(x) \), and an additionally predefined error \( f_0 \) (the maximally acceptable error rate).

Preprocessing of datasets
For the MNIST dataset, the raw data were processed with normalization (i.e., subtract the minimum and divide by the range) and repeated \( T \) times to generate \( I_{\text{raw}}(t) \). For the NETtalk dataset, \( I_{\text{raw}}(t) \) was directly given by auditory signals. Then, input spike train \( I_{\text{spikes}}(t) \) was generated from \( I_{\text{raw}}(t) \) for these two datasets, as shown follows

\[ I_{\text{spikes}}(t) = \begin{cases} 1 & \text{if } (I_{\text{raw}}(t) \geq I_{\text{rd}}(t)) \\ 0 & \text{if } (I_{\text{raw}}(t) < I_{\text{rd}}(t)) \end{cases} \]  

(2)

where \( I_{\text{rd}}(t) \) is a uniformly sampled random number from 0 to 1. For the DvsGesture dataset, the raw signals were already event based; hence, an additional preprocessing for spike coding was not necessary.

The learning procedure of SNNs
For simplicity, we use \( i, j, \) and \( k \) to represent the indices of neurons in input, hidden, and output layers, respectively. The approximate pathway of information propagation and plasticity propagation in SNN is shown as follows

\[ \begin{align*} \Delta W_{ij}(t) &\rightarrow \Delta W_{jk}(t) \\
\text{SBP} &\rightarrow \text{STDP, Dale’s law} \\
\text{Information propagation} &\rightarrow \text{Input} \\
V_{ij}^E(t), V_{ij}^I(t) &\rightarrow V_{ij}^E(t), V_{ij}^I(t) \\
\text{IIFpropagation} &\rightarrow \text{STP} \\
I_{\text{syn}} &\rightarrow I_{\text{spikes}}(t) \end{align*} \]  

(3)

where the plasticity induction is calculated on \( \Delta W_{ij,k} \) between the hidden and output layers by STDP first and then propagated to \( \Delta W_{ij} \) between the input and hidden layers. Each procedure will be further described in the following subsections.

The STP in SNNs
For the local STP, we allow the amplitude of postsynaptic potential to increase (facilitation) or decrease (depression) when the spiking frequency is low or high, respectively. This is described by the equations below, following the formulation of previous studies (19, 31)

\[ \begin{align*} \frac{du}{dt} &= -u + U(1-u)I_{\text{spikes}}(t) \\
\frac{dx}{dt} &= \frac{1-\cdot x}{\tau_d} - uxI_{\text{spikes}}(t) \\
\frac{dI_{\text{syn}}}{dt} &= -\frac{I_{\text{syn}}}{\tau_s} + A W_{ij}uxI_{\text{spikes}}(t) \end{align*} \]  

(4)

where \( u \) and \( x \) are normalized variables representing dynamical characteristics of synaptic facilitation and depression, respectively. \( \tau_f \) and \( \tau_d \) are recovery time constants for facilitation and depression, respectively. \( A \) is an adjustable constant for synaptic weight \( W_{ij} \). \( \tau_s \) is recovery time for synaptic current \( I_{\text{syn}} \), which is used together with Eq. 5 for introducing STP into SNNs.

The LIF propagation in SNNs
In the LIF neuron model, the spikes in presynaptic neurons trigger postsynaptic potentials, which are dynamically integrated and generate spikes in the postsynaptic neuron when the firing threshold is reached. A refractory period is used after each spike. The membrane potential \( V(t) \) is calculated as follows

\[ \tau_m \frac{dV(t)}{dt} = -(V(t) - V_L) - \frac{g_E}{g_L}(V(t) - V_E) + I_{\text{syn}} \]  

(5)

where \( \tau_m = C_m/g_L \), \( C_m \) is a constant representing membrane capacitance, \( V_L \) is the leaky potential, \( g_L \) is the leaky conductance, \( g_E \) represents excitatory conductance \( (g_1) \) or inhibitory conductance \( (g_2) \), \( I_{\text{syn}} \) is the postsynaptic current, and \( V_E \) represents reversal potentials for excitatory \( (V_E) \) or inhibitory \( (V_I) \) neurons. The membrane potential \( V(t) \) will be reset on threshold crossing \( (V^{\text{th}}) \) and clamped to the resting potential \( V_{\text{res}} \) during the refractory period \( \tau_{\text{ref}} \). The membrane potential \( V(t) \) in the feedforward phase will be represented as \( V^k(t) \).

Zhang et al., Sci. Adv. 2021; 7 : eabh0146 20 October 2021
The homeostatic $V$ adjustment in SNNs

To circumvent the problem of nondifferentiable membrane potential with spikes in SNNs, we use a previous balanced tuning approach (20, 33) for the homeostatic adjustment of $V_j(t)$. The network state is presented by the energy function $E_{j}^{\text{SNN}}$ as follows

$$E_{j}^{\text{SNN}} = \alpha_v V_j(t)^2 + \alpha_b \sum_{i}^{N} (V_i(t) W_{ij} V_j(t)) + \alpha_c V_j(t)$$  \hspace{1cm} (6)

With $\alpha_v = 0.5$, $\alpha_b = -1$, $\alpha_c = -V^T \frac{\partial E_{j}^{\text{SNN}}}{\partial V_j(t)}$ is obtained as follows

$$\frac{\partial E_{j}^{\text{SNN}}}{\partial V_j(t)} = V_j(t) - \left( \sum_{i}^{N} (V_i(t) W_{ij} - V^T) \right) = V_j(t) - V_j(t + 1)$$  \hspace{1cm} (7)

which represents temporal differential of the network state with respect to differential of membrane potential state of postsynaptic neuron $j$ between its current state $V_j(t)$ and its future state $V_j(t + 1)$. The tuning direction of $\Delta V_j(t)$ will converge toward its stable state by $\Delta V_j^E(t)$ with learning rate $\eta$, as follows

$$\Delta V_j^E(t) = -\eta \left( V_j(t) - \left( \sum_{i}^{N} (V_i(t) W_{ij}) - V^T \right) \right)$$  \hspace{1cm} (8)

For the total change of membrane potential, $\Delta V_j(t)$ is obtained as follows

$$\Delta V_j(t) = \frac{t_e}{t_c} \Delta V_j^E(t) + \left( 1 - \frac{t_e}{t_c} \right) \Delta V_j^F(t)$$  \hspace{1cm} (9)

where $\Delta V_j^F(t)$ represents the neuron state update in the feedforward procedure described in Eq. 5, and $\Delta V_j^{E}(t)$ and $\Delta V_j^{F}(t)$ are summed with the weight factor $\frac{t_e}{t_c}$ and $\left( 1 - \frac{t_e}{t_c} \right)$, respectively. $t_e$ is the lapsed number of epochs, and $T_c$ is a total number of that during training. As the training proceeds, the weight of $\Delta V_j^E(t)$ increases gradually to 1, whereas that of $\Delta V_j^F(t)$ decreases to 0.

The STDP in SNNs

The teaching signal is created by repeating $T$ times of expected spiking states of output neurons. That means only target-class neurons contain spikes, while others are left silent. The activity difference between network-generated spike trains and teaching spike trains is described as $D$ and obtained as follows

$$D = \sum_{k}^{K} \sum_{t}^{T} (V_k(t) - \delta(t - t_s))^2$$  \hspace{1cm} (10)

It is a mean square error (MSE) distance during time $T$ for all $K$ neurons in the output layer, where $t_s$ represents spiking time in the teaching signal. To minimize $D$, the update of neural states $V_k(t)$ in output neuron $k$ is given by the following equation

$$\Delta V_k(t) = -\eta \left( \sum_{t}^{T} V_k(t) - \delta(t - t_s) \right)$$  \hspace{1cm} (11)

where $\eta$ is the learning rate. The update of $V_k(t)$ in Eq. 9 and $V_k(t)$ in Eq. 11 will further be consolidated into synaptic modifications during next-step STDP. The weight adjustment at each output synapse is calculated by the standard biphasic STDP rule (25, 27) as follows

$$\Delta W_{jk}^{\text{STDP}}(t_{j,k} > 0) = A_e e^{\frac{- |t_{j,k} - t_\tau|}{\tau_e}}$$  \hspace{1cm} (12)

$$\Delta W_{jk}^{\text{STDP}}(t_{j,k} < 0) = -A_e e^{\frac{- |t_{j,k} - t_\tau|}{\tau_e}}$$

where $A_e$ and $A_i$ are the scaling factors, and $t_{j,k}$ and $t_\tau$ are the spiking times of each pair of pre- and postsynaptic neurons ($j$ and $k$). $\tau_e$ and $\tau_i$ are the delay time parameters of the potentiation and depression, respectively. The detailed parameters are shown in Table S1.

The Dale’s law in SNNs

Unlike conventional ANNs, in which the sign of synaptic output at different synapses from the same neuron can be both positive or negative. Here, we also follow the constraint of Dale’s law (47), where the postsynaptic potentials of all synapses, either positive (excitatory) or negative (inhibitory), are identical in profile but opposite in sign, based on the initial assignment of the neuronal type in the hidden layer. The synaptic modifications during learning have no limitation given that $W_{i,j} \Delta W_{i,j} \geq 0$, but have a limitation of $\Delta W_{i,j} \in [-\|W_{i,j}\|, |W_{i,j}|]$ given that $W_{i,j} \Delta W_{i,j} < 0$, to make sure that the signs of excitatory and inhibitory synapses would not be changed (20).

The SBP in SNNs

When STDP is induced at some specific output synapses, the synaptic weight adjustment $\Delta W_{jk}^{\text{SBP}+}$ and $\Delta W_{jk}^{\text{SBP}−}$ will backpropagate with different proportions of LTP and LTD to produce weight adjustment of $\Delta W_{i,j}^{\text{SBP}+}$ and $\Delta W_{i,j}^{\text{SBP}−}$ at hidden layer synapses, as shown by an example below for three hidden neurons ($j = 1, 2, 3$) and two output neurons ($k = 1, 2$)

$$\Delta W_{jk}^{\text{SBP}+} = \begin{bmatrix} 0.1 & -0.2 & 0 \\ -0.4 & 0.5 & -0.6 \end{bmatrix}$$

$$\Delta W_{jk}^{\text{SBP}−} = \begin{bmatrix} 0.1 & 0 & 0 \\ 0 & -0.2 & 0 \end{bmatrix} + \begin{bmatrix} 0.4 & 0 & 0 \\ -0.6 & 0 & 0 \end{bmatrix}$$  \hspace{1cm} (13)

where values in the matrix are obtained by Eq. 12. Positive, negative, and zero values in the matrix indicate LTP, LTD, and no STDP, respectively. Then, $\sum_k \Delta W_{jk}^{\text{SBP}+}$ is calculated by summing all $\Delta W_{jk}^{\text{SBP}+}$ connected to hidden neuron $j$. The update of $\Delta W_{i,j}^{\text{SBP}+}$ and $\Delta W_{i,j}^{\text{SBP}−}$ can be described as follows

$$\Delta W_{i,j}^{\text{SBP}+} = \left( \lambda_f E_{\text{diag},i} \left( I_j + \lambda_p \sigma_n \left( \sum_k \Delta W_{j,k}^{\text{SBP}+} \right) \right) \right) \Delta W_{i,j}^{\text{STDP}+}$$  \hspace{1cm} (14)

$$\Delta W_{i,j}^{\text{SBP}−} = \left( \lambda_f E_{\text{diag},i} \left( I_j - \lambda_p \sigma_n \left( \sum_k \Delta W_{j,k}^{\text{SBP}−} \right) \right) \right) \Delta W_{i,j}^{\text{STDP}−}$$  \hspace{1cm} (15)

where $\sigma_n(\cdot)$ denotes the normalization function with $\sigma_n(x) = \frac{x}{\sqrt{\sum_i x_i^2}}$. $I$ is an all-ones vector (with $I_1 = 1$), $\lambda_p$ is a proportional factor ($\lambda_p \in [10\%, 100\%]$), $\lambda_l$ is a fraction factor ($\lambda_l \in [0, 1]$), and $E_{\text{diag}}(x,y)$ denotes the function of expanding a vector $x$ to a diagonal matrix $y$ with $y_{ij} = x_i$.

The learning procedure of the RBN

For a three-layer RBN, the network states at input, hidden, and output layers are represented as $u_i$, $u_j$, and $u_k$, respectively. The information propagation and plasticity propagation in the RBN is shown as follows
Plasticity propagation

\[
\begin{align*}
    \Delta W_{i,j}^{\text{SBP}} &\rightarrow \Delta W_{j,k}^{\text{BP} \text{induction}} \\
    &\rightarrow C_{\text{RBM} \text{ loss}} + E_{\text{RBM} \text{ Energy}} \\
    \end{align*}
\]

where the synaptic modifications between input and hidden layers (\(\Delta W_{i,j}\)) are constrained by that between hidden and output layers (\(\Delta W_{j,k}\)).

The loss function in RBM

The loss function of RBM is defined as the standard MSE, shown as follows:

\[ C_{\text{RBM}} = \frac{1}{2} \sum_{k=1}^{K} (u_k - o_k)^2 \]  

(17)

where \(o_k\) is the difference of output \(u_k\) and expected teaching output \(o_k\). For the RBM using pure BP, the synaptic weight adjustment \(\Delta W_{j,k}^{\text{BP}}\) and \(\Delta W_{i,j}^{\text{BP}}\) can be calculated by the differential chain rule as follows:

\[
\begin{align*}
    \Delta W_{j,k}^{\text{BP}} &= -\eta_{\text{BP}} \frac{\partial C_{\text{RBM}}}{\partial W_{j,k}} \\
    \Delta W_{i,j}^{\text{BP}} &= -\eta_{\text{BP}} \frac{\partial C_{\text{RBM}}}{\partial W_{i,j}} \\
\end{align*}
\]  

(18)

where \(\eta_{\text{BP}}\) is the learning rate.

The energy function in RBM

The energy function in RBM is defined as the energy function of the RBM, shown as follows:

\[ E_{\text{RBM}} = \left( \sum_{i,j} u_i(t) W_{i,j} u_j(t) \right) + \left( \sum_{k} (u_k(t))^2 \right) \]

\[ + \theta_{\text{dp}} \left( \sum_{i,j} u_i(t) W_{i,j} u_j(t) + \left( \sum_{j} (u_j(t))^2 \right) \right) \]  

(19)

\(\theta_{\text{dp}}\) is a scalar variable for setting the influence of SBP. The total cost function for RBM using SBP is shown as follows:

\[ C_{\text{loss}} = \beta C_{\text{RBM}} + E_{\text{RBM}} \]  

(20)

The SBP in RBM

When SBP is introduced, we replace BP at \(\Delta W_{i,j}\) at some iterations (during wake phase I) as follows:

\[ \Delta W_{i,j}^{\text{SBP}} = \eta_{\text{SBP}} \lambda_{\text{d}} E_{\text{diag}, t} \left( I_j + \sigma_{\text{d}} (\lambda_{\text{p}} \sum_{k} \Delta W_{j,k}^{\text{BP}}) \right) u_i u_j \]  

(21)

where \(\eta_{\text{SBP}}\) is a learning rate, \(\Delta W_{i,j}^{\text{SBP}} \in [0, 2\eta_{\text{SBP}} u_i u_j]\). \(I_j\) is an all-ones vector (\(I_j = 1\)), \(E_{\text{diag}, t} \cdot \cdot \cdot \) is the same function with that used in SNNs, \(\sigma_{\text{d}}\) denotes sigmoid nonlinear activation function, \(\lambda_{\text{d}}\) is a proportional factor (\(\lambda_{\text{d}} \in [10\%, 100\%]\)), and \(\lambda_{\text{d}}\) is a fraction factor (\(\lambda_{\text{d}} \in [0, 1.1]\)). The inclusion of the term \(u_i u_j\) constrains the \(\Delta W_{i,j}^{\text{SBP}}\) to the synapses made by coactive input and hidden neurons in the spirit of Hebbian learning (25).

Learning in the spiking-MLP

Spiking-MLP is an MLP of ANN after replacing activation functions with LIF neurons, which is also a special type of SNNs. \(i, j, k\) are neuron indices of input, hidden, and output layers, respectively. Spiking-MLP applies feedforward information propagation through a simpler version of LIF neurons, shown as follows:

\[ V_j(t) = g_j V_j(t-1) \left( 1 - S_j(t-1) \right) + I_j(t) \]  

(22)

where \(S_j(t-1)\) is the firing state after membrane potential \(V_j(t-1)\) reaching a firing threshold \(V_{th}\), becoming 1 when \(V_j(t) \geq V_{th}\) or else 0 for \(V_j(t) < V_{th}\). \(I_j(t)\) is input current with the simple format of \(I_j(t) = \sum_i W_{i,j} S_i(t)\), \(g_j\) is a leaky item \([g_j \in (0, 1)]\). During learning, the input signal from datasets is first encoded into spike trains (the same as that in previous SNNs) in a time window \(T\). After feedforward propagation of spikes, the average firing rates of neurons during \(T\) in output layers are used for classification and regression. MSE \(C_{\text{MLP}}\) and energy function \(E_{\text{MLP}}\) are integrated together as the loss function via the following function:

\[ C_{\text{MLP}} = \frac{1}{2K} \sum_{k=1}^{K} \left( \frac{1}{T} \sum_{t=1}^{T} S_k(t) - o_k \right)^2 \]  

(23)

where \(o_k\) is the expected firing rate and \(K\) is the total number of output layers. \(E_{\text{MLP}}\) is the same as \(E_{\text{RBM}}\) in Eq. 19 but using spikes \(S_i(t), S_k(t), S_j(t)\) instead of firing rates \(u_i(t), u_j(t), u_k(t)\). Other calculations of \(C_{\text{loss}}\) and \(\Delta W_{i,j}^{\text{SBP}}\) are the same as those in Eqvs. 20 and 21. The p-BP (11, 40) is used for getting around the nondifferentiable feature of spiking-MLP during training by directly giving an approximate finite number (here is 1 for simplicity) to replace the infinite gradient (at a neighborhood of \(V_{th}\)) during the gradient BP.

Accuracy definition

In our experiments, the accuracy of MNIST or DvsGesture is defined as the number of correctly identifying samples dividing by the number of all samples. Different from it, the accuracy of NETtalk is defined as the cosine similarity distance of identified phonemes and same sample.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at https://science.org/doi/10.1126/sciadv.abh0146
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