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ABSTRACT

\textbf{Background and Objective:} Ultrasound (US) devices are often used in percutaneous interventions. Due to their low image quality, the US image slices are aligned with preoperative Computed Tomography/Magnetic Resonance Imaging (CT/MRI) images to enable better visibilities of anatomies during the intervention. This work aims at improving the deep learning one shot registration by using less loops through deep learning networks.

\textbf{Methods:} We propose two cascade networks which aim at improving registration accuracy by less loops. The InitNet-Regression-LoopNet (IRL) network applies the plane regression method to detect the orientation of the predicted plane derived from the previous loop, then corrects input CT/MRI volume orientation and improves the prediction iteratively. The InitNet-LoopNet-MultiChannel (ILM) comprises two cascade networks, where an InitNet is trained with low resolution images to perform coarse registration. Then, a LoopNet wraps the high resolution images and result of the previous loop into a three channel input and trained to improve prediction accuracy in every loop.

\textbf{Results:} We benchmark the two cascade networks on 1035 clinical images from 52 patients, yielding an improved registration accuracy with LoopNet. The IRL achieved an average angle error of 13.3° and an average distance error of 4.5 millimeter. It outperforms the ILM network with angle error 17.4° and distance error 4.9 millimeter and the InitNet with angle error 18.6° and distance error 4.9 millimeter. Our results show the efficiency of the proposed registration networks, which have the potential to improve the robustness and accuracy of intraoperative patient registration.

Please note: Abbreviations should be introduced at the first mention in the main text – no abbreviations lists. Suggested structure of main text (not enforced) is provided below.

Introduction

Liver tumor ablation is most often used technique when treating metastase, especially for secondary tumors following resection procedures. Additionally, metastases are frequently spread in both left and right liver lobes. For cases which can not be resected, tumor ablation is the most efficient treatment. The liver tumor ablation procedure can be guided by CT and US devices, where the former takes CT scans to visualize the tumor and ablation needle in thick slabs. The radiologist can then estimate the needle trajectories according to the image data and correct needle insertion. The CT scans are repeated many times until the needle tip is placed into the tumor centroid. This CT-guided procedure requires a relatively long time and exposes the patient to a large amount of radiation. On the other hand, the US is most frequently used devices in liver tumor ablation. Compared to the CT, US devices are more readily available, are real-time capable, and are radiation-free. However, US provides low image quality and two-dimenstonal images, which is a challenge for an unexperienced clinician addressing the tumor. To resolve this issue, surgical navigation systems can be used to align pre-operative, high quality images with US images and guide the clinician in performing needle insertion during the ablation procedure.

In the last twenty years, minimal invasive navigation systems have been proposed for guiding ablation procedures. Some early works\textsuperscript{1,2} extended US transducer with tracking markers, reconstructing US slices to a 3D volume and aligning it to 3D volume data. This approach requires breath-holding during the US sweep, which brings an additional step in the ablation workflow. Once the patient has recovered their breath, the registration becomes invalid due to the liver shift secondary to the respiration. In recent works, Spinczyk et al.\textsuperscript{3} and Pohlman et al.\textsuperscript{4} developed similar needle navigation systems, but for general purposes. As discussed in these works, the most important task in their navigation system is multi-modal image registration. Towards multi-modal image registration, a conventional strategy with a similarity measurement and optimizer has been discussed frequently. The similarity measurement has the goal of calculating differences between cropped images at a
position and the target image. The optimizer aims at minimizing the difference. Wein et al.\textsuperscript{3} proposed a LC2 metric, which presents the gray value transformations from US images to CT slices. His method showed promising results, but required a training session to calculate the gray value transformation. The training must be completed once for every US parameter setting. Koernig et al.\textsuperscript{6} have modified the similarity measurement to handle the non-rigid registration problem. Their optimization strategy simulated the behaviour of a clinician, which solves the registration problem iteratively. However, due to a large number of loops, the optimization can take up to several minutes before converging.

Recently, deep learning-based methods have been employed to solve the registration problem. A review on the deep learning-based medical image registration methods has been made by Haskins et al.\textsuperscript{7}. For instance, in his early research\textsuperscript{8}, convolutional neural networks (CNNs) were employed to learn the image similarities. Just like conventional similarity measures, these CNNs are used inside classical iterative optimization frameworks. Fan et al.\textsuperscript{9} and Yan et al.\textsuperscript{10} applied generative adversarial networks (GANs) to perform non-rigid image registration. Deep reinforcement learning was also introduced to solve this registration task, which involves an agent to find the best path to the target position through a reward system\textsuperscript{11}. However, none of these strategies were used for any challenging slice-to-volume registration task.

Regarding slice-to-volume registration,\textsuperscript{12,13} employed a regression network to predict registration parameters. Specifically, they used CNNs to extract image features and then fed these into a fully connected network to estimate image poses. Later, the regression networks were adapted by\textsuperscript{14–16}, who were the first to present a working solution for slice-to-volume registration problems. They achieved promising results on monomodal fetal MR brain images, which can align motion corrupted MR slices and reduce artifacts in 3D reconstruction. In recent study, Ernst et al.\textsuperscript{17} proposed a segmentation network to predict the target plane for solving the registration problem. Inspired by his work, our previous work\textsuperscript{18,19} proposed U-Net based network yielding a promising registration result. However, to enable robust registration, input volumes are down-sampled such that they fit into video memory during the training. Moreover, we found it difficult to solve registration by a one-shot network. In this work, we extend the U-Net to a loop-based architect, which is intermediate between one-shot and iterative approaches. This is because we use only a few registration refinement loops, keeping calculations tractable during intervention.

The remainder is organized as follows: In Section 2, we analyse the challenges in slice-to-volume registration and describe our method. Section 3 presents our experimental study and the results. Section 4 provides a discussion on the proposed method, followed by conclusion in Section 5.

**Registration Network**

In this work, we propose two cascade networks to improve registration accuracy. As proposed in our previous work\textsuperscript{18,19}, the slice-to-volume registration can be achieved by applying a segmentation network to detect the true slice pose in the 3D volume. To this end, the registration is performed in a one-shot manner. Despite the high robustness reported in our previous works, the registration accuracy is limited by the downsampling of the input data. To circumvent the problem, we recognized that registration is often regarded as an optimization problem which is usually solved iteratively. This inspired us to cascade our previous network by a small number of refinement loops. First, a rough initialization is estimated by the so-called InitNet and then the registration is refined by the so-called LoopNet with high input resolution in only a local region of the image.

![Figure 1](image.png)

**Figure 1.** The IRL network comprises an InitNet on the left and a LoopNet on the right side. The input image is downsampled to a low resolution image. The prediction result is put into a plane regression module to detect plane parameters. A resample module takes the plane parameters to correct the input image and send the image data to the LoopNet. The LoopNet prediction is fed back to the regression module for the next loop.
Figure 2. The ILM network applies InitNet as coarse registration, then concatenates the prediction plane with a high resolution input image to send to LoopNet. The prediction of LoopNet is fed back again for the next loop.

**InitNet**
The InitNet has goal of detecting coarse pose of US plane in CT/MRI image. Unlike other state-of-the-art deep registration methods\textsuperscript{13}, we do not use a regression network to predict the slice pose parameters. Rather, we used a 3D U-Net segmentation network as a baseline to solve the registration problem. The network is implemented according to our previous works\textsuperscript{18,19}. The Input images comprise of the 3D CT/MRI vessel tree and the replicated US vessel tree. As a prediction result, we expect segmented vessels laying on the US transducer plane in a 3D output volume. The DICE coefficient between prediction and the ground truth is defined as loss function for the training. Unlike other segmentation networks which apply image patches for training, registration needs to consider global features and space relations between vessel structures. Therefore, the network takes down-sampled CT/MRI and replicated US images as input. On the other hand, the InitNet should handle large deviations in translation and rotations as initial pose. Consequently, the network is configured with a large depth and a wide feature base. After prediction, the output volume presents segmented voxels on the US plane in a 3D volume. The plane parameters can be derived by plane regression algorithms. However, as discussed in our previous works, because of the limited output resolution, the plane regression can result in large angle errors. Additionally, false positives in the predicted volume can have a negative impact on accuracy, especially with output resolution.

**LoopNet**
Due to the high down-sampling rate of the input image, the accuracy of InitNet prediction has the potential to be improved. To this end, we propose LoopNet architectures which connect to the InitNet and focus on improving the registration accuracy with few loops.

**IRL-Net**
The IRL-Net starts with InitNet on the left side of a cascaded network (see Fig. 1). A plane regression module is implemented to detect the plane parameters with $\vec{p}$ and $\vec{n}$ which denote a point inside a plane and a normal vector perpendicular to that plane, respectively. This plane normal vector is put into a resample module to correct the orientation of the input volume with higher resolution. The LoopNet is implemented based on a U-Net, which has less depth layers than the InitNet. Thus, the network can be trained with higher resolution images. As discussed in the previous work, the registration accuracy has a dependency on its initial pose. The average registration error is proportional to the deviation of US slice rotated away from XY plane of 3D CT/MRI image. Therefore, the output of the LoopNet is fed back to the regression module to improve the angle between CT/MRI XY plane and the slice plane. To enhance the accuracy of the LoopNet, we used high resolution data to train the LoopNet.

**ILM-Net**
The IRL-Net represents an architecture that can achieve registration in few loops. However, it applies the plane registration algorithm, which is a non-trainable module with additional hyper parameters. Furthermore, since the robust plane estimation algorithm is an iterative process, this can slow down the performance of whole registration. To address this, a fully convolution network ILM-Net (see Fig. 2) is proposed. The ILM-Net starts with the InitNet, then up-samples the prediction to a higher resolution. This high resolution output is stacked with CT/MRI and replicated US images to a multi-channel image. The
LoopNet is implemented with less layers in depth and takes higher resolution images as input. In this case, the InitNet result is used as region-of-interest to guide the LoopNet. The DICE coefficient is employed as loss function to train the ILM network.

**Experimental Results**

**Data Preparation**

For the experiments, we used image data from 52 patients acquired at Sir Run Run Shaw Hospital, School of Medicine, Zhejiang University. The data collection had been approved by the ethics committee of the hospital. Each patient had one 3D image volume scanned by CT from GE LightSpeed VCT system or MR from Siemens MAGNETOM Skyra system, and series of 2D US image data acquired by Teledem SmartUS system with C5-2R60HI-5 probe. The CT/MR 3D volumes contained 150 – 250 slices with 256 × 256 voxels. The voxel spacing was normalized to [1.0, 1.0, 1.0] mm.

From 28 patients we acquired US in transcostal position and from the other 24 patients in medial position. 1035 US image data were collected in total. For each US image, field experts annotated manually the ground truth including the class label of the US slice pose and the transformation from a US slice to the 3D CT/MR volume. In details, field experts assigned the slice pose labels manually based on US contents. Subsequently, manual slice-to-volume registration was performed with a self developed software, the appropriate rotations and translations between the 2D slice and the 3D volume were determined using key and mouse functions. With an approximate ratio of 10:2:1, the image data and patients were split into training, validation, and testing dataset.

**Network settings**

The training images were down-scaled to 40×40×40 voxels with a spacing of 4 mm and 80×80×80 voxels with a spacing of 2 mm, respectively. The former low resolution images were used to train the InitNet. The images with higher resolution were used to train the LoopNet. The InitNet was configured with depth of 4, filter size of 3×3×3, batch size of 20, a learn rate of 0.0003 and Adam optimizer. The LoopNet was implemented to process high resolution images and configured with depth of 3, filter size of 3×3×3, batch size of 4, a learn rate of 0.0003 and Adam optimizer. To prevent overfitting, we used a large amount of synthetic vessel images resliced from 3D vessel volumes instead of limited number of real US vessel images. Data augmentation schemes were applied to vary US plane pose from ground truth position, including a random rotation of [-20, 20]° and random translation of [-20, 20] mm.

First, we trained LoopNet for IRL-Net. The network was fed with a two channel input containing 3D vessel volume and replicated vessel image. We used DICE coefficient as loss function to optimize the model parameters. Then, we trained LoopNet for ILM-Net. We fed the network with a 3 channel input comprising 3D vessel volume, replicated vessel image and the prediction from the previous loop in the third channel. More specifically, the training of loop 0 put the prediction of InitNet into the third input channel. The training at loop N loaded the trained model from loop N-1 and put the prediction of loop N-1 into the third channel to optimize parameters for loop N. In total, LoopNet are trained up to 10 loops to ensure the convergence. After training, IRL-Net and ILM-Net were tested with 85 images. Both training and testing was performed on a NVIDIA Geforce GTX 1080Ti.

**Figure 3.** Registration error of IRL compared with network loops. Left: Angle error in degree; Right: distance error in millimeter. The first column on the left in each chart shows the results of InitNet.
IRL-Net
In the evaluation, the LoopNet was trained with 10 loops. The evaluation metrics included a rotation error and a distance error. The rotation error was calculated by considering the angle between normal vectors of the predicted and the ground truth plane. The distance error was determined by calculating the average distance between vessel voxels in the ground truth and prediction plane. As shown in Figure 3, the angle and distance error decreases with loops. After the 4th loop, both errors converged. Therefore, the hyperparameter loop number is assigned with 4, which shows the best registration accuracy with an average angle error of 13.3° and an average distance error of 4.5 mm. This shows a significant improvement compared to the InitNet, with an average angle error of 18.6° and an average distance error of 4.9 mm.

ILM-Net
For each test image, the evaluation starts with InitNet for a coarse alignment. The prediction result is then upsampled, concatenated with input CT/MRI and replicated volume and used later as input for the LoopNet. The LoopNet prediction is launched up to 10 loops to determine the best loop in an experimental way.

The Figure 4 shows the DICE scores on loops. The left column represents the evaluation on loops with low initial angle error within 20 degrees. In this case, the DICE score begins with high average value at InitNet but does not show an improvement on loops. The middle and right column represents the evaluation with relative high initial angle error in the range of [20-40] degrees. The results show a significant DICE score improvement along the loops. More specifically, the DICE scores increase significantly in the first two loops. Then the DICE scores converge to a stable value after the 4th loop. Further, the prediction results are postprocessed by a plane regression method. The registration accuracy is evaluated with the angle error and the distance error between the prediction plane and the ground truth plane. As shown in Figure 5 with the initial angle error [20°,30°], the InitNet prediction results achieve an low registration error both in angle and distance. The error is reduced slightly on further loops. On the other hand, when a large initial angle error [30°,40°] is given, the registration error of InitNet is relative high. This error is reduced significantly in the first two loops and converged to a stable value at the 4th loop. The overall registration error can be summarized in Figure 6. The best results are obtained at loop 2, presenting an average angle error of 17.4° and an average distance error of 4.9 mm.

Discussion
Compared to the InitNet, both IRL and ILM networks can improve the registration accuracy by loops. As shown in the first row in Figure 7, IRL and ILM registration results are improved by loops visually. In addition, the improvement can be recognized at left portal vein branches marked with circles in the overlay images in the second row. The overlay image is generated by overlapping resliced images after plane regression over the ground truth image. The plane regression determines one point on the plane and the plane normal vector, therefore, the cropped out 2D images can have a slight deviation in in-plane translation and rotation. To enable the comparison in 2D images, the resliced images are aligned with those resliced images on ground truth position manually. The result of InitNet shows a coarse alignment with a rare overlap on the left portal vein vessel branch. This is improved in further registration loops with IRL and ILM methods. Figure 8 visualizes a sample of registration results with high, middle, and low accuracy respectively. On the left column, the overlap covers both major and minor vessels. The results with middle accuracy show overlap only on the major vessels. Results on the right column show a poor alignment.
between the resliced images on the ground truth position and the prediction position. The low registration accuracy is caused by less availability of vessels.

In addition, the evaluation result in Figure 3 indicates that the IRL network achieves a significant improvement of registration accuracy within the first four loops and converges at the 4th loop. However, the IRL network employs a plane regression module to calculate the plane pose within each loop. Therefore, the IRL is a deep network-based hybrid approach. On the other hand, the ILM uses a fully deep network approach to solve registration in an iterative manner. However, experimental results show that its performance is depend on the initial angle error. Starting with a high initial angle error as shown in Figure 5, the InitNet shows a high angle and distance error, the registration results are improved after each loop. More specifically, the results with [30-40] initial angle error on the right column show a more significant improvement on angle error than those with [20-30] initial angle error on the left column.

To compare our LoopNet methods with a state-of-the-art, we implemented SVR Deep method proposed by the InitNet, IRL, and ILM outperform the SVR method both in angle error and distance error. Moreover, the IRL method shows a significant improvement to the InitNet both
Figure 7. Sample of resliced images on registration loops. The first row shows the results on loop samples in 3D view, with red planes indicating the InitNet results, green planes indicating the ground truth and yellow planes indicating the loop samples. The second row compares loop samples on resliced planes. Green: ground truth, yellow: prediction, blue: overlapped area.

| Method   | SVR | InitNet | IRL | ILM |
|----------|-----|---------|-----|-----|
| Angle Error Mean | 37.0 | 18.6 | 13.3 | 17.4 |
| Angle Error Stdev | 15.6 | 8.2  | 6.3  | 7.9  |
| Distance Error Mean | 19.0 | 4.9  | 4.4  | 4.9  |
| Distance Error Stdev | 11.6 | 2.0  | 2.4  | 1.9  |

Table 1. Comparison of state-of-the-art SVR method with InitNet, IRL at the 4th. loop, and ILM at the second loop.

in angle error and distance error. The registration results are visualized on three samples in the Figure 9. The SVR Deep method with case 1 shows a low distance error but a high angle error. The resliced image shows vessels in yellow close to the ground truth vessel structures labeled in green. The SVR Deep result shows a poor alignment on case 2 and case 3, where the distance error is more than 20 mm. With these large distance errors, the predicted planes are positioned out of the region of the target vessels.

According to the experimental evaluation results shown in Figure 3 and Figure 6, the IRL and ILM converge at the 4th and the second loop, respectively. In the further loops, both networks show a relatively high robustness at the converged state. Therefore, we can choose the 4th loop and the second loop as early stop criteria for IRL and ILM respectively.

Conclusions

This work proposed two loop network architectures which aim at improving registration accuracy with less loops. The IRL network achieves a high registration accuracy at the 4th loop with an average angle error of 13.3° and an average distance error of 4.5 mm. It outperforms the ILM netowrk at the second loop with angle error of 17.4° and distance error of 4.9 mm and the InitNet with angle error of 18.6° and distance error of 4.9 mm. The evaluation results show the efficiency of the proposed IRL and ILM registration networks, which have the potential to improve the robustness and accuracy of intraoperative patient
Figure 8. Sample of IRL and ILM registration results with high, middle, and low accuracy. First row compares the results in 3D views with green planes indicating the ground truth and yellow planes indicating the predictions. The second row shows the results on the resliced planes. Green: ground truth, yellow: prediction, blue: overlapped area.

| Registration Accuracy | High               | Middle              | Low               |
|-----------------------|--------------------|---------------------|-------------------|
| **IRL**               | ![Image](https://example.com/image1) | ![Image](https://example.com/image2) | ![Image](https://example.com/image3) |
| Angle error: 6.13°    | Angle error: 21.90° | Angle error: 35.13° |
| Distance error: 2.24 mm | Distance error: 4.94 mm | Distance error: 4.74 mm |
| **ILM**               | ![Image](https://example.com/image4) | ![Image](https://example.com/image5) | ![Image](https://example.com/image6) |
| Angle error: 14.94°   | Angle error: 24.61° | Angle error: 28.86° |
| Distance error: 4.40 mm | Distance error: 6.00 mm | Distance error: 5.10 mm |
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