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Abstract. In this paper, the homogenization problem for the Klein-Gordon type equation is studied in the almost periodic setting. The propagation speed and the potential are spatial and time dependent almost periodically varying functions. One convergence theorem is proved and we derive the macroscopic homogenized model verified by the mean wave function.

1. Introduction

We consider a non empty smooth bounded open subset $\Omega$ of $\mathbb{R}^N$ (the $N$-numerical space $\mathbb{R}^N$ of variables $x = (x_1, \ldots, x_N)$, where $N$ is a given positive integer), and the real numbers $T$ and $\varepsilon$ with $T > 0$ and $0 < \varepsilon < 1$. Let $f \in H^1_0 (\Omega) \otimes W^{1,\infty} (\mathbb{R}^N; \mathbb{R})$ and $g \in L^\infty (\mathbb{R}^N; \mathbb{R})$, $W^{1,\infty} (\mathbb{R}^N; \mathbb{R})$ being the Sobolev space of functions in $L^\infty (\mathbb{R}^N; \mathbb{R})$ with their derivatives of order 1 ($H^1_0 (\Omega) \otimes W^{1,\infty} (\mathbb{R}^N; \mathbb{R})$ is the space of functions $\Phi$ of $\Omega \times \mathbb{R}^N$ into $\mathbb{R}$ of the form $\Phi = \sum \text{finite} \phi_i \psi_i$ with $\phi_i \in H^1_0 (\Omega)$ and $\psi_i \in W^{1,\infty} (\mathbb{R}^N; \mathbb{R})$). Let us put

$$f^\varepsilon (x) = f \left( x, \frac{x}{\varepsilon} \right) \quad \text{and} \quad g^\varepsilon (x) = g \left( \frac{x}{\varepsilon} \right) \quad \text{for} \quad x \in \Omega.$$ 

The functions $f^\varepsilon$ and $g^\varepsilon$ above-mentioned belong to $H^1_0 (\Omega)$ and $L^\infty (\Omega)$ respectively. Next, we consider the Cauchy-Dirichlet boundary value problem

$$\frac{\partial^2 u^\varepsilon}{\partial t^2} - \text{div} (c^\varepsilon \nabla u^\varepsilon) + w^\varepsilon u^\varepsilon = 0 \quad \text{in} \quad \Omega \times ]0, T[,$$  

(1.1)

$$u^\varepsilon = 0 \quad \text{on} \quad \partial \Omega \times ]0, T[,$$  

(1.2)

$$u^\varepsilon (0) = \varepsilon f^\varepsilon \quad \text{in} \quad \Omega,$$  

(1.3)

$$\frac{\partial u^\varepsilon}{\partial t} (0) = g^\varepsilon \quad \text{in} \quad \Omega,$$  

(1.4)

where the square of the propagation speed of the light in the vacuum $c$ and the potential $w$ verify

$$c \quad \text{and} \quad w \in \mathcal{B}^1 \left( \mathbb{R}_\tau; L^\infty \left( \mathbb{R}^N \right) \right)$$  

(1.5)
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and,
\[ c(y, \tau) \geq \alpha \text{ for all } \tau \in \mathbb{R} \]  
(1.6)

and for almost all \( y \in \mathbb{R}^N \), and where \( c^\varepsilon (x,t) = c \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \), \( w^\varepsilon (x,t) = w \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \) \((x, t) \in \Omega \times [0, T]\), \( \mathbb{R}_\tau \) being the numerical space \( \mathbb{R} \) of variables \( \tau \) \((\mathcal{B}^1(\mathbb{R}_\tau; L^\infty(\mathbb{R}^N))) \) is the space of continuously differentiable functions of \( \mathbb{R} \) into \( L^\infty(\mathbb{R}^N) \) which are bounded with their derivatives. Now, for \( t \in [0, T] \) let \( a^\varepsilon (t;\cdot,\cdot) \) be the sesquilinear form on \( H^1(\Omega) \times H^1(\Omega) \) defined by
\[
a^\varepsilon (t; u, v) = \int_{\Omega} c^\varepsilon \nabla u \cdot \nabla vdx + \int_{\Omega} w^\varepsilon uvdx \quad (u, v \in H^1(\Omega)).
\]

In view of (1.5)-(1.6), we see that for all \( 0 < \varepsilon < 1 \),
\[
c^\varepsilon, w^\varepsilon \in C^1([0, T]; L^\infty(\Omega))
\]
and
\[
a^\varepsilon (t; v, v) + \|w\|_\infty \|v\|_{L^2(\Omega)}^2 \geq \alpha \|v\|_{H^1_0(\Omega)}^2 \quad (v \in H^1_0(\Omega)),
\]
\( \alpha \) being the constant in (1.6). Thus, the hypotheses of [10, Theorem 1.1, p. 294] are fulfilled. Therefore the initial boundary value problem (1.1)-(1.4) admits a unique solution \( u^\varepsilon \) in \( C \left( [0, T]; H^1_0(\Omega) \right) \cap C^1 \left( [0, T], L^2(\Omega) \right) \). The aim here is to investigate the limiting behaviour of \( u^\varepsilon \) solution of (1.1)-(1.4) when \( \varepsilon \) goes to zero, under the hypothesis that the coefficient \( c \) and the potential \( w \) vary almost periodically in time and space.

The homogenization problem for the linear Klein-Gordon type equation has been discussed in the book of Bensoussan, Lions and Papanicolaou [1] for the periodic setting using the asymptotic expansions. Later in 1992, Brahim-Otsmane, Francfort and Murat in [5] investigated the non-periodic case via the \( \Gamma \)-convergence techniques. For further results on this topic, one can refer to the book of Cioranescu and Donato [6]. This paper deals with the homogenization of an evolution hyperbolic problem with time-dependent coefficients via the \textit{sigma-convergence}.

The model (1.1)-(1.4) under investigation in this paper is connected with the relativistic version of the Schrödinger type equation describing the motion of spinless particles.

Unless otherwise specified, vector spaces throughout are considered over the complex field, \( \mathbb{C} \), and scalar functions are assumed to take complex values. Let us recall some basic notations. If \( X \) and \( F \) denote a locally compact space and a Banach space respectively, then we write \( \mathcal{C}(X; F) \) for continuous mappings of \( X \) into \( F \), and \( \mathcal{B}(X; F) \) for those mappings in \( \mathcal{C}(X; F) \) that are bounded. We shall assume \( \mathcal{B}(X; F) \) to be equipped with the supremum norm \( \|u\|_\infty = \sup_{x \in X} \|u(x)\| \) \((\|\cdot\| \) denotes the norm in \( F \)). For shortness we will write \( \mathcal{C}(X) = \mathcal{C}(X; \mathbb{C}) \) and \( \mathcal{B}(X) = \mathcal{B}(X; \mathbb{C}) \). Likewise in the case when \( F = \mathbb{C} \), the usual spaces \( L^p(X; F) \) and \( L^p_{\text{loc}}(X; F) \) \((X \) provided with a positive Radon measure) will be denoted by \( L^p(X) \) and \( L^p_{\text{loc}}(X) \), respectively. Finally, the numerical space \( \mathbb{R}^N \) and its open sets are each provided with Lebesgue measure denoted by \( dx = dx_1 \ldots dx_N \).
The rest of the paper is organized as follows. Section 2 is devoted to some preliminary results on the sigma-convergence of almost periodic structures, whereas in Section 3 one convergence theorem is established for (1.1)-(1.4).

2. Preliminaries

2.1. Almost periodic functions

2.1.1. Bohr almost periodic functions

DEFINITION 2.1. Let $u \in \mathcal{B}(\mathbb{R}^m)$ ($m$ being a positive integer) and let $\varepsilon > 0$ be a real number. The vector $s = (s_1, \ldots, s_m) \in \mathbb{R}^m$ is said to be an $\varepsilon$-period of $u$ if

$$\sup_{x \in \mathbb{R}^m} |u(x + s) - u(x)| \leq \varepsilon.$$ 

We denote by $E(u, \varepsilon)$ the set of all $\varepsilon$-periods of $u$.

DEFINITION 2.2. A function $u \in \mathcal{B}(\mathbb{R}^m)$ is said to be almost periodic in the sense of Bohr if for all $\varepsilon > 0$, there exists some $l = (l_1, \ldots, l_m) \in \mathbb{R}^m$ with $l_j > 0$ ($1 \leq j \leq m$) such that for every $a = (a_1, \ldots, a_m) \in \mathbb{R}^m$

$$([a_1, a_1 + l_1] \times [a_2, a_2 + l_2] \times \cdots \times [a_m, a_m + l_m]) \cap E(u, \varepsilon) \neq \emptyset.$$ 

EXAMPLE 1. For any $k = (k_1, \ldots, k_m) \in \mathbb{R}^m$ we set

$$\gamma_k(y) = e^{2\pi i k \cdot y} \quad (y \in \mathbb{R}^m).$$

The function $\gamma_k$ is almost periodic in the sense of Bohr. Indeed, for all $y = (y_1, \ldots, y_m)$ and $s = (s_1, \ldots, s_m) \in \mathbb{R}^m$ we have

$$|\gamma_k(y + s) - \gamma_k(y)| = |\gamma_k(s) - 1|.$$ 

Further, for $\varepsilon > 0$ we put $l_j = \frac{2}{|k_j|}$ if $k_j \neq 0$ and $l_j = \varepsilon$ if $k_j = 0$ ($1 \leq j \leq m$). For any $a = (a_1, \ldots, a_m) \in \mathbb{R}^m$ there exists $(n_1, \ldots, n_m) \in \mathbb{Z}^m$ such that

$$|k_j| a_j \leq n_j < |k_j| a_j + 2 \quad (1 \leq j \leq m).$$

On the other hand, let $s = (s_1, \ldots, s_m)$ with $s_j = \frac{n_j}{|k_j|}$ if $k_j \neq 0$ and $s_j = a_j$ if $k_j = 0$. We have

$$\sup_{y \in \mathbb{R}^m} |\gamma_k(y + s) - \gamma_k(y)| = |\gamma_k(s) - 1| = 0 < \varepsilon.$$ 

Thus, $s \in ([a_1, a_1 + l_1] \times [a_2, a_2 + l_2] \times \cdots \times [a_m, a_m + l_m]) \cap E(u, \varepsilon)$.

PROPOSITION 2.1. A function $u \in \mathcal{B}(\mathbb{R}^m)$ is almost periodic in the sense of Bohr if and only if the translations $\tau_a u$ ($a \in \mathbb{R}^m$) form a relative compact set in $\mathcal{B}(\mathbb{R}^m)$ ($\tau_a u(y) = u(y + a)$ for all $a$ and $y \in \mathbb{R}^m$).
The proof of the preceding proposition can be found in the book of Besicovitch [2] and Guichardet [8] for \( m = 1 \). The general case \( m \geq 1 \) is just a simple adaptation of the particular one \( m = 1 \).

We denote by \( AP(\mathbb{R}^m) \) the espace of Bohr’s almost periodic functions on \( \mathbb{R}^m \) which is a \( C^* \)-algebra with identity, the involution being the complex conjugation.

As usual, we denote by \( \hat{\mathbb{R}}^m \) the dual group of the additive group \( \mathbb{R}^m \), that is, the group of all continuous homomorphisms of \( \mathbb{R}^m \) into the unit circle \( U = \{ \xi \in \mathbb{C} : |\xi| = 1 \} \). Endowed with the topology of compact convergence on \( \mathbb{R}^m \), \( \hat{\mathbb{R}}^m \) is a locally compact abelian group. The elements of \( \hat{\mathbb{R}}^m \) are the so-called continuous characters of \( \mathbb{R}^m \). Let us remark that \( \hat{\mathbb{R}}^m = \{ \gamma_k : k \in \mathbb{R}^m \} \) where the functions \( \gamma_k \) are defined in Example 1. Moreover, the \( \gamma_k \) belong to \( AP(\mathbb{R}^m) \), thus \( \hat{\mathbb{R}}^m \subset AP(\mathbb{R}^m) \).

Let \( T(\mathbb{R}^m) \) be the algebra of all trigonometric polynomial on \( \mathbb{R}^m \). \( T(\mathbb{R}^m) \) consists of all functions \( u \) of the form

\[
w(y) = \sum_{k \in R} c_k \gamma_k(y) \quad (y \in \mathbb{R}^m),
\]

where \( R \) is a finite subset (depending on \( u \)) of \( \mathbb{R}^m \) and \( c_k \in \mathbb{C} \) for all \( k \in R \). Moreover, in virtue of the Bohr approximation theorem \( T(\mathbb{R}^m) \) is dense in \( AP(\mathbb{R}^m) \).

Let us state now the notion of the mean value on \( AP(\mathbb{R}^m) \).

**PROPOSITION 2.2.** For any \( u \in AP(\mathbb{R}^m) \), the closed convex hull of \( \{ \tau_a u : a \in \mathbb{R}^m \} \) in \( B(\mathbb{R}^m) \) contains one and only one constant function whose value we denote by \( M(u) \). Further, the mapping \( u \mapsto M(u) \) of \( AP(\mathbb{R}^m) \) into \( \mathbb{C} \) verifies the following properties:

i) \( M \) is a positive linear form;

ii) \( M \) is continuous;

iii) \( M(1) = 1 \);

iv) \( M \) is translation invariant, i.e., \( M(\tau_a u) = M(u) \) for all \( u \in AP(\mathbb{R}^m) \) and all \( a \in \mathbb{R}^m \).

The proof of this proposition can be found in [8, Proposition 5.5].

**REMARK 2.1.** Let \( \omega = (0, \ldots, 0) \) (the neutral element of \( \mathbb{R}^m \)). We have

\[
M(\gamma_k) = 0,
\]

for any \( k \in \mathbb{R}^m \setminus \{ \omega \} \) (\( \gamma_k \) is defined in Example 1). Indeed, by Proposition 2.2, for any \( \eta > 0 \) there exists some \( \alpha_j > 0 \) (1 \( \leq j \leq n \)) with \( \sum_{j=1}^n \alpha_j = 1 \), and some \( a_j \in \mathbb{R}^m \) (1 \( \leq j \leq n \)) such that

\[
|M(\gamma_k) - \sum_{j=1}^n \alpha_j \gamma_k(y + a_j)| < \eta, \tag{2.1}
\]
for all \( y \in \mathbb{R}^m \). Since \( k = (k_1, \ldots, k_m) \neq \omega \), there exists some \( j_0 \in \{1, \ldots, m\} \) such that \( k_{j_0} \neq 0 \). Further, for any \( t \in \mathbb{R} \) we choose in (2.1) a particular \( y = (y_1, \ldots, y_m) \) with \( y_{j_0} = t \) and \( y_j = 0 \) for \( j \neq j_0 \). This leads to

\[
\left| M(\gamma_k) - e^{2i\pi k_{j_0}t} \sum_{l=1}^{n} \alpha_l \gamma_k(a_l) \right| < \eta,
\]

for all \( t \in \mathbb{R} \). The preceding inequality implies that

\[
\left| M(\gamma_k) - \frac{1}{r} \int_0^r e^{2i\pi k_{j_0}t} dt \left( \sum_{l=1}^{n} \alpha_l \gamma_k(a_l) \right) \right| < \eta,
\]

for all \( r > 0 \). Taking the limit as \( r \to +\infty \) in the preceding inequality, we obtain

\[
|M(\gamma_k)| \leq \eta,
\]

for all \( \eta > 0 \). Thus \( M(\gamma_k) = 0 \).

Now, let \( u \in AP(\mathbb{R}^m) \) and \( \varepsilon > 0 \). We define \( u^\varepsilon \in \mathcal{B}(\mathbb{R}^m) \) by

\[
u^\varepsilon(x) = u\left( \frac{x}{\varepsilon} \right) \quad (x \in \mathbb{R}^m),\]

and we have the following proposition:

**Proposition 2.3.** For any \( u \in AP(\mathbb{R}^m) \), \( u^\varepsilon \) converges to \( M(u) \) in \( L^\infty(\mathbb{R}_x^m) \)-weak * as \( \varepsilon \to 0 \).

**Proof.** Let \( \varphi \in L^1(\mathbb{R}_x^m) \). We have to check that as \( \varepsilon \to 0 \)

\[
\int_{\mathbb{R}_x^m} u^\varepsilon \varphi dx \to M(u) \int_{\mathbb{R}_x^m} \varphi dx.
\]

To this end, thanks to the density of \( T(\mathbb{R}_x^m) \) in \( AP(\mathbb{R}^m) \), it is enough to show (2.2) for \( u = \gamma_k \) (Example 1), \( k \) being arbitrary in \( \mathbb{R}^m \). But,

\[
\int_{\mathbb{R}_x^m} \gamma_k^\varepsilon \varphi dx = \mathcal{F} \varphi \left( \frac{-k}{\varepsilon} \right),
\]

where \( \mathcal{F} \) denotes the Fourier transformation on \( \mathbb{R}^m \). Hence, the result follows by Remark 2.1 and the Riemann-Lebesgue lemma.

**2.1.2. Stepanoff almost periodic functions**

Let \( p \in \mathbb{R} \) with \( p \geq 1 \), and let \( Y = \left[ -\frac{1}{2}, \frac{1}{2} \right]^m \) with \( m \in \mathbb{N}^* \). We define \((L^p, L^\infty) = (L^p, l^\infty) (\mathbb{R}^m)\) to be the space of all \( u \in L^p_{loc}(\mathbb{R}^m) \) such that

\[
\|u\|_{p, \infty} = \sup_{k \in \mathbb{Z}^m} \left[ \int_{k+Y} |u(y)|^p \, dy \right]^\frac{1}{p} < +\infty.
\]
This is a vector subspace of $L^p_{loc}(\mathbb{R}^m)$, and $\|\cdot\|_{p,\infty}$ is a norm on $(L^p, l^\infty)$. Further, $(L^p, l^\infty)$ equipped with this norm is a Banach space (see [7]). One can easily verify that a function $u \in L^p_{loc}(\mathbb{R}^m)$ lies in $(L^p, l^\infty)$ if and only if the translations $\tau_a u$ ($a \in \mathbb{R}^m$) form a bounded set in $L^p_{loc}(\mathbb{R}^m)$. Further, if $B_N$ denotes the open unit ball of $\mathbb{R}^m$, we put

$$N_{p,\infty}(u) = \sup_{a \in \mathbb{R}^m} \left[ \int_{B_N} |u(y+a)|^p \, dy \right]^{\frac{1}{p}}, \quad (u \in (L^p, l^\infty)).$$

This is a norm on $(L^p, l^\infty)$, and $N_{p,\infty}$ is equivalent to $\|\cdot\|_{p,\infty}$.

**Definition 2.3.** A function $u \in L^p_{loc}(\mathbb{R}^m)$ is said to be *almost periodic in Stepanoff sense* if $u$ belongs to $(L^p, l^\infty)$ and if the translations $\tau_a u$ ($a \in \mathbb{R}^m$) form a relatively compact set in $(L^p, l^\infty)$.

We denote by $L^p_{AP} = L^p_{AP}(\mathbb{R}^m)$ the set of all almost periodic functions in the sense of Stepanoff which is a closed vector subspace of $(L^p, l^\infty)$. We assume $L^p_{AP}$ to be equipped with the norm $\|\cdot\|_{p,\infty}$ which makes it a Banach space. Further, $L^p_{AP}$ is the closure in $(L^p, l^\infty)$ of the set of trigonometric polynomials $T(\mathbb{R}^m)$ (see [7]). Therefore, $AP(\mathbb{R}^m)$ is dense in $L^p_{AP}$ and we have the following proposition.

**Proposition 2.4.** The mean value $M : AP(\mathbb{R}^m) \to \mathbb{C}$ is extended to a unique continuous linear mapping, still denoted by $M$, of $L^p_{AP}$ into $\mathbb{C}$. Moreover, $M$ is positive and translation invariant on $L^p_{AP}$.

**Proposition 2.5.** Let $\Omega$ be a bounded open set in $\mathbb{R}^m$. Let $u \in L^p_{AP}$ $(1 \leq p < +\infty)$. We put $u^\varepsilon(x) = u\left(\frac{x}{\varepsilon}\right)$ for all $x \in \Omega$ and we have $u^\varepsilon \rightharpoonup M(u)$ in $L^p(\Omega)$-weak as $\varepsilon \to 0$.

Before stating the next proposition we require a notation. For $u \in L^p(\Omega; AP(\mathbb{R}^m))$ with $1 \leq p < +\infty$, we put

$$\tilde{u}(x) = M(u(x)) \quad (x \in \Omega). \quad (2.3)$$

This defines a function $\tilde{u} \in L^p(\Omega)$, and in particular if $u \in C(\overline{\Omega}; AP(\mathbb{R}^m))$ then $\tilde{u} \in \mathcal{B}(\Omega)$. Moreover, the mapping $u \to \tilde{u}$ sends continuously and linearly $L^p(\Omega; AP(\mathbb{R}^m))$ into $L^p(\Omega)$ and $C(\overline{\Omega}; AP(\mathbb{R}^m))$ into $\mathcal{B}(\Omega)$, since $M$ is a continuous linear form on $AP(\mathbb{R}^m)$ (see Proposition 2.2).

**Proposition 2.6.** Let $u \in C(\overline{\Omega}; AP(\mathbb{R}^m))$. For $\varepsilon > 0$, we put $u^\varepsilon(x) = u\left(x, \frac{x}{\varepsilon}\right)$ for all $x \in \overline{\Omega}$. This defines a function $u^\varepsilon \in \mathcal{B}(\Omega)$, and as $\varepsilon \to 0$, we have $u^\varepsilon \rightharpoonup \tilde{u}$ in $L^\infty(\Omega)$-weak $\ast$.

**Proposition 2.7.** Let $1 \leq p < +\infty$ and $u \in L^p(\Omega; AP(\mathbb{R}^m))$. Then, as $\varepsilon \to 0$, we have $u^\varepsilon \rightharpoonup \tilde{u}$ in $L^p(\Omega)$-weak.

The preceding three propositions have their proofs in [14] (see also [19, Subsection 3.1]).
2.2. Almost periodic homogenization algebras

Let \( u \in AP(\mathbb{R}^m) \). We define \( Sp(u) = \{ k \in \mathbb{R}^m : M(\gamma_k u) \neq 0 \} \), where \( \gamma_k \) is given by Example 1. \( Sp(u) \) is a countable subset of \( \mathbb{R}^m \) (see [8, p. 92]), \( Sp(u) = \emptyset \) (empty set) if and only if \( u \) is the null function on \( \mathbb{R}^m \). The set \( Sp(u) \) will be called the spectrum of \( u \).

Now, let \( \mathcal{R} \) be a countable subgroup of \( \mathbb{R}^m \). We set

\[
AP_{\mathcal{R}}(\mathbb{R}^m) = \{ u \in AP(\mathbb{R}^m) : Sp(u) \subset \mathcal{R} \},
\]

and we verify easily that: \( AP_{\mathcal{R}}(\mathbb{R}^m) \) is a closed subalgebra of \( \mathcal{B}(\mathbb{R}^m) \) which is separable with the supremum norm and contains the constants. Further, if \( u \in AP_{\mathcal{R}}(\mathbb{R}^m) \) then \( \overline{u} \in AP_{\mathcal{R}}(\mathbb{R}^m) \). Thus, \( AP_{\mathcal{R}}(\mathbb{R}^m) \) (with the supremum norm) is a commutative \( \mathcal{B}^* \)-algebra with identity (the constant function 1 on \( \mathbb{R}^m \)), the involution being the usual one of complex conjugation.

Throughout the rest of this study we shall always assume that \( AP_{\mathcal{R}}(\mathbb{R}^m) \) is equipped with the supremum norm.

Now, let \( S \) be a subgroup of \( \mathbb{R}^m \). We define

\[
S^* = \{ k \in \mathbb{R}^m : k \cdot y \in \mathbb{Z} \text{ for all } y \in S \},
\]

where the dot denotes the Euclidian inner product in \( \mathbb{R}^m \). The set \( S^* \) is a closed subgroup of \( \mathbb{R}^m \). Further, if \( S \) is a réseau in \( \mathbb{R}^m \) (i.e. a discrete subgroup of rank \( m \)), so also is \( S^* \) ([4, VII, p.7, prop.5]). Similarly, we may define \( (S^*)^* \) and we have \( (S^*)^* = S \) (see [4, VII, p.7, prop.6]). Thus, if \( S \) is closed then \( (S^*)^* = S \). Let us denote by \( P_S(\mathbb{R}^m) \) the set of functions \( u \in \mathcal{B}(\mathbb{R}^m) \) which are \( S \)-periodic, i.e., \( u(y + k) = u(y) \) for all \( y \in \mathbb{R}^m \) and all \( k \in S \), where \( S \) is a réseau in \( \mathbb{R}^m \). The space \( P_S(\mathbb{R}^m) \) is a commutative \( \mathcal{B}^* \)-algebra with identity and we have \( P_S(\mathbb{R}^m) = AP_{S^*}(\mathbb{R}^m) \) (see, e.g., [14] and [19] for more details).

**Definition 2.4.** An **almost periodic homogenization algebra** on \( \mathbb{R}^m \) is an algebra \( A = AP_{\mathcal{R}}(\mathbb{R}^m) \), where \( \mathcal{R} \) is a countable nontrivial subgroup of \( \mathbb{R}^m \).

Now, let \( A \) be an almost periodic homogenization algebra on \( \mathbb{R}^m \). We denote by \( \Delta(A) \) the spectrum of \( A \), i.e., the set of all non-zero linear forms \( s : A \rightarrow \mathbb{C} \) such that \( s(uv) = s(u)s(v) \) for all \( u, v \in A \). We shall always assume that \( \Delta(A) \) is endowed with the Gelfand topology. We recall that the Gelfand transformation on \( A \) is the mapping \( \mathcal{G} : A \rightarrow C(\Delta(A)) \) defined by \( \mathcal{G}(u)(s) = s(u) \) for all \( u \in A \) and all \( s \in \Delta(A) \). For any \( u \in A \), \( \mathcal{G}(u) \) is called the Gelfand transformation of \( u \) and is denoted \( \hat{u} \). We recall also the commutative Gelfand-Naimark Theorem (see [9, p.277]) which states that the Gelfand transformation on \( A \) is an isometric \( * \)-isomorphism of \( A \) onto \( C(\Delta(A)) \). On the other hand the Gelfand transformation on \( A \) satisfies the following basic properties (see, e.g., [14], [17] and [19] for details):

(i) If \( u \in A \) is real valued then \( \mathcal{G}(u) \) is real valued, and further if \( u \geq 0 \) then \( \mathcal{G}(u) \geq 0 \).

(ii) Let \( p > 0 \) and \( u \in A \). Then \( |u|^p \in A \) and \( \mathcal{G}(|u|^p) = |\mathcal{G}(u)|^p \).
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It is clear that (as \( \ast \)odic homogenization algebras on \( A \))

is a positive Radon measure on \( \Delta(A) \) and \( \| \beta \| = 1 \) (since \( \mathcal{G}(1) = 1 \)). Moreover, for any \( u \in A \) we have

\[
M(u) = \langle \beta, \mathcal{G}(u) \rangle = \int_{\Delta(A)} \mathcal{G}(u)(s) \, d\beta(s).
\]

It is clear that \( \beta \) is unique.

We recall that \( \mathcal{B}(\mathbb{R}^N) \), \( \mathcal{B}(\mathbb{R}_\tau) \) and \( \mathcal{B}(\mathbb{R}_y \times \mathbb{R}_\tau) \) denote respectively the spaces of bounded continuous complex functions on \( \mathbb{R}_y \), \( \mathbb{R}_\tau \) and \( \mathbb{R}_y \times \mathbb{R}_\tau \). It is well known that the above spaces with the supremum norm and the usual algebra operations are commutative \( C^* \)-algebras with identity (the involution is here the usual complex conjugation).

Throughout the rest of paper, \( A_y \) and \( A_\tau \) denote respectively the almost periodic homogenization algebras on \( \mathbb{R}_y \) and \( \mathbb{R}_\tau \). Therefore \( A_y = AP_{\mathcal{B}_y}(\mathbb{R}_y^N) \) and \( A_\tau = AP_{\mathcal{B}_\tau}((\mathbb{R}^N_y \times \mathbb{R}_\tau) \) where \( \mathcal{B}_y \) and \( \mathcal{B}_\tau \) are respectively nontrivial countable subgroups of \( \mathbb{R}_y \) and \( \mathbb{R}_\tau \). Let us put \( \mathcal{B} = \mathcal{B}_y \times \mathcal{B}_\tau \), and \( A = AP_{\mathcal{B}_y}(\mathbb{R}_y^N \times \mathbb{R}_\tau) \). The almost periodic homogenization algebra \( A \) on \( \mathbb{R}_y^N \times \mathbb{R}_\tau \), coincides with the closure of \( AP_{\mathcal{B}_y}(\mathbb{R}_y^N) \otimes AP_{\mathcal{B}_\tau}(\mathbb{R}_\tau) \) in \( \mathcal{B}(\mathbb{R}_y^N \times \mathbb{R}_\tau) \) (see [17, Proposition 3.2]). Moreover, for all \( u \in A_y \) and all \( v \in A_\tau \), we have \( u^\varepsilon \to M(u) \) in \( L^\infty(\mathbb{R}_y^N) \) -weak \( \ast \) and \( v^\varepsilon \to M(v) \) in \( L^\infty(\mathbb{R}_\tau) \) -weak \( \ast \) as \( \varepsilon \to 0 \) (\( \varepsilon > 0 \)), where:

\[
u^\varepsilon(t) = v \left( \frac{t}{\varepsilon} \right) \quad (t \in \mathbb{R}),
\]

the mapping \( u \to M(u) \) of \( A_y \) (resp. \( A_\tau \)) into \( \mathbb{C} \) being given by Proposition 2.2. Thus, \( M(u \otimes v) = M(u)M(v) \) for all \( u \in A_y \) and all \( v \in A_\tau \), since for any \( w \in A \), we have \( w^\varepsilon \to M(w) \) in \( L^\infty(\mathbb{R}_y^{N+1}) \) -weak \( \ast \) as \( \varepsilon \to 0 \) (\( \varepsilon > 0 \)) where

\[
w^\varepsilon(x,t) = w \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \quad ((x,t) \in \mathbb{R}^N \times \mathbb{R}).
\]

We denote by \( \Delta(A_y) \), \( \Delta(A_\tau) \) and \( \Delta(A) \) the spectra of \( A_y \), \( A_\tau \) and \( A \) respectively, and by \( \mathcal{G} \) the Gelfand transformation on \( A_y \), \( A_\tau \) and \( A \).
The appropriate measures on $\Delta(A_y)$, $\Delta(A_\tau)$ and $\Delta(A)$ are the positive Radon measures $\beta_y$, $\beta_\tau$ and $\beta$ (of total mass 1) on $\Delta(A_y)$, $\Delta(A_\tau)$ and $\Delta(A)$ respectively (given by Proposition 2.8), such that $M(u) = \int_{\Delta(A_y)} G(u) \, d\beta_y$ for $u \in A_y$, $M(v) = \int_{\Delta(A_\tau)} G(v) \, d\beta_\tau$ for $v \in A_\tau$ and $M(w) = \int_{\Delta(A)} G(w) \, d\beta$ for $w \in A$. Points in $\Delta(A_y)$ (resp. $\Delta(A_\tau)$) are denoted by $s$ (resp. $s_0$). Furthermore, we have $\Delta(A) = \Delta(A_y) \times \Delta(A_\tau)$ (Cartesian product) and $\beta = \beta_y \otimes \beta_\tau$ (see [17, Theorem 3.2 and Corollary 3.2] for more details).

The partial derivative of index $i$ ($1 \leq i \leq N$) on $\Delta(A_y)$ is defined to be the mapping $\partial_i = G \circ D_{y_i} \circ G^{-1}$ (usual composition) of

$$\mathcal{D}^1(\Delta(A_y)) = \{ \varphi \in \mathcal{C}(\Delta(A_y)) : G^{-1}(\varphi) \in A^1_y \}$$

into $\mathcal{C}(\Delta(A_y))$, where $A^1_y = \{ \psi \in \mathcal{C}^1(R^N) : \psi, D_{y_i} \psi \in A_y (1 \leq i \leq N) \}$, $D_{y_i} = \frac{\partial}{\partial y_i}$.

Generally, we define the partial derivative of index $i$ ($0 \leq i \leq N$) on $\Delta(A)$ as the mapping $\partial_i = G \circ \frac{\partial}{\partial \tau} \circ G^{-1}$, or $\partial_i = G \circ D_{y_i} \circ G^{-1} (1 \leq i \leq N)$ of

$$\mathcal{D}^1(\Delta(A)) = \{ \varphi \in \mathcal{C}(\Delta(A)) : G^{-1}(\varphi) \in A^1 \}$$

into $\mathcal{C}(\Delta(A))$ with $A^1 = \{ \psi \in \mathcal{C}^1(R^N \times R_\tau) : \psi, \frac{\partial \psi}{\partial \tau} \text{ and } D_{y_i} \psi \in A (1 \leq i \leq N) \}$. Higher order derivatives can be defined analogously (see [17]). Now, let $A^\infty$ be the space of functions $\psi \in \mathcal{C}^\infty(R^N \times R_\tau)$ such that

$$D_{{y_i}_\alpha} \psi = \frac{\partial|\alpha| \psi}{\partial y_1^{\alpha_1} \cdots \partial y_N^{\alpha_N} \partial \tau^{\alpha_0}} \in A$$

for every multi-index $\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_N) \in N^{N+1}$ ($|\alpha| = \alpha_0 + \alpha_1 + \cdots + \alpha_N$), and let

$$\mathcal{D}(\Delta(A)) = \{ \varphi \in \mathcal{C}(\Delta(A)) : G^{-1}(\varphi) \in A^\infty \}.$$

Endowed with a suitable locally convex topology (see [17]), $A^\infty$ (resp. $\mathcal{D}(\Delta(A))$) is a Fréchet space and further, $\mathcal{G}$ viewed as defined on $A^\infty$ is a topological isomorphism of $A^\infty$ onto $\mathcal{D}(\Delta(A))$. We have the following fundamental result proved in [14] (see also [19, Proposition 2.24]).

**Proposition 2.9.** For any $\varphi \in \mathcal{D}^1(\Delta(A))$ we have

$$\int_{\Delta(A)} \partial_i \varphi(s, s_0) \, d\beta(s, s_0) = 0 \quad (0 \leq i \leq N).$$

By a distribution on $\Delta(A)$ is understood any continuous linear form on $\mathcal{D}(\Delta(A))$. The space of all distributions on $\Delta(A)$ is then the topological dual, $\mathcal{D}'(\Delta(A))$, of $\mathcal{D}(\Delta(A))$. We endow $\mathcal{D}'(\Delta(A))$ with the strong dual topology.

Let us note that $A^\infty$ is dense in $A$. Indeed, we have $A = AP_{\mathcal{R}}(R^{N+1})$, where $\mathcal{R}$ is a countable subgroup of $R^{N+1}$, and moreover, $T_{\mathcal{R}} = \{ \gamma_k : k \in \mathcal{R} \} \subset A^\infty$ and we know that $T_{\mathcal{R}}$ is total in $A$. Thus, $\mathcal{D}(\Delta(A))$ is dense in $\mathcal{C}(\Delta(A))$. Consequently, we have
\[ L^p(\Delta(A)) \subset \mathcal{D}'(\Delta(A)) \quad (1 \leq p \leq \infty) \] with continuous embedding. Further, we may define

\[ H^1(\Delta(A)) = \left\{ u \in L^2(\Delta(A)) : \partial_i u \in L^2(\Delta(A)) \quad (0 \leq i \leq N) \right\}, \]

where the derivative \( \partial_i u \) is taken in the distribution sense on \( \Delta(A) \) (exactly as the Schwartz derivative is defined in the classical case). This is a Hilbert space with norm

\[ \|u\|_{H^1(\Delta(A))} = \left( \|u\|_{L^2(\Delta(A))}^2 + \sum_{i=0}^{N} \|\partial_i u\|_{L^2(\Delta(A))}^2 \right)^{\frac{1}{2}} \quad (u \in H^1(\Delta(A))). \]

However, in practice the appropriate space is not \( H^1(\Delta(A)) \) but its closed sub-space

\[ H^1(\Delta(A))/\mathbb{C} = \left\{ u \in H^1(\Delta(A)) : \int_{\Delta(A)} u(s) d\beta(s) = 0 \right\} \]

equipped with the seminorm

\[ \|u\|_{H^1(\Delta(A))/\mathbb{C}} = \left( \sum_{i=0}^{N} \|\partial_i u\|_{L^2(\Delta(A))}^2 \right)^{\frac{1}{2}} \quad (u \in H^1(\Delta(A))/\mathbb{C}). \]

Unfortunately, the pre-Hilbert space \( H^1(\Delta(A))/\mathbb{C} \) is in general nonseparated and non-complete. We introduce the separated completion, \( H^1_\#(\Delta(A)) \), of \( H^1(\Delta(A))/\mathbb{C} \), and the canonical mapping \( J \) of \( H^1(\Delta(A))/\mathbb{C} \) into its separated completion. We have the following proposition:

**Proposition 2.10.** (i) \( J \) is linear.

(ii) \( J(H^1(\Delta(A))/\mathbb{C}) \) is dense in \( H^1_\#(\Delta(A)) \).

(iii) \( \|J(v)\|_{H^1_\#(\Delta(A))} = \|v\|_{H^1(\Delta(A))/\mathbb{C}} \) for all \( v \in H^1(\Delta(A))/\mathbb{C}. \)

(iv) Let \( \partial_i (0 \leq i \leq N) \) be considered as a mapping of \( H^1(\Delta(A))/\mathbb{C} \) into \( L^2(\Delta(A)) \). There exists a unique continuous linear operator, still denoted by \( \partial_i \), of \( H^1_\#(\Delta(A)) \) into \( L^2(\Delta(A)) \) such that

\[ \partial_i J(v) = \partial_i v \quad \text{for all } v \in H^1(\Delta(A))/\mathbb{C}. \]

Further,

\[ \|v\|_{H^1_\#(\Delta(A))} = \left( \sum_{i=0}^{N} \|\partial_i v\|_{L^2(\Delta(A))}^2 \right)^{\frac{1}{2}} \quad \text{for all } v \in H^1_\#(\Delta(A)). \]

See [17] (and in particular Remark 2.4 and Proposition 2.6 there) for more details. As a consequence of Proposition 2.10 we have:

**Proposition 2.11.** (i) \( J(\mathcal{D}(\Delta(A))/\mathbb{C}) \) is dense in \( H^1_\#(\Delta(A)) \), where

\[ \mathcal{D}(\Delta(A))/\mathbb{C} = \left\{ v \in \mathcal{D}(\Delta(A)) : \int_{\Delta(A)} v d\beta = 0 \right\}. \]

(ii) \( \int_{\Delta(A)} \partial_i v d\beta = 0 \quad (0 \leq i \leq N) \) for all \( v \in H^1_\#(\Delta(A)). \)
2.3. The \( \Sigma \)-convergence

Let us first introduce some basic notations. The letter \( E \) throughout will denote a family of real numbers \( 0 < \varepsilon < 1 \) admitting 0 as an accumulation point. For example, \( E \) may be the whole interval \((0,1)\); \( E \) may also be an ordinary sequence \((\varepsilon_n)_{n \in \mathbb{N}}\) with \( 0 < \varepsilon_n < 1 \) and \( \varepsilon_n \to 0 \) as \( n \to \infty \). In the latter case \( E \) will be referred to as a fundamental sequence. On the other hand, let \( Q = \Omega \times [0,T[ \). For any real \( 0 < \varepsilon < 1 \), we define \( u^\varepsilon \) as

\[
u^\varepsilon(x,t) = u \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon} \right) \quad ((x,t) \in Q)\]

for \( u \in L^1_{loc}(\mathbb{R}^N \times \mathbb{R}_\tau) \), as is customary in homogenization theory. More generally, for \( u \in L^1_{loc}(Q \times \mathbb{R}^N \times \mathbb{R}_\tau) \), it is customary to put

\[
u^\varepsilon(x,t) = u \left( x, t, \frac{x}{\varepsilon} \frac{t}{\varepsilon} \right) \quad ((x,t) \in Q)\]

whenever the right-hand side makes sense (see, e.g., [14] and [16]). Now, let \( 1 \leq p < +\infty \).

**DEFINITION 2.5.** A sequence \((u_\varepsilon)_{\varepsilon \in E} \subset L^p(Q)\) is said to:

(i) weakly \( \Sigma \)-converge in \( L^p(Q) \) to some \( u_0 \in L^p(Q \times \Delta(A)) = L^p(Q;L^p(\Delta(A))) \) if as \( E \ni \varepsilon \to 0 \),

\[
\int_Q u_\varepsilon(x,t) \psi^\varepsilon(x,t) \, dxdt \to \int_{Q \times \Delta(A)} u_0(x,t,s,s_0) \hat{\psi}(x,t,s,s_0) \, dxdt \beta(s,s_0) \quad (2.4)
\]

for all \( \psi \in L^p(Q;A) \left( \frac{1}{p^\prime} = 1 - \frac{1}{p} \right) \), where \( \psi^\varepsilon(x,t) = \psi(x,t,\frac{x}{\varepsilon},\frac{t}{\varepsilon}) \) and \( \hat{\psi}(x,t,...) = \mathcal{G}(\psi(x,t,...)) \) a.e. in \((x,t) \in Q\).

(ii) strongly \( \Sigma \)-converge in \( L^p(Q) \) to some \( u_0 \in L^p(Q \times \Delta(A)) \) if the following property is verified:

\[
\begin{cases}
  \text{Given } \eta > 0 \text{ and } v \in L^p(Q;A) \text{ with} \\
  \|u_0 - \hat{v}\|_{L^p(Q \times \Delta(A))} \leq \frac{\eta}{2}, \text{ there is some } \alpha > 0 \\
  \text{such that } \|u_\varepsilon - v^\varepsilon\|_{L^p(Q)} \leq \eta \text{ provided } E \ni \varepsilon \leq \alpha, 
\end{cases}
\]

(2.5)

where \( v^\varepsilon(x,t) = v(x,t,\frac{x}{\varepsilon},\frac{t}{\varepsilon}) \) and \( \hat{v}(x,t,...) = \mathcal{G}(v(x,t,...)) \) a.e. in \((x,t) \in Q\).

We will briefly express weak and strong \( \Sigma \)-convergence by writing \( u_\varepsilon \to u_0 \) in \( L^p(Q) \)-weak \( \Sigma \) and \( u_\varepsilon \to u_0 \) in \( L^p(Q) \)-strong \( \Sigma \), respectively.

**REMARK 2.2.** The existence of such \( v \)'s as in (ii) results from the density of \( L^p(Q;C(\Delta(A))) \) in \( L^p(Q;L^p(\Delta(A))) \).

Let us now introduce some basic spaces. We denote by \( \Xi^p(\mathbb{R}^N) \) the space of functions \( u \in L^p_{loc}(\mathbb{R}^N_\tau) \) such that

\[
\|u\|_{\Xi^p} = \sup_{0 < \varepsilon \leq 1} \left( \int_{B_N} \left| u \left( \frac{x}{\varepsilon} \right) \right|^p \, dx \right)^{\frac{1}{p}} < \infty,
\]
where $B_N$ denotes the open unit ball in $\mathbb{R}^N$. $\Xi^p$ is a complex vector space, and the mapping $u \mapsto \|u\|_{\Xi^p}$, denoted by $\|\cdot\|_{\Xi^p}$, is a norm on $\Xi^p$ which makes it a Banach space.

We define $\mathcal{X}^p_{A_y}$ and $\mathcal{X}^p_{\mathcal{R}}$ to be the closure of $A_y$ and $A$ in $\Xi^p\left(\mathbb{R}^N\right)$ and $\Xi^p\left(\mathbb{R}^{N+1}\right)$ respectively. We provide $\mathcal{X}^p_{A_y}$ (resp. $\mathcal{X}^p_{\mathcal{R}}$) with the $\Xi^p\left(\mathbb{R}^N\right)$-norm (resp. $\Xi^p\left(\mathbb{R}^{N+1}\right)$-norm), which makes it a Banach space.

**Remark 2.3.** Any function $u \in \mathcal{X}^p_{A_y}$ can be considered as a function in $\mathcal{X}^p_{\mathcal{R}}$ which is independent of the variable $\tau$. Indeed, let $u \in \mathcal{X}^p_{A_y}$ and $\eta > 0$. There exists a function $v \in A_y$ such that

$$
\|u - v\|_{\Xi^p\left(\mathbb{R}^N\right)} \leq \frac{\eta}{2}, \text{ i.e., } \sup_{0 < \varepsilon \leq 1} \left(\int_{B_N} |u^\varepsilon - v^\varepsilon|^p \, dy\right)^{\frac{1}{p}} \leq \frac{\eta}{2},
$$

but $v = v \otimes 1 \in A_y \otimes A_\tau \subset A$ and

$$
\int_{B_{N+1}} |u^\varepsilon - v^\varepsilon|^p \, dy \leq 2 \int_{B_N} |u^\varepsilon - v^\varepsilon|^p \, dy \leq 2 \|u - v\|_{\Xi^p\left(\mathbb{R}^N\right)}.
$$

It follows from the preceding inequalities that $u \in \Xi^p\left(\mathbb{R}^{N+1}\right)$ and $\|u - v\|_{\Xi^p\left(\mathbb{R}^{N+1}\right)} \leq \eta$.

Let us also note that, if $\mathcal{R} = A_y \times \mathcal{R}$ with $A_y = \mathbb{Z}^N$ and $\mathcal{R}_\tau = \mathbb{Z}$ then $A = \mathcal{C}_{\text{per}}(Y \times Z)$, the space of all $Y \times Z$-periodic continuous complex functions on $\mathbb{R}_N^Y \times \mathcal{R}_\tau$ (with $Y = (-\frac{1}{2}, \frac{1}{2})^N$ and $Z = (-\frac{1}{2}, \frac{1}{2})$), and we have $\mathcal{X}^p_{\mathcal{R}} = L^p_{\text{per}}(Y \times Z)$ (see, e.g., [19, Remark 2.21]).

**Remark 2.4.** It is of interest to know that if $u_\varepsilon \to u_0$ in $L^p(Q)$-weak $\Sigma$, then (2.4) holds for $\psi \in \mathcal{C}\left(\mathcal{O}, \mathcal{X}^p_{\mathcal{R}}\right)$, where $\mathcal{X}^p_{\infty} = \mathcal{X}^p_{\mathcal{R}} \cap L^\infty(\mathbb{R}_N^Y \times \mathcal{R}_\tau)$. See [19, Proposition 3.7] for the proof.

Now, let us introduce the space $L^p_{\text{AP}, \mathcal{R}}(\mathbb{R}^N) (1 \leq p < +\infty)$ for any countable subgroup $\mathcal{R}$ of $\mathbb{R}^N$. To begin, we note that the notion of a spectrum introduced in Subsection 2.2 extends naturally to $L^p_{\text{AP}}(\mathbb{R}^N)$ by virtue of Proposition 2.4. Furthermore, since $\text{AP}(\mathbb{R}^N)$ is dense in $L^p_{\text{AP}}(\mathbb{R}^N)$, and since each function in $\text{AP}(\mathbb{R}^N)$ has a countable spectrum, we see that $Sp(u)$ is countable for all $u \in L^p_{\text{AP}}(\mathbb{R}^N)$. We define

$$
L^p_{\text{AP}, \mathcal{R}}(\mathbb{R}^N) = \{ u \in L^p_{\text{AP}}(\mathbb{R}^N) : Sp(u) \subset \mathcal{R} \}.
$$

We see that $L^p_{\text{AP}, \mathcal{R}}(\mathbb{R}^N) = \cap_{k \in \mathbb{N}} \mathcal{M}_k^{-1}(\{0\})$, where $\mathcal{M}_k$ is the continuous linear form on $L^p_{\text{AP}}(\mathbb{R}^N)$ defined by $\mathcal{M}_k(u) = M(\bar{\mathcal{O}}_k, u)$ for any $u \in L^p_{\text{AP}}(\mathbb{R}^N)$. Thus, $L^p_{\text{AP}, \mathcal{R}}(\mathbb{R}^N)$ is a closed vector subspace of $L^p_{\text{AP}}(\mathbb{R}^N)$. Moreover, we have the following proposition proved in [14] (see also [20, Subsection 4.1, Problem II]).
Proposition 2.12. $L^p_{AP,p}(\mathbb{R}^N)$ is the closure of $AP_p(\mathbb{R}^N)$ in $(L^p, l^\infty)(\mathbb{R}^m)$ and $L^p_{AP,p}(\mathbb{R}^N)$ is continuously embedded in $X^p(\mathbb{R}^N)$ equipped by the $(L^p, l^\infty)$-norm, $X^p$ being the closure of $AP_p(\mathbb{R}^N)$ in $\Xi_p(\mathbb{R}^N)$.

Instead of repeating here the main results underlying $\Sigma$-convergence theory for almost periodic structures, we find it more convenient to draw the reader’s attention to a few references, see, e.g., [14], [15], [16], [17], [18], [19] and [20]. However, we recall below two fundamental results. First of all, let $\mathcal{Y}(0,T) = \{v \in L^2(0,T;H_0^1(\Omega;\mathbb{R})) : v' \in L^2(0,T;H^{-1}(\Omega;\mathbb{R}))\}$. $\mathcal{Y}(0,T)$ is provided with the norm
\[
\|v\|_{\mathcal{Y}(0,T)} = \left(\|v\|^2_{L^2(0,T;H_0^1(\Omega))} + \|v'\|^2_{L^2(0,T;H^{-1}(\Omega))}\right)^{\frac{1}{2}} \quad (v \in \mathcal{Y}(0,T))
\]
which makes it a Hilbert space.

Theorem 2.1. Assume that $1 < p < \infty$ and further $E$ is a fundamental sequence. Let a sequence $(u_\varepsilon)_{\varepsilon \in E}$ be bounded in $L^p(Q)$. Then, a subsequence $E'$ can be extracted from $E$ such that $(u_\varepsilon)_{\varepsilon \in E'}$ weakly $\Sigma$-converges in $L^p(Q)$.

Theorem 2.2. Let $E$ be a fundamental sequence. Suppose a sequence $(u_\varepsilon)_{\varepsilon \in E}$ is bounded in $H^1(Q)$. Then, a subsequence $E'$ can be extracted from $E$ such that, as $E' \ni \varepsilon \to 0$,
\[
u e \to u_0 \text{ in } L^2(Q)\text{-weak } \Sigma,
\]
\[
\frac{\partial u_\varepsilon}{\partial x_j} \to \frac{\partial u_0}{\partial x_j} + \partial_j u_1 \text{ in } L^2(Q)\text{-weak } \Sigma \quad (1 \leq j \leq N)
\]
and
\[
\frac{\partial u_\varepsilon}{\partial t} \to \frac{\partial u_0}{\partial t} + \partial_0 u_1,
\]
where $u_0 \in H^1(Q;L^2(\Delta(A)))$ and $u_1 \in L^2(Q;H^1(\Delta(A)))$.

Theorem 2.3. Let $E$ be a fundamental sequence. Suppose a sequence $(u_\varepsilon)_{\varepsilon \in E}$ is bounded in $\mathcal{Y}(0,T)$. Then, a subsequence $E'$ can be extracted from $E$ such that, as $E' \ni \varepsilon \to 0$,
\[
u e \to u_0 \text{ in } \mathcal{Y}(0,T)\text{-weak },
\]
\[
u e \to u_0 \text{ in } L^2(Q)\text{-strong },
\]
\[
\frac{\partial u_\varepsilon}{\partial x_j} \to \frac{\partial u_0}{\partial x_j} + \partial_j u_1 \text{ in } L^2(Q)\text{-weak } \Sigma \quad (1 \leq j \leq N)
\]
where $u_0 \in \mathcal{Y}(0,T)$ and $u_1 \in L^2(Q;L^2(\Delta(A_\tau);H^1(\Delta(A_\tau))))$.

The proof of Theorem 2.1 and Theorem 2.2 can be found in, e.g., [14], [18] and [19] whereas Theorem 2.3 has its proof in, e.g., [20] in a general deterministic setting.
3. A convergence result for (1.1)-(1.4)

In the sequel, we suppose that the square of the propagation speed of the light in the vacuum \( c \), and the potential \( w \) verify

\[
c \text{ and } w \in L^2_{AP} (\mathbb{R}_y^N \times \mathbb{R}_\tau).
\]  

(3.1)

Moreover, we make the assumption that the initial values in (1.1)-(1.4) verify

\[
f \in C (\overline{\Omega}; L^\infty (\mathbb{R}_y^N)) \quad \text{and} \quad f(x,) \in L^2_{AP} (\mathbb{R}_y^N)
\]  

(3.2)

for all \( x \in \overline{\Omega} \) and

\[
g \in L^2_{AP} (\mathbb{R}_y^N).
\]  

(3.3)

Having made the assumptions (3.1)-(3.3), it follows that there exists a countable subgroup \( R^0 \) of \( \mathbb{R}_y^N \times \mathbb{R}_\tau \) containing \( Sp (c) \) and \( Sp (w) \). Further, in virtue of [14, Proposition 5.1] (see also [20, Proposition 4.1]) there exists a countable subgroup \( R' \) of \( \mathbb{R}_y^N \) such that

\[
g \in L^2_{AP,R'} (\mathbb{R}_y^N) \quad \text{and} \quad f(x,) \in L^2_{AP,R'} (\mathbb{R}_y^N)
\]  

(3.4)

for any \( x \in \overline{\Omega} \). Let \( R^1 \) be the subgroup of \( \mathbb{R}_y^N \times \mathbb{R}_\tau \) spanned by \( R^0 \cup (R' \times \{0\}) \). We have \( R^1 \subset \mathbb{R}_y^N \times \mathbb{R}_\tau \) where \( \mathbb{R}_y \) and \( \mathbb{R}_\tau \) are respectively the projections of \( R^1 \) on \( \mathbb{R}_y^N \) and \( \mathbb{R}_\tau \). Thus, in view of Proposition 2.12 we have

\[
c, w \in X^2_{\mathcal{R}}
\]  

(3.5)

with \( \mathcal{R} = \mathbb{R}_y \times \mathbb{R}_\tau \); \[\quad g \in X^2_{\mathcal{R}_y}, \quad \text{and} \quad f(x,) \in X^2_{\mathcal{R}_y} \]

(3.6)

Before to state with some estimates of the solution to (1.1)-(1.4), let us recall the following regularity results due to Lions-Magenes [11, Chapitre 5, Théorème 2.1].

PROPOSITION 3.1. Suppose that the initial data of (1.1)-(1.4) verify

\[
f \in (H^1_0 (\Omega) \cap H^2 (\Omega)) \otimes W^{2,\infty} (\mathbb{R}_y^N; \mathbb{R}) \quad \text{and} \quad g \in W^{2,\infty} (\mathbb{R}_y^N; \mathbb{R}),
\]

where \( W^{2,\infty} (\mathbb{R}_y^N; \mathbb{R}) \) is the Sobolev space of functions in \( L^\infty (\mathbb{R}_y^N; \mathbb{R}) \) with their derivatives of order \( \leq 2 \). Then, for any \( \varepsilon > 0 \), the solution of (1.1)-(1.4) verifies

\[
u'_{\varepsilon} \in L^2 (0,T; H^1_0 (\Omega)) \quad \text{and} \quad u''_{\varepsilon} \in L^2 (0,T; L^2 (\Omega)).
\]

Let us state some estimates. We denote by \( c (\Omega) \) the constant in the Poincaré inequality and we have the following proposition.

PROPOSITION 3.2. Suppose that the hypotheses of Proposition 3.1 are satisfied and

\[
\alpha > c (\Omega)^2 \|w\|_\infty,
\]

(3.7)
\( \alpha \) being the constant in (1.6). Then, for any \( 0 < \varepsilon < 1 \), the solution \( u_\varepsilon \) of (1.1)-(1.4) verifies
\[
\| u_\varepsilon \|_{L^2(0,T;H^1_0(\Omega))} \leq C \quad \text{and} \quad \| u'_\varepsilon \|_{L^2(0,T;L^2(\Omega))} \leq C,
\]
(3.7)
where \( C > 0 \) is a constant independent of \( \varepsilon \).

**Proof.** For all \( u, v \in H^1_0(\Omega) \), we put
\[
da'_\varepsilon (t; u, v) = \frac{d}{dt} a_\varepsilon (t; u, v) \quad (t \in [0, T])
\]
for any \( \varepsilon > 0 \). Multiplying (1.1) by \( u'_\varepsilon (t) \) and taking two times the real part of the obtained equation lead to
\[
\frac{d}{dt} \| u'_\varepsilon (t) \|_{L^2(\Omega)}^2 + a_\varepsilon (t; u_\varepsilon (t), u'_\varepsilon (t)) + a_\varepsilon (t; u'_\varepsilon (t), u_\varepsilon (t)) = 0 \quad (t \in [0, T]),
\]
i.e.,
\[
\frac{d}{dt} \left( \| u'_\varepsilon (t) \|_{L^2(\Omega)}^2 + a_\varepsilon (t; u_\varepsilon (t), u_\varepsilon (t)) \right) = a'_\varepsilon (t; u_\varepsilon (t), u_\varepsilon (t)) \quad (t \in [0, T]).
\]
Integrating the preceding equality and using (1.6) lead to
\[
\| u'_\varepsilon (t) \|_{L^2(\Omega)}^2 + \left( \alpha - c (\Omega) ^2 \| w \|_\infty \right) \| u_\varepsilon (t) \|_{H^1_0(\Omega)}^2 
\leq \| g_\varepsilon \|_{L^2(\Omega)}^2 + c_0 \varepsilon^2 \| f_\varepsilon \|_{H^1_0(\Omega)}^2 + c_1 \int_0^T \| u_\varepsilon (s) \|_{H^1_0(\Omega)}^2 \, ds
\]
(3.8)
for all \( t \in [0, T] \), where \( c_0 > 0 \) and \( c_1 > 0 \) are constants independent of \( \varepsilon \). Let us note that \( \| g_\varepsilon \|_{L^2(\Omega)}^2 + c_0 \varepsilon^2 \| f_\varepsilon \|_{H^1_0(\Omega)}^2 \) is uniformly bounded with respect to \( 0 < \varepsilon < 1 \). Thus, there exists a constant \( c_2 > 0 \) such that
\[
\| g_\varepsilon \|_{L^2(\Omega)}^2 + c_0 \varepsilon^2 \| f_\varepsilon \|_{H^1_0(\Omega)}^2 \leq c_2 \quad (0 < \varepsilon < 1).
\]
Therefore, in view of (3.6), it follows from (3.8) that there exists a constant \( K > 0 \) such that
\[
\| u'_\varepsilon (t) \|_{L^2(\Omega)}^2 + \| u_\varepsilon (t) \|_{H^1_0(\Omega)}^2 \leq K c_2 + K c_1 \int_0^t \left( \| u'_\varepsilon (s) \|_{L^2(\Omega)}^2 + \| u_\varepsilon (s) \|_{H^1_0(\Omega)}^2 \right) \, ds
\]
for all \( t \in [0, T] \). Thus, by the Gronwall Lemma the preceding inequality leads to
\[
\| u'_\varepsilon (t) \|_{L^2(\Omega)}^2 + \| u_\varepsilon (t) \|_{H^1_0(\Omega)}^2 \leq K c_2 \exp (K c_1 t)
\]
for all \( t \in [0, T] \), and (3.7) follows.

Now, let us introduce some functions spaces. We consider the space
\[
\mathcal{W} (0, T) = \left\{ v \in L^2 (0, T; H^1_0 (\Omega)) : \frac{\partial v}{\partial t} \in L^2 (Q) \right\}
\]
which is a Hilbert space with the norm
\[
\|v\|_{\mathcal{W}(0,T)} = \left( \|v\|_{L^2(0,T;H^1_0(\Omega))}^2 + \left\| \frac{\partial v}{\partial t} \right\|_{L^2(Q)}^2 \right)^{\frac{1}{2}} (v \in \mathcal{W}(0,T)).
\]
Further, we set
\[
\mathcal{F}_0^1 = \mathcal{W}(0,T) \times L^2(Q; H^1_0(\Delta(A_y) \times \Delta(A_\tau)))
\]
provided with the norm
\[
\|u\|_{\mathcal{F}_0^1} = \left( \|u_0\|_{\mathcal{W}(0,T)}^2 + \|u_1\|_{L^2(Q;H^1_0(\Delta(A_y) \times \Delta(A_\tau)))}^2 \right)^{\frac{1}{2}} (u = (u_0,u_1) \in \mathcal{F}_0^1),
\]
which makes it Hilbert space. We consider also the space
\[
\mathcal{F}_0^{\infty} = \mathcal{D}(Q) \times [\mathcal{D}(Q) \odot J(\mathcal{D}(\Delta(A))/C)]
\]
which is a dense subspace of \(\mathcal{F}_0^1\). For \(u = (u_0,u_1)\) and \(v = (v_0,v_1) \in H^1_0(\Omega) \times L^2(\Omega; H^1_0(\Delta(A_y) \times \Delta(A_\tau)))\), we set
\[
a(u,v) = \sum_{i=1}^N \int \int_{\Omega \times \Delta(A)} \tilde{c} \left( \frac{\partial u_0}{\partial x_i} + \partial_j u_1 \right) \left( \frac{\partial v_0}{\partial x_i} + \partial_j v_1 \right) dx d\beta_j d\beta_\tau + M(w) \int_\Omega u_0 v_0 dx,
\]
with of course \(M(w) = \int \int_{\Delta(A_y) \times \Delta(A_\tau)} \tilde{w} d\beta_y d\beta_\tau\). This defines a sesquilinear hermitian form on \(H^1_0(\Omega) \times L^2(\Omega; H^1_0(\Delta(A_y) \times \Delta(A_\tau)))^2\) which is continuous. Further, we have the following result.

**Theorem 3.1.** For any \(0 < \varepsilon < 1\), let \(u_\varepsilon\) be the unique solution to (1.1)-(1.4). Suppose that the hypotheses of Propositions 3.1 and 3.2 are satisfied. Then, given a fundamental sequence \(E\), there exists a subsequence \(E'\) extracted from \(E\) and functions \(u_0 \in \mathcal{W}(0,T)\) and \(u_1 \in L^2(Q; H^1_0(\Delta(A_y) \times \Delta(A_\tau)))\) such that as \(E' \ni \varepsilon \to 0\),
\[
u_\varepsilon \to u_0 \text{ in } \mathcal{W}(0,T)-\text{weak}, \tag{3.9}
\]
\[
\frac{\partial u_\varepsilon}{\partial x_j} \to \frac{\partial u_0}{\partial x_j} + \partial_j u_1 \text{ in } L^2(Q)-\text{weak } \Sigma \quad (1 \leq j \leq N) \tag{3.10}
\]
and
\[
\frac{\partial u_\varepsilon}{\partial t} \to \frac{\partial u_0}{\partial t} + \partial_0 u_1 \text{ in } L^2(Q)-\text{weak } \Sigma. \tag{3.11}
\]
Further \(u = (u_0,u_1)\) verifies the variational equation
\[
\left\{ \begin{array}{l}
u = (u_0,u_1) \in \mathcal{F}_0^1, \quad u_0(0) = 0 \text{ and } u'_0(0) = \tilde{g}; \\
- \int_0^T (u'_0(t),v'_0(t)) dt - \int_{\Omega \times \Delta(A)} \partial_0 u_1(x,t) \partial_0 v_1(x,t) dx dt d\beta + \int_0^T a(u(t),v(t)) dt = 0 
\end{array} \right. \tag{3.12}
\]
for all \(v = (v_0,v_1) \in \mathcal{F}_0^1\), where \(\tilde{g}(x,t) = \int_{\Delta(A)} \tilde{g}(x,t) d\beta \quad ((x,t) \in Q) \quad (,\) denotes the scalar product in \(L^2(\Omega)\) as well as the duality pairing between \(H^1_0(\Omega)\) and \(H^{-1}(\Omega)\).
Proof. According to (3.7), the sequence \((u_\varepsilon)_{\varepsilon \in \varepsilon}\) is bounded in \(H^1(Q)\) and \(\mathscr{B}(0,T)\). Hence, in virtue of Theorem 2.2 there exists a subsequence \(E'\) extracted from \(E\) and some vector function \(u = (u_0, u_1)\) with \(u_0 \in H^1(Q; L^2(\Delta(A)))\) and \(u_1 \in L^2(\Gamma; H^1_\#(\Delta(A)))\) such that
\[
    u_\varepsilon \to u_0 \text{ in } L^2(Q) \text{-weak } \Sigma \tag{3.13}
\]
and (3.10)-(3.11) hold when \(E' \ni \varepsilon \to 0\). Moreover, by Theorem 2.3 we see that the subsequence \(E'\) can be extracted such that
\[
    u_\varepsilon \to w_0 \text{ in } \mathscr{B}(0,T) \text{-weak}, \tag{3.14}
\]
\[
    u_\varepsilon \to w_0 \text{ in } L^2(Q) \text{-strong} \tag{3.15}
\]
and
\[
    \frac{\partial u_\varepsilon}{\partial x_j} \to \frac{\partial w_0}{\partial x_j} + \partial_j w_1 \text{ in } L^2(Q) \text{-weak } \Sigma \ (1 \leq j \leq N) \tag{3.16}
\]
as \(E' \ni \varepsilon \to 0\), where \(w_1 \in L^2(Q; L^2(\Delta(A_\varepsilon); H^1_\#(\Delta(A_\varepsilon))))\). By (3.13)-(3.16) we have \(u_0 = w_0\) and \(\partial_j w_1 = \partial_j u_1 \ (1 \leq j \leq N)\), thus (3.9) holds when \(E' \ni \varepsilon \to 0\). On the other hand (3.11) implies \(\partial u_\varepsilon / \partial t \in L^2(Q)\), thus \(u = (u_0, u_1) \in \mathbb{F}_1^1\). The theorem is certainly proved if we can show that \(u\) verifies (3.12). We begin by verifying that \(u_0(0) = 0\) (it is worth recalling that \(u_0\) may be viewed as a continuous mapping of \([0,T]\) into \(L^2(\Omega)\)).

Let \(v \in H^1_\#(\Omega)\), and let \(\phi \in \mathcal{C}^1([0,T])\) with \(\phi(0) = 0\). By an integration by parts, we have,
\[
    \int_0^T (u_\varepsilon'(t), v) \phi(t) \, dt + \int_0^T (u_\varepsilon(t), v) \phi'(t) \, dt = - (u_\varepsilon(0), v) \phi(0) = -\varepsilon (f^\varepsilon, v) \phi(0).
\]
In view of (3.9), (3.5), Remarks 2.3 and 2.4, we pass to the limit in the preceding equality as \(E' \ni \varepsilon \to 0\). We obtain
\[
    \int_0^T (u_0'(t), v) \phi(t) \, dt + \int_0^T (u_0(t), v) \phi'(t) \, dt = 0.
\]
Since \(\phi\) and \(v\) are arbitrary, we see that \(u_0(0) = 0\). Further, we have
\[
    \int_0^T (u_\varepsilon'(t), v) \phi'(t) \, dt + \int_0^T (u''_\varepsilon(t), v) \phi(t) \, dt = - (u_\varepsilon'(0), v) \phi(0) = -(g^\varepsilon, v) \phi(0).
\]
Let us mention that by using (3.7), it is easy to see that the sequence \((u''_\varepsilon)_{\varepsilon \in \varepsilon}\) is bounded in \(L^2(0,T; H^{-1}(\Omega))\). Thus, using (3.5), Remark 2.4 and the same argument as above we pass to the limit in preceding equality as \(E' \ni \varepsilon \to 0\) \((E'\) being well chosen). We obtain
\[
    \int_0^T (u_0'(t), v) \phi'(t) + \int_0^T (u''_0(t), v) \phi(t) \, dt = -\phi(0) \int_\Omega \bar{g} v \, dx.
\]
As \(\phi\) and \(v\) are arbitrary, one has \(u_0'(0) = \bar{g}\). Now, let us establish the variational equation in (3.12). Fix any arbitrary two functions
\[
    \psi_0 \in \mathcal{D}(Q) \text{ and } \psi_1 \in \mathcal{D}(Q) \otimes (A^\infty / \mathbb{C}),
\]
and let 

\[ \psi_\varepsilon = \psi_0 + \varepsilon \psi_1^\varepsilon, \text{ i.e., } \psi_\varepsilon (x, t) = \psi_0 (x, t) + \varepsilon \psi_1 \left( x, t, \frac{t}{\varepsilon} \right) \text{ for all } (x, t) \in Q, \]

where \( \varepsilon > 0 \) is arbitrary. By (1.1), one has

\[ - \int_Q \frac{\partial u_\varepsilon}{\partial t} \frac{\partial \psi_\varepsilon}{\partial t} dx dt + \int_0^T a_\varepsilon (t; u_\varepsilon (t), \psi_\varepsilon (t)) dt = 0. \tag{3.17} \]

The aim is to pass to the limit in (3.17) as \( E' \ni \varepsilon \to 0. \) First, we have

\[ \int_Q \frac{\partial u_\varepsilon}{\partial t} \frac{\partial \psi_\varepsilon}{\partial t} dx dt = \int_Q \frac{\partial u_\varepsilon}{\partial t} \left( \frac{\partial \psi_0}{\partial t} + \varepsilon \left( \frac{\partial \psi_1}{\partial t} \right) \right) dx dt. \]

Thus, in view of (3.9) and (3.11) (and using Definition 2.5), we have,

\[ \int \left( \int_{\Delta (A)} \partial_0 \psi_1 d \beta \right) \frac{\partial u_0}{\partial t} dx dt = 0 \]

in virtue of Proposition 2.9.

Next, we have

\[ \int_0^T a_\varepsilon (t; u_\varepsilon (t), \psi_\varepsilon (t)) dt \to \int_0^T a (u (t), \phi (t)) dt \]

as \( E' \ni \varepsilon \to 0, \) where \( \phi = (\psi_0, J \circ \hat{\psi}_1). \) Indeed, \( \psi_\varepsilon \to \psi_0 \) in \( L^2 (Q) \)-strong and \( \frac{\partial \psi_\varepsilon}{\partial x_j} \to \frac{\partial \psi_0}{\partial x_j} + J \partial_j \hat{\psi}_1 \) in \( L^2 (Q) \)-strong \( \Sigma \) as \( \varepsilon \to 0. \) Further the sequences \( (\psi_\varepsilon)_{\varepsilon > 0} \) and \( \left( \frac{\partial \psi_\varepsilon}{\partial x_j} \right)_{\varepsilon > 0} \)

are bounded in \( L^\infty (Q). \) Thus using (3.4), Remark 2.4 and [19, Corollary 3.19] one achieves the result in virtue of (3.10) and (3.15). Hence, passing to the limit in (3.17) as \( E' \ni \varepsilon \to 0 \) leads to

\[ - \int_Q \frac{\partial u_0}{\partial t} \frac{\partial \psi_0}{\partial t} dx dt - \int_{Q \times \Delta (A)} \partial_0 u_1 \partial_0 \psi_1 dx dt d \beta + \int_0^T a (u (t), \phi (t)) dt = 0 \tag{3.18} \]

for all \( \phi = (\psi_0, J \circ \hat{\psi}_1) \in \mathcal{F}_0^\infty. \) Moreover, since \( \mathcal{F}_0^\infty \) is a dense subspace of \( \mathcal{E}_0^1, \) by (3.18) we see that \( u = (u_0, u_1) \) verifies (3.12). The theorem is proved.

For further needs, we wish to give a simple representation of the function \( u_1 \) in Theorem 3.1. For this purpose, let us introduce the form \( \tilde{a} \) on \( H^1_\# (\Delta (A)) \times H^1_\# (\Delta (A)) \) defined by

\[ \tilde{a} (w, v) = \sum_{j=1}^N \int_{\Delta (A)} \hat{c}_j w \partial_j v d \beta \]
for all $w, v \in H_\#^1(\Delta(A))$. The sesquilinear form $\widehat{a}$ is continuous and hermitian. Next, for any index $l$ with $1 \leq l \leq N$, we consider the variational problem

$$
\left\{ \begin{array}{l}
\chi^l \in H_\#^1(\Delta(A)), \\
-\int_{\Delta(A)} \partial_0 \chi^l \partial_0 v d\beta + \widehat{a}(\chi^l, v) = \int_{\Delta(A)} \widehat{c} \partial_l v d\beta \quad \text{for all } v \in H_\#^1(\Delta(A)).
\end{array} \right.
\tag{3.19}
$$

In the sequel we suppose that $(3.19)$ admits a solution and we set

$$
z(x,t) = - \sum_{j=1}^{N} \chi^j \frac{\partial u_0}{\partial x_j}(x,t) \quad ((x,t) \in Q).
$$

The function $z$ belongs to $L^2(Q; H_\#^1(\Delta(A)))$. Further, $z$ verifies

$$
-\int_{\Delta(A)} \partial_0 z(x,t) \partial_0 v d\beta + \widehat{a}(z(x,t), v) = -\sum_{i=1}^{N} \frac{\partial u_0}{\partial x_i}(x,t) \int_{\Delta(A)} \widehat{c} \partial_i \chi^j d\beta \quad \text{for all } v \in H_\#^1(\Delta(A))
\tag{3.20}
$$

$((x,t) \in Q)$. Indeed, multiplying the equality in $(3.19)$ by $\frac{\partial u_0}{\partial x_l}(x,t)$ and taking the sum over $1 \leq l \leq N$ of the obtained equation lead to $(3.20)$.

### 3.1. The macroscopic homogenized equation

Our aim here is to derive the initial boundary value problem for $u_0$. To begin, for $1 \leq i, j \leq N$, let

$$
q_{ij} = \delta_{ij} \int_{\Delta(A)} \widehat{c} d\beta - \int_{\Delta(A)} \widehat{c} \partial_i \chi^j d\beta,
$$

$\delta_{ij}$ being the Kronecker symbol, and let $\bar{w} = \int_{\Delta(A)} \bar{w} d\beta$. To the coefficients $q_{ij}$ we attach the differential operator $\mathcal{Q}$ on $Q$ mapping $\mathcal{D}'(Q)$ into $\mathcal{D}'(Q)$ ($\mathcal{D}'(Q)$ being the usual space of complex distributions on $Q$) as

$$
\mathcal{Q}u = - \sum_{i,j=1}^{N} q_{ij} \frac{\partial^2 u}{\partial x_j \partial x_i} \quad \text{for all } u \in \mathcal{D}'(Q).
$$

We consider the following initial boundary value problem:

$$
\frac{\partial^2 u_0}{\partial t^2} + \mathcal{Q}u_0 + \bar{w}u_0 = 0 \quad \text{in } Q = \Omega \times ]0,T[,
\tag{3.21}
$$

$$
u_0 = 0 \quad \text{on } \partial \Omega \times ]0,T[,
\tag{3.22}
$$

$$
u_0(0) = 0 \quad \text{in } \Omega,
\tag{3.23}
$$

$$
\frac{\partial u_0}{\partial t}(0) = \bar{g} \quad \text{in } \Omega.
\tag{3.24}
$$

The initial boundary value problem $(3.21)-(3.24)$ is the so-called macroscopic homogenized equation.
THEOREM 3.2. Suppose the hypotheses of Propositions 3.1 and 3.2 are satisfied. Suppose further that (3.20) admits at most one solution. Then, for any fundamental sequence $E$, there exists a subsequence $E'$ extracted from $E$ such that as $E' \ni \varepsilon \to 0$, we have $u_\varepsilon \to u_0$ in $\mathcal{Y}(0,T)$-weak ($u_\varepsilon \in \mathcal{Y}(0,T)$ being defined by (1.1)-(1.4)), where $u_0$ is a weak solution to (3.21)-(3.24) in $\mathcal{Y}(0,T)$.

Proof. As in the proof of Theorem 3.1, from any fundamental sequence $E$ one can extract a subsequence $E'$ such that as $E' \ni \varepsilon \to 0$, we have (3.9)-(3.11), and further (3.12) holds. In (3.12), choosing a test function $v = (v_0, v_1) \in F_0^1$ such that $v_0 = 0$ and $v_1 (x,t) = \varphi (x,t) v$ in $(x,t) \in Q$, where $\varphi \in \mathcal{D}(Q)$ and $v \in H^1_0 (\Delta(A))$, we see that $u_1$ verifies (3.20) since $\varphi$ is arbitrary. Thus, in virtue of the unicity of solution to (3.20), one has

$$u_1 (x,t) = - \sum_{j=1}^N \chi_j \frac{\partial u_0}{\partial x_j} (x,t) \quad ((x,t) \in Q). \quad (3.25)$$

Now, substituting (3.25) in (3.18) and then choosing therein the $\phi$’s such that $\psi_1 = 0$, a simple computation yields (3.21) with (3.22)-(3.24), of course. Hence the theorem follows.

A concluding remark. In our study, we come up against the lack of unicity of the solutions of both the global homogenized equation (3.12) and the local or microscopic problem (3.19) as well as the equation (3.20) verified by the corrector term. Those results would have been fundamental in the proof of the macroscopic homogenized problem (3.21)-(3.23). Without those unicity results, it would be a difficult task, even to derive the macroscopic homogenized equation (3.21) since the corrector term $u_1$ verifying (3.20) is not certainly of the form (3.25).
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