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ABSTRACT

Modern AI and machine-learning provide striking performance. However, this comes with rapidly-spiralling energy costs1,2 arising from growing network size and inefficiencies of the von Neumann architecture. ‘Reservoir computing’3–10 offers an energy-efficient11 alternative to large networks, fixing randomised weights for energetically-cheap training. The massively-parallel processing underpinning machine-learning is poorly catered for by CMOS, with in materia neuromorphic computing an attractive solution3,4,12–16.

Nanomagnetic artificial spin-systems are ideal candidates for neuromorphic hardware. Their passive memory, state-dependent dynamics and nonlinear GHz spin-wave response provide powerful computation8. However, any single physical reservoir must trade-off between performance metrics including nonlinearity and memory-capacity10,17–20, with the compromise typically hard-coded during nanofabrication. Here, we present three artificial spin-systems: square artificial spin ice, square artificial spin-vortex ice and a disordered pinwheel artificial spin-vortex ice. We show how tuning system geometry and dynamics defines computing performance.

We engineer networks where each node is a high-dimensional physical reservoir20–27, implementing parallel, deep and multilayer physical neural network architectures. This solves the issue of physical reservoir performance compromise, allowing a small suite of synergistic physical systems to address diverse tasks and provide a broad range of reprogrammable computationally-distinct configurations. These networks outperform any single reservoir across a broad taskset. Crucially, we move beyond reservoir computing to present a method for reconfigurably programming inter-layer network connections, enabling on-demand task optimised performance.

Physical computing has been implemented across a number of physical systems including memristor5, 28–33, optical34 and nanomagnetic systems7–10, 35–43 demonstrating the performance, scalability and energy savings of a physical hardware approach11,44. However, memristors must overcome memory volatility and physical degradation45 before technological implementation is feasible. Optical neural networks offer speed-of-light computation but memory must be engineered via optical delay-lines, limiting reconfigurability and occupying large on-chip footprints.

Nanomagnetic systems are attractive physical computing candidates, offering solutions to memory volatility and physical degradation. The magnetic configuration (microstate) possesses passive long-term memory. Nanomagnets interact wirelessly through dipolar coupling, allowing spin-wave information transfer with no electron movement and waste heat14, 15, 46–51. Long-range coupling provides high-dimensional, massively-parallel nonlinear processing which is sensitive to the local microstate14, 52, a feature which must be engineered-in at-cost in other approaches. Nanomagnets switch at ns timescales and spin-waves (magnons) offer GHz computing15, 46, 49, 50, 53–60.

Until recently, nanomagnetic computation networks were limited to small spin-torque oscillator arrays7, 36, largely due to the engineering difficulties of spatial-domain readout or fabricating individual current-address lines for each element. We recently engineered a readout solution, ferromagnetic resonance (FMR) providing frequency-domain multi-dimensional output3, allowing state-sensitive measurements52, 59 of large networks (108 nanomagnets). We demonstrated reservoir computing (RC) in an ‘artificial spin-vortex ice’, exploiting the nonlinear spin-wave dynamics52, 59, 61–66 and long-term ‘fading memory’67.
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| RC           | Reservoir Computing |
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provided by magnetic vortex-formation. The effect of array-geometry and magnetisation dynamics in determining computation performance is still unknown. The parameter space is huge, with variables including nanoisland dimensions, array geometry and inter-island coupling strength strongly influencing RC performance.

The efficacy of any single physical reservoir is typically limited by the fundamental compromise between mutually-exclusive metrics defining RC performance: memory-capacity (MC) and nonlinearity (NL)\textsuperscript{10,17–20}. Theoretical work has shown combining multiple reservoirs with differing metrics in parallel and deep networks\textsuperscript{20–27} can significantly improve performance. Parallel networks have been physically implemented\textsuperscript{6,68,69}, however, they lack connectivity for inter-reservoir information transfer - limiting performance. Translating deep networks to physical systems is nontrivial and so-far unrealised due to the large number of possible inter-layer configurations and long nanofabrication and data-acquisition times between iterations.

Here, we present solutions to key outstanding problems in the physical RC field: how physical system design governs computation performance, how combining physical reservoirs in networks can improve performance, and how to efficiently program inter-layer network connections.

We fabricate and evaluate performance and metrics of three distinct artificial spin reservoirs (ASRs) (Figure 1). These ASRs show broadly differing MC and NL metrics and signal-transformation and chaotic time-series prediction task performance, linked to their underlying diverse physical properties and dynamics. Gradual vortex nucleation enhances memory and prediction performance, the spectral richness of disordered arrays generates high NL and strong signal-transformation performance, improving mean squared error (MSE) values up to 31.6 × versus conventional artificial spin ice (Figure 2 f).

We then construct parallel and deep networks where each network node is a high-dimensional ASR. Parallel networks excel at complex transformation tasks by combining unique memory and non-linear responses into one network - achieving up to 4.4 × MSE improvement (Figure 3 h). Parallel networks do not exhibit significantly enhanced MC as no information flows between reservoirs. Deep networks solve this, providing enhanced memory and future-prediction performance with MSEs up to 4 × lower versus the best single reservoir (Figure 4 f).

Crucially, we describe a method for intelligently programming network interconnections. Specific FMR output channels are selected as input for the next network layer. The MC and NL of chosen interconnection channels are strongly correlated with the overall network metric enhancement, enabling on-demand reprogrammable performance with no iterative refinement. This approach is powerful and can be implemented across any physical system. We demonstrate the strength of this programming by implementing a multilayer physical neural network where each neuron is a highly-dimensional recurrent and nonlinear physical reservoir (Figure 5). The multilayer physical neural network substantially outperforms all other network designs for time-series prediction with MSE improvement up to 5.1 × and demonstrates strong performance across signal-transformation tasks. The innovations described here move physical RC beyond the limits of single physical systems towards a next-generation of powerful, versatile computational networks combining the synergistic strengths of multiple physical systems.

### Artificial spin reservoirs

The ASRs in this work are based on square and pinwheel artificial spin ice\textsuperscript{70}. Three samples were fabricated via electron beam lithography lift-off process: MS (Figure 1 a-f), WM (Figure 1 g-l), and PW (Figure 1 m-r). Samples are 25 nm thick Ni\textsubscript{80}Fe\textsubscript{20}. Figure 1 shows scanning electron micrographs (SEM, a,g,m), field-swept ferromagnetic resonance (FMR) spectra when the sample is prepared in an AC-demagnetised state (b,h,n), and spectral evolution when subject to a sinusoidal field-input (c,i,o). Each input time-step corresponds to a minor field loop, i.e. +H\textsubscript{app} then -H\textsubscript{app}, with spectra recorded at -H\textsubscript{app}. Samples are designed to give a varying degree of magnetic and structural complexity, producing a diverse set of spectral responses and computational performance.

MS is a square artificial spin ice. Bars are high-aspect-ratio (530 nm × 120 nm) and only support macrospin states\textsuperscript{8} (Figure 1 d,e). MS FMR spectra comprises two dominant modes 10-11 GHz with opposite linear gradients corresponding to macrospins aligned parallel (positive gradient) and anti-parallel (negative) to H\textsubscript{app} (Figure 1 b,c)). When applying a sine input, two modes appear and vanish out-of-phase with each other as the microstate transitions from saturated (higher field-values, 39-42 mT) to
Figure 1. Artificial spin reservoirs. a-f) Square artificial spin ice with only macrospin states (MS). g-l) Width-modified square artificial spin-vortex ice (WM) comprising two subsets of nanomagnets (one wide, one thin). Wide-bars host macrospins and vortices, thin bars just macrospins. m-r) Pinwheel artificial spin-vortex ice (PW). Bar dimensions vary from fully disconnected to partially connected, giving both magnetic and structural complexity. Bars host macrospins and vortices. SEM images are shown in a), g) and m). b,h,n) Ferromagnetic resonance (FMR) heatmaps measured after AC-demagnetisation. MS (b) shows linear macrospin modes. WM (h) shows linear macrospin modes (6-7 GHz wide-bar, 8-9 GHz thin bar) and non-linear vortex modes. PW (n) exhibits rich linear and non-linear modes. c,i,o) FMR spectral evolution from a sinusoidal field-series input. Each time-step is a minor field loop. MS (c) shows two modes corresponding to bars aligned with and against the applied field. WM (i) shows two dominant modes corresponding to the macrospin resonances. Modes shift linearly. Wide-bar mode amplitude changes non-linearly and lags w.r.t the applied field due to macrospin/vortex conversion. PW (o) displays a range of modes with non-linear frequency-shifts and amplitude changes. MFM images taken at remanence after field-saturation (d,j,p) and AC-demagnetisation (e,k,q). When saturated, all samples contain only macrospins. When demagnetised, WM and PW (j,o) show vortices. MS (f), WM (l) and PW (r) FMR amplitudes at maximum (orange) and minimum (blue) fields of a chaotic time-series (Mackey-Glass) input. Signal memory (sMC$_n$) evaluated on each output frequency-channel across previous time-steps (n) 0-7. sMC (black) and nonlinearity (sNL) (red) across all output frequencies is shown. sMC is a sum of sMC$_n$ from n = 0-7. For MS (d) and WM (j), sMC is highest at FMR modes and subharmonics. sNL is highest at maximum and minimum points of modes and zero-amplitude regions. For PW p), sMC is highest away from the main FMR mode (9-10 GHz). High sNL is observed across the majority of the main resonant peak.
demagnetised (lower fields 35-38 mT, Figure 1 c,f)).

WM is a square artificial spin-vortex ice with a subset of wider, lower-coercivity bars (Figure 1 g)). Bars are 600 nm × 200 nm (wide-bar)/125 nm (thin-bar). Wide bars host both macrospin and vortex states (Figure 1 k)), thin bars host just macrospins. The FMR spectra comprises four dominant modes with rich responses: wide and thin bar linear macrospin modes (7 GHz and 9 GHz respectively), χ-shaped vortex mode (2-6 GHz) and ‘whispering-gallery’-like high-frequency vortex mode (10 GHz) (Figure 1 h)). At low input fields (18-20 mT), macrospins gradually convert to vortices resulting in non-linear wide-bar mode amplitude changes which lag w.r.t. the input-field (Figure 1 i), t = 20-30). Combining linear (macrospin) and non-linear (vortex) responses is termed a ‘mixture reservoir’ which can outperform purely linear or nonlinear systems.

PW is a pinwheel-lattice artificial spin-vortex ice (Figure 1 m)) with greater density and inter-island coupling. A gradient of bar dimensions is patterned across the sample (extremities shown in Figure 1 m), ranging from fully-disconnected (m, top) to partially-connected islands (m, bottom) giving a range of spectral-responses (panel n) and vortex-nucleation rates. This spatial texturing of the physical response has been shown to enhance reservoir richness and complexity in simulated Skyrmion systems. Additional SEM and description is provided in supporting note 1. Bar dimensions are constant across 100 × 100 µm² (length 450 nm, width 240 nm / 265 nm (lower / upper panel) in m)). Bars host macrospins and vortices (Figure 1 p,q). Low bar aspect ratio gives fast vortex nucleation - seen as rapid macrospin-mode amplitude reduction at lower field cycles (Figure 1 o), t = 15-20).

MC is a measure of how the current state can recall previous inputs. For each previous input (n), MC can range from 0 (no memory) to 1 (perfect memory) (see Methods for details of MC calculation). MC for each frequency channel is $\sum_{n=0}^{k-1} MC_n$, where k is the number of past inputs that MC is evaluated on, hence MC ranges from 0-k with k here set to 8. Higher values of k falsely enhance performance due to the periodic nature of our inputs (supporting note 2 evaluates MC vs. k). In ASRs, MC physically arises from history-dependent microstate evolution and vortex nucleation.

NL measures how well past inputs can be linearly mapped to current outputs. NL ranges from 0 (perfectly linear) to 1 (entirely uncorrelated). In ASRs, NL arises from four effects: non-linear mode-frequency shifts with field, the shape of FMR peaks, complex microstate dynamics, and misleadingly from outputs which do not vary with applied field (i.e. noise). The last effect is avoided by discarding low range (max. amplitude - min. amplitude) outputs. Metric calculations are described in the methods. Reservoir metrics allow mapping of physical to computational properties and relatively comparing different physical reservoirs, shedding light on how the underlying system dynamics define computational properties.

In this work we evaluate metrics on our input data (Mackey-Glass chaotic time-series). This gives metrics which are correlated to conventional MC and NL scores, with some small convolution of the input signal - negligible for our purposes of relatively assessing ASRs and designing network interconnections. For clarity, we denote our signal-evaluated metrics ‘signal memory-capacity’ (sMC) and ‘signal nonlinearity’ (sNL).

Figures 1f,l,r) show FMR spectra at max (orange) and min (blue) input field-amplitude (top), sMC for 0-7 previous time-steps (n), total sMC ($sMC_n = \sum_{n=0}^{k-1} sMC_n$) where sMC_n is the memory of the nth previous input and sNL of each output frequency-channel (bottom) for MS (f), WM (l) and PW (r). For MS, high sMC is limited to n < 3 for the majority of outputs. In contrast, WM and PW have some outputs which remember 0-3 prior time-steps and others remembering 4-7 steps (e.g. WM, 7.2 - 7.5 GHz). For MS and WM, high sMC is focused at the peaks and sub-harmonics of that resonance (e.g. 8 GHz and 5.75 GHz for WM (l)). For PW (r), sMC is highest at ~ 9 GHz corresponding to the longest time-delay between vortex-formation and saturated macrospin states.

In all ASRs, noise-dominated/mode-free channels have high NL as they are uncorrelated to the input. In PW, the main FMR mode has high NL due to complex microstate dynamics. The richer PW spectra provides more meaningful nonlinear channels and hence the highest sNL score.
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We now evaluate the computational performance of each individual ASR, how this relates to the physical system dynamics and with $A = 0.3$, $B = 0.01$, $C = 2$, $D = 0.1$. $X$ varies between 1-15, defined as ‘NARMAX’. This task adds additional nonlinear (or vice-versa) - a highly challenging task. Any meaningful computational system requires strong prediction performance (Figure 2d,e). This is clear when predicting Mackey-Glass $t+7$ and NARMA7-transforming Mackey-Glass (Figure 2 i,j)) where (Figure 2 f).

Figure 2. Individual ASR performance. a) Schematic of the single-reservoir computation scheme. Scaled input data is applied via field loops (+$H_{app}$ then -$H_{app}$). FMR output spectra measured at -$H_{app}$ is used as computational output. b) sMC and sNL of the reservoirs. Vortices produce high sMC (WM, PW). Richer FMR spectra produces high sNL (PW). c) MSE when transforming a sine input to a variety of targets. Tasks are chosen to be symmetric (NL only) or asymmetric (MC + NL) w.r.t the input. Vortices enhance performance up to $31.6 \times$ for NL only. Higher sMC enhances MC + NL transformations. d) MSE when predicting future values of the Mackey-Glass time-series. High sMC and low sNL (WM) gives best performance. e) MSE for NARMA-transformation on the Mackey-Glass input signal. $X$ corresponds to how far back the NARMA model is evaluated on. Samples with high sMC perform well. d) and e) show a periodic MSE due to the periodic nature of the Mackey-Glass equation. f-j) Predictions for each sample for tasks with requirements. For NL only tasks (f, cos(2x)sin(3x)), PW dominates. For tasks with MC and NL (g,h), WM performs best. For challenging prediction tasks (i,j) no single reservoir performs well.

We now evaluate the computational performance of each individual ASR, how this relates to the physical system dynamics and how nanoarray design can be used to engineer ASRs with diverse functionality. Throughout this work, two input datasets are used: a sine-wave and the chaotic Mackey-Glass time-series.

Figure 2 a) shows a schematic of the single-reservoir computing scheme. Input data is scaled to a suitable field-range for each reservoir (35 - 42 mT for MS, 18 - 23.5 mT for WM and 30-50 mT for PW). Input scaling is chosen to produce maximal microstate variation. Data is input by applying a minor field-loop with data encoded as field-amplitude $H_{app}$ (i.e. apply field at +$H_{app}$ then -$H_{app}$). Reservoir outputs are obtained by recording FMR spectra at -$H_{app}$. FMR readout is non-linear providing an extra layer of processing. The process is repeated across the input dataset with training performed offline.

Here we employ short training-data sets (225 data points) to mimic real-world applications with strict data-collection time and energy requirements. To avoid overfitting, we employ a sophisticated feature-selection algorithm (each FMR output channel is considered a single computational ‘feature’ with 10-fold cross validation (see Methods). Performance is evaluated via the mean squared error (MSE) between the reservoir-prediction and target.

Figure 2 b) shows the sMC and sNL for each ASR. High sMC is correlated with the presence of vortices due to their history-dependent evolution. PW possesses complex vortex dynamics and high sMC, though slightly less than WM as the lower aspect ratio PW bars more rapidly saturate to a pure vortex state. MS has no vortices, hence low sMC.

Modes in MS vary linearly with field, giving low sNL. Although WM displays non-linear amplitude changes with field, the spectral dynamics are dominated by linear macrospin-mode frequency shifts, hence sNL is low. PW has many rich, strongly nonlinear modes alongside vortex nucleation, resulting in high sNL.

Figure 2c) shows reservoir performance when transforming a sinusoidal input signal ($\sin(x)$) to a variety of target waveforms. Figure 2f-h) shows example transformations (black curves) and residuals (red shaded). Transforms shown are f) cos(2x)sin(3x), g) $\sin(x/2)$ and h) $\sin(3x) + \cos(x)$.

Signal-transformations require varying sMC and sNL depending on the target waveform. Targets which are symmetric w.r.t. the input (eg. $\sin^2(x)$, $\sin(3x)\sin(x)$) require sNL only, asymmetric waveforms w.r.t the input (eg. saw(x), $\sin(x/2)$) require both sNL and sMC as equivalent input values must be transformed to different output values across the wave-cycle. Highest sNL PW dominates for symmetric transforms. Highest sMC WM dominates for asymmetric transforms. The benefits available via nanoarray design optimisation are impressively displayed here, PW massively outperforms MS by up to $31.6 \times$ lower MSE (Figure 2 f).

For challenging tasks (e.g. $\sin(3x) + \cos(x)$, panel h)) no ASR performs exceptionally well, as highlighted by high MSEs and prominent residuals, demonstrating the intrinsic limitations of any single physical system.

Figure 2d) shows the performance of each ASR during future prediction of the Mackey-Glass time-series. These tasks require both high sMC and low sNL, seen by WM outperforming other reservoirs. Figure 2e) shows performance when performing a NARMA-transform$^{77}$ on the Mackey-Glass input, evaluated as $y(t) = Ay(t-1) + By(t-1) \sum_{n=1}^{X} y(t-n) + Cu(t-1)u(t-X) + D$ with $A = 0.3$, $B = 0.01$, $C = 2$, $D = 0.1$. $X$ varies between 1-15, defined as ‘NARMAX’. This task adds additional nonlinear complexity vs. normal Mackey-Glass prediction, favouring both sMC and sNL with WM and PW performing similarly across all tasks.

Engineering ASRs for vortex-driven history-dependent microstate evolution gives high sMC and strong future-prediction performance. This can be applied generally across any physical system. Introducing multiple states/phases with history-dependent dynamics will produce similar results. As predicted in theory$^{19}$, combining nonlinear (vortex) with linear (macrospins) input responses in WM results in a ‘mixture-reservoir’ providing optimal prediction of chaotic time-series.

For all ASRs we again observe performance breakdown for harder prediction tasks, evidenced by the periodic MSE profiles (Figure 2d,e). This is clear when predicting Mackey-Glass $t+7$ and NARMA7-transforming Mackey-Glass (Figure 2 i,j)) where predictions fail to reproduce target waveforms. The Mackey-Glass series has quasi-periodicity (approximate period of 22). MSE minima occur at $\frac{m \pi}{2}$ period intervals where behaviour at current step $t$ most closely resembles future step $t + \tau$. MSE maxima are found at $\frac{m \pi}{2}$ intervals where $m$ is odd. Here, a small input gradient must be mapped onto a large output gradient (or vice-versa) - a highly challenging task. Any meaningful computational system requires strong prediction performance.
across a broad task set. This demands a physical reservoir response exhibiting multiple memory timescales, allowing recall of a range of past input gradients to reconstruct arbitrary future behaviours\textsuperscript{22,78}. Any single reservoir typically exhibits a single resonant memory timescale, severely limiting the efficacy of single reservoir systems for complex multi-timescale predictive tasks\textsuperscript{20,78}.

**Parallel networks**

No individual ASR excels across all tasks. This is a well-known symptom of single reservoir systems\textsuperscript{17–20,22}. Multiple reservoirs with distinct responses may be combined in networks to harness the benefits of different dynamical behaviours. In
such networks, each ASR node can be viewed as a ‘hyper-neuron’ with high-dimensionality, memory and nonlinearity.

Here, we construct parallel networks, combining a synergistic suite of distinct ASRs with substantially different metrics and observe resultant performance enhancements. The enhanced output dimensionality from multiple reservoirs is a huge positive for computation, but increases the likelihood of overfitting - a common challenge in machine-learning. One way to avoid this is to increase the size of the training dataset, however, this luxury is not always available in real-world applications. In response, we have devised an intelligent feature selection methodology to avoid overfitting and provide robust, accurate performance. Code and full description of the methodology is provided for the benefit of the community (see supplementary note on Learning).

Figure 3a) shows a schematic of a parallel network. Data is input in parallel to multiple ASRs and the FMR response of each ASR measured is then combined for prediction. Figure 3b) shows the metrics of single and parallel ASR networks. When constructing parallel networks, metrics from constituent reservoirs are combined to allow a range of possible metric scores (triangular markers, Figure 3b). The feature selection algorithm naturally caps the number of outputs to below 200 for all network architectures (architecture referring to the specific arrangement of ASR nodes). Parallel sNL and sMC typically lie between the sNL and sMC from the constituent reservoirs for each network architecture (hence single PW has highest sNL, single WM has the highest sMC). sMC does not increase in parallel as no information is transferred between ASRs.

Figure 3c) shows MSEs of the best single and parallel networks for each signal-transformation task. Parallel networks are able to harness sMC and sNL characteristics from different ASRs to reduce MSE for asymmetric transforms. Introducing high sMC outputs from WM means sacrificing useful sNL outputs from PW, reducing NL-only task performance. Example transformations are shown for the best single and parallel networks for NL only (f, cos(2x)sin(3x)) and MC + NL (g, lsin(x/2)), h, sin(3x)+cos(x)) transforms. Lowest MSEs are observed when combining WM + PW, or all three ASRs with performance gains up to 4.4 × for more complex asymmetric tasks (h).

Contrastingly, the same degree of improvement is not observed for future-prediction tasks. Figure 3d) shows MSE profiles when predicting 0-22 future steps. Here, only slight improvements in MSE are seen (< 1.3 ×). The same behaviour is observed for the NARMA-transformed Mackey-Glass (e). Figure 3 i,j) shows example predictions for t+7 (i) and NARMA7 (j) for the best single and parallel networks. These observations are expected as improving performance in prediction tasks requires additional sMC. When combining reservoirs in parallel, there is no way for sMC to significantly improve, as no information flows between reservoirs.

**Deep networks**

To further enhance sMC and future-prediction, we now construct deep networks, feeding outputs from one reservoir to the input of the next.

Figure 4a) shows a schematic of a deep network architecture. Data is input to the first reservoir (R1) and FMR responses measured. The 300-dimensional R1 FMR response now must be converted to a 1D field input for R2. To accomplish this, we take the amplitude of a specific FMR frequency-channel and map it to an input field sequence for R2. The R1 output frequency-channel is selected via per-channel sMC and sNL evaluation (discussed later). The FMR spectra of R1 and R2 are combined for training and prediction.

Figure 4b) shows sMC and sNL for single (circles), parallel (triangles), two-layer (squares) and three-layered (diamonds) networks. Symbols are colour-coded depending on the architecture of ASR nodes within the network, consistent with labels in d-f). The feature selection algorithm naturally caps the number of outputs to below 200 for each architecture. For each architecture, multiple inter-layer connections (configurations) are trialled, only those with the lowest MSE’s are displayed. The resultant range of network configurations is vast, spanning a wide variety of sMC and sNL and demonstrating the huge reconfigurability afforded by this approach. Crucially for prediction tasks, sMC can be extended beyond that of single and parallel networks with corresponding performance enhancements.

The significant optimisation time and energy required to evaluate all input-output combinations is not practically feasible in experiment or simulation. For n layers, N ASRs and i output channels N\(^{n×i}\) configurations are available (here 10\(^{226}\)). An ideal solution would evaluate how changing inter-layer connectivity affects network performance.

Figure 4 c) shows this relationship when R2 is WM (other architectures shown in supplementary note 5). Here, sMC\(_{in}\) and sNL\(_{in}\) refer to the sMC and sNL of the selected R1 output-channel (i.e. sMC and sNL from Figure 1 panels f,l,r). sMC\(_{R2}\) and sNL\(_{R2}\) are the sMC and sNL of R2. Points are colour-coded depending on which reservoir acts as R1 (consistent with previous figures). Both sMC\(_{R2}\) and sNL\(_{R2}\) follow an approximately linear relationship. A linear relationship is also observed when comparing specific previous inputs (i.e. for the nth previous input, the interconnection memory sMC\(_{in,n}\) and R2 memory sMC\(_{R2,n}\) are linear, supplementary note 3). We also find that both WM and PW are able to amplify weak amounts of long-term memory in the input signal to give large long-term memory enhancements for the network. This interconnection control goes beyond conventional RC where interconnections are made at random.
Figure 4. Deep reservoir computing. a) Schematic of a deep network architecture. Specific output-channels from R1 are input into second reservoir (R2). Outputs of both reservoirs are then combined for training. b) sMC and sNL of single, parallel and deep reservoir networks. A broad range of enhanced sMC and sNL are obtained. c) Relationship between R1 output metrics used for interconnections and measured R2 metrics when R2 is WM. Lines represent linear fits. Higher R2 metric scores are correlated with higher-scoring R1 output channels. d) MSE profiles for different networks when transforming a sine input. Improvements are observed for complex asymmetric tasks. MSE vs t for e) Mackey-Glass future prediction and f) NARMA-transformed Mackey-Glass. Networks go from low sMC to high sMC reservoirs. Improvement factors are shown for t+7, t+16, NARMA7 and NARMA11. MSE profiles are flattened in deep networks, with improvements up to 4×. Example predictions are shown for g) t+7 and h) NARMA7 for single and deep networks.
Figure 4 d) shows MSE values for single, parallel and deep networks for signal-transformation. Deep networks show enhanced performance for complex asymmetric tasks requiring both MC and NL (e.g. \( \sin(2x) + \cos(3x) \)). For simpler MC+NL and NL-only tasks, single and parallel networks dominate. That our architectural flexibility enables strong performance across a broad and challenging taskset shows how critical it is to match specific physical dynamics to different tasks and demonstrates the power of a multi-system approach to neuromorphic computing.

Figure 4 e,f) shows deep network MSE vs \( t \) for future prediction e) and NARMA-transformation f) of Mackey-Glass time-series. Improvement factors for \( t+7, t+16 \) (e) and NARMA7, NARMA11 (f) are shown. Low sMC (R1) to high sMC (R2/R3) network architectures significantly improve performance, up to \( 2.7 \times \) and \( 4 \times \) in three-layer deep networks for challenging \( t+7 \) and NARMA7 tasks respectively. Reservoir ordering is critical, with high sMC to low sMC network architectures showing weak improvements of \(< 1.5 \) for all prediction tasks, matching prior theoretical work \(^{22} \) (supplementary note 4 discusses deep architecture ordering). Three-layer deep networks substantially outperform two layers, highlighting the benefits of more complex networks.

Best prediction is found for MS -> PW -> WM (3 layers, \( sMC = 6.7, sNL = 0.75 \)). While the 3-layer deep network has an sMC improvement of 1.31 vs. the best single reservoir, MSE values are up to \( 3.7 \times \) lower than the single WM sample for future prediction tasks due to the expanded range of temporal responses/timescales in the deep network. This expanded range of temporal responses results in strong flattening of MSE periodicity vs. single and parallel reservoirs, especially evident in the NARMA-transform task (f). This enhanced temporal richness is not accurately reflected in a single sMC/MC score. sMC and sNL metrics are valuable guides for basic reservoir evaluation, but lack the granularity for accurately predicting performance.

### Multilayer Physical Neural Network

We have evaluated a set of 50 two-layer deep configurations and two three-layer deep configurations. We now combine all deep networks in parallel, giving a multilayer physical neural network (PNN) where each neuron is a highly-dimensional, recurrent and nonlinear in materia reservoir. Interconnections between layers act as programmable network weights. Figure 5 a) shows a schematic of the PNN. Output combinations are selected across all 52 deep configurations for optimal performance at a given task.

Figure 5 b) compares single, parallel, deep and hybrid MSEs for \( t+7 \) Mackey-Glass prediction. The feature selection algorithm caps the number of outputs to below 200 for all architectures. The PNN substantially outperforms all other networks considered due to the broad range of memory timescales and non-linear dynamics present across its constituent reservoir neurons. Depicted as the black points and curve is the performance of software echo-state networks (ESNs) with increasing numbers of network nodes (10-100). The grey error window represents the MSE spread across 100 ESN trials. The performance of single, parallel and deep networks can be matched by adequately-sized software-based ESNs. However, the PNN substantially outperforms software ESNs, demonstrating the power of a PNN harnessing diverse and synergistic interconnected physical responses.

The PNN consistently outperforms other architectures across all future time steps with significant MSE vs \( t \) flattening for future prediction (Figure 5 c). Here we introduce an additional task - joint transformation and future-prediction of NARMA-processed Mackey-Glass. Previous architectures were evaluated on unprocessed Mackey-Glass prediction or NARMA-processed transformation only; here the PNN architecture is sufficiently powerful to NARMA-transform and future predict simultaneously (Figure 5 d), showing strong performance across a broad range of timescales. Additionally, the PNN performs well across a range of signal-transformations (Figure 5 e), outperforming other network architectures at 9/20 tasks. Which network architecture gives best signal-transform performance is highly target dependent, highlighting the importance of matching specific physical system dynamics to the desired task. PNNs are still expected to outperform all constituent sub-reservoirs with long enough training datasets, the more complex network architecture benefitting more from longer training.

PNNs combine the benefits of complex deep neural networks with the low training costs of RC approaches. Our efficient interconnection scheme allows a small suite of sub-reservoirs to be reconfigurably programmed on demand for changing task-specific needs. The PNN approach provides a bridge between the restricted, hard-coded nature of single reservoirs and highly-reconfigurable but energy-hungry deep neural networks, providing greatly enhanced flexibility and performance at low training time and energy.

The role of the intelligent feature selection algorithm is essential here. The PNN has \(~16000\) features. Gathering a sufficiently long dataset to avoid overfitting with conventional feature selection is unfeasible. Our feature selection algorithm is capable of reducing the size of this feature space whilst maintaining feature diversity to achieve high performance with no overfitting even at short training sets.
Figure 5. Multilayer physical neural network with reservoir neurons. a) Schematic of the physical neural network system. Multiple deep networks are combined in parallel with multiple interconnections between each neuron. A feature selection algorithm selects outputs across the network to optimise performance. b) MSE when predicting t+7 of the Mackey-Glass equation for single, parallel, deep and neural networks. The neural network show a significant error reduction. Shaded region and black curve shows the spread and average of MSE’s when using software ESN’s with varying number of network nodes. The neural network achieves significantly better performance whereas single, parallel and deep can be matched by a single ESN. MSE profiles and improvement factors for c) Mackey-Glass future prediction and d) future prediction of NARMA-7 processed Mackey-Glass for the best single, parallel, deep and neural networks. MSE profiles are significantly flattened for the neural network with up to $5.1 \times$ improvement. e) MSE when transforming to a sine input. Colours are consistent with b) with best networks highlighted. Neural network improvements are found for complex asymmetric tasks. f-i) Example predictions for t+9 of the NARMA7 processed Mackey-Glass signal.

Conclusion

We have engineered multiple artificial spin systems with varying microstate dynamics and spin-wave responses, evaluating their metrics and performance across a broad benchmark taskset.
Our results highlight the computational performance gained from enriched state spaces. We show the computational benefits of enhanced physical system richness including spatial disorder/parameter gradients and enhanced inter-element coupling in the disordered pinwheel ASR. The PW outperforms MS by up to $31.6 \times$, using the same amount of material and excitation and measurement energy. Our work demonstrates clearly that careful design of system geometry and dynamics is critical, with huge computational benefits available ‘for free’ via design optimisation.

Crucially, we have overcome the intrinsic performance compromises facing single reservoir systems by engineering synergistic network architectures from distinct physical systems. Parallel networks harness the different dynamic responses of individual reservoirs to enhance nonlinearity and transformation performance. Deep networks achieve enhanced memory and richer temporal responses to enable strong prediction across future steps. PNNs combine the best of both approaches, demonstrating powerful reconfigurable performance and moving physical neuromorphic computing beyond simple reservoir schemes towards flexible programmable networks where each neuron expresses high-dimensionality, recurrence and non-redundant nonlinearity while retaining the low-energy benefits of RC. Our feature selection algorithm plays a crucial role in identifying a small set of diverse, synergestic features, enabling true network performance to be realised with short datasets.

Crucially, our method of interconnecting network layers via assessing output-channel/feature metrics allows efficient design of the overall system metrics, bypassing costly iterative approaches. The approach is broadly-applicable across physical neuromorphic schemes. If the required sMC and sNL for a given task are known, metric programming allows rapid configuration of an appropriate network. If the required sMC and sNL are not known or the task depends on more than these metrics, metric programming can be used to search the sMC, sNL phase space for pockets of high performance using gradient-based approaches. The introduction of a trainable inter-layer parameter opens vast possibilities in implementing hardware neural networks with reservoirs serving as nodes and inter-layer connections serving as weights.

Our results have strong implications for the scope and versatility of physical neuromorphic computing. By harnessing a diverse suite of physical samples and network architectures, we expand high computational performance across a diverse taskset and demonstrate a flexible beyond-reservoir computational approach.
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Methods

Some description of our methodologies are reproduced from earlier work of several of the authors, as similar methods are employed here.

Nanofabrication

Artificial spin reservoirs were fabricated via electron-beam lithography liftoff method on a Raith eLine system with PMMA resist. 25 nm Ni_{81}Fe_{19} (permalloy) was thermally evaporated and capped with 5 nm Al_{2}O_{3}. For WM, a ‘staircase’ subset of bars was increased in width to reduce its coercive field relative to the thin subset, allowing independent subset reversal via global field. For PW, a variation in widths were fabricated across the sample by varying the electron beam lithography dose. Within a 100 µm × 100 µm write-field, the bar dimensions remain constant. The flip-chip FMR measurements require mm-scale nanostructure arrays. Each sample has dimensions of roughly 3x2 mm. As such, the distribution of nanofabrication imperfections termed ‘quenched disorder’ is of greater magnitude here than typically observed in studies on smaller artificial spin systems, typically employing 10-100 micron-scale arrays. The chief consequence of this is that the Gaussian spread of coercive fields is over a few mT for each bar subset. Smaller ASR arrays have narrower coercive field distributions, with the only consequence being that optimal applied field ranges for reservoir computation input will be scaled across a corresponding narrower field range, not an issue for typical 0.1 mT or better field resolution of modern magnet systems.

FMR measurement

Ferromagnetic resonance spectra were measured using a NanOsc Instruments cryoFMR in a Quantum Design Physical Properties Measurement System. Broadband FMR measurements were carried out on large area samples (~3 × 2 mm²) mounted flip-chip style on a coplanar waveguide. The waveguide was connected to a microwave generator, coupling RF magnetic fields to the sample. The output from waveguide was rectified using an RF-diode detector. Measurements were done in fixed in-plane field while the RF frequency was swept in 10 MHz steps. The DC field was then modulated at 490 Hz with a 0.48 mT RMS field and the diode voltage response measured via lock-in. The experimental spectra show the derivative output of the microwave signal as a function of field and frequency. The normalised differential spectra are displayed as false-colour images with symmetric log colour scale.

Reservoir computation

The reservoir training inputs are chosen to have approximately 30 data points per period for the sine and Mackey-Glass input with outputs sampled at every input. The Mackey-Glass time-delay differential equation takes the form \( \frac{dx}{dt} = \beta \frac{x(t-\tau)}{1+x^{10}} - \lambda x(t) \) and is evaluated numerically with \( \beta = 0.2, n = 10 \) and \( \tau = 17 \). The array is initially saturated in a -200 mT field in the \( \hat{z} \) direction.

A number of tasks were trialled. Signal-transformation tasks were chosen by taking a set of base transforms: \( \sin(x), |\sin(x/2)|, \sin(2x), \sin(3x), \sin^2(x), \sin^3(x) \cos(x), \cos(2x), \cos(3x), \text{saw}(x), \text{saw}(2x) \) and adding and multiplying them together. Mackey-Glass future predictions were varied from 0 - 25 future steps. NARMA tasks were evaluated using \( y(t) = Ay(t-1) + By(t-1) \sum_{i=1}^{X} y(t-X) + Cu(t-1)u(t-X) + D \) where \( u(t) \) is the Mackey-Glass equation, \( A = 0.3, B = 0.01, C = 2, D = 0.1 \) and \( X \) varies between 1-15.

Reservoir computing schemes consist of three layers: an input layer, a ‘hidden’ reservoir layer, and an output layer corresponding to globally-applied fields, the ASR and the FMR response respectively. In each case, the inputs were linearly mapped to a field range spanning 35 - 42 mT for MS, 18 - 23.5 mT for WM and 30-50 mT for PW, with the mapped field value corresponding to the maximum field of a minor loop applied to the system. After each minor loop, the FMR response is measured at the applied field \( H_{app} \) between 8- 12.5 GHz, 5 - 10.5 GHz and 5 - 10.5 GHz in 20 MHz steps for MS, WM and PW respectively. The FMR output is smoothed in frequency by applying a low-pass filter to reduce noise. Eliminating noise improves computational performance. For each input data-point, we measure between 225 - 275 distinct frequency bins and take each bin as an output giving 225 - 275 reservoir outputs. This process is repeated for the entire dataset with training and prediction performed offline.

Offline training and prediction is performed using a matrix multiplication method. We first separate the reservoir response into two datasets. A ‘train’ dataset for learning the optimum set of weights for a given task and a ‘test’ dataset to test the performance of the learned weights on previously unseen data. If we consider the training set of reservoir outputs \( \bar{x}_{\text{train}}(u) \) and the target waveform \( \bar{y} \)

\[
\begin{align*}
\bar{x}_{\text{train}}(u) &= \begin{pmatrix}
O_0(0) & O_0(1) & \cdots & O_0(m) \\
O_1(0) & O_1(1) & \cdots & O_1(m) \\
\vdots & \vdots & \ddots & \vdots \\
O_n(0) & O_n(1) & \cdots & O_n(m)
\end{pmatrix} \\
\bar{y} &= \begin{pmatrix}
y_0 \\
y_1 \\
\vdots \\
y_n
\end{pmatrix}
\end{align*}
\]
where $m$ is the number of reservoir outputs, $n$ is the number of input data points in the ‘train’ dataset and $O_n(m)$ is the $m^{th}$ reservoir output for input step $n$ (i.e. the amplitude of the $m^{th}$ frequency bin). The goal of training is to obtain a $1 \times M$ array of weights $\mathbf{W}_{\text{out}}$ which transform the reservoir outputs ($\tilde{\mathbf{y}}(u)$) into the desired target ($\tilde{\mathbf{y}}$). For this, we use ridge regression which solves the linear optimisation problem $\mathbf{W}_{\text{out}} = \arg\min_{\mathbf{W}} (||\tilde{\mathbf{y}} - \mathbf{W}\mathbf{x}_{\text{train}}(u)||^2 + \lambda ||\mathbf{W}||^2)$ with the following solution $\mathbf{W}_{\text{out}} = (\mathbf{x}_{\text{train}}(u)^T \mathbf{x}_{\text{train}}(u) + \lambda \mathbf{I})^{-1} \mathbf{x}_{\text{train}}(u)^T \tilde{\mathbf{y}}$ where $\mathbf{I}$ is the identity matrix and $\lambda$ is the ridge regularisation term - optimised via a grid-search. This can be performed with freely-available Python packages such as scikit-learn.

Once $\mathbf{W}_{\text{out}}$ is obtained, we can then multiply the ‘test’ dataset $\mathbf{x}_{\text{test}}(u)$ with $\mathbf{W}_{\text{out}}$ to obtain the reservoir prediction $\tilde{\mathbf{y}}_{\text{ASR}}$ (i.e. $\mathbf{x}_{\text{test}}(u)\mathbf{W}_{\text{out}} = \tilde{\mathbf{y}}_{\text{ASR}}$) as follows:

$$\mathbf{x}_{\text{test}}(u)\mathbf{W}_{\text{out}} = \begin{pmatrix} O_{n+1}(0) & O_{n+1}(1) & \cdots & O_{n+1}(m) \\ O_{n+2}(0) & O_{n+2}(1) & \cdots & O_{n+2}(m) \\ \vdots & \vdots & \ddots & \vdots \\ O_{n+l}(0) & O_{n+l}(1) & \cdots & O_{n+l}(m) \end{pmatrix} \begin{pmatrix} W_0 \\ W_1 \\ \vdots \\ W_m \end{pmatrix} = \begin{pmatrix} \tilde{\mathbf{y}}_{\text{ASR},n+1} \\ \tilde{\mathbf{y}}_{\text{ASR},n+2} \\ \vdots \\ \tilde{\mathbf{y}}_{\text{ASR},n+l} \end{pmatrix} = \tilde{\mathbf{y}}_{\text{ASR}}$$

where $l$ is the number of input datapoints in the ‘test’ dataset. We assess the performance of the reservoir by calculating the mean-squared error (MSE) of target waveform and the reservoir response $\text{MSE} = \frac{1}{n} \sum_{t=0}^{t=n-1} ||\mathbf{y}_{\text{ASR}}(t) - \tilde{\mathbf{y}}(t)||^2$.

To avoid overfitting to the train dataset, the number of outputs, and therefore weights, must be kept below the number of training points. Evaluating all output combinations would require $2^m - 1 \sim 10^8$ iterations for a single reservoir which increases dramatically for parallel, deep and hybrid networks. As such, we employ a feature selection algorithm which optimises which outputs to use for a given task (described later in the Learning section).

When evaluating MC and NL, it is conventional to use a random input. However in our scheme, discontinuities in the input field arising from discontinuous data input results in sharp mode-shifts between output frequency-channels, obscuring results. Our measured FMR peaks are broad and peak amplitude variations are detected across a number of output bins. As such, a single output can still track history-dependent behaviour as long as the field-induced frequency shifts remain small. As a result, we must implement an appropriate methodology to accurately reduce the dimensionality of the feature space and measure the performance of the models. The methodology adopted can be at first described as a 10 cross-validation (inner validation loop) of a 10 cross-validation approach (outer validation loop), where the outer cross-validation is used to accurately evaluate the performance and the inner loop is used to perform feature-selection.

As stated above, the high number of reservoir outputs can lead to overfitting. Thus, it was necessary to decrease the dimensionality of the space at which the learning of the read-out connectivity matrix $\mathbf{W}_{\text{out}}$ operates through feature selection. Let us consider the response of the considered reservoir $\mathbf{x}_{\text{train}}(u)$, which is the $n \times m$ dimensional matrix introduced in the previous section. The feature selection algorithm aims to use $o$ subsets of frequency bins, where $o \leq n$, that will be used for training and evaluation. We can consider feature selection as a boolean operation in the $m$-dimensional feature space, where a value of one (zero) corresponds to the considered feature being used (neglected). Given the high value of $m$, the number of possible combinations $2^m - 1$ is extremely high. As a consequence, the feature selection algorithm can lead to overfitting, therefore we must implement an appropriate methodology to accurately reduce the dimensionality of the feature space and measure the performance of the models. The methodology adopted can be at first described as a 10 cross-validation (inner validation loop) of a 10 cross-validation approach (outer validation loop), where the outer cross-validation is used to accurately evaluate the performance and the inner loop is used to perform feature-selection.

Considering a specific split of the outer validation loop (Fig. 6 a), where we select a validation set $\mathcal{V}_i$ and a test set $\mathcal{V}_j$ (comprising of the 10% of the data each), we performed 10 cross-validation on the remaining data to optimise hyperparameter values through grid-search. In this inner validation loop, each split corresponds to a test set $\mathcal{V}_j$ (comprising again of the 10% of the remaining data, without $\mathcal{V}_i$ and $\mathcal{V}_j$), where changing $j$ means to select a different test-split in the inner loop based on the $i$-th original split of the outer validation (Fig. 6 a). The remaining data, highlighted with the blue contour of Fig. 6 a, are used for training to optimise the read-out weights and minimise an error function $E$. At this stage, we performed a grid-search methodology on hyperparameters $\theta$ and $\lambda$ which control directly and indirectly the features being adopted for training (Fig. 6 b). The hyperparameter $\theta$ acts as a threshold on the correlation matrix of the features. Simply, if the correlation among two features exceeds the specific value of $\theta$ considered, one of these two features is removed for training
The idea behind this methodology is to discard features that are highly correlated, since they would contribute in a similar way during training. This emphasizes diversity in the reservoir response. The hyperparameter $\lambda$ is the penalty term in ridge-regression. Higher values of $\lambda$ lead to a stronger penalization on the magnitude of the read-out weights. As such, $\lambda$ can help prevent overfitting and controls indirectly the number of features being adopted. We should use a high value of $\lambda$ if the model is more prone to overfitting the training dataset, a case that occurs when the number of features adopted is high.

Calling $E\{T_{ij}'|W_o^*,\theta,\lambda\}$ the error computed on the test set $T_{ij}'$ with weights $W_o^*$ optimised on the corresponding training data ($W_o^* = \arg\min_{W_o \in \mathbb{R}^m} E\{ T_{ij}|W_o,\theta,\lambda \}$) in the algorithm of Fig. 6 b) and with hyperparameter values $\theta$ and $\lambda$ respectively, we select the values of the hyperparameters that correspond to the minimum average error over the test sets in the inner validation loop. Otherwise stated, we select the optimal $\theta^*_i$ and $\lambda^*_i$ for the $i$-th split in the outer loop from the test average error in the inner 10 cross-validation as $\theta^*_i, \lambda^*_i = \arg\min_{\theta,\lambda \in \Theta, \Lambda} \sum_{j=1}^{10} E\{ T_{ij}'|W_o^*,\theta,\lambda \}$. This methodology permits to find $\theta^*_i$ and $\lambda^*_i$ that are not strongly dependent on the split considered, while maintaining the parts of the dataset $\mathcal{Y}_i$ and $\mathcal{F}_i$ unused during training and hyperparameter selection. The sets $\Theta$ and $\Lambda$ correspond to the values explored in the grid-search. In our case, $\Theta = \{1, 0.999, 0.99, 0.98, 0.97, \ldots\}$ and $\Lambda = \{1e^{-4}, 1e^{-3}, 1e^{-2}, 2.5e^{-2}, 1e^{-1}\}$. Repeating this procedure for each split of the outer loop, we found the optimal $\theta^*_i$ and $\lambda^*_i$, for $i = 1, \ldots, 10$. This concludes the algorithm (Hyperparameter Selection) described in Fig. 6 b. Selection of the hyperparameters $\theta^*_i$ permit to find subsets of features based on correlation measures. However, promoting diversity of reservoir measures does not necessarily correspond to the highest performance achievable. Thus, we adopted an evolutionary algorithm to better explore the space of possible combination of measurements (algorithm of Fig. 6 c).

It is necessary now to notice how a value of $\theta^*_i$ corresponds to a $m$-dimensional boolean vector $f^{(i)}$, whose $j$-th dimension is
zero if its \(j\)-th feature \(f^j\) is correlated more than \(\theta^j\) with at least one other output. For each split \(i\) in the outer loop, we adopted an evolutionary algorithm that operates over the \(m\)-dimensional boolean space of feature-selection, where each individual corresponds to a specific vector \(f\). At each evolutionary step, we performed operations of crossover and mutation over a set of \(N_p\) parents \(F_p = \{f(n)\}_{n=1,...,N_p}\). For each split \(i\) in the outer loop and at the first evolutionary step, we initialised the parents of the algorithm to \(f^0\). We defined a crossover operation \(CO\) among two individuals \(f(i)\) and \(f(j)\) as \(f = CO(f(i), f(j))\) where the \(k\)-th dimension of the new vector \(f\) is randomly equal to \(f(i)_k\) or \(f(j)_k\) with the same probability. A mutation operation of a specific \(f(i)\) is defined as \(f = M(f(i))\) by simply applying the operator \(not\) to each dimension of \(f(i)\) with a predefined probability \(p_m\). The application of crossovers and mutations permits the definition of a set of \(N_c\) children \(F_c = \{f(n)\}_{n=1,...,N_c}\) from which we select the \(N_p\) models with the highest performance over the test sets of the inner loop as parents for the next iteration. Otherwise stated, we selected the \(F_p\) vectors corresponding to the lowest values of the average error as \(F_p = \arg \min_{f \in F_c} \sum_{j=1}^{10} E \left\{ \mathcal{F}_j \parallel \mathcal{W}_0, f, \lambda^*_1 \right\} \) where \(\arg \min_{N_p}\) selects the \(N_p\) arguments of the corresponding function with minimal values. We notice how a step of the evolutionary approach aims to minimise an error estimated in the same fashion as in the algorithm of Fig. 6 b, but this time searching for the best performing set \(F_p\), rather than the best performing couple of hyperparameter values \(\lambda^*_1\) and \(\theta^*_1\). Finally, we stopped the evolutionary algorithm at the iteration instance where the average performance of \(F_p\) over \(\mathcal{V}_i\) is at minimum and selected the model \(f_i^*\) with the lowest error on \(\mathcal{V}_i\). The utilisation of a separate set \(\mathcal{V}_i\) for the stop-learning condition was necessary to avoid overfitting of the training data. Indeed, it was possible to notice how the performance on \(\mathcal{V}_i\) would improve for the first iterations of the evolutionary algorithm and then become worse. This concludes the evolutionary algorithm depicted in Fig. 6 c. At last, the overall performance of the model is computed as the sum of the mean-squared errors over the outer validation loop as \(\mathcal{E} = \sum_{i=1}^{10} E \left\{ \mathcal{F}_i \parallel \mathcal{W}_0, f_i^*, \lambda^*_1 \right\} \). Summarising, we can think the overall methodology as an optimisation of relevant hyperparameters followed by a fine-tuning of the set of features used through an evolutionary algorithm. The final performance and its measure of variation reported in the paper are computed as average and standard deviation over ten repetitions of the evolutionary algorithm respectively.

**MFM measurement**
Magnetic force micrographs were produced on a Dimension 3100 using commercially available normal-moment MFM tips.

**Data availability statement**
The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.

**Code availability statement**
The code used in this study is available from the corresponding author on reasonable request.
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Supplementary Information

Supplementary note 1 - Sample dimension variation

Figure 7. Variation of dimensions across the MS (a,b) and PW (c-f) samples.

Figure 7 shows SEM images of variation of dimensions across the MS (a,b) and PW (c-f) samples. In MS, two separate regions with widths of 124 nm and 137 nm are present. This manifests as slightly different coercive fields and resonant frequencies. In PW, a gradient of sample dimensions were fabricated across the surface of the chip. Bar subsets have slightly different widths to further enhance sample complexity. Widths range from 212 - 226 nm (thin) and 243 - 267 nm (wide) giving a broad distribution of resonant frequencies and coercive fields, enhancing output nonlinearity. Furthermore, some bars are connected (panel f) giving rise to complex magnetisation profiles and FMR spectral evolution.

Supplementary note 2 - $k_{max}$ selection for metric calculation.

Figure 8. a) sMC and b) sNL when varying how many previous inputs are used in the metric calculation. sMC profiles show characteristic humps and continual rising indicative of correlation between current and past input profiles from the periodic nature of the Mackey-Glass input equation.
Memory-capacity (MC) and nonlinearity (NL) are typically obtained by inputting a random input signal, with no correlation between consecutive inputs, to the reservoir. When calculating MC, this ensures that any observed memory effects arise from reservoir states alone. However, our measurement scheme precludes this method. Data is encoded in magnetic field amplitude and readout in-field resulting in field-dependent frequency shifts in the FMR response. For random inputs, the sharp jumps between consecutive inputs causes information to shift between outputs (e.g. shifts of 0.5 GHz spanning 25 output frequencies are observed over a 5 mT input range). Linear regression is unable to process this type of shifting leading to misleadingly low calculated MC.

As such, we use the smoothly varying Mackey-Glass equation as an input signal to calculate the metrics. This ensures that any field shifts between consecutive input are minimised. Our FMR peaks are broad with microstate information held across multiple neighbouring outputs (e.g. 7 GHz and 7.02 GHz will be collinear). A disadvantage of this approach is that the Mackey-Glass equation is quasi-periodic. In addition to memory from the ASR states, this can lead to a memory arising from the similarity between current and previous inputs. As such, the value of $K_{\text{max}}$ with which the metrics are calculated must be chosen carefully to minimise the effects of the periodic input.

Figure 8 shows the sMC and sNL of the three ASR samples. sMC of the input signal with itself is also shown. All curves show characteristic humps and continuous rising in the sMC profile due to the periodic nature of the MG input. sNL shows no variation with $K_{\text{max}}$. We chose $K_{\text{max}} = 8$ as this is at the end of the flat region on the input sMC curve i.e. this is the maximum value before self-correlation from the next period starts.

**Supplementary note 3 - Vortex induced memory amplification.**

Figure 9a-c) show the relationship between sMC and sNL. sMC and sNL are evaluated using 60 outputs against the original Mackey-Glass input. Figure 9d-f) shows the relationship for sMC$_{\text{in}}$ vs sMC$_{\text{out}}$ when calculating sMC for specific previous inputs. In all cases, a linear trend is observed. For MS, the gradient of sMC$_{\text{in}}$ vs sMC$_{\text{out}}$ stays approximately the same as sMC is evaluated to further previous inputs. For WM and PW, strong sMC$_{\text{out}}$ is observed throughout. The gradient between input and output sMC increases for further previous inputs. As such, the memory of the input signal is effectively amplified. The effect is strongest for WM. Small hints of long-term memory in the input signal translate to large contributions in the second reservoir. This provides additional information into why the ordering of reservoirs is crucial, as memory amplification at the end of the network is key for improved performance.

**Supplementary note 4 - Reservoir ordering**

Figure 10 shows the future prediction and NARMA transformation performance in a deep network when going from a reservoir with high sMC to a reservoir to low sMC. Low improvements are observed throughout. The initial reservoir response obscures short term information. The second reservoir simply mimics this response. As such, short term information is lost.

The ordering of ASR’s plays an important role: if R1 has low sMC, its response is captures short term behaviour. When this information is transferred, a high sMC R2 receives information about short-term behaviour which it can retain for longer. As such, short-term memory is retained in R1 and long-term memory is retained in R2. For high-to-low sMC, R1’s output will be obscured by history-dependence, limiting the amount of information retained about short term behaviour. When this information is transferred, R2 simply mimics this information. As such, neither R1 or R2 retain a reasonable short-term memory, only long-term correlations are present, reducing the overall sMC.

Complex MC + NL signal-transformations require higher harmonic generation and responses shifted in phase w.r.t the input. By going from a high sMC reservoir (WM) to a high sNL reservoir (sNL), both a linear and non-linear representation of the input signal is present in the overall network (linear from high sMC, non-linear from high sNL) producing a diverse set of lagged responses and higher harmonics.

**Supplementary note 5 - PNN performance for NARMA-processed Mackey-Glass**

Figure 11 shows MSE profiles for when performing a NARMA-transform on the Mackey-Glass input signal. Here, only minor improvements are observed for the PNN architecture as the MSE vs. $t$ curve is already linear for the best deep architecture.
Figure 9. sMC_{in} vs sMC_{out} when R2 is a) MS, b) WM and c) PW. High sMC and sNL are achieved when the interconnection sMC and sNL are high. d-f) sMC_{in} vs sMC_{out} when evaluating sMC on specific previous inputs from t-0 (current input) to t-6. Dashed line represents a linear fit.
**Figure 10.** Mackey-Glass future prediction and NARMA transformation in a deep network when going from a reservoir with high sMC to a reservoir with low sMC. Low improvements are seen across all tasks.

**Figure 11.** MSE profiles when performing a NARMA-transform of a Mackey-Glass input for the best single, parallel, deep and PNN architectures.