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Abstract—Future 5G mobile networks will require increased backhaul (BH) capacity to connect a massive amount of high capacity small cells (SCs) to the network. Because having an optical connection to each SC might be infeasible, mmWave-based (e.g., 60 GHz) BH links are an interesting alternative due to their large available bandwidth. To cope with the increased path loss, mmWave links require directional antennas that should be able to direct their beams to different neighbors, to dynamically change the BH topology, in case new nodes are powered on/off or the traffic demand has changed. Such BH adaptation needs to be orchestrated to minimize the impact on existing traffic. This paper develops a Software-defined networking-based framework that guides the optimal reconfiguration of mesh BH networks composed by mmWave links, where antennas need to be mechanically aligned. By modelling the problem as a Mixed Integer Linear Program (MILP), its solution returns the optimal ordering of events necessary to transition between two BH network configurations. The model creates backup paths whenever it is possible, while minimizing the packet loss of ongoing flows. A numerical evaluation with different topologies and traffic demands shows that increasing the number of BH interfaces per SC from 2 to 4 can decrease the total loss by more than 50%. Moreover, when increasing the total reconfiguration time, additional backup paths can be created, consequently reducing the reconfiguration impact on existing traffic.

Index Terms—5G, mesh backhaul, mmWave, optimization.

I. INTRODUCTION

Current wireless technologies cannot easily cope with the increase of mobile users and respective data rate requirements. This motivates research for new radio (NR) technologies and backhaul (BH) network architectures for the next generation mobile networks, i.e. 5G [1]. To increase the overall capacity, 5G features ultra-wide bandwidth links operating in very high frequency bands (6-60 GHz), including millimeter-wave (mmWave) spectrum, both for access and BH. The high path loss, combined with the unique propagation characteristics of mmWave links, require a massive amount of small cells (SCs) to be deployed [2]. As it is economically unfeasible to connect all the SCs through optical cables, many wireless BH links may use mmWave frequencies, leading to multi-hop mesh topologies [3] that connect the SC nodes to the umbrella macro cell, forming heterogeneous networks (HetNets).

Because of the high path loss, mmWave links require highly directional antennas that need to be aligned properly. For example, when using a 7° beam width, a misalignment of 18° reduces the link quality by 18 dB, compared to a perfect alignment [4], which may result in link breaks or capacity degradation. Therefore, when scaling the usage of mmWave links to an entire BH infrastructure, an efficient beam alignment becomes a crucial topic to address. Aperture antennas have been designed for planar form factors, which are compact, have high gain, and support wideband mmWave applications [5]. Additionally, to support the alignment with a wide angular coverage, different techniques can be applied to enable the antenna radiation steering, ranging from optic reflection/refraction techniques to complex digital schematics or mechanical rotating components. Despite the possibility of failure due to the fatigue of moving parts in mechanical steerable antennas, they provide a flexible steering range, while maintaining the antenna gain [6]. The antennas can then be mounted on rotating devices that can be built using simple electronic components.

In addition to the traffic management complexity due to the high number of BH nodes and links, energy-related operational costs can increase and an energy-efficient network reconfiguration becomes crucial [7]. Examples include dynamically powering on/off network nodes/interfaces [8] or an energy-efficient joint user association, resource allocation and BH routing strategy [9]. These reconfigurations can be temporary and change according to adaptive parameters (e.g., traffic load, overall system power consumption), or can be guided by policies defined by network operators. Yet, the reconfiguration process can be complex and involve different steps. For example, if a new SC is powered on to serve more users in a given area, new links need to be established to cope with the topology change. Similarly, when BH nodes are powered down for energy conservation, their active flows must be rerouted. Moreover, all these requirements must be applied to the entire BH, which significantly complicates the reconfiguration. Existing work is mostly focused on effective flow migration techniques to avoid network disruption [10], yet an orchestrated reconfiguration of a mmWave BH is not properly addressed.

This paper presents a SC mesh BH reconfiguration mechanism designed for mechanical steerable antennas. We develop a mathematical optimization model based on a Mixed Integer Linear Program (MILP) that calculates the optimal sequence of
flow re-routing and BH topology reconfiguration operations to allow the transition of the mesh BH from a suboptimal state to the desired one. The model minimizes the impact of the reconfiguration on existing BH traffic by calculating an optimized sequence of antenna re-alignment, link establishments and flow re-routing operations. The developed framework can be implemented through a Software Defined Networking (SDN) based architecture, where the SDN controller orchestrates the BH reconfiguration using the proposed model. We evaluate the model with different topologies, number of transceivers, and maximum allowed reconfiguration times. Our numerical results indicate that increasing the number of BH transceivers from 2 to 4 leads to more backup path creation opportunities, contributing to a decrease of the overall packet loss by more than 50%. Also, by increasing the allowed reconfiguration timespan, further backup links can be formed, while the final configuration links are being established, through the rotation of their antennas.

This paper is organized as follows. Section II describes the system model and the proposed SDN-based architecture, which motivates the problem formulation in Section III. Experimental results are presented in Section IV, concluding with final remarks and future work in Section V.

II. SYSTEM MODEL AND SDN-BASED ARCHITECTURE

In this section, we introduce the system model and present an overview of our SDN-based mmWave BH architecture.

A. System Model Considerations

The main goal of this work is to guide the reconfiguration of a mmWave based SC mesh BH network, which operates under the umbrella of an attached macro cell, composed by a set \( D \) of mmWave SC nodes (Figure 1). Every BH node \( d \), where \( d = 1 \ldots D \in D \), is located at \( \text{pos}_d = [x_d, y_d] \), where \( x_d \) and \( y_d \) are its respective two dimensional space geographical coordinates. We assume that the nodes are located within close vicinity and, for simplicity, have the same altitude. Every node has a set of network interfaces \( \mathcal{N} \) with \( N \) elements, each establishing BH links using a mmWave transceiver. Each interface has an antenna, which is mounted over a mechanical rotational platform that can horizontally rotate over 360°, with 0° being oriented to the absolute North and vertically between -45° and 45°. We assume that all antennas can rotate simultaneously with the same speed. We also focus on the network interfaces alignment on the horizontal axis, assuming that the vertical alignment can be neglected.

We assume that the BH is initially configured to serve a given user demand, defined by the user equipments (UEs) associated to the SCs (we identify this initial configuration by snapshot A). If the demands change, e.g. new users arrive and/or depart, the mesh BH may need to change to serve the new requirements. This reconfiguration time can be long due to the antennas’ rotation, the update of forwarding rules, or due to powering on/off BH nodes. All these configuration steps may interrupt ongoing network traffic, if not orchestrated correctly among the BH. With that, we aim to optimally solve this transitioning problem from snapshot A to the new configuration (identified as snapshot B), with minimal disruption on active UE traffic. In this work, we are essentially interested in the ordered reconfiguration of the antennas’ alignment, since the most time critical aspect is the rotation of the mechanical platforms, which may take several seconds. In fact, our previous measurements using an IEEE 802.11ad testbed have shown that re-establishing flow connectivity using a SDN controller can be achieved within 6 ms, once the antennas are aligned and the links are formed [1]. During the reconfiguration, if time and resources allow, we aim to explicitly create backup paths, which can be used to temporarily route traffic, while the original link is down due to the antenna rotation.

To form the mmWave BH mesh, links need to be established between two nodes and we consider that both interfaces have to be within line-of-sight and aligned with each other. We establish a matrix \( V \) with \( D \times D \) elements, containing the angles necessary to align all the nodes’ interfaces. Such matrix can be computed once, during an initial calibration, based on the nodes’ geographical positions. A binary matrix \( \delta \) with size \( D \times D \) lists all the possible connections between the nodes in \( D \). We assume that each link is characterized by an average throughput \( R_{dd'} \), given by the average statistics of the channel, based on the path loss due to propagation and atmospheric conditions [12]. We ignore effects of fast-fading, as we focus on a long time period of the network operation, compared to the channel coherence time.

We assume that a subset \( I \subseteq D \) of the SC nodes is connected through a fiber link to the core network. Every mesh node \( d \) serves a traffic demand \( \rho_d \) (measured in Mbps), which is given by the aggregated demands of all the UEs served by node \( d \). In this model, we only consider downlink traffic, as we assume that upstream traffic does not have high bandwidth requirements and can share the same downlink paths. Therefore, we model the paths by creating unidirectional links from the nodes in \( I \) to the rest of the topology.

B. SDN-based mmWave Mesh Backhaul

With the increase of the number of nodes and links in the BH network, a full reconfiguration involves several link and BH routing reconfigurations, which may be difficult to implement using distributed protocols, because they typically require a large time to converge. This motivates the usage of centralized BH management solutions. SDN allows the separation of the control plane from the data plane and the shifting of the network management to a logically centralized SDN controller, which has a global view of the network.
Typically, control plane messages are exchanged using the OpenFlow (OF) protocol [13], that manages the forwarding rules in network nodes. Power management and wireless link configurations can then be handled by specific device management protocols (e.g. NETCONF [14]), or through extensions to the original OF specification [15]. This enables new ways for optimizing BH network reconfigurations, as the link configurations, forwarding paths, and powering on/off SCs can be centralized and orchestrated by a single entity [16].

We assume that the SC mesh BH network is based on a SDN architecture, having the SDN controller responsible for the management of the mesh nodes’ control plane, configuring their forwarding rules and respective mmWave links. We consider the usage of a SDN out-of-band control channel [17], with negligible latency between the controller and the mesh nodes. The SDN controller provides an application programming interface (API) that allows the specification of how the network should be configured, according to the model’s output. After the reconfiguration steps are calculated, the controller pushes the new flow rules and requests the antenna rotations and link configurations to the BH nodes.

III. Problem Formulation

Given two network configuration snapshots (A and B), the main goal is to optimally orchestrate the transition from A to B, within a given maximum reconfiguration time. Since there are links and flows established in A, we want to minimize the total network packet loss during the reconfiguration.

A. Time Horizon Discretization

We assume that the time is divided into \( K \) slots, where \( K \) indicates the length of the time horizon, which represents the maximum duration of the transition phase allowed by the network operator. We denote the length of each time slot \( k \), where \( k = 1, \ldots , K \), by \( \tau \). The first and final time slots, i.e. \( k = 1 \) and \( k = K \), correspond to the initial and last network configuration snapshots (A and B), respectively. The number of time slots \( K \) must be large enough to accommodate all the necessary reconfiguration steps. Since our system operates by rotating network interfaces, we quantize their movements by setting \( \tau \) to the time required to horizontally rotate an interface by \( \theta \) degrees (we assume the same values for all interfaces). Therefore, the maximum configuration time for \( K \) is given by \( K \tau \), e.g. for \( K = 20 \) and \( \tau = 0.5s \), the total reconfiguration time would be 10 seconds. The minimum \( K \) for a given topology can be defined by the maximum number of horizontal angular movements required by a network interface, in multiples of \( \theta \). In a worst case, this is equivalent to a \( 180^\circ \) rotation (e.g. \( K = 19 \), if \( \theta = 10 \), assuming no movement at \( k = 1 \)).

B. Decision Variables and Constraints

To ensure a safe operation of the network, we need to guarantee that all the links given by configuration B are established at the end of the reconfiguration. A binary variable \( x^k_{dnd'} \) indicates whether an unidirectional link is established from node \( d \) antenna \( n \) to node \( d' \) antenna \( n' \) or not as follows:

\[
x^k_{dnd'} = \begin{cases} 
1, & \text{if interface } n \text{ of node } d \text{ is connected} \\
0, & \text{otherwise.}
\end{cases}
\]

A link can only be formed between two interfaces if it is possible to interconnect the respective nodes. Hence, the following constraint is added:

\[
x^k_{dnd'} \leq \delta_{dd'}, \forall d, n, d', n', k. \tag{2}
\]

For unidirectional links and only allowing one interface to establish a single link with other interfaces, we add the following constraints:

\[
\sum_{d' \in D} x^k_{dnd'} + x^k_{d'n'd} \leq 1, \forall d, n, k. \tag{3}
\]

To quantify the ingress rate entering the nodes connected to the core network in \( I \), we introduce a continuous decision variable \( \text{input}^k_{d} \). We limit the ingress rate on all the nodes \( d \in I \) to not be negative. In addition, the total ingress rate can not exceed the total demand of all the nodes in \( D \):

\[
0 \leq \text{input}^k_{d}, \forall d, k, \tag{4a}
\]

\[
\sum_{d \in I} \text{input}^k_{d} \leq \sum_{d \in D} \rho_{d'}, \forall k. \tag{4b}
\]

Secondly, we need to map the amount of traffic that is sent through every link, on every time slot \( k \), and limit it to the maximum link capacity, defined in \( R_{dd'} \). Since we use unidirectional links, we create a variable \( r^k_{dnd'} \in \mathbb{R}^+ \geq 0 \) that represents the data rate from interface \( n \) of node \( d \) to interface \( n' \) of node \( d' \), at the \( k \)th time slot:

\[
0 \leq r^k_{dnd'} \leq R_{dd'}, \forall d, n, d', n', k. \tag{5}
\]

Ideally, this value should be big enough to fulfill the demands \( \rho_{d} \) for every node, but since the maximum capacity or the absence of a link cannot always make that condition true, we use a variable \( l^k_{d} \in \mathbb{R}^+ \) to calculate the loss rate of every node \( d \), on a given time slot \( k \):

\[
0 \leq l^k_{d} \leq \rho_{d}, \forall d, k. \tag{6}
\]

Additional constraints are imposed to limit the total acceptable packet loss rate on different time slots (e.g. the loss rate should not exceed 45% at any time), i.e.:

\[
\sum_{d \in D} l^k_{d} \leq v^k \sum_{d \in D} \rho_{d}, \forall k, \tag{7}
\]

where \( v^k \in [0, 1] \) controls the tolerated loss at time slot \( k \), with respect to the demand.

The flow conservation constraints ensure, for every node, that the total input rate and packet loss are equal to the total output rate and its traffic demand. Also, data can only flow between established links. To the nodes connected to the core
network $d \in \mathcal{I}$, the data from input $d^k$ must also be added:

$$
\sum_{d' \in D} \sum_{n' \in N} \sum_{n \in N} x^{k}_{d'n'd'n} + l^k_d
$$

\begin{align}
    &= \sum_{d' \in D} \sum_{n' \in N} \sum_{n \in N} x^{k}_{d'n'd'n} + \rho_d, \forall d \in D \setminus \mathcal{I}, \forall k,
\end{align}

(8a)

input $d^k + \sum_{d' \in D} \sum_{n' \in N} \sum_{n \in N} x^{k}_{d'n'd'n} + l^k_d

\begin{align}
    &= \sum_{d' \in D} \sum_{n' \in N} \sum_{n \in N} x^{k}_{d'n'd'n} + \rho_d, \forall d \in \mathcal{I}, \forall k.
\end{align}

(8b)

We define $a^k_{dn} \in \mathbb{R}$ to represent the current orientation of network interface $n$ of node $d$, during time slot $k$. The rotation of an interface can be incremented by positive or negative values. Two binary variables, $\psi^k_d$ and $\omega^k_d$, indicate the movement of an interface during each time slot, clockwise and counter-clockwise, respectively:

$$
\psi^k_{dn} = \begin{cases} 
1, & \text{if interface } n \text{ of node } d \text{ is rotating clockwise during time period } k, \\
0, & \text{otherwise}.
\end{cases}
$$

(9)

$$
\omega^k_{dn} = \begin{cases} 
1, & \text{if interface } n \text{ of node } d \text{ is rotating counter-clockwise during time period } k, \\
0, & \text{otherwise}.
\end{cases}
$$

(10)

We guarantee that an interface can only move in one direction (or none) at the same time, by only allowing one of those two decision variables to be true:

$$
\psi^k_{dn} + \omega^k_{dn} \leq 1, \forall d, n, k.
$$

(11)

The orientation of a network interface at time $k$ is given by its previous value $(k-1)$ and its current movement state:

$$
a^k_{dn} = (\psi^k_{dn} - \omega^k_{dn}) \theta + a^0_{dn},
$$

$$
\forall d, \forall n, k = 1, \ldots, K-1.
$$

(12)

To be able to establish a link between two interfaces, we must ensure that both are aligned with each other (although it is also possible that they are aligned, but no link is created). We use the values $V_{dd'}$, elements of $V$, to create those constraints. Since $V_{dd'} \in [0, 360]$ and the values of $a^k_{dn}$ can have values in the whole space $\mathbb{R}$ due to the increments of $\theta$, we introduce a decision variable $\beta^k_{dn} \in \mathbb{N}$, used to assert the interface positions to the values in $V_{dd'}$, when they exceed their bounds:

$$
\text{if } a^k_{dn} = V_{dd'}, \beta^k_{dn} = 360 \text{ and } a^k_{dn} = \text{else } a^k_{dn} + \beta^k_{dn} = 360;
$$

then, $x^{k}_{d'n'd'n} + x^{k}_{d'n'd'n} \leq 1,
$$

else $x^{k}_{d'n'd'n} + x^{k}_{d'n'd'n} = 0.$

(13)

This allows the establishment of a link immediately after both interfaces are aligned. We neglect the link configuration delay between the two interfaces, as we consider them significantly lower than the mechanical alignment times.

The set of links established in the initial configuration snapshot is given by $X_{init}$. Likewise, the target link configuration that must be achieved by the end of the model execution is given by $X_{end}$. Therefore, we add the following initialization constraints that guarantee that only the links in $X_{init}$ and $X_{end}$ are formed, during $k = 1$ and $k = K$, respectively:

$$
x^k_{d'n'd'n} = \begin{cases} 
1, & \text{if link } (d'n') \text{ is part of } X_{init}, \\
0, & \text{otherwise}.
\end{cases}
$$

(14)

Finally, as an input to the representation of the initial state, a matrix with size $D \times N$, denoted by $A^0$, provides the angle alignment of every network interface $n$ of node $d$. We then use its elements $A^0_{dn}$ to guarantee the initial alignment of every interface on the first time slot $k = 1$:

$$
a^1_{dn} = A^0_{dn}, \forall d, n.
$$

(16)

C. Objective Function

The main goal is to minimize the total packet loss rate, which is experienced during the reconfiguration from the state $X_{init}$ until the $X_{end}$ state at the final time slot $K$. To guide the network towards different solution approaches, we use a weight function $m_k = f(k)$ to multiply the total packet loss on each time slot. For instance, to force a faster reconfiguration, the weight function can assign higher weights to higher $k$ values, leading to a more severe loss weighting at later time slots. With that, the objective function, denoted by $F$, can be described as:

$$
F = \sum_{k=1}^{K} \sum_{d=1}^{D} m_k l^k_d.
$$

(17)

D. Linearization

Since not all formulated constraints are linear (e.g. $\mathbb{R}$ contains the product of two decision variables), we linearize the respective constraints to be able to formulate a MILP.

To linearize the product between $x^{k}_{d'n'd'n}$ and $r^{k}_{d'n'd'n}$, in (8), we add a new decision variable $x^{k}_{d'n'd'n} \in \mathbb{R}^+$ and the following linear constraints:

$$
x^{k}_{d'n'd'n} \leq x^{k}_{d'n'd'n} R_{dd'}, \forall d, n, d', n', k,
$$

(18a)

$$
x^{k}_{d'n'd'n} \leq r^{k}_{d'n'd'n}, \forall d, n, d', n', k,
$$

(18b)

$$
x^{k}_{d'n'd'n} \geq r^{k}_{d'n'd'n} - (1 - x^{k}_{d'n'd'n}) R_{dd'}, \forall d, n, d', n', k.
$$

(18c)

$$
x^{k}_{d'n'd'n} \geq 0, \forall d, n, d', n', k.
$$

(18d)

This allows us to re-write both equations (8) as follows:

$$
\sum_{d' \in D} \sum_{n' \in N} x^{k}_{d'n'd'n} + l^k_d
$$

\begin{align}
    &= \sum_{d' \in D} \sum_{n' \in N} x^{k}_{d'n'd'n} + \rho_d, \forall d \in D \setminus \mathcal{I}, \forall k,
\end{align}

(19a)

$$
\sum_{d' \in I} \sum_{n' \in N} x^{k}_{d'n'd'n} + l^k_d
$$

\begin{align}
    &= \sum_{d' \in D} \sum_{n' \in N} x^{k}_{d'n'd'n} + \rho_d, \forall d \in \mathcal{I}, \forall k.
\end{align}

(19b)

Equation (13) can be linearized by introducing a binary variable $p^{k}_{dd'}$ that is set to 1 when interface $n$ of node $d$ is aligned with node $d'$:

$$
p^{k}_{dd'} = \begin{cases} 
1, & \text{if } a^k_{dn} = V_{dd'}, \beta^k_{dn} = 360, \\
0, & \text{otherwise}.
\end{cases}
$$

(20)

We then add the following linear constraints using the big-M technique, restricting the values of $x^{k}_{d'n'd'n}$ to only be true
when the corresponding links are aligned, i.e. when $p = 1$:

\[ a^k_{dn} - (V_{dd'} + \beta^k_{dn360}) \leq M(1 - p^k_{dn}), \quad \forall d, n, d', k, \quad (21a) \]

\[ a^k_{dn} - (V_{dd'} + \beta^k_{dn360}) \geq -M(1 - p^k_{dn}), \quad \forall d, n, d', k, \quad (21b) \]

\[ x^k_{d'n'dn} + x^k_{d'n'dn} \leq p^k_{dn}, \quad \forall d, n, d', n', k, \quad (21c) \]

where $M$ is a big positive number.

### E. Mixed Integer Linear Programming Optimization Model

In this section, we formulate a generic optimization problem $(P)$ that minimizes the total packet loss for a given topology, while transitioning from the initial to the final configuration states. As output, our problem returns the BH link configuration and mmWave interface movement information at each time slot $k$, where $k = 1, \ldots, K$:

\[
(P): \quad \text{minimize} \quad \sum_{k=1}^{K} \sum_{d=1}^{D} m_k l^k_d \\
\text{subject to} \quad (1), (2), (3), (4), (7), (9), (10), (11), (12), (14), (15), (16), (17), (19), (21).
\]

Problem $(P)$ can be solved optimally using e.g. off-the-shelf tools such as YALMIP/Gurobi [18], which use branch and bound techniques to calculate optimal solutions. It is known that these problems are computationally expensive. Yet, this complexity does not pose a critical issue since the problem will be solved once before every transition phase which is, in practice, not recurrent. In addition, $(P)$ can serve as a benchmark algorithm that can be used to compare fast solution heuristics. However, the development of such heuristics is outside the scope of this paper and left for a future extension.

### IV. Numerical Results

We evaluate our model using three topologies, each with a different number of mesh nodes $D$ and by varying the number of network interfaces $N$, as presented in Table I. Each topology has a single node connected to the core network $d \in I$ that forwards all the traffic to the rest of the BH nodes.

The Simple topology (Fig. 2) was designed for an easy visualization of the operation of the framework, with 8 nodes (each with 2 interfaces) and 2 different 3-hop paths from the core-connected node (at the top of the topology) to the 2 mesh nodes at the bottom of the network. Every node has the closest next-hops located within 125 m. The initial configuration has one unused mesh node (Fig. 2a) that is used in the final configuration (Fig. 2d), forcing the model to adapt the network to this change. The Grid topology features a 4 x 4 mesh where every node is placed over every $s = 180$ m and then shifted on the $x$ and $y$ axis by two independent random variables following a normal distribution, with $\mu = 0$ and $\sigma = \frac{s}{2}$. Finally, the Hexagon topology (Figure 3) follows a hexagonal layout with 19 nodes [19], spaced with 140 m increments on both $x$ and $y$ axis.

For simplicity and clarity purposes, we use $\theta = 10$ and select the minimum $K = 19$ by considering the worst case scenario on every topology, i.e. when an antenna needs to perform a 180° rotation. We then select $K = 20$ and $K = 21$, to assess how the results vary with additional available reconfiguration time slots. Because the MILP is known to be NP-hard, larger $K$ values were not used, due to the excessive optimization solving time. We select $\tau = 0.2$ s, corresponding to a full 360° rotation in 7.2 s. As a follow-up, we can modify this value based on testbed measurements, with prototypes of mechanical platforms. The maximum capacity of each mmWave link is computed using the propagation and atmospheric path loss models given in [12] for the 60 GHz band with a transmit power level of 23 dBm. A truncated Shannon equation is employed, limiting the data rate between 4.64 Gbps and 1 Gbps over a mmWave link, according to the channel’s quality.

To create the traffic demands for each topology, we fix the number of users and assign them different demands, i.e. 70% of the users require 50 Mbps, 20% need 75 Mbps and 10% 100 Mbps demand. A truncated Shannon equation is computed using the propagation and atmospheric path loss models given in [12] for the 60 GHz band with a transmit power level of 23 dBm. A truncated Shannon equation is employed, limiting the data rate between 4.64 Gbps and 1 Gbps over a mmWave link, according to the channel’s quality.

### TABLE I: Parametrization of the used topologies

| Topology | $D$ | $N$ | Users | $\sum \rho_d$ |
|----------|-----|-----|-------|--------------|
| Simple   | 8   | 2   | 80    | 5000 Mbps    |
| Grid     | 16  | 2   | 100   | 6400 Mbps    |
| Hexagon  | 19  | 3   | 105   | 6650 Mbps    |

By adding weights that depend on the number of elapsed time slots, different reconfiguration strategies can be selected. For example, when $m_k$ converges to high values, the model is forced to reach the final state within less slots, although it may not establish backup paths, i.e. most of the interfaces will initially rotate at the same time and no links will be formed (Figure 3b). When not adding any weight ($m_k = 1$), the model will equally use all available $K$ time slots to reach the final configuration, resulting in lower overall loss values. In addition, to test a scenario where high loss rates are not permitted during some parts of the reconfiguration, we performed tests using the constraints from (6) with $m_k = 1$, by limiting the total loss to 50% of the total demand $\sum \rho_d$ over the second half of the execution ($[K/2 \ldots K]$).
The impact of the different functions $m_k$ and loss thresholds with the Grid topology and $K = 21$ is depicted in Fig. 3. When $N = 2$, the network is overloaded and the average loss is close to 70% with all the weight functions. Often reaching over 95% loss, when all the links from node $d \in \mathcal{I}$ are disabled. Therefore, it was infeasible to apply the 50% loss threshold, as no solutions respecting this constraint could be calculated. With $N = 3$, the loss rates decrease and the different behaviors of the weight functions are more pronounced. With $m_k = 1$, the topology is adjusted until $k = 21$ and the loss rate smoothly varies over time. For the remaining weight functions, more than 95% loss is observed in the early reconfiguration slots, but the topology converges to a 0% loss state before $k = 21$ ($k = 18$ when $m_k = 2k$ and $k = 17$ with $m_k = e^k$, respectively). With the loss thresholds and $m_k = 1$, no more than 50% of loss occurs in the second half of the configuration, and the average loss rate difference was not significant, having nearly 1% more loss than without any thresholds. Finally, with $N = 4$, the same behavior as $N = 3$ is observed, but with less overall loss, due to the higher link availability. Yet, due to the aggressive values of $e^k$, more than 95% loss with $k = 5, 6, 7$ can be observed, as latter loss occurrences would greatly increase the objective function value. For this scenario, applying the thresholds did not produce any different results with $m_k = 1$, since the threshold constraints were never violated.

Fig. 3 presents the total loss, $\tau \left[ \sum_{k}^{\mathcal{K}} \sum_{d}^{\mathcal{D}} l_{d}^{k} \right]$ (GB), for $m_k = 1$, while varying the number of network interfaces $N$ and total reconfiguration time slots $K$. For both Grid and Hexagon topologies, when $N = 2$, the node $d \in \mathcal{I}$ cannot provide the total requested bandwidth, and consequently, it is not possible to reach a lossless configuration. With that, the total loss always increases when a larger $K$ is selected. With $N = 3$, it is possible to reach a final configuration with no loss at $k = K$, although it is not always possible to provide backup paths, as most of the interfaces always need to be used, provoking major disruption events when they need to rotate (e.g. Figure 3b). However, as we allow more time slots for reconfiguration, we can create intermediate backup paths and, instead of directly converging into the final state, the network can use temporary links while the interfaces from the final configuration rotate, contributing to less global network disruptions. Finally, when $N = 4$, more interfaces can provide protection for links going down due to the rotation. Similarly to $N = 3$, with larger $K$ values it is possible to achieve more intermediate steps that use backup paths. As can be seen, there is still significant loss in the Grid topology (0.78 GB, 0.70 GB and 0.59 GB for $K = 19, 20, 21$, correspondingly), since it is not possible to transition to the last configuration.
state without suffering high loss rates, as a high number of interfaces need to rotate during most of the time slots. For \( N = 4 \) with the Hexagonal topology, the total loss is almost zero (27 MB with \( K = 19 \) and 1 MB with \( K = 20 \) and 21), as it is possible to establish backup links to deliver the necessary traffic during most of the time slots. Specifically, with \( K = 19 \) the loss is higher since it is not possible to provide the total demand on the existing links during the initial time slots, while with \( K = 20 \) and 21, the 1 MB lost is caused by the insufficient bandwidth with \( X_{\text{init}} \) at \( k = 1 \). In conclusion, \( K \) should be large enough to provide auxiliary links during the configuration period, while the total transition time (according to \( \tau \)) should also be considered by the network operator. Finally, as an extension of this work, we emphasize the importance of using larger \( K \) values, when combining our framework with fast solution heuristics. This will allow finding the \( K \) values that can produce the minimum achievable loss results, for a given topology.

V. CONCLUSION

In this paper, we developed a mathematical model that orchestrates the reconfiguration of a mesh based SC BH network, composed of multi-hop mmWave links that are controlled by rotational mechanical platforms, which need to be aligned with each other to form links. The model calculates the optimal intermediate reconfiguration steps necessary to transition between two configuration snapshots, while minimizing the total packet loss. The evaluation of the developed framework with different topologies, number of nodes, number of interfaces per node, and different configuration times shows that increasing the number of interfaces allows the computation of backup paths, which decrease the total loss rate. Moreover, when increasing the allowed reconfiguration time, the proposed framework also diminishes the overall loss, as the additional time allows the interfaces to rotate and form more intermediate protection links. Due to the solved problem’s complexity, we will develop fast solution heuristics, suitable for online optimization. In addition, we will perform experimental work on a mmWave mesh testbed, where our steerable mmWave mesh BH reconfiguration approach can be triggered by an SDN controller.

ACKNOWLEDGEMENT

Parts of this work have been funded by the Knowledge Foundation of Sweden through the project SOCRA.

REFERENCES

[1] S. Chen and J. Zhao, “The requirements, challenges, and technologies for 5G of terrestrial mobile telecommunication,” IEEE Communications Magazine, vol. 52, no. 5, pp. 36–43, May 2014.
[2] T. S. Rappaport, Y. Xing, G. R. MacCartney, A. F. Molisch, E. Mellios, and J. Zhang, “Overview of Millimeter Wave Communications for Fifth-Generation (5G) Wireless Networks - With a Focus on Propagation Models,” IEEE Transactions on Antennas and Propagation, vol. 65, no. 12, pp. 6213–6230, Dec. 2017.
[3] P.-H. Huang and K. Psounis, “Efficient mmwave wireless backhauling for dense small-cell deployments,” in IEEE International Conference on Wireless On-demand Network Systems and Services (WONS 2017), Jackson Hole, WY, USA, Feb. 2017.
[4] T. Nitsche, A. B. Flores, E. W. Knightly, and J. Widmer, “Steering with eyes closed: Mm-Wave beam steering without in-band measurement,” in IEEE Conference on Computer Communications (INFOCOM 2015), Kowloon, Hong Kong, Apr. 2015.
[5] D. J. Bisharat, S. Liao, and Q. Xue, “Circularly polarized planar aperture antenna for millimeter-wave applications,” IEEE Transactions on Antennas and Propagation, vol. 63, no. 12, pp. 5316–5324, Dec. 2015.
[6] I. Uchendu and J. R. Kelly, “Survey of beam steering techniques available for millimeter wave applications,” Progress In Electromagnetics Research, vol. 68, pp. 35–54, Jan. 2016.
[7] K. Sakaguchi, G. K. Tran, and H. Ogawa, “Mmwave meshed network with traffic and energy management mechanism,” in IEEE International Workshop on Signal Processing Advances in Wireless Communications (SPAWC 2017), Hokkaido, Japan, Jul. 2017.
[8] G. K. Tran, H. Shimodaira, R. E. Rezagah, K. Sakaguchi, and K. Araki, “Practical evaluation of on-demand smallcell ON/OFF based on traffic model for 5G cellular networks,” in IEEE Conference on Wireless Communications and Networking (WCNC 2016), Doha, Apr. 2016.
[9] A. Mesodiakaki, E. Zola, and A. Kassler, “Joint User Association and Backhaul Routing for Green 5G Mesh Millimeter Wave Backhaul Networks,” in ACM International Conference on Modelling, Analysis and Simulation of Wireless and Mobile Systems (MSWIM 2017), Miami Beach, FL, USA, Nov. 2017.
[10] P. Danieleis, G. Dan, J. Gross, and A. Berger, “Dynamic Flow Migration for Delay Constrained Traffic in Software-Defined Networks,” in IEEE GLOBECOM 2017, Singapore, Dec. 2017.
[11] R. Santos, H. Ogawa, G. K. Tran, K. Sakaguchi, and A. Kassler, “Turning the knobs on OpenFlow-Based Resiliency in mmWave Small Cell Meshed Networks,” in IEEE GLOBECOM Workshops 2017, Singapore, Dec. 2017.
[12] A. Mesodiakaki, A. Kassler, E. Zola, M. Ferndahl, and T. Cai, “Energy efficient line-of-sight millimeter wave small backhaul: 60, 70, 80 or 140 GHz?” in IEEE WoWMoM 2016, Coimbra, Portugal, Jun. 2016.
[13] N. McKeown, T. Anderson, H. Balakrishnan, G. Parulkar, L. Peterson, J. Rexford, S. Shenker, and J. Turner, “OpenFlow: enabling innovation in campus networks,” ACM SIGCOMM Computer Communication Review, vol. 38, no. 2, pp. 69–74, Apr. 2008.
[14] R. Enns, M. Bjorklund, and S. Schoenwaelder, “Network configuration protocol (NETCONF),” RFC 6241, Jun. 2011.
[15] R. Santos and A. Kassler, “Small Cell Wireless Backhaul Reconfiguration Using Software-Defined Networking,” in IEEE Conference on Wireless Communications and Networking (WCNC 2017), San Francisco, CA, USA, Mar. 2017.
[16] O. N. Foundation, “4th Wireless Transport SDN Proof of Concept White Paper,” White Paper, Jun. 2017.
[17] R. Santos and A. Kassler, “A SDN controller architecture for Small Cell Wireless Backhaul using a LTE Control Channel,” in IEEE WoWMoM 2016, Coimbra, Portugal, Jun. 2016.
[18] J. Lofberg, “Yalmip: A toolbox for modeling and optimization in matlab,” in IEEE International Symposium on Computer Aided Control Systems Design (CACSD 2014), New Orleans, LA, USA, Sep. 2004.
[19] 3GPP TR 36.842, “Study on Small Cell enhancements for E-UTRA and E-UTRAN; Higher layer aspects,” vol. v. 12.0.0, Rel.12, Dec. 2013.