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Abstract

Generalization is the key capability for deep neural networks (DNNs). However, it is challenging to give a reliable measure of the generalization ability of a DNN via only its nature. In this paper, we propose a novel method for estimating the generalization gap based on network sparsity. Two key sparsity quantities are extracted from the training results alone, which could present close relationship with model generalization. Then a simple linear model involving two key quantities are constructed to give accurate estimation of the generalization gap. By training DNNs with a wide range of generalization gap on popular datasets, we show that our key quantities and linear model could be efficient tools for estimating the generalization gap of DNNs.

1 Introduction

Deep neural networks (DNNs) have achieved great success in many real-world tasks [17, 33, 12, 31, 50], owing to their extraordinary generalization ability on unseen data by training with finite samples, even though they could be heavily overparameterized compared to the number of training samples. But meanwhile, due to their excessive capacity, DNNs are demonstrated to easily fit training data with arbitrary random labels or even pure noise, obviously without generalizing [58]. So, a critical question raises: given a DNN, how could we estimate its generalization ability via only its nature?

Many works strive to unveil which attributes would have an underlying impact on the generalization or emerge in a generalized DNN. This may generally include the complexity or capacity, the stability or the robustness, and the sparsity of DNNs. Particularly, some of these works try to evaluate the generalization bounds that is as tight as possible while also hoping to demystify the mechanism of generalization. Despite somehow providing potential solutions on the mentioned problem, currently there remains barriers between the generalization bounds and how they could give precise estimation of the generalization in practice. Further, margin-based works leverage the prior knowledge to solve this problem, but due to the unbounded scales, they fail to give acceptable results at times.

In this paper, we quantitatively investigate the network generalization from the perspective of a particular nature of DNNs, i.e., the sparsity of network units. Two key quantities with close relation with both DNN sparsity and generalization are extracted from the training results. They have strict bounds within an appropriate range to ensure the accurate estimation of network generalization. A practical linear model for estimating the generalization gap of DNNs is built by the two proposed quantities. We empirically found that units in DNNs trained on real data exhibit decreasing sparsity as the fraction of corrupted labels increases. By investigating several DNN models with a wide range of generalization gap, we found that both of the two proposed quantities are highly correlated with generalization gap in an approximately linear manner. This ensures satisfactory results when performing estimation on practical networks using training samples and appropriate linear model.
With extensive experiments on various datasets, we show that our linear model could give a reliable estimation of the generalization gap in DNNs and better results compared to the margin-based method.

## 2 Related Works

For generalization estimation in DNNs, a conventional line is that generalization should be bounded based on certain measurements of the model complexity or capacity of DNNs where VC dimension \([4, 21]\) and Rademacher complexity \([6, 29, 36]\) are typically used. However, this approach appears unreasonable as \([38]\) show that DNNs are able to fit any possible labels, regardless of whether or not regularization techniques are employed.

Afterward, bounding the generalization based on stability or robustness seem to have received more attention. As for stability, it investigates the change of outputs when perturbing inputs or models. Generally, for keeping the network stable, generalized DNNs are expected to stay in the flat landscape neighboring the minima \([18, 20, 16, 15, 40]\). However, it is still controversial in regards to how to appropriately gauge the “flatness” of a minimum. \([27]\) argue that the definition provided by \([20]\) could not well capture the generalization behavior. In addition, \([11]\) point that sharp minima may also leads to the generalization when using different definitions of flatness. In contrast to stability, robustness investigates the variation of outputs with respect to the input space. One typical evaluation of robustness is the margin of the predictions, where generalized DNNs are supposed to have large margin to ensure the prediction robustness \([34, 13]\). In particular, \([5]\) use the margin distribution of the outputs and normalized it with the spectral norm. Based on this margin distribution, \([19]\) further use the margin distribution of hidden layers to give an estimation of generalization. But meanwhile, \([3]\) argue that methods in \([5, 28]\) could not yet give bounds of sample complexity better than naive parameter counting.

Sparsity of the network unit is considered as an important sign that units present highly specialized \([41]\) and can perceive the intrinsic natural features to provide basis for generalization on unseen data. This is particularly significant for CNN units since they are found to be conceptually aligned with our vision cognition \([9, 14]\). Trained units can present specific natural concepts that gives disentangled representations for different classes \([8, 9, 41]\) show that for CNNs, only several conceptual related units are necessary for each category, and \([26, 22]\) claim that generalization should not rely on the single direction of the units. Based on empirical observations, sparsity over networks is found to be very helpful for generalization \([7, 23, 24]\). So methods such as dropout regularization are proposed for inducing the DNNs to become sparse during training \([35, 32, 37, 25, 1]\).

## 3 Method

DNNs are bio-inspired artificial neural networks that generally consist of multiple layers where each layer is a collection of certain amount of units. Similar to neuroscience, a unit in DNNs generally behaves as a perceptive node, and makes responses to the inputs. Given an input \(I\), the unit \(U\) is expected to present specific function preference and would be highly responded if it could capture the feature of this input, \(f : I \rightarrow U\).

Consider a classification problem with a training dataset \(D\) including \(N\) classes \(\{D_{k}\}_{k=1}^{N}\), \(D = D_{1} \cup \cdots \cup D_{N}\). To obtain excellent generalization on unseen data, units are trained to be functionally specialized to perceive diverse intrinsic natural features hidden in a dataset. For a single class, only a small group of units, which are function-correlated to the common features of this class, would be highly active. Therefore, this results in the sparsity of units. On the contrary, due to its excessive capacity, it is possible for DNN to just “memorize” each sample in the class and then simply “mark” it as belonging to this class. In this situation, much more units are needed to be active since they could not give true perception in regards to class-specific intrinsic features. In this way, we would begin with identifying the group of units which are highly active on samples in the specific class \(D_{j}\).

### 3.1 Cumulative Unit Ablation

In general, unit ablation operation is supposed to be able to make connections between DNN sparsity and generalization. Single unit ablation individually checks each unit that would cause a performance
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1 For CNNs, it refers to the activated feature map outputted by the corresponding convolutional filter
deterioration when being removed from the DNN. However, this tells nearly no information on the collaborative effect of a group of units. Here, we introduce the cumulative unit ablation for studying the group effect of units to the given network model. In cumulative unit ablation, units at a given layer are first arranged into a list $\mathcal{R}$ which is ranked by the quantity of certain attribute of a unit, $\mathcal{R} = \langle h(U_0), h(U_1), \ldots, h(U_i) \rangle$ (1)

where $\langle \cdot \rangle$ is the sorted list and $h(U_i)$ denotes a given attribute of the unit $U_i$, such as L1-norm, class selectivity, topological entropy etc. Since we are focusing on the group of units that are highly active to $D_j$, we use the L1-norm value of the unit as the target attribute $h(U_i)$ in the cumulative ablation, i.e. $h(U_i) = \sum_{x,y} U_i(x, y)$. In this way, units in the list $\mathcal{R}$ would be ordered based on its L1-norm value $h(U_i)$.

Then after ranking, units are removed progressively from the head unit to the end unit in this ordered list $\mathcal{R}$, and in the meantime, the evaluation of performance is recorded as a characterization of the growing effect of this attribute to the DNN.

During our implementation, we would perform the cumulative unit ablation on $D_j$ twice, separately according to two different ordered lists. One is $\mathcal{R}$, sorted by the descending rank of $h(U_i)$, and the other one is $\mathcal{R}_r$, sorted by the ascending rank of $h(U_i)$. Correspondingly, the two evolution curves of network accuracy with respect to the number of units being removed (notated as $n$) could be recorded, where $E(n, D_j)$ denotes the accuracy evolution on the ascending rank and $E_r(n, D_j)$ denotes the other. Fig. 1A illustrates typically $E(n, D_j)$ and $E_r(n, D_j)$.

Notably, compared to units at the shallow layers, units in the deeper layers are considered to perceive "high-level" class-related features and give more representative of the specific class. Units in deeper layers tend to be more sparse, which means that cumulative unit ablation would present more significant effect. So practical implementations could focus on the deeper layers to give better results.

### 3.2 Turning Points

With the ordered list in descending rank $\mathcal{R}$ on $D_j$, highly active units are removed at the beginning of the evolution process. So the accuracy experiences a continuous decrease since the neural network gradually lose its function on extracting the features in this class. Notably, the accuracy may reach below chance level $\text{acc}_{\text{chance}}$ after some critical units are removed and then remain this situation with little variation until all units are removed. We mark the minimum number of removed units causing a complete damage to the function for the DNN on the dataset $D_j$ as the turning point of $E(n, D_j)$, $n_0(D_j) = \inf\{n|E(n, D_j) \leq \text{acc}_{\text{chance}}\}$ (2)

Apparently, if $n_0(D_j)$ is large, it means that the majority of units have positive contribution to $D_j$, so it requires the deactivation of more critical units to completely lose response to $D_j$.

On the contrary, with the ordered list in ascending rank $\mathcal{R}_r$, units that are highly active to $D_j$ would be preserved at the beginning and removed near the end of the evolution process. So the corresponding
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3Removing or ablating a unit is generally implemented via forcing the elements in this unit to be all deactivated. For example, for ReLU activation, a unit is assigned to all zeros if being removed
$E_r(n, D_j)$ generally experiences a continual slight increase at the early stage of evolution, and this would keep in the most time during the evolution until the accuracy reaches at the maximum. After this point, the accuracy would drop abruptly to below chance level. Similarly, we mark the maximal point as the turning point of $E_r(n, D_j)$, 
\[
    n^*_0(D_j) = \arg \max_n E_r(n, D_j)
\]
(3)

Notably, $M - n^*_0(D_j)$ represents the minimum number of units being activated jointly that could give the most performance. If $n^*_0(D_j)$ is large, it means that for $D_j$, most units are unrelated in function and activating only a small number of critical units would be able to provide the best effect.

### 3.3 Key Quantities and Estimation of Generalization Gap in DNNs

From previous demonstration, units that are highly active to $D_j$ should be more sparse for DNNs with better generalization. This means that performance would be more sensitive to the removals of these "important" units during ablation for well generalized DNNs. In other words, both $E(n, D_j)$ and $E_r(n, D_j)$ are more steep than those in "memorized" networks, as shown in Fig.1B.

For DNNs with better generalization, it is expected that $n_0(D_j)$ should be smaller while $n^*_0(D_j)$ should be larger. So we could simply combine the two values,
\[
    \zeta(D_j) = \frac{n_0(D_j) + M - n^*_0(D_j)}{2M}
\]
(4)

where $\zeta(D_j) \in [0, 1]$. The smaller the value is, the sparser the critical units are in the DNN on the classification of $D_j$. This is one of the key quantity derived from cumulative unit ablation.

On the other hand, impacted by the two turning points, the area enclosed by the two curves $E(n, D_j)$ and $E_r(n, D_j)$ should be also valuable. In addition to $\zeta(D_j)$, we have another key quantity,
\[
    \kappa(D_j) = \frac{1}{M} \sum_{n=0}^{M} |E_r(n, D_j) - E(n, D_j)|
\]
(5)

Here, the coefficient $\frac{1}{M}$ is used to adjust the area value to fall in the range from 0 to 1. Opposite to $\zeta(D_j)$, the larger $\kappa(D_j)$ indicates the critical units are sparser in the DNN on the classification of $D_j$.

For dataset $\{D_k\}_{k=1}^{N}$ of all classes, we could simply use the average to make fusion for the two characterization on various data classes to achieve the ensemble effect,
\[
    \phi(D) = \frac{1}{N} \sum_{j=1}^{N} \phi(D_j), \quad \phi \in \{\zeta, \kappa\}
\]
(6)

The $\zeta(D)$ and $\kappa(D)$ are in high correlation to the generalization of DNN. In fact, they could be utilized to estimate the generalization ability via a simple linear model,
\[
    \hat{g}(D) = a \cdot \zeta(D) + b \cdot \kappa(D) + c
\]
(7)

where $a$, $b$ and $c$ are the parameters of this linear model. During our investigations, we find a simple linear model is sufficient in this situation since the two quantities and the generalization present a highly negative linear relationship. It should be noted that for clarity, in the following sections we will use the word "model" to refer to this linear model that predicts the generalization gap of DNNs, and use the word "network" to refer to trained neural network models.

### 4 Experimental Results

In this section, we are going to implement our method on the classification task of CIFAR100 by using VGG16 architecture [33]. Additional results by using other network architectures and ImageNet dataset [10] could be found in the Appendix section.

**Experiment Setting** For obtaining networks with a wide range of generalization gap, we randomly corrupt the labels with certain percentage for each class in the dataset as [38]. Meanwhile, we also use different training recipes to obtain the networks with diverse generalization gap, such as varying the common regularizations like weight decay, batch normalization, dropout, etc. All the networks are trained to reach at almost 1.0 accuracy on training set. We have trained 80 networks in total and their generalization errors (accuracy on testing set) are ranged from 0.294 to 0.987.
Key quantities of networks trained with partially randomized labels. We calculate the two key quantities of networks that are trained with exactly the same training strategy but on datasets with different percentage of randomized labels.

Firstly, we perform the cumulative unit ablation for the networks on their training dataset. Fig 2A shows the two evolution curves \( E(n, D_j) \) and \( E_r(n, D_j) \) on the same class from the datasets separately with 0, 0.2, 0.4, 0.6, 0.8, 1.0 fractions of randomized labels. In the figure, markers with a black border denote the two turning points and the area enclosed by the two curves is painted with gray. We could see that as the fraction of randomized labels goes higher, the first turning point \( n_0(D_j) \) gradually increase while the second turning point \( n_0^*(D_j) \) decrease. In addition to the two turning points, the area becomes smaller as well.

Then, we calculate the two quantities \( \zeta(D) \) and \( \kappa(D) \) for these networks on all the classes. Fig 2B makes the scatter plot of the point pair \( (\zeta(D_j), \kappa(D_j)) \) for all the 100 classes. According to previous demonstration, for better generalization, \( \zeta(D) \) should be smaller while \( \kappa(D) \) should be larger. This makes that the quantity pair should locate around the top left corner of the scatter figure. As expected, the point group moves from the top left regularly to right bottom corner as the fraction of label corruption increases. This confirms that when networks are trained with partially randomized labels, the two sparsity quantities could effectively indicate the generalization ability of these networks.

Estimating the generalization of trained networks. After the calculation of the two sparsity quantities \( \zeta(D) \) and \( \kappa(D) \) for all 80 the trained networks, we are going to estimate their generalization.

We begin with marking the quantity pair \( (\zeta(D), \kappa(D)) \) of each network with a scatter plot, as shown in Fig 2A. In this figure, the colors of points vary progressively from red to purple, which indicates the true generalization gap of networks from small to large. As expected, the point of networks with better generalization ability mostly lie in the top right corner of figure while these with poor generalization ability lie in the bottom left corner. In the meantime, we could clearly find that the two quantities \( \zeta(D) \) and \( \kappa(D) \) are negatively correlated, but not in a linear manner.

Then, we gives two scatters plots in the Fig 2B, one for \( \zeta(D) \) and generalization gap (left) and the other one for \( \kappa(D) \) and generalization gap (right). We could see that as the generalization gap goes higher, the \( \zeta(D) \) increase while the \( \kappa(D) \) decrease. This confirms that both of the two quantities could indeed provide efficient indication of the generalization ability of networks.

Next, we randomly split all the 80 trained networks into two sets by fractions of 0.9 and 0.1. The set with 72 networks is used as the training networks to build the linear model for estimating the generalization gap via Eq 7 and the other set with 8 networks is used as a testing networks to check the effectiveness of this linear model after fitting. Clearly, the estimation here is a typical linear regression problem and could simply be solved by using least square.

Fig 2C(1) illustrates the results of linear fitting, where \( y = x \) is the reference line for the perfect fitting. We could see that the training points scattered closely to the reference line, showing that the two key quantities and the generalization gap may be highly linearly correlated. The Pearson correlation coefficient between the estimated generalization gaps and the true values of the training networks is 0.979, confirming their linear relationship. For testing, the fitted linear model performs...
well on these networks in the testing set. In addition, we use the summation of squared residuals (SSR) \[2\] as a yardstick for checking the predicting effect on testing networks. SSR is a conventional measurement of the performance of fitted models and usually used for model selection. In our case, it is 0.023, which is very small and indicates this model is ready to give excellent prediction in practice.

For checking the stability of estimation when using our method, we repeat the previous estimation 100 times and each time use a new splitted dataset but still with the same fraction. Fig.3D presents the statistical results of RSS with respect to all the testing sets. For the 100 splits, all the RSSs keep in a low value below 0.035. This verifies the overall validity of two quantities \(\zeta(D)\) and \(\kappa(D)\) to be indicators of generalization ability and the effectiveness of linear model for generalization estimation.

**Comparison with margin-based estimation.** Lastly, we give comparisons of our method with margin-based method proposed in \[19\]. Typically, this method collects the margin distribution on a given dataset and use key features of this distribution as arguments for fitting the generalization gap.

Here, we keep previous setups and the dataset being the same as used in Fig.3C. Fig.3D shows the corresponding estimation results. We could see that although the margin based model could estimate the generalization gap to some extent, it presents with worse linear correlation (Pearson correlation coefficient is 0.75) than our method. When predicting the generalization gap of testing networks, it presents a larger SSR, which is almost 0.5.

We suppose that two possible factors might lead to the errors via margin-based method. One is that due to the non-linearity, margins in DNNs are actually intractable. Currently, the distance of a sample to the margin is approximately acquired by using the first-order Taylor approximation \[13\], which will bring error into the estimation. The second factor is that the calculated margins are not bounded in scales. This may lead to that for different models, their margins can differ by orders of magnitude considering the distinct training settings. In this way, the corresponding linear model may be ill-conditioned. During our implementation, we found that for some cases (especially for the networks trained with batch normalization), this problem becomes even worse.

5 Conclusion

We propose a method for reliably estimating the generalization ability of DNNs, where we use specific-designed cumulative unit ablation to capture two key sparsity quantities. These quantities are found strong linearly correlated with generalization ability, so a linear model is built for generalization estimation. Extensive experiments show that our linear model can give accurate estimation in practice.
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When training the networks, we still partially corrupt the dataset with the same fractions as being used in the VGG16. Similarly, to get networks with different generalization gaps, we use the same training strategies as those in VGG16 except for the dropout and batch normalization.

For this experiment, we use the MobileNet architecture (Howard AG et al. 2017) for classifying CIFAR100. Results. Similarly, the cumulative unit ablation is performed for each network on all the class in the dataset at first. Fig.4A shows almost the same tendency of the turning points ($n_0(D_j)$ and $n_0^*(D_j)$) and accuracy curve ($E(n, D_j)$ and $E_r(n, D_j)$) as the result on CIFAR100.

Next, $\zeta(D)$ and $\kappa(D)$ are calculated based on the two curves across all the classes. Fig.4B presents the scatter plot of all the quantity pairs $(\zeta(D_j), \kappa(D_j))$. We could see that as the generalization ability of networks becomes worse, their quantity pairs move gradually towards the bottom right direction. Besides, we could also find that the quantity pairs of those networks with better generalization would be more gathered, especially with respect to the $\zeta(D)$.

Then, Fig.4C(1) shows the similar scatter plot of the quantity pair $(\zeta(D), \kappa(D))$ for the five networks. The colors are in the same scale with it used in Fig.4A. As we could see that from the top right corner to the left bottom, the generalization gap gradually increases. This is the same with the regularity in Fig.4A, and again provides evidence in the correlation between the two sparsity quantities and network generalization gap.

Fig.4C(2) visualizes the linear relation between $\zeta(D)$ and generalization gap for five networks. $\zeta(D)$ has an extremely strong linear correlation with generalization gap, where the Pearson correlation coefficient reaches remarkably 0.998. Even use $\kappa(D)$ instead of $\zeta(D)$, the results in Fig.4C(3) still shows a well degree of linear correlation with Pearson correlation 0.967. This support strongly that $\zeta(D)$ and $\kappa(D)$ are both really effective characterizations of the generalization of DNNs.

Fig.4C(4) shows that the points with respect to five networks lies very closely to the reference line, indicating that the estimated generalization gap and the true gap are almost equal. Also, the SSR here is only 0.004.

A Experiments on ImageNet

Dataset and networks. In this section, the classification task is performed on the ImageNet dataset by using the same VGG16 architecture. Five networks are trained from scratch and eventually have different generalization ability. Without randomly corrupting labels, here we only alter the training strategies like momentum or dropout for changing the networks. Since classification on ImageNet is commonly supposed as a more difficult task, it is harder for networks to reach zero training error. Table 1 shows the training and testing accuracies of all the 5 networks used in our experiments, where the generalization gap ranges from 0.054 to 0.564.

| Model   | Training Acc | Testing Acc | Gap   |
|---------|--------------|-------------|-------|
| Model A | 0.732        | 0.657       | 0.075 |
| Model B | 0.730        | 0.600       | 0.130 |
| Model C | 0.818        | 0.543       | 0.275 |
| Model D | 0.828        | 0.444       | 0.384 |
| Model E | 0.978        | 0.374       | 0.604 |

Table 1: Training and testing accuracies of 5 networks.

B Experiments with MobileNet on CIFAR100

For this experiment, we use the MobileNet architecture (Howard AG et al. 2017) for classifying CIFAR100. When training the networks, we still partially corrupt the dataset with the same fractions as being used in the VGG16. Similarly, to get networks with different generalization gaps, we use the same training strategies as them in VGG16 except for the dropout and batch normalization.
Figure 4: (A) The evolution example curves of accuracy $E(n, D_j)$ and $E_r(n, D_j)$ for the five networks. (B) Scatter plot between the two quantities $\zeta(D)$ and $\kappa(D)$ across all the classes in the ImageNet dataset. (C) Scatter plots between different quantities.

The results are presented in Fig[5] As expected, we could see in Fig[5]A that when the fraction of corrupted labels becomes higher, $n_0(D_j)$ becomes gradually larger while $n_0(D_j)$ becomes smaller, and meanwhile, the area becomes smaller as well. This is the same with VGG16 (Fig.3A in the paper). Then, Fig[5]B shows the quantity pair $(\zeta(D), \kappa(D))$ of each network with a scatter plot. The quantity pair of networks with better generalization ability mostly lie in the top right corner, and contrarily these with poor generalization ability lie in the bottom left corner. By using our estimation model, Fig[5]C shows the estimated generalization gap of all the networks. We could see that the points are scattered closely between the reference line $x = y$. In the meantime, the SSR of this fitting is 0.074, which demonstrates the effectiveness of our model.

C Experiments with ResNet34 on CIFAR100

For this experiment, we change the network architecture to ResNet34 (He et al. 2016) for classifying CIFAR100. When training the networks, all the strategies are the same with them used in MobileNet for obtaining the networks with diverse generalization gaps.

Fig[6] presents the results. All the figures in the Fig[6] are in the same meaning with Fig[5]. And we get the similar results with the results when using VGG16 and MobileNet. The SSR here is 0.122, which shows again the effectiveness of our model.

D Implementation Details of Experiments

Implementation with VGG16 on CIFAR100. In this experiment, the networks we used are the standard VGG16 architecture. To get networks with a wider range of generalization, we perform the following implementations when training,

- Build network with or without batch normalization.
Figure 5: Results on MobileNet. (A) The evolution example curves of accuracy $E(n, D_j)$ and $E_r(n, D_j)$ on dataset with separate corruption fraction of labels in \{0, 0.2, 0.4, 0.6, 0.8, 1.0\}. (B) Scatter plot between the two key quantities $\zeta(D)$ and $\kappa(D)$ across all the networks. The color of each point indicates the generalization gap, where red represents the smallest value and purple represents the largest. (C) Scatter plot between the estimated generalization gap and the true generalization gap.

Figure 6: Results on ResNet34. The meaning of all the figures is the same with Fig 5.

- Use dropout at the fully connected layers with rate from \{0, 0.3, 0.5\}.
- Use SGD optimizer with momentum from \{0, 0.5, 0.9\}.
- Use L2 regularization with coefficient from \{0, 0.0001\}.
- Use batch size from \{128, 256, 512\}.
- Use or not use data augmentation with random cropping, horizontal flipping and rotation.
- Partially corrupt labels in the training dataset with fractions from \{0, 0.2, 0.4, 0.6, 0.8, 1.0\}.

**Implementation with VGG16 on ImageNet.** In this experiment, the networks we used are still the standard VGG16 architecture. And the following implementations are performed when training.

- Model A. The hyper-parameters are the same as those in the paper (Simonyan and Zisserman 2015).
- Model B. The hyper-parameters are the same as those in Model A, except for not using the data augmentation strategy.
- Model C. The hyper-parameters are the same as those in Model B, except for changing the momentum to 0.
• Model D. The hyper-parameters are the same as those in Model C, except for that only the first fully connected layer use the dropout with the rate of 0.3.
• Model E. None of the conventional training enhancement technique is applied. Basically, It is Model D without using dropout and l2 regularization.

Units in cumulative unit ablation. For our cumulative unit ablation, we choose units at the "block5_conv3" layer, which is the last convolution layer in VGG16 architecture.

E  Code Release

The code is available at github.
https://github.com/zhaoyang-0204/generalization-estimating.git