Lattice-dynamics effects on small-polaron properties
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This study details the conditions under which strong-coupling perturbation theory can be applied to the molecular crystal model, a fundamental theoretical tool for analysis of the polaron properties. I show that lattice dimensionality and intermolecular forces play a key role in imposing constraints on the applicability of the perturbative approach. The polaron effective mass has been computed in different regimes ranging from the fully nonadiabatic to the fully adiabatic. The polaron masses become essentially dimension independent for sufficiently strong intermolecular coupling strengths and converge to much lower values than those traditionally obtained in small-polaron theory. I find evidence for a self-trapping transition in a moderately adiabatic regime at an electron-phonon coupling value of \( \gamma = 3 \). Our results point to a substantial independence of the self-trapping event on dimensionality.
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I. INTRODUCTION

The study of polaron properties has become a significant branch in condensed matter physics after Landau introduced the concept of an electron which can be trapped by digging its own hole in an ionic crystal.\(^1\) Since then, several investigations\(^2–13\) have analyzed the conditions under which polarons can form, their extension in real and momentum space, and the features of their motion both in physical\(^14\) and biological\(^15,16\) systems. While in general a sizable polaronic mechanisms in high-temperature superconductors,\(^20–22\) we have undertaken a reexamination of the perturbative approach to the Holstein molecular crystal model\(^3\) in the intermediate-to-strong-coupling regime. The Holstein model (and the extensions of the model incorporating the spin degrees of freedom) has experienced a surge of interest in the last years, and different methods, both analytical and numerical, have revealed the richness and complexity of the polaron physics both in the ground state and at finite temperatures.\(^23–32\) In particular a recent study\(^33\) has pointed out that a realistic on-site potential with anharmonic features can change considerably the size of the lattice deformation carried by the electron in two dimensions. These findings emphasize the relevance of the lattice for reliable predictions on the polaron motion which can be extracted from the Holstein model. In some previous works I have shown how the range and the strength of the interatomic (intermolecular) forces strongly affect fundamental polaron properties such as the bandwidth\(^34\) and the effective mass in an antiadiabatic regime. This paper extends the perturbative analysis of the Holstein model to the more delicate and controversial adiabatic regime, pointing out the limits of applicability of the method and their dependence on the system dimensionality. The traditional distinction between 1D behavior on the one hand and 2D (3D) behavior on the other hand is questioned by our investigation of the adiabatic polaron, thus supporting the existence of a self-trapping transition also in 1D. In Sec. II, we review the main results of strong-coupling perturbative theory and the numerical results are displayed in Sec. III. Section IV contains some concluding remarks.

II. HOLSTEIN MODEL HAMILTONIAN

The Hamiltonian for the single electron in the Holstein model reads

\[
H = -i \sum_{i \neq j} c_i^\dagger c_j^\dagger g \sum_t c_i^\dagger c_t (a_t^\dagger a_t) + \sum_k \omega_k a_k^\dagger a_k, \tag{1}
\]

where the dimension dependence explicitly appears in the momentum space Hamiltonian for the harmonic lattice vibrations. \( c_i^\dagger (c_i) \) creates (destroys) a tight-binding electron at the \( i \) site and \( t \) is the first-neighbor hopping integral related to the bare electron half bandwidth \( D \) by \( D = z t \), \( z \) being the coordination number. \( a_k^\dagger (a_k) \) creates (destroys) a \( k \) phonon with frequency \( \omega_k \). \( g \) is the electron-phonon coupling constant. The Holstein model was originally proposed\(^3\) in the form of a discrete nonlinear Schrödinger equation (DNLSE) for electrons whose probability amplitudes at the molecular
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lattice sites depend on the internuclear coordinates of the diatomic molecules. The nonlinearity parameter which accounts for the energy gain due to polaron formation (A in Ref. 3 but often denoted by \( \chi \) in the literature) is linked to \( g \) by the relation \( g^2 = dA^2h/2M \). \( d \) being the system dimension, \( M \) the reduced molecular mass, and \( \omega_0 \) the intramolecular breathing mode frequency. Since \( g \) scales \( \propto \sqrt{d} \), it is convenient to introduce the \( d \)-independent \( e \)-ph coupling \( g_0 = g/\sqrt{d} \) which will be used throughout this paper in units of \( \hbar \omega_0 \). The ratio between the polaron binding energy \( E_0^* \) and the electron kinetic energy \( D \) is also dimension independent, being \( \lambda^0 = \hbar \omega_0^2/2M \omega_0 \), with \( d/l = 1/2 \) both for the linear chain, the square lattice, and the simple cubic lattice. The apex 0 refers to a model with dispersionless phonons.

Here we only note that the connection between the Holstein Hamiltonian and DNLS is not trivial,\(^3\) but often denoted by \( \lambda \) the nonlinearity parameter which accounts for the energy gain due to polaron formation, and \( \omega_0 \) being the total crystal momentum, by applying \( H_p \) to the eigenstates of \( H_0 \), averaging over the phonon variables, and keeping the vacuum state without phonons.\(^3\) Then, to first order, only the \( m = n = 0 \) term in \( H_p \) yields a nonzero contribution to \( E(p) \) and the polaron hopping from \( j \) to \( i \) site is not affected by self-energy corrections due to phonon exchange. Instead, to second order, when the polaron hops from \( j \) to \( i \), intermediate states having \( 1, \ldots , m \) \( k \) phonons are created (via application of \( H_p \) to the vacuum). Summation over such intermediate states implies therefore that the second-order polaron self-energy comprises the emission and absorption of an arbitrary number of phonons. Moreover, the second hop leads the polaron from the intermediate \( i \) site to the final \( f \) site which either coincides with the starting \( j \) or is two lattice spacings distant from \( j \). While the former process simply renormalizes the polaron binding energy, the latter does introduce dispersive features in the ground-state band which turn out to be dimension dependent since higher-dimension systems are more closely packed.

III. NUMERICAL RESULTS

The polaron mass \( m^* \) is defined by

\[
\frac{m^*}{m_0} = \frac{\chi t}{\nabla^2 E(p)_{p=0}},
\]

where \( m_0 \) is the bare band mass. I have calculated \( E(p) \) according to the second-order perturbative procedure outlined in the previous section and deduced the following general expression for the effective mass:

\[
\frac{m^*}{m_0} = \frac{\exp(g^2)}{1 + z^2t \exp(-g^2)f(g^2)/(\hbar \omega)},
\]

\[
\frac{g^2}{N} \sum_i \sin^2 \frac{k x}{2} \sum_{s,s'} (\hbar \omega_k)^{-2},
\]

\[
f(g^2) = \sum_{s=1}^{+\infty} \frac{(g^2)^s}{s s!}.
\]

The series expansion in the last equation of Eqs. (4) reflects the fact that the second-order polaron self-energy is a sum over an infinite number of diagrams, each having \( s \) phonons between the two interaction vertexes. It can be computed using the following relation:\(^3\)

\[
f(g^2) = \text{Ei}(g^2) - \gamma - \ln(g^2) = \int_0^{g^2} \frac{\exp(t) - 1}{t} dt,
\]

where \( \text{Ei}(x) \) is the exponential integral and \( \gamma \) is the Euler constant. Note that the second order of perturbative theory also introduces the effect of the adiabaticity parameter on \( m^* \). Moreover, \( m^* \) depends on dimensionality through (i) \( g^2 \propto d \), (ii) the first-neighbor number \( z \), (iii) the Brillouin zone sums, and (iv) the features of the phonon spectrum. We have assumed pairwise intermolecular interactions and deduced the analytic phonon frequencies for the linear chain (1D), the square lattice (2D), and the simple cubic lattice (3D).\(^3\) Here I restrict the range of the intermolecular forces to the first-neighbor molecular sites so that two parameters control the phonon spectrum.\(^3\) The intramolecular force constant \( \beta \) and the intermolecular first-neighbor force constant \( \gamma \) in terms of which one defines \( \omega_0^2 = 2 \beta M \) and \( \omega_1^2 = \gamma/M \). Then the zone center frequency is \( \omega = \sqrt{\omega_0^2 + z \omega_1^2} \).
My previous works have pointed out that the Holstein model with a dispersionless spectrum ($\omega_1 = 0$) or with weak intermolecular forces ($\omega_1 \ll \omega_0$) is erroneous since (a) it would predict larger polaron bandwidths in lower dimensionality and (b) it would yield a divergent site jump probability for the polaronic quasiparticle. Numerical analysis has shown that the bandwidths $\Delta E_g$ grow faster versus $\omega_1$ in higher dimensionality, thus providing a criterion to fix the minimum $\omega_1$ which ensures the validity of the Holstein model. The threshold value $\tilde{\omega}_1$ has been in fact determined according to the inequalities criterion $\Delta E_{3D} \gg \Delta E_{2D} \gg \Delta E_{1D}$ and $\tilde{\omega}_1$ has proved to be essentially dependent on the breathing mode frequency $\omega_0$ and on the $e$-$ph$ coupling $g_0$. Summing up, at intermediate $g_0$ ($\approx 1-1.5$), $\tilde{\omega}_1$ is $\approx \omega_0/2$, while at strong $g_0$ ($\gg 2$), $\tilde{\omega}_1$ should be at least $\approx 2 \omega_0/3$ in order to guarantee the correct bandwidth trend. It follows that also the polaron mass values obtained in the Holstein model are reliable only if the intermolecular coupling strengths are sufficiently strong. For these reasons the $m^*/\omega_1$ plots hereafter displayed do not contain the lower portion of $\omega_1$ values.

Although the present work is mainly concerned with the constraints on the applicability of the perturbative method to the Holstein model, the figures we put in the numerical analysis are appropriate to some strong-coupling systems in which polaronic features have been envisaged. Consistently with some previous studies we compute the masses, taking $g_0 = 1.3$ as the minimum coupling value which ensures the breakdown of the Migdal theorem.

Let us start the discussion from an adiabatic regime characterized by $t = 15$ meV and $\omega_0 = 100$ meV. In Fig. 1, the ratios ($m^*/m_0)_d$ are plotted versus $\omega_1$ in 1D, 2D, and 3D by assuming two $e$-$ph$ couplings $g_0$: an intermediate value $g_0 = 1.3$ (see the lower curves in each figure) and a strong value $g_0 = 2.2$ (upper curves in each figure). The former case presents $\tilde{\omega}_1 = 48$ meV while in the latter $\tilde{\omega}_1 = 62$ meV. In both cases the first-order and the second-order (first-plus second-order term) perturbative results are reported. The second-order correction lowers the mass values in any dimensionality with particular significance in 3D. Moreover, the second-order correction is a growing function of $\omega_1$ and its effectiveness is larger in the intermediate $e$-$ph$ coupling case. When the second- and first-order terms become comparable the perturbative method breaks down: in 3D with $g_0 = 1.3$ this event takes place at $\omega_1 = 58$ meV as the arrow signals in the lower part of Fig. 1. Considering that the threshold value in the intermediate-coupling case is $\tilde{\omega}_1 = 48$ meV, we observe that the perturbative approach to the Holstein model has a restricted $\omega_1$ range of validity given by 48 meV $\leq \omega_1 \leq 58$ meV. Here $\omega_1 < 48$ meV implies the failure of the Holstein model in itself while at $\omega_1 > 58$ meV it is the perturbative method that fails. Of course, by enhancing $g_0$ the perturbative method works better as the absence of arrows in the upper curves of Fig. 1 points out.

We emphasize that the breakdown of the perturbative method is closely related to the inadequacy of the Lang-Firsov approach: when the electronic and phononic subsystems are not strongly coupled the lattice deformation does not follow coherently the electron through the crystal and the polaronic unit broadens in real space. Then the crossover between a small-polaron (at strong $g_0$) and a large-polaron (at intermediate $g_0$) solution shows up in a decreased lattice deformation and associated lowering of the energy gain due to polaron formation: under these conditions the Lang-Firsov scheme becomes less appropriate. Finally note that the mass ratios converge to substantially $d$-independent values in the upper portion of the $\omega_1$ range being, for any $d$, $m^*/m_0 = 3$ at $\omega_1 = 60$ meV in the $g_0 = 1.3$ case and $m^*/m_0 = 10$ at $\omega_1 = 80$ meV in the $g_0 = 2.2$ case.

Next we take a larger hopping integral, $t = 45$ meV in Fig. 2, thus increasing the degree of adiabaticity. This choice implies in fact that the 1D system is still antiadiabatic ($\hbar \omega/2t > 1$), the 2D system is in antiadiabatic to adiabatic transition regime according to the strength of $\omega_1$, and the 3D system is already in adiabatic conditions. A larger $t$ also requires a stronger $e$-$ph$ coupling in order to fulfill the perturbative condition. We see that the perturbative method works well in 1D and 2D while, in 3D with $g_0 = 2.2$, it fails at $\omega_1 = 70$ meV. Even larger $e$-$ph$ couplings ($g_0 = 3$ in the upper curves) are necessary to balance the effect of the intermolecular forces in the second-order correction and recover the correctness of the perturbative approach. The threshold values for the validity of the Holstein model are set in Fig. 2 at $\tilde{\omega}_1 = 62$ meV (lower curves) and $\tilde{\omega}_1 = 67$ meV (upper curves), respectively. Again, a substantial $d$ independence of the mass values is achieved at large $\omega_1$: $m^*/m_0 \approx 10$ at $\omega_1 = 70$ meV in the $g_0 = 2.2$ case and $m^*/m_0 \approx 100$ at $\omega_1 = 80$ meV in the $g_0 = 3.1$ case.

Let us turn to a moderately adiabatic case with $t = \omega_0 = 50$ meV. Since the intermolecular forces are expected not to exceed the intramolecular forces in real systems, we set $\omega_1 = 50$ meV in Fig. 3. The perturbative approach applies in both 1D strong-coupling cases, while it fails in 2D with $g_0 = 2.6$ at $\omega_1 \geq 40$ meV. In 3D, two arrows show up at $\omega_1 = 33$ meV (case $g_0 = 2.6$) and $\omega_1 = 46$ meV (case $g_0 = 3.6$), respectively. Considering that the threshold $\tilde{\omega}_1$ is exactly 33 meV in the former case it turns out that the perturbative approach has no range of validity in 3D with $g_0 = 2.6$ and larger $g_0$ values are necessary to sustain the method. The 1D and 2D mass ratios converge to $\approx 10$ at $\omega_1 = 40$ meV in the $g_0 = 2.6$ case and to $\approx 50$ at $\omega_1 = 50$ meV in the $g_0 = 3.6$ case. We note that the 1D $g_0 = 2.6$ case applies well to the system tetrathiafulvalene-tetracyanoquinodimethane (TTF-TCNQ), a molecular crystal with 1D conduction properties, and a small-polaron binding energy of $\approx 0.2$ eV. This means, in our model with $\omega_0 = 50$ meV, an intermolecular $\omega_1 = 40$ meV which yields a 1D mass ratio of $\approx 10$. This value is consistent with recent variational studies and suggests that the current carrying elementary excitations for the TTF-TCNQ system are one order of magnitude lighter than estimated in the past. The 3D $g_0 = 2.6$ case is appropriate instead to a classical polaronic system, SrTiO$_3$. At the largest intermolecular energy consistent with the perturbative method, we find a mass ratio of $\approx 50$, a factor of 2 smaller than previously reported in small-polaron theory but still somewhat higher than the observed value ($\approx 20$). This would confirm that rather an intermediate-polaron description is suitable to this perovskite structure.
Once the system is driven to a fully adiabatic regime ($t < 2v_0$) the number of arrows grows (see Fig. 4) pointing to a substantial inadequacy of the perturbative approach unless very strong $e$-ph coupling conditions ($g_0 \gtrsim 4$) had to hold.

We see, for instance, that the perturbative approach cannot be used at all in the 2D $g_0 = 2.6$ case while in the 2D $g_0 = 2.2$ case, the minimum value of intermolecular coupling at which first- and second-order perturbative terms become comparable is $\omega_1 = 70$ meV.

Once the system is driven to a fully adiabatic regime ($t = 2\omega_0$) the number of arrows grows (see Fig. 4) pointing to a substantial inadequacy of the perturbative approach unless very strong $e$-ph coupling conditions ($g_0 \gtrsim 4$) had to hold. We see, for instance, that the perturbative approach cannot be used at all in the 2D $g_0 = 2.6$ case while in the 2D $g_0 = 2.2$ case, the minimum value of intermolecular coupling at which first- and second-order perturbative terms become comparable is $\omega_1 = 70$ meV.
3.6 case, being \( \bar{\omega}_1 = 35 \) meV, the condition \( 35 \text{ meV} \leq \omega_1 \leq 46 \text{ meV} \) needs to be fulfilled. In the 3D \( g_0 = 3.6 \) case, the range of applicability of the perturbative method is rather poor: \( 35 \text{ meV} \leq \omega_1 \leq 40 \text{ meV} \). Only in the 1D \( g_0 = 3.6 \) case does the perturbative method work properly and lead to a mass ratio of \( \approx 30 \) at \( \omega_1 = 50 \text{ meV} \). Note that the breakdown of the Lang-Firsov method in the adiabatic regime is signaled by a reduction of \( \lambda = E_g/zt \) to values smaller than 1: when this happens the conditions for the validity of the Migdal approximation are restored.46

The figures for the adiabatic parameter given in Fig. 4 are
appropriate to the high-$T_c$ cuprates\( ^{37} \) which also exhibit strong coupling of the charge carriers to some selected vibrational modes\( ^{23,48} \) with associated small-polaron formation\( ^{49} \) in the Cu-O planes. Our calculations predict a mass of \( \approx 80 m_e \) for the 2D small polaron (at the largest $\omega_1$ values consistent with the perturbative method) while lower masses are attainable once the polaron broadens in space. However, considering that slight variations of the breathing mode and intermolecular frequencies lead to relevant changes in the estimated masses, we feel that more refined computations accounting for the lattice structure of the cuprates are required, this in view of the relevance of precise charge carrier mass estimates for the theoretical discussion on polaronic high-$T_c$ superconductivity. To make a comparison with a recent path integral quantum Monte Carlo analysis\( ^{13} \) of the dispersionless Holstein Hamiltonian we note that, for the adiabatic case $t=2 \omega_0$, a 1D mass ratio of $\approx 10$ is achieved in Ref. 13 when $\lambda = 1.75$. In our model, $\lambda$ does depend both on the intermolecular forces and $g_0$. For instance, given $g_0 = 3.6$ as in Fig. 4, we find that $\lambda = 1.75$ implies $\omega_2 \approx 45$ meV (within the range in which the perturbative method works), hence a 1D mass ratio of $\approx 100$. Moreover, unlike Ref. 13, my 2D small Holstein polaron is not heavier (rather slightly lighter) than the 1D one and we attribute this discrepancy to the absence of a dispersive phonon spectrum in the quoted Monte Carlo calculations. Finally, as for the dependence of $m^*_0$ on the adiabatic parameter $zt/\tilde{\omega}$ [see Eq. (4)] at a given $\lambda$, we remark that two descriptions may occur: (a) for a fixed $t$, by decreasing $\tilde{\omega}$, $m^*$ gets heavier; (b) for a fixed $\tilde{\omega}$, by increasing $t$, $m^*$ gets lighter. Hence, for a given adiabatic ratio, the $m^*$ values can differ significantly according to the absolute values of $t$ and $\tilde{\omega}$, the $m^*$ dependence on the latter being much stronger.

The self-trapping transition in polaronic systems is generally associated with an abrupt crossover between an extended state at small $e$-$ph$ coupling and a finite-radius polaron at large $e$-$ph$ coupling. The larger $g_0$, the smaller is the number of lattice sites over which the polaron wave function extends. When the electron digs its own hole and drags the lattice deformation unavoidably it becomes heavy so that the effective mass behavior is a clear indicator of the self-trapping transition. In antiadiabatic conditions the perturbative method predicts the absence of self-trapping in 1D, $m^*$ being a smoothly increasing function of $g_0$. Let us consider here the moderately adiabatic regime treated in Fig. 3. As the intermolecular forces strongly affect $m^*$ we need a consistent criterion to point out the features of the $m^*_0$ versus $g_0$ dependence: at any $g_0 \geq 1$ we evaluate the $d$-dependent effective masses at the previously widely discussed threshold values $\tilde{\omega}_1(g_0)$, being aware that this choice guarantees the validity of the perturbative approach at least in 1D and 2D. Figure 5 displays the $m^*_0(\tilde{\omega}_1/m_0 - g_0)$ plot in 1D and 2D.

While the mass renormalization is not severe in the intermediate- to strong- $(1 < g_0 < 2.5)$ coupling regime (in agreement with path integral quantum Monte Carlo simulations of the 1D Holstein model\( ^{25} \), at $g_0 = 2.55$ the polaron mass starts to grow considerably over the bare band value and at $g_0 = 3.05$ an abrupt slope change shows up unambiguously both in 1D and 2D, both in the first and second orders of perturbative theory. We interpret this result as an indicator of the self-trapping transition which then, in adiabatic regimes, should not depend on the system dimensionality. Similar conclusions have been recently reached through an independent study of the adiabatic polaron based on a variational approach.\( ^{50} \) Note that the 2D masses turn out to be heavier than the 1D masses in Fig. 5 as the convergence of $m^*_0$ versus $d$ takes place at values somewhat larger than $\tilde{\omega}_1(g_0)$. Anyway the evidence of the self-trapping event is not affected by the choice of the intermolecular coupling strengths at which the effective masses are computed provided such strengths lie within the bounds imposed by the perturbative method.

**IV. CONCLUSIONS**

This study of the Holstein molecular crystal model has been motivated by the need of clarifying some open questions regarding the character of the polaronic quasiparticles in real systems, markedly the estimate of the effective mass and the existence of a self-trapping transition in low dimensionality. In spite of its apparent simplicity the Holstein Hamiltonian hosts a rich variety of polaronic behaviors according to the different physical regimes and the portions of parameters space one decides to sample. I have attacked the Holstein Hamiltonian by means of a standard perturbative method which assumes a sizable electron-phonon coupling regime in which the applicability of the Migdal approximation is ruled out. Unlike most of the previous studies on the Holstein model the lattice dimensionality and the related dispersive features of the phonon spectrum have been taken fully into account in the present investigation. The dimensionality and strengths of the intermolecular forces interfere with both the adiabatic (antiadiabatic) parameter and the $e$-$ph$ coupling constant peculiar to the system, thus shaping the range of validity of the perturbative approach. The general rules, suggested by our numerical results, concerning the applicability of the perturbative method to the Holstein model are that (i) the method works better in strong $e$-$ph$ coupling conditions and in an antiadiabatic regime and (ii) the method works better in low dimensionality and at inter-

![FIG. 5. 1D and 2D polaron masses vs $g_0$ in the moderately adiabatic regime with $t = \omega_0 = 50$ meV. Both the first- and second-order results of perturbative theory are displayed.](image-url)
mediate values of the intermolecular coupling strengths. It should be immediately added that the effects of the intermolecular forces have to be treated carefully since not sufficiently strong intermolecular strengths would result in wrong predictions of (i) the ground-state polaronic bandwidth versus $d$, $d$ being the system dimensionality, and (ii) the polaron mobility versus temperature and $d$. Hence, the reliability of the perturbative method at weak intermolecular couplings would be a Pyrrhic victory. On the other hand, the intermolecular coupling energies have an upper bound imposed by the value of the bare intramolecular energy between the two atoms forming the basic unit in the molecular lattice model. I have computed the polaron effective mass in a number of cases, embracing a large portion of the parameter space, and presented four characteristic plots (Figs. 1–4) which essentially differ for the value of the adiabatic parameter. The computed masses are larger in Fig. 4 (adiabatic case) than in Fig. 1 (antiadiabatic case) but this result is only apparently at variance with the general belief according to which antiadiabatic polarons are heavier than adiabatic ones at fixed $e$-$ph$ coupling. In fact, by enhancing $tilde{t}/omega_0$ (Fig. 1 ~ Fig. 4), we have also increased the $e$-$ph$ coupling parameter to ensure the validity of the perturbative approach and this unavoidably leads to heavier masses.

When the perturbative method and the associate Lang-Firsov scheme apply correctly the polaron masses become substantially $d$ independent. This result, which has a clear character of novelty and contradicts the traditional belief of a much heavier polaron mass in low $d$, descends from the correct use of dispersive phonons in the Holstein Hamiltonian which, moreover, makes the mass renormalization less severe than predicted by dispersionless models. The mass values are, however, so sensitive to the input parameters that extreme care should be taken before applying the model predictions to real structures.

Finally, I have addressed the open question of the existence or nonexistence of a self-trapping transition in adiabatic conditions considering the nontrivial situation of a moderately adiabatic regime. The results displayed in Fig. 5 point to a positive answer corroborating the possibility of a self-trapping process also in the controversial case of one-dimensional systems.

---
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