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Abstract

Face recognition networks generally demonstrate bias with respect to sensitive attributes like gender, skintone etc. For gender and skintone, we observe that the regions of the face that a network attends to vary by the category of an attribute. This might contribute to bias. Building on this intuition, we propose a novel distillation-based approach called Distill and De-bias (D&D) to enforce a network to attend to similar face regions, irrespective of the attribute category. In D&D, we train a teacher network on images from one category of an attribute; e.g. light skintone. Then distilling information from the teacher, we train a student network on images of the remaining category; e.g., dark skintone. A feature-level distillation loss constrains the student network to attend to similar face regions for all attribute categories and enables it to reduce bias. We also propose a second distillation step on top of D&D, called D&D++. Here, we distill the ‘un-biasedness’ of the D&D network into a new student network, the D&D++ network, while training this new network on all attribute categories; e.g., both light and dark skintones. This helps us train a network that is less biased for an attribute, while obtaining higher face verification performance than D&D. We show that D&D++ outperforms existing baselines in reducing gender and skintone bias on the IJB-C dataset, while obtaining higher face verification performance than existing adversarial de-biasing methods. We evaluate the effectiveness of our proposed methods on two state-of-the-art face recognition networks: ArcFace and Crystalface.

1. Introduction

The accuracy of face recognition networks [15, 17, 45, 52, 62] has significantly improved in the last few years. Because of this, such face recognition systems are being used in a large number of applications. This has raised concerns about bias against sensitive attributes such as age, gender or race. A recent study from NIST [27] has shown that characteristics such as gender and ethnicity impact the verification and matching performance of existing algorithms. Several works [8, 12, 38, 39, 47, 50, 66] have explored the issue of bias against gender, race and skintone in face recognition.

A possible approach to mitigate gender or skintone bias would be to re-train a large scale face recognition network on a dataset which is balanced in terms of these attributes. However, as shown in [5, 20, 67], training a network on a balanced dataset does not always lead to unbiased systems. [20] points out that while we can balance the dataset in terms of gender or skintone, there exists appearance variation between demographic subgroups with respect to multiple factors such as pose, illumination etc., which may lead to a biased system. Some works [19, 25] have proposed adversarial strategies to prevent face recognition networks from encoding sensitive attributes like gender and race. However, since gender and race are integral to the face identity, removing such attributes from face recognition features generally reduces their face verification accuracy. Among non-adversarial methods, GAC [26] proposes an adaptive filtering technique to mitigate racial bias. However, the effectiveness of GAC applied to other attributes.
(such as gender) is currently unclear. Similar to GAC, we propose non-adversarial techniques to mitigate bias in face recognition. More specifically, we present two novel knowledge distillation-based techniques called D&D and D&D++ to incrementally learn different categories of a given sensitive attribute while significantly reducing bias with respect to that attribute. We show that our proposed methods can be used to reduce bias with respect to either gender or skintone, and are therefore likely to generalize for other attributes. Our methods also generalize to different face recognition models.

Buolamwini et al. [11] introduced skintone as an alternative to race. It can be difficult to quantify the race category of multi-racial faces. Skintone, on the other hand, is more scientifically defined by the Fitzpatrick scale [24]. Therefore, following previous works [19, 42], we mitigate skintone bias, as opposed to racial bias. In summary, we make the following contributions in our work:

1. We observe that face recognition networks attend to different regions of the face, depending on the gender or skintone category. We illustrate this observation with GradCAM [60] generated attention maps (Figs. 1, 3, Section 5.3.1). These differences in how algorithms process faces from different demographic categories may lead to bias in face recognition.

2. Building on this observation, we propose a method, called Distill and De-bias (D&D), that enforces a network to attend to similar spatial regions in both male and female faces (and in both faces with light and dark skintones). We show the ability of D&D to reduce gender and skintone bias in two state-of-the-art face recognition networks: ArcFace [15] and Crystalface [52]. To the best of our knowledge, we are the first to use knowledge distillation for designing bias mitigation strategies in face recognition.

3. We propose D&D++ to further improve the face verification performance, while inheriting the ‘unbiasedness’ of D&D. D&D++, while being de-biased, achieves higher face verification performance than state-of-the-art adversarial de-biasing methods on the IJB-C [44] dataset.

2. Related Work

Bias in face recognition: Empirical studies [11, 13, 23, 27, 43, 46, 51, 61] have shown that many publicly available systems performing face recognition or face analysis demonstrate bias towards sensitive attributes such as race and gender. With respect to gender bias, [5, 42] show that the performance of face recognition on females is lower than that of males. Use of cosmetics by females [6, 14, 37] and gendered hairstyles [3] has been assumed to play a major role in the resulting gender bias. However, [4] shows

| Method                     | Target task       | Sensitive attribute |
|----------------------------|-------------------|---------------------|
| [7]                        | Gender/Age pred.  | Age/Gender          |
| [40]                       | Smile, high-cheeks| Gender, make-up     |
| [8]                        | Face detection    | Skintone            |
| [66]                       | Face recognition  | Race                |
| [68]                       | Expression pred.  | Age, gender, race   |
| [25]                       | Face recognition  | Age, gender, race   |
| [48]                       | Attractiveness pred. | Gender, age    |
| [57]                       | Face recognition  | Gender, race        |
| [19]                       | Face recognition  | Gender, skintone    |

Table 1. Methods that adversarially remove sensitive attributes to reduce bias with respect to these attributes in the target task.

Building fairer datasets: It has been speculated that the imbalanced training datasets might lead to bias in face recognition. However, [5] shows that the gender bias is not mitigated when equal number of male and female identities are used for training. Similarly, [29] shows that a network trained on racially balanced datasets does not necessarily obtain the lowest racial bias. [31] introduces a dataset to measure the robustness of AI models to a diverse set of genders and skintones. [56] presents a race and gender-balanced evaluation dataset and provides the verification protocol for the same.

Adversarial de-biasing: Several researchers have proposed adversarial strategies to reduce the encoding of sensitive attributes (to reduce the bias with respect to these attributes), while performing a face-based target task. We provide a brief summary of these works in Table 1. [19, 25, 48] have reported that the face verification performance of the adversarially-debiased systems in the target task decreases due to the removal of sensitive attributes such as gender.

Knowledge distillation (KD): KD [35] has been primarily applied to continual learning tasks [41, 54]. In a KD framework, a student network (initialized using a pre-trained teacher network) is trained to learn new classes or tasks that are not recognizable by the teacher network, and mimic the output score distribution of the teacher model for preventing forgetting of the classes/tasks that the teacher network was trained on. Several works [22, 58, 72] have shown that directly matching feature activations of teacher and student networks from their intermediate layers is also an effective way to distill the teacher’s knowledge into the student. This finding is used in [21] that proposes a two step sequential distillation process for disjoint multitask learning (MTL). Even though our aim and motivation is different from [21],
we use a similar sequential distillation pipeline, wherein we employ feature-level KD in our work to enforce a student trained on a specific attribute category (e.g., females) to mimic a teacher that is trained on a different attribute category (e.g., males). [36] also uses KD for mitigating bias with respect to sensitive attributes (e.g. gender) that are independent of target task (e.g. attractiveness prediction).

3. Problem Statement

Given a binary face attribute \( A \) with categories \( a_1 \) and \( a_2 \), our goal is to enforce a network to process faces with \( A = a_1 \) and \( A = a_2 \) in a similar way. We hypothesize that a network that processes faces with attribute \( A = a_1 \) and faces with attribute \( A = a_2 \) in a similar way will demonstrate lower bias with respect to attribute \( A \). For attribute \( A \) = skintone, \((a_1, a_2)\) = (Light, Dark). For attribute \( A \) = gender, \((a_1, a_2)\) = (Male, Female).

Bias measure: Following [19], we define gender and skintone bias, at a given false positive rate (FPR) as follows:

\[
\text{Gender Bias}^{(F)} = \left| \text{TPR}^{(F)} - \text{FPR} \right|
\]

\[
\text{Skintone Bias}^{(F)} = \left| \text{TPR}^{(F)} - \text{FPR} \right|
\]

where \((\text{TPR}^{(F)}, \text{FPR}), (\text{TPR}^{(F)}, \text{FPR}), (\text{TPR}^{(F)}, \text{FPR})\) denote the true positive rates for the verification of male-male, female-female, light-light and dark-dark pairs respectively at FPR. Our goal is to train face recognition networks that reduce the bias (Eq. 1 or 2), while maintaining reasonable face verification performance in face verification. The reasoning for using this measure instead of difference between AUC or EER is provided in [19].

Measuring bias/performance trade-off: We also adopt the tradeoff measure called bias performance coefficient (BPC) from [19]. This is a measure of the trade-off between bias reduction and drop in face verification performance and is defined as

\[
\text{BPC}^{(F)} = \frac{\text{Bias}^{(F)} - \text{Bias}_{\text{deb}}^{(F)}}{\text{Bias}^{(F)}} \frac{\text{TPR}^{(F)} - \text{FPR}^{(F)}}{\text{TPR}^{(F)}}
\]

Here, \((\text{TPR}^{(F)}, \text{Bias}^{(F)})\) refer to the overall TPR obtained by original features and the corresponding bias (Gender/Skintone bias) at FPR of \( F \). \( \text{TPR}_{\text{deb}}^{(F)}, \text{Bias}^{(F)} \) denote their de-biased counterparts. We aim to build systems that achieve high BPC values, since a higher BPC denotes high bias reduction and low drop in face verification performance. The original network (without any debiasing) would have a zero BPC (since \( \text{Bias}^{(F)} = \text{Bias}_{\text{deb}}^{(F)} \) and \( \text{TPR}^{(F)} = \text{TPR}_{\text{deb}}^{(F)} \)). We note that a system with \( \text{TPR}_{\text{deb}}^{(F)} \gg \text{TPR}^{(F)} \) and \( \text{Bias}^{(F)} > \text{Bias}_{\text{deb}}^{(F)} \) can have a high BPC value, which is undesirable. But, as pointed out in [19], most de-biasing systems have \( \text{TPR}_{\text{deb}}^{(F)} < \text{TPR}^{(F)} \) and \( \text{Bias}^{(F)} < \text{Bias}_{\text{deb}}^{(F)} \). An ideal system that reduces the bias to 0 and does not reduce the TPR will have BPC = 1.

4. Proposed approach

4.1. Motivation

Let us consider a binary face attribute \( A \) with two categories: \( a_1 \) and \( a_2 \). Suppose that we have a face image \( I_1 \), with attribute \( A = a_1 \) and image \( I_2 \) with attribute \( A = a_2 \). We hypothesize that a relatively unbiased face recognition network must attend to similar facial regions for both \( I_1 \) and \( I_2 \), irrespective of their attribute \( A \) categories. However, our initial experiments show that the spatial regions that a network attends to vary for different genders (Figs. 3a,3c-first rows), and for different skintones (Figs. 3b,3d-first rows). A network that does not attend to similar face regions for males and females (or faces with light and dark skintones) might exhibit bias, as shown in Fig. 1 (top row). More details regarding these results are presented in Section 5.3.1. From these results, it appears that male and female images are processed differently by a face recognition network. Similarly, images with light and dark skintones are also processed differently. Therefore, we propose KD-based methods that enforce a network to process faces from all attribute categories in a similar way, so that the network attends to similar regions of the face, irrespective of the attribute category.

4.2. Distill and De-bias (D&D) and D&D++

Here, we explain the steps in D&D and D&D++ (Fig. 2):

- **Step 0:** (i) Binarizing attribute \( A \): We start with a binary attribute \( A \) (such as gender). If attribute \( A \) is non-binary, we regroup its categories into two categories. We explain this
in more detail in Sec. 5.1, as we re-group the non-binary ‘race’ attribute in the training dataset into binary skintone attribute.

(ii) Assigning $a_{\text{high}}, a_{\text{low}}$: Assign $a_{\text{high}}$ to be the category for which the face verification performance of a network is higher, and $a_{\text{low}}$ to be the remaining category. Several works [5, 19, 42] have shown that the performance of a network trained on unconstrained datasets is better for males as compared to females. Hence, for $A =$Gender, $a_{\text{high}}=$Male and $a_{\text{low}}=$Female. Similarly, [19, 42] show that these networks perform better for faces with light skintone than those with dark skintone. So, for $A =$skintone, $a_{\text{high}}=$Light, and $a_{\text{low}}=$Dark.

Step 1: We train the teacher network $M_t$ using faces with attribute $A = a_{\text{high}}$.

Step 2 (Feature-level knowledge distillation - D&D): We initialize a student network $M_s$ using $M_t$, and train it using images with $A = a_{\text{low}}$. Let $I$ be such an image with $A = a_{\text{low}}$. $I$ is fed to both $M_t$ and $M_s$, to obtain features $f_t$ and $f_s$, extracted from the penultimate layer of the corresponding networks. To enforce the student $M_s$ to mimic $M_t$’s way of processing faces, we employ feature-level knowledge distillation to distill $M_t$’s knowledge of processing faces into $M_s$. We define the distillation loss $L_{\text{dis}}$ as

$$L_{\text{dis}}(f_s, f_t) = 1 - \frac{f_s \cdot f_t}{\|f_s\| \|f_t\|}. \tag{4}$$

To constrain $M_s$ to process a face like $M_t$ would, we minimize the cosine distance between $f_t$ and $f_s$ using $L_{\text{dis}}$. Our application of feature-level KD is inspired by [58]. Note that we do not apply KD on the output scores as done in [41], since face verification protocols like [44] use the face recognition features from the penultimate layer (and not the output score vector). Additionally, we would like $M_s$ to classify identities using $L_{\text{class}}$. This is the standard cross-entropy loss. Combining these constraints, we train $M_s$ using the bias reducing classification loss $L_b$, as

$$L_b = L_{\text{class}} + \lambda_1 L_{\text{dis}}, \tag{5}$$

where $\lambda_1$ is used to weight $L_{\text{dis}}$. In this step, the teacher $M_t$ remains frozen. The distillation step helps in two ways:

1. $M_s$ is initialized with $M_t$ (which was trained on faces with $A = a_{\text{high}}$) and $L_{\text{dis}}$ prevents $M_s$ from diverging too much from $M_t$. Therefore, the distillation step allows $M_s$ to process faces with $A = a_{\text{high}}$ in the same way $M_t$ would process them, even though $M_s$ is never trained on images from $a_{\text{high}}$ category.

2. $M_t$ is never trained on faces with $A = a_{\text{low}}$. So, $L_{\text{class}}$ allows $M_s$ to classify faces from $a_{\text{low}}$ category. But, $L_{\text{dis}}$ enforces $M_s$ to process faces from $a_{\text{low}}$ category in the same way $M_t$ and $M_s$ would process faces from $a_{\text{high}}$ category.

In this way, $M_s$ can process faces from both $a_{\text{high}}$ and $a_{\text{low}}$ categories as $M_t$ would process faces from $a_{\text{high}}$ category. As a result, $M_s$ learns to attend to similar face regions for faces belonging to any category of attribute $A$, as shown in the second rows of all the subfigures of Fig. 3. Consequently, we find that $M_s$ is able to significantly reduce bias with respect to attribute $A$ (Sec. 5.3.2). For inference, we extract features from the penultimate layer of the trained $M_s$ network for the evaluation dataset, and perform 1:1 face verification. We note that, while $M_s$ considerably reduces bias in face verification, it obtains lower overall face verification performance (Sec. 5.3.2). We believe this is because neither $M_t$ nor its teacher $M_t$ is ever trained on the entire dataset. Hence, we train a new student $M_s^*$ (initialized with $M_s$) on the entire dataset to improve the identity classifying ability of $M_s$, while distilling the ‘unbiasedness’ of $M_s$ into $M_s^*$. We call this method D&D++. (Fig. 2)

Step 3 (D&D++): Once $M_s$ is trained, we initialize a new student network $M_s^*$ using $M_s$. $M_s^*$ is trained on the entire dataset with faces from both categories $a_{\text{high}}$ and $a_{\text{low}}$, to improve its classification performance. During this, we use $M_s$ as the teacher network and distill its ‘unbiasedness’ to $M_s^*$. Here, we apply the same knowledge distillation used in step 2. We feed the training image to both $M_s$ and $M_s^*$ and obtain features $f_s$ and $f_s^*$ respectively. $M_s$ remains frozen in this step. We use them to compute $L_{\text{dis}}$ as:

$$L_{\text{dis}}(f_s, f_s^*) = 1 - \frac{f_s \cdot f_s^*}{\|f_s\| \|f_s^*\|}. \tag{6}$$

Combining $L_{\text{dis}}$ with $L_{\text{class}}$, we train $M_s^*$ with a bias reducing classification loss $L_{br}$ defined as

$$L_{br} = L_{\text{class}} + \lambda_2 L_{\text{dis}}, \tag{7}$$

where $\lambda_2$ is used to weight $L_{\text{dis}}$. $L_{br}$ in D&D++. During inference, we use the trained $M_s^*$ to perform verification.

D&D and D&D++ for gender and skintone: In this work, we show usability of D&D and D&D++ to reduce gender and skintone bias (separately). We build two variants of our proposed frameworks: (i) D&D(g) and D&D++(g) for reducing gender bias, and (ii) D&D(s) and D&D++(s) for reducing skintone bias, the results for which are presented in Sec. 5.3 and 5.4. More training and hyperparameter ($\lambda_1, \lambda_2$) details for D&D and D&D++ are provided in the supplementary material. The implementation code will be made publicly available upon publication.

5. Experiments

5.1. Network architectures and datasets

Training dataset: We use the BUPT-BalancedFace [65] dataset for training. For gender bias reduction, we create two subsets of this dataset: Male and female subset. We obtain the gender labels and perform face alignment in this dataset by using [53]. Currently, for skintone bias re-
duction, there does not exist a large-scale training dataset with skintone labels. So, we use the race labels in BUPT-BalancedFace, as a proxy for skintone. However, the race attribute in this dataset is a non-binary attribute with four categories: African, Asian, Caucasian, Indian. Hence, we binarize this attribute and re-group this dataset into two skintone categories (as explained in Step 0 of Sec. 4.2): Light ('Caucasian' ∪ 'Asian') and Dark ('African' ∪ 'Indian'). Although skintone is not perfectly correlated with race, we elect to use these labels due to the high correlation with skintone.

**Evaluation dataset:** For evaluation, we use aligned faces from IJB-C, and follow the 1:1 face verification protocol from [44]. The alignment is done using [53]. This dataset provides gender and skintone labels. There are six classes for the skintone attribute which we reorganize into three groups, (i) Light ('light pink' ∪ 'light yellow'), (ii) Medium ('medium pink' ∪ 'medium yellow'), (iii) Dark ('medium dark' ∪ 'dark brown'). For evaluating gender bias, we compute the face verification performance on male-male and female-female pairs separately (out of all the pairs defined in the IJB-C protocol [44]). For skintone bias, we compute the face verification performance on dark-dark and light-light pairs.

**Network architecture:** We implement the baselines and our proposed methods (D&D and D&D++) using Resnet50 [33] version of the ArcFace [15] network, trained using the Arc-margin loss. To demonstrate the versatility of D&D and D&D++, we also perform similar experiments using Crystalface proposed in [52], which is a Resnet-101 [33] network trained using crystal loss.

### 5.2. Baseline methods

We compare our proposed methods with the following de-biasing methods. More training details and hyperparameter information for these baseline methods are provided in the supplementary material.

**PASS:** Protected Attribute Suppression System (PASS) [19] is a recently proposed SOTA feature-based adversarial de-biasing framework. Here, features are extracted from a pre-trained network \( P \) for the images in the training dataset, and are adversarially made to reduce gender and race information. The authors present two PASS-based systems: PASS-g (for reducing gender information) and PASS-s (for reducing skintone information) in Crystalface and ArcFace features. Both PASS-g and PASS-s are built on top of features from the pre-trained network \( P \), which is trained on a combination of UMDFaces[10], UMDFaces-Videos[9] and MS1M [28] datasets. But, UMDFaces-Videos[9] and UMDFaces-Videos[9] datasets are no longer publicly available\(^1\). So, in our implementation, we train the network \( P \) on the publicly available BUPT-BalancedFace [65] dataset, after which we extract features for this dataset and perform adversarial training to reduce gender (PASS-g) and skintone information (PASS-s) in the extracted features. This also makes PASS systems comparable with our proposed methods: D&D and D&D++. We use the official implementation of PASS [18] for this task.

**Incremental Variable Elimination (IVE)** [64] is an attribute suppression algorithm that excludes variables in the face representation that affect attribute classification. Similar to [19], we use the official implementation of IVE [63] to construct two variants of IVE: IVE(g) and IVE(s) for gender and skintone bias mitigation, using features from ArcFace trained on BUPT-BalancedFace.

**Hair obscuration:** [3] shows that obscuring hair in facial images during evaluation reduces gender bias by improving the similarity scores of genuine female-female pairs. We construct a similar pipeline to obscure hair for gender-bias mitigation by using face border keypoints computed by [53] for the images in the evaluation dataset (IJB-C). Following that, we extract features using ArcFace (trained on BUPT-BalancedFace) for all the images in the evaluation dataset and perform 1:1 verification.

**One step distillation (OSD)** The training sequence in D&D is \( M_t \rightarrow M_s \), and for D&D++ is \( M_t \rightarrow M_s \rightarrow M_t^* \), where \( M_t^* \) is trained on both attribute categories \((a_{high}, a_{low})\). We construct a baseline called ‘One step distillation’ (OSD) for which the training sequence is \( M_t \rightarrow M_t^* \). Here, \( M_t \) is trained on one attribute category \((a_{high})\) and \( M_t^* \) (initialized with \( M_t \)) is trained on both attribute categories \((a_{high}, a_{low})\). \( M_t^* \) is constrained to mimic \( M_t \) through KD used in D&D and D&D++. We build two variants of OSD: OSD(g) for reducing gender bias and OSD(s) for reducing skintone bias. In OSD(g) we train \( M_t \) on male faces and \( M_t^* \) on both dark and light faces. In OSD(s), we train \( M_t \) on light skintone faces and \( M_t^* \) on both dark and light faces.

### 5.3. Results with ArcFace

#### 5.3.1 Effect on attention regions

We first select frontal facial images in IJB-C dataset for which the yaw angles (computed using [53]) lie between -5 to 5 degrees. We use GradCAM [60] to generate the attention maps for all of these images using the last convolutional layer of the ArcFace network. These attention maps highlight important face regions relevant for the face recognition decision. After that we separate out the attention maps for males and females, and average them separately. Figure 3a (first row) shows the average attention maps for males and females, generated using ArcFace.

**Similarity between male and female attention maps:** We compute the cosine similarity between the flattened average attention maps for males and females, which turns out to be low (0.21). This implies that male and female faces are

\(^1\)http://umdfaces.io/ Datasets unavailable
We now evaluate the effectiveness of D&D and D&D++ to reduce bias in terms of a given attribute. From Table 2 and Figs. 4a, 4b, we infer that ArcFace networks trained with D&D/D&D++ obtain the lowest gender/skintone bias at most FPRs. This confirms our hypothesis (in Sec. 3), that networks that process faces belonging to different attribute categories in a similar way demonstrate lower attribute-bias. Also, from Table 2, we also infer that D&D-based frame-works obtain higher BPCs (Eq. 3) than the baselines at all FPRs. Moreover, it is clear that D&D++ obtains better face verification performance than D&D and PASS [19], while maintaining low gender and skintone bias. This demonstrates the advantage of the additional step of training $M^*$ on the full dataset, which adds specificity and transfers the ‘unbiasedness’ from $M_*$ to $M^*$ through distillation. Since most real-time face recognition systems are evaluated at low FPRs [2], it is important to reduce bias especially at low FPRs while maintaining high verification performance. D&D++ clearly achieves this target.

Note that, similar to [19], we report the bias and TPR down to FPR=10^{-5} when evaluating gender bias, whereas for skintone bias we only report down to FPR=10^{-4}. The reason for this is the relative lack of dark-skintone examples in IJBC, which results fewer dark-dark pairs. The ROC curve begins to become quantized as the FPR nears 1, resulting in less statistical significance. Since the FPR values become less reliable, so do the TPR measurements associated with them.

We provide more qualitative results in Figs. 5a, 5b to show that D&D++ helps the network attend to similar spatial regions for both categories of the binary attribute under consideration. We provide the gender-wise, skintone-wise ROC plots (similar to the ROC curves in Fig. 1) in the supplementary material.
Table 2. Bias analysis for ArcFace network, and its de-biased counterparts on IJB-C. **B**old=Best, **Underline**=Second best. D&D variants obtain highest BPC and lowest bias at most FPRs. ††Our implementation of baselines (See 5.2 for details). All methods are trained on BUPT-BalancedFace [65] data.

| Method          | FPR | TPR | TPRm | TPRd | Bias(                                                                 | BPCₜ(†) | TPR | TPRm | TPRd | Bias(                                                                 | BPCₜ(†) | TPR | TPRm | TPRd | Bias(                                                                 | BPCₜ(†) |
|----------------|-----|-----|------|------|---------------------------------------------------------------------|--------|-----|------|------|---------------------------------------------------------------------|--------|-----|------|------|---------------------------------------------------------------------|--------|
| ArcFace        |     |     | 0.879| 0.884| 0.841 0.042 0.00 0.914 0.922 0.890 0.032 0.00 0.944 0.946 0.928 0.017 0.00 | 0      |     |     |     |                                                                  | 0      |     |     |     |                                                                  | 0      |
| IVE(s)[64]     |     |     | 0.877| 0.884| 0.843 0.041 0.021 0.913 0.920 0.886 0.034 -0.064 0.944 0.944 0.927 0.017 0.00 | 0      |     |     |     |                                                                  | 0      |     |     |     |                                                                  | 0      |
| W/o hair[19]   |     |     | 0.726| 0.412| 0.821 0.409 -8.91 0.883 0.794 0.888 0.094 -1.97 0.926 0.930 0.926 0.004 0.746 | 0.017  |     |     |     |                                                                  | 0.397  |     |     |     |                                                                  | 0.754  |
| PASS-s[19]     |     |     | 0.798| 0.681| 0.768 0.087 -1.162 0.869 0.851 0.862 0.011 0.607 0.909 0.916 0.902 0.013 0.198 | 0.009  |     |     |     |                                                                  | 0.848  |     |     |     |                                                                  | 0.891  |
| OSE(s)         |     |     | 0.778| 0.758| 0.780 0.022 0.361 0.848 0.849 0.865 0.017 0.397 0.898 0.901 0.917 0.016 0.010 | 0.004  |     |     |     |                                                                  | 0.833  |     |     |     |                                                                  | 0.884  |
| D&D(s)         |     |     | 0.759| 0.754| 0.769 0.016 0.483 0.830 0.833 0.843 0.010 0.596 0.889 0.889 0.897 0.009 0.412 | 0.009  |     |     |     |                                                                  | 0.800  |     |     |     |                                                                  | 0.891  |
| D&D++(s)       |     |     | 0.825| 0.803| 0.800 0.002 0.891 0.880 0.879 0.870 0.009 0.682 0.920 0.920 0.918 0.002 0.857 | 0.002  |     |     |     |                                                                  | 0.825  |     |     |     |                                                                  | 0.891  |

(b) Skintone bias - ArcFace backbone (TPRₜ: light-light TPR, TPRₜ: dark-dark TPR)

Figure 5. (a,e) D&D++(g) attends to similar face regions for males and females. (b,d) D&D++(s) attends to similar face regions for faces with dark and light skintones. The attention maps are generated using GradCAM [60]. AF=ArcFace, CF=Crystalface.
5.3.3 Evaluating D&D/D&D++ on non-binary attributes

Even though we train D&D(s) and D&D++(s) on two skintone categories (Light and Dark), we also evaluate these systems on a third intermediate category i.e. ‘medium’ skintone, provided by the IJB-C dataset. When considering all three skintone categories, Eq. 2 cannot be used to quantify bias, and hence we define skintone bias as the standard deviation (STD) among the verification TPRs of light-light pairs, medium-medium pairs and dark-dark pairs. This measure is inspired by previous works such as [65, 69]. In Fig. 6, we present the skintone-wise verification plots for all three categories and report the STD values among them. We find that our proposed D&D(s)/D&D++(s) obtain considerably lower STD than existing baselines, thus mitigating skintone bias.

5.4. Results with Crystalface

To evaluate the generalizability of baselines and our D&D variants, we repeat the aforementioned experiments using Crystalface network [52]. D&D and D&D++ generate more similar average attention maps for male and female faces (Fig. 3c); and for faces with dark and light skintone (Fig. 3d), than the original Crystalface network. More qualitative examples are provided in Figs. 5c,5d. We also implement the gender-debiasing baselines (Hair obscuring, IVE(g), PASS-g) and skintone-debiasing baselines (IVE(s), PASS-s) using Crystalface to make fair comparison with D&D-based methods. Crystalface networks trained with D&D/D&D++ obtain the lowest gender and skintone bias (Figs. 4c,4d), and highest BPC scores (Table 3). Also, D&D++ achieves considerably higher TPR than D&D (Table 3). Also, similar to Sec. 5.3.3, we evaluate our Crystalface-based D&D(s), D&D++(s) and baselines (trained on light and dark skintones) on the intermediate skintone category (i.e. ‘medium’). In Fig. 7, we provide the verification plots for all three skintone categories and also report and report the STD values among them. D&D(s)/D&D++(s) obtain considerably lower STD than existing baselines, thus mitigating skintone bias. The hyperparameter information and detailed results for all the methods are provided in the supplementary material.

5.5. Bias vs. face verification performance

Although an ideal de-biasing system should reduce bias while maintaining face verification performance, existing adversarial de-biasing algorithms such as PASS [19], DebFace [25] etc. demonstrate significant drop in face verification performance. In this work, we provide insights for reducing bias while minimizing the drop in face verification performance by presenting D&D++, which is a non-adversarial approach. We recognize that D&D++(s/g) also demonstrates a slight drop in face verification performance. This drop may be caused by the explicit distillation constraint (\(L_{dis}\)) imposed on the D&D++ student \(M_s^*\) that restricts \(M_s^*\) from learning all the gender or skintone specific details. However, compared to de-biasing methods such as PASS [19] that explicitly remove protected attributes from face representations, the drop in verification performance with D&D++ is considerably lower. Moreover, the goal of this work is not to obtain SOTA verification accuracy, but to provide a better alternative to adversarial de-biasing techniques. D&D++ clearly achieves this goal, as shown in Fig. 8. Hence, we believe that non-adversarial methods like D&D++ are more practical for reducing bias, since adversarial methods significantly lower the identity classifying capability of a network to achieve ‘fairness through blindness’.

6. Conclusion

We present two novel knowledge distillation-based techniques (D&D and D&D++) to incrementally learn different categories of an attribute. We observe that our proposed methods enforce the networks to attend to similar spatial regions of the face for both categories of an attribute and consequently reduce bias w.r.t. that attribute. Both D&D and D&D++ outperform the existing baselines in reducing gender and skintone bias. D&D++, while being less biased than baselines, generally obtains better face verification performance than SOTA adversarial de-biasing algorithms. We also show the generalizability of our methods on two SOTA face recognition networks.
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Supplementary material

In this supplementary material, we provide the following information:

**Section A1**: Relation between face recognition and face verification.

**Section A2**: A novel interpretation of the bias measure (introduced in [19]) as a metric for Equality of Odds.

**Section A3**: Training details for OSD, D&D, and D&D++.

**Section A4**: Detailed results with ArcFace (Section A4.1) and Crystalface (Section A4.2) backbones, including verification ROCs.

**Section A5**: Training details for PASS [19] baselines, following the official implementation [18].

**Section A6**: Training details for IVE, following the official implementation [63].

**Section A7**: Pipeline for obscuring hair (similar to [3]).
A1. Relation between face recognition and face verification

A face recognition network is trained to classify the identities in a training dataset. Here, we briefly describe the relationship between face recognition and face verification. Any task (such as face verification, identification, authentication etc.) that requires a system to recognize a representation of the input face comes under the umbrella of face recognition. The most common tasks in the literature [15, 52, 59] that are used to evaluate a face recognition network are:

(i) Face Verification: As defined in [52], the aim of this task is to determine if a given pair of templates (i.e., two sets of face representations) belong to the same or different identity. These representations are extracted using previously trained networks. This is also referred to as 1:1 verification.

(ii) Face Identification: The aim of this task is to match a probe template to a collection of templates corresponding to many identities; such a collection is referred to as a gallery. This is also referred to as ‘1:N search’.

In the context of mitigating bias, most face recognition networks are evaluated in terms of their face verification performance on different demographic groups, as done in [19, 25, 26]. Following this, we also evaluate the bias mitigation in face recognition with respect to the face verification task.

A2. Zero Bias implies Equality of Odds

We use the bias measures introduced in previous bias mitigation work [19]. Here, we show that it may be viewed as a measure of equality of odds [30] for pair-wise matching in the sense that achieving zero bias (as defined in Eq A1) allows us to achieve equality of odds.

First, we define bias at a false positive rate (FPR) of \( F \) with respect to attribute \( A \) as

\[
\text{Bias}^{(F)} = |\text{TPR}_{a_0}^{(F)} - \text{TPR}_{a_1}^{(F)}|,
\]

(A1)

where \( \text{TPR}_{a_0}^{(F)} \) denotes the true positive rate (TPR) on pairs of faces with attribute \( A = a_0 \) at FPR of \( F \).

Next, we show how achieving zero bias in equation A1 satisfies equalized odds. First let \( F \) be the set of all face images and let \( A : \mathcal{F} \to \{0, 1\} \) be an indicator on a binary attribute of a face where 0 corresponds to \( a_0 \) and 1 corresponds to \( a_1 \). Let \( \Omega_A \equiv \{(f_1, f_2) \in \mathcal{F} \times \mathcal{F} | A(f_1) = A(f_2)\} \) be the set of all pairs of faces with matching attributes and let \( \hat{Y} : \Omega_A \to \{0, 1\} \) indicate identity equivalence for a pair of faces. Since all pairs in \( \Omega_A \) consist of faces with equal values of \( A \), we extend \( A \) onto \( \Omega_A \) such that \( A(f_1, f_2) = A(f_1) \) for all \((f_1, f_2) \in \Omega_A\). Finally, let \( \hat{Y} : \Omega_A \to \{0, 1\} \) be a predictor of \( Y \). Supposing \( \omega \in \Omega_A \) is random pair of faces sampled from \( \Omega_A \), then we have equality of odds if and only if

\[
P(\hat{Y}(\omega) = 1 | A(\omega) = 0, Y(\omega) = 1) = P(\hat{Y}(\omega) = 1 | A(\omega) = 1, Y(\omega) = 1) \quad \text{(A2)}
\]

and

\[
P(\hat{Y}(\omega) = 1 | A(\omega) = 0, Y(\omega) = 0) = P(\hat{Y}(\omega) = 1 | A(\omega) = 1, Y(\omega) = 0). \quad \text{(A3)}
\]

Equation A2 is equivalent to \( \text{TPR}_{a_0}^{(F)} = \text{TPR}_{a_1}^{(F)} \) for a fixed FPR of \( F \), while equation A3 corresponds to a equal FPR for both \( a_0 \) and \( a_1 \) pairs.

Equation A2 is clearly satisfied when the bias measure in equation A1 is zero. Equation A3 is satisfied by selecting two appropriate thresholds, one for pairs with attribute \( A = a_0 \) and another for pairs with attribute \( A = a_1 \). In this way, we have shown that minimizing the bias term defined in equation A1 works towards achieving equalized odds in pair-wise face matching.

A3. Training details for D&D, D&D++ and OSD

In this section, we provide hyperparameter and training details for our proposed methods (D&D and D&D++) and OSD.

A3.1. D&D and D&D++

In Section 4.2 of the main paper, we explain the D&D and D&D++ approaches in detail. We define a bias reducing classification loss \( L_{br} \) to train the student network \( M_s \) in step 2 as

\[
L_{br} = L_{class} + \lambda_1 L_{dis}, \quad \text{(A4)}
\]

where \( \lambda_1 \) is used to weight \( L_{dis} \) in D&D. Once \( M_s \) is trained, we add another step (step 3) called D&D++ and initialize a new student network \( M_s^* \) with \( M_s \) and train it on both categories of the binary attribute \( A \). During this phase, we constrain \( M_s^* \) to mimic the teacher \( M_s \). So, we train \( M_s^* \) using the bias reducing classification loss \( L_{br} \) defined as

\[
L_{br} = L_{class} + \lambda_2 L_{dis}, \quad \text{(A5)}
\]

| Method/Backbone | ArcFace | Crystalface |
|------------------|---------|-------------|
| OSD(g)           | \( \lambda_{osd} = 1.0 \) | \( \lambda_{osd} = 0.8 \) |
| D&D(g)           | \( \lambda_1 = 1.0 \) | \( \lambda_1 = 1.0 \) |
| D&D++(g)         | \( \lambda_2 = 1.0 \) | \( \lambda_2 = 1.0 \) |
| OSD(s)           | \( \lambda_{osd} = 0.5 \) | \( \lambda_{osd} = 0.3 \) |
| D&D(s)           | \( \lambda_1 = 1.0 \) | \( \lambda_1 = 0.5 \) |
| D&D++(s)         | \( \lambda_2 = 1.0 \) | \( \lambda_2 = 0.5 \) |

Table A2. Hyperparameters for training D&D, D&D++ and OSD.
where $\lambda_2$ is used to weight $L_{dis}$ in D&D++. We list the hyperparameters $\lambda_1$ and $\lambda_2$ in Table A2.

A3.2. OSD

We construct a baseline called One Step Distillation (OSD) by skipping Step 2 of D&D++. Here, we first train a teacher network $M_t$ that is trained on only one category of attribute $A$ (category $a_{\text{high}}$). Then, we initialize a new student network $M^*_s$ and train it on both attribute categories of $A$. During this phase, we constrain $M^*_s$ to mimic $M_t$. To realize this, we feed the given image to both $M^*_s$ and $M_t$ and obtain features $f^*_s$ and $f_t$, respectively and compute their cosine distance using $L_{dis}$

$$L_{dis}(f_t, f^*_s) = 1 - \frac{f_t \cdot f^*_s}{\|f_t\| \|f^*_s\|}.$$

(A6)

Combining $L_{dis}$ with $L_{class}$, we train $M^*_s$ with a bias reducing classification loss $L_{br}$ defined as

$$L_{br} = L_{class} + \lambda_{osd} L_{dis},$$

(A7)

where $\lambda_{osd}$ is used to weight $L_{dis}$ in OSD. The difference between D&D++ and OSD is that in D&D++, $M^*_s$ uses a teacher ($M_t$) that has information about both of the attribute categories, whereas in OSD, $M^*_s$ uses a teacher ($M_s$) with information about only one category.

We provide the hyperparameter $\lambda_{osd}$ in Table A2. For all the steps in training networks in D&D, D&D++ and OSD, we use a batch size of 128. We train the networks for 300 epochs. We start with a learning rate of 0.1 and reduce the learning rate by 10% after every fifty epochs. We use SGD for optimization.

A4. Detailed results

In this section, we provide detailed versions of the results presented in the main paper.

A4.1. Results with ArcFace

As mentioned in Section 5.3.2 (Table 2) of the main paper, we apply D&D, D&D++ and all other de-biasing baselines on the Resnet-50 version of ArcFace [15], and evaluate the gender and skintone bias reduction. In Figure A1, we provide the gender-wise and skintone-wise ROCs for IJB-C, obtained using ArcFace and its debiasing counterparts.

Figure A1. (a) Gender-wise verification plots for ArcFace and its gender-debiasing counterparts. ‘m-m’=male-male pairs, ‘f-f’=female-female pairs. For a given method, a high degree of separation between the male-male curve and female-female curve indicates high gender bias and vice versa. (b) Skintone-wise verification plots for ArcFace and its skin-tone-debiasing counterparts. For a given method, a high degree of separation between the light-light curve and dark-dark curve indicates high skin tone bias and vice versa.

A4.1.1 Comparison with Debface [25]:

In Table 2 of the main paper we compare D&D++ with other methods including the recently proposed adversarial method PASS [19], and show that D&D++ consistently obtains higher face verification performance and lower bias than PASS. We note that DeFaceID [25] is another adversarial method proposed for removing protected attributes like gender and race from face representations, that uses a ResNet50 ArcFace backbone (similar to our ArcFace based D&D++). For the IJB-C dataset, this work reports the overall face verification performance. So, in Table A4, we compare the overall face verification performance obtained by D&D++ with that obtained by DeFaceID on IJB-C. D&D++ obtains higher face verification performance than DeFaceID at most FPRs. It should be noted that DeFaceID uses a cleaned version of MS-Celeb-1M (MS1M) dataset [28] (provided by [15]) for training, which consists of approximately 5.8 million images, whereas D&D-based systems are trained on the BUPT-BalancedFace dataset that consists of ~ 1.2 million images. We do not use MS1M dataset as it does not contain race labels. On the other hand, BUPT-BalancedFace [65] contains race labels, making it easier to train skintone-debiasing models.

A4.2. Results with Crystalface

For evaluating the generalizability of D&D, D&D++ and other baselines, we implement all the methods using the Crystalface [52] backbone and present the results in Section 5.4 of the main paper. Here, in Tables A5a,A5b we extend Tables 3a, 3b (respectively) from the main paper. We also provide the gender-wise and skintone-wise verification ROCs for IJB-C, obtained using all of these methods in Figure A2. In Fig. 7 of the main paper, we also provide
Table A3. Average and Standard deviation (STD) among the verification TPRs of light-light pairs, medium-medium pairs and dark-dark pairs, obtained using ArcFace and its de-biased counterparts. \( \text{TPR}_{\text{med}} \): medium-medium TPR. **Bold**=Best, *Underlined*=Second best. \(^{†}\)=Our implementation of baselines. All methods are trained on BUPT-BalancedFace \([65]\) data.

| Method/FPR  | \(10^{-4}\) | \(10^{-3}\) | \(10^{-2}\) |
|-------------|-------------|-------------|-------------|
|             | \(\text{TPR}_{\text{med}}\) | \(\text{Avg}\) | \(\text{STD (\(\uparrow\))}\) | \(\text{TPR}_{\text{med}}\) | \(\text{Avg}\) | \(\text{STD (\(\uparrow\))}\) | \(\text{TPR}_{\text{med}}\) | \(\text{Avg}\) | \(\text{STD (\(\uparrow\))}\) |
| **ArcFace** | 0.883       | 0.893       | 0.014       | 0.921       | 0.928       | 0.009       | 0.954       | 0.956       | 0.006       |
| **IVE(s)**\[^{[64]}\] | 0.872       | 0.956       | 0.006       | 0.921       | 0.928       | 0.011       | 0.964       | 0.960       | 0.006       |
| **PASS-s**\[^{[19]}\] | 0.754       | 0.757       | 0.016       | 0.852       | 0.852       | 0.005       | 0.918       | 0.920       | 0.002       |
| \(\text{OSD(s)}\)       | 0.861       | 0.861       | **0.002**   | 0.904       | 0.908       | 0.007       | 0.944       | 0.947       | 0.004       |
| \(\text{D&D(s)}\)       | 0.852       | 0.846       | 0.007       | 0.901       | 0.901       | **0.004**  | 0.939       | 0.943       | 0.003       |
| \(\text{D&D++(s)}\)     | 0.867       | 0.869       | **0.002**   | 0.922       | 0.919       | **0.004**  | 0.954       | 0.953       | **0.001**   |

Table A4. IJB-C verification performance of ArcFace-based D&D++ vs. Debface\[^{[25]}\]. Debface-ID numbers are obtained from the original paper \[^{[25]}\].

| Method/FPR  | \(10^{-5}\) | \(10^{-4}\) | \(10^{-3}\) | \(\text{Training attributes}\) | \(\text{Training Dataset (\# images)}\) |
|-------------|-------------|-------------|-------------|--------------------------------|---------------------------------------|
| **Debface-ID** | 0.820       | 0.881       | 0.895       | Race, age, gender               | MS-Celeb-1M (\(\sim\) 5.8 Million)   |
| \(\text{D&D++(g)}\)       | 0.825       | 0.880       | 0.920       | Gender                           | BUPT-BF (\(\sim\) 1.2 Million)       |
| \(\text{D&D++(s)}\)       | 0.823       | 0.882       | 0.926       | Race                             | BUPT-BF (\(\sim\) 1.2 Million)       |

Figure A2. (a) Gender-wise verification plots for Crystalface and its gender-debiasing counterparts. ‘m-m’=male-male pairs, ‘f-f’=female-female pairs. For a given method, a high degree of separation between the male-male curve and female-female curve indicates high gender bias and vice versa. (b) Skintone-wise verification plots for Crystalface and its skintone-debiasing counterparts. For a given method, a high degree of separation between the light-light curve and dark-dark curve indicates high skintone bias and vice versa.

A5. Training details for PASS \[^{[19]}\]

A5.1. Brief summary of PASS

PASS \[^{[19]}\] is composed of three components:

1. **Generator model \(M\)**: A model that accepts face recognition feature \(f_{in}\) from a pre-trained network, and generates a lower dimensional feature \(f_{out}\) that is supposed to be agnostic to sensitive attribute (gender or skintone). \(M\) consists of a single linear layer, followed by a PReLU \[^{[32]}\] layer.

2. **Classifier \(C\)**: A classifier that takes in \(f_{out}\) and generates a prediction vector for identity classification.

3. **Ensemble of attribute classifiers \(E\)**: An ensemble of \(K\) attribute prediction models. Each of these models is a two layer MLP with 128 and 64 hidden units respectively with SELU activations, followed by a sigmoid activated output layer with \(N_{\text{att}}\) units, where \(N_{\text{att}}\) is the number of classes in the attribute being considered.

We use the official implementation of PASS \[^{[18]}\] to build PASS-g (for reducing gender information in face recognition feature) and PASS-s (for reducing skintone information). We provide a brief summary of PASS training, and specify the hyperparameters used. More details are provided on the original paper \[^{[19]}\].

**Stage 1 - Initializing and training \(M\) and \(C\)**: Using input features \(f_{in}\) from a pre-trained network, we train \(M\) and \(C\) from scratch for \(T_{fc}\) iterations using \(L_{\text{class}}\). \(L_{\text{class}}\) is a standard cross entropy classification loss. The learning rate used to train \(M\) and \(C\) in this stage is denoted by \(\alpha_{1}\).

**Stage 2 - Initializing and training \(E\)**: Once \(M\) is trained to perform classification, we feed the outputs \(f_{out}\) of \(M\) to ensemble \(E\) of \(K\) attribute prediction models. \(E\) is then trained to classify attribute for \(T_{\text{train}}\) iterations using \(L_{\text{att}}\). \(L_{\text{att}}\) is a cross-entropy classification loss for classifying attributes. The learning rate used to train the models in \(E\) in this stage is denoted by \(\alpha_{2}\). Model \(M\) remains frozen in this
Table A5. Bias analysis for Crystalface network, and its de-biased counterparts on IJB-C. TPR: overall True Positive rate, TPRm: male TPR, TPRf: female TPR. TPRl: light-light TPR, TPRd: dark-dark TPR. **Bold**=Best, **Underlined**=Second best. D&D variants obtain higher BPC and lower gender bias at most FPRs. †=Our implementation of baselines (See Sections A5, A6, A7 for details). All methods are trained on BUPT-BalancedFace [65] data.

(b) Skintone bias - Crystalface backbone

**Table A6.** Average and Standard deviation (STD) among the verification TPRs of light-light pairs, medium-medium pairs and dark-dark pairs, obtained using Crystalface and its de-biased counterparts. TPRmed: medium-medium TPR. **Bold**=Best, **Underlined**=Second best. D&D variants obtain the lowest STD (bias) among the performance of the three skintones. †=Our implementation of baselines. All methods are trained on BUPT-BalancedFace [65] data.

**Step 3 - Update model M and classifier C:** Here, M is trained to generate features \( f_{out} \), that can classify identities and have reduced encoding of sensitive attribute under consideration. We feed \( f_{out} \) to E and C, the outputs of which result in an adversarial de-biasing loss \( L_{deb} \) and \( L_{class} \) respectively. We combine them to compute the bias reducing classification loss in PASS denoted as \( L_{br}^{(PASS)} \)

\[
L_{br}^{(PASS)} = L_{class} + \lambda L_{deb}, \quad (A8)
\]

\( L_{br}^{(PASS)} \) is used for training \( M \) and \( C \) for \( T_{deb} \) iterations, while \( E \) remains locked. \( \lambda \) is used to weight the adversarial loss \( L_{deb} \). The learning rate used to train \( M \) and \( C \) in this stage is denoted by \( \nu_3 \).

**Step 4 - Update ensemble E (discriminator):** In stage 4, members of \( E \) are trained to classify attribute using \( f_{out} \). So, stages 3 and 4 are run alternatively, for \( T_{ep} \) episodes, after which all the models in \( E \) are re-initialized and re-trained (as done in stage 2). Here, one episode indicates an instance of running stages 3 and 4 consecutively. In stage 4, following the discriminator-training strategy introduced by [19], we choose one of the models in \( E \), and train it for \( T_{plat} \) iterations or until it reaches an accuracy of \( A^* \) on the validation set. \( M \) and \( C \) remain frozen in this stage.

**A5.2. Datasets and Hyperparameters for PASS**

In the original paper [19], \( f_{in} \) is obtained from a pre-trained ArcFace network that has been trained on the MS1MV2 [1] dataset. We note that the authors of PASS [19] perform experiments using the ResNet 101 version of the ArcFace network. But, in our preliminary experiments, we found that the ResNet50 version of ArcFace network demonstrates more gender and skintone bias, as shown in Figures A3 and A4. With this reasoning, and following
Table A7. Hyperparameters for training PASS-g and PASS-s on ArcFace and Crystalface features

| Hyperparam | Stage | PASS-g | PASS-s | PASS-g | PASS-s |
|------------|-------|--------|--------|--------|--------|
| \(\lambda\) | 3, 2, 4 | 10, 10 | 10, 2 | 4, 2 |
| \(K\)      | 10000, 10000 | 16000, 16000 |
| \(T_{f_{in}}\) | 30000, 30000 | 30000, 30000 |
| \(T_{opt}\) | 2000, 2000 | 2000, 2000 |
| \(A^*\)    | 0.95, 0.95 | 0.90, 0.95 |
| \(\alpha_1\) | 10^{-2}, 10^{-2} | 10^{-2}, 10^{-2} |
| \(\alpha_2\) | 10^{-3}, 10^{-3} | 10^{-3}, 10^{-3} |
| \(\alpha_3\) | 10^{-4}, 10^{-4} | 10^{-4}, 10^{-4} |
| \(T_{ep}\)  | 3, 4 | 40, 40 |

Figure A3. (a) Gender-wise and (b) Skintone-wise verification ROCs on the IJB-C dataset, for Resnet50 and Resnet101 version of the ArcFace networks, trained on BUPT-BalancedFace dataset.

Figure A4. (a) Gender bias and (b) Skintone bias on the IJB-C dataset, for Resnet50 and Resnet101 version of the ArcFace networks, trained on BUPT-BalancedFace dataset.

A6. Training details for IVE [64]

IVE [64] is an attribute suppression algorithm that assigns a score to each variable in face representations using a decision tree ensemble. This score of a variable indicates the importance of that variable for a specific recognition task. Variables that affect attribute classification considerably are then excluded from the representation. In every exclusion step, \(n_x\) variables are removed from the representation. The algorithm is run for \(n_x\) steps, thus resulting in exclusion of \(n_x \times n_e\) variables from the representation. We follow the re-implementation of IVE by [19] and construct two variants of IVE: IVE(g) for reducing gender information and IVE(s) for reducing skintone information.

IVE is a feature-based system that reduces information of sensitive attribute from features obtained using a pre-trained network (like ArcFace or Crystalface). So before training IVE, we first train a Resnet 50 version of the ArcFace network on the BUPT-BalancedFace dataset. After that, we train IVE(g) and IVE(s) (separately) as follows:

**Training IVE(g)**: We extract ArcFace features for the images in BUPT-BalancedFace dataset. We also obtain the gender labels for these images using [53]. Then we use the IVE system (explained in [64]) to remove variables in the features that encode gender information. During inference, we use the trained IVE(g) system to transform the ArcFace features extracted for the evaluation dataset (IJB-C).

**Training IVE(s)**: We follow the same experimental setup for training IVE(s). The only difference is that in IVE(s), instead of gender labels, we feed the race label (already provided in the BUPT-BalancedFace dataset) along with the ArcFace features extracted for the images in BUPT-BalancedFace dataset. For inference, we use the trained IVE(s) system to transform ArcFace features for IJB-C.

We perform the same experiment by replacing the pre-trained ArcFace network with a Crystalface network trained on BUPT-BalancedFace dataset, for our Crystalface-based experiments. The official implementation for training IVE...
is publicly available [63]. In all of our IVE experiments, we use the parameters values mentioned in the code, i.e. \( n_s = 20 \) and \( n_e = 5 \), thus resulting in 100 eliminations. Since face recognition features from ArcFace or Crystalface are 512-dimensional, the trained IVE(s/g) framework transforms the input features for test images into 412 dimensional features, which are then used to perform face verification.

A7. Pipeline for obscuring hair

In [3], the authors obscure hair regions of images in the evaluation dataset. This is done to get an equal fraction of pixels in the images for each gender. The authors use a segmentation network [71] to obscure the hair. As a result of obscuring hair, it is shown that the resulting face recognition features extracted using ArcFace demonstrate lower gender bias. However, as pointed out by [19], such experiments are only performed on datasets with clean frontal faces in MORPH [55] and Notre-Dame [49] datasets. But, complex datasets like IJB-C contain varied and cluttered poses, which is why segmentation cannot be used (especially for images with extreme poses). So, following [19], we compute the face border keypoints using [53] and obscure all the regions outside the polygon formed by these keypoints. Our hair obscuring pipeline is presented in Fig A5. Note that, this baseline method cannot be used for mitigating skintone bias. After obscuring hair regions for images in the IJB-C dataset, we extract their features using pre-trained Crystalface/ArcFace networks trained on BUPT-BalancedFace, and perform 1:1 face verification.