HIGHER ORDER ANALYSIS ON THE EXISTENCE OF PERIODIC SOLUTIONS IN CONTINUOUS DIFFERENTIAL EQUATIONS VIA DEGREE THEORY
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ABSTRACT. Recently, the higher order averaging method for studying periodic solutions of both Lipschitz differential equations and discontinuous piecewise smooth differential equations was developed in terms of the Brouwer degree theory. Between the Lipschitz and the discontinuous piecewise smooth differential equations, there is a huge class of differential equations lacking in a higher order analysis on the existence of periodic solutions, namely the class of continuous non-Lipschitz differential equations. In this paper, based on the degree theory for operator equations, we perform a higher order analysis of continuous perturbed differential equations and derive sufficient conditions for the existence and uniform convergence of periodic solutions for such systems. We apply our results to study continuous non-Lipschitz higher order perturbations of a harmonic oscillator.

1. INTRODUCTION AND STATEMENTS OF THE MAIN RESULTS

The Averaging Method is a classical tool which is concerned with providing asymptotic estimates for solutions of non-autonomous differential equations in the following standard form

\[ \dot{x} = \epsilon F(t, x, \epsilon), \]

where \( F: \mathbb{R} \times D \times [0, \epsilon_0] \to \mathbb{R}^n \) is a continuous function \( T \)-periodic in the variable \( t \), with \( D \) being an open subset of \( \mathbb{R}^n \) and \( \epsilon_0 > 0 \). Such asymptotic estimates are given in terms of solutions of an “averaged equation.”

The averaging method dates back to the works of Lagrange and Laplace, who provided an intuitive justification of the process and applied it to the problem of perturbations in the solar system [23]. The first formalization of this procedure was given by Fatou in 1928 [8]. Important contributions to the theory were made by Krylov and Bogoliubov [16] in 1934 and Bogoliubov [2] in 1945. From then on, it has been an effective tool in studying qualitative properties of ordinary differential equations.

2010 Mathematics Subject Classification. 34C29, 34C25, 47H11.

Key words and phrases. continuous differential equations, periodic orbits, averaging method, degree theory, Brouwer degree, coincidence degree.
In particular, the averaging method has been proven to be very useful in detecting periodic solutions. In [12, 23, 24], one can find results providing sufficient conditions for the existence of periodic solutions for sufficiently smooth differential equations. These results are based in a first order analysis, which means that the obtained sufficient conditions depend only on the function \((t, x) \mapsto F(t, x, 0)\), neglecting all the information that the derivatives with respect to \(\varepsilon\) of \(F(t, x, \varepsilon)\) can provide. Later, [3] extended these results for studying the existence and also convergence of periodic solutions for continuous differential equations, Lipschitz or not. The existence of periodic solutions by the first order averaging method can also be obtained as an immediate consequence of the continuation result [11, Theorem IV.1]. More recently, [20] performed a higher order analysis for studying periodic solutions of Lipschitz-continuous differential equations in terms of Brouwer degree theory. The averaging method has also been extended for non-smooth differential equations. In this context, the studies by [14, 19, 21, 18] generalize the averaging method at any order for studying periodic solutions of discontinuous piecewise smooth differential equations.

Between the Lipschitz-continuous and the discontinuous piecewise smooth differential equations, there is a huge class of differential equations (1) lacking in a higher order analysis on the existence of periodic solutions, namely the class of continuous (non-Lipschitz) differential equations. Continuous differential equations with non-Lipschitz nonlinearities appear naturally in applications. We may quote, for instance, neural networks [1, 9, 25], weather and climate models [13, 22], incompressible fluid dynamics [10, 15], and biological models of competition [4]. Under the Lipschitz assumption, analysis strongly relies on the uniqueness property enjoyed by the solutions of differential equations. However, in general, this property is lost for continuous differential equations. Here, motivated by the analysis performed in [3], we take advantage of the degree theory for operator equations to overcome this difficulty and perform a higher order analysis on the existence of periodic solutions for continuous differential equation in the standard form (1).

As a fundamental hypothesis on differential equation (1), we shall assume that for a given open bounded subset \(V \subset \mathbb{R}^n\), with \(\overline{V} \subset D,\)

\[\text{H. there exists } \varepsilon_1 \in (0, \varepsilon_0) \text{ such that, for each } \lambda \in (0, 1) \text{ and } \varepsilon \in (0, \varepsilon_1), \text{ any } T\text{-periodic solution of the differential equation}\]

\[(2) \quad x' = \varepsilon \lambda F(t, x, \varepsilon), \ x \in \overline{V},\]

is entirely contained in \(V.\)

**Remark 1.** In applications, hypothesis \(\text{H}\) can be checked by obtaining a contradiction when its negation is assumed. The negation of hypothesis \(\text{H}\) provides numerical convergent sequences \((\varepsilon_m)_{m \in \mathbb{N}} \subset (0, \varepsilon_0)\) and \((\lambda_m)_{m \in \mathbb{N}} \subset (0, 1),\) such
that \( \varepsilon_m \to 0 \) as \( m \to \infty \), and a sequence of \( T \)-periodic solutions \( x_m(t) \in V \) of
\[
x' = \varepsilon_m \lambda_m F(t,x,\varepsilon_m)
\]
for which there exists \( t_m \in [0,T] \) such that \( x_m(t_m) \in \partial V \) for each \( m \in \mathbb{N} \). In particular,
\[
x_m(t) = x_m(0) + \varepsilon_m \lambda_m \int_0^t F(s,x_m(s),\varepsilon_m) \, ds \quad \text{and} \quad \int_0^T F(t,x_m(t),\varepsilon_m) \, dt = 0,
\]
for each \( m \in \mathbb{N} \). Furthermore, as an application of Arzelà-Ascoli’s Theorem, the sequence of functions \( (x_m)_{m \in \mathbb{N}} \) can be considered uniformly convergent to a constant function in \( \partial V \).

It is worth mentioning that, when the boundary of \( V, \partial V \), is a smooth manifold, hypothesis \( H \) holds provided that: “there exists \( \varepsilon_1 \in (0,\varepsilon_0] \) such that, for each \( z \in \partial V \), \( F(t,z,\varepsilon) \) is transversal to \( \partial V \) at \( z \), for every \( t \in [0,T] \) and \( \varepsilon \in (0,\varepsilon_1] \)”.

Indeed, assume that, for some \( \lambda \in (0,1) \) and \( \varepsilon \in (0,\varepsilon_1] \), \( \varphi(t) \) is a \( T \)-periodic solution of \( x' = \varepsilon \lambda F(t,x,\varepsilon) \) in \( \bar{V} \) which is not entirely contained in \( V \), that is, there exists \( \bar{t} \in [0,T] \) such that \( \bar{z} = \varphi(\bar{t}) \in \partial V \). Since \( \varphi(t) \in V \) for every \( t \in [0,T] \), we get that \( \varphi'(\bar{t}) \in T_{\bar{z}} \partial V \) (tangent space of \( \partial V \) at \( \bar{z} \)), consequently, \( F(\bar{t},\bar{z},\varepsilon) \) is tangent to \( \partial V \) at \( \bar{z} \). This last sufficient condition, although much more restrictive than hypothesis \( H \), is more computable and easier to be checked, so it is important to keep it in mind.

Define the full averaged function \( f : D \times [0,\varepsilon_0] \to \mathbb{R}^n \) as the average of the right-hand side of \( (1) \), that is,
\[
f(z,\varepsilon) = \frac{1}{T} \int_0^T \varepsilon F(s,z,\varepsilon) \, ds.
\]

Our first main result relates the existence of periodic solutions of the differential equation \( (1) \) to the Brouwer degree of the full averaged function.

**Theorem A.** Consider the continuous \( T \)-periodic non-autonomous differential equation \( (1) \). Assume that for a given open bounded subset \( V \subset \mathbb{R}^n \), with \( \bar{V} \subset D \), hypothesis \( H \) holds,
\[
f(z,\varepsilon) \neq 0, \quad \text{for all} \quad z \in \partial V \quad \text{and} \quad \varepsilon \in (0,\varepsilon_1],
\]
and \( d_B(f(\cdot,\varepsilon^*),V,0) \neq 0 \), for some \( \varepsilon^* \in (0,\varepsilon_1] \). Then, for each \( \varepsilon \in (0,\varepsilon_1] \), there exists a \( T \)-periodic solution \( \varphi(t,\varepsilon) \) of the differential equation \( (1) \) satisfying \( \varphi(t,\varepsilon) \in \bar{V} \), for every \( t \in [0,T] \).

In many situations, derivatives of \( F \) with respect to \( \varepsilon \) up to some order are known. In these cases, the differential equation \( (1) \) writes
\[
x' = \sum_{i=1}^k \varepsilon^i F_i(t,x) + \varepsilon^{k+1} R(t,x,\varepsilon),
\]
where \( F_i : \mathbb{R} \times D \to \mathbb{R}^n \), for \( i \in \{1,\ldots,k\} \), and \( R : \mathbb{R} \times D \times [0,\varepsilon_0] \to \mathbb{R}^n \) are continuous functions \( T \)-periodic in the variable \( t \). Accordingly, define
Let $f_0 = 0$ and, for each $i \in \{1, \ldots, k\}$, denote by $f_i : D \to \mathbb{R}^n$ the average of $F_i$, that is,

$$f_i(z) = \frac{1}{T} \int_0^T F_i(s, z) \, ds.$$ 

Also, define the $k$-truncated averaged function $\mathcal{F}_k : D \times [0, \varepsilon_0] \to \mathbb{R}^n$ and the averaged remainder $r : D \times [0, \varepsilon_0] \to \mathbb{R}^n$, respectively, by

$$\mathcal{F}_k(z, \varepsilon) = \sum_{i=1}^k \varepsilon^i f_i(z) \quad \text{and} \quad r(z, \varepsilon) = \frac{1}{T} \int_0^T R(s, z, \varepsilon) \, ds.$$

Our second main result relates the existence of periodic solutions of the differential equation (4) to the Brouwer degree of the $k$-truncated averaged function. This is a continuous (non-Lipschitz) version of the higher order averaging theorem shown in [20].

**Theorem B.** Consider the continuous $T$-periodic non-autonomous differential equation (4). Assume that for a given open bounded subset $V \subset \mathbb{R}^n$, with $\overline{V} \subset D$, hypothesis $\mathbf{H}$ holds,

$$\lim_{\varepsilon \to 0} \inf_{z \in \partial V} \left| \mathcal{F}_k(z, \varepsilon) \right|_{\varepsilon + 1} > \max\{|r(z, \varepsilon)| : (z, \varepsilon) \in \overline{V} \times [0, \varepsilon_1]\},$$

and $d_{\mathbb{B}}(\mathcal{F}_k(\cdot, \varepsilon), V, 0) \neq 0$, for $\varepsilon > 0$ sufficiently small. Then, there exists $\varepsilon \in (0, \varepsilon_1]$ such that, for each $\varepsilon \in (0, \varepsilon]$, the differential equation (4) has a $T$-periodic solution $\varphi(t, \varepsilon)$ satisfying $\varphi(t, \varepsilon) \in \overline{V}$, for every $t \in [0, T]$.

As a consequence of Theorem B we get our third main result.

**Theorem C.** Consider the continuous $T$-periodic non-autonomous differential equation (4). Suppose that for some $\ell \in \{1, 2, \ldots, k\}$, $f_0 = \ldots = f_{\ell-1} = 0$, $f_\ell \neq 0$, and let $z^* \in D$ be an isolated zero of $f_1$. Assume that there exists a bounded neighbourhood $V \subset \mathbb{R}^n$ of $z^*$, with $\overline{V} \subset D$ and $f_\ell(z) \neq 0$ for every $z \in \overline{V} \setminus \{z^*\}$, such that hypothesis $\mathbf{H}$ holds and $d_{\mathbb{B}}(f_\ell, V, 0) \neq 0$. Then, there exists $\varepsilon \in (0, \varepsilon_1]$ such that, for each $\varepsilon \in (0, \varepsilon]$, the differential equation (4) has a $T$-periodic solution $\varphi(t, \varepsilon)$ satisfying $\varphi(t, \varepsilon) \in \overline{V}$, for every $t \in [0, T]$, and $\varphi(\cdot, \varepsilon) \to z^*$ uniformly as $\varepsilon \to 0$.

It is worth mentioning that, for $\ell = 1$, the existence of an isolated zero of $f_1$ ensures that hypothesis $\mathbf{H}$ holds. Indeed, let $V \subset \mathbb{R}^n$ be a bounded neighbourhood of $z^*$, with $\overline{V} \subset D$, such that $f_1(z) \neq 0$ for every $z \in \overline{V} \setminus \{z^*\}$. If hypothesis $\mathbf{H}$ does not hold on $V$, from Remark 1, we get a sequence of $T$-periodic functions $(x_m)_{m \in \mathbb{N}}$ uniformly converging to a constant function in $\partial V$, let us say $z_0$, such that

$$\int_0^T F(t, x_m(t), \varepsilon_m) \, dt = 0, \quad m \in \mathbb{N}.$$
Taking the limit in the integral above, we get that \( f_1(z_0) = 0 \), which contradicts the fact that \( f_1(z) \neq 0 \) for every \( z \in V \setminus \{z^*\} \). Therefore, Theorem 1.2] follows as a corollary of Theorem C, namely:

**Corollary 1.** Consider the continuous \( T \)-periodic non-autonomous differential equation (4). Let \( z^* \in D \) be an isolated zero of \( f_1 \) and assume that there exists a bounded neighbourhood \( V \subset \mathbb{R}^n \) of \( z^* \), with \( \overline{V} \subset D \), and \( f_1(z) \neq 0 \) for every \( z \in \overline{V} \setminus \{z^*\} \), such that \( d_B(f_1, V) = 0 \). Then, there exists \( \bar{\epsilon} \in (0, \epsilon_1] \) such that, for \( \epsilon \in (0, \bar{\epsilon}] \), the differential equation (4) has a \( T \)-periodic solution \( \varphi(t, \epsilon) \), satisfying \( \varphi(t, \epsilon) \in \overline{V} \), for every \( t \in [0, T] \), and \( \varphi(t, \epsilon) \rightarrow z^* \) uniformly as \( \epsilon \rightarrow 0 \).

This paper is structured as follows. Section 2 contains some basic notions and definitions on degree theory as well as some preliminary results. More specifically, in Section 2.1, we introduce the Brouwer degree for studying zeros of functions defined on finite dimensional spaces; in Section 2.2, we introduce the Leray-Schauder degree, which is an extension of the Brouwer degree for functions defined on infinite dimensional spaces; in Section 2.3, we introduce the coincidence degree for studying fixed points of operator equations; and in Section 2.4, we discuss a continuation result based on degree theory for solutions of operator equations. Section 3 is completely devoted to the proof of our main results. Finally, in Section 4, we analyze the following continuous higher order perturbation of a harmonic oscillator

\[
\ddot{x} = -x + \epsilon(x^2 + \dot{x}^2) + \epsilon^k \dot{x}^{3/2}x^2 + \dot{x}^2 - 1 + \epsilon^{k+1}E(x, \dot{x}, \epsilon),
\]

where \( k \) is a positive integer and \( E \) is a continuous function on \( \mathbb{R}^3 \). Clearly, the differential equation (6) is not Lipschitz in any neighborhood of \( S^1 = \{(x, \dot{x}) \in \mathbb{R}^2 : x^2 + \dot{x}^2 = 1\} \). As an application of our main results, we get the existence of a periodic solution \( x_\epsilon(t) \) of (6) satisfying \( (x_\epsilon(t), \dot{x}_\epsilon(t)) \rightarrow S^1 \) uniformly as \( \epsilon \rightarrow 0 \) (see Proposition 2). Notice that no previous version of the averaging method could be applied to detect such a periodic solution.

2. **DEGREE THEORY AND PRELIMINARY RESULTS**

This section is devoted to the basic notions and definitions of degree theory as well as some preliminary results.

2.1. **Brouwer degree.** The Brouwer degree is defined as an integer-valued function that assigns to each triple \( (f, V, y_0) \), where \( V \subset \mathbb{R}^n \) is an open bounded subset of \( \mathbb{R}^n \), \( f : \overline{V} \rightarrow \mathbb{R}^n \) is a continuous function, and \( y_0 \notin f(\partial V) \), the number \( d_B(f, V, y_0) \) whose defining properties are:

**B.1 (Existence)** If \( d_B(f, V, y_0) \neq 0 \), then \( y_0 \notin f(V) \). Furthermore, if \( 1 : \overline{V} \rightarrow \mathbb{R}^n \) is the identity function and \( y_0 \in V \), then \( d_B(1, V, y_0) = 1 \).
B.2 (Additivity) If $V_1, V_2 \subset V$ are disjoint open subsets of $V$ such that $y_0 \notin f(\overline{V \setminus (V_1 \cup V_2)})$, then

$$d_B(f, V, y_0) = d_B(f|_{V_1}, V_1, y_0) + d_B(f|_{V_2}, V_2, y_0).$$

B.3 (Invariance under homotopy) If $\{f_t : \overline{V} \to \mathbb{R}^n \mid t \in [0, 1]\}$ is a continuous homotopy and $\{y_t \mid t \in [0, 1]\}$ is a continuous curve such that $y_t \notin f_t(\partial V), \forall t \in [0, 1]$ then $d_B(f_t, V, y_t)$ is constant in $t$.

An important property of the Brouwer degree, that follows directly from Property B.3 is that it is locally constant, see [7] Theorem 3.1 (d5):

B.4 (Local constancy) $d_B(g, V, y_0) = d_B(f, V, y_0)$ for every continuous function $g : \overline{V} \to \mathbb{R}^n$ such that $|g - f| < \text{dist}(y_0, f(\partial V))$.

Another result concerning the invariance of the Brouwer degree under small perturbations, that we shall use later on, is the following:

Lemma 1 ([5] Lemma 4)]. Let $V$ be an open bounded subset of $\mathbb{R}^m$. Consider the continuous functions $f_i : \overline{V} \to \mathbb{R}^n$, $i \in \{0, 1, \cdots, \kappa\}$, and $f, g, r : \overline{V} \times [0, \varepsilon_0] \to \mathbb{R}^n$ given by

$$g(z, \varepsilon) = f_0(z) + \varepsilon f_1(z) + \cdots + \varepsilon^\kappa f_\kappa(z)$$
and

$$f(z, \varepsilon) = g(z, \varepsilon) + \varepsilon^{\kappa+1} r(z, \varepsilon).$$

Let $V_{\varepsilon} \subset V$, $R = \max\{|r(z, \varepsilon)| : (z, \varepsilon) \in \overline{V} \times [0, \varepsilon_0]\}$ and assume that $|g(z, \varepsilon)| > R|\varepsilon|^{\kappa+1}$ for all $z \in \partial V_{\varepsilon}$ and $\varepsilon \in (0, \varepsilon_0]$. Then, for each $\varepsilon \in (0, \varepsilon_0]$ we have

$$d_B(f(\cdot, \varepsilon), V_{\varepsilon}, 0) = d_B(g(\cdot, \varepsilon), V_{\varepsilon}, 0).$$

2.2. Leray-Schauder degree. The Leray-Schauder degree was introduced by Leray and Schauder [17] in the context of compact perturbations of the identity on normed linear spaces.

Definition 1 ([6],[7] Theorem 8.1)]. Let $X$ be a real normed linear space, $\Omega \subset X$ be an open bounded subset of $X$, and $M : \overline{\Omega} \to X$ be a compact mapping. If $y_0 \notin (\text{Id} - M)(\partial \Omega)$, then the Leray-Schauder degree is an integer-valued function defined by

$$d_{LS}(\text{Id} - M, \Omega, y_0) = d_B((\text{Id} - M_1)|_{\Omega \setminus X_1}, \Omega \cap X_1, y_0),$$

where $M_1 : \overline{\Omega} \to X$ is any compact mapping satisfying

$$\sup_{x \in \overline{\Omega}} |M_1 x - Mx| < \text{dist}(y_0, (\text{Id} - M)(\partial \Omega)),$$

and $X_1$ is any finite dimensional subspace of $X$ such that $y_0 \in X_1$ and $M_1(\overline{\Omega}) \subset X_1$.

Considering the setting in Definition 1 one can prove that the Leray-Schauder degree has the following properties (see, for instance [7]):
LS.1 (Existence) If \( d_{LS}(\text{Id} - M, \Omega, y_0) \neq 0 \), then there exists \( x \in \Omega \) such that \( x - Mx = y_0 \).

LS.2 (Additivity) If \( \Omega_1, \Omega_2 \subset \Omega \) are open disjoint subsets of \( \Omega \) such that \( y_0 \notin (\text{Id} - M)(\Omega \setminus (\Omega_1 \cup \Omega_2)) \), then

\[
d_{LS}(\text{Id} - M, \Omega, y_0) = d_{LS}((\text{Id} - M)|_{\Omega_1}, \Omega_1, y_0) + d_{LS}((\text{Id} - M)|_{\Omega_2}, \Omega_2, y_0).
\]

LS.3 (Invariance under homotopy) Let \( H : \overline{\Omega} \times [0, 1] \to X \) be a compact mapping and \( \{y_t \in X \mid t \in [0, 1]\} \) be a continuous curve such that \( x - H(x, t) \neq y_t \), for all \((x, t) \in \partial \Omega \times [0, 1]\). Then, \( d_{LS}(\text{Id} - H(\cdot, t), \Omega, y_t) \) is constant in \( t \).

One can readily see the similarity between these properties and the properties\(^{B.1/b.3}\) Indeed, as we can see from Definition 1, the Leray-Schauder degree is obtained from the Brouwer degree by approximating the infinite dimensional space \( X \) by finite dimensional ones. In particular, in this scenario, if \( X \) is finite dimensional, then \( d_{LS}(I - M, \Omega, y_0) = d_B(I - M, \Omega, y_0) \).

2.3. Coincidence degree. Finally, consider two real normed vector spaces \( X \) and \( Z \), and \( \text{dom} \ L \) a subspace of \( X \). Let \( L : \text{dom} \ L \subset X \to Z \) be a linear mapping, \( \Omega \) an open bounded subset of \( X \), and \( N : \overline{\Omega} \subset X \to Z \) any mapping. The coincidence degree concerns the existence of solutions of the operator equation

\[
Lx = Nx, \ x \in \overline{\Omega},
\]

under suitable assumptions on \( L, N \), and \( \Omega \).

We say that \( L \) is a Fredholm mapping of index 0 if \( \text{Im} \ L \) is a closed subset of \( Z \), \( \text{Ker} \ L \) and \( \text{Coker} \ L = Z / \text{Im} \ L \) are finite dimensional, and \( \dim \text{Ker} \ L = \dim \text{Coker} \ L \).

Now, we introduce the concept of \( L \)-compact mapping for a Fredholm mapping \( L \) of index 0. Let \( P : X \to X \) and \( Q : Z \to Z \) be continuous projections such that the sequence

\[
X \xrightarrow{P} \text{dom} \ L \xrightarrow{L} Z \xrightarrow{Q} Z
\]

is exact, i.e. \( \text{Im} \ P = \text{Ker} \ L \) and \( \text{Im} \ L = \text{Ker} \ Q \). It can be seen that \( L_P = L|_{\text{Ker} \ P \cap \text{dom} \ L} \) is an isomorphism. Therefore, we can take its inverse, denoted by \( K_P \), and define the generalized inverse of \( L \) by \( K_{P,Q} = K_P(\text{Id} - Q) \).

Also, denote by \( \Pi : Z \to \text{Coker} \ L \) the canonical projection that sends any \( y \in Z \) onto its equivalence class in \( \text{Coker} \ L \). Accordingly, we say that a mapping \( N : \overline{\Omega} \subset X \to Z \) is \( L \)-compact on \( \overline{\Omega} \) if the mappings \( \Pi N : \overline{\Omega} \subset X \to \text{Coker} \ L \) and \( K_{P,Q} N : \overline{\Omega} \subset X \to \text{Coker} \ L \) are compact on \( \overline{\Omega} \), that is, \( \Pi N \) and \( K_{P,Q} N \) are continuous on \( \overline{\Omega} \) such that \( \Pi N(\overline{\Omega}) \) and \( K_{P,Q} N(\overline{\Omega}) \) are relatively compact. At this point it is worth noting that the projectors \( P \) and \( Q \) are not
unique in general, but one can prove that the definition of $L$–compactness does not depend upon the choices of $P$ and $Q$.

The next proposition is a key result for the definition of coincidence degree.

**Proposition 1** ([11 Proposition III.0]). Let $L : \text{dom } L \subset X \to Z$ be a linear mapping. If there exists a linear injective mapping $\Lambda : \text{Coker } L \to \text{Ker } L$, then $Lx = y$, for some $y \in Z$, if, and only if, $(\text{Id} - P)x = (\Lambda \Pi + K_{P,Q})y$.

For $y = Nx$, this proposition says that, as long as there exists a linear injective mapping $\Lambda : \text{Coker } L \to \text{Ker } L$, the set of solutions of $Lx = Nx$ is equal to the set of fixed points of the mapping

$$M = P + (\Lambda \Pi + K_{P,Q})N.$$ Moreover, $M$ can be proven to be a compact mapping provided that $L$ is a Fredholm mapping of index 0 and $N$ is $L$–compact on $\overline{\Omega}$ (see [11 Propositions III.2 and III.3]). Accordingly, if one has, in addition, that $0 \notin (L - N)(\partial \Omega \cap \text{dom } L)$, then the Leray-Schauder degree of $\text{Id} - M$ with respect to $\Omega$ and 0, $d_{LS}(\text{Id} - M, \Omega, 0)$, is well-defined. This motivates the following definition:

**Definition 2.** Let $L : \text{dom } L \subset X \to Z$ be a linear Fredholm mapping of index 0 and $N : \overline{\Omega} \subset X \to Z$ be an $L$–compact mapping on $\overline{\Omega}$. The coincidence degree of $L$ and $N$ with respect to $\Omega$ is defined as $d((L, N), \Omega) := d_{LS}(\text{Id} - M, \Omega, 0)$.

**Remark 2.** In the definition above, it is worthwhile to point out that $|d((L, N), \Omega)|$ only depends on $L, N$ and $\Omega$. The sign of $d((L, N), \Omega)$ depends on whether or not $\Lambda$ is an orientation preserving isomorphism.

In the above setting, the properties $[\text{LS.1 LS.3}]$ of the Leray-Schauder degree induce the following properties on the coincidence degree.

**C.1** If $d((L, N), \Omega) \neq 0$, then there exists $x \in \Omega$ such that $Lx = Nx$.

**C.2** If $\Omega_1, \Omega_2 \subset \Omega$ are open disjoint subsets of $\Omega$, then

$$d((L, N), \Omega) = d((L, N), \Omega_1) + d((L, N), \Omega_2).$$

**C.3** Let $N : \overline{\Omega} \times [0, 1] \to Z$ be a $L$–compact mapping on $\overline{\Omega} \times [0, 1]$ such that $0 \notin (L - N(\cdot, t))(\text{dom } L \cap \partial \Omega)$ for each $t \in [0, 1]$. Then, $d((L, N(\cdot, t)), \Omega)$ is constant in $t$.

**2.4. A continuation theorem.** Let $L : \text{dom } L \subset X \to Z$ be a linear Fredholm mapping of index 0 and consider $P : X \to X$ and $Q : Z \to Z$ continuous projections such that the sequence $[7]$ is exact, that is, $\text{Im } P = \text{Ker } L$ and $\text{Im } L = \text{Ker } Q$. Let $N : \overline{\Omega} \times [0, 1] \to Z$ be an $L$–compact mapping on $\overline{\Omega} \times [0, 1]$, where $\overline{\Omega} \subset X$ is open and bounded.
In this section, following [11, Chapter IV] closely, we discuss sufficient conditions in order to guarantee that the operator equation
\[ Lx = \lambda N(x, \lambda), \quad (x, \lambda) \in \overline{\Omega} \times [0, 1], \]
has solutions for each \( \lambda \in [0, 1] \). The following proposition is an important tool in this quest.

**Lemma 2** ([11, Lemma IV.1]). For each \( \lambda \in (0, 1] \), the set of solutions of (8) coincides with the set of solutions of
\[ Lx = \tilde{N}(x, \lambda) := QN(x, \lambda) + \lambda(\text{Id} - Q)N(x, \lambda). \]
For \( \lambda = 0 \), every solution of the latter equation is a solution of (8).

Accordingly, based on the coincidence degree theory discussed in the previous section, we shall compute the coincidence degree \( d((L, \tilde{N}(\cdot, \lambda)), \Omega) \), for each \( \lambda \in [0, 1] \). Thus, assuming

1. **A.1** \( Lx \neq \lambda N(x, \lambda) \), for every \( x \in \text{dom} \ L \cap \partial \Omega \) and \( \lambda \in (0, 1) \); and
2. **A.2** \( QN(x, 0) \neq 0 \), for every \( x \in \text{Ker} \ L \cap \partial \Omega \),

we have that either \( Lx = \tilde{N}(x, 1) \), for some \( x \in \text{dom} \ L \cap \partial \Omega \), or
\[ d((L, \tilde{N}(\cdot, \lambda)), \Omega) = d_B(JQN(\cdot, 0)|_{\text{Ker} \ L \cap \partial \Omega}, \text{Ker} \ L \cap \partial \Omega, 0), \]
for each \( \lambda \in [0, 1] \), where \( J : \text{Im} \ Q \to \text{Ker} \ L \) is an isomorphism.

Indeed, it is straightforward to see that \( \tilde{N} \) is \( L \)-compact on \( \overline{\Omega} \times [0, 1] \). Assuming **A.1**, **A.2**, and \( Lx \neq \tilde{N}(x, 1) \), for every \( x \in \text{dom} \ L \cap \partial \Omega \), and taking Lemma 2 into account, one can see that \( 0 \notin (L - \tilde{N}(\cdot, \lambda))(\text{dom} \ L \cap \partial \Omega) \), for each \( \lambda \in [0, 1] \). Thus, by property **C.3**, we get
\[ d((L, \tilde{N}(\cdot, \lambda)), \Omega) = d((L, QN(\cdot, 0)), \Omega), \]
for each \( \lambda \in [0, 1] \). By definition of the Coincidence Degree (see Definition 2), we have
\[ d((L, QN(\cdot, 0)), \Omega) = d_{LS}(\text{Id} - P - (\Lambda \Pi + K_{P,Q})QN(\cdot, 0), \Omega, 0) \]
\[ = d_{LS}(\text{Id} - P - \Lambda \Pi QN(\cdot, 0), \Omega, 0), \]
where, we recall, \( \Pi : Z \to \text{Coker} \ L \) is the canonical projection and \( \Lambda : \text{Coker} \ L \to \text{Ker} \ L \) is an isomorphism. Therefore, applying the definition of the Leray-Schauder Degree (see Definition [11] for \( \mathcal{X}_1 = \text{Ker} \ L \) and \( M_1 = M = P + \Lambda \Pi QN(\cdot, 0) \), and using the fact that \( (\text{Id} - P)|_{\text{Ker} \ L} = 0 \), we obtain
that
\[ d_{LS}(\text{Id} - P - \Lambda \Pi QN(\cdot, 0), \Omega, 0) \]
\[ = d_B((\text{Id} - P - \Lambda \Pi QN(\cdot, 0))|_{\Omega \cap \text{Ker } L'}, \Omega \cap \text{Ker } L, 0) \]
\[ = d_B(-\Lambda \Pi QN(\cdot, 0)|_{\Omega \cap \text{Ker } L'}, \Omega \cap \text{Ker } L, 0), \]
\[ = d_B(JQN(\cdot, 0)|_{\Omega \cap \text{Ker } L'}, \Omega \cap \text{Ker } L, 0), \]
(12)
where \( J = -\Lambda \Pi Q \) and \( \Pi Q := \Pi|_{\text{Im } Q} \) are isomorphisms. Taking the relationships (10), (11), and (12) into account, we get (9).

Notice that, in the reasoning above, we are fixing the isomorphism \( \Lambda : \text{Coker } L \to \text{Ker } L \) and choosing \( J = -\Lambda \Pi Q \). Nevertheless, since \( \Lambda \) is arbitrary and \( \Pi Q \) is an isomorphism, we could fix any isomorphism \( J : \text{Im } Q \to \text{Ker } L \) and choose \( \Lambda = -J\Pi Q^{-1} \).

Then, we get the following continuation result, which was proven in [11]:

**Theorem 1** ([11 Corollary IV.1]). In addition to condition A.1 and A.2, assume that \( d_B(JQN(\cdot, 0)|_{\Omega \cap \text{Ker } L'}, \Omega \cap \text{Ker } L, 0) \neq 0 \). Then, the operator equation (8) admits a solution, which lies in \( \Omega \) (resp. \( \overline{\Omega} \)) for \( \lambda \in [0, 1) \) (resp. \( \lambda = 1 \)).

It is worth mentioning that, in the construction of the Brouwer degree performed in Section 2.1, we are tacitly assuming that the involved spaces are not 0-dimensional. However, the Brouwer degree can be extended to the 0-dimensional scenario by defining \( d_B(\text{Id}, \{0\}, 0) = 1 \) and \( d_B(\text{Id}, \emptyset, 0) = 0 \) (see [11] Section IV). With that in mind, Theorem 1 also holds when \( \text{Ker } L = \{0\} \). Indeed, in this case, \( P = 0 \), \( Q = 0 \), \( \Pi = 0 \), and \( K_{P,Q} = L^{-1} \). Thus, on can see that conditions A.2 and \( d_B(JQN(\cdot, 0)|_{\Omega \cap \text{Ker } L'}, \Omega \cap \text{Ker } L, 0) \neq 0 \) are equivalent to \( 0 \notin \partial \Omega \) and \( 0 \in \Omega \), respectively. Therefore, going back to relationship (11), we obtain \( d((L, QN(\cdot, 0)), \Omega) = d_{LS}(\text{Id}, \Omega, 0) = 1 \), and then Theorem 1 follows.

### 3. Proof of the main results

We denote by \( C[0, T] \) the space of all continuous functions defined in \([0, T]\) with values in \( \mathbb{R}^n \) and define the function spaces

\[ C_0 = \{ x \in C[0, T] : x(0) = 0 \} \quad \text{and} \quad C_T = \{ x \in C[0, T] : x(0) = x(T) \}, \]
both endowed with the sup-norm making them into real Banach spaces. Set \( X = C_T \) and \( Z = C_0 \) and, for a given open bounded subset \( V \) of \( \mathbb{R}^n \), take \( \Omega = \{ x \in C_T : x(t) \in V, \forall t \in [0, T] \} \), which is an open bounded subset of \( C_T \).

Define the linear mapping \( L : C_T \to C_0 \) by

\[ Lx(t) = x(t) - x(0), \]
and, for each \( \varepsilon \in (0, \varepsilon_0] \), define \( N_\varepsilon : \overline{\Omega} \to C_0 \) by

\[
N_\varepsilon(x)(t) = \int_0^t \varepsilon F(s, x(s), \varepsilon) \mathrm{d}s.
\]

Notice that a function \( x \in C_T \) is a \( T \)-periodic solution of the differential equation (1) in \( \overline{V} \) if, and only if, it is a solution of the operator equation (13)

\[
Lx = N_\varepsilon(x), \quad x \in \overline{\Omega}.
\]

**Proof of Theorem A.** Consider \( N_\varepsilon(x, \lambda) = N_\varepsilon(x) \). In order to obtain the existence of a solution of the operator equation (13) and conclude this proof, we shall apply Theorem [1] for \( \lambda = 1 \) to the operator equation

\[
Lx = \lambda N_\varepsilon(x, \lambda), \quad (x, \lambda) \in \overline{\Omega} \times [0, 1].
\]

Firstly, we must check that \( L \) is a Fredholm mapping of index 0 and that \( N_\varepsilon \) is \( L \)-compact on \( \overline{\Omega} \times [0, 1] \), for each \( \varepsilon \in (0, \varepsilon_0] \). Notice that \( \text{Im} \, L = C_T \cap C_0 \), which is closed in \( C_0 \). In addition,

\[
\ker L = \{ x \in C_T : x(t) = z, \, z \in \mathbb{R}^n \},
\]

that is, the space of all constant function in \( \mathbb{R}^n \), which can be identified with \( \mathbb{R}^n \), and

\[
\text{coker} \, L = \{ [y] := y + \text{Im} \, L : y \in C_0 \}.
\]

One can readily see that \( [y_1] = [y_2] \) if, and only if, \( y_1(T) = y_2(T) \), which means that \( \text{coker} \, L \) can also be identified with \( \mathbb{R}^n \). Hence, \( \dim \ker L = \dim \text{coker} \, L \) and, therefore, \( L \) is a Fredholm mapping of index 0. Moreover, the natural projection \( \Pi : C_0 \to \text{coker} \, L \) is given by \( \Pi y = [y(T)] \). Now, in the above setting, consider the continuous projections \( P : C_T \to C_0 \) and \( Q : C_0 \to C_0 \) defined by

\[
P x(t) = x(0) \quad \text{and} \quad Q y(t) = \frac{t y(T)}{T}, \quad \text{for} \; t \in [0, T],
\]

respectively, and let \( \Lambda : \text{coker} \, L \to \ker L \) be defined by \( \Lambda[z](t) = -z \), for \( t \in [0, T] \). From here, it is straightforward to check that \( \text{Im} \, P = \ker L \) and \( \text{Im} \, L = \ker Q \), which implies that the sequence in (7) is exact, and that \( N_\varepsilon \) is \( L \)-compact on \( \overline{\Omega} \times [0, 1] \), for each \( \varepsilon \in (0, \varepsilon_1] \).

In addition, \( \text{Im} \, Q = \{ x \in C_0 : x(t) = tv, \, v \in \mathbb{R}^n \} \), which can be identified with \( \mathbb{R}^n \). Thus, consider the isomorphism \( J : \text{Im} \, Q \to \ker L \) given by

\[
J y(t) = \frac{y(T)}{T}.
\]

Now, we are in position of checking the conditions to apply Theorem [1]. Notice that \( Lx = \lambda N_\varepsilon(x, \lambda) \) for some \( x \in \overline{\Omega}, \lambda \in [0, 1] \), and \( \varepsilon \in (0, \varepsilon_1] \) if, and only if, \( x \) is a \( T \)-periodic solution of the differential equation (2). Thus,
taking hypothesis $\mathbf{H}$ into account, we get that, for each $\varepsilon \in (0, \varepsilon_1]$, $Lx \neq \lambda N_\varepsilon(x, \lambda)$, for every $x \in \text{dom } L \cap \partial \Omega$ and $\lambda \in (0, 1)$. Therefore, condition $\text{A.1}$ of Theorem $\text{[1]}$ holds, for each $\varepsilon \in (0, \varepsilon_1]$.

In addition, for $x \in \text{Ker } L \cap \partial \Omega$, that is, $x(t) \equiv z \in \partial \mathcal{V}$,

$$Q N_\varepsilon(x, 0)(t) = \frac{t}{T} \int_0^T \varepsilon F(s, z, \varepsilon) \, ds = t f(z, \varepsilon),$$

which, by hypothesis, is not the 0 constant function in $C_0$. Therefore, condition $\text{A.2}$ of Theorem $\text{[1]}$ holds, for each $\varepsilon \in (0, \varepsilon_1]$.

Finally, for $x \in \text{Ker } L \cap \Omega$, say $x(t) \equiv z \in \mathcal{V}$, we have $J Q N_\varepsilon(x, 0) = f(z, \varepsilon)$. Thus,

$$d_B(J Q N_\varepsilon(\cdot, 0)_{|\text{Ker } L \cap \Omega}, \text{Ker } L \cap \Omega, 0) = d_B(f(\cdot, \varepsilon), V, 0).$$

We claim that $d_B(f(\cdot, \varepsilon), V, 0) \neq 0$ for each $\varepsilon \in (0, \varepsilon_1]$. Indeed, denote $\mathcal{E} = \{ \varepsilon \in (0, \varepsilon_1] : d_B(f(\cdot, \varepsilon), V, 0) \neq 0 \}$. By hypothesis, there exists $\varepsilon^* \in (0, \varepsilon_1]$ such that $d_B(f(\cdot, \varepsilon^*), V, 0) \neq 0$, thus $\mathcal{E} \neq \emptyset$. Moreover, given $\hat{\varepsilon} \in \mathcal{E}$, by hypothesis (3) and compactness of $\partial \mathcal{V}$, there exists a small open interval $\mathcal{I}$ containing $\hat{\varepsilon}$ such that $f(z, \varepsilon) \neq 0$ for all $z \in \partial \mathcal{V}$ and $\varepsilon \in \mathcal{I}$ and, then, from Property $\text{B.4}$, $\mathcal{I}$ can be taken smaller if necessary in order that $d_B(f(\cdot, \varepsilon), V, 0) \neq 0$, for every $\varepsilon \in \mathcal{I}$. Thus, $\mathcal{I} \cap (0, \varepsilon_1] \subset \mathcal{E}$, which means that $\mathcal{E}$ is open in $(0, \varepsilon_1]$. Analogously, one can see that $(0, \varepsilon_1] \setminus \mathcal{E} = \{ \varepsilon \in (0, \varepsilon_1] : d_B(f(\cdot, \varepsilon), V, 0) = 0 \}$ is open in $(0, \varepsilon_1]$ and, consequently, $\mathcal{E}$ is also closed in $(0, \varepsilon_1]$. Hence, from the connectedness of $(0, \varepsilon_1]$, we obtain $\mathcal{E} = (0, \varepsilon_1]$.

Therefore, we conclude that all conditions of Theorem $\text{[1]}$ hold, for each $\varepsilon \in (0, \varepsilon_1]$. Hence, applying Theorem $\text{[1]}$ for $\lambda = 1$ to the operator equation (14) for each $\varepsilon \in (0, \varepsilon_1]$, we get the existence of a solution of the operator equation (13) and, consequently, a $T$–periodic solution $\varphi(t, \varepsilon)$ of the differential equation (1), for each $\varepsilon \in (0, \varepsilon_1]$, such that $\varphi(t, \varepsilon) \in \overline{\mathcal{V}}$ for every $t \in [0, T]$.

**Remark 3.** In the proof of Theorem $\text{A}$, the maps $L$ and $N_\varepsilon$ are not the unique possibility for obtaining the result. Indeed, as pointed out by an anonymous referee, one could take $\text{dom } L = \{ x \in C_T : x$ is differentiable $\}$, $Lx(t) = \dot{x}(t)$, and $N_\varepsilon(x)(t) = \varepsilon F(t, x(t), \varepsilon)$. Then, by a suitable choice of the projectors $P$ and $Q$, the proof would follow analogously.

**Proof of Theorem $\text{B}$**. For system (4), we have

$$f(z, \varepsilon) = \frac{1}{T} \int_0^T \left( \sum_{j=1}^k \varepsilon^j F_j(s, z) + \varepsilon^{k+1} R(s, z, \varepsilon) \right) \, ds = F_k(z, \varepsilon) + \varepsilon^{k+1} r(z, \varepsilon).$$

By hypothesis (5), there exists $\bar{\varepsilon} \in (0, \varepsilon_1]$ such that

$$|F_k(z, \varepsilon)| > |\varepsilon^{k+1}| \max\{|r(z, \varepsilon)| : (z, \varepsilon) \in \overline{\mathcal{V}} \times [0, \varepsilon_1]\},$$
for every $\varepsilon \in (0, \bar{\varepsilon}]$. In particular, hypothesis (3) of Theorem A holds for $\varepsilon \in (0, \bar{\varepsilon}]$. In addition, taking $V_\varepsilon = V$ in Lemma 1, we get that $d_B(f(\cdot, \varepsilon), V, 0) = d_B(F_k(\cdot, \varepsilon), V, 0) \neq 0$, for $\varepsilon \in (0, \bar{\varepsilon}]$. Finally, by hypothesis, $d_B(F_k(\cdot, \varepsilon), V, 0) \neq 0$ for $\varepsilon > 0$ sufficiently small. Thus applying a topological argument, analogous to the one used at the end of the proof of Theorem A, we get

$$d_B(f(\cdot, \varepsilon), V, 0) = d_B(F_k(\cdot, \varepsilon), V, 0) \neq 0,$$

for every $\varepsilon \in (0, \bar{\varepsilon}]$. From here, the result follows from Theorem A. \hfill \Box

**Remark 4.** In the proof of Theorem B one can see that $\bar{\varepsilon}$ can be chosen to be any value in $(0, \varepsilon_1]$ such that

$$\inf_{z \in \partial V} |F_k(z, \varepsilon)| > \varepsilon^{k+1} \max\{|r(z, \varepsilon)| : (z, \varepsilon) \in \overline{V} \times [0, \varepsilon_1]\},$$

for every $\varepsilon \in (0, \bar{\varepsilon}]$. This provides a way for estimating the interval of the parameter $\varepsilon$ where we have ensured the existence of a $T$-periodic solution of the differential equation (4).

**Proof of Theorem C.** Without loss of generality, we can assume that $\ell = k$. Consider neighbourhoods $V_\mu = B(z^*, \mu) \subset V$, for $\mu > 0$ sufficiently small. Clearly $V_\mu \to \{z^*\}$ as $\mu \to 0$. Now, $f_0 = \cdots = f_{k-1} = 0$, then $F_k(\cdot, \varepsilon) = \varepsilon^k f_k(z)$. Moreover, since $f_k(z) \neq 0$, for every $z \in \partial V_\mu$ and $r(z, \varepsilon)$ is continuous, consequently, bounded on compact sets, we conclude that

$$\lim_{\varepsilon \to 0} \inf_{z \in \partial V_\mu} \left| \frac{\varepsilon^k f_k(z)}{\varepsilon^{k+1}} \right| = \lim_{\varepsilon \to 0} \inf_{z \in \partial V_\mu} \left| \frac{f_k(z)}{\varepsilon} \right| = \infty$$

$$> \max\{|r(z, \varepsilon)| : (z, \varepsilon) \in \overline{V} \times [0, \varepsilon_1]\}.$$

Thus, hypothesis (5) of Theorem B holds. In addition, for every $\varepsilon > 0$, we have $d_B(F_k(\cdot, \varepsilon), V_\mu, 0) = d_B(f_k(z), V_\mu, 0)$, which, is distinct from zero, by hypothesis. Hence, by Theorem B there exists $\bar{\varepsilon}_\mu > 0$ and a $T$-periodic solution $\varphi(\cdot, \varepsilon)$ of (4) such that $\varphi(t, \varepsilon) \in \overline{V}_\mu$, $\forall t \in [0, T]$ and for each $\varepsilon \in (0, \bar{\varepsilon}_\mu]$. Now, given any $\xi > 0$, put $\mu = \xi/2$ and $\delta = \bar{\varepsilon}_\mu$. By the conclusion above, $0 < \varepsilon < \delta$ implies $\sup_{t \in [0, T]} |\varphi(t, \varepsilon) - z^*| \leq \xi/2 < \xi$. That is precisely to say that $\varphi(\cdot, \varepsilon) \to z^*$ uniformly as $\varepsilon \to 0$. This completes the proof. \hfill \Box

**Remark 5.** In Theorem C taking Remark 4 into account, one can see that, for any $\bar{\varepsilon} \in (0, \varepsilon_1]$ such that

$$0 < \bar{\varepsilon} < \frac{1}{M_\ell} \min_{z \in \partial V} \{|f_\ell(z)|,$$

where

$$M_\ell = \max\{|f_{\ell+1}(z) + \cdots + f_{k-1}(z) + f_k(z) + \varepsilon^{k-\ell} r(z, \varepsilon)| : (z, \varepsilon) \in \overline{V} \times [0, \varepsilon_1]\},$$
a T-periodic solution \( \varphi(t, \epsilon) \subset V \) of differential equation (4) exists for every \( \epsilon \in (0, \overline{\epsilon}] \). It is worth mentioning that, since \( \overline{\epsilon} \in (0, \epsilon_1] \), the estimation above is helpful only when the value of \( \epsilon_1 \) is known, which is established by hypothesis H. Remark 1 provides a route to prove the existence of such \( \epsilon_1 \), however, estimating its value is not always possible.

4. NON-LIPSCHITZ PERTURBATION OF A HARMONIC OSCILLATOR

Consider the continuous higher order perturbation of a harmonic oscillator (6),

\[
\ddot{x} = -x + \epsilon(x^2 + \dot{x}^2) + \epsilon^k \dot{x}^{3/2} + \dot{x}^2 - 1 + \epsilon^{k+1}E(x, \dot{x}, \epsilon),
\]

where \( k \) is a positive integer and \( E \) is a continuous function on \( \mathbb{R}^3 \). Clearly, the differential equation (6) is not Lipschitz in any neighborhood of \( S^1 = \{(x, \dot{x}) \in \mathbb{R}^2 : x^2 + \dot{x}^2 = 1\} \). In the next result, Theorem C is applied to show the existence of a periodic solution \( x_\epsilon(t) \) of (6) satisfying \( (x_\epsilon(t), \dot{x}_\epsilon(t)) \rightarrow S^1 \) uniformly as \( \epsilon \rightarrow 0 \). Notice that such a periodic solution is not detectable by any Lipschitz version of averaging method.

**Proposition 2.** For any positive integer \( k \) and \( |\epsilon| \neq 0 \) sufficiently small, the differential equation (6) admits a periodic solution \( x(t; \epsilon) \) satisfying \( (x(t; \epsilon), \dot{x}(t; \epsilon)) \rightarrow S^1 \) uniformly as \( \epsilon \rightarrow 0 \).

**Proof.** Changing to polar coordinates \( x = r \cos \theta, \dot{x} = -r \sin \theta \) and taking \( \theta \) as the new independent variable, the differential equation (6) becomes

\[
\frac{dr}{d\theta} = \epsilon F(\theta, r, \epsilon),
\]

where

\[
F(\theta, r, \epsilon) = -\sum_{i=1}^{k-1} \epsilon^{i-1} r^{i+1} \cos^{i-1} \theta \sin \theta + \epsilon^{k-1} r \left( \frac{3}{2} r^2 - 1 \sin \theta - r^k \cos^{k-1} \theta \right) \sin \theta + \epsilon^k R(\theta, r, \epsilon),
\]

which is not Lipschitz in any neighbourhood of \( r = 1 \). Let \( V = (1 - \alpha, 1 + \alpha) \) for some \( 0 < \alpha < 1 \). Notice that

\[
f_i = 0, \text{ for } i \in \{1, 2, \ldots, k-1\}, \text{ and } f_k(r) = \frac{r \sqrt{r^2 - 1}}{2}.
\]

Moreover, \( f_k \) has a unique positive zero \( r^* = 1 \) and is homotopic to the mapping \( r \mapsto r - 1 \) in \( V \). Therefore, \( d_B(f_k, V, 0) \neq 0 \).

In what follows we shall assume that \( \epsilon > 0 \). The result for \( \epsilon < 0 \) can be obtained analogously just by considering \(-F(\theta, r, \epsilon)\). In order to apply Theorem C it remains to check hypothesis H. From Remark 1 the negation of
hypothesis \( H \) provides numerical convergent sequences \((\varepsilon_m)_{m \in \mathbb{N}} \subset (0, \varepsilon_0)\) and \((\lambda_m)_{m \in \mathbb{N}} \subset (0, 1)\), such that \( \varepsilon_m \to 0 \) as \( m \to \infty \), and a sequence \((r_m)_{m \in \mathbb{N}}\) of \( 2\pi \)-periodic solutions of

\[ r' = \varepsilon_m \lambda_m F(\theta, r, \varepsilon_m), \quad r \in \mathcal{V}, \]

for which there exists \( \theta_m \in [0, 2\pi] \) such that \( r_m(\theta_m) \in \partial V \) for each \( m \in \mathbb{N} \). As an application of Arzelà-Ascoli’s Theorem, the sequence of functions \((r_m)_{m \in \mathbb{N}}\) can be taken uniformly convergent to a constant function \( r_0 \in \partial V = \{1 \pm a\} \). In particular,

\[ \int_0^{2\pi} F(\theta, r_m(\theta), \varepsilon_m) \, d\theta = 0, \]

which implies that

\[ \int_0^{2\pi} r_m(\theta)^3 \sqrt{r_m(\theta)^2 - 1} \sin^2 \theta \, d\theta = \frac{1}{\varepsilon_m^{k-1}} \sum_{i=1}^{k} \varepsilon_m^{i-1} G_{m+1,i-1}^{i+1,i-1} + \mathcal{O}(\varepsilon_m), \]

where

\[ G_{m+1,i-1}^{i+1,i-1} = \int_0^{2\pi} r_m(\theta)^i \cos^j(\theta) \sin(\theta) \, d\theta. \]

Here, although \((\varepsilon_m)_{m \in \mathbb{N}}\) is a numerical sequence, we borrow the Landau’s symbol notation \( h_m = \mathcal{O}(\varepsilon_m^p) \), for some \( p \in \mathbb{N} \), to mean that there exists a positive constant \( C \) such that \( |h_m| \leq C|\varepsilon_m|^p \), for \( m \) sufficiently large. Note that, by applying integration by parts and using that \( r_m(\theta) \) is \( 2\pi \)-periodic, we obtain

\[ G_{m+1,i-1}^{i+1,i-1} = -\frac{i}{j+1} \int_0^{2\pi} r_m(\theta)^{i-1} \cos^{i+1}(\theta) r'_m(\theta) \, d\theta. \]

Since \( r_m(\theta) \) satisfies (16), we conclude that

\[ G_{m+1,i-1}^{i+1,i-1} = -\frac{i}{j+1} \sum_{l=1}^{k} \lambda_m \varepsilon_m^{l} \int_0^{2\pi} r_m(\theta)^{j+l} \cos^{i+l}(\theta) \sin \theta \, d\theta + \mathcal{O}(\varepsilon_m^k) \]

\[ = -\frac{i}{j+1} \sum_{l=1}^{k} \lambda_m \varepsilon_m^{l} G_{i+l,j+l}(r_m) + \mathcal{O}(\varepsilon_m^k) \]

\[ = \mathcal{O}(\varepsilon_m). \]

Applying the above procedure recursively, we conclude that \( G_{m+1,i-1}^{i+1,i-1} = \mathcal{O}(\varepsilon_m^k) \). Thus, from (17), we get that

\[ \int_0^{2\pi} r_m(\theta)^3 \sqrt{r_m(\theta)^2 - 1} \sin^2 \theta \, d\theta = \mathcal{O}(\varepsilon_m). \]
Since $r_m \to r_0 \in \{1 \pm \alpha\}$ uniformly, we compute the limit of the integral above as

$$\int_0^{2\pi} r_0^3 \sqrt{r_0^2 - 1} \sin^2 \theta \, d\theta = 0,$$

which is an absurd, because

$$\int_0^{2\pi} r_0^3 \sqrt{r_0^2 - 1} \sin^2 \theta \, d\theta = \pi r_0^3 \sqrt{r_0^2 - 1} \neq 0,$$

for $r_0 \neq 1$. Thus, we obtain that hypothesis $H$ holds and Theorem $C$ can be applied in order to conclude this proof.

It is worth mentioning that the software application MATHEMATICA® was used to illustrate numerically the existence of the periodic solution ensured by Proposition 2 for some values of $k$ and $\varepsilon$. In Figures 1, 2, and 3 we show the displacement function obtained for some of these simulations, which has its zero corresponding to a periodic solution.

**Figure 1.** Displacement function of differential equation (15) assuming $k = 1$ and $E = 0$ for $\varepsilon = 1/20$ (left) and $\varepsilon = 1/100$ (right).

**Figure 2.** Displacement function of differential equation (15) assuming $k = 2$ and $E = 0$ for $\varepsilon = 1/20$ (left) and $\varepsilon = 1/100$ (right).
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