Abstract—Precision in event characterization in connected vehicles has become increasingly important with the responsive connectivity that is available to the modern vehicles. Event characterization via vehicular sensors are utilized in safety and autonomous driving applications in vehicles. While characterization systems have been shown to be capable of predicting the risky driving patterns, precision of such systems still remains an open issue. The major issues against the driving event characterization systems need to be addressed in connected vehicle settings, which are the heavy imbalance and the event infrequency of the driving data and the existence of the time-series detection systems that are optimized for vehicular settings. To overcome the problems, we introduce the application of the prior-knowledge input method to the characterization systems. Furthermore, we propose a recurrent-based denoising auto-encoder network to populate the existing data for a more robust training process. The results of the conducted experiments show that the introduction of knowledge-based modeling enables the existing systems to reach significantly higher accuracy and F1-score levels. Ultimately, the combination of the two methods enables the proposed model to attain 14.7% accuracy boost over the baseline by achieving an accuracy of 0.96.
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I. INTRODUCTION

Leveraging precise measuring equipment along with the increasing computing power of the vehicles, the driving event characterization (DEC) systems are the key components to the road safety of the vehicles in an intelligent transportation system (ITS) where highly reliable connectivity is available between the vehicles [1]. Moreover, the response time improvement introduced by 5G [2] further incentivizes the investigation and refinement of the DEC for vehicular safety systems.

Typically, DECs are mainly deployed in distributed sensing platforms such as mobile devices and vehicles on the road and the inertial sensor data is the main instrument used by the systems. Utilizing the in-vehicle inertial sensor data allows for more prompt detection with less lag that can be utilized in the safety applications since inertial data are direct measures of the physical forces applied to the vehicles [3].

It is proven that specific driving characteristics like sudden lane changes, acceleration and such are tightly associated as risky driving behaviors [4]. To detect these behaviors, the DEC systems follow the objective of detecting anomaly behavior or classifying the pre-defined behavior in the data [5]. These events include risky driving patterns such as aggressive lane changing, aggressive acceleration, harsh brakes, etc. which occur in small time windows during regular driving patterns and cause the issue of data imbalance.

The most recent developments in artificial intelligence and machine learning have made the real-time detection of the driving events more feasible and accurate [6] by catering accurate methods for analysis of time-series data. More specifically, the recurrent networks which are able to store a brief history of the past input data at any time that makes them the feasible tools for time-series data analysis. Recurrent models such as Long short-term memory (LSTM) architecture allows the machine-learning systems to reserve and consider longer history of the data in the decision making by the networks. Furthermore, storing recent data information is critical for pattern recognition methods employed for driving event characterization systems. LSTM networks are a refined type of recurrent neural networks which are utilized to extract temporal features in time-series data [7]. Such networks are the main enabling factors of the contemporary weather forecasting and language models which heavily depend on the sequential history of the most recent data [8].

In this paper, in order to study the effect of knowledge-based modelling, a previously studied and optimized convolutional LSTM encoder network is chose for baseline experiments. The network allows the system to extract both spatial and temporal features of the signals in order to achieve best performance. Convolutional layers are utilized as spatial feature extraction module since the events have distinct patterns on each axis.
of the input data while LSTM network performs temporal feature extraction to gain knowledge of the time dependant patterns of the signals. Moreover, a recurrent encoder-decoder network is proposed to not only denoise the input signals but also learn the behavior pattern of individual signals for precise reconstruction of synthetic signals.

The main contribution of this paper is the introduction of the Prior Knowledge Input (PKI) modelling into machine learning-based recurrent event characterization models. Knowledge based modelling has been developed to integrate the existing knowledge to the learning process so further improvement can be possible through the mapping between existing knowledge and desired responses. Prior Knowledge Input (PKI) that is one of the knowledge based methods is considered to obtain the better response (up to 0.96 accuracy) when compared to the previous work [5]. PKI utilizes the existing knowledge of driving events as supplementary input alongside with the sensed input signals. As illustrated in Fig. 1, the PKI is modulated to the existing characterization networks as add-on, which can enable the models to reach the optimal training conditions.

The rest of the paper is organized as follows. Related work is presented in Section II whereas Section III presents the methodology. Performance evaluation and numerical outcome are reported and discussed in Section IV. Finally, Section V concludes the work and offers future intentions.

II. RELATED WORK

Numerous studies have been proposed to accelerate the feasibility of the driving event characterization models. Additionally, neural networks have surpassed the machine learning and other intelligent methods in terms of performance. The signal processing domain has also been affected by the aforementioned fields, therefore many researchers are focusing on deep learning methods in order to improve the state-of-the-art event characterization systems. In this section, we first summarize the most recent driving event characterization models and then review the developments of the knowledge-based systems.

A. Driving Event Detection Systems

Since vehicular sensory data has become increasingly available, the use of neural networks which are highly dependant on big data has become feasible for vehicular applications, including the driving event characterization applications. The systems that utilize such networks are typically focused on visual or sensory data inputs from the vehicles. Ultimately, these models are trained to extract the desired features from the data and identify the anomalies or the pre-defined behaviors from the features.

A series of studies were conducted on the feature extraction methods to gain knowledge from the inertial or global positional sensed data. Sun et al. [9] propose a system to identify irregular driving on the highways based on accurate positional satellite measurements. A unique calculation method is studied in [10] to model the velocity, acceleration, and dynamics of the vehicles. A static threshold value is then applied to the calculated metric in order to detect driving behaviors. Additionally, more studies are focused on the combination modelling of the vehicular measured data. In [11], the authors have examined the correlation between the vehicle velocity and lateral acceleration. Investigating this correlation, they conclude that the threshold applied to the lateral acceleration of the vehicle in an event characterization model has to be decreased as the vehicle gains speed. Moreover, smartphone reliant driving event characterization systems are also studied in the literature [12] to utilize the cost-efficient in-built sensors of the smartphones. In [13], the authors designed a system to detect sudden changes of acceleration and unsafe vehicle turns in order to categorise the drivers as aggressive or non-aggressive drivers.

Modern day transportation industry is adopting machine-learning systems that can improve through data-driven approaches [14], [15]. Optimized image processing methods are utilized in [16] to categorize driving incidents and make decision on alerting the first-responders to the location. A pre-trained convolutional neural network is used in [17] on the phase-space reconstructed vehicle trajectories to evaluate driving behaviors. The study quantitatively evaluates the abnormal behaviors to then detect the abnormal drivers. Moreover, the distracting behaviors that lead to unsafe driving are the subject of various studies. Rao et al. [18] takes the approach of processing the captured camera data via convolutional neural networks and principal component analysis (PCA) to whiten the camera feed and classify the whitened images as distracted and non-distracted driver activities.

Recurrent neural networks have been improved and made practical more recently. In addition to the progress of various types of recurrent functions, numerous recurrent-based network architectures have been introduced for innovative applications. There has been novel solutions to the major issue of recurrent neural networks, i.e., the vanishing gradient problem which led the networks to face issues in the training process. Long Short-term Memory (LSTM) and Gated Recurrent Units (GRUs) models are among most recent solutions to the issue. Furthermore, there has been numerous studies in order to expand the applications of the recurrent networks.
B. Knowledge-based Modeling

Knowledge-based modeling is suitable for the driving event classification systems since it only requires the input-output relations [22]. In a conventional neural network, a large training dataset is required to meet the optimal stopping conditions which is not convenient in vehicular applications where there is imbalance to the data. In [23], machine-learning detection models are boosted by novel knowledge-based methods and feature selection mechanisms. Utilizing Prior Knowledge Input (PKI) and Prior Knowledge Input with Difference (PKID), the authors are able to significantly improve the average accuracy of the existing machine-learning methods. The PKI model has the ability to take the input features on the fly. An auto-encoder network with the support of random sampling from the encoder latent space is proposed with generative objective in [21]. The model mixes a combination of adversarial and reconstruction losses, but unlike Generative Adversarial Networks (GAN) discriminators, the authors employed progressive growing of generator and encoder networks.

III. METHODOLOGY

In this section, the prior knowledge-based signal classification model which is modulated on top of our previous signal generation network is presented in detail. Machine-learning is modelled to imitate the learning process of the brain, and its classification accuracy and the training process efficiency can be improved by modelling the networks utilizing a knowledge-based modulation. We employ a prior knowledge input method to boost our classification performance which is presented in Section III-C. A brief introduction of our dataset collection process and the details of our signal generation model are revisited in Section III-A and Section III-B, respectively whereas the parameters are presented in Table I.

TABLE I

| Notation | Description |
|----------|-------------|
| $\hat{\mathbf{x}}$ | Synthetic signal features |
| $j$ | Signal dimension |
| $l$ | Signal length |
| $C$ | Number of classes |
| $t$ | Target category of the signal |
| $e_{PKI}$ | Error value of PKI model |
| $n$ | Training iteration |
| $\hat{y}$ | Prediction of the classifier network |

[19] proposes data compression method utilizing recurrent networks. Combining generative and discriminative networks, a denoising auto-encoder is introduced in [20] in which the model has the ability to take the input features on the fly. An auto-encoder network with the support of random sampling from the encoder latent space is proposed with generative objective in [21]. The model mixes a combination of adversarial and reconstruction losses, but unlike Generative Adversarial Networks (GAN) discriminators, the authors employed progressive growing of generator and encoder networks.

A. Driving Event Data Gathering

Both the signal generation network as well as the knowledge-based classification network utilize raw accelerometer sensor data over varied recording sessions. In order to collect the original signals, Raven OBD-II sensor kit \(^1\) is mounted on the dashboard of the vehicles. The sensor orientation is perpendicular to the latitudinal, altitudinal, and longitudinal axes of the vehicle as illustrated in Fig. 2.

The collected raw signal data are distributed among five predefined risky driving behaviors and on multiple vehicles with different physical features. The pre-defined behaviors include: Aggressive Acceleration (AA), Harsh Braking (HB), Harsh Left Lane Changes (HL), Harsh Right Lane Changes (HR) events in addition to Regular Driving (RD) events.

B. Revisiting Synthetic Signal Generation

In an attempt to overcome the data imbalance and infrequency, we previously proposed an auto-encoder model [25] which is able to accurately extract the underlying behavior of the signals and generate precise synthetic signals. The model consists of two modules, namely, a LSTM recurrent encoder-decoder network which is leveraged in order to populate the training dataset. The second module is used for classification of the signals and is trained on the synthetic dataset.

In order to generate the signals, a windowing mechanism is run over each individual raw signal. Using the windowing mechanism, the raw signals are split into several signal windows of fixed length with overlapping sections. The overlapping is performed in order to avoid discontinuities in the windowed signals.

The auto-encoder consists of an encoding network which encodes the input signals to vectors of lower dimension that are feature-rich and contain less noise [26]. Moreover, the encoded vectors are used by the decoding network to reconstruct synthetic signals. The synthetic signal reconstruction is carried out to populate the events in the dataset and to strengthen the classification training process by mitigating data imbalance.

To train the recurrent auto-encoder for synthetic signal generation, the signal windows are infused with randomly

---

\(^1\)Raven OBD-II Sensor Kit https://ravenconnected.com/
generated noise and fed as the input to the auto-encoder network. The recurrent auto-encoder network concludes a two-layer LSTM network as the encoder which maps the signal windows into fixed-size vectors. It is worth mentioning that the conversion of the signals into lower dimension vectors by the encoder network has the property of signal denoising since high dimensional data is often more convenient to learn in lower dimensions as it contains less noise. The decoder network attempts to reconstruct the original signals from the vectors. We set the network to generate 10 times synthetic signal windows for the training process of the classification module. In the training process, the auto-encoder network is trained in self-supervised manner with the intention of minimizing the mean absolute error (1) of the original and generated signals.

\[ \sum_j \sum_i \left\| x^{(j)} - z^{(j)} \right\|^2 \]  

(1)

In order to demonstrate the improvement introduced by the PKI based modelling proposed in this work, we trained a feed forward multi-layer perceptor (MLP) of 3 layers and a convolutional recurrent classification (ConvLSTM) model which adds the spatio-temporal feature extraction layers to the MLP network. The ConvLSTM model utilizes multiple feature extraction layers of decreasing sizes as illustrated in Fig. 3. However, the objective of both classification networks is to categorize the signals into 5 pre-defined driving event categories using categorical cross-entropy which is implemented as the softmax (2) of cross-entropy function (3).

\[ f(x) = \frac{e^x}{\sum e^x} \]  

(2)

\[ CE = - \sum_C t \log(f(x)) \]  

(3)

C. Prior Knowledge Input

To boost the performance of the classification networks on the driving event signals, we propose knowledge-based schemes. The Prior Knowledge Input (PKI) method, specifically, is used to incorporate the existing knowledge of the signals into the characterization process. Doing so allows for a more efficient and less complex training process which requires less amount of training data [23] and aids the characterization systems to push past the limited accuracy of deep learning methods and achieve the potential accuracy rates [22]. Moreover, any modelling scheme can be utilized in order to generate the input knowledge when there is no available prior knowledge of the inputs. Though, neural networks are often the method of choice for the knowledge-based modelling [27].

The PKI model embeds the experience/knowledge of the signal category into training process which allows for reduction of model complexity through augmentation of the model inputs. The training and testing process of the PKI model is shown in Fig. 4. The PKI network is implemented in 2 hidden layers that utilize \( tanh \) activation function with a softmax classification layer to output the event prediction. The training process can be formulated with (4) while iterating to lower the margin of the network predictions and the prior knowledge (5) for \( n \) training iterations. The inference process is also calculated by (6) as illustrated in Fig. 4.

\[ (PKI)_{Train} = \arg \min_x \left\| \epsilon_{PKI}^{(n)} \right\| \]  

(4)

\[ \epsilon_{PKI}^{(i)} = C_{events}(x^{(i)}) - PKI(x^{(i)}, p_c^{(i)}) \]  

(5)

\[ P_{PKI} = (PKI)_{Train}(x, p_c) \]  

(6)

IV. EXPERIMENTAL EVALUATION

A. Experimental Settings

All the experiments are performed on the gathered dataset of 70 driving event sessions populated by 10 times synthetic signals using the auto-encoder network. To keep the experiments credible, all tests are performed on an identical testset. Initially, accelerometer sensor signals with variable duration of 2000 to 3600 milliseconds are captured. The accelerometer recording frequency is set to 25 Hz. In total, 70 driving event sessions are recorded. The distribution of the collected dataset is demonstrated in Table II. Originally, 12 AA, 13 HB, 16 HL, 15 HR, and 14 RD driving sessions were accumulated in the dataset. The sessions are split into 572 fixed-size event windows through the sliding mechanism using 600 milliseconds window length and 50\% overlap settings as demonstrated in Fig. 5. Last but foremost, a randomly selected training dataset of 70\% (400) sliced windows is selected and 30\% (172) sliced windows are kept unseen by the systems for testing.

The synthetic data generation is done on the training data through the auto-encoder network with 3 LSTM network with decreasing hidden layers, from 1000 to 300 cells. However, each individual input signal is first duplicated into 10 individual signals and each is infused with random Gaussian noise.
TABLE II
TRAINING SIGNAL COUNT DISTRIBUTION BEFORE AND AFTER SLICING OVER 5 CLASSES.

| Event Type | Event Sessions | Sliced Windows |
|------------|----------------|----------------|
| HB         | 13             | 104            |
| AA         | 12             | 108            |
| HL         | 16             | 126            |
| HR         | 15             | 121            |
| RD         | 14             | 113            |

Fig. 5. Abstract visualization of the signal slicing performed before the training process. The signals are sliced into 6000 ms windows with 0.5 overlap value.

Fig. 6. Training process flow of the PKI method. The vector representation of the noisy raw signals are extracted from the encoder network. The vectors are utilized by the decoder network for synthetic signal generation and by the PKI classification network for characterization of the events.

The noisy signals are mapped to vectors of size 300 at the final hidden layer of the encoder network. Subsequently, the decoder network is implemented as a mirrored LSTM network with the same dimensions to the encoder and attempts to reproduce the raw signals from the noisy inputs. Furthermore, the decoder output (i.e. synthetic training data) is used in the training process of the classifier networks. However, in the inference process, the decoder network is deactivated and the encoded vectors are directly passed to the classifier network. The process flow of the system is depicted in Fig. 6.

In order to demonstrate the impact of the PKI module, we chose a fully connected feed forward classifier network, more specifically a Multi-Layer Perceptron (MLP), as baseline as well as an optimized convolutional recurrent classifier network (ConvLSTM) for further experimentation. Moreover, the classification modules perform a supervised task utilizing categorical cross-entropy for optimization on each training iteration and aim to lower the margin of the predicted events and the target categories. Adam optimizer with training parameter of $\beta_1 = 0.9$ and $\beta_1 = 0.95$ and $\epsilon = 10^{-8}$ is selected for both classifier networks. Lastly, the networks are trained with learning rate of 0.03 until the stopping is triggered.

B. Numerical Results

As mentioned earlier, the MLP and ConvLSTM classification networks are trained on our driving event dataset with and without the PKI modulation. Additionally, the networks are trained and tested on raw signals, in the absence of the reconstructed synthetic data, for a more comprehensive demonstration of the PKI benefits. Through testing of the models on identical testset, the impact of the PKI model is demonstrated in Table III.

Collecting the experimental results, the performance improvement of PKI modulation can be observed across all the tested classification models. The experiments on each classifier network are performed over 10 separate runs for statistical presentation of the results which are stated with confidence levels of 95%. While the baseline MLP classifier gained the most significant accuracy improvement (by average of over 5%), the PKI modulation proved to increase our most accurate model (i.e. auto-encoder with ConvLSTM classifier) to over 96% average accuracy as shown in Fig. 7. Last but not least, as a benefit of PKI accuracy improvements, the decrease in false positive cases of the models is reflected in improved precision, recall, and therefore F1-score values across the models.
### V. Conclusion

This paper has presented a novel approach to boost the classification performance for risky driving events that are recognized from vehicular sensors. To do so, the integration of a Prior Knowledge Input (PKI) modelling into the event characterization networks has been proposed to not only improve the overall classification accuracy but also reduce the false detections. The PKI model leverages the existing knowledge of the input signals as an supporting feature in order to lower the complexity of the model and therefore improve the detection accuracy of the baseline classification networks. The results prove that the performance of the classification models can be significantly improved with the introduction of the PKI modelling. Our results reveal that using the PKI method improves the performance of the baseline MLP classifier by over 5%. Similarly the ConvLSTM network experiences a 4.7% improvement when coupled with the prior knowledge module while the performance of the auto-encoder with ConvLSTM is also improved by an additional 2%.

Future extensions of this work include extending the experiments to run on larger datasets where data scarcity is not a challenge. Furthermore, characterization of additional behaviour classes is also included our ongoing work.
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