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Abstract: This paper analyses financial inclusion in Africa focusing on the role of political business cycles and pricing behaviour of banks. We employ a sample of 330 banks operating in 29 African countries to test for two related hypotheses. Panel fixed and random effects were estimated for the period 2002 to 2013. The regression results that ensued suggests first that loan price increases in pre-election and election years. Building on this result and employing various specifications of financial inclusion, the second results suggest that, high bank loan prices in election years tend to increase financial access more, compared to non-election years, and that, high deposit price reduces financial usage but increases financial access in election years, compared to non-election years. By extension, these results have important policy implications for policymakers.

1. Introduction

Financial inclusion has recently become a global-acclaimed policy objective which should not be downplayed by any form of political activism. Political business cycles (PBCs) are cycles in macroeconomic variables such as inflation, unemployment, output, among others, which are caused by
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PUBLIC INTEREST STATEMENT

Political Business Cycle (PBC) is a situation where incumbent governments spend money in election years to brighten their re-election chances. This expenditure is largely argued to be inflationary rather than translating to economic growth, human development, employment creation, inter alia. In this paper, we investigate the effect of PBC on financial inclusion and explore the mediating role of banks’ pricing behaviour in African countries. The results suggest that financial access, in the light of banks’ pricing behaviour, increases in election years more than in non-election years. This finding will help African policymakers to be mindful that if financial inclusion is reducing, it is not because of political business cycles.
election cycles. PBCs are categorized largely into the “opportunistic” and the “partisan” positions. The “opportunistic” view has it that all governments, regardless of their ideological orientation, apply expansionary policies ahead of elections in order to increase their popularity and brighten their re-election chances. Whereas the proclamation of the “partisan” view has it that right-wing and left-wing governments produce different results from the selection of different policies that reveal the preferences of their class-defined main political electorates. Thus, PBCs are caused by differences among parties in their philosophy and economic goals.

The argument of the “opportunistic” model points out good reasons to expect an increase or decrease in financial inclusion as a result of election cycles. This is buttressed by the existence of empirical evidence of monetary policy influencing banks’ pricing behaviour (see Ciccarelli et al., 2015) and that a reduction in banks’ interest rates leads to increased financial inclusion (Dev, 2006). Financial inclusion has several benefits for national development. According to extant literature, communities with access to savings instruments experience increased savings, productive investments as well as increased consumption and female empowerment (Aportela, 1998; Ashraf et al., 2010). Access to financial services also decreases the level of inequality, enhances private investment and economic growth, boosts attraction of remittances, eases the transfer of funds from abroad and reduces poverty (Allen et al., 2016; Bruhn & Love, 2014; Demirgüç-Kunt et al., 2011; Mohammed et al., 2017).

There is evidence of the existence of political business cycles and their effect on economic growth as well as human development in Africa (see Block et al., 2003; Iddrisu & Bokpin, 2018; Iddrisu & Mohammed, 2019; Mosley & Chiripanhura, 2016). In particular, Iddrisu and Bokpin (2018) confirm the existence of political business cycles in Africa and that these cycles do not translate into economic growth in African economies. Again, Iddrisu and Mohammed (2019) confirm that it worsens human development in Africa; however, little is known about how PBCs affect financial inclusion.

According to Block (2002), Sub-Saharan Africa offers conducive ground for the study of political business cycles, because Africa is concurrently going through a prolonged process of economic reform. Further, Block (2002) notes that the period from 1989 to 1995 mark a clear transition in the politics of Africa, particularly marked by improved political rivalry and leadership turnover. Again, Bratton and Van De Walle (1997) report that from the year 1990 to 1994, 38 out of 47 of countries in Africa held competitive legislative elections as compared to 9 in the course of the previous 5 years. Till now, this trend has been improving, suggesting that democracy is gaining grounds in Africa and that election cycles will be the order of the day. Do political business cycles influence financial inclusion? We investigate this question using large representative data from Africa where financial inclusion is very low. Specifically, we first investigate whether political business cycles influence banks’ pricing behaviour, and secondly, whether political business cycles affect inclusive finance in the light of banks’ pricing behaviour. We argue that the pricing behaviour of banks is the transmission mechanism through which political business cycles affect inclusive finance.

Employing micro-bank-specific and macro-country-level data from 29 African countries, this paper contributes to the literature by analysing financial inclusion in Africa, focusing on the role of political business cycles and the pricing behaviour of banks. First, we assess how political business cycles influence the pricing behaviour of banks in Africa. From an economic policy perspective, it is important to identify the effect of political business cycles on the pricing strategy of banks so that action can be taken to reduce the economic shocks associated with the pricing distortion of banks. Second, we examine the effect of loan price, deposit price and fees price as used to proxy for pricing behaviour of banks on inclusive finance. This is rarely examined empirically in the literature. Financial inclusion is represented by two categories of indicators: financial usage and financial access, and arguably determined partly by banks’ pricing behaviour. Finally, we examine the effect of political business cycles on inclusive finance in the light of the pricing behaviour of banks. This is to bring out evidence to support the argument that the pricing
behaviour of banks is the transmission mechanisms through which political business cycles affect inclusive finance.

The following key results were found: First, the results show that political business cycles affect banks’ pricing behaviour in Africa. For example, our results suggest that banks’ loan prices are low in election years as compared to non-election years. Second, on the effects of banks’ pricing behaviour on inclusive finance, the results show that high loan prices decrease financial access. This means that some people are banking with the expectation of acquiring low-interest loans for investment and may resort to alternative ways to finance their businesses when loan price is high; therefore, loan accounts and the need more bank branches will reduce. Finally, the results also show that financial inclusion is sensitive to political business cycles and to banks’ pricing behaviour. In particular, the results indicate that high bank loan prices tend to increase financial access in election years, compared to non-election years. We thus conclude that, even though there is evidence of political business cycles worsening economic growth and human development, they do not discourage financial inclusion in Africa. On the policy implications, domestic policymakers of African countries should be mindful that, if financial inclusion is reducing in their various countries, is not because of political business cycles.

The rest of the paper is organized as follows: Section 2 provides theoretical bases of the paper while Section 3 reviews the existing empirical literature. Section 4 presents various specifications of inclusive finance, political business cycle and pricing behaviour of banks, including other explanatory variables used and the estimation methodology employed to achieve our stated objectives. Section 5 contains the analysis of the results. Finally, in Section Six, we offer our conclusions.

2. Theoretical framework

There is generally low central bank independence in African countries; thus, the central banks are not free from interference from the incumbent government in their conduct of monetary policy; they are always influenced to embark on expansionary policies, particularly in election years. The theoretical principles underlying banks’ pricing behaviour can be explained using the operational level the Central Bank (CB) targets of the interbank money market interest rate (denoted by, \(i^{IB}\)); the risk-neutral bank determines its loan (L) and deposit (D) portfolios and the level of reserves (\(R^d\)) it plans to hold in the end of the day, and the competitiveness of the banking system. Taking into account the deficiencies and the limited competitiveness in the banking systems of developing countries, we argue that the banking system is characterized by imperfect competition. Consequently, banks have a degree of monopoly power in the pricing of retail credits and deposits, but in the interbank money market, they all behave as price-takers. We incorporate costly intermediation into the model, along the lines of Mishra et al. (2010), which is a function of the size of bank’s loan portfolio. Further, assuming that the central bank leaves the money market short in the end of the day (in the model denoted by the term \(u\)), this will increase the demand for bank reserves at the central bank. We also introduce uncertainty in the bank’s end-of-day settlement positions, denoted by \(v\) in the model, which provides another link to central bank’s reserves. Taken together, the profit maximization problem of a risk-neutral bank can be written as follows:

\[
\pi = \hat{p}L - \hat{p}D - c(L) + i^{IB}[(D - L) - R^d] + \frac{CB}{2v}\int_{-u}^{u} (R^d + x)dx + \frac{CB}{2v}\int_{-v+u}^{v+u} (R^d + x)dx
\]  

(1)

where \(\hat{p}(L)\) is the bank’s lending interest rate and a decreasing function of the loan portfolio, \(\hat{p}(D)\) is the bank’s deposit interest rate and an increasing function of deposits (here, we assume that there are no statutory reserve requirements), and \(c(L)\) is the inter-mediation cost function where the marginal cost of lending is an increasing function of the loan portfolio \((c^* > 0\text{ and } c^* > 0)\). The difference \((D - L) - R^d\) refers to the bank’s net interbank market position and can be either positive or negative. The last two terms in equation (1) relate to the overnight deposit and credit operations with the central bank. The shock to the end-of-day liquidity is assumed to be distributed normally with a zero mean. Furthermore, we assume that the central bank has adopted an asymmetric
band around its policy rate \((\hat{R}^B)\); that is, the deposit rate equals \(\hat{R}^B = \hat{R}^B + h'\) and the lending rate equals \(\hat{R}^L = \hat{R}^B + h''\), where \(h'\) and \(h''\) are positive constants. Each bank maximizes its profit, equation (1), with respect to \(L\), \(D\), and \(R^d\), which leads to the following first-order conditions:

\[
\hat{R}^l = \frac{1}{(1 + \frac{\phi}{\pi})} \hat{R}^B + C'(L) \tag{2a}
\]

\[
\hat{R}^D = \frac{1}{(1 + \frac{\phi}{\pi})} \hat{R}^B \tag{2b}
\]

\[
\hat{R}^B = \hat{R}^B + h'' - h' \cdot \frac{R^d + u}{\phi} \tag{2c}
\]

The interest rate on a bank’s lending, \(\hat{R}^l\), depends on the term \((1 + \frac{\phi}{\pi})\), which is mark-up over the marginal cost of loanable funds, where the latter is given by the interbank market interest rate, \(\hat{R}^B\), and the marginal intermediation cost, \(C'(L)\). The size of the mark-up reflects the lack of competition in the banking system; that is, it is larger in less competitive banking systems. The marginal cost of inter-mediation is assumed to reflect banks’ lending activities (overhead costs, provisioning, and so on). Hence, banks with higher costs of operation would charge higher interest rates on their loans. The pass-through from interbank market rates to lending interest rates, i.e., \(\frac{\Delta \hat{R}^D}{\Delta \hat{R}^B}\), which refers to the change in the lending rate over the change in the interbank rate, is also related to the marginal intermediation cost. That is, banks are less likely to adjust their lending rates to changes in the policy rate when the costs of inter-mediation are steeply rising (when \(c'' > 0\)). Regarding deposits interest rates, these are also determined by the interbank interest rate and are lower for higher reserve requirements. Furthermore, in this model, the deposit interest rate does not directly enter equation (2a).

Regarding the interbank interest rate, equation (2c), the model establishes a link between the policy rate and the interbank market interest rate (changes in the policy rate are often called signalling). That is, the level of the policy rate would be reflected in the interbank market interest rates. The liquidity effect and its impact on interbank interest rates is present in the model, as indicated by the terms \(R^d\) and \(u\). In the end, the supply and demand for reserves must be equal. By lowering available reserves, the Central Bank can push interbank interest rates higher by increasing the demand for liquidity in the money market. When the band around the policy rate is symmetric, that is, \(h' = h''\), then the second term drops out and the spread between the interbank and policy rates will equal \(h\).

To link banks’ interest rates to financial inclusion, we adopt Cúrdia and Woodford (2016)’s model of financial frictions and aggregate demand. However, we replace household with individual and discard the assumption that each individual owns an equal share in the intermediary sector. We also assume that individuals do not have access to insurance agency at all periods. Therefore, the individual makes his post-transfer financial wealth.

Individual \(i\)’s beginning-of-period (post-transfer) nominal net financial wealth \(A_t(i)\) is then given by:

\[
A_t(i) = [B_{t-1}(i)]^+ (1 + \hat{R}^D_{t-1}) + [B_{t-1}(i)]^- (1 + \hat{R}^D_{t-1}) + T_t(i), \tag{3}
\]

where \(B_{t-1}(i)\) is the individual’s nominal net financial wealth at the end of period \(t - 1\);

\[
|B|^+ = \max(B, 0) \quad |B|^- = \min(B, 0) \tag{4}
\]

Here, \(\hat{R}^D\) is the (one-period, riskless nominal) interest rate that savers receive at the beginning of period \(t + 1\) on their savings deposited with intermediaries at the end of period \(t\), while \(\hat{R}^B\) is the
interest rate at which borrowers are correspondingly able to borrow from intermediaries in period \( t \) for repayment at the beginning of period \( t + 1 \). Note that the final term \( T_i(t) \) is necessarily equal to zero in any period in which individual \( i \) does not have access to the insurance agency. An individual’s end-of-period nominal net financial wealth \( B_i(t) \) is correspondingly given by:

\[
B_i(t) = A_i(t) - P_i C_i(t) + \int W_i(j) h_i(j; i) dj + D_t + T_i(t),
\]

(5)

where \( P_t \) is the Dixit–Stiglitz price index in period \( t \) (and hence the price of the composite consumption good); \( W_i(j) \) is the wage of labour of type \( j \) in period \( t \); \( D_t \) represents the individual’s share in the distributed profits of goods-producing firms; and \( T_i(t) \) is the net nominal (lump-sum) government transfer received by each household in period \( t \). Since the individual has no insurance against income shock, if the financial intermediary sets a higher interest rate spread (difference between \( r_{i, t} \) and \( r_{i, t-1} \)), it will lead to lower individual’s end-of-period nominal net financial wealth \( B_i(t) \), which will in turn discourage financial inclusion. In the same vein, lower interest rate spread will encourage financial inclusion.

3. Literature review

There has been extensive debate about political business cycles and their impact on several other outcome variables. Incidentally, the emerging literature has significantly illustrated the existence of PBCs with few relating these to economic growth and development; however, little effort has been made to assess their effect on inclusive finance. In this section, we present an up to date review of suitable empirical literature regarding the existence of political business cycles and their effect on the economy and development. Starting with single country cases, Efthyvoulou (2011) documents a shift in partisan and economic policies outcome and points out that as globalization progresses these outcomes declines. He further notes that fiscal balance subcomponents shift as the electoral fortunes shift. In the United States, Funashima (2016) found robust results even after controlling for the effects of government expenditure that, with the exception of the 1990 s; however, the Federal Reserve is inclined to cut the funds rate before presidential elections. According to Funashima, this political manipulation is affecting output in many eras significantly. However, he attributed his findings to changes in voters’ preferences.

Cross country evidence about political business cycles is also not far-fetched. Block (2002) shows evidence of the presence of political business cycles in Sub-Saharan African countries, by discovering systematic electorally timed interventions in nine cases of fiscal and monetary policy in Africa. In a related development, Block et al. (2003) found evidence in African states that political cycles are noted in states with a multiparty system and moderate in countries that have “founding” elections. Still in Africa, Mosley and Chiripanhura (2016) claim that there is non-homogeneity in PBCs in African and that they occur comparatively rarely in supposed “dominant-party systems” where the incentive of a pre-election confers slight political advantage. Also, they contend that institutional damage is not necessarily caused by election cycles in countries where they transpire. Nevertheless, whether it causes damage or not, it does not depend so much on whether there exists an electoral cycle but rather on whether this cycle brings down or strengthens fears of unbalanced allocations of resources.

Recently, the work of Iddrisu and Bokpin (2018) found political business cycle to be present in Africa, and that such cycles do not translate into economic performance in African countries. In the same vein, Iddrisu and Mohammed (2019) assessed the impact of PBC on human development using 38 African countries covering the period 1990–2015. Employing fixed effect, random effect and the system GMM, they found PBC to be worsening human development in Africa. Their finding was consistent when they limited the sample to various sub-regions and also at different income levels. Away from Africa, Enkelmann and Leibrecht (2013) examined this subject in Eastern European countries and found that, in aggregate spending and in specific sub-categories, election cycles existed in these countries. Finally, Higashijima (2016) argued that when dictators can
reliably signal popularity through polls, they have a strong urge to overspend prior to the polls. He then assessed the subject in dictatorships and noted that in authoritarian regimes, fiscal deficits are more pronounced than in their democratic counterparts' regimes. He also noted that autocrats that have semi-structured competitive elections but less fraudulent elections are quick to engage in expansionary fiscal policies before elections.

Considering the above discussion, one can say that the existence of PBCs and its effect on economic performance and welfare is firmly established in the literature, particularly for African economies. However, the argument seems to be one-sided so far. The current study, therefore, seeks to verify whether such cycles encourage financial inclusion in the African continent.

4. Evaluating methodology

4.1. Data sources
This study employs both micro-bank level and macro-country level data. Bank-level data are taken from the bank scope database maintained by Fitch/IBCA/Bureau Van Dijk. Series are yearly, covering a sample of 330 banks across 29 African countries. In order to reduce the possibility of introducing data aggregation bias in the empirical analysis, unconsolidated financial statements of the banks are used. The sample includes all commercial banks, cooperative banks, development banks, savings banks, real estate and mortgage banks for which annual data are available. To ensure that banks that are important players in the deposit and/or loan markets are not omitted, medium and long-term credit banks and specialised government institutions are included in the sample. Observations with outliers such as zero and/or negative capitalisation are dropped. Also, observations for capitalization above the 99th percentile are dropped. In addition, loan growth rate observations above 99th percentile of the distribution were equally dropped. This is to correct for mergers, acquisitions and start-ups during the study period. Macroeconomic data are sourced from the World Bank Economic Development Indicators.

4.2. Variable measurements
We proxy financial inclusion by two categories of indicator variables as: financial access which is measured by the number of branches per 100,000 adults, and financial usage which is proxied by percentage of adults that own an account in regulated institutions.

Following Brewer and Jackson (2006), we use loan price, deposit price and price of providing non-interest-related services (Fees price) as measures of banks’ pricing behaviour in Africa. Lending rate is measured as total interest income as a percentage of total earning assets; the deposit rate is calculated as total interest cost divided by total interest-bearing liabilities; the fees price is the cost of providing non-interest income services such as fees on commission, trading and others.

The political business cycle variable is measured by the election cycle dummy (ELE) which takes the value 1 in a presidential election year and 0 otherwise, as used in other works, including that of Mosley and Chiripanhura (2016), Iddrisu and Bokpin (2018) and Iddrisu and Mohammed (2019).

We also control for variables that affect inclusive finance and bank pricing behaviour. These controls include bank-specific characteristics and the characteristics of the macroeconomic and monetary environments. For bank-level controls, bank Age is the year of establishment till date; Loan is the ratio of loan to total assets used to control for loan size; Market share is the individual bank loan to total market loan is used to proxy bank’s market share; Efficiency is a proxy to cost to gross income ratio; Funding source is the total liability to total assets. PREELE is the pre-election dummy which takes the value 1 in pre-presidential election year and 0 otherwise. Inflation is the
rate of inflation based on the consumer price index. GDP growth measures business cycle fluctuations.

4.3. Model and estimation strategy

In addressing the issue of inclusive finance, monetary policy and pricing behaviour of banks, the study investigates the influence of monetary policy on inclusive finance in the light of pricing behaviour of banks. We follow the work of Mosley and Chiripanhura (2016); Iddrisu and Bokpin (2018) and consequently estimate the following empirical model:

\[
FI_{it,c} = \alpha_1 + \alpha_2 ELE_{it,c} + \alpha_3 PBB_{it,c} + \alpha_4 (ELE_{it,c} \times PBB_{it,c}) + \sum_{k=5}^{k} \alpha_k X_{ij} + \mu_i + \nu_i + \epsilon_{it} \tag{6}
\]

where \(FI_{it,c}\) is financial inclusion of country \(c\) at period \(t\), \(ELE_{it,c}\) is the election cycle of country \(c\), \(PBB_{it,c}\) is the pricing behaviour of bank \(i\) in country \(c\) in period \(t\), \((ELE_{it,c} \times PBB_{it,c})\) is the interaction between the election dummy and the pricing behaviour of bank \(i\) in country \(c\) at period \(t\), the variable \(X_{ij}\) are a set of \(k\) variables controlling for bank-specific characteristics, respective countries’ macroeconomic environments and contestability variables, \(\alpha_1\)’s are the parameter vectors. \(\mu_i\) represents country-fixed effects which control for time-invariant unobserved country characteristics. \(\nu_i\) are year-fixed effects which control for macroeconomic changes and \(\epsilon_{it}\) is the random error term of the equation.

We estimate equation (6) by fixed effects and also by random effects. Fixed effects and random effects models eliminate omitted variable bias by measuring change within a group across time. The fixed effects technique assumes that the individual-specific effects are correlated with the regressors and therefore removes the effect of time-invariant characteristics in order to assess the net effect of the independent variables on human development. On the other hand, the random effects work under the assumption that the individual-specific effects are uncorrelated with the regressors. Furthermore, the use of fixed effects does not allow for inference outside the data set. However, since the random effects assume that the data set is normally distributed, inferences can be extended to a larger population. Also, in the random-effects model, time-invariant characteristics can be included in the model; nonetheless, in the case of the fixed effect models, time-invariant variables are absorbed into the intercept.

The data analysis is led by performing tests to determine suitability and goodness-of-fit of the model. A Hausman specification test was performed to establish the choice between a fixed-effects model and a random-effects model. The results of the Hausman test showed significant \(P\)-values which depict the presence of the problem of endogeneity bias, and hence, the preferred estimation technique should be the fixed effects model which provides consistent estimates in this instance (see in Appendix Tables A1-A3). The study also adopted the Panel Corrected Standard Errors (PCSE) model of Fixed and Random effects which is robust to heteroscedasticity and autocorrelation. The choice of this estimation technique was in response to the results of other econometrics tests performed in line with panel data.

5. Empirical results

5.1. Summary and descriptive statistics

Table 1 presents summary statistics for the key country-level variables used in this study. All variables are averaged by country during the period 2002–2013. The variables are grouped into macroeconomic and financial inclusion. Under financial inclusion are financial access and financial usage. Tunisia records the highest average of financial access of about 700 number of branches per 100,000 adults, while the lowest average of about 77 number of branches per 100,000 adults was recorded by Burkina Faso. With financial usage, Morocco has the highest of about 17 number of accounts with Tanzania recording average of about 2 accounts per 100,000 adults. This shows that countries’ strengths in financial inclusion indicators varies and justifies the alternative use of
the two specifications in the analysis as a robustness check. Regarding the macroeconomic variables; Angola tops in terms of macroeconomic growth with about 0.13% growth rate, while Zimbabwe records a negative average growth rate of about −0.68% and at the same time, a whopping average price instability (inflation). Prices were more stable in Morocco, as an average inflation of about 1.8% was recorded.

Table 2 shows summary statistics for the bank-level variables used in this study. Bank-specific variables are also averaged by country during the same period as above and are grouped into bank pricing and other bank-level controls. Banks’ pricing variables considered are loan price, fees price and deposit price. Figures from the banks’ pricing variables show that banks in Zimbabwe, on
## Table 2. Averages for the bank-level variables by country

| Country        | Loan price | Fee price | Deposit price | Bank age | Loan/Total assets | Efficiency Funding sources | Mkt. share | Mkt. share |
|----------------|------------|-----------|---------------|----------|-------------------|---------------------------|------------|------------|
| Algeria        | 0.04017    | 0.02249   | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Egypt          | 0.055758   | 0.015552  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Morocco        | 0.05058   | 0.029863  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Sudan          | 0.055356   | 0.031254  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Tunisia        | 0.055256   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Benin          | 0.055629   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Burkina Faso   | 0.050622   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Cameroon       | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Cote d'Ivoire  | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Ethiopia       | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Ghana          | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Nigeria        | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Senegal        | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Malawi         | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Mauritius      | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Angola         | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Botswana       | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Malawi         | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Mauritius      | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Angola         | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |
| Botswana       | 0.055056   | 0.030201  | 0.019455      | 22.55953 | 0.440736          | 0.319414                  | 0.848434   | 0.086508   |

(Continued)
| Country   | Loan price | Fee price | Deposit price | Bank age | Loan/Total assets | Efficiency | Funding sources | Mkt. share |
|-----------|------------|-----------|---------------|----------|-------------------|------------|----------------|------------|
| Mozambique| 0.112419   | 0.044445  | 0.042651      | 22.01042 | 0.485435          | 0.533189   | 0.859407       | 0.141176   |
| Namibia   | 0.091608   | 0.028271  | 0.085022      | 58.01389 | 0.732214          | 0.340321   | 0.662757       | 0.188679   |
| South Africa | 0.107579 | 0.052537  | 0.117903      | 33.375   | 0.6516            | 0.334845   | 0.820412       | 0.083932   |
| Swaziland | 0.087107   | 0.044077  | 0.042339      | 31.7     | 0.691535          | 0.478065   | 0.848358       | 0.229167   |
| Tanzania  | 0.077844   | 0.032307  | 0.032737      | 23.56018 | 0.47033           | 0.490193   | 0.878589       | 0.074182   |
| Zimbabwe  | 0.355246   | 0.102527  | 0.224294      | 51.5     | 0.401217          | 0.388544   | 0.841196       | 0.238095   |

Source: Bankscope and authors’ own calculation

The data comprise 330 banks across 29 countries over the period 2002–2013.

Table 2 presents the mean value of bank-specific variables of the selected banks. Bank pricing variables are the measures of bank interest income (Loan Price), non-interest income (Fees Price), and interest cost (Deposit Price). The bank-specific controls are: Bank Age is the year of establishment till date, Bank Equity is the ratio of equity to total assets used as a proxy for capitalization, Loan is the ratio of loan to total assets used to control for loan size, Mkt. Share is the individual bank loan to total market loan is used to proxy bank’s market share, Efficiency is a proxy to cost to gross income ratio, Funding source is the total liability to total assets. The mean values of the selected banks are in percentage terms, except for bank age which is in years.
average, charge high prices of about 0.36%, 0.10% and 0.22% loan, fees and deposit prices, respectively. This can be attributed to the high price instability in Zimbabwe over the period. The various low prices are about 0.03% loan price, 0.0098% and 0.015% for Botswana, Morocco and Mali, respectively. For the other bank-level control variables, more older banks are found in Morocco than in the other countries in the sample, as it records an average bank age of about 63 years, while the opposite is true for Angola which records an average bank age of about 12 years. Tunisian banks, on average, give more loans, with banks in Angola offering the least loans in the sample. In terms of efficiency, the figures indicate that banks in Rwanda are more efficient in the sample, with banks in Egypt being the least efficient. Banks in Cameroon and Namibia have the highest and lowest funding sources, respectively. Finally, a market share of about 26% is recorded for banks in Sierra Leone, while banks in Egypt hold the least market share of about 0.04% in our sample.

Table 3 presents the pair-wise correlation coefficient as a preliminary analysis of the relationship between various financial inclusion indicators and the bank pricing behaviour. The correlation coefficient between inclusive finance variables and loan and fees prices is negative and statistically significant, indicating that for banks operating in Africa, financial inclusion improves when loan and fees prices decrease. Inclusive finance variables also have positive and significant relationships with deposit price, indicating high financial inclusion with increase in deposit price, except between financial usage and deposit price which is not statistically significant.

5.2. Effects of political business cycles on bank pricing behaviour
This sub-section analyses the empirical results with the aim of examining election cycles' influence on the pricing behaviour of banks in Africa. Table 4 presents the results of the regressions that use bank-specific variables, accounting for the respective countries' level of development and macroeconomic stability. The first three columns (columns 1, 2 and 3) are estimated using the fixed effect estimator, while the last three (columns 4, 5 and 6) are estimated using the random effect estimator. All regressions are corrected for robust standard errors, controlled for country effects as well as for year effects.

The results show that for the first and fourth columns, the coefficient of election cycle dummy (ELE) positively and significantly affects loan price at 5% level. This suggests that banks' loan prices are low in election years compared to non-election years. To be specific, the results show that loan prices are lower by about 0.28% in election years as compared to non-election years, all else being equal. In the same vein, the coefficient of the pre-election dummy (PREELE) in the same columns indicates that loan prices are lower in pre-election years compared to non-pre-election years. In sum, our results support the hypothesis that political business cycles influence pricing behaviour of banks in Africa. The results are in line with the “opportunistic” model which argues that all governments, irrespective of their ideological orientation, apply expansionary policies ahead of elections in order to increase their popularity and brighten their re-election chances. By applying expansionary policies, commercial banks loan prices tend to reduce, all else being equal.

Another significant factor that affects banks pricing is the age of the bank. The results indicate that older banks have higher loan prices but lower fees and deposit prices. With loan to total asset, the results shown in columns 1, 3, 4 and 6 confirm that higher loan/total assets go with higher loan and deposit prices. This is logical in the sense that the higher the loan and deposit prices the higher the amount of money banks give out as loans to reap more profit. Also, market share is negative and significant only in columns 1 and 4, indicating that the market share increases when loan price decreases. The coefficient of efficiency in columns 1, 3, 4 and 6 also indicate that more efficient banks tend to reduce their loan and deposit prices. Results of the bank funding sources suggest in column 6 that a decrease in banks’ funding sources tend to increase their deposit price, which is intuitive, as banks may want to mobilise more deposit funding. Results of the macroeconomic
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Table 3. Pair-wise correlation coefficient estimated on sample of 330 banks across 29 African countries. * implies significant at 5% or more. Bank pricing variables are the measures of bank interest income (Loan Price), non-interest income (Fees Price), and interest cost (Deposit Price). Financial inclusion variables are the measures of financial usage (Bank accounts per 1000 adults) and financial access (Bank branches per 100000 adults). The bank-specific controls are: Bank Age is the year of establishment till date, Bank Equity is the ratio of equity to total assets used as a proxy for capitalization, Loan is the ratio of loan to total assets used to control for loan size, Mkt. Share is the individual bank loan to total market loan is used to proxy bank’s market share, Efficiency is a proxy to cost to gross income ratio, Funding source is the total liability to total assets. The macroeconomic controls: GDP growth is the annual growth rate of Gross Domestic Product and Inflation is the annual consumer price inflation.

| Variables       | Loan price | Fees price | Deposit price | Financ access | Financ usage | Bank age | Loan | Mkt. share | Efficiency | Funding source | Inflation | GDP growth |
|-----------------|------------|------------|---------------|---------------|--------------|----------|------|------------|------------|----------------|-----------|------------|
| Loan price      | 1          |            |               |               |              |          |      |            |            |                |           |            |
| Fees price      | 0.16*      | 1          |               |               |              |          |      |            |            |                |           |            |
| Deposit price   | 0.60*      | 0.11*      | 1             |               |              |          |      |            |            |                |           |            |
| Financ access   | -0.23*     | -0.32*     | 0.05*         | 1             |              |          |      |            |            |                |           |            |
| Financ usage    | -0.27*     | -0.14*     | -0.002        | 0.79*         | 1            |          |      |            |            |                |           |            |
| Bank age        | 0.03       | -0.12*     | -0.02         | 0.15*         | 0.27*        | 1        |      |            |            |                |           |            |
| Loan            | 0.02       | -0.17*     | 0.11*         | 0.30*         | 0.34*        | 0.17*    |      |            |            |                |           |            |
| Mkt. Share      | 0.02       | 0.04*      | -0.04*        | -0.17*        | 0.03         | 0.17*    | 0.14*| 1          |            |                |           |            |
| Efficiency      | -0.03      | 0.28*      | -0.21*        | -0.28*        | -0.20*       | -0.11*   | -0.08*| 0.05*      | 1          |                |           |            |
| Funding source  | -0.10*     | -0.31*     | -0.27*        | -0.02         | -0.03        | 0.08*    | -0.08*| 0.17*      | -0.06*     | 1              |           |            |
| Inflation       | 0.19*      | 0.08*      | 0.16*         | -0.17*        | -0.36*       | 0.03     | -0.06*| 0.06*      | -0.03      | -0.04*         | 1         |            |
| GDP growth      | -0.23*     | -0.04      | -0.20*        | -0.076*       | -0.21*       | -0.10*   | -0.19*| -0.08*     | 0.08*      | 0.05*          | -0.07*    | 1           |

Source: Bankscope and authors' own calculation.
stability variable (inflation) shows that higher inflation tends to increase banks fees prices. However, the economic growth variable (GDP growth) was not statistically significant across all regressions.

5.3. Effects of bank pricing behaviour on financial inclusion

The next is to analyse how banks’ pricing behaviour affects financial inclusion in Africa. Table 5 presents the regression results that have financial inclusion as the dependent variable. The different columns relate to different measures of financial inclusion (financial usage and financial access).

Table 4. Election cycles and bank pricing behaviour

| Dependent variable: Bank pricing (Loan, Fees and Deposit prices) | Fixed-effect model | Random-effect model |
|---------------------------------------------------------------|--------------------|---------------------|
| Independent variables                                           | (1)                | (2)                |
| Loan price                                                     | -0.00284**         | -0.000789          |
| Fees price                                                     | 0.000579           | 0.000579           |
| Deposit price                                                  | -0.00271**         | -0.006060          |
| Loan price                                                     | 0.000660           | 0.000360           |
| Fees price                                                     | -0.000640          | -0.000411          |
| Deposit price                                                  | 0.000558           | 0.000558           |
| Loan/Total assets                                              | 0.0919***          | 0.0783***          |
| Mkt. share                                                     | -0.0393***         | -0.00961           |
| Efficiency                                                     | -0.0105            | -0.0790**          |
| Funding sources                                                | -0.0259            | -0.0186            |
| Inflation                                                      | 0.000218           | 0.000173**         |
| GDP growth                                                     | 0.0252             | -0.00861           |
| Constant                                                       | 0.0919***          | 0.0783***          |
| Time effects                                                   | Yes                | Yes                |
| Observations                                                   | 1,698              | 1,691              |
| R-squared                                                      | 0.174              | 0.043              |
| Number of banks                                                | 272                | 272                |

Robust standard errors in parentheses, *** p < 0.01, ** p < 0.05, * p < 0.1. The coefficient of the year dummies is not stated for brevity.

The results indicate that loan price is negative and statistically significantly related to financial access at a 1% level. This means that an increase in loan price decreases financial access (bank branches per 100,000 adults). This finding is intuitive since an increase in loan price may reduce the number of loan accounts and may consequently curtail the need for more branches. To conclude, our results do not reject the hypothesis that pricing behaviour of banks influences financial inclusion in Africa. Our result agrees with the argument of Dev (2006) that pricing behaviour of banks exerts significant influence over financial inclusion.
| Independent variables | Financial usage | Financial access | Financial usage | Financial access |
|-----------------------|----------------|----------------|----------------|----------------|
| Loan price            | 0.860          | -0.593***      | -0.589         | -0.867***      |
|                       | (0.630)        | (0.227)        | (0.566)        | (0.248)        |
| Fees price            | -0.109         | 0.104          | -0.820         | 0.255          |
|                       | (0.662)        | (0.256)        | (0.651)        | (0.241)        |
| Deposit price         | 0.235          | -0.162         | 0.242          | -0.122         |
|                       | (0.330)        | (0.126)        | (0.363)        | (0.0964)       |
| Bank age              | -0.00129       | -0.000859      | -0.0013***     | -0.0013**      |
|                       | (0.00572)      | (0.00660)      | (0.000482)     | (0.00153)      |
| Loan/T. assets        | 0.432***       | 0.460***       | 0.412***       | 0.0317         |
|                       | (0.105)        | (0.100)        | (0.0421)       | (0.0395)       |
| Mkt. share            | -0.659***      | -0.667***      | 0.0784         | 0.247          |
|                       | (0.202)        | (0.203)        | (0.0953)       | (0.0962)       |
| Efficiency            | -0.229*        | -0.289*        | -0.0176        | 0.0657         |
|                       | (0.133)        | (0.128)        | (0.0508)       | (0.0487)       |
| Fund. sources         | 0.0266         | 0.0909         | 0.0631         | 0.120          |
|                       | (0.282)        | (0.276)        | (0.0927)       | (0.101)        |
| Inflation             | 0.00787***     | 0.00777***     | 0.00830***     | 6.22e-05       |
|                       | (0.00194)      | (0.00185)      | (0.000563)     | (0.000559)     |
| GDP growth            | -2.564***      | -2.372***      | -2.458***      | -2.160***      |
|                       | (0.487)        | (0.468)        | (0.186)        | (0.218)        |
| Constant              | 5.266***       | 5.253***       | 5.289***       | 1.494***       |
|                       | (0.289)        | (0.302)        | (0.291)        | (0.083)        |

(Continued)
| Independent variables | Financial usage | Financial access | Financial usage | Financial access |
|-----------------------|----------------|----------------|----------------|----------------|
|                       | (1)            | (2)            | (3)            | (4)            |
| Time effects          | Yes            | Yes            | Yes            | Yes            |
| Observations          | 999            | 999            | 992            | 1,225          |
| R-squared             | 0.463          | 0.458          | 0.458          | 0.681          |
| No. of banks          | 151            | 151            | 149            | 195            |

Robust standard errors in parentheses, *** p < 0.01, ** p < 0.05, * p < 0.1. The coefficient of the year dummies is not stated for brevity.
Some of the control variables also significantly affect financial inclusion. The age of the bank has both a significantly negative relationship and positive relationship with financial access (bank branches per 100,000 adults) under fixed and random effect models, respectively. Loan to total asset is also positive and significant on both financial access and usage. This indicates that an increase in banks’ loan portfolio increases financial access and usage, which is logical since a large loan portfolio will increase revenue for banks’ expansion. The coefficient of market share indicates that a higher market share tends to reduce financial access. Again, the results of efficiency show that high efficiency in banks tend to reduce financial access; this suggests that highly efficient banks do not need many bank branches to be able to serve their customers. However, bank funding sources were not statistically significant. The macroeconomic stability variable (inflation) positively influences financial access, suggesting that a high inflation level increases financial access. Finally, the coefficients of GDP growth suggest that high economic growth tends to reduce financial access but increases financial usage.

5.4. Political business cycles and financial inclusion: The role of banks’ pricing behaviour

This section presents the role of banks’ pricing behaviour on the effect political business cycle has on inclusive finance. Having established that political business cycles affect the pricing behaviour of banks and that banks’ pricing behaviour influences financial inclusion in Africa, we now present evidence of how political business cycles affect inclusive finance in the light of bank pricing behaviour.

In Table 6, the results of the election and pre-election cycle dummies (ELE and PREELE) across all regressions indicate that, all else equal, financial inclusion is high in election and pre-election years as compared to non-election and non-pre-election years. Loan price and deposit price individually exert a significantly positive effect on financial usage but have a negative effect on financial access. The negative relationship between loan price and financial access is in line with our earlier analysis in Table 5. More importantly, in Table 6, the coefficients of the interactive term “ELE*Loan price” exert positive and significant influence on financial access, indicating that banks’ high pricing in election years increase financial access more, compared to non-election years. This means that people take more bank loans, even if the loan price is high, and this may suggest that governments contracts, which are also often awarded in pre-election and election years to brighten the incumbent’s re-election chances, compel contractors to compete for bank loans to execute the projects, regardless of the bank’s loan pricing. This may stimulate the need for more bank branches (increased financial access). For the “ELE*Deposit price” interactive term, the coefficients are negative and significant on financial usage but positive and significant on financial access. This shows that a high deposit price reduces financial usage but increases financial access in election years, compared to non-election years. This follows logic because a high deposit price in election years may attract depositors as a result of high liquidity in the system, with no need to seek loans (low loan account and low financial usage). At the same time, banks may fund the construction of new branches with their deposits thereby increasing financial access. However, the coefficient of “ELE*Fees price” was not statistically significant across regressions.

In sum, our results support the hypothesis of a significant effect of the interaction terms (ELE*Loan Price and ELE*Deposit Price), on financial inclusion. That is, political business cycles play a role in financial inclusion through banks’ pricing behaviour in Africa. Specifically, these cycles promote financial inclusion in the African continent.

For the control variables, a bank’s age exerts a positive and significant effect on financial access in columns 4, 10, 11 and 12, suggesting that older banks have more bank branches, which is logical. Loan to total asset is also positive and significant for both financial usage and access across regressions, except for columns 4, 5, 6 and 11. This makes sense as it indicates that the more banks give out loans, the more clients and loan accounts they will have, and this will lead to the creation of new branches. The coefficient of efficiency also indicates that more efficient banks tend to reduce financial usage and access, that is, efficient banks have less loan accounts and bank branches. The bank’s funding sources show insignificant results across regressions. The macroeconomic stability variable
Table 6. Bank pricing behaviour and financial inclusion: The role of election cycles
Dependent variable: Financial Inclusion (financial usage and access)

| Independent variables | Financial usage | Financial access | Financial usage | Financial access |
|-----------------------|-----------------|-----------------|----------------|-----------------|
|                       | Fixed-effects model | Random-effects model | Fixed-effects model | Random-effects model |
|                       | (1)             | (2)             | (3)             | (4)             |
|                       | (5)             | (6)             | (7)             | (8)             |
|                       | (9)             | (10)            | (11)            | (12)            |
| ELE                   | 0.109***        | 0.0902***       | 0.103***        | 0.0995***       |
|                       | (0.0372)        | (0.0312)        | (0.0212)        | (0.0116)        |
| PREELE                | 0.0849***       | 0.0765***       | 0.0826***       | 0.0370***       |
|                       | (0.00971)       | (0.0100)        | (0.0102)        | (0.00898)       |
| Loan price            | 1.419**         | -0.640***       | -0.0855         | -0.904***       |
|                       | (0.625)         | (0.224)         | (0.561)         | (0.219)         |
| ELE*Loan price        | -0.301          | 0.641***        | -0.357          | 0.659***        |
|                       | (0.378)         | (0.103)         | (0.356)         | (0.113)         |
| Fees price            | 0.241           | 0.159           | -0.494          | 0.0793          |
|                       | (0.685)         | (0.260)         | (0.683)         | (0.247)         |
| ELE*Fees price        | -0.449          | 0.0958          | -0.521          | 0.0922          |
|                       | (0.832)         | (0.195)         | (0.832)         | (0.198)         |
| Deposit Price         | 0.731***        | -0.392***       | 0.792**         | -0.327***       |
|                       | (0.342)         | (0.0806)        | (0.354)         | (0.0759)        |
| ELE*Deposit price     | -0.580***       | 0.342***        | -0.640***       | 0.325***        |
|                       | (0.227)         | (0.0580)        | (0.228)         | (0.0640)        |
| Bank age              | -0.00114        | 8.36e-05        | 0.00100         | 0.00444***      |
|                       | (0.00602)       | (0.00624)       | (0.000600)      | (0.000459)      |
| Loan/Total assets     | 0.335***        | 0.380***        | 0.324***        | 0.330***        |
|                       | (0.104)         | (0.0986)        | (0.0410)        | (0.0996)        |
| Efficiency            | -0.234*         | -0.315**        | -0.250*         | -0.501***       |
|                       | (0.014)         | (0.0140)        | (0.0140)        | (0.0149)        |

(Continued)
Table 6. (Continued)

Dependent variable: Financial Inclusion (financial usage and access)

|                | Fixed-effects model | Random-effects model |
|----------------|--------------------|----------------------|
|                | Financial usage    | Financial access     | Financial usage | Financial access |
| Independent    |                    |                      |                |                  |
| variables      | (1)                | (2)                  | (3)            | (4)              | (5)                | (6)                | (7)                | (8)                | (9)                | (10)               | (11)               | (12)               |
|                | (0.133)            | (0.129)              | (0.133)        | (0.0504)         | (0.0488)           | (0.131)           | (0.129)           | (0.132)           | (0.0506)           | (0.0441)           | (0.0483)           |
| Funding sources|                    |                      |                |                  |                    |                    |                    |                    |                    |                    |                    |                    |
|                | 0.0207             | 0.111                | 0.0921         | 0.122            | 0.0758             | 0.112             | 0.0258            | 0.0472            | 0.0747             | 0.0717             | 0.0230             | 0.0837             |
|                | (0.280)            | (0.271)              | (0.267)        | (0.0979)         | (0.0939)           | (0.0951)          | (0.239)           | (0.246)           | (0.255)           | (0.0963)           | (0.0917)           | (0.0925)           |
| Inflation      |                    |                      |                |                  |                    |                    |                    |                    |                    |                    |                    |                    |
|                | 0.00636***         | 0.00791***           | 0.00683***     | −1.66e-05        | −0.000702          | −0.000164         | 0.00769***        | 0.00767***        | 0.00646***        | 3.33e-05           | −0.000948          | −0.000458          |
|                | (0.00181)          | (0.00174)            | (0.00173)      | (0.000667)       | (0.000625)         | (0.000653)        | (0.00183)         | (0.00181)         | (0.00177)         | (0.000656)         | (0.000629)         | (0.000654)         |
| GDP growth     | −2.632***          | −2.427***            | −2.482***      | 0.594***         | 0.520***           | 0.494***          | −2.324***         | −2.169***         | −2.303***         | 0.558***           | 0.479***           | 0.452***           |
|                | (0.477)            | (0.461)              | (0.466)        | (0.174)          | (0.166)            | (0.168)           | (0.458)           | (0.447)           | (0.452)           | (0.170)            | (0.162)            | (0.164)            |
| Constant       |                    |                      |                |                  |                    |                    |                    |                    |                    |                    |                    |                    |
|                | 5.201***           | 5.188***             | 5.215***       | 1.464***         | 1.467***           | 1.452***          | 5.307***          | 5.292***          | 5.213***          | 1.406***           | 1.378***           | 1.344***           |
|                | (0.292)            | (0.314)              | (0.291)        | (0.0855)         | (0.0840)           | (0.0845)          | (0.226)           | (0.245)           | (0.253)           | (0.108)            | (0.104)            | (0.106)            |
| Time effects   | Yes                | Yes                  | Yes            | Yes              | Yes                | Yes               | Yes               | Yes               | Yes               | Yes                | Yes                | Yes                |
| Observations   | 999                | 999                  | 992            | 1.225            | 1.225              | 1.215             | 999               | 999               | 992               | 1.225              | 1.225              | 1.215              |
| R-squared      | 0.475              | 0.467                | 0.470          | 0.696            | 0.697              | 0.706             | 0.4659            | 0.4631            | 0.4682            | 0.6952             | 0.6962             | 0.7046             |
| Number of banks| 151                | 151                  | 149            | 195              | 195                | 193               | 151               | 151               | 149               | 195                | 195                | 193                |

Robust standard errors in parentheses, *** p < 0.01, ** p < 0.05, * p < 0.1. The coefficient of the year dummies is not stated for brevity.
(inflation) positively influences financial usage across all regressions. This means that a high inflation level increases financial usage. Finally, the economic growth variable (GDP growth) was negative and statistically significant with financial usage but positive and significant with financial access. This suggests that economic growth tends to increase financial access but reduces financial usage.

6. Conclusion and policy implications

This paper contributes to literature by providing empirical evidence on how political business cycles through banks’ pricing behaviour affects financial inclusion in Africa. In particular, using a panel dataset of 330 banks across 29 African countries over the period 2002–2013 and employing fixed and random effect estimation techniques, the study first analysed how political business cycles affect banks’ pricing behaviour, secondly, it assesses the effects of banks’ pricing behaviour on inclusive finance, and finally, it looked at the sensitivity of financial inclusion to political business cycles and banks’ pricing behaviour. The paper uses two indicators of financial inclusion: financial usage and financial access. The Election dummy which takes the value 1 in presidential elections is used to measure political business cycles together with three specifications of bank pricing behaviour: loan price, fees price, and deposit price. This is to make our results withstand intellectual criticisms with regard to the use of alternative specifications.

The following key results were found: First, the results demonstrate that political business cycles affect banks’ pricing behaviour in Africa. Specifically, our results suggest that banks’ loan prices are lower in election years compared to non-election years. This finding is consistent with the argument of the “opportunistic” model that argues that all governments, irrespective of their ideological orientation, apply expansionary policies ahead of elections in order to increase their popularity and to brighten their re-election chances. By applying expansionary policies, commercial banks’ loan prices tend to reduce, all else equal. Second, on the effects of banks’ pricing behaviour on inclusive finance, the results show that a high loan price decreases financial access. This means that some people are banking with the expectation of acquiring low-interest loans for investment and may resort to alternative ways to finance their businesses when the loan price is high; therefore, loan accounts and the need for more bank branches will reduce. Finally, the results also show that financial inclusion is sensitive to political business cycles and banks’ pricing behaviour. In particular, the results indicate that a high bank loan price in election years increases financial access more than in non-election years; and a high deposit price reduces financial usage but increases financial access in election years compared to non-election years.

We, thus, conclude that, even though there is evidence of political business cycles worsening economic growth and human development, it does not discourage financial inclusion in Africa. Rather, it encourages inclusive finance; specifically, PBCs increase financial access through loan and deposit prices. The inability of the paper to account for endogeneity is its potential limitation. Therefore, future work in this area can account for endogeneity. On the policy implications, domestic policymakers of African countries should bear in mind that if financial inclusion is decreasing in their various countries, it is not because of political business cycles. Therefore, they should concentrate on other factors to improve inclusive finance. Thus, political business cycles could be blamed for low economic growth and human development among others, but not for inclusive finance.
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## Appendix

### Table A1. Hausman specification test for Table 4

| Coefficients | (b)       | (B)      | (b-B)     | sqrt (diag (V_b-V_B)) |
|--------------|-----------|----------|-----------|-----------------------|
|              | FE        | RE       | Difference| Standard errors       |
| ele          | -.0027644 | -.002451 | -.0003133 |                       |
| preele       | -.0022787 | -.0019257| -.000353  |                       |
| ESTAB        | -.0010757 | -.0002215| -.0008542 | .000176               |
| loan         | .0341687  | .031835  | .0023336  | .0013837              |
| mktsh        | -.03152   | -.0253251| -.0061948 | .0023826              |
| xeff         | -.0629901 | -.0514394| -.011307  | .0013085              |
| lev          | -.0230528 | -.0292944| .0062416  | .0045111              |
| Infla        | .0002051  | .000205  | .000087   | .000055               |
| gdppp        | -.0082716 | -.0158657| -.007594  | .000055               |

\( b = \) consistent under Ho and Ha; obtained from xtreg.  
\( B = \) inconsistent under Ha, efficient under Ho; obtained from xtreg.  
Test: Ho: difference in coefficients not systematic.   
\( \chi^2 (9) = (b-B)'[V_{b-V_B}]^{-1}(b-B) \)  
= 77.62  
Prob>\( \chi^2 = 0.000 \)  
Therefore, \( V_{b-V_B} \) is not positive definite)  
Source: Author’s computation using STATA.

### Table A2. Hausman specification test for Table 5

| Coefficients | (b)       | (B)      | (b-B)     | sqrt (diag (V_b-V_B)) |
|--------------|-----------|----------|-----------|-----------------------|
|              | FE        | RE       | Difference| Standard errors       |
| intpr        | 1.075711  | -.1340341| 2.616052  |                       |
| ESTAB        | .0535178  | .009254  | .0442638  | .0029043              |
| loan         | .3930159  | .5284491 | -.135432  |                       |
| mktsh        | -.390882  | -.100782 | .7099002  |                       |
| xeff         | -.2605491 | -.6349418| .3743927  |                       |
| lev          | -.0618374 | -.0786657| .0168283  |                       |
| Infla        | .0081478  | .0144227 | -.0062749 |                       |
| gdppp        | -.313511  | -.2147396| -.9877134 |                       |

\( b = \) consistent under Ho and Ha; obtained from xtreg.  
\( B = \) inconsistent under Ha, efficient under Ho; obtained from xtreg.  
Test: Ho: difference in coefficients not systematic  
\( \chi^2 (8) = (b-B)'[V_{b-V_B}]^{-1}(b-B) \)  
= 2003.35  
Prob>\( \chi^2 = 0.000 \)  
Therefore, \( V_{b-V_B} \) is not positive definite)  
Source: Author’s computation using STATA.
### Table A3. Hausman specification test for Table 6

| Coefficients | (b) | (B) | (b-B) | sqrt(diag(V_b-V_B)) |
|--------------|-----|-----|-------|---------------------|
|              | FE  | RE  | Difference | Standard errors      |
| ele          | .0426923 | .0606039 | -.0179116 |                    |
| intrpr       | 1.337058 | -1.196253 | 2.533311 |                    |
| eleintrpr    | .6518877 | .2249139 | .4269738 |                    |
| preele       | .0829569 | .2249139 | .141957 | .0456762 | .0372807 | .0028494 |
| ESTAB        | .0551749 | .009079 | .046096 |                    |
| loan         | .3362429 | .4160223 | -.0797794 |                    |
| xeff         | -.2979814 | -.6593779 | .3613965 |                    |
| lev          | -.0374484 | -.138305 | .1008566 |                    |
| Infla        | .0074795 | .0146801 | -.0072007 |                    |
| gdppp        | -3.018538 | -2.022236 | -.9963027 |                    |

\( b = \) consistent under Ho and Ha; obtained from xtreg.
\( B = \) inconsistent under Ha, efficient under Ho; obtained from xtreg.

Test: Ho: difference in coefficients not systematic
\( \chi^2(10) = (b-B)'(V_b-V_B)^{-1}(b-B) = 42.67 \)
Prob>\( \chi^2 = 0.000 \)
Therefore, \((V_b-V_B)\) is not positive definite

Source: Author's computation using STATA.