B-spline Estimation for Force of Mortality
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Abstract The paper focuses on the estimation of the force of mortality of living time distribution. We use a third-order B-spline function to construct the logarithm for force of mortality of living time. The number of the knots, their locations and B-spline coefficients based on a sample of observations are estimated by the maximum likelihood estimation method. Evaluation of B-spline parameters estimated by maximum likelihood estimation tested with criteria of the modified chi-squared goodness of the fit statistic. An algorithm developed to calculate Sequential Procedure for the modified chi-squared goodness of the fit testing. The Matlab code was written using the algorithm. Within this evaluation, the number of knots in the model has significantly reduced. The developed method was used to explain the mortality rate of women aged 0 to 69 among the Mongolian population in 2019 and estimate the life expectancy of Mongolians. The results of this experiment provided an excellent estimation of the force of mortality. Construction of a mortality rate estimation gives possibilities to determine mortality trends and force of mortality. Here, force of mortality is further used to construct a survival function, a lifetime distribution function, and a lifetime distribution probability density function. The method can also be used in financial market models and in models that estimate the useful life of equipment.
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1 Introduction

In any nation, setting up the force of mortality and the living time distribution are crucially important in actuarial science, life insurance, health, and demographic surveillance system. Thus, estimation of the force of mortality has become the most important issues among the researchers.

De Moivre (1729) [1] applied a survival model in actuarial science. He estimated that the function of the force of mortality is \( \lambda(x) = \frac{1}{x - w} \), where survival function is \( s(x) = 1 - \frac{x}{w} \) when \( 0 \leq x < w \). Since then other scientists have made important contributions.

Gompertz (1825) [2] made an attempt to model the force of mortality. He proposed the force of mortality as

\[
\lambda(x) = Bc^x, \tag{1}
\]

with parameters \( B > 0, c > 1, x \geq 0 \). In this case, we can find the survival function for the Gompertz distribution:

\[
s(x) = \exp(-m(c^x - 1)). \tag{2}
\]

In 1860, Makeham [3] extended Gompertz’ equation by adding a constant, \( A > 0 \):

\[
\lambda(x) = A + Bc^x. \tag{3}
\]

Accounting to (3), the survival function can be found:

\[
s(x) = \exp[-Ax - m(c^x - 1)]. \tag{4}
\]

when \( B > 0, A \geq -B, c > 1, x \geq 0 \). The Weibull [4] model has been applied in a mortality context, though it was developed for the failure of technical systems due to wear and tear. He suggested the force of mortality as

\[
\lambda(x) = kx^n \tag{5}
\]

with the survival function:

\[
s(x) = \exp(-ux^{n+1}). \tag{6}
\]
A three-component, competing-risk mortality model, developed for animal survival data, has been proposed by Siler [5]. This model aims at portraying the whole of the age range with five parameters. On the other hand, Anson [6] proposed a fifth degree polynomial to represent the hazard rate for humans. A comprehensive review of the models for human population over ages has been provided by Gavrilov and Gavrilova [7]. The survival function and the force of mortality were also proposed by [8]. Here, the structure of the survival model and the force of mortality are defined as:

\[ s(x) = \sum_{i=0}^{n} a_i x^i, \]  

\[ \lambda(x) = \frac{1a_1 + 2a_2 x + 3a_3 x^2 + \ldots + n a_n x^{n-1}}{a_0 + a_1 x + a_2 x^2 + \ldots + u}, \]

respectively. Here, cross validity prediction power,

\[ \rho^2_{CV} = 1 - \frac{(n-1)(n-2)(n+1)}{n(n-k-1)(n-k-2)}(1-R^2), \]

\( (n) \) is the number of observations, \( k \) is the number of predictors in the model, \( R \) is the correlation between observed and predicted values of the dependent variable, was applied for the testing of the stability of the fitted model.

The method for calculating the (n-1)-th order of B-Spline, number of knots, \( k \), knots location, \( t \), and the regression coefficients \( \theta \) is proposed in [9]. Here, the linear space of all n-th order spline functions defined on a set of non-decreasing knots \( t_{k,n} = \{t_i\}_{i=1}^{2n+k} \) denoted by \( S_{k,n} \), where \( t_n = a, t_{n+k+1} = b \). They used splines with simple knots, except for the \( n \) left and right most knots which were assumed to be coalescent, i.e. \( t_{k,n} = \{t_1 = \ldots = t_n < t_{n+1} < \ldots < t_{n+k} < t_{n+k+1} = \ldots = t_{2n+k} \} \).

A spline regression function \( f \in S_{k,n} \) can be expressed to be

\[ f(t_{k,n}, x) = \theta^r N_n(x) = \sum_{i=1}^{p} \theta_i N_{i,n}(x), \]

where \( \theta = (\theta_1, \ldots, \theta_p)^r \) is a vector of real valued regression coefficients and \( N_n(x) = (N_{1,n}(x), \ldots, N_{p,n}(x))^r, p = n + k \) are the B-splines of order \( n \), defined on \( t_{k,n} \).

It is well known that \( \sum_{i=j-n+1}^{j} N_{i,n}(t) = 1 \), for any \( t \in [t_j, t_{j+1}], j = n, \ldots, n + k \) and \( N_{i,n}(t) = 0 \) for \( t \notin [t_i, t_{i+n}] \) respectively.

Vladimir K. Kaishev and etc [9] defined 5% as relative error of the estimation of \( \theta \) parameter that has the least squared sum of a distance between the empirical distribution of life time and the distribution with

\[ \lambda(x, \theta) = \sum_{i=1}^{p} \theta_i N_{i,n}(x) \]

force of mortality. This estimation defined the approximate value of the experimental distribution. Our main goal is to evaluate the theoretical distribution. The asymptotic distribution needs to be determined in order to verify that this assessment is consistent with the theoretical distribution. Since this asymptotic distribution has not been defined in the study [9], we used maximum likelihood estimation-\( \hat{\theta} \), for which the asymptotic distribution determined. Therefore, we used modified chi-square goodness of fit test on the hypothesis of whether the theoretical distribution was included in the family distribution with \( \lambda(x, \theta) \) force of mortality.

The logarithmic assessment of the lifetime of the human life of the total population of Mongolia developed by O. Tserenbat and etc [10]. In this assessment, they have used the data of population deaths in 2003-2008, with use of the method described in [9] for the evaluation of the B-spline function parameters. The results from the assessment lead to the obtaining the quadratic spline fit with \( k = 20 \) knots for both total population. Khaoula Aidi, Sanki Dey and Azeem Ali developed in a new bounded distribution from the exponentiated Weibull distribution by transformation of the type \( x = T/(1 + T) \), where \( T \) has the exponentiated Weibull distribution [11].

They obtained a new distribution with support on \( (0, 1) \), which call it bounded exponentiated Weibull (BEW) distribution.

This distribution was capable of modelling decreasing and bathtub shaped hazard rate. They also obtained maximum likelihood estimators for unknown parameters of the model based on right-censored data.

They used modified chi-squared statistic developed by Bagdonavicius and Nikulin(2011) for some parametric accelerated failure times models [12]. It is well known that, if the sample size is large, then the evaluation of the distribution parameters by MLE is preferable. An example of this is presented in the recent work of Siti Aisyah Zakaria and etc [13], where they used the MLE in the evaluation the distribution parameters.

In this paper, we evaluate the logaritum of the force of mortality in the form of the third order B-spline, where its parameters have been estimated by the Maximum Likelihood Estimation. We examine the fit of the obtained distribution with the empirical distribution by using chi-square goodness of fit statistics in [14, 15, 18]. Here, 3rd order of the spline,with \( k = 4 \) knots were defined to be in good fit statistics.

2 Living time distribution and its empirical estimation

Let’s denote by \( X \) is the living time of people. Then, by assuming \( X \geq 0 \) to be continuous random variable, we define distribution function \( F_X(x) \) as and

\[ F_X(x) = P(X \leq x), x \geq 0. \]

Here, the function

\[ s(x) = 1 - F_X(x) = P(X > x), x \geq 0 \]

(13)
is called the survival functions of the random variable $X$. From the definition of conditional probability, for $X \geq x$ in this case, the conditional probability death of person with age $x$ within the time interval $x + \Delta x$, for given $X \geq x$ is:

$$P(x \leq X < x + \Delta x \mid X \geq x) = \frac{F_X(x + \Delta x) - F_X(x)}{1 - F_X(x)}$$

Here, $f_X(x) = F_X'(x)$ the density function of living time distribution. The function

$$\lambda(x) = \frac{f_X(x)}{1 - F_X(x)}$$

is called the force of mortality function. Survival function is expressed as a function of the force of mortality and can be written in the following

$$s(x) = \exp\left(-\int_0^x \lambda(t)dt\right)$$

Thus, the cumulative distribution and the density functions are expressed via the force of mortality as:

$$F_X(x) = 1 - s(x) = 1 - \exp\left(-\int_0^x \lambda(t)dt\right)$$

and

$$f_X(x) = F_X'(x) = \lambda(x)\exp\left(-\int_0^x \lambda(t)dt\right)$$

Let $n_x$ denotes the number of death of people aged in the interval $x - 1, x$. $x = 1, 2, 3, \cdots, 100$, and $n_{101}$ the total number of death of people above age $N = \sum_{x=1}^{101} n_x$. Then empirical estimation for the function of living time distribution and empirical estimation for the force of mortality are defined as

$$\hat{F}_X(x) = \frac{n_1 + n_2 + \cdots + n_x}{N}, \quad x = 1, 2, \cdots, 100$$

$$\hat{\lambda}(x) = \frac{\hat{F}_X(x) - \hat{F}_X(x - 1)}{1 - \hat{F}_X(x)}, \quad x = 1, 2, \cdots, 100$$

respectively.

### 3 B-spline estimation for the logarithmic force of mortality by the MLE method

#### 3.1 B-spline

Consider a set of B-spline functions of the $n$th order defined on a set of knots

$$c_{k,n} = (c_1, c_2, \ldots, c_{2n+k})$$

$$(a = c_1 = c_2 = \ldots = c_n < c_{n+1} < \ldots < c_{n+k}$$

$$< c_{n+k+1} = \ldots = c_{2n+k} = b)$$

as

$$S_k = \{g(x, \theta, c_{k,n}) : \theta \in \mathbb{R}^{n+k}, \ c_{k,n} \in \mathbb{R}^{2n+k}\}.$$  \hspace{1cm} (21)

g(x, \theta, c_{k,n}) \in S_k \text{ B-splines are defined on the set of knots through recurrence relation}

$$g(x, \theta, c_{k,n}) = \theta^T B_n(x) = \sum_{j=1}^p \theta_j B_j,n(x, c_{k,n}).$$  \hspace{1cm} (22)

(T is the symbol transposed in the matrix)

Here, $B_n(x) = (B_1,n(x), B_2,n(x), \ldots, B_p,n(x))^T$ is $n$th order basic B-spline function, $\theta = (\theta_1, \theta_2, \ldots, \theta_p)^T$,

$p = n + k$ is a vector of coefficient for basis B-splines.

Basis B-splines are defined on set of knots $c_{k,n}$ through the Mansfield-De Boor-Cox recurrence relation

$$B_{i,n}(x, c_{k,n}) = \frac{x - c_i}{c_{i+n} - c_i} B_{i,n-1}(x)$$

$$+ \frac{c_{i+n+1} - x}{c_{i+n+1} - c_{i+1}} B_{i+1,n-1}(x), \quad n \geq 1$$

$$B_{i,1}(x) = \begin{cases} 1, & x \in [c_i, c_{i+1}) \\ 0, & \text{other} \end{cases}$$

from which it can be seen that $B_{i,n}(x) = 0$ for $x \notin [c_i, c_{i+1}]$.

#### 3.2 Maximum Likelihood Estimation

Suppose that a sample $X_1, X_2, \ldots, X_N$ of random variables chosen according to of family of distribution $F(x, \theta)$. Here, $\theta = (\theta_1, \theta_2, \ldots, \theta_s) \in \Theta \subset \mathbb{R}^s$, $\mathbb{R}^s$ and $\Theta$ are $s$-dimensional unknown parameter, $s$-dimensional the space of real vectors and $s$-dimensional open set respectively.

Let’s denote by $\theta_0$ the true value of $\theta$. Then, the principle of maximum likelihood yields a choice of the estimator $\hat{\theta}$ as the value for the parameter that makes the observed data most probable.

The likelihood function is the density function regarded as a function of $\theta$,

$$L(\theta|x) = f(x, \theta), \ \theta \in \Theta.$$  \hspace{1cm} (25)

The maximum likelihood estimator (MLE) is the value of $\hat{\theta}$ defined to be

$$L(X_1, X_2, \ldots, X_N, \theta) = \sum_{i=1}^N \log f(X_i, \theta) \rightarrow \max. \quad \theta \in \Theta$$

If behavior at $\theta = \theta_0$, the density probability function $f(x, \theta)$ satisfies a regularity condition, where $\sqrt{N}(\hat{\theta} - \theta_0)$ vector statistics has the zero expectation and an asymptotic multidimensional normal distribution with a covariance matrix $I^{-1}(\theta_0)$ ($N \rightarrow \infty$). Here, $I(\theta)$ is the Fisher information matrix and written as

$$I(\theta) = \left(-E\left(\frac{\partial^2 f(X_1, \theta)}{\partial \theta_i \partial \theta_j}\right)\right)_{s \times s}$$  \hspace{1cm} (27)

$$i = 1, 2, \ldots, s; \ j = 1, 2, \ldots, s.$$
where $E(\cdot)$ – the expectation operator.
When $s = 1$, for any consistent estimator $\hat{\theta}^* = \theta^* (X_1, X_2, \ldots, X_N)$ of $\theta$ parameter
\[ \lim_{N \to \infty} \frac{E[\sqrt{N}(\theta^* - \theta_0)]^2}{I^{-1}(\theta_0)} \geq 1 \]  \text{(28)}
or maximum likelihood estimation $\hat{\theta}$ is an efficient estimator of the limit.
Also, when $s > 1$
\[ \lim_{n \to \infty} (\text{cov}(\sqrt{N}(\theta^* - \theta_0)) - I^{-1}(\theta_0)). \]  \text{(29)}
The above matrix is a nonnegative definite matrix or an asymptotic efficient estimator in the Cramer-Rao sense. Since we deal with population data, we used MLE that is appropriate for the large size sample.

### 3.3 Estimation of the force of mortality

An additional condition $\lambda(x) \geq 0$ is required to evaluate the theoretical force of mortality $\lambda(x)$. However, no additional condition is required to evaluate the logarithm of the force of mortality function by B-spline.
\[ \ln(\lambda(x)) = g(x, \theta, c_{k,n}). \]  \text{(30)}
Now, by approximating the force of mortality as
\[ \lambda(x) = \exp \{ g(x, \theta, c_{k,n}) \}, \]  \text{(31)}
the probability density function is expressed by B-spline:
\[ f_X(x, \theta, c_{k,n}) = \exp (g(x, \theta, c_{k,n})) \cdot \exp \left(- \int_0^x \exp(g(t, \theta, c_{k,n}))dt \right) = \exp \left\{ g(x, \theta, c_{k,n}) - \int_0^x \exp(g(t, \theta, c_{k,n}))dt \right\} \]  \text{(32)}
For a fixed order of the B-spline $n$, given a sample of observations $\{x_i, n_i\}_{i=1}^r$, ($x_i$ is the mean of $[i-1, i]$ intervals, $n_i$ is the frequency of $x_i$), we estimate the number of knots $k$, their locations $c_{k,n}$ and the value of $\theta$ parameters by the maximum likelihood estimator.

Then, the logarithm likelihood function is defined as:
\[ l(X, \theta, c_{k,n}) = \ln \prod_{i=1}^N f_X(x_i, \theta, c_{k,n}) = \sum_{i=1}^r n_i \cdot \ln \left( \exp\{g(x_i, \theta, c_{k,n}) - \int_0^{x_i} \exp(g(t, \theta, c_{k,n}))dt\} \right) \]  \text{(33)}
The value of $\theta$ and $c_{k,n}$ that maximizes the function (33) will be solutions to following optimization problem.

### Problem
To find the value of parameters $\hat{\theta}$, and the optimal position of the knots $\hat{c}_{k,n}$, we solve the problem
\[ l(X, \theta, c_{k,n}) = \sum_{i=1}^r n_i \cdot \left( g(x_i, \theta, c_{k,n}) - \int_0^{x_i} \exp(g(t, \theta, c_{k,n}))dt \right) \to \max \]  \text{(34)}
where, $\theta = \{\theta_1, \theta_2, \ldots, \theta_p\} (p = n + k)$,
\[ c_{k,n} = \{c_1, c_2, \ldots, c_k\}, \]  \text{(35)}
$a < c_1 < \ldots < c_k < b$.

## 4 The modified $\chi^2$ goodness of fit test

Let $F(x)$ be the distribution function of the original set of the $X_1, X_2, \ldots, X_N$ sample. Consider complex hypothesis
\[ H : F(x) = \{F(x, \theta) : \theta \in \Theta \subset \mathbb{R}^S\} \]  \text{(36)}
and null hypothesis
\[ H_0 : F(x) = F(x, \theta_0). \]  \text{(37)}
We divided the $\mathbb{R}$ into $k$ non-intersect subintervals $s_1, s_2, \ldots, s_k$, $k \geq 2$ and count the number $\nu_i$ of observations in the sample that fall into the $s_i$ subintervals. Denote by some matrix
\[ \nu_i = \sum_{i=1}^m I_{s_i}(x_i), \]  \text{(38)}
\[ p_i(\theta) = \int_{s_i} f(x, \theta)dx, \quad i = 1, 2, \ldots, k \]  \text{(39)}
\[ f(x, \theta) = \frac{dF(x, \theta)}{dx} \]  \text{(40)}
\[ \nu = (\nu_1, \nu_2, \ldots, \nu_{k-1})^T \]  \text{(41)}
\[ P(\theta) = (p_1(\theta), p_2(\theta), \ldots, p_{k-1}(\theta))^T. \]  \text{(42)}
$T$ is the symbol transposed in the matrix.
\[ V(\theta) = [p_i(\theta)\delta_{ij} - p_i(\theta)p_j(\theta)]_{(k-1) \times (k-1)} \]  \text{(43)}
\[ I_G(x) = \begin{cases} 1, & x \in G \\ 0, & x \notin G \end{cases} \]  \text{(44)}
\[ \delta_{ij} = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases} \]  \text{(45)}
At this point, K. Pearson’s classic chi-square statistic is:
\[ \chi^2_{1N}(\theta) = \sum_{i=1}^k \frac{(\nu_i - Np_i(\theta))^2}{Np_i(\theta)} = \frac{1}{N}(\nu - NP(\theta))^T V^{-1}(\theta)(\nu - NP(\theta)). \]  \text{(46)}
Here, $\nu_1 + \nu_2 + \ldots + \nu_k = N$, $p_1(\theta) + p_2(\theta) + \ldots + p_k(\theta) = 1$.
If null hypothesis is true value, then next limit theorem is valid,
\[ \lim_{N \to \infty} P\left( \chi^2_{1N}(\theta_0) < x \right) = H_{k-1}(x). \]  \text{(47)}
Here, $H_{k-1}(x)$ is a chi-square distribution with $(k-1)$ degrees of freedom. Based on this limit theorem, the $\chi^2_{1N}(\theta_0)$ statistics is used as testing statistics whether the $H_0$ hypothesis is accepted. However, since $\theta_0$ is unknown, $\chi^2_{1N}(\theta)$ statistic cannot be used as testing statistic whether $H$ hypothesis is accepted. Instead, let’s assume that $\chi^2_{1N}(\hat{\theta})$ statistics can be used. Here, $\hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_N)$ is maximum likelihood estimation.

In 1971, DM Chibisov [16],[17] confirmed the prevalence of

$$\lim_{N \to \infty} P(\chi^2_{1N}(\hat{\theta}) < x) = P(\chi^2_{n-s-1} + \lambda_1 \xi_1^2 + \lambda_2 \xi_2^2 + \ldots + \lambda_s \xi_s^2 < x). \quad (47)$$

Here, $\chi^2_{n-s-1}$ is a random variable with chi-square distribution with $n-s-1$ degree of freedom. $\xi_1, \xi_2, \ldots, \xi_s$ are independent standard normally distributed random variables, $0 \leq \lambda_j \leq 1, j = 1, 2, \ldots, s$ are constant parameters.

Since $\lambda_j$ parameters depend on the true value of the unknown parameter $\theta_0$, the $\chi^2_{1N}(\hat{\theta})$ statistics cannot be used as the $H$ hypothesis testing statistic. By accounting above situation, let’s use called modified chi-square statistics developed by M. S. Nikulin [14] and O. Dzaparidze and etc [15] for testing statistics hypothesis $H$.

$$\chi^2_{2,N}(\theta) = \frac{1}{N}(\nu - N \cdot P(\theta))^T \cdot (V(\theta) - B(\theta)N^{-1}(\theta)B^T(\theta))^{-1} \cdot (\nu - N \cdot P(\theta)) \quad (48)$$

Here,

$$B(\theta) = \left( \frac{\partial p_i(\theta)}{\partial \theta_j} \right)_{(k-1) \times s}, \quad (49)$$

$i = 1, 2, \ldots, (k-1), j = 1, 2, \ldots, s$

They proved next limit theorem (if $H$ hypothesis is true),

$$\lim_{N \to \infty} P(\chi^2_{2,N}(\hat{\theta}) < x) = H_{k-1}(x). \quad (50)$$

By accounting above, let’s use the modified chi-square statistic $\chi^2_{2,N}(\hat{\theta})$ for testing the hypothesis $H$.

Evaluation of B-spline parameters $\theta$ estimated by MLE was tested with criteria of the modified chi-squared goodness of the fit statistic. In order to test the composite hypothesis we need to divide the real numbers into $k$ disjoint intervals $[0, b]$. In present work, the interval $[0, b]$ is divided into sub-intervals by using the above mentioned method, where calculation of the modified chi-square testing value is performed using (37-45). Then the modified $\chi^2$ goodness of fit test is derived as:

$$\chi^2_{2,N} = \frac{(\nu - N \cdot P(\hat{\theta}, \hat{c}_{k,n}))^T}{\sqrt{N}} \cdot \left( V(\hat{\theta}, \hat{c}_{k,n}) - B(\hat{\theta}, \hat{c}_{k,n})N^{-1}(\hat{\theta}, \hat{c}_{k,n})B^T(\hat{\theta}, \hat{c}_{k,n}) \right)^{-1} \cdot (\nu - N \cdot P(\hat{\theta}, \hat{c}_{k,n})) \quad (51)$$

Here, $\chi^2_{2,N,k}$ statistics in the limit at $N \to \infty$ has a chi-square distribution with $k-1$ degree of freedom.

**Theorem:** At $n$th order B-spline $S_k$ is:

$$H_k : \ln \lambda(x) \in S_k,$$

for

$$S_k = \{ g(x, \theta, c_{k,n}) : \theta \in R^{n+k}, c_{k,n} \in R^{2n+k}, k \geq 0 \}. \quad (53)$$

If $\hat{\theta}, \hat{c}_{n,k}$ denotes the Maximum Likelihood Estimation of the parameter $\theta, c_{n,k}$ based on the sample, then the modified statistic $\chi^2_{N,k}(\hat{\theta}, \hat{c}_{k,n})$ is defined as (51). If the hypothesis $H_k$ is true, then as the sample size $N \to \infty$, the distribution function of $\chi^2_{N,k}$ converges to $H_{k-1}(x)$. i.e

$$P(\chi^2_{N,k} < x) \longrightarrow H_{k-1}(x) = \begin{cases} \frac{1}{\Gamma((k-1)/2)} \int u^{(k-1)/2-1} \cdot \exp(-u/2)du, & x \geq 0 \\ 0, & x < 0 \end{cases} \quad (54)$$

$\Gamma(\cdot)$–Gamma function. See you proof of theorem in [18].

## 5 Sequential Procedure for the modified $\chi^2$ goodness of fit testing

We use a third-order B-spline function to construct the log-rhythm of force of mortality of living time. The number of the knots, their locations and B-spline coefficients based on a sample, then the modified statistic $\chi^2_{N,k}(\hat{\theta}, \hat{c}_{k,n})$ is defined (51). If the hypothesis $H_k$ is true, then as the sample size $N \to \infty$, the distribution function of $\chi^2_{N,k}$ converges to $H_{k-1}(x)$. i.e

1. When the knot has no internal knot point i.e $k = 0$, then the 3rd order B-spline functions set in the segment $[a, b]$ is written as:

$$S_0 = \{ g(x, \theta) = \frac{1}{(b-a)^2} \left( \theta_1 (b-x)^2 + 2\theta_2 (x-a) (b-x) + \theta_3 (x-a)^2 \right) : \theta \in R^3 \}. \quad$$

The logarithm likelihood function is defined in the following.

$$\ln(l(X, \theta) = \sum_{i=1}^{r} \left[ g(x_i, \theta) - \int_{0}^{x_i} \exp(g(x, \theta)) \, dt \right] \quad$$

Here, $\theta$ parameter estimation denoted by $\hat{\theta} = \{ \hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3 \}$. In this case, we can write the $H_0$ and alternative hypotheses as:

$$H_0 : \ln \lambda(x) \in S_0$$
$$K_0 : \ln \lambda(x) \not\in S_0.$$
2. When the knot has one internal knot point i.e. $k = 1$, the 3rd order B-spline functions set in the segment $[a, b]$ is

$$S_1 = \{ g(x, \theta, c_1) : \theta \in \mathbb{R}^3, a < c_1 < b \},$$

$$g(x, \theta, c_1) = \begin{cases} 
\theta_1 \frac{(c_1-x)^2}{c_1-a} + \theta_2 \frac{1}{c_1-a} \left( \frac{(x-a)(c_1-x)}{c_1-a} + \frac{(x-a)(x-c_1)}{b-a} \right) \\
+ \theta_3 \frac{(x-a)(c_1-x)}{(b-a)} + \theta_2 \frac{1}{b-c_1} \left( \frac{(x-a)(b-x)}{b-c_1} + \frac{(c_1)(b-x)}{b-c_1} \right) \\
+ \theta_2 \frac{1}{(b-c_1)^2}, \ x \in [c_1, b] \end{cases}$$

The logarithm likelihood function is

$$l(X, \theta, c_1) = \sum_{i=1}^{N} n_i \left( g(x_i, \theta, c_1) - \int_{0}^{x_i} \exp(g(t, \theta, c_1)) dt \right)$$

Here, parameter estimation $\theta = (\theta_1, \theta_2, \theta_3, \theta_4)$ and $c_1$ are noted by $\hat{\theta} = \{ \hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3, \hat{\theta}_4 \}, \hat{c}_1$. In that case, we can write the $H_1$ and alternative hypotheses to be

$$H_1 : \ln \lambda(x) \in S_1$$

$$K_1 : \ln \lambda(x) \notin S_1$$

When $\chi^2_{k,1} < \chi^2_{k-1,\alpha}$, we accept the hypothesis $H_1$ or $K_1$ when $\chi^2_{k,1} > \chi^2_{k-1,\alpha}$, and move to the next step with two internal knots.

3. When the knot has two internal knot points i.e $k = 2$, the 3rd order B-spline functions set in the segment $[a, b]$ is written as:

$$S_2 = \{ g(x, \theta, c_1, c_2) : \theta \in \mathbb{R}^5, a < c_1 < c_2 < b \}$$

$$g(x, \theta, c_1, c_2) = \begin{cases} 
\theta_1 \frac{(c_1-x)^2}{c_1-a} + \theta_2 \frac{1}{c_1-a} \left( \frac{(x-a)(c_1-x)}{c_1-a} + \frac{(x-a)(c_2-x)}{c_2-a} \right) \\
+ \theta_3 \frac{(x-a)(c_1-x)(c_2-a)}{(c_1-a)(c_2-a)} + \theta_4 \frac{1}{c_2-a} \left( \frac{(x-a)(c_2-x)}{c_2-a} + \frac{(c_1)(c_2-x)}{b-a} \right) \\
+ \theta_5 \frac{(c_1-x)(c_2-x)}{c_2-a} + \theta_6 \frac{1}{c_2-a} \left( \frac{(x-a)(b-x)}{b-c_2} + \frac{(c_1)(b-x)}{b-c_2} \right) \\
+ \theta_7 \frac{1}{(b-c_2)^2}, \ x \in [c_1, c_2, b] \end{cases}$$

Then the logarithm likelihood function becomes

$$l(X, \theta, c_1, c_2) = \sum_{i=1}^{r} n_i \left( g(x_i, \theta, c_1, c_2) - \int_{0}^{x_i} \exp(g(t, \theta, c_1, c_2)) dt \right)$$

Here, $\theta = \{ \theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6, \theta_7 \}$ and $c_1, c_2$ parameter estimation denoted by

$\hat{\theta} = \{ \hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_3, \hat{\theta}_4, \hat{\theta}_5, \hat{\theta}_6, \hat{\theta}_7 \}$, $\hat{c}_1, \hat{c}_2$. In this case, we write the $H_2$ and alternative hypotheses as:

$$H_2 : \ln \lambda(x) \in S_2$$

$$K_2 : \ln \lambda(x) \notin S_2$$

We accept the hypothesis $H_2$ when $\chi^2_{k,2} < \chi^2_{k-1,\alpha}$ or $K_1$ when $\chi^2_{k,2} > \chi^2_{k-1,\alpha}$, and move to the next step. Otherwise, by accepting the $K_2$ hypothesis and moving to the next step we move to the $r$th step

$$S_r = \{ g(x, \theta, c_{r,3}) : \theta \in \mathbb{R}^{3+r}, c_{r,3} \in \mathbb{R}^{6+r}, r \geq 0 \}.$$
B-spline Estimation for Force of Mortality

The value of knots becomes

$$\lambda(x) = \exp(g(x, \theta, c_1, c_2, c_3, c_4))$$

$$g(x, \theta, c_1, c_2, c_3, c_4) = \left\{ \begin{array}{l}
\theta_1 \left( \frac{c_1-x}{c_1-a} \right)^2 + \theta_2 \left( \frac{x-a}{c_1-a} \right) \left( \frac{c_1-x}{c_1-a} \right) \\
\theta_3 \left( \frac{x-a}{c_2-a} \right) \left( \frac{c_2-x}{c_2-a} \right) + \theta_4 \left( \frac{c_1-x}{c_3-c_2} \right) \left( c_3-x \right)^2 \\
\theta_5 \left( \frac{x-a}{c_4-c_3} \right) \left( c_4-x \right)^2 \\
\theta_6 \left( \frac{b-c_3}{c_4-c_3} \right) \left( b-x \right)^2 \\
\theta_7 \left( \frac{x-a}{c_4-c_3} \right) \left( c_4-x \right)^2 \\
\theta_8 \left( \frac{c_1-x}{c_4-c_3} \right) \left( c_4-x \right)^2 \\
\theta_9 \left( \frac{b-c_3}{c_4-c_3} \right) \left( b-x \right)^2 \\
\theta_{10} \left( \frac{x-a}{c_4-c_3} \right) \left( c_4-x \right)^2 \\
\theta_{11} \left( \frac{b-c_3}{c_4-c_3} \right) \left( b-x \right)^2 \\
\end{array} \right. \\
\in \left[ c_1, c_2 \right], \left[ c_2, c_3 \right], \left[ c_3, c_4 \right], \left[ c_4, b \right]$$

The figure 1 the graphs of the force of mortality, with these knot points.

![Figure 1. Graph for the force of mortality of women aged 0-69 in the Mongolian population of 2019](image)

**6 Conclusion**

In this study, we constructed the approximate function living time distribution and the force of mortality. In the current context, we estimate the logarithm of the force of mortality in the form of the third order B-spline.

Estimation parameters have been evaluated by the maximum likelihood estimation. The fit of the obtained distribution with the empirical distribution was examined using sequential procedure for the modified $\chi^2$ goodness of fit statistics.

We performed a numerical experiment to construct a logarithmic estimation of life expectancy at the 2019 population statistics of Mongolia using a 3rd order B-spline function. As a result of numerical experiments, the parameters of the B-spline

---

| Number of knots | Value of knots | Number of parameter | Value of parameter |
|-----------------|----------------|---------------------|--------------------|
| 4               | $c_1 = 29.8698$ | $c_2 = 32.2074$ | $c_3 = 52.1875$ | $c_4 = 65.0645$ | $\theta_1 = -3.4603$ | $\theta_2 = -3.3992$ | $\theta_3 = -3.0685$ | $\theta_4 = -3.1571$ | $\theta_5 = -1.8387$ | $\theta_6 = -1.1646$ | $\theta_7 = 1.2193$ |

The modified test: $\chi^2_{k-r} = 4.6527 \cdot 10^3$, $H_{k-1,0.1} = 1.6303 \cdot 10^3$. Since $\chi^2_{k,4} < H_{k-1,0.95}$ is satisfied when $k = 4$, force of
function were found and tested with the modified chi-square testing.
This algorithm can be used further to determine the depreciation period of financial markets and machinery.
B-spline estimation is shown to be the an optimal model with low variance for the large amount of data. This method drastically reduces the number of knots in the B-spline function, making the design easier.

REFERENCES

[1] de Moivre, Abraham (1725). Annuities upon Lives . . . . London, England: Francis Fayram, Benj. Motte, and W. Pearson. The second edition of Annuities upon Lives was published in 1743.
[2] Gompertz, B. On the nature of the function expressive of the law of human mortality. 115: 513-585. London, UK: Philosophical Transactions Royal Society, 1825.
[3] Makeham, W. M. (1860). On the law of mortality. Journal of the Institute of Actuaries 13, 283-287, 1860.
[4] Weibull, W. A statistical distribution function of wide applicability. Journal of Applied Mechanics 18, 293-297, 1951.
[5] Siler, W. Parameters of Mortality in Human Populations with Widely Varying Life Spans. Statistics in Medicine 2, 373-380, 1983.
[6] Anson, J. The Parameters of Death: a Consideration of the Quantity of Information in a Life Table using a Polynomial Representation of the Survivorship Curve. Statistics in Medicine 7, 895-912, 1988.
[7] Gavrilov, L. A. and N. S. Gavrilova. The Biology of Life Span: A Quantitative Approach. New York: Harwood Academic Publisher, 1991.
[8] Abhab Mohammad Fazle Rabbi, Shamal Chandra Karmaker, Estimation of force of mortality from third degree polynomial of \( L_x \), European Scientific Journal Vol. 9, Wiley Online Library, 2013.
[9] Vladimir K. Kaishev, Dimitrina S. Dimitrova, Steven Haberman and Richard Verrall, Geometrically Designed, Variable Knot Regression Splines, Computational Statistics Vol. 31, Springer-Verlag Berlin Heidelberg 2015, 2016
[10] O.Tserenbat, B.Chuluunpurev, O.Gantumur, Method of Mongolian life table, Journal of Sciences, National University of Mongolia, Vol. 5, 2012
[11] Khaoula Aidi, Sanku Dey, Azeem Ali Chi-squared goodness-of-fit test for bounded exponentiated weibull distribution, Pakistan Journal Statistics Vol. 37, No. 2, 101-120, 2021
[12] Bagdonavičius, V., Levuliene, R.J. and Nikulin, M. Chi-squared goodness-of-fit tests for parametric accelerated failure time models. Communications in Statistics- Theory and Methods, 42(15), 2768-2785, 2013.
[13] Siti Asiyah Zakaria, Nor Azrita Mohd Amin, Noor Fadhilah Ahmad Radi, Nasrul Hamidin, "Stationary and Non-Stationary Models of Extreme Ground-Level Ozone in Peninsular Malaysia," Mathematics and Statistics, Vol. 9, No. 3, pp. 357 - 370, 2021. DOI: 10.13189/ms.2021.090318.
[14] Nikulin M.S. Chi-square test for continuous distributions with shift and scale parameters, Probability theory and its application, Vol.18, No.3, pp. 559-568, 1974 https://doi.org/10.1137/1118069
[15] K.O.Dzararidze, M.s.Nikulin, On a Modification of the Standard Statistics of Pearson, Theory Probab.Appl. Vol.19, No.4 pp 851-853,1975, https://doi.org/10.1137/1119098
[16] D.M.Chibisov, An Asymptotic Expansion for a Class of Estimators Containing Maximum Likelihood Estimators, Theory of Probability and Its Applications, Vol. 17, No. 4, pp. 620-630, 1973, https://doi.org/10.1137/1117075
[17] D.M.Chibisov, Certain Chi-Square Type Tests for Continuous Distributions, Theory of Probability and Its Applications, Vol. 16, No. 1, pp. 1-22, 1971, https://doi.org/10.1137/1116001
[18] Azlorov T.A, Tserenbat.O, Estimates of the rate of convergence of the distributions of the modified chi-square statistic of the test criterion for complex hypotheses, Reports of the Academy of Sciences of the Uzbek SSR Vol. 6, in Russian, 1990