We completely generalize previous results related to the counting of connected Feynman diagrams. We use a generating function approach, which encodes the Wick contraction combinatorics of the respective connected diagrams. Exact solutions are found for an arbitrary number of external legs, and a general algorithm is implemented for this calculus. From these solutions, we calculate many asymptotics expansion terms for a simple analytical tool (Taylor expansion theorem). Our approach offers new perspectives in the realm of Feynman diagrams enumeration (or zero-dimensional quantum field theory).
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I. INTRODUCTION

The generating function approach is a standard way in which many problems of mathematics and physics are formulated [1]. An exact solution of a particular problem can be obtained by powerful methods that, generally, result in a closed expression of this generating function. For example, in equilibrium statistical mechanics, the generating function is the partition function, from which, all the other relevant quantities can be calculated [2]. Non-closed expressions for the generating function, generally, admit only approximate methods or, in the best case, an algorithmic way to calculate the associated results.

In zero dimensions, the generating functional of the correlation functions in QFT, which is formulated in terms of the classical action, converts into the generating function of the number of Feynman diagrams. That is a well known result [3] and the powerful machinery of QFT calculus can be used to obtain a diversity of ways to count Feynman diagrams (for example, using Dyson and many-body equations, see references [4], [5] and [6]). In this respect, zero-dimensional field theory is understood as a toy model of realistic finite dimension theories where precise calculations can be realized. In a more mathematical context, the algebraic theory of formal power series also has been used, showing explicitly the rich combinatorial structure present in the Feynman diagrams and expressed in modern enumerative combinatorial language. Also, asymptotic mathematics finds here a fertile source of problems where powerful mathematics techniques can be tested: the generating function is generally expressed in function of exponential integrals, and complex variable tools can be applied. To learn more about these mathematical approaches, see [7], [8], [9], [10], [11] and references therein.

Recently (see refs [12], [13] and [14]), the counting of connected Feynman diagrams in many-body theory (or in scalar electrodynamics) was related to the enumeration of rooted maps (combinatorial objects represented as graphs embedded into bidimensional compact orientable surfaces [15]). The important thing to stress is that there exist an explicit counting formula, obtained by ref. [16], for the enumeration of these objects. The counting formula for the \(m\)-order connected Feynman diagrams with two external legs and for the \(m\)-edges rooted maps is

\[
\beta_m^{(1)} = \frac{1}{2^{m+1}} \sum_{i=0}^{m} \frac{(-1)^i}{a_1!} \cdots \sum_{a_{i+1}}^{\infty} \delta_{a_1 + \cdots + a_{i+1}, m+1} \prod_{j=1}^{i+1} \frac{(2a_j)!}{a_j!}.
\]

This formula is an alternating finite sum whose terms are indexed by the different ways to sum (considering the order) the number \(m + 1\). In other words, the sum is expressed as a function of the compositions of the number \(m + 1\)
\[ h_m^{(1)} = \frac{1}{2m+1} \sum_{i=1}^{m+1} (-1)^{i+1} \sum_{c \in \mathcal{C}_{i}(m+1)} F(c), \]  

where \( c = (a_1, a_2, \cdots, a_i) \) satisfied \( a_1 + a_2 + \cdots + a_i = m + 1 \), and \( \mathcal{C}_{i}(m+1) \) is the set of compositions of \( m+1 \) with \( i \) elements. The function \( F(c) \) is simply

\[ F(c) = \prod_{j=1}^{i} \frac{(2a_j)!}{a_j!} \]  

Many values of \( h_m^{(1)} \) can be calculated with a computer. Unfortunately, for large \( m \), the exact formula is completely useless since the number of compositions grows exponentially in \( m \). A more efficient form to compute the values of \( h_m^{(1)} \) is using a recursive approach introduced in ref [17]. In this reference, explicit recurrences were introduced in order to compute the number of connected Feynman diagrams with an arbitrary number of external legs. Those recurrences were solved only for the cases \( N = 1 \) and \( N = 2 \) (two and four external legs) leading to exact formulas expressed in the composition number form of formula (2). The particular advantage of these formulas is that they allow a simple calculation of many terms of the asymptotic expansion. In the limit, \( m \to \infty \) a new asymptotic contribution (negligible compared to the principal contribution) is explicitly calculated. In this paper, we generalize the results obtained in ref [17] to arbitrary \( N \) (or for an arbitrary number of external legs). We also obtain an algorithm that allows us to calculate exact formulas for \( N > 2 \) and as well as terms of their associated asymptotic expansions.

II. THE GENERATING FUNCTION OF CONNECTED FEYNMAN DIAGRAMS

In quantum field theory, the Wick theorem is the basis to construct the Feynman diagrams. Strictly speaking, the zero-dimension approach enumerate Wick contractions and the \( m \)-order Feynman diagrams are equivalence classes in the total set of \( m \)-order Wick contractions. We follow the conventions established in [17] for the counting of the many-body diagrams: \( \mathcal{N}_{c,m}^{(N)} \) correspond to the total number of \( m \)-order connected Wick contractions and \( 2N \) external legs. The number

\[ h_m^{(N)} = \frac{\mathcal{N}_{c,m}^{(N)}}{2^m m!}, \]  

counts \( m \)-order connected Feynman diagrams with labeled external legs. For \( N = 1 \), \( h_m^{(1)} \) counts explicitly unlabeled Feynman diagrams. For \( N > 1 \), the figure [1] explains the label in the external legs.

**FIG. 1:** The six connected Feynman diagrams for \( m = 2 \) and \( N = 3 \). Note that the external legs are labeled. For unlabeled external legs, all these diagrams would be equivalent.
The number of all possible \( m \)-order Wick contractions (connected and disconnected) with \( 2N \) external legs is given by

\[
\mathcal{N}_m^{(N)} = (2m + N)!.
\] (5)

The particular case \( N = 0 \) is denoted as \( \mathcal{D}_m = \mathcal{N}_m^{(0)} = (2m)! \) and enumerate all the vacuum Wick contractions.

The bivariate generating function corresponding to the number of all the Wick contractions is

\[
Z(x, y) = \sum_{N=0}^{\infty} \sum_{m=0}^{\infty} \frac{\mathcal{N}_m^{(N)} x^N y^m}{N! m!} = \sum_{m=0}^{\infty} \mathcal{D}_m \frac{y^m}{m!} + \sum_{N=1}^{\infty} \sum_{m=0}^{\infty} \frac{\mathcal{N}_m^{(N)} x^N y^m}{N! m!}.
\] (6)

calling \( g(y) \) as

\[
g(y) = \sum_{m=0}^{\infty} \frac{\mathcal{D}_m y^m}{m!}
\]

we can rewrite \( Z(x, y) \) as

\[
Z(x, y) = g(y) \left( 1 + \sum_{N=1}^{\infty} \left\{ g^{-1}(y) \times \left[ \sum_{m=0}^{\infty} \frac{\mathcal{N}_m^{(N)} y^m}{N! m!} \right] \right\} x^N \right)
\] (7)

Considering

\[
g^{-1}(y) = \sum_{m=0}^{\infty} h_m y^m,
\]

the coefficients \( h_m \) by simple formal power series multiplication must satisfy

\[
\sum_{m=0}^{\infty} \left( \sum_{n=0}^{m} \frac{\mathcal{D}_n}{n!} h_{m-n} \right) y^m = 1
\] (8)

This leads to one set of infinite equations between the coefficients \( \mathcal{D}_a \) and \( h_b \), in particular

\[
\mathcal{D}_0 h_0 = 1
\] (9)

\[
\sum_{n=0}^{m} \frac{\mathcal{D}_n}{n!} h_{m-n} = 0 \quad \text{for} \quad m > 0 \quad (m \in \mathbb{N})
\] (10)

By induction (see Appendix A), can be proved that \( h_m \) is

\[
h_m = \sum_{i=1}^{m} (-1)^i \sum_{c \in \mathcal{E}, i(m)} F(c)
\] (11)

where we use the notation below formula (3). Now, we focus on equation (7). Here, it becomes evident a multiplication of two power series. Explicitly

\[
g^{-1}(y) \times \left[ \sum_{m=0}^{\infty} \frac{\mathcal{N}_m^{(N)} y^m}{N! m!} \right] = \sum_{m=0}^{\infty} \left( \sum_{n=0}^{m} \frac{\mathcal{N}_n^{(N)} h_{m-n}}{N! n!} \right) y^m = G(y)
\] (12)

In appendix A we perform this multiplication, obtaining

\[
G(y) = 1 + \sum_{m=1}^{\infty} \frac{h_m y^m}{m!}
\] (13)
where the coefficients \( H_m^{(N)} \) can be expressed in terms of the symbols \( C_m^n \) introduced in refs [14] and [17], in particular

\[
H_m^{(N)} = \sum_{n=1}^{m} C_m^n \left[ \frac{N_m^{(N)}}{N!} - D_n \right] \tag{14}
\]

The symbols \( C_m^n \) in terms of the composition notations used in this paper are

\[
C_m^n = \frac{m!}{n!} \sum_{i=1}^{m-n} (-1)^i \sum_{c \in \mathcal{C}_{i}(m-n)} F(c) \quad \text{if} \quad n < m \quad (n \in \mathbb{N}) \tag{16}
\]

Therefore, the bivariate generating function \( Z(x, y) \) is

\[
Z(x, y) = g(y) \left( 1 + \sum_{N=1}^{\infty} \left\{ 1 + \sum_{m=1}^{\infty} H_m^{(N)} \frac{y^m}{m!} \right\} \frac{x^N}{N!} \right) \tag{17}
\]

### III. THE BIVARIATE CONNECTED GENERATING FUNCTION \( W(x, y) \)

In QFT, it is a well-known fact that the connected Feynman diagrams can be obtained from the logarithm of the generating functional of all the Feynman diagrams. In statistical mechanics and probability theory, the logarithm of the partition function (or the moment-generating function) is the Helmholtz free energy (or the cumulant-generating function). In our case (zero-dimensional field theory) this relation is maintained, and the bivariate function

\[
W(x, y) = \log Z(x, y), \tag{18}
\]

which is the generating function of the number of connected Feynman diagrams. Particularly

\[
W(x, y) = \log g(y) + \log \left[ 1 + \sum_{N=1}^{\infty} \left\{ 1 + \sum_{m=1}^{\infty} H_m^{(N)} \frac{y^m}{m!} \right\} \frac{x^N}{N!} \right] \tag{19}
\]

The generating function of connected vacuum Feynman graph is

\[
w(y) = \sum_{m=0}^{\infty} D_m y^m = \log g(y) = \log \left( 1 + \sum_{m=1}^{\infty} \frac{(2m)!}{m!} y^m \right)
\]

with \( D_m \) the number of connected vacuum graph of order \( m \). Using the expansion of

\[
\log(1 + x) = \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} x^k
\]

and, by simple multiplication of power series, we can obtain explicitly the numbers \( D_m \) by the formula

\[
D_m = m! \sum_{i=1}^{m} \frac{(-1)^{i+1}}{i} \sum_{c \in \mathcal{C}_{i}(m)} F(c) \tag{20}
\]

Here, we have \( D_0 = 1 \) by definition. We observe that [20] is the solution of the recurrence obtained by the inverse problem \( g(y) = \exp w(y) \) (see appendix of [17]). The recurrence in question is

\[
D_m = \sum_{k=1}^{m} \frac{(m-1)!}{(i-1)!(m-1)!} D_i D_{m-i} \tag{21}
\]
The second term of \([19]\) is more subtle, we can still apply the logarithm expansion formula, the difference lies in the coefficients \(H_{m}^{(N)}\) since these are arbitrary finite sums and realize the intrinsic power series multiplication, it seems somewhat challenging. Fortunately, we can express the final result in generalizations of the symbols \(C_{n}^{m}\) used in \([14]\) and \([17]\), allowing the asymptotic expansion for the number of connected diagrams with external legs \(N_{c_{m}}^{(N)}\). The exact expression for \(N_{c_{m}}^{(N)}\) is obtained from

\[
\sum_{N=1}^{\infty} \left( \sum_{m=N-1}^{\infty} \frac{N_{c_{m}}^{(N)} y^{m}}{m!} \right) \frac{x^{N}}{N!} = \log \left[ \left( 1 + \sum_{N=1}^{\infty} \left\{ 1 + \sum_{m=1}^{\infty} H_{m}^{(N)} \frac{y^{m}}{m!} \right\} \frac{x^{N}}{N!} \right) \right] = \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} \left[ \sum_{N=1}^{\infty} \left\{ 1 + \sum_{m=1}^{\infty} H_{m}^{(N)} \frac{y^{m}}{m!} \right\} \frac{x^{N}}{N!} \right]^{k} \tag{22}
\]

We expand the terms in the right-hand side and associates with the corresponding terms in the left side, finding \(N_{c_{m}}^{(N)}\). Particularly, for \(N = 1, 2\) and \(3\), we have

\[
\begin{align*}
N_{c_{m}}^{(1)} &= H_{m}^{(1)} \tag{23} \\
N_{c_{m}}^{(2)} &= H_{m}^{(2)} - 2H_{m}^{(1)} - H_{m}^{(1,1)} \tag{24} \\
N_{c_{m}}^{(3)} &= H_{m}^{(3)} + 3H_{m}^{(1)} - 3H_{m}^{(2)} + 6H_{m}^{(1,1)} - 3H_{m}^{(1,2)} + 2H_{m}^{(1,1,1)} \tag{25}
\end{align*}
\]

Where, in these equations, we use the following definition

\[
H_{m}^{(n_{1}, n_{2}, \cdots, n_{j})} = \sum_{k_{1}, k_{2}, \cdots, k_{j}=1}^{m-j+1} \delta_{k_{1}+k_{2}+\cdots+k_{j}, m} \frac{m!}{k_{1}! k_{2}! \cdots k_{j}!} H_{k_{1}}^{(n_{1})} H_{k_{2}}^{(n_{2})} \cdots H_{k_{j}}^{(n_{j})} \tag{26}
\]

In appendix \([A]\) we prove the following simplified formula, first note that the factor order of the indices \((n_{1}, n_{2}, \cdots, n_{j})\) in \([20]\) does not matter. With this in mind, we take the non-decreasing order in the indices. Therefore, the last index \(n_{j}\) is the greatest value of the indices. We obtain

\[
H_{m}^{(n_{1}, n_{2}, \cdots, n_{j})} = (-1)^{j+1} m \sum_{n=1}^{m-j+1} \langle C_{m}^{n} \rangle_{n_{1} n_{2} \cdots n_{j-1}} \left[ \frac{N_{n}^{(n_{j})}}{n_{j}!} - D_{n} \right] \tag{27}
\]

with \(\langle C_{m}^{n} \rangle_{n_{1} n_{2} \cdots n_{k}}\) a generalization of the symbols \([10]\). Particularly

\[
\langle C_{m}^{n} \rangle_{n_{1} n_{2} \cdots n_{k}} = \frac{m!}{n!} \sum_{i=k}^{m-n} (-1)^{i} \binom{i}{k} \sum_{c \in C_{m}^{(m-n)}} f_{n_{1}}(a_{1}) f_{n_{2}}(a_{2}) \cdots f_{n_{k}}(a_{k}) F(c) \tag{28}
\]

where, the function \(f_{n_{r}}(a_{r})\) is

\[
f_{n_{r}}(a_{r}) = \left[ \binom{2a_{r} + n_{r}}{n_{r}} - 1 \right] \tag{29}
\]

The first values of \(f_{n_{r}}(a)\) for \(n_{r} = 1, 2, 3 \cdots\) are

\[
\begin{align*}
f_{1}(a) &= 2a \tag{30} \\
f_{2}(a) &= 3a + 2a^{2} \tag{31} \\
f_{3}(a) &= \frac{11}{3} a + 4a^{2} + \frac{4}{3} a^{3} \tag{32}
\end{align*}
\]
We calculate, explicitly $N^{(N)}_{c,m}$ for $N = 1, 2$ and $3$ and show the formulas for $N = 4, 5$. For $N = 1$ we have

$$N^{(1)}_{c,m} = H^{(1)}_m = \sum_{n=1}^{m} c_n^m \left[ \mathcal{A}^{(1)}_n - D_n \right]$$

which was obtained in ref\cite{14}. For $N = 2$, from \cite{24}, we obtain $N^{(2)}_{c,m}$. As was shown in \cite{17}, $N^{(2)}_{c,m}$ can be written only in terms of the symbols $c_n^m$. For see this, note that $H^{(1)}_m$ is (see \cite{26})

$$H^{(1,1)}_m = - \sum_{n=1}^{m-1} \langle c_n^m \rangle_1 \left[ \mathcal{A}^{(1)}_n - D_n \right] = - \sum_{n=1}^{m} 2(m-n)C_n^m \left[ \mathcal{A}^{(1)}_n - D_n \right]$$

since

$$\langle c_n^m \rangle_1 = \frac{m!}{n!} \sum_{i=1}^{m-n} (-1)^i \binom{m}{i} \sum_{c \in \mathcal{E}_{n}(m-n)} f_1(a_1) F(c) = \frac{m!}{n!} \sum_{i=1}^{m-n} (-1)^i \binom{m}{i} \sum_{c \in \mathcal{E}_{n}(m-n)} f_1(a_1) F(c)$$

$$= \frac{m!}{n!} \sum_{i=1}^{m-n} (-1)^i \sum_{c \in \mathcal{E}_{n}(m-n)} \left[ f_1(a_1) + f_1(a_2) + \cdots + f_1(a_i) \right] F(c)$$

$$= \frac{m!}{n!} \sum_{i=1}^{m-n} (-1)^i \sum_{c \in \mathcal{E}_{n}(m-n)} [2a_1 + 2a_2 + \cdots + 2a_i] F(c) = 2(m-n) \frac{m!}{n!} \sum_{i=1}^{m-n} (-1)^i \sum_{c \in \mathcal{E}_{n}(m-n)} F(c)$$

$$= 2(m-n)C_n^m.$$  \hspace{1cm} (35)

Using \cite{24} we obtain

$$N^{(2)}_{c,m} = \sum_{n=1}^{m} c_n^m \left[ \frac{N^{(2)}_n}{2!} - D_n \right] - 2 \sum_{n=1}^{m} C_n^m \left[ \mathcal{A}^{(1)}_n - D_n \right] + \sum_{n=1}^{m} 2(m-n)C_n^m \left[ \mathcal{A}^{(1)}_n - D_n \right]$$

\hspace{1cm} (36)

It is convenient to factor the symbols $C_n^m$ and express the result in terms of a dominant factor to obtain the asymptotic expansion. For this, we write

$$\frac{N^{(2)}_n}{2!} - D_n = \left( \frac{N^{(2)}_n}{2!} - \mathcal{A}^{(1)}_n \right) + \left( \mathcal{A}^{(1)}_n - D_n \right)$$

\hspace{1cm} (37)

as $\left( \mathcal{A}^{(1)}_n - D_n \right) = 2n(2n)!$ and

$$\left( \frac{N^{(2)}_n}{2!} - \mathcal{A}^{(1)}_n \right) = \frac{2n + 1}{2} (2n)(2n)!,$$

we obtain

$$\left( \mathcal{A}^{(1)}_n - D_n \right) = \frac{2}{2n + 1} \left( \frac{N^{(2)}_n}{2!} - \mathcal{A}^{(1)}_n \right)$$

\hspace{1cm} (38)

This allows to write $N^{(2)}_{c,m}$ as

$$N^{(2)}_{c,m} = \sum_{n=1}^{m} \frac{4m - 2n - 1}{2n + 1} C_n^m \left( \frac{N^{(2)}_n}{2!} - \mathcal{A}^{(1)}_n \right).$$ \hspace{1cm} (39)

In accordance with ref\cite{17}. 

\hspace{1cm}
A. Cases \(N > 2\)

The procedure used in the case \(N = 2\) can be generalized for the other cases. We may write explicitly all the terms of \((25)\) and find the respective formula. For that we use

\[
\frac{\mathcal{N}_n^{(k)}}{k!} - D_n = \left( \frac{\mathcal{N}_n^{(k)}}{k!} - \frac{\mathcal{N}_n^{(k-1)}}{(k-1)!} \right) + \left( \frac{\mathcal{N}_n^{(k-1)}}{(k-1)!} - \frac{\mathcal{N}_n^{(k-2)}}{(k-2)!} \right) + \ldots + \left( \frac{\mathcal{N}_n^{(1)}}{1!} - D_n \right)
\]

(40)

and

\[
\left( \frac{\mathcal{N}_n^{(k)}}{k!} - \frac{\mathcal{N}_n^{(k-1)}}{(k-1)!} \right) = (2n)!\left(\frac{2n+1}{2}\right)\left(\frac{2n+2}{3}\right)\ldots\left(\frac{2n+k-1}{k}\right)
\]

(41)

The terms in question are

\[
H_m^{(3)} = \sum_{n=1}^{m} \frac{4n^2 + 12n + 11}{(2n+2)(2n+1)} C_n^m \left( \frac{\mathcal{N}_n^{(3)}}{3!} - \frac{\mathcal{N}_n^{(2)}}{2!} \right); \quad 3H_m^{(1)} = \sum_{n=1}^{m} \frac{18}{(2n+2)(2n+1)} C_n^m \left( \frac{\mathcal{N}_n^{(3)}}{3!} - \frac{\mathcal{N}_n^{(2)}}{2!} \right)
\]

\[-3H_m^{(2)} = -\sum_{n=1}^{m} \frac{18n+27}{(2n+2)(2n+1)} C_n^m \left( \frac{\mathcal{N}_n^{(3)}}{3!} - \frac{\mathcal{N}_n^{(2)}}{2!} \right); \quad 6H_m^{(1,1)} = -\sum_{n=1}^{m-1} \frac{36}{(2n+2)(2n+1)} \langle C_m^n \rangle_1 \left( \frac{\mathcal{N}_n^{(3)}}{3!} - \frac{\mathcal{N}_n^{(2)}}{2!} \right)
\]

\[-3H_m^{(2,1)} = \sum_{n=1}^{m-1} \frac{18n+27}{(2n+2)(2n+1)} \langle C_m^n \rangle_1 \left( \frac{\mathcal{N}_n^{(3)}}{3!} - \frac{\mathcal{N}_n^{(2)}}{2!} \right); \quad 2H_m^{(1,1,1)} = \sum_{n=1}^{m-2} \frac{12}{(2n+2)(2n+1)} \langle C_m^n \rangle_{11} \left( \frac{\mathcal{N}_n^{(3)}}{3!} - \frac{\mathcal{N}_n^{(2)}}{2!} \right)
\]

(42)

Using \(\langle C_m^n \rangle_1 = 2(m-n)C_m^n\), we obtain for \((25)\)

\[
\mathcal{N}_c^{(3)} = \sum_{n=1}^{m} \frac{(n-1)(2n-1)}{(n+1)(2n+1)} C_n^m \left( \frac{\mathcal{N}_n^{(3)}}{3!} - \frac{\mathcal{N}_n^{(2)}}{2!} \right) + \sum_{n=1}^{m} \frac{9(m-n)(2n-1)}{(n+1)(2n+1)} C_n^m \left( \frac{\mathcal{N}_n^{(3)}}{3!} - \frac{\mathcal{N}_n^{(2)}}{2!} \right) + \sum_{n=1}^{m-2} \frac{6}{(n+1)(2n+1)} \langle C_m^n \rangle_{11} \left( \frac{\mathcal{N}_n^{(3)}}{3!} - \frac{\mathcal{N}_n^{(2)}}{2!} \right)
\]

(43)

1. Case \(N = 4\)

For \(N = 4\) we have

\[
\mathcal{N}_c^{(4)} = H_4^{(4)} - 4H_4^{(3,1)} - 4H_4^{(3)} - 3H_4^{(2,2)} + 12H_4^{(2,1,1)} + 24H_4^{(2,1)} + 6H_4^{(2)} - 6H_4^{(1,1,1)} - 24H_4^{(1,1,1)} - 24H_4^{(1,1)} - 4H_4^{(1)}
\]

(44)

Repeating the procedure, an exact calculation gives

\[
\mathcal{N}_c^{(4)} = \sum_{n=1}^{m} \frac{(2n-1)(2n-3)(n-1)}{(2n+1)(2n+3)(n+1)} C_n^m \left( \frac{\mathcal{N}_n^{(4)}}{4!} - \frac{\mathcal{N}_n^{(3)}}{3!} \right) + \sum_{n=1}^{m} \frac{16(m-n)(4n^2 - 24n - 7)}{(2n+2)(2n+3)(n+1)} C_n^m \left( \frac{\mathcal{N}_n^{(4)}}{4!} - \frac{\mathcal{N}_n^{(3)}}{3!} \right) + \sum_{n=1}^{m-1} \frac{18}{(2n+1)(n+1)} \langle C_m^n \rangle \left( \frac{\mathcal{N}_n^{(4)}}{4!} - \frac{\mathcal{N}_n^{(3)}}{3!} \right) + \sum_{n=1}^{m-2} \frac{72(2n-1)}{(2n+3)(2n+1)(n+1)} \langle C_m^n \rangle_{11} \left( \frac{\mathcal{N}_n^{(4)}}{4!} - \frac{\mathcal{N}_n^{(3)}}{3!} \right)
\]

(45)
The exact formula for $N = 5$ is

$$\mathcal{N}^{(5)}_{c,m} = \sum_{n=1}^{m} \frac{(2n-1)(2n-3)(n-1)(n-2)}{(2n+1)(2n+3)(n+1)(n+2)} c^m_n \left( \frac{\mathcal{N}^{(5)}_n}{5!} - \frac{\mathcal{N}^{(4)}_n}{4!} \right) + \sum_{n=1}^{m} \frac{25(m-n)(4n^3 - 44n^2 + 131n + 89)}{(2n+1)(2n+3)(n+1)(n+2)} c^m_n \left( \frac{\mathcal{N}^{(5)}_n}{5!} - \frac{\mathcal{N}^{(4)}_n}{4!} \right) + \sum_{n=1}^{m-1} \frac{100(2n^2 - 3n - 8)}{(2n+1)(2n+3)(n+1)(n+2)} (C^m_n)_2 \left( \frac{\mathcal{N}^{(5)}_n}{5!} - \frac{\mathcal{N}^{(4)}_n}{4!} \right) + \sum_{n=1}^{m-2} \frac{200(2n^2 - 21n - 8)}{(2n+1)(2n+3)(n+1)(n+2)} (C^m_n)_11 \left( \frac{\mathcal{N}^{(5)}_n}{5!} - \frac{\mathcal{N}^{(4)}_n}{4!} \right) + \sum_{n=1}^{m-2} \frac{450}{(2n+1)(n+1)(n+2)} (C^m_n)_{21} \left( \frac{\mathcal{N}^{(5)}_n}{5!} - \frac{\mathcal{N}^{(4)}_n}{4!} \right) + \sum_{n=1}^{m-3} \frac{900(2n-1)}{(2n+1)(2n+3)(n+1)(n+2)} (C^m_n)_{111} \left( \frac{\mathcal{N}^{(5)}_n}{5!} - \frac{\mathcal{N}^{(4)}_n}{4!} \right) + \sum_{n=1}^{m-4} \frac{720}{(2n+1)(2n+3)(n+1)(n+2)} (C^m_n)_{1111} \left( \frac{\mathcal{N}^{(5)}_n}{5!} - \frac{\mathcal{N}^{(4)}_n}{4!} \right)$$

(46)

The other cases can be easily calculated (using a computer). However, more and more terms appear and the expressions are quite cumbersome for the polynomials in $n$. In particular, for arbitrary $N$, we have $p(N)$ terms, with $p(N)$ the number of different partitions of $N$.

IV. ASYMPTOTIC EXPANSIONS

The exact equations (33), (39), (43), (45) and (46) may pose some difficulties when used to calculate the number of Feynman diagrams if $m$ is large. However, as was shown in Ref. [17], these expressions allow to find many terms of the corresponding asymptotic expansions. Here, following Ref. [17] we implement computationally the methods used in this reference to calculate many asymptotics terms. The strategy is simple:

- Find the term in the exact formula that gives the principal contribution.
- Factorise this term with respect to the other exact formula terms.
- Expand in Taylor series the factorized non-principal contribution.

As was shown in [17], for $m \to \infty$, the number of terms in the exact formula tends to infinity. However, only a finite number of them contribute to the $a$-th asymptotic term with $a \in \mathbb{N}$ finite. Also, we calculate some asymptotic multinomial centered contribution (see Ref. [17]) in each case.

A. $N = 0$, Vacuum diagrams

From formula (20) is evident that the dominant term correspond to $i = 1$, being $(2m)!$ the principal contribution. Factorizing them, we obtain

$$D_{c,m} = (2m)! \left[ 1 + \frac{m!}{(2m)!} \sum_{i=2}^{m} \frac{(-1)^{i+1}}{i} \sum_{c \in \mathcal{C}_i(m)} F(c) \right]$$

(47)

The sum in the square bracket term is over the compositions

$$\{m - 1, 1\}; \{1, m - 1\}; \{m - 2, 2\}; \{2, m - 2\}; \{m - 2, 1, 1\}; \{1, m - 2, 1\}; \cdots$$
The principal asymptotic expansion is obtained by calculating the Taylor series in \( m = \infty \) for each composition term and adding the respective series. The point is that for each asymptotic expansion term only a finite number of composition terms contribute. We implement computationally this calculus in Appendix B. The principal asymptotic expansion is

\[
D_{cm} = (2m)! \left[ 1 - \frac{1}{2m} - \frac{3}{4m^2} - \frac{19}{8m^3} - \frac{191}{16m^4} - \frac{2551}{32m^5} - \frac{41935}{64m^6} - \cdots \right] \tag{48}
\]

As in ref [17], we can calculate other compositions contributions of \( m \to \infty \) called in ref [17] multinomial centered contributions. For example, the binomial centered contribution is given by the following compositions of \( m \)

\[
\{ \frac{m}{2}, \frac{m}{2} \}; \{ \frac{m}{2} - 1, \frac{m}{2} + 1 \}; \{ \frac{m}{2} - 2, \frac{m}{2} \} ; \cdots \tag{49}
\]

Introducing these compositions in the formula (47) and taking the taylor expansion in \( m \to \infty \) we obtain the binomial centered contribution

\[
- \frac{(2m)!}{2m\sqrt{2}} \left[ 1 - \frac{33}{8m} - \frac{1599}{128m^2} - \frac{98683}{1024m^3} - \frac{37584917}{32768m^4} - \frac{4542533551}{262144m^5} - \frac{1306413864411}{4194304m^6} - \cdots \right] \tag{50}
\]

In reference [17] for each \( n \)-nomial contribution we introduce a different asymptotic expansion depending on the nature of the positive integer \( m \) as \( m \equiv n \pmod{n} \). For simplicity, we only consider the expansion \( m \equiv n \pmod{n} \) for all the \( n \)-nomial centered contributions ((In formula (50) we have \( n = 2 \)). The next \( n \)-nomial contributions are, for \( n = 3 \)

\[
\frac{(2m)!}{3^{m+1}} \left[ 1 - \frac{83}{6m} - \frac{2023}{36m^2} - \frac{540553}{648m^3} - \frac{70424971}{3888m^4} - \frac{1098194085}{23328m^5} - \frac{5898719946727}{419004m^6} - \cdots \right] \tag{51}
\]

and for \( n = 4 \)

\[
- \frac{(2m)!}{4^m\sqrt{2}} \left[ 1 - \frac{261}{8m} - \frac{15847}{128m^2} - \frac{3780271}{1024m^3} - \frac{4349723845}{32768m^4} - \frac{1384519231451}{262144m^5} - \frac{977871757263603}{4194304m^6} - \cdots \right]. \tag{52}
\]

In particular, exist infinite \( n \)-nomial centered asymptotics contributions. We resume all this asymptotics contributions in the next table

| \( n \) | Principal | \( 1/m \) | \( 1/m^2 \) | \( 1/m^3 \) | \( 1/m^4 \) | \( 1/m^5 \) | \( 1/m^6 \) |
|---|---|---|---|---|---|---|---|
| \( n = 1 \) | \( (2m)! \) | \( \frac{1}{2} \) | \( \frac{1}{2} \) | \( \frac{1}{2} \) | \( \frac{1}{2} \) | \( \frac{1}{2} \) | \( \frac{1}{2} \) |
| \( n = 2 \) | \( \frac{(2m)!}{4} \) | \( \frac{33}{32} \) | \( \frac{1}{32} \) | \( \frac{1}{32} \) | \( \frac{1}{32} \) | \( \frac{1}{32} \) | \( \frac{1}{32} \) |
| \( n = 3 \) | \( \frac{(2m)!}{4^m\sqrt{2}} \) | \( \frac{63}{64} \) | \( \frac{1}{64} \) | \( \frac{1}{64} \) | \( \frac{1}{64} \) | \( \frac{1}{64} \) | \( \frac{1}{64} \) |
| \( n = 4 \) | \( \frac{(2m)!}{4^m\sqrt{2}} \) | \( \frac{261}{512} \) | \( \frac{1}{512} \) | \( \frac{1}{512} \) | \( \frac{1}{512} \) | \( \frac{1}{512} \) | \( \frac{1}{512} \) |

| TABLE I: Respective coefficients in the asymptotic expansion for \( N = 0 \). |

**B. \( N \neq 0 \), Diagrams with external legs**

The same strategy can be implemented with formulas (33), (39), (43), (45) and (46). In all these formulas the principal contribution is given by the term in the first sum at \( n = m \). Note that in this term we have \( C_m^m = 1 \). In ref [17] we have obtain the asymptotic expansion for \( h_m^{(1)} \) and \( h_m^{(2)} \) (see expression (4)). In ref [17] we write the corresponding factor \((2m)!/m!\) in \( h_m^{(N)} \) as

\[
\frac{(2m)!}{m!} = m! \frac{(2m)!}{m! m!} = m! \binom{2m}{m} \]
and there is used an asymptotic expansion for \((\frac{2m}{m})\), which must be multiplied by the asymptotic expansions obtained here.

Another important remark, in ref [17] the multinomial centered asymptotics expansion \((n \geq 2)\) are incomplete since some terms of the exact formula were ignored. Here we consider all the neglected terms. We show our result in the next tables:

**TABLE II:** Respective coefficients in the asymptotic expansion for \(N^{(1)}_{c,m}\)

\[
N^{(1)}_{c,m} = \frac{(2m)!}{(2m)} \left[ 1 - \frac{1}{2m} - \cdots - \frac{41935}{64m^6} - \cdots \right] - \frac{(2m)!}{(2m)^{\sqrt{2}}} \left[ 1 - \frac{33}{8m} - \cdots \right] \\
+ \frac{(2m)!}{(4m)} \left[ 1 - \frac{83}{6m} - \cdots - \frac{(2m)!}{(2m)^{4\sqrt{2}}} \left[ 1 - \frac{261}{8m} - \cdots \right] + \cdots \right]
\]

(53)

for the others \(N\) we have

**TABLE III:** Respective coefficients in the asymptotic expansion for \(N^{(1)}_{c,m}\)

**TABLE IV:** Respective coefficients in the asymptotic expansion for \(N^{(1)}_{c,m}\)

**TABLE V:** Respective coefficients in the asymptotic expansion for \(N^{(1)}_{c,m}\)
In appendix [3] we explicitly show as we calculate all this coefficients after sixth perturbation order.

V. CONCLUSION AND DISCUSSION

In this work, we have implemented a pure formal series calculation scheme in order to obtain exact formulas for the number of connected Wick contractions with an arbitrary number of external legs. Also, these exact formulas make possible the calculation of many asymptotics terms of the corresponding asymptotics expansion. The standard techniques for the enumeration of Wick contractions are in connection with the resolution of formal integrals in the complex plane. In particular, the classical reference [3] uses, for a class of quantum field theories, their respective generating functionals, changing the associated functional integral to conventional integrals and solving them. Their numerical solution corresponds to the number of Wick Contractions. The asymptotics is obtained there using the steepest descent method. Another approach (see [5], [6]) is the use of Dyson and many-body relations which can be numerical solution corresponds to the number of Wick Contractions. The asymptotics is obtained there using the steepest descent method. Another approach (see [5], [6]) is the use of Dyson and many-body relations which can be solved numerically, or transforming them into ordinary differential equations, suitable for obtaining the asymptotic expansions. Here we used another equivalent approach, by means of a pure generating function approach (without involved formal integrals) derived in [17], from the Wick theorem. That procedure allowed us to obtain exact formulas for an arbitrary number of external legs, which has the advantage of showing explicitly the intricacies present in the limit $m \to \infty$. The exact formula is a finite alternating sum whose terms are analytics in $m = \infty$. In the limit $m \to \infty$ the number of term in the exact formula tends to infinite and the asymptotic expansion when $m \to \infty$ have convergence radius equal to zero.

About the combinatorial side of this work, we have applied standard generating function calculus to obtain exact non-closed expressions (finite sums), whose terms are indexed by the set of numerical compositions. The form of these exact formulas has similarities with combinatorial formulas obtained by sieve methods (see chapter 2 of Ref. [18]) which carry to the exact result by a “finite set” of successive approximations (in our case, indexed by numerical compositions). The “sieve formulas” need $2m^{-1}$ successive approximations in order to achieve the exact result. Considering all these composition terms in the limit $m \to \infty$, we obtain an infinite alternating sum of different asymptotic expansions; The dominant asymptotic expansion corresponds to the usual one given in the literature. We show explicitly the presence of these other asymptotic series contributions negligible respect to the principal asymptotic series. This can be interpreted explicitly as a non-perturbative contribution deductible directly from our exact calculus. Our calculus is possible through the total knowledge of the generating function $Z(x, y)$ in (7). Applying the $\log (Z(x, y))$ we obtain the particular dependence respect to the compositions of $n$. Particularly, compositions with two or more elements depending on $m$ (see the composition in (19)) are the source of the “non-perturbative” negligible contributions. The quotes come to the fact that this is a toy model for QFT which preserves some of the characteristics of non-zero-dimensional quantum field theory. In non-zero-dimensional QFT the non-perturbative effects come from instanton contribution in the Feynman integral functional approach. Would-be interesting if our methods (or part of them) can be generalized to non-zero dimensional QFT. We hope that this work can be generalized in this direction.
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Appendix A: Proofs of some results used in the paper

In this appendix, we proceed to prove some formulas established in the paper

1. Proof of equation (11)

The equation is valid for $m = 1$, suppose that it is valid until a particular $m$. By formula (9), we have

$$\sum_{n=0}^{m+1} \frac{D_n}{n!} h_{m-n+1} = 0 \quad (A1)$$

or

$$h_{m+1} D_0 = h_{m+1} = -\sum_{n=0}^{m} \frac{(2n)!}{n!} h_{m-n+1} = -\sum_{n=0}^{m} \frac{(2n)!}{n!} \sum_{i=1}^{m-n+1} (-1)^i \sum_{c \in \mathcal{C}_{i(m-n+1)}} F(c) \quad (A2)$$

In the last step, we use the induction hypothesis. The multiplication of $-(2n)!/n$ by $h_{m-n+1}$ generates terms of the desired formula since they have the same form and are represented by some compositions of $m + 1$. Particularly, all the compositions of $m + 1$ can be obtained as follows: Fix the first element to $n = 1$ and take all the compositions of $m$ for the other elements. This gives all the compositions of $m + 1$ with the first element equal to 1. Repeat the procedure for $n = 2, 3, \cdots, m + 1$, this exhausts all the possibilities. It is clear that the formula (A2) implements this procedure. Therefore

$$h_{m+1} = \sum_{i=1}^{m+1} (-1)^i \sum_{c \in \mathcal{C}_{i(m+1)}} F(c) \quad (A3)$$

which proves (11)
2. Proof of equation (14)

From formula (12), we have for $m > 0$

\[
H^{(N)}_m = m! \sum_{n=0}^{m} \frac{N^{(N)}_n}{N!n!} h_{m-n} = m! \left[ h_m + \left( \sum_{n=1}^{m} \frac{(2n + N)!}{N!(m-n)!} h_{n} \right) \right]
\]

(A4)

A second of reflexion is sufficient to perceive that, for $N = 0$, the term between parentheses is

\[
\left( \sum_{n=0}^{m-1} \frac{(2(m-n)+0)!}{0!(m-n)!} h_{n} \right) = -h_m
\]

(A5)

This is not the case for other values of $N$. However, for $N \neq 0$, the formula has the same form as $h_m$ with the following substitution for the dependence in an element of the composition (say the last) in the formula $F(c)$

\[
\frac{(2a_i)!}{a_i!} \rightarrow \frac{(2a_i + N)!}{a_i!N!}
\]

(A6)

Therefore

\[
H^{(N)}_m = m! \sum_{i=1}^{m} (-1)^i \sum_{c \in \mathcal{E}_i(m)} \left( \prod_{j=1}^{i-1} \frac{(2a_j)!}{a_j!} \right) \left[ \frac{(2a_i)!}{a_i!} - \frac{(2a_i + N)!}{a_i!N!} \right]
\]

(A7)

and using equation (15), we obtain

\[
H^{(N)}_m = \sum_{n=1}^{m} \left\{ \frac{m!}{n!} \sum_{i=1}^{m-n} (-1)^i \sum_{c \in \mathcal{E}_i(m-n)} F(c) \right\} \left[ \frac{N^{(N)}_n}{N!} - D_n \right]
\]

(A8)

and using equation (15), we obtain

\[
H^{(N)}_m = \sum_{n=1}^{m} \binom{m}{n} \left[ \frac{N^{(N)}_n}{N!} - D_n \right]
\]

(A9)

3. Proof of equations (27) and (28)

From formulas (26) and (14) we can write

\[
H^{(N)}_{m,n_1,n_2,\ldots,n_j} = \sum_{k_1,k_2,\ldots,k_j=1}^{m-j+1} \delta_{k_1+k_2+\cdots+k_j,m} m! \prod_{k=1}^{j} \frac{H^{(n_k)}_{k_k}}{k_k!}
\]

(A10)

where
\begin{align}
\frac{H_{k_s}^{(n_r)}}{k_s!} &= \left[ \frac{N_{k_s}^{(n_r)}}{n_r!k_s!} - \mathcal{D}_{k_s} \right] + \sum_{n=1}^{k_s-1} \left\{ \sum_{i=1}^{k_s-n} (-1)^i \sum_{c \in \mathcal{C}_i(k_s-n)} F(c) \right\} \left[ \frac{N_n^{(n_r)}}{n_r!n!} - \mathcal{D}_n \right] \tag{A11}
\end{align}

For \( r = j \) we leave this formula in this form, but if \( r < j \) we write

\begin{align}
\frac{H_{k_s}^{(n_r)}}{k_s!} &= \left[ f_{n_r}(k_s) \frac{(2k_s)!}{k_s!} \right] + \sum_{n=1}^{k_s-1} \left\{ \sum_{i=1}^{k_s-n} (-1)^i \sum_{c \in \mathcal{C}_i(k_s-n)} F(c) \right\} \left[ f_{n_r}(n) \frac{(2n)!}{n!} \right] \tag{A12}
\end{align}

with

\begin{align}
f_{n_r}(a_r) &= \left[ \left( 2a_r + n_r \right) - 1 \right]. \tag{A13}
\end{align}

The terms of \( H_{k_s}^{(n_r)}/k_s! \) are indexed by the compositions of \( k_s \). Realizing the multiplication in (A10) we obtain a set of terms all of them in the form

\begin{align}
(-1)^{j+1} \frac{m!}{n!} (-1)^i f_{n_1}(a_1)f_{n_2}(a_2) \cdots f_{n_{j-1}}(a_{j-1}) F(c) \left[ \frac{N_{n_j}^{(n_j)}}{n_j!} - \mathcal{D}_n \right] \tag{A14}
\end{align}

with \( c = (a_1, a_2, \ldots, a_{j-1}, \ldots, a_i), \ i \geq j - 1 \) and the composition \( c \in \mathcal{C}_i(m - n) \). The factor \((-1)^{j+1}\) is necessary to guarantee that with each element of the composition \( c \) be associated a multiplicative factor \((-1)^i\). It is evident that each term of (A10) is associated with a composition of \( m \). Also, gives an arbitrary composition of \( m \) with \( i \geq j \) and \( i + 1 \) elements, always we will find this represented by some term in (A10). For see this we write

\begin{align}
m = a_1 + a_2 + \cdots + a_i + n = [a_1 + \cdots + a_1]_1 + [a_{i+1} + \cdots + a_{i+1}]_2 + \cdots + [a_{i-1} + \cdots + a_{i-1}]_j \tag{A15}
\end{align}

where the indexed brackets \([ \cdots ]_s\) contain a composition of \( k_s \) which represent some term of \( H_{k_s}^{(n_r)}/k_s! \) in the product (A10). If \( i > j - 1 \) the way to group the composition \( [a_1 + \cdots + a_i + n]_j \) in \( j \) brackets is not unique. In particular, there are \( \binom{i-1}{j-1} \) ways to group the \( i + 1 \) elements of \( [a_1 + \cdots + a_i + n]_j \) in \( j \) brackets. To prove this consider \( i = j - 1 \), we have

\begin{align}
m = a_1 + a_2 + \cdots + a_i + n = [a_1]_1 + [a_2]_2 + \cdots + [a_{j-1}]_{j-1} + [n]_j \tag{A16}
\end{align}

which is the unique possible grouping (particularly, we have \( \binom{j-1}{j-1} = 1 \)). Suppose that the claim is valid until an arbitrary \( i \). For \( i + 1 \), we can group in \( j \) brackets with the new element \( a_{i+1} \) in two ways:

- Add \( a_{i+1} \) on the last bracket of the compositions of \( m - a_{i+1} \) which is grouped in \( j \) brackets and interchange with \( n \)

\begin{align}
m = [a_1 + \cdots + a_{i+1}]_1 + [a_{i+1} + \cdots + a_{i+1}]_2 + \cdots + [a_{j-1} + \cdots + a_{j-1} + n + n + a_{i+1}]_j \\
= [a_1 + \cdots + a_{i+1}]_1 + [a_{i+1} + \cdots + a_{i+1}]_2 + \cdots + [a_{j-1} + \cdots + a_{j-1} + a_i + a_{i+1} + n]_j \tag{A17}
\end{align}

- Create a new bracket containing only the element \( a_{i+1} \), add this to the compositions of \( m - a_{i+1} \) which is grouped in \( j - 1 \) brackets and interchange with \( n \)

\begin{align}
m = [a_1 + \cdots + a_{i+1}]_1 + [a_{i+1} + \cdots + a_{i+1}]_2 + \cdots + [a_{j-1} + \cdots + a_{j-1} + a_i + n]_{j-1} + [a_{i+1}]_j \\
= [a_1 + \cdots + a_{i+1}]_1 + [a_{i+1} + \cdots + a_{i+1}]_2 + \cdots + [a_{j-1} + \cdots + a_{j-1} + a_i + a_{i+1}]_{j-1} + [n]_j \tag{A18}
\end{align}
Using the induction hypothesis, the number of different ways to group in \( j \) brackets the composition of \( m \) with \( i + 2 \) elements is simply

\[
\binom{i}{j-1} + \binom{i}{j-2} = \binom{i+1}{j-1}
\]

which proves our claim of possible groupings. Therefore, adding over all the possible compositions of \( m \) and over the possible groupings in \( j \) brackets, we obtain from (A14)

\[
(-1)^{j+1} \sum_{n=1}^{m-j+1} \frac{m!}{n!} \sum_{i=j-1}^{m-n} (-1)^i \binom{i}{j-1} \sum_{c \in \mathcal{C}(m-n)} f_{n_1}(a_1) f_{n_2}(a_2) \cdots f_{n_{j-1}}(a_{j-1}) F(c) \left[ \frac{N_{n_j}^{(n)}}{n_j!} - D_n \right] = H_m^{(n_1, n_2, \ldots, n_j)}
\]

Which proves (27) and (28).

Appendix B: Computational implementation for the asymptotic expansion calculus

In this appendix, we implement computationally the calculus of the asymptotics coefficients until the sixth perturbation order. For this, we use the program MATHEMATICA for calculating all the compositions and the corresponding terms that contribute to the asymptotic expansion until sixth order.

First, we calculate the compositions of \( m \) used for obtaining the principal asymptotic contribution \((n=1)\) in all the exact formulas.

\[
T[m] = \text{DeleteCases} \left[ \text{Flatten} \left[ \text{Table} \left[ \text{Table} \left[ \text{Permutations} \left[ \text{Flatten} \left[ \{m - a + 1, \text{IntegerPartitions}[a - 1][[k]]\}\right]\right], \{k, 1, \text{Length}[\text{IntegerPartitions}[a - 1]]\}\right], \{a, 1, 7\}\right], 2\right]\right];
\]

The compositions of \( m \) that contribute to the binomial centered asymptotic expansion \((n=2)\) are contained in

\[
T2[m] = \text{DeleteDuplicates} \left[ \text{Flatten} \left[ \text{Table} \left[ \text{Permutations} \left[ \text{Join} \left[ \text{Flatten} \left[ \{m/2 - P2[a][[k, 1]], m/2 - P2[a][[k, 2]]\}\right], \{k, 1, \text{Length}[P2[a]]\}\right]\right], \{a, 1, 7\}\right], 3\right]\right];
\]

Similarly, the other compositions corresponding to the other asymptotics centered contributions (particularly \( n = 3 \) and \( n = 4 \)) are calculated by

\[
P3[a_] := \text{Join} \left[ \text{Permutations} \left[ \text{Flatten} \left[ \{a, \{1\}, 0\}\right]\right], \text{Flatten} \left[ \text{Table} \left[ \text{Permutations} \left[ \text{Join} \left[ \text{IntegerPartitions}[a, \{2\}][[k]]\right], \{k, 1, \text{Length}[\text{IntegerPartitions}[a, \{2\}]]\}\right]\right], \{a, 1, 7\}\right], 3\right];
\]

and

\[
P3[0] = \{0, 0, 0\}.
\]
\[\text{T3[m]} := \text{DeleteDuplicates}\left[\text{Flatten}\left[\text{Table}\left[\text{Table}\left[\text{Permutations}\left[\text{Join}\left[\text{F3[m, a - 1][[k]]}, \text{Permutations}\left[\text{IntegerPartitions}\left[a - 1\right]\{1\}\right]\right]\right], \{k, 1, \text{Length}[\text{F3[m, a - 1]]}\}\right], \{1, 1, \text{Length}[\text{IntegerPartitions}\left[a - 1\right]]\}\right], \{a, 1, 7\}, 3\right]\right];\]

\[\text{T4[m]} := \text{DeleteDuplicates}\left[\text{Flatten}\left[\text{Table}\left[\text{Table}\left[\text{Permutations}\left[\text{Join}\left[\text{F4[m, a - 1][[k]]}, \text{Permutations}\left[\text{IntegerPartitions}\left[a - 1\right]\{1\}\right]\right]\right], \{k, 1, \text{Length}[\text{F4[m, a - 1]]}\}\right], \{1, 1, \text{Length}[\text{IntegerPartitions}\left[a - 1\right]]\}\right], \{a, 1, 7\}, 3\right]\right];\]

Each list of these compositions must be introduced in the respective exact formulas. For example, in formula \((43)\) for \(N_{c, m}^{(3)}\), denoting the lists

\[\text{T[m]}, \text{T2[m]}, \text{T3[m]}, \text{T4[m]}\]

generally as

\[\text{Ta[m]};\]

we have for \(N_{c, m}^{(3)}\)

\[\text{S[m, a] :=}\]

\[\text{If}[\text{Length}[\text{Ta[m][[i]]}] > 2, ((-1)^{\text{Length}[\text{Ta[m][[i]]]}} + 1)*\text{Ta[m][[i, 1]]}\]/\text{m*m!};\]

\[12*4*\text{Ta[m][[i, 2]]*Ta[m][[i, 3]]}/((2 - m) (2 - m - 2)) *\text{Binomial}[\text{Length}[\text{Ta[m][[i]]}] - 1, 2] *\text{Product}[\text{Ta[m][[i, r]]}, \{r, 1, \text{Length}[\text{Ta[m]}[\text{[i]]]]\}]\]

with

\[\text{S[m, a] :=}\]

\[\text{If}[\text{Length}[\text{Ta[m][[i]]}] > 2, ((-1)^{\text{Length}[\text{Ta[m][[i]]]}} + 1)*\text{Ta[m][[i, 1]]}\]/\text{m*m!};\]

\[12*4*\text{Ta[m][[i, 2]]*Ta[m][[i, 3]]}/((2 - m) (2 - m - 2)) *\text{Binomial}[\text{Length}[\text{Ta[m][[i]]}] - 1, 2] *\text{Product}[\text{Ta[m][[i, r]]}, \{r, 1, \text{Length}[\text{Ta[m]}[\text{[i]]]]\}]\]

\[\text{S[m, a] :=}\]

\[\text{If}[\text{Length}[\text{Ta[m][[i]]}] > 2, ((-1)^{\text{Length}[\text{Ta[m][[i]]]}} + 1)*\text{Ta[m][[i, 1]]}\]/\text{m*m!};\]

\[12*4*\text{Ta[m][[i, 2]]*Ta[m][[i, 3]]}/((2 - m) (2 - m - 2)) *\text{Binomial}[\text{Length}[\text{Ta[m][[i]]}] - 1, 2] *\text{Product}[\text{Ta[m][[i, r]]}, \{r, 1, \text{Length}[\text{Ta[m]}[\text{[i]]]]\}]\]

\[\text{S[m, a] :=}\]

\[\text{If}[\text{Length}[\text{Ta[m][[i]]}] > 2, ((-1)^{\text{Length}[\text{Ta[m][[i]]]}} + 1)*\text{Ta[m][[i, 1]]}\]/\text{m*m!};\]

\[12*4*\text{Ta[m][[i, 2]]*Ta[m][[i, 3]]}/((2 - m) (2 - m - 2)) *\text{Binomial}[\text{Length}[\text{Ta[m][[i]]}] - 1, 2] *\text{Product}[\text{Ta[m][[i, r]]}, \{r, 1, \text{Length}[\text{Ta[m]}[\text{[i]]]]\}]\]
For the principal asymptotic contribution, we obtain an expression similar to this

\[(2m)! \frac{m}{3} (2m - 2)(2m - 1)(1 + F_1[m]) \]  \hspace{1cm} (B1)

For the other asymptotics centered contributions, we don’t consider the factor 1 in the last parentheses. This is

\[(2m)! \frac{m}{3} (2m - 2)(2m - 1)F_a[m] \]  \hspace{1cm} (B2)

In any case, we expand in Taylor series \(F_a[m]\) for \(m \to \infty\) using

\[\text{Simplify}\left[\text{Series}\left[\text{Expand}[F[m]],\{m,\text{Infinity},6\}\right]\right]\]

obtaining the respective asymptotic expansion. The same procedure is valid with the others formulas.