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Abstract: We explore the impact of research and development (R&D) on sales growth rate with firm-specific factors under the Korean pharmaceutical industry structure using listed Korea pharmaceutical company data from 2007 to 2018 with the quantile regression technique. We find that R&D intensity has a positive effect on firm growth rate while R&D scale a negative effect on the firm growth rate at the upper quantile, whereas the result is opposite at the lower quantile. Firm size has a mixed relationship with sales growth at the upper quantile, thus Gibrat’s law is rejected in the Korean pharmaceutical industry. Firm age has a negative relationship with the sales growth rate at the upper quantile, which shows the consistent result with previous research that young firms grow faster. Patent persistence has a negative relationship with sales growth at the upper quantile, while a positive effect at the lower quantile. We show that young firms and firms with high R&D intensity contribute to the high growth rate, while the relationship is not clear at the lower quantile. Therefore, policy implication in this research is that the government should pay attention to encouraging and supporting R&D investment activities and small firms as well as consider ways to enhance patent rights.
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1. Introduction

Firm growth studies have been one of the central topics among many researchers [1]. Firm growth rates show heterogeneity across firms and are very hard to predict. For instance, growth regression shows a typically low or modest effect on firm growth rates [2]. Still, the progress of firm growth research has been limited [3]. The theoretical framework of firm growth dates back to Gibrat’s law of proportionate effect that growth rates are independent of firm size. An enormous amount of empirical studies tested the validity of Gibrat’s law but delivered mixed evidence [4]. Recently, empirical research on the relationship between innovation and firm growth has been carried out [5]. Innovation has been considered as a critical driver for firm growth across industries. However, empirical studies have shown mixed results on the impact of innovation on firm growth.

Part of the reason is that the research used different measures of performance such as sales, employment, asset, profit, and productivity with different data and methodology as well as various types of independent variables such as innovation, business cycle, and advertising capital [6–8]. Research and development (R&D) has been used as a representative proxy of innovation activities but the effects of R&D on firm growth are different for various types of firms [9]. The impact of R&D on
firm growth in young/old and small and medium-sized enterprise (SME)/large firms has been studied and recently many researchers have shown attention to high growth firms due to its economic and policy importance even with the drawback of the short period of persistence [10–12].

Quantile regression has been used to show the relationship in more detail in the heterogeneity of firm growth, in contrast to the traditional mean relationship between firm growth and independent variables [9,10,13].

The pharmaceutical industry provides an excellent opportunity to study the long-term dynamics of the industry where R&D and innovation play an essential role in the performance of the firms [9], thus we researched the relationship between innovative activities and high growth firms under the pharmaceutical industry structure.

In addition, since the industry structure could provide a clue, though not to causality, to understand better the relationship between high growth firms and innovation [9], we looked into the competition and concentration in the Korean pharmaceutical industry.

We find the relationship between R&D and growth for high growth and low growth firms in the Korean pharmaceutical industry using quantile regression techniques considering both firm-specific and industry-specific factors. We focus on pharmaceutical firms listed on the Korea stock market from 2007 to 2018.

The structure of this article is as follows. Section 2 summarizes previous researches regarding firm growth. Section 3 explains the data we used for analysis and Section 4 highlights quantile regression to draw implication for high growth firms. Section 5 shows the results, and then Section 6 concludes with some suggestions for further research.

2. Literature Review and Hypotheses

We review theoretical and empirical articles about firm growth and factors that have an impact on it, specifically firm size, firm age, R&D, and industry structure. Very little in theories of firm growth has been testable like in optimum firm size and Penrose’s managerial limit to growth. Thus, empirical investigation based on data has been used in many cases to rationalize the stylized facts of firm growth [7,14].

2.1. Firm Size, Age, and Growth

An important early theory about firm growth is Gibrat’s law that firm growth rate as a dependent variable is only proportional to the initial size of the firm as an independent variable. The firm growth rate could be a stochastic process in Gibrat’s law, which does not reconcile with the optimal firm size theory of traditional corporate theory. That is to say, the probability of change rate for all companies over specific periods is the same in the industry regardless of the initial firm sizes. Those indicators are used as alternative proxies for firm growth such as sales, employment, profit, asset, productivity, and innovation. While some studies support Gibrat’s law [15], numerous articles showed negative [16–19], or even a positive relationship [20] between firm size and firm growth rate. Mansfield showed that Gibrat’s law is analytically convenient but is not very empirically valid and is difficult to rely on as a theory of firm size distribution [21].

Stanley et al. rejected Gibrat’s law by analyzing the statistical properties of growth rates and found out that the growth rate has an exponential form unlike Gaussian distribution assumed by Gibrat’s law [22]. Following this, studies of the firm growth rate have emerged, and as a stylized result the firm growth rate dispersion is tent shaped [23–27]. As studies into growth rate distribution show that it has a tent shaped distribution rather than a Gaussian distribution, quantile regression has been recommended for firm growth studies [28].

Compared to the effect of size on firm performance, the age effect on firm performance has been less studied and is still not at a maturity phase because the data are not sufficient enough to study systematically [29]. However, it is widely considered firm age is a valid explanatory variable and there is a negative relationship between firm age and firm performance [19,30], though firm age could
be a proxy for other causal variables such as routinization, learning curve, and so on because those variables are very hard to measure [31].

There are many studies to show that both firm size and age have a statistical relationship with firm growth [4,18,19,32–38], some of which uses quantile regression method like Distante et al.

2.2. R&D, Innovation and Growth

A large number of research extends the regression model of Gibrat’s law by adding various determinants for the firm growth to show a statistically significant relationship [9,39–45]. The relationship between R&D, innovation, and growth has been an important topic because it justifies the corporate R&D investment and national R&D policy. Numerous research has been conducted, but the relationship between R&D and firm growth is mixed [11]. Many articles are showing a positive, neutral, or negative relationship between R&D and corporate growth [11,46–49].

The impact of R&D and innovation on firm performance shows considerable heterogeneity in various types of firms with different characteristics such as R&D intensity, innovation persistence, size, and so on [10,11,13,46,50–53]. Thus, the effect of R&D or innovation on growth should be considered together with a variety of enterprise factors. For example, Demirel and Mazzucato showed that the impact of R&D on growth in the pharmaceutical industry, which has high barriers to entry and is dependent on the size of the company and company characteristics such as patents and patents consistency. Falk showed that R&D intensity has a significantly positive impact on firm performance using Austrian data with the least absolute deviation estimator. Matthias Deschryvere considers the role of innovation persistence in analyzing R&D investment and growth relationship in SMEs and large firms using Finnish data with vector auto-regression model.

A recent study suggests that it is necessary to analyze factors that affect growth, focusing on fast-growing firms rather than small firms contributing to improving understanding of relevant growth process, though they have several challenges to be useful due to difficulty in prediction, lack of persistence, complicated relationship with other factors, and so on [54–61]. Coad, Segarra, and Teruel showed that young firms had a significant effect of R&D on performance in the upper growth quantile, while a negative effect of R&D on performance at lower growth quantile through the quantile regression analysis with the survey for Spanish companies [56]. Micheline Goedhuys and Leo Sleuwaegen paid attention to both HGFs (high growth firms) and SDFs (strongly declining firms) and showed that R&D has a positive effect on high quantile firms but a negative effect on low quantile firms [57]. Demir et al. identified five growth drivers for high growth firms based on a systematic review of empirical literature [60].

2.3. Competition, Industry Structure, and Growth

Firm performance through innovation hinges on industry structure. However, the relationship between competition on innovation has been still controversial [62]. For example, Schumpeter emphasized the critical role for innovation activities of entrepreneurial firms in the competitive market at first and large incumbents of monopoly power later, which could be labeled as Schumpeter Mark I and Schumpeter Mark II or constructive destruction and constructive accumulation [63,64].

In several studies of the relationship between industrial structure and innovation, it was found that there is a nonlinear relationship with an inverted U-shape between innovation and firm concentration [65,66] and in a modest degree of concentration R&D spending is the highest. The reason is that when the competition is intense, incentives to invest in innovation are low because the appropriability of innovation is low, and when concentration is high, firms tend to protect current market without pressure on innovation because of inertia and to maintain appropriability through patents [65,67]. This relationship between innovation and industrial structure varies across industries, and as the industry matures, it also changes over time.
Some growth models explain the positive relationship between competition and growth \cite{68,69}, but little evidence is provided to show a meaningful relationship between competition or concentration and firm growth \cite{70}.

2.4. Hypotheses Development

We derive hypotheses related to the effect of R&D on firm growth rate based on the theoretical and empirical background in the previous research we reviewed.

2.4.1. Relationship between Firm Size, Age, and Firm Growth

The first hypothesis we tested was whether firm size had an impact on firm growth rate in the Korean pharmaceutical industry. There has been a strand of study to test the validity of Gibrat’s law using various data from different countries across industries both in the product and service sectors. Some of the research supports Gibrat’s law, whereas others are against it. We test whether Gibrat’s law is valid in the Korean pharmaceutical industry by examining the relationship between sales and firm growth rate in the Korean pharmaceutical industry.

**Hypothesis 1.** The probability of firm growth rate change over specific periods is the same in the Korean pharmaceutical industry regardless of the initial firm sizes.

The next challenge that we address is the relationship between firm age and firm growth rate because young firms are not necessarily small firms, though they are considered closely related in some research. Young firms have different characteristics compared to older firms with some positive effect and other negative effects on firm growth rate. For example, young firms have no organizational inertia and are at less risk of cannibalization of the market share of existing products, while they lack routines, established product portfolio, and business experience. It is widely regarded that young firms are entrepreneurial and show faster growth in terms of productivity, sales, and employee, resulting in overall economic growth. Therefore, it would be meaningful to test the argument young firms grow faster in the Korean pharmaceutical industry.

**Hypothesis 2.** Firm age has a negative effect on firm growth for high growth firms in the Korean pharmaceutical industry.

2.4.2. Relationship between R&D and Firm Growth

A lot of study has been conducted to show the relationship between innovation activities and firm growth rate recently. Some of them has been focusing on the effect of R&D expenditure on the firm growth rate for high growth firms since high growth firms have been drawing special interest not only from companies but also from government and academics.

Though there have been some limitations of knowledge on high growth firms, it is widely expected that R&D expenditure has a positive effect on the firm growth rate for high growth firms, i.e., at upper quantile among all the firms. We therefore hypothesize;

**Hypothesis 3a.** R&D intensity has a positive effect on the firm growth rate at the upper quantiles of the growth distribution for all firms.

It is also worthwhile to test whether the firms at the upper quantile have a larger positive effect of R&D intensity on firm growth rate than the firms at a lower quantile when we consider only firms with a growth rate above the industry average. Based on the result, we could argue whether the effect of R&D expenditure on firm growth rate is different across the level of growth.

Thus, our next hypothesis is:
Hypothesis 3b. For firms with a growth rate above industry average, R&D intensity has a larger positive effect on firm growth rate at the upper quantiles of the growth distribution.

3. Data and Descriptive Analysis

3.1. Data

We used an electronic disclosure system, DART (Data Analysis, Retrieval, and Transfer System), to gather financial data on all pharmaceutical companies listed on the KOSPI (KOrea composite Stock Price Index) and KOSDAQ (KOrea Securities Dealers Automated Quotation) market. Among the listed 98 pharmaceutical companies, after cleansing data with missing information, we finally selected 59 companies from 2007 to 2018 with all available data for our selected variables. By only using the continuing firms during the same analysis period, we tried to get statistical consistency. We collected data from DART on the pharma company name, sales, assets, R&D expenditure, number of employees, and established years. We used WIPSON website (www.wipson.com) for patent data, especially about patent persistence years for the selected companies. We deflated the financial data to the 2015 level to obtain real values.

3.2. Variables

We described the variables used for the analysis in this section. We present a summary of the statistics of the data used in the analysis and the correlation between the variables in Tables 1 and 2.

| Table 1. Summary of key descriptive statistics. |
|-----------------------------------------------|
|               | Mean | SD  | Variance | Skewness | Kurtosis | Median | Min  | Max  |
| gr             | 0.06 | 0.19| 0.04     | −1.09    | 31.84    | 0.08   | −2.07| 1.15 |
| Sales          | 23.98| 2.37| 5.62     | −2.16    | 9.01     | 24.58  | 8.45 | 27.54|
| R&D intensity  | 0.03 | 1.3 | 169      | 1.93     | 5.98     | −0.3   | −5.56| 7.15 |
| Persist        | 0.88 | 0.32| 0.1      | −2.35    | 3.54     | 1      | 0    | 1    |
| Age            | 3.64 | 0.55| 0.3      | −0.61    | −0.24    | 3.81   | 2.08 | 4.8  |
| R&D scale      | 0.25 | 0.43| 0.18     | 1.16     | −0.66    | 0      | 0    | 1    |
| FastGr         | 0.49 | 0.5 | 0.25     | 0.03     | −2       | 0      | 0    | 1    |

| Table 2. Correlation coefficients. |
|-------------------------------------|
| (1) gr ,t      | (2) Sales | (3) R&D Intensity | (4) Persist | (5) Age | (6) R&D Scale | (7) FastGr |
| (1)           | 1         |                  |            |        |              |            |
| (2) −0.060    | 1         |                  |            |        |              |            |
| (3) −0.000    | 0.058     | 1                |            |        |              |            |
| (4) −0.032    | 0.003     | 0.167            | 1          |        |              |            |
| (5) −0.070    | 0.077     | −0.344           | 0.101      | 1      |              |            |
| (6) −0.032    | 0.285     | 0.317            | 0.146      | 0.078  | 1            |            |
| (7) 0.030     | 0.003     | 0.02             | −0.061     | −0.146 | −0.026       | 1          |

Firm growth is a function of several variables such as firm size, firm age, patent, R&D, and so on. We calculated annual growth rate using log difference of annual sales revenue. Growth could be measured in various ways such as asset or employment, but we used the sales growth rate for the convenience of comparison with previous works of literature. The other main variables were firm size, firm age, R&D intensity, R&D scale, and patent persistence.

For firm size, we used one time lagged log of sales for controlling autocorrelation [18,71,72]. We established the year for firm age and used the log of age following Brown et al. [73].
R&D intensity was calculated with R&D expenditure divided by one-period lag firm size and by one period lag asset, respectively, and then those two combined into a single composite index using principal component analysis (PCA) to avoid potential bias focusing on any individual calculation method. Another R&D variable was the R&D scale, which shows whether the company spends more or less than its competitors in the dataset as a comparative measure. It is a dummy variable which controls the effect of above-average R&D spending while controlling the effect of R&D intensity. If the spending was equal to or less than the average in the dataset, then it becomes 0 and 1 in the case of above-average [9].

We used patent persistence as a dummy variable to measure innovation activity. The patent could be used as a proxy for innovation output if a company has a patent consecutively over the past 4 years, then the dummy variable equals 1.

We also used the growth level dummy variable whose value is 1 if a firm growth rate is above industry median and 0 otherwise.

3.3. Preliminary Descriptive Analysis of High Growth Firms

Looking at both the total number of years and consecutive years with firms showing high growth performance during the analysis period of 10 years in Figures 1 and 2, we could see that the period classified as a high growth firm with a top performance was very short. Therefore, it was worthwhile to examine the characteristics of high growth firms than firms themselves with high sales growth rates.

![Figure 1](image1.png)

**Figure 1.** Frequency of achieving at least one year over the 80th percentile sales growth.

![Figure 2](image2.png)

**Figure 2.** Frequency of achieving over the 80th percentile sales growth in consecutive years.

Next, we reviewed the pattern of sales growth rate over time, density plot, and kurtosis plot. The plots showed a variety of firm growth over time, therefore, we should use a better approach than OLS (Ordinary Least Square) to analyze the relationship between firm growth rate and innovation activities.

With the shape of Figure 3, the firm growth rate has some outliers, and the firm growth rate distribution is right-skewed. High kurtosis in Figure 4 indicates that the firm growth rate distribution has a resemblance to the Laplace distribution rather than the Gaussian distribution.
One of the features in the Korean pharmaceutical industry is the ratio of sales of small and medium-sized Enterprise (SME) against non-SME is significantly low during the analysis period. It started at 58% in 2007 and stayed at 41% in 2018 in term of the number of SME (Table 3).

3.4. Preliminary Analysis of Dynamics and Competitive Environment

One of the features in the Korean pharmaceutical industry is the ratio of sales of small and medium-sized Enterprise (SME) against non-SME is significantly low during the analysis period. It started at 58% in 2007 and stayed at 41% in 2018 in term of the number of SME (Table 3).

| Year | Number of Firms | Ratio (%) | Revenue (Billion KRW) | Ratio (%) |
|------|----------------|-----------|----------------------|-----------|
| 2009 | 34             | 58        | 1505                 | 19        |
| 2018 | 24             | 41        | 1022                 | 9         |

Notes: a The criteria of SME in the Korean pharma is below 80 billion KRW in sales revenue on a three-year average by Ministry of SMEs and Startups. b Each number is the three-year average.

Next, we reviewed the industry structure to understand better how innovation activities impact on firm growth. We assessed the competitive environment for the industry structure using industry concentration, market share, and market instability indicator. Industry concentration of the Korean pharmaceutical companies is analyzed using the Herfindahl-Hirschman Index. Figure 5 shows how
industry structure has changed and stayed unconcentrated. The Market shares of the top three, five, and ten companies (CR3, CR5, and CR10) during the period show a similar pattern in the same period in Figure 6. The market concentration and the market shares in the Korean pharmaceutical industry have moved within a relatively stable range showing that the Korean pharmaceutical industry is unconcentrated.

![Figure 5. Herfindahl-Hirschman Index.](image1)

Another index explaining industry structure is the market share instability index. The index is defined in Hymer and Pashigan [74]:

\[
I = \sum_{t=1}^{n} \left| s_{it} - s_{i,t-1} \right|
\]

(1)

where \( s_{it} \) = the market share of a firm \( i \) at time \( t \).

A larger value of the index means a riskier environment and current growth cannot guarantee future growth [75]. According to the index, which shows the intensity of inter-firm competition [9], the market share fluctuation of the companies in the Korean pharmaceutical industry is decreasing, except only a short period as shown in Figure 7.

In summary, the Korean pharmaceutical industry has been unconcentrated with high fluctuation only for short exceptional period in terms of market concentration and instability.

Figure 8 shows firm sales, R&D, and R&D intensity at the top 10 companies. The R&D expenditure is overall growing when sales revenue increases, but it is not proportionate to the sales growth. Thus, R&D intensity grows rapidly when sales decrease in 2011 and reduce while sales grow sharply in 2014 at the top 10 companies' aggregate level.
The document discusses the use of quantile regression to analyze high growth firms. It mentions that recent studies on the relationship between firm growth and innovation activities have been using the quantile regression method. While the standard OLS shows the relationship between independent variables and the dependent variable on the average level, quantile regression helps to describe the conditional distribution of the dependent variable. As seen in the previous section, the firm growth rate distribution has not been centered around the mean, making the quantile regression preferable to OLS in our analysis.

The research performed a diagnostic check before estimating OLS. The residual plots in Appendix A demonstrated the normality, independency, and homoscedasticity of the residuals, and satisfied the three assumptions, except for some higher and lower quantiles. Besides, the stationary test to determine if the time point depended on the lagged time point, and the null hypothesis that the time point was non-stationary was rejected to confirm the stationary. For the stationary test, the Aggregated Dicky-Fuller Test was used. There are outliers in testing normality of residual distribution, independence of residual, and homoscedasticity in the data we have. If OLS estimator is used with outliers, high weight is given to outliers, and OLS is no more an unbiased estimator. Therefore, we used quantile regression, which is robust when there are outliers.

Our research is based on the model developed by Mazzucato and Parris. They analyzed factors affecting high-growth firms using long-term data from the US pharmaceutical industry (1963-2002) with penalized fixed effect quantile regression to consider the heterogeneity of the firm growth rate and to control firm-specific fixed effects. They extended the traditional Gibrat type of sales growth equation model by adding R&D intensities, firm age, and dummy variables as well as the control variable for common macroeconomic impacts.
We applied penalized fixed effect quantile regression at 10%, 25%, 50%, 75%, 80%, 90% quantile to assess how firm-specific factors affect sales growth rate quantile and compared with OLS and fixed effect regression result.

Sales growth rate, which is the log difference of annual sales revenue between time t and t-1, is regressed on firm size, firm age, R&D intensity, R&D scale, growth level labelled FastGr, and patents persistence where R&D scale, growth level, and patents persistence are dummy variables with all the independent variables one-time lagged.

The model we used is as follows:

\[
g_{it} = \alpha + \beta_1 \log(Sales_{it-1}) + \beta_2 R&D_{ins, it-1} + \beta_3 Persist_{it-1} + \beta_4 \log(Age_{it}) + \beta_5 R&Dscale_{it-1} + \beta_6 FastGr_{it-1} + \delta_t + u_{it}
\]

(2)

\[
g_{it} = \alpha + \beta_1 \log(Sales_{it-1}) + \beta_2 R&D_{ins, it-1} + \beta_3 Persist_{it-1} + \beta_4 \log(Age_{it}) + \beta_5 R&Dscale_{it-1} + \beta_6 FastGr_{it-1} + \beta_7 FastGrX\text{R&D}_{ins, it-1} + \delta_t + u_{it}
\]

(3)

\[
g_{it} = \log(Sales_{it}) - \log(Sales_{it-1})
\]

(4)

To check whether the differences across quantile regression are statistically different, we analyzed the interaction effects by adding the interaction term between the growth level dummy variable and R&D intensity where the value of growth dummy is 1 if the firm growth rate is above the industry median of the previous period and 0 otherwise.

We performed a robust test to verify our model. The pharmaceutical firms have been working on patent activities ahead of R&D. Patent persistence could not take into account the changing characteristics of patent activities every year. However, patent persistence could be considered as a fixed effect with time-invariant characteristics to remove the bias of R&D effects resulting from the omission of patent activities.

The Endogeneity test through the Wooldridge’s first-differential test for serial correlation in panel data does not reject the null hypothesis, thus there is no significant serial correlation in our model. The exogeneity test was done using the Durbin and Wu-Hausman test, and the null hypothesis is rejected. The purpose of this test is to select which model is appropriate between the fixed effect and random effect model, and the result means the fixed effect is a more appropriate model.

5. Results

We empirically investigated how the firm growth rate is influenced by firm-specific factors under the Korean industry structure using quantile regression in comparing with the OLS regression results. The main results are provided in Figure 9 and Table 4 below.

The sloping black dotted line indicates the estimated coefficient of each variable over the conditional growth rate distribution. The shaded black color shows the confidence interval of the quantile regression. The solid red lines are the least square estimates with their confidence intervals in red dotted lines. The graphs enable us to compare OLS estimates with the quantile estimates and enrich the analysis.
Table 4. OLS, fixed effect, penalized quantile regression with fixed effect, 2007–2018.

|                  | OLS     | FE      | Quantile |
|------------------|---------|---------|----------|
|                  | 10%     | 20%     | 25%      | 50%      | 75%      | 80%      | 90%      |
| Sales            | −0.0043932 | −0.0088826 ** | −0.00141 | −0.00541 *** | −0.00372 ** | 0.00044 | 0.00414 *** | 0.00163 * | −0.00773 * |
|                  | (0.0034194) | (0.0042353) | (0.00223) | (0.00173) | (0.00177) | (0.00092) | (0.00035) | (0.00083) | (0.00411) |
| R&D intensity    | −0.003543 | −0.0071336 | −0.03197 *** | −0.01913 *** | −0.00936 ** | 0.00519 ** | 0.00468 | 0.0095 * | 0.01569 *** |
|                  | (0.0070278) | (0.0100283) | (0.00412) | (0.00628) | (0.00423) | (0.00225) | (0.00456) | (0.00495) | (0.00451) |
| Persist          | −0.0119276 | 0.0412702 | 0.05481 *** | 0.01394 *** | 0.01648 *** | −0.03263 *** | −0.00722 | −0.01556 *** | −0.06845 *** |
|                  | (0.025831) | (0.0474662) | (0.00335) | (0.00548) | (0.00331) | (0.00762) | (0.00436) | (0.00898) |            |
| Age              | −0.0230032 | −0.2339024 ** | 0.01864 | −0.00254 | −0.0016 | −0.01083 | −0.05016 *** | −0.05068 *** | −0.0804 *** |
|                  | (0.015417) | (0.0925024) | (0.01827) | (0.00837) | (0.00952) | (0.00845) | (0.0138) | (0.01036) |            |
| R&D scale        | 0.0003367 | −0.0582653 | 0.02592 ** | 0.0496 *** | 0.02832 *** | −0.00455 | −0.01931 *** | −0.01897 *** | −0.00014 |
|                  | (0.0201998) | (0.0376301) | (0.01013) | (0.00487) | (0.00177) | (0.00296) | (0.00483) | (0.00719) | (0.01323) |
| FastGr           | 0.0070738 | −0.02436 | 0.00392 | 0.02461 ** | 0.01985 ** | 0.01865 ** | 0.03471 *** | 0.03532 *** | 0.03316 *** |
|                  | (0.015532) | (0.015532) | (0.00574) | (0.01017) | (0.00837) | (0.00881) | (0.00589) | (0.00627) | (0.00629) |
| α                | 0.2515344 ** | −0.19824 *** | 0.0647 * | 0.05202 * | 0.1061 *** | 0.20119 *** | 0.28855 *** | 0.72554 *** |            |
|                  | (0.9999822) | (0.04155) | (0.03601) | (0.02737) | (0.01452) | (0.03818) | (0.05042) | (0.07687) |            |
| Obs              | 590 | 590 | 590 | 590 | 590 | 590 | 590 | 590 | 590 |

*** 1, ** 5, * 10% significance level, standard error in brackets.
5.1. Relationship between Firm Size, Age, and Firm Growth Rate

The impact of sales on the firm growth rate is not statistically significant in OLS while the impact is statistically significant with a negative effect at the lower quantile and the highest quantile but the positive effect at 75% and 80% quantile in quantile regression. This result is not in full agreement with those of many other previous research, where increasing size has a negative impact on growth. This size-growth relationship in the quantile regression provides us with a detailed explanation in each quantile, which OLS could not do. The fixed effect model shows a negative relationship between size and firm growth rate, which means when we fix time-invariant cross-sectional variation, only time variation could explain a negative relationship between size and firm growth rate.

The impact of firm size on firm growth rate is not statistically significant in OLS but the relationship between size and firm growth rate shows statistical significance at some quantiles either with a positive (70% and 80%) or negative effect (20%, 25%, 90%) in quantile regression. Thus, Gibrat’s law, Hypothesis 1, is rejected in the Korean pharmaceutical industry. The policy implication is if only focusing on small companies to boost the industry, it would mislead and not guarantee that the government would achieve fast growth of the industry.

The OLS estimate for firm age is not statistically significant with firm growth rate, which is the opposite result to those of previous literature, while quantile regression coefficients of firm age are negatively related to firm growth rate at upper quantiles. The relationship in OLS analysis is not consistent with previous literature, explaining that young firms grow faster while the relationship at the upper quantile shows consistency with the previous literature. As in the result of the relationship between firm size and firm growth rate, quantile regression gives us the benefit to understand the relationship more in detail across the level of growth, which the OLS does not provide. With this
result, we could not reject Hypothesis 2. Thus, the government R&D policy to support young firms is beneficial in the Korean pharmaceutical industry.

5.2. Relationship between R&D and Firm Growth

The R&D intensity has no significant impact on the firm growth rate in the OLS while it has a positive effect on the firm growth rate at 80% and 90% quantile for the full sample of firms.

Mazzucato et al. (2015) show that R&D intensity has a positive effect on the firm growth rate in high growth firms under the competitive environment, and the result of our analysis is similar to it, considering the Korean pharmaceutical industry is an unconcentrated market as we could see it from the Herfindahl-Hirschman index and the Instability index in the previous section. With this result, Hypothesis 3a is accepted.

The OLS estimate of the R&D scale with R&D intensity being constant has no significant impact on the firm growth rate, and quantile regression estimates show a positive impact at lower (10%, 20%, and 25%) and negative at the upper quantile. It means that the firms with R&D expenditure above industry average benefit firm growth rate at the lower quantile, while firms at the upper quantile show a negative impact from R&D expenditure above industry level. Therefore, focusing on only R&D intensity for a high growth rate would mislead decision making both in the company or government and we should consider the two measures of R&D. One explanation would be the fact that there is a sizable R&D investment needed as well as time to benefit differentiated competitiveness from the innovation input. Considering high growth firms are young, the benefit from a large amount of R&D investment to catch up industry level would take time though R&D intensity based on sales revenue would benefit in the short-term. Other considerations would be related to falling productivity of R&D like other countries.

While OLS estimate of R&D scale has a positive effect on firm growth, the R&D scale in the fixed model is statistically insignificant. This result shows that the model’s fitness in this estimation equation reduces considering only time-variant characteristics. The R&D scale would be considered not to show considerable variation over time because the R&D investment is an important key activity in the pharmaceutical industry every year.

The implication from the analysis is that R&D intensity is a necessary condition for high firm growth in the Korean pharmaceutical industry even though the effect of the R&D scale has a different aspect for high growth firms.

To check whether there is a statistical difference of the impact of R&D intensity on firm growth rate among upper quantiles for firms with a growth rate above the industry average, we further conducted analysis with an interaction term between firm growth level and R&D intensity in equation (3). The interpretation of the coefficients of the two variables consisting of the interaction term is different from the liner additive term [42,78]. The effect of R&D intensity on the firm growth rate depends on the value of the moderating variable growth level. The meaning of coefficient $β_2$ is the impact of R&D intensity on the firm growth rate for the firms with a growth rate below the industry median, that is when $β_2$ is zero. The coefficient $β_7$ means the impact of R&D intensity on the firm growth rate for the firms with a growth rate above the industry median minus $β_2$. The sum of $β_2$ and $β_7$ is the impact of the R&D intensity on the firm growth rate for the firms with a growth rate above the industry median.

In Table 5, the interaction effect of the term growth level * R&D intensity on firm growth is not significant for all the cases where the growth level dummy variable has a value of 1 if a firm growth rate is above the average, 75%, 80%, and 90% value of all companies, respectively. For comparison, we conducted further analysis changing the conditions such as removing the R&D scale variable considering the correlation with the R&D intensity, extending analysis period from 2002 to 2018, and taking both of them into account. Though we have not reported the results in detail in our research, none of the tests show statistical significance. It means that though R&D intensity has a positive effect on the firm growth rate for high growth firms for all the firms, we could not argue that the impact of
R&D intensity on firm growth rate is different with statistical significance across the upper quantiles for firms with a growth rate above industry average. As a consequence, the hypothesis 3b is rejected.

Table 5. The results of interaction effect, 2007–2018.

| Dependent Variable: Sales Growth Rate | FastGr (≥50%) | FastGr (≥60%) | FastGr (≥65%) | FastGr (≥70%) | FastGr (≥75%) | FastGr (≥80%) | FastGr (≥85%) | FastGr (≥90%) |
|--------------------------------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| Constant                             | 0.254 **     | 0.246 **     | 0.240 **     | 0.241 **     | 0.246 **     | 0.246 **     | 0.252 **     | 0.265 ***     |
| (0.100)                              | (0.100)      | (0.100)      | (0.100)      | (0.100)      | (0.100)      | (0.100)      | (0.100)      | (0.100)      |
| Sales                                | −0.004       | −0.004       | −0.004       | −0.004       | −0.004       | −0.004       | −0.004       | −0.005        |
| (0.003)                              | (0.003)      | (0.003)      | (0.003)      | (0.003)      | (0.003)      | (0.003)      | (0.003)      | (0.003)      |
| R&D persistence                      | 0.020        | 0.002        | −0.003       | −0.003       | 0.009        | 0.071        | 0.021        | 0.040         |
| (0.049)                              | (0.049)      | (0.049)      | (0.048)      | (0.048)      | (0.048)      | (0.047)      | (0.047)      | (0.047)      |
| R&D intensity                        | −0.004       | −0.005       | −0.003       | −0.005       | −0.003       | −0.004       | −0.003       | −0.004        |
| (0.009)                              | (0.009)      | (0.009)      | (0.009)      | (0.008)      | (0.007)      | (0.007)      | (0.007)      | (0.007)      |
| Persistence                          | −0.012       | −0.012       | −0.011       | −0.012       | −0.011       | −0.012       | −0.012       | −0.012        |
| (0.026)                              | (0.026)      | (0.026)      | (0.026)      | (0.026)      | (0.026)      | (0.026)      | (0.026)      | (0.026)      |
| Age                                  | −0.023       | −0.022       | −0.022       | −0.022       | −0.022       | −0.022       | −0.023       | −0.024        |
| (0.015)                              | (0.015)      | (0.015)      | (0.015)      | (0.015)      | (0.015)      | (0.015)      | (0.015)      | (0.015)      |
| R&D scale                            | −0.0004      | 0.001        | 0.002        | 0.001        | 0.0001       | −0.0005      | −0.0005      | −0.0004       |
| (0.02)                               | (0.02)       | (0.02)       | (0.02)       | (0.02)       | (0.02)       | (0.02)       | (0.02)       | (0.02)       |
| FastGr                               | 0.003        | 0.014        | 0.02         | 0.02         | 0.012        | 0.014        | 0.004        | −0.02         |
| (0.019)                              | (0.019)      | (0.02)       | (0.02)       | (0.02)       | (0.02)       | (0.02)       | (0.02)       | (0.02)       |
| FastGrXR&D intensity                 | 0.001        | 0.003        | −0.002       | 0.002        | −0.002       | 0.003        | −0.001       | 0.003         |
| (0.012)                              | (0.012)      | (0.012)      | (0.012)      | (0.012)      | (0.013)      | (0.014)      | (0.015)      | (0.017)      |

Note: *** 1%, ** 5%, * 10% significance level, standard error in brackets.

5.3. Patent Persistence Variable

Patent persistence has a strong positive effect on the firm growth rate at lower quantile (10%, 20%, and 25%) and a negative effect on firm growth at or above median quantiles.

It is beyond our scope to analyze the causality between industry structure and firm growth with the data we gathered. However, we could consider how to achieve a high firm growth rate under the competitive market. The Korean pharmaceutical industry has been an unconcentrated for a long time. The market competition condition would be inferred that escape-competition effect to acquire a lead over rival as in Aghion et al.‘s model dominates and encourages firms to innovate in the Korean pharmaceutical industry [79]. Pender et al.’s model (2014) of an inverted U-shaped relationship between innovation and firm concentration explains when competition is intense, incentives to invest in innovation activities are low due to low appropriability, whereas high appropriability with better protection of knowledge would cause an increase of the number of competitors resulting in increases in such innovation outcome as patent [62]. Though a patent is obviously considered a prerequisite for high growth rate, the patent does not show a positive effect on firm growth in the Korean pharmaceutical industry possibly due to an appropriability issue. Policy implication from our analysis is that strong protection and encouragement of patents rights as innovative outcomes is more beneficial for higher growth rate firms in the Korean pharmaceutical industry.

6. Conclusions

We analyze the relationship between R&D and firm growth with firm-specific factors under the Korean pharmaceutical industry structure. Although there have been many theoretical and empirical research to analyze the impact of innovation activities on firm growth, no satisfactory consensus has been made among these researchers with just several statistical and empirical regularities provided, and sometimes mixed results were drawn.
The pharmaceutical industry is expected to become a next-generation growth engine and is gaining much interest from the government in Korea, but analysis of the impact of innovation activities on firm growth in the industry has not had much progress.

We conduct the analysis using a quantile regression method considering the heterogeneity of the firm growth rates across firms. We also consider other firm-specific factors and industry structure in our analysis. To our best knowledge, this is a unique trial to use quantile regression as well as industry structure to analyze the relationship between R&D activities and firm growth rate for the listed pharmaceutical companies in Korea.

In this study using the quantile regression method, we found more detailed information on the impact of R&D on the firm growth rate than OLS analysis, which shows part of the whole story. R&D intensity has a positive effect on firm growth rate at high growth firms with R&D scale having a negative effect, which would reflect the characteristics of the pharmaceutical industry that it takes a lot of time and effort to benefit from the R&D investment. The government should consider industry-specific aspects and encourage R&D investment with proper policy tools, while the pharmaceutical firms need to find ways to enhance R&D productivity.

Patent persistence has a negative effect on firm growth rate at the upper quantile. It would be partly because there is an appropriability issue in the Korean pharmaceutical industry. Patent rights are critical for high growth in the pharmaceutical industry. The Korean pharmaceutical firms should pay more attention to patent rights and put more efforts into it, while the government will have to support innovative pharmaceutical companies through far-reaching policy measures to enhance appropriability to boost global competitiveness. The Korean pharmaceutical industry has been unconcentrated for a long time, where escape-competition effect of winning competitors would dominate to provide incentives to invest R&D, thus policy for high appropriability to better protect the knowledge would lead to increases in innovation outcomes.

The impact of sales size on firm growth rate shows a positive or negative effect on firm growth rate in quantile regression, thus Gibrat’s law is rejected in the Korean pharmaceutical industry. The rejection of Gibrat’s law is consistent with the result of other previous research. The effect of firm age on the growth rate at the upper quantile shows that young firms grow faster. The implication is that young firms are not necessarily small firms, thus government R&D policy to support young firms is beneficial in the Korean pharmaceutical industry.

In summary, the implication of our research is that the government should encourage and support R&D investment activities, patent rights, as well as young firms, while the Korean pharmaceutical companies should enhance R&D productivity as well as invest in R&D and consider patents rights as a strategic asset.

Limitations to our study are as follows. First, we only include listed pharmaceutical companies, thus it may cause sample selection bias and overestimate the size effect of small firms on the firm growth rate. Likewise, missing big but non-listed or recently listed companies would cause distorted results for the large companies such as Samsung Biologics. Second, the classification of R&D data is not enough to gather specific data such as product and process R&D, incremental and innovative R&D, basic and applied R&D, and so on. It is hypothesized that small and new firms to focus more on the product and innovative R&D and large firms put more significant efforts on the process and incremental R&D to allocate their cost to products and enjoy economies of scale. If we could break down the R&D data, it would enable us to enrich the analysis. Lastly, there is an accuracy problem with R&D data. For example, it is not required in Korea to specify R&D depreciation cost in manufacturing costs statement, one of the financial statements, thus we could not get full information of the R&D data.

Though quantile regression is a more appropriate method than OLS for analysis of heterogeneous firm growth rate, the R-squared was characteristically low in many empirical research. Still more empirical research based on more quality data and statistical methods are needed to better reveal the relationship between firm growth and innovation.
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Figure A1. The residual plots.
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