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ABSTRACT: We propose a variant of elliptic multiple polylogarithms that have at most logarithmic singularities in all variables and satisfy a differential equation without homogeneous term. We investigate several non-trivial elliptic two-loop Feynman integrals with up to three external legs and express them in terms of our functions. We observe that in all cases they evaluate to pure combinations of elliptic multiple polylogarithms of uniform weight. This is the first time that a notion of uniform weight is observed in the context of Feynman integrals that evaluate to elliptic polylogarithms.
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1 Introduction

In perturbation theory physical observables are expanded into a series in the coupling constants of the theory. The $n$-th order in perturbation theory involves a sum of $n$-loop Feynman diagrams with a fixed set of external legs that need to be integrated over the momentum flowing in each of the $n$ loops. Hence, the evaluation of higher orders in perturbative quantum field theory (QFT) is tightly connected to the computation of multi-loop Feynman integrals. Over the last decade we have witnessed an enormous increase in our ability to compute Feynman integrals analytically. This progress can be traced back, among other things, to an improved understanding of multi-loop integrals and the mathematics underlying them.

Unitarity implies that Feynman integrals must have discontinuities, and therefore they must evaluate to special functions that reproduce this branch cut structure. We have nowadays a rather solid and complete mathematical understanding of the simplest class of special functions, called *multiple polylogarithms* (MPLs), that show up in multi-loop computations [1–4]. MPLs are not only relevant to precision computations in QFT, but they are an active area of research also in contemporary pure mathematics. The insight into the mathematical structure of MPLs has ultimately led to the development of novel computational techniques for Feynman integrals, cf., e.g., refs. [5–22]. Inherent to many of these techniques is the concept of *pure functions* and *pure integrals* [23], defined as integrals such that all the non-vanishing residues of the integrand are equal up to a sign. MPLs are
the prototypical examples of pure functions, and loosely speaking one may think of pure functions as linear combinations of MPLs with rational numbers as coefficients.

Pure integrals and MPLs have several nice features. In particular, if a family of integrals evaluates to a pure combination of MPLs, then it satisfies a particularly simple system of differential equations [14]. It has been known for a long time already that every Feynman integral can be decomposed into a basis of so-called master integrals, and that the master integrals can be computed as the solution to a system of a coupled differential equations [24–26]. The differential equations technique has received new impetus in ref. [14], where it was conjectured that, in the case where Feynman integrals evaluate to MPLs, it is possible to find a basis of master integrals that are pure integrals. The latter satisfy a system of differential equations that can easily be solved in terms of iterated integrals. This new insight has led to breakthroughs in the analytic computation of multi-loop Feynman integral, cf., e.g., refs. [27–49].

The concept of pure integrals is not only important to perform explicit computations. Certain QFTs exhibit the feature that some observables can be expressed in terms of pure combinations of MPLs. More precisely, to every MPL one can associate an ‘invariant’ called its weight, corresponding to the number of iterated integrations in its definition. It is conjectured that for certain QFTs like the $\mathcal{N} = 4$ Super Yang-Mills (SYM) theory quantum corrections often evaluate to pure combinations of MPLs of uniform weight. This conjecture is supported by many explicit results in $\mathcal{N} = 4$ SYM not only for scattering amplitudes [5, 41, 50–70], but also for certain anomalous dimensions [38, 71–77], form factors [78–81], correlation functions [82–86] and correlators of semi-infinite Wilson lines [87, 88]. This overwhelming list of results hints towards the fact that the property of uniform weight is not coincidental, but an intrinsic mathematical feature of the theory. Understanding this feature in more detail may not only shed light onto the properties of $\mathcal{N} = 4$ SYM, but on the mathematical structure of multi-loop computations and QFT in general.

It has been known for a long time, however, that not every Feynman integral can be expressed in terms of MPLs. The first time a non-polylogarithmic function was observed in a perturbative result was in the two-loop corrections to the electron self-energy in QED [89]. Since then, non-polylogarithmic functions were observed to appear also in several other higher-order computations [90–134]. In many cases these new classes of functions are related to elliptic curves (though it is known that also more complicated geometric structures like Riemann surfaces of higher genus or K3 surfaces appear in QFT [103, 104, 109, 112, 134–136]). For this reason, a lot of effort has recently gone into understanding in more detail the mathematical properties of the classes of functions of elliptic type that show up in multi-loop computations.

From a mathematical point of view, (part of) the family of functions relevant to elliptic Feynman integrals seem to be the so-called elliptic multiple polylogarithms (eMPLs) [137]. The eMPLs of ref. [137] are defined as iterated integrals on an elliptic curve defined as a complex torus. Incidentally, the same class of functions is known to describe also scattering amplitudes in superstring theory [138–142], where complex tori and related surfaces naturally occur as the worldsheet relevant to one-loop computations. In ref. [122] it was shown how eMPLs can equivalently be described as iterated integrals on an elliptic curve defined
by a polynomial equation. This latter description is often more convenient when working with elliptic Feynman integrals, because the explicit algebraic description of the elliptic curve is more directly related to the kinematics of the process and Feynman parameter integrals. Closely related to eMPLs are iterated integrals of modular forms [143, 144], and it was observed that they also show up in Feynman integral computations [118, 126, 130, 145].

Despite all this progress in computing Feynman integrals that do not evaluate to ordinary MPLs, we are still lacking an analogue of some the technology and understanding of MPLs. In particular, it is not entirely clear how to extend the notion of pure functions to the elliptic case. Pure functions have played an important role in modern approaches to Feynman integrals via the differential equations technique described above [14]. It was observed that in some cases the differential equations satisfied by elliptic Feynman integrals can be cast in a form very reminiscent of the non-elliptic cases [110, 146]. Since the modern approach to differential equations for Feynman integrals heavily relies on the concept of pure functions, a better understanding of purity in the elliptic case is likely to shed light on this. Moreover, elliptic functions also show up in $\mathcal{N} = 4$ SYM [97, 98, 120]. Having an understanding of the concept of pure functions would allow one to investigate in how far the conjectured property of uniform weight carries over to elliptic cases.

The purpose of this paper is to take some first steps in trying to understand how to define pure functions of uniform weight in the context of elliptic Feynman integrals. By analysing explicit results for Feynman integrals that can be evaluated in terms of eMPLs [147], we observe that in all cases the results can be cast in the form of a combination of eMPLs of uniform weight. In order to arrive at this result, we need to define a new basis for the space of all eMPLs which is characterised by the fact that all basis elements, seen as functions in many variables, satisfy a differential equation without homogeneous term and have at most logarithmic singularities. These properties are the natural generalisation of the characteristic properties of ordinary MPLs, and we therefore propose that these properties are the natural criteria to demand from a pure function.

This paper is organized as follows. In Section 2 we give a short review of ordinary MPLs and pure functions that can be expressed in terms of them. We review the background on elliptic curves and eMPLs needed throughout this paper in Section 3. In Section 4 we motivate and introduce our class of eMPLs that define pure functions and summarise some of their properties. In Section 5 we illustrate these concepts on a selected set of elliptic Feynman integrals. Finally, in Section 6 we propose how to define a notion of weight on the functions that appear in elliptic Feynman integral, and in Section 7 we draw our conclusions. We also include some appendices with some technical material omitted in the main text.

2 Feynman integrals, pure functions and multiple polylogarithms

We start by reviewing the concept of pure functions in the context of ordinary multiple polylogarithms (MPLs). MPLs are a class of special functions defined by [3, 148, 149]

$$G(a_1, \ldots, a_n; x) = \int_0^x \frac{dt}{t - a_1} G(a_2, \ldots, a_n; t),$$

(2.1)
and the recursion starts with $G(; x) \equiv 1$. In the special case where all the $a_i$’s are zero, we define
\[ G(\overbrace{0, \ldots, 0}^{n \text{ times}}; x) = \frac{1}{n!} \log^n x. \quad (2.2) \]
MPLs satisfy many identities. In particular, they are invariant under a simultaneous rescaling of all arguments,
\[ G(p a_1, \ldots, p a_n; p x) = G(a_1, \ldots, a_n; x), \quad p, a_n \neq 0. \quad (2.3) \]
They form a shuffle algebra
\[ G(a_1, \ldots, a_k; x) G(a_{k+1}, \ldots, a_{k+l}; x) = \sum_{\sigma \in \Sigma(k, l)} G(a_{\sigma(1)}, \ldots, a_{\sigma(k+l)}; x), \quad (2.4) \]
where $\Sigma(k, l)$ denotes the set of all shuffles of $(a_1, \ldots, a_k)$ and $(a_{k+1}, \ldots, a_{k+l})$, i.e., the set of all permutations of their union that preserve the relative orderings within each set. There is a systematic understanding of how to handle such identities (at least in cases relevant to physics applications), see e.g. refs. [5, 9, 12, 18].

MPLs are the prototypical examples of a class of functions dubbed pure functions in the physics literature. Since one of the main goals of this paper is to extend the notion of pure functions to the elliptic case, we spend some time reviewing this concept in detail. In ref. [23] a pure integral is defined as an integral such that all non-vanishing residues of its integrand are the same up to a sign (in which case we may normalise the integral such that all non-vanishing residues are $\pm 1$). A closely related definition uses the notion of weight: a pure function of weight \( n \) is a function whose total differential can be written in terms of pure functions of weight \( n - 1 \) (multiplied by algebraic functions with at most single poles) [14]. The recursive definition starts with assigning weight zero to algebraic functions. It is easy to check that sums and products of pure functions are still pure, and the weight of a product of two pure functions is the sum of their weights. The concept of weight is extended from functions to numbers in an obvious way, e.g., the weight of $i\pi = \log(-1)$ is one and the weight of $\zeta_n = -G(\overbrace{0, \ldots, 0}^{n-1 \text{ times}}; 1; 1)$ is $n$ (and $\overbrace{0, \ldots, 0}^{n-1 \text{ times}} = (0, \ldots, 0)$).

MPLs are pure functions with respect to either of these two definitions. Indeed, it is easy to see that all non-vanishing residues of the integrand in eq. (2.1) are $\pm 1$, and so eq. (2.1) defines a pure integral. Moreover, MPLs satisfy the differential equation [3]
\[ dG(a_1, \ldots, a_n; z) = \sum_{i=1}^{n} G(a_1, \ldots, \hat{a_i}, \ldots, a_n; z) d \log \frac{a_{i-1} - a_i}{a_{i+1} - a_i}, \quad (2.5) \]
from where it immediately follows that $G(a_1, \ldots, a_n; z)$ is a pure function of weight $n$. In the equation above, the notation $\hat{a_i}$ indicates that the label $a_i$ is absent. It is easy to see that the weight of an MPL agrees with the number $n$ of iterated integrations in eq. (2.1), and that the shuffle product on MPLs in eq. (2.4) preserves the weight. We mention here that, conjecturally, there are no relations among MPLs of different weights. We see that MPLs are the prototypical examples of pure functions. Conversely, it is easy to see that if
an integral can be evaluated in terms of algebraic functions and MPLs, then this integral is
pure if and only if it can be written as a linear combination of (products of) MPLs whose
coefficients are rational numbers.

While it is well known that loop integrals can often be expressed in terms of MPLs multiplied by algebraic functions, there is naively no reason to believe that Feynman integrals evaluate to pure functions. In ref. [14] it was argued that, while indeed Feynman integrals usually do not evaluate to pure functions, one can often make a choice of basis that expresses all members of a given family of Feynman integrals through a set of pure integrals (so-called master integrals) with algebraic basis coefficients.

In the case of Feynman integrals that evaluate to MPLs, the pure master integrals are characterised by the fact that they have unit leading singularities [23, 150]. Leading singularities are obtained by computing the maximal codimension residues of a Feynman integral, and as such they are closely related to the maximal cut of the integral. In the case of MPLs the basis of pure master integrals can be reached in an algorithmic way [20, 151–153], and the change of basis only involves algebraic functions.

Let us illustrate this on a simple one-loop example, namely the family of the bubble integral with two massive propagators in $D = 2 - 2\epsilon$ dimensions,

$$B_{n_1n_2}(p^2, m^2_1, m^2_2) = e^{\gamma_E} \int \frac{d^Dk}{i\pi^{D/2}} \frac{1}{(k^2 - m^2_1)^{n_1}((k + p)^2 - m^2_2)^{n_2}} , \quad (2.6)$$

where $\gamma_E = -\Gamma'(1)$ is the Euler-Mascheroni constant. Using integration-by-parts (IBP) identities [154, 155], one can show that every integral in this family can be written as a linear combination of three master integrals, which we may choose as

$$B_{10}(p^2, m^2, 0) = B_{01}(p^2, 0, m^2) = e^{\gamma_E} \int \frac{d^Dk}{i\pi^{D/2}} \frac{1}{k^2 - m^2}$$

$$= -\frac{1}{\epsilon} + \log m^2 + O(\epsilon),$$

$$B_{11}(p^2, m^2_1, m^2_2) = e^{\gamma_E} \int \frac{d^Dk}{i\pi^{D/2}} \frac{1}{(k^2 - m^2_1)((k + p)^2 - m^2_2)}$$

$$= \frac{1}{p^2(w - \bar{w})} \log \left( \frac{\bar{w}(1 - w)}{w(1 - \bar{w})} \right) + O(\epsilon), \quad (2.7)$$

with $w\bar{w} = m^2_1/p^2$ and $(1 - w)(1 - \bar{w}) = m^2_2/p^2$. We see that the master integrals are not pure, because the logarithms are multiplied by algebraic prefactors. We can however easily define a new set of pure master integrals via the following algebraic change of basis,

$$\begin{pmatrix} B_{10} \\ B_{01} \\ B_{11} \end{pmatrix} = \begin{pmatrix} -1/\epsilon & 0 & 0 \\ 0 & -1/\epsilon & 0 \\ 0 & 0 & -2/(\epsilon p^2(w - \bar{w})) \end{pmatrix} \begin{pmatrix} \tilde{B}_{10} \\ \tilde{B}_{01} \\ \tilde{B}_{11} \end{pmatrix} . \quad (2.8)$$

The functions $\tilde{B}_{ij}$ are pure, i.e., the coefficient of $\epsilon^k$ is a linear combination of terms of uniform weight $k$. The algebraic prefactors in the matrix in eq. (2.8) can be obtained by analysing the cuts of the integrals. For example, the algebraic factor appearing in the
expression for the one-loop bubble integral corresponds to the maximal cut of the integral,
\[
\text{Cut} \left[ B_{11|D=2} \right] = -\frac{2}{p^2 (w - \bar{w})},
\] (2.9)
and so we can write
\[
B_{11} = \text{Cut} \left[ B_{11|D=2} \right] \times \left[ -\frac{1}{2} \log \left( \frac{\bar{w}(1-w)}{w(1-\bar{w})} \right) + O(\epsilon) \right].
\] (2.10)

Having a basis of pure master integrals is not only of formal interest, but it also facilitates their computation. Indeed, pure master integrals are expected to satisfy a system of first order differential equations in canonical form [14]. In the case of MPLs the concept of purity and uniform weight has changed the way we think about Feynman integrals, and it has led to breakthroughs in the computation of master integrals. The extension of these ideas to Feynman integrals that evaluate to elliptic functions is still largely unclear. One of the goals of this paper is to introduce a class of elliptic polylogarithms that may be called pure, and we argue that many of the properties of pure Feynman integrals carry over to the elliptic case. Before introducing these functions, we give a short review of elliptic curves and elliptic polylogarithms in the next section.

3 Elliptic curves and elliptic polylogarithms

In this section we present the minimal mathematical background on elliptic curves and polylogarithms required in the rest of this paper. In the first subsection we focus on elliptic curves, and review elliptic polylogarithms in the next subsection.

3.1 Elliptic curves

For our purposes it is sufficient to think of an elliptic curve as the zero set of a polynomial equation of the form \( y^2 = P_n(x) \), where \( P_n \) is a polynomial of degree \( n = 3 \) or \( 4 \), i.e., the set of points in \( \mathbb{C}P^2 \) with homogeneous coordinates \([x, y, 1]\) constrained by \( y^2 = P_n(x) \). We only discuss here the case of a quartic polynomial, \( n = 4 \), since this case appears most commonly in the context of Feynman integrals. Extending the results of the paper to \( n = 3 \) is straightforward. In the following we always assume that the polynomial defining the elliptic curve is given in the form \( P_4(x) = (x - a_1) \cdots (x - a_4) \). The roots \( a_i \) of \( P_4 \) are often referred to as the branch points of the elliptic curve. For concreteness, we assume in the following that the branch points are real, distinct and ordered according to \( a_1 < a_2 < a_3 < a_4 \).

There are certain ‘invariants’ that we can attach to an elliptic curve. The most prominent ones are the two periods of the elliptic curve. They are defined by
\[
\omega_1 = 2 c_4 \int_{a_2}^{a_3} \frac{dx}{y} = 2 K(\lambda) \quad \text{and} \quad \omega_2 = 2 c_4 \int_{a_1}^{a_2} \frac{dx}{y} = 2 i K(1 - \lambda),
\] (3.1)
with
\[
\lambda = \frac{a_1 a_3 a_2 a_4}{a_{13} a_{24}} \quad \text{and} \quad c_4 = \frac{1}{2} \sqrt{a_{13} a_{24}}, \quad a_{ij} = a_i - a_j,
\] (3.2)
and $K$ denotes the complete elliptic integral of the first kind,

$$K(\lambda) = \int_0^1 \frac{dt}{\sqrt{(1 - t^2)(1 - \lambda t^2)}}. \quad (3.3)$$

In eq. (3.1) we use the following convention for the branches of the square root in the integrand (valid when the branch points are real),

$$\sqrt{P_4(x)} \equiv \sqrt{|P_4(x)|} \times \begin{cases} 
-1, & x \leq a_1 \text{ or } x > a_4, \\
-\iota, & a_1 < x \leq a_2, \\
1, & a_2 < x \leq a_3, \\
\iota, & a_3 < x \leq a_4. 
\end{cases} \quad (3.4)$$

There are also two quasi-periods attached to every elliptic curve. We choose them as

$$\begin{aligned}
\eta_1 &= -\frac{1}{2} \int_{a_2}^{a_3} dx \tilde{\Phi}_4(x, \vec{a}) = E(\lambda) - \frac{2 - \lambda}{3} K(\lambda), \\
\eta_2 &= -\frac{1}{2} \int_{a_1}^{a_2} dx \tilde{\Phi}_4(x, \vec{a}) = -\iota E(1 - \lambda) + \iota \frac{1 + \lambda}{3} K(1 - \lambda), \quad (3.5)
\end{aligned}$$

where $E$ denotes the complete elliptic integral of the second kind,

$$E(\lambda) = \int_0^1 dt \sqrt{\frac{1 - \lambda t^2}{1 - t^2}}. \quad (3.6)$$

and $\tilde{\Phi}_4(x, \vec{a})$ is defined by

$$\tilde{\Phi}_4(x, \vec{a}) \equiv \frac{1}{c_4 y} \left( x^2 - \frac{s_1}{2} x + \frac{s_2}{6} \right). \quad (3.7)$$

Here $\vec{a} \equiv (a_1, a_2, a_3, a_4)$ and $s_n \equiv s_n(\vec{a})$ denotes the symmetric polynomial of degree $n$ in the branch points. The periods and quasi-periods are not independent, but they are related by the Legendre relation,

$$\eta_2 \omega_1 - \eta_1 \omega_2 = -\iota \pi. \quad (3.8)$$

The function $\tilde{\Phi}_4$ has the property that the differential one-form $dx \tilde{\Phi}_4(x, \vec{a})$ has a double-pole with vanishing residue at $x = \infty$.

The periods and quasi-periods are not genuine invariants of an elliptic curve, in the sense that isomorphic elliptic curves may give rise to different (quasi-)periods. A true invariant that uniquely characterises every elliptic curve is the so-called $j$-invariant. Since the $j$-invariant will not play any role in this paper, we do not define it here and refer to the literature. Instead, we note that the redundancy in the definition of the periods and quasi-periods is due to the fact that they only depend on the cross-ratio $\lambda$ of the four branch points. Hence, different polynomials may describe the same elliptic curve. In order to resolve this redundancy it is convenient to look at an alternative way to classify elliptic curves.

It can be shown that every elliptic curve defined over the complex numbers (which means that we are looking for complex solutions to the polynomial equation $y^2 = P_4(x)$)
is isomorphic to a complex torus, i.e., the quotient of the complex plane \( \mathbb{C} \) by a two-dimensional lattice \( \Lambda \). In our case the relevant lattice is the lattice \( \Lambda = \omega_1 \mathbb{Z} + \omega_2 \mathbb{Z} \) spanned by the two periods. We can perform a rescaling without changing the geometry, and from now on we will always be working with the torus defined by the lattice \( \Lambda_\tau = \mathbb{Z} + \tau \mathbb{Z} \), where \( \tau = \omega_2/\omega_1 \) denotes the ratio of the two periods, with \( \text{Im} \ \tau > 0 \). In other words, every \( \tau \) in the upper half-plane \( \mathbb{H} = \{ \tau \in \mathbb{C} : \text{Im} \ \tau > 0 \} \) defines a two-dimensional lattice, and thus an elliptic curve. Different values of \( \tau \) may still define the same elliptic curve. One can show that \( \tau, \tau' \in \mathbb{H} \) define the same elliptic curve if and only if they are related by a modular transformation, i.e., a M"obius transformation for \( SL(2, \mathbb{Z}) \). The space of geometrically-distinct tori (the so-called moduli space) can then be identified with the quotient of the upper half-plane \( \mathbb{H} \) by the modular group \( SL(2, \mathbb{Z}) \).

The map from the torus \( \mathbb{C}/\Lambda_\tau \) to the curve defined by the polynomial equation \( y^2 = P_4(x) \) can be explicitly realised. One can show that there is a function \( \kappa(z, \tilde{a}) : \mathbb{C}/\Lambda_\tau \rightarrow \mathbb{C} \) which satisfies the differential equation \( (c_4 \kappa'(z, \tilde{a}))^2 = P_4(\kappa(z, \tilde{a})) \), and the image of the torus under \( \kappa \) can be identified with the elliptic curve \( y^2 = P_4(x) \). The explicit form of \( \kappa \) is not important in the following, and we refer to ref. [122] for its explicit definition. Here we only mention that \( \kappa \) is a meromorphic function of \( z \) and it is doubly-periodic, that is \( \kappa(z+1, \tilde{a}) = \kappa(z+\tau, \tilde{a}) = \kappa(z, \tilde{a}) \). A function satisfying these properties is called an elliptic function. Moreover, \( \kappa \) is an even function of \( z \), and it maps the half-periods to the branch points \( a_i \),

\[
\kappa(0, \tilde{a}) = a_1, \quad \kappa(\tau/2, \tilde{a}) = a_2, \quad \kappa(1/2 + \tau/2, \tilde{a}) = a_3, \quad \kappa(1/2, \tilde{a}) = a_4. \tag{3.9}
\]

The inverse map to \( \kappa \) is called Abel’s map and is defined in the following way. If \( [X, Y, 1] \in \mathbb{CP}^2 \) is a point satisfying \( Y^2 = P_4(X) \), then its image on the torus is

\[
z_X = \frac{c_4}{\omega_1} \int_{a_1}^{X} \frac{dx}{y} = \frac{\sqrt{a_{13}a_{24}}}{4 K(\lambda)} \int_{a_1}^{X} \frac{dx}{y}. \tag{3.10}
\]

In the following an important role will be played by the image \( z_* \) on the torus of the point \( x = -\infty \), defined by

\[
z_* = \frac{c_4}{\omega_1} \int_{-\infty}^{a_1} \frac{dx}{y} = \frac{\sqrt{a_{13}a_{24}}}{4 K(\lambda)} \int_{a_1}^{-\infty} \frac{dx}{y}. \tag{3.11}
\]

In the case where the branch points \( a_1 < a_2 < a_3 < a_4 \) are all real and the branches of the square root are chosen according to eq. (3.4), we can evaluate the integral in terms of elliptic integrals of the first kind (see Appendix A) to obtain a closed analytic expression for \( z_* \). We find

\[
z_* = Z_\lambda(\alpha, \lambda) = \frac{1}{2} - \frac{F(\sqrt{\alpha} | \lambda)}{2 K(\lambda)}, \quad \alpha = \frac{a_{13}}{a_{14}}, \tag{3.12}
\]

where \( F \) denotes the incomplete elliptic integral of the first kind,

\[
F(x | \lambda) = \int_0^x \frac{dt}{\sqrt{(1-t^2)(1-\lambda t^2)}}. \tag{3.13}
\]

In other situations, e.g., when the branch points \( a_i \) are not real and/or the branches of the square root are not chosen according to eq. (3.4), then eq. (3.12) still remains true and we
can express \(z_\ast\) in terms of \(Z_\ast(\alpha, \lambda)\), albeit only up to complex conjugation and to a sign related to the choice of the branches of the square root. We refer to Appendix A for a detailed discussion.

### 3.2 Elliptic multiple polylogarithms

In this subsection we introduce a generalisation of polylogarithms to elliptic curves. We start by defining elliptic multiple polylogarithms as iterated integrals on (the universal cover of) a complex torus, and we review what this class of integrals becomes in terms of the variables \((x, y)\) at the end of this subsection.

Elliptic multiple polylogarithms (eMPLs) were first introduced in ref. [137]. Here we follow a slightly different path, and inspired by refs. [138, 156] we define eMPLs by the iterated integral

\[
\tilde{\Gamma}(n_1 \ldots n_k; z, \tau) = \int_0^z dz' g^{(n_1)}(z' - z_1, \tau) \tilde{\Gamma}(n_2 \ldots n_k; z', \tau),
\]

where \(z_i\) are complex numbers and \(n_i \in \mathbb{N}\) are positive integers. The integers \(k\) and \(\sum n_i\) are called the length and the weight of the eMPL. In the case where \((n_k, z_k) = (1, 0)\), the integral in eq. (3.14) is divergent and requires regularisation. We closely follow ref. [138] for the choice of the regularisation scheme.

The integration kernels in eq. (3.14) are defined through a generating series known as the Eisenstein-Kronecker series,

\[
F(z, \alpha, \tau) = \frac{1}{\alpha} \sum_{n \geq 0} g^{(n)}(z, \tau) \alpha^n = \frac{\theta_1'(0, \tau) \theta_1(z + \alpha, \tau)}{\theta_1(z, \tau) \theta_1(\alpha, \tau)},
\]

where \(\theta_1\) is the odd Jacobi theta function, and \(\theta_1'\) is its derivative with respect to its first argument. Seen as a function of \(z\), the function \(g^{(1)}(z, \tau)\) has a simple pole with unit residue at every point of the lattice \(\Lambda_\tau\). For \(n > 1\), \(g^{(n)}(z, \tau)\) has a simple pole only at those lattice points that do not lie on the real axis. As a consequence, the iterated integrals in eq. (3.14) have at most logarithmic singularities. Furthermore the functions \(g^{(n)}\) have definite parity,

\[
g^{(n)}(-z, \tau) = (-1)^n g^{(n)}(z, \tau),
\]

and are invariant under translations by 1, but not \(\tau\),

\[
g^{(n)}(z + 1, \tau) = g^{(n)}(z, \tau) \quad \text{and} \quad g^{(n)}(z + \tau, \tau) = \sum_{k=0}^n \frac{(-2\pi i)^k}{k!} g^{(n-k)}(z, \tau).
\]

Elliptic MPLs share many of the properties of ordinary MPLs. First, eMPLs form a shuffle algebra,

\[
\tilde{\Gamma}(A_1 \cdots A_k; z, \tau) \tilde{\Gamma}(A_{k+1} \cdots A_{k+l}; z, \tau) = \sum_{\sigma \in \Sigma(k,l)} \tilde{\Gamma}(A_{\sigma(1)} \cdots A_{\sigma(k+l)}; z, \tau),
\]

where we have introduced the notation \(A_i = \binom{n_i}{n_i} \). The shuffle product preserves both the weight and the length of eMPLs. Second, there is a closed formula for the total differential
of an eMPL which is very reminiscent of the total differential of an ordinary MPL in eq. (2.5). The formula for the total differential reads [126],

\[
d\tilde{\Gamma} (A_1 \cdots A_k; z, \tau) = \sum_{p=1}^{k-1} (-1)^{n_p+1} \Gamma (A_1 \cdots A_{p-1} 0 A_{p+2} \cdots A_k; z, \tau) \omega_{p,p+1}^{(n_p+n_{p+1})} \\
+ \sum_{p=1}^{k} \sum_{r=0}^{n_p+1} \left[ \frac{(n_p-1)}{n_{p+1}-1} \right] \Gamma (A_1 \cdots \hat{A}_p \cdots A_k; z, \tau) \omega_{p,p+1}^{(n_p-r)} \\
- \left[ \frac{(n_{p+1}-1)}{n_p-1} \right] \Gamma (A_1 \cdots \hat{A}_p \cdots A_k; z, \tau) \omega_{p,p+1}^{(n_{p+1}-r)} \right],
\]

(3.19)

where, similarly to the case of MPLs, the hat indicates that the corresponding argument is absent and we have introduced the shorthands

\[
A_i^{[r]} \equiv (n_i+r) \quad \text{and} \quad A_i^{[0]} \equiv A_i.
\]

(3.20)

In the previous equation, we let \((z_0, z_{k+1}) = (z, 0)\) and \((n_0, n_{k+1}) = (0, 0)\), and we use the convention that the binomial number \((-1)^{-1}\) is 1. The differential one-forms \(\omega_{ij}^{(n)}\) are given by

\[
\omega_{ij}^{(n)} \equiv \omega^{(n)}(z_j - z_i) = (dz_j - dz_i) g^{(n)}(z_j - z_i, \tau) + \frac{n \, d\tau}{2\pi i} g^{(n+1)}(z_j - z_i, \tau),
\]

(3.21)

with \(g^{(-1)}(z, \tau) = 0\). We note here that both ordinary and elliptic MPLs satisfy a differential equation without homogeneous term, as can be seen from eqs. (2.5) and (3.19). Functions of this type are called unipotent. The differential equation satisfied by unipotent functions serves as the basis to define a symbol map and a coaction on them [157]. The coaction decomposes every MPL (elliptic or not) into a tensor product whose first entry is itself an MPL, while the second entry is interpreted as a symbol of sorts. In the non-elliptic case, this coaction is closely related to the coaction on ordinary MPLs [149, 158, 159] (see also ref. [12, 18]). Details about this construction in the case of eMPLs can be found in ref. [126].

Not all the functions encountered when working with elliptic curves are unipotent. In particular, the periods and quasi-periods in eq. (3.1) and (3.5) give rise to non-unipotent functions. To see how they arise, it is convenient to combine the periods and quasi-periods into a 2 × 2 matrix

\[
P = \begin{pmatrix} \omega_1 & \omega_2 \\ \eta_1 & \eta_2 \end{pmatrix},
\]

(3.22)

The Legendre relation in eq. (3.8) reduces to \(\det P = -i\pi\). We can write this matrix as the product of two matrices, \(P = SU\), with

\[
S = \begin{pmatrix} \omega_1 & 0 \\ \eta_1 & -i\pi/\omega_1 \end{pmatrix} \quad \text{and} \quad U = \begin{pmatrix} 1 & \tau \\ 0 & 1 \end{pmatrix}.
\]

(3.23)

We stress that this factorisation is based on a choice, because we have singled out \(\omega_1\) with respect to \(\omega_2\). While from a purely mathematically standpoint there is no natural way to
prefer $\omega_1$ over $\omega_2$, we can often appeal to physics to motivate the choice (e.g., because it is often possible to choose $\omega_1$ to be real and $\omega_2$ to be purely imaginary, at least in some region of kinematic space). It is easy to check that the matrix $U$ satisfies a differential equation without homogeneous term, and so $\tau$ is unipotent. The elements of $S$ instead are not unipotent and referred to as semi-simple, i.e., in our case the quantities $i\pi/\omega_1$, $\omega_1$ and $\eta_1$ are not unipotent, but semi-simple.

So far we have described eMPLs as iterated integrals on a complex torus. Since we can map the torus to the elliptic curve defined by the polynomial equation $y^2 = P_4(x)$, we can obtain an alternative description of eMPLs as iterated integrals directly in the coordinates $(x, y)$. This was worked out explicitly for the first time in ref. [122], where the following class of iterated integrals was defined,

$$E_4(\frac{n_1}{c_1} \ldots \frac{n_k}{c_k}; x, \vec{a}) = \int_0^x dt \psi_{n_1}(c_1, t, \vec{a}) E_4(\frac{n_2}{c_2} \ldots \frac{n_k}{c_k}; t, \vec{a}) ,$$

(3.24)

with $n_i \in \mathbb{Z}$ and $c_i \in \hat{\mathbb{C}} = \mathbb{C} \cup \{\infty\}$, and the recursion starts with $E_4(\cdot; x, \vec{a}) = 1$. The integration kernels $\psi_{n}$ are obtained by explicitly constructing a basis of integration kernels with at most simple poles in $x$ on an elliptic curve. We refer to ref. [122] for the details, and we content ourselves here to present the subset corresponding to $|n| \leq 2$, which (empirically) is the one most relevant to the computation of two-loop Feynman integrals evaluating to eMPLs. The simplest integration kernel $\psi_0$ defines the holomorphic differential on the elliptic curve,

$$\psi_0(0, x, \vec{a}) = \frac{c_4}{y} .$$

(3.25)

In particular, the one-form $dx \psi_0$ has no pole anywhere on the elliptic curve. For $n = \pm 1$ instead, the kernels have a simple pole at the location specified by the first argument in $\psi_{\pm 1}$. They are given by

$$\psi_1(c, x, \vec{a}) = \frac{1}{x-c} , \quad \psi_{-1}(c, x, \vec{a}) = -\frac{y_c}{y(x-c)} , \quad c \neq \infty ,$$

(3.26)

$$\psi_1(\infty, x, \vec{a}) = \frac{c_4}{y} Z_4(x, \vec{a}) , \quad \psi_{-1}(\infty, x, \vec{a}) = \frac{x}{y} ,$$

where we introduced the shorthand $y_c = \sqrt{P_4(c)}$. The kernel $\psi_1(c, x, \vec{a})$ is identical to the kernel that defines ordinary MPLs, and so ordinary MPLs are a subset of eMPLs. In eq. (3.26) the function $Z_4$ is defined by the integral

$$Z_4(x, \vec{a}) \equiv \int_{a_1}^{x} dx' \Phi_4(x', \vec{a}) , \quad \text{with} \quad \Phi_4(x, \vec{a}) \equiv \tilde{\Phi}_4(x, \vec{a}) + 4c_4 \frac{\eta_1}{\omega_1} \frac{1}{y} ,$$

(3.27)

and $\tilde{\Phi}_4$ was defined in eq. (3.7). Since $dx \tilde{\Phi}_4$ has a double pole without residue at infinity, the function $Z_4$ has a simple pole there. Similarly, for $|n| > 1$ the kernels $\psi_{n}(c, x, \vec{a})$ have at most a simple pole at $x = c$. In addition, they involve higher powers of $Z_4(x, \vec{a})$ (while
still only having at most simple poles at infinity). For example, we have [122]

\[
\begin{align*}
\psi_{-2}(c, x, \vec{a}) &= \frac{y_c}{y(x-c)} Z_4(x, \vec{a}), \\
\psi_2(c, x, \vec{a}) &= \frac{1}{x-c} Z_4(x, \vec{a}) - \Phi_4(x, \vec{a}), \quad c \neq \infty, \\
\psi_2(\infty, x, \vec{a}) &= \frac{c_4}{y} Z^{(2)}_4(x, \vec{a}), \\
\psi_{-2}(\infty, x, \vec{a}) &= \frac{x}{y} Z_4(x, \vec{a}) - \frac{1}{c_4},
\end{align*}
\]

where \(Z^{(2)}_4(x, \vec{a})\) is a polynomial of degree two in \(Z_4(x, \vec{a})\). The concrete form of this polynomial can be found in ref. [122] and we do not repeat it here because it is irrelevant for the discussion that follows.

We have now two different descriptions of eMPLs, either in terms of the functions \(\tilde{\Gamma}\) or the functions \(E_4\). These two classes of functions are in fact just two different bases for the same space of functions. Indeed, it was shown in ref. [122] that one can always write the kernels \(\psi_n\) as linear combinations of the coefficients \(g^{(n)}\) of the Eisenstein-Kronecker series. For example, the holomorphic differential can be written as \(dx \psi_0(0, x, \vec{a}) = \omega_1 \, dz\), where \(z\) denotes the image of \(x\) under Abel’s map in eq. (3.10). The kernels in eq. (3.26) can be related to the kernels defined on the torus as [122]

\[
\begin{align*}
dx \psi_1(c, x, \vec{a}) &= dz \left[ g^{(1)}(z - z_c, \tau) + g^{(1)}(z + z_c, \tau) - g^{(1)}(z - z_s, \tau) - g^{(1)}(z + z_s, \tau) \right], \\
dx \psi_{-1}(c, x, \vec{a}) &= dz \left[ -g^{(1)}(z - z_c, \tau) - g^{(1)}(z + z_c, \tau) + g^{(1)}(z_c - z_s, \tau) + g^{(1)}(z_c + z_s, \tau) \right], \\
dx \psi_1(\infty, x, \vec{a}) &= dz \left[ -g^{(1)}(z - z_s, \tau) - g^{(1)}(z + z_s, \tau) \right], \\
dx \psi_{-1}(\infty, x, \vec{a}) &= \frac{a_1 \omega_1 dz}{c_4} + dz \left[ g^{(1)}(z - z_s, \tau) - g^{(1)}(z + z_s, \tau) + 2g^{(1)}(z_s, \tau) \right],
\end{align*}
\]

where \(z_s\) is defined in eq. (3.12). Similar formulas can be derived for all other kernels. We refer to ref. [122] for the details. Using these relations, one can easily check that there is a one-to-one map between the functions \(\tilde{\Gamma}\) and the functions \(E_4\), and we can always express a function from one class as a linear combination of functions from the other class. Finally, we note that we can write the function \(Z_4\) in terms of the coefficients of the Eisenstein-Kronecker series [122],

\[
Z_4(x, \vec{a}) = -\frac{1}{\omega_1} \left[ g^{(1)}(z_e - z_s, \tau) + g^{(1)}(z_e + z_s, \tau) \right].
\]

### 4 Elliptic polylogarithms and pure functions

In the previous sections we have reviewed multiple polylogarithms, both ordinary and elliptic. We have seen that the elliptic and non-elliptic cases share many properties. In this section we argue how the concept of pure functions can be extended from ordinary to elliptic MPLs. Before we present the definition of pure eMPLs, we discuss in the next subsection the motivation for that definition.

\textsuperscript{1}The additional factor of \(\omega_1\) compared to ref. [122] comes from the fact that here we work with the torus defined by the lattice \(\mathbb{Z} + \tau \mathbb{Z}\) instead of \(\omega_1 \mathbb{Z} + \omega_2 \mathbb{Z}\).
4.1 Motivation

A priori, it is not entirely clear how to extend the definition of pure functions to the elliptic case, thus we approach the issue by analysing available results for Feynman integrals that evaluate to eMPLs. A naive definition of a pure elliptic Feynman integral could consist in considering $\mathbb{Q}$-linear combinations of elliptic polylogarithms $E_4$ of the same length or weight. Such a naive definition, however, soon reaches its limits, as we now demonstrate.

In ref. [115] the two-loop sunrise integral in $D = 2 - 2\epsilon$ with three equal masses was computed in terms of $E_4$ functions. More precisely, consider the family of integrals

$$S_{n_1 n_2 n_3} (p^2, m^2) = -\frac{e^{2\pi i \epsilon}}{\pi^D} \int \frac{d^D k d^D l}{(k^2 - m^2)^{n_1} (l^2 - m^2)^{n_2} ((k + l + p)^2 - m^2)^{n_3}}, \quad (4.1)$$

with $n_i \in \mathbb{N}$. Using IBP identities, every integral in this family can be written as a linear combination of the following three master integrals,

$$S_0(p^2, m^2) = S_{110}(p^2, m^2),$$
$$S_1(p^2, m^2) = S_{111}(p^2, m^2),$$
$$S_2(p^2, m^2) = S_{112}(p^2, m^2). \quad (4.2)$$

$S_0$ is the product of two one-loop tadpole integrals and will not be discussed any further. For now, we focus only on the master integral $S_1$, and we return to $S_2$ in Section 5. The result for $S_1$ reads [115]

$$S_1(p^2, m^2) = \frac{1}{(m^2 + p^2) c_4} \left[ \frac{1}{c_4} E_4(0 \ 0 \ 1; 1, \vec{a}) - 2 E_4(0 \ -1 \ 1; 1, \vec{a}) - E_4(0 \ -1 \ 1; 1, \vec{a}) \right] + O(\epsilon), \quad (4.3)$$

where the vector of branch points $\vec{a}$ is

$$\vec{a} = \left( \frac{1}{2} (1 + \sqrt{1 + \rho}), \frac{1}{2} (1 + \sqrt{1 + \bar{\rho}}), \frac{1}{2} (1 - \sqrt{1 + \rho}), \frac{1}{2} (1 - \sqrt{1 + \bar{\rho}}) \right), \quad (4.4)$$

with

$$\rho = -\frac{4m^2}{(m + \sqrt{-p^2})^2} \quad \text{and} \quad \bar{\rho} = -\frac{4m^2}{(m - \sqrt{-p^2})^2}. \quad (4.5)$$

The result for $S_1$ in eq. (4.3) is not pure (not even up to an overall algebraic factor), because not all the $E_4$ functions are multiplied by rational numbers, but the first term in square brackets is multiplied by the algebraic function $1/c_4$. There is, however, strong motivation to believe that the two-loop sunrise integral in $D = 2 - 2\epsilon$ dimensions should define a pure function of some sort: First, while eq. (4.3) was obtained by integrating the Feynman parameter representation for $S_1$, the corresponding result obtained from dispersion relations can be written as a $\mathbb{Q}$-linear combination of $E_4$ functions, and no additional algebraic prefactor is needed [115]. Second, in the case where at least one propagator is massless, the integral can be evaluated in terms of pure linear combination
of ordinary MPLs. Third, the equal-mass sunrise integral $S_1(p^2, m^2)$ can also be written in terms of iterated integrals of Eisenstein series $[126, 145]$, and also in this representation no additional algebraic prefactor is needed.

Based on this example, we see that a naive definition of ‘elliptic purity’ via the basis of eMPLs $E_4$ does not have the desired properties. Instead of working with the basis of $E_4$ functions, we can change basis and consider the basis of eMPLs $\tilde{\Gamma}$ on the complex torus. We observe that when expressed in terms of this basis, the equal-mass sunrise integral is a $\mathbb{Q}$-linear combination of $\tilde{\Gamma}$ functions (up to an overall factor), i.e., it is a function that can be qualified as pure. The final expression for $S_1$ in terms of pure functions will be given in Section 5. We therefore propose that the functions $\tilde{\Gamma}$ are pure functions, and an elliptic Feynman integral is pure if it can be expressed as a $\mathbb{Q}$-linear combination of such functions (up to overall normalisation).

As a motivation for this proposal we point out that, just like ordinary MPLs, the functions $\tilde{\Gamma}$ have at most logarithmic singularities in all variables. Indeed, we have seen in Section 3 that the integration kernels $g^{(n)}(z, \tau)$ have at most simple poles, and so the one-forms $\omega_{ij}^{(n)}$ that appear in the total differential of $\tilde{\Gamma}(n_1 \ldots n_k ; z, \tau)$ have at most logarithmic singularities (see eqs. (3.19) and (3.21)). Hence, seen as a function in many variables, $\tilde{\Gamma}(n_1 \ldots n_k ; z, \tau)$ has only logarithmic singularities in each variable, but no poles (because the differential of a pole is a pole of order at least two). This property is identical to the corresponding property for ordinary MPLs, as can easily be seen from the fact that the total differential of an ordinary MPL in eq. (2.5) only involves logarithmic one-forms. The $E_4$ functions, instead, do not only have logarithmic singularities when seen as a function of many variables, but also poles. Indeed, consider the function $E_4(\frac{-1}{c}; x, \vec{a})$, with $c \neq \infty$. Using eqs. (3.29) and (3.30) (and assuming for simplicity that $z_0 = 0$), we find

$$
E_4(\frac{-1}{c}; x, \vec{a}) = \tilde{\Gamma}(\frac{1}{z_c}; z_x, \tau) - \tilde{\Gamma}(\frac{-1}{z_c}; z_x, \tau) + \left[ g^{(1)}(z_c - z_x, \tau) + g^{(1)}(z_c + z_x, \tau) \right] \tilde{\Gamma}(0; z_x, \tau)
$$

$$
= \tilde{\Gamma}(\frac{1}{z_c}; z_x, \tau) - \tilde{\Gamma}(\frac{-1}{z_c}; z_x, \tau) - \omega_1 Z_4(c, \vec{a}) \tilde{\Gamma}(0; z_x, \tau).
$$

While the functions $\tilde{\Gamma}$ have at most logarithmic singularities, the function $Z_4(c, \vec{a})$ has a pole at $c = \infty$. Hence, unlike the $\tilde{\Gamma}$ functions, the $E_4$ functions have poles. We stress, however, that in the variable $x$ they only have logarithmic singularities, because the kernels $\psi_n(c, x, \vec{a})$ have at most simple poles in $x$. Based on these considerations we propose the following definition of pure functions:

A function is called pure if it is unipotent and its total differential involves only pure functions and one-forms with at most logarithmic singularities.

Sums and product of pure functions are obviously pure. We postulate that a pure function remains pure under (reasonable) specialisations of the arguments to algebraic numbers. This allows us in particular to extend the definition from functions to numbers.

While the functions $\tilde{\Gamma}$ provide a basis of pure eMPLs, this basis is often not the most convenient one when working with Feynman integrals:

1. Feynman integrals often have an intrinsic notion of ‘parity’, defined in the following way: Although the final analytic result for a Feynman integral may involve square
roots, the original integrand is a purely rational object. Hence, the final analytic result including square roots must be independent of the choice of the branch of the root. This implies that the pure function part must have definite ‘parity’ with respect to the operation of changing the sign of the root. For example, we see that the one-loop bubble integral in eq. (2.7) is independent of the sign of the square root, and both the algebraic prefactor and the pure function part are odd functions. In the case of eMLPs, changing the sign of the square root corresponds to the operation \((x, y) \leftrightarrow (x, -y)\). Since \((x, y) = (\kappa(z, \vec{a}), c_4 \kappa'(z, \vec{a}))\), this operation corresponds on the torus to changing the sign of \(z\). We would thus like to have a basis of pure functions that have definite parity under this operation. The basis \(\tilde{\Gamma}\) does not have this property, and we prefer to work with an alternative basis that makes this symmetry manifest.

2. From the mathematical point of view, elliptic curves and the functions associated to them are most naturally studied in terms of complex tori and the coordinate \(z\). Feynman integrals, however, are more naturally expressed in terms of the variables \((x, y)\), because these variables are more directly related to the kinematics of the process under consideration. We would therefore like to have a basis of pure eMLPs formulated directly in terms of the variables \((x, y)\).

4.2 Pure elliptic multiple polylogarithms

In this section we introduce a new class of iterated integrals on the elliptic curve defined by the polynomial equation \(y^2 = P_4(x)\) with the following properties:

1. They form a basis for the space of all eMLPs.
2. They are pure.
3. They have definite parity.
4. They manifestly contain ordinary MPLs.

The definition reads

\[
E_4^{(n_1 \ldots n_k)}(c_1 \ldots c_k; x, \vec{a}) = \int_0^x dt \Psi_{n_1}(c_1, t, \vec{a}) E_4^{(n_2 \ldots n_k)}(c_2 \ldots c_k; t, \vec{a}),
\]

with \(n_i \in \mathbb{Z}\) and \(c_i \in \hat{\mathbb{C}}\). Equation (4.7) is of course equivalent to the differential equation,

\[
\partial_x E_4^{(n_1 \ldots n_k)}(c_1 \ldots c_k; x, \vec{a}) = \Psi_{n_1}(c_1, x, \vec{a}) E_4^{(n_2 \ldots n_k)}(c_2 \ldots c_k; x, \vec{a}).
\]

The length and the weight are specified in analogy with the case of the \(E_4\) functions in eq. (3.24). The integration kernels are defined implicitly through the identity (for \(n \geq 0\))

\[
dx \Psi_{\pm n}(c, x, \vec{a}) = dz_x \left[ g^{(n)}(z_x - z_c, \tau) \pm g^{(n)}(z_x + z_c, \tau) - \delta_{\pm n,1} \left( g^{(1)}(z_x - z_s, \tau) + g^{(1)}(z_x + z_s, \tau) \right) \right].
\]

It is easy to check that the class of functions defined in this way satisfies the four properties outlined above: First, there is a one-to-one map between the kernels \(\Psi_{\pm n}\) and the functions
Since the latter define the basis of eMPLs $\tilde{\Gamma}$, there is a one-to-one map between the functions $\mathcal{E}_4$ and $\tilde{\Gamma}$, and so the iterated integrals in eq. (4.7) define a basis for the space of all eMPLs. Second, since the coefficients in eq. (4.9) are all $\pm 1$, the functions $\mathcal{E}_4$ can be written as a $\mathbb{Q}$-linear combination of $\tilde{\Gamma}$ functions, and so the $\mathcal{E}_4$ functions are pure. Third, it is easy to see that eq. (4.9) has definite parity under changing the sign of $z_x$. Hence, the $\mathcal{E}_4$ functions define a pure basis of eMPLs with definite parity. Finally, the term proportional to a Kronecker $\delta$ is conventional, and added so that (cf. eq. (3.29))

$$dx\Psi_1(c, x, \vec{a}) = \frac{dx}{x-c}, \quad c \neq \infty . \tag{4.10}$$

In this way we make manifest that ordinary MPLs are a subset of eMPLs,

$$\mathcal{E}_4\left(1_{c_1} \ldots 1_{c_k} : x, \vec{a}\right) = G(c_1, \ldots , c_k ; x) , \quad c_i \neq \infty . \tag{4.11}$$

Given the properties that the iterated integrals in eq. (4.7) fulfil, we argue that this class of functions is very well suited to express Feynman integrals that can be written in terms of eMPLs. We will illustrate this on several non-trivial elliptic Feynman integrals in Section 5.

In the remainder of this section we study in more detail the properties of the $\mathcal{E}_4$ functions.

### 4.3 Integration kernels defining pure eMPLs

So far we have defined the kernels $\Psi_{\pm n}$ in eq. (4.9) only implicitly through their relationship to the coefficients of the Eisenstein-Kronecker series. In ref. [122] it was shown that there is a one-to-one map between the $g^{(n)}$ functions and the kernels $\psi_{\pm n}$ defined in Section 3. Using the results of ref. [122] we can give an explicit representation of the kernels that appear in eq. (4.7). We present here explicitly the formulas up to $n = 1$, and the corresponding formulas for $n = 2$ are given in Appendix B. The extension to higher values of $n$ is straightforward. For $n = 0$, we find

$$\Psi_0(0, x, \vec{a}) = \frac{1}{\omega_1} \psi_0(0, x, \vec{a}) = \frac{c_4}{\omega_1 y} . \tag{4.12}$$

For $n = 1$, we have (with $c \neq \infty$)

$$\Psi_1(c, x, \vec{a}) = \psi_1(c, x, \vec{a}) = \frac{1}{x-c} ,$$

$$\Psi_{-1}(c, x, \vec{a}) = \psi_{-1}(c, x, \vec{a}) + Z_4(c, \vec{a}) \psi_0(0, x, \vec{a}) = \frac{y_c}{y(x-c)} + Z_4(c, \vec{a}) \frac{c_4}{y} , \tag{4.13}$$

$$\Psi_1(\infty, x, \vec{a}) = -\psi_1(\infty, x, \vec{a}) = -Z_4(x, \vec{a}) \frac{c_4}{y} ,$$

$$\Psi_{-1}(\infty, x, \vec{a}) = \psi_{-1}(\infty, x, \vec{a}) - \left[\frac{a_1}{c_4} + 2G_s(\vec{a})\right] \psi_0(0, x, \vec{a}) = \frac{x}{y} - \frac{1}{y} \left[a_1 + 2c_4 G_s(\vec{a})\right] .$$

The quantity $G_s(\vec{a})$ in the last equation corresponds to the image of $z_*$ under the function $g^{(1)}$,

$$G_s(\vec{a}) \equiv \frac{1}{\omega_1} g^{(1)}(z_*, \tau) . \tag{4.14}$$
In eq. (3.12) we have seen that \( z_* \) can be expressed in terms of elliptic integrals of the first kind. Similarly, it is possible to derive a closed analytic expression for \( G_*(\vec{a}) \) in terms of elliptic integrals of the first and second kind. In the following we discuss only the case where the branch points are real and ordered in the natural way. In this case we can use eq. (3.12) to write \( z_* \) in terms of the function \( Z_*(\alpha, \lambda) \). Performing exactly the same steps as in the derivation of eq. (3.12) (see Appendix A), we find

\[
G_*(\vec{a}) = \frac{1}{\omega_1} g^{(1)}(Z_*(\alpha, \lambda), \tau) = \lim_{x \to \infty} \left[ \frac{y}{2c_4(x - a_1)} - \frac{1}{2} Z_4(x, \vec{a}) \right]
- \left( \frac{2\eta_1}{\omega_1} \right) \frac{\lambda}{3} + \frac{2}{3} \right) F(\sqrt{\alpha|\lambda}) - E(\sqrt{\alpha|\lambda}) + \sqrt{\alpha(\alpha \lambda - 1)} \alpha^{-1}.
\]

(4.15)

We stress that this relation only holds in the case where the branch points are ordered in the natural way and the branches of the square root are chosen according to eq. (3.4). Just like in the case of the relation between \( z_* \) and \( Z_*(\alpha, \lambda) \), the relation remains true in other cases up to a sign and up to complex conjugation, cf. Appendix A.

We see that the price to pay to have integration kernels that define pure functions is that the kernels involve the functions \( Z_4 \) and \( G_* \). While in general these functions are transcendental, in applications these functions can often be expressed in terms of algebraic quantities, thereby simplifying greatly the analytic structure of the integration kernels \( \Psi_n \).

Let us illustrate this on the example of the function \( G_* \). We focus again on the region where the branch points are real and ordered in the natural way and refer Appendix A for the other cases. We start from eq. (3.12), which relates \( z_* \) and \( Z_*(\alpha, \lambda) \). In applications, one often encounters the situation that \( z_* \) takes the particularly simple form

\[
z_* = a + b \tau(\lambda) = a + b \tau(\lambda) = a + ib \frac{K(1 - \lambda)}{K(\lambda)}, \quad a, b \text{ constant.}
\]

(4.16)

Often we even have \( a, b \in \mathbb{Q} \), in which case \( z_* \) is a rational point (torsion point) on the elliptic curve. Equating eq. (3.12) and (4.16), we find,

\[
Z_*(\alpha, \lambda) = \frac{1}{2} \frac{F(\sqrt{\alpha|\lambda})}{2K(\lambda)} = a + b \tau(\lambda).
\]

(4.17)

We see that the left-hand side depends on both \( \alpha \) and \( \lambda \), while the right-hand side depends only on \( \lambda \). This implies that in eq. (3.12) \( \alpha \) and \( \lambda \) cannot be independent, but \( \alpha = \alpha(\lambda) \) must be a function of \( \lambda \). In physics applications this situation is encountered frequently, because the branch points, and thus both \( \alpha \) and \( \lambda \), are usually (algebraic) functions of the external kinematic data (Mandelstam invariants and masses), so that \( \alpha \) and \( \lambda \) are not independent and, at least locally, we can express \( \alpha \) in terms of \( \lambda \). Differentiating eq. (4.17) with respect to \( \lambda \) and using eq. (3.12), we find

\[
b \frac{d\tau}{d\lambda} = - \frac{d}{d\lambda} \frac{F(\sqrt{\alpha(\lambda)|\lambda})}{2K(\lambda)}.
\]

(4.18)

As it is well known, the derivative of \( F(\sqrt{\alpha(\lambda)|\lambda}) \) involves the function \( E(\sqrt{\alpha(\lambda)|\lambda}) \), such that by working out the derivative we can invert eqs. (4.17) and (4.18) and express
F(\sqrt{\alpha(\lambda)}|\lambda) and E(\sqrt{\alpha(\lambda)}|\lambda) in terms of \( \tau \) and its derivative. Substituting these results into eq. (4.14), we are left with

\[
G_\ast(\vec{a}) = -\frac{\lambda(\lambda - 1)\alpha'(\lambda)}{\sqrt{\alpha(1-\alpha)(1-\alpha \lambda)}} - \frac{\alpha(\lambda - 1)}{\sqrt{\alpha(1-\alpha)(1-\alpha \lambda)}} - 2 b \lambda(\lambda - 1)\omega_1 \tau'(\lambda)
\]  

(4.19)

where \( \tau' \) indicates the derivative with respect to \( \lambda \), and we suppressed the dependence of \( \alpha \) on \( \lambda \). It is very easy to compute \( \tau'(\lambda) \) as

\[
\tau'(\lambda) = i \frac{d}{d\lambda} \frac{K(1-\lambda)}{K(\lambda)} = \frac{i\pi}{(\lambda - 1)\lambda \omega_1^2}
\]

(4.20)

such that the expression above becomes

\[
G_\ast(\vec{a}) = \frac{(1-\lambda)[\lambda\alpha'(\lambda) + \alpha]}{\sqrt{\alpha(1-\alpha)(1-\alpha \lambda)}} - b \frac{2\pi i}{\omega_1}
\]

(4.21)

Let us make some comments about eq. (4.21). First, we stress that eq. (4.21) is only valid when the branch points are real and the branches of the square root are chosen according to eq. (3.4). In other cases the formula holds up to a sign and complex conjugation, see Appendix A. Second, eq. (4.21) assumes that \( \alpha \) and \( \lambda \) are not independent, and that in addition \( z_\ast \) takes the special form in eq. (4.16). Once the exact relation between \( \alpha \) and \( \lambda \) is known (which of course depends on the problem considered), eq. (4.21) becomes explicit and can be used to derive the expression for \( G_\ast(\vec{a}) \). In physics applications, both \( \alpha \) and \( \lambda \) are usually algebraic functions of the external kinematics, in which case \( G_\ast(\vec{a}) \) reduces to an (explicitly computable) algebraic function of the external kinematic data, up to the term proportional to \( i\pi/\omega_1 \). We will see an explicit example of this in the next section, when we discuss results for some Feynman integrals that evaluate to pure combinations of elliptic polylogarithms.

4.4 Properties of pure eMPLs

Before we discuss examples of Feynman integrals that can be expressed in terms of the pure basis of eMPLs defined in the previous subsection, we summarise here some of their properties. Most of these properties are inherited from the corresponding properties of the \( E_4 \) and \( \tilde{\Gamma} \) functions, but we collect them here for completeness.

**Shuffle algebra.** Just like ordinary MPLs (and iterated integrals in general), the \( E_4 \) functions form a shuffle algebra,

\[
E_4(A_1 \cdots A_k; x, \vec{a}) E_4(A_{k+1} \cdots A_{k+l}; x, \vec{a}) = \sum_{\sigma \in \Sigma(k,l)} E_4(A_{\sigma(1)} \cdots A_{\sigma(k+l)}; x, \vec{a})
\]

(4.22)

with \( A_i = \binom{n_i}{c_i} \).

**Rescaling of arguments.** Just like ordinary MPLs, the \( E_4 \) functions are invariant under a simultaneous rescaling of the arguments (cf. eq. (2.3)),

\[
E_4\left(\frac{n_1}{c_1} \cdots \frac{n_k}{c_k}; p, x, p \vec{a}\right) = E_4\left(\frac{n_1}{c_1} \cdots \frac{n_k}{c_k}; x, \vec{a}\right), \quad p, c_k \neq 0.
\]

(4.23)
Unipotency, symbols and coaction. The \( \mathcal{E}_4 \) functions are pure linear combinations of \( \widetilde{\Gamma} \) functions. The latter are unipotent. They satisfy a differential equation without homogeneous term (cf. eq. (3.19)). It immediately follows that the \( \mathcal{E}_4 \) functions are also unipotent. We can then apply the construction of ref. \[157\] and define a notion of symbols and a coaction on \( \mathcal{E}_4 \) functions, similar to the coaction on the \( \widetilde{\Gamma} \) functions introduced in ref. \[126\]. For example, we have

\[
\Delta \left( \mathcal{E}_4 \left( \frac{0}{0} \mid 1, x, \vec{a} \right) \right) = \mathcal{E}_4 \left( \frac{0}{0} \mid 1, x, \vec{a} \right) \otimes 1 - \mathcal{E}_4 \left( \frac{1}{\infty} \mid x, \vec{a} \right) \otimes [dz_c] + \mathcal{E}_4 \left( \frac{1}{\infty} \mid x, \vec{a} \right) \otimes \left[ \frac{d\tau}{2\pi i} \right] - \mathcal{E}_4 \left( \frac{0}{0} \mid x, \vec{a} \right) \otimes \left[ \omega^{(1)} (z_0 - z_c, \tau) \right] \quad (4.24)
\]

where \( S \) denotes the symbol of \( \mathcal{E}_4 \left( \frac{0}{0} \mid 1, x, \vec{a} \right) \).

\[
S = [dz_0 - dz_x \omega^{(1)} (z_0 - z_c, \tau)] + [dz_x - dz_0 \omega^{(1)} (-z_c, \tau)] + [dz_0 - dz_x \omega^{(1)} (z_c, \tau)]
\]

\[
+ [dz_x - dz_0 \omega^{(1)} (z_c + z_0, \tau)] + [\omega^{(1)} (z_0 - z_c, \tau) | dz_0 - dz_x ] + [\omega^{(1)} (z_c + z_0, \tau) | dz_0 + dz_c ]
\]

\[
+ [\omega^{(1)} (z_x - z_c, \tau) | dz_x - dz_c ] - [\omega^{(1)} (z_c + z_x, \tau) | dz_x + dz_c ]
\]

\[
+ [\omega^{(2)} (z_c + z_x, \tau) | \frac{d\tau}{2\pi i} ] - [\omega^{(2)} (z_0 - z_c, \tau) | \frac{d\tau}{2\pi i} ] + [\omega^{(2)} (z_c + z_0, \tau) | \frac{d\tau}{2\pi i} ] .
\quad (4.25)
\]

Note that via eq. (4.11) we can interpret every ordinary MPL as an eMPL. Very importantly, the definition of the symbol in the elliptic case agrees with the definition of the symbol of ordinary MPLs \[5\text{--}9\].

Closure under integration. Consider the algebra \( \mathcal{A}_4 \) generated by functions of the form

\[
R(x, y) Z_4(x, \vec{a})^m \mathcal{E}_4 (\frac{n_1}{c_1} \cdot \frac{n_k}{c_k} \mid x, \vec{a}) ,
\quad (4.26)
\]

where \( m \in \mathbb{N} \) and \( R(x, y) \) is a rational function, with \( y^2 = P_4 (x) \) and we assume that \( \vec{a} \) and the \( c_i \) are independent of \( x \). Then every element of \( \mathcal{A}_4 \) has a primitive with respect to \( x \). This follows immediately from the corresponding statement with \( \mathcal{E}_4 \) replaced by \( E_4 \), which was proved in ref. \[122\] (see also ref. \[137\]). The computation of the primitive is algorithmic, and can be done using the techniques of ref. \[122\].

Relationship to iterated integrals of Eisenstein series. In ref. \[126\] it was shown that whenever the arguments of \( \Gamma \left( \frac{n_1}{z_1} \cdot \frac{n_k}{z_k} \mid z_{k+1}, \tau \right) \) are rational points\(^2\) of the form \( z_i = \frac{r_i}{N} + \tau \frac{N}{N} \), \( r_i, s_i, N \in \mathbb{Z} \) and \( N > 0 \), then it can be expressed in terms of iterated integrals of Eisenstein series for \( \Gamma(N) = \{ \gamma \in SL(2, \mathbb{Z}) : \gamma = \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right) \mod N \} \). A spanning set for Eisenstein series for \( \Gamma(N) \) is given by \[126, 160\]

\[
h_{N, r, s}^{(n)} (\tau) = - \sum_{(\alpha, \beta) \in \mathbb{Z}^2 \setminus (0,0)} \frac{e^{2\pi i (sr_\alpha - r_\beta)/N}}{(\alpha + \beta \tau)^{2n}} .
\quad (4.27)
\]

\(^2\)In the mathematics literature, these points are known as torsion points of the elliptic curve.
The iterated integrals one needs to consider are thus

\[
I \left( \frac{n_i}{r_i} \frac{N_1}{s_1} | \ldots | \frac{n_k}{r_k} \frac{N_k}{s_k} ; \tau \right) \equiv \int_{i \infty}^{\tau} d\tau' h_{N_1, r_1, s_1}^{(n_1)}(\tau') \cdot I \left( \frac{n_2}{r_2} \frac{N_2}{s_2} | \ldots | \frac{n_k}{r_k} \frac{N_k}{s_k} ; \tau' \right) .
\]  

(4.28)

By convention, we set \( h_{0,0,0}^{(0)}(\tau) \equiv 1 \). In general, these integrals require regularisation [144]. The weight of \( I \left( \frac{n_1}{r_1} \frac{N_1}{s_1} | \ldots | \frac{n_k}{r_k} \frac{N_k}{s_k} ; \tau \right) \) is defined as \( \sum_i n_i \). Since every \( E_4 \) function can be written as a pure linear combination of \( \Gamma \)'s, we conclude that a similar statement holds for \( E_4 \) functions. More precisely, consider the function \( E_4 \left( \frac{n_{c_1}}{r_{c_1}} \ldots \frac{n_{c_k}}{r_{c_k}} ; x, \vec{a} \right) \). If all of its arguments, including the point at infinity and the base point, are mapped to rational points on the torus by Abel’s map (i.e., \( z_0, z_s, z_x \) and all of the \( z_{c_i} \) are rational points), then we can express \( E_4 \left( \frac{n_{c_1}}{r_{c_1}} \ldots \frac{n_{c_k}}{r_{c_k}} ; x, \vec{a} \right) \) as a pure linear combination (of uniform weight \( \sum_i |n_i| \)) of the iterated integrals defined in eq. (4.28).

### Value at the infinite cusp

For \( \tau \to i \infty \), \( E_4 \left( \frac{n_{c_1}}{r_{c_1}} \ldots \frac{n_{c_k}}{r_{c_k}} ; x, \vec{a} \right) \) always reduces to a pure combination of ordinary MPLs of weight \( \sum_i n_i \) (provided that the limit exists). This follows immediately from analysing how the coefficients of the Eisenstein-Kronecker series behave as \( \tau \to i \infty \). In particular, they admit the Fourier expansions [138–140]

\[
g^{(1)}(z, \tau) = \pi \cot(\pi z) + 4 \pi \sum_{m=1}^{\infty} \sin(2\pi mz) \sum_{n=1}^{\infty} q^{mn} ,
\]

\[
g^{(k)}(z, \tau) \bigg|_{k=2,4,\ldots} = -2\zeta_k - 2 \frac{(2\pi i)^k}{(k-1)!} \sum_{m=1}^{\infty} \cos(2\pi mz) \sum_{n=1}^{\infty} n^{k-1} q^{mn} ,
\]

\[
g^{(k)}(z, \tau) \bigg|_{k=3,5,\ldots} = -2i \frac{(2\pi i)^k}{(k-1)!} \sum_{m=1}^{\infty} \sin(2\pi mz) \sum_{n=1}^{\infty} n^{k-1} q^{mn} ,
\]

(4.29)

with \( q = \exp(2\pi i \tau) \).

### Regularisation

In the case where \((n_k, c_k) = (\pm 1, 0)\) the integral in eq. (4.7) is divergent and requires regularisation. This is similar to the case of ordinary MPLs, where the naive iterated integral representation for \( G(0, \ldots, 0; x) \) diverges and instead one gives a special definition, cf. eq. (2.2). In the case of eMPLs, we have a divergence whenever \((n_k, c_k) = (\pm 1, 0)\), and so we need a special definition for the cases \( E_4 \left( \frac{n_{c_1}}{r_{c_1}} \ldots \frac{n_{c_k}}{r_{c_k}} ; x, \vec{a} \right) \), with \( n_i = \pm 1 \).

We define, for \( A_i = (\pm 1) \),

\[
E_4(A_1 \ldots A_k; x; \vec{a}) = \frac{1}{k!} \log^k x + \sum_{l=0}^{k} \sum_{m=1}^{l} \frac{(-1)^{l+m}}{(k-l)!} \log^{k-l} x
\]

\[
\times \mathcal{E}_4^R \left( A_{\sigma(1)}^{(m)} \ldots A_{\sigma(m-1)}^{(m)} ; A_{\sigma(m)}^{(m)} \right) ,
\]

(4.30)

where the third sum runs over all shuffles \( \sigma \in \Sigma(m-1, l-m) \) and \( A_i^{(m)} = A_i \) if \( i < m \) and \( A_i^{(m)} = \left( \frac{1}{\gamma} \right) \) otherwise. The \( \mathcal{E}_4^R \) are iterated integrals with suitable subtractions to render the integrations finite,

\[
\mathcal{E}_4^R \left( n_{c_1} \ldots n_{c_k} | n_{a_1} \ldots n_{a_k} ; x; \vec{a} \right) = \int_{0}^{x} dt_1 \Psi_{n_1}(0, t_1) \int_{0}^{t_1} \cdots \int_{0}^{t_{k-1}} dt_k \left( \Psi_{n_k}(0, t_k) - \Psi_{1}(0, t_k) \right) .
\]

(4.31)
For example, we have

\[
\mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right) = \log x + \mathcal{E}^R_4 \left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right),
\]
\[
\mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right) = \frac{1}{2} \log^2 x + \mathcal{E}^R_4 \left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right),
\]
\[
\mathcal{E}_4\left(1^1_0 \mid 0^0_0 \mid x, \vec{a} \right) = \frac{1}{2} \log^2 x + \log x \mathcal{E}^R_4 \left(1^1_0 \mid 0^0_0 \mid x, \vec{a} \right) - \mathcal{E}^R_4 \left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right),
\]
\[
\mathcal{E}_4\left(1^1_0 \mid 0^0_0 \mid x, \vec{a} \right) = \frac{1}{2} \log^2 x + \log x \mathcal{E}^R_4 \left(1^1_0 \mid 0^0_0 \mid x, \vec{a} \right) - \mathcal{E}^R_4 \left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right) + \mathcal{E}^R_4 \left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right),
\]
with

\[
\mathcal{E}^R_4 \left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right) = \int_0^x dt \left(\Psi_{-1}(0, t) - \Psi_{1}(0, t)\right),
\]
\[
\mathcal{E}^R_4 \left(1^1_0 \mid 0^0_0 \mid x, \vec{a} \right) = \int_0^x dt_1 \Psi_{1}(0, t_1) \int_0^{t_1} dt_2 \left(\Psi_{-1}(0, t_2) - \Psi_{1}(0, t_2)\right). \tag{4.33}
\]

While manifestly finite, the form of the regulated eMPLs proposed in eq. (4.30) seems rather ad hoc. This is not so, and the form is in fact dictated by requiring the following natural properties:

1. The regularisation of eMPLs is consistent with the regularisation of ordinary MPLs, i.e., eq. (4.11) still holds after regularisation.
2. The regularisation preserves the shuffle algebra structure, i.e., eq. (4.22) still holds after regularisation.
3. The regularisation preserves the derivative with respect to \(x\), i.e., eq. (4.8) still holds after regularisation.
4. Since \(\Psi_{-1}(0, x) = \frac{1}{x} + \mathcal{O}(x^0)\), the regulated value for \(\mathcal{E}_4\left(\overset{n}{0} \mid \overset{n}{0} ; x, \vec{a} \right)\) with \(n_i = \pm 1\) has a logarithmic singularity for \(x = 0\),

\[
\mathcal{E}_4\left(\overset{n}{0} \mid \overset{n}{0} ; x, \vec{a} \right) \sim \mathcal{E}_4\left(\overset{1}{0} \mid \overset{1}{0} ; x, \vec{a} \right) = \frac{1}{k!} \log^k x, \quad \text{if } x \to 0. \tag{4.34}
\]

Equation (4.30) is in fact a special case of a more general construction, cf. ref. [144].

When combined with the aforementioned requirements, this construction essentially fixes the form of the regulated eMPLs to eq. (4.30). We emphasise that it is non-trivial to find a form for the regularisation consistent with the above requirements. For example, though not obvious from the expressions in eq. (4.32), one can check that they satisfy the shuffle identities (cf. eq. (4.22)),

\[
\mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right) = 1/2 \mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right)^2,
\]
\[
\mathcal{E}_4\left(1^1_0 \mid 0^0_0 \mid x, \vec{a} \right) \mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right) = \mathcal{E}_4\left(1^1_0 \mid 0^0_0 \mid x, \vec{a} \right) + \mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right), \tag{4.35}
\]

and the differential equation in eq. (4.8),

\[
\partial_x \mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right) = \Psi_{-1}(0, x) \mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right),
\]
\[
\partial_x \mathcal{E}_4\left(1^1_0 \mid 0^0_0 \mid x, \vec{a} \right) = \Psi_{-1}(0, x) \mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right) + \mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right),
\]
\[
\partial_x \mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right) = \mathcal{E}_4\left(1^0_0 \mid 0^1_0 \mid x, \vec{a} \right). \tag{4.36}
\]
5 Some two-loop examples

5.1 Elliptic Feynman integrals and elliptic purity

In this section we present some explicit examples of two-loop Feynman integrals that evaluate to pure eMPLs. More precisely, we have computed the two-loop integrals in fig. 1. The details of the computation of the integrals will be presented elsewhere [147]. All integrals can be evaluated in terms of eMPLs, and in all cases we find that these integrals evaluate to pure functions of uniform weight, up to an overall semi-simple factor. Before we discuss some special cases in detail in subsequent sections and illustrate some of the features, we give a brief summary of the integrals shown in fig. 1.

1. The two-loop sunrise integral (fig. 1a) in $D = 2 - 2\varepsilon$ dimensions was evaluated analytically in terms of elliptic generalisations of polylogarithms in ref. [99, 102, 106–108, 110, 115, 161, 162]. We find that it evaluates to a pure function of weight two, in agreement with the corresponding result for massless propagators, which can be expressed in terms of ordinary MPLs. We will discuss the equal-mass case in detail in Section 5.2.

2. The two-loop kite integral (fig. 1b) in $D = 4 - 2\varepsilon$ dimensions was first considered in ref. [89]. More recently it was evaluated in the equal-mass case in terms of elliptic generalisations of MPLs in ref. [110, 113]. We have computed the case of a kite integral with three different masses, and we find that it can expressed in terms of a pure combination of ordinary MPLs and eMPLs of uniform weight three [147]. The equal-mass case will be discussed in detail in Section 5.3.
3. The non-planar three-point functions (fig. 1c & d) in \( D = 4 - 2\epsilon \) were first considered in refs. [95, 116], respectively. We have evaluated them in terms of a pure combination of eMPLs of uniform weight four [447], in agreement with the case of massless propagators, which is known to give rise to non-elliptic functions of uniform weight four [163–166]. We will illustrate this in detail in Section 5.4 on the example of the graph shown in fig. 1d.

We believe that these examples give strong evidence that there is a natural way to extend the notion of Feynman integrals of uniform weight beyond the case of ordinary MPLs, and this notion of weight agrees with the weight known from the corresponding non-elliptic cases. More applications, including to four-point functions, will follow in separate publications. In the remainder of this section we analyse the three cases above in more detail.

### 5.2 The two-loop sunrise integral

We start by rewriting the two-loop equal-mass sunrise integral in eq. (4.3) in terms of pure eMPLs. In order to do this, we invert the relations in eq. (4.12) and eq. (4.13) to express \( \psi_0 \) and \( \psi_{\pm 1} \) in terms of \( \Psi_0 \) and \( \Psi_{\pm 1} \). We find

\[
S_1(p^2, m^2) = -\frac{\omega_1}{(p^2 + m^2)^2} T_1(p^2, m^2),
\]

with

\[
T_1(p^2, m^2) = \left(\frac{m^2}{-p^2}\right)^{-2\epsilon} \left[T_1^{(0)}(\epsilon) + \epsilon T_1^{(1)}(\epsilon) + O(\epsilon)^2\right],
\]

and

\[
T_1^{(0)} = 2\epsilon_4(0_{-1}^{01}; \vec{a}) + \epsilon_4(0_{-1}^{01}; \vec{a}) + \epsilon_4(0_{-1}^{01}; \vec{a}), \tag{5.3}
\]

\[
T_1^{(1)} = -4\epsilon_4(0_{-1}^{01}; \vec{a}) - 4\epsilon_4(0_{-1}^{01}; \vec{a}) - 4\epsilon_4(0_{-1}^{01}; \vec{a}) - 4\epsilon_4(0_{-1}^{01}; \vec{a}) - 2\epsilon_4(0_{-1}^{01}; \vec{a}) - 2\epsilon_4(0_{-1}^{01}; \vec{a}) - 2\epsilon_4(0_{-1}^{01}; \vec{a}) - 2\epsilon_4(0_{-1}^{01}; \vec{a}) + 2\epsilon_4(0_{-1}^{01}; \vec{a}) + 2\epsilon_4(0_{-1}^{01}; \vec{a}) + 6\epsilon_4(0_{-1}^{01}; \vec{a}) + 6\epsilon_4(0_{-1}^{01}; \vec{a}) - 2\epsilon_4(0_{-1}^{01}; \vec{a}) - 2\epsilon_4(0_{-1}^{01}; \vec{a}) - 2\epsilon_4(0_{-1}^{01}; \vec{a}) - 2\epsilon_4(0_{-1}^{01}; \vec{a}) + 6i\pi\epsilon_4(0_{-1}^{01}; \vec{a}) + 6i\pi\epsilon_4(0_{-1}^{01}; \vec{a}) + 3\epsilon_4(0_{-1}^{01}; \vec{a}) + 3\epsilon_4(0_{-1}^{01}; \vec{a}) + 3\epsilon_4(0_{-1}^{01}; \vec{a}) + 3\epsilon_4(0_{-1}^{01}; \vec{a}).
\]

The entries in the vector \( \vec{a} \) are given in eq. (4.4). We work in a region where the branch points are pairwise complex conjugate, so that \( P_4(x) = (x - a_1) \cdots (x - a_4) \) is positive definite for real \( x \). We choose the branches of the square root in that region such that \( \sqrt{P_4(x)} > 0 \) for all real values of \( x \).

Let us discuss eq. (5.1). First, we see that eMPLs in eq. (5.3) have uniform weight. It is natural to assign weight one also to \( \omega_1 = 2K(\lambda) \), because \( \lim_{\epsilon \to 0} K(\lambda) = \frac{\pi}{2} \). If we assign weight \(-1\) to the dimensional regularisation parameter \( \epsilon \), we see that all the terms in eq. (5.1) have uniform weight two. This is in agreement with the weight of the sunrise integral with at least one massless propagator, which can be expressed in terms of ordinary
MPLs. Second, the prefactor multiplying the pure eMPLs in eq. (5.1) corresponds to the maximal cut of the sunrise integral computed in two dimensions,

$$\text{Cut}[S_1(p^2, m^2)_{|D=2}] = -\frac{\omega_1}{(p^2 + m^2) c_4}. \quad (5.4)$$

In other words, we find that the sunrise integral can be cast in a form which is very reminiscent of the non-elliptic case, cf. eq. (2.10),

$$S_1(p^2, m^2) = \text{Cut}[S_1(p^2, m^2)_{|D=2}] \times T_1(p^2, m^2), \quad (5.5)$$

where $T_1$ is a pure function of uniform weight.

In ref. [115] also the master integral $S_2$ defined in eq. (4.2) was computed in terms of the eMPLs $E_4$. Performing the same steps as for $S_1$, we find the following representation for the three-propagator master integrals for the sunrise family,

$$\begin{pmatrix} S_1(p^2, m^2) \\ S_2(p^2, m^2) \end{pmatrix} = \begin{pmatrix} \Omega_1 & 0 \\ H_1(\epsilon) - \frac{2}{m^2 (p^2 + m^2) (p^2 + 9m^2)} & T_1(p^2, m^2) \\ T_2(p^2, m^2) \end{pmatrix}, \quad (5.6)$$

where the entries in the matrix in the right-hand side are semi-simple objects,

$$\Omega_1 = -\frac{\omega_1}{c_4 (m^2 + p^2)} \quad \text{and} \quad H_1(\epsilon) = H_1^{(0)} + \epsilon H_1^{(1)} + \mathcal{O}(\epsilon^2), \quad (5.7)$$

with

$$H_1^{(0)} = -\frac{4c_4 \eta_1}{m^2 (9m^2 + p^2)} - \frac{\omega_1 (15m^4 + 12m^2 p^2 + p^4)}{6m^2 c_4 (m^2 + p^2)^2 (9m^2 + p^2)} ,$$

$$H_1^{(1)} = -\frac{\omega_1 (45m^4 + 30m^2 p^2 + p^4)}{6m^2 c_4(m^2 + p^2)^2 (9m^2 + p^2)}. \quad (5.8)$$

We note that the function $H_1^{(0)}$ is precisely the maximal cut of the second master integral,

$$\text{Cut}[S_2(p^2, m^2)_{|D=2}] = -\frac{1}{3} \frac{\partial}{\partial m^2} \text{Cut}[S_1(p^2, m^2)_{|D=2}] = H_1^{(0)}. \quad (5.9)$$

The matrix has been determined empirically through order $\epsilon^1$. The structure of this matrix is very reminiscent of the matrix of semi-simple periods in eq. (3.23). The function $T_1$ is the pure part of $S_1$ defined in eq. (5.2). The function $T_2$ is a new pure building block given by

$$T_2(p^2, m^2) = \left(\frac{m^2}{p^2}\right)^{-2\epsilon} \left[ T_2^{(0)} + \epsilon T_2^{(1)} + \mathcal{O}(\epsilon^2) \right], \quad (5.10)$$
Finally, a numerical evaluation of the integral in eq. (3.10) for $X = 0$ or $1$ reveals that

$$z_0 = - \frac{5}{12} + \frac{\tau}{4}, \quad z_1 = - \frac{1}{12} + \frac{\tau}{4}.$$
We see that all the arguments of the eMPLs are mapped to rational points on the torus under Abel’s map. This implies that the equal-mass sunrise integral can also be expressed in terms of iterated integrals of Eisenstein series, in agreement with ref. [126, 145].

Next, we note that in order to arrive at the simple pure results in eqs. (5.3) and (5.11), we need to use following identities,

\[
Z_4(0, \vec{a}) + Z_4(1, \vec{a}) = \frac{2\pi i}{\omega_1}, \\
G_*(\vec{a}) = \frac{i\pi}{2\omega_1} - \frac{2a_1 - 1}{4c_4}.
\]  

(5.15)  

(5.16)

These identities are necessary conditions for \( S_1(p^2, m^2) \) to be pure up to an overall multiplicative factor. We now briefly discuss how these identities can be obtained. Let us start by analysing eq. (5.15). Using eqs. (3.16), (3.17) and (3.30), as well as (5.13) and (5.14), we find

\[
Z_4(0, \vec{a}) = -\frac{1}{\omega_1} \left[ g^{(1)} \left( \frac{1}{3}, \tau \right) - g^{(1)} \left( \frac{1}{6} + \frac{\tau}{2}, \tau \right) - 2\pi i \right], \\
Z_4(1, \vec{a}) = -\frac{1}{\omega_1} \left[ -g^{(1)} \left( \frac{1}{3}, \tau \right) + g^{(1)} \left( \frac{1}{6} + \frac{\tau}{2}, \tau \right) \right],
\]

(5.17)

and so eq. (5.15) immediately follows. Next, let us discuss eq. (5.16). We see from eq. (5.13) that in the case of the equal-mass sunrise integral the point \( z_* \) matches the form in eq. (4.16). Moreover, we see from eq. (4.4) that both \( \alpha \) and \( \lambda \) are algebraic functions of the ratio of the kinematic variables \( p^2 \) and \( m^2 \). Hence, \( \alpha \) and \( \lambda \) are not independent, and we can express \( \alpha \) as an algebraic function of \( \lambda \) (at least locally). As a consequence, we can apply eq. (4.21), and we immediately recover eq. (5.16) (we recall that we are working in a region where the branch points are complex, and so we cannot apply eq. (4.21) out of the box, but we need to be careful about the signs, as explained in Appendix A).

5.3 The two-loop kite integral

As a first obvious generalisation of the sunrise graph, it is natural to consider the kite integral. We focus here on the case of three massive and two massless propagators, see fig. 1b. While the three masses could in general be different, the equal mass case is relevant to compute the two-loop corrections to the electron self-energy in QED [89, 110, 113].

We define the kite as

\[
K(p^2, m_1^2, m_2^2, m_3^2) = \frac{-e^{2\gamma E}}{\pi D} \int \frac{d^Dk \, d^Dl}{l^2 (k-p)^2 (k^2 - m_1^2)(k-l)^2 - m_2^2)((l-p)^2 - m_3^2)},
\]

(5.18)

and consider its Laurent expansion close to \( D = 4 \) space-time dimensions by introducing \( D = 4 - 2\epsilon \). As will be explicitly shown elsewhere, it is a straightforward exercise to express the different mass kite integral in terms of eMPLs by direct integration over Feynman parameters. Here we will not be concerned with the details of the calculation, but we will instead show how the kite integral can be expressed as combination of pure functions, up
to an overall rational prefactor. As the formulas in the different mass case become quickly very lengthy due to obvious combinatorial reasons, we prefer to show here only the result for the equal mass case, but we stress that conceptually similar formulas can be derived for the general case. In the limit of equal masses we define

$$K(p^2, m^2) \equiv K(p^2, m_1^2, m_2^2, m_3^2).$$

(5.19)

For a given (real) value of the mass $m$, the kite develops a first discontinuity as $p^2 \geq m^2$ and a second one as $p^2 \geq 9m^2$. By introducing the dimensionless variable $z = p^2/m^2$ we see that the result is real for $z < 1$. For the sake of simplicity, in this paper we limit ourselves to consider the region $0 < z < 1$, i.e., $0 < p^2 < m^2$. The only elliptic curve relevant for the calculation of the kite integral is the one of massive sunrise graph [110, 113], see eq. (4.4). In order to express the kite in the region $0 < z < 1$, we choose the following ordering of the four roots

$$\tilde{a} = \left\{ \frac{1}{2} \left( 1 - \sqrt{1 + \rho} \right), \frac{1}{2} \left( 1 + \sqrt{1 + \rho} \right), \frac{1}{2} \left( 1 - \sqrt{1 + \rho} \right), \frac{1}{2} \left( 1 + \sqrt{1 + \rho} \right) \right\}. \quad (5.20)$$

This ensures that by giving a positive imaginary part to $z$ we have $0 \leq \lambda \leq 1$, with $\lambda$ defined in eq. (3.2). With this choice the first period $\omega_1$ of the elliptic curve is purely real while the second period $\omega_2$ is purely imaginary.

We can now easily compute the kite with equal masses in terms of pure eMPLs. The integral is finite in $D = 4$ and by defining

$$K(p^2, m^2) = \frac{1}{m^4 z} [K_0(z) + \mathcal{O}(e)] \quad (5.21)$$

we find for the first order in the $e$-expansion

$$K_0(z) = \frac{1}{6} \left[ -9E_4(0; 1, 1; 0; 1; 1, a) - 9E_4(0; 1, 1; 1, a) - 18E_4(0; 1, 1; 0; 1; 1, a) - 9E_4(0; 1, 1; 1, a) \right.$$

$$- 9E_4(0; 1, 1; 0; 1; 1, a) - 18E_4(0; 1, 1; 1, a) + 3E_4(0; 1, 1; 1, a) - 3E_4(0; 1, 1; 1, a)$$

$$+ 6E_4(0; 1, 1; 1, a) + 3E_4(0; 1, 1; 1, a) + 3E_4(0; 1, 1; 1, a) + 6E_4(0; 1, 1; 1, a)$$

$$+ 3E_4(0; 1, 1; 1, a) + 3E_4(0; 1, 1; 1, a) + 6E_4(0; 1, 1; 1, a) - 6E_4(0; 1, 1; 1, a)$$

$$- 6E_4(0; 1, 1; 1, a) - 12E_4(0; 1, 1; 1, a) - 3E_4(0; 1, 1; 1, a) - 3E_4(0; 1, 1; 1, a)$$

$$- 6E_4(0; 1, 1; 1, a) - 6E_4(0; 1, 1; 1, a) - 6E_4(0; 1, 1; 1, a) - 12E_4(0; 1, 1; 1, a)$$

$$+ 3E_4(0; 1, 1; 1, a) + 3E_4(0; 1, 1; 1, a) + 6E_4(0; 1, 1; 1, a) + 9E_4(0; 1, 1; 1, a)$$

$$+ 9E_4(0; 1, 1; 1, a) + 9E_4(0; 1, 1; 1, a) + 18E_4(0; 1, 1; 1, a)$$

$$+ 6E_4(0; 1, 1; 1, a) - 2\pi^2 G(0; z) + \pi^2 G(1; z) - 3G(0, 0, 0; z) + 6G(0, 1, 0; z)$$

$$- 12G(0, 1, 1; z) + 3G(1, 0, 0; z) + 27\zeta_3$$

$$+ 2\pi i \left[ 2E_4(0; 1, 1; 1, a) + E_4(0; 1, 1; 1, a) + E_4(0; 1, 1; 1, a) + 2E_4(0; 1, 1; 1, a) + 2E_4(0; 1, 1; 1, a) + E_4(0; 1, 1; 1, a) + E_4(0; 1, 1; 1, a) + E_4(0; 1, 1; 1, a) \right].$$
where we defined $\xi = 1/(1-z)$. As it is easy to see, the result is expressed in terms of MPLs and eMPLs of uniform weight three. We stress that, in spite of the explicit imaginary parts in eq. (5.22), the result is real for $0 < z < 1$. We have checked eq. (5.22) agrees numerically with the Feynman parameter representation for the kite integral. We observe that $z_\xi$ is not a rational point, so individual eMPLs in eq. (5.22) cannot be expressed in terms of iterated integrals of modular forms, even though it is known that this is the case for the kite integral [145]. We stress that this is not a contradiction, and the $\xi$-dependence can cancel in the combination in eq. (5.22). Since the purpose of this paper is only to show that the kite integral evaluates to a pure function of weight three, we do not investigate this further.

5.4 Elliptic two-loop three-point functions

In this section we consider a three-point function with a massive closed loop in $D = 4 - 2\epsilon$ dimensions (see fig. 1d),

$$T(q^2, m^2) = -\frac{e^{2\pi\epsilon\epsilon}}{\pi^D} \int (k-p_1)^2((l-p_1)^2 - m^2)(k+p_2)^2((l-l+p_2)^2 - m^2)((k-l)^2 - m^2)/(l^2 - m^2)\, d^Dk d^Dl,$$

with

$$p_1^2 = p_2^2 = 0, \quad (p_1 + p_2)^2 = q^2.$$

This integral contributes to $tt\bar{t}$ production at two loops, as well as to two-loop processes like the production of a pair of photons or jets, or a massive weak or Higgs boson in association with a jet. It was computed for the first time using the differential equations technique in ref. [116], where it was expressed in terms of iterated integrals over complete elliptic integrals. We now show that this integral can be expressed in terms of eMPLs in a natural way. The details of the computation will be presented elsewhere [147], while here we only present the final result. Seen as a function of $q^2$, $T(q^2, m^2)$ develops a discontinuity as $q^2 \geq 0$ and as $q^2 \geq 4m^2$. For the scope of this paper, we limit ourselves to consider the Euclidean region where $q^2 < 0$, and we find

$$T(q^2, m^2) = \frac{32 \omega_1}{q^4(1 + \sqrt{1-16a})} [T_0(a) + 3 T_-(a) + 5 T_+(a) + O(\epsilon)],$$

with $a = m^2/(-q^2)$ and

$$T_0(a) = \frac{1}{2}(\zeta_2 - \log^2 a) E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ b \ 0 \ 0 \ 0 \end{array} \right) + \log a \left[ E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ b \ 0 \ 0 \ 0 \end{array} \right) + E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ b \ 0 \ 0 \ 0 \end{array} \right) \right]$$

$$- \ E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ b \ 0 \ 0 \ 0 \end{array} \right) - E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ b \ 0 \ 0 \ 0 \end{array} \right) - E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ b \ 0 \ 0 \ 0 \end{array} \right)$$

$$T_-(a) = \zeta_2 E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ r_- b \ 0 \ 0 \ 0 \end{array} \right) + E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ r_- b \ 0 \ 0 \ 0 \end{array} \right) + E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ r_- b \ 0 \ 0 \ 0 \end{array} \right) - E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ r_- b \ 0 \ 0 \ 0 \end{array} \right) - E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ r_- b \ 0 \ 0 \ 0 \end{array} \right)$$

$$- E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ r_- b \ 0 \ 0 \ 0 \end{array} \right) + E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ r_- b \ 0 \ 0 \ 0 \end{array} \right) - E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ r_- b \ 0 \ 0 \ 0 \end{array} \right) + E_4 \left( \begin{array}{c} 0 \ 0 \ 1 \ 1 \\ r_- b \ 0 \ 0 \ 0 \end{array} \right)$$
\[-\mathcal{E}_4\left(\frac{-1}{1} \frac{0}{0} \frac{1}{0} ; r_-, \vec{b} \right) + \log(1 - r_-) \mathcal{E}_4\left(\frac{-1}{\infty} \frac{0}{0} \frac{1}{0} ; r_-, \vec{b} \right) - \log r_- \mathcal{E}_4\left(\frac{-1}{1} \frac{0}{0} \frac{1}{1} ; r_-, \vec{b} \right) - \frac{3}{2} \zeta_2 \mathcal{E}_4\left(\frac{-1}{\infty} ; r_-, \vec{b} \right) ,
\]

\[T_+(a) = \mathcal{E}_4\left(\frac{1}{0} \frac{-1}{0} \frac{1}{0} ; r_+ , \vec{b} \right) - \mathcal{E}_4\left(\frac{1}{\infty} \frac{-1}{0} \frac{1}{0} ; r_+ , \vec{b} \right) - \mathcal{E}_4\left(\frac{1}{1} \frac{-1}{0} \frac{1}{0} ; r_+ , \vec{b} \right) + \mathcal{E}_4\left(\frac{1}{1} \frac{1}{0} \frac{0}{0} ; r_+ , \vec{b} \right) + \frac{i \pi}{4} \left[ \mathcal{E}_4\left(\frac{-1}{1} ; r_+ , \vec{b} \right) + \mathcal{E}_4\left(\frac{1}{\infty} ; r_+ , \vec{b} \right) - 4 \mathcal{E}_4\left(\frac{1}{0} \frac{-1}{0} \frac{0}{0} ; r_+ , \vec{b} \right) - 4 \mathcal{E}_4\left(\frac{1}{1} \frac{-1}{0} \frac{1}{0} ; r_+ , \vec{b} \right) \right] ,
\]

The vector of branch points is

\[\vec{b} = \left( 0, \frac{1}{2} (1 - \sqrt{1 - 16a}), \frac{1}{2} (1 + \sqrt{1 - 16a}), 1 \right) , \tag{5.26}\]

and we have introduced the shorthands

\[r_\pm = \frac{1}{2} (1 - \sqrt{1 \pm 4a}) . \tag{5.27}\]

We see that the functions \(T_0\) and \(T_\pm\) have uniform weight three. Recalling that we had assigned weight one to the period \(\omega_1\), we see that \(T\) has uniform weight four, at least for the leading term in the \(\epsilon\) expansion, though we believe that this holds in general. This agrees with the case of massless propagators, which is known to give rise to a function of uniform weight four [163–166].

### 6 Pure building blocks

The aim of this section is to provide a concise summary of the length and weight of the different building blocks of uniform weight that we have encountered in our work, together with the motivation why this weight or length is assigned to a given object.

#### 6.1 The length of a period

We start by analysing the length of a period. In the case of MPLs, both ordinary and elliptic, we have defined the length as the number of integrations. Here we present an alternative definition which seems more widely applicable and reduces to the naive definition as the number of iterated integrations in the case of MPLs and eMPLs. Loosely speaking, the length is defined as the minimal number of iterated differentiations needed to annihilate a given unipotent period. The discussion is inspired by, and follows closely, the construction of the coradical filtration in Section 2.5 of ref. [157].

We start by recalling that we can define a coaction on unipotent periods. We only present the main points, and we refer to ref. [126, 157] for a more detailed exposition. Let us consider a vector \((U_1, \ldots, U_p)^T\) of unipotent periods. By definition, it satisfies a unipotent differential equation, i.e., a differential equation without homogeneous term. In other words, we can write

\[dU_i = \sum_{j=1}^{p} A_{ij} U_j , \tag{6.1}\]
where \((A_{ij})\) is a nilpotent matrix of one-forms (at this point we do not restrict ourselves to one-forms with logarithmic singularities). Without loss of generality we can assume the matrix strictly upper triangular. Then the coaction can be defined recursively by

\[
\Delta(U_i) = U_i \otimes 1 + \sum_{j=1}^{p} [\Delta(U_j)|A_{ij}] .
\] (6.2)

Loosely speaking, the coaction encodes all iterated differentials of \((U_1, \ldots, U_p)^T\). We refer to ref. [126] for a more detailed introduction to this topic. Note that since the differential of a constant is zero, the coaction acts trivially on constants,

\[
\Delta(c) = c \otimes 1 , \quad c \text{ constant}. \tag{6.3}
\]

We extend the coaction so that it also acts trivially on semi-simple periods.

Next, let us define \(\Delta' := \Delta - \text{id} \otimes 1\). It is easy to see that \(\Delta'\) annihilates all objects on which \(\Delta\) acts trivially, and more generally we have

\[
\Delta'(U_i) = \sum_{j=1}^{p} [\Delta(U_j)|A_{ij}] . \tag{6.4}
\]

Let us define \(\Delta'_{r+1} := (\Delta' \otimes 1)(\Delta' \otimes \text{id})\), and the recursion starts with \(\Delta'_1 = \Delta'\). It is easy to see that for every period \(x\) there is a smallest integer \(k\) such that \(\Delta'_{k+1}(x) = 0\). We call this smallest integer the length \(k\) of \(x\). Since the coaction was defined by means of the total differential, we can easily see that the length \(k\) of a unipotent period is the smallest integer such that the unipotent period is annihilated by a \((k + 1)\)-fold differential.

This definition of length agrees with the naive notion of length as the number of integrations in the case of iterated integrals. Indeed, every time we act with a differential, we remove one integration, and so if we act with more differentials than we have integrations, we obtain zero. The advantage of our more involved definition of length is that it applies more generally to all periods, not just those defined as iterated integrals. In particular, if \(x\) is either semi-simple or constant, then \(\Delta'(x) = 0\), and so every semi-simple or constant period has length zero. Moreover, we can easily see that the length of a product of two periods of length \(k_1\) and \(k_2\) is the sum of their lengths, \(k_1 + k_2\). Finally, let us consider the modular parameter \(\tau\). We have seen in Section 3.2 that \(\tau\) is unipotent, and we have [126]

\[
\Delta(\tau) = \tau \otimes 1 + 1 \otimes [d\tau] . \tag{6.5}
\]

Hence we have \(\Delta'(\tau) = 1 \otimes [d\tau]\) and \(\Delta'_2(\tau) = \Delta'(1) \otimes [\tau] = 0\), and so \(\tau\) is a unipotent period of length one. Note that this agrees with alternative representations of \(\tau\), e.g.,

\[
\tau = \frac{\log q}{2\pi i} = \Gamma(0; \tau, \tau) = I \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}; \tau , \quad q = e^{2\pi i \tau} . \tag{6.6}
\]

All the quantities appearing in these identities have length one.

Note that even though the length of an \(k\)-fold iterated integral is generically \(k\), there can be special instances where we have a ‘length drop’, e.g., when the iterated integral is
evaluated at some special point where it evaluates to a constant (which has length zero). For example, the length of $\tilde{\Gamma}(0; z, \tau) = z$ is one, because $\Delta'(\tilde{\Gamma}(0; z, \tau)) = 1 \otimes [dz]$ and $\Delta'_2(\tilde{\Gamma}(0; z, \tau)) = 0$. However, if we evaluate $\tilde{\Gamma}(0; z, \tau)$ at some constant value for $z$, say $z = 1$, then the length of $\tilde{\Gamma}(0; z, \tau) = \tilde{\Gamma}(0; 1, \tau) = 1$ drops to zero.

6.2 Building blocks of uniform weight

After our discussion of the length of a period, let us turn to the weight. While in the case of the length we could give a fully general definition valid for arbitrary periods, our discussion of the weight will be based mostly on empirical observations. Beyond ordinary MPLs we cannot follow the folklore in the physics literature and define the weight through the action of the differential. Indeed, extending this folklore definition from ordinary MPLs to eMPLs would not lead to the weight, but to the length discussed in the previous section.

In the case of ordinary MPLs, the weight is always equal to the length (except in the case of $i\pi$, which has weight one and length zero), and so the notions of length and weight are indistinguishable. Beyond ordinary MPLs, however, the two concepts are no longer identical. In the following we present a definition of weight that extends the ‘transcendental weight’ in the physics literature to the elliptic case and that seems to be consistent with the idea that certain Feynman integrals should evaluate to functions of ‘uniform transcendental weight’. We emphasise that this definition is purely based on empirical observations. In particular, we do not know if or how this notion of (transcendental) weight is connected to the weight filtration defined on motivic periods in the mathematics literature (cf., e.g., ref. [157]). It would be interesting to clarify this point in the future.

Our definition of weight is summarised in Table 1. We postulate that the weight is additive, i.e., the weight of a product of two quantities of weight $n_1$ and $n_2$ is $n_1 + n_2$.

Most of the entries in this table have already been discussed in previous sections. In the remainder of this section we only focus on those entries which have not appeared in this paper so far.

First, we have already seen in Section 5.2 that it is natural to assign weight one to $\omega_1$. From eq. (6.6) we see that the only consistent weight we can assign to $\tau$ is zero. As a consequence, $\omega_2 = \omega_1 \tau$ has weight one.

Next, let us discuss the weight of modular forms. We assign weight zero to a modular form whose Fourier coefficients are all algebraic. The same definition extends to the case of meromorphic and quasi-modular forms. Note that the case of algebraic Fourier coefficients is not special but rather generic, and one can often show that there is a basis with this property for a given vector space of modular forms. From eq. (4.29) we see that the $q$-expansions of $g^{(n)}(z, \tau)$ and $h^{(n)}_{N,r,s}(\tau)$ involve additional powers of $(2\pi i)^n$ at each order, and we therefore assign weight $n$ to $g^{(n)}(z, \tau)$ and $h^{(n)}_{N,r,s}(\tau)$. As a consequence, we see from eqs. (3.30) and (4.14) that $Z_4(x, \vec{a})$ and $G_*(\vec{a})$ have weight zero.

Finally, let us comment on the weight of the quasi-periods. We know from eq. (3.5) that $\eta_\ell$ only depends on the cross ratio $\lambda$. One can show that if

$$\tau = \frac{\omega_2}{\omega_1} = i \frac{K(1 - \ell)}{K(\ell)},$$

(6.7)
then the inverse is $\ell = \lambda(\tau)$, where $\lambda$ is the modular $\lambda$ function. We can thus see $\eta_i$ equally well as a function of only $\tau$. The same holds of course for $\omega_i$. We have [167]

$$
\eta_1(\lambda(\tau)) = -\frac{\kappa^{(2)}_{1,0,0}(\tau)}{2\omega_1(\lambda(\tau))}.
$$

(6.8)

We need to assign weight one to $\eta_1$. $\eta_2$ instead does not have uniform weight, as can be seen from the Legendre relation in eq. (3.8) and the fact that $\omega_1, \omega_2$ and $\eta_1$ have weight one. We note that this assignment for the weight is tightly connected to our choice of the period matrix of the elliptic curve, and its factorisation into a semi-simple and a unipotent matrix, cf. eqs. (3.22) and (3.23).

Let us conclude this section with an empirical observation. In the course of our computation of the integrals shown in fig. 1 [147, 168], we have obtained functional relations among eMPLs and ordinary MPLs. In all cases we find that the weight is preserved by relations relating eMPLs with different arguments. For example, consider the following function

$$
f(x) = \log \frac{x[\mu_1 + (1 - \mu_3)(1 - x)] + \mu_2(1 - x) - (1 + \mu_3)y}{x[\mu_1 + (1 - \mu_3)(1 - x)] + \mu_2(1 - x) + (1 + \mu_3)y}.
$$

(6.9)

The variable $y$ is not an independent variable, but it is constrained by the quartic polynomial equation

$$
y^2 = x^4 + c_3 x^3 + c_2 x^2 + c_1 x + c_0 = (x - a_1)(x - a_2)(x - a_3)(x - a_4).
$$

(6.10)

The coefficients appearing inside the quartic polynomial are

$$
c_3 = \frac{2(-\mu_3^2 + \mu_1\mu_3 - \mu_2\mu_3 + 2\mu_3 + \mu_1 - \mu_2 - 1)}{(\mu_3 - 1)^2},
$$

$$
c_2 = \frac{\mu_1^2 - 2\mu_2\mu_1 - 2\mu_3\mu_1 - 2\mu_1 + \mu_2 + \mu_3^2 + 4\mu_2 + 4\mu_2\mu_3 - 2\mu_3 + 1}{(\mu_3 - 1)^2},
$$

$$
c_1 = -\frac{2\mu_2(-\mu_1 + \mu_2 + \mu_3 + 1)}{(\mu_3 - 1)^2},
$$

$$
c_0 = \frac{\mu_3^2}{(\mu_3 - 1)^2}.
$$

(6.11)

The roots $a_i$ of the quartic polynomial are complicated algebraic functions whose explicit form is irrelevant for the following. The logarithm in eq. (6.9) appears in the computation of the two-loop kite integral with three different masses [147], with $\mu_i = m_i^2/p^2 > 1$ and $x$ is a Feynman parameter that still needs to be integrated over the range $[0,1]$. In order to perform the integral over $x$, it is useful to cast this logarithm in the form of an integral where $x$ only appears as the upper integration limit. Since eq. (6.10) defines an elliptic curve, it is easy to see that such an integral representation will involve eMPLs. Indeed, we find,

$$
f(x) = \log \mu_2 + \mathcal{E}_4(\frac{-1}{\mu_2^{1/2}}; x, \bar{a}) - \mathcal{E}_4(\frac{-1}{\mu_2^{1/2}}; x, \bar{a}) - \mathcal{E}_4(\frac{-1}{\mu_2^{1/2}}; x, \bar{a})
$$

$$
- \mathcal{E}_4(\frac{-1}{\mu_2^{1/2}}; x, \bar{a}) - 4\pi i \mathcal{E}_4(\frac{-1}{\mu_2^{1/2}}; x, \bar{a}).
$$

(6.12)
We see that every term in the right-hand side has weight one, just like the logarithm in eq. (6.9). We stress that it is crucial that the weight is not identified with the number of integrations, because otherwise the last term in eq. (6.12) would not have weight one. We have derived a large variety of identities of this type up to weight three, and in all cases we observe that the weight is conserved. We therefore conjecture that this observation holds in general, and extends the corresponding property for ordinary MPLs.

| Name                  | Unipotent | Length | Weight |
|-----------------------|-----------|--------|--------|
| Rational Functions    | No        | 0      | 0      |
| Algebraic Functions   | No        | 0      | 0      |
| $\pi$                 | No        | 0      | 1      |
| $\zeta_{2n}$          | No        | 0      | $2n$   |
| $\zeta_{2n+1}$        | Yes       | 0      | $2n+1$ |
| $\log x$              | Yes       | 1      | 1      |
| $\text{Li}_n(x)$      | Yes       | $n$    | $n$    |
| $G(c_1, \ldots, c_k; x)$ | Yes   | $k$    | $k$    |
| $\omega_1$            | No        | 0      | 1      |
| $\eta_1$              | No        | 0      | 1      |
| $\tau$                | Yes       | 1      | 0      |
| $g^{(n)}(z, \tau)$    | No        | 0      | $n$    |
| $h^{(n)}_{N,r,s}(\tau)$ | No     | 0      | $n$    |
| $Z_4(c, \vec{a})$     | No        | 0      | 0      |
| $G_4(\vec{a})$        | No        | 0      | 0      |
| $E_4(\frac{n_1}{c_1}, \ldots, \frac{n_k}{c_k}; x, \vec{a})$ | Yes   | $k$    | $\sum_i |n_i|$ |
| $\Gamma(\frac{n_1}{z_1}, \ldots, \frac{n_k}{z_k}; z, \tau)$ | Yes   | $k$    | $\sum_i n_i$ |
| $I(\frac{n_1}{r_1}, \frac{N_1}{s_1}, \ldots, \frac{n_k}{r_k}, \frac{N_k}{s_k}, \tau)$ | Yes   | $k$    | $\sum_i n_i$ |

| Table 1. Weight and length of the different building blocks encountered when working with elliptic Feynman integrals. Note that these assignments are connected to our choice of the factorisation of the period matrix of the elliptic curve into a semi-simple and a unipotent matrix, cf. eqs. (3.22) and (3.23). |

## 7 Conclusion

In this paper we have introduced a generalisation of the notion of pure functions that goes beyond the case of ordinary MPLs studied in the literature [14, 23]. This definition of purity applies at the same time to ordinary MPLs and to the eMPLs introduced in the mathematics literature [137].

In Section 5 we have illustrated the use of these pure eMPLs in the context of elliptic Feynman integrals. We have studied analytic results for elliptic Feynman integrals with up to four external legs. If one (or more) of the scales vanish, the integrals can be expressed in terms of ordinary MPLs of uniform weight. In all cases we observe that this weight...
agrees with the weight of the eMPLs in the elliptic case. This is the first time that a notion of uniform weight is observed in the context of Feynman integrals that evaluate to eMPLs. Given the important role played by pure functions of uniform weight for non-elliptic Feynman integrals, we believe that our findings will have an impact on future studies of elliptic Feynman integrals, both for practical computations and for our understanding of the mathematics of multi-loop integrals and perturbative scattering amplitudes in general.

Let us conclude this paper by commenting on possible implications of our work for scattering amplitudes in the $\mathcal{N} = 4$ Super Yang-Mills (SYM) theory. It is known that there is a specific component of the two-loop 10-point $N^3$MHV super-amplitude which is equal to a double-box integral which cannot be expressed in terms of ordinary polylogarithms [97, 98, 120]. In ref. [120] this double-box integral was written as a one-fold integral, which can schematically be represented as (cf. eq. (2) of ref. [120]),

$$I_{\text{db}} \sim \int \frac{d\alpha}{\sqrt{Q(\alpha)}} G_3(\alpha), \quad (7.1)$$

where $Q(\alpha)$ denotes a quartic polynomial in $\alpha$ whose coefficients depend on the dual conformally invariant cross ratios, and $G_3(\alpha)$ denotes a pure combination of MPLs of weight three. So far it is not known if this integral can be evaluated in terms of eMPLs, because the arguments of the MPLs in $G_3(\alpha)$ are algebraic functions of $\alpha$ that involve not only the square root $\sqrt{Q(\alpha)}$, but also additional square roots with a quadratic dependence on $\alpha$. We can, however, use results from this paper to analyse the weight of $I_{\text{db}}$. We can write

$$I_{\text{db}} \sim \frac{\omega_1}{c_3} T_{\text{db}}^\text{ell} \quad \text{with} \quad T_{\text{db}}^\text{ell} = \int d\alpha \Psi_0(0, \alpha) G_3(\alpha), \quad (7.2)$$

where $\omega_1$ denotes one of the periods of the elliptic curve defined by the polynomial equation $\beta^2 = Q(\alpha)$ and $\Psi_0(0, \alpha)$ is defined in eq. (4.12). We see that $T_{\text{db}}^\text{ell}$ defines a pure function of length four and weight three. Since $\omega_1$ has weight one, we conclude that $I_{\text{db}}^\text{ell}$ has uniform weight four. This is in agreement with known results for two-loop amplitudes in $\mathcal{N} = 4$ SYM that evaluate to ordinary MPLs, and hints towards the fascinating possibility of an extension of the principle of uniform transcendentality beyond the the case of ordinary MPLs.
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A Expressing $z_*$ in terms of elliptic integrals

In this appendix we give some details on how to derive eq. (3.12). We start by discussing the case where the branch points $a_i$ are real and ordered according to $a_1 < a_2 < a_3 < a_4$.
which is the case considered in the main text. We comment on other cases towards the end of this section, and we show that in those other cases one needs to be careful about signs.

We start from the integral definition for $z_*$ in eq. (3.11). We assume that the branch points are real and ordered, and we follow eq. (3.4) for the choice of the branches of the square root. Then, in the whole integration region we have

$$y = \sqrt{P_4(x)} = -\sqrt{|P_4(x)|}, \quad P_4(x) = (x-a_1)\ldots(x-a_4), \quad x < a_1,$$

and eq. (3.11) reduces to

$$z_* = -\frac{\sqrt{a_3a_4}}{4K(\lambda)} \int_{a_1}^{-\infty} \frac{dx}{\sqrt{|P_4(x)|}}. \quad (A.2)$$

We can perform the change of variables

$$t^2 = \frac{(a_3-a_1)(x-a_4)}{(a_1-a_4)(a_3-x)}, \quad (A.3)$$

and we find

$$z_* = -\frac{1}{2K(\lambda)} \int_1^{\sqrt{\alpha}} \frac{dt}{\sqrt{(1-t^2)(1-\lambda t^2)}} = \frac{1}{2} \frac{F(\sqrt{\alpha}|\lambda)}{2K(\lambda)} = Z_*(\alpha, \lambda), \quad (A.4)$$

where in the last step we used $F(1|\lambda) = K(\lambda)$. In this way we recover eq. (3.12).

Let us conclude by commenting on the overall sign of eq. (A.4). It is easy to see that the overall sign is dictated by our choice for the branch of the square root in the range $x < a_1$, cf. eq. (A.1). Indeed, if we had chosen the convention that $\sqrt{P_4(x)} = +\sqrt{|P_4(x)|}$ is real and positive for $x < a_1$, the overall sign of $z_*$ would be reversed. We thus conclude that the overall sign of $z_*$ is tightly linked to the (conventional) choice of the branches of the square root. The formula in eq. (3.12) is valid for the choice in eq. (3.4) in the case where the branch points are real and ordered in the natural way, but care is needed when applying it to different cases.

For example, let us discuss what happens in the case where the branch points $a_i$ are pairwise complex conjugate (as is often the case in physics applications). For concreteness we assume that $a_1 = a_2^*, \ a_3 = a_4^*, \ \text{Re}(a_1) < \text{Re}(a_3), \ \text{Im}(a_2), \ \text{Im}(a_3) > 0$ and $\text{Im}(a_1), \ \text{Im}(a_4) < 0$. We emphasise that some formulas may change if we choose a different configuration. For example, if we had considered the situation where $\text{Im}(a_1), \ \text{Im}(a_4) > 0$ and $\text{Im}(a_2), \ \text{Im}(a_3) < 0$ (which is related to the previous one via complex conjugation), the signs of all imaginary parts would change. Next, let us discuss the choice of the branches of the square root. We cannot use eq. (3.4), because that convention only makes sense when the branch points are real. Instead, since $P_4(x)$ is positive definite for pairwise complex conjugate branch points, it is natural to choose $\sqrt{P_4(x)} = \sqrt{|P_4(x)|} > 0$ everywhere on the real axis. While this convention is very natural for applications, it is easy to see that there is a tension between this choice and the choice in eq. (A.1) for $x < \text{Re}(a_1)$, and so in this case the formula for $z_*$ has a different overall sign,

$$z_* = -Z_*(\alpha, \lambda). \quad (A.5)$$
This explains the sign difference in eq. (5.13) compared to eq. (3.12).

Finally, let us mention that the same reasoning shows that also the sign of eq. (4.15) and eq. (4.21) depend on the choice of the branches for the square root and the ordering of the branch points. As a general rule, we find that the following equations are independent of the chosen convention for the branches of square root,

\[
G^*(\vec{a}) = \frac{1}{\omega_1} g^{(1)}(z_*, \tau),
\]

\[
Z_*(\alpha, \lambda) = \frac{1}{2} - \frac{F(\sqrt{\alpha} | \lambda)}{2K(\lambda)},
\]

\[
\frac{1}{\omega_1} g^{(1)} (Z_*(\alpha, \lambda), \tau) = \left( \frac{2\eta_1}{\omega_1} - \frac{\lambda}{3} + \frac{2}{3} \right) F(\sqrt{\alpha} | \lambda) - E(\sqrt{\alpha} | \lambda) + \sqrt{\frac{\alpha(\alpha \lambda - 1)}{\alpha - 1}}
\]

\[
= \frac{(1 - \lambda)[\lambda \alpha'(\lambda) + \alpha]}{\sqrt{\alpha(1 - \alpha) (1 - \alpha \lambda)}} - b \frac{2\pi i}{\omega_1},
\]  

where the last equality is subject to the conditions discussed at the end of Section 4.2.

Once the overall sign of \( z_* \) has been determined using the reasoning at the beginning of the section, the overall sign of \( G^*(\vec{a}) \) can be determined from eq. (A.6). Let us illustrate this on two examples:

1. In the case where the branch points are real and ordered in the natural way, and the branches of the square root are chosen according eq. (3.4), we know that we have (cf. eq. (3.12))

\[
z_* = Z_*(\alpha, \lambda) = \frac{1}{2} - \frac{F(\sqrt{\alpha} | \lambda)}{2K(\lambda)}. \quad (A.7)
\]

Equation (A.6) then implies

\[
G^*(\vec{a}) = \frac{1}{\omega_1} g^{(1)}(z_*, \tau) = \frac{1}{\omega_1} g^{(1)} (Z_*(\alpha, \lambda), \tau)
\]

\[
= \left( \frac{2\eta_1}{\omega_1} - \frac{\lambda}{3} + \frac{2}{3} \right) F(\sqrt{\alpha} | \lambda) - E(\sqrt{\alpha} | \lambda) + \sqrt{\frac{\alpha(\alpha \lambda - 1)}{\alpha - 1}}
\]

\[
= \frac{(1 - \lambda)[\lambda \alpha'(\lambda) + \alpha]}{\sqrt{\alpha(1 - \alpha) (1 - \alpha \lambda)}} - b \frac{2\pi i}{\omega_1},
\]  

in agreement with eq. (4.15) and eq. (4.21).

2. In the case where the branch points are pairwise complex conjugate to each other and \( \sqrt{P_4(x)} > 0 \) everywhere on the real axis, we have seen above that (cf. eq. (A.5))

\[
z_* = -Z_*(\alpha, \lambda) = \frac{F(\sqrt{\alpha} | \lambda)}{2K(\lambda)} - \frac{1}{2}, \quad (A.9)
\]
and eq. (A.6) implies
\[
G_\ast(\vec{a}) = \frac{1}{\omega_1} g^{(1)}(z_\ast, \tau) = -\frac{1}{\omega_1} \frac{g^{(1)}(Z_\ast(\alpha, \lambda), \tau)}{\alpha - \lambda - 1} (A.6)
\]
\[
= - \left( \frac{2\eta_1}{\omega_1} - \frac{\lambda}{3} + \frac{2}{3} \right) F(\sqrt{\alpha} | \lambda) - E(\sqrt{\alpha} | \lambda) + \frac{\alpha(\alpha - 1)}{\alpha - 1} \right] (A.10)
\]
\[
= - \left( \frac{1 - \lambda}{\sqrt{\alpha(1 - \alpha)(1 - \alpha \lambda)}} \right) - b \frac{2\pi i}{\omega_1} .
\]

\[\text{B Analytic expressions for the integration kernels of weight two}\]

In this appendix we present the analytic forms of the integration kernels \(\Psi^\pm_\ast(\infty, x, \vec{a})\) and \(\Psi^\pm_\ast(c, x, \vec{a})\), with \(c \neq \infty\).

\[
\Psi_\ast(c, x, \vec{a}) = -\frac{1}{2} \omega_1 \psi_\ast(c, x, \vec{a}) + \frac{1}{2} \omega_1 \psi_\ast(a_1, x, \vec{a}) + \frac{2c_4 (c - a_1)}{a_{24}a_{13}} \omega_1 \psi_\ast(-1)(\infty, x, \vec{a}) (B.1)
\]
\[
+ \left[ \frac{1}{4} Z_\ast(c, \vec{a})^2 + \frac{(a_1 - c) (a_2 + a_3 + a_4 - c)}{a_{24}a_{13}} \right] \omega_1 \psi_\ast(0, x, \vec{a}) + 2 \omega_1 \psi_\ast(\infty, x, \vec{a})
\]
\[
+ \frac{1}{2} \omega_1 Z_\ast(c, \vec{a}) \psi_\ast(-1)(c, x, \vec{a}) ,
\]

\[
\Psi^\pm_\ast(c, x, \vec{a}) = -\frac{1}{2} \omega_1 \psi^\pm_\ast(c, x, \vec{a}) - \frac{1}{2} \omega_1 Z_\ast(c, \vec{a}) \psi_\ast(\infty, x, \vec{a}) + \frac{1}{2} \omega_1 Z_\ast(c, \vec{a}) \psi_\ast(c, x, \vec{a}) ,
\]

\[
(B.2)
\]

\[
\Psi_\ast(\infty, x, \vec{a}) = 2 \omega_1 \psi_\ast(\infty, x, \vec{a}) + \frac{1}{2} \omega_1 \psi_\ast(a_1, x, \vec{a}) + \left[ \frac{4 a_1 c_4}{a_{13}a_{24}} G_\ast(\vec{a}) + G_\ast(\vec{a})^2 + \frac{2}{\omega_1} \right]
\]
\[
+ \frac{3a_1^2 + (a_2 + a_3 + a_4) a_1 - 2 (a_3 a_4 + a_2 a_3 + a_2 a_4)}{3a_{13}a_{24}} \omega_1 \psi_\ast(0, x, \vec{a}) (B.3)
\]
\[
- \left[ \frac{G_\ast(\vec{a}) + \frac{3a_1 - a_2 - a_3 - a_4}{4c_4}}{a_{13}a_{24}} \right] \omega_1 \psi_\ast(-1)(\infty, x, \vec{a}) ,
\]

\[
\Psi^\pm_\ast(\infty, x, \vec{a}) = -\frac{1}{2} \omega_1 \psi^\pm_\ast(\infty, x, \vec{a}) + \left[ \frac{a_1}{2c_4} + \frac{G_\ast(\vec{a})}{\omega_1} \right] \omega_1 \psi_\ast(\infty, x, \vec{a}) .
\]
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