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Abstract—Accurate recognition of nondriving activity (NDA) is important for the design of intelligent human machine interface to achieve a smooth and safe control transition in the conditionally automated driving vehicle. However, some characteristics of such activities like limited-extent movement and similar background pose a challenge to the existing 3-D convolutional neural network based action recognition methods. In this article, we propose a dual-stream 3-D residual network, named DS3D ResNet, to enhance the learning of spatio-temporal representation and improve the activity recognition performance. Specifically, a parallel two-stream structure is introduced to focus on the learning of short-time spatial representation and small-region temporal representation. A two-feed driver behavior monitoring framework is further build to classify four types of NDAs and two types of driving behavior based on the driver’s head and hand movement. A novel NDA dataset has been constructed for the evaluation, where the proposed DS3D ResNet achieves 83.35% average accuracy, at least 5% above three selected state-of-the-art methods. Furthermore, this study investigates the spatio-temporal features learned in the hidden layer through the saliency map, which explains the superiority of the proposed model on the selected NDAs.

Index Terms—Action recognition, automated driving, nondriving related task.

I. INTRODUCTION

M ore and more level 3 automated driving vehicles will be on road in the coming years [1], and such vehicles allow drivers to take their hands and eyes off the road. However, according to SAE (J3016) automation levels, in level 3, drivers are still expected to take control of the vehicle if there is a request to intervene [2]. The driver’s situation awareness in terms of driving environment and vehicle condition is reduced since they do not need to pay full attention to road and dashboard, which could bring a risk when the driver takes over the vehicle control without a right process in place. Therefore, it is of great importance to monitor the driver’s behavior during the level 3 automated driving and design the specific takeover request modality or human machine interface for different states to ensure a smooth and safe control transition [3].

There are two kinds of activities that the driver could engage inside the vehicle cabin, which are driving activities (DAs) and nondriving activities (NDAs). Similar to distraction and fatigue, the engagement of NDAs could reduce the driver’s situation awareness. Normally, the methods of detecting NDAs engagement are based on the driver’s attention [4]. Since the drivers always check the road or surrounding environment when they are conducting DAs, while during NDAs engagement, they pay more attention to the object they are engaging with. Moreover, different NDAs could lead to different impacts on the driver’s take-over performance [5]–[7]. A refined classification of NDAs could help to design an intelligent take-over process to improve driving safety. During NDAs engagement, the driver’s hand movement contains information about the interaction between the driver and the object, which can be used for further classification. Therefore, both visual attention and behavior are necessary for the recognition of the driver’s activity in the vehicle.

The recognition of the driver’s NDAs has been widely researched in the last few years. With the rapid development of deep learning in activity recognition based on videos, computer vision-based methods become the focus for NDAs recognition [3], [8], [9]. The methods for action recognition using videos can be roughly divided into two categories: spatio-temporal attention mechanisms and 3-D convolutional neural network (CNN). Both methods employ the CNN for spatial feature extraction due to its great learning capability in the spatial domain. The spatio-temporal attention mechanisms learn the temporal features by employing the sequence-based signal processing methods like recurrent neural network (RNN), long short-term memory, and transformer [10], [11]. 3-D CNN extends the 2-D spatial
features into 3-D features by adding a convolutional kernel in the temporal domain [12]–[15]. For the NDAs recognition, unlike the traditional activities in the action recognition dataset [16], [17], such as Tai Chi, basketball, diving, etc., which contains diverse spatial information in the background and large-scale body movement, NDAs are constrained in the vehicle cabin. Normally, the movement that matters is the driver’s hand. The hand movement is more complex in the temporal domain and the background is similar in the spatial domain, which poses a challenge to the existing 3-D CNN models [12], [18] for activity recognition. Considering this, a proper design of the 3-D CNN model could enhance the spatio-temporal representations of the activity with less 3-D convolutional computation to achieve good recognition performance. Furthermore, the driver’s head movement is also needed to be evaluated, since the driver visual attention is also a key factor to determine the NDAs engagement. In this paper, we propose a two-feed 3-D CNN based driver behavior recognition system. This system focuses on both the driver’s head and hand movement to recognize whether the driver is engaging with an NDA or not, and further determine the type of NDA or DA. We design a dual-stream 3-D residual network, named DS3D residual network (ResNet), to enhance the short-time spatial representation and small-region temporal representation learned on separate streams. A novel NDA dataset has been produced to evaluate the proposed model and other state-of-the-art models. This study also visualizes the hidden layers of the proposed model to further verify and explain the semantic features that the model learned.

II. RELATED WORK

NDAs recognition: The methods of activity recognition can be roughly divided into two categories from the perspective of feature extraction, which are hand-crafted features based methods and deep learning based methods. The first kind of method classifies the activities based on some hand-crafted features like driver’s gaze direction, hand movement, and body pose. Martin et al. [19] extracted features of the driver’s upper body pose and proposed a three-stream RNN system. This system evaluates the spatial relationship of body joints, the temporal skeleton movement, and the context of the driver’s surrounding to recognize the selected NDAs, including drinking, phone texting, calling, reading, and eating. Furthermore, Xing et al. [20] combined the depth information inside the vehicle cabin with the features mentioned above and established a feed forward neural network to identify the activities. Yang et al. [4] proposed a dual-camera gaze estimation system and addressed the NDA recognition problem from the perspective of the driver’s eye. With the development of CNN in the field of activity recognition [12], [13], [21]–[23], the deep learning-based methods have attracted increasing attentions in NDA recognition in recent years. Xing et al. [8] removed the image background and used the drivers’ body as the input of the CNN model to recognize their behaviors. Yang et al. [3] employed a two-stream CNN model to extract the spatial features from the original image and the driver’s hand movement features from the corresponding optical flow images. Moreover, Eraqi et al. [24] trained different CNNs on multiple inputs including raw images, skin-segmented images, face images, hands images, and “face + hands” images. The final prediction is obtained by using a genetic algorithm based on the outputs of all the CNN models.

3-D CNN: CNN has been widely researched in recent years and made great achievement on the spatial representation, particularly in the scope of computer vision. CNN has been mainly applied to 2-D images that lack the temporal representation, which is especially crucial for the application of video classification. To address this challenge, 3-D CNN was employed to learn the spatio-temporal representations and extract the motion information hidden in the video frames [12], [25]. The residual structure [26] was implemented to tackle the training difficulty in the deeper 3-D CNN model [18]. Since the computation cost of the deep 3-D CNN is expensive and the model size is relatively large, Qiu et al. [27] proposed a pseudo-3-D network to factorize 3-D convolutions into spatial convolutions and temporal convolutions to reduce the computational complexity. They compacted the model with three different forms of the spatio-temporal residual blocks. Similarly, Tran et al. [28] used only a spatial convolution followed by a temporal convolution residual block in the proposed R(2 + 1)D network and achieved better action recognition performance.

Unlike other deep learning-based methods for the NDA recognition, which mainly focus on the 2-D image domain, our work attempt to extract the spatio-temporal features from the driver behavior in the video domain. Considering the characterization of NDAs, the capability of 3-D CNN has not been fully exploited with the existing architecture mentioned above. In this work, we improve the spatial-temporal representation of residual blocks in the network with a designed dual-stream structure by enhancing the small-region temporal representation and the short-time spatial representation in different scales. The idea of this work is not only to revise the network structure but also to develop a framework to recognize and classify the type of NDA engagement during level 3 automated driving. The proposed framework is given in details in the next section.

III. METHODOLOGY

The proposed two-feed dual-stream 3-D residual network-based driver activity recognition framework is illustrated in Fig. 1. There are two feeds in this framework, which are the
frames from the front camera and the rear camera. The front camera captures the driver’s head movement and estimates the visual attention, which is used to recognize whether the driver is engaging with NDAs or not. The input of the 3-D CNN model for this feed a stack of frames, which are cropped based on the location of the detected face from raw frames. The rear camera focuses on the driver’s behavior in the cabin mainly the hand movement, which aims to further classify the specific NDAs or DAs. The final activity classification is obtained by combining these two results.

A. 3-D Residual Block

3-D convolution is the most natural method to extract the spatio-temporal features from videos [12], [27]. It has the capability to model the temporal connection among the spatial information encoded frames. For the 3-D convolution, the filter is denoted as $d \times k \times k$, where $d$ and $k$ are the temporal depth and the spatial size of the filter, respectively.

Following the success of the ResNets in encoding the spatio-temporal information for action recognition task [18], [26], we propose two different residual blocks to enhance the short-time spatial representation and the small-region temporal representation of the model, as illustrated in Fig. 2(b) and (c), based on the basic residual block in Fig. 2(a). There are two convolutional layers in a basic residual block. Each layer is followed by batch normalization [29]. The filter size of each convolutional layer is $3 \times 3 \times 3$.

The output of the $l$-th residual block can be expressed as

$$x_{l+1} = F(x_l, \{W_i\}) + x_l \tag{1}$$

where $x_{l+1}$ and $x_l$ are the output and input of the block. The function $F(x_l, \{W_i\})$ is the learned residual mapping of the block and weight $\{W_i\}$ is for multiple convolutional layers.

The short-time spatial block [see Fig. 2(b)] aims to encode the change of the spatial information in a short time. Unlike the basic residual block, the size of the filter $S$ used in the first convolutional layer of the proposed block is $1 \times 3 \times 3$. This filter compresses the temporal dimension, which is equivalent to the 2-D convolutional filter on the spatial domain. The filter $R$ of the second convolutional layer is still a $3 \times 3 \times 3$ filter to expand the receptive field in both temporal and spatial domains.

The block can be expressed as

$$x_{l+1} = R(S(x_l, W_s), W_r) + x_l \tag{2}$$

The small-region temporal block, shown in Fig. 2(c), concentrates on a small area and captures its change in a long period. The size of the first convolutional filter ($T$) is $5 \times 1 \times 1$, which can be considered as a 1D convolutional filter on the temporal domain. It is followed by a $3 \times 3 \times 3$ filter ($R$). The output of this block can be expressed as

$$x_{l+1} = R(T(x_l, W_t), W_r) + x_l \tag{3}$$

The ReLU activation function is employed after the first convolutional layer and the output of all these blocks.

B. Architecture of the 3-D CNN Model

The architecture of the network is illustrated in Fig. 3. For simplicity, the size of the given video clip is denoted as $c \times l \times h \times w$, where $c$ is the number of channels, $l$ is the number of frames in the clip, and $h$ and $w$ are the height and width of images, respectively. The input of the network is a $3 \times 16 \times 112 \times 112$ tensor. The parallel structure is employed after the first convolution block. The upper spatial stream uses a sequence of four spatial blocks to emphasize the short-time spatial information in different scales. The bottom temporal stream has four temporal blocks connected in series, which focus on the change in the small-region temporal domain. After pooling, the size of the feature map for each stream is $256 \times 1 \times 1 \times 1$. The final 512-dimensional vector is obtained by concatenating the feature maps produced in both streams and fed into a fully connected layer, which outputs the final prediction probabilities through the softmax function.

C. Prediction Process for the Framework

As illustrated in Fig. 1, the prediction of the driver activity recognition framework combines the outputs from three separate models. The prediction probability of NDA engagement recognition based on the driver’s head movement is denoted as $P_{\text{Dc}}$, which has two states: DA engagement and NDA engagement, denoted as $c_D$ and $c_N$, respectively. The prediction probability for these two classes is represented by $P_{\text{Dc}}[c_D]$ and $P_{\text{Dc}}[c_N]$. Two different 3-D CNN models have been trained separately for NDA and NDA classification based on hand movement. The prediction probability for these two models are denoted as $P_{\text{Dc}}$ and $P_{\text{Nc}}$. The final scores of the DA classification and NDA classification are denoted as $Y_D$ and $Y_N$.

The score of a single DA can be expressed as

$$Y_D(i_{nD}) = P_{\text{Dc}}(i_D)P_{e}[c_D] \tag{4}$$

where $i_D$ is the index of the DAs. The score of a single NDA can be expressed as

$$Y_N(i_{nN}) = P_{\text{Nc}}(i_{nN})P_{e}[c_N] \tag{5}$$

where $i_{nN}$ is the index of the NDAs. The final prediction scores for all NDA and DA classes, denoted by $Y$, can be expressed as

$$Y = Y_D \cup Y_N. \tag{6}$$
D. Visual Explanations of CNN Model Predictions

With the effort of visual explanation for CNN [30]–[32], we can explain the prediction of the instance made by the evaluated 3-D CNN models, which allows a better understanding of the features learned. In this study, Grad-CAM++ [31] was employed for visualization. This method provides the visual explanation of the model based on the pixel-wise weighting of the gradients of the convolution feature map. It measures the importance of each pixel in the convolutional feature map toward the final prediction of the model.

The classification score $Y^c$ for class $c$ can be expressed as

$$Y^c = \sum_k w_k^c \sum_i j \sum_h A_{ijh}^k$$  \(7\)

where $A_{ijh}^k$ is the feature map of a particular spatial location $(i, j, h)$, $w_k^c$ is the weight for the feature map $A^k$ and class $c$.

The class-based saliency map $M^c_{ijh}$ used for the final visual explanation can be expressed as

$$M^c_{ijh} = \text{ReLU}(\sum_k w_k^c A_{ijh}^k).$$  \(8\)

In the Grad-CAM++ [31], the weights $w_k^c$ is calculated by a weighted average of the pixel-wise gradients, which can be written as

$$w_k^c = \sum_i j \sum_h \alpha_{ijh}^kc \text{ReLU} \left( \frac{\partial Y^c}{\partial A_{ijh}^k} \right)$$  \(9\)

where $\alpha_{ijh}^kc$ is the weighting co-efficient and the $\frac{\partial Y^c}{\partial A_{ijh}^k}$ is the pixel-wise gradient for feature map $A^k$ and class $c$.

Considering $(9)$, $(7)$ can be rewritten as

$$Y^c = \sum_k \left[ \sum_a b \sum_d \alpha_k^{cmd} \text{ReLU} \left( \frac{\partial Y^c}{\partial A_{abcd}^k} \right) \right] \sum_i j \sum_h A_{ijh}^k$$  \(10a\)

where $(a, b, d)$ and $(i, j, h)$ are iterators for the same activation map $A^k$ for avoiding confusion. ReLU has been dropped in the derivation since the function of which is as a threshold for allowing the gradients to flow back. Taking partial derivative $A_{ijh}^k$ twice on both sides

$$\frac{\partial^2 Y^c}{\partial A_{ijh}^k}$$

$$= 2\alpha_{ijh}^kc \frac{\partial^2 Y^c}{(\partial A_{ijh}^k)^2} + \sum_a b \sum_d A_{abcd}^k (\alpha_{ijh}^kc ) \frac{\partial^3 Y^c}{(\partial A_{ijh}^k)^3}.$$  \(10b\)

Based on $(10)$, $\alpha_{ijh}^kc$ can be calculated as

$$\alpha_{ijh}^kc = \frac{\frac{\partial^2 Y^c}{\partial A_{ijh}^k}}{2 \left( \frac{\partial^2 Y^c}{(\partial A_{ijh}^k)^2} + \sum_a b \sum_d (A_{abcd}^k \frac{\partial Y^c}{(\partial A_{ijh}^k)}) \right)}.$$  \(11\)

Considering $(11)$, $(9)$ can then be rewritten as

$$w_k^c = \sum_i j \sum_h \left[ 2 \frac{\frac{\partial^2 Y^c}{\partial A_{ijh}^k}}{\sum_a b \sum_d (A_{abcd}^k \frac{\partial Y^c}{(\partial A_{ijh}^k)})} \text{ReLU} \left( \frac{\partial Y^c}{\partial A_{ijh}^k} \right) \right].$$  \(12\)

IV. DATASET

To evaluate the proposed method, this study produced a new dataset, which contains the driver’s head and hand movement footages captured by two cameras during the experiment. There are six classes in this dataset, including four types of NDAs and two types of DAs. 14 participants (12 males and two females) were recruited for the experiment, who are from eight different counties. The participants’ age is in the range from 23 to 35. They were required to hold a valid U.K. driving license. The videos were recorded in different weather and lighting conditions including sunny, cloudy, rainy, and snowy.

A. Experiment Design

The vehicle used in the experiment was an instrumented Land Rover Discovery 5. The car was modified to accommodate both
automated driving and human driving. During the experiment, the vehicle is in automated driving mode and following a designed route in the enclosed roads. To ensure safety, a steering wheel and a set of pedals were added in the back seat of the vehicle, which allows the safety driver to intervene and override the autonomous system. The participants were required to engage in some activities while the vehicle is under the automated driving mode. After a period of time, the driver was asked to take over the vehicle and drive for 2 min. Four types of NDA investigated in this study are reading news, watching videos, playing games, and answering questionnaires using a tablet. These activities were selected by considering the outcomes from surveys [33], [34]. The DAs considered in this study are road checking and driving. For each participant, the engagement of each activity (four types of NDA and road checking) lasted 5 to 9 min followed by a 2 min driving process, which considered as one single trial. There are five trials per participant. The data of four NDA classes were extracted from the corresponding trials. The data for the road checking class contains the data extracted from the road checking trial and the data of the road checking behavior during the NDA engagement trials. The data for driving was obtained by extracting the data where the participant was driving the vehicle after the take-over.

B. Camera Setup

The employed two cameras for monitoring the driver’s behavior in the experiment were Garmin Virb Action Camera, which provides the videos with 1920 \times 1440 pixels spatial resolution and frames were sampled at 30 frames per second (FPS). The front camera, facing the driver’s face, is used to extract the driver’s head movement and recognize whether the driver is engaging with NDAs or DAs. The rear camera was mounted on the roof of the vehicle between two front seats to record the driver’s hand movement. The location of the cameras is shown in Fig. 4. A flashing red LED light was employed for synchronization, which can be seen in the view of both cameras.

C. Data Preprocessing

In the dataset for the driver activity recognition framework, a single instance, denoted by $I$, contains a pair of synchronized frame stacks ($I_f, I_r$) from the front camera and rear camera, respectively. The recorded video from each camera was split into several clips. We removed some bad clips, which contain the participant’s behavior during the activity transition. The activity is difficult to be determined in such clips, such as the mixture of road-checking playing games, etc. As shown in Fig. 5, there are 48 frames in each clip, which were cropped with a 600 \times 600 region of interest and further resized into 128 \times 128. The dimension of the frames for each clip is 3 \times 48 \times 128 \times 128. Then the 16 adjacent frames were randomly sampled and used as an input instance of $I_f$ or $I_r$. The size of an input instance is 3 \times 16 \times 112 \times 112. There are 7960 pairs of instances for six classes in total. The distribution of all these classes is answering questionnaires (1336), road checking (1320), driving (1268), playing games (1356), reading (1422), and watching videos (1258). The data were randomly split into five different segments for cross-validation based on participants. For each split, the data of 11 participants were used for training and the data of three participants were used for testing. The data distribution for five splits is split 1 (6158 for training and 1802 for testing), split 2 (6332 for training and 1628 for testing), split 3 (6176 for training and 1784 for testing), split 4 (6222 for training and 1738 for testing), and split 5 (6186 for training and 1774 for testing).

V. Train and Results

A. Training

The proposed method is compared with three state-of-the-art methods, which include the following.

1) 3-D ResNets (R3-D) [18] that mainly utilizes the basic 3 \times 3 \times 3 residual block in the whole network to model the spatial-temporal information. Frequent usage of 3-D convolution causes a higher computational cost.

2) (2 + 1)D ResNets (R(2 + 1)D) [28] that factorizes the 3-D convolution of the residual block in R3D into two separate operations, which are a 2-D spatial convolution and a 1-D temporal convolution. Although such a structure doubles the number of nonlinearities to improve the model’s capability of representing complex functions, the number of parameters and the computational cost is not decreased in comparison to the 3-D CNN.
TABLE I

| Model       | Parameters (×10⁶) | FLOPs (×10⁶) |
|-------------|------------------|--------------|
| R3D         | 33.1             | 83.1         |
| R2+1D       | 33.2             | 85.2         |
| The proposed DS3D | 11.8             | 72.5         |

All models are based on ResNes-18 architecture.

3) Pseudo-3-D ResNets (P3D) [27] that has the same method of factorization with R(2 + 1D) but develops three blocks with different types of connection. It also adapts the bottleneck block in the network. However, the performance is not significantly improved than the simple and homogenous R(2 + 1D) network.

4) The proposed DS3D ResNet.

For a fair comparison, all networks adapt 18 layers except P3D. Considering the specific design of the P3D architecture, the input size is $3 \times 16 \times 160 \times 160$. We also keep the same crop ratio from the raw frames as other models. The evaluated P3D model was built based on ResNets-50 architecture. All four models were trained from scratch on the same dataset. The size and computational complexity for these models are provided in Table I, which shows the proposed model has the lowest computational cost and smallest model size.

In the training process, Adam was used for parameter optimization with the mini-batch size of 32. The initial learning rate was set as 0.001, which was divided by 10 after every 10 epochs. The whole training was completed in 35 epochs. The task of NDA engagement recognition adapts all the head movement dataset $I_f$. The tasks of NDA classification and DA classification use the corresponding data in the hand movement dataset $I_r$.

B. Results

The comparison results, based on the testing data for each split, are presented in Table II, which shows the models’ accuracy for three tasks and the final fusion results. For the task of NDA engagement recognition (NDA or DA), the average accuracy of R3D for five splits is 87.49%. The performance of R2 + 1D and P3D is similar and around 90%. The proposed DS3D model achieves 93.74% average accuracy on this task. For the task of DAs classification (driving or road checking), all three state-of-the-art methods achieve similar performance while our model has at least 3% improvement than them. For the task of NDA classification (reading news, watching videos, playing games), the average accuracy of R3D, R2 + 1D, and P3D models is 82.01%, 84.04%, and 82.94%, respectively, while the accuracy of our model is 85.86%. For the final fusion result for the classification of all six activities, it can be observed that the proposed model achieves the best performance among the evaluated methods with at least 5% improvement.

The confusion matrices of the final fusion predictions are presented in Fig. 6. Precision and recall are used to evaluate the model in this study. Precision is the fraction of correct instances among the detected instances, while recall is the fraction of correctly detected instances [35]. For the category checking, the precisions of the three state-of-the-art models are around 50–60%. The main contribution of the false positive examples is from NDAs. It means that some NDAs have been predicted as DAs by being misclassified as checking, which suggests the poor performance of NDA engagement recognition for these models based on the participants head movement. For both DAs (checking and driving), the proposed DS3D achieves the best performance, specifically, 90.2% precision and 90.6% recall for driving. For NDA classification, answering questionnaires and playing games have a better performance than the other two activities for all four models. This is because during these activities, it normally involves a high-frequency interaction between the participant’s hand and the device. The superior performance of our model is benefited from the new structure design that enhances the spatial-temporal representations. The detailed contribution will be given in the next section with the saliency map. The recall of the other activities reading and watching videos for R3D, R2 + 1D, and P3D is around 60–65%. The poor performance of these activities is due to similar observation associated with limited human-object interaction or hand movement in the temporal domain. The frames do not contain sufficient spatial-temporal information to make the right prediction for these activities, even though our model also outperforms the other evaluated models.

VI. VISUALIZATION AND DISCUSSION

This section provides the visualization results of the class-based saliency map in the hidden layer of the model trained on the dataset containing hand movement to explain the learned spatio-temporal feature. The images that contain facial information are not presented in this section due to the data protection policy.

In Fig. 7, the class-discriminative regions contributed from the hidden layer, Conv3, have been located, where the 16 frames are subsampled to 8 frames to save space. The regions in red correspond to a higher association for the class while the regions in blue represent weak relevance. It can be seen that the saliency regions have been highlighted on the frames based on the importance of the pixels. Specifically, the R3D model could learn the participant’s hand movement when there is high-frequency interaction in the activity (answering questionnaires and playing games). For the activity like reading and watching movies, the learned features are mainly the edge of the object. The features used in the R2 + 1D model to predict are based on the context of the tablet. Both two models contain some noise such as steering wheel movement and background change of the side window. Comparing with these two models, the proposed DS3D model highlights the region of the hand movement concentratedly. The spatial stream of the proposed model (denoted as Ours_s) focuses on the short-time spatial feature learning. The temporal stream of the model (denoted as Ours_t) is to learn the small-region temporal feature. It can not only learn the short-time spatial feature, which is the high-frequency hand movement for
TABLE II
ACCURACY OF THE EVALUATED MODELS ON THE PRODUCED DATASET

| Term   | NDAs engagement recognition | DAs classification |
|--------|------------------------------|---------------------|
|        | R3D | R2+1D | P3D | Our DS3D | R3D | R2+1D | P3D | Our DS3D |
| Split 1|  83.74% |  87.79% |  88.95% |  93.90% |  90.67% |  93.08% |  90.67% |  95.71% |
| Split 2|  87.78% |  90.41% |  89.07% |  94.71% |  91.70% |  92.38% |  92.21% |  96.71% |
| Split 3|  88.96% |  90.92% |  89.35% |  93.57% |  87.29% |  90.28% |  90.65% |  90.46% |
| Split 4|  88.15% |  88.90% |  92.28% |  92.87% |  91.36% |  92.57% |  89.46% |  92.57% |
| Split 5|  88.84% |  90.19% |  92.27% |  93.63% |  90.65% |  86.06% |  87.30% |  93.47% |
| Average|  87.49% |  89.64% |  90.38% |  93.74% |  90.33% |  90.87% |  90.06% |  93.78% |

Fig. 6. Confusion matrix of the fusion results. The models used are trained on split 1. The precision and recall for each class are presented in the bottom and right of the figures, respectively. The classes presented in the figure refer to the activities named: road checking, driving, playing games, answering questionnaires, reading news, and watching videos, successively.
Fig. 7. Saliency maps of the prediction based on the last convolutional layer of Conv3 by using Grad-CAM++ [28] for all NDAs. The first row of each activity is the raw frames imported into the network.

Fig. 8. Saliency maps of the prediction based on the last convolutional layer of Conv3 for all the DAs.

The activities like answering questionnaires and playing games, but also the temporal feature, which is low-frequency interaction in the reading. Furthermore, it can give the right prediction based on the hand pose when there is a limited interaction during watching videos.

The saliency map results for DA engagement are presented in Fig. 8. For checking, the R3D model focuses on the edge of the steering wheel and the object. The R2 + 1D model highlights the region of the left hand. The spatial stream of our model encodes the information of the hand pose and the door, while the temporal stream focuses on the edge of the head and the device. It explains the participant’s road-checking behavior during the NDA engagement where the participant headed up while holding the device on hands. In the driving category, the participant quickly steered the steering wheel with the right hand. The R3D model highlights the arm movement with its edge. The R2 + 1D model also learns the feature of the arm movement but with lots of noise. For the proposed model, the spatial stream captures the fast right-hand movement since it enhances the extraction of the short-time spatial change while the temporal stream mainly focuses on the participant’s slight arm movement. From the perspective of model, the R3D model learns the semantically relevant features of the high-frequency interaction activity. But for the activities like reading, watching movies or road checking, the semanteme of feature is not clear. The R2 + 1D shows a better classification performance than R3D, however, the explainability of the learned feature is relatively weak. Collectively, it can be observed that for all types of activity, the highlighted features learned by our model are more semantically relevant comparing with other models.

VII. CONCLUSION

In this article, we proposed a two-feed 3-D CNN based driver behavior recognition system for the conditionally automated driving vehicle. Demonstrated by the testing results on the collected data, the introduced novel dual-stream 3-D residual
network (DS3D ResNet) presented a strong capability of encoding the spatial-temporal information for driver’s behavior. Specifically, the spatial stream extracted the short-time spatial features while the temporal stream focuses on learning the small-region temporal representation. This hypothesis was successfully tested by visualizing the saliency maps. Quantitative results demonstrated the superior performance of the proposed DS3D model against three state-of-the-art methods. From the perspective of NDA recognition, the activities with more human-object interaction can be classified more accurately due to the contained abundant spatial-temporal features. It should be noted that the evaluation was conducted on a novel driver activity dataset. Based on the visualization results, we believe that the capability of the proposed DS3D model has not been fully explored using the current NDA dataset. The recognition of other NDAs with interaction in a higher frequency, for instance, phone typing, could benefit from this model. The application of the proposed method on a comprehensive list of NDAs requires further study.
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