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Temporal logic is often used to describe temporal properties in AI applications. The most popular language for doing so is Linear Temporal Logic (LTL). Recently, LTL on finite traces, LTL$_f$, has been investigated in several contexts. In order to reason about LTL$_f$ formulas, they are typically compiled into deterministic finite automata (DFA), as the intermediate semantic representation. Moreover, due to the fact that DFAs have canonical representation, efficient minimization algorithms can be applied to maximally reduce DFA size, helping to speed up subsequent computations. Here, we present a thorough investigation on two classical minimization algorithms, namely, the Hopcroft and Brzozowski algorithms. More specifically, we show how to apply these algorithms to semi-symbolic (explicit states, symbolic transition functions) automata representation. We then compare the two algorithms in the context of an LTL$_f$-synthesis framework, starting from LTL$_f$ formulas. While earlier studies on comparing the two algorithms starting from randomly-generated automata concluded that neither algorithm dominates, our results suggest that starting from LTL$_f$ formulas, Hopcroft’s algorithm is the best choice in the context of reactive synthesis. Deeper analysis explains why the supposed advantage of Brzozowski’s algorithm does not materialize in practice.

1 Introduction

In many situations in Formal Methods and AI, we are interested in expressing properties over a sequence of successive states. Temporal logic, especially Linear Temporal Logic (LTL) has been thoroughly investigated for doing so [48]. Recently, a variant of LTL on finite traces, namely LTL$_f$, has been investigated [27]. LTL$_f$ found application in numerous AI contexts, as it is suitable for expressing properties over an unbounded but finite sequence of successive states. When reasoning about actions and planning, LTL$_f$ has been employed as a specification mechanism for finite-horizon temporally extended goals [18, 26]. As a specification language, we can use LTL$_f$ to specify desired properties in machine learning [17, 25, 56], program synthesis [28, 60, 16], Business Process Management (BPM) [46, 35, 20], Markov Decision Processes (MDPs) with non-Markovian rewards [11], MDPs policy synthesis [55], also non-Markovian planning and decision problems [10]. A general survey of applications of LTL$_f$ in AI and CS can be found in [27, 24].

In many applications, the common technique for reasoning about LTL$_f$ is compiling formulas into deterministic finite automata (DFA), cf. [60]. Unfortunately, the DFA size can be, in the worst case, doubly-exponential to the length of the formula [42]. Indeed, LTL$_f$-to-DFA compilation has been shown...
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to be the bottleneck of LTL\textsubscript{f} synthesis\cite{60}. On the positive side, DFAs can be fully minimized thus helping to speed up subsequent computations\cite{39,13,28}. Furthermore, there is evidence that the doubly-exponential blow-up of LTL\textsubscript{f}-to-DFA compilation, does not tend to occur in practice\cite{53}. This means that applications that require compiling temporal knowledge in LTL\textsubscript{f} to DFAs can still be implemented efficiently for many instances, as long as a good minimization algorithm is used. The natural question to ask, then, is: what is the best way in practice of constructing a minimal DFA from an LTL\textsubscript{f} formula?

An empirical evaluation of DFA-minimization algorithms can be found in\cite{54}. That work compares two classical algorithms for constructing a minimal DFA from an NFA (nondeterministic finite automaton). The first is Hopcroft’s algorithm\cite{39}, which first determinizes the NFA into a (not necessarily minimal) DFA, and then partitions the state space into equivalence classes. These equivalence classes then correspond to the states of the minimal DFA. The second is Brzozowski’s algorithm\cite{13}, which reverses the automaton twice, determinizing and removing unreachable states after each reversal. This sequence of operations guarantees that the resulting DFA is minimal. The conclusion reached by\cite{54} is that neither algorithm dominates across the board, and the best algorithm to use for a given NFA depends in part on the NFA’s transition density.

A few aspects make the evaluation in\cite{54} unsatisfactory for our purposes. First, the algorithms were compared considering an NFA as a starting point, while we are interested in obtaining minimal DFAs from LTL\textsubscript{f} formulas. This difference in initial representation may require certain steps of the algorithms to be implemented in a different way that affects their complexity. Second, the evaluation was performed on NFAs generated using a random model, which might not be representative of automata compiled from LTL\textsubscript{f} formulas. Third, automata generated from formulas tend to be semi-symbolic, having their transitions represented symbolically by data structures such as Binary Decision Diagrams (BDDs)\cite{38}, a commonly being used representation method that is more compact than the classical explicit representation. This semi-symbolic representation can also affect how certain operations are implemented and therefore the performance of the algorithms. Moreover, studies from\cite{54} started with random automata, with the lack of looking into practical applications. We would like to look deeper into the context of applications. A number of applications require the step of automata minimization. Examples are monitoring\cite{53}, reactive synthesis\cite{59}, and Business Process Management (BPM)\cite{46,35,20}.

In this work we re-examine the comparison between the Hopcroft and Brzozowski algorithms, this time starting from LTL\textsubscript{f} formulas. In particular, we focus on the context of reactive synthesis, the algorithms of which usually make use of automata-theoretic techniques to automatically convert system properties described in high-level specification into a reactive system satisfying these properties, cf.\cite{49}. In the standard approach for solving this problem for LTL\textsubscript{f}, the LTL\textsubscript{f} specification is first compiled into a DFA, and then a system satisfying the specification is synthesized by solving a reachability game over this DFA\cite{28}. The game-solving step is performed over a fully-symbolic representation of the DFA that also encodes the state space symbolically, and which is thus exponentially smaller than the explicit representation\cite{60}. It has also been shown that synthesis techniques employing minimized DFA often shows dominating performance than the ones without\cite{52,5}.

In our evaluation, Hopcroft’s algorithm is represented by the tool MONA\cite{38}, a sophisticated platform for constructing DFAs from temporal logical specifications, commonly being used for minimal DFA construction in LTL\textsubscript{f} synthesis. It should be noted that, though MONA is able to handle full second-order logic (MSO), which subsumes first-order logic (FOL), it has been shown that expressing LTL\textsubscript{f} in FOL gives better performance\cite{58}. MONA constructs a DFA in a bottom-up fashion, first constructing small DFAs for subformulas and then progressively combining them while applying Hopcroft minimization after each step. Since there is no preexisting tool that makes use of Brzozowski’s algorithm, we show here how it can be effectively simulated within the existing framework of LTL\textsubscript{f} synthesis. This is done
by using MONA to construct a minimal DFA for the reverse language of the LTL$_f$ specification, which can then be reversed, determinized and pruned of unreachable states to obtain the minimal DFA for the original language. The possible advantage of Brzozowski’s algorithm is that the DFA for the reverse language of an LTL$_f$ formula is guaranteed to be at most exponential, rather than doubly exponential, in the size of the formula [19, 27].

We present two approaches for performing the final determinization step in Brzozowski’s algorithm: an explicit approach, using routines implemented in the SPOT automata library [29], and a symbolic approach, which converts the reversed automaton directly into a fully symbolic DFA. The benefit of the fully symbolic approach is that it avoids constructing the semi-symbolic DFA, which may be exponentially larger than its fully-symbolic representation. On the other hand, this also means that the DFA is converted to the fully-symbolic representation before removing the unreachable states, which can lead to this representation being more complex than necessary. After the fully symbolic representation is constructed, computing the reachable states serves only to reduce the search space during synthesis, but does not reduce the size of the representation. While symbolic determinization has been discussed in prior works [2, 45], the role that symbolic determinization can play in the framework of LTL$_f$ [60, 5] and the impact it may have on algorithmic performance has not been investigated yet.

We compare Hopcroft’s Algorithm and the two versions of Brzozowski’s Algorithm on a number of LTL$_f$-synthesis benchmarks by evaluating not only the performance of the DFA construction, but also how the resulting fully-symbolic DFA affects the end-to-end synthesis performance. We find that, despite the minimal DFA for the reverse language having an exponentially smaller theoretical upper bound compared to the minimal DFA for the original language, in practice it is often a similar size or even larger. As a consequence, this observation suggests that Brzozowski’s algorithm does not benefit in practice from performing determinization symbolically, as the fully-symbolic representation becomes much less efficient and the reachability computation does not compensate for the overhead. Finally, we observe that Hopcroft’s algorithm dominates significantly in the wide majority of the cases. We thus conclude that unlike in [54], where the evaluation indicated that both minimization algorithms perform well in different cases, in the context of synthesis Hopcroft’s algorithm is likely preferable. Moreover, the discrepancy between theory and practice, which leads to the disappearing of the exponential blow-up from the DFA of the reverse language to the DFA of the original LTL$_f$ formula, suggests the Hopcroft approach as a promising option also in other scenarios that require obtaining minimal DFA from LTL$_f$.

2 Preliminaries

2.1 LTL$_f$ and Pure-Past LTL$_f$

Linear Temporal Logic over finite traces, called LTL$_f$ [27] extends propositional logic with finite-horizon temporal connectives. In particular, LTL$_f$ can be considered as a variant of Linear Temporal Logic (LTL) [48]. The key feature of LTL$_f$ is that it is interpreted over finite traces, rather than infinite traces as in LTL. Given a set of propositions $\mathcal{P}$, the syntax of LTL$_f$ is identical to LTL, and defined as:

$$\phi ::= \top \mid \bot \mid p \in \mathcal{P} \mid (\neg \phi) \mid (\phi_1 \land \phi_2) \mid (X\phi) \mid (\phi_1 U \phi_2).$$

$\top$ and $\bot$ represent true and false respectively. $X$ (Next) and $U$ (Until) are temporal connectives. Other temporal connectives can be expressed in terms of those. A trace $\rho = \rho[0], \rho[1], \ldots$ is a sequence of propositional assignments (sets), in which $\rho[m] \in 2^\mathcal{P}$ ($m \geq 0$) is the $m$-th assignment of $\rho$, and $|\rho|$

---

$^1$Some proofs are moved to the appendix due to the lack of space. See full version on arXiv.
represents the length of $\rho$. Intuitively, $\rho[m]$ is interpreted as the set of propositions that are true at instant $m$. A trace $\rho$ is infinite if $|\rho| = \infty$, denoted as $\rho \in (2^P)^\omega$, otherwise $\rho$ is finite, denoted as $\rho \in (2^P)^*$. We assume standard temporal semantics from \cite{27}, and we write $\rho \models \phi$, if finite trace $\rho$ satisfies $\phi$ at instant 0. We define the language of a formula $\phi$ as the set of traces satisfying $\phi$, denoted as $L(\phi)$.

We now introduce $\text{PLTL}_f$, which is the pure-past version of $\text{LTL}_f$ that considers the past instead of the future \cite{28} \cite{24}. $\text{PLTL}_f$ is defined as follows:

$$\theta ::= \top \mid \bot \mid p \in P \mid (\neg \theta) \mid (\theta_1 \land \theta_2) \mid (Y \theta) \mid (\theta_1 S \theta_2).$$

We assume standard temporal semantics from \cite{28} \cite{24}. $\text{PLTL}_f$ has a natural interpretation on finite traces: the formula is satisfied if it holds in the last instant of a trace. Consider finite trace $\rho$, we say that $\rho \models \theta$, if $\rho, k - 1 \models \theta$, where $k = |\rho|$. We define the language $L(\theta)$ as the set of finite traces satisfying $\theta$, that is, $L(\theta) = \{\rho \mid \rho \models \theta\}$.

Consider $\text{LTL}_f$ formula $\phi$, we can reverse it by replacing each temporal connective in $\phi$ with the corresponding past connective from $\text{PLTL}_f$ thus getting $\phi^R$. $X$ and $U$ are replaced by $Y$ and $S$, respectively. For a finite trace $\rho$, we define $\rho^R = \rho[|\rho| - 1], \rho[|\rho| - 2], \ldots, \rho[1], \rho[0]$ to be the reverse of $\rho$. We define the reverse of $L$ as the set of reversed traces in $L$, denoted as $L^R$; formally, $L^R = \{\rho^R \mid \rho \in L\}$. The following theorem shows that $\text{PLTL}_f$ formula $\phi^R$ accepts exactly the reverse language of $\phi$.

**Theorem 1.** \cite{28} Let $L(\phi)$ be the language of $\text{LTL}_f$ formula $\phi$ and $L^R(\phi)$ be the reverse language, then $L^R(\phi) = L(\phi^R)$.

### 2.2 Automata Representations

An $\text{LTL}_f$ formula can be compiled into an automaton over finite words that accepts a trace if and only if that trace satisfies the formula. Here we introduce a few different automata representations. The difference between the representations here and the standard textbook representation of finite-state automata is that the alphabet is defined in terms of truth assignments to propositions.

**Definition 1** (Nondeterministic Finite Automata). An NFA is represented as a tuple $\mathcal{N} = (P, S, S_0, \eta, \text{Acc})$, where $P$ is a finite set of propositions; $S$ is a finite set of states; $S_0 \subseteq S$ is a set of initial states; $\eta : S \times 2^P \to 2^S$ is the transition function such that given current state $s \in S$ and an assignment $\sigma \in 2^P$, $\eta$ returns a set of successor states; $\text{Acc} \subseteq S$ is the set of accepting states.

If there is only one initial state $s_0$ and $\eta$ returns a unique successor for each state $s \in S$ and assignment $\sigma \in 2^P$, then we say that $\mathcal{N}$ is a deterministic finite automaton (DFA). In this case, $\eta$ can be written in the form of $\eta : S \times 2^P \to S$. The set of traces accepted by $\mathcal{N}$ is called the language of $\mathcal{N}$ and denoted by $L(\mathcal{N})$. Moreover, we also introduce here a so-called codeterministic finite automaton (co-DFA) \cite{27}. $\mathcal{N}$ is called a co-DFA if for each state $s \in S$ and transition condition $\sigma \in 2^P$, there is a unique predecessor $d$ such that $\eta(d, \sigma) = s$. Intuitively, an NFA with a unique accepting state $\text{Acc} = \{s_{\text{acc}}\}$ is considered as a co-DFA if reversing all the transitions and switching $S_0$ with $\text{Acc}$ gives us a DFA.

A question that remains is how to represent the transition function $\eta$ efficiently. It could be represented by a table mapping states and assignments in $2^P$ to the set of successor states, but this table would necessarily be exponential in the number of propositions. In practice, from a given state it is usually the case that multiple assignments can lead to a same successor state. These assignments can then be represented collectively by a single Boolean formula $\lambda$. For a given state, the number of such formulas is usually much smaller than the number of assignments. Therefore, the transition function can alternatively be represented by a relation $H : S \times \Lambda \times S$, where $\Lambda$ is a set of propositional formulas over
\( \mathcal{P} \). We then have \((s, \lambda, d) \in H\) for a formula \( \lambda \), iff \( d \in \eta(s, \sigma) \) for every \( \sigma \in 2^\mathcal{P} \) that satisfies \( \lambda \). Intuitively, the tuples of \( H \) can be thought of as edges in the graph representation of the automaton, labeled by the propositional formulas that match the transitions. It should be noted that MONA [38] adopts this representation, representing propositional formulas as Binary Decision Diagrams (BDDs) [12].

We call the above a semi-symbolic automaton representation, as transitions are represented symbolically by propositional formulas but the states are still represented explicitly. In contrast, we now present a fully-symbolic (symbolic for short) representation, in which both states and transitions are represented symbolically. In the fully-symbolic representation, states are encoded using a set of state variables \( Z \), where a state corresponds to an assignment of \( Z \) where \( a \) is the set of propositions as in \( A \).

\textbf{Definition 2 (Symbolic Deterministic Finite Automaton).} A symbolic DFA of a corresponding explicit DFA \( A = (\mathcal{P}, \mathcal{S}, s_0, \eta, \text{Acc}) \), in which \( \eta \) is in the form of \( \eta : \mathcal{S} \times 2^\mathcal{P} \to \mathcal{S} \), is represented as a tuple \( D = (\mathcal{P}, Z, I, \delta, f) \), where

- \( \mathcal{P} \) is the set of propositions as in \( A \);
- \( Z \) is a set of state variables with \( |Z| = \lceil \log |\mathcal{S}| \rceil \), and every state \( s \) in the explicit DFA corresponds to an assignment \( Z \in 2^Z \) of propositions in \( Z \);
- \( I \in 2^2 \) is the initial assignment corresponding to \( s_0 \);
- \( \delta : 2^Z \times 2^P \to 2^Z \) is the transition function. Given assignment \( Z \) of current state \( s \) and transition condition \( \sigma \), \( \delta(Z, \sigma) \) returns the assignment \( Z' \) corresponding to the successor state \( s' = \eta(s, \sigma) \);
- \( f \) is a propositional formula over \( Z \) describing the accepting states, that is, each satisfying assignment \( Z \) of \( f \) corresponds to an accepting state \( s \in \text{Acc} \).

Note that the transition function \( \delta \) can be represented by an indexed family consisting of a Boolean formula \( \delta_z \) for each state variable \( z \in Z \), which when evaluated over an assignment to \( Z \cup \mathcal{P} \) returns the next assignment to \( Z \). Since the states are encoded into a logarithmic number of state variables, depending on the structure of these formulas, the symbolic representation can be exponentially smaller than the semi-symbolic representation.

\subsection{2.3 Minimized DFA from NFA}

For every NFA, there exists a unique smallest DFA that recognizes the same language, called the canonical or minimal DFA. A typical way to construct the canonical DFA for a given NFA is to determine the automaton using subset construction [50] and then minimize it using, for example, Hopcroft’s DFA minimization algorithm [39]. The idea of Hopcroft’s algorithm is as follows. Consider state \( s \) in automaton \( \mathcal{N} \), we define \( \mathcal{L}(s) \) as the set of accepting words of \( \mathcal{N} \) having \( s \) as the initial state. Note that a minimal DFA cannot have two different states such that \( \mathcal{L}(s) = \mathcal{L}(s') \). Hopcroft’s algorithm computes equivalence classes of states, such that two states \( s \) and \( s' \) are considered equivalent if \( \mathcal{L}(s) = \mathcal{L}(s') \).

\textbf{Theorem 2.} [39] Let \( \mathcal{N} \) be an NFA. Then \( A = [\text{equivalence} \circ \text{determinize}](\mathcal{N}) \) is the minimal DFA accepting the same language as \( \mathcal{N} \).

Function \text{determinize}(\mathcal{N}) \) is the DFA obtained by applying subset construction to \( \mathcal{N} \), and function \text{equivalence}(\mathcal{N}) \) partitions the set of states into equivalence classes, which then form the states in the canonical DFA. The initial partition is \( \text{Acc} \) and \( \mathcal{S} \setminus \text{Acc} \). Then at each iteration this partition is refined by splitting each equivalence class, until no longer possible. MONA [38], the state-of-the-art practical tool for constructing minimal DFA from logic specifications [38] [60], operates by induction on the structure of the input formulas, constructing DFAs for the subformulas and then combining them recursively, while applying Hopcroft’s minimization algorithm after each step. We thus say that MONA follows
the Hopcroft approach for minimization, through an optimized variant adapted to the semi-symbolic automata used by MONA.

A less direct way to construct minimal DFAs from NFAs, in which there is no explicit step of minimization, is due to Brzozowski [13]. We use the following formulation of Brzozowski’s approach [34]. For notation, reverse($\mathcal{N}$) is the function that maps the NFA $\mathcal{N} = (\mathcal{P}, S, S_0, \eta, Acc)$ to the NFA $\mathcal{N}^R = (\mathcal{P}, S, Acc, \eta^R, S_0)$, where $(d, \sigma, s) \in \eta^R$ iff $(s, \sigma, d) \in \eta$; determinize($\mathcal{N}$) again returns the DFA by applying subset construction to $\mathcal{N}$; and reachable($\mathcal{N}$) is the automaton resulting from removing all states that are not reachable from the initial states of $\mathcal{N}$.

**Theorem 3.** [13] Let $\mathcal{N}$ be an NFA. Then $A = [\text{reachable} \circ \text{determinize} \circ \text{reverse}]^2(\mathcal{N})$ is the minimal DFA accepting the same language as $\mathcal{N}$.

### 2.4 Symbolic LTL$_f$ synthesis

**Definition 3 (LTL$_f$ Synthesis).** Let $\phi$ be an LTL$_f$ formula over $\mathcal{P}$ and $\mathcal{X}, \mathcal{Y}$ be two disjoint sets of propositions such that $\mathcal{X} \cup \mathcal{Y} = \mathcal{P}$. $\mathcal{X}$ is the set of input variables and $\mathcal{Y}$ is the set of output variables. $\phi$ is realizable with respect to $(\mathcal{X}, \mathcal{Y})$ if there exists a strategy $g : (2^\mathcal{X})^* \rightarrow 2^\mathcal{Y}$, such that for an arbitrary infinite sequence $\pi = X_0, X_1, \ldots \in (2^\mathcal{X})^\omega$ of propositional assignments over $\mathcal{X}$, we can find $k \geq 0$ such that $\phi$ is true in the finite trace $\rho = (X_0 \cup g(\varepsilon)), (X_1 \cup g(X_0)), \ldots, (X_k \cup g(X_0, X_1, \ldots, X_{k-1}))$.

Intuitively, LTL$_f$ synthesis can be thought of as a game between two players: the environment, which controls the input variables, and the agent, which controls the output variables. Solving the synthesis problem means synthesizing a strategy $g$ for the agent such that no matter how the environment behaves, the combined behavior trace of both players satisfies the logical specification $\phi$. There are two versions of the synthesis problem depending on which player acts first. Here we consider the agent as the first player, but a version where the environment moves first can be obtained with small modifications. In both versions, however, the agent decides when to end the game.

The state-of-the-art approach to LTL$_f$ synthesis is the symbolic approach proposed in [60]. This approach first translates the LTL$_f$ specification to a first-order formula, which is then fed to MONA to get the fully-minimized semi-symbolic DFA. This DFA is transformed to a fully-symbolic DFA, using BDDs [12] to represent each $\delta_i$ as well as the formula $f$ for the accepting states. Solving a reachability game over this symbolic DFA settles the original synthesis problem. The game is solved by performing a least fixpoint computation over two Boolean formulas $w$ over $Z$ and $t$ over $\mathcal{Z} \cup \mathcal{Y}$, which represent the set of all winning states and all pairs of winning states with winning outputs, respectively. Intuitively, winning states are those from which the agent has a winning strategy, and each winning state $Z$ has a winning output $Y$ that refers to the agent action returned by the winning strategy. $t$ and $w$ are initialized as $t_0(Z, Y) = f(Z)$ and $w_0(Z) = f(Z)$, since every accepting state is an agent winning state. Then $t_{i+1}$ and $w_{i+1}$ are constructed as follows:

- $t_{i+1}(Z, Y) = t_i(Z, Y) \lor (\neg w_i(Z) \land \forall X. w_i(\delta(X, Y, Z)))$
- $w_{i+1}(Z) = \exists Y.t_{i+1}(Z, Y)$

The computation reaches a fixpoint when $w_{i+1} \equiv w_i$. At this point, no more states will be added, and so all agent winning states have been collected. By evaluating $w_i$ on $I$ we can know if there exists a winning strategy. If that is the case, $t_i$ can be used to compute a winning strategy. This can be done through the mechanism of Boolean synthesis [34]. We note that extensions of LTL$_f$ synthesis were studied in [59] and [57]. In all of these works, compiling LTL$_f$ formulas as corresponding DFAs proved to be the computational bottleneck.
3 Brzozowski’s Algorithm from LTL$_{f}$

As mentioned in Section 2.3, a variation of Hopcroft’s algorithm is already implemented in the tool MONA, which is the standard tool employed in LTL$_{f}$ synthesis applications. In contrast, there is no existing tool that directly implements Brzozowski’s algorithm for temporal specifications. In this section, we describe how the algorithm can be adapted to compile an LTL$_{f}$ formula into a minimal DFA, presenting both an explicit and symbolic version of the algorithm. This section focuses on the theory of the algorithm; implementation details can be found in Section 4.1.

Theorem 3 in Section 2.3 describes how to obtain a minimal DFA from an NFA, here we start instead from an LTL$_{f}$ formula. This leads to the following sequence of operations:

1. **Reverse DFA construction:** Construct a minimal DFA that recognizes the reverse of the language of $\phi$. This corresponds to the first round of $\text{reachable} \circ \text{determinize} \circ \text{reverse}$.

2. **Reversal into a co-DFA:** Reverse the DFA for the reverse language into a co-DFA for the original language. This corresponds to the $\text{reverse}$ operation in the second round.

3. **Determinization and pruning:** The last two steps, corresponding to the $\text{determinize}$ and $\text{reachable}$ operations, can be performed either explicitly or symbolically.
   - (a) **Explicit:** Apply subset construction to the co-DFA to obtain an explicit DFA, removing states that are not reachable from the initial states.
   - (b) **Symbolic:** Convert the explicit co-DFA into a symbolic DFA (defined in Section 2.2). Next, compute a symbolic representation of the set of reachable states of the symbolic DFA. Since removing states cannot be easily done in the symbolic representation, the symbolic set of reachable states is instead used later to prune the search space during the game-solving step.

3.1 Reverse DFA Construction

Starting from an LTL$_{f}$ formula $\phi$, we first produce a minimal DFA for the reverse language of $\phi$. Note that, being minimal, this DFA has no unreachable states. It thus corresponds to a DFA obtained by applying the first round of operations $\text{reachable} \circ \text{determinize} \circ \text{reverse}$. Although minimality is a stronger condition than reachability, having the DFA be minimal improves the performance of future steps.

To construct such a DFA, we use the technique introduced in [58]. We first convert LTL$_{f}$ formula $\phi$ into a PLTL$_{f}$ formula $\phi^R$ for the reverse language. This can be done by simply replacing every temporal connective in $\phi$ with its corresponding past connective. Since PLTL$_{f}$ can be translated to first-order logic [58], $\phi^R$ can be converted into a DFA and minimized, for example using Hopcroft’s algorithm.

It might seem odd to generate the minimal DFA for $\phi^R$ as an intermediate step in a minimization algorithm, when one could simply directly generate the minimal DFA for the original formula $\phi$. The difference, however, is that the minimal DFA for the $\phi^R$ is guaranteed to have size at most exponential in the size of the formula [19] [27] [24], while the DFA for $\phi$ itself can be doubly-exponential [42]. Specifically, it is shown in [27] how to convert an LTL$_{f}$ formula to an alternating word automaton with a linear number of states, and it is shown in [19] how to convert an alternating word automaton to a DFA for the reverse language with exponential state blow-up. Therefore, constructing the DFA for the reverse language is, in theory, exponentially more efficient than the direct construction.

**Theorem 4.** Let $\phi$ be an LTL$_{f}$ formula, $A$ be the minimal DFA for $\phi^R$. Then $A' = [\text{reachable} \circ \text{determinize} \circ \text{reverse}](A)$ is the minimal DFA accepting the same language as $\phi$. 
Proof. Since $A$ is the minimal DFA for $\phi^R$, $L(A) = L(\phi^R)$ holds. Moreover, $\phi^R$ accepts the reverse language of $\phi$ s.t. $L(\phi^R) = L^R(\phi)$, so we have $L(A) = L^R(\phi)$. As stated in Theorem 3, the first round of $\text{reachable} \circ \text{determinize} \circ \text{reverse}$ returns a deterministic automaton that contains only reachable states and accepts the reverse language of the original input. Note all of these properties hold for $A$. Specifically, $A$ is a minimal DFA, and thus $A$ is deterministic and contains only reachable states. Also, $L(A) = L^R(\phi)$, so $A$ accepts the reverse language of the original input $\phi$. Therefore, after applying the second round of $\text{reachable} \circ \text{determinize} \circ \text{reverse}$ over $A$, we get $A'$, the minimal DFA of $\phi$. 

Theorem 4 states that the construction of the minimal DFA for the reverse language is able to achieve the first round of $\text{reachable} \circ \text{determinize} \circ \text{reverse}$ in Theorem 3. In the remainder of this section we describe how to perform the second round of operations.

3.2 Reversal into a Co-DFA

The first step produces the minimal DFA $A$ for the reverse language of $\phi$. Reversing a semi-symbolic co-DFA can be done easily in linear time, by only swapping initial states with final states and swapping source with destination for every transition. Note that all transition conditions do not need to be changed. The result is a co-DFA for the original language $\phi$. As explained in Section 2.2, a co-DFA is a special case of an NFA in which there is only a single transition into a state for each assignment.

More formally, let $A = (P, S, S_0, H, \text{Acc})$ be the semi-symbolic DFA for the reverse language, with the (deterministic) transition relation given as $H \subseteq S \times \Lambda \times S$, where $\Lambda$ is a set of propositional formulas, as described in Section 2.2. This representation of the transition relation is easy to obtain from the output of MOHA. Reversing $A$ produces the co-DFA $C = (P, S, \text{Acc}, H^R, S_0)$, where $H^R = \{(d, \lambda, s) \mid (s, \lambda, d) \in H\}$. Since co-DFA is a special case of NFA, for simplicity, later we still use NFA to refer to this co-DFA.

3.3 Explicit Minimal DFA Construction

The standard way of determinizing an NFA is using subset construction. This construction can be performed in the semi-symbolic representation, with explicit states and symbolic transitions. In this case, each state in the resulting DFA represents a subset of the states in the NFA, and a transition between two states representing subsets $S_1$ and $S_2$ is labeled by the disjunction of all labels $\lambda$ such that $(s_1, \lambda, s_2) \in H$ for $s_1 \in S_1$ and $s_2 \in S_2$. In this semi-symbolic representation, finding the reachable states can be performed by a simple graph search on the graph of the automaton.

The problem with this explicit-state approach is that the subset construction causes an exponential blowup in the state space. This blowup can nullify the advantage obtained by constructing an exponential DFA for $\phi^R$ rather than a doubly-exponential DFA for $\phi$. In the next section we describe how this problem may be mitigated by instead directly constructing a fully-symbolic representation of the DFA.

3.4 Symbolic Minimal DFA Construction

As described in Section 2.4, the state-of-the-art approach for solving LTL synthesis uses a fully-symbolic representation of the DFA, which as noted in Section 2.2 can be exponentially smaller. Therefore, the exponential blowup caused by the explicit subset construction described in Section 3.3 above might be canceled out when the DFA is made fully-symbolic. Constructing the explicit DFA, then, seems like a waste that could be prevented by directly obtaining a symbolic DFA from the semi-symbolic co-DFA. With that in mind, in this section we describe an alternative approach that performs the subset construction and pruning of unreachable states symbolically.
3.4.1 Symbolic Subset Construction

The intuition of the symbolic determinization procedure is that, after subset construction, each state in the DFA corresponds to a set of NFA states. Each DFA state can therefore be represented by an assignment to a set of Boolean variables, one for each NFA state, where the variable is set to \textit{true} if the corresponding state is in the set. This corresponds naturally to a symbolic representation \( D \) where each explicit state of the NFA is a state variable in \( D \). Therefore, the set of NFA states \( S \) is overloaded as the set of state variables in \( D \). Moreover, in addition to denoting a set of NFA states, \( S \) here is also used to denote a DFA state. In this way, \( S \) is able to encode the entire state space of \( D \). This approach is reminiscent of the symbolic determinization construction studied in [2] in the context of safety LTL model checking, except that our symbolic approach here is BDD-based. (The symbolic determinization construction in [45] is in the context of Büchi and co-Büchi automata.)

Recall that the transition function \( \delta : 2^S \times 2^P \rightarrow 2^S \) in \( D \) can be represented as an indexed family \( \{ \delta_s : 2^S \times 2^P \rightarrow \{0, 1\} \mid s \in S \} \). Intuitively speaking, given current DFA state \( S \in 2^S \) and transition condition \( \sigma \in 2^P \), \( \delta_s \) indicates whether state variable \( s \) is assigned as \textit{true} or \textit{false} in the successor state. Variable \( s \) is assigned as \textit{true} if there is a transition in the NFA from a state in \( S \) that leads to \( s \) under transition condition \( \sigma \), and \textit{false} otherwise.

Therefore, given an NFA \( \mathcal{N} = (P, S, S_0, H, Acc) \), the symbolic determinization for the symbolic DFA \( D = (P, S, I, \delta, f) \) proceeds as follows:

- \( S \) is the set of state variables;
- \( I \in 2^S \) is such that \( I(s) = 1 \) if and only if \( s \in S_0 \);
- \( f = \bigvee_{s \in Acc} s \);
- \( \delta_s : 2^S \times 2^P \rightarrow \{0, 1\} \) is such that \( \delta_s(S, \sigma) = 1 \iff (d, \lambda, s) \in H \) for some \( d \) such that \( S(d) = 1 \) and \( \lambda \) such that \( \sigma \models \lambda \). Each \( \delta_s \) can be represented by a formula (or BDD) \( \delta_s = \bigvee_{(d, \lambda, s) \in H} (d \land \lambda) \), with \( d \) interpreted as a state variable.

In order to show that the symbolic determinization described above is correct, i.e., that \( \mathcal{L}(D) = \mathcal{L}(\mathcal{N}) \), we need to prove that the state where the DFA \( D \) reaches after reading a trace \( \rho \) corresponds exactly to the set of states where the NFA \( \mathcal{N} \) can reach after reading \( \rho \), which follows the standard subset construction. In the following, we use \( \delta(S, \rho) \) to denote the DFA state that is reached from \( S \) by reading \( \rho \). Likewise, \( H(S, \rho) \) denotes the set \( S' \subseteq S \) of all NFA states that can be reached from all states \( s \in S \) by reading \( \rho \).

**Lemma 1.** Let \( \rho \in (2^P)^* \) be a finite trace. DFA state \( \delta(I, \rho) \) encodes the set of NFA states \( H(S_0, \rho) \), that is, \( \{ s \mid \delta(I, \rho)(s) = 1 \} = H(S_0, \rho) \).

The following theorem follows directly from Lemma 1.

**Theorem 5.** \( D \) is equivalent to \( \mathcal{N} \), that is, \( \mathcal{L}(D) = \mathcal{L}(\mathcal{N}) \).

The following theorem states the computational complexity of the symbolic determinization described above. The limiting factor is the construction of \( \delta_s \), each of which takes linear time. Therefore, the total complexity is quadratic.

**Theorem 6.** The symbolic determinization can be done in quadratic time on the size of the NFA.

3.4.2 Symbolic State-Space Pruning

The symbolic subset construction described in the previous subsection allows us to obtain a DFA for \( \phi \) directly in symbolic representation. Although this representation is more compact, it presents further
challenges for the final step of pruning unreachable states. This is because in the symbolic DFA the state space is fixed by the set of state variables. Since states are not represented explicitly, but rather implicitly by assignments over these variables, there is no easy way to remove states.

The alternative that we propose is to instead compute a symbolic representation of the set of reachable states, which can then be used during game-solving to restrict the search for a winning strategy. This means that the state space of the automaton, implicitly represented by the state variables, is not minimized, but during game-solving the additional, unreachable states are ignored.

We denote by \( r(Z) \) the Boolean formula, over the set of state variables \( Z \), that is satisfied by an assignment \( Z \in 2^Z \) if \( Z \) encodes a state that is reachable from the initial state. We compute \( r(Z) \) for the symbolic DFA \( D = (P, Z, I, \delta, f) \) by iterating the following recurrence until a fixpoint:

- \( r_0(Z) = I(Z) \)
- \( r_{i+1}(Z) = r_i(Z) \lor \exists Z'. \exists X. \exists Y. r_i(Z') \land (\delta(Z', X \cup Y) = Z) \)

Once a fixpoint is reached, the resulting formula \( r(Z) \) denotes the set of reachable states of the automaton. Then, during the computation of the winning states as described in Section 2.4, we restrict \( t_i \) after each step to only those values of \( Z \) that correspond to reachable states.

4 Implementation and Evaluation

As mentioned in Section 2.3, Hopcroft’s algorithm is represented by MONA [38], a sophisticated platform for obtaining minimized automata from logic specifications, in the way of constructing a minimal DFA by first generating DFAs for subformulas, then combining them recursively while applying Hopcroft’s algorithm on the intermediate DFAs. For more details of MONA, we refer to [38]. In this section, we first present details of our implementation of Brzozowski’s algorithm, and then show an experimental comparison between the two different minimization algorithms.

4.1 Implementation

As shown in Section 3, Brzozowski’s algorithm consists of three steps: 1) reverse DFA construction, 2) reversal into a co-DFA, and 3) determinization and pruning. For the first step, we translate the PLTL formula \( \phi \) into a first-order formula \( \text{fol}(\phi) \) following the translation in [58] and then use MONA to construct the DFA for \( \phi \). Since DFAs returned by MONA are always minimal, the reverse DFA constructed in this step is guaranteed to be at most exponential in the size of LTL formula \( \phi \). Reversing this DFA into a co-DFA for \( \phi \) is straightforward. Instead of implementing the reversal step as a separate operation, we optimize by performing the reversal while determinizing. There are two different versions of the determinization and pruning step: explicit and symbolic. We now elaborate on them. Note that each version starts with the DFA of \( \phi \), and we combine the reversal and the subsequent operations of subset construction followed by state-space pruning.

4.1.1 Explicit Minimal DFA Construction

Inspired by [3], we borrow the rich APIs from SPOT [29], a well-developed platform for automata manipulation, to perform each computation step, subset construction in particular. It should be noted that, SPOT adopts the semi-symbolic representation for automata, where the states are explicit and transitions are symbolic, and therefore, we use it to implement the explicit approach. Note that SPOT...
is a platform for \(\omega\)-automata (automata over infinite words) manipulation. Therefore we represent the co-DFA as a weak Büchi Automaton (wBA) \([23]\).

Since the reversal step is straightforward, to simplify the description we consider the co-DFA as the starting point to better show the implementation details. The transformation from co-DFA to wBA follows the techniques presented in [5]. Intuitively, the technique of transforming to wBA is similar to the translation from LTL\(_f\) to LTL \([27]\). Note that in the translation from LTL\(_f\) to LTL, a fresh proposition \(\text{alive} \notin \mathcal{P}\) is introduced and required to stay \(true\) until the LTL\(_f\) formula is satisfied and then stay \(false\) forever. In the transformation from co-DFA to wBA, we again use the same proposition \(\text{alive}\) and introduce a \text{sink} state that is triggered by the first moment of \(\text{alive}\) being false, such that the finite trace is accepted. Moreover, this \text{sink} state is considered as the unique accepting state in the wBA to make sure that \(\text{alive}\) stays \(false\) forever. Formally, if a co-DFA accepts language \(\mathcal{L}(\mathcal{C})\), then its wBA accepts infinite words in \(\{ (\rho \land \text{alive}) \cdot (\neg \text{alive})^0 \mid \rho \in \mathcal{L}(\mathcal{C}) \}\), where \(\rho \land \text{alive}\) denotes that \(\text{alive}\) holds at each instant of finite trace \(\rho\). Given co-DFA \(\mathcal{C} = (\mathcal{P}, \mathcal{S}, S_0, H, \text{Acc})\), we construct the wBA as follows: 1) 2) introduce an extra state \text{sink}; 3) for each accepting state \(s\) in \text{Acc}, add a transition from \(s\) to \text{sink}, with transition condition \(\neg \text{alive}\); 4) for each transition in between states in \(\text{Acc}\), change the transition condition \(\lambda\) to \(\lambda \land \text{alive}\); 5) add a self-loop for state \text{sink} on \(\neg \text{alive}\); 6) assign \text{sink} as the unique accepting state.

**Theorem 7.** Let \(\mathcal{C}\) be a co-DFA, and \(\mathcal{B}\) be the wBA generated from the construction (1)-(5) above. Then we have \(\mathcal{L}(\mathcal{B}) = \{ (\rho \land \text{alive}) \cdot (\neg \text{alive})^0 \mid \rho \in \mathcal{L}(\mathcal{C}) \}\).

Then, we are able to use SPOT APIs for wBA to conduct subset construction and unreachable states pruning, thus obtaining the wDBA \(\mathcal{DB}\). The corresponding API functions are \text{tgba\_powerset()} and \text{purge\_unreachable\_states()}, respectively. Finally, we convert the wDBA \(\mathcal{DB}\) back to DFA as follows: a) remove the unique accepting state \{\text{sink}\} and transitions leading to or coming from \{\text{sink}\}; b) eliminate \text{alive} on each transition by assigning it to \(true\); c) assign all the states that move to \{\text{sink}\} with transition condition \(\neg \text{alive}\) as the accepting states of the DFA.

**Theorem 8.** Let \(\mathcal{C}\) be a co-DFA, \(\mathcal{B}\) the corresponding wBA, \(\mathcal{DB}\) the wDBA from SPOT, and \(A\) be the DFA obtained from the construction (a)-(c) above. Then \(A\) is minimal.

### 4.1.2 Symbolic Minimal DFA Construction

Instead of having each DFA state explicit, the symbolic approach described in Section [3,4] is able to directly construct a symbolic DFA as in Definition [2]. Here, we follow the representation technique used by [60], where the propositional formulas for the transition function and accepting states are represented by Binary Decision Diagrams (BDDs). Moreover, the reversal step is again combined with the symbolic subset construction operation into one step. Thus, for state variable \(s\), in order to construct BDD for formula \(\delta_s : 2^S \times 2^P \rightarrow \{0,1\}\), we have to take care of switching the current and successor states of a given transition from the reverse DFA. The same for exchanging BDDs of initial and accepting states.

As for the state-space pruning, formulas represented as BDDs allow us to perform the usual Boolean operations, such as conjunction, disjunction and quantifier elimination. After obtaining the set of reachable states \(r(Z)\), during the computation of the winning states as described in Section [2,4] we need to restrict \(t_i\) after each step to only those values of \(Z\) that correspond to reachable states. There are two ways in which we can do this. The most obvious way is to simply take the conjunction of \(t_i(Z,Y)\) with \(r(Z)\), thus removing all assignments that correspond to unreachable states. The second option, since we are using BDDs to represent the Boolean formulas \(t_i\) and \(r\), is to apply the standard BDD Restrict operation \([51]\). The BDD produced by \text{Restrict}(t_i, r)\) still returns 1 for all satisfying assignments to \(t_i\) that also satisfy \(r\). Those satisfying assignments that do not satisfy \(r\), however, are selectively mapped to
either 1 or 0, using heuristics to try to make a choice that will lead to a smaller BDD. This corresponds to essentially choosing to keep a subset of the unreachable states if that will lead to a smaller symbolic representation of the set of winning states.

Note that the predecessor computation used to compute $t_{i+1}$ may add unreachable states, therefore it is necessary to apply the conjunction or restriction operation at every iteration, rather than just once.

### 4.2 Experimental Evaluation

In order to evaluate the Hopcroft’s and Brzozowski’s minimization algorithms starting from LTL$_f$ formulas, we focus on the context of temporal synthesis. To do so, we conducted extensive experiments over different classes of benchmarks curated from prior works, spanning classes of realistic and synthetic benchmarks [60,52,5]. The benchmarks consist of two classes. The first class of benchmarks is the Random family, composed of 1000 LTL$_f$ formulas formed by random conjunction, generated as described in [60]. The second one is from [52,5], and describes two-player games, split into the Single-Counter, Double-Counters and Nim benchmark families. Here we assign the agent as the first-player. It should be noted that, although different player order might lead to different realizability result, the automata minimization performance, nevertheless, stays the same.

The results shown here represent the end-to-end execution of the synthesis algorithms, from an LTL$_f$ specification to a winning strategy. Therefore, they include both the time for LTL$_f$-to-DFA compilation and game solving. All tests were run on a computer cluster with exclusive access to a node with Intel(R) Xeon(R) CPU E5-2650 v2 processors. Timeout was 1000 seconds and memory out was 8G.

Since there are two ways of performing Brzozowski’s algorithm, as presented in Section 3, we have in total 3 different approaches, namely Hopcroft, Explicit-Brzozowski and Symbolic-Brzozowski. As introduced in Section 4.1.2 during symbolic state-space pruning we are able to either apply restriction or conjunction to access only reachable states during game-solving. We show only the results using restriction, as the difference is not significant and in most cases restriction gives slightly better results.

Figure 1 shows a cactus plot comparing how the three different approaches perform on Random benchmarks. The curves show how many instances can be solved with a given timeout. The further up the curve is, the more benchmarks could be solved in less time. The graph shows that Hopcroft’s minimization algorithm is in fact able to solve many more cases than both versions of Brzozowski’s algorithm. Furthermore, the explicit Brzozowski approach slightly outperforms the symbolic one. In spite that with time limit of 10 seconds the symbolic version is able to handle more cases than the explicit one, if we take 1000 seconds as the time limit the explicit version is able to handle in total more cases than the symbolic one. This shows that the explicit version is more scalable than the symbolic one. Increasing the time limit does not change the results, since unsolved instances reached the memory limit.

The results are not much different in the case of the non-random benchmarks, shown in Figure 2. There we can see that symbolic Brzozowski’s algorithm timed out for the vast majority of instances, only being able to solve the smaller instances of the Nim family, and none of the instances of the Single-Counter and Double-Counters families. The explicit version performs slightly better, being able to handle some smaller instances of the Single-Counter and Double-Counters families. Hopcroft’s algorithm, on the other hand, can solve a large number of instances within the timeout.

The results shown above allow us to answer the question of which minimization algorithm is more efficient in the context of temporal synthesis. Our data points to Hopcroft’s algorithm as the better choice. It might seem surprising that Hopcroft’s algorithm outperforms Brzozowski so significantly.

---

2 Figures best viewed on a computer.
Figure 1: Total Running time with Hopcroft’s or Brzozowski’s minimization algorithms on Random benchmarks.

Figure 2: Total Running time with Hopcroft’s or Brzozowski’s minimization algorithms on Single-Counter, Double-Counters and Nim benchmarks.

The symbolic version in particular was expected to benefit from the fact that it is able to avoid ever having to construct the explicit DFA for the LTL$_f$ formula, instead constructing only the DFA for the reverse language, which should be exponentially smaller. Yet, it fails to compete even against the explicit version. Understanding the failure of Brzozowski’s algorithm requires a more in-depth investigation of the internals of the minimization procedure. We perform this analysis in the next section.

5 Analysis and Discussion

To understand the reasons for the results that we observed in Section 4, we have taken a closer look at the comparison between the minimal DFA for the formula and the DFA for the reverse language obtained in the first half of the Brzozowski’s construction. We started by measuring the number of states of the DFA and reverse DFA constructed for Random formulas. Figure 3 displays a scatter plot (in log scale) comparing the two for each instance. The blue curve indicates an exponential blowup of the number
of states of the reverse DFA. In addition, the gray curve represents the points where the x-axis value is equal to the y-axis value. Thus points above the gray curve represent instances where the minimal DFA is larger than the reverse DFA. In several cases, the reverse DFA is indeed smaller, as expected. We observe, however, that there is a significant number of cases where the two automata tend to have approximately the same number of states, which differs from what the theory would lead us to believe. In such cases, the benefits of using Brzozowski’s construction disappear, as we can expect no advantage in constructing the minimal reverse DFA instead of directly constructing the DFA for the formula.

Note, furthermore, that even in those cases where the reverse DFA is indeed smaller, these points are far below the blue curve, indicating that they are not exponentially smaller. This is a problem because, after being reversed again, the reverse DFA will go through a subset construction, which causes an exponential blowup. This is represented in the symbolic version of Brzozowski’s algorithm by the number of state variables in the symbolic representation being linear in the number of states of the reverse DFA, instead of logarithmic in the number of states of the DFA. Therefore, unless the reverse DFA is exponentially smaller, the number of state variables will be larger than in the symbolic representation of the explicitly-constructed minimal DFA. This in turn impacts the performance of the winning-strategy computation. The increase in the state space during subset construction seems to be the main reason for failures of the Brzozowski approach. This is because the minimal reverse-DFA construction itself already takes comparable time to the minimal DFA construction and succeeds in almost all 1000 benchmarks. Moreover, Brzozowski’s method requires further step of determinization on the reverse-DFA, which leads to another exponential blowup that takes a lot of costs, and therefore accounts for the failure of the performance.

Interestingly, although the symbolic state-space pruning helps with the large state space during synthesis, significantly reducing the size of the BDDs representing the sets of winning states at each iteration, the computation of the set of reachable states itself ends up consuming a majority of the running time. So it turns out to not be helpful in getting the symbolic version of Brzozowski’s algorithm scale. The situation for the non-random benchmarks is even more extreme. Figures 4 and 5 show the comparison of DFA and reverse-DFA size for the Nim and Single-Counter benchmarks, respectively. With the exception of a few of the smaller benchmarks in the Nim family, in these instances the DFA is actually

\[^3\text{The plot for the Double-Counters benchmarks shows analogous results to the Single-Counter benchmarks, and can be found in the appendix. The full version is on arXiv.}\]
smaller than the reverse DFA. The results for the counter benchmarks in particular are useful to better understand where our assumptions are violated, as we can observe the scalability of the automata in terms of the number of bits $n$ in the counter, which is proportional to the formula length. The plots (in log scale) show that the reverse DFA grows exponentially with $n$, which is the predicted behavior. Yet, the DFA is exponential as well, rather than doubly-exponential.

These results highlight an important detail that is easily overlooked in the justification for the reverse DFA construction in Section 3.1: the theoretical lower bounds on automata sizes refer to the worst-case. This means that even though there are formulas for which the smallest DFA is doubly exponential, it might be that such cases occur very rarely. Our experimental results suggest that this might indeed be the case. This is consistent with previous results from [53], that minimal DFA constructed from temporal formulas are often orders of magnitude smaller in practice than the corresponding NFA. Thus, even though the worst-case size of the reverse DFA is exponentially smaller, our conclusion is that in practice the worst case is not common enough for making an approach based on constructing the reverse DFA worthwhile. Therefore, directly constructing the minimal DFA using Hopcroft’s algorithm seems to be a better option for synthesis than employing Brzozowski’s construction.

Furthermore, note that the size of the reverse DFA of LTL$_f$ formula $\phi$ is actually the size of the minimal DFA of PLTL$_f$ formula $\phi^R$. That is to say, despite the fact that the DFA of PLTL$_f$ is supposed to be exponentially smaller than the DFA of LTL$_f$, referring to the theoretical advantage of PLTL$_f$ over LTL$_f$ when compiled into the corresponding DFA [24], our data suggests that this advantage may not be common in practice. Thus, we believe that this disappearing advantage applies not only to reactive synthesis but also to other applications of LTL$_f$ that use compilation to DFA. In the future, we would like to revisit this problem in other applications to confirm our conjecture.
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