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ABSTRACT

Although lithium-ion batteries have extensively been used in various applications because of their high energy capacity, fracture and failure, the by-products of large strains and stresses caused by fast charging and discharging need yet to be addressed. The size effects on the mechanical behavior of the nano-sized structures are significant; however, the classical elasticity theory may not consider such effects. On the other hand, surface stress theory, as a robust and potential theory, is suitable in considering size effects in nano-scale structures. Therefore, in this paper, in order to involve the surface stress effects on the fracture behavior of Li-ion batteries, the following steps are taken. Firstly, a phase-field model is used to determine the evolution of the concentration profile. Subsequently, the stress distribution is obtained by using the surface stress theory combined with chemical equations for a planar electrode. Afterward, by using the weight function method for an edge crack in the plate, the stress intensity factor is derived for all time steps and possible crack lengths during the process. It is found that with increasing phase boundary thickness parameter or decreasing phase-separation phenomenon, the surface mechanics parameters become more influential. Furthermore, in the presence of positive surface stress, the diffusion-induced stress distribution decreases, which in turn reduces the stress intensity factor. In addition, in this paper, the two states of surface stress are compared either for elastic or total strain. Concerning stresses and concentrations, the results indicate a big difference at the beginning of the deintercalation process showing, in particular, 2% for stresses, but the differences diminish gradually.
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1. Introduction

Lithium-ion batteries have been widely used in various applications because of their great potentials and advantages [1]. Capability of storing high-density energy is a significant advantage, however, fast diffusion in such batteries can result in high stresses and strains, which can lead to cracking [2], debonding [3], yielding [4] and other types of failure. Therefore, understanding the mechanical behavior of lithium-ion batteries has been paid particular attention by researchers. The performance of lithium-ion batteries can be improved through various methods, e.g. employing nanostructures [5], core-shell structures [6], and surface coatings [7].

Experiments showed that the response of the battery to mechanical loads is size-dependent in micro and nanoscale. However, such responses cannot be characterized by classical elasticity theories [8], [9]. Therefore, size-dependent continuum theories have been developed to take into account these small-scale effects. Nonlocal elasticity [10], couple stress theory [11], micropolar elasticity [12], strain gradient theory [13] and surface stress theory [14,15] are the examples of continuum theories that have been investigated in the literature.

Several studies have been dedicated to understanding the diffusion-induced stresses caused by lithiation and delithiation in the electrode particles. By using thermal stress analogy, Prussin [16] determined the transverses stresses imposed on a thin plate during mass transfer. Christensen and Newman [17] proposed an analytical solution to determine the maximum particle stress as a function of dimensionless current, which includes the charge rate, particle size, and diffusion coefficient. In addition, the effects of pressure-driven diffusion and nonideal interactions between the lithium and host material were studied in several studies. Cheng and Verbrugge [18] acquired the analytic concentration, stress distribution, and strain energy density for spherical particles under galvanostatic and potentiostatic conditions. The results showed that the corresponding
stresses associated with the two conditions were quite different. Zhang et al. [19] studied the stresses in spherical and elliptical particles using the Finite Element Method by considering the effect of hydrostatic stress on diffusion. The results showed that smaller particles with larger aspect ratios were favorable in terms of diffusion-induced stresses. Peng et al. [20] provided semi-analytical solutions for different lithium concentrations and stresses in the finite cylindrical electrode under traction free conditions and potentiostatic operation. The results showed a good agreement between numerical and simulation results for the distribution of lithium concentration while a slight difference for the radial and hoop stresses was observed.

Experimental and analytical studies have shown that during the lithiation of lithium-ions, a phase separation might occur, which was reported in Refs. [21–23] for Li$_x$Mn$_2$O$_4$. Accordingly, some phases could emerge; as a result, further structural distortions, volumetric changes, mechanical stresses and strains could appear [24]. Park et al. [25] proposed a three-dimensional finite element model to calculate the concentration and stresses resulted from phase transition for lithium manganese dioxide particles with arbitrary geometries. The outcomes showed that the stresses were contingent on particle geometry, lithium diffusivity and input current density. In addition, phase transitions were observed to contribute to the stresses more than other parameters. Deshpande et al. [26] calculated diffusion-induced stresses in phase transforming electrodes using a core-shell structural model in which the abrupt transitions in concentrations at phase boundaries contributed to stress discontinuities. In their research, the effects of mechanical properties of two phases were investigated on stress formation, stress discontinuity and strain energy. Song et al. [27] proposed a phase-field model to study the effects of phase separation on concentration and diffusion-induced stresses in a planar electrode. The influences of energies and charge operation were investigated showing that the phase separation profile was more influential on concentration
and stresses compared to charge operation. Xie et al. [28] investigated the influence of the diffusion process, structural deformation and local stress-strain evolution on the geometry of a 2D silicon nanowire using a phase-field model. The numerical results showed that large local stresses were created in the outer region and also lithiation depth of the electrode was limited by small lithium mobility. In addition, a high charging rate caused high stresses in the vicinity of the silicon nanowire core region.

Size effects of nanoparticles also play a critical role in the performance of lithium-ion batteries. Several studies have attempted to apply surface stress theory to energy storage materials and lithium-ion batteries. A general chemo-mechanics theory for elastic solids with surface stress was proposed by Gao et al. [29]. However, for lithium-ion batteries, in particular, Cheng and Verbrugge [30] have shown that both the magnitude and distribution of stresses can be significantly affected by surface mechanics for nanoscale particles. Deshpande et al. [31] concluded that diffusion-induced stresses, especially the tensile stresses, can significantly decrease due to the surface effects. Hao et al. [32] investigated the surface effects on solid and hollow electrode nanoparticles. They also showed that hollow electrode particles were superior to solid electrode particles in terms of mechanical behavior. Hao and Fang [33] developed a model for diffusion-induced stresses in which the effects of surface stress were involved. It was concluded that the carbon shell and residual surface tension reduced tensile stresses within the core electrode particles, which could prevent brittle fracture. Liu et al. [34] developed a model to investigate the effects of hydrostatic stress, surface stress, phase transformation, and structure of electrodes; meanwhile, the smaller and hollow particles were shown to be beneficial in terms of stresses. They concluded that when the effects of hydrostatic stress were taken into account, the phase transformation process occurred more rapidly. Zhang et al. [35] investigated the effects of surface
stress, stress dependent chemical potential and stress mediated diffusivity on lithium diffusion kinetics. The results showed that with decreasing the particle size, less lithiation was attained inside the electrode in which the lithium ions were accumulated in the vicinity of surface region because of larger compressive stress caused by surface stress. Shodja et al. [36] obtained analytical diffusion-induced stresses for a core-shell nano-structure under galvanostatic operation using surface elasticity theory. They showed that these values of stress depend on the different modes of charging.

In addition, the fracture mechanics behavior of lithium-ion batteries has hardly been studied and understood. Taking into account the fracture mechanics, Hu et al. [37] studied the critical situation of crack propagation in a phase-separating LiFePO₄ particle. They used fracture mechanics to estimate the maximal rate of energy discharge among various cracks created by the incongruity between phases in LiFePO₄. Zhao et al. [38] calculated the inhomogeneous distribution of lithium and studied stress-related factors in addition to estimating the energy release rate for a LiCoO₂ particle containing preexisting cracks. They predicted the critical rate of charging and size of the particle below which the fracture was averted. Woodford et al. [39,40] used fracture mechanics to predict the fracture of electrode particles. The results for anisotropic particles showed that reducing the maximum shear strain would avoid the unfavorable fracture behavior of particles. In addition, they plotted fracture toughness, rate of diffusion, and particle size to select and design electrodes in safe areas. In another work, the results of their previous study for phase separating electrode particles were confirmed [24]. Zhao et al.[41] studied the fracture and debonding failure in coated hollow spherical particles and silicon anode nanowires. They investigated critical structural parameters and operating conditions to avoid fracture of the coating and debonding between the coating and the active material. Chen et al. [42] investigated the effect of phase transformation on
concentration distribution and stress evolution where sharp drop hoop stress and lithium-ion concentration were observed at the interface between phases. Then, they calculated the stress intensity factor for an interfacial crack in a two-phase separating spherical electrode particle subjected to galvanostatic charging. Additionally, they plotted failure mechanics criterion based on critical nanoparticle electrode size and current density, and realized that the SIF will decrease with reducing the particle size and charging time. Haftbaradaran et al. [43] employed a phase-field model to predict the way of phase separation contribution to the evolution of the concentration and stress profile in a planar electrode. Following the fracture mechanics approach, they obtained the stress intensity factors for a centeral crack and cracks forming at the edge, separately in a planer electrode during insertion and extraction half-cycles and derived a critical electrode thickness. Esmizadeh et al. [44] studied the fracture mechanics of two-phase separating cylindrical and spherical electrode particles with core-shell structures subjected to deintercalation half-cycle. They obtained stress intensity factor for the preexisting surface crack and critical particle size to avoid fracture of particles in the presence of high and low surface flux. Movahedi et al. [45] studied fracture mechanics of two-phase electrode particles with different elastic moduli of each phases. The stress intensity factors and energy release rates were calculated for center and edge cracks and the effects of small and large surface fluxes on the energy release rates were investigated. Hu et al. [46] obtained the diffusion-induced stress and stress intensity factor for an edge crack in the presence of surface stress for nano-spherical electrode particles. The results showed that the diffusion-induced stress decreased due to surface effects and the stress intensity factor increased monotonically with charging time and crack length. Finally, they derived the critical electrode particle size in which the particles of smaller size were not ruptured and was shown that nanoparticles were more resilient to fracture. Xu et al. [47] determined the critical sizes of a
cylindrical anode and showed that a radial crack is more critical than a circumferential crack for a hollow cylindrical anode. It was attributed to the lower stress intensity factor for circumferential crack compared to that of the radial crack in the presence of surface stress.

To the best of our knowledge, no research has been conducted to evaluate the combined effect of surface stresses and phase separation phenomenon on the fracture mechanics behavior of electrode particles. Therefore, the main novelties and objectives of this paper can be summarized as:

- To evaluate the effects of surface mechanics parameters on the concentration, diffusion-induced stresses, and stress intensity factor for an edge cracked plate under deintercalation process.
- Two states of surface stress for elastic strain or total strain are compared with regard to diffusion-induced stresses.
- Phase separation parameters and surface stress parameters are compared concerning diffusion-induced stresses and stress intensity factor.

2. Methodology

This study investigates the effects of surface mechanics and phase-separating parameters on the stress distribution and fracture behavior of a planar electrode. In order to address the problem, the following steps are taken:

1. Obtaining the concentration distribution considering the effect of phase-separation by combining the mass diffusion and phase-field model.
2. The stress distribution is obtained analytically based on elasticity equations, which depends on concentration values and surface stress parameters.
3. The stress intensity factor is calculated using the weight function method and the effects of geometry, loading and other effective parameters on crack growth is discussed.

2.1. Problem statement and governing equations

Considering a free-standing rectangular planar electrode with the thickness of $2h$ subjected to uniform solute extraction in addition to free surfaces at $x = \pm h$ as shown in Fig. 1. The dimensions of the electrode in $y$ and $z$ directions are assumed to be considerably larger than its thickness, and solute exchange with the surroundings happens uniformly at each point along the electrode surface. Therefore, a one-dimensional problem can be considered as a reasonable assumption.

![Fig. 1: Schematic of a planar electrode with the thickness of 2h subjected to deintercalation in the presence of surface stress](image)

2.1.1. Mass diffusion

The equation of mass conservation for solute diffusion in the host material can be written as follows [48]:

\[
\]
\[
\frac{\partial c}{\partial t} + \frac{\partial j}{\partial x} = 0
\]  

(1)

where \( c \) denotes the solute concentration (in terms of mole per unit volume of the solution), and \( j \) is the atomic flux, which relates to the thermodynamic diffusional potential \( \mu \) given by [48]:

\[
j = -M c \frac{\partial \mu}{\partial x}
\]  

(2)

here, \( M \) is the mobility coefficient. According to Refs. [47,48], it is assumed that the mobility increases linearly with the concentration of the unoccupied interstitial sites:

\[
M = M_0 \left[ 1 - \frac{c}{c_{\text{max}}} \right]
\]  

(3)

where \( M_0 \) refers to the mobility of the solute in the solute-free host (i.e., with \( c = 0 \)) when all interstitial sites are unoccupied and \( c_{\text{max}} \) is the saturation limit of the solution corresponding to a case where all interstitial sites are occupied with the guest atoms.

2.1.2. Phase-field model

In a phase-field model, the total free energy of a solution consists of three parts [49]

\[
F = \int_V (f_h + f_g + f_{\text{el}}) dV
\]  

(4)

\[
f_h = \omega c (1 - \frac{c}{c_{\text{max}}}) + RT \left( c \log \frac{c}{c_{\text{max}}} + (c_{\text{max}} - c) \log(1 - \frac{c}{c_{\text{max}}}) \right)
\]  

(5)

\[
f_g = \frac{1}{2} k_g (\nabla c)^2
\]  

(6)

where \( f_h \) is the homogenous free energy, \( f_g \) is the gradient energy, \( f_{\text{el}} \) is the elastic strain energy, and \( V \) is the volume of the solution. \( \omega \) shows the strength of interaction between the solute and
the host, and $R$ and $T$ are the universal gas constant and absolute temperature, respectively. $k_g$ is the gradient energy coefficient accounting for the free energy of the phase boundary and $\nabla c$ is the gradient of concentration. For the sake of simplicity and the reason mentioned in Ref. [44], the elastic strain energy is not considered.

Using Eq. (4), the diffusional chemical potential $\mu$ is obtained by taking the variational derivative of $F$ to $c$ [50] as given below:

$$\mu = \frac{\delta F}{\delta c} = \frac{\delta f}{\delta c} - k_g \nabla^2 c$$  \hspace{1cm} (7)

After combining Eqs. (1)-(7), a first-order nonlinear partial differential equation with respect to time and fourth-order with regard to the space is obtained for the evolution of the concentration distribution in the electrode. For the simplicity, the dimensionless form of the equations is derived considering the initial and natural boundary conditions.

$$\frac{\partial \tilde{c}}{\partial \tau} = \frac{\partial}{\partial \tilde{x}} \left[ (1 - 2 \tilde{\omega} \tilde{c} (1 - \tilde{c})) \frac{\partial \tilde{c}}{\partial \tilde{x}} - \left( \frac{\lambda}{h} \right)^2 \tilde{c} (1 - \tilde{c}) \frac{\partial^3 \tilde{c}}{\partial \tilde{x}^3} \right]$$  \hspace{1cm} (8)

$\tilde{c} = \tilde{c}_i$ at $\tau = 0$  \hspace{1cm} (9)

$\tilde{j} = \tilde{j}_o (1 - \tilde{c})^{0.5} \tilde{c}^{0.5}$, $\frac{\partial \tilde{c}}{\partial \tilde{x}} = 0$, at $\tilde{x} = 1$  \hspace{1cm} (10)

$\tilde{j} = 0$, $\frac{\partial \tilde{c}}{\partial \tilde{x}} = 0$, at $\tilde{x} = 0$  \hspace{1cm} (11)

$\tilde{j}$, $\tau$, $\tilde{x}$, $\tilde{c}_i$, $\tilde{\omega}$ and $\tilde{j}_o$ are defined as Eqs. (12) to (18), respectively.

$$\tilde{j} = -(1 - 2 \tilde{\omega} \tilde{c} (1 - \tilde{c})) \frac{\partial \tilde{c}}{\partial \tilde{x}} + \left( \frac{\lambda}{h} \right)^2 \tilde{c} (1 - \tilde{c}) \left( \frac{\partial^3 \tilde{c}}{\partial \tilde{x}^3} \right)$$  \hspace{1cm} (12)
\[
\tau = \left( \frac{D_f}{h^2} \right)
\]  \hspace{1cm} (13)

\[
\bar{x} = \frac{x}{h}
\]  \hspace{1cm} (14)

\[
\bar{c}_i = \frac{c_i}{c_{\text{max}}}
\]  \hspace{1cm} (15)

\[
\bar{\omega} = \frac{\omega}{RT}
\]  \hspace{1cm} (16)

\[
\bar{j}_0 = \frac{j_0 h}{D_c c_{\text{max}}}
\]  \hspace{1cm} (17)

\[D_0 = MRT\] is the diffusivity coefficient in the limit of dilute solution and \[\lambda = \sqrt{\frac{k_g c_{\text{max}}}{RT}}\] is the natural length scale of the problem, which sets the width of the interphase region and is typically in the order of nanometers \[51, 52\].

The first part of Eq. (10) comes from Butler-Volmer equation and is derived excluding volume effects \[55\] and the surface overpotential parameter at the electrode surface is assumed to be constant regardless of the solute concentration at the electrode surface. The second part of Eq. (10) is a natural boundary condition in which the surface energy is constant which does not depend on the surface solute concentration \[54, 55\]. Eq. (11) is written using the symmetry of the problem with respect to \(\bar{x} = 0\).

Using the central finite difference method, we discretize the nonlinear equations over the domain \(0 \leq \bar{x} \leq 1\).

It should be noted that by setting \(\bar{\omega}\) equal to zero and neglecting the higher order derivative term in Eq. (8), the usual Fickian diffusion equation is derived.
2.2. Diffusion induced stresses (DIS)

Because of the boundary constraints and inhomogeneous concentration distribution, the planar electrode is subjected to stresses that vary along the width of the particle in $x$ direction and with time. The obtained diffusion-induced stress equation is based on elasticity equations including equilibrium, stress-strain relation, and compatibility equations. After deriving the DIS equation, firstly, it is required to determine the concentration distribution, which is obtained numerically for limited nodes in the previous section based on finite difference method. After that, the diffusion-induced stress values considering time variant surface stress are calculated for the same nodes, e.g., concentration distribution.

Initially, the concept of surface stress is explained, subsequently, the diffusion-induced stress distribution in the presence of surface stress would be calculated and compared with the regular situation excluding surface stress.

2.2.1 Surface stresses

Surface effects play a crucial role in nano-structures due to their high surface to volume ratio. In other words, for nanomaterials, the energy of atoms that are placed on the outer surface of the rigid body is different from those placed in the interior bulk. Gibbs [58] introduced the concept of surface energy and surface stress in which the expression for surface stress tensor is written as follows:

$$
\sigma_{\alpha\beta}^{surf} = \gamma \delta_{\alpha\beta} + \frac{\partial \gamma}{\partial \varepsilon_{\alpha\beta}^{s}}
$$

where $\gamma$ is surface energy per unit area, $\varepsilon_{\alpha\beta}^{s}$ is surface strain tensor ($\alpha, \beta = 1,2$) and $\delta_{\alpha\beta}$ denotes Kronecker delta function. Besides, the physical meaning of these quantities with theoretical calculation and experimental measurements were given in Ref. [56], and the concepts were
extended and developed in Refs. [57–60]. The surface stress and $\gamma$ have different values for solid boundaries contrary to liquids; because of the high mobility of atoms in fluids.

A general theory of surface elasticity has been developed by Gurtin and Murdoch [14,15] in which an isotropic membrane layer as a surface with zero thickness is assumed to adhere to the bulk without any friction. In this condition, two sets of equations for layer and bulk should be solved with non-zero boundary conditions at the same time. Based on Gurtin and Murdoch theory [15], the surface constitutive equation, i.e., the relation between surface stress and surface strain is given by:

$$\sigma^s_{afl} = \tau^s \delta_{afl} + (\tau^s + \lambda^s)\varepsilon^s_{afl} + 2(\mu^s - \tau^s)\varepsilon^s_{afl}$$ (19)

where $\sigma^s_{afl}$ and $\varepsilon^s_{afl}$ are the surface stress and strain, respectively. $\lambda^s$ and $\mu^s$ are Lame constants for the surface layer and $\tau^s$ is the residual stress on surface layer in the absence of strain.

2.2.2. Diffusion-induced stresses combined with surface stresses

After simplification of Eq. (19) by assuming $2\mu^s + \lambda^s - \tau^s = k^s$ and $\tau^s = \tau^0$, for the planar electrode in the present study, the surface constitutive relationship for an isotropic and homogeneous surface layer in $y$ direction is written as follows:

$$\sigma^\text{surf}_{yy} = \tau_{\text{surf}} = \tau^0 + k^s (\varepsilon^s_{yy} - \frac{\Omega c_s}{3})$$ (20)

where $\Omega$ is the partial molar volume of the solute, $c_s$ is the concentration for the outer layer, $\varepsilon^s_{yy}$ is the strain in $y$ direction for the outer layer, $\tau^0$ is the deformation-independent surface tension, and $k^s$ is the surface modulus [61,62].

Conventionally, expanding the surface constitutive equation based on elastic strain is the primary approach.
By using an analogy between thermal and DIS and assuming a homogeneous and isotropic bulk material, the stress-strain relationship in the planar electrodes can be written as follows:

\[
\varepsilon_{yy} = \frac{1}{E} \left[ \sigma_{yy} - \nu \sigma_{xx} \right] + \frac{1}{3} \Omega c \\
\varepsilon_{xx} = \frac{1}{E} \left[ \sigma_{xx} - \nu \sigma_{yy} \right] + \frac{1}{3} \Omega c
\]  

(21)  

(22)

Having assumed that the concentration distribution occurs at a much slower pace, the equilibrium equation in each step in \( y \) direction can be expressed as the following equation:

\[
\int_{-h}^{+h} \sigma_{yy} dx + 2 \tau_{surf} = 0
\]

(23)

Through the use of the compatibility equation and symmetry, we may write:

\[
\frac{\partial^2 \varepsilon_{yy}}{\partial x^2} = 0
\]

(24)

where \( E \) is Young modulus, \( \nu \) is Poisson ratio, \( c \) is molar concentration, \( \varepsilon_{xx} \) and \( \varepsilon_{yy} \) are strains in the \( x \) and \( y \) directions and \( \sigma_{yy} \) is stress in the \( y \) direction.

After combining Eqs. (20)-(24), the stress distribution caused by deintercalation and surface stress is obtained as follows:

\[
\tilde{\sigma}_D = \tilde{\sigma}_{yy} = \frac{1}{3} \left[ \frac{1}{1 + \tilde{\lambda}(1-\nu)k^*} \tilde{c}_{avg} - \tilde{c} + \frac{\tilde{\lambda}(1-\nu)k^*}{1 + \tilde{\lambda}(1-\nu)k^*} \tilde{c}^* - \frac{\tau^* \tilde{\lambda}}{1 + \tilde{\lambda}(1-\nu)k^*} \right]
\]

(25)

where \( \tilde{\lambda} = \frac{\lambda}{h} \) is dimensionless phase boundary thickness parameter, \( c_{avg} = \frac{1}{2h} \int_{-h}^{+h} c(x) dx \) is the average concentration, \( B = \frac{E}{1-\nu} \) is the biaxial elastic modulus, \( \tau^* = \frac{\tau_0}{B \Omega c_{max} \tilde{\lambda}} \) is the
dimensionless surface stress parameter, \( k^* = \frac{k^s}{E \lambda} \) is the dimensionless surface modulus parameter, and \( \bar{\sigma}_{yy} = \frac{\sigma_D (1 - \nu)}{E \Omega c_{\text{max}}} \) is the dimensionless diffusion-induced stress.

It is assumed that \( \tau_0 = 0.1 \frac{N}{m} \) and \( k^s = \pm 10 \frac{N}{m} \) [32,33,56,61,63] and the other parameters are set as given in Table 1 for \( \text{LiMn}_2\text{O}_4 \).

**Table 1: Mechanical and chemical properties of \( \text{LiMn}_2\text{O}_4 \)**

| \( E \) (Gpa) | \( \nu \) | \( \Omega \) (\( \frac{m^3}{\text{mol}} \)) | \( c_{\text{max}} \) (\( \frac{\text{mol}}{m^3} \)) | \( \lambda \) (nm) |
|---------------|----------|-----------------|-----------------|-----------------|
| 87 [67]       | 0.26 [68]| 3.26\times10^{-6} [69] | 2.37\times10^{4} [70] | 1 [51] |

Based on the values of the above parameters, the dimensionless parameters are calculated as \( k^s = 0, -0.1, +0.1 \) and \( \tau^* = 0, 0.05, 0.1 \) in this research.

As an alternative approach, which is based on total strain, the outer surface constitutive equation is expressed as follows:

\[
\tau_{\text{surf}} = \tau^0 + k^s \varepsilon_{yy}
\]

Therefore, the diffusion-induced stress in the presence of surface stress is obtained as:

\[
\bar{\sigma}_D = \bar{\sigma}_{yy} = \frac{1}{3} \left[ \frac{1}{1 + \frac{k^s}{k^* \lambda(1 - \nu)}} \right] \varepsilon_{\text{avg}} - \varepsilon - \frac{\tau^* \lambda}{1 + \lambda(1 - \nu)k^*} \]

It is worth noting that Eq. (20) was used in Refs. [30–32], on the other hand, Eq. (26) was used in other Refs. [29,33]. It should be noted that Eq. (20) appears to be more accurate than Eq. (26), since in Eq. (20), \( \frac{1}{3} \Omega c \) is diffracted from the total strain in the calculation of elastic strains, which
is similar to the bulk constitutive equations (Eqs. (21) and (22)). Therefore, on the right-hand side of the Eq. (20), \( \frac{1}{3} \Omega e_s \) is diffraacted from total strain of the outer layer while elastic strains of the outer layer are considered in the equation.

2.3. Fracture mechanics problem

Fracture mechanics theory is able to predict the failure mode accurately for structures when defects such as cracks exist beforehand in the structures [71]. Various analytical and numerical methods exist for solving fracture mechanics problems [71]. Weight function method, as a widely used analytical method is employed in this study due to its efficiency and low computational cost.

2.3.1 Weight function method

The weight function method introduced by Buckner [72] and Rice [70] is an efficient method for the calculation of stress intensity factor especially when other methods such as energy methods are not available or time-consuming to be employed. In addition, for the specific problem discussed here, the stresses vary over time and position; therefore, this method is utilized in this research. Following this approach, the stress intensity factor is calculated using Eq. (28):

\[
K_I = \int_0^a w(x) \sigma_x dx
\]

(28)

where \( \sigma_x \) represents the distribution of the normal traction along the crack face on the uncracked body when it is subjected to the loading system, which can be calculated by Eq. (25) in this study, \( w(x) \) is the SIF induced at the tip of a crack when crack face is opened up by two opposite unit point loads acting normal to the crack face at distance \( x \) from the centerline of the crack. This parameter depends only on the geometry of the particle and is independent of loading.
For the edge crack problem, the integral is expressed in the following form:

\[ K_I = \int_{h-a}^{h} w_e(x) \sigma_{yy} \, dx \]  \hspace{1cm} (29)

Tada [74] gives \( w_e(x) \) for this problem as follows:

\[ w_e(x) = \frac{2}{\sqrt{\pi a}} \frac{G_e \left( \frac{h-x}{a}, \frac{a}{2h} \right)}{\left( 1 - \frac{a}{2h} \right)^{\frac{3}{2}} \sqrt{1 - \left( \frac{h-x}{a} \right)^2}} \]  \hspace{1cm} (30)

where

\[ G_e(\xi, \eta) = g_1(\eta) + g_2(\eta)\xi + g_3(\eta)\xi^2 + g_4(\eta)\xi^3 \]  \hspace{1cm} (31)

\[ g_1(\eta) = 0.46 + 3.06(\eta) + 0.84(1-\eta)^5 + 0.66(\eta)^2(1-\eta)^2 \]  \hspace{1cm} (32)

\[ g_2(\eta) = -3.52(\eta)^2 \]  \hspace{1cm} (33)

\[ g_3(\eta) = 6.17 - 28.22(\eta) + 34.54(\eta)^2 - 14.39(\eta)^3 - (1-\eta)^3 - 5.88(1-\eta)^5 - 2.64(\eta)^2(1-\eta)^2 \]  \hspace{1cm} (34)

\[ g_4(\eta) = -6.63 + 25.16(\eta) - 31.04(\eta)^2 + 14.41(\eta)^3 + 2(1-\eta)^3 + 5.04(1-\eta)^5 + 1.98(\eta)^2(1-\eta)^2 \]  \hspace{1cm} (35)

Thereafter, Eqs. (31)-(35) are substituted into Eq. (30) and then into Eq. (29). Furthermore, by substituting Eq. (25) into Eq. (29), the resulting dimensionless stress intensity factor is obtained as follows:

\[ \tilde{K}_I = \int_{h-a}^{h} \frac{2}{\sqrt{\pi a}} G_e \left( -\tau^* \left( \frac{1}{k^* + \frac{1}{\lambda}} \right) + \frac{c_s}{3} \left( \frac{k^*}{k^* + \frac{1}{\lambda}} \right) + \frac{1}{3\lambda_c (k^* + \frac{1}{\lambda})} \tilde{c}_{avg} \right) \, d\tilde{x} \]  \hspace{1cm} (36)
Obviously, the integral in Eq. (36) has a singular point at the lower bound. Therefore, it is necessary to implement an efficient numerical integration method to eliminate the singular point. Accordingly, the method employed by Fett [75] is used in which the integral is divided into two parts.

3. Results and Discussion

In this section, the concentration, diffusion-induced stress and stress intensity factor in the presence of surface stress are determined. The correlation between the phase-separation parameters and surface stress parameters is clarified in order to understand which one is the dominant factor for different cases.

3.1. Concentration profile

In this section, the effect of evolution of concentration profiles for classical and phase-separating diffusion over time is discussed. In addition, the effect of phase boundary thickness parameter is investigated for phase-separating diffusion.

3.1.1. Classical diffusion

After solving the classical diffusion equation (Fick's law) according to finite difference method, the concentration profile is plotted for deintercalation process for different values of dimensionless time in Fig. 2. As shown in the figure, the dimensionless concentration value starts from unity and gradually decreases until the process is completed in which the concentration value reaches zero.
3.1.2. Phase-separating diffusion

Fig. 3 shows variation of the concentration profile with time for different values of the dimensionless parameter $\frac{\lambda}{h}$ during the deintercalation. The three possible values of $\frac{\lambda}{h}$ were chosen such that the effect of $\lambda$ and transition zone would be visible. It is seen that due to the deintercalation, in the first step, the dimensionless concentration is equal to unity, and as the process proceeds, the concentration reduces until it reaches zero at the end of the process. With reducing the parameter $\lambda$, the phase-separation phenomenon becomes more influential, so that a sharper concentration profile is observed. For example, if $h = 50\lambda$ (Fig. 3(c)), the phase-separation phenomenon is clearly seen in the width of the electrode. In other words, the two different zones with different concentrations would emerge. These concentrations are almost the minimum values in the homogeneous energy diagram. With decreasing $\frac{h}{\lambda}$, e.g., $h = 2\lambda$ or $h = 5\lambda$ (Fig. 3(b)), the difference between the zones is observed to reduce so a steep slope is not seen as
shown in Fig. 3(a). This is due to the fact that in phase-field model $\lambda$ (thickness) is a pivotal factor that controls and determines the phase boundary thickness. Therefore, when $\frac{h}{\lambda}$ decreases, in which $h$ and $\lambda$ are comparable with each other, the phase boundary thickness covers the whole width of the electrode and distinguishable phases do not emerge, which is known as “nanoconfinement”. As shown in Fig. 3(c), in the early stages of deintercalation process, the concentrations in the vicinity of the center of the electrode are in the same range contrary to further electrodes. The reason is that in the early stages in deintercalation process, most of the lithium ions moves apart from the surface of the particle, while most of the ions locating at the center of the particle remain at their initial position.
Fig. 3: Evolution of the concentration profile during deintercalation ($\bar{j}_0 = 1$, $\bar{\omega} = 2.31$) predicted by the phase-field model (a) $\frac{\lambda}{h} = 0.5$ (b) $\frac{\lambda}{h} = 0.2$ (c) $\frac{\lambda}{h} = 0.02$
As shown in the figure, the slope of the concentration profiles are steeper for phase-separation diffusion compared to the concentration profile for classical diffusion, which is attributed to the phase-separation phenomenon. Additionally, the concentration profile for classical diffusion is more affected by the surface flux compared to the phase-separation concentration profiles. The results of Figs. 2 and 3 are in good agreement with the reported results in Refs. [27] and [42] for classical and phase-separating diffusion.

3.2. Stress profile

In this section, the effects of dimensionless surface stress, surface modulus, and time, and two different approaches for surface constitutive equation are discussed based on elastic strain or total strain on the stress profile for classical and phase-separating diffusion. Additionally, the effect of phase boundary thickness parameter \( \frac{\lambda}{\eta} \) is addressed in the phase-separating diffusion section.

3.2.1. Classical diffusion

The stress profile for deintercalation process is illustrated in Fig. 4 for \( \tilde{j}_0 = 1, \ k^* = 0 \) for four different values of dimensionless time during the process. It is noted that, two possible values for dimensionless surface stress parameter \( \tau^* = 0.05, 0.1 \) are also chosen. As it is clearly seen, with increasing the \( \tau^* \), the tensile stresses in the width of the particle decrease and the compression stresses increase. Therefore, a drop in the diagrams in each dimensionless time is visible. It is due to the fact that by increasing the \( \tau^* \), the tensile stresses in the outer layer increase according to Eq. (20). Thus, in order to satisfy the equilibrium condition in the whole width of the electrode (zero axial load), the diffusion-induced stresses in the width of the electrode decline while the compressive stresses escalate.
Fig. 4: Evolution of the stress profile during deintercalation predicted by the classical diffusion model for $\tilde{j}_0 = 1$ and $k^* = 0$

Fig. 5 shows the stress profile for deintercalation process for $\tilde{j}_0 = 1$, $\tau^* = 0.05$ for four different values of dimensionless time during the process. Two possible values for dimensionless surface modulus parameter $k^* = -0.1, 0.1$ are also chosen in order to consider the possible effects of the dimensionless surface modulus. As can be seen, when the elastics strain in the deintercalation process is positive, i.e., when $k^*$ is positive, the surface stress in the outer layer (Eq. (20)) is tensile. Therefore, due to the equilibrium condition (see Eq. (23)), the diffusion-induced stresses in the width of the particle reduce and become more compressive. The results of Figs. 4 and 5 are in good agreement with the reported outcomes in Refs. [30-33] in which the positive surface stress parameters reduce the stresses caused by classical diffusion.
Fig. 5: Evolution of the stress profile during deintercalation predicted by the classical diffusion model for $\tilde{j}_0 = 1$ and $\tau^* = 0.05$

The comparison between two available alternatives provided for surface constitutive equation based on elastic strain (Eq. (20)) and total strain (Eq. (26)) is illustrated in Fig. 6 for $\tau^* = 0.1$, $k^* = 0.1$ and $\tilde{j}_0 = 1$. Evidently, the elastic strain values are observed to be higher than the corresponding values of total strain so that less compressive stresses are expected. In addition, the differences between the two alternative assumptions reduce over the stress profile with time. This can be justified because with regard to deintercalation process and the formulation of elastic strain, the right-hand side of the Eq. (20) reduce higher compared to the right-hand side of the Eq. (26), which is based on the total strain. Therefore, concerning the formulation of elastic strain, the tensile stresses in the outer layer and compressive stresses in the width of the electrode are smaller. Additionally, because of the deintercalation process, the differences between the right-hand side of the Eq. (20) and Eq. (26) decrease over time, which is accompanied by a decrease in concentration.
Fig. 6: Evolution of the stress profile during deintercalation predicted by the classical diffusion model for $\tau^* = 0.1$, $k^* = 0.1$ and $\tilde{j}_0 = 1$

3.2.1. Phase-separating diffusion

The corresponding stress profiles for the plotted concentration profiles is illustrated in Fig. 7 for $\tilde{j}_0 = 1$, $\tilde{\omega} = 2.31$ and different values of $\tau^*$ in addition to three dimensionless time values during the deintercalation. It is clear that, similar to the concentration profile, the stress profile is sharpened when the parameter $\lambda$ reduces. As the process proceeds, the positive stresses are maximized, with regard to the time for the abrupt drops in concentration profile, and then are reduced to zero at the end of the process.

With the increment of $\tau^*$, the tensile stresses in each time step decrease, whereas the compression stresses increase, and thus the stress profile declines when $\tau^*$ raises. Similar to the classical diffusion, tensile surface stresses would exist on the outer layer of the particle. Therefore, the
equilibrium condition should be satisfied in such a way that the diffusion-induced stresses reduce in the width of the electrode while taking negative values.
Fig. 7: Evolution of the stress profile during deintercalation for $\tilde{j}_0 = 1$, $\tilde{\omega} = 2.31$ and three values of dimensionless surface stress parameter and time predicted by the phase-field model (a)

$$\frac{\tilde{\lambda}}{\tilde{h}} = 0.02 \quad (b) \quad \frac{\tilde{\lambda}}{\tilde{h}} = 0.2 \quad (c) \quad \frac{\tilde{\lambda}}{\tilde{h}} = 0.5$$

Figure 8 illustrates stress profiles associated with the relative concentration profiles for $\tilde{j}_0 = 1$, $\tilde{\omega} = 2.31$, different possible values of $k^*$ and three dimensionless times during the deintercalation. A similar trend as observed in Fig. 7 is seen here except the effect of $k^*$ which is less pronounced than $\tau^*$, consisting with Eq. (26) for the same dimensionless surface stress in each time. Similar to the classical diffusion, when $k^*$ is positive, tensile surface stress is created in the outer layer, compressive diffusion-induced stresses are created in the width of the particle to achieve equilibrium. The comparison between Fig. 7 and Fig. 8 indicates that although in Fig. 7 the differences between the diagrams for the same $\tau^*$ remain constant with time, in Fig. 8 the difference between the diagrams for the same $k^*$ increases up to the maximum time then starting...
to decline until the process is over. The reason is that the term $\tau^*$ in Eq. (26) is independent of time and concentration, while $k^*$ is time dependent.

The most important criteria of Fig. 7 and Fig. 8 is that when $\lambda$ increases, the effects of $\tau^*$ and $k^*$ become more evident, and the differences between the diagrams increase for different dimensionless surface stresses at the same time. This can be supported by Eq. (26) and shows that the effects of surface mechanics parameters are dependent on phase boundary thickness.
Fig. 8: Evolution of the stress profile during deintercalation for $j_0 = 1$, $\tilde{\omega} = 2.31$ and three values of dimensionless surface stress and time predicted by the phase-field model (a) $\frac{\lambda}{h} = 0.5$ (b) $\frac{\lambda}{h} = 0.2$

Figure 9 shows the maximum stress calculated with the help of Eq. (26) versus $\frac{h}{\lambda}$ for $j_0 = 1$, $\tilde{\omega} = 2.31$ and different values of $k^*$ and $\tau^*$. Obviously, with the increment of $\frac{h}{\lambda}$, the maximum stress increases as well, which can be attributed to the phase-separation phenomenon.

For small values of $\frac{h}{\lambda}$, the slope of the diagrams are much steeper than the large values of $\frac{h}{\lambda}$ and for higher values of $\frac{h}{\lambda}$, the curve converges to the values predicted by analytical method, which is calculated based on core-shell model [43].
As discussed before, for higher values of $\tau^*$, the maximum stress reduces for each $\frac{h}{\lambda}$ and for positive values of $k^*$, the maximum stress would drop for each $\frac{h}{\lambda}$ compared to zero and negative values of $k^*$. These maximum stresses in Fig. 9 for each $\frac{h}{\lambda}$ are associated with the end of stress profiles among all the times in the deintercalation process which has the highest value (Fig. 7 and Fig. 8).

The results of Figs. 7 and 8 are similar to those of Ref. [42] when surface stress parameters are neglected ($\tau^* = 0$, $k^* = 0$).

**Fig. 9:** Maximum stress in the width of planar electrode versus phase boundary thickness parameter for $\tilde{j}_0 = 1$, $\tilde{\omega} = 2.31$ and different possible values of dimensionless surface stress and surface modulus
The comparison between two alternative methods for surface constitutive equation based on elastic strain (Eq. (20)) and total strain (Eq. (26)) is shown in Fig. 10 and Fig. 11 for \( \tilde{f}_0 = 1 \) and \( \tilde{\omega} = 2.31 \), \( h = 2\lambda \), \( k^* = -0.1, 0.1 \) and \( \tau^* = 0.05 \). Similar to the classical diffusion, when \( k^* = 0.1 \), the stress values concluded by Eq. (20) are higher than the values estimated by the formulation of total strain so less compressive stresses are created. Additionally, the differences between these two formulations reduces in the stress profile with time. However, for \( k^* = -0.1 \) the trend is reversed. The stress values in Fig. 10 and Fig. 11 are higher than those in Fig. 6 due to the phase-separation phenomenon, causing steeper slopes.

**Fig. 10:** Evolution of the stress profile during deintercalation predicted by the phase-field model for \( \tilde{f}_0 = 1 \), \( \tilde{\omega} = 2.31 \), \( h = 2\lambda \), \( k^* = -0.1 \) and \( \tau^* = 0.05 \)
Fig. 11: Evolution of the stress profile during deintercalation predicted by the phase-field model for $\tilde{f}_0 = 1$, $\tilde{\omega} = 2.31$, $h = 2\lambda$, $k^* = 0.1$ and $\tau^* = 0.05$

3.3. Stress intensity factor

Figure 12 shows the stress intensity factor versus crack length for three different values of $\tau^*$ and dimensionless time $\tilde{t}$ for $\tilde{\lambda} = 0.1$, $k^* = 0.1$, $\tilde{f}_0 = 1$ and $\tilde{\omega} = 2.31$, where the second value for a dimensionless time corresponds to the time when the maximum stress intensity factor occurs. As shown in the figure, in all cases, whether the surface stress exists or not, the stress intensity factor increases and after being maximized in the second time, it reaches zero. The stability of crack propagation could be understood by stress intensity factor derivative to crack length, i.e., the graph slope. The maximum value of stress intensity factor decreases when the effect of surface stress effect is intensified, and the positive slope, which represents the instability of crack growth occurs in a shorter length. It underscores that, in the presence of surface stress, the crack instability growth is more likely to occur compared to the case where the surface stress is ignored in the particle.
Fig. 12: Stress intensity factor versus crack length for three different possible values of dimensionless surface stress and time for $\lambda = 0.1$, $k^* = 0.1$, $\tilde{j}_0 = 1$ and $\bar{\omega} = 2.31$.

Fig. 13 illustrates the maximum stress intensity factors versus phase boundary thickness for $\tilde{j}_0 = 1$, $\bar{\omega} = 2.31$ and different values of $\tau^*$ and $k^*$. A similar trend observed in Fig. 5 is dominant here because of the fact that the stress intensity factors is in direct correlation with the stresses according to Eq. (36).
Fig. 13: Maximum stress intensity factor versus phase boundary thickness for $\tilde{f}_0 = 1$, $\tilde{\omega} = 2.31$ and different possible values of dimensionless surface stress and surface modulus values.

Figure 14 shows the maximum stress intensity factor versus phase boundary thickness for $\tilde{f}_0 = 1$ and different values of dimensionless surface stress and interaction parameter. It is evident that, a higher value of $\tilde{\omega}$, results in a higher stress intensity factor. It is because of the fact that when $\tilde{\omega}$ is increased, the concentrations corresponding to the minimum of homogeneous free energy deviate from each other [42]. In other words, the difference between two equilibrium concentrations in each phase is increased resulting in higher tensile stresses and stress intensity factor because of the direct relationship between stress and stress intensity factor. On the other hand, as discussed in the previous section, when $\tau^*$ increases, the tensile stresses in the width of the particle reduce, and therefore the stress intensity factor decreases according to Eq. (36).
**Fig. 14:** Maximum stress intensity factor versus phase boundary thickness parameter for $\bar{j}_0 = 1$, different possible values of dimensionless surface stress and interaction parameter.

Figure 15 shows the stress intensity factor versus phase boundary thickness parameter for $\bar{\omega} = 2.31$ and different values of dimensionless surface stress and flux. As can be seen, once the $\bar{j}_0$ value is increased, the stress intensity factor increases as well. In fact, when $\bar{j}_0$ is increased, the release of concentrations from a specific surface occurs more quickly [42], which is reflected in sharper concentration and stress profiles. Subsequently, due to the direct relation between stresses and stress intensity factor (Eq. (36)), the stress intensity factor increases accordingly. On the other hand, as discussed in the previous section, higher values of $\tau^*$ mitigates the tensile stresses, subsequently, the stress intensity factor reduces based on Eq. (36).
Fig. 15: Maximum stress intensity factor versus phase boundary thickness parameter for \( \dot{\omega} = 2.31 \) and different possible values of dimensionless surface stress and flux values.

Fig 14 and 15 demonstrate that the phase-separating parameters such as the flux and interaction parameter are more influential on the stress intensity factor than surface mechanics parameters such as dimensionless surface stress and surface modulus.

### 3.4. Energy function

In this section, the Cahn-Hilliard function consisting of two terms with respect to the average concentration is plotted for different values of electrode thickness (\( h \)).

As shown in Fig. 16, when the flux is equal to 0.01, the energy diagram corresponding to the lowest gradient energy term (\( f_g \)) or the highest value for \( h \) in which \( h = 100\lambda \) lacks extrema and is almost linear between the two equilibrium concentration values. This suggests that, when the effect of gradient energy is negligible compared to homogeneous free energy, and the electrode thickness value, \( h \), is large enough, there is no high phase-separation in the system. Therefore, there is no extrema concerning the two equilibrium concentrations. On the other hand, as \( h \)
decreases, the corresponding diagrams exhibit two minimum and one maximum between the two equilibrium concentration values. The trend concluded is similar to that reported by Burch et al. [54] and Huttin and Kamlah [73], even though the homogeneous free energy function in Ref. [76] is not symmetric; consequently, the diagram is not symmetric. In addition, as shown in Fig. 17, when the flux dimensionless value is selected as unity, the energy diagram shifts to the left for high values of \( h \), whereas it tends to demonstrate a symmetric shape with two minimums and one maximum for small values of \( h \). This highlights the effect of surface flux for high thickness values \( h \), which causes an asymmetric diagram and forces the system to have unbalanced energies in two phases.

By comparing Fig. 16 with Fig. 17, it can be inferred that an increase in flux exacerbates the phenomenon of phase-separation and introduces unbalanced energies in the system.

As mentioned in the concentration profiles section, if the electrode thickness is small enough compared to phase boundary thickness, the phase-separation phenomenon is suppressed (nanoconfinement effect), in which the energy diagram for \( \lambda = h \) without phase-separation will be the same as the homogeneous energy diagram.
Fig. 16: Total energy $\int (f_h + f_s) dV$ versus the average lithium concentration $\bar{c} = \int \frac{c dx}{c}$ in a planar electrode particle for different values of $h$ and $\tilde{j}_0 = 0.01$.

Fig. 17: Total energy $\int (f_h + f_s) dV$ versus the average lithium concentration $\bar{c} = \int \frac{c dx}{c}$ in a planar electrode particle for different values of $h$ and $\tilde{j}_0 = 1$. 

38
4. Conclusion

Understanding the mechanical and degradation mechanisms in lithium-ion batteries has become a big challenge since such mechanisms are in direct correlation with the lifetime of these batteries. Experiments show that mechanical behavior of nanostructures cannot appropriately be characterized by classical continuum theories. Therefore, in this paper, the surface stress effects on the fracture mechanics behavior of phase-separating planar electrodes is investigated by using the surface stress theory, a suitable method for nanostructures. The following results for both classical and phase-separating diffusion methods are obtained:

- Two surface stress parameters cannot affect the concentration profile since the coupling effect of stress and diffusion has been ignored.
- The diffusion-induced stresses and the stress intensity factor reduce when the surface stress parameters are positive.
- As the phase boundary thickness increases, i.e., the phase separation phenomenon is weakened, the effects of surface mechanics parameters become more obvious.
- The dimensionless surface parameter has a stronger effect on the diffusion-induced stresses and stress intensity factor in comparison with the surface modulus parameter.
- The phase-separating parameters such as the interaction parameter and flux are the primary decisive factors compared to surface mechanics parameters in diffusion-induced stresses and stress intensity factor.
- The comparison between two different modelings of surface constitutive equation was made based on elastic strain and total strain. It is shown that at the beginning of the process, the diffusion-induced stresses for the elastic strain based model are about 2% higher than
the corresponding values in the total strain case, however, the differences between these two cases decreases over time.

- As the gradient energy coefficient increases, the interaction energy becomes more influential and the energy function diagram shows two minima and one maxima between two equilibrium concentrations.

- As the flux increases, the diagram shifts to the left for small values of $\tilde{\lambda}$, whereas when $\tilde{\lambda}$ equals unity the diagram becomes more symmetric and exhibits two minima and one maxima.

The presented method in the paper can be beneficial in providing a more accurate analysis of fracture mechanics of phase-separating planar electrodes in the presence of surface stress so that the parameters $\tau^*$ and $k^*$ can be predicted accurately.

For future studies, it is recommended to consider the effects of surface stress on crack faces. In addition, the effects of coating on the particle, inhomogeneity and anisotropy of the material can be considered.
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