Generic Semi-Supervised Adversarial Subject Translation for Sensor-Based Human Activity Recognition

Elnaz Soleimani, Ghazaleh Khodabandelou, Abdelghani Chibani, and Yacine Amirat

Abstract—The performance of Human Activity Recognition (HAR) models, particularly deep neural networks, is highly contingent upon the availability of the massive amount of annotated training data which should be sufficiently labeled. Though, data acquisition and manual annotation in the HAR domain are prohibitively expensive due to skilled human resource requirements in both steps. Hence, domain adaptation techniques have been proposed to adapt the knowledge from the existing source of data. More recently, adversarial transfer learning methods have shown very promising results in image classification, yet limited for sensor-based HAR problems, which are still prone to the unfavorable effects of the imbalanced distribution of samples. This paper presents a novel generic and robust approach for semi-supervised domain adaptation in HAR, which capitalizes on the advantages of the adversarial framework to tackle the shortcomings, by leveraging knowledge from annotated samples exclusively from the source subject and unlabeled ones of the target subject. Extensive subject translation experiments are conducted on three large, middle, and small-size datasets with different levels of imbalance to assess the robustness and effectiveness of the proposed model to the scale as well as imbalance in the data. The results demonstrate the effectiveness of our proposed algorithms over state-of-the-art methods, which led in up to 13%, 4%, and 13% improvement of our high-level activities recognition metrics for Opportunity, LISSI, and PAMAP2 datasets, respectively. The LISSI dataset is the most challenging one owing to its less populated and imbalanced distribution. Compared to the SA-GAN adversarial domain adaptation method, the proposed approach enhances the final classification performance with an average of 7.5% for the three datasets, which emphasizes the effectiveness of micro-mini-batch training. The manuscript provides a comprehensive evaluation of model performance, the explanation of the training procedure, the impact of sample population on the classifier performance, and the depiction of elements of the adversarial game.
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I. INTRODUCTION

These latest years, there is an unprecedented surge in integrating together Artificial Intelligence (AI) and Internet of Things (IoT) technologies in particular for ambient assisted living (AAL), Healthcare and ubiquitous robotics application domains [1], [2], [3], [4]. The considerable progress witnessed recently in AI has been made, in various areas such as image and speech recognition, natural language processing and computer vision, thanks to the contributions of the machine learning community and the rapid growth and availability of high performance computing resources. The latter are increasingly stimulating data acquisition as well as the development of data stores and marketplaces in the web, which provide public and private datasets. Compared with traditional machine learning approaches, the unparalleled performance of deep learning methods is made possible thanks to their capability of learning from a large amount of data samples [5].

Nevertheless, there exceptionally exist some fields of study, which face limitations on data acquisition and labeling due to practical constraints. Therefore, it is not feasible to provide enough labeled data in many cases. Taking for instance the AAL domain and the problem of sensors based Human Activity Recognition (HAR) in particular, the data acquisition and labeling tasks require the implication of human annotators and the use of pervasive and intrusive sensors such as video cameras, which are making it more challenging to preserve the privacy of human subjects. Furthermore, the cost of the manual annotation is prohibitively expensive, especially for large-scale datasets. Most of the machine learning models work based on the primary condition that samples of training (source domain) and test (target domain) set must be drawn from the same distribution and feature space. However, in many real-world applications such as HAR, this assumption cannot be held and consequently causes a dramatic decrease of models performance [6]. In this context, how a model that is trained on an initial amount of labeled data in a source domain can be adapted to generalize on unlabeled data in a target domain Today, it is considered that unlabelled data can give an indication of how a source domain and a target domain differ from each other. This information can be used by a classifier to modify its decisions in order to better generalize to the target domain [7]. Therefore, employing domain adaptation techniques could be beneficial for HAR in order to prevent models from suffering performance degrading when they are applied on new subjects or datasets.

Domain adaptation techniques have been considered as a way for automatic knowledge transfer from one domain to another to avoid the significant reduction of performance metrics, requiring as less amount of explicit training data as possible, in the target domain [8]. It has been employed in almost every deep learning model when the target dataset does not contain enough labeled data [9]. Based on the availability
of annotated data in the source or target domain, adaptation methods are categorized into supervised (inductive), semi-supervised (transductive), and unsupervised ones.

This paper develops a transductive method for HAR, which is based on the initial SA-GAN adversarial approach proposed in [10]. The latter offers good results only in the case of a dataset that is well-balanced and contains a huge number of labeled samples. The present study, which is undertaken in the context of the European project Medolution\footnote{https://itea3.org/project/medolution.html} has significantly enhanced the SA-GAN approach making it more generic and robust to prevent declining in performance, when there are not enough labeled data and the imbalanced class distribution of the available samples imposes additional obstacles. The proposed approach transfers knowledge from the source subject with distribution $P_s$ to the target subject distributed with $P_t$ using an adversarial framework. The new proposed model uses annotated data exclusively from the source domain and unlabeled data from target domain. The present study focus on the exploitation of inertial sensors’ data, which are not intrusive and cope with privacy requirements. The main contributions of the present attempt lie in:

- Generic semi-supervised Adversarial Domain Adaptation technique that cope with cross-subject transfer learning problems in Human Activity Recognition domain. The proposed model benefits from convolutional neural networks to perform more generalized automatic feature extraction which is advantageous for classifying high-dimensional data of high-level activities. The proposed model is proven to be robust to the imbalance learning challenges by exploiting a micro-mini-batch learning strategy described in section \[\text{III-B}\].

- The proposed method have been extensively tested and evaluated by using cross-subject domain adaptation scenarios on three representative datasets; the two benchmark datasets, Opportunity [11] and PAMAP2 [12], and a dataset on rehabilitation self exercises that is collected for the purpose of the study at the LISSI laboratory [13]. The experimental results show that the final adapted classifier is always able to recognize with a good rate the human activities using their high-dimensional feature vectors. Besides, the results illustrate the superiority of the proposed model over other state-of-the-art classification methods in terms of of robustness w.r.t. weighted F1-score.

From this study, it has been concluded that the proposed approach can be applicable to other transfer learning problems as well.

The overall structure of this paper takes the form of six sections, including this introductory one. Section \[\text{II}\] gives a brief overview of state of the art concerning domain adaptation. The proposed model is presented in section \[\text{III}\]. The fourth section is laying out the experimental setup. The next section is dedicated to experiments, results and analysis of the evaluation. Finally, section \[\text{VI}\] includes a discussion of the findings and future research into this area.

II. RELATED WORK

Reducing the gap between source and target domains in machine learning in order to make machine learning algorithms able to self adapt their models to the target domain, has been widely investigated these latest years. The approaches proposed in the state of the art are classified according to three main categories, namely sample-based, feature-based, inference-based approaches [7]. The first one exploits the source distribution and target the minimization of the target risk estimation without target labels. The second category uses techniques for matching the data distributions, shifting of data, sub-space mapping, etc, to make transformations that maps source data onto target data. The third category targets the adaptation of the inference procedure by including constraints related to the target domain in the source model, incorporating uncertainties through Bayesian inference, etc.

An unsupervised source selection algorithm was proposed in [14]. This algorithm is able to select the most similar K source domains from a list of available domains. Next, an effective Transfer Neural Network performs knowledge transfer for Activity Recognition (TNNAR) by capturing both the time and spatial relationship between activities during transfer. TNNAR was evaluated by body-part translation experiments, which provides more amount of samples for the model while the samples were limited to 4 common classes of activity on each dataset. Therefore, the effectiveness of TNNAR is not guaranteed on the imbalanced small-size datasets.

Authors in [15] investigated different active learning strategies to scale activity recognition and proposed a dynamic k-means clustering based active learning approach. Using active learning alleviates the labeling effort in the data acquisition and classification pipeline. In spite of all improvement provided in the proposed model, such as computational complexity mitigation, the methods is yet prone to under-fitting down to its limited generalization ability [14].

Pan et al. introduced Transfer Component Analysis (TCA), for domain adaptation which learns transfer components across domains in a reproducing kernel Hilbert space using maximum mean discrepancy [16]. The subspace spanned by these transfer components, preserves data properties and distributions of different domains close to each other. Therefore, using the new representations in this subspace, we can apply standard machine learning methods to train classifiers or regression models in the source domain and test it in the target domain. It means TCA applies representation transfer, and the classification task should be learned in another step. Besides, TCA only learns a global domain shift and does not fully consider the intra-class similarity [17].

The Geodesic Flow Kernel (GFK) presented in [18], models domain shift by integrating an infinite number of subspaces that characterize changes in geometric and statistical properties from the source to the target domain. GFK model learns feature representations that are invariant across domains.

Some approaches perform transfer learning by reweighing
or taking samples of the source domain. Balanced Distribution Adaptation (BDA) is proposed in [19], which adaptively leverages the importance of the marginal and conditional distribution discrepancies. Based on BDA, a novel Weighted Balanced Distribution Adaptation (W-BDA) algorithm was proposed to tackle the class imbalance issue in transfer learning by considering not only the distribution adaptation between domains but also adaptively changes classes’ weights.

TransAct is another transfer learning-enabled activity recognition model introduced in [20] mitigates the degree of recognition performance confront with activities with limited labeled samples. It addressed the challenges by augmenting the Instance-based Transfer Boost algorithm with k-means clustering. This model is designed only to compensate for the domain shift in activity level.

Authors of [17], proposed a general cross-domain learning framework that can exploit the intra-affinity of classes to perform intra-class knowledge transfer named Stratified Transfer Learning (STL). First, it obtains pseudo labels for the target domain by majority voting technique. Then, it performs intra-class knowledge transfer iteratively to transform both domains into a common subspace. The model was extended to accomplish both source selection and knowledge transfer later in [21]. Although their research is dedicated to the HAR domain, the evaluation is limited to adaptation of body parts on the same person or similar body parts on different persons. Besides, both TransAct and STL model utilized time domain and frequency domain feature extraction as their input which is not suitable for recognition of high-level activities with complicated patterns.

Since the introduction of Generative Adversarial Networks (GANs) [22], adversarial machine learning is gaining increasing attention and achieving today impressive performance in a wide variety of domains such as medicine [23], [24], text and image processing [25], [26] and architecture [27], [28]. The idea behind GANs is putting generator and discriminator algorithms against each other in order to differentiate between the generated samples and real-world samples. Deep learning is used to build discriminators that continuously learn the best set of features making it hard for the generator to pass the discriminator test [29].

The preliminary attempts of applying adversarial machine learning for HAR tackled the problem of producing synthetic data. In the latter, ground-truth annotations are generated automatically and the generator has complete knowledge about the target system. [30], [31]. Nonetheless, enhancing the classification methods remains the main important challenge in this field.

With respect to knowledge transfer, some attempts applied adversarial machine learning for training a robust deep network by way of a common representation for knowledge transfer [32], [33]. Benefiting from the generalized adversarial framework, the generator component can be independently used as the target representation in order to reduce the difference between the training and test domain distributions and thus improves generalization performance. Bousmalis et al. proposed a generative adversarial network (GAN)-based method that adapts source domain images to appear as if drawn from the target domain [34]. Having transferred samples by this instance-based adaptation method, machine learning models can be trained over the target domain. SA-GAN is another adversarial instance-based transfer learning approach introduced in [10] which provides enough data to train a classifier on the target domain.

Despite all the efforts dedicated to developing Adversarial Domain Adaptation approaches for HAR, the majority of the attempts are exploiting only data produced by vision sensors. The approaches exploiting wearable sensors such as accelerometers have a high tendency of being trapped by mode collapse problem, due to the continuous nature of the sensor’s data. Besides, they are not immune to the imbalanced class distribution problem; thus, the classes with lower probability density value may have less chance of being generated.

III. Method

A. Objective

Sensor-based HAR can be formulated as predicting current activity according to a sequence of sensors outputs $x_i$ [35]:

$$f : W \rightarrow Y \mid W = \{x_i : i = 1, ..., n\}$$  \hspace{1cm} (1)

Whereas the correct activity sequence (ground truth) and input window of size $n$ denoted as $Y$ and $W$ respectively. Any HAR related dataset has a finite amount of samples that are obtained from a limited number of human subjects. However, considering the requirements of applying HAR in real-world conditions, it is more interesting to evaluate the performance of a HAR model against many human subjects who their behaviors’ data have not been included in the training dataset.

Let us define a learning domain $D$ and a learning task $T$ as bellow [8]:

$$D = (X, P(X)), T = (Y, P(Y|X))$$ \hspace{1cm} (2)

Where feature space $X$ follows the distribution $P$ and $P(Y|X)$ formulates conditional distribution of label space $Y$. The shift between the domains may root in the learning domain, learning task, or both. Furthermore, the source and target domains may be dissimilar also in terms of class distributions, typically known as class imbalance problem in machine learning. The conditional distributions of feature values are the same in source and target domains, yet the labels may not follow the same distribution in both domains.

Subject level domain adaptation concentrates on the generalization of the knowledge a machine learning model. The latter is trained from a known subject and should be extended to unknown or unseen subject. Let us consider an HAR system that is supposed to recognise the activities of the inhabitants of smart homes. The inhabitants are considered as new subjects from the perspective of the HAR system. Even if the HAR system can be setup to temporarily collect data and learn inhabitants activities in the same time in a kind of a system initialisation mode, the annotation of the collected samples, by human experts or the inhabitant themselves to apply supervised machine learning will be infeasible. In this case the appropriate approach is a semi-supervised learning,
where labeled data is provided in the source domain (subject) while target domains’ samples are label excluded. Formally, the objective is to adapt the target domain $D_t = (X_t, P(X_t))$ to the source domain $D_s = (X_s, P(X_s))$ so as to have enough labeled data to train a HAR model on target domain. It has commonly been assumed that in the class imbalance domain adaptation problems, $P(X_s|Y_s = y_i) = P(X_t|Y_t = y_i)$ is held for all classes $i$, though the distribution of classes may not be the same in both domains [36]. Fig. 1 exemplifies this concept in the datasets used for this study. Taking any pair of subjects as the source and target domain, there exists a shift concept in the datasets used for this study. Taking any pair of subjects as the source and target domain, there exists a shift concept in the datasets used for this study.

B. Adversarial Adaptation

Domain adaptation methods can be sorted out into 4 categories based on the type of knowledge transferred: Instance, feature representation, parameter, and relational transfer [10]. The first two categories focus on drawing the samples of both domains closer, by direct transformation or finding a common representation, respectively. Parameter and relational transfer methods transform prior knowledge and parameters and data relationship between domains. The proposed solution is a kind of instance transfer except that it combines the data transformation and classifier training procedure.

More formally, let us consider $X^s = \{(x_s, y_s)^i | i = 0 \rightarrow n_s\}$ represents the set of $n_s$ labeled samples from the source domain $D_s = (X_s, P(X_s))$ and $X^t = \{(x_t)^i | i = 0 \rightarrow n_t\}$ denotes the set of $n_t$ unlabeled samples from the target domain $D_t = (X_t, P(X_t))$. The proposed adversarial adaptation model consists of a Generator ($G$), Discriminator ($D$), and Classifier ($C$). The generator $G(x; z; \theta_G)$ is a differentiable function represented by a Convolutional Neural Network (CNN) that generates synthetic data, called also fake samples, by using the input and noise vector. The discriminator $D(x; \theta_D)$ is defined as a CNN that outputs a single scalar indicating the probability that $x$ came from the target domain rather than the generator. The classifier $C(x; \theta_C)$ is also a CNN predicts the class of the input. These elements are playing a min-max game together based on the cost function $\mathcal{J}$ which combines the loss functions of adversary and classification tasks as follows [10]:

$$\mathcal{J}(G, C, D, X^s, X^t) = \min_{G, C} \max_D \mathcal{J}_D(D, G, X^t, X^s) + \lambda \mathcal{J}_C(C, G, X^s) \quad (3)$$

The impact of the classification $\mathcal{J}_C$ and adversary $\mathcal{J}_D$ task loss on the generation task are reflected and controlled by $\mu$ and $\lambda$ coefficient respectively in $\mathcal{J}$. Generator supposed to generate artificial data which are similar to the samples of the target domain by descending on the gradient of $\mathcal{J}(G, C, D, X^s, X^t)$:

$$\frac{\partial}{\partial \theta_G} \mathcal{J}(G, C, D, X^s, X^t) = \mu \nabla_{\theta_G} \mathcal{J}_D(D, G, X^t, X^s) + \lambda \nabla_{\theta_G} \mathcal{J}_C(C, G, X^s) \quad (4)$$

During the training phase, these fake generated samples are getting as similar as possible so that the discriminator will not be able to discriminate them from the original target data.

The training samples are commonly feeding into the adversarial frameworks in mini-batch form, to avoid the mode collapse problem in which, the generator learns only to generate fake samples from a few classes (modes) of the data distribution, albeit the samples from the ignored modes appears in the training set [37]. Therefore, the generator collapses into the few modes that discriminator assumes them highly realistic. On the contrary, feeding the samples in mini-batch to the discriminator rather than in isolation, gives a broader horizon to the discriminator and possibly avoids the mode collapse. However, it would not be practical enough in all cases, especially for the highly imbalanced small-size datasets such as LISSI. Mini-batch selection of the dataset would even aggravate the problem in practice since it scales down the sample size. It is highly probable that the less populated classes be left without a representative in some batches, as the sample size shrinks and the proportions of the classes in the sample space cannot be taken for granted. Consequently, the discrimination of that certain classes would be unconcerned in the gradient computation of the batch due to the disappearance of their samples.

C. Proposed method

To tackle this issue, we applied a micro-mini batch strategy of learning. Each mini-batch consists of $\mathbb{C}$ micro-batches whereas $\mathbb{C}$ is the number of classes of activities in the dataset. Micro-batches contain $m$ samples randomly drawn without replacement from each one of $\mathbb{C}$ classes while $m$ can be set by the value of the least populated class population in the dataset. In this way, the proposed adversarial approach does not only prevent the Mode Collapse and its related issues but also enables a kind of parallelism of instance transfer and re-training of the target domain’s classifier.

The optimization problem for discriminator can be solved by ascending the gradient of a Mean Squared Error (MSE) loss function $\mathcal{J}_D$:

$$\mathcal{J}_D(D, G, X^t, X^s) = \frac{1}{m \mathbb{C}} \sum_{j=1}^{\mathbb{C}} \sum_{i=1}^{m} \left[ (1 - D(x^{(i)}_t))_{x^{(i)}_s \in b^t_j} + (1 + D(G(x^{(i)}_s, z)))_{x^{(i)}_s \in b^s_j} \right]$$

where $b^t_j$ and $b^s_j$ refer to the j-th micro part of the current mini-batch from the source $X^s$ and target $X^t$ domain samples, respectively. The ground truth for real/fake indication is considered as $\pm 1$ and $z$ denotes a random noise vector.
Correspondingly, the classifier attempts to assign a right label to its inputs including source domain data and the synthetic data generated by optimizing the cross-entropy loss function $\mathcal{J}_C$:

$$
\mathcal{J}_C(C, G, X^s) = \frac{1}{mC} \sum_{j=1}^{C} \sum_{i=1}^{m} \left[ -y_s^{(i)} \log C(x_s^{(i)}) - y_s^{(i)} \log \left( C(G(x_s^{(i)}), z) \right) \right]_{x_s^{(i)}, g^{(i)} \in b_i}
$$

(6)

Both the discriminator and classifier components get updated based on their gradient $\frac{\partial}{\partial \theta_D} \mathcal{J}_D$ and $\frac{\partial}{\partial \theta_C} \mathcal{J}_C$, yet any gradient-based optimizer can be exploited for each component independently. Finally, when the training loss values converge, the training phase can be terminated and the classifier component will be functional independently.

Algorithm 1 outlines the training steps. In summary, each iteration of the training procedure consists of 3 steps for the mini-batch update of discriminator D, classifier C, and generator G, respectively. Reordering the steps may affect convergence flow. The components of the model together struggle to close in the distribution of target domain samples on those of source domain where the labels are available. Having samples with approximately the same distribution, source domain labels are compatible to be exploited in supervised training of the classifier. As the distribution of generated samples $P(G(X^s, z))$ getting closer to $P(X^t)$, the performance of the classifier C improves since the source labels more deeply cohere with target inputs.

D. Adversarial Training Techniques

Training GANs includes obtaining a Nash equilibrium to a two-player non-cooperative game while each player wishes to minimize its own cost function [38]. A Nash equilibrium for our problem is a triple $(\theta_D, \theta_G, \theta_C)$ such that $\mathcal{J}_D(G, D, X^s, X^t)$ is at the maximum with respect to $\theta_D$, and $\mathcal{J}(G, C, D, X^s, X^t)$ and $\mathcal{J}_C(C, G, X^s)$ are at the minimum with respect to $\theta_G$ and $\theta_C$, respectively. Thought, finding Nash equilibria is quite problematic since maximizing $\mathcal{J}_D$ contradicts the minimization of two remaining cost functions. In addition, a very confident discriminator pose several challenges to adversarial training such as vanishing gradients phenomena on the generator, as well as instability of the generator gradient updates [39]. Different techniques have been utilized in order to overcome these challenges [38], [39]. The mini-batch discrimination strategy applied to avoid the mode collapse failure by allowing the discriminator to look at multiple samples in combination, rather than in isolation.

Label smoothing is another technique that replaces the 0 and 1 targets for a classifier with smoothed values, such as 0.9 or 0.1. Replacing positive class labels with $\alpha$ and negative class labels with $\beta$, the optimal discriminator is formulated as the following:

$$
D^*(x) = \frac{\alpha P(X_t = x) + \beta P(X_g = x)}{P(X_t = x) + P(X_g = x)}
$$

(7)

Adding continuous noise to the inputs of the discriminator can fix the instability and vanishing gradients issues and smoothen the distribution of the probability mass. Therefore, the optimal discriminator is re-written as follows:

$$
D^*(x) = \frac{\alpha P(X_t = x + \epsilon) + \beta P(X_g = x + \epsilon)}{P(X_t = x + \epsilon) + P(X_g = x + \epsilon)}
$$

(8)

Whereas $\epsilon$ denotes a continuous random variable with density $P_\epsilon$. In our case, we chose the noise inputs from uniform distribution within the interval $[0, 1]$.

IV. Experimental Setup

A. Dataset

To evaluate the performance and robustness of the proposed model, we selected three representative datasets of large, medium, and small sizes. Several HAR-related datasets are publicly available, though they mostly have their samples distributed into many subjects. The goal is to take each subject as a domain and transfer the knowledge among them. Hence, we consider the average sample size per each subject in the datasets to measure the size and select appropriate datasets based on it. The experiments have been conducted on Opportunity and PAMAP2 benchmark datasets [11], [12] and the LISSI dataset [13]. The latter is collected for the purpose of the study at the LISSI laboratory. Those datasets are briefly introduced in the following lines.

- PAMAP2: Totally 9 subjects were participating in the data acquisition of the PAMAP2 dataset following a protocol of 12 activities and 6 optional ones while wearing 3 IMUs and a Heart Rate-monitor [12]. Among them, 4 subjects with the more well-distributed classes of samples have been selected for evaluation.

![Graphs showing class distribution in Opportunity, PAMAP2, and LISSI datasets.](image)

Fig. 1. The class distribution of each subject P(Y) in Opportunity, PAMAP2 and LISSI dataset.
Algorithm 1: Micro mini-batch training of the proposed model

Input: \( X^s, X^t, Y^s \)
Output: \( C \)

for number of training iterations or until convergence do

1) Sample a micro-batch of size \( m \) from \( X^s, X^t, Y^s \) of class \( j = 1, \ldots, C \) of data:
\[
b_j^s = \{ (x_j^{(1)}, y_j^{(1)}), (x_j^{(2)}, y_j^{(2)}), \ldots, (x_j^{(m)}, y_j^{(m)}) \}, \quad b_j^t = \{ x_j^{(1)}, x_j^{(2)}, \ldots, x_j^{(m)} \}
\]

2) Make a mini-batch of source \( \{b_j^s, b_j^s, \ldots, b_j^s \} \) and target domain \( \{b_j^t, b_j^t, \ldots, b_j^t \} \) samples

3) Update discriminator \( D \) by ascending its stochastic gradient:
\[
\nabla_{\theta_D} \frac{1}{mC} \sum_{j=1}^{C} \sum_{i=1}^{m} \left[ \left( 1 - D(x_i^{(j)}) \right)_{x_i^{(j)} \in b_j^t} + \left( 1 + D(G(x_i^{(j)}, z)) \right)_{x_i^{(j)} \in b_j^t} \right]^2
\]

4) Update classifier \( C \) by ascending its stochastic gradient:
\[
\nabla_{\theta_C} \frac{1}{mC} \sum_{j=1}^{C} \sum_{i=1}^{m} \left[ -y_i^{(j)} \log C(x_i^{(j)}) - y_i^{(j)} \log \left( C(G(x_i^{(j)}, z)) \right) \right]_{x_i^{(j)}, y_i^{(j)} \in b_j^t}
\]

5) Update generator \( G \) by ascending its stochastic gradient:
\[
\nabla_{\theta_G} \frac{1}{mC} \sum_{j=1}^{C} \sum_{i=1}^{m} \left[ \lambda \left( -y_i^{(j)} \log C(x_i^{(j)}) - y_i^{(j)} \log \left( C(G(x_i^{(j)}, z)) \right) \right) + \mu \left( 1 - D(x_i^{(j)}) \right)^2 + \left( 1 + D(G(x_i^{(j)}, z)) \right)^2 \right]
\]

Return classifier \( C \).

- **Opportunity**: It consists of wearable sensors’ output while there were worn by 4 human subjects who were performing predefined unscripted daily living activities \([10]\). Four groups of activity are defined in this dataset based on the abstraction level. Generally, the more abstract activities may have more complicated and diverse patterns. To exemplify, let us compare the high level *Coffee Time* to the low level *Sit* locomotion activity. Since the activities are not scripted, there are different attitudes to make and drink coffee. Therefor, the related patterns would be more challenging to be recognized by machine learning techniques. Opportunity dataset contains 5 classes of high level activities, we aim to recognize in this research.

- **LISSI**: This dataset has been collected in the context of the Medolution project in order to develop HAR methods that can be applied for the remote monitoring of the rehabilitation self exercises performed at home. The dataset consists of sensors’ data of human subjects, which repeated a complete sequence of five rehabilitation self exercises. The subjects are equipped with wearable inertial sensors and follow a video tutorial in order to perform the exercises in the sequencing indicated by the tutorial. The data acquisition platform comprises 5 wearable sensors (Xsens Inertial Measurement Units) and 3 Kinect RGB-D cameras, which can capture the body movements from three perspectives: front, profile and the head. The LISSI dataset consists of 8 high-level classes corresponding to the self exercises, each one encapsulates a series of low-level classes, corresponding to the self exercise components, also called low-level exercises. The latter are composed of repetitive or non-repetitive movements, which may occur multiple times during the high-level exercise. The dataset includes also contextual labels that indicates how the self exercise have been performed. The dataset has been collected during two different periods involving respectively 7 and 11 subjects. Only the data belonging to 6 human subjects involved in first period are have been annotated and used for the purpose of the present study.

![Fig. 2. Distribution of the average number of samples of each class for subjects in Opportunity, PAMAP2, and LISSI datasets.](image)

**B. Data Preparation**

Data preparation for all the 3 datasets includes replacing missing values, data segmentation and normalization. A minmax normalization has been applied based on the sensor’s range of each dataset. Dimension reduction was applied for Opportunity and LISSI datasets.

Approximately 3, 1.5 and 5 seconds length sliding window was employed to segment data for Opportunity, LISSI
### TABLE I

**HYPER-PARAMETERS OF THE PROPOSED ADVERSARIAL MODEL’S COMPONENTS**

| Element | Parameter                                                                 | Values                          |
|---------|---------------------------------------------------------------------------|---------------------------------|
| Generator | Input layer dimension                                                     | (100,), (100,), (4000,)†         |
|          | Number of convolutional blocks                                            | †                               |
|          | Kernel size of 1\(^{st}\), 2\(^{nd}\) Conv. layers in convolutional blocks | cb                             |
|          | Sliding stride of 1\(^{st}\), 2\(^{nd}\) Conv. layers in the blocks       | 3, 3                            |
|          | Number of filters in 1\(^{st}\), 2\(^{nd}\) Conv. layers in the blocks    | 1, 1                            |
|          | Number of filters of output Conv. layer                                   | (100), (100), (4000)†          |
|          | Kernel size of output Conv. layer                                         | 3                              |
| Classifer | Input Layer dimension                                                     | (100), (100), (4000)†          |
| Discrimator | Number of filters for 1, 2, 3\(^{th}\) Conv. layers                     | cf, cf/2, cf/4 *               |
| Discrimator | Number of neurons in Dense output layer                                  | 6, 8, 10 †                     |
| Discrimator | Number of filters for Conv. layers                                        | 2 × df, 4 × df, 8 × df, 4 × df, 2 × df * |
| Discrimator | Number of the units in the output Dense layer                            | 1                              |

† for Opportunity, LISSI, and PAMAP2 datasets, respectively.

* the variables gf (generator filters), cf (classifier filters), and df (discriminator filters) should be tuned in training.

and PAMAP2 dataset respectively, taking into account 70% of overlap between consecutive windows of data. Although segmenting the samples into windows, provides more information about ongoing activity for the system, it enlarges the dimensionality of data to be processed.

To exemplify, let us consider 3 and 1.5 seconds windows of data which are collected with the frequency of 60 and 30 Hz for Opportunity and LISSI datasets, respectively. Having feature size of 113 and 95, segmentation lead into input vectors with thousands dimensions. Handling high-dimensional data samples is way more laborious and time consuming for artificial neural network. Hence, dimension reduction technique may come as a boon to facilitate the training process. Using Principal Component Analysis (PCA), we scaled dimensions down to 1% and 2% for Opportunity and LISSI by investigating the precision-time trade-off. However, dimension reduction imposed a crucial decrease in the performance of classification task of PAMAP2 dataset. Therefore, this step is skipped for this dataset.

Statistics of LISSI dataset show it has lower Samples per Subject rate while it has more subjects in comparison to the Opportunity dataset. Furthermore, There exist very short-length classes of activity such as Kneeling or Warm up which have fewer samples compared to the rest and make the dataset imbalanced. Since the research is focused on subject level adaptation, and a deep architecture is used in the proposed approach, we demand high amount of data for training. We figured out this problem through the use of micro-mini-batch learning strategy which is discussed in section III.

The datasets are split into training, validation and testing sets as follows. As for the Opportunity dataset, the samples of each subject were held in 5 Activity of Daily Living (ADL) files. The first 3 ADL files were dedicated to the training set, and the fourth and fifth ones considered for validation and testing sets, respectively. PAMAP2 and LISSI dataset, the samples of each subject divided into the training, validation and testing set proportional to 0.6, 0.1, 0.3, respectively. In summary, each experiment has a source and target subject which their samples are categorized into 3 disjoint subsets. The reported results obtained over the testing set for the target subject.

### V. Experiments

As earlier discussed in section IV, Opportunity, PAMAP2 and LISSI datasets are preprocessed for the evaluation of the proposed method. Set of subject translation experiments have been held to practically demonstrate the necessity of domain adaptation and its effectiveness as well.

For each dataset samples of each subject are considered independently as the source or target domain. For each target domain (subject) a classifier is adapted, examined and compared with two other adaptation methods, namely, Stratified Transfer Learning (STL) and Geodesic Flow Kernel (GFK) as well as adaptation performance upper bound. The implementations of all the experiments for STL and the proposed model have been done in Python using Keras and Tensroflow.
The codes of GFK and STL are provided in Matlab and can be obtained online.

Table I details the components of the proposed approach. The complexity of the addressed problem is different for each source-target pair of subjects. Therefore, the complexity of the proposed method should be adjusted by using its controlling parameters, including $c_b$, $g_f$, $c_f$, and $d_f$. The high learning capacity of one-dimensional Convolutional Neural Networks, makes them more suitable for this application. Additionally, employing CNN models facilitates the recognition task by extracting more abstract feature values rather than time and frequency based handcrafted feature extraction approaches.

A. Results and Analysis

We evaluate the proposed model by conducting extensive experiments on three datasets of different size to assess its functionality and robustness. We opted for W-F1 measure as the evaluation metric since it gives better insight comparing to accuracy, precision, and recall deliberating imbalance distribution of classes in the dataset. Fig. 2 depicts the mean sample rate for each class on these datasets. Opportunity dataset is the most populated one among the selected datasets; nonetheless, it supposed to be challenging due to its highly imbalanced distribution. PAMAP2 dataset includes the smoothest distribution of classes; however, it contains more classes of activities with less sample/class rate. Finally, LISSI dataset is expected to be the most challenging one owing to its less populated and imbalanced distribution of samples.

Analysis of the model during the training: Fig. 3 portrays the loss value trends for three main components of the proposed model during a translation experiment on the PAMAP2 dataset. The plot highlights the adversary of generator and discriminator as it was presumed. The loss values for $D$ and $G$ are fluctuating oppositely; in the periods that $G$ is improving by decreasing its loss values, $D$ is deteriorating and vice versa. The whole framework converges after about 150 epochs in this experiment, when the discriminator achieves desired uncertainty($D^*$), generator and classifier both converges and no further improvement can be reached by optimizing the loss functions. The trend of accuracy improvement of the proposed model and SA-GAN in Fig. 3 approves the effectiveness of our proposed model which improves the performance of adversarial adaptation. The plot compares the accuracy of the models over the validation set of the samples from the target subject in PAMAP2 dataset. Although, both models set out similar performance in the beginning, the proposed model shows more superiority over SA-GAN after 100 epochs as it is reaching closer to the convergence.

Evaluation of the model over different datasets and comparison with state-of-the-art (test phase): Table II outlines the results of subject-level transfer learning on Opportunity dataset comparing with other states of the art models. This dataset is considered a large scale one since it holds on average 6400 windows of samples per subject. The No Transfer column refers to the experiments have been done to justify the necessity of domain adaptation by training a Convolutional Neural Network over the source domain and testing it against the target domain samples, directly without any adaptation technique. Since the proposed method is a semi-supervised one, we considered the outcomes of the CNN trained under the supervision, as the upper bound for domain adaptation. Training a model with the annotated data from the same domain, is considered as the highest margin that can be accomplished. Hence, the adaptation performance regarded as convincing as it is close to the upper bound. We find that our proposed method improved the performance of classification task in compare with other adversarial domain adaptation method SA-GAN by 7.3% on average which admits the effectiveness of micro-mini-batch training approach. Entirely, the proposed model improves the classification performance in 8 out of 12 experiments, accomplished best and second-best W-F1 measure in more than 83% of the experiments.

The results on Opportunity dataset, concur the competence of the proposed approach in large scale datasets. Let us...
consider all three available source of knowledge transfer for each source domain in this dataset. The classifier adapted by the proposed model presented the best classification results for 3 out of 4 target domains and competitive result for the remaining one.

Table II summarizes the results of classification on a medium-size dataset, PAMAP2, which has 2049 segmented samples per subject on average. However, this dataset comes to be challenging as it contains 10 classes of activities which is higher than the Opportunity dataset with 6 classes. It might adversely affect the performance due to the more probable imbalanced distribution of the classes. Though, the results in Table II demonstrate that the proposed micro-mini batch learning technique overcame this challenge. The proposed model dominated other states of the art methods in more than 90% of the experiments and improved W-F1 measure up to 13%.

The results on Fig. 4 presents a competitive performance of the proposed model over LISSI dataset. It dominated the STL and GFK model in all the experiments and came up close to the supervised learning performance. It can be inferred from the results that both adversarial models overall performed well on this imbalanced small size dataset in terms of W-F1 measure.

**Performance of the model over a given sample:** As can be inferred from the Table IV and Fig. 5, the proposed model performed well in the classification of samples from Subject 2 by leveraging knowledge from subject 4 in Opportunity dataset. The precision values are notably higher than recall and W-F1 measure in null and Sandwich time classes. Reminding the precision and recall formula as bellow, it can be concluded:

\[
\text{Recall} = \frac{TP}{TP + FN}, \quad \text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Precision} > \text{Recall} \rightarrow FN > FP
\]

which means that the proposed model falsely rejected samples more frequently than it falsely predicted the samples that belong to these two classes. The most likely explanation of this phenomena is the tension of the adversarial models to collapsing, which may push the model to falsely tag samples as if they are drawn from the class that the generator collapsed on. Furthermore, the classifier did not present significant results...
in recognition of samples from Coffee time and Clean up classes. It is interesting to note that these classes of activities have been among the most problematic classes, even for a model which had supervised training by the samples of the target subject. This discrepancy could be attributed to their more complicated patterns compared to the rest; the pattern of making coffee may highly vary from a human to another due to the unscripted data acquisition approach [40]. Therefore, models require more samples to generalize yet the datasets contain limited number of samples.

The number of samples, overlap between classes, duration of the activities, and level of abstraction are some of the factors associated with the complexity of recognition task. Supposing slight similarity overlap between classes, the activities contain sharper movements could be straightforward in recognition, since the peaks in acceleration data are more discernible. According to Table IV the proposed model delivers low precision in recognizing the samples from Warm up class of LISSI dataset. The Warm up activity is short-length and contains an extremely rapid sharp movement, which makes the recognition more challenging for the model.

Cleaning activity in both PAMAP2 and Opportunity dataset is amongst the most perplexing activities owing to its high abstraction level. There exist a large set of sub-activities combination which forms the cleaning activity and no dataset affords full coverage of it. Samples of one activity of the same human subject (domain) may considerably vary based on the innate non-deterministic behavior of human beings; hence, the high generalization capability is required to overcome this intra-domain shift between train and test set of the same domain, as well as the inter-domain shift between source and target domains. On the other hand, activities such as Cycling,
other states of the art models on the LISSI dataset, which is
the proposed model revealed competitive results compared to
applying a micro-mini-batch learning technique on Opportu-
improved the adversarial domain adaptation performance by
the PAMAP2 benchmark medium-size multi-class dataset. It
which reinforce the effectiveness of micro-mini-batch training
performance with an average of 7.5% for the three datasets,
method, our proposed model enhances the final classification
of the data. The findings of our research are quite convincing,
Human Activity Recognition. The proposed semi-supervised
adversarial framework for knowledge transfer in the domain of
theless, a slight phenomena of imbalance learning still can be
affected as it can be observed in
acceleration pattern. Consequently these activities are more
tangible for the model to classify as it can be observed in
Table IV
Analysis of Fig. 5 reveals prevailing recognition performance in terms of F1 measure over PAMAP2 dataset. Never-
theless, a slight phenomena of imbalance learning still can be
found over the samples of Standing, Descending and Cleaning
class which can be addressed in future work.
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VII. CONCLUSIONS AND FUTURE WORK
Recent trends in Generative Adversarial Networks have led
to a proliferation of studies that offer adversarial solutions for
a variety of applications in Artificial Intelligence mostly Image
Processing and Vision. This study set out to propose a generic
adversarial framework for knowledge transfer in the domain of
Human Activity Recognition. The proposed semi-supervised
model has been evaluated against three datasets with different
challenges to assess its robustness to the scale and imbalance of
the data. The findings of our research are quite convincing,
and thus the following conclusions can be drawn:
Compared to the SA-GAN adversarial domain adaptation method, our proposed model enhances the final classification performance with an average of 7.5% for the three datasets, which reinforce the effectiveness of micro-mini-batch training approach. The proposed model provides striking results on the PAMAP2 benchmark medium-size multi-class dataset. It improved the adversarial domain adaptation performance by applying a micro-mini-batch learning technique on Opportunity large-scale yet highly imbalanced dataset. Interestingly, the proposed model revealed competitive results compared to other states of the art models on the LISSI dataset, which is
very challenging in terms of both the number of samples and balance of classes. Our comprehensive assessment was carried out over high-dimensional data of highly abstract activities in all three datasets. Besides, the proposed approach is not HAR-exclusive and it can be potentially utilized to solve other domain adaptation problems.
The results support the effectiveness of the proposed model to address the imbalanced learning challenges. Further studies with more focus on the lack of samples problem will be undertaken. In future investigations, it might be possible to use multiple sources of knowledge or a combination of transferred models from different source domains, and the source/model selection policies. In addition, the integration of the ontology-based reasoning to the present approach could be a mean of improvement of the classification results obtained by Machine Learning.

Fig. 5. Comparison of per class F1-score in Opportunity, PAMAP2, and LISSI datasets.

Relaxation, or Lying contain a common inter and intra-domain
acceleration pattern. Consequently these activities are more
tangible for the model to classify as it can be observed in Table IV
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