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Nicolas Borghini, Marc Borrell, Nina Feld, Hendrik Roch, Sören Schlichting, and Clemens Werthmann
Fakultät für Physik, Universität Bielefeld, D-33615 Bielefeld, Germany

We develop a general decomposition of an ensemble of initial density profiles in terms of an average state and a basis of modes that represent the event-by-event fluctuations of the initial state. The basis is determined such that the probability distributions of the amplitudes of different modes are uncorrelated. Based on this decomposition, we quantify the different types and probabilities of event-by-event fluctuations in Glauber and Saturation models and investigate how the various modes affect different characteristics of the initial state. We perform simulations of the dynamical evolution with KoMPoST and MUSIC to investigate the impact of the modes on final-state observables and their correlations.
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I. INTRODUCTION

Experiments with relativistic heavy-ion collisions at facilities like the Relativistic Heavy Ion Collider and the Large Hadron Collider provide the opportunity to study deconfined QCD matter which is dynamically evolving in an out-of-equilibrium state. Over the last years it has become emergent that the bulk dynamics of the evolving QCD matter can be described by relativistic dissipative fluid dynamics [1–3].

Evidently, the description of the Quark Gluon Plasma (QGP) as a relativistic viscous fluid requires the knowledge of an initial condition for fluid-dynamical fields, as well as the QCD equation of state and transport coefficients to close the system of equations. While the QCD equation of state can be obtained from lattice QCD simulations [4–7], a first-principles calculation of QCD transport coefficients represents an outstanding theoretical challenge, as does the calculation of the initial energy deposition in high-energy heavy-ion collisions.

Generally, this so-called initial state in heavy-ion collisions is obtained from theoretical models [8–15], which ultimately provide profiles of the hydrodynamic fields that fluctuate on an event-by-event basis, with a varying degree of sophistication and rooting in the underlying theory of QCD. During the early pre-equilibrium stage, where the system approaches local thermal equilibrium to assure the subsequent applicability of fluid dynamics, these initial-state fluctuations get modified, which despite the short duration of this period of $\sim 1 \text{ fm}/c$ can have an impact on the observables in the final state [16–18]. Subsequently, over the course of the nonlinear hydrodynamic evolution, the fluctuations in the initial state can again either be washed out or intensified [19, 20], before eventually leaving an experimentally observable imprint on the final-state observables.

Since neither the QCD transport properties nor the initial state can be directly inferred from experimental observations, it has thus become customary to simultaneously extract properties of the initial state and QCD transport properties from statistical model/data comparisons [21–27]. However, it is intuitively clear and empirically proven, that in such global analyses, the different aspects are strongly correlated [22, 23] and different assumptions about the properties of the initial state can lead to different extractions of QCD transport properties (see, e.g., Ref. [28] for a recent example).

By now there exist a sizable number of different initial-state models, which are based on different underlying degrees of freedom, ranging from models derived within effective theories of high-energy QCD, such as IP-Glasma [12, 29] or EKRT [30, 31], to purely parametric models, such as the Monte Carlo Glauber model [8] or T-$\text{R}E$NTo [14]. However, despite this plethora of choice, up to now there exists no systematic framework for the general characterization of these models. While for some specific observables, such as, e.g., the flow harmonics $v_n$ [32, 33], characterizations of the initial state or initial-state estimators of these quantities, such as the eccentricities $\varepsilon_n$, have been empirically derived [34–41], it is often times not clear what aspect of a particular model is favored or disfavored by certain experimental observations [42].

Beyond such event-by-event hydrodynamic simulations of final-state observables from fluctuating initial states, some effort has been invested to describe the initial state in terms of fluctuations around an average profile [43–49], which allows to scrutinize the effects of different kinds of initial-state fluctuations on final-state observables [50]. While this mode-by-mode approach can also reduce the computational cost of the analysis, in practice it is typically limited to the linear response, and has not been systematically tested against event-by-event simulations.

The central objective of this paper is to develop an optimal decomposition of the initial state into fluctuations around an average background, which can serve as a systematic framework for the characterization of the initial-state and final-state response in high-energy heavy-ion collisions. By performing a diagonalization of the covariance matrix of different fluctuating modes, this framework serves to quantify the structure and statistical importance of different types of fluctuations. Since the construction of this basis is in a certain sense optimized for the mode-by-mode approach, it also allows us to calculate the linear and quadratic response of initial- and final-state observables. We will exemplify the use of this framework with the example of two different initial-state models — a Glauber model.
and a Saturation model — which further gives us the possibility to study their differences within our framework. By performing state-of-the-art dynamical simulations in KoMPoST [51] and MUSIC [52–54], we further investigate the impact of the mode-by-mode linear and quadratic response on final-state observables, and further compare the results of the mode-by-mode approach to the more commonly used event-by-event simulations.

This paper is organized as follows. In Sec. II we introduce the theoretical framework of the density-matrix formalism, as well as the two models used in the following. Then we present the results of the statistical characterization of the background and the fluctuating modes and possible characterization schemes thereof. In Sec. III we introduce the (non-)linear response theory for the fluctuation modes and our simulation setup for the dynamical system evolution. We present our results for the linear and quadratic mode-by-mode response, in particular the responses of the flow coefficients to the initial-state eccentricities. In Sec. IV we turn to the variances and correlations of different characteristics. We introduce a prediction of joint probability distributions for observables using a Gaussian statistics ansatz within the mode-by-mode approach and compare it to the event-by-event results. In Sec. V we draw our conclusions.

II. STATISTICAL CHARACTERIZATION OF THE INITIAL STATE

Below we introduce our decomposition of initial states in terms of an average state and fluctuation modes, and we apply the decomposition to initial states from two different models. The construction of a basis of uncorrelated fluctuation modes about an average event, starting from a random sample of events, is explained in Sec. II A. We then describe in Sec. II B the two initial-state models that will be used as illustration in this paper, namely a Monte-Carlo Glauber model and a Saturation model. For both models and collisions at fixed parameter, namely, either $b = 0$ or $b = 9$ fm, we present in Sec. II C the respective average states and fluctuation modes. A few global characteristics of the latter are then introduced and discussed (Sec. II D), first in terms of eccentricities and angular-integrated radial profiles, then with a Bessel–Fourier decomposition.

A. Mode decomposition of the initial state

The starting point of our analysis is a set of $i = 1, \ldots, N_{\text{ev}}$ configurations $\{\Phi^{(i)}\}$ from a given initial-state model, that includes fluctuations on an event-by-event basis. The configurations $\Phi^{(i)}$ may for instance be energy or entropy density profiles, i.e., a function of the position $x$, corresponding either to events at a fixed impact parameter $b$ or within a certain centrality class. We show that one can introduce an average configuration $\bar{\Psi}$ and appropriate set of modes $\{\Psi_l\}$ such that every configuration $\Phi^{(i)}$ can be written as the sum of $\bar{\Psi}$ and a linear combination of the modes:

$$
\Phi^{(i)}(x) = \bar{\Psi}(x) + \sum_{l} c_l^{(i)} \Psi_l(x),
$$

with expansion coefficients $\{c_l^{(i)}\}$ that are realizations of centered, uncorrelated random variables with unit variance, i.e.,

$$
\langle c_l \rangle = 0,
$$

$$
\langle c_l c_{l'} \rangle = \delta_{ll'},
$$

where $\langle \cdots \rangle$ denotes a statistical average over events. For brevity we shall omit the position variable $x$ in the remainder of this section. We assume for simplicity that the $\{\Phi^{(i)}\}$ are real-valued, as holds for thermodynamical densities.

The “background” or “average event” is most naturally defined by averaging the individual configurations $\{\Phi^{(i)}\}$ over the $N_{\text{ev}}$ events, i.e.,

$$
\bar{\Psi} \equiv \frac{1}{N_{\text{ev}}} \sum_{i=1}^{N_{\text{ev}}} \Phi^{(i)}.
$$

The “events” $\{\Phi^{(i)}\}$ can be viewed as elements of a Hilbert space of functions of $x$, on which we consider an arbitrary orthonormal basis $\{\hat{\chi}_l\}$. In principle, the Hilbert space is infinite-dimensional, but in practice we shall discretize the energy density on a finite grid, in which case the Hilbert space is finite-dimensional. In that case, we consider the

$\footnote{The inner product is the usual one for square-integrable functions, namely, their overlap integral over the whole space.}$
trivial basis of grid points, that is \( \chi_l(x) = \delta_{l,x} \), with the standard inner product \( \sum_x f(x)g(x) \). Each event, or more precisely its deviation from the average event, can be decomposed over that basis

\[
\Phi^{(i)} = \bar{\Psi} + \sum_l \tilde{c}_l^{(i)} \chi_l.
\]

Clearly, the expansion coefficients obey

\[
\frac{1}{N_{ev}} \sum_{i=1}^{N_{ev}} \tilde{c}_l^{(i)} = 0.
\]

If we now view the events \( \{ \Phi^{(i)} \} \) as equiprobable states, then for every \( l \) the coefficients \( \{ \tilde{c}_l^{(i)} \} \) can be interpreted as realizations of a random variable \( \tilde{c}_l \), with \( \langle \tilde{c}_l \rangle = 0 \) thanks to Eq. (6). To those equiprobable states one can associate a density matrix

\[
\rho = \frac{1}{N_{ev}} \sum_i \Phi^{(i)} \Phi^{(i)\dagger},
\]

which according to Eq. (5) and (6) equals

\[
\frac{1}{N_{ev}} \sum_i \Phi^{(i)} \Phi^{(i)\dagger} = \bar{\Psi} \bar{\Psi}^\dagger + \sum_{l,l'} \langle \tilde{c}_l \tilde{c}_{l'} \rangle \tilde{\chi}_l \tilde{\chi}_{l'}^\dagger.
\]

To obtain a density matrix \( \rho \) reflecting solely the fluctuations about the average event, we consider

\[
\rho \equiv \frac{1}{N_{ev}} \sum_i \Phi^{(i)} \Phi^{(i)\dagger} - \bar{\Psi} \bar{\Psi}^\dagger = \sum_{l,l'} \langle \tilde{c}_l \tilde{c}_{l'} \rangle \tilde{\chi}_l \tilde{\chi}_{l'}^\dagger.
\]

Next, we diagonalize the density matrix

\[
\rho \tilde{\Psi}_l = \lambda_l \tilde{\Psi}_l
\]

and sort the (orthonormal) basis vectors \( \{ \tilde{\Psi}_l \} \) according to the magnitude of their eigenvalues \( \lambda_l \). The latter quantifies the relative weight of the contribution of \( \tilde{\Psi}_l \) to the \( N_{ev} \) random events. The spectral decomposition of the density matrix thus reads

\[
\rho = \sum_l \lambda_l \tilde{\Psi}_l \tilde{\Psi}_l^\dagger.
\]

Comparing Eqs. (6) and (11), we see that choosing the basis of eigenvectors \( \{ \tilde{\Psi}_l \} \) of \( \rho \) as arbitrary basis \( \{ \tilde{\chi}_l \} \) in decomposition (5), the random variables defined by the expansion coefficients obey

\[
\langle \tilde{c}_l \rangle = 0
\]

for all \( l \) and \( l' \), in addition to the property \( \langle \tilde{c}_l \rangle = 0 \) mentioned above.

As final step, we rescale each eigenvector of \( \rho \) by a factor determined by the associated eigenvalue:

\[
\Psi_l \equiv \sqrt{\lambda_l} \tilde{\Psi}_l,
\]

such that the “modes” \( \{ \Psi_l \} \) form an orthogonal basis but are not uniformly normalized to unity. Physically they represent the fluctuation modes contributing to initial-state configurations, and the normalization \( \sqrt{\lambda_l} \) measures by how much \( \tilde{\Psi}_l \) typically contributes to a configuration. Redefining in parallel the expansion coefficients as

\[
c_l \equiv \frac{\tilde{c}_l}{\sqrt{\lambda_l}},
\]

so that the decomposition (5) of the \( i \)th event takes the form (1), the property \( \langle \tilde{c}_l \rangle = 0 \) becomes at once Eq. (2), while relation (12) yields Eq. (3). Thus we have attained our goal.

We note that in practice, one can directly process a set of “events” — in the following energy density profiles — to compute the average state (4) and the density matrix via Eqs. (4) and (9). Subsequently, the density matrix is
diagonalized, from where one obtains the modes \( \{ \Psi_l \} \) and the eigenvalues \( \lambda_l \). We further note that the average event is not part of the basis of modes, which means that \( \Psi \) can be decomposed over this basis if needed.

In the present paper we only investigate energy density profiles in the transverse plane to reduce the numerical complexity. It is a straightforward procedure to extend the decomposition method to a third spatial dimension just by introducing an additional index in the numerical computation of the average state and the density matrix for the longitudinal direction. However, this increases substantially the amount of computing power required. The current derivation of our decomposition method includes a single scalar field density for the initial state. From a purely hydrodynamic point of view, one could also consider initial conditions involving the entire energy-momentum tensor in the same manner as a third dimension by introducing more indices in the numerical computation for the different tensor entries. Any nontrivial rotational properties of the latter quantities do not require modifications of the decomposition, because they emerge naturally in the procedure.

**B. Models**

While the mode decomposition in Eqs. \( \text{[1]–[3]} \) is completely general, we now apply it to the study of profiles of the initial energy density in the transverse plane of a heavy-ion collision. We illustrate this at the example of two different models for the initial state of Pb–Pb collisions at \( \sqrt{s_{NN}} = 5.02 \) TeV, namely a Glauber model and a Saturation model, which we now briefly introduce.

Both models rely on a Monte Carlo (MC) sampling of the Pb nuclei from a spherically symmetric Woods–Saxon distribution \( \text{[55]} \) with half-density radius \( R = 6.62 \) fm and diffusivity \( a = 0.546 \) fm. The two nuclei generated for one Pb–Pb event are then shifted by the impact parameter of the collisions, which is in all our simulations oriented along the \( x \)-axis and has a fixed value, mostly either \( b = 0 \) or \( b = 9 \) fm. The center of each nucleus is defined by the center of mass of the resulting nucleon configuration. In this exploratory study we consider fixed impact parameters to study the effects of a rotationally symmetric average state and one with broken rotational symmetry. It is also straightforward to apply the same procedure on centrality-selected events.

With these MC models we produce two-dimensional energy-density profiles \( e(x) \), that are suitable as initialization for longitudinally boost invariant dynamics as will be presented in Sec. \( \text{[11]} \). For the present exploratory study we did not try to optimize the choice of parameters of the models such that they yield the same value for a given quantity under identical conditions, e.g., the same average total energy or multiplicity in collisions at \( b = 0 \).

1. Glauber model

We use a MC Glauber model in which we sample the positions of nucleons. To mimic their Fermi repulsion, we implemented a minimum nucleon separation of 0.4 fm.

To generate the energy density profiles in the overlap region of the two sampled Pb nuclei, we compute the local number \( N_{\text{part}}(x) \) of participants and the local number \( N_{\text{coll}}(x) \) of binary collisions. For the collision between two nucleons we use a geometric criterion, namely the distance between their transverse positions has to be less than \( \sqrt{\sigma_{\text{inel}}}/\pi \). Since in this paper we only consider nuclear collisions at \( \sqrt{s_{NN}} = 5.02 \) TeV, we take \( \sigma_{\text{inel}} = 68.6 \) mb for the inelastic nucleon-nucleon cross section.

The values of the numbers of participants and binary collisions are stored on a two-dimensional grid with a spacing of 0.1 fm. For \( N_{\text{part}}(x) \) we use the grid points closest to the respective positions of the nucleon centers, while for \( N_{\text{coll}}(x) \) the grid point closest to the halfway point between the two nucleons is used. In a second step, the initial energy density profile is assumed to be given by a linear combination of contributions from soft processes, represented by \( N_{\text{part}}(x) \) and hard processes, represented by \( N_{\text{coll}}(x) \) \( \text{[56]} \):

\[
e_d(x) \propto (1 - \alpha) \frac{N_{\text{part}}(x)}{2} + \alpha N_{\text{coll}}(x), \tag{15}
\]

with a fraction from binary scatterings \( \alpha = 0.2 \). To obtain a smooth profile, we redistribute the energy density \( e_d \) at each grid point \( (x_i, y_j) \) in its vicinity using a Gaussian smearing \( \propto e^{-(x-x_i)^2+(y-y_j)^2}/2\sigma^2 \) with width \( \sigma = 0.4 \) fm \( \text{[57]} \).

The overall normalization factor \( (1246 \) GeV/fm\(^2\) of the energy density in Eq. \( \text{[15]} \) was roughly matched to obtain the charged hadron multiplicity at midrapidity for central events. This gives us our profile \( e(x) \), which we identify with the energy density at midrapidity

\[
e(x) \equiv \frac{dE}{\tau_0 d^2 x dy} \bigg|_{y=0} \tag{16}
\]
where \( \tau_0 \) is the initialization time of the system, which later on in Sec. [11] will be the starting time of the KoMPoST evolution, and \( y \) denotes the spatial rapidity.

2. Saturation model

The second model that we consider for the initial state is based on the color glass condensate (CGC) effective field theory for QCD at high energies [58, 59]. To compute the initial energy deposition in the collision between nuclei \( A \) and \( B \), we start from the \( k_T \)-factorization formula [60, 61]

\[
\frac{dN_g}{d^2 x d^2 P dY dy} = \frac{g^2 N_c}{4\pi^5 P^2 (N_c^2 - 1)} \delta(Y - y) \int \frac{d^2 k}{(2\pi)^2} \Phi_A(x + \frac{b}{2}, k) \Phi_B(x - \frac{b}{2}, P - k)
\]

(17)

for the initial transverse momentum \( (P) \) spectrum of gluons produced per unit rapidity \( (Y) \) at transverse position \( x \). Here \( g \) is the Yang–Mills coupling, \( N_c = 3 \) the number of colors, \( b \) the impact parameter of the nuclei-nucleus collision, and \( \Phi_{A/B}(x, k) \) the unintegrated gluon distribution of nucleus \( A \) or \( B \). Within the Golec-Biernat and Wüsthoff (GBW) model [62] the latter is parameterized as

\[
\Phi_{A/B}(x, k) = \frac{N_c^2 - 1}{g^2 N_c} \frac{k^2}{Q_{s_{A/B}}^2} e^{-k^2/Q_{s_A/B}^2},
\]

(18)

where \( Q_{s_{A/B}}^2 = Q_{s_{A/B}}^2(x, x) \) is the (adjoint) saturation scale [63] for the nucleus, which depends on the transverse position \( x \) and the longitudinal momentum fraction \( x \equiv |P| e^{\pm Y}/\sqrt{s_{NN}} \). From Eqs. (17) and (18) we can analytically derive the gluon spectrum within the GBW model and compute the initial transverse energy density per unit rapidity in a heavy-ion collision via

\[
[e(x)\tau]_0 = \int dY \int d^2 P |P| \frac{dN_g}{d^2 x d^2 P dY dy}.
\]

(19)

By assuming that the energy density is dominated by \( |P| \approx Q_{s_{A/B}} \), i.e.

\[
x = \frac{Q_{s_{A/B}}(x, x) e^{\pm Y}}{\sqrt{s_{NN}}},
\]

(20)

the integrals in the GBW model can be evaluated analytically and yield

\[
[e(x)\tau]_0 = \frac{N_c^2 - 1}{4g^2 N_c \sqrt{\pi}} \frac{Q_{s_{A}} Q_{s_{B}}^2}{Q_{s_{A}}^2 + Q_{s_{B}}^2} \left[ 2Q_{s_{A}}^4 + 7Q_{s_{A}}^2 Q_{s_{B}}^2 + 2Q_{s_{B}}^4 \right].
\]

(21)

We can then compute the energy density at each point in the transverse plane from the saturation scales of the nuclei at the given position.

We parameterize the latter as

\[
Q_{s_{A/B}}^2(x, x) = Q_{s,p}^2(x) \sigma_0 T_{A/B}(x),
\]

(22)

where \( \sigma_0 T_{A/B}(x) \) effectively counts the number of nucleons at transverse position \( x \), with \( T_{A/B}(x) \) the nuclear thickness function and \( \sigma_0 = 2\pi B_G \) where the nucleon size \( B_G = 4 \text{ GeV}^{-2} \) is determined from fits [64,65] to HERA data. For the thickness function we use a MC Glauber sampling of nucleon positions \( x_i \) inside each nucleus and summing over all nucleons we compute

\[
T_{A/B}(x) = \sum_{i \in A/B} T_p(x-x_i),
\]

(23)

with a Gaussian proton thickness function \( T_p(x) \) [66]

\[
T_p(x) = \frac{1}{2\pi B_G} e^{-x^2/2B_G}.
\]

(24)
For the average saturation scale $Q_{s,p}^2(x)$ of the proton in Eq. (22), we use

$$Q_{s,p}^2(x) = Q_{s,0}^2 x^{-\lambda} (1 - x)^\delta$$

with $Q_{s,0}^2 = 0.63 \text{ GeV}^2$, $\lambda = 0.36$ and $\delta = 1$. We solve Eqs. (20) and (22) self-consistently in the limit $x \ll 1$, yielding

$$x = \left( \frac{Q_{s,0}^2 \sigma T_{A/B}(x) e^{2Y}}{s_{NN}} \right)^{\frac{1}{1+\lambda}},$$

which can then be inserted in Eq. (22) to obtain the saturation scale of the respective nucleus, and thereby the initial-state energy density in Eq. (21). Since the energy density in Eq. (21) is computed at leading order, we allow for an additional rescaling of the energy density of order one to reproduce the charged hadron multiplicity at midrapidity in central events.

C. Mode decomposition for the Glauber and Saturation models

To apply the mode decomposition introduced in Sec. II A to energy density profiles obtained within the models described in Sec. II B we generated for each model and for each impact-parameter value $N_{\text{ev}} = 2^{21}$ random profiles. This large number of “events” allows us to reduce statistical uncertainties and also to better assess the possible degeneracy between modes with closely lying eigenvalues.

From each set of random events we computed the corresponding average state $\bar{\Psi}$ [Eq. (4)] and density matrix $\rho$ [Eq. (9)]. To decompose the latter on a finite basis, we introduce a new orthogonal spatial grid with $N_s^2 = 128 \times 128$ sites with a spacing of 0.19 resp. 0.21 fm for the Glauber resp. Saturation model. The density matrix $\rho$ is then constructed on the trivial orthonormal basis whose $N_s^2$ elements have a unit weight localized at a single grid site and vanish elsewhere, that is $\chi_l(x) = \delta_{lx}$. Diagonalizing this $(N_s^2 \times N_s^2)$-dimensional representation of $\rho$ is the most time-intensive step in the calculation of the modes $\{\Psi_l\}$, which are thereby determined together with their respective eigenvalues $\{\lambda_l\}$.

Due to the high computational demand for the generation of the profiles, especially for diagonalizing the density matrix, we decided to coarse grain the resolution of the Glauber model using a bilinear interpolation, and we set the resolution of the Saturation model accordingly.
In Fig. 1 we show energy density profiles of the average event $\bar{\Psi}$, Eq. (4), computed for both models at four different values of the impact parameter. We emphasize that in our study the impact parameter is always oriented along the $x$-direction. Alternatively, one could let the orientation vary randomly on an event-by-event basis, such that the average state would always have an azimuthal rotation symmetry. By fixing the direction of the impact parameter, the leading contributions to (anisotropic) flow observables are captured by the average state, such that the fluctuations on top of this state are small in size and perturbation theory for observables can be applied without the need to go to high orders in the expansion. Conversely, in an expansion around an azimuthally symmetric average event for collisions at nonzero impact parameter, the large elliptic deformation of the initial profiles has to be entirely captured by the fluctuation modes, whose relative contribution to the total energy density of each individual event is thus much more important. Accordingly, a decomposition around a rotationally symmetric average state would complicate the perturbation theory of the observables introduced later on. Here and in later figures, the coordinates are given in units of the radius of the Pb nucleus used for nucleon sampling, i.e., $R = 6.62$ fm. As was to be expected, these profiles are azimuthally symmetric at $b = 0$ and become more and more elliptic with increasing $b$. In fact, the average event seems to be more elliptic in the Saturation model than in the Glauber model, which will be confirmed hereafter. The energy density at the center takes larger values in the Glauber model, yet this is not really significant since the parameters of the two models were not calibrated so as to yield equal results for a global quantity like the total energy of $\bar{\Psi}$ — accordingly, when we compare the radial profiles in Sec. III D below, we rescale the average events by their respective total energies.

Interestingly, the average event $\bar{\Psi}$ in the MC Glauber model at a given impact parameter is almost identical to the energy density profile given by an optical Glauber model with the same scaling with $N_{\text{part}}$ and $N_{\text{coll}}$ and the same parameters. A qualitative check done by plotting the two densities on top of each other reveals only small differences in the outer regions of the profile. This was confirmed more quantitatively by a Bessel–Fourier expansion of the densities, which will be described in Sec. III D 2 in further detail.

Before we present the fluctuation modes and their eigenvalues, let us discuss the expansion coefficients $\{c_l\}$. We picked 8192 random events among the $N_{\text{ev}}$ used to determine the average event and the modes, and we decomposed them according to Eq. (1). For each value of $l \geq 0$, which labels the modes in order of decreasing eigenvalue $\lambda_l$, we thus obtained 8192 values of the expansion coefficients $c_l$. In Fig. 2 we show relative frequency histograms for the coefficients $c_l$ of the 15 modes ($0 \leq l \leq 14$) with the largest eigenvalues and of a few higher modes ($l \in \{200, 201, 202\}$), computed for the Glauber model at impact parameters $b = 0$ (left panel) and $b = 9$ fm (right). We also display a Gaussian distribution with unit variance for comparison.

At vanishing impact parameter, the probability distributions $p(c_l)$ of all modes, irrespective of $l$, are very close to being Gaussian. Indeed the residual difference between the relative frequencies and the standard normal distribution

![Figure 2](image-url)
Some distributions, as e.g., $p(b)$, is at most about 0.05 in absolute value. At $b = 9$ fm, the expansion coefficients $c_l$ are still almost Gaussian-distributed, although the deviations are larger than at $b = 0$, with residual differences ranging up to 0.1 for the shown modes. Some distributions, as e.g., $p(c_l)$, seem to be skewed even for small $l$ values. In turn, the tails of the modes around $l = 200$ are thinner than that of the Gaussian distribution, hinting at a positive excess kurtosis.

For a more quantitative comparison to the standard normal distribution, we computed the first four moments of the $p(c_l)$ distributions obtained from the 8192 events. These moments are presented in Appendix A for both Glauber and Saturation models at $b = 0$ and $b = 9$ fm.

A natural measure of the relative importance of the fluctuation modes $\{\Psi_l\}$ is via the eigenvalues $\{\lambda_l\}$, which quantify their contributions to the density matrix $\rho$. Eq. (11): more precisely, $\|\Psi_l\| = \sqrt{\lambda_l}$ by construction. To include the average event $\bar{\Psi}$, which is not an eigenvector of $\rho$, in the comparison, we define

$$w_l \equiv \frac{\sqrt{\lambda_l}}{\sum_l \sqrt{\lambda_l} + \|\bar{\Psi}\|} \quad \text{and} \quad \bar{w} \equiv \frac{\|\bar{\Psi}\|}{\sum_l \sqrt{\lambda_l} + \|\bar{\Psi}\|},$$

where the denominator is the sum of the norms of all modes — in our calculation we sum over all 16384 eigenvalues — and of the average event. By construction, the weights $\{w_l\}$ and $\bar{w}$ sum up to unity, such that each one can be regarded as a measure of the relative importance of a given mode.

In Fig. 3 we show the first 256 (i.e., the 256 largest) relative weights $w_l$ and that of the average event for both initial-state models at $b = 0$ and $b = 9$ fm. At both impact-parameter values the contribution of $\bar{\Psi}$ is $\bar{w} = 13\%$ in the Glauber model, $\bar{w} = 8\%$ in the Saturation model. At $b = 0$, the fluctuation modes have a relative weight of less than about 1%, which decreases quickly with increasing mode number $l$. At $b = 9$ fm the relative weights $w_l$ of the first modes are slightly larger than at $b = 0$, ranging up to around 2%-3%. Events at large impact parameters have larger density fluctuations compared with the average event which is precisely what we find here.

Comparing both models, in the Glauber model the relative weights $w_l$ fall off with a steeper slope while the average event has in general a larger contribution than in the Saturation model. This reflects the fact that the energy density has a more detailed, finer structure in the Saturation model, which makes higher-order perturbations more probable. How much this result is affected by the smearing radius in the Glauber model, or if one applies the Glauber picture at the valence-quark level, is not further investigated in this paper.

Eventually, one sees that at $b = 0$ there often come pairs of degenerate modes with the same eigenvalue, for instance (1, 2), (3, 4), (5, 6), and so on. Since this degeneracy can be attributed to the rotational symmetry of the system at zero impact parameter, it is partially lifted at finite impact parameter $b = 9$ fm, as will be discussed in more detail in Sec. [11D]

By construction, the modes $\{\Psi_l\}$ represent the event-by-event fluctuations of the initial state about the average event $\bar{\Psi}$. Thus they indicate which random fluctuations of the energy density profile are more or less likely to occur. In Fig. 4 we show three examples ($l = 0$, 1, 3) of modes at $b = 0$ in the Glauber (top row) and Saturation (bottom row) models. The first mode ($l = 0$) is radially symmetric, the second one ($l = 1$) has a dipole structure and the mode $l = 3$ has a quadrupole structure.
We note that although the energy density of each mode can take both positive and negative values, this is in itself unproblematic. They contribute “in addition” to the average event, which is significantly larger in absolute value, so that the sum of $\bar{\Psi}$ and $c_l$ times $\Psi_l$ is non-negative everywhere as long as $c_l$ is not much larger than 1. This explains why the modes take smaller values in the Saturation model than in the Glauber model, since the same ordering holds for the respective average events of the two models.

Since the negative $-\Psi_l$ is an eigenvector of the density matrix $\rho$ with the same eigenvalue (and the same norm) as $\Psi_l$, the overall sign of a mode has no physical meaning. This holds in particular for the apparent opposite signs of the modes $l = 0$ in the two models in Fig. 4.

D. Characterization of the average event and the modes for the Glauber and Saturation models

Now that we have established the basic features of the decomposition, we will move on to discuss the structure of the modes, and in particular characterize their geometric shapes. In Appendix B we show the first 60 eigenvectors of the density matrix for the Glauber (Figs. 30, 31) and Saturation (Figs. 32, 33) models at $b = 0$ and $b = 9$ fm. To allow a better comparison between the eigenvectors, they all have the same norm, i.e., they correspond to the $\{\tilde{\Psi}_l\}$ of Sec. II A.

At $b = 0$ one clearly observes eigenvectors with rotational invariance, like $l = 0, 7, 18, or 33$ (in the Glauber model). For the same eigenvectors, one also sees that the number of zero crossings with increasing distance from the center differs, growing with $l$. In turn, there are pairs of eigenvectors that can be deduced from each other by a rotation by a integer fraction of 180°, e.g., for $l = 1$ and 2 (rotation by $\pi/2$), $l = 3, 4$ (rotation by $\pi/4$), $l = 5, 6$ (rotation by $\pi/6$), and so on. Each of these pairs consists of degenerate orthogonal eigenvectors with the same eigenvalue, see Fig. 3, which span a two-dimensional space of eigenvectors with arbitrary orientation.

Conversely, at finite impact parameter, rotational symmetry is broken, and the eigenvectors are no longer radially symmetric. Instead, most of the eigenvectors now admit the $x$- and $y$-directions as reflection-symmetry or antisymmetry axes.

Some of the eigenvectors have a more complicated profile, like $l = 40$ in the Glauber model or $l = 33$ in the Saturation model. Generally, this happens when more than two eigenvectors are degenerate (within statistical uncertainty), such as, for instance, the eigenvector $l = 33$ of the Saturation model is a radial one (like in the Glauber model) with a small admixture of eigenvectors invariant under rotations by $\pi/4$ like those with $l = 34, 35$.4

FIG. 4. Density plots of modes $l = 0, 1, 3$ at impact parameter $b = 0$ in the Glauber (top) and Saturation (bottom) models. Note that the overall sign of the mode is arbitrary.
significantly more complicated than at $b = 0$, which is why we now introduce a number of quantities to characterize their profiles as well as those of the average event.

### 1. Azimuthal and radial dependence

To characterize the modes more precisely, we introduce several quantities. The first one is the total energy of a mode $\Psi_l(r, \theta)$ given by

$$E_l \equiv \tau_0 \int \Psi_l(r, \theta) \ r \ dr \ d\theta. \quad (28)$$

Since the modes represent fluctuations about the average state, they should have a small amount of energy in comparison with the latter. Similarly, to describe the overall azimuthal dependence of the modes we introduce complex "eccentricities"

$$\tilde{\varepsilon}_1(\Psi_l) \equiv -\frac{\int r^3 e^{i\theta} \Psi_l(r, \theta) \ r \ dr \ d\theta}{\int r^3 \bar{\Psi}(r, \theta) \ r \ dr \ d\theta} \text{ for } n = 1 \quad (29)$$

and

$$\tilde{\varepsilon}_n(\Psi_l) \equiv -\frac{\int r^n e^{in\theta} \Psi_l(r, \theta) \ r \ dr \ d\theta}{\int r^n \bar{\Psi}(r, \theta) \ r \ dr \ d\theta} \text{ for } n \geq 2. \quad (30)$$

We denote by $|\tilde{\varepsilon}_n|_l$ the modulus of these eccentricities for mode $\Psi_l$. Note that the definitions differ from the usual ones $\tilde{\varepsilon}_n$ and $\tilde{\varepsilon}_n$ for initial-state eccentricities, in that we use the average state $\bar{\Psi}$ instead of $\Psi_l$ in the denominator. This ensures that the latter is always nonzero. Definition $\tilde{\varepsilon}_n$ also makes sense with $n = 0$, yielding the ratio $|\tilde{\varepsilon}_0| = E_l/\bar{E}$ of the energy of mode $\Psi_l$ to that of the average state.

Evaluating $\tilde{\varepsilon}_n(\bar{\Psi})$ gives the traditional eccentricities of the average event, whose values we give in Table I for our two models at $b = 0$ and 9 fm. At $b = 0$ rotational symmetry should result in vanishing spatial anisotropies. However, due to limited numerical precision and the finite number of events, the values are not exactly zero, but of the order $10^{-4}$ or smaller.

In contrast, at $b = 9$ fm the average state has clearly nonzero eccentricities with even $n$, namely $\varepsilon_2$ and $\varepsilon_4$ of order $10^{-1}$, in both models. The eccentricities with odd $n$ are of the same magnitude as in the case $b = 0$, i.e., due to
TABLE I. Eccentricities of the average states in both models at $b = 0$ and $b = 9$ fm.

|       | $|\varepsilon_1|$ | $|\varepsilon_2|$ | $|\varepsilon_3|$ | $|\varepsilon_4|$ | $|\varepsilon_5|$ |
|-------|------------------|------------------|------------------|------------------|------------------|
| Glauber, $b = 0$ | $3.0 \times 10^{-5}$ | $3.9 \times 10^{-5}$ | $1.1 \times 10^{-4}$ | $3.3 \times 10^{-5}$ | $4.5 \times 10^{-5}$ |
| Saturation, $b = 0$ | | | | | |
| Saturation, $b = 9$ fm | $6.0 \times 10^{-5}$ | $9.3 \times 10^{-5}$ | $5.5 \times 10^{-5}$ | $4.7 \times 10^{-5}$ | $3.9 \times 10^{-5}$ |
| Glauber, $b = 9$ fm | $5.7 \times 10^{-5}$ | $0.29$ | $2.6 \times 10^{-4}$ | $9.4 \times 10^{-2}$ | $9.0 \times 10^{-5}$ |
| Saturation, $b = 9$ fm | $1.7 \times 10^{-4}$ | $0.40$ | $7.4 \times 10^{-5}$ | $0.20$ | $1.7 \times 10^{-4}$ |



Turning to the modes, we display in Fig. 5 the absolute values $|\varepsilon_n|$ of their five first eccentricities [29–30] and the ratio $|\tilde{\varepsilon}_0|$ of their energy content compared with that of the average state.

At zero impact parameter, the modes with a clear nonvanishing energy, of the order of 1% of that of the average state, are those with rotational invariance (see Fig. 4, $l = 0$), simultaneously characterized by very small eccentricities $|\varepsilon_n| \lesssim 10^{-3}$ for $n \geq 1$. Apart from these “radial modes,” the other ones contain roughly hundred times less energy, $|\tilde{\varepsilon}_0| < 10^{-4}$. This corresponds most probably to a vanishing energy content, the finite value being due to numerical precision like grid artifacts that make it impossible to resolve the modes exactly.

At $b = 0$ the eccentricities with a given $n \geq 1$ occur in mode pairs: for example, modes $l = 1, 2$ have a sizable $\varepsilon_1$ followed by $l = 3, 4$ with a finite $\varepsilon_2$. This reflects the existence of (quasi-)degenerate modes with a nearly identical profile up to a rotation, and is actually required to respect the absence of a preferred direction at $b = 0$. The eccentricities of the two members of a mode pair sometimes slightly differ, which can again be ascribed to numerical (in)accuracy. Another point one can notice is that some modes, e.g., modes 27 and 28 in either the Glauber or the Saturation model, at first seem to have neither an eccentricity nor to contain energy. However, looking at the eigenvectors themselves in Fig. 30 or Fig. 32, one sees that in fact these modes have a rotational symmetry of order 7, i.e., a nonzero $\tilde{\varepsilon}_7$, which is not shown in Fig. 6. Eventually, let us also note that the eccentricities in the Glauber model are in general larger compared with those in the Saturation model but the structure of the modes is the same in both models.

For collisions at $b = 9$ fm in the right panel of Fig. 5, the breaking of rotational symmetry has several consequences. First of all, the modes no longer come in pairs with regard to the eccentricities $|\varepsilon_n|$ with $n \geq 1$, which reflects the lifting of the degeneracy of their eigenstates. Second, the lack of rotational symmetry leads to the absence of purely radial modes. This is also visible in the density plots shown in Fig. 33 or Fig. 35 for $b = 9$ fm: the modes are elongated along the $x$- or the $y$-direction, so that there are more modes which have a nonzero $\varepsilon_2$. In fact, the modes seem to have not a single nonzero eccentricity as is generally the case at $b = 0$, but rather either all odd or all even eccentricities. Namely, a single mode has sizable $\varepsilon_1$, $\varepsilon_3$, $\varepsilon_5$ and zero $\varepsilon_2$ and $\varepsilon_4$, or the other way around. This property reflects the overall invariance of the system under parity, such that each individual mode must have a definite parity, if there is no degeneracy. The typical eccentricity values are almost twice as large as at $b = 0$. Simultaneously, many modes now contain up to a few percent of the average-state energy. Eventually, comparing the two models we observe that the order of the modes is no longer the same as it was in the rotational symmetric case.

To assess the transverse profiles of the average state and the modes, we rotate each of them such that the argument of the complex eccentricity $\varepsilon_n$ [Eqs. (29) and (30)] with the largest modulus lies along the $x$-direction, thereby maximizing the real part of $\varepsilon_n$ while the imaginary part of $\varepsilon_n$ vanishes (up to numerical fluctuations). With the numerical fluctuations. Comparing the models, $\varepsilon_2$ in the Saturation model is about 40% larger and $\varepsilon_4$ is more than twice as large as in the Glauber model. Larger average eccentricities in the Saturation model based on $k_T$-factorization compared with the Glauber model have been observed before and reflect the sharper edges of the density distribution in the former model [67, 68].

Once again there are some exceptions, such as, e.g., $l = 15$ for the Glauber model, for which both odd and even eccentricities can be clearly seen. By going back to the right panel of Fig. 5, one sees that the corresponding eigenvalue is (within statistical uncertainty) degenerate with a neighboring mode, which results in some mixing between the eigenvectors.
rotated mode — and with the average state (denoted with a subscript \(l = \bar{\Psi}\)) —, we define

\[
C_l(r) \equiv -\frac{\tau_0}{\bar{E}} \int \Psi_l(r, \theta) \cos(n\theta) \, d\theta, \tag{31}
\]

\[
S_l(r) \equiv -\frac{\tau_0}{\bar{E}} \int \Psi_l(r, \theta) \sin(n\theta) \, d\theta, \tag{32}
\]

where the angle \(\theta\) is measured from the \(x\)-axis while \(\bar{E}\) is the energy of the average state. We note that these definitions can be regarded as differential version of the spatial eccentricities \(\tilde{e}_n\) in Eq. (30), which can be obtained (up to a factor) from the quantities \(C_l(r)\) and \(S_l(r)\) by radial integration with a weight \(r^n\).

Figure 6 shows \(C_{\bar{\Psi}}(r)\) for the average states in the two models. These radial profiles are positive everywhere, as they should be. The average states have a similar extent in the radial direction in both models. The profiles slightly differ: at \(b = 0\) the Glauber model has more energy at the center and drops faster for larger \(r\), while the reverse behavior is found at finite impact parameter.

Turning to the radial profiles \(C_l(r)\) of the modes, we find that they may now change sign with \(r\) — which they indeed should, if two modes with the same rotational symmetry are to be orthogonal. We shall call “\(k\)th excitation” (for a given rotational symmetry) the modes for which \(C_l(r)\) changes sign \(k - 1\) times.

**Figure 6.** Radial profile \(C_{\bar{\Psi}}(r)\), Eq. (31), of the average states in the Glauber (full lines) and the Saturation model (dotted lines) at \(b = 0\) and 9 fm.

**Figure 7.** Radial profile \(C_l(r)\) of the rotationally invariant modes in the Glauber (full lines) and Saturation (dashed lines) models at \(b = 0\) fm.
In addition, no mode with \( n \neq 0 \) has a constant-sign radial profile and change sign at least once: the profiles \( C_l(r) \) for instance the mode \( \Psi_0 \) move to increasingly larger radius \( r \) and its value decreases with increasing \( n \) (and \( l \)) within a given model.

Figure 7 shows the radial profiles of the first five modes with rotational symmetry found at \( b = 0 \) in both initial-state models. For better readability, we multiplied by \(-1\) the modes that have a negative value at \( r = 0 \) in Figs. 8 and 9 — for instance the mode \( \Psi_0 \) of the Saturation model. All radial modes shown have a finite value at \( r = 0 \) (left) and change sign at least once: the profiles \( C_l(r) \) have a single zero, those with \( l = 7 \) two zeros, three zeros for \( C_l=18 \), and so on. Within a given model, the values \( C_l(r = 0) \) decrease with growing \( l \), which is partly due to the decreasing norm \( ||\Psi_l|| = \sqrt{\lambda_l} \) quantifying the importance of the modes.

In Fig. 8 we show the transverse profiles of first excitation modes, with constant sign, whose largest \( \tilde{\varepsilon}_n \) is that of order \( n \in \{1, \ldots, 5\} \). At \( b = 0 \), these modes (for \( n \) ranging from 2 to 5) happen to have the same label \( l \) in the two models; no mode with \( n = 1 \) and no sign change along the radial direction was found in either model. At \( b = 9 \) fm there is a mode with constant-sign radial profile and \( n = 1 \) in the Saturation model, but not in the Glauber model. In addition, no mode with \( n = 5 \) and constant sign \( C_l \) was found. At both impact-parameter values, the maximum of \( C_l \) moves to increasingly larger radius \( r \) and its value decreases with increasing \( n \) (and \( l \)) within a given model.
The latter behavior also generally holds for the positions of the local extrema and the hierarchy of the corresponding absolute values of \( C_l \) for the second excitation modes shown in Fig. 9 with the exception of the modes whose largest eccentricity is \( \tilde{\varepsilon}_1 \). The latter also differ from the modes with \( n \in \{2, \ldots, 5\} \) in that their second extremum — the maximum, for the convention on the sign of \( \Psi_l \) used in the figure — is much smaller in amplitude than the first extremum. In contrast, for the modes with \( n \in \{2, \ldots, 5\} \) the values of \( C_l \) at the minimum and the maximum are similar in magnitude.

Eventually, the values of \( S_l(r) \) we found are at least one order of magnitude smaller than those of \( C_l(r) \), and thus much more affected by numerical precision which is the reason why they are not presented here.

2. Comparison with Bessel–Fourier decomposition

As an alternative to the characteristics introduced in the previous subsection, one can also decompose the average event \( \bar{\Psi} \) and the modes \( \{\Psi_l\} \) found in a given model on a basis chosen \textit{a priori}, i.e., not “optimized” as is that consisting of the modes.

For the two-dimensional energy-density profiles with finite support given by the two models of Sec. II.B a convenient basis is that underlying the Bessel–Fourier decomposition, which was already used in the context of initial-state characterization in the past\cite{14,14a,14b,14c,14d}. An advantage of such a decomposition is data reduction: anticipating the following, we shall see that at least the first modes can be to a very good approximation characterized by \( \mathcal{O}(10) \) expansion coefficients each, which is significantly less expensive to store than the \( \mathcal{O}(10^4) \) values per mode on the “trivial” basis attached to the computational grid. Additionally, the Bessel-Fourier decomposition is also well suited for (semi-)analytical calculations in a mode-by-mode approach\cite{14e,14f,14g}.

The basis underlying the Bessel–Fourier decomposition consists of the functions

\[
\chi_{n,k}(r,\theta) = \frac{1}{J_{[n]+1}(j_{n,k})} J_n\left(\frac{r}{r_0}\right) j_{n,k} \left(\frac{r}{r_0}\right) e^{i n \theta}
\]

with \( n \in \mathbb{Z} \) that characterizes the angular dependence and \( k \) a positive integer that determines the granularity of the radial profile. \( J_n \) denotes the \( n \)-th Bessel function of first kind and \( j_{n,k} \) its \( k \)-th zero. Eventually, \( r_0 \) is the radius of the domain to which the expansion is restricted, such that the function to be decomposed vanishes at every point with \( r = r_0 \). In our calculations we take \( r_0 = 12 \) fm, equal to half of the grid width. Every function \( f(r,\theta) \) on the transverse plane can then be decomposed in the form

\[
f(r,\theta) = \sum_{n,k} A_{n,k} \chi_{n,k}(r,\theta)
\]

with the complex expansion coefficients

\[
A_{n,k} = \frac{1}{\pi r_0^2} \int f(r,\theta) \chi_{n,k}(r,\theta) r \, dr \, d\theta.
\]

If \( f \) is real-valued, as is the case of the energy-density distributions we consider, then \( A_{n,k} = A_{-n,-k}^* \). Hereafter we only present coefficients \( |A_{n,k}| \) for the average event and modes computed within the Glauber model as an illustration. Similar results regarding the Bessel–Fourier decomposition were found within the Saturation model.

We first show in Fig. 10 the absolute values of the expansion coefficients for the average states at \( b = 0 \) and \( b = 9 \) fm of Fig. 7. As was to be anticipated, at vanishing impact parameter the average state consists of radially symmetric components only, with coefficients \( A_{0,k} \) that decrease rapidly with \( k \). Going to \( b = 9 \) fm, the description of the average state necessitates more sizable coefficients. These include first a large contribution with \( n = 0 \), similar to that at \( b = 0 \), with the interesting difference that the maximum coefficient is no longer that with \( k = 1 \) but rather \( A_{0,2} \). Additionally, there are smaller but still sizable coefficients with \( n = 2 \) and \( 4 \), corresponding to the nonzero \( \varepsilon_2 \) and \( \varepsilon_4 \) of the average state at \( b = 9 \) fm reported in Table 1.

In Figs. 11 and 12 we show the absolute values \( |A_{n,k}| \) of the Bessel–Fourier coefficients for a few chosen modes at \( b = 0 \) and \( b = 9 \) fm respectively. At vanishing impact parameter we saw previously that there are radially symmetric modes, as well as modes with a single nonvanishing eccentricity \( \tilde{\varepsilon}_n \). We start with radially symmetric modes in the left panels of Fig. 11, namely the coefficients for the mode \( l = 0 \) resp. \( l = 7 \) in the top resp. bottom panel. Only coefficients with \( n = 0 \) are sizable. In addition, the largest coefficient (in absolute value) lies at higher \( k \) than for the average state: the maximum is at larger \( k \) for mode \( l = 7 \), which changes sign twice along the radial direction, than for mode \( l = 0 \), which changes sign only once. The latter property means that higher-excited modes have more structure on smaller length scales, reflecting their sign changes, and thus more weight \( |A_{n,k}| \) at higher \( k \)-values. Accordingly,
it also holds when one looks at modes with a dipole structure, i.e., a sizable $\tilde{\varepsilon}_1$ (middle panels of Fig. 11) or modes with an $\tilde{\varepsilon}_2$ (right panels). Quite normally, these modes only have sizable coefficients $A_{\pm 1,k}$ or $A_{\pm 2,k}$, respectively. Eventually, one can note that for the modes in the lower panels the $|A_{n,k}|$ have two successive maxima as $k$ increases.

At $b = 9$ fm we have seen that the modes typically have several nonzero eccentricities $\tilde{\varepsilon}_n$. This reflects itself in that the Bessel–Fourier coefficients $A_{n,k}$ are now sizable for several values of $n$, as illustrated in Fig. 12. Calling for brevity “mostly $\varepsilon_n$” a mode whose largest eccentricity is that in the $n$-th harmonic, we show a mostly $\varepsilon_1$ mode (middle upper panel), two mostly $\varepsilon_2$ modes (right panels), and a mostly $\varepsilon_4$ mode (middle lower panel). We also show the $\{ |A_{n,k}| \}$ for “quasi-radial” modes, for which the maximum coefficients are with $n = 0$ (left). Although all these modes are low-lying ones, with $l \leq 10$, their description necessitates significantly more expansion coefficients than at $b = 0$. This holds not only for the azimuthal dependence ($n$), but also radially ($k$), which shows that there is more structure at smaller length scales.
III. MODE-BY-MODE RESPONSE

The fluctuation modes introduced above generally influence the systems characteristics, be it in the initial state, where the modes are defined, or in the final state following some dynamical evolution. To describe this influence, we introduce in Sec. III A coefficients quantifying the linear and quadratic effects of a given mode on an arbitrary observable. After specifying in Sec. III B the observables we shall investigate in the following, we briefly describe in Sec. III C our setup for the system evolution using KøMPøST and MUSIC. We then present in Sec. III D the mode-by-mode response of the system characteristics, both at linear and quadratic order, for initial conditions from the MC Glauber model. Eventually, we focus on the linear and nonlinear dynamic response of anisotropic-flow coefficients to the asymmetry in the initial-state geometry in Sec. III E.

A. Linear and quadratic response of observables

Consider a generic set of observables \{\(O_\alpha\)\}, where the index \(\alpha\) labels different observables, such as, e.g., \(v_2, dN_{ch}/d\eta, \ldots\). Energy density profiles \(\Phi\) of every event, can be decomposed according to Eq. (36) into an average state \(\bar{\Psi}\) and fluctuation modes \(\{\Psi_l\}\)

\[
\Phi = \bar{\Psi} + \sum_l c_l \Psi_l,
\]

where the expansion coefficients \(c_l\) are typically of order unity. By performing a Taylor expansion of an observable \(O_\alpha\) around the average state \(\bar{\Psi}\), we can then express the value of an observable \(\tilde{O}_\alpha(\Psi)\) in a given event as

\[
O_\alpha(\Phi) = O_\alpha(\bar{\Psi}) + \sum_l \left. \frac{\partial O_\alpha}{\partial c_l} \right|_{\bar{\Psi}} c_l + \frac{1}{2} \sum_{l,l'} \left. \frac{\partial^2 O_\alpha}{\partial c_l \partial c_{l'}} \right|_{\bar{\Psi}} c_l c_{l'} + O(c_l^2) \equiv \bar{O}_\alpha + \sum_l L_{\alpha,l} c_l + \frac{1}{2} \sum_{l,l'} Q_{\alpha,ll'} c_l c_{l'} + O(c_l^2),
\]

(37)

where \(\bar{O}_\alpha = O_\alpha(\bar{\Psi})\) denotes the value of the observable \(O_\alpha\) in the average state \(\bar{\Psi}\), while \(L_{\alpha,l} = \left. \frac{\partial O_\alpha}{\partial c_l} \right|_{\bar{\Psi}}\) resp. \(Q_{\alpha,ll'} = \left. \frac{\partial^2 O_\alpha}{\partial c_l \partial c_{l'}} \right|_{\bar{\Psi}}\) is the linear- resp. quadratic-response coefficient of \(O_\alpha\) to the mode \(l\) resp. the modes \(l\) and \(l'\).

By truncating the Taylor expansion at second order, the statistical average of an observable \(O_\alpha\) over events then reads

\[
\langle O_\alpha \rangle \simeq \left\langle \bar{O}_\alpha + \sum_l L_{\alpha,l} c_l + \frac{1}{2} \sum_{l,l'} Q_{\alpha,ll'} c_l c_{l'} \right\rangle = \bar{O}_\alpha + \frac{1}{2} \sum_l Q_{\alpha,ll},
\]

(38)
where we used \( \langle \hat{O}_\alpha \rangle = \bar{O}_\alpha \) and the properties (2) and (3) of the statistics of the coefficients \( \{c_l\} \). Interestingly, this average value does not involve the linear-response coefficients \( L_{\alpha,l} \), nor the quadratic coefficients with \( l \neq l' \). In turn, the covariance of two observables \( O_\alpha \) and \( O_\beta \) at quadratic order in \( \{c_l\} \) also follows naturally from Eq. (37). Invoking Eq. (38) one finds

\[
\langle (O_\alpha - \langle O_\alpha \rangle)(O_\beta - \langle O_\beta \rangle) \rangle \simeq \sum_l L_{\alpha,l} L_{\beta,l}.
\]

In particular setting \( \beta = \alpha \) yields the variance of \( O_\alpha \). That is, the covariances are entirely determined by the linear-response coefficients \( L_{\alpha,l} \) (up to corrections of order \( c_l^2 \)).

To compute the linear- and quadratic-response coefficients, which are first and second derivatives respectively, we introduce for every mode \( \Psi_l \) the states

\[
\Psi_l^\pm \equiv \bar{\Psi} \pm \delta \Psi_l, \quad \Psi_l^l \equiv \bar{\Psi} \pm \delta \Psi_l,
\]

where \( \delta \) is a small parameter. Correspondingly, we compute the observables for these states: \( O_{\alpha,l}^{\pm} \equiv O_\alpha(\Psi_l^{\pm}) \), and then estimate

\[
L_{\alpha,l} = \frac{O_{\alpha,l}^+ - O_{\alpha,l}^-}{2\delta}, \quad Q_{\alpha,ll} = \frac{O_{\alpha,l}^+ + O_{\alpha,l}^- - 2O_{\alpha,l}}{\delta^2},
\]

by finite difference formulas for the first-order and second-order centered derivatives.

As a final remark, Eqs. (37)–(39) can naturally be extended to higher orders in the coefficients \( \{c_l\} \), which could make sense since in practice these coefficients are by construction of order unity. However, when going to higher order in \( c_l \) one encounters 3-point averages (or higher) of the \( \{c_l\} \), which in contrast to Eqs. (2) and (3) are not directly fixed by our construction and have to be extracted from the sample of events. We shall see hereafter that restricting oneself to order \( c_l^2 \) is already a sufficient approximation for a number of observables, for which the quadratic response is already subleading with respect to the linear response. The reason is that the \( \{c_l\} \) are of order unity because we have absorbed the magnitude and thereby the importance of the fluctuations in the normalization of the modes, by scaling with \( \sqrt{\lambda_l} \). Physically, the actual expansion can be understood to proceed in terms of \( \tilde{c}_l = \sqrt{\lambda_l} c_l \), so that higher modes typically contribute less (see Fig. 3). Similarly, higher orders in the \( \{\tilde{c}_l\} \) generally correspond to small contributions compared with that of the average state.

\[\text{B. System characteristics}\]

In our investigations of mode-by-mode response we consider multiple observables, which we now list.

We first compute a number of characteristics of the initial state, from the centered energy density \( e(r, \theta) \). For the latter, we consider either the average state \( \Psi \) or the states \( \Psi_l^l, \Psi_l^\pm \) defined in Eq. (40) for the first 256 modes and for a few values of \( \delta \) that are specified in Sec. III D.1 or “full” initial states as given by the Glauber or Saturation model. From the calculations with \( \Psi \) and \( \Psi_l^l \) we obtain the response coefficients (41) and (42).

Integrating \( e(r, \theta) \) over the whole transverse plane yields the total energy per unit rapidity \( dE/\text{dy} \)

\[
\frac{dE}{dy} \equiv \tau_0 \int e(r, \theta) r \, dr \, d\theta,
\]

where the notation anticipates the fact that we consider a longitudinally boost-invariant system. Note that from this definition it is obvious that the response of \( dE/\text{dy} \) to the addition of a fluctuation mode is purely linear, so that we can already anticipate that the corresponding quadratic-response coefficients \( Q_{\alpha,ll} \) will vanish.

Next is the average square radius \( \{r^2\} \), where the curly brackets \( \{\ldots\} \) denote an average over the centered energy density:

\[
\{r^2\} \equiv \frac{\int r^2 e(r, \theta) r \, dr \, d\theta}{\int e(r, \theta) r \, dr \, d\theta}.
\]
To characterize the asymmetry of the energy density profiles, we compute the spatial eccentricities \[36, 37\]

\[
epsilon_1 e^{i\Phi_1} \equiv -\frac{\int r^3 e^{i\theta} e(r, \theta) r \, dr \, d\theta}{\int r^3 e(r, \theta) r \, dr \, d\theta} \quad \text{for } n = 1, \quad (45)
\]

\[
epsilon_n e^{in\Phi_n} \equiv -\frac{\int r^n e^{in\theta} e(r, \theta) r \, dr \, d\theta}{\int r^n e(r, \theta) r \, dr \, d\theta} \quad \text{for } n \geq 2, \quad (46)
\]

which we will quantify in terms of the cosine and sine parts \(\varepsilon_{n,c}, \varepsilon_{n,s}\) given by

\[
\varepsilon_n e^{in\Phi_n} = \varepsilon_{n,c} + i\varepsilon_{n,s} \quad (47)
\]

for \(n \in \{1, \ldots, 5\}\). We note that, in contrast with the “mode eccentricities” \(\tilde{\varepsilon}_n\) introduced in Sec. [II D] the energy density in Eqs. \([14, 16]\) is the same in the numerator and denominator. Since the full energy density enters the denominators of Eqs. \([14, 16]\), \(\{r^2\}\), the eccentricities do not necessarily respond linearly to the addition of a fluctuation mode and nonvanishing quadratic-response coefficients \(Q_{a,ll}\) become possible.

After letting the system evolve from the initial state as we describe in Sec. [III C] we obtain a final state consisting of hadrons. All final-state observables are computed at midrapidity, namely over the pseudorapidity range \(|\eta| \leq 0.5\).

From the charged hadron distribution \(dN_{ch}/d\eta \, d\varphi_p \, dp_T\) of each event, we compute first the charged multiplicity per unit pseudorapidity

\[
\frac{dN_{ch}}{d\eta} = \int \frac{dN_{ch}}{p_T \, dp_T \, d\varphi_p} \, p_T \, dp_T \, d\varphi_p, \quad (48)
\]

with \(\varphi_p\) being the particle momentum azimuth. Here and below the integral over transverse momentum \(p_T\) is performed in the range 0.01–3 GeV/c.

Next we compute the event-by-event average transverse momentum \([p_T]\) of particles

\[
[p_T] = \frac{\int p_T \, dp_T \, d\varphi_p \, dp_T \, d\varphi_p}{\int p_T \, dp_T \, d\varphi_p \, dp_T \, d\varphi_p}. \quad (49)
\]

The last type of observables we consider are the integrated anisotropic flow coefficients \([32]\)

\[
v_n e^{in\Psi_n} \equiv \frac{\int e^{in\varphi_p} \, dp_T \, d\varphi_p \, dp_T \, d\varphi_p}{\int p_T \, dp_T \, d\varphi_p \, dp_T \, d\varphi_p}. \quad (50)
\]

Consistent with the initial-state observables, we also consider the cosine and sine parts \(v_{n,c}, v_{n,s}\) according to \(v_n e^{in\Psi_n} = v_{n,c} + iv_{n,s}\). In fact, considering the sine and cosine parts separately also has the advantage that they behave more smoothly around \(\delta = 0\), since they can take both positive or negative values. In contrast the absolute values \(\varepsilon_n = \sqrt{(\varepsilon_{n,c})^2 + (\varepsilon_{n,s})^2}\) or \(\varepsilon_n = \sqrt{(v_{n,c})^2 + (v_{n,s})^2}\) are by definition always non-negative, such that their first derivative with respect to some of the \(c_l\) may be undefined at \(\delta = 0\).

## C. Time evolution of the system

We let the system evolve from the initial energy density profile using two numerical successive frameworks. For the pre-equilibrium evolution we use the effective kinetic description KoMPoST \([31]\) and for the subsequent evolution we employ the relativistic dissipative hydrodynamics code MUSIC \([52,54]\).

With the energy density profiles obtained from the Glauber or Saturation models we generate an initial energy-momentum tensor

\[
T^{\mu\nu}(r_0, x, y) = \text{diag}(e(x, y), \frac{1}{2}e(x, y), \frac{1}{2}e(x, y), 0)
\]
as in Ref. [51] and assume longitudinal boost invariance. The points with coordinates \((x, y)\) are now the nodes of a grid with spacing 0.1 fm: to obtain the corresponding values of the energy density, we used a bilinear interpolation scheme to reduce the coarser grids on which we computed the average events and the modes. We start the pre-equilibrium stage at \(\tau_0 = 0.2\) fm/c and let the system evolve with an effective shear viscosity to entropy density ratio \(\eta/s = 0.16\) until \(\tau_{\text{hydro}} = 1.1\) fm/c.

The output energy momentum tensor of KoMPS\(\epsilon\)ST is then used as initial condition for the fluid-dynamical evolution. MUSIC is run in its boost-invariant mode, so effectively it is a 2 + 1 dimensional evolution. The equation of state is taken from lattice QCD results by the hotQCD collaboration [6]. For the first-order transport coefficients we use a constant value of \(\eta/s = 0.16\) and vanishing bulk viscosity. Particlization is performed at the level of the distribution function with the Cooper–Frye prescription at a fixed temperature \(T_0 = 155\) MeV, using the Cornelius algorithm [7] to find the hypersurface and including \(\delta f\) corrections in the MUSIC code. For this step we include 320 particle species and compute their momentum distributions. The particles are then allowed to further decay, but further hadronic interactions are not included. At the end of the resonance decays, all observables are computed from the charged-hadron single-particle distribution using the equations presented in Sec. IIIIB.

D. Response of observables in the Glauber model

1. Linearity check

As a first assessment of how the observables \(O_\alpha\) vary when fluctuation modes \(\Psi_l\) are added to the average state, we compute \(O_{\alpha,l} - O_\alpha = O_\alpha(\bar{\Psi} + \delta \Psi_l) - O_\alpha(\bar{\Psi})\) for various values of \(\delta\) ranging between \(-2\) and \(2\) and a number of modes. In Fig. 13 we show the dependence on \(\delta\) of \(O_{\alpha,l} - O_\alpha\) for initial-state (left) and final-state (right) characteristics in the Glauber model (6) for collisions at \(b = 0\) (top) and \(b = 9\) fm (bottom). As examples, we chose the first (full symbols) and second (open symbols) modes with a nonzero contribution to \(dE/dy\), \(\{v^2\}\), \(\varepsilon_{1,c}\) and \(\varepsilon_{2,c}\) in the initial state. These result in a nonvanishing response for \(dN_{\text{ch}}/d\eta\), \(|p_T|\), \(v_{1,c}\) and \(v_{2,c}\) in the final state. For each observable and mode, we also display straight lines obtained by fitting the points with \(\delta \in \{0, \pm 0.001, \pm 0.01\}\).

At \(b = 0\) the initial-state characteristics mostly depend linearly on \(\delta\). The only exception is the average squared radius \(\{v^2\}\), which slightly deviates from the linear fit at the largest values of \(|\delta|\). This departure from linearity reflects the fact that the denominator in Eq. (44) is itself dependent of \(\delta\), making the ratio nonlinear. In the final state, the flow coefficients also depend linearly on \(\delta\). In contrast the charged hadron multiplicity and the average transverse momentum show a marked departure from the linear behavior, to which we shall come back in the next Section.

Very similar results hold at finite impact parameter \(b = 9\) fm. In the initial state, the nonlinearity in \(\{v^2\}\) is larger than at \(b = 0\) and there is also a small nonlinearity in \(\varepsilon_{2,c}\). Looking at the final-state observables, the nonlinearity of \(\varepsilon_{2,c}\) translates into a slightly nonlinear \(v_{2,c}\), less striking than for \(dN_{\text{ch}}/d\eta\) or \(|p_T|\).

2. Linear- and quadratic-response coefficients

For a more quantitative description of the linear and nonlinear contributions of fluctuation modes to system characteristics, we now discuss the linear- and (diagonal) quadratic-response coefficients \(\{L_{\alpha,l}\}, \{Q_{\alpha,li}\}\) introduced in Eq. (37) and computed via Eqs. (41) and (42) with \(\delta = 0.1\). In this Section we show results for collisions with initial states from the Glauber model, while those obtained with the Saturation model — which are qualitatively similar — are presented in Appendix C2.

The linear- resp. quadratic-response coefficients are shown in Fig. 14 resp. Fig. 15. In both figures, the top panels are for collisions at \(b = 0\) and the bottom panels for \(b = 9\) fm. In turn, the panels on the left display response coefficients for initial-state characteristics, while those on the right correspond to final-state observables. We have divided the coefficients \(\{L_{\alpha,l}\}, \{Q_{\alpha,li}\}\) for the dimensionful observables (\(dE/dy\), \(\{v^2\}\), \(|p_T|\)) and the multiplicity by the value \(O_\alpha\) of the observable in the average state to obtain dimensionless “reduced” coefficients of the same magnitude as those for the eccentricities or flow coefficients. When showing either linear or quadratic response for a given set of observables, we deliberately use the same scale for the coefficients at both impact parameter values, to allow for a direct comparison. This explains why, for example, the upper left plot of Fig. 15 (or equivalently Fig. 36 in Appendix C2 for the Saturation model) looks almost empty: the respective response coefficients at \(b = 0\) are

---

The corresponding investigation for observables with initial states from the Saturation model are presented in Appendix C1 with similar results.
significantly smaller than those at $b = 9$ fm displayed in the lower left panel. Eventually, remember that the response coefficients will multiply expansion coefficients $c_l$ (or their square) of order 1 when contributing to an observable, see Eq. (37). Since the linear coefficients (Fig. 14) are typically one order of magnitude larger than the quadratic ones (Fig. 15), the contribution from quadratic response is generally smaller than that from linear response.

Let us begin with the initial-state characteristics at $b = 0$ (upper left). Each fluctuation mode generally contributes either to the eccentricities $\varepsilon_{n,l}$ in a single harmonic \footnote{An exception is mode $l = 40$, which contributes to both $\varepsilon_1$ and $\varepsilon_2$: as was already noted at the beginning of Sec. IID this mostly-$\varepsilon_1$ mode is quasi-degenerate with several others, including some ($l = 42$ and 43) with a quadrupolar structure, i.e., an $\varepsilon_2$.} in which case the response is purely linear, or to the system energy and mean square transverse radius, where the latter shows a small quadratic response. For instance, adding mode $l = 1$ to the average state contributes both $\varepsilon_{1,c}$ and $\varepsilon_{1,l}$, while mode $l = 0$ affects $dE/dy$ and $\{r^2\}$. Note that no response coefficient is visible for a few modes, like e.g., $l = 19$ and 20, which in fact turn out to have only an $\varepsilon_6$ or higher-order eccentricity.

Since the average state at $b = 0$ is radially symmetric, the coefficients $\{L_{n,l}\}$ for a given eccentricity directly yield (up to multiplication by $c_l$ of order 1) the eccentricity of the initial state $\Psi + c_l \Psi_l$, which is thus of the order of a few percent. In turn, the coefficients for energy density and $\{r^2\}$ yield the relative change of the corresponding quantity, which is also of a few percent, with respect to its value in the average state.

The linear-response coefficients for eccentricities show a marked feature: pairs of neighboring fluctuation modes show both $\varepsilon_{n,c}$ and $\varepsilon_{n,l}$ for a given $n$, three of which have the same sign while the fourth has the opposite sign. This
2 × 2-structure reflects the arbitrary orientation of the symmetry-plane angle $\Phi_n$, which need not be along the $x$- or $y$-axis due to the rotational symmetry at $b = 0$, and is rotated by $\pi/2n$ for degenerate modes with otherwise the same profile. It would in principle be possible to rotate simultaneously both modes such that one only contributes to $\varepsilon_{n,c}$ and the other to $\varepsilon_{n,s}$ with equal response coefficients (in absolute value, since the overall sign of a mode is arbitrary).

Eventually, the absence of sizable quadratic-response coefficients for the eccentricities tells us that the contribution of the nonradially-symmetric modes to the denominators of Eqs. (45)–(46) must be very small. This is consistent with the fact that the azimuthal modulation of the corresponding eigenvectors in Fig. 30 seem to be oscillating about zero, so that the integral of $r^2\Psi_l(r, \theta)$ over $\theta$ at fixed $r$ already vanishes for any $n$.

Turning to the response coefficients for final-state observables at $b = 0$ (top right panel), they now include the dynamical response of the system to the initial-state characteristics. The linear coefficients follow a similar pattern as those for the initial characteristics, in that the modes contribute either to the multiplicity and the average momentum, or the anisotropic-flow coefficients $v_{n,c/s}$ in a single harmonic. In fact, only the modes with an initial contribution to $dE/dy$ and $\{r^2\}$ resp. some $\varepsilon_{n,c/s}$ contribute linearly to $dN_{ch}/dy$ and $|p_T|$ resp. $v_{n,c/s}$.

For a given mode, the linear-response coefficient for $dN_{ch}/dy$ has the same sign as that for $dE/dy$, while the coefficient for $|p_T|$ has the opposite sign to that for $\{r^2\}$. Note that the latter result also holds for initial states from the Saturation model, but not the former (see Fig. 35). Regarding the anisotropic-flow harmonics, the 2 × 2-structure observed in the initial state is translated by the evolution into the final state. Yet one sees that the response becomes increasingly weaker for higher harmonics (with $n \geq 3$), which reflects the well-known effect of viscosity, which damps more strongly the finer spatial structures. This viscous damping also explains the comparatively weaker final-state response of the modes with higher $l$, which as discussed in Sec. III.D typically have more structure along the radial direction.

---

8 The sign of a single $L_{\alpha,l}$ is not really meaningful, since it changes when replacing $\Psi_l$ by $-\Psi_l$. However the relative sign of two coefficients $L_{\alpha,l}$, $L_{\beta,l}$ is not affected by this change.
In general the sign of the linear-response coefficient for a flow harmonic \(v_{n,c/s}\) is the same as that of the corresponding \(\epsilon_{n,c/s}\). However, this does not hold for \(n = 1\), where the response coefficients of \(\epsilon_1\) and \(v_1\) have opposite signs (Fig. 14). Indeed, the sign of \(\epsilon_1\), with its peculiar \(r^4\) weight, yields the sign of \(v_1\) at high \(p_T\), which is opposite (to fulfill transverse momentum conservation) to the sign of \(v_1\) at low \(p_T\), which is that reflected in the momentum-integrated \(v_1\) [36].

Regarding the quadratic response coefficients in the top right panel of Fig. 15 they are typically smaller than the linear ones, but there are also more sizable coefficients than for initial-state observables. Thus, at quadratic order all modes seem to be contributing to the charged multiplicity \(dN_{\text{ch}}/d\eta\) (negatively) and to the average transverse momentum \([p_T]\) (positively). This confirms the departure from linearity seen on a few modes in Sec. III D 1 precisely for these two observables (top right panel of Fig. 15). That all modes contribute to \(dN_{\text{ch}}/d\eta\) and \([p_T]\) at quadratic order should also be contrasted with the fact that at linear order only the radially symmetric modes contribute to these observables. It means that the first nonzero contribution of most modes to multiplicity and average momentum is at quadratic order. One can however see that the \(\{Q_{n,l}\}\) for \(dN_{\text{ch}}/d\eta\) and \([p_T]\) are of order \(10^{-3}\) or smaller, i.e., change the value of the corresponding observable given by the average state by a similar relative amount, and that they generally decrease in absolute value with increasing \(l\).

Other nonzero coefficients \(\{Q_{n,l}\}\) are those that represent the quadratic response of anisotropic flow in the harmonic \(2n\) of an initial eccentricity in the \(n\)-th harmonic, \(v_{2n} \propto \epsilon_{2n}^2\). This quadratic response yields \(v_{2n}\) values of order \(10^{-3}\) or smaller, which in real events consisting in a mixture of many modes will be subleading compared with the linear response of \(v_{2n}\) to modes with a nonzero \(\epsilon_{2n}\). Note that the absence of quadratic response for the odd harmonics \(v_{2n+1}\) in general, which also holds for events at \(b = 9\) fm, is due to the definite parity in position space of the average states (even) and the modes in general (either even or odd): the quadratic response in a mode of given position-space parity will always be even, and cannot give rise to odd (position- or momentum-space) observables.

At finite impact parameter \(b = 9\) fm, the plots showing the response coefficients are significantly more busy than at \(b = 0\), due to the breaking of the system rotational symmetry, but the overall trends are similar. In particular, in the
final state the effect of viscous damping for higher-lying fluctuation modes and on higher anisotropic-flow harmonics is still clearly present.

Every mode now affects several characteristics in the initial state at linear order (Fig. 14 bottom left), which is reflected one-to-one in the linear-response coefficients of final-state observables (Fig. 14 bottom right). Regarding these linear coefficients, two differences with those for collisions at \( b = 0 \) appear. First, the opposite signs of the \( \{ L_{\alpha,l} \} \) for \( dE/d\eta \) and \( \{ r^2 \} \) — and the corresponding correlation resp. anticorrelation between \( dN_{ch}/d\eta \) and \( [p_T] \) in the Glauber resp. Saturation (Fig. 35 bottom right) model — is no longer systematic. Second, the \( 2 \times 2 \)-structure of the eccentricities and flow harmonics has disappeared: the participant-plane angles \( \Phi_n \) tend to align either along the impact-parameter direction (i.e., the \( x \) axis), resulting in a finite \( \varepsilon_{n,c} \) and \( \varepsilon_{n,s} = 0 \), or at \( \pi/2n \) from the \( x \)-axis, yielding \( \varepsilon_{n,c} = 0 \) and a finite \( \varepsilon_{n,s} \).

Although the final state in the right panel seems to mirror exactly the initial state on the left-hand side, one can find a couple of interesting differences for modes \( l = 58 \) and 59. Mode \( l = 58 \) resp. 59 has a visible \( v_{1,s} \) resp. \( v_{1,c} \), although the average state. Such events have a very small \( \varepsilon_{1,c} \) for both \( v_{1,s} \) and \( v_{1,c} \) — that of \( \Psi \) — and \( \varepsilon_{3} \) — coming from \( \Psi \). In the evolution, the ellipticity and triangularity of the initial geometry interfere and yield the nonlinear dynamical response

\[
v_1(\bar{\Psi} + c_l \Psi_l) \propto \varepsilon_2(\bar{\Psi})\varepsilon_3(c_l \Psi_l)
\]

already at linear order in \( c_l \). Note that this nonlinear dynamical response \( v_{\mid n \pm 2 \mid}(\bar{\Psi} + c_l \Psi_l) \propto \varepsilon_2(\bar{\Psi})\varepsilon_n(c_l \Psi_l) \) at order \( c_l \) is actually present for all modes at \( b = 9 \) fm, but it cannot be pinpointed for most of the modes because they usually have all even or odd eccentricities.

Looking at the quadratic response coefficients for initial-state characteristics (bottom left of Fig. 15), there is again some sizable nonlinear response for \( \{ r^2 \} \), which is present for modes which show a significant linear response for both \( \{ r^2 \} \) and \( dE/d\eta \). In contrast with \( b = 0 \), also the quadratic coefficients for some of the eccentricities — mostly \( \varepsilon_{2,c} \) and \( \varepsilon_{4,c} \) — are now sizable. For initial states from the Glauber model, this holds for modes which also show a finite linear-response coefficient for the same eccentricity; but in the case of the Saturation model, almost all modes have nonzero \( Q_{\alpha,l} \) for \( \varepsilon_{2,c} \) and \( \varepsilon_{4,c} \) (Fig. 36 bottom left), even those with a small corresponding \( L_{\alpha,l} \) (Fig. 35 bottom left). These nonzero quadratic coefficients are caused by the denominators in definition (46) and the finite \( \varepsilon_{2,c} \) or \( \varepsilon_{4,c} \) of the average state.

For final-state observables, a first salient feature is that all modes seem to have a negative resp. positive quadratic-response coefficient for \( dN_{ch}/d\eta \) resp. \( [p_T] \), as already seen at \( b = 0 \). While most modes do not modify the total energy of the system, they do change the energy density profile, with regions with more energy than the average state and others with less energy. The negative \( Q_{\alpha,l} \) for multiplicity can then be understood from the empirical scaling behavior [18]

\[
\frac{dN_{ch}}{d\eta} \propto \int _{\mathbf{x}} e(\mathbf{x})^{\frac{2}{3}},
\]

according to which a change in the initial energy density \( e(\mathbf{x}) \) results in a less-than-linear change of the multiplicity. By considering the effects of fluctuations around the average background, \( e(\mathbf{x}) = \bar{e}(\mathbf{x}) + c_l \delta e_l(\mathbf{x}) \), one finds that

\[
\left\langle \left( \frac{dN_{ch}}{d\eta} \right) \right\rangle \propto \int _{\mathbf{x}} \bar{e}(\mathbf{x})^{\frac{2}{3}} \left[ 1 - \frac{1}{9} \sum _l \frac{\delta e_l(\mathbf{x}) \delta e_l(\mathbf{x})}{\bar{e}(\mathbf{x})^2} \right],
\]

where we used Eqs. 2 and 3. Due to the exponent \( 2/3 \) in Eq. 52, the fluctuation-induced correction to the multiplicity in Eq. 53 is always negative, indicating for the multiplicity \( Q_{\alpha,l} < 0 \) for all modes.

Assuming that this local change of energy density results in a corresponding modification of the number of locally emitted particles with a scaling law similar to Eq. 22, with an exponent smaller than 1, leads after integrating over the whole system to a less-than-linear fluctuation-induced modification of multiplicity, i.e., a negative \( Q_{\alpha,l} \).

In turn, the anticorrelation between \( dN_{ch}/d\eta \) and \( [p_T] \) can be attributed to the fact that most modes do not modify the total energy of the system, so that a decrease in the multiplicity has to be accompanied by an increase of their average transverse momentum. What is, however, nontrivial is that this also holds for modes that change the total

---

9 The notation \( \varepsilon_3(c_l \Psi_l) \) is slightly inaccurate and should rather read \( \varepsilon_3(\bar{\Psi} + c_l \Psi_l) \), since the energy density inserted in definition (46) is \( \bar{\Psi} + c_l \Psi_l \), but conveniently emphasizes that only \( c_l \Psi_l \) contributes to \( \varepsilon_3 \).

10 Contrary to the linear coefficients, \( Q_{\alpha,l} \) is unchanged under the change \( \Psi_l \rightarrow -\Psi_l \) and thus its sign is meaningful.
system energy — but these modes also modify the mean square radius of the initial state and affect $dN_{ch}/d\eta$ and $|p_T|$ at linear order, so that disentangling all effects is beyond the scope of the present paper.  

Eventually, the quadratic coefficients for $v_{2,c}$ and $v_{4,c}$ are sizable for a large number of modes, while the coefficients for the other flow harmonics are significantly smaller. The quadratic contributions to $v_{2,c}$ and $v_{4,c}$ have different origins, which are difficult to disentangle. Thus, there is the linear response $v_{n,c} \propto \varepsilon_{n,c}$ to an initial eccentricity $\varepsilon_{2,c}$, $\varepsilon_{4,c}$ which is already quadratic in $c_l$ (see bottom-left panel of Fig. 15). Then, the modes with an initial $\varepsilon_1(\Psi_l)$ (either $\varepsilon_{1,c}$ or $\varepsilon_{1,s}$) can dynamically give rise to a quadratic $v_{2,c} \propto \varepsilon^2_1$, but also, due to the interference with the ellipticity of the average state to a $v_{1,c}(\bar{\Psi} + c_l \Psi_l) \propto \varepsilon_{2,c}(\bar{\Psi}) \varepsilon_1(c_l \Psi_l)^2$. Such a term also contributes to $v_{2,c}$. More generally $v_{2,c}$ and $v_{4,c}$ also have contributions of the form $\varepsilon_{2,c}(\bar{\Psi}) \varepsilon_1(\Psi_l) \varepsilon_3(\Psi_l)$ or $\varepsilon_{2,c}(\bar{\Psi}) \varepsilon_3(\Psi_l)^2$ (for modes with odd eccentricities) or $\varepsilon_{2,c}(\bar{\Psi}) \bar{v}_{2}(\Psi_l)$ (for modes with even eccentricities). As a final example of dynamical nonlinear response, let us mention mode $c_l = 14$, which has both an $\varepsilon_{1,s}$ (and higher sine odd harmonics) and an $\varepsilon_{2,c}$: these give rise in the evolution to a $v_{1,s} \propto \varepsilon_{2,c} \varepsilon_{1,s}$, and also to a $v_{3,s}$, at quadratic order in $c_l$.  

E. Anisotropic flow response to the initial eccentricities

A number of studies, within either fluid dynamics — ideal or dissipative — or kinetic transport theory, have demonstrated the existence of simple relationships between initial-state eccentricities and the anisotropic flow harmonics in the final state. Considering the absolute values $\varepsilon_n$ and $v_n$ [Eqs. (45), (46), (50)], and restricting oneself to small eccentricities, one finds that the $n$th flow harmonic receives on the one hand a linear contribution from $\varepsilon_n$ and on the other hand contributions from eccentricities in other harmonics. In the simplest case, the latter are of the form

$$ v_n = K_{n,n} \varepsilon_n, \quad \text{(54)} $$

and on the other hand contributions from eccentricities in other harmonics. In the simplest case, the latter are of the form

$$ v_n = K_{n,m} \varepsilon_m \varepsilon_p \quad \text{(55)} $$

with $|m \pm p| = n$. We presently wish to discuss how such behaviors appear in our mode-by-mode analysis.

Indeed, when discussing the response coefficients for anisotropic flow in the previous Section, we related them several times to the initial eccentricities of the system. At $b = 9$ fm, the deformation of the average state $\bar{\Psi}$ with sizable values of $\varepsilon_2$ and $\varepsilon_4$ (see Table 1) and the fact that most fluctuation modes have several nonzero $\varepsilon_m$ makes it difficult to isolate the influence of each individual eccentricity on a given flow harmonic, be it at linear or quadratic order in $c_l$. In contrast, the situation at $b = 0$ is cleaner: since the average state is radially symmetric, the flow response for an event of the form $\bar{\Psi} + c_l \Psi_l$ is entirely due to the asymmetry of the mode $\Psi_l$, which is what contributes to the numerator of the eccentricities $\varepsilon_m(\bar{\Psi} + c_l \Psi_l)$. More precisely, we mostly encounter two cases. First, a linear response of the form (54), which manifests itself as a nonzero coefficients $L_{v_n,l}$, i.e., as a linear response in $c_l$, for a mode $\Psi_l$ with an initial $\varepsilon_n$. For such modes we compute

$$ K_{n,n} = \lim_{c_l \to 0} \frac{v_n(\bar{\Psi} + c_l \Psi_l)}{\varepsilon_n(\bar{\Psi} + c_l \Psi_l)} = \frac{L_{v_n,l}}{L_{\varepsilon_n,l}}, \quad \text{(56)} $$

which is shown in the left panel of Fig. 16 where $k$ labels the $k$-th mode $\Psi_l$ with $l < 256$ with an $\varepsilon_n \geq 0.01$. Second, one can identify a number of modes with an initial $\varepsilon_m$ with $m = 1$ or $2$ that gives rise to a final $v_n$ with $n = 2m$, corresponding to Eq. (55) with $p = m$. For those modes (again with $l < 256$), characterized by a sizable $Q_{v_n,il}$ (see top right panel of Fig. 15), we show

$$ K_{n,mm} = \lim_{c_l \to 0} \frac{v_n(\bar{\Psi} + c_l \Psi_l)}{\varepsilon_m(\bar{\Psi} + c_l \Psi_l)^2} = \frac{Q_{v_n,il}}{L^2_{\varepsilon_m,l}} \quad \text{with } n = 2m \quad \text{(57)} $$

in the right panel of Fig. 16. We also noted in Sec. 11 the presence of modes with several sizable eccentricities, giving a “mixed” nonlinear response (55) with $m \neq p$. For instance, for mode $l = 40$ in the Glauber model one could

11 In a forthcoming paper we shall consider events with a fixed multiplicity, i.e., a given centrality, instead of fixed impact parameter. This will possibly facilitate the discussion, in addition to being closer to the experimental setup.  

12 For mode $l = 15$, the quadratic $v_{1,s}$ comes from $\varepsilon_{2,c}$ and $\varepsilon_{3,s}$.  

13 In collisions with a large $\varepsilon_2$, an extra cubic term $\propto \varepsilon^3_2$ was found to contribute to $v_2$.  

14 The mode number $l$ may differ between the two models.
compute a $K_{3,21}$, which we did not do. By construction, the coefficients $K_{n,n}$ and $K_{n,mm}$ from Eqs. (56) and (57) are positive. However we noted in the previous section that the integrated $v_1$ has an opposite sign to $\epsilon_1$, i.e., $K_{1,1}$ should be a negative value.

The coefficients $K_{n,n}$ in the left panel of Fig. 16 clearly decrease with $n$, which can be attributed to viscous damping in the evolution. Yet this is less visible for the quadratic coefficients $K_{2n,nn}$ on the right, although there is only a small number of modes with a sizable dipole deformation $\epsilon_1$. One again sees that the modes come in doublets, as already seen for their eccentricities (Fig. 5 left) or in the $2 \times 2$ structure of the linear-response coefficients $L_{\alpha,l}$ (top panels of Figs. 14 and 35).

Strikingly, the response coefficients $K_{n,n}$ are very similar for modes from either initial-state model, although the corresponding modes have different radial profiles. This also holds for $K_{4,22}$, but not for $K_{2,11}$, where the fluctuation modes from the Saturation model with an $\epsilon_1$ trigger a stronger $v_2$ response than those from the Glauber model. For $n = 3, 4, 5$, $K_{n,n}$ seems to remain almost constant as the mode number $l$ increases, while $K_{2,2}$ may show a decreasing trend, although rather mild. In fact, one could expect that fluctuation modes with higher $l$ should be more damped by viscous effects, since they show increasingly finer structure along the radial direction, but this is not obvious from this analysis.

This approximate uniformity with increasing $l$ allows us to compare the mode-by-mode coefficients for initial states of the form $\bar{\Psi} + c_l \Psi_l$ with the values found from full event-by-event simulations. Roughly speaking, the values of $K_{n,n}$ shown in Fig. 16 are in the same ballpark than those reported in the literature:

- $K_{2,2} \simeq 0.2$–0.3 is in good agreement with the findings in hydrodynamical simulations with different setups [39, 41, 73, 75] and in kinetic transport simulations [10, 76, 77].

- $K_{3,3} \simeq 0.1$–0.2 fits most values in the literature [39, 41, 73, 75] apart from Ref. [40], which finds values larger by about a factor 2.

- $K_{4,4} \simeq 0.05$–0.1 is comparable to the results in Refs. [39, 73, 75], although somewhat higher values were found in fluid-dynamical [38] simulations or kinetic theory simulations [41, 78] with $\eta/s = 1/4\pi$.

- In turn, $K_{5,5} \simeq 0.008$–0.03 is twice larger than in Ref. [38], but matches the value in Ref. [73].

- For the last linear coefficient $K_{1,1}$ the four twofold-degenerate values shown in Fig. 16 are too few to draw conclusions, yet we find a decent agreement with the results presented in Ref. [36], while the value in Ref. [38] is roughly a factor of two smaller.

As regards the quadratic-response coefficients, we are not aware of any value of $K_{2,11}$ in the literature, while $K_{4,22} \simeq 0.3$–0.6 as shown in the right panel of Fig. 16 is significantly larger than the value of 0.1 reported in Ref. [75].
IV. FLUCTUATIONS AND CORRELATIONS OF OBSERVABLES

Now that we have established the mode decomposition and the framework to compute observables the linear and quadratic response of observables to the fluctuations, we will compare the results of this mode-by-mode approach to statistical averages of event-by-event simulations. Naturally, for a sample of events in a given class — in the present study, at a given impact parameter and for one of the two initial-state models we consider — the various system characteristics (initial-state geometry, final-state multiplicity and anisotropic flow) generally vary event-by-event, unless it defines the event class. One can thus consider the average value of each observable and the statistics of its fluctuations, in particular the variance, as well as the covariance between the fluctuations of different observables.

Below we discuss how the statistics of observables can be assessed in the mode-by-mode approach via the decomposition in an average event and fluctuation modes introduced in Sec. III. To compare with the event-by-event approach, we also simulated the event-by-event evolution with KoMPoST and MUSIC (see Sec. III C) for 8192 random events for each of our initial-state models and impact-parameter values. For these, we computed the average values (Sec. IV A) of the observables introduced in Sec. III B, as well as their variances and some of their covariances (Sec. IV B), which we relate to their values as calculated within the fluctuation-mode decomposition. Eventually, in Sec. IV C we develop a framework for making predictions for the joint probability distribution of observables, under the assumption of Gaussian statistics of the coefficients $c_i$, with variances and covariances determined within the mode-by-mode decomposition. This approach is then applied to eccentricities and anisotropic-flow coefficients.

A. Average values of observables

Based on the event-by-event simulations of the 8192 events simulated in each class, i.e., for collisions either at $b = 0$ or $b = 9$ fm with initial states from either the Glauber or the Saturation model, we display in Table II the “sample mean,” i.e., the mean value averaged over the sample, of a few system characteristics, namely the total energy, mean square radius, eccentricities $\varepsilon_{2,c}$ and $\varepsilon_{4,c}$ in the initial state, charged multiplicity, average transverse momentum, flow coefficients $v_{2,c}$ and $v_{4,c}$ in the final state. We also provide the results for the mode-by-mode approach, where the rows “average event” refer to the value of each of these observables computed in the average state $\bar{\Psi}$, while the row labeled “Eq. (38)” includes the effects of fluctuations up to quadratic order.

As could be anticipated, in the isotropic case $b = 0$ the eccentricities and anisotropic-flow coefficients have very small mean values (below $10^{-3}$) which we do not report. For the initial-state characteristics, the values $O_\alpha(\bar{\Psi})$ computed in the average state are in very nice agreement with the sample-mean values $\langle O_\alpha \rangle$, except for $\varepsilon_{4,c}$. Going

| Mode                | $d\varepsilon/da$ (GeV) | $\{r^2\}$ (fm$^2$) | $\varepsilon_{2,c}$ | $\varepsilon_{4,c}$ | $dN_{ch}/da$ | $p_T$ (MeV/c) | $v_{2,c}$ (%) | $v_{4,c}$ (%) |
|---------------------|-------------------------|---------------------|---------------------|---------------------|-------------|----------------|----------------|----------------|
| Glauber $b = 0$     |                         |                     |                     |                     |             |                |                |                |
| sample mean         | 7247 ± 3                | 16.30 ± 0.01        | -                   | -                   | 2203 ± 1    | 792.9 ± 0.2   | -               | -               |
| average event       | 7248                    | 16.29               | -                   | -                   | 2257        | 783.9          | -               | -               |
| Eq. (38)            | 7248                    | 16.31               | -                   | -                   | 2233        | 796.9          | -               | -               |
| Glauber $b = 9$ fm  |                         |                     |                     |                     |             |                |                |                |
| sample mean         | 1668 ± 2                | 8.69 ± 0.02         | 0.299 ± 0.002       | -0.111 ± 0.002      | 597 ± 1     | 773.8 ± 0.3   | 5.9 ± 0.03     | 3.7 ± 0.1      |
| average event       | 1667                    | 8.72                | 0.296               | -0.094              | 636         | 746.3          | 6.1            | 4.3            |
| Eq. (38)            | 1667                    | 8.72                | 0.302               | -0.111              | 569         | 758.8          | 3.9            | 3.3            |
| Saturation $b = 0$  |                         |                     |                     |                     |             |                |                |                |
| sample mean         | 6468 ± 2                | 17.01 ± 0.01        | -                   | -                   | 2071 ± 1    | 779.1 ± 0.1   | -               | -               |
| average event       | 6468                    | 17.00               | -                   | -                   | 2119        | 769.0          | -               | -               |
| Eq. (38)            | 6468                    | 17.01               | -                   | -                   | 2080        | 772.3          | -               | -               |
| Saturation $b = 9$ fm|                         |                     |                     |                     |             |                |                |                |
| sample mean         | 1384 ± 2                | 7.94 ± 0.01         | 0.410 ± 0.001       | -0.220 ± 0.002      | 493 ± 1     | 794.3 ± 0.3   | 8.2 ± 0.03     | 6.7 ± 0.1      |
| average event       | 1386                    | 7.95                | 0.406               | -0.201              | 537         | 753.9          | 8.5            | 7.1            |
| Eq. (38)            | 1386                    | 7.95                | 0.410               | -0.219              | 432         | 803.5          | 6.4            | 9.9            |
to the final-state observables, there are now sizable differences between the event-averaged and average-event values, especially for the charged multiplicity and \(v_{2,c}\). In particular for the former, this difference is related to the strong nonlinearities observed in Sec. \(\text{III}\). Indeed, Eq. (38) shows how the quadratic-response coefficients \(Q_{\alpha,ll}\) contribute to the average value of observable \(\bar{O}_\alpha\) at order \(O(\epsilon^2)\). Including this term modifies significantly the predicted average value of a few observables (see Table \(\text{III}\): charged multiplicity and \([p_T]\) in general, and at finite impact parameter \(\varepsilon_{4,c}, v_{2,c},\) and \(v_{4,c}\). In both models, at \(b = 0\) the shift induced by the coefficients \(\{Q_{\alpha,ll}\}\) brings the mode-by-mode average value of observables closer to the sample value, although not enough for \(dN_{\text{ch}}/d\eta\). For collisions at \(b = 9\) fm, the estimate [58] of the average value yields a nice description of initial-state characteristics, and in the final state it improves the agreement of \([p_T]\) with the sample value. However the effect on \((dN_{\text{ch}}/d\eta)\) or \((v_{2,c})\) are of the proper sign, but much too large in absolute value. The presence of such sizable contributions is consistent with the lower right panels of Fig. 15 or 36. Yet we do not really understand why the contribution \(1/2 \sum_l Q_{v_{2,c},ll}\) should degrade the rather good agreement of \(v_{2,c}(\Psi)\) with the value from the event sample, even though it is clear that higher-order terms (in \(c_l\)) can contribute — which we did not attempt to estimate in the present study.
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**FIG. 17.** Variances (top) and correlation coefficients (bottom) of initial-state (left) and final-state observables (right) for collisions at \(b = 0\) in the Glauber model. The circles next to the right edge of each panel give the values computed from the random sample of 8192 events. The full lines show the quantities computed with Eqs. (58) and (59), including the number of modes given by the abscissa for the sums in \(V\) and the numerator of \(C\). The sums in the denominator of \(C\) run over \(256\) modes. The variances of \(dE/dy, \langle r^2 \rangle, dN_{\text{ch}}/d\eta,\) and \([p_T]\) are divided by the corresponding mean values.
using fluctuating fluid dynamics or early-time evolution would yield a further source of fluctuations.

B. Variances and covariances

From the 8192 random events one can compute the sample standard deviation of every observable \( O_\alpha \) about its mean value \( \langle O_\alpha \rangle \). On the other hand, in our dynamical setup\(^\text{[15]}\) the dispersion of the values taken by \( O_\alpha \) event by event arises solely from the fluctuations in the initial state. One may hope to capture the fluctuations of observables with our mode decomposition, and in fact Eq. (39) gives the covariance between the fluctuations of two observables at order \( c^2 \). Setting \( \alpha = \beta \) thus yields the variance of the fluctuations of \( O_\alpha \)

\[
V(O_\alpha) \equiv \langle (O_\alpha - \langle O_\alpha \rangle)^2 \rangle \simeq \sum L^2_{\alpha,t},
\]

involving the linear-response coefficients \( L_{\alpha,t} \). In the top panels of Figs. 17 and 18 we show these variances (full lines) as function of the number of modes over which the sum runs. We also show as circles close to the right edge of each
panel the sample variances of the observables computed from the 8192 events, with error bars given by the standard uncertainty on the variance estimate.

From the covariance \[ C(O_\alpha, O_\beta) = \frac{\langle (O_\alpha - \langle O_\alpha \rangle)(O_\beta - \langle O_\beta \rangle) \rangle}{\sqrt{\langle O_\alpha^2 \rangle \langle O_\beta^2 \rangle}} \sim \frac{\sum_l L_{\alpha,l} L_{\beta,l}}{\sqrt{\sum_{k,k'} L_{\alpha,k}^2 L_{\beta,k'}^2}}. \] (59)

These coefficients are shown for various pairs of observables as full lines in the bottom panels of Figs. 17 and 18 as a function of the number of modes used in the sum in the numerator. The sums in the denominator always include the first 256 modes. That is, the values of \( V(O_\alpha) \), \( V(O_\beta) \) used in the denominator of Eq. (59) are those reached at the end of the full lines in the upper panels of the figures. Again, the circles close to the right edge of the panels are the correlation coefficients from the sample of 8192 events.

We first focus on the behavior of the variances, shown in Fig. 17 for collisions at \( b = 0 \) while Fig. 18 shows the corresponding results at \( b = 9 \) fm. Both are obtained in the Glauber model, while the corresponding plots with initial states from the Saturation model are shown in Figs. 37 and 38 in Appendix I with similar results.

Since \( L_{\alpha,l}^2 \) is non-negative, including more modes in the sum increases the value of \( V(O_\alpha) \). But since the magnitude of the response \( L_{\alpha,l} \) typically decreases with \( l \), each sum should hopefully converge, and indeed each variance seems to reach a maximum value. At \( b = 0 \) (Fig. 17) and for initial-state characteristics (left), the visual impression is that each mode-by-mode variance tends towards the corresponding sample variance, except for \( \varepsilon_5 \) for which more modes would be needed. For initial and final state observables at zero impact parameter, the variance does not grow with each mode, but there are only a few increasingly rarer steps: e.g., for \( l = 0, 7, 18, 33, 52, 77 \ldots \) in the case of the variances of \( dE/dy \) or multiplicity. The reason is simply that these are the only “radial modes,” i.e., the only modes for which the linear-response coefficient \( L_{\alpha,l} \) for \( dE/dy \) has a sizable value, as shown in the top panels of Fig. 14. In the case of eccentricities, the successive steps of the variance have the same size for \( \varepsilon_{n,c} \) and \( \varepsilon_{n,s} \) in a given harmonic but occur at values of \( l \) differing by one: this mirrors once again the existence of pairs of degenerate, rotated modes, which we have encountered several times. Due to rotational symmetry at \( b = 0 \), the sample variance is then the same for \( \varepsilon_{n,c} \) and \( \varepsilon_{n,s} \).

Generally, the features observed for the fluctuations of the eccentricities are also found for the variances of the anisotropic-flow harmonics in the final state at \( b = 0 \) (top right panel of Fig. 17). However, a significant difference appears, namely some of the mode-by-mode variances computed with Eq. (58) are larger than the sample variances from the 8192 random events. For \( v_2 \) or \( v_3 \) this could perhaps be caused by downwards fluctuations of the variances in the event sample. However, this cannot be a valid explanation for the variance of multiplicity: \( V(dN_{ch}/d\eta) \) has clearly not yet reached its maximum when summing over 256 modes in Eq. (58), yet it is already markedly larger than the value found in the event sample. Since we shall again encounter this mismatch at \( b = 9 \) fm, we momentarily postpone its discussion.

FIG. 19. Variances of the numerators and denominators of the initial-state eccentricities (45) for collisions at \( b = 0 \) (left) and \( b = 9 \) fm (right) in the Glauber model. The variances are computed with Eq. (58) including the number of modes given by the abscissa for the sum, and divided by the sample variances from the 8192 random events, so that the open symbols at a value of 1 stand for these sample variances.
Indeed, it is striking that some high fluctuation modes — for instance $\Psi_l$ with $l = 203$ — yield a large contribution to the variance of charged multiplicity, while this does not happen for the other observables. This can be attributed to the system viscosity (here shear viscosity, since the bulk viscosity is zero in our simulations), which converts the small scale radial “ripples” of the initial energy density profile into extra particles. To test that idea we performed simulations with different values of the shear viscosity to entropy ratio ($\eta/s \in \{0, 0.16, 0.32\}$). These revealed that the radial fluctuation modes with small $l$, for example $l = 0$, are significantly affected by viscosity, which diminishes the mode contribution to the multiplicity. This is however less of the case of radial modes with a relatively large $l$, e.g., $l = 203$. We checked that for $l \geq 256$ the contribution of radial modes to $V(dN_{ch}/d\eta)$ decreases, which is to be expected since the mode eigenvalues keep decreasing. Therefore, given a sufficient number of modes, $V(dN_{ch}/d\eta)$ computed with Eq. (58) converges to a finite value; but it still cannot coincide with the sample variance since it is already larger after 256 modes.

At zero impact parameter there are only two sizable covariances, or equivalently Pearson correlation coefficients, between the observables we consider, namely, between total energy and typical system size in the initial state, and between multiplicity and average momentum in the final state. In the bottom panels of Fig. 17 we see that the mode-by-mode correlation coefficient $C(dE/dy, \{r^2\})$ seems to tend towards its sample value after 256 modes. This may also be true of $C(dN_{ch}/d\eta, [p_T])$, although it is less clear. As mentioned above, the radial fluctuation modes with a rather high $l$ still contribute to the fluctuations of multiplicity. In any case, one may note that the mode-by-mode evolution of the correlation functions does not behave monotonically when more modes are included in the sums in the numerator, i.e., in the covariances: some modes affect both observables in the same direction, leading to a positive correlation function, while in other modes the observables are anti-correlated.

In events at $b = 9$ fm (Fig. 18), the first salient feature is that the variances and the correlation functions are now affected by many more modes, instead of only a few ones at zero impact parameter. Visually the typical contribution of a mode looks smaller, but one should beware that the vertical scales of the plots differ from Fig. (17). That more modes contribute to the fluctuations is simply related to the fact that, due to the mixing with the anisotropic average state (cf. Sec. II C) every mode now affects multiple initial-state characteristics. This also explains why there are now several nonzero correlation functions in both initial and final states.

A second remark is that the parallel behavior of the variances of $\varepsilon_{n,c}$ and $\varepsilon_{n,s}$, and in the final state $v_{n,c}$ and $v_{n,s}$ is no longer observed, reflecting the breaking of rotational symmetry at finite impact parameter.

Eventually, it is now clear that several variances computed within the mode-by-mode approach will not match the sample variance from our event-by-event simulations. In the top-left panel of Fig. 18, the values of $V(\varepsilon_n)$ with $n = 2, 3, 4, 5$ obtained with 256 modes are larger than the sample variance depicted by the circles. In the top right panel, the same holds for almost all final-state observables, especially $v_{1,c/s}$ or $v_{3,c/s}$.

In the case of the initial-state characteristics, we found in Table 13 that the mode-by-mode approach provides a good estimate of the average value, especially when including the term in $Q_{n,l}$ in Eq. (38). In contrast, Eq. (58) does not include these quadratic-response terms — without contradiction, since both equations are valid at order $O(c_l^2)$. Yet it hints at the origin of the mismatch between the mode-by-mode and sample values of the variances, since the eccentricities, which are defined as ratios with a moment of the energy density in the denominator, depend nonlinearly on the modes, i.e., on $c_l$. To test this idea, we took as observables $O_n$ the numerators and denominators of the eccentricities (43) alone, i.e., the integrals of $r^4$, $r^4 \cos(n\theta)$, and $r^4 \sin(n\theta)$ multiplied by the energy density. The mode-by-mode variances (55) of these quantities for initial states from the Glauber model, divided by the respective sample variances from the 8192 random events, are shown in Fig. 19. The ratios of mode-by-mode over sample variances seem to converge to unity from below when more modes are accounted for in the calculation of $V(O_n)$, showing that Eq. (58) provides a good estimate of the variance for characteristics that depend linearly on the modes.

In turn, we can deduce that the lack of convergence of mode-by-mode variances to the sample values, shown in Fig. 20, means that nonlinear effects are present, already in the initial state, and naturally even more so in the final state.

At both impact parameters, the variance of $\varepsilon_{n,c/s}$ increases with $n$. The reverse holds for the anisotropic flow harmonics, with $v_{2,c/s}$ having the largest variance and $v_{5,c/s}$ the smallest. This is consistent with the fact that the values of $v_n$ themselves follow the same hierarchy due to viscous damping.

Despite the discrepancy between mode-by-mode and sample variances, the correlation coefficients computed with the modes (Eq. (59)) or from the 8192 events are generally in rather decent agreement, see bottom panels of Fig. 18.

In addition, most correlation functions seem to reach rather quickly a limiting value, namely after including about 150 modes, which rather contrasts the situation at $b = 0$. This motivated us to provide a more direct comparison between the values computed with 256 modes of the correlation functions and the sample values, shown in Fig. 20 for collisions in the Glauber model at $b = 0$ resp. $b = 9$ fm, and in Figs 39 and 40 for events with initial

16 We leave aside correlations between an initial-state quantity and a final-state observable.
17 $v_1$ does not follow the trend, but the underlying physics is somewhat different, since global transverse-momentum conservation plays a crucial role for directed flow.
states from the Saturation model. A further advantage of these figures is that they also include correlation coefficients not shown in Figs. 17 and 18. Here we merely describe the visible features, irrespective of any physical interpretation.

At vanishing impact parameter (Fig. 20), we already saw that the only sizable correlation coefficients are between $dE/\,dy$ and $\{r^2\}$ in the initial state, and between charged multiplicity and average transverse momentum in the final state. These correlations are caused by the radially-symmetric fluctuation modes, which are the only ones that contribute to both pairs of observables.

In events at $b = 9$ fm, a few clear trends appear: the cosine parts of even-order eccentricities resp. anisotropic-flow harmonics are (anti-)correlated with each other and with $dE/\,dy$ and $\{r^2\}$ resp. $dN_{ch}/\,dy$ and $[p_T]$, but not to the other observables. The cosine parts of odd-order eccentricities or anisotropic-flow harmonics are correlated with each other but not with the rest. Finally, the sine parts of eccentricities resp. flow coefficients only correlate to other $\varepsilon_{n,s}$ resp. $v_{n,s}$ in a harmonic $n$ with the same parity.

C. Probability distributions and Gaussian statistics

We have seen that the probability distributions of the normalized coefficients $c_l$ of statistical fluctuations are close to being Gaussian, see Fig. 2. Assuming that they were in fact perfectly described by Gaussian statistics and that the
fluctuations of a number of choice observables depend linearly on the fluctuations, it is straightforward to calculate model predictions of probability distributions for these observables. These predictions can serve as an approximation to the true statistical distributions of observables. In this section, we describe the mathematical framework for this approach — the details of the calculations are reported in Appendix~E~I— and present some results for the probability distributions of anisotropic flow coefficients.

1. Formalism

It is clear that all observables cannot be assumed to respond linearly to the fluctuation modes. Indeed, many interesting characteristics of the system are by definition positive, such as, for example, for the eccentricities $\varepsilon_n = \sqrt{(\varepsilon_{n,c})^2 + (\varepsilon_{n,s})^2}$, or they are (nonlinear) functions of other observables. With this caveat in mind, we postulate the existence of observables $O_\alpha$ whose fluctuations depend essentially linearly on the expansion coefficients $\{c_l\}$, i.e., such that Eq.\ (37) can be truncated at linear order:

$$O_\alpha(\{c_l\}) \simeq \bar{O}_\alpha + \sum_l L_{\alpha,l} c_l,$$

(60)
where for brevity we denoted by \( O_\alpha(\{c\}) \) the value of an observable \( O_\alpha \) evaluated at the (not necessarily physical) initial state \( \Psi + \sum_l c_l \Psi_l \) with a given set \( \{c_l\} \).

Introducing the joint probability distribution \( p(\{c\}) \) of the expansion coefficients, the probability distribution of \( O_\alpha \) reads

\[
p_\alpha(O_\alpha) = \int \mathcal{D}c p(\{c\}) \delta(O_\alpha - O_\alpha(\{c\})),
\]

where we introduced the shorthand notation

\[
\int \mathcal{D}c \equiv \prod_l \int_{-\infty}^{\infty} dc_l.
\]

Up to this point no assumption has been made in writing Eq. \((61)\).

By construction the coefficients \( \{c_l\} \) are uncorrelated: the covariance of \( c_l \) and \( c_{l'} \) vanishes if \( l \neq l' \), see Eq. \((3)\). Let us assume that they are statistically independent variables. In that case, the joint distribution factorizes into the product of single-variable probability distributions of the individual coefficients:

\[
p(\{c\}) = \prod_l p_l(c_l),
\]

where each distribution \( p_l \) is centered and has a unit variance, Eqs. \((2)\) and \((3)\). In addition, in this section we assume that each expansion coefficient \( c_l \) is a Gaussian random variable:

\[
p_l(c_l) \simeq \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{c_l^2}{2} \right).
\]

In practical calculations, the decomposition in fluctuation modes can only involve a finite number of modes, so that the sum in Eq. \((60)\) or the product in Eq. \((62)\) are restricted to values \( l < l_{\max} \) with some \( l_{\max} \). Accordingly, for an observable obeying relation \((60)\) and assuming that the \( \{c_l\} \) are Gaussian, the probability distribution \((61)\) of \( O_\alpha \) becomes

\[
p_\alpha(O_\alpha) \simeq p_\alpha^G(O_\alpha) \equiv \frac{1}{\sqrt{2\pi C_{\alpha\alpha}}} \exp \left[ -\frac{(O_\alpha - \bar{O}_\alpha)^2}{2C_{\alpha\alpha}} \right],
\]

where \( C_{\alpha\alpha} \equiv \sum_l L_{\alpha,l}^2 \) is the variance of \( O_\alpha \), see also Eq. \((39)\).

More generally, one can obtain a similar result for the joint probability of \( d \) observables \( O_{\alpha_1}, \ldots, O_{\alpha_d} \). In the Gaussian approximation, their joint probability distribution reads

\[
p_\alpha^G(\{O_{\alpha_i}\}) \equiv \frac{\exp\left[ -\frac{1}{2}(O_{\alpha_i} - \bar{O}_{\alpha_i})(\Sigma^{-1}_{\alpha\beta})_{ij}(O_{\alpha_j} - \bar{O}_{\alpha_j}) \right]}{(2\pi)^d \det(\Sigma_{\alpha\beta})},
\]

with an implicit sum over \( i \) and \( j \) in the exponent. \( \Sigma_{\alpha\beta} \) is the covariance matrix of the observables, with \( (i, j) \) entry

\[
(\Sigma_{\alpha\beta})_{ij} \equiv \sum_l L_{\alpha_i,l}L_{\alpha_j,l}.
\]

For brevity, this entry will be denoted \( (\Sigma_{\alpha\beta})_{ij} \equiv C_{\alpha_i\alpha_j} \). Note that \( l_{\max} \) does not appear explicitly in Eq. \((66)\) [or Eq. \((65)\)], but it is hidden in the definition of the covariance matrix \((67)\).

As could be anticipated, if the expansion coefficients \( \{c_l\} \) on the basis of fluctuation modes are Gaussian-distributed, and if observables \( \{O_{\alpha_i}\} \) depend linearly on these coefficients, then the joint probability distribution \((66)\) of the observables is Gaussian.

For an observable of the form \( O_\beta = \sqrt{O_{\alpha_1}^2 + O_{\alpha_2}^2} \), the assumption of a Gaussian distribution is clearly not valid. But if it is (approximately) valid for \( O_{\alpha_1} \) and \( O_{\alpha_2} \), one can compute the probability distribution \( p_\beta \) from the joint probability distribution \( p_{\alpha_{1,2}}^G \), starting from

\[
p_{\alpha_{1,2}}^G(O_{\alpha}) = \int dO_{\alpha_1} \int dO_{\alpha_2} p_{\alpha_{1,2}}^G(O_{\alpha_1}, O_{\alpha_2}) \delta(O_{\beta} - \sqrt{O_{\alpha_1}^2 + O_{\alpha_2}^2}),
\]

where the superscript G.f.a. stands for “Gaussian fluctuation approximation.” As detailed in Appendix \(2.1\) by plugging in the specific form of \( p_{\alpha_{1,2}}^G \) one can explicitly compute \( p_{\alpha_{1,2}}^G \) and express it in terms of an infinite series of
products of modified Bessel functions, whose arguments depend on the average values $\bar{O}_{\alpha_1}$, $\bar{O}_{\alpha_2}$ and the variances and covariances of $O_{\alpha_1}$ and $O_{\alpha_2}$, see Eq. (E23). If the average values $\bar{O}_{\alpha_1}$, $\bar{O}_{\alpha_2}$ vanish, the expression strongly simplifies and becomes

$$p_{\beta}^{G.f.a.}(O_\beta) = \frac{\Theta(O_\beta) O_\beta}{\sqrt{\det(\Sigma_{\alpha_1,\alpha_2})}} \exp \left[ - \frac{O_\beta^2 (C_{\alpha_2 \alpha_2} + C_{\alpha_1 \alpha_1})}{4 \det(\Sigma_{\alpha_1,\alpha_2})} \right] I_0 \left( \frac{O_\beta \sqrt{(C_{\alpha_2 \alpha_2} - C_{\alpha_1 \alpha_1})^2 + 4C_{\alpha_1 \alpha_2}}}{4 \det(\Sigma_{\alpha_1,\alpha_2})} \right),$$

(69)

where $\Theta$ denotes the Heaviside step function, since $O_\beta$ is clearly non-negative.

Analogously, the joint probability distribution of two observables $O_\beta = \sqrt{O_{\alpha_1}^2 + O_{\alpha_2}^2}$ and $O_\gamma = \sqrt{O_{\alpha_3}^2 + O_{\alpha_4}^2}$ can be expressed as

$$p_{\beta,\gamma}^{G.f.a.}(O_\beta, O_\gamma) = \Theta(O_\beta) O_\beta \Theta(O_\gamma) O_\gamma \int_0^{2\pi} d\phi \int_0^{2\pi} d\psi p_{\alpha_1,\alpha_2,\alpha_3,\alpha_4}^G(O_\beta \cos \phi, O_\beta \sin \phi, O_\gamma \cos \psi, O_\gamma \sin \psi),$$

(70)

where the joint probability of the four observables $O_{\alpha_j}$ is assumed to be Gaussian. This equation is of the same form as (E14) for the case of a single observable of this type. In general, i.e., when $O_{\alpha_5}$ or $O_{\alpha_4}$ have a nonzero covariance with $O_{\alpha_1}$ or $O_{\alpha_2}$, the integrals can no longer be computed as in the case of the single-variable distribution $p_{\beta}^{G.f.a.}$. Nevertheless, the distribution (70) can still be evaluated numerically.

2. Application to anisotropic flow

We can now apply the formalism of the previous subsection to a few observables, and compute probability distributions of their fluctuations, using values of the (co)variances of observables determined with 256 fluctuation modes, i.e., as in Sec. [V13]. These semi-analytical probability distributions are compared with those from a sample of 8192 dynamically evolved events (for each initial-state model and impact-parameter value).

For the Pb-Pb collisions we consider in this paper, at a fixed impact parameter ranging up to 9 fm, the fluctuations of $\varepsilon_{n,c}$ and $\varepsilon_{n,s}$ can to a good approximation be assumed to be a two-dimensional Gaussian [79–81], although this can to a good approximation be assumed to be a two-dimensional Gaussian. This equation is of the same form as (70) for the case of a single observable of this type. In general, i.e., when $O_{\alpha_5}$ or $O_{\alpha_4}$ have a nonzero covariance with $O_{\alpha_1}$ or $O_{\alpha_2}$, the integrals can no longer be computed as in the case of the single-variable distribution $p_{\beta}^{G.f.a.}$. Nevertheless, the distribution (70) can still be evaluated numerically.

In turn, when all eccentricities are small, i.e., in our case in collisions at $b = 0$, each flow coefficient $v_{n,c/s}$ is approximately proportional to the corresponding eccentricity $\varepsilon_{n,c/s}$

$$v_{n,c/s} \propto \varepsilon_{n,c/s},$$

(71)

which for $n = 2$ and 3 also holds pretty well at $b = 9$ fm. For such a linear dynamical response, the fluctuations of $v_{n,c/s}$ follow those of $\varepsilon_{n,c/s}$, i.e., they are approximately Gaussian. Accordingly, the joint probability distribution of the four observables $\varepsilon_{n,c}$, $\varepsilon_{n,s}$, $v_{n,c}$, $v_{n,s}$ is itself Gaussian — with a few large covariances —, and one can estimate the joint probability distribution of $\varepsilon_{n,c}$ and $v_{n,c} \equiv \sqrt{(v_{n,c})^2 + (v_{n,s})^2}$ using Eq. (70).

More generally, we show in Figs. [22]–[25] the joint probability distributions, either computed with Eq. (70) or obtained from a sample of 8192 random events, of the observables $(\varepsilon_n, v_n)$ with $n \in \{1, \ldots, 5\}$ and of $(\varepsilon_2, v_2)$, for both initial-state models at $b = 0$ and 9 fm. In every panel, we indicate with a cross resp. circle the average value of the two observables determined from the semi-analytical calculation resp. the event sample. Above resp. right of each panel, we display the (marginal) distribution of the corresponding eccentricity resp. anisotropic-flow coefficient: the dashed curves stand for the semi-analytical results, the full-line histograms with visible bin widths are from the sampled events, while the dotted lines represent a Gaussian smoothing of these histograms. The first moments of these marginal distributions — for the event samples and the calculations in the Gaussian fluctuation approximation — are given in Table [III] in Appendix [E2].

At vanishing impact parameter, the results from the Gaussian fluctuation approximation and the event sample are generally in excellent agreement, both in the Glauber (Figs. [22] and Saturation (Fig. [23]) models. The only significant discrepancy is between the semi-analytical and sample mean values of $\varepsilon_5$ and $v_5$ in the Saturation model (red circle and cross in the bottom left panel of Fig. [23]). This discrepancy can be related to the one already observed in the top panels of Fig. [37] between the endpoint of the line(s) and the sample variances (represented by a circle) for $\varepsilon_{5,c/s}$ or $v_{5,c/s}$. Including more fluctuation modes in the calculation of the variances, which enter the semi-analytical estimate, would probably diminish the discrepancy.

An additional observation at $b = 0$ is that the dispersion away from the perfect proportionality (71) between $\varepsilon_n$ and $v_n$ seems to increase when going from $n = 2$ to $n = 5$. In contrast, the correlation between $\varepsilon_2$ and $v_2$ is much less
FIG. 22. Joint probability distributions of $\varepsilon_n$ and $v_n$ for $n = 1, 2, 3, 4, 5$ (top, middle, and bottom left panels) and $\varepsilon_5, v_5$ (bottom right) in collisions at $b = 0$ within the Glauber model. Contour lines: semi-analytical values from Eq. (70). Density plots: values from a sample of 8192 random events. Red cross resp. circle: mean value of the observables from the Gaussian-fluctuation calculations resp. the event sample. Top resp. right of each panel: probability distribution of $\varepsilon_n$ resp. $v_n$ (histogram: binned sample values; dotted: smoothing of the histogram with a Gaussian kernel density estimator; dashed line: semi-analytical values).

marked: they rather seem to be uncorrelated, and the Gaussian fluctuation approximation captures remarkably well their joint probability because it factorizes into the product of their separate probability distributions, which are well reproduced.

Going now to the results at $b = 9$ presented in Figs. [24 and 25] we find that the Gaussian fluctuation approach again provides in general a good approximation of the results from the event samples. However, deviations between the approaches are now more visible, starting with the average values of the observables. A first source of discrepancy is that the variances from the mode-by-mode approach sometimes miss the sample variances by a significant amount (see top panels of Fig. 18 and 38). A second, possibly more important mismatch is that the linear approximation (71) is no longer always fulfilled: $v_2$ is still approximately proportional to $\varepsilon_3$, and this holds at the level of their sine and cosine parts. The proportionality between $v_2$ and $\varepsilon_2$ is no longer present at large $\varepsilon_2$, where a deviation appears,
which was already reported in the literature \cite{41}. Eventually, nonlinear flow response is also present in the values of $v_1$, $v_4$, and $v_5$ found in the event sample. Indeed, the joint probability distribution of $\varepsilon_2$ and $v_4$ now has more structure than at $b = 0$, demonstrating the existence of a correlation between them. However, the Gaussian fluctuation approximation does not include these nonlinearities, which for example spoil the assumption that the fluctuations of $v_{n.c./s}$ are Gaussian. Nonetheless, it is worth emphasizing the results from the semi-analytical approach are not totally off, but yield a more than decent approximation.

V. SUMMARY AND OUTLOOK

In this paper we have introduced a general framework for characterizing the event-by-event fluctuations of the initial state of heavy-ion collisions predicted by a given model. Starting from a density-matrix formalism, the fluctuating initial states are written as the sum of an average event and a linear combination of uncorrelated fluctuation modes, Eq. (1), with expansion coefficients that are found to be almost Gaussian-distributed.

For a set of observables — both in the initial state and in the final state following a dynamical evolution with
KoMPoST and MUSIC — we compared the mean values and (co)variances computed from a sample of events with those gained from a mode-by-mode calculation. In the mode-by-mode approach, we characterized the response of observables to the presence of a given mode by linear- and quadratic-response coefficients. The statistics of some observables (energy density, mean square radius, eccentricities $\varepsilon_{n,c/s}$, to a large extent $v_{n,c/s}$) is described very satisfactorily by the linear mode-by-mode response with the inclusion of a reasonable number of modes. This allows us in particular to predict the joint statistics of the eccentricities $\varepsilon_n$ and anisotropic flow coefficients $v_n$ in the mode-by-mode approach within a Gaussian fluctuation ansatz assuming a linear response. In contrast, charged multiplicity and to a lesser extent average transverse momentum are significantly nonlinear and may also possibly require more modes for a good description.\footnote{The issue with multiplicity may be mitigated if the initial state is defined in terms of entropy-density profiles, instead of energy densities as in the present paper.}

In the present paper we used initial states for Pb-Pb collisions at fixed impact parameter. This has the advantage that, at $b = 0$, the colliding system is azimuthally symmetric in the transverse plane, yielding an average state and
modes with a relatively simple structure: most fluctuation modes only have a single nonzero eccentricity $\varepsilon_n$, and accordingly in the final state only few sizable anisotropic flow harmonics $v_n, v_{2n}, \ldots$. This simplifies the analysis of linear and nonlinear responses in the mode-by-mode evolution, in particular the calculation of response in the Gaussian-fluctuation approximation, and allowed us to validate our approach. In a forthcoming study, we shall consider the more experimentally relevant case of events within centrality classes. Even then, it appears advantageous to consider a fixed orientation of the impact parameter, in order to absorb the leading effects into an anisotropic average state, and thereby limit the contribution of fluctuations to observables. In this respect our approach is distinct from previous mode-by-mode studies \[43-49\], where a rotationally symmetric average state was considered. With the extra constraint of almost-fixed multiplicity, one can then meaningfully include further observables, and investigate (possibly with the help of a singular value decomposition) which modes are needed for which observables. This is a needed step towards the ultimate scope, which would be to discriminate between initial-state models. Here we considered two such models to test our method on different samples of initial states, but we did not attempt to really compare the models. Possibly the most prominent difference between them is the behavior of the eigenvalues of the density matrix of fluctuations, i.e., the relative importance of the contribution of modes to events.

FIG. 25. Same as Fig. \[22\] for collisions at $b = 9$ fm within the Saturation model.
Quite naturally, our method can be extended to different colliding systems, in particular with deformed nuclei. It may also be interesting, although possibly costly, to investigate higher orders for the mode-by-mode response of observables, especially for those that are highly nonlinear. The generality of our approach makes it also possible to consider more complicated initial states, like truly three-dimensional profiles or including conserved charges, although again at an increased computational cost.
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Appendix A: Characteristics of the probability distributions of the expansion coefficients

In this appendix we present quantitative measures of the probability distributions \( p(c_l) \) of the expansion coefficients \( \{c_l\} \). More specifically, we computed the average \( \mu \), the variance \( \sigma^2 \), the skewness \( \gamma_1 \) and the excess kurtosis \( \gamma_2 \). By construction, \( \mu \) resp. \( \sigma^2 \) should be close to 0 resp. 1, see Eqs. (2) resp. (3). As in Sec. II C these characteristics were obtained using 8192 randomly sampled events in both models and at both considered impact parameters.

In Figs. 26 and 27 we show the moments for events at zero impact parameter. In both models the characteristics are consistent with those of a centered Gaussian distribution with unit variance, namely \( \gamma_1 = \gamma_2 = 0 \), for almost all modes. The most notable exception is the mode with the largest relative weight, \( l = 0 \), for which the distribution of the expansion coefficient \( c_0 \) has a sizable negative resp. positive skewness in the Glauber resp. Saturation model. The asymmetry of the probability distribution signaled by this nonzero skewness is easily understood, as we now

\[19\] Closer inspection reveals that the skewness is also nonzero for a few further modes, in particular those with radial symmetry — \( l = 7, 18, 33, \ldots \) —, although this is less visible.
FIG. 27. Average $\mu$, variance $\sigma^2$, skewness $\gamma_1$ and excess kurtosis $\gamma_2$ of the probability distributions of the expansion coefficients $c_l$ in the Saturation model at $b = 0$ fm.

FIG. 28. Average $\mu$, variance $\sigma^2$, skewness $\gamma_1$ and excess kurtosis $\gamma_2$ of the probability distributions of the expansion coefficients $c_l$ in the Glauber model at $b = 9$ fm.

discuss on the example of the Saturation model. In that case the mode $l = 0$ is positive at the center of the fireball (bottom left density plot in Fig. 4). Consider the random event $\bar{\Psi} + c_0 \Psi_0$ (and, for the sake of discussion, no other mode): the requirement that the energy density of the event should be non-negative everywhere, in particular at $r = 0$, constrains the possible values of $c_0$, which cannot be too negative. In turn, $c_0$ cannot be too large a positive number either — to ensure the positivity in regions with $r \approx 0.5R$ —, yet that restriction is milder, in that it allows larger absolute values $|c_0|$. Overall, the distribution of $c_0$ can thus extend further towards positive values than towards
negative ones: it has a longer tail on the right, i.e., precisely a positive skewness $\gamma_1$.

In events at finite impact parameter ($b = 9$ fm), for which the results are shown in Figs. 28 and 29, we find in both models larger deviations from the values for a Gaussian distribution. First, the skewness $\gamma_1$ of $p(c_l)$ departs considerably from zero for some modes, although without any clear trend. Second, the excess kurtosis $\gamma_2$ also deviates from zero, with a marked trend towards positive values that seems to increase with $l$. Thus, the broken rotational symmetry at finite impact parameter leads to a slightly non-Gaussian probability distribution of the expansion coefficients $c_l$, especially for the higher modes.

**Appendix B: Fluctuation modes**

In this appendix we show the first 60 orthonormal eigenvectors of the density matrix of fluctuations $\Psi$ for the initial state of Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV within the Glauber model (Fig. 30 at $b = 0$, Fig. 31 at $b = 9$ fm) and the Saturation model (Fig. 32 at $b = 0$, Fig. 33 at $b = 9$ fm). Note that these eigenvectors all have the same normalization, to allow a simpler comparison, while otherwise the norm of the successive fluctuation modes $\Psi_l$ decreases with increasing $l$.

**Appendix C: Mode-by-mode response of observables in the Saturation model**

In this appendix we present the linear and quadratic mode-by-mode response of system observables for collisions with an initial state from the Saturation model, paralleling the results in the Glauber model of Sec. III D.

1. **Linearity check**

In Fig. 34 we show $O_{\alpha,l}^+ - O_{\alpha} \equiv O_{\alpha}(\bar{\Psi} + \delta \Psi_l) - O_{\alpha}(\bar{\Psi})$ for a number of initial-state and final-state observables $\{O_{\alpha}\}$ evaluated for a few modes, using various values of $\delta$ between $-2$ and $2$. On the left are collisions at zero impact parameter, on the right collisions at $b = 9$ fm. This is similar to Fig. 13 with the difference that at $b = 9$ fm we have chosen different fluctuation modes $\Psi_l$ for the eccentricities $\varepsilon_{n,c}$, because the $l$th mode does not necessarily affect the same harmonics in the Glauber and Saturation models.
FIG. 30. First 60 orthonormal eigenvectors for the Glauber model at $b = 0$. Both axes are in units of $R$. 
FIG. 31. First 60 orthonormal eigenvectors for the Glauber model at $b = 9$ fm. Both axes are in units of $R$. 
FIG. 32. First 60 orthonormal eigenvectors for the Saturation model at $b = 0$ fm. Both axes are in units of $R$. 
FIG. 33. First 60 orthonormal eigenvectors for the Saturation model at $b = 9$ fm. Both axes are in units of $R$. 
The results in the Saturation model are generally the same as in the Glauber model. The only minor difference with Fig. 13 regards the initial state at $b = 0$, where the mean square radius $\langle r^2 \rangle$ looks more linear here than in the Glauber model. Anticipating on what comes next, this can also be seen on the level of the quadratic-response coefficients in Fig. 15 (top left panel), where no nonlinear response is visible for $\{r^2\}$, while small sizable coefficients can be spotted in the similar plot (Fig. 15) for the Glauber model.

2. Linear- and quadratic-response coefficients

Figures 35 and 36 show the linear- and quadratic-response coefficients, respectively, of observables [Eq. 37] for the fluctuation modes within the Saturation model. The results are generally qualitatively similar to those within the Glauber model (Figs. 14 and 15), up to an important exception: Here the linear coefficients $L_{\alpha,l}$ of energy density and charged multiplicity in collisions at vanishing impact parameter (Fig. 35 top panels) have opposite signs, while they have the same sign for events with initial states from the Glauber model. Alternatively, the charged multiplicity $dN_{ch}/d\eta$ and the average transverse momentum $[p_T]$ at $b = 0$ are negatively correlated in the Saturation model, while they are positively correlated in the Glauber model.

Regarding the quadratic-response coefficients, an eye-catching result is the presence of sizable $Q_{\alpha,ll}$ for $v_{4,s}$ in the
modes $l = 3$ and $4$ at $b = 9$ fm (bottom right panel of Fig. 36). These coefficients are readily explained, when one realizes that these two modes have both an $\varepsilon_{2,c}(\Psi_I)$ and a $\varepsilon_{2,s}(\Psi_I)$, as seen either in the first row of Fig. 33 — these are the two modes that do not have the $x$ or $y$ direction as symmetry axis — or in the bottom left panel of Fig. 35. Accordingly, $v_{4,c}(\Psi + c_I\Psi_I)$ receives a contribution in $c_I^2\varepsilon_{2,c}(\Psi_I)\varepsilon_{2,s}(\Psi_I)$. Consistently, there are also linear contributions $\propto c_I\varepsilon_{2,c}(\Psi)\varepsilon_{2,s}(\Psi_I)$ to $v_{4,c/s}(\Psi + c_I\Psi_I)$, visible as linear-response coefficients in the bottom right panel of Fig. 35 for the same modes.

Appendix D: Fluctuations and correlations of observables in the Saturation model

In this appendix we present the variances and correlation coefficients of observables for events with initial states from the Saturation model, similar to Figs. 17–21. Figure 37 is for collisions at $b = 0$ and Fig. 38 for events at $b = 9$ fm.

As in Sec. IV B, at $b = 0$ the variances from the mode-by-mode approach tend towards the sample values obtained from 8192 random events for most observables except the charged multiplicity — for which modes with a high $l$ still yield large contributions to the variance — and $\varepsilon_5$, which would necessitate a few more modes. Paralleling the nonconvergence of the variance $dN_{ch}/d\eta$, its correlation coefficient with $|p_T|$ from the mode-by-mode approach is far from its sample value. In turn, at $b = 9$ fm nonlinear effects spoil the agreement between mode-by-mode values and sample values.

In Figs. 39 and 40 we show the values of the correlation coefficients, for events at $b = 0$ and $b = 9$ fm, respectively. For the initial-state observables (left panels) at $b = 0$ and generally at $b = 9$ fm the coefficients from the mode-by-mode approach computed with 256 modes (top panels) are in qualitative agreement with the sample values extracted from the 8192 random events (bottom panels). On the other hand, the large discrepancy between the mode-by-mode and sample values of $C(dN_{ch}/d\eta, |p_T|)$ at $b = 0$ is clearly reflected in the mismatch between the top and bottom panels on
the right of Fig. 39. The difference comes from the limitation to order $c_l^2$ in the calculation of the mode-by-mode value. If we momentarily assume that all expansion coefficients $\{c_l\}$ are Gaussian-distributed and that they are statistically independent, one can compute all moments of their distributions. Under this assumption, one finds that at order $c_l^4$ the covariance of two observables $O_\alpha$, $O_\beta$ receives a contribution proportional to the sum over $l$ of $Q_{\alpha,l}Q_{\beta,l}$. Now for both models and all modes, the quadratic-response coefficients for $dN_{ch}/d\eta$ and $[p_T]$ have opposite sign, so that this contribution to $C(dN_{ch}/d\eta,[p_T])$ is negative. In the Glauber model this contribution is much smaller than that in the numerator of Eq. (59) from the linear coefficients. But in the Saturation model they are actually of similar magnitude, which at least partly explains the strong difference observed in Figs. 37 or 39.

Appendix E: Probability distributions of observables

1. Probability distributions in the Gaussian fluctuation approximation

In this appendix we detail the derivation of the results presented in Sec. IV C on the probability distributions of observables in the linearized Gaussian approximation. Assuming that the expansion coefficients $c_l$ follow a centered Gaussian distribution with unit variance [Eq. (64)] and that the response of an observable $O_\alpha$ to initial-state fluctuations is linear, the probability distribution for $O_\alpha$ is approximately given by

$$p^G_\alpha(O_\alpha) = \frac{1}{(2\pi)^{L_{max}/2}} \int Dc \prod_l e^{-c_l^2/2} \delta \left( O_\alpha - \tilde{O}_\alpha - \sum_l L_{\alpha,l} c_l \right).$$

(E1)

There are also a contribution proportional to the sum of $Q_{\alpha,ll'}Q_{\beta,ll'}$ over pairs $l \neq l'$ as well as terms coming from pushing Eq. (57) to order $c_l^4$, which we did not attempt to estimate.
FIG. 37. Variances (top) and correlation coefficients (bottom) of initial-state (left) and final-state observables (right) for collisions at $b = 0$ in the Saturation model. The circles next to the right edge of each panel give the values computed from the random sample of 8192 events. The full lines show the quantities computed with Eqs. (58) and (59), including the number of modes given by the abscissa for the sums in $V$ and the numerator of $C$. The sums in the denominator of $C$ run over 256 modes. The variances of $dE/dy$, $\{r^2\}$, $dN_{ch}/d\eta$, and $[p_T]$ are divided by the corresponding mean values.

where $l_{\text{max}}$ is the number of fluctuation modes entering a practical calculation. Introducing a Fourier representation of the delta-distribution

$$\delta(x) = \int \frac{ds}{2\pi} e^{isx},$$

we can recast the integral over every $c_l$ into a complex Gaussian form

$$p_{\alpha}(O_{\alpha}) = \frac{1}{(2\pi)^{l_{\text{max}}/2}} \int \frac{ds}{2\pi} e^{is(O_{\alpha} - \bar{O}_{\alpha})} \prod_l \int dc_l \exp \left( -\frac{c_l^2}{2} - isL_{\alpha,l}c_l \right)$$

that is then easily computed:

$$p_{\alpha}(O_{\alpha}) = \int \frac{ds}{2\pi} \exp \left[ is(O_{\alpha} - \bar{O}_{\alpha}) - \frac{s^2}{2} \sum_l L_{\alpha,l}^2 \right] = \frac{1}{\sqrt{2\pi}C_{\alpha\alpha}} \exp \left[ -\frac{(O_{\alpha} - \bar{O}_{\alpha})^2}{2C_{\alpha\alpha}} \right],$$

(E4)
where in the last step we introduced the diagonal coefficients $\alpha = \beta$ of the covariance matrix

$$C_{\alpha\beta} \equiv \sum_l L_{\alpha,l}L_{\beta,l}. \quad (E5)$$

This calculation is readily extended to that of the joint probability distribution of $d$ observables $O_{\alpha_1}, \ldots, O_{\alpha_d}$. Starting from

$$p^G_{\alpha}(\{O_{\alpha_k}\}) = \frac{1}{(2\pi)^{l_{\text{max}}/2}} \int \mathcal{D}c \prod_l e^{-c_l^2/2} \prod_k \delta\left(O_{\alpha_k} - \bar{O}_{\alpha_k} - \sum_l L_{\alpha_k,l}c_l\right) \quad (E6)$$

one finds

$$p^G_{\alpha}(\{O_{\alpha_k}\}) = \frac{1}{(2\pi)^{l_{\text{max}}/2}} \prod_k \int \frac{ds_k}{2\pi} e^{is_k(O_{\alpha_k} - \bar{O}_{\alpha_k})} \prod_l \int dc_l \exp\left(-\frac{c_l^2}{2} - is_k L_{\alpha_k,l}c_l\right)$$

$$= \prod_k \int \frac{ds_k}{2\pi} \exp\left[is_k(O_{\alpha_k} - \bar{O}_{\alpha_k}) - \sum_j s_j \left(\Sigma_{\alpha_k}^2\right)_{jk} s_k\right], \quad (E7)$$

FIG. 38. Same as Fig. 37 for collisions at $b = 9$ fm within the Saturation model.
where we have introduced the matrix

$$ (\Sigma_{\alpha})_{jk} = \sum_l L_{\alpha, l} L_{\alpha, l}. $$

(E8)

Eventually, one obtains

$$ p_{\Sigma}(\{O_{\alpha_k}\}) = \frac{1}{\sqrt{(2\pi)^d\det(\Sigma_{\alpha})}} \exp \left[ -\frac{1}{2} \sum_{i,j} (O_{\alpha_i} - \bar{O}_{\alpha_i}) \left( \Sigma_{\alpha}^{-1} \right)_{ij} (O_{\alpha_j} - \bar{O}_{\alpha_j}) \right], $$

(E9)

which shows that $\Sigma_{\alpha}$ is in fact the covariance of the $k$ observables, whose entries we shall denote

$$ (\Sigma_{\alpha})_{ij} \equiv C_{\alpha_i, \alpha_j}. $$

(E10)

To be able to perform further calculations without specifying the covariances, we will make use of Cramer’s rule for the general expression of the $(i, j)$ entry of the inverse of a $n \times n$ matrix $A$:

$$ (A^{-1})_{ij} = \frac{(-1)^{i+j} \det(A_{(j,i)})}{\det(A)}, $$

(E11)
with $A(j,i)$ the $(n-1) \times (n-1)$ matrix obtained by deleting the $j$-th row and $i$-th column from $A$. Using this result for the elements of $\Sigma^{-1}$ in Eq. (E9), we find

$$p_\alpha^G(\{O_{\alpha k}\}) = \frac{1}{\sqrt{(2\pi)^d \det(\Sigma_{\alpha})}} \exp \left[ -\sum_{i,j} (-1)^{i+j} (O_{\alpha i} - \bar{O}_{\alpha i})(O_{\alpha j} - \bar{O}_{\alpha j}) \frac{\det(\Sigma_{\alpha,j,i})}{2 \det(\Sigma_{\alpha})} \right],$$

(E12)

where the sum in the numerator of the exponent runs over $i$ and $j$ between 1 and $k$.

Let us now compute the probability distribution $p_\beta$ of an observable $O_\beta = \sqrt{O_{\alpha_1}^2 + O_{\alpha_2}^2}$ with Gaussian distributed $O_{\alpha_1}$ and $O_{\alpha_2}$. The starting point is simply

$$p_\beta^{G,f.a.}(O_\beta) = \int dO_{\alpha_1} dO_{\alpha_2} p_{\alpha_1,\alpha_2}^G(O_{\alpha_1}, O_{\alpha_2}) \delta(O_\beta - \sqrt{O_{\alpha_1}^2 + O_{\alpha_2}^2}),$$

(E13)

with $p_{\alpha_1,\alpha_2}^G$ the (Gaussian) joint probability distribution of $O_{\alpha_1}$ and $O_{\alpha_2}$, while the superscript “G.f.a.” stands for “Gaussian fluctuation approximation.” To tackle the integral, which in principle runs over the whole two-dimensional plane spanned by $O_{\alpha_1}$ and $O_{\alpha_2}$, we switch to polar coordinates such that $O_{\alpha_1} = \rho \cos \phi$ and $O_{\alpha_2} = \rho \sin \phi$. One can then perform the radial integral with the delta distribution:

$$p_\beta^{G,f.a.}(O_\beta) = \int_0^{2\pi} d\phi \int_0^{\infty} d\rho \rho p_{\alpha_1,\alpha_2}^G(\rho \cos \phi, \rho \sin \phi) \delta(O_\beta - \rho) = \Theta(O_\beta) O_\beta \int_0^{2\pi} d\phi p_{\alpha_1,\alpha_2}^G(O_\beta \cos \phi, O_\beta \sin \phi)$$

(E14)

FIG. 40. Same as Fig. [39] for collisions at $b = 9$ fm in the Saturation model.
with Θ the Heaviside step function. Analogously, if we need the joint probability distribution of $O_\beta$ and $O_\gamma = \sqrt{O_{\alpha_3}^2 + O_{\alpha_4}^2}$, where $O_{\alpha_3}$ and $O_{\alpha_4}$ are two Gaussian distributed observables, we can perform two substitutions with polar coordinates — in the planes $(O_{\alpha_1}, O_{\alpha_2})$ and $(O_{\alpha_3}, O_{\alpha_4})$ —, which yield

$$p^{G,f.a.}_{\beta,\gamma}(O_\beta, O_\gamma) = \Theta(O_\beta) O_\beta \Theta(O_\gamma) O_\gamma \int_0^{2\pi} d\phi \int_0^{2\pi} d\psi p^{G}_{\alpha_1,\alpha_2\alpha_3,\alpha_4}(O_\beta \cos \phi, O_\beta \sin \phi, O_\gamma \cos \psi, O_\gamma \sin \psi). \quad (E15)$$

However, the remaining angular integrals are generally highly nontrivial, because the joint probability distribution $p^G_\beta$, even if it is Gaussian, still contains the correlation between the observables $\{O_\alpha\}$, which enter as covariances in the argument of the exponential function.

In the case of the single-variable probability distribution $p^G_\beta$, with only one angular integration, one can make further analytical progress with Eq. (E14) as follows. Inserting expression (E12) of $p^G_{\alpha_1\alpha_2}$ into Eq. (E14) yields

$$p^{G,f.a.}_\beta(O_\beta) = \frac{\Theta(O_\beta) O_\beta}{\sqrt{\det(\Sigma_{\alpha_1,\alpha_2})}} \int_0^{2\pi} \frac{d\phi}{2\pi} \exp \left[ -\frac{C_{\alpha_2\alpha_2}(O_\beta \cos \phi - \bar{O}_{\alpha_1})^2 + C_{\alpha_1\alpha_1}(O_\beta \sin \phi - \bar{O}_{\alpha_2})^2}{2 \det(\Sigma_{\alpha_1,\alpha_2})} \right] \times \exp \left[ -\frac{2C_{\alpha_1\alpha_2}(O_\beta \cos \phi - \bar{O}_{\alpha_1})(O_\beta \sin \phi - \bar{O}_{\alpha_2})}{2 \det(\Sigma_{\alpha_1,\alpha_2})} \right].$$

In the numerator of the argument of the exponential functions, we gather all terms linear resp. quadratic in the trigonometric functions into single $\cos(\phi - \theta_1)$ resp. $\cos(2\phi - \theta_2)$-terms:

$$C_{\alpha_2\alpha_2}(O_\beta \cos \phi - \bar{O}_{\alpha_1})^2 + C_{\alpha_1\alpha_1}(O_\beta \sin \phi - \bar{O}_{\alpha_2})^2 - 2C_{\alpha_2\alpha_2}(O_\beta \cos \phi - \bar{O}_{\alpha_1})(O_\beta \sin \phi - \bar{O}_{\alpha_2}) =$$

$$= \rho_1 \cos(\phi - \theta_1) + \rho_2 \cos(2\phi - \theta_2) + \frac{1}{2} C_{\alpha_2\alpha_2} O^2_{\beta} + \frac{1}{2} C_{\alpha_1\alpha_1} O^2_{\beta} + C_{\alpha_2\alpha_2} \bar{O}_{\alpha_1}^2 + C_{\alpha_1\alpha_1} \bar{O}_{\alpha_2}^2 - 2C_{\alpha_1\alpha_2} \bar{O}_{\alpha_1} \bar{O}_{\alpha_2}. \quad (E16)$$

where we defined

$$\rho_1 \cos \theta_1 = 2(C_{\alpha_2\alpha_2} \bar{O}_{\alpha_2} - C_{\alpha_1\alpha_1} \bar{O}_{\alpha_1}) O_\beta \quad \rho_1 \sin \theta_1 = 2(C_{\alpha_1\alpha_2} \bar{O}_{\alpha_1} - C_{\alpha_1\alpha_1} \bar{O}_{\alpha_2}) O_\beta \quad \rho_2 \cos \theta_2 = \frac{1}{2}(C_{\alpha_2\alpha_2} - C_{\alpha_1\alpha_1}) O^2_{\beta} \quad \rho_2 \sin \theta_2 = -C_{\alpha_2\alpha_2} O^2_{\beta}. \quad (E17)$$

This results in

$$p^{G,f.a.}_\beta(O_\beta) = \frac{\Theta(O_\beta) O_\beta}{\sqrt{\det(\Sigma_{\alpha_1,\alpha_2})}} \exp \left[ -\frac{C_{\alpha_2\alpha_2} O^2_{\beta} + C_{\alpha_1\alpha_1} O^2_{\beta} + 2C_{\alpha_2\alpha_2} \bar{O}_{\alpha_1}^2 + 2C_{\alpha_1\alpha_1} \bar{O}_{\alpha_2}^2 - 4C_{\alpha_1\alpha_2} \bar{O}_{\alpha_1} \bar{O}_{\alpha_2}}{4 \det(\Sigma_{\alpha_1,\alpha_2})} \right]$$

$$\times \int_0^{2\pi} \frac{d\phi}{2\pi} \exp \left[ -\frac{\rho_1 \cos(\phi - \theta_1) + \rho_2 \cos(2\phi - \theta_2)}{2 \det(\Sigma_{\alpha_1,\alpha_2})} \right]. \quad (E19)$$

To handle the terms in $\exp(\rho_j \cos(j\phi - \theta_j)/2 \det(\Sigma_{\alpha_1,\alpha_2}))$, we follow the same trick as in Ref. [2] and write

$$\exp\left( z_j e^{ij\phi} + z_j e^{-ij\phi} \right) = \sum_{q=-\infty}^{\infty} e^{-iq\phi} \left( \frac{z_j}{|z_j|} \right)^q I_q(2|z_j|),$$

where $I_q$ is the modified Bessel of the first kind of order $q$, while

$$z_1 \equiv -\frac{\rho_1 e^{i\theta_1}}{4 \det(\Sigma_{\alpha_1,\alpha_2})}, \quad z_2 \equiv -\frac{\rho_2 e^{i\theta_2}}{4 \det(\Sigma_{\alpha_1,\alpha_2})}. \quad (E21)$$

This yields

$$\int_0^{2\pi} \frac{d\phi}{2\pi} \exp \left[ -\frac{\rho_1 \cos(\phi - \theta_1) + \rho_2 \cos(2\phi - \theta_2)}{2 \det(\Sigma_{\alpha_1,\alpha_2})} \right] = \sum_{q_1, q_2=-\infty}^{\infty} \left( \frac{z_1}{|z_1|} \right)^{q_1} I_{q_1}(2|z_1|) \left( \frac{z_2}{|z_2|} \right)^{q_2} I_{q_2}(2|z_2|) \int_0^{2\pi} \frac{d\phi}{2\pi} e^{-i(q_1+2q_2)\phi}, \quad (E22)$$

so that the integral over $\phi$ is now trivial. Going back to Eq. (E19), we thus find

$$p^{G,f.a.}_\beta(O_\beta) = \frac{\Theta(O_\beta) O_\beta}{\sqrt{\det(\Sigma_{\alpha_1,\alpha_2})}} \exp \left[ -\frac{C_{\alpha_2\alpha_2} O^2_{\beta} + C_{\alpha_1\alpha_1} O^2_{\beta} + 2C_{\alpha_2\alpha_2} \bar{O}_{\alpha_1}^2 + 2C_{\alpha_1\alpha_1} \bar{O}_{\alpha_2}^2 - 4C_{\alpha_1\alpha_2} \bar{O}_{\alpha_1} \bar{O}_{\alpha_2}}{4 \det(\Sigma_{\alpha_1,\alpha_2})} \right]$$

$$\times \sum_{q=-\infty}^{\infty} \left( \frac{z_1^2 z_2^2}{|z_1^2 z_2^2|} \right)^q I_{2q}(2|z_1|) I_{2q}(2|z_2|). \quad (E23)$$
There are two special cases in which all terms in the sum over $q$ vanish but one. When $O_{a1}$ and $O_{a2}$ are independent ($C_{a1,a2} = 0$) and have the same variance ($C_{a1,a2} = C_{a2,a2}$), Eq. (E18) yields $\rho_2 = 0$ and thus $|E_{21}| \cdot z_2 = 0$. In turn, in the case of vanishing average values $O_1 = O_2 = 0$, Eqs. (E17) and (E21) give $z_1 = 0$. In either case, only the term $q = 0$ in the sum in the second line of Eq. (E23) is nonzero, and the sum itself simply reduces to a single modified Bessel function $I_0$, resulting in a simple form for the probability distribution of $O_\beta$.

### 2. Moments of the probability distributions of eccentricities and flow coefficients

In Table III we show the first moments of the probability distributions $p(\varepsilon_n)$ and $p(v_n)$ shown at the top and on the right of every panel in Figs. 22–25. We give the average $\mu$, variance $\sigma^2$, skewness $\gamma_1$, and excess kurtosis $\gamma_2$ for the distributions computed within the Gaussian fluctuation approximation (G.f.a.) and for those obtained from the sampled events.

In collisions at vanishing impact parameter and for both initial-state models, these moments confirm the visual impression of Figs. 22 and 23, namely the very good agreement between the probability distributions from the event sample and those computed in the G.f.a., which are of the Bessel–Gaussian type. The only sizable discrepancies are for the excess kurtosis $\gamma_2$ (of basically all $\varepsilon_n$ and $v_n$) and to a lesser extent the variance of $\varepsilon_5$ in the Saturation model.

At $b = 9$ fm, the Gaussian fluctuation approximation still provides a very good description of the mean and variance of the distributions of $\varepsilon_n$ and $v_n$, although less good for the variances of $\varepsilon_4$ and $\varepsilon_5$ — which is correlated to the mismatch seen for these observables in the top left panels of Figs. 17 and 37 — and for the mean value of $v_1$. Regarding the higher moments, the G.f.a. generally reproduces the skewness values of the event samples rather well — with the important exception of $\varepsilon_2$, for which the wrong sign is predicted, and $\varepsilon_4$. Going to $\gamma_2$, larger departures between the event-sample and G.f.a. values occur more often. Part of the explanation may be that the (excess) kurtosis is more sensitive to the constraints $\varepsilon_n \leq 1$, $v_n \leq 1$, which are necessarily there in the event samples but not accounted for in the Gaussian-fluctuation approach.
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