A multi-scale correlative investigation of ductile fracture
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A B S T R A C T

The use of novel multi-scale correlative methods, which involve the coordinated characterisation of matter across a range of length scales, are becoming of increasing value to materials scientists. Here, we describe for the first time how a multi-scale correlative approach can be used to investigate the nature of ductile fracture in metals. Specimens of a nuclear pressure vessel steel, SA508 Grade 3, are examined following ductile fracture using medium and high-resolution 3D X-ray computed tomography (CT) analyses, and a site-specific analysis using a dual beam plasma focused ion beam scanning microscope (PFIB-SEM). The methods are employed sequentially to characterise damage by void nucleation and growth in one volume of interest, allowing for the imaging of voids that ranged in size from less than 100 nm to over 100 μm. This enables the examination of voids initiated at carbide particles to be detected, as well as the large voids initiated at inclusions. We demonstrate that this multi-scale correlative approach is a powerful tool, which not only enhances our understanding of ductile failure through detailed characterisation of microstructure, but also provides quantitative information about the size, volume fractions and spatial distributions of voids that can be used to inform models of failure. It is found that the vast majority of large voids nucleated at MnS inclusions, and that the volume of a void varied according to the volume of its initiating inclusion raised to the power 3/2. The most severe voiding was concentrated within 500 μm of the fracture surface, but measurable damage was found to extend to a depth of at least 3 mm. Microvoids associated with carbides (carbide-initiated voids) were found to be concentrated around larger inclusion-initiated voids at depths of at least 400 μm. Methods for quantifying X-ray CT void data are discussed, and a procedure for using this data to calibrate parameters in the Gurson-Tvergaard Needleman (GTN) model for ductile failure is also introduced.

© 2017 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The nucleation and growth of void damage in metals is critical to our understanding of many types of failure, for example in ductile fracture or high temperature creep. In such cases, the conventional approach has been to use destructive serial sectioning to quantify damage levels at various times on the path to ultimate failure. More recently, X-ray computed tomography (CT) has opened up the opportunity of studying void growth on a single sample over time [1,2], for example during simple tensile tests [3]. Unfortunately, the spatial resolution of X-ray CT means that either the defects must be large or the samples small (the highest resolution achievable is approximately 1000th of the field of view using present 2000 pixel wide cameras [2]). This makes nucleation and growth difficult to study. In some cases, small cylinders of material have been extracted from specimens post-fracture and examined by CT to quantifying void shapes, sizes, volume fractions, etc, at higher resolution [4,5]. Others have utilised laminography [6] or special sample geometries [7] to help control stress conditions in smaller samples subject to CT examinations. However, the use of X-ray CT on its own is limited, in that while it can image some defects, it is often of too poor a resolution to image smaller inclusions from which damage nucleates, or to capture the nucleation. Furthermore, grain boundaries and other microstructural features that may play an important role, for example in creep cavitation [8], are invisible to CT. In order to gain a fuller picture of failure correlative...
approaches are required.

Multi-scale correlative imaging methods involve the characterisation of the features contained within a single volume of material across a wide range of length scales, using numerous complementary analytical techniques. They have been used, primarily in 2D, to great effect in the examination of structures in soft-tissue biological systems [9], and interest in their use in other areas of materials science is increasing rapidly. Recently, 3D correlative tomography methods have emerged [2], so that it is now possible to obtain multi-scale datasets even from challenging scenarios in which the volume of interest is hidden beneath the surface of a metallic sample [8,10]. In essence, high spatial resolution information from a volume of interest identified at lower resolution by X-ray computed tomography can be gathered using techniques such as focussed-ion beam serial sectioning, electron backscatter diffraction and transmission-electron microscopy. This information across all scales can be threaded together to generate a multiscale and multifaceted picture. Here, for the first time, we examine how the results of a 3D correlative approach can be used to provide greater insight into the mechanisms of ductile fracture.

The toughnesses of steels used in the construction of pressure vessels are of paramount importance, particularly when the components are critical to the safe operation of power plants. Historically, much attention has been devoted to the understanding of brittle fracture initiation and propagation in steels, and the associated ductile-to-brittle transition. However, there is now increasing interest in the ductile upper-shelf behaviour of pressure-vessel steels, since modern grades demonstrate such excellent start-of-life toughness that the onset of the brittle regime is less of a concern. It is well known that ductile tearing in steels proceeds through void nucleation, growth and coalescence. Large voids tend to nucleate and grow from inclusions in the microstructure (typically MnS, SiO2 or Al2O3), and are joined together by sheets of void nuclei which the volume of interest is hidden beneath the surface of a metallic sample [8,10]. In essence, high spatial resolution information from a volume of interest identified at lower resolution by X-ray computed tomography can be gathered using techniques such as focussed-ion beam serial sectioning, electron backscatter diffraction and transmission-electron microscopy. This information across all scales can be threaded together to generate a multiscale and multifaceted picture. Here, for the first time, we examine how the results of a 3D correlative approach can be used to provide greater insight into the mechanisms of ductile fracture.

In order to predict the ductile fracture behaviour of alloys, local mechanistic approaches like the Gurson-Tvergaard-Needleman (GTN) model are often utilised [16–19]. Derived from the original work of Gurson [16], with modifications by Tvergaard [17,18] and Needleman [19], the GTN model assumes that the material is homogeneous and behaves as a continuum. The voids are accounted for by influencing the global flow behaviour of the material and their effects on behaviour are averaged. Crucially, the model takes into consideration the dependence of yielding on the plastic strain and hydrostatic stress exerted on the material by introducing a strain softening term. This strain softening term accounts for the initiation, growth and coalescence of voids and is used in conjunction with the hardening of the matrix material which follows the Von Mises yield criterion. The model is defined by the following semi-empirical yield function, $\Phi$:

$$\Phi(\sigma_e, \sigma_m, f^*) = \left(\frac{\sigma_e}{\sigma_m}\right)^2 + 2q f^* \cosh\left(\frac{3q_f \sigma_m}{2\sigma}\right) - \left(1 + q_f f^{*2}\right)$$

where $\sigma_e$ is the macroscopic von Mises stress, $\sigma_m$ the macroscopic mean stress, and $\sigma$ the flow stress for the matrix material. The constants $q_1$, $q_2$ and $q_3$ were introduced by Tvergaard [17,18] to better reproduce experimental observations. The function $f^*$ was introduced by Tvergaard and Needleman [19] to account for the rapid loss of stress carrying capacity (and failure) that accompanies void coalescence, which the original model by Gurson did not account for. $f^*$ is defined in terms of the void volume fraction $f$ as follows:

$$f^* = \begin{cases} f & \text{for } f \leq f_c \\ f_c + K(f - f_c) & \text{for } f > f_c \end{cases}$$

$$K = \frac{f_{0} - f_c}{f_k - f_c}$$

where $f_c$ is the critical void volume fraction for void coalescence, $f_0$ is the void volume fraction at final fracture, and $f^*$ is ultimate value of $f^*$ at final fracture, $f^* = 1/q_1$. The function for $f^*$ when $f \leq f_c$ ensures that there is an acceleration towards the final volume fraction $f^*$ when $f_c$ is exceeded. The value of $f$ at the start of deformation is set as $f_0$, the initial void volume fraction of the material. The change in $f$ with an increment of deformation, denoted $f_q$, is the sum of the volume fraction increase due to growth of existing voids and the increase due to the nucleation of new voids. The rate of void growth is assumed to be related to the plastic part of the strain rate tensor $\dot{e}^{eq}_{ij}$, assuming the material is incompressible, whilst the void nucleation rate is related to the equivalent plastic strain rate $\dot{e}^{eq}_{ij}$ [20]:

$$\dot{f} = \dot{f}_{\text{growth}} + \dot{f}_{\text{nucleation}} = (1 - f)\dot{e}^{eq}_{ij} + \Lambda \dot{e}^{eq}_{ij}$$

$$\Lambda = \frac{f_N}{s_N^2} \exp\left(-\frac{1}{2}\left(\frac{\dot{e}^{eq}_{ij} - c_{\text{N}}}{s_N}\right)^2\right)$$

where $f_N$ is the volume fraction of void-nucleating particles, $c_{\text{N}}$ the mean value of strain, and $s_N$ the standard deviation. Hence, the nucleation of voids follows a normal distribution in which 50% of void-nucleating particles are assumed to have nucleated a void at the mean strain of $c_{\text{N}}$ [20]. In summary, the primary parameters that require calibration in order to run a GTN simulation are the following: $f_0$, $f_c$, $f_0$ (that describe void growth and coalescence to failure), $c_{\text{N}}, s_N, f^*$ (that describe void nucleation), $q_1$, $q_2$, and $q_3$ (that characterise material plasticity). Since GTN models are solved using finite-element method (FEM) approaches, another parameter, the crack-tip mesh size $E_C$, must also be determined — this is essentially the dimension of which behaviour is averaged. The adequate calibration of all these parameters is not an easy task. Typically it is achieved iteratively, by estimating values using the results of previous studies, running a finite element analysis using these parameters, comparing the simulation results to experiment, and adjusting the parameters accordingly before repeating. As a result, 'optimised' parameter values often bear little relation to the physical quantities that they are supposed to represent [21–26]. In this paper, we describe an experimental multi-scale correlative method that is capable of quantifying the damage induced by ductile fracture. The approach enables the detailed characterisation of the...
microstructure associated with fracture, such that the features initiating individual voids can be identified, and our mechanistic understanding of ductile failure improved. Furthermore, we discuss how this data can be used to set some of the GTN parameters. A previous study has attempted to do this before [4], but here we outline a procedure that is not influenced by any iterative FE modelling (the quantification methods used in Ref. [4] were also significantly different to this study). Ductile fracture specimens of SA508 Grade 3 pressure vessel steel [27] are examined using medium and high-resolution 3D X-ray CT analyses, followed by serial-sectioning of a volume of interest using a dual beam plasma focused ion beam scanning electron microscope (PFIB-SEM, hereafter referred to as PFIB) accompanied by electron back-scatter diffraction (EBSD) and energy-dispersive X-ray spectroscopy (EDX).

2. Experimental

2.1. Material

The material used throughout this study originated from a large SA508 Grade 3 [27] steel ring forging, which was in the quenched-and-tempered condition. The bulk chemical composition of the block is given in Table 1. Compact-tension specimens for fracture toughness testing were extracted from the forging in the longitudinal-transverse orientation. The compact-tension tests were performed according to the European Structural Integrity Society (ESIS) P2-92 [28] standard with dimensions of thickness, 8 = 25 mm, width, W = 50 mm and an initial crack length to specimen width ratio, a/W = 0.53. Specimens were 20% side-grooved following fatigue pre-cracking, and tested at 50 °C. Tests were performed using the multi-specimen method at 50 °C. Following testing, specimens were cooled in liquid nitrogen (−196 °C) and broken open so that the amount of ductile crack growth could be measured, and specimens extracted for X-ray CT.

2.2. Tomography sample preparation

In order to probe the distribution of voids with depth, cylindrical core-style samples for X-ray CT imaging were machined from below the fracture surface of one compact-tension specimen using electrical discharge machining (EDM) as shown in Fig. 1. The cores were approximately 0.5 mm in diameter and 35–40 mm in length, and were extracted at particular intervals away from the tip of the fatigue pre-crack, x = 0.5, 1, 2, 3 and 4 mm, see Fig. 1. They were extracted from the mid-plane of the specimen where the highest levels of constraint (stress triaxiality) were expected to prevail, thereby sampling material with the highest level of ductile tearing damage. The surfaces of the specimens were lightly polished to remove any scaling resulting from the EDM.

2.3. 3D X-ray tomography

The extracted core specimens were imaged from the fracture surface to 4 mm below it using a Nikon Metrology 225/320 kV Custom Bay system, see Fig. 1b. This medium-resolution scan was performed with a Mo target using a voltage of 80 kV. The data acquisition was carried out with an exposure time of 1000 ms and no filtration. The number of projections was set to 3142 and the number of frames per projection was 1. The entire volume was reconstructed with a voxel size of (2.0 μm)3, giving an approximate resolution of 7–8 μm.

In addition to the medium-resolution scan at (2.0 μm)3 voxel size, a high-resolution scan was performed on a single EDM core of interest using a Zeiss Xradia Versa 500 3D X-ray tomography system, which produced images with an improved voxel size of (0.8 μm)3 (approximate resolution 2–3 μm) and greatly improved contrast. The scan was performed at a source voltage of 100 kV, and 1601 projections with an exposure time of 5 s at ×10 magnification were taken.

Data processing was performed with Avizo® 9.0.0 software. An edge-preserving smoothing filter was applied to the raw data to reduce image noise in each data set. An edge-preserving smoothing filter was applied to the raw data to reduce image noise to help ensure the metal appeared as a single greyscale value. The core was then selected including the metal and all the internal voids to separate it from the background. A simple global greyscale threshold was used for this. From the voxels identified as the core a ‘top hat’ segmentation was applied to identify the voids inside the core. The ‘top hat’ approach was able to effectively deal with local variations in greyscale values of the matrix arising from changes in core diameter which were related to roughness and slight widening of the base of the core. Lastly several features identified as voids which came into contact with the metal surface had to be removed from the segmentation as they could have arisen from the EDM machining process. This was achieved by masking off the surface of the sample with the ‘paintbrush’ tool and interpolating across the height of the core. Fig. 2a and b compare the results of medium and high-resolution scans of the same area after segmentation.

The spatial coordinates and volumes of each void were extracted to quantify size and inter-particle spacing distributions. In order to manipulate the data usefully, the distance of each void from the fracture surface, Δz, had to be determined. There are a number of ways in which this could have been approximated: for instance, the contours of the fracture surface could have been extended to calculate the distance as shown in Fig. 3a. We decided to use a method which used the point at which the volume fraction metal present was = 0.5, Fig. 3b, since we felt this point was the best estimate of the centre of the crack path on average (and the material under the highest level of constraint). In order to measure

---

Table 1

Composition (wt%) of the SA508 Grade 3 steel examined.

|   | C  | Si | Mn | P | S  | Cr | Mo |
|---|----|----|----|---|----|----|----|
| C | 0.18 | 0.23 | 1.3 | <0.005 | <0.005 | 0.25 | 0.55 |
| Ni | 0.81 | 0.02 | 0.01 | 0.04 | 0.005 | <0.001 | 0.01 |

---

**Fig. 1.** Extraction of tomography cores from fractured compact tension specimens using EDM. (a) schematic of the compact-tension specimen and location of EDM cores (x measures the distance from the tip of the fatigue pre-crack). (b) Medium-resolution X-ray tomography image of extracted core. Voids (most probably inclusion-initiated voids, IVs) given their size) are rendered in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
void volume fraction (VVF), datasets were cut into voxel-thick slices and the areas of metal and void in each slice used to calculate the VVF. The fraction metal \( \frac{1}{2} \) point was also found in this way by comparing the metal areas in slices intersecting the fracture surface to the average metal area in slices below the fracture surface. VVF values for slices above fraction metal \( \frac{1}{2} \) were ignored, since their intersection with the fracture surface meant that measured VVFs were artificially low (voids that formed part of the fracture surface cannot be measured).

2.4. Plasma focused ion beam tomography

An FEI Helios dual-beam PFIB that utilises Xe\(^+\) ions for milling and collects images through SEM \[29\] was used for high-resolution investigations of the microstructure of the sample. For the PFIB images, a volume of interest (VOI) was identified from the reconstructed high-resolution X-ray CT data, Fig. 2a–c. This region contained two voids of different geometries (marked in vivid red in Fig. 2b), and lay approximately 600 \( \mu \)m below the fracture surface. 3D surface rendering of the high-resolution X-ray CT data was used to map the sub-surface VOI on to the surface of the specimen, and a strategy was designed by which a cross-section of the VOI could be prepared, Fig. 2c–d.

The VOI block shown in Fig. 2d was serially sectioned into 144 slices, each being 100 nm thick with a cross section block face 150 \( \times \) 115 \( \mu \)m in size. A rocking mill angle of \( \pm 4^\circ \) was used to eliminate curtaining artefacts \[29\]. Electron beam images were collected at 2 kV, 800 pA using the through-lens detector (TLD) with a resolution of 6144 \( \times \) 4096 pixels, giving a pixel size of 26 nm. The TLD signal was a mixed backscatter/secondary signal, giving clear crystallographic contrast. Each slice took approximately 380 s to record, principally due to the resolution of the imaging. Ion milling conditions were set at 30 kV and 59 nA, which provided the best balance of speed of milling and quality of the resultant surface. The stack of serial sectioning images produced using the PFIB were aligned using the align slices module in Avizo\textsuperscript{®} 9.0.0. A very
different approach for image filtering and segmentation was required for the PFIB data and was conducted as follows: the aligned images were filtered using the fast Fourier transform (FFT) filter to remove the light vertical curtaining effects produced from the Plasma FIB milling process. A sharpening filter was subsequently applied to compensate for some blurring resulting from the FFT filter. An edge-preserving filter and a median filter were applied to improve the definition of the voids, inclusions and carbides.

A 3D rendering of the surface of the core was created from the reconstructed X-ray CT data to allow direct comparison to the surface of the sample as imaged using the SEM. A basic appreciation of the sample orientation was refined by matching the topology between the two sets of images bringing the coordinates of the two datasets into registration. This allowed the sub-surfaces features observed in the X-ray CT datasets to be located with respect to the nearest surface and provided the information needed to prepare a site specific volume of interest using the PFIB. Finally, an additional edge-preserving filter and a bilateral filter were applied to reduce the noise and flatten the greyscale regions of the different metallic phases. The filters were chosen to give improved definition of the microvoids and carbides to aid this challenging segmentation. The segmentation process was further refined by performing an interactive threshold and a watershed treatment of the data to capture the voxels that corresponded to the majority of carbides and voids within the small sub-volume. Nevertheless, some shallow microvoids and some very small carbides could not be segmented. A more precise segmentation performed by hand was used on a very limited number of slices to render the interaction between microvoids and carbides.

3. Results

3.1. Microstructural characterisations

As shown in Fig. 2, the PFIB VOI (Box A) contained two voids of different geometries. These were labelled Void 1 (elongated void, \( \approx 80 \, \mu m \) in length) and Void 2 (smaller, more spherical, \( \approx 10 \, \mu m \) in size). Fig. 4 presents cross-sections of each of these voids, and compares the level of detail that was achievable using the three techniques: medium-resolution CT, high-resolution CT, and PFIB serial sectioning. The resolution achieved was influenced not only by the pixel size of the instrument used, but also by the contrast attained from the features imaged. The PFIB results provide direct evidence that the features assumed to be voids in the X-ray reconstructions were in fact voids, and not simply regions consisting of a phase with a lower X-ray attenuation than the surrounding matrix.

The medium-resolution CT scan captures the larger Void 1, its location and approximate geometry, but does not adequately capture the smaller Void 2. The high-resolution scan captures significantly more detail in terms of the accuracy of the shape of both voids, but in addition it also reveals some indication of a second phase inside the void volumes of Void 1 and Void 2. Furthermore, it is clear that the absorption of this phase is intermediate between that of the metal matrix and the void. The single-slice PFIB-SEM data of Void 2 clearly shows that the phases contained within the voids are likely to be inclusions, consistent with results obtained by more traditional SEM analysis of the same material after grinding, polishing and etching, Fig. 5.

Fig. 6 shows all of the voids that were captured within the serial sectioned PFIB VOI volume (Box A), a total of 8 voids. All large voids found were associated with MnS inclusions, as identified by EDX, with the exception of Void 7, which appeared to be present on a grain boundary without an inclusion nearby. The PFIB analysis was also able to identify very fine voids, typically associated with small carbides (therefore labelled CIVs), which were found predominately in close proximity to the large voids associated with MnS particles. The carbides and voids were distinguishable, despite possessing similar contrast, because a signal could be detected from the edges of voids and their appearance changed slice-by-slice — the electron signal returned from the edge of the void and the visibility of the back of the empty void varied. This was not the case with the carbide phase. In Fig. 7, PFIB images of these CIVs are compared to images obtained through standard SEM analysis. The difference in contrast of the carbides can be explained by the sample preparation and etching procedures: for Fig. 7a the material was PFIB milled and imaged using a through-the-lens detector which sampled both secondary and back-scattered electrons, whilst for Fig. 7b the material was etched with 2% nital solution and imaged in secondary-electron mode.

Fig. 8 shows the distribution of microvoids that were identified around Void 2 (Box B). The loading direction, which led to the ductile fracture of the sample, is indicated. There are clearly areas and directions in which these ‘satellite voids’ are more concentrated, perhaps in regions of concentrated shear stress, although it cannot be inferred at what point during failure (in particular, in relation to the growth of the large void) these microvoids formed. For a small region adjacent to Void 2 (Box C), Fig. 9, the carbides were separately identified and labelled in blue, (voids in red). As far as it was possible to tell, these small voids were always associated with the carbides in the microstructure. There was also some indication that the orientation of the strings of carbides was important for void nucleation — nucleation appeared more prevalent between those with long dimensions aligned parallel to the applied stress.

The final PFIB slice (the 144th) was imaged using electron back-scattered diffraction (EBSD) to observe the crystallography of the complex microstructure, Fig. 10. Voids 1 and 7 were the only voids that remained in the final PFIB slice. The EBSD map shows a region of strained material adjacent to Void 1, which was found to be populated by large numbers of CIVs (c.f. Fig. 8 for Void 2). The EBSD data also highlights the distinctive grain boundary where Void 7 is located and where a number of additional smaller voids have also been observed. The EBSD confirmed that Void 7 sat on a grain boundary, and it was the only one of the voids captured in the PFIB-SEM dataset that did not include a measurable inclusion.

3.2. Quantification of features

The void volume fraction (VVF) as a function of distance below the fracture surface is quantified in Fig. 11 using the medium-
Fig. 4. Comparison of the void data obtained from the PFIB VOI (Box A) using the three tomography systems: the medium-resolution Nikon Custom Bay X-ray CT (2 μm³ voxel size), the high-resolution Versa 500 X-ray CT (0.8 μm³ voxel size) and the Plasma FIB serial section tomograph (26 × 26 × 100 nm³ voxel size resolution). Note that the inclusion found to the far left of Void 1 (seen in high-resolution X-ray CT data) was captured by the PFIB sectioning, but was not imaged in the particular slice shown here. The loading direction was left → right in these images.

Fig. 5. Comparison between images of two different voids obtained from (a) PFIB imaging and (b) traditional 2D SEM imaging. The 2D SEM images were obtained from samples of the same compact-tension material prepared using standard metallographic techniques (etched in 2% nital), although here different regions are compared (in contrast to Fig. 4, which compares the same voids and inclusions). The loading direction was left → right in (b).
There is a sharp increase in the VVF within 500 \( \mu \text{m} \) of the fracture surface, peaking at \( \text{VVF} \approx 0.018 \), although some damage is present to depths of over 3 mm. The data presented for \( \Delta z \) values of less than 190 \( \mu \text{m} \) is plotted as a greyed line. This data should be viewed with caution, since slices in this region intersected the fracture surface, and hence are likely to have resulted in VVFs that were artificially low (see argument made in the experimental section regarding slices above fraction metal \( = 0.5 \) point).

Fig. 12 gives more detail as to how the particular VVF profiles varied between the cores examined, and also includes an indication of how the size of void changed with distance to the fracture surface. There is a marked difference in void distributions between the separate cores. In the \( x = 0.5 \) and \( x = 1 \) mm cores, the voids are concentrated within 500 \( \mu \text{m} \) of the surface, but this is less pronounced in the \( x = 2 \) mm and \( x = 4 \) mm cores, and the spatial distribution in the \( x = 3 \) mm core is relatively uniform. This is also borne out in plots of intervoid distance (measured from void centre) vs. fracture surface, Fig. 13, which show more clustering near the fracture surface in the \( x = 0.5 \) and \( x = 1 \) mm cores. The distribution of larger voids is more uniform in the \( x = 3 \) mm and \( x = 4 \) mm cores, but in the \( x = 0.5 \) mm and \( x = 1 \) mm cores the largest voids appear close to the fracture surface. Indeed, there are voids that are relatively large in size, close to the fracture surface and within 50 \( \mu \text{m} \) of each other that do not appear to have coalesced. One would expect to see fewer larger voids with higher spacings if significant coalescence had occurred.

A quantitative comparison of the volume of the inclusions and the volume of their initiating voids was performed using the PFIB data. The comparison in Fig. 14 shows a non-linear correlation, with void size being approximately proportional to inclusion size raised to the power \( \approx 3/2 \). The voids examined were the IIVs highlighted in Fig. 6 (Void 7 was not included, since this was not associated with an inclusion).

4. Discussion

The multi-scale correlative method utilised here is a valuable tool to further develop our understanding of the sequence of events leading to ductile fracture. From the results described above, it is clear that large IIVs found at MnS inclusions are initiated at the early stages of fracture. There was no evidence of any particle cracking during void nucleation and growth – interface decohesion appeared to be the predominant mechanism of local stress relief. There was also an instance (Void 7) in which a
A grain-boundary void was found without detecting an associated particle. Further evidence demonstrating this type of internal decohesion would challenge the commonly-held perception that void formation during ductile tearing occurs exclusively at particles. The damage associated with ductile fracture in the cores extended to depths in excess of 3.5 mm, and was most concentrated within 500 μm of the fracture surfaces of each core. Quantitative results demonstrated significant variations in void sizes and distributions from core-to-core, Figs. 12 and 13, indicating that the results of a single small volume (of the size of the cores examined here) cannot be generalised to represent the behaviour of the bulk material. It was found that the volumes of IIVs scaled with the volumes of their initiating inclusions with a power law relationship in a region with approximately the same stress intensity (the PFIB VOI), Fig. 14, although a limited number of voids were assessed in the detail required for this analysis (and all were at a similar depth below the fracture surface). Further confirmation of this trend is needed through more serial-sectioning investigations.

The imaging of small CIVs by the multi-scale approach has enabled new insights into their formation behaviour. Our results suggest that they first begin to develop in the material surrounding IIVs, and that they do so along particular directions in the microstructure that are favourable in terms of microstructure and plastic strain, see Fig. 8. No microcracking adjacent to IIVs or CIVs was observed in the regions explored. It is clear that the conditions required to form sheets of CIVs are met at a later stage than those required to initiate IIVs millimetres below the fracture surface, although they are still observed some distance from the surface—the PFIB VOI sat ~400 μm from the surface (point where fraction metal = 0.5). It would be useful to understand more fully how the spatial and size distributions of inclusions determine the evolution of damage, in particular the formation of CIVs. Indeed, interest in the mechanics of the CIV sheet formation is likely to increase as steel cleanliness improves and populations of large inclusions are reduced.

The quantitative results provided by the multi-scale analysis should be well-suited to aid the setting of parameters in ductile failure models, such as in the GTN model introduced above. From the VVF information shown in Fig. 11, it can be envisaged that values for the parameters $f_0, f_c, f_F, f_N$ can all be determined in a more direct way. For instance, in the past $f_0$ has been determined through iterative methods [21,23,30–33], as well as through use of experimental approximations of the volume fraction of non-metallic inclusions [34–37], or by using the Franklin formula [38], which gives an estimated fraction using the weight percent of manganese ($C_{\text{Mn}}$) and sulfur ($C_S$) measured in the material:
elaborate, perhaps following the plastic strain expected with depth, certainly arguments that the extrapolation method should be more version of this article.)

curve to the fracture surface (where fraction of metal would have been indicative of voids, cf. Fig. 4. It should be acknowledged that it is possible that any pre-existing voids were lower than the majority of below). In this case, the value corresponds to 'a depth over which the data is averaged is a suitably representative of

\[ f_0 = 0.054 \left( \frac{C_S - 0.001}{C_{\text{Mn}}} \right) \]  

(6)

The critical assumption in using the Franklin formula or measured particle fractions is that all inclusions have pre-existing voids associated with them from previous material processing. However, the X-ray CT techniques used in this study detected no voids in the specimen before testing (note: these results are not presented above), suggesting that \( f_0 \) should be set to 0. Some particle-like features were detected, but these were assumed to be inclusions. Inclusions were certainly present in the material, and there was no evidence of features with reduced X-ray absorption (in comparison to the features suspected to be inclusions) that would have been indicative of voids, cf. Fig. 4. It should be acknowledged that it is possible that any pre-existing voids were too small to be detected using the high-resolution CT.

At present, there are no rigorous procedures by which values for \( f_c, f_e \) and \( f_N \) are to be set using datasets like those obtained in this study. As a starting point, we can suggest the following: the value of \( f_c \), the critical VVF for void coalescence, should be set as the final VVF value measured in the moving average data. This approach assumes that the voids directly adjacent to the fracture surface are on the point of coalescing, and do not grow any further as the voids above them are coalescing. The limited evidence found for void coalescence in the cores analysed supports this assumption. In using the moving average data, we are also assuming that 100 \( \mu \)m depth over which the data is averaged is a suitably representative of a 'local' region of uniform, but distinct, behaviour (see discussion below). In this case, the value corresponds to \( f_e = 0.013 \), which is lower than the majority of \( f_c \) values used by others [25]. For the value of \( f_e \), we suggest extrapolating the 100 \( \mu \)m moving average curve to the fracture surface (where fraction of metal = 0.5). Here, this was achieved simply by linearly extrapolating the curve in Fig. 11 between 240 and 400 \( \mu \)m (i.e., in the final steep section adjacent to the fracture surface), which gave \( f_e = 0.034 \). There are certainly arguments that the extrapolation method should be more elaborate, perhaps following the plastic strain expected with depth, but it is unclear which particular relationship would be the most appropriate to use at present.

The remaining quantity, \( f_N \), the volume fraction of nucleating particles, is not easy to ascertain. We could take the VVF in the slices containing the PFIB data and use the relationship plotted in Fig. 14 to extrapolate the total VVF in this region to a total inclusion volume. However, this utilises only a small number of data points at a particular stress state, and also cannot be relied upon to account for all the inclusions in the region (since a certain subset will not have formed voids). High-resolution scans are able to find inclusions, as in Fig. 4, and would be most suited to this task. However, there is still a large degree of ambiguity associated with inclusion detection — inclusions can vary in composition and this may effect whether they are detectable or not. The small degree of contrast associated with most inclusions would likely limit the analysis to larger particles only. Hyperspectral imaging may offer an attractive solution in the near future [39], but limited resolution of the technique makes it impractical for the statistical analysis required at present. In light of these considerations, using the Franklin formula might be the best substitute at present. For the SA508 Grade 3 used here, the formula gives an upper limit of 0.0002 for \( f_N \).

The suitability of using 100 \( \mu \)m as a length scale over which to average results deserves some discussion here. This essentially defines the 'local' region ahead of the crack tip that the GTN model is concerned with, and is usually used to set the FEM mesh size used for model implementation. The local region necessarily contains at least two voids that grow and eventually coalesce, and hence its minimum dimension should be the inter-void spacing after void initiation. This value was found from the data in Fig. 13 by assuming that initiation was completed before the increasing in VVF at 500 \( \mu \)m from the fracture surface, and was taken as the approximate void-to-void distance between 500 and 1500 \( \mu \)m from the fracture surface.

In using the Gurson model, we assume that the accumulation of damage at a point is determined solely by the history of plastic strain at that point. This assumption allows us to equate the change in damage we observe with depth below the fracture surface to the change in damage at a point in front of the crack over time, since the same plastic strain is observed, Fig. 15. Therefore, there is a strong argument that the most appropriate way to have plotted the data above would have been against equivalent plastic strain, rather than distance from the fracture surface. However, FE modelling

![Fig. 11. Void volume fraction as a function of distance below the fracture surface (taken to be where fraction metal = 0.5), obtained from the coarser medium-resolution X-ray CT data (average across all cores). The greyed line represents where the sampled slices intersected the fracture surface in one or more of the cores. The red line is a moving average taken over 100 \( \mu \)m, which ignores the slices intersecting the fracture surface. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image-url)
would have been required to achieve this, and this was not within the scope of the work presented here.

It is questionable whether the data for the core at \( x = 0.5 \) mm from the notch, which exhibited significantly higher VVF values than the other cores, should have been used during the GTN parameter calibration specified above. The increased voiding in this core may have been due to the presence of an ‘overloaded’ region close to the notch of the CT specimen, as indicated in Fig. 15. The
initial sharp fatigue crack would have been blunted at the start of testing, and an increased load would have been required to form a sharp crack again. However, this hypothesis cannot be ratified by the results of one core alone, particularly given the random nature of void formation and sampling, and hence the $x = 0.5\text{ mm}$ core data was retained. Further investigation is needed to confirm whether there is evidence of different voiding behaviour in this 'overloaded' region.

The power of the correlative approach employed here lies not only in its capability to characterise features across the length scales with complementary analysis techniques, but also in the high degree of confidence that is associated with its results. For instance, the features in the X-ray CT data that were assumed to be voids could have in fact been regions consisting of a material with a lower electron density than the surrounding matrix. By examining these features with PFIB sectioning, direct evidence was provided that they were voids and not any other type of defect. Cross-dataset

Fig. 13. Plots of intervoid distance vs. distance from fracture surface (fraction metal $= 0.5$) using medium-resolution data for cores at (a) $x = 0.5\text{ mm}$, (b) $x = 1\text{ mm}$, (c) $x = 2\text{ mm}$, (d) $x = 3\text{ mm}$ and (e) $x = 4\text{ mm}$ from the notch. The sizes of the circles representing each of the voids measured are not to scale, but can be used for a relative comparison.

Fig. 14. Comparison of the individual volumes of each void and the volume of their associated inclusion. From the PFIB VOI only (Box A).
comparisons of this type can eradicate the ambiguities that can plague simpler identification procedures. Another key advantage of the multiscale approach used here is that it is able to probe fine-scale features, whilst also retaining the mechanical test conditions experienced in large components. By extracting cores from full-scale test rather than conducting small-scale tests, the results from testing under high levels of constraint can be examined.

In reality, the tearing behaviour of a material must be a function not only of total VVF, but also the size and spatial distributions of the voids [14]. Even more complexity is likely to be associated with the shape and orientation of void-nucleating particles [14,15], and these factors are not accounted for in the GTN model. However, this type of information can be harvested using the multiscale approach detailed here, and it is hoped that future analyses will highlight the significance of these effects.

This study has been concerned principally with assessing the void damage induced by a running sharp tearing crack. In order to complete the experimental characterisation of the damage induced during a compact tension test, two further states of damage should be investigated in the future: (i) the damage ahead of the blunted fatigue pre-rack crack tip prior to the formation (initiation) of a propagating sharper crack, and (ii) the damage present in front of the sharp tearing crack front at the end of the test. Such results could then be used to feed an advanced 3D model of a compact tension test, which would provide a preliminary comparison between experimental void measures and continuum measures of local stress and strain.

5. Conclusions

A multi-scale correlative technique involving the successive use of 3D X-ray tomography and plasma focussed-ion beam (PFIB) analyses was used to investigate the ductile fracture in SA508 Grade 3 pressure vessel steel. The techniques utilised were able to characterise, within the same material volume, large voids associated with large inclusions (IIVs), as well as the fine voids nucleated at carbides (CIVs). It is now possible for us to gain further insight into the important role that these small voids are thought to play during ductile failure of steels.

It was found that the volumes of IIVs varied according to the volume of their initiating inclusions raised to the power 3/2, emphasising the importance of inclusion size distribution, as well as their volume fraction. Further confirmation of this trend is needed, however. The most severe voiding was concentrated within 500 μm of the fracture surface, but measurable damage was found to extend to a depth of at least 3 mm.

CIVs were observed to nucleate in particular regions adjacent to IIVs that were associated with high levels of plastic strain. These localised populations of CIVs presumably act as precursors to the formation of the void sheets that lead ultimately to failure. They were observed at depths of at least 400 μm from the fracture surface.

The information gleaned from multi-scale analyses can assist with the calibration of models for ductile fracture, such as the Gurson-Tvergaard Needleman (GTN) model. An initial outline of how data might be used to set particular GTN parameters has been set out, although the procedures by which model parameters can be set using experimental results in a robust fashion require development. It is hoped that multi-scale results can be used to inform models, highlight their deficiencies and improve their formulation.

In general, there is great scope for the application and extension of the multi-scale correlative tomography method used here to explore the features of ductile fracture in even greater detail. Time-lapse X-ray CT could also be used to map the progress of damage in the same specimen, and PFIB-SEM serial sectioning has the potential to explore the nature of the interface between the metal matrix and inclusions using TEM in a further extension of the scales investigated [8]. Indeed, it may be possible to incorporate lab-based grain-orientation mapping into the process [40], such that local crystal plasticity can be accounted for, and complex void distributions like that shown in Fig. 8 predicted. It must be recognised that the complex fine-scale nature of continuously-cooled steel microstructures might make this particularly challenging, and that constraint effects from a large volume of surrounding material will likely have to be accounted for. Nevertheless, the development of multi-scale methods has meant that it is now at least experimentally feasible to embark on such an investigation.
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